Comparison of sub-series with different lengths using Şen-innovative trend analysis
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Abstract
Climate change causes trends in hydro-meteorological series. Traditional trend analysis methods such as Mann-Kendall and Spearman Rho are sensitive to dependent series and cannot detect non-monotonic trends. Şen-innovative trend analysis method is launched into literature in order to overcome these restrictions. It does not require any restrictive assumptions as serial independence and normal distribution and examines a given time series as equally divided into two sub-series. The Şen multiple innovative trend analysis methodology is improved to detect partial trends on different sub-series, again with equal lengths. Climate change strongly affects hydro-meteorological parameters today compared to the last twenty or thirty years and gives asymmetrical trend change points in hydro-meteorological time series. Due to asymmetric trend change points, it may be necessary to analyze sub-series with different lengths to use all measured data. In this study, the Şen innovative trend analysis method is revised to satisfy these requirements (ITA_DL). The new approach compared with the traditional Mann-Kendall (MK) and Şen innovative trend analysis (Şen_ITA) gives successful and consistent results. The ITA_DL gives four monotonic trends on May, July, September, and October rainfall series of Oxford although the MK gives three monotonic trends in the May, July, and December and cannot detect trends on the September and October. In the ITA_DL visual inspection, the December rainfall series does not show an overall or partial trend. The ITA_DL trend results are consistent with the Şen_ITA except for the September rainfall series, although it has different trend slope amounts.
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Introduction
With increasing levels of greenhouse gases, the atmosphere has warmed more or lost its essential ability for cooling down. There are a lot of studies to investigate increasing or decreasing trends in hydro-meteorological events. The most used classical methods are Mann-Kendall (Kendall 1975; Mann 1945), Spearman’s Rho (Spearman 1987), and Şen slope estimator (Şen 1968). These methods have some restrictive assumptions such as Gaussian distribution and serial independence, which leads to type-1 and type-2 errors in trend calculations (Alashan 2020a; Cox and Stuart 1955; Wang et al. 2015; Yue et al. 2002; Yue and Wang 2004). Although MK needs serial independence and normality assumptions, hydro-meteorological time series may frequently have serial correlation (Yue et al. 2003). The pre-whitening, over-whitening, and variance correction methods are used to remove serial correlation on a given time series (Hamed and Ramachandra Rao 1998; Kulkarni and Storch 1995; Şen 2017; von Storch 1995). The pre-whitening processes that remove a portion of the trend with serial correlation may reduce the power of the MK on any given time series (Bayazit and Önöz 2007; Douglas et al. 2000). Şen (2012) launched to the literature a new trend calculation method named an innovative trend analysis (Şen_ITA) to release these restrictive assumptions. The method has high a visual capability and can identify non-monotonic trends on low, medium, and high values on a given time series. Although the method is new, it is used to determine trends in hydro-meteorological data such as temperature (Pandey et al. 2021; Sonali and Nagesh Kumar 2013); rainfall (Fanta 2022; Marak et al. 2020; Oruc 2021; Phuong et al. 2021;
Climate change is an up-to-date topic for two-three decades in comparison with hydro-meteorological data measured for more than one hundred fifty years. The Şen_ITA method detects trends on a time series divided into two sub-series with equal lengths. Temporal partial trends on main time series cannot be detected by this approach. Also, the method may not show any trend on long series if decreasing and increasing partial trends neutralize each other. Mohorjí et al. (2017) prefer to divide a main time series into several sub-series with equal lengths such as 5, 10, 20, 30, 40, and 50 years, using the Şen_ITA to detect partial trends. Güclü and friends improved the Şen_ITA derivatives as called half, double, triple, and triangular to detect partial trends by dividing a main time series into several sub-series with equal length without detecting trend change points (Güclü 2020, 2018a, 2018b; Güclü et al. 2020). Arab Amiri and Gocíc (2021) divided a given time series into three sub-series to detect partial precipitation trends in Serbia. Şișman and Kızılöz (2021) investigated the Oxford rainfall and temperature series by dividing a 150 year time series into 30 year of sub-series and calculated the maximum trend slopes over the last 30 years.

One may want to examine partial trends on sub-series with different lengths based on trend change points. The Şen_ITA method requires equal data lengths in the sub-series to compare equally probable scatter points. In this study, the Şen_ITA method is revised to detect partial trends on sub-series with different lengths (ITA_DL) but equiprobability scatter points. The ITA_DL can examine sub-series with different data lengths using equiprobability scatter points. It is useful for investigating trend stability and temporal partial trends in any time series. The method is applied to Oxford’s annual and monthly rainfall series to detect partial trends and check trend stability on a given time series.

Methodology

Mann-Kendall (MK) is the most frequently used trend analysis method although some restrictive assumptions. It is based on the comparison of the temporal ordered values according to their magnitude. Let Z be a time series as $z_1, z_2, \ldots, z_n$ and for $j > i$ if $z_j > z_i$ then sign$(z_j - z_i) = 1$ and if $z_j < z_i$ then sign$(z_j - z_i) = -1$ else sign$(z_j - z_i) = 0$. $S$ is a trend indicator and calculated as $S = \sum_{i=1}^{n} \sum_{j=i+1}^{n} \text{sign}(z_j - z_i)$ and its variance is calculated as $\text{Var}(S) = n(n-1)(2n+5)/18$. Its variance changes with data length due to the Gaussian distribution assumption and tied group number not mentioned here. Standard normal $z_{MK}$ values are calculated as followed, if $S > 0$ then $z_{MK} = (S - 1)/\sqrt{\text{Var}(S)}$ else if $S < 0$ then $z_{MK} = (S + 1)/\sqrt{\text{Var}(S)}$. It gives an idea of a presence of a trend for certain statistical significance levels (e.g. 5% and 10%) in a given time series. If the absolute $z_{MK}$ values are greater than the standard normal $z_{MK}$ values (1.96 and 1.65) for the statistical significance levels, then there is a trend in the time series. The negative (positive) $z_{MK}$ values give decreasing (increasing) trends.

The Şen_ITA divides a given time series ($Z = z_1, z_2, \ldots, z_n$) into two sub-series, for the first half series, $Z_f = \{z_1, z_2, \ldots, z_{n/2}\}$, and the second half series $Z_s = \{z_{n/2+1}, z_{n/2+2}, \ldots, z_n\}$, with equal lengths. Each sub-series is ascendingly sorted. The sorted first half sub-series on the $X$ axis, $X = \{x_1(Z_{s,\min}), x_2, \ldots, x_{n/2}(Z_{s,\max})\}$, and the sorted second half series on the $Y$ axis, $Y = \{y_1(Z_{s,\min}), y_2, \ldots, y_{n/2}(Z_{s,\max})\}$, are plotted on a graph with a $1/1$ ($45^\circ$) line. Thus, scatter points and the $1/1$ ($45^\circ$) line appear on the graph. If the scatter points are above (below) the $1/1$ ($45^\circ$) straight line, there is an increasing (decreasing) trend. If some of the scatter points are above (below) the $1/1$ straight line and other of the scatter points below (above) this line, there is a non-monotonic decreasing (increasing) trend. If the scatter points are almost over the $1/1$ trendless line, there is no trend on the given time series.

$S = 2(\bar{y} - \bar{x})/n$ gives trend slopes and $\sigma_s = 2\sqrt{2\sigma\sqrt{(1 - \rho_{xy})/(n\sqrt{n})}}$ standard deviation of the trend slope. Here; $\bar{x}, \bar{y}, n, \sigma$, and $\rho_{xy}$ is an average of the first and the second half, data length, standard deviation, and correlation coefficient between the first and second half series. The trend slope deviation formula has the assumption that variations are equal, but this assumption cannot be valid for skew and dependent series (Serinaldi et al. 2020; Wang et al. 2019). Therefore, Alashan (2020b) put forward a new formulate to calculate trend slope deviations such as $\sigma_s = \frac{1}{2} \left( \text{Var}(\bar{x}) + \text{Var}(\bar{y}) - 2\text{Cov}(\bar{x}, \bar{y}) \right)^{1/2}$. The formula gives more successful and robust results compared to the MK and Şen_ITA also in skew and dependent series. Here; $\text{Var}(\bar{x})$, $\text{Var}(\bar{y})$, and $\text{Cov}(\bar{x}, \bar{y})$ are first half variance, second half variance, and covariance values between first and second halves. $z_{ITA}$ values can be calculated as $z_{ITA} = S/\sigma_s$, to compare with the traditional MK method. More detailed information and steps to derive the formulas can be found in (Alashan 2020b).

Although the Şen_ITA does not have restrictive assumptions such as serial correlation, independence, and normality as in the MK, it has a limitation in that it can detect trends by dividing a given time series into equal sub-series lengths. It uses equal data lengths to compare scatter points that have equal probabilities. For example, let’s assume $n_1$ and $n_2$ are first and second-half series data lengths. If the sub-series data lengths are equal $(n_1 = n_2)$, each of the sorted scatter
points has equal probability for the cumulative probability values from \((1/n_1 = 1/n_2)\) to \((n - 1)/n\). To release the equal sub-series length assumption from the Şen_IA and compare sub-series with different data lengths, for \(k = n_1/n_2\) and \(i = jk\), then equal probability points \((\frac{1}{n_1}, \frac{1}{n_2} \text{to} \frac{n-1}{n})\) are obtained. Each \(k\)-value helps to divide a given time series at certain rates to obtain the first and second sub-series data lengths. The sorted first half series \(x_i\) are plotted on a horizontal axis and second half series \(y_j\) on a vertical axis same as in the Şen_IA (Fig. 1).

**Fig. 1** The application of the ITA_DL method with increasing and decreasing series

The scatter point locations with respect to the 1/1 trendless line give monotonic or non-monotonic trends or no trend on the sub-series which have different lengths (ITA_DL). The ITA_DL converts to Şen_IA for \(k = 1\).

To test the ITA_DL method, a random series is produced with one hundred data lengths. The increasing and decreasing trends are embedded in the last twenty values in the random series. The ITA_DL method detects trends on sub-series for various \(k(n_1/n_2)\) values in Fig. 1. Trend slope values change with \(k\) values as seen in Fig. 1. \(k = 1\) gives the
Şen_ITA trend slopes and it is between maximum and minimum trend slopes. The \( k = 8/2 \) gives a trend change point and has maximum (minimum) trend slopes on the partial increasing (decreasing) series. The implementation steps to apply the ITA_DL in Fig. 1 are shown below.

a) The \( k \) values are determined according to a given series length (e.g. \( n = 100 \)) to obtain sub-series with different lengths. For \( k = 1 \) (2/8, 4/6, 6/4, and 8/2), the first sub-series data length is 50 (80, 60, 40, and 20) years and the second sub-series data length is 50 (20, 40, 60, and 80) years in Fig. 1. For example \( k = 2/8 \), the given time series, \( Z = z_1, z_2, \ldots, z_{100} \), is divided into two sub-series, the first, \( Z_f = \{z_1, z_2, \ldots, z_{80}\} \) and the second, \( Z_s = \{z_{81}, z_{82}, \ldots, z_{100}\} \), half series with different lengths.

b) The obtained sub-series are sorted ascendingly. Again for \( k = 2/8 \), the first half sorted sub-series, \( X = \{x_1(Z_f)_{\text{min}}, x_2, \ldots, x_{80}(Z_f)_{\text{max}}\} \), and the second half sorted sub-series, \( Y = \{y_1(Z_s)_{\text{min}}, y_2, \ldots, y_{20}(Z_s)_{\text{max}}\} \), are provided.

c) Each \( i \) and \( j \) coefficients related to a certain \( k \)-value are determined to convert sub-series to equal length. For example, the \( k = 2/8 \) gives the \( i \) and \( j \) values as 2 and 8 provided that \( i = jk \).

d) For the \( k = 2/8 \), \( X \) and \( Y \) sub-series to be plotted on the graph are determined as \( X_p = \{x_4, x_8, \ldots, x_{80}\} \) and \( Y_p = \{y_1, y_2, \ldots, y_{20}\} \). The similar processes are repeated for other \( k \) values.

e) The other remaining processes are as in the Şen_ITA.

Pettitt test is used to compare trend change points obtained by the Şen_ITA. The method is based on Mann–Whitney rank test. Let \( D_{ij} = \text{sgn}(z_i - z_j) \) and the \( \text{sgn}(z_i - z_j) \) is calculated as aforementioned in the MK. Also, the test statistics \( U_{i,T} \) and \( K_T \) can be calculated such as \( U_{i,T} = \sum_{t=1}^{i} \sum_{j=i+1}^{T} D_{ij} \) and \( K_T = \max \{ U_{i,T} \} \). If a significance probability, \( p = 2 \exp(-\frac{6K_T}{T+1}) \), is smaller than a significance level, \( \alpha \) (\( \alpha = 0.10 \)) in this study, there is a change point on a given time series. More detailed information can be found in (Güçlü 2020; Mallakpour and Villarini 2016; Pettitt 1979).

### Application and results

Oxford is chosen as the study area because of the long rainfall data measurements. It has an area of approximately 46 km², an altitude of 60 m from sea level, and geographic coordinates of 51° 45′ N and 1° 15′ W in the southeast of England. The maritime temperate climate prevails in the city (https://en.wikipedia.org/wiki/Oxford#Geography). All months are rainy. Annual total rainfall values vary between approximately 379 and 984 mm, with an average of 657 mm (Table 1). The wettest (driest) month is October (February). April has minimum rainfall values. March rainfall values have a maximum skewness coefficient. Standard deviation is maximum in October rainfall values.

The Mann–Kendall (MK) test is applied for Oxford’s total annual and monthly rainfall series (Table 2). Trend values are defined as a trend (an important trend) if the absolute \( z_{\text{MK}} \) value is equal to or greater than a value of 1.65 (1.96) at a significance level of 10% (5%). To not overlook the MK results, 1.62 and 1.92 values in Table 2 are accepted as 1.65 and 1.96 with very small errors.

The MK can detect three trends on the May, July, and December rainfall series out of thirteen series. In May, there is an increasing trend on the rainfall series. An important decreasing trend prevails on the July rainfall series. The December rainfall series has an important increasing trend.

| Months  | Minimum | Mean   | Maximum | Standard deviation | Skewness |
|---------|---------|--------|---------|--------------------|----------|
| January | 9.90    | 56.68  | 146.90  | 28.10              | 0.35     |
| February| 2.20    | 43.74  | 120.30  | 26.44              | 0.59     |
| March   | 1.40    | 44.94  | 138.90  | 27.32              | 1.01     |
| April   | 0.50    | 44.61  | 143.00  | 24.72              | 0.86     |
| May     | 3.50    | 52.25  | 139.10  | 27.50              | 0.87     |
| June    | 1.70    | 53.25  | 151.70  | 30.42              | 0.60     |
| July    | 3.10    | 56.96  | 155.10  | 32.95              | 0.43     |
| August  | 1.80    | 59.86  | 146.20  | 32.25              | 0.50     |
| September| 2.60   | 55.02  | 156.10  | 34.02              | 0.83     |
| October | 5.00    | 66.60  | 192.90  | 38.09              | 0.78     |
| November| 4.80    | 62.00  | 175.50  | 31.93              | 0.85     |
| December| 7.80    | 61.56  | 147.90  | 32.31              | 0.52     |
| Annual  | 379.30  | 657.48 | 984.40  | 112.79             | 0.13     |

Minimum and/or maximum values for the related parameters are in bold

---
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The ITA_DL method gives partial increasing and decreasing trends on Oxford rainfall series. 6 rainfall series out of 13 have increasing or decreasing trends (Table 3). Oxford rainfall series that have monotonic trends are given in the table. The ITA_DL is applied with $k = 1, 2, 3, 4, 7$ values or 1940, 1970, 1980, 1990, and 2000 trend checkpoints. $k = 1(2, 3, 4, 7)$ indicates that the last 80 (50, 40, 30, 20) years of rainfall series of Oxford is compared with the previous 80 (100, 120, 120, 140) years.

Annual and November rainfall series have important increasing trends by the 1990 trend checkpoint ($k = 120/40 = 4$). Şişman and Kızılöz (2021) calculated positive trend slopes on the annual rainfall series of Oxford by comparing the 1990–2020 period with the 1960–1990 period, but they could not detect a statistically significant trend at the 5% and 10% significance levels. There is an important increasing trend in the March rainfall series by the 1970 trend checkpoint. In May, there is an important increasing trend by the 1940 checkpoint ($k = 80/80 = 1$ or Şen_ITA). July has an important decreasing trend by the 1970 and 1980 trend checkpoints ($k = 100/50$ and $k = 120/40$) and a decreasing trend by the 1990 trend checkpoint ($k = 120/30 = 4$). Important decreasing trends are dominant in the September rainfall series with $k = 120/40$, and $k = 140/20$ (1980, and 2000 trend checkpoints).

Trend stability on any time series can be investigated using the ITA_DL. In a stable trend case, all trend slopes on the time series have a similar direction (positive or negative) for all defined $k$ values. As seen in Table 3, while the July and September rainfall series have negative trend slopes, the May rainfall series has positive trend slopes for all $k$ values. Thus, it can be accepted that the May, July, and September rainfall series have stable trend slopes.

To detect non-monotonic trends in the annual and monthly rainfall series of Oxford, ITA_DL graphics are used (Fig. 2). There is an increase in the annual high rainfall values. Although there is a decrease in the medium values in January, low and high rainfall values increase. The February, March, October, and November rainfall series have decreasing amounts only at high values. There is a decrease in low values and an increase in high values of the April and June rainfall series. In the May rainfall series, there is an increase in medium values and a decrease in high values.

The July and September rainfall series have monotonic decreasing trends. There is no non-monotonic or monotonic trend in the August rainfall series. In the December rainfall series, an increase is observed at low and medium values, and a decrease is observed at high values.

To determine trend change points, maximum absolute $z_{ITA}$ values calculated for the rainfall series of Oxford are used. 1940 is a trend change point for the May rainfall series. The March and July rainfall series have a trend change point in 1970 while the Annual and November rainfall series have a trend change point in 1990. September has a trend change point in 2000.

Pettitt test is used to compare trend change points detected by the Şen_ITA. The Pettitt test gives significance probability values as 0.39, 0.62, 0.16, 0.08, 0.96, and 0.42 with the Annual (1990), March (1968), May (1941), July (1968), September (2000), and November (1991) rainfall series (Fig. 3). According to the Pettitt test, the only July rainfall series has a trend change point ($p = 0.08$) in 1968 by the $\alpha = 0.10$ significance level.
Conclusion and discussion

Oxford’s annual and monthly rainfall series from 1861 to 2020 are analyzed to identify trends with the Mann-Kendall (MK), the Şen innovative trend analysis (Şen_ITA), and the innovative trend analysis with different sub-series lengths (ITA_DL). The ITA_DL gives results coherent with the MK and turns into the Şen_ITA with equal sub-series lengths or \( k = 1 \). The MK and ITA_DL methods don’t give opposite trends on the rainfall series of Oxford. Also, trends on the 7 out of 13-time series (6 no trend and 1 important decreasing trend) are the same. The ITA_DL either detects trends that the MK cannot detect or accept trends by more high significance levels in the other 6-time series but December. The MK gives one trend (May) and two important trends (July and September). The ITA_DL trend test results confirm the MK except for December. Neither the MK nor the Şen_ITA can detect any trends in the September rainfall series. The ITA_DL does not show any trend or partial trend in December, although the MK shows a significant increasing trend. The Şen_ITA helps to detect a non-monotonic trend that cannot be determined by the MK in a given time series. It has the capacity to view trends on low, medium, and high values in the time series. The ITA_DL can detect partial monotonic or non-monotonic trends in addition to holistic trends. It is important to determine climate change effects emerging over the last two or three decades and inspect trend stability on long time series. In the September rainfall series of Oxford that has stable trend slopes, although the MK and Şen_ITA cannot detect any trend, the ITA_DL gives important decreasing trends with \( k = 120/40 \) (1980 trend check-point) and \( k = 140/20 \) (2000 trend change point) values. It also gives results compatible with the MK in other months and the Şen_ITA is a special case of the ITA_DL (\( k = 1 \)).

### Table 3

| Season | Period | \( k \) | \( S \) | \( \text{Var} (X) \) | \( \text{Var} (Y) \) | \( \text{Cov} (X, Y) \) | \( \sigma_{cri} \) | \( Z_{ITA} \) | Result |
|--------|--------|--------|--------|-----------------|-----------------|-----------------|-------------|-----------|--------|
| **Annual** | 1861–1940 & 1941–2020 | 1 | 0.02 | 13,133 | 12,309 | 12,540 | 0.24 | 0.08 | No trend |
| | 1871–1970 & 1971–2020 | 2 | −0.14 | 12,937 | 12,487 | 12,540 | 0.37 | −0.37 | No trend |
| | 1861–1980 & 1981–2020 | 3 | 0.06 | 12,681 | 12,801 | 12,795 | 0.26 | 0.24 | No trend |
| | 1871–1990 & 1991–2020 | 4 | 0.59 | 12,202 | 14,593 | 13,380 | 0.19 | 3.02 | Important increasing trend |
| | 1861–2000 & 2001–2020 | 7 | 0.53 | 12,245 | 14,168 | 13,337 | 2.38 | 0.22 | No trend |
| **March** | 1861–1940 & 1941–2020 | 1 | 0.04 | 723 | 764 | 738 | 0.04 | 1.03 | No trend |
| | 1871–1970 & 1971–2020 | 2 | 0.12 | 725 | 685 | 703 | 0.04 | 3.20 | Important increasing trend |
| | 1861–1980 & 1981–2020 | 3 | 0.04 | 787 | 618 | 711 | 0.10 | 0.40 | No trend |
| | 1871–1990 & 1991–2020 | 4 | −0.12 | 786 | 456 | 603 | 0.20 | −0.58 | No trend |
| | 1861–2000 & 2001–2020 | 7 | −0.04 | 779 | 463 | 652 | 0.39 | −0.09 | No trend |
| **May** | 1861–1940 & 1941–2020 | 1 | 0.10 | 739 | 744 | 735 | 0.04 | 2.15 | Important increasing trend |
| | 1871–1970 & 1971–2020 | 2 | 0.10 | 736 | 809 | 777 | 0.06 | 1.59 | No trend |
| | 1861–1980 & 1981–2020 | 3 | 0.12 | 717 | 847 | 789 | 0.09 | 1.31 | No trend |
| | 1871–1990 & 1991–2020 | 4 | 0.11 | 743 | 844 | 829 | 0.28 | 0.39 | No trend |
| | 1861–2000 & 2001–2020 | 7 | 0.29 | 711 | 880 | 914 | 0.77 | 0.37 | No trend |
| **July** | 1861–1940 & 1941–2020 | 1 | −0.15 | 1185 | 917 | 1014 | 0.11 | −1.36 | No trend |
| | 1871–1970 & 1971–2020 | 2 | −0.35 | 1149 | 720 | 904 | 0.16 | −2.24 | Important decreasing trend |
| | 1861–1980 & 1981–2020 | 3 | −0.32 | 1165 | 746 | 936 | 0.16 | −2.08 | Important decreasing trend |
| | 1871–1990 & 1991–2020 | 4 | −0.25 | 1142 | 746 | 935 | 0.15 | −1.73 | Decreasing trend |
| | 1861–2000 & 2001–2020 | 7 | −0.12 | 1133 | 623 | 962 | 0.65 | −0.18 | No trend |
| **September** | 1861–1940 & 1941–2020 | 1 | −0.01 | 1234 | 1080 | 1137 | 0.08 | −0.19 | No trend |
| | 1871–1970 & 1971–2020 | 2 | −0.10 | 1087 | 1167 | 1121 | 0.07 | −1.46 | No trend |
| | 1861–1980 & 1981–2020 | 3 | −0.18 | 1221 | 941 | 1084 | 0.05 | −3.32 | Important decreasing trend |
| | 1871–1990 & 1991–2020 | 4 | −0.17 | 1133 | 1049 | 1099 | 0.13 | −1.25 | No trend |
| | 1861–2000 & 2001–2020 | 7 | −1.04 | 1210 | 480 | 838 | 0.19 | −5.33 | Important decreasing trend |
| **November** | 1861–1940 & 1941–2020 | 1 | 0.04 | 1036 | 999 | 995 | 0.08 | 0.42 | No trend |
| | 1871–1970 & 1971–2020 | 2 | −0.02 | 1183 | 779 | 963 | 0.12 | −0.15 | No trend |
| | 1861–1980 & 1981–2020 | 3 | 0.11 | 1079 | 816 | 941 | 0.09 | 1.25 | No trend |
| | 1871–1990 & 1991–2020 | 4 | 0.28 | 1094 | 773 | 941 | 0.13 | 2.23 | Important increasing trend |
| | 1861–2000 & 2001–2020 | 7 | 0.18 | 1037 | 800 | 1024 | 0.73 | 0.25 | No trend |
Fig. 2 Partial trends on Oxford annual and monthly rainfall series

- Second period (mm) - Annual
  - 1861-1940 & 1941-2020
    - k=80/80=1 (Şen_ITA)
  - 1871-1970 & 1971-2020
    - k=100/50=2
  - 1861-1980 & 1981-2020
    - k=120/40=3
  - 1871-1990 & 1991-2020
    - k=120/30=4
  - 1861-2000 & 2001-2020
    - k=140/20=7

- Second period (mm) - January
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020

- Second period (mm) - February
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020

- Second period (mm) - March
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020

- Second period (mm) - April
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020

- Second period (mm) - May
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020

- Second period (mm) - June
  - 1861-1940 & 1941-2020
  - 1871-1970 & 1971-2020
  - 1861-1980 & 1981-2020
  - 1871-1990 & 1991-2020
  - 1861-2000 & 2001-2020
The ITA_DL detects six trend change points in the Annual (1990), March (1970), May (1940), July (1970), September (2000), and November (1990) rainfall series, although the Pettitt test can detect one trend change point in the July rainfall series. In the other rainfall series that the ITA_DL detects trend change points, differences of years that have absolute maximum $U(t, T)$ test statistics and maximum absolute $z_{ITA}$ values are in a range of ±2 years. The July (March) rainfall series has an important decreasing (increasing) trend by the 1970 trend change point that the world temperatures have started to increase continuously (IPCC 2007). 1990 is a trend change point for the Annual and November rainfall series that have important increasing monotonic trends. Also, the UK has maximum greenhouse gas emissions (800 million metric tons of carbon dioxide equivalent) this year and has gradually reduced this amount by 50 percent by 2020 (https://www.statista.com/statistics/326902/green...
This may be one reason for the important increasing trends in Oxford’s Annual and November rainfall series.

Rainfall is the main source of clean water and an important part of the hydrological cycle. The monotonic important decreasing trend in July and the non-monotonic decrease in

---

*Fig. 3* Pettitt test statistics with Oxford annual and monthly rainfall series.
low rainfall values in June require designing larger reservoir capacity in dams to provide drinking and irrigation water during summer droughts. Possible floods in Oxford could be more intense, with a monotonic important increasing trend in May and a non-monotonic increase in high rainfall values in January and April. City planners, hydrologists, and politicians should take into account trends in the Oxford rainfall series to avoid possible damages that emerged from droughts and floods.
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