Numerical simulations of anomalous diffusion
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Abstract

In this paper we present numerical methods – finite differences and finite elements – for solution of partial differential equation of fractional order in time for one-dimensional space. This equation describes anomalous diffusion which is a phenomenon connected with the interactions within the complex and non-homogeneous background. In order to consider physical initial-value conditions we use fractional derivative in the Caputo sense. In numerical analysis the boundary conditions of first kind are accounted and in the final part of this paper the result of simulations are presented.
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1. Introduction

Anomalous diffusion is a phenomenon strongly connected with the interactions within the complex and non-homogeneous background. This phenomenon is observed in chaotic heat baths [14], diffusion through porous materials [10, 17], amorphous semiconductors [15], nuclear magnetic resonance diffusometry in disordered materials [17], behaviour of polymers in a glass transition [2, 23], particle dynamics inside polymer network [9], and also in eddy flows [25]. Many investigators proposed models which based on the linear and non-linear forms of differential equations. Such models can simulate anomalous diffusion but they do not reflect its real nonlinear forms of differential equations. Such models can simulate anomalous diffusion but they do not reflect its real behaviour. The authors in Refs. [1, 3, 16, 19, 21, 22, 24] use fractional calculus [1, 3, 5, 6, 8] for modelling this type of diffusion. This means that spatio-temporal derivatives in the classical diffusion equation are exchanged by fractional ones. The authors in Refs. [1, 3, 16, 19, 21, 22, 24] use fractional calculus [1, 3, 5, 6, 8] for modelling this type of diffusion. This means that spatio-temporal derivatives in the classical diffusion equation are exchanged by fractional ones. The mathematics of fractional calculus is a natural extension towards integer-order calculus.

In comparison to derivatives of integer order, which depend on the local behaviour of the function, derivatives of fractional order accumulate the whole history of this function and it is so-called the memory effect. The memory effect leads to many applications of differential equations of fractional order for both ordinary and partial equations.

2. Mathematical model

In this paper we consider the fractional partial differential equation in the following form

\[
\frac{\partial^\alpha}{\partial t^\alpha} u(x,t) = \kappa(x) \frac{\partial^2}{\partial x^2} u(x,t), \quad t \geq 0, \quad x \in \mathbb{R},
\]

where \(u(x,t)\) is a field variable (e.g. the probability density of diffusive displacements \(x\) in a time \(t\), \(\partial^\alpha/\partial t^\alpha\) is the fractional derivative in the Caputo sense, \(\alpha\) is the real order of this operator, \(\kappa(x)\) is a coefficient of generalised (anomalous) diffusion \([m^2ts^\alpha]\). With regard to Eqn (1) we obtain the classical diffusion equation for \(\alpha = 1\), e.g. the heat transfer equation. If \(\alpha = 2\), on the other hand, the wave equation may note. Therefore we assume variations of the parameter \(\alpha\) in the range \(0 < \alpha \leq 2\). Analysing behaviour of the parameter \(\alpha\) in Eqn (1) we notice a relaxation process (sub-diffusion) when \(0 < \alpha < 1\). If \(1 < \alpha < 2\) a relaxation - oscillation process (super-diffusion) may occur [1, 19, 20].

Fractional calculus involves different definitions of the fractional operator as the Riemann-Liouville fractional derivative, the Caputo derivative, the Grünwald-Letnikov derivative, the Riesz derivative and also the Weyl-Marchaud derivative [5, 6, 8].

We introduce the definition of operator \(\mathcal{D}_t^\alpha\) as the left-sided Caputo derivative and for \(\alpha \in \mathbb{N}\) we have

\[
\mathcal{D}_t^\alpha \phi(\tau) = \frac{\partial^\alpha}{\partial \tau^\alpha} \phi(\tau) := \frac{1}{\Gamma(m+1-\alpha)} \int_0^\tau \frac{\phi^{(m)}(\xi)}{(\tau - \xi)^{\alpha}} d\xi, \quad \alpha \in \mathbb{N}
\]

where \(m = [\alpha]\), \([\cdot]\) denotes an integer part of a real number. However, for \(\alpha \in \mathbb{N}\) uses the classical definitions of integer derivatives. Note that the operator \(\mathcal{D}_t^\alpha\) is defined in the Riemann-Liouville sense as

\[
\mathcal{D}_t^\alpha \phi(\tau) = \frac{\partial^\alpha}{\partial \tau^\alpha} \phi(\tau) := \frac{1}{\Gamma(m+1-\alpha)} \frac{\partial^{m+1}}{\partial \tau^{m+1}} \left( \frac{\phi^{(m)}(\xi)}{(\tau - \xi)^{\alpha}} \right) d\xi.
\]

Mathematical modelling based on anomalous diffusion leads to the differential equations of fractional order and to necessity of formulation of initial conditions to these equations. For the standard diffusion equation (\(\alpha = 1\)), which is the equation in the parabolic form, one initial function is sufficient, whereas for the standard wave equation (\(\alpha = 2\)), which is the equation in the hyperbolic form, the time derivative of function is added. For the intermediate scheme considered here, i.e. \((1 < \alpha < 2)\), we need two initial functions as in the case of \(\alpha = 2\). Physical systems involving fractional derivatives allow us to utilize a special form of initial-value conditions, which contain \(\phi^{(0)}, \phi^{(0)}(0^+)\). Unfortunately, the fractional differential equations with the Riemann-Liouville operator lead to initial conditions containing the limit values at \(t = 0\), i.e. \((\partial^\alpha/\partial t^\alpha)\phi^{(0^+)}\). The initial-value problem with such initial conditions is solved mathematically, but these solutions are useless practically (for such a type of
The time-interval $[0,\tau]$ is equivalent to the definition of operator in the Riemann-Liouville sense (7) [5, 6]. Nevertheless the Grünwald-Letnikov operator is more flexible and most straightforward in numerical calculations. The Grünwald-Letnikov operator (7) is approximated within the interval $[0,\tau]$ with the subinterval length $\Delta t$ as

$$a^\alpha D^\alpha_t\phi(\tau_j) = \sum_{j=0}^{[\tau/\Delta t]} \frac{\Delta t}{\Gamma(\alpha-k+1)} \frac{\partial^k}{\partial \tau^k} \phi(\tau_j - j\Delta t),$$

where $c^{(n)}_j$ are Grünwald-Letnikov coefficients defined as

$$c^{(n)}_j = (\Delta t)^{-\alpha} \left[ \frac{1}{j} \right], \text{ for } j = 0, 1, \ldots .$$

Using the recurrence relationship [6]

$$c^{(n)}_0 = (\Delta t)^{-\alpha}, \quad c^{(n)}_j = \left( 1 - \frac{1+\alpha}{j} \right) c^{(n)}_{j-1}, \text{ for } j = 1, 2, \ldots ,$$

we can compute the coefficients in a simple way. For $j = 1$ we have $c^{(n)}_1 = -\alpha (\Delta t)^{-\alpha}$.

This scheme is simple for computational performance. In Refs. [5, 6, 13] are presented and discussed other numerical schemes for fractional derivatives which also are used for calculation of the coefficients $c^{(n)}_j$. It should be noted that the fractional derivative is represented by the weighted sum over the history. In the upper limit $\tau$, where the derivative is calculated, it notices significant values of the coefficients $c^{(n)}_j$.

If our calculations tend backward to the lower limit 0, smaller values of the coefficients $c^{(n)}_j$ may observed.

### 3.2. Finite difference method (FDM)

Deriving the difference scheme for Eqn (1) we start with a description, which contains initial-boundary conditions in the numerical algorithm. We assume $m = [\tau]$. Introducing initial conditions (6) we can directly determine values of the function $u$ at first time step $t = t_f$ for $f = 0,\ldots,m$ for every nodes $x_i$ and for $i = 1,\ldots,N-1$

$$u(x_i,t_f) = p_o(i\Delta x),$$

and for $i = 1,\ldots,N - 1$

$$u(x_i,t_f) = p_o(i\Delta x) + \Delta t \cdot p_i(i\Delta x), \text{ for } m = 1.$$ (11)

Boundary conditions of the first kind (5) are used directly to the boundary nodal values (i.e. to the first and to the last node) $x_0$ and $x_N$ at every moments of time $i = t_f$ for $f = 0,\ldots,F$

$$u(x_0,t_f) = g_o(f \cdot \Delta t),$$

and

$$u(x_N,t_f) = g_L(f \cdot \Delta t).$$ (12)

Using classical expression for the form of the second derivative at the space occurring in the right-side of Eqn (1) we obtain

$$\frac{\partial^2 u(x,t)}{\partial x^2} \mid_{x=x_i} = \frac{u(x_{i+1},t) - 2u(x_i,t) + u(x_{i-1},t)}{h^2}.$$ (13)

Whereas the left-side of Eqn (1) at every moments of time $t = t_f$ for $f = m+1,\ldots,F$ replaces by the fractional differential scheme (8) which includes initial conditions (6). Then we have

$$\sum_{j=0}^{[\tau/\Delta t]} \frac{\Delta t}{\Gamma(\alpha-k+1)} \frac{\partial^k}{\partial \tau^k} \phi(\tau_j - j\Delta t).$$ (7)
\[
\frac{c^\alpha}{\partial^\alpha t^\alpha} u(x,t) \bigg|_{t=\frac{x}{c}} = f_j
\]

\[
= \sum_{j=1}^{r} c_j^{(\alpha)} u(x,t_{j-1}) - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_i(x).
\]

Let us write Eqn (14) in an „explicit“ scheme assuming \( t = t_{j-1} \). Substituting (13) and (14) into Eqn (1) we obtain

\[
\sum_{j=1}^{r} c_j^{(\alpha)} u(x,t_{j-1}) - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_i(x).
\]

\[
= k_\omega u(x_{i+1}, t_{j-1}) - 2u(x_{i+1}, t_{j-1}) + u(x_{i+1}, t_{j-1})
\]

Denoting \( u' = u(x,t) \), \( p_{ik} = p_i(x) \) we write Eqn (15) in the form

\[
\sum_{j=1}^{r} c_j^{(\alpha)} u'_{i+1}^{j} - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j} = k_\omega u'_{i+1}^{j} - 2u'_{i+1}^{j} + u'_{i+1}^{j}
\]

Disintegrating partially into terms the first sum in Eqn (16) we obtain

\[
(\Delta t)^{\alpha} \left[ u'_{i+1}^{j} - \alpha u'_{i}^{j} \right] + \sum_{j=1}^{r} c_j^{(\alpha)} u'_{i+1}^{j} - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j}
\]

= \(\frac{\alpha}{\Delta t^{\alpha}}\left[ u'(t_{j-1}) + \frac{k_\omega}{h^2} (u'_{i+1}^{j} + u'_{i}^{j}) \right]
\]

and finally we have

\[
u_{i+1}^{j} = (\Delta t)^{\alpha} \left[ \left( \frac{\alpha}{\Delta t^{\alpha}} - \frac{k_\omega}{h^2} \right) u'_{i}^{j} + \frac{k_\omega}{h^2} (u'_{i+1}^{j} + u'_{i}^{j}) \right] - \sum_{j=1}^{r} c_j^{(\alpha)} u'_{i}^{j} + \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j}
\]

The coefficient occurring at \( u'_{i+1}^{j} \) must be positive in order to assure the stability of the „explicit“ scheme (18) and therefore we obtain

\[
(\Delta t)^{\alpha} \left[ \left( \frac{\alpha}{\Delta t^{\alpha}} - \frac{k_\omega}{h^2} \right) \right] \geq 0,
\]

hence yields

\[
\Delta t \leq \frac{h^2}{2k_\omega}.
\]

3.3. Finite element method (FEM)

Here we present a numerical algorithm on the base on the finite element method. This method consists in discretisation of the considered Eqn (1) over space and over time, which is similar to FDM. Semi-discretisation (over space) of Eqn (1) through Galerkin method [4] reads

\[
Ku + M^{(\alpha)} u = b,
\]

where \( K \) is the stiffness matrix, \( M \) is the mass matrix, \( u \) is the vector of field variable, \( u^{(\alpha)} \) is the vector of derivatives of fractional order \( \alpha \) in time \( t \) and \( b \) is the right-hand side vector, whose values are calculated on the basis of boundary conditions. Dimension of the system (21) is equals \( N \times 1 \). We use one-dimensional linear elements and therefore the coefficients of matrices \( K \) and \( M \) are determined in [4]. Thus we can see that the FEM discretisation in space for Eqn (1) results in a set of ordinary differential equations of fractional order over time.

The vector \( u^{(\alpha)} \) at the moment of time \( t_j \) can be written as

\[
u^{(\alpha)} = \sum_{j=1}^{r} c_j^{(\alpha)} u_{i}^{j} - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j}
\]

\[
= (\Delta t)^{\alpha} u' + \sum_{j=1}^{r} c_j^{(\alpha)} u_{i}^{j} - \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j}
\]

\[
= (\Delta t)^{\alpha} \left[ u' + (\Delta t)^{\alpha} \sum_{j=1}^{r} c_j^{(\alpha)} u_{i}^{j} - (\Delta t)^{\alpha} \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j} \right]
\]

where \( p_{i,j} \) are vectors of initial conditions in every nodes for \( k = 0, \ldots, m \). Here we introduce

\[
h' = (\Delta t)^{\alpha} \sum_{j=1}^{r} c_j^{(\alpha)} u_{i}^{j}
\]

\[
e' = (\Delta t)^{\alpha} \sum_{i=1}^{m} \frac{(t_j)^{\gamma}}{\Gamma(k-\alpha+1)} p_{i,j}
\]

The vector \( h' \) represents the vector of history and the vector \( e' \) indicates initial conditions at the moment of time \( t_p \) respectively. Substituting (22) into (21) and employing the vectors \( u \) and \( b \) at the moment of time \( t_p \), the Eqn (21) takes the following form

\[
K u' + (\Delta t)^{\alpha} M (u' - h' - e') = b'.
\]

After mathematical calculations we obtain

\[
\left( K + (\Delta t)^{\alpha} M \right) u' = (\Delta t)^{\alpha} M (h' + e') + b'
\]

or in form

\[
\left[ M + (\Delta t)^{\alpha} K \right] u' = M (h' + e') + (\Delta t)^{\alpha} b'.
\]

According to above expressions we can calculate values \( u' \).

Using the Dirichlet boundary conditions we modify the first and last rows in the global system of equations (27).

4. Example of calculations

On the base of numerical algorithms presented in previous section several examples are computed. Figure 1 and Fig. 2 present the calculations for different values of parameter \( \alpha \), for \( \alpha \in (0.75, 1.25, 1.5, 1.75) \). In Fig. 1 we can see a set of plots that present the case of solution of Eqn (1) over space at different moments of time. Figure 2 shows solution of Eqn (1) over time in the point \( x = 0.5 \) m of domain \( \Omega \). We can observe the relaxation features of Eqn (1) when \( \alpha < 1 \). For \( 1 < \alpha < 2 \) the relaxation-oscillation features can be noted. In this calculation
assumed $L = 1$, $k_a = 1$, initial conditions $p_0(x) = 0$, $p_1(x) = 0$ being constant values in the space and constant boundary conditions $g_0(t) = 40$, $g_1(t) = 20$ in time.

5. Conclusions

We introduced numerical schemes for both FDM and FEM which we successfully used that to perform simulations of anomalous diffusion. We note that the solution of Eqn (1) tends to steady regime for $\alpha \neq 2$.

The fractional derivative has fading memory. A large number of historical data points were made available to each calculation. In schemes FDM (18) and FEM (27) for Eqn (1) we need $f - 1$ previous values of the function $u$ at time steps that to calculate values of the function $u$ at time $t_f$. This occupies a lot of computational time.

In future researches we will focus on the estimation of the coefficient of anomalous diffusion $k_a$, which depends on physical properties of the system. We will also deal with the numerical problem how to reduce computational time.

References

[1] Carpinteri A., Mainardi F. (eds.), *Fractals and Fractional Calculus in Continuum Mechanics*, Springer Verlag, Vienna - New-York, 1997.
[2] Crank J., *The Mathematics of Diffusion* – 2nd ed., Oxford University Press, 1989.
[3] Hilfer R., *Applications of Fractional Calculus in Physics*, World Scientific Publ. Co., Singapore, 2000.
[4] Majchrzak E., Mochnacki B., *Metody numeryczne. Podstavy teoretyczne, aspekty praktyczne i algorytmy* (in polish), Wyd. III, Wydawnictwa Politechniki W³elkiej, 1998.
[5] Oldham K., Spanier J., *The fractional Calculus*, Academic Press, New York and London, 1974.
[6] Podlubny I., *Fractional Differential Equations*, Academic Press, San Diego, 1999.
[7] Press W.H., Teukolsky S.A., Vetterling W.T., Flannery B.P., *Numerical Recipes in C/Fortran*, Cambridge University Press, 1992.
[8] Samko S. G., Kilbas A. A., Marichev O. I., *Integrals and derivatives of fractional order and some of their applications*, Gordon and Breach, London, 1993.
[9] Amblard F., Maggs A.C., Yurke B., Pargellis A.N., Leibler S., *Subdiffusion and anomalous local viscoelasticity in actin networks*, Phys. Rev. Lett., 77, pp. 4470-4473, 1996.
[10] Berkowitz B.; Scher H., *Anomalous transport in random fracture networks*, Phys. Rev. Lett., 79, pp. 4038-4041, 1997.
[11] Caputo M., *Linear models of dissipation whose Q is almost frequency independent*, II. Geophys. J. Royal. Astronom. Soc., 13, pp. 529-539, 1967.

[12] Diethelm K., Ford N. J., *Analysis of fractional differential equations*, J. Math. Anal. Appl., 265, pp. 229-248, 2002.

[13] Diethelm K., *Fractional Differential Equations, Theory and Numerical Treatment*, manuscript, http://www-public.tu-bs.de/~diethelm/lehre/f-dgl/fde-skript.ps

[14] Ford G.W., Lewis J.T., O’Connell R.F., Phys. Rev. A, 37, pp. 4419-4428, 1988.

[15] Gu Q., Schiff E.A., Grebner S., Schwartz R., *Non-Gaussian Transport Measurements and the Einstein Relation in Amorphous Silicon*, Phys. Rev. Lett., 76, pp. 3196-3199, 1996.

[16] Hilfer R., *Fractional diffusion based on Riemann-Liouville fractional derivatives*. J. Phys. Chem. B104, pp. 3914-3917, 2000.

[17] Klemm A., Müller H.P., Kimmich R., *NMR-microscopy of pore-space backbones in rock*, Phys. Rev. E, 55, pp. 4413-4417, 1997.

[18] Leszczynski J., Ciesielski M., *A numerical method for solution of ordinary differential equations of fractional order*, LNCS 2328, Springer Verlag, pp. 695-702, 2001.

[19] Mainardi F., Luchko Yu., Pagnini G., *The fundamental solution of the space-time fractional diffusion equation*, Fractional Calculus and Applied Analysis, Vol. 4, No 2, pp. 153-192, 2001.

[20] Metzler R., Glöckle W. G., Nonnenmacher T. F., *Fractional model equation for anomalous diffusion*, Physica A, 211, pp. 13-24, 1994.

[21] Metzler R., Klafter J., *The random walk's guide to anomalous diffusion: a fractional dynamics approach*, Phys. Rep. 339, pp. 1-77, 2000.

[22] Nigmatullin R.R., *The realization of the generalized transfer in a medium with fractal geometry*, Phys. Stat. Solidi B, 133, pp. 425-430, 1986.

[23] Palade L.I., Attane P., Huilgol R.R., Mena B., *Anomalous stability behavior of a properly invariant constitutive equation which generalises fractional derivative models*, Int. J. Eng. Sci., 37, pp. 315-329, 1999.

[24] Schneider W.R., Wyss W., *Fractional diffusion and wave equation*, J. Math. Phys., 30, pp. 134-144, 1989.

[25] Weeks E.R., Swinney H.L., *Anomalous diffusion resulting from strongly asymmetric random walks*, Phys. Rev. E, 57, pp. 4915-4920, 1998.