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Multiobjective evolutionary algorithms (MOEAs) have witnessed prosperity in solving many-objective optimization problems (MaOPs) over the past three decades. Unfortunately, no one single MOEA equipped with given parameter settings, mating-variation operator, and environmental selection mechanism is suitable for obtaining a set of solutions with excellent convergence and diversity for various types of MaOPs. The reality is that different MOEAs show great differences in handling certain types of MaOPs. Aiming at these characteristics, this paper proposes a flexible ensemble framework, namely, ASES, which is highly scalable for embedding any number of MOEAs to promote their advantages. To alleviate the undesirable phenomenon that some promising solutions are discarded during the evolution process, a big archive that number of contained solutions be far larger than population size is integrated into this ensemble framework to record large-scale nondominated solutions, and also an efficient maintenance strategy is developed to update the archive. Furthermore, the knowledge coming from updating archive is exploited to guide the evolutionary process for different MOEAs, allocating limited computational resources for efficient algorithms. A large number of numerical experimental studies demonstrated superior performance of the proposed ASES. Among 52 test instances, the ASES performs better than all the six baseline algorithms on at least half of the test instances with respect to both metrics hypervolume and inverted generational distance.

1. Introduction

In real-world applications, various kinds of optimization problems [1–3] have multiple conflicting objectives, such as design hybrid renewable energy systems [4], resource management for intelligent traffic [5, 6], optimization of wireless networks [7, 8], resource allocation for radar system [9, 10], and workflow scheduling in distributed environments [11]. These problems are often called multiobjective optimization problems (MOPs) and mathematically expressed as

\[
\begin{align*}
\text{Min} & \quad F(\vec{x}) = [f_1(\vec{x}), f_2(\vec{x}), \ldots, f_m(\vec{x})] \\
\text{s.t.} & \quad \vec{x} \in \Omega.
\end{align*}
\]

As shown in (1), a decision vector and its corresponding objective vector are denoted as \( \vec{x} \) and \( F(\vec{x}) \). Then, the decision vector \( \vec{x} \) can be detailed as \( \vec{x} = (x_1, x_2, \ldots, x_n) \), where \( x_i \in \mathcal{X} \) corresponds to the \( i \)-th decision variable and \( n \) represents the count of decision variables. For objective function, the \( f_j(\vec{x}) \in F(\vec{x}) \) is the \( j \)-th optimization objective, which maps each decision vector from \( n \)-dimensional decision space to a real number, i.e., \( f_j(\vec{x}): \mathbb{R}^n \rightarrow \mathbb{R} \). Generally speaking, MOPs with at least four optimization objectives (i.e., \( m \geq 4 \)) are referred to many-objective optimization problems (MaOPs) [12–14].

On account of inherent conflicts among different optimization objectives, there is no one optimal solution that minimizes all the objective functions in unison and is replaced by a set of compromise solutions [15–17]. With regard to two objective functions in unison and is replaced by a set of compromise solutions [15–17]. With regard to two objective functions, \( x_1 \) is said to be dominated by the other solution \( x_2 \) (indicated as \( x_1 \succ x_2 \)) iff \( x_2 \) has lower or equal objective...
value in each objective dimension than $\mathbf{x}_1$, and at least, one objective function of $\mathbf{x}_2$ has a lower value. Any feasible solution $\mathbf{x}^* \in \Omega$ that is not dominated by all other solutions is called the Pareto-optimal solution. For an MOP, the number of Pareto-optimal solutions is very large, even infinite. The solution set composing of all the Pareto-optimal solutions is referred to Pareto set (PS) in decision space, i.e., $\text{PS} = \{\mathbf{x}^* | \exists \mathbf{x} \in \Omega, \mathbf{x} \prec \mathbf{x}^*\}$. The projection of PS onto objective space is referred to Pareto-optimal front (PF), i.e., $\text{PF} = \{F(\mathbf{x}) | \mathbf{x} \in \text{PS}\}$.

As population-based evolutionary algorithms can search and maintain a set of approximating solutions during each run, their advantages in dealing with MOPs have been demonstrated, and they have been used in various applications. Until now, a plethora of MOEAs have been developed and improved. On the basis of their environment selection mechanisms, these existing works generally fall into the following three categories: decomposition-based, indicator-based, and dominance relation-based MOEAs [18–20]. Decomposition-based MOEAs leverage a set of reference vectors to transform the original MOP into a series of subproblems, which concurrently are solved in a collaborative way [21–23]. For indicator-based MOEAs, instead of comparing solutions using objective vectors directly, they attempt to measure solutions by one single metric, such as hypervolume, and $R_2$ [24, 25]. The MOEAs based on dominance relation, represented by NSGA-II [26], have been widely used, and there exist a large number of relevant works [18]. The environment selection mechanisms of MOEAs based on dominance relation consist of two main steps: (1) cluster the solutions into many groups using their dominance relations, such as Pareto dominance and fuzzy dominance [26, 27], and (2) a secondary metric, e.g., crowding distance and shift-based density estimation [28], is employed to sort the solutions in the last accepted group.

Unfortunately, no one single MOEA equipped with given parameter settings, mating and variation operators, and environmental selection mechanism is suitable for obtaining a set of solutions with excellent convergence and diversity for various types of MaOPs. The reality is that different MOEAs show great differences in handling certain types of MaOPs. The analyses in [29, 30] demonstrate that Pareto dominance-based selection approaches have competitive performance in maintaining good diversity, while decomposition-based and indicator-based selection approaches are able to provide strong convergence pressure.

To achieve better overall performance in solving a diverse range of MaOPs, up to present, there exist some works devoted to combining strengths of different MOEAs via ensemble of multiple mating operators, variation operators, or environmental selection strategies. For instance, the AdaBoost framework is employed to ensemble of multiple variation operators to promote search abilities on both the exploitation and exploration [30]. The work [31] makes use of two external archives for ensemble of dominance-based and indicator-based environmental selection approaches. Also, ensemble of mating selection strategies is studied [32]. Most of existing works are focused on ensemble of multiple approaches for a certain module, while few works consider integrating multiple complete MOEAs. However, each module of an MOEA has a significant impact on its overall performance, and even different approaches in one module are competitive in solving some specific types of MaOPs. Therefore, one of the emphases in this paper is to integrate and collaborate multiple complete MOEAs with quite different characteristics for solving MaOPs with various characteristics, such as nonlinearity, multimodality, and irregular PF shapes.

Solution selection for evolutionary multiobjective optimization is a tricky task. For two nondominated solutions $\mathbf{x}_1$ and $\mathbf{x}_2$, the following contradictions often appear in different evolutionary stages: $\mathbf{x}_1$ is better than $\mathbf{x}_2$ in some stages, while the fitness of $\mathbf{x}_2$ is better in other stages. The work [33] has provided a visual example to illustrate the above contradictions. These contradictions often lead to that some promising solutions are discarded during the evolution process. To avoid good solutions being discarded, Ishibuchi et al. suggested using unlimited external archives to store all the generated solutions [33, 34]. Nevertheless, maintaining an unlimited external archive during each generation inevitably results in unacceptable computational overhead. Therefore, another focus of this paper is how to effectively alleviate the negative phenomena that some promising solutions are discarded during the evolution process.

Aiming at the above two challenges, this paper mainly makes the following technical contributions:

A flexible ensemble framework is designed to integrate any number of MOEAs to promote their advantages for better solving a wide range of MOPs. In this framework, a big archive is embedded to store a large number of nondominated solutions to alleviate the undesirable phenomenon that some promising solutions are discarded during the evolution process.

We develop an efficient environmental selection strategy to maintain the big archive. The time complexity of this selection strategy is linear with the number of optimization objectives and the size of big archive.

An adaptive strategy is proposed to online reward competitive mating and variation operators to generate more offspring solutions, such combining their advantages for solving various MOPs.

Three representative algorithms (i.e., RVEA [15], VaEA [35], and SPEA2+SDE [28]) are selected to realize a prototype for the proposed framework. Also, the effectiveness of the proposal is verified by comparing it with six representative algorithms on 52 test instances, and the comparison results demonstrate the superiority of the proposal.

The structure of this paper is as follows. Section 2 reviews the related studies on MOEAs, especially on ensemble approaches. Then, the proposed approach is detailed in Section 3, followed by experimental verification in Section 4. At last, Section 5 concludes the paper and gives several research directions.


2. Related Work

A MOEA mainly contains the following three operators: mating operator, variation operator, and environment selection operator. During each generation, the first two operators are combined to generate a new offspring population, while environment selection operator is employed to select a population from the combination of offspring and parent populations. Over the past three decades, multiobjective evolutionary optimization community is booming, and a plethora of relevant approaches have been developed to solve MOPs and MaOPs.

2.1. Ensemble of Variation Operators. So far, there exist many works focusing on the variation operator, and the powerful evolutionary algorithms have been widely employed. To produce an offspring population, the simulated binary crossover [36] and the polynomial mutation [37] have been widely employed in multiobjective evolutionary optimization. Additionally, other evolutionary algorithms, such as differential evolution [38, 39], artificial bee colony [40], covariance matrix adaptation [41, 42], and particle swarm optimization [43], have been explored to reinforce search ability of multiobjective evolutionary optimization.

As we all know, different evolutionary algorithms possess quite different capabilities in terms of exploitation and exploration, and they have their own advantages in solving different types of MaOPs. To date, many efforts have been devoted to integrate multiple evolutionary algorithms. For instance, Venske et al. [44] suggested two mechanisms of strategy adaptation to integrate three versions of differential evolution, i.e., DE/rand/1/bin, DE/rand/2/bin, and DE/nonlinear, into decomposition-based evolutionary multiobjective optimization. Wang et al. [45] suggested a competitive and cooperative ensemble approach that simulated binary crossover and differential evolution are simultaneously used to generate new solutions in each generation, and the number of generated offspring solutions is assigned adaptively according to their average fitness improvement at generation. Santiago et al. [46] employed a fuzzy logic controller to dynamically choose variation operators during different evolutionary phases on the basis of variation operators’ contributions in the past generations. Li et al. [47] made use of the sliding window to count the fitness contributions of multiple variation operators and also suggested a bandit-based adaptive operator selection mechanism to pick variation operators for decomposition-based MOEAs during one generation. Wang et al. [30] followed the AdaBoost ensemble framework in a machine learning area and then designed multiple subpopulation-assisted operator ensemble approach to adjust evolution times for different operators.

2.2. Ensemble of Environmental Selection Operators. From the perspective of environmental selection, the existing MOEAs can be roughly divided into three categories: decomposition-based [22, 48], dominance-based [26, 49], and indicator-based [25]. Many studies have revealed that there is no one environmental selection approach performing well on a wide range of scenarios. For instance, the decomposition-based and indicator-based MOEAs perform better on convergence pressure, while dominance-based MOEAs are capable of maintaining diversity. However, their respective shortcomings are also obvious. For decomposition-based MOEAs, their performance is heavily dependent on the PF shapes of MOPs [29]. The high complexity of indicator-based MOEAs often limits their scalability in the objective dimension [25]. Besides, dominance resistance [50] seriously hinders Pareto dominance-based MOEAs from solving MOPs with many objectives.

Driven by these facts, many efforts have been dedicated to integrating multiple environmental selection operators, aiming to combine their advantages. For instance, Li et al. [51] mixed decomposition-based and dominance-based environmental selection operators to make good trade-offs between convergence and diversity. The algorithms MOEA/D-M2M [52] and OPE-MOEA [53] combined decomposition-based and Pareto dominance-based strategies. In these two algorithms, a set of reference vectors were employed to partition the objective space, and the Pareto dominance-based strategy was used to maintain the solutions in each subspace. Zhang et al. [32] regarded multiple environmental selection approaches having different characteristics as voters. Then, the solutions elected by more voters are selected to construct the mating pool for generating new offspring population. Liang et al. [54] integrated indicator $I_c$ and dominance-based strategy to balance the convergence, diversity, and coverage for solving MaOPs.

3. Algorithm Design

In this section, we first design the flexible ensemble framework, followed by a prototype using three representative MOEAs. Also, the maintaining strategy with low time complexity for big archive is detailed.

3.1. Flexible Ensemble Framework. Most of the existing evolutionary multiobjective ensemble frameworks are dedicated to integrating multiple operators for a certain module, such as mating selection, offspring generation, and environment selection. Unlike them, this paper strives to design a flexible ensemble framework, which is scalable for embedding all modules of multiple MOEAs, because each module of an MOEA has a significant impact on its overall performance. Also, a big archive is added to alleviate the bad phenomenon that some promising solutions are discarded during the evolution process. The visual flow diagram of proposed ensemble framework is given in Figure 1.

In the proposed ensemble framework, the mating and variation operators of an existing MOEA are taken as a whole, which are denoted as $MV$. When $K$ existing MOEAs are implemented, their mating and variation operators form a set, expressed as $\{MV_1, MV_2, \ldots, MV_K\}$. Also, $K$ populations, expressed as $\{P_1, P_2, \ldots, P_K\}$, are integrated into
the framework in parallel, and each population is maintained by the environmental selection (ES) operator of the corresponding MOEA.

As illustrated in Figure 1, the $K$ populations are first initialized with a randomly generated population, followed by initializing the selection probabilities for the $K$ mating and variation operators. Then, the following six steps continue to loop until the stop condition is reached:

Step 1: according to selection probabilities, the roulette-wheel method [55] is employed to select one mating and variation operator.

Step 2: a new offspring population $Q$ is generated by implementing selected mating and variation operator on the corresponding population. In other words, if the mating and variation operator of $k$-th MOEA is selected, the corresponding population refers to the $k$-th population.

Step 3: the $K$ environment selection strategies run in parallel to update the $K$ combined populations, i.e., $P_1 \cup Q, P_2 \cup Q, \ldots, P_K \cup Q$. In this ensemble framework, the newly generated population $Q$ is combined with $K$ populations, respectively.

Step 4: the new retained solutions from the $Q$ by each environment selection strategy are selected, and the $K$ sets of selected solutions are denoted as $P_1^+, P_2^+, \ldots, P_K^+$, respectively.

Step 5: add the $K$ solution sets, $P_1^+, P_2^+, \ldots, P_K^+$, into the big archive, and update the big archive using a low-complexity maintenance mechanism, which will be detailed in the Section 3.2.2. At the same time, record the number of solutions retained in big archive for each environment selection operator.

Step 6: for an MOEA, the selection probability of its mating and variation operator is updated based on the

---

**Figure 1:** The flow diagram of the proposed flexible ensemble framework.
number of its selected solutions retained in the big archive.

Once the stopping condition is reached, an environmental selection operator will be applied to select an output population from the big archive.

Suppose the parameters, \( r_1, r_2, \ldots, r_K \), respectively, represent the number of solutions retained in big archive from solution sets \( P_1, P_2, \ldots, P_K \), and the selection probability \( p_k \) of the mating and variation operator from the \( k \)-th MOEA is updated as 
\[
p_k = r_k / \sum_{j=1}^{K} r_j.
\]

### 3.2. Prototype of the Proposed Framework

In this section, we implement three representative MOEAs and design a maintenance strategy to realize a prototype for the proposed ensemble framework.

#### 3.2.1. Selected Algorithms

Three representative MOEAs, i.e., RVEA [15], VaEA [35], and SPEA2 + SDE [28], are selected and implemented. The brief descriptions of the above three algorithms and the reasons for selecting them are given as follows.

1. **RVEA**. Its environmental selection operator employs a set of reference vectors to partition the objective spaces of MOPs into a series of nonoverlapping subspaces. For the solutions associated to the same subspace, the one with the smallest angle-penalized distance is selected.

   The mating operator of RVEA randomly pairs solutions in the current population to construct mating pool, and then, the simulated binary crossover [36] and polynomial mutation [37] are employed to generate offspring population.

   Similar to other decomposition-based MOEAs [22], the RVEA performs competitive on MOPs with PFs similar to the unit simplex, while its diversity deteriorates severely facing with MOPs with irregular PFs. Thus, we select algorithm RVEA as a representative for the branch of decomposition-based MOEAs.

2. **VaEA**. The environmental selection operator of VaEA is a new version of Pareto dominance-based approach. It first makes use of nondominated sorting method to group the solutions into different levels. Then, for the solutions in a last accepted level, a maximum-minimum-angle strategy is designed to improve the diversity, while a worse-elimination strategy is employed to strengthen convergence.

   The mating and variation operators of VaEA are the same as that of RVEA.

   The VaEA belongs to the branch of Pareto dominance-based MOEAs and has lower time complexity. This makes it more popular in an ensemble framework.

3. **SPEA2 + SDE**. A shift-based density estimation approach is designed to promote diversity maintenance in the environmental selection process. To measure the density of a solution \( \vec{x}_1 \), the density estimation approach shifts the objective values of other solutions. When the \( j \)-th objective value \( f_j(\vec{x}_2) \) of solution \( \vec{x}_2 \) is lower than that of solution \( \vec{x}_1 \) in an objective, the \( f_j(\vec{x}_2) \) is shifted to \( f_j(\vec{x}_1) \).

On the basis of the solutions’ fitness, the mating operator of SPEA2 + SDE employs tournament selection to construct the mating pool.

As demonstrated in work [56], the SPEA2 + SDE performs well on various MOPs compared with 21 MOEAs. Thus, we also choose it as a representative MOEA and implement it into the proposed ensemble framework.

Note that the simulated binary crossover and polynomial mutation are employed in original RVEA, VaEA, and SPEA2 + SDE as variation operators to generate offspring populations. To make the prototype have multiple variation operators, the variation operator of algorithm VaEA is replaced by the differential evolution [57].

As the VaEA is having parameter-less property and low time complexity compared with other two algorithms, when the stopping condition is reached, its environmental selection operator is applied to select an output population from the big archive.

#### 3.2.2. Maintenance Mechanism for Big Archive

Using a big archive to store a large number of (e.g., ten times the population size) solutions is a good way to alleviate the negative phenomenon discarding some promising solutions during the evolution process. However, the time complexity of environmental selection operators in most existing algorithms is quadratic or even cubic in relation to the number of candidate solutions. For instance, time complexity of algorithms VaEA [35], NSGA-III [58], Two_Arch2 [31], and RVEA [15] is the square of the number of solutions, while that of algorithms GrEA [59] and SPEA2 + SDE [28] are cubic in relation to the number of solutions. Such high complexity limits the scalability of these environmental selection operators to maintain a big archive. Thus, a low-complexity maintenance mechanism is needed to maintain the big archive.

In this section, we design an efficient maintenance mechanism for maintaining the big archive. This mechanism first deletes all solutions that cannot dominate the Nadir point. Then, traversing each objective dimension, the interval consisting of minimum to maximum objective values is divided into a series of subintervals, and a solution with the smallest fitness is selected from each subinterval. The pseudocode of the proposed maintenance mechanism is shown in Algorithm 1.

As described in Algorithm 1, the inputs of the proposed maintenance mechanism are big archive, the nadir, and ideal points, while its output is the updated big archive. The set \( De \ leA \) is used to record the solutions whose objective vectors cannot dominate the nadir point \( Z^\text{max} \), and are initialized as empty (line 1). At first, all the solutions in the big archive are checked (line 2), and the solutions cannot dominate the nadir point are recorded in \( De \ leA \) (lines 3-4). After the solutions in \( De \ leA \) are removed (line 5), the remaining solutions will be selected from each objective dimension (line 7), and the set \( SS \) is employed to store the selected solutions. For an objective dimension, the interval consisting of minimum to maximum objective values is divided into \( H \) subintervals, and the solutions located in the
In summary, the time complexity of the maintenance mechanism is $O(m \cdot (N + m + N)) = O(m \cdot N)$. Based on the above analysis, we can see that the time complexity of the proposed maintenance mechanism has a linear relationship with the number of objectives and the size of the big archive. This means that the maintenance mechanism has good scalability in both the objective dimension and solution scale and is suitable for dealing with optimization problems with many objectives and maintaining big archive.

4. Experimental Studies

This section carries out a large number of comparison experiments to verify the effectiveness of the proposal.

4.1. Experiment Design

4.1.1. Comparison Algorithms. To investigate the improvement of the proposed ensemble framework on the performance of existing MaOEAs, the three algorithms in its prototype, i.e., RVEA [15], VaEA [35], and SPEA2 + SDE [28], are first selected as comparison ones. In addition, three competitive algorithms, i.e., NSGA-III [58], MOEA/DD [51], and MOEA/D-AM2M [60], are chosen as comparison MaOEAs.

The brief descriptions of RVEA, VaEA, and SPEA2 + SDE are provided in Section 3.2. Here, we just give the brief descriptions for NSGA-III, MOEA/DD, and MOEA/D-AM2M as follows.

NSGA-III first employs the Pareto dominance relationships among solutions to classify them into many groups, and then, the solutions in the last accepted group are selected by a reference vector-based approach.

MOEA/DD improves the algorithm MOEA/D with a Pareto dominance strategy to strengthen the convergence for each subproblem.

MOEA/D-AM2M is a representative MOEA based on decomposition, and an adaptive mechanism is designed to adjust the reference vectors according to the distribution of obtained solutions. Also, a mechanism is employed to assign more search efforts for promising subproblems.

4.1.2. Benchmarks. The test functions MaF1–MaF13 [61] is the new versions of test suites DTLZ and WFG for assessing evolutionary many-objective optimization algorithms. These new test functions contain a variety of complicated features in real-world applications, such as degenerate, disconnected, biased deceptive, and mixed PF shapes, and complex Pareto sets. Based on these, the challenging test functions, i.e., MaF1–MaF13, are chosen to compare the proposed ASES with other six existing MaOEAs.

These test functions are scalable in the number of objectives, and a test function with a specific number of objectives is called as a test instance. For example, the MaF1 having 5 objectives is a test instance. To assess the scalability
of algorithm ASES in objective dimension, the number of objectives is set to 3, 6, 9, and 12, respectively. So, for 13 test functions with 4 settings for the number of objectives, there are 52 test instances comparing the seven algorithms.

To ensure fair comparisons, all MaOEAs are set to the same population size $N$ for an instance. Besides, the population sizes of MaOEAs are set according to the objective number of test instances. Then, for the test instances with 3, 6, 9, and 12 objectives, the population sizes of the six comparison algorithms are set as 136, 182, 210, and 156, respectively.

For the proposed ASES, the size of output population is set as the population size of comparison algorithms. Besides, the size of big archive is set to ten times the size of output population.

4.1.3. Comparison Metrics. The metric inverted generational distance (IGD) [62] mainly tests the fitting degree of output population to the PF. When calculating the IGD, a set of uniformly distributed sample points $P^*$ on the PF is required. In the experiment, the size of $P^*$ is set to about 10000 for each test instance. With the sample points $P^*$, the IGD value of an output population $P$ is calculated as follows:

$$\text{IGD}(P) = \frac{\sum_{\mathbf{v} \in P^*} \min_{p \in P} \text{Dis}(\mathbf{v}, F(p))}{|P^*|},$$  
(2)

where $\text{Dis}(\mathbf{v}, F(p))$ denotes the distance between sample point $\mathbf{v}$ and objective vector $F(p)$ of solution $p$. According to formula (2), we can derive that a smaller IGD value of an output population means the better performance of the corresponding MaOEA.

The hypervolume ($HV$) [63] refers to the volume of a space consisting of a reference point and nondominated solutions in a population. This metric can simultaneously measure the diversity and convergence of the output population. A larger $HV$ value indicates better performance of the corresponding algorithm. For each test instance, the reference point is set to 1.1 times of its nadir point in objective space. With a reference point $R = (r_1, r_2, \ldots, r_m)$, the $HV$ value $HV(P)$ of population $P$ can be calculated as follows:

$$HV(P) = \text{Leb}\left(\bigcup_{p \in P} [f_1(p), r_1] \times \cdots \times [f_m(p), r_m]\right),$$  
(3)

where $\text{Leb}(\Delta)$ refers to the Lebesgue measure.

The metrics IGD and $HV$ have been widely employed to assess the effectiveness of MaOEAs considering simultaneously both the diversity and convergence. The experiments also make use of them to compare our proposed ASES with other six existing MaOEAs.

4.1.4. Stop Condition. Similar to the works [15, 28, 35, 51, 58, 60], the stop condition is set as the maximal function evaluations for all the seven MaOEAs. For all the test instances, the number of maximal function evaluations is set as 100,000.

Regarding the variation operators simulated binary crossover (SBX), differential evolution (DE), and polynomial mutation, their parameters employ the default values provided by the platform PlatEMO (https://github.com/BIMK/PlatEMO). To be specific, the distribution index for SBX is set to 20; the crossover constant $C$ and weighting factor $F$ for DE are, respectively, set as 1.0 and 0.5; and we set $\eta = 20$ and $p_m = 1/n$ for the polynomial mutation.

4.2. Comparison Results and Analysis. In the experiments, the seven MaOEAs, i.e., RVEA, VaEA, SPEA2+SDE, NSGA-III, MOEA/DD, MOEA/D-AM2M, and ASES, are repeated 31 times on all the test instances, and the mean and variance of IGD and $HV$ values are reported in Tables 1 and 2. Besides, the Wilcoxon rank sum test is employed to carry out significance analysis between the proposed ASES and each comparison MaOEA, and the confidence level is set to 0.05. The symbols $+\times$, and $\approx$ in Tables 1 and 2 denote that the comparison MaOEA is better than, worse than, and similar to our proposal, respectively. For each test instance, the best metric value among the seven algorithms is highlighted with a gray background.

From Table 2, we can observe that, among 52 test instances, the proposed ASES has the smallest IGD values among seven MaOEAs on 27 test instances. These results demonstrate that the ASES performs better overall performance than other six comparison MaOEAs with respect to metric IGD. In detail, our proposal significantly outperforms RVEA, NSGA-III, VaEA, MOEA/DD, SPEA2+SDE, and MOEA/D-AM2M on 46, 47, 41, 48, 39, and 49 out of the 52 test instances, respectively. By comparing the proposed ASES with the three comparison algorithms (i.e., RVEA, VaEA, and SPEA2+SDE) in the prototype, we can derive that the proposed ensemble framework has the ability to further improve the performance of existing MaOEAs.

Facing test functions with irregular PF shapes, such as inverted MaF1, badly scaled MaF4, degenerate MaF6, disconnected MaF7, and complicated mixed MaF10, a part of reference vectors in decomposition-based MaOEAs are either not associated with any solution (e.g., RVEA) or associated with crowding solutions (e.g., NSGA-III, MOEA/DD, and MOEA/D-AM2M), resulting in their poor diversity. Since the proposal integrates Pareto dominance-based algorithms to make up for this deficiency, the proposed ASES performs better than these decomposition-based MaOEAs as a whole.

With respect to metric $HV$, the proposed ASES shows competitive advantages. As shown in Table 2, the proposal stands out as the strongest MaOEA, outperforming all the six comparison algorithms in 27 out of the 52 pairwise comparisons. These results again demonstrate that the ASES performs better overall performance than other six comparison MaOEAs in terms of metric $HV$. In detail, our proposal generates significantly larger $HV$ values than RVEA, NSGA-III, VaEA, MOEA/DD, SPEA2+SDE, and MOEA/D-AM2M on 47, 42, 47, 48, 36, and 44 out of the 52 test instances, respectively.
Table 1: Comparison of IGD values of the seven algorithms on solving 3-, 6-, 9-, and 12-objective test functions MaF1–MaF13.

| MaOPs | m | RVEA  | VaEA  | MOEA/DD | SPEA2+SDE | MOEA/D-AM2M | ASES |
|-------|---|-------|-------|---------|-----------|-------------|------|
|       | 3 | 6.526e-2 (4.0e-3) | 4.817e-2 (1.1e-3) | 3.594e-2 (3.2e-4) | 5.424e-2 (1.9e-3) | 3.576e-2 (5.8e-4) | 5.997e-2 (3.9e-3) | 3.455e-2 (1.9e-4) |
|       |   | MaF1 |       |         |           |             |      |      |
|       | 6 | 3.37e-1 (4.4e-2) | 2.067e-1 (1.5e-2) | 1.482e-1 (1.0e-3) | 2.829e-1 (5.8e-3) | 1.453e-1 (1.2e-3) | 1.789e-1 (6.0e-3) | 1.429e-1 (4.6e-4) |
|       | 9 | 5.542e-1 (6.2e-2) | 2.691e-1 (1.3e-2) | 2.128e-1 (1.2e-3) | 4.318e-1 (2.1e-2) | 2.173e-1 (1.6e-3) | 3.190e-1 (3.9e-2) | 2.121e-1 (7.3e-4) |
|       | 12| 6.196e-1 (7.6e-2) | 2.816e-1 (4.6e-3) | 2.590e-1 (2.6e-3) | 5.092e-1 (4.2e-2) | 2.864e-1 (5.7e-3) | 3.970e-1 (4.6e-2) | 2.600e-1 (1.0e-3) |
|       | 3 | 3.605e-2 (1.3e-3) | 2.915e-2 (6.6e-4) | 2.504e-2 (2.4e-4) | 3.981e-2 (2.1e-3) | 2.655e-2 (4.0e-4) | 3.037e-2 (1.3e-3) | 2.470e-2 (1.7e-4) |
|       |   | MaF2 |       |         |           |             |      |      |
|       | 6 | 1.540e-1 (1.3e-3) | 1.271e-1 (3.0e-3) | 1.230e-1 (2.4e-3) | 2.021e-1 (7.9e-2) | 1.086e-1 (4.1e-3) | 1.565e-1 (8.1e-3) | 1.165e-1 (1.5e-3) |
|       | 9 | 2.305e-1 (7.0e-3) | 2.198e-1 (2.0e-2) | 1.806e-1 (2.9e-3) | 2.349e-1 (2.1e-2) | 1.682e-1 (3.9e-3) | 2.218e-1 (1.9e-2) | 1.737e-1 (2.6e-3) |
|       | 12| 5.235e-1 (2.0e-1) | 2.439e-1 (4.6e-2) | 2.136e-1 (3.3e-3) | 4.130e-1 (5.3e-2) | 2.057e-1 (3.5e-3) | 7.372e-1 (8.7e-2) | 2.000e-1 (3.5e-3) |
|       | 3 | 3.747e-2 (2.5e-3) | 3.897e-2 (6.3e-4) | 7.316e-2 (2.8e-2) | 4.509e-2 (1.4e-3) | 4.888e-2 (3.6e-3) | 4.121e-1 (1.3e-1) | 5.042e-2 (2.2e-3) |
|       |   | MaF3 |       |         |           |             |      |      |
|       | 6 | 1.286e-1 (3.9e-2) | 9.311e-2 (7.8e-3) | 6.605e+0 (1.0e+1) | 1.051e-1 (6.7e-3) | 9.726e-2 (1.1e-2) | 4.876e-1 (1.7e-1) | 9.355e-2 (1.0e-2) |
|       | 9 | 3.706e-1 (5.9e-1) | 7.091e+3 (1.3e+4) | 2.191e+3 (2.7e+3) | 3.484e+0 (3.4e+0) | 1.001e-1 (5.3e-3) | 5.304e-1 (1.3e-1) | 9.076e-2 (5.0e-3) |
|       | 12| 9.248e-2 (1.0e-2) | 2.196e+5 (5.9e+5) | 8.381e+3 (7.7e+3) | 1.313e-1 (1.3e-1) | 1.004e-1 (5.2e-3) | 9.908e-1 (1.6e+0) | 1.157e-1 (2.1e-2) |
|       | 3 | 3.435e-1 (1.1e-1) | 2.756e-1 (7.7e-3) | 3.112e-1 (2.8e-2) | 4.025e-1 (2.7e-2) | 4.229e-1 (5.4e-2) | 1.240e+0 (8.2e-1) | 2.596e-1 (7.5e-3) |
|       |   | MaF4 |       |         |           |             |      |      |
|       | 6 | 9.678e+0 (2.2e+0) | 6.404e+0 (8.7e-1) | 5.013e+0 (1.9e+0) | 1.736e+1 (5.6e-1) | 7.610e+0 (6.4e-1) | 1.202e+1 (2.5e+0) | 3.879e+0 (7.2e-2) |
|       | 9 | 9.834e+1 (3.1e+1) | 4.810e+1 (4.1e+0) | 3.241e+1 (2.2e+0) | 1.816e+2 (1.5e+1) | 6.730e+1 (8.8e+0) | 1.410e+2 (9.6e+1) | 2.645e+1 (5.3e-1) |
|       | 12| 9.228e+2 (1.1e+2) | 4.934e+2 (3.1e+1) | 2.432e+2 (2.7e+1) | 1.850e+3 (4.1e+1) | 7.004e+2 (9.4e+1) | 2.637e+3 (3.1e+3) | 2.061e+2 (1.2e+1) |
|       | 3 | 3.371e-1 (4.1e-1) | 2.082e-1 (1.0e-4) | 2.160e-1 (2.9e-3) | 2.407e-1 (1.8e-3) | 4.364e-1 (3.7e-1) | 3.132e-1 (1.7e-2) | 7.527e-1 (8.7e-1) |
|       |   | MaF5 |       |         |           |             |      |      |
|       | 6 | 4.062e+0 (2.1e-2) | 4.074e+0 (7.4e-2) | 3.931e+0 (1.6e+0) | 1.631e+1 (2.0e-1) | 4.355e+0 (7.3e-2) | 4.277e+0 (7.3e-2) | 3.995e+0 (4.6e-2) |
|       | 9 | 5.260e+1 (1.1e+1) | 4.409e+1 (6.2e-1) | 2.817e+1 (6.3e-1) | 1.537e+2 (3.1e+1) | 3.457e+1 (1.3e+0) | 3.278e+1 (1.9e+0) | 2.978e+1 (9.4e-1) |
|       | 12| 4.229e+2 (4.9e+1) | 4.391e+2 (1.5e+1) | 2.250e+2 (1.3e+1) | 1.081e+3 (1.4e+1) | 2.960e+2 (1.5e+1) | 2.369e+2 (1.5e+1) | 2.550e+2 (7.9e+0) |
| MaOps | \(m\) | RVEA | NSGA-III | VaEA | MOEA/DD | SPEA2+SDE | MOEA/D-AM2M | ASES |
|-------|-------|------|----------|------|--------|-----------|-------------|------|
| MaF6  | 3     | 1.099e−2 (1.8e−3) | 3.293e−3 (4.1e−5) | 2.604e−2 (5.9e−4) | − | 7.331e−3 (6.4e−4) | 9.156e−2 (5.6e−2) | 3.199e−3 (1.1e−5) |
|       | 6     | 1.715e−2 (7.4e−3) | 3.162e−3 (1.4e−4) | 8.293e−2 (4.6e−3) | − | 6.306e−3 (7.7e−4) | 2.345e−1 (2.3e−1) | 3.200e−3 (1.2e−4) |
|       | 9     | 8.082e−1 (1.6e−2) | 7.034e−1 | 1.149e−1 (8.7e−3) | − | 3.936e−1 (2.7e−1) | 3.559e−1 (2.2e−1) | 2.576e−2 (7.1e−2) |
|       | 12    | 3.008e+0 (7.0e+0) | 5.025e−1 (1.3e−1) | 1.234e−1 (5.9e−3) | − | 4.640e−1 (2.1e−1) | 2.817e−1 (2.3e−1) | 2.052e−2 (1.4e−2) |
|       | 3     | 6.095e−2 (2.2e−3) | 5.065e−2 (1.5e−3) | 2.537e−1 (1.2e−1) | − | 5.013e−2 (2.1e−3) | 9.078e−2 (2.4e−2) | 4.752e−2 (4.1e−4) |
|       | 6     | 4.084e−1 (1.9e−2) | 4.338e−1 (8.8e−3) | 2.016e+0 (7.5e−1) | − | 3.597e−1 (3.7e−2) | 3.975e−1 (3.6e−2) | 3.820e−1 (9.3e−3) |
|       | 9     | 9.237e−1 (6.6e−2) | 7.876e−1 (2.1e−2) | 1.879e+0 (5.5e−1) | − | 8.929e−1 (3.8e−2) | 1.116e+0 (2.7e−1) | 7.193e−1 (5.7e−3) |
|       | 12    | 1.517e+0 (2.7e−1) | 1.322e+0 (1.3e−1) | 3.038e+0 (9.5e−2) | − | 1.179e+0 (1.6e−2) | 5.918e+0 (1.0e−0) | 1.186e+0 (1.0e−2) |
| MaF7  | 3     | 8.425e−2 (3.6e−3) | 5.749e−2 (9.1e−4) | 1.037e−1 (5.3e−3) | 6.719e−2 (8.7e−3) | 1.689e−1 (2.9e−2) | 5.352e−2 (6.6e−4) |
|       | 6     | 2.377e−1 (1.7e−2) | 1.043e−1 (2.1e−3) | 4.302e−1 (3.0e−2) | 1.063e−1 (5.6e−3) | 3.469e−1 (3.5e−2) | 9.774e−2 (1.5e−3) |
|       | 9     | 2.702e−1 (5.4e−2) | 1.250e−1 (2.4e−3) | 8.167e−1 (2.3e−2) | 1.293e−1 (6.7e−3) | 5.896e−1 (1.0e−1) | 1.187e−1 (1.7e−3) |
|       | 12    | 3.689e−1 (6.6e−2) | 1.712e−1 (2.6e−3) | 1.099e+0 (1.3e−2) | 1.825e−1 (1.9e−2) | 6.908e−1 (8.9e−2) | 1.612e−1 (2.8e−3) |
| MaF8  | 3     | 4.982e−2 (7.1e−4) | 3.753e−1 (6.0e−2) | 5.006e−2 (8.3e−4) | 5.262e−2 (9.8e−4) | 1.945e−1 (3.0e−2) | 6.667e−2 (4.5e−2) |
|       | 6     | 5.697e−1 (3.5e−1) | 2.472e−1 (9.1e−2) | 3.513e−1 (1.8e−2) | 8.620e−2 (7.5e−4) | 5.902e−1 (1.0e−1) | 1.621e−1 (2.1e−2) |
|       | 9     | 7.798e−1 (1.1e−1) | 3.623e−1 (2.1e−1) | 4.628e−1 (6.1e−2) | 1.067e−1 (8.3e−4) | 6.938e−1 (1.4e−1) | 2.433e−1 (8.9e−2) |
|       | 12    | 2.512e+0 (2.8e+0) | 2.202e+0 (2.3e+0) | 7.173e−1 (3.3e−2) | 1.414e−1 (9.7e−4) | 2.212e+0 (1.9e+0) | 2.260e−1 (2.4e−2) |
| MaF9  | 3     | 1.265e−1 (6.8e−3) | 1.450e−1 (6.8e−3) | 1.608e−1 (2.8e−2) | 1.582e−1 (1.1e−2) | 4.908e−1 (1.4e−1) | 1.229e−1 (2.9e−3) |
|       | 6     | 6.788e−1 (4.7e−2) | 9.269e−1 (9.6e−2) | 1.139e+0 (9.9e−2) | 5.801e−1 (1.8e−2) | 1.203e+0 (1.7e−1) | 4.988e−1 (2.1e−3) |
|       | 9     | 8.096e−1 (5.4e−2) | 1.779e+0 (1.5e−1) | 1.046e+0 (5.4e−2) | 9.305e−1 (3.2e−2) | 1.495e+0 (1.1e−1) | 8.179e−1 (2.9e−2) |
|       | 12    | 1.359e+0 (8.8e−2) | 1.970e+0 (1.7e−1) | 1.456e+0 (5.8e−2) | 1.304e+0 (4.5e−2) | 1.758e+0 (1.1e−1) | 1.076e+0 (8.5e−3) |
The parallel coordinate [64] is a technique for displaying high-dimensional vectors in a two-dimensional graph, where each dimension of high-dimensional vectors is plotted on a vertical axis in the two-dimensional graph, and then, a high-dimensional vector is presented by a polyline connecting points on each axis. It has been frequently employed to visualize the distributions of output populations in evolutionary many-objective optimization community.

To graphically illustrate both the convergence and diversity of the seven algorithms, the parallel coordinate is employed to plot the distributions of their output populations corresponding to the smallest IGD values among 30 runs on 9-objective MaF4, MaF6, and MaF10, as illustrated in Figures 2–4.

The PF shape of test function MaF4 is inverted and badly scaled, and also, the number of local Pareto-optimal fronts in this function is up to $(3^{n-1} - 1)$. For the badly scaled PF of MaF4, as shown in Figure 2(a), the interval of the $j$-dimension objective values is from 0 to $2^j$. From Figures 2(b) and 2(g), we can see that some solutions in the output populations of RVEA and MOEA/D-AM2M are far from convergent. Compared with the above two MaOEAs, the convergences of algorithms NSGA-III and VaEA are much better, but there exists still a part of solutions that fail to converge to dominate the nadir point of PF. For algorithm MOEA/DD, as shown in Figure 2(e), although it has good convergence, its diversity is poor. For instance, the values of the output population in 9-th objective only covers the interval [50, 260], while the interval covered by PF in this objective is [0, 512]. Comparing Figures 2(h) and 2(a), we can find out that the output population of algorithm ASES can fit the true PF very well. These visual results can explain that the proposal has better performance than the five comparison algorithms RVEA, NSGA-III, VaEA, MOEA/DD, and MOEA/D-AM2M with respect to both the IGD and HV, which are shown in Tables 1 and 2. Intuitively, SPEA2 + SDE shows good convergence and diversity, as shown in Figure 2(f). According to the IGD and HV values of algorithms SPEA2 + SDE and ASES on 9-objective MaF4,
| MaOPs | m   | RVEA  | NSGA-III | VaEA  | MOEA/DD | SPEA2 + SDE | MOEA/D-AM2M | ASES  |
|-------|-----|-------|----------|-------|---------|-------------|-------------|-------|
|       | 3   | 1.921e-1 (5.0e-3) | 2.146e-1 | 2.236e-1 | 2.107e-1 | 2.262e-1 | 2.071e-1 | 2.277e-1 |
|       | 6   | 3.467e-4 (1.5e-4) | 8.946e-4 | 1.640e-3 | 5.475e-4 | 1.905e-3 | 1.546e-3 | 1.938e-3 |
|       | 9   | 1.180e-7 (6.2e-8) | 1.872e-6 | 3.415e-6 | 4.398e-7 | 4.139e-6 | 1.960e-6 | 3.300e-6 |
|       | 12  | 4.714e-11 (2e-11) | 4.050e-9 | 0.000e+0 | 2.472e-10 | 0.000e+0 | 1.078e-9 | 0.000e+0 |
|       | 3   | 2.343e-1 (1.4e-3) | 2.424e-1 | 2.456e-1 | 2.283e-1 | 2.482e-1 | 2.465e-1 | 2.483e-1 |
|       | 6   | 2.079e-1 (3.0e-3) | 2.325e-1 | 2.389e-1 | 1.819e-1 | 2.516e-1 | 2.339e-1 | 2.525e-1 |
|       | 9   | 1.693e-1 (4.0e-3) | 2.88e-3 | 2.88e-3 | 1.70e-2 | 2.43e-2 | 2.30e-2 | 2.31e-2 |
|       | 12  | 7.143e-2 (1.7e-2) | 1.070e-1 | 1.987e-1 | 1.014e-1 | 2.119e-1 | 1.177e-1 | 2.264e-1 |
|       | 3   | 9.601e-1 (2.0e-3) | 6.069e-1 | 9.408e-1 | 9.566e-1 | 9.541e-1 | 5.633e-1 | 9.592e-1 |
|       | 6   | 9.948e-1 (9.7e-3) | 3.5e-4 | 4.7e-4 | 3.4e-3 | 2.7e-3 | 4.7e-3 | 5.2e-3 |
|       | 9   | 8.173e-1 (3.8e-1) | 1.030e-1 | 0.000e+0 | 2.642e-1 | 9.971e-1 | 7.597e-1 | 9.999e-1 |
|       | 12  | 9.990e-1 (1.3e-3) | 0.000e+0 | 0.000e+0 | 9.449e-1 | 9.980e-1 | 6.184e-1 | 9.967e-1 |
|       | 3   | 5.174e-1 (2.7e-2) | 5.295e-1 | 5.322e-1 | 5.245e-1 | 5.346e-1 | 5.909e-1 | 5.404e-1 |
|       | 6   | 1.712e-3 (8.2e-4) | 4.6e-3 | 1.0e-2 | 7.7e-4 | 3.8e-3 | 2.9e-3 | 4.0e-3 |
|       | 9   | 1.716e-6 (1.6e-6) | 7.101e-4 | 3.562e-4 | 1.334e-6 | 2.425e-2 | 1.226e-5 | 8.429e-4 |
|       | 12  | 2.89e-10 (1e-10) | 1.051e-5 | 4.163e-6 | 5.03e-10 | 1.378e-8 | 3.560e-9 | 9.185e-6 |
|       | 3   | 5.459e-1 (7.1e-2) | 5.684e-1 | 5.634e-1 | 5.559e-1 | 5.426e-1 | 5.566e-1 | 5.020e-1 |
|       | 6   | 8.545e-1 (1.9e-2) | 8.302e-1 | 8.382e-1 | 6.021e-1 | 8.245e-1 | 8.650e-1 | 8.601e-1 |
|       | 9   | 9.302e-1 (3.0e-3) | 4.4e+4 | 2.3e-4 | 4.8e-4 | 4.5e-3 | 2.0e-3 | 1.9e-3 |
|       | 12  | 8.864e-1 (2.6e-2) | 2.7e+4 | 9.3e-3 | 1.8e-2 | 6.0e-3 | 1.0e-3 | 1.4e-3 |
|       | 3   | 1.821e-1 (3.4e-3) | 9.721e-1 | 9.443e-1 | 4.846e-1 | 8.610e-1 | 9.724e-1 | 9.621e-1 |
|       | 6   | 1.045e-1 (2.9e-3) | 7.5e-4 | 5.4e-5 | 3.5e-4 | 1.1e-4 | 1.9e-2 | 1.5e-5 |
|       | 9   | 9.520e-2 (1.2e-3) | 1.152e-2 | 1.182e-2 | 1.028e-1 | 1.173e-1 | 1.065e-1 | 1.182e-1 |
|       | 12  | 9.169e-2 (8.1e-4) | 3.232e-2 | 2.542e-4 | 9.495e-2 | 3.068e-2 | 9.815e-2 | 1.023e-2 |
|       | 3   | 2.630e-1 (3.3e-3) | 3.0e-2 | 1.4e-16 | 8.8e-4 | (2.2e-2 | 6.2e-3 | 2.9e-4 |
|       | 6   | 1.932e-1 (6.5e-3) | 2.186e-1 | 2.148e-2 | 8.714e-2 | 2.348e-2 | 2.395e-1 | 2.590e-1 |
|       | 9   | 1.340e-1 (2.0e-2) | 5.941e-2 | 1.222e-2 | 1.064e-5 | 1.980e-2 | 1.294e-1 | 1.337e-1 |
|       | 12  | 1.151e-1 (5.1e-2) | 5.2e-2 | 5.2e-6 | 2.1e-2 | 5.7e-3 | 5.1e-2 | 6.4e-3 |
we can derive that the proposed ASES has better convergence and diversity than the comparison algorithm SPEA2+SDE.

The test function MaF6 is a representative of MaOPs with degenerate PFs. To visually compare the capability of the seven MaOEA s in dealing with degenerate PFs, their output populations corresponding to the smallest IGD values among 30 runs on 9-objective MaF6 are plotted in parallel coordinate, as illustrated in Figure 3. For test function MaF6 with 9 objectives, the ninth objective on the PF ranges from 0 to 1.0, while the values of the eighth objective on the PF are between 0 and 0.7, as shown in the true PF in Figure 3(a). From Figures 3(b) and 3(d)–3(g), it is obvious that most of the solutions in output populations

| MaOPs | m   | RVEA  | NSGA-III | VaEA  | MOEA/DD | SPEA2+SDE | MOEA/D-AM2M | ASES  |
|-------|-----|-------|----------|-------|---------|-----------|-------------|-------|
| MaF8  | 3   | 2.513e-1 (4.1e-3) | 2.704e-1 | 2.818e-1 | 2.586e-1 | 2.754e-1 | 2.274e-1 | 2.837e-1 |
|       | 6   | 5.047e-2 (5.5e-3) | 6.971e-2 | 9.065e-2 | 5.008e-2 | 9.113e-2 | 6.307e-2 | 9.128e-2 |
|       | 9   | 6.568e-3 (9.1e-4) | 1.371e-2 | 1.694e-2 | 9.741e-3 | 1.718e-2 | 9.492e-3 | 1.705e-2 |
|       | 12  | 7.638e-4 (2.0e-4) | 2.647e-3 | 3.322e-3 | 1.861e-3 | 3.406e-3 | 1.682e-3 | 3.338e-3 |
|       | 3   | 8.427e-1 (3.3e-3) | 8.441e-1 | 6.245e-1 | 8.437e-1 | 8.324e-1 | 7.320e-1 | 8.321e-1 |
|       | 6   | 7.209e-2 (1.3e-2) | 6.900e-2 | 1.018e-1 | 7.671e-2 | 1.358e-1 | 5.688e-2 | 1.197e-1 |
| MaF9  | 9   | 1.128e-2 (2.1e-3) | 2.081e-2 | 2.526e-2 | 1.886e-2 | 3.829e-2 | 1.326e-2 | 3.005e-2 |
|       | 12  | 1.070e-3 (3.9e-4) | 1.204e-3 | 4.776e-3 | 2.791e-3 | 5.804e-3 | 6.634e-4 | 4.640e-3 |
|       | 3   | 9.214e-1 (1.3e-2) | 9.464e-1 | 9.406e-1 | 9.319e-1 | 9.395e-1 | 8.328e-1 | 9.473e-1 |
|       | 6   | 9.505e-1 (2.3e-2) | 8.496e-1 | 6.800e-1 | 6.169e-1 | 9.961e-1 | 8.439e-1 | 9.989e-1 |
| MaF10 | 9   | 9.576e-1 (5.4e-2) | 8.106e-1 | 4.752e-1 | 8.860e-1 | 9.969e-1 | 8.494e-1 | 9.990e-1 |
|       | 12  | 9.974e-1 (7.0e-4) | 9.983e-1 | 5.195e-1 | 9.259e-1 | 9.970e-1 | 8.795e-1 | 9.998e-1 |
|       | 3   | 9.300e-1 (9.6e-4) | 9.359e-1 | 9.297e-1 | 9.323e-1 | 9.331e-1 | 9.365e-1 | 9.347e-1 |
|       | 6   | 9.847e-1 (5.7e-3) | 9.944e-1 | 9.908e-1 | 9.686e-1 | 9.849e-1 | 9.955e-1 | 9.984e-1 |
| MaF11 | 9   | 9.827e-1 (2.9e-3) | 9.948e-1 | 9.898e-1 | 9.559e-1 | 9.900e-1 | 9.936e-1 | 9.981e-1 |
|       | 12  | 9.660e-1 (6.9e-3) | 9.963e-1 | 9.927e-1 | 9.651e-1 | 9.897e-1 | 9.752e-1 | 9.981e-1 |
|       | 3   | 5.456e-1 (1.8e-3) | 5.448e-1 | 5.387e-1 | 5.372e-1 | 5.502e-1 | 5.337e-1 | 5.531e-1 |
|       | 6   | 7.873e-1 (9.7e-3) | 7.865e-1 | 7.611e-1 | 7.154e-1 | 7.838e-1 | 7.792e-1 | 8.039e-1 |
| MaF12 | 9   | 8.309e-1 (4.2e-2) | 8.522e-1 | 7.641e-1 | 6.537e-1 | 8.317e-1 | 8.249e-1 | 8.619e-1 |
|       | 12  | 7.954e-1 (4.1e-2) | 8.032e-1 | 7.868e-1 | 6.701e-1 | 8.165e-1 | 7.759e-1 | 8.561e-1 |
|       | 3   | 5.092e-1 (9.4e-3) | 5.238e-1 | 4.903e-1 | 5.452e-1 | 5.561e-1 | 4.195e-1 | 5.429e-1 |
|       | 6   | 1.274e-1 (1.4e-2) | 1.801e-1 | 1.877e-1 | 1.193e-1 | 2.362e-1 | 1.163e-1 | 2.342e-1 |
| MaF13 | 9   | 9.345e-2 (1.0e-2) | 1.206e-1 | 1.220e-1 | 6.044e-2 | 1.561e-1 | 9.009e-2 | 1.507e-1 |
|       | 12  | 6.608e-2 (2.5e-2) | 8.683e-1 | 9.233e-1 | 2.836e-2 | 1.139e-1 | 2.327e-2 | 1.157e-1 |

$+/−1 ≈ \frac{4}{47/1}$ $\frac{7}{42/3}$ $\frac{0}{47/5}$ $\frac{3}{48/1}$ $\frac{10}{36/6}$ $\frac{7}{44/1}$
of the comparison algorithms RVEA, VaEA, MOEA/DD, SPEA2+SDE, and MOEA/D-AM2M do not converge to the PF. Take the eighth optimization objective for instance, and the values of most output solutions from the above five algorithms are far greater than 0.7. LY_he algorithm NSGA-III has better convergence and diversity than other five comparison algorithms. Comparing Figures 3(h) and 3(c), we can observe that the convergence of NSGA-III and ASES is similar, but the diversity of ASES is much better. The above comparison results demonstrate the competitive capability of the proposal in solving MaOPs having degenerate PFs.

The PF of test function MaF10 has complicated mixed geometries with scaled convex and concave segments. As shown in Figure 4, although the output population of algorithm ASES cannot fully approximate the true PF, combined with the distributions of the output populations and the HV/IGD values in Tables 1 and 2, we can derive that the proposed ASES is more powerful than the six comparison algorithms.
Besides, the convergence trends of the six MaOEAs on solving MaF4, MaF6, and MaF10 with nine objectives with respect to metric IGD are illustrated in Figure 5. From Figure 5(a), we can observe that, in the initial stage, the IGD values of the proposed ASES decline slower than the RVEA. As the progress of optimization search, the proposed ASES still obtains lower IGD value lower than all the five comparison algorithms. For the 9-objective MaF6, as shown in Figure 5(b), the IGD of the proposed ASES declines much faster than all the five comparison algorithms. As shown in Figure 5(c), in the early stage, the convergence pace of the comparison algorithm SPEA2+SDE is much faster than that of the algorithm ASES, but its IGD values remain unchanged after 300 generations. Then, the proposed ASES obtains lower IGD values than SPEA2+SDE. The competitive performance of the ASES can be attributed to the fact that our proposed flexible framework has the capability to integrate the advantages of multiple MaOEAs.

The above experimental results have demonstrated that the proposed ensemble framework is highly beneficial to existing MaOEAs, and its prototype has competitive performance. To further investigate the behavior of the proposed ASES, the selection probability fluctuations of three variation operators during the entire evolutionary process for solving the 9-objective MaF1-MaF4 are plotted, as shown in Figure 6.

Figure 6 illustrates that no single mating and variation operator can dominate over the entire evolutionary process of solving any one instance. As the search progresses, the selection probabilities of different mating and variation operators fluctuate significantly. For instance, when solving 9-objective MaF1, at the beginning, the selection probability of operator from VaEA fluctuates between 0.35 and 0.43, while by about 400
generations, its fluctuation range became 0.28 and 0.4. When we look at Figure 6(c), we find that the fluctuation characteristics of the three operators on 9-objective MaF3 are completely different from those the other three test instances. This is because test function MaF3 has a large number of local optimal solutions. These observations imply that the proposal can employ efficient operators according to the problem characteristics and different search stages.

5. Conclusions and Future Work

This paper focuses on the issue that no one single MOEA is suitable for solving various types of MaOPs. We design a flexible ensemble framework to integrate any number of MOEAs to promote their advantages to solve a wide range of MOPs. Besides, a big archive is embedded in this ensemble framework to alleviate the undesirable phenomenon that some promising solutions are discarded during the evolution process. Finally, extensive experiments are performed on 52 challenging test instances to verify the effectiveness of the proposal by comparing it with six state-of-the-art MaOEAs.

The MaOPs with complicated PSs are challenging the existing evolutionary multiobjective optimization algorithms. Solving these challenging problems is one of our next research. Also, applying evolutionary multiobjective optimization to solve problems coming from real-world applications, such as Internet of Things [65], resource investment project scheduling [66], supply chain management [67], and collaborative robots [68], is another interesting direction, especially designing problem-specific evolution rules and environment selection mechanisms. Besides, large-scale multiobjective optimization [69–72] is another challenging task in multiobjective optimization community and frequently occurs in real-world applications. Thus, designing efficient evolutionary algorithms for large-scale multiobjective optimization deserves future research.
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Figure 6: Selection probability fluctuations of three variation operators from the corresponding algorithms during evolution.
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