Fluctuational electrodynamics for nonlinear media
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PACS 12.20.-m – Quantum electrodynamics
PACS 42.65.-k – Nonlinear optics
PACS 42.50.Lc – Quantum fluctuations, quantum noise, and quantum jumps

Abstract – We develop fluctuational electrodynamics for media with nonlinear optical response. In a perturbative manner, we amend the stochastic Helmholtz equation to describe fluctuations in a nonlinear setting, in agreement with the fluctuation dissipation theorem, and identify the local (Rytov) fluctuations of electric currents. We show how the linear response (the solution of the scattering problem) of a collection of objects is found from the individual responses, as measured in isolation. As an example, we compute the Casimir force acting between nonlinear objects which approaches the result for linear optics for large separations, and deviates for small distances.

The fluctuating electromagnetic field has become a research area of increasing interest and importance, giving rise to phenomena like Casimir or van der Waals interactions [1,2] and thermal radiation in far and near fields [3–6]. Also, the rapid development concerning experimental detection and manipulation, including the framework of MEMS, allows exploration of effects down to the nanoscale [7–13]. In general, fluctuational electrodynamics has been successfully applied to situations in thermal equilibrium, but also to objects in relative motion or at different temperatures [4,14,15]. However, such setups have mostly been considered for media described by linear electric and magnetic responses.

The field of nonlinear optics is by itself a growing and fundamentally interesting field, comprising, among others, frequency mixing processes, the optical Kerr effect, Brillouin scattering and Raman effects [16]. Especially recent developments concerning metamaterials, where large nonlinear response functions are observed, promise novel materials with interesting and useful properties. Examples include media infused with nanoparticles [17], organic materials [18] or polymers [19].

Fluctuations in nonlinear systems have been investigated for more than 50 years (mostly for classical systems) [20,21], also in interacting field theories (see, e.g., [22,23]) and applied to critical Casimir forces [24]. Quantization of the electromagnetic field in certain nonlinear dielectrics has been demonstrated [25,26] or discussion is restricted to a 1D toy model [27]. Regarding the fluctuating electromagnetic field, short-range enhancement of van der Waals forces has been predicted [29] and Casimir forces for systems with nonlinear boundary conditions [30] and nonlinear coupling functions [31] have also been studied. Fluctuations have also been considered in nonlinear optical cavities [32], with intriguing effects regarding heat radiation, studied in the Langevin framework [33]. Yet, the direct combination of nonlinear optics and fluctuational electrodynamics, i.e., description of the fluctuations of electromagnetic fields in or near nonlinear media, seems to be missing in the literature.

In this letter, we develop fluctuational electrodynamics for systems with nonlinear optical response. Starting from the stochastic nonlinear Helmholtz equation, we develop a perturbative scheme to amend response functions and fluctuations according to the fluctuation dissipation theorem (FDT). We identify the local fluctuations of electric currents, which can be used to compute out-of-equilibrium effects such as heat radiation. Sticking to thermal equilibrium, we show that the linear response of a system of several objects is not a simple combination of the response functions of the individual objects. Last, we derive and discuss the Casimir force between nonlinear media in equilibrium. We find that an object which is invisible — in the sense that its linear response is zero — still feels a Casimir force when brought to a second object due to nonlinear response.
Consider a material described by (linear) dielectric and magnetic responses $\varepsilon$ and $\mu$ as well as a third-order\(^1\) nonlinear electric response $\chi^{(3)}$. All response functions can depend on space, thereby allowing the possibility of disconnected objects, \(e.g.,\) by sharp step functions at the objects’ surfaces. The system is—in Fourier space for time with frequency $\omega$—described by a nonlinear Helmholtz equation \cite{16}. In order to include fluctuations, we add a noise field $\mathbf{F}$, whose properties are yet to be determined,

$$\mathbb{H} \mathbf{E} - \mathcal{N}[\mathbf{E}\mathbf{E}\mathbf{E}] = \mathbf{F}. \quad (1)$$

The linear Helmholtz operator is $\mathbb{H} = \nabla \times \nabla \times -\nabla - \frac{1}{\varepsilon_0} \omega^2 \mathbb{I}$, with the electromagnetic potential $\mathbb{V} = \frac{\partial}{\partial \omega} \varepsilon(\omega) + \nabla \times (\mathbb{I} - \frac{1}{\mu_0} \nabla) \times$, and speed of light $c$. In what follows, operators \((e.g., \mathbb{H} \text{ or } \mathbb{V})\) are $3 \times 3$ matrices and depend on two spatial arguments, such that operator products include matrix multiplication and integration over a joint coordinate. The functional $\mathcal{N}$ describes the third-order response, \(i.e.,\) the $i$-th component of $\mathcal{N}[\mathbf{E}\mathbf{E}\mathbf{E}]$ reads more explicitly

$$\mathcal{N}[\mathbf{E}\mathbf{E}\mathbf{E}]_i(\omega) = \frac{\omega^2}{c^2} \int d\omega_1 d\omega_2 d\omega_3 \delta(\omega - \omega_1) \chi^{(3)}_{ijkl}(\omega_1, \omega_2, \omega_3, \omega) E_j(\omega_1) E_k(\omega_2) E_l(\omega_3), \quad (2)$$

where $\omega_0 = \omega_1 + \omega_2 + \omega_3$ and indices denote spatial components. We assume locality of $\chi^{(3)}$, so that it couples only fields at equal points in space. The linear system is solved by the Green’s function $\mathcal{G}_1$ and the field $\mathbf{E}_1$, \(i.e.,\) $\mathbb{H} \mathcal{G}_1 = \mathbb{I}$ and $\mathbb{H} \mathbf{E}_1 = 0$. The stochastic equation \cite{16} describes the fluctuating electromagnetic field, including quantum and thermal fluctuations. The noise field $\mathbf{F}$ is chosen such that eq. \(1\) yields correct expectation values in equilibrium (see eq. \(8\) below). In order to display the FDT in the nonlinear system, we compute response functions and fluctuations, defining $\tilde{\mathcal{G}}$ as the linear response function of the nonlinear system, \(i.e.,\)

$$\tilde{\mathcal{G}} = \frac{\delta (\mathbf{E})}{\delta \text{mean of } \mathbf{E}} |_{\text{eq}} \mathcal{G}_0, \quad (3)$$

with an incoming field $\mathbf{E}_{\text{in}}$ and the vacuum Green’s function $\mathcal{G}_0$. This linear response function $\tilde{\mathcal{G}}$ obeys FDT \cite{3,5}:

$$\langle \mathbf{E}_{\omega} \otimes \mathbf{E}_{\omega'} \rangle^{\omega_0} = \delta(\omega - \omega') \langle b(\omega) \rangle \text{Im} \tilde{\mathcal{G}}. \quad (4)$$

Here, $b(\omega) = \frac{n}{\pi \varepsilon_0} \frac{\omega^2}{c^2} [1 - e^{-\frac{\omega}{kT}}]^{-1}$ gives the strength of the fluctuations, with Planck’s constant $h$, temperature $T$, Boltzmann’s constant $k_B$, and permittivity of vacuum $\varepsilon_0$. Note that for linear systems, $\tilde{\mathcal{G}} = \mathcal{G}_1$, and the familiar FDT \cite{5} is recovered. Our goal is now to find $\tilde{\mathcal{G}}$ for the nonlinear system, \(i.e.,\) for finite $\chi^{(3)}$, as this, with eq. \(4\), yields the fluctuations, as \(e.g.,\) resulting in Casimir forces. Therefore, we note that eq. \(1\) can be formally solved by a so-called Lippmann-Schwinger equation \cite{34,35},

$$\mathbf{E} = \mathbf{E}_1 + \mathcal{G}_1 \mathbf{F} + \mathcal{G}_1 \mathcal{N}[\mathbf{E}\mathbf{E}\mathbf{E}]. \quad (5)$$

\(\text{We may treat the linear solution as an incoming field, because, with } \mathbf{E}_1 = \mathcal{G}_1 \mathbf{E}_{\text{in}}, \text{ the linear response in eq. } \(3\) \text{ may be written as } \tilde{\mathcal{G}} = \frac{\delta (\mathbf{E})}{\delta \text{mean of } \mathbf{E}} |_{\text{eq}} \mathcal{G}_1. \text{ From eq. } \(5\), \text{ using, without loss of generality, } \langle \mathbf{E} \rangle^{\omega_0} = 0, \text{ and vanishing mean of the noise}^2, \langle \mathbf{F} \rangle = 0, \text{ we find in first order in } \chi^{(3)} \text{ for } \tilde{\mathcal{G}},

$$\tilde{\mathcal{G}} = (\mathbb{I} + \mathcal{G}_1 \mathcal{N}) \mathcal{G}_1. \quad (6)$$

The operator $\mathcal{N}$ contains the equilibrium correlation of the field $\mathbf{E}$, which is (perturbatively) expressed using eq. \(4\), and reads (again, the spatial $\delta$-function appears because of the locality of the nonlinear response),

$$\langle \mathbf{N} \rangle_{ij} = 3 \delta^{(3)}(\mathbf{r} - \mathbf{r'}) \frac{\omega^2}{c} \int_{-\infty}^{\infty} d\omega' b(\omega') \times \chi^{(3)}_{ijkl}(\mathbf{r}, -\omega, \omega', -\omega') \text{Im} \mathcal{G}_1 \mathcal{G}_1 (\mathbf{r}, \mathbf{r}, \omega'). \quad (7)$$

In eq. \(7\), we have the Green’s function of the linear system, $\mathcal{G}_1$, since in first order of $\chi^{(3)}$, the solution of the linear problem multiplies $\chi^{(3)}$. With eqs. \(6\) and \(4\), the fluctuations of the electric field are fixed and known and may thus readily be used to compute equilibrium quantities such as Casimir forces (see below). We additionally derive the correlation function of the noise $\mathbf{F}$, which may be relevant for out-of-equilibrium scenarios. From eq. \(5\), factorizing the appearing four point correlations of the linear system via Isserlis’ theorem, it follows to be

$$\langle \mathbf{F}_\omega \otimes \mathbf{F}_{\omega'} \rangle^{\omega_0} = \delta(\omega - \omega') \langle b(\omega) \rangle \text{Im} \mathcal{G}_1 \mathcal{G}_1 \mathcal{N}[\mathbf{F}_\omega \mathbf{F}_{\omega'}]. \quad (8)$$

Equation \(8\) shows that the random noise sources are modified due to the presence of $\chi^{(3)}$, which is typically the case for nonlinear stochastic equations. A similar amendment was used in ref. \cite{33} to adjust \(\text{classical} \) noises. We note that $\mathcal{N}$, as given in eq. \(7\), may be singular, as is $\text{Im} \mathcal{G}_1$ when evaluated at equal points. We will comment below how this is healed when computing Casimir forces.

Equation \(4\) yields fluctuations of the electromagnetic field. Another form of FDT \cite{3,5} expresses the fluctuations of local currents in the bodies. Using $\text{Im} \mathcal{G}_0 = -\mathcal{G}_0 \text{Im} \mathcal{G}_1, \text{ and } \text{Im} \mathcal{N}[\mathbf{V}] = -\text{Im} \mathcal{G}_1 \mathcal{G}_0^{-1} \mathcal{G}_0^{-1}$, we may rewrite eq. \(4\) in lowest order in $\mathcal{N}$,

$$\langle \mathbf{E}_\omega \otimes \mathbf{E}_{\omega'} \rangle^{\omega_0} = \delta(\omega - \omega') \langle b(\omega) \rangle \text{Im} \mathcal{G}_0 \mathcal{G}_0^{-1} \mathcal{G}_0^{-1} \mathcal{N}[\mathbf{V} + \mathcal{N}] \mathcal{G}_0^{-1} \mathcal{G}_0^{-1}. \quad (9)$$

Above, $\text{Im} \mathcal{N}[\mathbf{V} + \mathcal{N}]$ is identified as the Rytyov currents \cite{3}:

$$\text{Im} \mathcal{N}[\mathbf{V}] = \mathcal{N}[\mathbf{V}] \mathcal{N}[\mathbf{V}]^{-1}. \quad (10)$$

These fluctuations may now be treated with a local equilibrium approximation to access phenomena out of equilibrium \((e.g., \text{ heat transfer})\). We note that the function $\tilde{\mathcal{G}}$ solves $\mathbb{H} \tilde{\mathcal{G}} = \mathbb{I}$, with $\mathbb{H} = \nabla \times \nabla \times -\nabla - \frac{1}{\varepsilon_0} \mathbb{I}$ with

\[^2\text{A finite mean of } \mathbf{F} \text{ may be absorbed into the left-hand side of eq. } \(1\).\]
the potential
\[ \tilde{V} = V + N. \]  
(11)

The potential \( \tilde{V} \), consistently also appearing in the Rydov-currents (9), may be seen as the analog of the renormalized mass in interacting field theories [22]. The second term in \( \tilde{V} \), despite being local as in the linear case, in general depends on the system’s geometry through \( G_i \) in eq. (7). It means, e.g., that changing the position of one object changes the potential \( \tilde{V} \) of other objects. This leads in general to a nontrivial spatial (and shape) dependence for fluctuation effects.

Equations (6) and (7) determine the linear response of the nonlinear system, \( \tilde{G} \), to first order in \( \chi^3 \). With the explicit correlator for the noise in eq. (8) and the Rytov currents in eq. (9), they present fluctuationaldynamics for the nonlinear system, and hence our first main result.

It is important to note that eq. (6) displays important properties of linear response functions (which may be familiar from the electromagnetic Green’s function of linear systems): \( \tilde{G} = \tilde{G}^T \) due to time-reversal symmetry, and \( \tilde{G}^* (ω) = \tilde{G} (−ω) \) due to realness of the time domain response (these properties can be traced to symmetries of \( \chi^3 \)). Also, \( \tilde{G} \) is analytic for \( \text{Im} \omega > 0 \), so that Matsubara summation can be used to obtain equilibrium averages. This important manifestation of causality can directly be seen from eqs. (6) and (7) by noting that both \( G_1 \) and \( \chi^3 (−ω, ω, ω', −ω') \) are analytic for \( \text{Im} \omega > 0 \) (see footnote 3).

Interestingly, in eq. (7), the third-order susceptibility appears only in the form \( \chi^3 (−ω, ω, ω', −ω') \). Therefore, in equilibrium, only a subset of third-order processes can contribute, for example the optical Kerr effect or the Raman effect. General frequency mixing processes do not contribute, however.

Turning to a system made of several objects (objects \( α \) and \( β \), see fig. 1), it is well known that, for purely linear media, the linear response or Green’s function of the collection of objects can be found from the results for the isolated objects (see eq. (13) below, which, removing tildes and primes, holds true for linear media). This is the basis of many results found in fluctuational electrodynamics, such as the Lifshitz formula [37]; well-known results for Casimir forces or radiative transfer are based on the scattering properties (or \( T \) operators) of the individual objects. In the nonlinear system, this is no longer true: the linear response \( \tilde{G} \) of a collection of objects, as in fig. 1, takes a nontrivial dependence on the linear responses of the isolated objects (\( \tilde{G}_α, \tilde{G}_β, \ldots \)). Comparing eq. (6) for the system containing two objects to its version for isolated objects, we find that

\[ \tilde{G} = G' + G' \left[ N - \sum_i N_i \right] G', \]  
(12)

where we have introduced the naïve (as in the linear case) combination \( G' \) for several objects. E.g., for the case of two objects, we recall (see, e.g., ref. [36]) the relation found from the sum of the potentials of the two systems \( V' = V_α + V_β \),

\[ G' = \tilde{G}_α G_0^{-1} \tilde{G}_β + \frac{1}{G_α + G_β - G_α G_0^{-1} G_β}. \]  
(13)

The operator \( N \) describes, according to eq. (7), the total system, and \( N_i \) describes the situation of object \( i \) in isolation.

We now see that possible divergences in eq. (7) do not contribute, as these cancel in the difference \( N - N_i \), in eq. (12). The given connection between the linear response of two objects and the linear response of the objects in isolation, is a connection of measurable quantities, and is free of divergent terms.

As mentioned before, eq. (12) states that the linear response of a collection of objects is a nontrivial form of the linear response of the individual ones. This is, again, because fluctuations (zero point and thermal) interact with the incoming field through nonlinearities. This effect is absent for linear media as the incoming and the fluctuating fields are decoupled. It is in principle measurable with scattering experiments, and leads to the different behavior of Casimir forces as described below.

As a concrete application, we compute the Casimir force between two parallel, semi-infinite plates at distance \( d \) (see fig. 2). For linear materials, the well-known Lifshitz formula [37] gives the Casimir force for this system in terms of the Fresnel coefficients of the individual plates [38]. We give here the result for nonlinear materials. The force, or the Casimir energy, may be found in multiple ways, here we compute the equilibrium correlation function of the electric field in the vacuum between the surfaces, which then gives us the Maxwell stress tensor and the force.

Footnote 3: Analyticity in \( ω' \) is, however, not given, since the imaginary part cannot be positive for both \( ω' \) and \( −ω' \).
In the following, we consider homogeneous and isotropic materials, for which the result is given in the supplementary material FENM_supplementary.pdf. While the result in the supplementary material and in eq. (16) below is valid for complex and frequency-dependent \( \varepsilon, \mu, \) and \( \chi^{(3)} \), we restrict to frequency-independent material parameters for the following explicit analysis for simplicity. In this simplified scenario, the noise in eq. (8) is unchanged compared to the linear case (\( N \) is real), so that the nonlinear term stems purely from the nonlinear term in (6). The Lifshitz force then depends on the linear response of the individual plates \( (\varepsilon_{\text{lin}}) \), as well as on the nonlinear function \( \chi^{(3)} \). Omitting terms of order \( (\chi^{(3)})^2 \), it suffices to consider only \( \chi^{(3)} \) of one of the two plates to be finite (the effect of \( \chi^{(3)} \) of the other plate is found by exchanging the plate indices).

The force evaluation comprises two frequency integrals (see eq. (7) for the additional integral), both of which are evaluated on the imaginary axis via Matsubara summation \((\text{eq. (8) for the additional integral})\), both of which are valid for complex and frequency-dependent \( \varepsilon, \mu, \) and \( \chi^{(3)} \), we restrict to frequency-independent material parameters for the following explicit analysis for simplicity. In this simplified scenario, the noise in eq. (8) is unchanged compared to the linear case (\( N \) is real), so that the nonlinear term stems purely from the nonlinear term in (6). The Lifshitz force then depends on the linear response of the individual plates \( (\varepsilon_{\text{lin}}) \), as well as on the nonlinear function \( \chi^{(3)} \). Omitting terms of order \( (\chi^{(3)})^2 \), it suffices to consider only \( \chi^{(3)} \) of one of the two plates to be finite (the effect of \( \chi^{(3)} \) of the other plate is found by exchanging the plate indices).

The force evaluation comprises two frequency integrals (see eq. (7) for the additional integral), both of which are evaluated on the imaginary axis via Matsubara summation. While this is naturally possible for \( \chi \) (as mentioned), analyticity for \( \Im\omega > 0 \) can also be shown if \( \chi^{(3)} \) is frequency independent. The pressure \( P \) is then split into two terms, the result of the Lifshitz formula for linear media, and a novel term, resulting from \( \chi^{(3)} \). In the zero- and high-temperature limits, these terms can be cast as

\[
P_{T\to0} = \frac{\hbar c}{d^5} I_{\text{lin}}^{T\to0} + \frac{\chi^{(3)}}{\varepsilon_0} \left( \frac{\hbar c}{d^5} \right)^2 I_{\text{nl}}^{T\to0},
\]

\[
P_{T\to\infty} = \frac{k_B T}{d^5} I_{\text{lin}}^{T\to\infty} + \frac{\chi^{(3)}}{\varepsilon_0} \left( \frac{k_B T}{d^5} \right)^2 I_{\text{nl}}^{T\to\infty},
\]

where we used that, for isotropic materials, \( \chi_{\text{lin}}^{(3)} = \chi_{\text{nl}}^{(3)} = \chi_{\text{lin}}^{(3)} = \chi_{\text{nl}}^{(3)} = \chi^{(3)} \) for \( i \neq k \) and \( \chi_{\text{lin}}^{(3)} = 3\chi^{(3)} \). The functions \( I \) are independent of temperature and distance and we note the following properties of the Casimir force: for \( T \to 0 \), the nonlinear term is proportional to \( \hbar^2 \), and diverges with \( 1/d^6 \), \( i.e. \), it is irrelevant at large distances, and relevant at small \( d \). This can be understood intuitively: For small \( d \), the intracavity field fluctuations are large, and probe the nonlinear regime. In the high-temperature limit, the behavior is very similar, being proportional to \( (k_B T)^2 \), and diverging with \( 1/d^6 \).

The numerical results for the functions \( I \) are shown in figs. 3 and 4 as functions of the dielectric permittivities \( \varepsilon_{\text{lin}} \) (corresponding to the plate with \( \chi^{(3)} = 0 \)) and \( \varepsilon_{\text{nl}} \) (corresponding to the plate with a finite \( \chi^{(3)} \)). For a given \( \chi^{(3)} \), the nonlinear pressure contribution is maximal if \( \varepsilon_{\text{lin}} \to \infty \), \( \text{i.e.} \), if the linear plate is a perfect mirror, and if \( \varepsilon_{\text{nl}} \to 1 \), \( \text{i.e.} \), if the nonlinear plate is transparent. These conditions correspond to minimizing the losses through the linear plate and reflections from the nonlinear plate. As \( \varepsilon_{\text{nl}} \to \infty \), the nonlinear term vanishes. In this limit, the waves do not penetrate the nonlinear plate, so that nonlinear interactions inside the material are suppressed.

Figure 5 finally gives the total Casimir force as a function of distance \( d \), for the quantum limit \( (T \to 0) \). Here, we have taken \( \varepsilon_{\text{lin}} \to \infty \). The force takes the well-known
law of $1/d^4$ for large $d$, and crosses over to $1/d^8$ for small $d$. The nonlinear susceptibility was chosen to coincide with a perfect mirror, the object feels the following total linear response of vacuum, i.e., if the nonlinear surface becomes transparent.

As already apparent from fig. 3, the ratio between nonlinear and linear force can be arbitrarily large if $\varepsilon_{nl}$ approaches unity, i.e., if the nonlinear surface becomes transparent. This is also shown in fig. 5, where we depict the total force for different $\varepsilon_{nl}$. As $\varepsilon_{nl} \to 1$, the nonlinear force becomes more and more dominant.

This has an interesting extreme limit, serving as a simple paradigm for Casimir forces in nonlinear systems. Taking a fully transparent (invisible) object, i.e., having the linear response of vacuum, $\varepsilon_{nl} = 1$, and bringing it close to a perfect mirror, the object feels the following total Casimir force:

$$P = \frac{3}{2^{2/3} \pi^4} \varepsilon_0 \Re \int \int \int d\omega d\omega' dq dq' \chi^{(3)}(-\omega, \omega', -\omega') x \frac{a(\omega) a(\omega')}{k^2 k'^2} N_{q q'}^{\omega \omega'} \left[ \frac{e^{2i(p+p')d}}{(p+p')^2} + \frac{e^{2i(p-p')d}}{(p-p')^2} \right],$$

where $N_{q q'}^{\omega \omega'} = q q' \left[ k^2 (4k^2 - 3q'^2) - q^2 (6k^2 - 7q'^2) \right]$ and $a(\omega) = b(\omega) - b(-\omega)$, with the integral ranges of $[0, \infty]$. We used $k = \omega/c$ and $p = \sqrt{k^2 - q^2}$, analogous for primed variables.

As mentioned, the force in eq. (16) diverges as $1/d^8$ and $1/d^{12}$ in the quantum and thermal limits, respectively. Using metamaterials, such extreme material properties may be approached, e.g., by index matching coating [40]. Particles in fluids can also be index matched [41,42].

The combination of fluctuational electrodynamics and nonlinear optics offers a variety of unexplored effects.

The stochastic Helmholtz equation is then supplied with an adapted noise strength, allowing the description of stochastic processes. In equilibrium, the linear response of a collection of objects is a nontrivial function of the stochastic processes. In equilibrium, the linear response of the isolated particles, and the Casimir force acting between bodies with nonlinear optical properties is amend at small distances. Future work may investigate path integral formulations of this framework and address nonequilibrium situations.
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