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1. Introduction

In space applications, the systems operate in a harsh environment without easy access for maintenance. For this reason, it is desirable to employ circuits with self-testing functionalities that can be part of a self-repair or fault tolerance strategies. The self-test determines if a given system/subsystem suffered degradation in its functional parameters that can compromise the safe operation of the whole application. For analog circuits, a common approach for test is checking the functional specifications of the circuit under test. In this sense, a circuit is accepted as fault-free if all specifications are complied. However, functional test imposes strict demands on test circuitry and test time that has motivated the proposal of alternative strategies [1, 2].

Transient response analysis method (TRAM) is a simple test strategy proposed for filters implemented as a cascade of second-order sections [3, 4]. The conceptual simplicity of TRAM and the relatively simple measurements required make this test scheme appealing for a wide range of applications. In this method, the filter is partitioned into second-order sections. Each section is excited with a step, ramp or parabola input signal. It is assumed that a faulty filter is detected by observing changes in one or more parameters of the section transient response.

The evaluation of TRAM ability for detecting faults in production environments using parametric fault models is presented in [5, 6]. In order to explore the performance of TRAM in space applications it is necessary to employ different fault models. This fault model should represent a specific damage but keep reasonable the computational cost of fault simulations. Due to this fact, it becomes necessary to relate the fault model with the degradations usually observed in space.

One of the major concerns in space applications is the susceptibility of electronic components to ionizing radiation. Several effects, like total ionization dose (TID), single-event transient, analog single-event transient, and single event gate rupture, are observed and characterized [7, 8]. TID effects are very significant due to the progressive deviation they produce in the circuit parameters that can cause the performance degradation of the whole application [9–11].

By other way, the so-called displacement damage (DD) occurs in semiconductors due to the impact of particles with high enough energy to create defects in the crystalline lattice of silicon. These defects may migrate and disappear by
recombination with other defects in the substrate. However, a few of them can agglomerate to form small but more stable defects. DD affects important material parameters like the free carriers mobility and density and their associated generation and recombination processes. This has significant impact on the electrical properties of the irradiated material [12], increasing the values of the diffused resistances. In extreme cases, under radiation of high flow of protons, the resistivity of the material increases drastically producing high-resistance layers [13, 14]. DD has been widely studied for military applications that must tolerate high neutron fluence but it was almost neglected for space applications up to recent past years. Due to new orbits increasingly located in the so-called trapped proton belt, the space industry has now to take into account the proton-induced displacement damage in the radiation analysis [15]. Consequently, the test schemes to be used in space applications should be evaluated for determining their ability for detecting faults induced by this mechanism.

In this work, we present an exploratory study on the ability of TRAM for detecting deviations in the circuit specifications beyond established limits. Two second-order filters are adopted as cases of study for performing our evaluations. The deviations are considered to be caused by DD in the resistances of the circuit producing a raise in the values of these components. The adoption of a deviation-fault model related to the physics of the degradation and the proposal of taking into account more parameters of the transient response than those evaluated in previous work [3, 4, 6] are the main contributions of this paper.

2. Transient Response Analysis Method

For the sake of clarity, this section presents some basic concepts related to TRAM. Further details can be found elsewhere [9, 10].

As explained in Section 1, TRAM is a test methodology for second-order filters. It can be extended to higher order filters designed by cascading second-order sections. In TRAM, the second-order filter is excited with an input signal that causes a transient underdamped response. In test mode, the filter is disconnected from its normal input and output, and it is divided into its second order blocks using analog switches. Each block is connected to an input signal. According to the block characteristic, the stimulus could be step, ramp, or parabola, and it is generated with on-chip resources.

Figure 1 shows the test configuration for one section. During the test mode, switches SW1 and SW2 isolate the CUT, while SW3 and SW4 connect the input stimulus and the response evaluation module. SW1 and SW2 remain closed in normal mode, while SW3 and SW4 are open.

It is assumed that a fault in the filter will produce a change in the time occurrence of the peak ($T_p$) or in the overshoot (OS) of the output transient response. In this work, we consider additional parameters of the transient response with the goal of increasing the fault detection. These are the delay time ($T_d$), rise time ($T_r$), and settling time ($T_s$).

Figure 2 shows all the parameters considered in this paper. They are referred in this work as test parameters (TPs).

The measurement of TPs could also be done on chip, and different schemes could be used for this task, for instance, the response evaluation module proposed in [10], which uses very simple digital modules. It should be noted that the complexity of the built-in self-test (BIST) grows with the number of test parameters to be measured during the test phase. Consequently, the number of test parameters to be considered is a result of a tradeoff between quality of test and test complexity.

The values of the test attributes can be obtained by evaluating the expressions (1), where $\omega_n$ is the natural undamped frequency and $\zeta$ is the damping factor. They characterize the dynamics of a second order filter [16] and are referred in this work as test parameters (TPs).

$$T_s = -\frac{1}{\zeta} \log\left(\frac{0.05 \cdot \sqrt{1 - \zeta^2}}{\omega_n}\right),$$

$$T_p = \frac{\pi}{\omega_n \cdot \sqrt{1 - \zeta^2}},$$

$$T_r = \frac{1 - 0.416 \cdot \zeta + 2.917 \cdot \zeta^2}{\omega_n},$$

$$T_d = \frac{1.1 + 0.125 \cdot \zeta + 0.469 \cdot \zeta^2}{\omega_n},$$

$$OS = e^{-\zeta/\sqrt{1 - \zeta^2}}.$$

Functional specifications of second-order filters to be considered in this work, pole frequency ($\omega_p$), and pole quality factor ($Q_p$) are related to $\omega_n$, and $\zeta$ as follows:

$$\omega_p = \omega_n,$$

$$Q_p = \frac{1}{2} \cdot \zeta. \quad (2)$$

3. Filters under Test

The first case study is a benchmark band-pass filter [17], and the second case is a low-pass filter [18]. From here on, these circuits are appointed as Filter 1 (Figure 3) and Filter 2 (Figure 4).

From a simple analysis of the filters topologies, it is possible to obtain equations (3) to (6). These expressions relate the specifications with the values of the components of Filter 1 and Filter 2, respectively. Expressions (7) and (8) relate $\zeta$ to the components of the filters under test and are necessary for the evaluation of TPs expressions (1). In (7) and (8), $\zeta_{F1}$ and $\zeta_{F2}$ represent the damping factors for Filter 1 and Filter 2, respectively. Equations (1) to (8) are required for the fault injection procedure to be explained in the next section.

$$\omega_{pF1} = \sqrt{\frac{R_2}{C_2 \cdot R_4 \cdot C_1 \cdot R_3 \cdot R_5}}, \quad (3)$$
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Figure 1: Test configuration for a second order section.

Figure 2: Step response of a second-order low-pass filter. \( T_d, T_p, T_s, OS, \) and \( T_r \) are shown.

\[
Q_{pF1} = \sqrt{R_2 \cdot C_1 \cdot R_3 \cdot R_5 \cdot (R_1 + R_2)} \\
\cdot \frac{C_2}{R_6 \cdot (R_5 \cdot R_1 + R_5 \cdot R_2 + R_2 \cdot R_1)}.
\]

(4)

\[
\omega_{pF2} = \frac{1}{\sqrt{R_1 \cdot R_2 \cdot C_1 \cdot C_2}}.
\]

(5)

\[
Q_{pF2} = \sqrt{\frac{C_1}{C_2} \cdot \frac{\sqrt{R_1 \cdot R_2}}{R_1 + R_2}}.
\]

(6)

\[
\zeta_{F1} = \frac{R_6 \cdot (R_5 \cdot R_1 + R_5 \cdot R_2 + R_2 \cdot R_1)}{2 \cdot C_1 \cdot R_3 \cdot R_5 \cdot R_1 \cdot (R_6 + R_7)} \\
\cdot \frac{1}{\sqrt{R_2 / C_2 \cdot R_4 \cdot C_1 \cdot R_3 \cdot R_5}}.
\]

(7)

\[
\zeta_{F2} = \sqrt{\frac{C_2}{4 \cdot C_1 \cdot R_2 \cdot R_1} \cdot (R_1 + R_2)}.
\]

(8)

Figure 3: First filter under test (Filter 1). Resistance values are expressed in ohms and capacitors in farads.

Figure 4: Second filter under test (Filter 2). Resistance values are expressed in ohms and capacitors in farads.

It should be mentioned that these filters have been selected as cases of study to perform our exploratory study on the ability of TRAM to detect the addressed faults. As it is widely accepted in the test community, it is impossible to formulate a general test strategy valid for all analog circuits [1]. The efficiency of a given test strategy may be excellent for some circuits but very poor for other circuits. Consequently, the test strategies have to be carefully evaluated by means of extensive fault simulations campaigns on a case-by-case basis.

4. Evaluation of Tram Quality

4.1. Fault Injection Procedure. A fault injection procedure is required to determine the TRAM ability for detecting deviations in the functional specifications beyond their tolerances. For doing this task, the fault injection has to generate a sample of faulty circuits presenting different departures from its specifications. One alternative for generating this sample
is to arbitrarily deviate the filter specifications [19], but this option ignores the correlation among them, not making it very realistic. A second alternative is the injection of deviations in the components (low-level parameters) of the system under test, for example, deviations in capacitors and resistances to obtain deviations in the functional specifications. Several authors propose the use of this approach, employing different fault models and procedures [20–23]. Nevertheless, the deviation patterns of the components are not related with the physical process of degradation. For instance, a resistance may adopt larger or smaller values outside its tolerance limits. This behavior may occur in a production environment, but may not be realistic for in-field test applications where the devices are subject to physical phenomena with known consequences.

We propose a fault injection procedure addressing a specific degradation. Particularly, we consider that the resistances of the CUT are affected by DD. As it was mentioned, this damage raises the values of the integrated resistors. In order to model this effect, we deviate the mean value of the resistances distribution while preserving the standard deviation. The use of the model is illustrated in Figure 5, for the case of the resistor R1.

For selecting the deviations in the mean values to be used in the fault injection process, it is necessary to relate them with the proton fluencies that can be observed in typical orbits.

There are different models for predicting the proton flux given the orbit of the spacecraft. Nowadays, the model usually employed is the so-called AP-8 [24, 25]. From the data reported in these documents, it is determined the proton flux as a function of both altitude and energy. As an example, let us consider only 10 MeV protons. For this energy, it is observed a peak of $1.0E + 5$ protons/cm$^2 \cdot $s, at an approximate altitude of two earth radii. By other way, from the experimental results reported in [26], it is possible to determine that the DD produced by 10 MeV protons causes deviations close to 40% of the nominal value of the silicon resistivity for a fluence near to $1.5E + 13$ protons/cm$^2$. According to the above-mentioned model, this 10 MeV proton fluence can be reached in 5 years. However, it should be mentioned that a given device in orbit is subject to protons of a wide range of energies. Particularly important are lower-energy protons that cause higher damage. Consequently, the combined effects of the flux of protons of different energy enhance the damage, causing that deviations can even occur in less time.

On the other hand, previously reported results [8] show that capacitors present low sensibility to radiation effects. This assumption is based on evaluations done on metal-metal or poly-poly capacitors. For this reason, in the fault injection scheme they are considered as fault-free and show a normal statistical distribution defined by the production process. On the other side, operational amplifiers also show radiation effects. However, it is assumed that feedback will make these effects negligible.

By using the previously presented equations, it is possible to obtain the data for characterizing the test. Another possibility is to measure the parameter values from SPICE simulations, but this alternative presents a considerable higher computational cost than the direct evaluation of the expressions (1).

4.2. Specification Limits. Functional specifications limits are set for $\omega_p$ and $Q_p$ for the filters adopted as cases of study. The nominal values of these parameters are calculated with (3) to (6) using the resistances and the capacitors values shown in Figures 3 and 4. The lower specification limit (LSL) and the upper specification limit (USL) are established at ±10% of the specification nominal values (Table 1). Here, the specification limits are arbitrarily established for demonstrative purposes and can be changed according to the application needs.

4.3. Limits for the Test Parameters. The limits of the TPs to be considered during the test have to be established, because they are used to declare a circuit as faulty if at least one of these limits is exceeded. For this purpose, it is necessary to characterize the behavior of the circuit under fault-free conditions.

In the plane $\omega_p-Q_p$, (the so-called space of specifications) the domain limited by LSL and USL (from Table 1) defines an acceptance region $A_s$. A circuit is considered as fault-free if all its specifications are satisfied, that is, the values of $\omega_p$ and $Q_p$ are inside $A_s$. By mapping $A_s$ into the space of TPs, a new acceptance region in this space is obtained. For this mapping, we use expressions (1) to (2). In the operative phase of the test, a circuit is declared as fault-free if all TPs are within the acceptance region.

| Filter 1 | Filter 2 |
|----------|----------|
| $\omega_p$ (rad/s) | $Q_p$ | $\omega_p$ (rad/s) | $Q_p$ |
| LSL       | 4.5E + 03 | 1.000 | 2.82E + 04 | 0.636 |
| Nominal value | 5.0E + 03 | 1.111 | 3.13E + 04 | 0.707 |
| USL       | 5.5E + 03 | 1.222 | 3.44E + 04 | 0.778 |

Table 1: Nominal values, LSL and USL of the functional specifications of the filters.
In order to show in a graphical way how the acceptance region in the TPs space is obtained, we consider the simplest case of only one TP. For this parameter and using the corresponding expression (equations (1) to (2)), it is possible to obtain the plot depicted in Figure 6. In this figure, the limits of the acceptance region in the TPs space are defined by the maximum and minimum of the surface. As can be seen from this example, the analysis of the behaviour of the TPs inside the domain defined by the acceptance region can be easily performed in a graphical way. In this sense, cumbersome analytical handling of expressions (1) to (2) is avoided by using this graphical aid. For this reason we plot each TP (for the filters under test) in order to determine the TPs limits.

Figures 7–11 display the TPs plots for Filter 1. Filter 2 shows a similar behavior and for this reason, its related plots are not shown in this paper.

The lower and upper limits for each TP are named in the following as lower tolerance limit (LTL) and the upper tolerance limit (UTL), respectively. These limits are reported in Table 2.

Based on the procedure used to define the limits of the TPs, all circuits that fulfill the functional specifications, will present a value inside the acceptance region in the TPs space. In other terms, and without considering the measurement noise, the probability that circuits comply with specifications and fail the test is null.

4.4. Fault Simulation and Test Compaction. The evaluation of the TRAM quality and the selection of the test parameters to be considered for improving the fault coverage are carried out by means of fault simulation, using the deviation-fault model described in Section 4.1. For the fault injection, we implement several 10000-sample Monte Carlo simulations, where each element in the samples represents a possible built filter. For the samples, we obtain the functional and the test parameters. A component without degradation presents

---

**Table 2: Limits for TPs.**

| TP    | Filter 1 | LTL          | UTL          | Filter 2 | LTL          | UTL          |
|-------|----------|--------------|--------------|----------|--------------|--------------|
| $T_p$ (s) | 6.260E−04 | 8.061E−04    | 1.192E−04    | 1.803E−04 | 1.630E−01    | 2.445E−01    |
| OS    | 1.630E−01 | 2.445E−01    | 1.850E−02    | 7.162E−02 | 1.285E−03    | 1.677E−03    |
| $T_r$ (s) | 2.396E−04 | 3.381E−04    | 5.631E−05    | 8.785E−05 | 2.396E−04    | 2.844E−04    |
| $T_d$ (s) | 2.236E−04 | 2.844E−04    | 3.993E−05    | 5.283E−05 | 1.142E−03    | 1.677E−03    |
| $T_t$ (s) | 1.142E−03 | 1.677E−03    | 1.285E−04    | 1.802E−04 | 1.142E−03    | 1.677E−03    |
Table 3: FC obtained for Filter 1.

| TPs under evaluation | Mean deviation |
|----------------------|----------------|
|                      | 10% | 15% | 20% | 25% | 30% |
| OS                   | 3.40% | 1.00% | 0.70% | 1.00% | 0.50% |
| OS + Td              | 49.40% | 76.30% | 95.90% | 99.60% | 100.00% |
| OS + Tp              | 9.50% | 17.50% | 47.50% | 81.40% | 96.50% |
| OS + Tp + Td         | 49.40% | 76.30% | 95.90% | 99.60% | 100.00% |
| OS + Tr              | 13.80% | 31.10% | 67.90% | 93.80% | 99.50% |
| OS + Tr + Ts         | 7.80% | 17.60% | 41.10% | 74.40% | 93.50% |
| Td                   | 46.90% | 75.90% | 95.80% | 99.60% | 100.00% |
| Td + Ts              | 49.70% | 77.60% | 96.40% | 99.60% | 100.00% |
| Tp                   | 33.90% | 65.50% | 92.80% | 99.60% | 100.00% |
| Tp + OS              | 36.40% | 65.90% | 92.90% | 99.60% | 100.00% |
| Tp + OS + Td         | 49.40% | 76.30% | 95.90% | 99.60% | 100.00% |
| Tp + OS + Tp + Td    | 50.80% | 77.60% | 96.60% | 99.60% | 100.00% |
| Tp + OS + Tr + Td    | 38.40% | 68.30% | 94.00% | 99.60% | 100.00% |
| Tp + OS + Ts         | 38.40% | 68.30% | 94.00% | 99.60% | 100.00% |
| Tp + Td              | 46.90% | 75.90% | 95.80% | 99.60% | 100.00% |
| Tp + Td + Ts         | 49.70% | 77.60% | 96.60% | 99.60% | 100.00% |
| Tp + Tr              | 33.90% | 65.50% | 92.80% | 99.60% | 100.00% |
| Tp + Ts              | 37.30% | 68.30% | 94.00% | 99.60% | 100.00% |
| Tp + Td + Ts         | 46.90% | 75.90% | 95.80% | 99.60% | 100.00% |
| Tp + Tr + Td + Ts    | 49.70% | 77.60% | 96.60% | 99.60% | 100.00% |
| Tp + Tr + Ts         | 12.70% | 31.10% | 67.80% | 93.80% | 99.50% |
| Tr                   | 5.80% | 17.10% | 41.00% | 74.00% | 93.30% |

normal distribution with a mean equal to its nominal value and a standard deviation of 3% of the nominal value.

The fault injection allows obtaining different proportions of bad and good circuits in a sample, with an underlying degradation process related to the physics of displacement damage that was previously discussed. Several samples are generated by injecting deviations in the mean of the resistance distribution, from 10% to 30% of its nominal value, resulting in a multiple fault injection scheme. In all samples, a circuit that presents its functional specifications inside As is considered as good, otherwise it is considered as bad.

The expression for the fault coverage (FC), which represents the probability of rejecting circuits that do not meet functional specifications, is

\[
FC = \frac{N_{FT}}{N_{FS}},
\]
Table 4: FC obtained for Filter 2.

| TPs under evaluation | Mean deviation |
|-----------------------|----------------|
|                       | 10%   | 15%   | 20%   | 25%   | 30%   |
| OS                    | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% |
| OS + Td               | 8.20% | 40.00%| 87.50%| 99.50%| 100.00%|
| OS + Tr               | 0.20% | 0.40% | 7.20% | 34.40%| 74.30% |
| OS + Td + Td          | 8.20% | 40.00%| 87.50%| 99.50%| 100.00%|
| OS + Tr + Ts          | 1.20% | 15.70%| 59.00%| 94.30%| 99.70% |
| OS + Ts               | 1.00% | 15.40%| 59.00%| 94.30%| 99.70% |
| Td                    | 8.20% | 40.00%| 87.50%| 99.50%| 100.00%|
| Td + Ts               | 8.50% | 42.30%| 88.70%| 99.60%| 100.00%|
| Tp                    | 0.00% | 0.30% | 5.60% | 33.90%| 76.40% |
| Tp + OS               | 0.00% | 0.30% | 5.60% | 33.90%| 76.40% |
| Tp + OS + Td          | 8.20% | 40.00%| 87.50%| 99.50%| 100.00%|
| Tp + OS + Tr          | 0.20% | 0.40% | 7.20% | 34.40%| 74.30% |
| Tp + OS + Td + Td     | 8.50% | 42.30%| 88.70%| 99.60%| 100.00%|
| Tp + OS + Tr + Ts     | 1.20% | 15.70%| 60.40%| 95.10%| 99.80% |
| Tp + Tr               | 1.00% | 15.40%| 59.00%| 94.30%| 99.70% |
| Tp + Ts               | 1.00% | 15.40%| 59.00%| 94.30%| 99.70% |

where NFT is the number of filters that fail the test, and NFS is the number of filters that do not comply with the functional specifications. As it was previously mentioned, the probability of false positives is zero, that is, there are no circuits fulfilling the specifications that fail the test.

The FC value is evaluated for different combinations of TPs. This metric is used to perform a test set compaction by selecting only the combinations of TPs that present better FC values.

4.5. Fault Injection Results. The fault simulation results for Filter 1 are reported in Table 3, while the results for Filter 2 are reported in Table 4. Columns 2 to 6 in these tables are labeled with the deviation percentage in the mean value of the resistances used in the simulation process. The TPs used as test criterion are listed in the first column with the corresponding FC percentage value in each row. In each case, the “+” means that the set of TPs are assessed jointly and that the filter is considered bad if at least one of them is beyond tolerance limits. It is worth to clarify that all individual TPs of the set must be within its acceptance range to accept a circuit as fault-free.

4.5.1. Filter 1. For this filter, the best results for FC are written in bold font in Table 3. This table shows that the use of Tp and OS, the commonly test attributes in TRAM, does not show the best results. For small deviations (15%), FC values higher than 77% are reached when using two or more TPs in the test (Td + Ts, Tp + OS + Td + Ts, Tp + Td + T, Tp + Ts, and Td + T + Ts). In order to reduce the test time, cost, and power consumption, the number of parameters to be considered should be traded-off with FC. The best case is obtained by monitoring only two parameters (Td + Ts). The FC is reasonably good for low deviation faults and becomes excellent for moderated deviations.

It must stand out that using Td as a unique parameter, the FCs are 2% lower than the previous case. Even for moderate deviations in the resistances, FC is excellent under this condition. Due to the small differences observed among the FC values, this could be the most interesting option since it combines high fault coverage with a relatively low hardware overhead.

4.5.2. Filter 2. The simulation outcomes for this filter (reported in Table 4) show that the best results are obtained for the same combination of TPs used for Filter 1. However, the FC values are significantly lower for Filter 2, especially for low or moderate deviations. The best results are written in bold font in Table 4. In these cases, the FC values become excellent
when the deviations in the low-level parameter are higher than 20%. Once again, $T_d$ deserves a special mention, since the FC values yielded by this test attribute are 2.5% lower in the worst cases, making it very attractive when circuitual complexity has to be avoided.

5. Conclusions

In this paper, we presented an evaluation of the ability of TRAM for detecting deviations in the specifications beyond preestablished limits. It was assumed that the deviations in the specifications were produced by DD in the diffused resistors of the filters under test. This kind of damage can be induced by radiation fields in space environments and produce an increase in the value of the resistors.

It was performed an extensive fault simulation campaign in order to characterize the test. The obtained results showed that, for the addressed cases of study, TRAM could reach outstanding FC values. The best FC values were obtained by monitoring $T_d$ with other test parameters. However, they did not remarkably improve the FC obtained by monitoring only the $T_d$ parameter only. Therefore, a very good test strategy with a reduced hardware overhead can be obtained by choosing this option. The results obtained are very encouraging, especially for applications in space environments.
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