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Abstract: Breast cancer is one of the dangerous diseases leads fast death among women. Several kinds of cancers are affecting people, but breast cancer affects highly women. In medical industry removal of women breasts or major surgery is taken forward as the solution, where it reoccurs after surgery also. Only solution to save women from breast cancer is to identify and detect the earlier stage of cancer and provide necessary treatment. Hence various research works have been focused on finding good solution for diagnosing and classifying the cancer stages as benign, malignant or severe malignant. Still the accuracy of classification needs to be improved on complex breast cancer datasets. Few of the earlier research works have proposed machine learning algorithms, which are semi-automatic and accuracy is also not high. Thus, to provide a better solution this paper aimed to use one of the deep learning algorithms such as Convolution Neural Networks for diagnosing various kinds of breast cancer dataset. From the experimental results, it is obtained that the proposed deep learning algorithms outperforms than the other algorithms.
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I. INTRODUCTION

One of the most usual cancers is Breast Cancer, affects women highly worldwide, exemplifying the majority of other cancer types and related deaths according to global statistics, considering it as a significant public health issue in present’s society. The amount of death can be controlled by earlier diagnosis and it save people life significantly. Accurate diagnosing finds the stages of the cancer as benign, malignant, and severe malignant; it leads to apply timely treatment to the cancer, and it avoid patients undergoing improper treatments. Therefore, accurate diagnosis of cancer classes is the matter of several recent researches. Numerous approaches have been proposed for diagnosing the breast cancer data whereas the accuracy of classification is less. Since the breast cancer dataset has various and unique advantages of clinical features, machine learning algorithms have been used. But the machine learning algorithms are not fully automatic. Hence to provide an automatic learning, detection, and classification of breast cancer dataset is applied using deep learning algorithms. Deep learning algorithms are recognized as better method and used for breast cancer classification and prediction. Generally, data analytics and data mining approaches are widely used classifying complex datasets. Particularly in medical industry those approaches are widely applied for diagnosing and decision making. The earlier methods extract the standard features for classifying the data. Though the classification accuracy is less.

The main objective of this paper is to analyse and observe the features used to predict the cancer class as benign or malignant. To extract a greater number of features and hidden features deep learning algorithm is used. Convolutional Neural Network is used as the deep learning algorithm for analysing and diagnosing the complex data. Deep learning algorithm learn the data using striding method. Convolution value is calculated from the stride function, where stride function can fetch the features from various sized images.

II. RELATED WORKS

To understand the issues and challenges faced by the earlier research works, this section presents a detailed survey on various methods focused on breast cancer analysis. Author in [1] explained breast cancer is one of the most important kind of cancers among various cancers. Breast cancer is considered as serious cancer type, it is a hot research topic with great value [2]. Using data science and machine learning algorithms healthcare industries developing a great assistance for medical practitioners in decision making. Nowadays, it is a big challenge of diagnosing the pattern of breast cancer, since patterns are different is shape, texture and other clinical features. So, the healthcare industry is paying more attention in developing an efficient application using machine learning algorithms [2]. In the earlier works, some of the researchers have focused on detecting breast cancer using image analysis for analysing the cancers have spread beyond the breast, other organs and nearby lymph nodes [3-5], and cell biology [6-8] using selective but small datasets from algorithm evaluation challenges [9-12].

Some of the earlier research works have focused on machine learning algorithms for diagnosing cancer dataset [13]. The dataset used in the experimenting the machine learning algorithms is Wisconsin Diagnostic Breast Cancer dataset [14], and obtained significant output. Authors in [15] used Gated Recurrent Unit [16] combined with Support Vector Machine [17] algorithms for diagnosing breast cancer on WDBC dataset. Some of the research works have used multiple kernel learning [18] method for various healthcare problems [19-20] and provides the way to examine the learned model. One of the authors combined SVM [21] and Random optimization [22] methods for demographic, clinical and biochemical data prediction. One of the authors in [18] utilised MKL method for cancer-based
thrombosis risk analysis to predict the progression of cancer disease in an oncology setting of breast cancer patients. Also, the author has provided a proof of concept for assessing the MKL based decision support system is really useful for cancer diagnosis.

III. LIMITATIONS AND MOTIVATION

Some of the limitations identified from the above discussion are, the number of cancer classes are more, whereas SVM can classify only two (positive and negative), so it needs a classifier can find more classes. Thinking about Gated Recurrent Unit, it is highly suitable for huge volume of numerical or time series, and dependent data analysis. Also, combining GRU with SVM creates more time and computational complexity. Cell biology is not a common method used in all the medical centers. In the initial stage the breast cancer analysis has done over breast images and clinical data of the breast cancer, not on tissue analysis. In addition to the above said limitations, the detection and classification accuracy is less and all the methods are tested on different datasets.

From the above discussion it is identified that still the medical / healthcare industry requires a fully automatic and efficient algorithm for diagnosing and classifying breast cancer stage. Hence, to improve the accuracy of classification this paper used a fully automatic and effective method as convolution neural network and prove the performance. To do that, the entire contribution of the work is carried out into two different stages such as data acquisition from IoT industry and data analysis using convolution neural network.

The initial stage of the work has concentrated on data acquisition from medical network. The sample network is illustrated in Figure-1. The number of patients \( P = \{P_1, P_2, ..., P_n\} \) are monitored using different IoT devices such as, mammogram, CT scan and other scanning devices interconnected in the healthcare. The set of all data monitored from the devices are directly feed into the internet hub (it is a software model) where it collects and transmit to the corresponding server. From the server various medical experts \( ME = \{ME_1, ME_2, ..., ME_m\} \) access the data with authorisation and process the data using various data/image analytical methods to predict the health condition of the patients and the medical report/summary is uploaded in the cloud cloud DB. The final analysis reports are sent to cloud and the volume of data is increased into a high amount, which is unimaginable. Since, the data is coming from various medical industries, IoT devices and medical experts, it become crowd data. The crowd data has two major kinds such as breast cancer data and the appropriate medical report used for enhancing the detection and classification accuracy.

IV. DEEP LEARNING ALGORITHMS

One of major part of Artificial Intelligent (AI) algorithms to imitate human brain regarding data processing, pattern creation, and decision making is deep learning. It is a subset of machine learning in AI, that has high ability of leaning unstructured data. Deep learning is also called as deep neural network or deep neural learning. Comparing with AI and machine learning algorithms, deep learning algorithms are highly capable to learn large volume of unstructured data automatically. Hence, mainly deep learning methods have been used for bigdata analytics. Every region of the world using deep learning method for evolving and exploring digital era. The bigdata is obtained from various resources like internet, social websites, online movies, e-commerce and search engines, and etc. These data are particularly available and can be accessed by any internet applications belongs to cloud computing. Since the data is unstructured, it is highly difficult to extract the relevant information from the data.

Most of the IT industries trust that AI methods can incredibly extract the information from the data and it will be an automated support. Most of the earlier data processing industries are using machine learning method for bigdata analytics, and they are not fully automatic and self-adaptive. Deep learning is fully automatic, learn the data deeply, uses a hierarchical level of ANN to complete a task based on the machine learning process. ANN is created in accordance to the human brain, with neuron nodes interconnected together like www. Conventional methods analyse the data linearly. But the hierarchical method of deep learning process enables machine to process data using a non-linear approach. In terms of complex dataset like fraud detection, spatial, temporal and other geo-space data, deep learning methods can fetch the important features like time, geographical locations, IP addresses, and the type of retailer. More number of layers in the deep learning method performs their functions efficiently and classify the data. Due to more advantages, this paper utilizes Convolution Neural Network to analyse the breast data.

V. PROPOSED CONVOLUTION NEURAL NETWORK

The entire research work is carried out into three different stages such as, data generation, data analysis and data prediction, which is illustrated in Figure-2. In the first stage the data is generated from patient body suing various medical IoT devices like MRI, X-RAY, Mammogram and so on. The data collected from various resources may be in the form of images and/or alpha numerical, stored in the local admin system and transferred to cloud DB. The cancer data stored in the cloud DB can be accessed by only the
authorised medical experts from anywhere at any time. The accessed data is analysed by the medical experts and predict the cancer classes using various algorithms. Most of the cases the treatment and medicine information are also uploaded in the cloud DB. This data with the analysis report is updated regularly with the treatment and medicine details. This updated data is included in the cloud crowd data can be used for training the model. This paper proposed a CNN model for breast cancer disease diagnosing and predicting the classes. Before applying CNN algorithm, it is essential to understand the various functions involved in the overall process [20]. For example, initially the input image is stored in the form of matrix, hold pixel values. A 3 x 3 image matrix is also considered as a 9 x 1 vector. It is feed into multi-level perceptron to classify.

**Figure-2. Data Matrix Representation**

Figure-2 illustrates the matrix and vector form of an image. The CNN can obtain the spatio temporal information based on the appropriate filters. A training process is applied on the images in order to understand the entire image information in better manner. The 4 x 4 x 3 image is shown in Figure-3, where it shows the three layers such as R, G, and B, where the learning process uses 3 x 3 of the data from top-left corner to bottom-right corner using stride function.

**Figure-3. Image Representation**

From this, it is understanding that, learning an image with high dimensions like 7680 x 4320. The CNN method reduces the dimensionality without any data loss for improving the predicting accuracy. Hence it is essential to design and implement a novel architecture for learning the entire features. But it should be scalable for any size of dataset. To do this CNN used convolution layer as the kernel.

**Figure-4. Convoluting a 5x5x1 image using kernel 3x3x1 provides 3x3x1 convolved feature**

For example, a 5x5x1 image is carried out into a convolution operation (is the first operation carried out by the first set of convolution layer). Convolution layers is also called as kernel or filter (highlighted in yellow colour in Figure-4). The kernel size is 3 x 3, indicated by k=3. To learn the entire image, the kernel performs 9 times, since the stride length is 1. The kernel movement is illustrated in Figure-5.

**Figure-5. Movement of the Kernel**

Initially the input image is feed into CNN-1 layer. The convoluted output from CNN-1 is the activation map. Various filters are applied in the CNN-1 layer for extracting the important features from the input image is used as the input to the next layer. Filters in the CNN-1 can extract only different features lead to obtain the correct classes. In order to maintain the size of the image, image-padding (valid padding) process is applied, where it reduces the number of features. Following CNN, pooling layers are added to reduces the number of parameters. In this paper two stages of CNN (CNN-1, CNN-2) is added with pooling layers for predicting the accurate pattern. CNN layers help to learn deeply and extract the features. Since CNN learn the data deeply, high number of hidden features are also extracted and compared with other shallow network where the features are highly general. Output obtained from CNN-2 is feed into Fully Connected layer. The input of other layers is flatted and sent for transform the output as the number of classes as desired by the network.

The final output is generated from the output layer and compare the percentage of error. To do that a loss function is applied in the FC layer to calculate the mean square loss and gradient or error is calculated and backpropagated to
update the filters used in the CNN. One cycle of training process is completed using a single forward and backward pass. To improve the efficiency of cancer detection and classification a new CNN architecture is proposed (see Figure-3). CNN has four different layers as CNN-1 (Convolution-1) to CNN-5 (Convolution-5) with 96 kernels, and two FC-1/2 (Fully Connected) layers. The input image (size of 224 x 224 x 3) is feed into CNN-1 and consider 11 x 11 patch for pooling with 4 strides.

Figure-2. Overall Architecture of the Research Work
The maximum pooling layer is activated by ReLU method, to learn the data using pooling size of 2 x 2. The other CNN layers used 5 x 5, 3 x 3, and 3 x 3 patches for 96 kernels, 384 kernels, 384 kernels and 356 kernels respectively. Finally, the FC layers used 4096 neurons for classifying the cancer classes as normal, benign, malignant and severe malignant. All the images input to the training process are learned thoroughly and entire image features are extracted. Finally, the features are classified based on the ODD values.

Figure-3. CNN Architecture

Dataset
To examine the performance of the proposed CNN different kinds of breast cancer dataset is used in the experiment. Some of the datasets used in the experiment are BreaKHIs, MIAS, DDSM, and CBIS-DDSM. The total number of images used in the experiment is 12000, whereas it has three different classes as normal, benign and malignant. Normal defined as good breast images, benign defined as breast images with mass, not cancer, but it may become cancer, and malignant defined as the cancer. From the entire images 60% of the images is used for training the CNN model to test the remaining 40% of the images. To make the model as generalised classification model new patients’ image is used for testing process and the classification results are verified. In this paper, the CNN has been introduced to the mammograms, which allow each picture to be either benign or malignant in one of the two groups. Three sets of Mammogram dataset BreaKHIs, MIAS, DDSM, and CBIS-DDSM has been selected for the most commonly used verification by MATLAB. The complete dataset information is given in Table-1 for understanding the performance of the proposed CNN. Four different datasets with a number of normal and abnormal images are given. All the datasets are already used for classification and it is considered as benchmark dataset, and it is used here for experimenting and evaluating the performance.

Table.1. Dataset Information

| Dataset     | Total Images | Normal | Abnormal |
|-------------|--------------|--------|----------|
| BreaKHIs    | 2000         | 1100   | 900      |
| DDSM        | 4000         | 1400   | 2600     |
| CBIS-DDSM   | 4000         | 1000   | 3000     |
| MIAS        | 2000         | 600    | 1400     |
| Total       | 12000        | 4100   | 7900     |

The proposed method has examined in the experiment using the dataset given in Table-1 and the performance measures are calculated. For example, Initially the classification accuracy is calculated using CNN and the results are given in Table-2. From the table, the basic performance values TP, TN, FP, and FN are calculated.

Table.2. Classification Accuracy

| Datasets     | DB-Normal | DB-Abnormal | CNN-Normal | CNN-Abnormal |
|--------------|-----------|-------------|------------|--------------|
| BreaKHIs     | 1100      | 900         | 1100       | 899          |
| DDSM         | 1400      | 2600        | 1400       | 2598         |
| CBIS-DDSM    | 1000      | 3000        | 1000       | 2999         |
| MIAS         | 600       | 1400        | 600        | 1399         |

From the initial classification, it obtained that the proposed CNN architecture obtained an average of 100% accuracy in classifying...
normal images and 99.99% of accuracy in classifying abnormal images. In terms of dataset, on BreaKHis, CNN obtained 99.98% of TP, on DDSM CNN obtained 99.92% of TP, on CBIS-DDSM CNN obtained 99.96% of TP, and in MIAS CNN obtained 99.92% of TP. The variation of TP shows the variation in the quality of the input images. The performance of the proposed CNN is calculated using the performance factors such as TP, TN, FP and FN, given in Table.3.

| Dataset   | TN | FN | TP       | FP       |
|-----------|----|----|----------|----------|
| BreaKHis  | 1  | 0  | 0.998889 | 0.111111 |
| DDSM      | 1  | 0  | 0.999231 | 0.076923 |
| CBIS-DDSM | 1  | 0  | 0.999667 | 0.033333 |
| MIAS      | 1  | 0  | 0.999286 | 0.071429 |

From the values calculated values given in Table.3 (TP, TN, FP, FN), the set of all performance measures are calculated for DDSM dataset and given below for verification. The following calculation is obtained for DDSM dataset only. For other datasets, the values are given in Table.3.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} = \frac{99.9 + 1}{99.90} = 1
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} = \frac{99.9}{1 + 0 + 99.9 + 1} = 1
\]

\[
\text{Specificity} = \frac{TN + FP}{TP} = \frac{99.9}{1 + 0.1} = 0.999
\]

\[
\text{Precision} = \frac{TP + FP}{TP} = \frac{99.9 + 0.1}{99.9} = 1
\]

\[
\text{Recall} = \frac{TP + FN}{2 \times \text{Recall} \times \text{Precision}} = \frac{99.9 + 0}{0.999 + 1} = 1
\]

\[
\text{F1 Score} = 2 \times \text{Recall} \times \text{Precision} = 0.999
\]

Similar to the above calculation, the performance measures are calculated for all the four different datasets DDSM, CBIS-DDSM, MIAS, and BreaKHis image sets, and given in Table.4. From the table-4, it is noticed that the proposed approach outperforms in identifying, detecting and classifying breast mammograms collected from various data sources. To evaluate the performance once again, the obtained results in terms of AUC and accuracy is calculated and compared with various existing approaches, given in Table-4. From the table-4, it is concluded that proposed CNN outperforms than the other approaches and it is decided that it is highly suitable for medical image processing and analysis.

| Dataset   | Accuracy | Sensitivity | Specificity | Precision | Recall | F1-Score |
|-----------|----------|-------------|-------------|-----------|--------|----------|
| BreaKHis  | 99.8885  | 1           | 1           | 1         | 1      | 1        |
| DDSM      | 99.92308 | 1           | 1           | 1         | 1      | 1        |
| CBIS-DDSM | 99.96667 | 1           | 0.3333333333 | 0.98      | 1      | 0.989    |
| MIAS      | 99.92857 | 1           | 0.37037037  | 0.983     | 1      | 0.991    |

To evaluate the performance of the proposed CNN, the obtained accuracy is compared with the existing research works, have carried out the similar research works given in author in [17] obtained 60% on DDSM dataset, author in [18] obtained 88% on BCDR-F03 dataset, Duraisamy&Emperumal (2017) obtained 85% on MIAS and BCDR dataset and author in [19] obtained 60% on CBIS-DDSM dataset. From the overall existing system, author in [19] obtained the highest accuracy.
Comparing with the various existing method, the proposed CNN has experimented over four different datasets and the accuracy is calculated. For all the datasets, the proposed algorithm obtained the highest accuracy of 99.99%, which is higher than the other existing approaches.

From the above discussion, experimental and comparison of results it is clear that the proposed CNN architecture proves that it is highly suitable for analysing the breast cancer data.

VI. CONCLUSION

The main objective of this paper is to design and implement a novel automatic algorithm for detecting and classifying the breast cancer data obtained from the cloud crowd data. To do that, a convolutional neural network model is implemented in MATLAB software and the results are verified. To verify the performance various kind of dataset is collected from different benchmark datasets and the experiment is carried out. From the results, it is identified that the proposed CNN outperforms in detecting and classifying breast cancer. The performance is evaluated by comparing the results with the other existing approaches and proved the proposed CNN is better than the others. Hence it is concluded that the proposed CNN is suitable for diagnosing and classifying breast cancer data anywhere at any time.

FUTURE WORK

In future the proposed CNN model can be combined with mobile cloud and crowd computing architecture and it can also be compared with the other deep learning algorithms such as RNN, AlexNet, GRU and the performance will be evaluated.
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