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Abstract—The novel coronavirus disease (COVID-19) constitutes a public health emergency globally. It is a deadly disease which has infected more than 230 million people worldwide. Therefore, early and unswerving detection of COVID-19 is necessary. Evidence of this virus is most commonly being tested by RT-PCR test. This test is not 100% reliable as it is known to give false positives and false negatives. Other methods like X-Ray images or CT scans show the detailed imaging of lungs and have been proven more reliable. This paper compares different deep learning models used to detect COVID-19 through transfer learning technique on CT scan dataset. VGG-16 outperforms all the other models achieving an accuracy of 85.33% on the dataset.

Index Terms—Real-Time Polymerase Chain Reaction (RT-PCR), Computed Tomography (CT), X-Radiation (X-Ray)

I. INTRODUCTION

In 2020, Severe Acute Respiratory Syndrome Coronavirus 2 abbreviated as SARS-CoV-2, an extremely dangerous and previously unknown virus, wreaked havoc across the globe, killing more than 4.5 million people and leaving life long complications among many. It was declared a pandemic by WHO on March 11, 2020 [1]. COVID-19 is a disease caused by the SARS-CoV-2 virus. Coronavirus’s first case was found in Wuhan, China, in December 2019. The RT-PCR (Real-Time Polymerase Chain Reaction) was found to detect the virus in less than 24 hours. In comparison to RT-PCR, detection via CT scans is more reliable, useful, and quicker technology for the classification of COVID-19.

Transfer Learning is a method which helps us in building an accurate model without starting the process from scratch. It saves us a lot of time and is useful because we use pre-trained models which does not need a large dataset. In this paper we have used VGG16 & VGG19 [12], Resnet50 [13], InceptionV3 [14], Xception [15] models.

C. Transfer learning

Transfer Learning is a method which helps us in building an accurate model without starting the process from scratch. It saves us a lot of time and is useful because we use pre-trained models which does not need a large dataset. In this paper we have used VGG16 & VGG19 [12], Resnet50 [13], InceptionV3 [14], Xception [15] models.

II. METHODS AND MATERIALS

A. Dataset used

This paper uses an open-sourced dataset COVID-CT [11], which contains 349 COVID-19 CT images from 216 patients and 463 non-COVID-19 CTs. The utility of this dataset has been confirmed by a senior radiologist who was diagnosing and treating COVID-19 patients since the outbreak of the pandemic.

B. Data Preprocessing

Since the images were of different sizes, we resized them to 224 × 224. For this we used the Keras “preprocess_input” function. The dataset was not very large so to address the problem of overfitting various data augmentation techniques were applied to the training samples. “ImageDataGenerator” function was used for this purpose. We set the rotation range to 20 degrees and used Random Height, Random Width and Random Flip.

C. Transfer learning

Transfer Learning is a method which helps us in building an accurate model without starting the process from scratch. It saves us a lot of time and is useful because we use pre-trained models which does not need a large dataset. In this paper we have used VGG16 & VGG19 [12], Resnet50 [13], InceptionV3 [14], Xception [15] models. The input size for all the models is (224 × 224 × 3). The problem that we usually face in using a pre-trained model is overfitting. In our case we used data Augmentation and Dropout to address this issue. After the convolutional base the flatten layer is placed which transforms the 2-D feature matrix into a vector. After that fully connected layer with Rectified Linear Unit(ReLU) is used. The output is then fed to Softmax activation Layer for final classification. Fig. 1 shows how a model is constructed using transfer learning.

Fig. 1. A basic work flow of transfer learning model by using augmentation technique.
### III. Experiments and Results

For this experiment we have used the Google Colaboratory also known as Colab with Intel(R) Xeon(R) CPU @2.30GHz, 30GB RAM and NVIDIA TESLA P100 GPU. The performance evaluation used to see the performance of the model in this research was calculated using AUC(area under the receiver operating characteristic(ROC) curve), Accuracy, Precision, Recall, Specificity, F1 score, Computation Time. Table I shows the accuracy, F1 score and AUC for each model.

**Table I** Model performance with different epochs.

| Model        | 50-epochs | 75-epochs | 100-epochs | best-AUC | best-F1 | best-AUC |
|--------------|-----------|-----------|------------|----------|---------|----------|
| VGG-19       | 85.33%    | 92%       | 91.33%     | 94.66%   | 93.66%  | 93.66%   |
| ResNet-50    | 89.33%    | 85.66%    | 86.66%     | 86.66%   | 87.66%  | 86.66%   |
| InceptionV3  | 90%       | 95.66%    | 76%        | 76.66%   | 76.66%  | 76.66%   |
| Xception     | 78.66%    | 78.66%    | 78.66%     | 80%      | 78.66%  | 78.66%   |

Among all the tested models, VGG16 and VGG19 produced the best classification accuracy with 85.33% and 84.66% respectively, whereas ResNet50 produced the lowest with 63.33%. InceptionV3 and Xception showed considerable performance with 76.66% and 78.66%. It can be observed that the highest F1 score has been attained by VGG16, which is 85.51% followed by VGG19 with 83.68%. The lowest F1 score was attained by ResNet50 with 64.47%, followed by InceptionV3 with 70.58% and Xception with 80%.

The confusion matrices (in their respective best cases) for the models are shown in Fig. 2. If we take a look at the confusion matrices, VGG16 has the most correct classifications followed by VGG19. Resnet50 classified the COVID images very well but performed poorly on NonCOVID images. InceptionV3 performs well on the NonCOVID images but can classify very few COVID images correctly. Xception performs fairly. If Computation time is considered InceptionV3 performs the best with 306ms/step followed by VGG16 (310ms/step), VGG19 (315ms/step), Xception (345ms/step) and lastly ResNet50 (360ms/step). Since InceptionV3 has inferior accuracy & is only faster by a very small margin(5ms/step) therefore VGG16 and VGG19 prove to be the best models for diagnosing COVID-19 from CT scans.

### IV. Conclusion

In this experiment we trained 5 different models with variations in epochs (50, 75 and 100). There are a lot of factors which influence the performance of the models like image quantity, Model complexity, optimizer, epochs, loss function. Our experiments and result obtained shows that VGG models perform the best for classification on this particular dataset. ResNet50 has a simple, single-scale processing unit with data pass-through connections due to which it takes a toll on its performance. InceptionV3 divides processing by scale, merges the results, and repeats leading to the gain in performance versus Resnet. Xception and InceptionV3 are similar as Xception stands for extreme Inception. It uses depthwise separable convolutions. From this we can conclude that the very shallow and simple models like VGG perform well on our dataset. Models with shortcut connection adding the input of the block to its output like ResNet50 perform very poorly. Wider models like InceptionV3 and Xception perform fairly good.
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