An Extension of the Theory of Kinematic MHD Models of Collapsing Magnetic Traps to 2.5D with shear flow and to 3D
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ABSTRACT

Context. During solar flares a large number of charged particles are accelerated to high energies, but the exact mechanism responsible for this is, so far, still unclear. Acceleration in collapsing magnetic traps is one of the mechanisms proposed.

Aims. In the present paper we want to extend previous 2D models for collapsing magnetic traps to 3D models and to 2D models with shear flow.

Methods. We use analytic solutions of the kinematic magnetohydrodynamic (MHD) equations to construct the models. Particle orbits are calculated using the guiding centre approximation.

Results. We present a general theoretical framework for constructing kinematic MHD models of collapsing magnetic traps in 3D and in 2D with shear flow. A few illustrative examples of collapsing trap models are presented, together with some preliminary studies of particle orbits. For these example orbits, the energy increases roughly by a factor of 5 or 6, which is consistent with the energy increase found in previous 2D models.
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1. Introduction

One of the main features of solar flares is the acceleration to high energies of a substantial number of charged particles within a short period of time. The explanation of how this happens is one of the most important open questions in solar physics. There is general agreement that the energy released in solar flares is previously stored in the magnetic field, but the exact physical mechanisms by which this energy is released and converted into bulk flow energy, thermal energy, non-thermal energy and radiation energy are still a matter of discussion (e.g. Miller et al. 1997; Aschwanden 2002; Neukirch 2005; Neukirch et al. 2007; Krucker et al. 2008; Aschwanden 2009). Using observations of non-thermal high-energy (hard X-ray and $\gamma$-ray) radiation, it is estimated that a large fraction of the released magnetic energy (up to the order of 50%) is converted into non-thermal energy in the form of high energy particles (e.g. Emslie et al. 2004, 2005).

A variety of possible particle acceleration mechanisms have been suggested including direct acceleration in the parallel electric field associated with the reconnection process, stochastic acceleration by turbulence and/or wave-particle resonance, shock acceleration or acceleration in the inductive electric field of the reconfiguring magnetic field (see e.g. Miller et al. 1997; Aschwanden 2002; Neukirch 2005; Neukirch et al. 2007; Krucker et al. 2008; Aschwanden 2009). Using observations of non-thermal high-energy (hard X-ray and $\gamma$-ray) radiation, it is estimated that a large fraction of the released magnetic energy (up to the order of 50%) is converted into non-thermal energy in the form of high energy particles (e.g. Emslie et al. 2004, 2005).

A variety of possible particle acceleration mechanisms have been suggested including direct acceleration in the parallel electric field associated with the reconnection process, stochastic acceleration by turbulence and/or wave-particle resonance, shock acceleration or acceleration in the inductive electric field of the reconfiguring magnetic field (see e.g. Miller et al. 1997; Aschwanden 2002; Neukirch 2005; Neukirch et al. 2007; Krucker et al. 2008; Aschwanden 2009). Using observations of non-thermal high-energy (hard X-ray and $\gamma$-ray) radiation, it is estimated that a large fraction of the released magnetic energy (up to the order of 50%) is converted into non-thermal energy in the form of high energy particles (e.g. Emslie et al. 2004, 2005).

Somov (1992) and Somov & Kosugi (1997) suggested that the reconfiguration of the magnetic field during a flare could contribute to the acceleration of particles. Due to the geometry of the magnetic field charged particles could be trapped while the magnetic field lines relax dynamically. In such a collapsing magnetic trap (CMT from now on) the kinetic energy of the particles could increase due to the betatron effect, as the magnetic field strength in the CMT increases, and due to first-order Fermi acceleration, as the distance between the mirror points of particle orbits decreases due to the shortening of the field lines. There is also some observational evidence of post-flare field lines relaxation (field line shrinkage) from Yohkoh (e.g. Forbes & Acton 1996) and Hinode (e.g. Reeves et al. 2008b) observations.

Various fundamental properties of the particle acceleration process in CMTs have been investigated by Somov and co-workers (e.g. Bogachev & Somov 2001, 2005, 2009; Kovalev & Somov 2002, 2003; Somov & Bogachev 2003), including the relative efficiencies of betatron and Fermi acceleration, the effect of collisions, the role of velocity anisotropies and the evolution of the energy distribution function in a CMT. In all cases a basic model for CMTs has been used. Karlický & Kosugi (2004) also investigated particle acceleration, plasma heating and the resulting X-ray emission using a simple CMT model and a simplified equation of motion for the particles. Karlický & Bárta (2006) used CMT-like electromagnetic fields taken from an MHD simulation of a reconnecting current sheet to investigate acceleration using test particle calculations with a view to explain hard X-ray loop-top sources. Some indication that CMTs might be relevant for X-ray loop top sources has been provided by Veronig et al. (2006). A very simple time-dependent trap model was also used by Aschwanden (2004) to explain the pulsed time profile of energetic particle injection during flares.

A general theoretical framework for more detailed analytical CMT models based on kinematic MHD, i.e. with given bulk flow profile, in Cartesian coordinates was presented by Giuliani et al. (2005) for 2D and 2.5D magnetic fields, but excluding flow in the invariant direction. Some examples of model CMTs were given together with a calculation of a particle orbit based on...
non-relativistic guiding centre theory (see e.g. Northrop 1963). It was found that in the models studied the curvature drift and the gradient-$B$ drift play an important role in the acceleration process. Similar findings have also been made, albeit in systems of a much smaller length, in the investigation of particle acceleration in particle-in-cell simulations of collisionless magnetic reconnection (e.g. Hoshino et al. 2001).

The advantage of kinematic MHD models compared to e.g. MHD simulations is that they allow us to obtain analytical expressions for the electromagnetic fields of the CMT. This makes the integration of particle orbits more accurate, because there is no need for interpolation of the fields between grid points. Furthermore the investigation of different model features is possible in an easy way by varying model parameters. The major disadvantage of kinematic MHD models is their lack of self-consistency, but this is not too critical for the purpose of test particle calculations.

Particle acceleration through rapid reconfiguration of the magnetic field has also been identified as one of the mechanisms for particle energization during magnetospheric substorms (e.g. Birn et al. 1997, 1998, 2004). During a substorm the stretched magnetic field of the magnetotail reconnects, leading to a so-called dipolarisation of the near-Earth tail, which is in principle very similar to the evolution of the magnetic field in a CMT associated with a solar flare. A general comparison of flare and substorm/magnetotail phenomena based on observations has recently been presented by Reeves et al. (2008a).

The purpose of the present paper is to extend the theoretical framework for kinematic MHD CMT models given by Giuliani et al. (2005) to 2.5D models with flow in the invariant direction and to fully three-dimensional models. This is necessary for a number of reasons:

1. The theory of kinematic MHD CMTs as developed so far by Giuliani et al. (2005) only allows for a magnetic field component in the invariant direction, but not for a component of the flow velocity in this direction. Without this component of the flow velocity the magnetic field component in the invariant direction can only increase in a CMT due to magnetic flux conservation. It is, however, to be expected that during a flare magnetic shear will be reduced rather than increased and therefore the introduction of a component of the flow velocity in the invariant direction is a necessary extension to be able to make the 2.5D models more realistic.

2. In the 2D cases investigated by Giuliani et al. (2005) the acceleration due to curvature and gradient-$B$ drift occurs in the invariant direction. This is due to the fact that the particles gain energy while moving parallel or anti-parallel (in the case of electrons) to the inductive electric field which in a 2D trap is in the invariant direction. Due to the spatial symmetry the electric field does not vary in this direction and this will have an influence on the acceleration process. It is therefore important to investigate the differences of the acceleration process between 2D models and non-symmetric 3D CMT models in the future.

3. Giuliani et al. (2005) have already discussed a possible way of extending the 2D theory to three dimensions using Euler potentials. While Euler potentials allow a relatively straightforward extension of the theory to 3D by simple analogy to the 2D case, they are not easy to use in the modelling process, which is already intrinsically more difficult in three dimensions. We therefore present in this paper an extension to the theory which makes it possible to avoid the explicit calculation of Euler potentials and uses the magnetic field directly.

The paper is organised as follows. In Sect. 2.1 we briefly summarise the present state of the kinematic MHD theory of CMTs, before presenting its extensions to 2.5D with shear flow and to 3D. In Sect. 3 a couple of illustrative examples of CMT models based on the new theoretical descriptions are shown, followed by examples of test particle calculations in Sect. 4. We conclude the paper in Sect. 5 with a summary and conclusions. Appendix A gives more detail of the calculation of the 3D field using Euler Potentials.

2. Basic Theory

The CMT is assumed to form outside the nonideal reconnection region, so the ideal kinematic MHD equations may be used to describe the evolution of the electromagnetic field

\[
E + v \times B = 0, \quad (1)
\]

\[
\frac{\partial B}{\partial t} = -\nabla \times E, \quad (2)
\]

\[
\nabla \cdot B = 0, \quad (3)
\]

with the MHD velocity $v$ assumed to be given as a function of space and time. We will also make occasional use of the ideal induction equation

\[
\frac{\partial B}{\partial t} = \nabla \times (v \times B), \quad (4)
\]

which results from combining Eqs. (1) and (2).

2.1. Kinematic MHD Models of CMTs in 2.5D without shear flow

We start by giving a brief overview of the translationally invariant 2.5D kinematic MHD theory of CMTs developed by Giuliani et al. (2005). This does not include a velocity component in the invariant direction. In the following we will use the same coordinate system as used by Giuliani et al. (2005), i.e. all physical quantities depend only upon $x$ and $y$, with $x$ being the coordinate parallel to the solar surface (photosphere) and $y$ being the height above the solar surface. The invariant direction is the $z$-direction.

For the cases with spatial symmetry it is useful to write the magnetic field as

\[
B = B_p + B_e e_z = \nabla A \times e_z + B_e e_z, \quad (5)
\]

where $A(x,y,t)$ is the flux function, $B_p = (B_e(x,y,t), B_p(x,y,t), 0)$ and $B_e(x,y,t)$ the $z$-component of the magnetic field. An important assumption made by Giuliani et al. (2005) is that there should be no flow in the invariant direction, i.e.

\[
v_z(x,y,t) = (v_x(x,y,t), v_y(x,y,t), 0). \quad (6)
\]

As we will make use of this particular velocity field later on, we use the index 2 to distinguish it from the full velocity field with non-zero $v_z$. Using an appropriate gauge for $A$, the $z$ component of Ohm’s law (1) gives

\[
\frac{dA}{dt} = \frac{\partial A}{\partial t} + v_z \cdot \nabla A = 0 \quad (7)
\]
for the time evolution of the flux function \(A\). For the time evolution of \(B\), it is better to use the \(z\)-component of the induction equation \(\textbf{4}\).

\[
\frac{\partial B_z}{\partial t} + \nabla \cdot (v_z B_z) = 0. \tag{8}
\]

Equations (7) and (8) simply express the conservation of magnetic flux. In the case with vanishing shear velocity \((v_z = 0)\) the magnetic flux \(\int B_z \, dx \, dy\) is conserved independently. To solve Eqs. (7) and (8) for \(A(x,y,t)\) and \(B_z(x,y,t)\), Giuliani et al. (2005) prescribe a time-dependent transformation between Lagrangian coordinates \(X, Y\) and Eulerian coordinates \(x, y\):

\[
X = X(x, y, t), \quad Y = Y(x, y, t), \tag{9}
\]

instead of a time-dependent velocity field \(v_x(x, y, t), v_y(x, y, t)\). The velocity field can be determined easily from the transformation equations (see Eqs. (23)-(26) of Giuliani et al. 2005).

The solution for the magnetic flux function \(A(x, y, t)\) is then trivially given by

\[
A(x, y, t) = A_0(X(x, y, t), Y(x, y, t)), \tag{10}
\]

where \(A_0(X, Y)\) is the flux function at some reference time \(t = t_0\). The \(B_z\)-component of the magnetic field can be calculated from Eq. (5) by differentiation.

Equation (8) has the form of a continuity equation for \(B_z\) with the solution

\[
B_z(x, y, t) = J^{-1} B_{0z}(X(x, y, t), Y(x, y, t)), \tag{11}
\]

where \(B_{0z}(X, Y)\) is again the \(B_z\) at a reference time \(t = t_0\) and \(|J|\) is the Jacobian determinant of the transformation between the Lagrangian and Eulerian coordinates, here written as

\[
J^{-1} = \frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} - \frac{\partial Y}{\partial x} \frac{\partial X}{\partial y}. \tag{12}
\]

The Jacobian determinant basically expresses the deformation of infinitesimal area elements, i.e., a change of cross section, in the \(x-y\)-plane during the time evolution of the system. Because the magnetic flux associated with \(B_z\) is conserved independently in the case discussed in this section, any decrease in area must be compensated by a matching increase in \(B_z\) and vice versa.

Finally, the electric field can be determined from Ohm’s law (1) once the velocity field \(v\) and the magnetic field \(B\) are known.

2.2. Extension to 2.5D with shear flow

To allow the effect of shearing and also de-shearing of the magnetic field to be taken into account it is necessary to have a non-zero \(v_z(x, y, t)\). The basic effect of a non-zero \(v_z\) is to add a source term to equation (8)

\[
\frac{\partial B_z}{\partial t} + \nabla \cdot (v_z B_z) = \nabla \cdot (v_z B_z). \tag{13}
\]

The source term on the right-hand-side of Eq. (13) destroys the separate conservation of magnetic flux in the \(z\)-direction, because a non-zero \(v_z\) allows \(B_z\) and \(B_0\) to by turned into \(B_z\) and \(B_0\) and vice versa. In addition to the transformation equations for the \(x\)- and \(y\)-coordinates one has to add a transformation equation for the \(z\)-coordinate of the form

\[
Z = z + \tilde{Z}(x, y, t). \tag{14}
\]

The general solution for the flux function remains the same, but the solution for \(B_z\) becomes more complicated. As it is much easier to deduce the solution for \(B_z\) as a special case from the 3D case discussed next, we will give the appropriate expressions for \(B_z\) and the velocity field after discussing the general theory for three dimensions.

2.3. Extension to 3D

As already pointed out by Giuliani et al. (2005), one can in principle use a similar approach as for 2D to generalise the theory to 3D. Instead of writing the magnetic field in terms of a flux function \(A\) we use Euler Potentials to satisfy the solenoidal condition (3) (see e.g. Stern 1970, 1987):

\[
B = \nabla \alpha \times \nabla \beta. \tag{15}
\]

When using Euler potentials one has to assume that the magnetic topology of the CMT is sufficiently simple to allow the global existence of a set of Euler potentials satisfying Eq. (15) for all positions and times (see e.g. Moffatt 1978, for a discussion). Using Euler potentials in an appropriate gauge, Ohm’s law (1) can be written as (e.g. Stern 1970)

\[
\frac{\partial \alpha}{\partial t} + v \cdot \nabla \alpha = 0, \tag{16}
\]

\[
\frac{\partial \beta}{\partial t} + v \cdot \nabla \beta = 0, \tag{17}
\]

and the solutions of Eqs. (16) and (17) are given by

\[
\alpha(x, t) = \tilde{\alpha}(X(x, t)), \tag{18}
\]

\[
\beta(x, t) = \tilde{\beta}(X(x, t)), \tag{19}
\]

where, as in the 2D solution \(\tilde{\alpha}(X)\) and \(\tilde{\beta}(X)\) are the Euler potentials at a reference time \(t = t_0\). As in the 2D case a transformation between Eulerian \((x)\) coordinates and Lagrangian \((X)\) coordinates is assumed as given in the form

\[
X = X(x, y, z), \tag{20}
\]

where we have combined the transformation equations for the three coordinates \((X = X(x, y, z), Y = Y(x, y, z), Z = Z(x, y, z))\) into a vector \(X = (X, Y, Z)\) for ease of reference. For completeness, the full derivation of the expression for the magnetic field using Eqs. (18) and (19) is shown in Appendix A. The result is given by the equations

\[
B_x = \left(\frac{\partial X}{\partial y} \times \frac{\partial X}{\partial z}\right) \cdot B_0(X), \tag{21}
\]

\[
B_y = \left(\frac{\partial X}{\partial z} \times \frac{\partial X}{\partial x}\right) \cdot B_0(X), \tag{22}
\]

\[
B_z = \left(\frac{\partial X}{\partial x} \times \frac{\partial X}{\partial y}\right) \cdot B_0(X). \tag{23}
\]

It is important to note that this result is expressed completely in terms of derivatives of the transformation equations and the magnetic field at the reference time \(t = t_0\)

\[
B_0 = B_0(x, y, z), \tag{24}
\]

i.e., no reference to Euler potentials has to be made when modelling CMTs in 3D. This is not surprising as the same result can also be found without the use of Euler potentials (see e.g. Moffatt 1978, p. 44), but using Euler potentials makes the transition from 2D to 3D a bit more obvious. While Euler potentials are often very useful for gaining better theoretical insight (e.g. Stern 1976, Hesse & Schindler 1988, Hesse et al. 2005), they are usually quite difficult to use for modelling purposes (e.g. Platt & Neukirch 1994, Romeou & Neukirch 1999, 2002). Also, due to this result the conditions for the global existence of Euler
potentials do not apply for the modelling of 3D CMTs and the modelling process is thus much less restrictive. It is therefore very beneficial to have a formulation which is based purely on the magnetic field at the reference time and on the transformation equation (20), both of which we are free to choose.

From the transformation equation (20), one can calculate the flow velocity by using that

$$\frac{dX}{dt} = \frac{\partial X}{\partial t} + (v \cdot \nabla) X = 0,$$  \hspace{1cm} (25)

from which one can calculate the velocity $v$ by inversion of the non-singular $3 \times 3$ matrix $\nabla X$, giving

$$v(x, y, z, t) = -(\nabla X)^{-1} \frac{\partial X}{\partial t}.$$  \hspace{1cm} (26)

We refrain from giving the complete explicit form of the velocity field here, as it is rather lengthy and not too instructive. Finally, knowledge of the flow velocity and the magnetic field allows the calculation of the electric field from Ohm’s law (1).

2.4. Derivation of the 2.5D case with shear flow formulae from the 3D case

We will now come back to the 2.5D case with shear flow. The transformation equation (14) for the $z$-coordinate implies that

$$\frac{\partial X}{\partial z} = (0, 0, 1).$$  \hspace{1cm} (27)

Using Eq. (24), the $z$-component of the magnetic field for the 2.5D case with shear is given by

$$B_z(x, y, t) = \left( \frac{\partial Y}{\partial x} \frac{\partial Z}{\partial y} - \frac{\partial Z}{\partial x} \frac{\partial Y}{\partial y} \right) B_{0x}(X) + \left( \frac{\partial Z}{\partial x} \frac{\partial X}{\partial y} - \frac{\partial X}{\partial x} \frac{\partial Z}{\partial y} \right) B_{0y}(X) + \left( \frac{\partial X}{\partial x} \frac{\partial Y}{\partial y} - \frac{\partial Y}{\partial x} \frac{\partial X}{\partial y} \right) B_{0z}(X).$$  \hspace{1cm} (28)

The last term of Eq. (28) is identical to the 2.5D solution for $B_z$ without shear flow given in Eq. (11). The other two terms represent the extra possibility of turning $B_x$ or $B_y$ flux into $B_z$ flux and vice versa.

The velocity field can be determined by using the transformation equations for the 2.5D case with shear flow in Eq. (25). This gives the components of the velocity as

$$v_x = \left( -\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} + \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \right) \frac{1}{\left( \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} - \frac{\partial Y}{\partial x} \frac{\partial X}{\partial y} \right)},$$  \hspace{1cm} (29)

$$v_y = \left( -\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} + \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \right) \frac{1}{\left( \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} - \frac{\partial Y}{\partial x} \frac{\partial X}{\partial y} \right)} \text{ and}$$  \hspace{1cm} (30)

$$v_z = -\frac{\partial Z}{\partial t} \left( -\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} + \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \right) + \frac{\partial X}{\partial y} \left( -\frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} + \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} \right) \frac{1}{\left( \frac{\partial X}{\partial y} \frac{\partial Y}{\partial x} - \frac{\partial Y}{\partial x} \frac{\partial X}{\partial y} \right)}.$$  \hspace{1cm} (31)

Again, the electric field can be calculated from Ohm’s law (1), once the velocity field and the magnetic field are known, but due to the complexity of the expressions we do not state them here explicitly.

3. Illustrative Examples of Collapsing Trap Models

In the following we shall discuss some simple illustrative examples of CMTs in 2.5D with shear flow and in 3D. Our main purpose here is to compare some of the features of these extended models with the results found by Giuliani et al. (2005) for 2D models. Therefore, we shall use one of the transformations used by Giuliani et al. (2005). We do not suggest that these examples can be regarded as realistic models of a flare, but they offer some insight into the basic features of 2D and 3D collapsing trap models.

3.1. An illustrative example for a 2.5D CMT model with shear flow

We first add a shear flow to the main example presented in Giuliani et al. (2005). Therefore, as in their paper, the 2D magnetic field is generated using the flux function

$$A_0 = c_1 \arctan \left( \frac{y_0 + d/L}{x_0 + d/L} \right) - c_1 \arctan \left( \frac{y_0 + d/L}{x_0 - d/L} \right),$$  \hspace{1cm} (32)

which represents a loop between two line currents at $x_0 = \pm L/2$, i.e. separated by a distance $L$ and placed at a distance $y_0 = -d$ below the photosphere. The magnetic field generated by the flux function (32) is potential if regarded as a function of $x_0$ and $y_0$. This potential field is the final field to which the CMT relaxes as $t \to \infty$. In the model presented in this section, the magnetic field in the $z$-direction is set to zero, $B_z = 0$, as $t \to \infty$.

At other times, the magnetic field will be non-potential and we will choose a coordinate transformation which gives an initially sheared magnetic field, i.e. with $B_\parallel \neq 0$. To ensure continuity from the model of Giuliani et al. (2005) to our model the transformations of the $x$- and $y$-coordinates are the same as in their paper, i.e.

$$x_0 = x,$$  \hspace{1cm} (33)

$$y_0 = (a t)^p \ln \left[ 1 + \frac{y}{(a t)^p} \right] \frac{1 + \tanh[y - (L_c/L)a_1]}{2} + \frac{1 + \tanh[y - (L_c/L)a_1]}{2} \right] y.$$  \hspace{1cm} (34)

This transformation basically stretches the magnetic field in the $y$-direction above a height given by $L_c/L$, where the transition between unstretched and stretched field is controlled by the parameter $a_1$. We use the same parameter values as Giuliani et al. (2005), namely $a = 0.4$, $b = 1.0$, $L_c/L = 1$ and $a_1 = 0.9$. For simplicity, the transformation depends on time only through the function $y_0(y, t)$. This time-dependence lets the field collapse to the final field described above as for $t \to \infty$, $y_0$ tends to $y$. Other important features of the transformation are that the foot points of magnetic field lines do not move during the collapse as for $y = 0$ we have $y_0 = 0$ for all $t$.

The important difference to the model used by Giuliani et al. (2005) is that we introduce an additional transformation for the $z$-coordinate giving rise to a shearing flow as discussed above. The transformation for the $z$-coordinate is chosen as

$$z_0 = z + \delta \left[ y_0(y, t) - y \right] \frac{x}{a_{2.5D}^2 + x^2},$$  \hspace{1cm} (35)

where $\delta$ and $a_{2.5D}$ are parameters that are explained later. This transformation induces an $x$- and $y$-dependent shear motion. The reasoning behind choosing the transformation as given is as follows:
the values of the two different times. The collapse of the field lines in the y-direction is obvious. Note the difference in scale between the x-z-plane and the y-direction.

Fig. 1. Field lines in the example 2D case with shear flow. Lengths are normalised to \( L = 10 \text{ Mm} \). The left plot shows the magnetic field at 1.05s, the right plot shows it at 50.8s. The collapse of the field lines in the y-direction is obvious. Note the difference in scale between the x-z-plane and the y-direction.

Fig. 2. Top views of the field shown in Fig. 1 again at t=1.05s and 50.8s. These plots show more clearly how the magnetic field unshears.

1. the shear flow should be anti-symmetric with respect to \( x \) and vanish as \(|x| \to \infty \), which is achieved in a simple way by the \( x \)-dependence of the transformation and controlled by the parameter \( a_{2.5D} \);
2. the shear flow should vanish at the photosphere (no foot point motion) and be of noticeable strength only in the stretched area of the magnetic field and it should also vanish as \( t \to \infty \); this is achieved in a simple way by the \( y \)-dependence of the transformation;
3. we should be able to control the magnitude of the shear flow, which is done by the parameter \( \delta \).

An example of the effect of the transformation on the magnetic field is shown in Figs. 1 to 3 for two different times (in our normalisation these are \( t = 1.05s \) and \( t = 50.8s \). In these plots the values \( \delta = 1 \) and \( a_{2.5D} = 1 \) have been used. The initial shear and stretching as well as the collapse and unhearing of the field are obvious when comparing the plots of the magnetic field for the two different times.

3.2. An illustrative example for a 3D CMT model

To generate an example model for a 3D CMT, we use two magnetic point sources placed at positions \((-L/2, -d, 0)\) and \((L/2, -d, 0)\), so the sources are located underneath the \( x \)-axis at depth \(-d\) under the photosphere \((y = 0)\), and they are separated by a distance \( L \). The potential magnetic field generated by these sources is then given by

\[
B_0 = \frac{c_1 \left[ (x_0 + \frac{L}{2})e_x + (y_0 + d)e_y + z_0 e_z \right]}{(x_0 + L/2)^2 + (y_0 + d)^2 + z_0^2}^{3/2},
\]

The value of \( c_1 \) is chosen so that the maximum value of the magnetic field on the photosphere is around 0.01 T (100 G). We choose \( c_1 \) to be negative so that the magnetic polarity is negative for \( x_0 \) positive. As in the previous 2D case, we use \( d = L \) and our standard normalisation \( L = 10^7 \text{ m} \). As in the 2D case with shear flow, this potential field is the final field to which the CMT relaxes as \( t \to \infty \). It can be considered as a 3D generalisation of the 2D magnetic field used by Giuliani et al. (2005) and in the present paper in Sect. 3.1.

For this 3D example we choose a transformation which initially twists the field lines around the \( y \)-axis above a given height and for a given distance from the \( y \)-axis, as well as stretching them in the \( y \)-direction as in [Giuliani et al. (2005)]. The time-dependence of the transformation then untwists the field while it relaxes. To achieve this feature we now transform the \( x \)-coordinate as well as the \( z \)-coordinate, while keeping the transformation for \( y \) as given in Eq. (34) to make this illustrative example more easily comparable to the work by [Giuliani et al. (2005)] and the 2.5D case with shear flow described above.

The general structure of the \( x \)- and \( z \)-transformations is similar to the 2.5D case, with the difference that the \( x \)-transformation now also depends on \( z \), while the \( z \)-transformation depends on \( x \) as follows:

\[
x_0 = x - \delta (y_0(y, t) - y) \frac{z}{a_{3D}^2 + x^2 + z^2},
\]

\[
z_0 = z + \delta (y_0(y, t) - y) \frac{x}{a_{3D}^2 + x^2 + z^2}.
\]

The \( y \)-dependence has the same effect as for the 2.5D case with shear flow, whereas parameters \( \delta \) and \( a_{3D} \) control the amount of twist and the distance from the \( y \)-axis for which there is twisting. The form of the transformation ensures that field lines which
pass through the region where the transformation deviates noticeably from the identity transformation are twisted in the counterclockwise direction apart from being stretched in the $y$-direction.

We show an example with parameter values of $\delta = 0.001$ and $a_{3D} = 1$ in Figs. 4-5 and Fig. 4 shows the how field lines relax between the initial time (1.05 s in the normalisation used for this example) and a later time (50.8 s). Apart from the collapse built into the example by the $y$-transformation (see Fig. 6) we can clearly see the effect of field line twisting through the $x$- and $z$-transformations, in particular in Fig. 5.

### 4. Test Particle Orbits

We present a couple of example calculations of particle orbits for the CMT models presented above to compare them to the case studied in Giuliani et al. (2005). As the gyropereid and gyroradius of electrons are far smaller than the typical time and length scales of the collapsing traps we can use guiding centre theory to determine the particle trajectories (e.g. Northrop 1963; Giuliani et al. 2005).

Initial conditions for the test particles for both the 2D example with shear flow and 3D example were chosen to be comparable to those studied in Giuliani et al. (2005), i.e. we have set the particles to start at the point $x = 0.1$, $y = 2.0$, $z = 1.25 \times 10^{-6}$ in normalised coordinates. For the 2D case the $z$-value is of course irrelevant due to the invariance in the $z$-direction, but we choose it to be small, but non-zero, for the 3D case to avoid creating a non-generic orbit.

The value for the magnetic moment was also kept the same as in Giuliani et al. (2005). Because the magnetic fields at the starting positions are now different, keeping the magnetic moment the same means the initial energy of the particles is different to the 6.5 keV used by Giuliani et al. (2005). The values of the new magnetic fields at this starting point do not differ significantly, so the initial energies are of a similar magnitude to the previous work.

Figure 7 shows the particle orbit for an electron in the 2D fields with shear flow. The particle follows the untwisting fieldlines, and this can be seen clearly in the projections of the trajectory onto the coordinate planes, which are shown on the sides of the box. The orbit looks otherwise similar to the 2D case without shearing as examined by Giuliani et al. (2005).

The kinetic energy of the particle as it travels through the trap is shown in Fig. 8. As in the 2D case, the energy is gained initially mainly due to the effects of the curvature drift, whereas in later stages the betatron effect is stronger. The particle starts with an energy of 6.5 keV. After 95 seconds the particle energy has increased by a factor of about 6 to 38.0 keV. This is a similar gain to that seen by Giuliani et al. (2005) using the stretched field without shear flow to accelerate an electron with initial energy of 6.5 keV to 37.3 keV.

The particle orbit in the 3D collapsing trap is shown in Fig. 9. This shows the effect of the untwisting fieldlines on the particle trajectory. A notable difference from the 2D CMT with shear flow is the asymmetric projection of the orbit onto the $x$-$z$- and $y$-$z$-planes, whereas in the $x$-$y$-plane the orbit looks very similar to the orbit in Giuliani et al. (2005).

The energy of the electron in the 3D example is plotted in Fig. 10. As the 3D magnetic field decreases faster with height than the 2D field, the initial particle energy is lower for the same magnetic moment than in the 2D case with shear flow. The initial energy is about 3 keV and increases to about 16 keV after 95 seconds, which corresponds to an increase by a factor 5, whereas in the 2D cases we had an increase by a factor of just short of 6.

We remark that for both examples presented here, we have not yet tried to find initial conditions which give rise to higher energy gains than rather modest ones that we have found in our examples. A more systematic investigation of the 2D CMT...
Fig. 7. Particle orbit in the 2D CMT with shear flow. Projections of the trajectory onto the coordinate planes are shown on the sides of the box.

Fig. 8. Time evolution of the particle energy in the 2D CMT with shear flow. This evolution is very similar to the orbit discussed by Giuliani et al. (2005).

Fig. 9. Particle orbit in the 3D CMT model.

Fig. 10. Energy gain of the particle in the 3D CMT model.

5. Summary and Conclusions

We have developed a fully analytical model for kinematic time-dependent, 2D and 3D collapsing magnetic traps. This kinematic approach has the advantage that it allows us full control over all the features of the model, but has the disadvantage the modelling of the plasma system is not self-consistent.

In the present paper, we have shown how to build kinematic CMT models using the magnetic field directly, rather than using a flux function or Euler potentials. This is much easier and more straightforward to use, especially in 3D, than the theory presented in Giuliani et al. (2005).

We have given illustrative examples of collapsing traps with transformations that give rise a shear flow in 2D and magnetic twist in 3D. We have calculated particle orbits for these new CMT models using guiding centre theory. For those orbits, the CMT models were found to give similar relative energy gains as...
with the 2D CMT without shearing. The particle orbits are different from the 2D CMT model by Giuliani et al. (2005) despite starting from the same initial position due to the differences in field line motion caused by the shear flow in 2D and by the twisting motion in 3D. The examples shown in this paper have been chosen specifically to be comparable with the example shown in Giuliani et al. (2005). Different CMT models could allow for higher energy gains and will be considered in future work. There are also many other possible combinations of initial positions, initial particle energy and pitch angles, as well as investigating proton-ion orbits as well as electron orbits. A systematic investigation for the 2D model of Giuliani et al. (2005) has shown that energy gain factors of order 50 or higher are possible for that model (Grady et al. 2009). A similar investigation is planned for the future with shear flow CMTs and 3D CMTs using the theory presented in this paper.
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Appendix A: Detailed calculation for the 3D case using Euler potentials

For the following derivation we use a notation which allows us to handle as vectors certain groups of scalar quantities or rows or columns of tensors. Firstly, the derivatives of the Clebsch variables,  and , with respect to the transformed coordinates are required:

\[
\frac{\partial \vec{a}}{\partial \vec{X}} = \begin{pmatrix} \frac{\partial \vec{a}}{\partial x} \\ \frac{\partial \vec{a}}{\partial y} \\ \frac{\partial \vec{a}}{\partial z} \end{pmatrix},
\]

\[
\frac{\partial \vec{b}}{\partial \vec{X}} = \begin{pmatrix} \frac{\partial \vec{b}}{\partial x} \\ \frac{\partial \vec{b}}{\partial y} \\ \frac{\partial \vec{b}}{\partial z} \end{pmatrix},
\]

which is basically the usual gradient with respect to  and . We also need the transformation differentiated with respect to the original Eulerian coordinates.

\[
\frac{\partial \vec{X}}{\partial \vec{Y}} = \begin{pmatrix} \frac{\partial X}{\partial x} & \frac{\partial X}{\partial y} & \frac{\partial X}{\partial z} \\ \frac{\partial Y}{\partial x} & \frac{\partial Y}{\partial y} & \frac{\partial Y}{\partial z} \\ \frac{\partial Z}{\partial x} & \frac{\partial Z}{\partial y} & \frac{\partial Z}{\partial z} \end{pmatrix},
\]

We now consider each component of Eq. (15), starting with the x-component

\[
B_x = \frac{\partial a \partial b}{\partial y \partial z} - \frac{\partial a \partial b}{\partial y \partial z}.
\]

With the coordinate transformation, Eqs. (18) and (19), and using the chain rule this becomes

\[
B_x = \left( \frac{\partial \vec{a}}{\partial \vec{X}} \cdot \frac{\partial \vec{X}}{\partial \vec{Y}} \right) \cdot B_0(\vec{X}),
\]

Applying the well-known vector identity

\[
(A \cdot C)(B \cdot D) - (A \cdot D)(B \cdot C) = (A \times B) \cdot (C \times D)
\]

to Eq. (A.2) we arrive at

\[
B_x = \left( \frac{\partial \vec{a}}{\partial \vec{X}} \times \frac{\partial \vec{X}}{\partial \vec{Y}} \right) \cdot B_0(\vec{X}),
\]

because the initial magnetic field is

\[
B_0(\vec{X}) = \frac{\partial \vec{a}}{\partial \vec{X}} \times \frac{\partial \vec{b}}{\partial \vec{X}}.
\]

by construction. Similarly one finds that

\[
B_y = \left( \frac{\partial \vec{X}}{\partial \vec{Y}} \times \frac{\partial \vec{X}}{\partial \vec{Z}} \right) \cdot B_0(\vec{X}),
\]

\[
B_z = \left( \frac{\partial \vec{X}}{\partial \vec{Z}} \times \frac{\partial \vec{X}}{\partial \vec{Y}} \right) \cdot B_0(\vec{X}).
\]