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Abstract—Matrix theory and its applications make wide use of the eigenprojections of square matrices. The present paper demonstrates that the eigenprojection of a matrix \(A\) can be calculated with the use of any annihilating polynomial of \(A^u\), where \(u \geq \text{ind} A\). This enables one to find the components and the minimal polynomial of \(A\), as well as the Drazin inverse \(A^D\).

1. INTRODUCTION

1.1. On Applications of Drazin Inverse, Eigenprojection, and Matrix Components

The Drazin inverse, eigenprojections, and components of square matrices, as well as their minimal polynomials, are widely used in mathematics, mechanics, engineering, economics, and other sciences. Let us mention some of these applications. Dynamics of multibody systems is described by systems of differential-algebraic equations. Their linearization results in “implicit” singular systems of ordinary differential equations. Their analysis relies on determining the Drazin inverse of the matrices of coefficients [1]. This approach was used in [2] to analyze the stabilization of a model of truck motion. The eigenprojections that correspond to the eigenvalues of a matrix are the main components of this matrix. From the computational point of view, determination of the eigenprojection corresponding to the eigenvalue 0 amounts to determining the Drazin inverse of the matrix and it can also be used to determine the Moore–Penrose inverse. The matrix components and the functions of matrices determined with their use are employed in the dynamics of rigid bodies [3], motion stability analysis, and integration of systems of linear differential equations [4]. Applications of the eigenprojection and Drazin inverse in the theory of Markov chains [6], graph theory [7], cryptography [8], and econometrics [9] (see also [10]) deserve mentioning as well. The present paper demonstrates that for determining the eigenprojections, the Drazin inverse, and the matrix components one may use any annihilating polynomial of \(A^u\), where \(A\) is a given matrix and \(u \geq \text{ind} A\).

1.2. Basic Definitions

Let \(A \in \mathbb{C}^{n \times n}\) be a square matrix whose range and null space are denoted by \(\mathcal{R}(A)\) and \(\mathcal{N}(A)\), respectively. Let \(r\) be the total multiplicity of the nonzero eigenvalues of \(A\), \(v = n - r\) be the multiplicity of 0 as the eigenvalue of \(A\), and \(\nu = \text{ind} A\) be the index of \(A\), that is, the smallest \(k \in \{0, 1, \ldots\}\) for which \(\text{rank } A^{k+1} = \text{rank } A^k\). The index is 0 if and only if \(A\) is nonsingular. The index of a singular matrix is the index of its eigenvalue 0, that is, the multiplicity of zero as the root of its minimal polynomial, or the size of the greatest block with zero diagonal in its Jordan form.
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The eigenprojection of a matrix $A$ corresponding to the eigenvalue $0$ or, for brevity, the eigenprojection of $A$ is the projection, i.e., the idempotent matrix, $Z$ such that

$$\mathcal{R}(Z) = \mathcal{N}(A^\nu) \quad \text{and} \quad \mathcal{N}(Z) = \mathcal{R}(A^\nu).$$

$Z$ can be said to be the projection on $\mathcal{N}(A^\nu)$ along $\mathcal{R}(A^\nu)$. The eigenprojection is unique because an idempotent matrix is uniquely determined by its range and null space (see, for example, [11, p. 50]).

The eigenprojections are used in the theory of generalized inverses and numerous applications of linear algebra, as well as for decomposing matrices into components, which allows one to determine the values of $f(A)$ for a wide class of functions $f : \mathbb{C} \to \mathbb{C}$ (see [3, 4, 5]). In this connection, we also note that for any finite homogeneous Markov chain with the transition matrix $P$, the limiting matrix of mean probabilities

$$P^\infty = \lim_{k \to \infty} \frac{1}{k} \sum_{t=0}^{k-1} P^t$$

is the eigenprojection of the matrix $I - P$ [6,14]. Another example: for any weighted digraph $\Gamma$ with the Laplacian matrix $L$, the matrix $\Gamma$ of maximum converging forests is the eigenprojection of the matrix $L$ [7]. The present paper is devoted to some methods of determining the eigenprojection of a matrix, as well as its components and the minimal polynomial.

1.3. Preliminaries

From the fact that $\nu$ is the order of the greatest Jordan block with zero diagonal in the Jordan form of $A$, it follows that

$$\nu \leq \nu.$$

For the powers of a Jordan block $J$ with zero diagonal we get

$$\text{rank } J^k = \max\{l - k, 0\},$$

where $l$ is the order of $J$. Therefore,

$$\text{rank } A^i > \text{rank } A^{i+1} \quad \text{for} \quad 0 \leq i < \nu \quad \text{and} \quad \text{rank } A^i = r \quad \text{for} \quad i \geq \nu \quad \text{and}$$

$$\text{ind } A^k = \min\{t \in \mathbb{Z} \mid kt \geq \nu\} = \lceil \nu/k \rceil,$$

where $\lceil x \rceil$ is the smallest integer not smaller than $x$.

Since $\mathcal{R}(X)$ and $\mathcal{N}(X)$ are subspaces of $\mathbb{C}^n$ for any matrix $X \in \mathbb{C}^{n \times n}$ and since

$$\dim \mathcal{R}(X) = n - \dim \mathcal{N}(X) = \text{rank } X,$$

we obtain by using (2) that

$$\mathcal{N}(A) \subset \mathcal{N}(A^\nu) = \mathcal{N}(A^{\nu+1}) = \ldots,$$

$$\mathcal{R}(A) \supset \mathcal{R}(A^\nu) = \mathcal{R}(A^{\nu+1}) = \ldots,$$

where the strict inclusions refer to the case of $\nu > 1$. These relations and (3) give rise to the following lemma.

**Lemma 1.** The eigenprojections of the matrices $A, A^2, \ldots A^\nu, \ldots$ are the same.

---

2 The eigenprojection is also called the principal idempotent (see, for example, [13]).
1.4. Plan of the Paper

The paper makes use of the following approach. The eigenprojection of a matrix with index \( u \) is the group inverse characteristic polynomial of \( A \) (which has index 1) instead of the eigenprojection of \( A \). Indeed, according to Lemma 1, the eigenprojections of \( A \) and \( A^u \) coincide. In the next section, we use this approach and several known characterizations of the eigenprojection to obtain simple expressions for the eigenprojection of \( A^u \) and, consequently, of \( A \). In Section 3 we propose a method for determining the eigenprojection of \( A \) (and the Drazin inverse \( A^D \)) by means of any nonzero annihilating polynomial of \( A^u \). Section 4 discusses calculation of the components and the minimal polynomial of a square matrix. Explicit expressions for the eigenprojection and the components of a matrix \( A \) in terms of its eigenvalues are given in Section 5.

2. CHARACTERIZATIONS OF THE EIGENPROJECTION

Below we present a number of conditions that are equivalent to the fact that an idempotent matrix \( Z \in \mathbb{C}^{n \times n} \) is the eigenprojection of a matrix \( A \in \mathbb{C}^{n \times n} \) having index \( \nu \). This list refers also to the publications where the corresponding conditions are presented.

(a) \( \mathcal{R}(Z) = \mathcal{N}(A^\nu) \) and \( \mathcal{R}(Z^*) = \mathcal{N}((A^*)^\nu) \), where \( X^* \) is the Hermitian adjoint of \( X \) [14].
(b) \( A^\nu Z = Z A^\nu = 0 \) and rank \( A^\nu + \text{rank } Z = n [16][17] \).
(c) \( AZ = ZA \) and \( A + \alpha Z \) is nonsingular for all \( \alpha \neq 0 \) [18].
(d) \( AZ = ZA \), \( A + \alpha Z \) is nilpotent, and \( AZ \) is nilpotent [18].
(e) \( AZ = ZA \), \( AZ \) is nilpotent, and \( AU = I - Z = VA \) for some \( U, V \in \mathbb{C}^{n \times n} \) [19].
(f) \( ZC = CZ \) for any \( C \) commuting with \( A \), \( AZ \) is nilpotent, and \( (\det A = 0 \Rightarrow Z \neq 0) \) [20].

We now turn to some more constructive characterizations of the eigenprojection. In the items to follow, \( u \) is any integer not less than \( \nu \), and we use Lemma [4] according to which \( A \) and \( A^u \) have the same eigenprojection. Also, the following notation is used: \( A^D \) is the Drazin inverse of \( A \), \( (A^u)^\# \) is the group inverse of \( A^u \),

\[
\psi(\lambda) = \sum_{j=0}^{n-1} a_{n-j} \lambda^j
\]

(6)

and

\[
B(\lambda) = \text{adj}(\lambda I - A) = \sum_{j=0}^{n-1} A_{n-j} \lambda^j
\]

(7)

are, respectively, the characteristic polynomial of \( A \) and the adjoint matrix of \( \lambda I - A \); \( \psi_u(\lambda) \) and \( \tilde{\psi}_u(\lambda) \) are, respectively, the characteristic and minimal polynomials of \( A^u \); \( d_u(\lambda) \) is their quotient:

\[
\psi_u(\lambda) = d_u(\lambda) \tilde{\psi}_u(\lambda);
\]

(8)

\[
B_u(\lambda) = \text{adj}(\lambda I - A^u) \]

is the adjoint matrix of \( \lambda I - A^u \), and \( C_u(\lambda) \) is the reduced adjoint matrix [4] of \( \lambda I - A^u \), that is, the matrix polynomial

\[
C_u(\lambda) = \frac{B_u(\lambda)}{d_u(\lambda)}.
\]

(9)

which can also be obtained by dividing the matrix polynomial \( \tilde{\psi}_u(\lambda) I \) by the binomial \( \lambda I - A^u \). Some constructive characterizations of the eigenprojection are as follows.

\[\footnote{In this case, the eigenprojection is the zero matrix.}\]
The main result of this section is Theorem 1 which states that the eigenprojection of $A$ can be found by direct calculation using any annihilating polynomial of $A^u$ with any $u \geq \nu = \text{ind} A$. One can always substitute $\nu$ for $u$ (see (14)) and the characteristic polynomial for the annihilating polynomial, but to reduce computations, it would be advantageous to make use of the information available about $A$ for getting a more accurate upper estimate of $\nu$ and, perhaps, for obtaining an annihilating polynomial of a power lower than that of the characteristic polynomial. In this respect, the minimal polynomial of $A^u$ is the best choice, but its determination can be problematic itself.

The proof of Theorem 1 relies on the above condition (f) which is necessary and sufficient for a matrix to be the eigenprojection of $A$. We note, however, that employing the definition of the eigenprojection would not complicate the proof considerably.

Let, as before, $u \geq \nu$ (for example, $u = \nu$ or $u = n$) and let $\varphi(\lambda)$ be an arbitrary nonzero annihilating polynomial of $A^u$: $\varphi(\lambda) \equiv 0$ is not true and $\varphi(A^u) = 0$. Let

$$\varphi(\lambda) = \lambda^t(\lambda^q + p_1\lambda^{q-1} + \ldots + p_q),$$

where $t, q \in \{0, 1, \ldots\}$, $p_1, \ldots, p_q \in \mathbb{C}$, and $p_q \neq 0$.

We set

$$h(\lambda) = p_q^{-1}(\lambda^q + p_1\lambda^{q-1} + \ldots + p_q)$$

and

$$Z = h(A^u).$$

---

3. CALCULATING THE EIGENPROJECTION OF $A$

USING ANY ANNIHILATING POLYNOMIAL OF $A^u$

---

The coefficients $a_i$ of the characteristic polynomial \(\Phi\) and the matrix coefficients $A_i$ of the adjoint matrix \(\tilde{A}\) can be calculated concurrently by Faddeev’s algorithm [21, 14].

It can be calculated using the Leverrier–Faddeev algorithm, the Krylov method, or other computational algorithms (see, for example, [21, 4]).
Proposition 1. For any matrix $Z$ determined by (12), the following statements hold:

1. $ZC = CZ$ for any matrix $C$ commuting with $A$;
2. $Z$ is idempotent;
3. $AZ$ is nilpotent;
4. if $A$ is singular, then $Z \neq 0$.

Proof of Proposition 1. Item (1) follows from the fact that $Z$ is a polynomial of $A$.

(2) Let us consider the polynomial
\[ \varphi_0(\lambda) = \lambda h(\lambda) = p_q^{-1}\lambda(\lambda^q + p_1\lambda^{q-1} + \ldots + p_q). \]
Let $\hat{\psi}(\lambda)$ be the minimal polynomial of $A^u$. Then, according to [25, Theorem 3.3.1], $\varphi(\lambda)$ is divisible by $\hat{\psi}(\lambda)$ and, by virtue of [25, Theorem 3.3.6] and Eq. (3), the lowest power of $\lambda$ in $\hat{\psi}(\lambda)$ is at most $\lambda^1$. Therefore, $\hat{\psi}(\lambda)$ divides $\varphi_0(\lambda)$ and, consequently, $\varphi_0(\lambda)$ is an annihilating polynomial of $A^u$, i.e.,
\[ 0 = \varphi_0(A^u) = A^u h(A^u) = A^u Z = Z A^u. \]
Let us prove that $Z^2 = Z$. By definition, $h(\lambda)$ can be represented as $\lambda g(\lambda) + 1$, where $g(\lambda)$ is a polynomial in $\lambda$. Therefore, using (12) and (13) we obtain
\[ Z^2 = Z h(A^u) = Z(A^u g(A^u) + I) = Z. \]

(3) If $u = 0$, then $Z = 0$ by virtue of (13), so in this case, $AZ$ is nilpotent with nilpotency index 1. If $u > 0$, then by virtue of items (1) and (2) and Eq. (13) we obtain
\[ (AZ)^u = A^u Z^u = A^u Z = 0, \]
and $AZ$ is nilpotent with nilpotency index at most $u$.

(4) If $A$ is singular, then according to item (c) of Theorem 4.6 in [11], the lowest power of $\lambda$ in the minimal polynomial $\hat{\psi}(\lambda)$ is $\lambda^{\text{ind} A^u}$, consequently, it is not $\lambda^0$. Therefore, $h(\lambda)$ is not divisible by $\hat{\psi}(\lambda)$ and, consequently, $h(\lambda)$ is not an annihilating polynomial of $A^\nu$. Therefore,
\[ 0 \neq h(A^\nu) = Z. \]
The following theorem results from the condition (f) of Section 2 and Proposition 1.

Theorem 1. Let $\nu = \text{ind} A$ and $u \geq \nu$. Then for any nonzero annihilating polynomial of $A^u$, $\varphi(\lambda)$, the matrix $Z$ defined by (12) is the eigenprojection of $A$.

The eigenprojection of $A$ is related to the Drazin inverse $A^D$ (see (g) in Section 2). On the other hand, $A^D$ can be expressed via the eigenprojection $Z$ as follows:
\[ A^D = (A + \alpha Z)^{-1}(I - Z), \quad \alpha \neq 0. \]

Additionally, if $\text{ind} A = 1$, then the group inverse $A^* = A^D$ is representable as
\[ A^* = (A + Z)^{-1} - Z \]
(see, e.g., [6,23]). Together with the formula $A^D = A^{\nu - 1}(A^\nu)^*$ which can be easily checked and the fact that $\text{ind} A^\nu = 1$, the above representation allows one to obtain one more expression for $A^D$:
\[ A^D = A^{\nu - 1}((A^\nu + Z)^{-1} - Z). \]
It is worth mentioning that the Moore–Penrose generalized inverse can also be expressed in terms of the eigenprojection (see, e.g., [24, pp. 686–687]).

\[^5\] For $\alpha = 1$, this expression was obtained in [15].
4. DETERMINING THE COMPONENTS AND THE MINIMAL POLYNOMIAL OF A MATRIX

Let \( \lambda_1, \ldots, \lambda_s \in \mathbb{C} \) be all distinct eigenvalues of \( A \). We denote by \( \nu_k \) the index of the eigenvalue \( \lambda_k \), \( k = 1, \ldots, s \), that is, the order of the greatest Jordan block corresponding to \( \lambda_k \), which is known to be equal to the power of the multiplier \( (\lambda - \lambda_k) \) in the minimal polynomial of \( A \). By the eigenprojection of \( A \) corresponding to \( \lambda_k \) is meant the eigenprojection of the matrix \( A - \lambda_k I \).

Having found \( \lambda_1, \ldots, \lambda_s \) one can use Theorem 1 to determine the corresponding eigenprojections. Let us turn to the theory of matrix components [4,5] according to which, for any function \( f : \mathbb{C} \rightarrow \mathbb{C} \) having finite derivatives \( f^{(j)}(\lambda_k) \) of the corresponding orders \( j = 0, \ldots, \nu_k \) (\( k = 1, \ldots, s \)), the function \( f(A) \) is naturally defined as follows:

\[
f(A) := \sum_{k=1}^{s} \sum_{j=0}^{\nu_k-1} f^{(j)}(\lambda_k) Z_{kj},
\]

where under the derivative of order 0 is meant the function itself.

The matrices \( Z_{kj} \) are called the components of \( A \). Here, the component \( Z_{k0} \) is the eigenprojection of \( A \) corresponding to \( \lambda_k \), \( k = 1, \ldots, s \), the rest of the components being obtained by successive multiplication of \( Z_{k0} \) by \( A - \lambda_k I \) along with the factors \( (j!)^{-1} \):

\[
Z_{kj} = (j!)^{-1}(A - \lambda_k I)^j Z_{k0}
\] (15)

(see [5 Theorem 5.5.2]).

All components of a matrix are linearly independent (see, for example, [4 § 5.3]), thus, in particular, there are no zero components among them. At the same time, \( (A - \lambda_k I)^{\nu_k} Z_{k0} = 0 \) for each \( k = 1, \ldots, s \), which follows from condition (b) of Section 2 and the fact that \( Z_{k0} \) is the eigenprojection of \( A - \lambda_k I \), \( \nu_k \) being its index. Therefore, after determining the component \( Z_{k0} \), by means of Theorem 1 the remaining components can be found by multiplying \( Z_{k0} \) by \( A - \lambda_k I \) and the corresponding numerical factors (see (15)). As soon as the next multiplication by \( A - \lambda_k I \) provides 0, all components corresponding to \( \lambda_k \) are already determined and their number is \( \nu_k \).

In turn, knowledge of \( \lambda_k \) and \( \nu_k \) allows one to construct the minimal polynomial of \( A \) as follows:

\[
\hat{\psi}(\lambda) = \prod_{k=1}^{s}(\lambda - \lambda_k)^{\nu_k}.
\]

Thus, starting with the eigenvalues of \( A \) and annihilating polynomials for

\[
(A - \lambda_k I)^{u_k}, \quad u_k \geq \text{ind}(A - \lambda_k I), \quad k = 1, \ldots, s,
\]
one can proceed with determining the eigenprojections corresponding to all eigenvalues of \( A \), the components of \( A \), the indices of the eigenvalues, and the minimal polynomial of \( A \).

However, the following problem arises when this approach is implemented numerically. The above method involves verification of whether or not the current multiplication of \( (A - \lambda_k I)^j Z_{k0} \) by \( A - \lambda_k I \) results in 0. Approximate calculations require an additional criterion for recognizing a matrix with “small” entries as a zero matrix. However, such problems are encountered in all algorithms for determining the rank of a matrix or the indices of its eigenvalues since these values are unstable to small perturbations of the matrix entries.

In the next section, we obtain explicit expressions for the eigenprojection and components of a square matrix whose eigenvalues are known.
5. EIGENPROJECTION AND COMPONENTS OF A MATRIX \nWHOSE EIGENVALUES ARE KNOWN

One can readily check that if \( J(\lambda) \) is a Jordan block corresponding to an eigenvalue \( \lambda \neq 0 \), then \( \text{ind}(J(\lambda) - \lambda I) = \text{ind}(J^p(\lambda) - \lambda^p I) \), \( p = 2,3,\ldots \) (see, for example, [25] Problem 16 in Section 3.2]). This gives rise to the following lemma.

**Lemma 2.** Let \( \lambda_i \neq 0 \) be an eigenvalue of \( A \). Then the index of \( \lambda_i \) is equal to the index of \( \lambda_i^p \) as the eigenvalue of \( A^p \), \( p = 2,3,\ldots \).

The following expressions for the eigenprojection and components of \( A \) are based on knowing the eigenvalues of \( A \), rather than an annihilating polynomial of \( A^u \), where \( u \geq \text{ind} A \).

**Proposition 2.** Let \( A \in \mathbb{C}^{n \times n} \); let \( Z \) be the eigenprojection of \( A \). Suppose that \( \lambda_1,\ldots,\lambda_s \) are the distinct eigenvalues of \( A \), \( \nu_1,\ldots,\nu_s \) are their indices, and the integers \( u_1,\ldots,u_s \) are such that \( u_i \geq \nu_i \), \( i = 1,\ldots,s \). Let \( u \geq \text{ind} A \). Then:

\[
Z = \prod_{i: \lambda_i \neq 0} \left( I - (A/\lambda_i)^u \right)^{u_i} \tag{16}
\]

and

\[
Z_{kj} = \prod_{i \neq k} \left( I - (A - \lambda_k I)^{u_k} \right)^{u_i} \left( j! \right)^{\lambda_i - \lambda_k} (A - \lambda_k I)^j, \tag{17}
\]

where \( Z_{kj} \) is the order \( j \) component of \( A \) corresponding to \( \lambda_k \), \( k = 1,\ldots,s \), \( j = 0,\ldots,\nu_k - 1 \).

If \( j = 0 \), then Eq. (17) determines the eigenprojections of \( A \) corresponding to its eigenvalues.

**Proof of Proposition 2.** Note that

\[
\lambda \xi(\lambda) \equiv \lambda \prod_{i: \lambda_i \neq 0} (\lambda - \lambda_i^u)^{u_i}
\]

is an annihilating polynomial of \( A^u \). Indeed, it is divisible by the minimal polynomial of \( A^u \) because \( \lambda_i^u \) are the eigenvalues of \( A^u \), their indices do not exceed the numbers \( u_i \) by Lemma 2 and \( \text{ind} A^u \leq 1 \) according to (3). To prove (16), it suffices now to take \( h(\lambda) \) (see (11)) as the polynomial \( \xi(\lambda) \) divided by its absolute term

\[
p = \prod_{i: \lambda_i \neq 0} (-\lambda_i^u)^{u_i},
\]

apply Theorem 1 and perform some algebraic transformations.

By applying now (16) to the matrix \( A - \lambda_k I \) whose index, by definition, does not exceed \( u_k \), the distinct eigenvalues \( \lambda_i - \lambda_k \) have the indices \( \nu_i \), \( i = 1,\ldots,s \), respectively, and so \( u_1,\ldots,u_s \) are non-strict upper bounds for these indices, we obtain (17) with \( j = 0 \). Now the expressions (17) for the components of \( A \) of higher orders follow from (15). \( \square \)

Proposition 2 generalizes formula (5.4.3) in [5] which refers to the case of \( \nu_1 = \ldots = \nu_s = 1 \).

**CONCLUSION**

A number of necessary and sufficient conditions determining the eigenprojection (the principal idempotent) of a square matrix have been reviewed. A theorem which enables one to determine the eigenprojection of a matrix \( A \) and thereby the Drazin inverse \( A^D \) by means of any nonzero annihilating polynomial of \( A^u \) with any \( u \geq \text{ind} A \) has been proved and used to determine the components of \( A \) and its minimal polynomial. This theorem leads to explicit expressions for the eigenprojection and components of a matrix with known eigenvalues.
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