BIPARAMETER BMO UNDER THE ACTION OF A ROTATION
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Abstract. In this work, we aim to study the action of composing by a rotation on the biparameter BMO space in $\mathbb{R}^2$. This BMO space is not preserved by a rotation since it relies on the structure of axis-parallel rectangles. We will quantify this fact by interpolation inequalities. One straightforward application of the interpolation inequalities is a boundedness property of directional Hilbert transforms.

1. Introduction

On the Euclidean space, the BMO spaces (for “bounded mean oscillation”) are very important functional spaces and are of considerable interest in harmonic analysis. Indeed this concept is a very convenient substitute of the $L^\infty$ space (which is not easy to handle with when working on the frequency side). The BMO spaces are larger than the $L^\infty$ but not too much to constitute a suitable candidate as an end-point of the Lebesgue spaces $L^p$ when $p \to \infty$. In particular, we can cite the well-known interpolation results, boundedness of singular operators, duality with Hardy space, link with Carleson measures, John-Nirenberg properties, boundedness of commutators and so on.

Now on the product space $\mathbb{R}^2 = \mathbb{R} \times \mathbb{R}$, two kinds of BMO spaces can be considered, the one-parameter one (built on the collection of balls or squares) and the biparameter one (built on the collection of rectangles). Let us first review some definitions, in order to introduce the BMO spaces and their dyadic versions.

We first recall that a dyadic interval of $\mathbb{R}$ is an interval of the form $2^k[j,j+1)$ for some $j,k \in \mathbb{Z}$. Let $D = D^0$ denote the collection of all the dyadic intervals and we refer to it as the dyadic grid of $\mathbb{R}$. For some $\delta \in \mathbb{R}$, we denote by $D^\delta_{\|}$ the shifted grid with the parameter $\delta$:

\[ D := \{2^k[j,j+1) \mid j,k \in \mathbb{Z}\} \quad \text{and} \quad D^\delta_{\|} := \{\delta_I + I \mid I \in D\}, \]

where $\delta_I = \delta$ if $|I| \leq 1$, $\delta_I = \delta + \frac{1}{3}(|I| - 1)$ if $|I| = 2^k$ with $k > 0$ even and $\delta_I = \delta + \frac{1}{3}(2|I| - 1)$ if $|I| = 2^k$ with $k > 0$ odd. The way of shifting (differently according to the scale) allows us to keep the nested property of $D^\delta_{\|}$: each interval is the exact disjoint union of two children.

The one-parameter BMO($\mathbb{R}$) on $\mathbb{R}$ is defined as follows: a function $f \in L^2_{\text{loc}}(\mathbb{R})$ belongs to BMO($\mathbb{R}$) if

\[
\|f\|_{\text{BMO}(\mathbb{R})} := \sup_{I \text{ interval}} \text{osc}_I(f) < \infty
\]

where we take the supremum over all the bounded intervals $I \subset \mathbb{R}$ and for such interval $\text{osc}_I$ denotes the $L^2$-oscillation defined by

\[
\text{osc}_I(f) := \left( \frac{1}{|I|} \int_I \left| f(y) - \frac{1}{|I|} \int_I f \right|^2 \, dy \right)^{\frac{1}{2}}.
\]

The quantity $\| \cdot \|_{\text{BMO}(\mathbb{R})}$ is a pseudo-norm. In order to consider BMO($\mathbb{R}$) as a normed space, one has to quotient it by the “kernel” (the functions $f$ for which the pseudo norm $\|f\|_{\text{BMO}}$ equals to 0) which is

\[
\text{Kernel}(\text{BMO}(\mathbb{R})) = \{ \text{constant functions} \}.
\]

According to a dyadic grid ($D^0$ or $D^\delta_{\|}$), we may also define the dyadic BMO$^0$, BMO$^\delta$ respectively with the following pseudo-norm

\[
\|f\|_{\text{BMO}^\delta(\mathbb{R})} := \sup_{I \in D^\delta_{\|}} \text{osc}_I(f)
\]
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which is also characterized by a Carleson criterion involving the Haar wavelets
\[ \|f\|_{\text{BMO}^4(\mathbb{R})} \simeq \sup_{I \in \mathcal{D}^3} \left( \frac{1}{|I|} \sum_{J \in \mathcal{B}^3, J \subset I} |(f, h_J)|^2 \right)^{1/2}. \]

We recall that for an interval \( I = [a, b] \subset \mathbb{R} \), we define its two children
\[ I^{left} := [a, \frac{a + b}{2}] \quad \text{and} \quad I^{right} := [\frac{a + b}{2}, b] \]
and its corresponding \((L^2\text{-normalized})\) Haar wavelet is given by
\[ h_I(x) := |I|^{-1/2} (1_{I^{left}}(x) - 1_{I^{right}}(x)), \]
where \( 1_J \) is the characteristic function of \( J \subseteq \mathbb{R} \).

Then we know from [17, 15] that for some \( \delta \), we have
\[ \text{BMO}(\mathbb{R}) = \text{BMO}^0(\mathbb{R}) \cap \text{BMO}^\delta(\mathbb{R}). \]

Sometimes for some combinatorial argument, it is convenient to work and take advantage of a dyadic grid, sometimes it is more convenient to work with the whole collection of intervals. This results (and others in [11, Page 197] with \( \delta = 1/3, 2/3 \)) show that we can combine these two aspects.

Now if one looks at \( \mathbb{R}^2 \) as the Euclidean space of dimension 2, we can automatically extend all this approach by considering oscillations and Haar wavelets on the collection of dyadic cubes and by that way, one considers the so-called one parameter \( \text{BMO}(\mathbb{R}^2) \) space and the "one-parameter" highlights the fact that the elementary geometrical objects - dyadic cubes - have only 1 scale.

However, if we see \( \mathbb{R}^2 = \mathbb{R} \times \mathbb{R} \) as a product space, then we move to the notion and the setting of the biparameter world: the elementary geometrical object is now a product \( I \times J \) of two dyadic intervals, thus a rectangle whose scale is given by two parameters. This so-called biparameter \( \text{BMO}(\mathbb{R}^2) \) space has been introduced by Chang and Fefferman in [4] and appears for the study of biparameter singular operators. A few things are known about this space, including interpolation [16], link with Carleson measures [3], John-Nirenberg inequality [4], duality with Hardy spaces on product domains [4] and boundedness of commutators [10]. We refer the reader to [6] for more details about the biparameter theory. In this context, there is the rectangular \( \text{BMO} \) space, whose definition seems to be a natural extension of (1.1), taking now the supremum of all the oscillations over the whole collection of rectangles. Unfortunately, the rectangular \( \text{BMO} \) space turns out not to be the best candidate for problems in time-frequency analysis, such as the failure of John-Nirenberg properties (see [8] for details). Hence we aim to focus on a subspace of the rectangular \( \text{BMO} \) space, which does not have a simple definition in terms of oscillation as in (1.1) because one wants to consider some deeper cancellation. We call it biparameter \( \text{BMO} \) space, denoted by \( \text{BMO}(\mathbb{R}^2) \) and defined in terms of "Carleson criterion": a locally \( L^2 \) function \( F \) of \( \mathbb{R}^2 \) is said to be in \( \text{BMO}(\mathbb{R}^2) \) if
\[ \sup_{\Omega} \left( \frac{1}{|\Omega|} \int_{T(\Omega)} |F * (\psi_s \otimes \psi_t)(x, y)|^2 \frac{dsdtdxdy}{st} \right)^{1/2} < \infty, \]
where we take the supremum over all open subset \( \Omega \) with finite measure and where \( \psi \) is a smooth function with a vanishing integral and \( \psi_s \) is the \( L^1 \) dilated function, namely \( s^{-1}\psi(s^{-1} \cdot) \), and \( T(\Omega) \) is the Carleson tent
\[ T(\Omega) := \{(s, t, x, y), \ [x - s, x + s] \times [y - t, y + t] \subset \Omega \}. \]
Taking the supremum over all the open subsets, and not only the collection of rectangles, brings a richer structure on the space and also some technical difficulties since the open subsets can be arbitrary and so don’t have any geometrical properties. In this biparameter setting, we also have a kernel whose structure is more delicate:
\[ \text{Kernel}(\text{BMO}(\mathbb{R}^2)) = \{ \ F := (x, y) \mapsto \phi_x + \phi_y \ \} \]
where \( \phi_x \) is a function depending only on \( x \) and \( \phi_y \) a function depending only on \( y \).
The bridge between dyadic and non-dyadic BMO spaces has also been studied in the biparameter setting. We first define the dyadic BMO(\(\mathbb{R}^2\)) spaces as follows: for \(a, b \in \{0, \delta\}\), we define the dyadic biparameter space BMO\(^a,b(\mathbb{R}^2)\) by

\[
\text{BMO}^{a,b}(\mathbb{R}^2) := \{ F \in L^2_{\text{loc}}(\mathbb{R}^2) : \|F\|_{\text{BMO}^{a,b}(\mathbb{R}^2)} < \infty \},
\]

where

\[
\|F\|_{\text{BMO}^{a,b}(\mathbb{R}^2)} = \sup_{\Omega} \left( \frac{1}{|\Omega|} \sum_{I,J \in \mathbb{D}^a \times \mathbb{D}^b \atop I \times J \subseteq \Omega} |(F, h_I \otimes h_J)|^2 \right)^{1/2}
\]

based on the collection of dyadic rectangles of \(\mathbb{D}^{a,b} := \mathbb{D}^a \times \mathbb{D}^b\) with the supremum over all the open subset \(\Omega \subseteq \mathbb{R}^2\) of finite measure. Then we know from [15] that for some \(\delta \in (0, 1/2)\), we have

\[
\text{BMO}(\mathbb{R}^2) = \bigcap_{a,b \in \{0, \delta\}} \text{BMO}^{a,b}(\mathbb{R}^2).
\]

In all the sequel, we fix such a parameter \(\delta\) and we can see the previous formulation as a definition of the full BMO(\(\mathbb{R}^2\)) space.

With the understanding of the appropriate definitions of one-parameter and biparameter BMO norms, we would like to study some elementary properties of both norms, namely the behavior of BMO norms under compositions. In the one-parameter setting, it is very easy to see that bi-Lipschitz maps are “almost preserving” the structure and geometry of the collection of dyadic squares and so such maps are preserving the BMO by composition. Such question has indeed been studied and was motivated by studying the Euler equation with a BMO-type vorticity in [1, 2]. Keeping in mind this motivation, to study the dynamic of vortices in fluids mechanics, the Euler equation may involve some operators of type \(R_i \circ R_2\), where \(R_i\) is the Riesz transform in \(\mathbb{R}^2\) along the \(i^{\text{th}}\) coordinate for \(i = 1, 2\). These operators \(R_i\) are also called directional Riesz (or Hilbert) transform along the canonical vector \(e_i\). They also naturally appear in the context of characterizing BMO with commutators [7, 19], or also for example if one wants to decompose a rough homogeneous singular integral operator through the method of rotations. Because they are acting on only one direction of \(\mathbb{R}^2\), they are not bounded in the one-parameter BMO space, which cannot take into account such anisotropic property. However because \(R_1 = H \otimes \text{Id}\) and \(R_2 = \text{Id} \otimes H\) are both the tensor product of the identity and the one-dimensional Hilbert transform \(H\), it is easy to see that both \(R_1\) and \(R_2\) are bounded on the biparameter BMO space. It is then natural to ask what happens for a more general directional Riesz transform, given by a direction which is not one of the two canonical ones, but instead the composition of \(R_1\) or \(R_2\) through a rotation. This question would be closely related to the biparameter BMO norm under the compositions with measure-preserving maps and particularly rotations.

From the definition (1.2) of the BMO(\(\mathbb{R}^2\)) space, it is naturally invariant by translation and by biparameter dilations: for \(\tau \in \mathbb{R}^2\) and \(\delta_1, \delta_2 > 0\), if \(F \in \text{BMO}(\mathbb{R}^2)\) then

\[
(x, y) \mapsto F((x, y) - \tau) \in \text{BMO}(\mathbb{R}^2) \quad \text{and} \quad (x, y) \mapsto F(\delta_1 x, \delta_2 y) \in \text{BMO}(\mathbb{R}^2)
\]

and their biparameter BMO norm is equal to the biparameter BMO norm of \(F\). After these two operations, one can ask a very natural question about how the biparameter BMO norm behaves under the composition by a generic measure-preserving map.

**Question 1.1.** For any measure-preserving map \(\phi\) of \(\mathbb{R}^2\), does there exist a constant \(C(\phi)\) such that any \(F \in \text{BMO}(\mathbb{R}^2)\) satisfies the following inequality:

\[
\|F \circ \phi\|_{\text{BMO}(\mathbb{R}^2)} \leq C(\phi) \|F\|_{\text{BMO}(\mathbb{R}^2)} ?
\]

(1.3)

Instead of looking at a generic measure-preserving map, we consider a special class of measure-preserving maps - rotations. Different from translations and dilations, rotations do not preserve the kernel of BMO(\(\mathbb{R}^2\)), which provides a negative answer to Question 1.1. A specific counterexample will be provided in Section 3.1 to illustrate the behavior of the biparameter BMO norm under the action of rotations.

Inspired by the observation on the effect of rotations on the biparameter BMO norm, we would like to understand whether it is possible to bound the left hand side of (1.3) by the biparameter BMO norm interpolated with another stronger norm. Our first attempt is to assume some \(L^p\) integrability on \(F\) with \(p \leq \infty\), which excludes the possibility that \(F\) lies in the kernel of BMO(\(\mathbb{R}^2\)) (see Remark 3.2). If we further
impose some regularity on $F$ (see Section 4 for more motivations), we know that for $sp > 2$, the Sobolev space $W^{s,p}(\mathbb{R}^2)$ is strictly and continuously included in $L^\infty$ and thus in $\text{BMO}(\mathbb{R}^2)$. We thus formulate the second conjecture as follows.

**Question 1.2.** For any rotation map $\phi^\theta$ with the angle $\theta \in [0, 2\pi)$ and for any $p > 2$, does there exist some constants $C(\phi)$ and $\epsilon(\phi, p) < 1$ such that any $F \in \text{BMO}(\mathbb{R}^2) \cap W^{1,p}(\mathbb{R}^2)$ satisfies the following inequality:

$$
\|F \circ \phi\|_{\text{BMO}(\mathbb{R}^2)} \leq C(\phi) \|F\|_{\text{BMO}(\mathbb{R}^2)} + \epsilon(\phi, p) \|F\|_{W^{1,p}(\mathbb{R}^2)}.
$$

In this question, we allow some small perturbation taking into account the regularity of the initial function $F$. From a naive point of view, since the identity map $\phi^\theta = \text{Id}$ or equivalently $\theta = 0$ preserves the $\text{BMO}(\mathbb{R}^2)$ space, we would like to positively answer this question with the fact that the small constant satisfies $\lim_{\phi \to \text{Id}} \epsilon(\phi, p) = 0$. However, it turns out that Question 1.2 is too ideal to be true. We are going to focus on a counterexample to disprove such inequality in Section 3.2.

The computations for the counterexample suggest that in order to have a small coefficient in front of the Bi-parameter BMO norm, we cannot expect a uniformly bounded coefficient in front of the Bi-parameter BMO norm. We are going to prove the following main positive result.

**Theorem 1.3.** Suppose that $\phi^\theta$ is a rotation of $\mathbb{R}^2$ and $p \in (2, \infty)$ with $s > \frac{2}{p}$. Then for every $\gamma \in (0, \delta)$ with $\delta := \min(s - \frac{2}{p}, \frac{1}{p}) > 0$, there exists a constant $C$ such that for every $\epsilon \in (0, 1)$ and every function $F \in \text{BMO}(\mathbb{R}^2) \cap W^{s,p}(\mathbb{R}^2)$, we have

$$
\|F \circ \phi\|_{\text{BMO}(\mathbb{R}^2)} \leq C(1 + \log \epsilon^{-1}) \|F\|_{\text{BMO}(\mathbb{R}^2)} + C\epsilon \epsilon^n \|F\|_{W^{s,p}(\mathbb{R}^2)}.
$$

By optimizing in $\epsilon$, we deduce the following corollary of Theorem 1.3.

**Theorem 1.4.** Suppose that $\phi^\theta$ is a rotation of $\mathbb{R}^2$ and $p \in (2, \infty)$ with $s > \frac{2}{p}$. Then for every $\alpha \in (0, \frac{\delta}{2 + \delta}]$ with $\delta := \min(s - \frac{2}{p}, \frac{1}{p}) > 0$, there is a constant $C$ such that for every function $F \in \text{BMO}(\mathbb{R}^2) \cap W^{s,p}(\mathbb{R}^2)$, we have

$$
\|F \circ \phi\|_{\text{BMO}(\mathbb{R}^2)} \leq C\|F\|_{\text{BMO}(\mathbb{R}^2)}^\alpha \|F\|_{W^{s,p}(\mathbb{R}^2)}^{1-\alpha}.
$$

As an application, we obtain some inequalities for the directional Hilbert transform: let $v$ be a unit vector of $\mathbb{R}^2$, then the directional Hilbert transform along this direction is defined by

$$
H_v(F)(x, y) := p.v. \int_{-\infty}^{\infty} F((x, y) - tv) \frac{dt}{t}.
$$

Moreover for a kernel $\Omega \in L^1(\mathbb{S}^1)$ with vanishing integral, the rough homogeneous integral operator $T_\Omega$ is defined as

$$
T_\Omega(F)(x, y) := p.v. \int F((x, y) - u)\Omega\left(\frac{u}{|u|}\right) \frac{du}{|u|^2} = \frac{1}{2} \int_{\mathbb{S}^1} H_v(F)(x, y)dv
$$

(see [9, Section 5.2] for example).

By observing that for the rotation $\phi$ such that $\phi(e_1) = v$ (where $e_1$ is the first canonical vector of $\mathbb{R}^2$), we have

$$
H_v(F) = H_{e_1}[F \circ \phi] \circ \phi^{-1},
$$

and iterating twice Theorem 1.4 (with the fact that $H_{e_1}$ is bounded on $\text{BMO}(\mathbb{R}^2)$ and on Sobolev spaces), we deduce the following:

**Corollary 1.5.** Fix $p \in (2, \infty)$ with $s > \frac{2}{p}$ and consider any $\alpha \in (0, \frac{s-2}{s+2}]$ with $\delta := \min(s - \frac{2}{p}, \frac{1}{p}) > 0$, there is a constant $C$ such that for every function $F \in \text{BMO}(\mathbb{R}^2) \cap W^{s,p}(\mathbb{R}^2)$ and every unit vector $v$, we have

$$
\|H_v(F)\|_{\text{BMO}(\mathbb{R}^2)} \leq C\|F\|_{\text{BMO}(\mathbb{R}^2)}^\alpha \|F\|_{W^{s,p}(\mathbb{R}^2)}^{1-\alpha}.
$$
For $\Omega \in L^1(S^1)$ with $\int \Omega(v)dv = 0$, then
\[
\|T_\Omega(F)\|_{BMO(\mathbb{R}^2)} \leq C \|\Omega\|_{L^1(S^1)} \|F\|_{BMO(\mathbb{R}^2)} \|F\|^\frac{1-\alpha^2}{1-\alpha}.
\]

The paper is organized as follows. After some preliminaries in Section 2, we first disprove Questions 1.1 and 1.2 in Section 3. Section 4 motivates the statement of Theorem 1.3, which is then proved in Sections 5 and 6.

2. Preliminaries

**Notation 2.1.** For $I$ an interval of center $c_I$ and radius $r_I$ and a factor $\lambda > 0$, $M$ denotes the concentric interval of center $c_I$ and radius $\lambda r_I$. Similarly if $R = I \times J$ is a rectangle then $\lambda R$ represents the rectangle $\lambda I \times \lambda J$ and $|R| = |I||J|$ will denote its measure.

The strong maximal function will be denoted $MM$ (to emphasize the biparameter structure) and is defined for a function $f \in L^1_{loc}(\mathbb{R}^2)$ by
\[
MM(f)(x,y) := \sup_{R(x,y) \in \mathbb{R}^2} \frac{1}{|R|} \int_R |f(t,s)| \, dt \, ds,
\]
where we take the supremum of the averages of $f$, on every rectangle $R$ containing the point $(x,y) \in \mathbb{R}^2$.

**Definition 2.2 (Eccentricity).** For a rectangle $R$ with $|R| = R_1 \times R_2$, where $R_1$ and $R_2$ denote the horizontal and vertical side lengths of $R$ respectively, we define the eccentricity of $R$ by $\varepsilon_R := \frac{R_2}{R_1}$.

**Lemma 2.3.** Uniformly in $\alpha \in \{0, \delta\}^2$, fix a function $F \in W^{s,p}(\mathbb{R}^2)$ for some $p \in (2, \infty)$ and $s \in (\frac{2}{p}, 1)$. Then for every integers $k_1, k_2$ and every exponents $\gamma_1, \gamma_2 \in (-\delta, \delta)$ with $\delta := \min\{\frac{1}{p}, s - \frac{2}{p}\} > 0$ we have
\[
\left( \sum_{R \in \mathbb{B}^p} |\langle F, h_R \rangle|^p \right)^{1/p} \lesssim 2^{k_1(\frac{1}{2} + \gamma_1)} 2^{k_2(\frac{1}{2} + \gamma_2)} \|F\|_{W^{s,p}(\mathbb{R}^2)}.
\]

**Proof.** This estimate can be obtained by interpolation. Aiming that, it suffices us to prove the three endpoints $p = 2$ or $\infty$ and $s = \frac{2}{p}$ or $s = 1$.

- For $p = \infty, s = 0$, this is direct with $\gamma_1 = \gamma_2 = 0$ since for every rectangle $R$ of dimensions $2^{k_1} \times 2^{k_2}$ we have
  \[
  |\langle F, h_R \rangle| \lesssim \|F\| \|h_R\|_1 \lesssim \|F\|_\infty |R|^{1/2}.
  \]
- For $p = \infty$, $s = 1$, so $F$ is supposed to be Lipschitz. If $k_i \leq 0$, we perform an integration by parts along the coordinate $i$, and we obtain
  \[
  |\langle F, h_R \rangle| \lesssim \|F\|_{W^{1,\infty}} \|H_R\|_1 \lesssim \|F\|_{W^{1,\infty}} |R|^{1/2} 2^{k_1 \gamma_1} 2^{k_2 \gamma_2},
  \]
  where $H_R$ is the primitive function of $h_R$ along the coordinates for which $k_i \leq 0$ and where we chose $\gamma_i = 1$ if $k_i \leq 0$ and else $\gamma_i = 0$.
- For $p = 2$, $s = 1$, this is direct by Plancherel inequality and integration by parts with $\gamma_1 = \gamma_2 = \frac{1}{2}$.

\[\square\]

**Lemma 2.4 (Shifted Dyadic Grids - [17, Proposition 2.1]).** For some $\delta > 0$, there exists a constant $c = c(\delta)$ such that for any interval $I \subset \mathbb{R}$, there exist $\alpha \in \{0, \delta\}$ and $I_0 \in \mathbb{D}^\alpha$ such that
\[
I \subset I_0 \subset cI.
\]
For any rectangle $R \subset \mathbb{R}^2$, there exist $\alpha \in \{0, \delta\}^2$ and $R_0 \in \mathbb{D}^\alpha$ such that
\[
R \subset R_0 \subset cR.
\]

For notational convenience, we choose the constant $c = 2$, which is always possible by considering a larger collection of shifted dyadic grids. This numerical constant will mainly appear in (6.9) and does not play any important role.
Figure 1. Position of $S$ and $R$, the point $(x, y)$ is located at $X$ and here, $R$ has an eccentricity exactly equals to $\tan(\theta)$.

3. Counter-examples for Questions 1.1 and 1.2.

3.1. Counter-example for Question 1.1. We want here to explain why the answer of Question 1.1 for rotations is negative.

Consider the function $F(x, y) := 1_{[0,1]}(x)$. Since $F$ is constant along the $y$-variable, it belongs to the kernel of $BMO(\mathbb{R}^2)$. It suffices us to check that with $\phi := \phi^\theta$ the rotation of angle $\theta \in (0, 2\pi) \setminus \{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$ then $F \circ \phi$ is not vanishing in $BMO(\mathbb{R}^2)$.

For simplicity, consider the case where $\theta \in (0, \frac{\pi}{2})$ and consider a dyadic rectangle $R := I \times J$ of this type: the intervals $I = 2^k(i, i+1)$ and $J = 2^\ell(j, j+1)$ satisfying

- the eccentricity satisfies $\frac{2^\ell}{2^k} \simeq \tan(\theta)$ and both $2^k, 2^\ell \ll 1$;
- there exists a point $(x, y)$ such that $y = -x \tan(\theta) + \sin(\theta)^{-1}$ and

$$2^k(i + \frac{1}{4}) \leq x \leq 2^k(i + \frac{1}{2}) \quad \text{and} \quad 2^\ell(j + \frac{1}{4}) \leq y \leq 2^\ell(j + \frac{1}{2}).$$

The function $F \circ \phi$ is supported and equal to 1 on the strip

$$S := \{(x, y), \quad -x \tan(\theta) \leq y \leq -x \tan(\theta) + \sin(\theta)^{-1}\}.$$ 

So by the picture (see Figure 1), one easily deduces that

$$2^k(i, i+1/4) \times 2^\ell(j, j+1/4) \subset S \cap R \subset 2^k(i, i+1/2) \times 2^\ell(j, j+1/2) \quad (3.1)$$

which is one quarter of the initial rectangle $R$.

As a consequence, $F \circ \phi$ and $h_R$ are both constant on the support of $(F \circ \phi) \cdot h_R$ and so with (3.1),

$$|\langle F \circ \phi, h_R \rangle| = \frac{|S \cap R|}{|R|} \geq \frac{1}{16}.$$ 

This yields in particular a lower bound

$$\frac{1}{16} \leq \|F \circ \phi\|_{BMO(\mathbb{R}^2)}$$

which, combined with $\|F\|_{BMO(\mathbb{R}^2)} = 0$, gives a negative answer to Question 1.1.
Remark 3.1. Indeed we see by this counterexample that for a function \( \phi \) to satisfy the inequality (1.3) in Question 1.1, a necessary condition is that \( \phi \) preserves the kernel of BMO(\( \mathbb{R}^2 \)).

Let

\[
F := (x, y) \mapsto f_x + g_y
\]
a function in the kernel. Hence \( F = 0 \) in BMO(\( \mathbb{R}^2 \)) so if we have a map \( \phi \) which answers positively to Question 1.1 then \( F \circ \phi \) has also to be in the kernel of BMO(\( \mathbb{R}^2 \)).

If we look for \( \phi \) a rotation, then there is only the four 'trivial' possibilities of rotations of angle 0, \( \frac{\pi}{2}, \pi, \frac{3\pi}{2} \), which are easily preserving the BMO norm (since the image of a rectangle is again a rectangle with sides parallel to the axis). Observe that the previous counterexample requires \( |\tan(\theta)| < \infty \) and \( \sin(\theta) \neq 0 \), which exactly excludes these trivial situations.

Remark 3.2. This counterexample not only proves the failure of preservation of biperparameter BMO norm under rotations, but also suggests extra conditions one needs to impose on \( F \). One reasonable condition will be to impose some integrability \( F \in L^p \) for some \( p < \infty \) to exclude the functions in the kernel.

Indeed one first notices that for any \( F \in \text{BMO} \), \( F \) can be written as

\[
F = \sum_{R \in \mathbb{D}} \langle F, h_R \rangle h_R + f_x + g_y. \quad (3.2)
\]

Suppose that \( F \in L^p \) for some \( p \in (1, \infty) \). Then by Khinchine’s inequality and the square function estimate,

\[
\left\| \sum_{R \in \mathbb{D}} \langle F, h_R \rangle h_R \right\|_p \sim \left( \sum_{R \in \mathbb{D}} |\langle F, h_R \rangle|^2 \right)^{\frac{1}{2}} \lesssim \|F\|_p. \quad (3.3)
\]

Therefore, by triangle’s inequality,

\[
\|f_x + g_y\|_p = \left\| F - \sum_{R \in \mathbb{D}} \langle F, h_R \rangle h_R \right\|_p \leq \|F\|_p + \left\| \sum_{R \in \mathbb{D}} \langle F, h_R \rangle h_R \right\|_p \lesssim \|F\|_p < \infty \quad (3.4)
\]

which imposes the condition that for almost every \( (x, y) \in \mathbb{R}^2 \),

\[
f_x \equiv g_y \equiv 0. \quad (3.5)
\]

In conclusion, assuming that \( F \in L^p(\mathbb{R}^2) \) for some \( p \in (1, \infty) \) will prevent us to deal with the kernel of BMO(\( \mathbb{R}^2 \)).

We move the reader to Section 4, for more motivation about introducing a small term with a Sobolev norm.

3.2. Counter-example for Question 1.2. To provide a negative answer to Question 1.2, one would like to show its negation as stated in the following theorem.

Theorem 3.3. Suppose that \( \phi := \phi^0 \) is the rotation in \( \mathbb{R}^2 \) of angle \( \theta \). For any constant \( C(\theta) \), there exists some \( p > 2 \) and some \( F \in \text{BMO}(\mathbb{R}^2) \cap W^{1,p}(\mathbb{R}^2) \) such that for any \( \epsilon(\theta, p) < 1 \), the following two conditions cannot hold simultaneously.

1. \( \lim_{\theta \to 0} \epsilon(\theta, p) = 0 \)
2. The inequality

\[
\|F \circ \phi^0\|_{\text{BMO}(\mathbb{R}^2)} \leq C(\theta)\|F\|_{\text{BMO}(\mathbb{R}^2)} + \epsilon(\theta, p)\|F\|_{W^{1,p}(\mathbb{R}^2)} \quad (3.6)
\]

is valid.

Proof. Define

\[
F(x, y) := f(x)g(y),
\]

where

1. \( f(x) := \psi_{[0,1]}(x) \) denotes a smooth variant of the Haar wavelet on \( [1, 2] \);
2. Let \( \alpha := \alpha(p) \) denote a positive number depending on \( p \). Define

\[
g(y) := \begin{cases} 
1 & \text{for } y \in [-1, 1] \\
|y|^{-\alpha} & \text{for } y \in (-\infty, -1) \cup (1, \infty).
\end{cases}
\]
Observe that the function $F$ depends on $p$ through the parameter $\alpha$, we will adopt a simplified notation and keep this dependence implicit. We will prove the following three properties of $F$:

- **Property (A):** For the choice $\alpha(p) := \frac{2}{p}$, there exists a numerical constant $C_1$ (independent of $p$) such that
  \[
  \sup_{2 \leq p < \infty} \|F\|_{W^{1,p}} \leq C_1.
  \]

- **Property (B):** For the choice $\alpha(p) = \frac{2}{p}$, there exists a numerical constant $C_2$, independent of $p$ such that for every $p \in [4, \infty)$
  \[
  \|F\|_{BMO} \leq C_2 p^{-\frac{1}{4}}.
  \]

- **Property (C):** There exists a numerical constant $c > 0$, such that for every $\theta \in (0, 2\pi) \setminus \{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$
  \[
  c < \|F \circ \phi^\theta\|_{BMO}.
  \]

These three properties will be proved in the next lemmas, we are now going to explain how they imply the desired statement.

Assume that the inequality (3.6) is true for this specific function $F$ with the choice $\alpha(p) = \frac{2}{p}$, for the sake of contradiction. By combining Properties A, B and C, one deduces that
\[
\epsilon(\theta, p) > \frac{9}{10} c \cdot C_1^{-1}
\]
which implies that
\[
\epsilon(\theta, p) > \frac{9}{10} c \cdot C_1^{-1}
\]
and completes the proof of the theorem.

We now have to detail the proofs of the three properties, which will be done through the next lemmas.

**Lemma 3.4.** For the choice $\alpha(p) := \frac{2}{p}$, there exists a numerical constant $C_1$ (independent of $p$) such that
\[
\sup_{2 \leq p < \infty} \|F\|_{W^{1,p}} \leq C_1.
\]

**Proof.** One first notices that
\[
\|F\|_{L^p(\mathbb{R}^2)} = \|f\|_p \|g\|_p
\]
where for some numerical constant $Q := \max(\|F\|_2, \|F\|_{\infty})$ we have
\[
\sup_{2 \leq p < \infty} \|F\|_p \leq Q.
\]

Moreover
\[
\|g\|_p^p = 2 + 2 \int_1^\infty y^{-\alpha p} dy
\]
\[
= 2 + 2 \frac{1}{\alpha p - 1}
\]
\[
= 2(1 + \frac{1}{\alpha p - 1}),
\]
where we used $\alpha p = 2 > 1$. By plugging the above estimates into (3.9), one obtains
\[
\|F\|_{L^p} \leq 2^{\frac{1}{p}} \frac{1}{\alpha p - 1} = 4^{\frac{1}{p}} Q.
\]

Moreover, by applying the computation (3.10), one derives that
\[
\|D_x F\|_p = \|f\|_p \|g\|_p \leq 2^{\frac{1}{p}} Q(1 + \frac{1}{\alpha p - 1})^{\frac{1}{p}} = 4^{\frac{1}{p}} Q',
\]
with another numerical constant $Q'$. Meanwhile,
\[ \|D_y F\|_p = \|f\|_p \|g'\|_p \]
where
\[ \|g'\|_p^p = 2\alpha^p \int_1^\infty y^{-\alpha p + p} dy \]
\[ = 2\frac{\alpha^p}{\alpha p + p - 1} \]
\[ = 2\frac{\alpha^p}{\alpha p + p - 1}. \tag{3.11} \]
Then
\[ \|D_y F\|_p \leq Q \cdot 2^{\frac{\alpha}{\alpha p + p - 1}} \leq 2^{\frac{\alpha}{p(1 + p)}} \frac{2}{\alpha p + p - 1} Q. \]
In conclusion,
\[ \|F\|_{W^1,p} \leq (Q + Q')\frac{2}{p(1 + p)} \frac{2}{\alpha p + p - 1}. \tag{3.12} \]
Then (3.12) can be simplified as
\[ \|F\|_{W^1,p} \leq 2(Q + Q')\frac{2}{p(1 + p)} \frac{2}{\alpha p + p - 1}. \tag{3.13} \]
For any $p \in [2, \infty)$, (3.13) can be estimated by a universal constant independent of $p$. In particular, since
\[ \left(\frac{1}{p + 1}\right)^{\frac{1}{p}} \leq 1 \text{ for any } 2 \leq p < \infty, \]
\[ \|F\|_{W^1,p} \leq 8(Q + Q') =: C_1. \tag{3.14} \]

**Lemma 3.5.** For the choice $\alpha(p) = \frac{2}{p}$, there exists a numerical constant $C_2$, independent of $p$ such that for every $p \in [4, \infty)$
\[ \|F\|_{BMO(\mathbb{R}^2)} \leq C_2 p^{-\frac{1}{p}}. \tag{B} \]

**Proof.** Estimate (B) follows immediately from the two following Claims 3.6 and 3.7 with the choice of $\alpha = \frac{2}{p}$. \qed

**Claim 3.6.**
\[ \|F\|_{BMO(\mathbb{R}^2)} \lesssim \|g\|_{BMO(\mathbb{R})}. \tag{3.15} \]

**Proof of Claim 3.6.** By definition of the biparameter BMO norm,
\[ \|F\|_{BMO} = \sup_{a,b \in \{0, \delta\}} \|F\|_{BMO^{a,b}(\mathbb{R}^2)}. \]
So fix some parameters $a, b \in \{0, \delta\}$, we have
\[ \|F\|_{BMO^{a,b}}^2 = \sup_{\Omega} \frac{1}{|\Omega|} \sum_{I \times J \subseteq \Omega} \|f \otimes g, h_I \otimes h_J\|^2 = \sup_{\Omega} \frac{1}{|\Omega|} \sum_{I \times J \subseteq \Omega} \|f, h_I\|^2 \|g, h_J\|^2, \tag{3.16} \]
where the supremum is taken over all subset $\Omega \subset \mathbb{R}^2$. Since $f$ is a smooth variant of the Haar wavelet on the interval $[1, 2]$, one can intuitively guess that some open set $\Omega$ for which the sup is attained has to be of the form
\[ \Omega = [1, 2] \times \Omega_2. \]
More rigorously, by integration by parts, we have
\[ \|f, h_I\| \lesssim |I| \]
and is non-vanishing only if $I \subseteq [0, 4]$. For such $I$, let $\Omega_I$ denotes a maximal disjoint union of dyadic intervals in $\mathbb{R}_y$ such that
\[ I \times \Omega_I \subset \Omega. \]
In particular, 
\[ \Omega_I = \bigcup_{K \in K_I} K \]
for some maximal collection \( K_I \) of disjoint dyadic intervals (of \( \mathbb{D}^b \)). We deduce that
\[
\frac{1}{|\Omega|} \sum_{I \times J \subseteq \Omega} |\langle f, h_I \rangle|^2 |\langle g, h_J \rangle|^2 \lesssim \frac{1}{|\Omega|} \sum_{I \subseteq [0,4]} |I|^2 \sum_{J \subseteq \Omega_I} |\langle g, h_J \rangle|^2 = \frac{1}{|\Omega|} \sum_{I \subseteq [0,4]} |I|^2 \sum_{K \in K_I} \sum_{J \subseteq K} |\langle g, h_J \rangle|^2
\]
\[
\lesssim \frac{1}{|\Omega|} \sum_{I \subseteq [0,4]} |I|^2 \sum_{K \in K_I} |K| \|g\|_{\text{BMO}}^2 \lesssim \|g\|_{\text{BMO}}^2 \frac{1}{|\Omega|} \sum_{I \subseteq [0,4]} |I|^2 |\Omega_I|
\]
\[
\lesssim \|g\|_{\text{BMO}}^2 \sum_{2^k \leq 4} 2^{k} \frac{1}{|\Omega|} \sum_{I, |I|=2^k} |I| |\Omega_I| \lesssim \|g\|_{\text{BMO}}^2 \sum_{2^k \leq 4} 2^{k}
\]
\[
\lesssim \|g\|_{\text{BMO}}^2. \quad (3.17)
\]
where the last equality follows from the fact that for a fixed scale \( k \), then \((I \times \Omega_I)_{I,|I|=2^k}\) is a disjoint collection of subset of \( \Omega \) so 
\[
\sum_{I, |I|=2^k} |I| |\Omega_I| \leq |\Omega|.
\]
Indeed as initially guessed, the main contribution is obtained for the scale 1 which corresponds to the situation where the considered subset \( \Omega \) is of the type \( \Omega = [1,2] \times \Omega_{[1,2]} \). \( \square \)

Claim 3.7. For \( \alpha \in (0,1/2) \), for every interval \( J \subset \mathbb{R} \),
\[
\text{osc}_J(g) := \left( \frac{1}{|J|} \int_J |g - \frac{1}{|J|} \int_J g|^2 dy \right)^{\frac{1}{2}} \lesssim \alpha^{\frac{1}{2}} \quad (3.18)
\]
and so \( \|g\|_{\text{BMO}(\mathbb{R})} \lesssim \alpha^{\frac{1}{2}} \).

Proof of Claim 3.7. The proof proceeds as a case-by-case analysis. A detailed argument would be included for the first case while the second case follows from a similar argument.

Case I. \( |J| \leq \alpha^{-\frac{1}{2}} \)

(a) For “small” intervals of the form \( J = [1,1+j] \) where \( j := |J| \), one can invoke the Poincaré inequality to estimate
\[
\text{osc}_J(g) = \left( \frac{1}{|J|} \int_J |g - \frac{1}{|J|} \int_J g|^2 dy \right)^{\frac{1}{2}} \lesssim |J| \left( \frac{1}{|J|} \int_1^{1+j} |\nabla g|^2 dy \right)^{\frac{1}{2}} \lesssim \alpha |J|^{\frac{1}{2}} \left( \int_1^{1+j} y^{-2\alpha-2} dy \right)^{\frac{1}{2}} \lesssim \alpha |J|^{\frac{1}{2}} \left( \frac{1 - (1+j)^{-2\alpha-1}}{2\alpha + 1} \right)^{\frac{1}{2}}
\]
If \( j \geq 1 \), one can apply the trivial estimate that given \( -2\alpha - 1 < 0 \),
\[
0 < (1+j)^{-2\alpha-1} \leq 1
\]
and thus
\[
0 \leq 1 - (1+j)^{-2\alpha-1} < 1 \leq (2\alpha + 1)j. \quad (3.20)
\]
If \( j < 1 \), one employs the Taylor expansion
\[
(1+j)^{-2\alpha-1} = 1 + (-2\alpha - 1)j + O(j^2)
\]
which leads to
\[
1 - (1+j)^{-2\alpha-1} \leq (2\alpha + 1)j. \quad (3.21)
\]
Combining (3.20) and (3.21), one obtains the following estimate for (3.19),
\[
\text{osc}_J(g) \leq \left( \frac{1}{|J|} \int_J |g - \frac{1}{|J|} \int_J g|^2 dy \right)^{\frac{1}{2}} \lesssim \alpha |J| \lesssim \alpha^{\frac{1}{2}},
\]
where the last inequality follows from the condition that \( j \leq \alpha^{-\frac{1}{2}} \).
(b) For intervals of the form $J = [1 - j_1, 1 + j_2]$ for some $j_1 < 2$ or $J = [-1 - j_1, 1 + j_2]$ for some $j_1, j_2 \geq 0$, the argument in (a) can be applied similarly. In particular, for $J = [-1 - j_1, 1 + j_2]$,

$$
\left( \frac{1}{|J|} \int_J |g - \int_J g|^2 \, dy \right)^{\frac{1}{2}} \leq C |J| \left( \frac{1}{|J|} \int_{-1-j_1}^{1+j_2} |\nabla g|^2 \, dy \right)^{\frac{1}{2}}
= C |J| \left( \frac{1}{|J|} \int_{-1-j_1}^{-1} |\nabla g|^2 \, dy + \frac{1}{|J|} \int_1^{1+j_2} |\nabla g|^2 \, dy \right)^{\frac{1}{2}}
$$

where both integrals can be estimated using the same reasoning as above to derive that

$$
|J| \frac{1}{|J|} \int_{-1-j_1}^{-1} |\nabla g|^2 \, dy \lesssim \alpha^2 j_1 \quad \text{and} \quad |J| \frac{1}{|J|} \int_1^{1+j_2} |\nabla g|^2 \, dy \lesssim \alpha^2 j_2.
$$

When combined, one attains that

$$
osc_J(g) = \left( \frac{1}{|J|} \int_J |g - \int_J g|^2 \, dy \right)^{\frac{1}{2}} \lesssim \alpha \sqrt{\alpha} \lesssim \alpha^\frac{3}{4}.
$$

(c) Since we are estimating the oscillation through the Poincaré inequality and that the gradient $\nabla g$ is increasing in $(-\infty, -1)$ vanishing on $(-1, 1)$ and decreasing on $(1, \infty)$, one easily deduces that intervals maximizing the oscillation have to be of the form (a) or (b).

Therefore, for $0 < \alpha < \frac{1}{4}$, one can summarize the estimate for Case I as follows

$$
osc_J(g) \lesssim \alpha^\frac{3}{4} \lesssim \alpha^\frac{1}{8}.
$$

Case II. $|J| > \alpha^{-\frac{1}{4}}$

(a) For the interval of the form $J = [1, 1+j]$, one first notices that for any $y \in \mathbb{R}$, $|g(y) - g(1+j)| \leq 1$, which gives

$$
osc_J(g)^2 \lesssim \frac{1}{|J|} \int_1^{1+j} |g(y) - g(1+j)|^2 \, dy
\lesssim \frac{1}{|J|} \int_1^{1+j} |g(y) - g(1+j)| \, dy
\lesssim \frac{1}{|J|} \int_1^{1+j} y^{-\alpha} - (1+j)^{-\alpha} \, dy
\lesssim \frac{1}{|J|} \left( \frac{(1+j)^{1-\alpha} - 1}{1-\alpha} - (1+j)^{-\alpha j} \right)
\lesssim \frac{1}{|J|} \left( \frac{(1+j)^{1-\alpha} - 1}{1-\alpha} - (1+j)^{1-\alpha} + (1+j)^{-\alpha} \right)
\lesssim \frac{1}{j} (1+j)^{1-\alpha} \left( \frac{1}{1-\alpha} - 1 \right) + \frac{1}{j(1+j)^{\alpha}}
$$

where, according to the fact that $0 < \alpha < 1/2$ and $j > \alpha^{-\frac{1}{2}}$,

$$
\frac{1}{j} (1+j)^{1-\alpha} \left( \frac{1}{1-\alpha} - 1 \right) \leq \frac{1+j}{j} \left( \frac{1}{1-\alpha} - 1 \right) \leq 2 \frac{1+j}{j} \alpha \lesssim \alpha \lesssim \sqrt{\alpha}
$$

and

$$
\frac{1}{j(1+j)^{\alpha}} \lesssim \frac{1}{j} \lesssim \sqrt{\alpha}.
$$

So finally $osc_J(g) \lesssim \alpha^\frac{1}{8}$.

(b) Suppose that $J = [1 - j_1, 1 + j_2]$ for some $j_1 < 2$ or $J = [-1 - j_1, 1 + j_2]$ for some $j_1, j_2 > 0$, the computation in (a) is still valid with slight modifications. For example, consider $J = [-1 - j_1, 1 + j_2]$ with $j_1 < j_2$, then $1 \leq \alpha^{-\frac{1}{4}} \lesssim |J| \simeq j_2$ and

$$
osc_J(g) \lesssim \frac{1}{|J|} \int_{-1-j_1}^{1+j_2} |g(y) - g(1+j_2)| \, dy
$$
There exists a numerical constant $c > 0$, such that for every $\theta \in (0, 2\pi) \setminus \{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$

\[
c < \|F \circ \phi^\theta\|_{\text{BMO}}.
\]

Lemma 3.8. There exists a numerical constant $c > 0$, such that for every $\theta \in (0, 2\pi) \setminus \{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\}$

\[
c < \|F \circ \phi^\theta\|_{\text{BMO}}.
\]

Proof. To obtain this lower bound of the BMO norm, we are considering a specific rectangle $R$, which will be the same as the one already used in Subsection 3.1. Indeed, there the counterexample phenomena are “localized” (in other words they do not exist at infinity). Here we want to consider Sobolev functions $F$, so the function $g$ is decaying a little bit at infinity, but locally around the unit square $[-1,1]^2$, our present function $F$ is ‘similar’ as the one used in the previous counterexample and for which we already proved a lower bound of the BMO norm. There are only two minor differences: $f$ is now a smooth version of the Haar wavelet, instead of being the characteristic function of the interval. Since the phenomena are localized only around one extremity of the function, considering the Haar wavelet or the characteristic function does not change anything. The smooth variant can be considered as a small perturbation, hence also does not bring new difficulties.

So consider first the ‘exact case’ where $f = h_{[1,2]}$ is the exact Haar wavelet. Then by following the example illustrated in Subsection 3.1, we can consider the same rectangle $R$ (as there) and we see that, with the same notations as there, $F \circ \phi^\theta$ is supported on the strip $S$ and $S \cap R$ is contained in one quarter of $R$ (where $h_R$ is constant) and also in one half of the strip $S$ (where $F \circ \phi^\theta$ is constant). So by that way, $F \circ \phi^\theta$ and $h_R$ are both constant on the support of $(F \circ \phi^\theta) \cdot h_R$. A similar computation yields then

\[
\frac{1}{16} \leq |\langle F \circ \phi^\theta, h_R \rangle|.
\]

Now, there is no problem to see that if $f$ is a smooth variant of the Haar wavelet, close enough, then we will still have

\[
\frac{1}{32} \leq |\langle F \circ \phi^\theta, h_R \rangle|,
\]

which implies the lower bound for the BMO norm

\[
\frac{1}{32} \leq \|F \circ \phi^\theta\|_{\text{BMO}}.
\]
4. Motivation of Theorem 1.3

Before delving into the proof of Theorem 1.3, we would first motivate why we expect the two norms on the right hand side of (1.5) to appear and why the weight in front of each norm is natural. Suppose that \( \psi \in \mathcal{S}(\mathbb{R}^2) \) - a smooth version of the Haar wavelet - is defined as

\[
\psi(x, y) := \psi_1(x)\psi_2(y)
\]

where \( \psi_1, \psi_2 \in \mathcal{S}(\mathbb{R}) \) are compactly supported in the interval \([-\frac{1}{2}, \frac{1}{2}]\) and satisfy

\[
\int_{\mathbb{R}} \psi_1(x) \, dx = \int_{\mathbb{R}} \psi_2(y) \, dy = 0.
\]

Let \( K \) denote the dyadic rectangle illustrated in Figure 2 centered at the origin with \( |K| = K_1 \times K_2 \). Define

\[
F(x, y) := \frac{1}{|K|^2} \psi(K_1^{-1}x, K_2^{-1}y)
\]

which is a smooth \( L^2 \)-normalized bump function adapted to \( K \) and \( F \in W^{s,p} \) for \( p \geq 2 \) and \( 0 \leq s \leq 1 \). To study the oscillation of \( F \) on the dyadic rectangle \( K \), a strictly simpler problem would be to understand the interaction of \( F \) with one wavelet \( h_K \) and in particular, one has the estimate

\[
|\langle F, h_K \rangle| \leq \|v\|_2. \tag{4.1}
\]

This could be viewed as the case when \( \theta = 0 \) and so \( \phi^\theta = \text{Id} \). As \( |\theta| \) grows positive but still “small” enough, one would expect \( F \circ \phi^\theta \) to be contained in \( 2\epsilon^{-1}K \) - the \( 2\epsilon^{-1} \) enlargement of \( K \) which could be majorized by the first term in (1.5). This case is drawn as the blue rectangle in Figure 2. Furthermore, the quantification of the “small” angle \( \theta \) depends on the eccentricity of \( K \). If \( K_2 \leq \epsilon^{-1}K_1 \), then for any \( 0 \leq \theta < \frac{\pi}{4} \), \( F \circ \phi^\theta \) would always be compactly supported in \( 2\epsilon^{-1}K \). If \( K_2 > \epsilon^{-1}K_1 \), then \( \theta \) needs to satisfy that \( |\sin \theta| \leq \frac{\epsilon^{-1}K_1}{K_2} \). As \( |\theta| \) increases such that \( |\sin \theta| > \frac{\epsilon^{-1}K_1}{K_2} \), then we would expect \( |\langle F \circ \phi^\theta, h_K \rangle| \) to be bounded by the second term in (1.5).

1. Geometric approach - multilinear Kakeya perspective: Heuristically, when \( \theta \) gets close to \( \frac{\pi}{2} \), we could give the following trivial estimate

\[
|\langle F \circ \phi^\theta, h_K \rangle| \leq |K|^{-\frac{1}{2}}|K|^{|-\frac{1}{2}}|K^\theta \cap K|, \tag{4.2}
\]

where \( K^\theta \) denote the rotated \( K \) depicted as the red rectangle in Figure 2. In this scenario, we encounter the intersection of two transversal rectangles which could be bounded by

\[
|K^\theta \cap K| \lesssim K_2^3|\sin \theta|^{-1}
\]

and by recalling the condition that \( |\sin \theta| > \frac{\epsilon^{-1}K_1}{K_2} \), we can deduce that

\[
|\langle F \circ \phi^\theta, h_K \rangle| \lesssim \epsilon. \tag{4.3}
\]

2. Analytic approach: In contrast with the first approach which reduces the estimate to a purely geometric problem, we could estimate the left hand side of (4.3) using the regularity of \( F \) and the integration by parts. We first denote (the \( L^2 \)-normalized dilated version)

\[
\psi_{K,\frac{x}{2}}(x, y) := -|K|^{-\frac{1}{2}} \psi(K_2^{-1}x, K_1^{-1}y),
\]

then for \( \theta = \frac{\pi}{2} \),

\[
|\langle F \circ \phi^\theta, h_K \rangle| = |\langle \psi_{K,\frac{x}{2}}, h_K \rangle| \leq \|\partial_x \psi_{K,\frac{x}{2}}\|_{L^p} \cdot \|H^1_K\|_{L^p'},
\]

where

\[
H^1_K(x, y) := \int_y^x h_K(s, y) \, ds.
\]

Moreover, we have the estimates that

\[
\|H^1_K\|_{L^p'} \lesssim K_1 \cdot |K|^{-\frac{1}{2}} \cdot |K|^\frac{1}{p'} = K_1 \cdot |K|^{\frac{1}{2}} \cdot |K|^{-\frac{1}{2}}
\]

\[
\|\partial_x \psi_{K,\frac{x}{2}}\|_{L^p} \lesssim K_2^{-1} \cdot |K|^{-\frac{1}{2}} \cdot |K|^{\frac{1}{2}}. \tag{4.4}
\]
Finally by combining both inequalities in (4.4) and recalling the condition $K_2 > \epsilon^{-1} K_1$, we conclude that
\[
|\langle \psi_{K_2}, h_K \rangle| \lesssim \frac{K_1}{K_2} < \epsilon. \quad (4.5)
\]

(3) **Comparison of geometric and analytic approaches**

Though in the current setting, both approaches give the same estimate, it is noteworthy that the geometric approach is less optimal than the analytic approach because the former never takes advantage of the oscillations of $F$ which could be captured by the latter approach. More precisely, the geometric approach would work equally well for any $L^2$-normalized non-negative function supported on $K$. The simplest example would be
\[
F = |K|^{-\frac{\pi}{2}} \mathbb{1}_K. \quad (4.6)
\]

However, the analytic approach exploits the information of $\partial_x (F \circ \phi^\theta)$ not only for the domain intersecting with $K$, but also the behavior of $\partial_x (F \circ \phi^\theta)$ outside and far away from $K$, which gives the small factor $K_2^{-1}$ in (4.5).

We would now look at a more complicated example of $F$ to elaborate this advantage.

Let $K^\sharp$ denote the rectangle rotated by the angle $\frac{\pi}{2}$ from $K$ and let $K^\sharp_2$ denote the collection of rectangles which are vertically translated copy of $K^\sharp$. Define
\[
F := \psi_{K^\sharp} \circ \phi^{-\frac{\pi}{2}}.
\]

Equivalently, we have $F \circ \phi^\theta = \psi_{K^\sharp}$.

(a) **Geometric approach:** Without the consideration of oscillations, we perform the same geometric estimate for each $K'$ so that for $\theta = \pi/2$
\[
|\langle F \circ \phi^\theta, h_K \rangle| \leq |K|^{-\frac{\pi}{4}} |K|^{-\frac{\pi}{4}} \sum_{K' \in K^\sharp_2} |K' \cap K| \sim 1. \quad (4.8)
\]

(b) **Analytic approach:** We can take advantage of the mild oscillations of $\psi_{K^\sharp}$ in $x$-direction and the cancellation of some relatively highly oscillating piece $h_K$ in $x$-direction. We use the integration by parts to apply both information, which yields the same estimate as before:
\[
|\langle \psi_{K^\sharp}, h_K \rangle| \lesssim \|\partial_x \psi_{K^\sharp}\|_{L^p} \cdot \|H_{K, L^p}^1\|_{L^p}.
\]

Then by applying the estimate for $H_{K, L^p}^1$ in (4.4), we obtain
\[
|\langle \psi_{K^\sharp}, h_K \rangle| \lesssim \|\partial_x \psi_{K^\sharp}\|_{L^p} \cdot K_1^{-\frac{1}{r}} K_2^{-\frac{1}{r}} |K|^{\frac{1}{r}}. \quad (4.9)
\]

By choosing $p = 2$, we conclude that
\[
|\langle \psi_{K^\sharp}, h_K \rangle| \lesssim \epsilon \frac{\pi}{4} |K|^2 \cdot \|H_{K, L^2}^1\|_{L^2}. \quad (4.10)
\]

It is also possible to recover the same estimate in (4.5) as follows. We will choose $p = \infty$. Then since $\psi_{K^\sharp}$ is defined in (4.7) as the superposition of functions with disjoint supports and each function is a translated copy of $\psi((K_2^{-1} x, K_1^{-1} y))$, we obtain
\[
|\langle \psi_{K^\sharp}, h_K \rangle| \lesssim \epsilon \frac{\pi}{4} |K|^2 \cdot \|H_{K, L^2}^1\|_{L^2} \quad (4.11)
\]

which generates the exactly same estimate as (4.5) after combining (4.4) for $H_{K, L^p}^1$ and (4.11):
\[
|\langle \psi_{K^\sharp}, h_K \rangle| \lesssim K_2^{-1} |K|^{-\frac{\pi}{4}} \cdot K_1 |K|^{\frac{1}{4}} < \epsilon. \quad (4.12)
\]
Motivated by the comparison and computations, we would like to take advantage of the regularity of $F \in W^{s,p}$ to extract small factors of the wavelet where $F \circ \phi^\theta$ is tested on so that we could obtain some similar estimate as (4.9) and thus (4.10). One key observation is that the condition on the eccentricity $\varepsilon_K < \epsilon$ (or $\varepsilon_K > \epsilon^{-1}$) plays an important role to attain the small power $\epsilon$ from (4.9). The following proposition generalizes the estimate (4.10) under the condition on $\varepsilon_K$ when the wavelets are localized to a dyadic rectangle.

**Proposition 4.1.** Suppose that $F \in W^{s,p}$ for some $s \in (0,1)$, $p \in [2,\infty)$ with $s > \frac{2}{p}$. Fix a dyadic grid $\mathbb{D}^\alpha$ and a dyadic rectangle $K_0 \in \mathbb{D}^\alpha$. Let $\zeta$ denote a positive real number. Then for any rotation map $\phi^\theta$ with $0 \leq \theta < \frac{\pi}{2}$, 

$$
\sum_{\substack{K \in \mathbb{D}^\alpha \setminus K_0 \setminus K_0 \varepsilon_K \leq \zeta}} |\langle F \circ \phi^\theta, h_K \rangle|^2 \lesssim \zeta^{2\gamma} |K_0| \|F\|_{W^{s,p}}^2,
$$

(4.13)
\[
\sum_{K \in \mathbb{D}^n \atop K \subseteq K_0 \atop \varepsilon_K \leq \zeta} |\langle F \circ \phi^\theta, h_K \rangle|^2 \lesssim \varepsilon^{2\gamma} |K_0| \|F\|_{W^{s,p}}^2
\] (4.14)

for an arbitrary exponent \( \gamma \in (0, \delta) \) with \( \delta := s - \frac{2}{p} \).

**Proof.** Let us detail the argument for (4.13) and the same argument will also hold for (4.14).

Since the Sobolev norm preserves the rotation map, we have \( F \circ \phi \in W^{s,p} \). Then we directly have (see Lemma 2.3)

\[
|\langle F \circ \phi^\theta, h_K \rangle| \lesssim \|F\|_{W^{s,p}} |K_1|^{\gamma_1} |K_2|^{\gamma_2} |K|^{1/2}
\]

where we can choose arbitrarily \( \gamma_1, \gamma_2 \in (-\delta, \delta) \). So we get

\[
\sum_{K \in \mathbb{D}^n \atop K \subseteq K_0 \atop \varepsilon_K \leq \zeta} \|F\|_{W^{s,p}}^2 \sum_{K \in \mathbb{D}^n \atop K \subseteq K_0 \atop \varepsilon_K \leq \zeta} |K| |K_1|^{2\gamma_1} |K_2|^{2\gamma_2}
\]

\[
\lesssim \|F\|_{W^{s,p}}^2 \sum_{2^{k_1} \leq |K_1|, 2^{k_2} \leq |K_2|} \sum_{2^{k_1} \leq |K_1|} \frac{|K_0|}{2^{k_1+k_2}} 2^{k_1+k_2} 2^{\gamma_1 k_1} 2^{\gamma_2 k_2},
\]

since for \( k_1, k_2 \) fixed, then the number of rectangles \( K \subseteq K_0 \) of dimensions \( 2^{k_1} \times 2^{k_2} \) is exactly \( \frac{|K_0|}{2^{k_1+k_2}} \). Using that we can choose \( \gamma_2 > 0 \) (as close as we want of \( \delta \)) so that

\[
\sum_{K \in \mathbb{D}^n \atop K \subseteq K_0 \atop \varepsilon_K \leq \zeta} |\langle F \circ \phi^\theta, h_K \rangle|^2 \lesssim \|F\|_{W^{s,p}}^2 |K_0| \sum_{2^{k_1} \leq |K_1|} 2^{2\gamma_1 k_1} 2^{\gamma_2 k_2}
\]

\[
\lesssim \|F\|_{W^{s,p}}^2 |K_0| \zeta^{2\gamma_2} \sum_{2^{k_1} \leq |K_1|} 2^{\gamma_1 k_1} 2^{\gamma_2}
\]

where at the end, we compute the sum over \( k_1 \) by choosing \( \gamma_1 \in (-\delta, \delta) \) such that \( \gamma_1 + \gamma_2 > 0 \) if \( k_1 \leq 0 \) and \( \gamma_1 + \gamma_2 < 0 \) if \( k_1 \geq 0 \) (which is always possible). \( \square \)

5. **Proof of Theorem 1.3 - Localizations and Decompositions**

We will start the proof of Theorem 1.3. Let us fix the rotation \( \phi = \phi^\theta \) for some angle \( \theta \), a function \( F \in \text{BMO} \cap W^{s,p} \) for some exponents \( s \in (0, 1) \), \( p \in [2, \infty) \) with \( s > \frac{2}{p} \) and a small parameter \( \varepsilon \in (0, 1) \).

We aim to control the biparameter BMO norm of \( F \circ \phi \), so we have to bound any oscillation with respect to arbitrary open subsets. So let us fix an open subset of finite measure \( \Omega \subseteq \mathbb{R}^2 \) and a dyadic grid \( \mathbb{D}^\alpha \) and we would like to control

\[
osc_{\Omega}(F \circ \phi) := \left( \sum_{K \in \mathbb{D}^\alpha} |\langle F \circ \phi, h_K \rangle|^2 \right)^{1/2} \tag{5.1}
\]

First of all, we would like to take advantage of Proposition 4.1 which relies heavily on the preservation of the Sobolev norm under rotations and suggests

(a) a separate treatment of sufficiently large or small eccentricities from intermediate eccentricities of \( K \);

(b) a natural localization of the oscillation on an arbitrary open set to rectangles which are more regular from both geometric and analytic perspectives for the application of Proposition 4.1 and for further estimates.

**Definition 5.1.** A rectangle \( K_0 \) is **maximal** if it is maximal with respect to inclusion in \( \Omega \), written as \( K_0 \subseteq_{\text{max}} \Omega \). We would denote the maximal rectangles by \( K_{\text{max}} \).
Then localization of (5.1) to maximal rectangles can be achieved as follows.

\[
\text{osc}_\Omega(F \circ \phi) = \left( \sum_{l \in \mathbb{N}} \sum_{K_{\max} \in \mathbb{D}^\alpha} \sum_{K \in \mathbb{D}^\alpha} |\langle F \circ \phi, h_K \rangle|^2 \right)^{\frac{1}{2}}
\]  

(5.2)

In general, the maximal rectangles are nested so that \( \sum_{K_{\max} \subseteq \Omega} |K_{\max}| \) is not comparable to \(|\Omega|\) apriori. To resolve this issue, we will further decompose the maximal rectangles so that we can apply Journé’s lemma and understand the estimate we could aim for.

**Definition 5.2.** For an integer \( l \in \mathbb{N} \), define a sub-collection of the maximal rectangles \( K_l \) as

\[
K_l := \{ K_0 \in \mathbb{D}^\alpha : K_0 \subseteq_{\max} \Omega \text{ and } 2^l K_0 \subseteq \tilde{\Omega}, 2^{l+1} K_0 \not\Subset \tilde{\Omega} \},
\]  

(5.3)

where

\[
\tilde{\Omega} := \{(x, y), MM(1_\Omega)(x, y) > \epsilon \}
\]

and

\[
\tilde{\Omega} := \{(x, y), MM(1_\Omega^0)(x, y) > \epsilon \}.
\]

**Remark 5.3.** According to Definition 5.2, we obtain a decomposition on the collection of maximal dyadic rectangles, denoted by \( K_{\max} \). In particular,

\[
K_{\max} = \bigcup_{l \in \mathbb{N}} K_l.
\]  

(5.4)

One important observation about the relationship between \( \epsilon > 0 \) and \( l \in \mathbb{N} \) is summarized in the following lemma.

**Lemma 5.4.** Let \( \epsilon > 0 \) and \( l \in \mathbb{N} \) denote the enlargement factor and decomposition levels as specified in Definition 5.2. Then the following relation is always true:

\[
2^{-2l} \lesssim \epsilon.
\]  

(5.5)

**Proof.** Indeed if \( 2^l \leq \frac{1}{4} \sqrt{\epsilon} \) then for any maximal rectangle \( K_0 \) and for every point \((x, y) \in 2^{l+1} K_0\), we will have

\[
MM(1_\Omega)(x, y) \geq \frac{1}{|2^{l+1} K_0|} \int_{2^{l+1} K_0} 1_\Omega(s, t) \, ds \, dt \geq 2^{-2(l+1)}
\]

since we work in dimension 2. So that yields \( MM(1_\Omega)(x, y) \geq 2 \epsilon > \epsilon \) and hence \((x, y) \in \tilde{\Omega}\). We deduce that \( 2^{l+1} K_0 \not\subseteq \tilde{\Omega} \) which is in contradiction with the definition of \( K_0 \) being in \( K_l \).

\[ \square \]

### 5.1. Localization and decomposition of \( \text{osc}_\Omega(F \circ \phi) \) for dyadic rectangles with sufficiently large and small eccentricities

We can then rewrite (5.2) based on the decomposition (5.4) as follows.

\[
\text{osc}_\Omega(F \circ \phi) = \left( \sum_{l \in \mathbb{N}} \sum_{K_{\max} \subseteq \Omega} \sum_{K \in \mathbb{D}^\alpha} \sum_{K_{\max} \subseteq K \subseteq K_l} |\langle F \circ \phi, h_K \rangle|^2 \right)^{\frac{1}{2}}
\]  

(5.6)

Thanks to Journé lemma [13], the nested sum of maximal rectangles in each sub-collection \( K_l \) with \( l \in \mathbb{N} \) fixed is comparable to the measure of \( \Omega \) with a loss of an arbitrarily small power of \( 2^l \).

We first state Journé’s lemma:

**Lemma 5.5** (Journé’s lemma). Let \( U \subseteq \mathbb{R}^2 \) be an open set and \( k \) a fixed non-negative integer. Assume that \( \mathcal{R} \) is a collection of dyadic rectangles which are maximal with respect to inclusion and which all lie in \( U \). Let

\[
\hat{\mathcal{U}} := \{MM \mathbb{1}_U > \frac{1}{2}\}
\]
and

\[ \tilde{U} := \{ M M 1_{\tilde{U}} > \frac{1}{2} \}. \]

Suppose that for each \( R \in \mathcal{R} \), \( 2^k R \subseteq \tilde{U} \) and that \( k \) is maximal with this property. Then for every \( \nu > 0 \),

\[ \sum_{R \in \mathcal{R}} |R| \lesssim_{\nu} 2^\nu |U|. \]

We refer the reader to [18, Tome II - Section 3.6] for a proof of Journé’s lemma (initially detailed in [13]). We remark that for \( U := \tilde{U}, \) and the enlargements \( \tilde{U} \) and \( \hat{U} \) are slightly different from \( \tilde{U} \) and \( \hat{U} \) since the fraction \( \frac{1}{2} \) is replaced by \( \epsilon > 0 \), which suggests that we would need a more general statement of Journé’s lemma in the current setting. We will show how such generalization is implemented to generate the desired estimate in the following lemma.

**Lemma 5.6.** For every \( \nu > 0 \) arbitrarily small and every integer \( l \geq 1 \) (with \( 2^{-2l} \lesssim \epsilon \)), we have

\[ \sum_{K_{\max} \in \mathcal{K}_l} |K_{\max}| \lesssim (\sqrt{\mathcal{E}} 2^l)^{\nu} |\Omega|. \]

**Proof.** Indeed for \( K_{\max} \in \mathcal{K}_l \), we have that

\[ |\hat{\Omega} \cap 2^{l+1} K_{\max}| \leq \epsilon |2^{l+1} K_{\max}| \]

which can be rewritten as

\[ |\hat{\Omega} \cap 2^{l+1} K_{\max}| \leq \frac{1}{2} 2^{l+1} K_{\max} \]

and that yields (because \( \epsilon \) is a small parameter and so \( 2 \sqrt{l} \leq 1 \))

\[ |\Omega \cap \sqrt{2} 2^{l+2} K_{\max}| \leq \frac{1}{2} 2^{l+2} K_{\max}. \]

Indeed this is the main property in the Journé’s Lemma. With \( k_0 \) such that \( \sqrt{2} \approx 2^{k_0} \), we see that for \( K_{\max} \in \mathcal{K}_l \) then \( K_{\max} \in \mathcal{C}_{l+k_0} \) where \( \mathcal{C}_l \) is the maximal class of Journé’s Lemma. So by the previous lemma, one gets

\[ \sum_{K_{\max} \in \mathcal{K}_l} |K_{\max}| \leq \sum_{K_{\max} \in \mathcal{C}_{l+k_0}} |K_{\max}| \lesssim 2^{(l+k_0)\nu} |\Omega| \lesssim (\sqrt{\mathcal{E}} 2^l)^{\nu} |\Omega|. \]

\[ \square \]

Inspired by Journé’s Lemma, we can apply Proposition 4.1 to the oscillation of \( F \) tested on the wavelets \( K \) which are contained in a fixed maximal rectangle \( K_{\max} \in \mathcal{K}_l \) and satisfy the eccentricity condition quantified by \( 2^{-l} \), which yields the following corollary.

**Corollary 5.7.** For a fixed maximal rectangle \( K_{\max} \in \mathcal{K}_l \) with \( |K_{\max}| = \mathcal{K}_l^0 \times K_{\max}^2 \), we have

\[ \sum_{K_{\max} \in \mathcal{K}_l} |(F \circ \phi, h_K)|^2 \lesssim 2^{-2 l \nu} |K_{\max}| \| F \|_{W^{s, p}}^2, \] (5.7)

and similarly

\[ \sum_{K_{\max} \in \mathcal{K}_l} |(F \circ \phi, h_K)|^2 \lesssim 2^{-2 l \nu} |K_{\max}| \| F \|_{W^{s, p}}^2, \] (5.8)

for an arbitrary exponent \( \gamma \in (0, \delta) \) with \( \delta := \min(s - \frac{2}{p}, \frac{1}{p}) \).

As a consequence of Corollary 5.7 and Journé’s lemma, for \( 0 < \gamma < \min(s - \frac{2}{p}, \frac{1}{p}) \) and \( \nu > 0 \),

\[ \sum_{K_{\max} \in \mathcal{K}_l} \sum_{K_{\max} \subseteq \Omega} |(F \circ \phi, h_K)|^2 \lesssim 2^{-2 l \nu} \sum_{K_{\max} \in \mathcal{K}_l} |K_{\max}| \| F \|_{W^{s, p}}^2 \lesssim \epsilon \sum_{K_{\max} \subseteq \Omega} |(F \circ \phi, h_K)|^2 \lesssim 2^{-l (2 \nu - \gamma)} |\Omega| \| F \|_{W^{s, p}}^2. \] (5.9)
By choosing $\nu > 0$ such that $2\gamma - \nu > 0$, we can majorize the oscillation of $F$ on a restricted subset of wavelets $K \subseteq \Omega$ by

$$
\left(\sum_{i \in \mathbb{N}} \sum_{K_{\max} \subseteq K} \sum_{K \subseteq K_{\max}} \sum_{\epsilon < 2^{i-\gamma}} |(F \circ \phi, h_K)|^2 \right)^{\frac{1}{2}} \lesssim \epsilon^2 \|\Omega\|^\frac{1}{p}\|F\|_{W^{s,p}},
$$

(5.10)

where the inequality follows from (5.9) and the relation between $l$ and $\epsilon$ highlighted in Lemma 5.4. By the exactly same argument,

$$
\left(\sum_{i \in \mathbb{N}} \sum_{K_{\max} \subseteq K} \sum_{K \subseteq K_{\max}} \sum_{\epsilon \geq 2^{i-\gamma}} |(F \circ \phi, h_K)|^2 \right)^{\frac{1}{2}} \lesssim \epsilon^2 \|\Omega\|^\frac{1}{p}\|F\|_{W^{s,p}}.
$$

(5.11)

5.2. Localization and decomposition of $\text{osc}_{\Omega}(F \circ \phi)$ for dyadic rectangles with intermediate eccentricities. We start with the following crucial observation.

**Observation 5.8.** Fix an integer $l \in \mathbb{N}$. Suppose that $K_{\max} \in \mathcal{K}_l$ (Definition 5.2) and $R$ is a rectangle with sides parallel to the coordinate axes and $|R| := 2^{l_1} \times 2^{l_2}$. Further assume that $R \not\subseteq \phi^R(\Omega)$. Then at least one of the following necessary conditions hold:

$$
2^{-l_1} r_1 \geq \frac{1}{2} \min \left( \frac{K^1_{\max}}{\cos \theta}, \frac{K^2_{\max}}{\sin \theta} \right) \quad \text{or} \quad 2^{-l_2} r_2 \geq \frac{1}{2} \min \left( \frac{K^1_{\max}}{\sin \theta}, \frac{K^2_{\max}}{\cos \theta} \right).
$$

(5.12)

Moreover $l$ has to satisfy the condition $l \geq L$ where $L$ is defined to be $2^{-L} := \epsilon^{1/2}$.

**Proof.** Fix $l \in \mathbb{N}$. The equivalence of the following two conditions is highlighted and heavily used in the proof. In particular, since $\phi^R$ is a 1-to-1 map,

$$
2^l K_{\max} \subseteq \Omega
$$

if and only if

$$
\phi^R(2^l K_{\max}) \subseteq \phi^R(\Omega).
$$

Indeed, the reason is that for $(x, y) \in \mathbb{R}^2$

$$
MM^R[1_{\phi^R(\Omega)}](x, y) := \sup_{K:(x, y) \in \phi^R(K)} \frac{1}{|\phi^R(K)|} \int_{\phi^R(K)} 1_{\phi^R(\Omega)}(t, s)dt\,ds
$$

$$
= \frac{1}{|K|} \int_K 1_{\Omega}(\tilde{t}, \tilde{s})d\tilde{t}\,d\tilde{s} = MM[1_{\Omega}](\phi^{-R}(x, y))
$$

where the equality follows from the change of variables

$$
(\tilde{t}, \tilde{s}) := \phi^{-R}(t, s) = [\phi^R]^{-1}(t, s)
$$

and the fact that $\phi^R$ is a rotation and so preserves the measure. As a consequence, this computation shows that if $(\hat{x}, \hat{y})$ satisfies that there exists a rectangle $K$ such that

$$
(\hat{x}, \hat{y}) \in K \quad \text{and} \quad \frac{|K \cap \Omega|}{|K|} > \epsilon,
$$

then $(x, y) := \phi^R(\hat{x}, \hat{y})$ satisfies that

$$
MM^R[1_{\phi^R(\Omega)}](x, y) > \epsilon,
$$

(5.13)

or equivalently, $(x, y) \in \phi^R(\Omega)$. One recalls that $2^l K_{\max} \subseteq \Omega$ means for any $(\hat{x}, \hat{y}) \in 2^l K_{\max}$, there exists $K$ containing $(\hat{x}, \hat{y})$ satisfying (5.13). Therefore, one can conclude that

$$
\phi^R(2^l K_{\max}) \subseteq \phi^R(\Omega).
$$

(5.14)
A consequence of (5.14) is that every rectangle \( R \) with \( R \cap (\phi(\Omega))^c \neq \emptyset \) satisfies
\[
R \cap (\phi(2^lK_{\text{max}}))^c \neq \emptyset.
\] (5.15)
Furthermore, for any \( K \subseteq K_{\text{max}} \), \( \langle h_R \circ \phi^\theta, h_K \rangle \neq 0 \) implies that
\[
R \cap \phi^\theta(K_{\text{max}}) \neq \emptyset.
\] (5.16)

The geometry of \( R, \phi^\theta(K_{\text{max}}) \) and \( \phi^\theta(2^lK_{\text{max}}) \) are shown in Figures 5 and 4.

To quantify the geometric depiction, one represents \( \phi^\theta(K_{\text{max}}) \) and \( \phi^\theta(2^lK_{\text{max}}) \) in coordinates. A point \((x, y) \in \mathbb{R}\) will be represented by the 2D vector \( \begin{bmatrix} x \\ y \end{bmatrix} \) and a side will be described by its four corners. By translation invariance, we can assume that one of the corner of \( K_{\text{max}} \) is 0 and so by denoting \( \kappa_1, \kappa_2 \) its two length, let us suppose that

\[
K_{\text{max}} = \begin{bmatrix} 0 & \kappa_1 & \kappa_2 & 0 \\ 0 & 0 & \kappa_2 & \kappa_2 \end{bmatrix},
\]

\[
2^lK_{\text{max}} = \frac{1}{2} \begin{bmatrix} -2^l\kappa_1 & (2^l+1)\kappa_1 & (2^l+1)\kappa_1 & -2^l\kappa_1 \\ -2^l\kappa_2 & (2^l+1)\kappa_2 & (2^l+1)\kappa_2 & (2^l+1)\kappa_2 \end{bmatrix},
\]

and the rotation \( \phi^\theta \) is given by the matrix

\[
\phi^\theta = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}.
\]

Then
\[
\phi^\theta(K_{\text{max}}) := \phi^\theta \cdot \begin{bmatrix} 0 & \kappa_1 & \kappa_1 & 0 \\ 0 & 0 & \kappa_2 & \kappa_2 \end{bmatrix} = \begin{bmatrix} 0 & \kappa_1 \cos \theta & \kappa_1 \cos \theta - \kappa_2 \sin \theta & -\kappa_2 \sin \theta \\ 0 & \kappa_1 \sin \theta & \kappa_1 \sin \theta + \kappa_2 \cos \theta & \kappa_2 \cos \theta \end{bmatrix};
\]

and
\[
\phi^\theta(2^lK_{\text{max}})
\]
\[= \frac{1}{2} \phi^\theta \cdot \begin{bmatrix} -2^l\kappa_1 & (2^l+1)\kappa_1 & (2^l+1)\kappa_1 & -2^l\kappa_1 \\ -2^l\kappa_2 & (2^l+1)\kappa_2 & (2^l+1)\kappa_2 & (2^l+1)\kappa_2 \end{bmatrix}
\]
\[= \frac{1}{2} \begin{bmatrix} -2^l\kappa_1 \cos \theta + 2^l\kappa_2 \sin \theta & (2^l+1)\kappa_1 \cos \theta + 2^l\kappa_2 \sin \theta & (2^l+1)\kappa_1 \cos \theta - (2^l+1)\kappa_2 \sin \theta & -2^l\kappa_1 \cos \theta - (2^l+1)\kappa_2 \sin \theta \\ -2^l\kappa_1 \sin \theta - 2^l\kappa_2 \cos \theta & (2^l+1)\kappa_1 \sin \theta - 2^l\kappa_2 \cos \theta & (2^l+1)\kappa_1 \sin \theta + (2^l+1)\kappa_2 \cos \theta & -2^l\kappa_1 \sin \theta + (2^l+1)\kappa_2 \cos \theta \end{bmatrix}.
\]

Moreover, one observes that for (5.15) and (5.16) to happen simultaneously, \( R \) has to intersect at least one side of \( \phi^\theta(K_{\text{max}}) \) and at least one side of \( \phi^\theta(2^lK_{\text{max}}) \). More precisely one same side of \( R \) will have to intersect a side of \( \phi^\theta(K_{\text{max}}) \) and a side of \( \phi^\theta(2^lK_{\text{max}}) \); or if it is not the case then it has to be true for \( 2R \). See the following configuration for example in Figure 4.
Suppose that $0 < \theta < \frac{\pi}{2}$ and assume without loss of generality that one side of $2R$ intersects at least one of the rotated sides, denoted by $l_1$ and $l_2$, of $\phi^\theta(K_{\text{max}})$ and intersects at least one of the rotated sides, denoted by $l'_1$ and $l'_2$, of $\phi^\theta(2^lK_{\text{max}})$, where

$$l_1 := \left\{ \phi^\theta \cdot \begin{bmatrix} 0 \\ \hat{y} \end{bmatrix}, 0 \leq \hat{y} \leq \kappa_2 \right\} = \left\{ \begin{bmatrix} -\hat{y} \sin \theta \\ \hat{y} \cos \theta \end{bmatrix}, 0 \leq \hat{y} \leq \kappa_2 \right\} \quad l_2 := \left\{ \phi^\theta \cdot \begin{bmatrix} \hat{x} \\ \kappa_2 \end{bmatrix}, 0 \leq \hat{x} \leq \kappa_1 \right\} = \left\{ \begin{bmatrix} \hat{x} \cos \theta - \kappa_2 \sin \theta \\ \hat{x} \sin \theta + \kappa_2 \cos \theta \end{bmatrix}, 0 \leq \hat{x} \leq \kappa_1 \right\}. $$

And similarly,

$$l'_1 := \left\{ \phi^\theta \cdot \begin{bmatrix} -2^l \kappa_1 \\ \hat{y} \end{bmatrix}, -2^l \kappa_2 \leq \hat{y} \leq (2^l + 1)\kappa_2 \right\} = \left\{ \begin{bmatrix} -2^l \kappa_1 \cos \theta - \hat{y} \sin \theta \\ -2^l \kappa_1 \sin \theta + \hat{y} \cos \theta \end{bmatrix}, -2^l \kappa_2 \leq \hat{y} \leq (2^l + 1)\kappa_2 \right\} \quad l'_2 := \left\{ \phi^\theta \cdot \begin{bmatrix} \hat{x} \\ (2^l + 1)\kappa_2 \end{bmatrix}, -2^l \kappa_1 \leq \hat{x} \leq (2^l + 1)\kappa_1 \right\} = \left\{ \begin{bmatrix} \hat{x} \cos \theta - (2^l + 1)\kappa_2 \sin \theta \\ \hat{x} \sin \theta + (2^l + 1)\kappa_2 \cos \theta \end{bmatrix}, -2^l \kappa_1 \leq \hat{x} \leq (2^l + 1)\kappa_1 \right\}. $$

(5.17)

There are 4 different cases, that we are going to study:

(a) Suppose that a horizontal side of $2R$ intersects $l_1$ and $l'_1$. So for a fix $c$, there exist $x_1, x_2$ such that $(x_1, c) \in l_1$ and $(x_2, x) \in l'_1$ which means for some suitable $\hat{y}_1, \hat{y}_2$

$$\begin{bmatrix} x_1 \\ c \end{bmatrix} = \phi^\theta \cdot \begin{bmatrix} 0 \\ \hat{y}_1 \end{bmatrix} = \begin{bmatrix} -\hat{y}_1 \sin \theta \\ \hat{y}_1 \cos \theta \end{bmatrix} \quad \text{and} \quad \begin{bmatrix} x_2 \\ c \end{bmatrix} = \phi^\theta \cdot \begin{bmatrix} -2^l \kappa_1 \\ \hat{y}_2 \end{bmatrix} = \begin{bmatrix} -2^l \kappa_1 \cos \theta - \hat{y}_2 \sin \theta \\ -2^l \kappa_1 \sin \theta + \hat{y}_2 \cos \theta \end{bmatrix} \quad \text{A straightforward computation shows that} \quad 2R_1 \geq |x_2 - x_1| = \frac{2^l \kappa_1}{|\cos \theta|}. $$

(b) Suppose that a horizontal side of $2R$ intersects $l_2$ and $l'_2$. One carries out the same computation as in (a) and yields that

$$2R_1 \geq |x_2 - x_1| = \frac{2^l \kappa_2}{|\sin \theta|}. $$

(c) Suppose that a horizontal side of $2R$ intersects $l_1$ and $l'_2$, as in Figure 5.

Then by a similar reasoning in (a) and (b), one obtains

$$|x_2 - x_1| = \frac{2^l \hat{x}_2}{|\cos \theta|}.$$
where $\tilde{x}_2$ ranges between $-2^k\kappa_1$ and $-2^k\kappa_2\cos\theta\sin\theta$. It is trivial that $2^k\frac{\tilde{x}_2}{\cos\theta}$ is a monotonically increasing function of $\tilde{x}_2$. Suppose, without loss of generality, that $0 \leq \theta \leq \frac{\pi}{2}$, and if

$$\frac{-2^k\kappa_1}{\cos\theta} \leq \frac{-2^k\kappa_2}{\sin\theta} \iff \frac{\kappa_1}{\cos\theta} \leq \frac{\kappa_2}{\sin\theta},$$

then

$$2R_1 \geq |x_2 - x_1| \geq 2^k\frac{\kappa_1}{\cos\theta}.$$  

If otherwise

$$\frac{-2^k\kappa_1}{\cos\theta} \geq \frac{-2^k\kappa_2}{\sin\theta} \iff \frac{\kappa_1}{\cos\theta} \geq \frac{\kappa_2}{\sin\theta},$$

then

$$2R_1 \geq |x_2 - x_1| \geq 2^k\frac{\kappa_2}{\sin\theta}.$$

(d) Suppose that a horizontal side of $R$ intersects $l_2$ and $l'_1$, by the same argument in (c), one deduces that

$$2R_1 \geq \min(2^k\kappa_1\frac{1}{\cos\theta}, 2^k\kappa_2\frac{1}{\sin\theta}).$$

By summarizing all four cases, one concludes that if at least one horizontal side of $2R$ intersects $\phi^\theta(K_{\text{max}})$ and $(\phi^\theta(2^lK_{\text{max}}))^c$, then

$$2R_1 \geq \min(2^k\kappa_1\frac{1}{\cos\theta}, 2^k\kappa_2\frac{1}{\sin\theta}).$$

And parallel arguments shows that if at least one vertical side of $2R$ intersects $\phi^\theta(K_{\text{max}})$ and $(\phi^\theta(2^lK_{\text{max}}))^c$, then

$$2R_2 \geq \min(2^k\kappa_1\frac{1}{\sin\theta}, 2^k\kappa_2\frac{1}{\cos\theta}).$$

This completes the proof of the observation. $\square$

Based on Observation 5.8, one can assume without loss of generality that (5.12) holds and in particular

$$2^{-l_2r_1} \geq \frac{1}{2} \min\left(\frac{K^1_{\text{max}}}{|\cos\theta|}, \frac{K^2_{\text{max}}}{|\sin\theta|}\right) = \frac{1}{2}\frac{K^1_{\text{max}}}{|\cos\theta|}.$$  

(5.18)

**Remark 5.9.** One first notices that the two conditions in (5.12) are symmetric in the sense that if we interchange the role of $2^r_1$ and $2^r_2$, the argument developed below would still go through. Furthermore, what we have assumed in (5.18) is that

$$\frac{K^2_{\text{max}}}{|\sin\theta|} \geq \frac{K^1_{\text{max}}}{|\cos\theta|}.$$  

One key feature used by (5.18) is that for any $K \subseteq K_{\text{max}}$ with $|K| = 2^{k_1} \times 2^{k_2}$, one has $2^{k_1} \leq K^1_{\text{max}}$, and thus

$$2^{k_1} \leq 2^{-l_2r_1}.$$  

(5.19)

If instead

$$\frac{K^2_{\text{max}}}{|\sin\theta|} \leq \frac{K^1_{\text{max}}}{|\cos\theta|},$$

then we would proceed the discussion with the following condition on the shapes of the dyadic rectangles involved:

$$2^{k_2} \leq 2^{-l_2r_1}.$$  

(5.20)

It is not difficult to observe the symmetry between (5.19) and (5.20) in the argument by switching $2^{k_1}$ and $2^{k_2}$.

Under the assumption (5.18), we obtain the following corollary which can be viewed as a quantification and generalization to the example in Section 4 (3).
Corollary 5.10. Suppose that $R$ and $K_{\text{max}}$ satisfy the conditions stated in Observation 5.8 and in particular (5.18). Then for any $K_s \subseteq K_{\text{max}}$ with $|K_s| = 2^{k_1} \times 2^{k_2}$ such that $2^{-l+3} \leq \varepsilon_{K_s} := \frac{\varepsilon_s}{2^l} \leq 2^{-l-3}$, we have

$$2^{k_1} + 2^{k_2} \leq \frac{1}{4} 2^{r_1}. \quad (5.21)$$

Proof. As pointed out from the beginning, $\varepsilon$ is considered as a small parameter, since the desired estimate is “trivial” for $\varepsilon \approx 1$. So by Lemma 5.4, we can then assume that $l \geq 10$. From that, (5.18) implies

$$\min(2^{k_1}, 2^{k_2}) \leq 2^{2^{-l}2^{r_1}} \leq \frac{1}{20} 2^{r_1}$$

and so with $8.2^{-l} \leq 2^{k_2-k_1} \leq \frac{1}{8} 2^{l}$, one deduces that

$$\max(2^{k_1}, 2^{k_2}) \leq \frac{1}{8} 2^{r_1}$$

and (5.21) thus follows. \qed

Corollary 5.10 provides a desirable localization of $\text{osc}_\Omega(F \circ \phi)$ in the sense that if $F \circ \phi$ adopts a Haar expansion for some $h_R$ with $R \not\subset \partial^0(\Omega)$, then the linear form $\langle \langle F, h_R \rangle \rangle h_R \circ \phi, h_K \rangle$ can be well localized to a dyadic children of $R$ if $K_s$ satisfies the condition specified in Corollary 5.10.

In order to achieve such localization, we need to restrict to rectangles whose the eccentricity belongs to $[2^{-l+3}, 2^{-l-3}]$.

If $2^{-l+3} \leq \varepsilon_{K_{\text{max}}} \leq 2^{-l-3}$, then there is nothing to do and we set $K_{\text{max},1} = K_{\text{max}}$. Assume now that $\varepsilon_{K_{\text{max}}} > 2^{-l-3}$. We decompose the segment $K_{\text{max}}^2$ by dyadic disjoint segments of length $2^{l-2}|K_{\text{max}}^1|$ (and so larger than $2^{-l+2}|K_{\text{max}}^1|$), which creates a decomposition of

$$K_{\text{max}}^2 = \bigcup_{i=1}^N K_{\text{max},i}^2$$

and also a decomposition of

$$K_{\text{max}} := \bigcup_{i=1}^N K_{\text{max},i} := \bigcup_{i=1}^N K_{\text{max},i}^1 \times K_{\text{max},i}^2.$$ 

Then for every $K = K^1 \times K^2 \subset K_{\text{max}}$ with the eccentricity $\varepsilon_{K_{\text{max},i}} \in [2^{-l+3}, 2^{-l-3}]$, $|K^2| \leq 2^{l-3}|K^1| \leq 2^{l-3}|K_{\text{max}}^1|$. So by the dyadic property of the grid, $K^2$ has to be included in one of the intervals $K_{\text{max},i}^1$ and so $K$ is included in one of the rectangles $K_{\text{max},i}$ for some unique $i$.

If the initial eccentricity $\varepsilon_{K_{\text{max}}} < 2^{-l+3}$, we perform the same decomposition by replacing $K_{\text{max}}^2$ with $K_{\text{max}}^1$.

In all three situations, we have decomposed $K_{\text{max}}$ as a union of disjoint rectangles $(K_{\text{max},i})_i$.

Remark 5.11. We will call the rectangles $K_{\text{max},i}$ sub-maximal rectangles. Each of the sub-maximal rectangles $K_{\text{max},i}$ has an eccentricity $\varepsilon_{K_{\text{max},i}} \in [2^{-l+3}, 2^{-l-3}]$ and one has the following property: for every $K = K^1 \times K^2 \subset K_{\text{max}}$ with the eccentricity $\varepsilon_{K_{\text{max},i}} \in [2^{-l+3}, 2^{-l-3}]$, $K$ is included in one and only one of the sub-maximal rectangles.

To estimate the remaining cases, we will develop a proof described in Figure 6. As indicated in the flow-chart, we have performed localization and decomposition of maximal rectangles in this section. Moreover, the estimate for $\mathcal{E}_1$ term, which consists of two cases, have been treated in this section as well.

We will further decompose $F$ into two parts based on its wavelet expansion. The first part $\mathcal{M}$ would generate the first term on the right hand side of (1.5) while the second part $\mathcal{E}_2$ contributes to the second term involving the Sobolev norm of $F$. The notations $\mathcal{M}$ and $\mathcal{E}_i$ for $i = 1, 2$ represent for main term and error term respectively.
Figure 6. Outline for Proof of Theorem 1.3. Following this decomposition, the study of \( \text{osc}_\Omega (F \circ \phi) \) is reduced to the control of the four coloured quantities. The two terms \( \mathcal{E}_1 \) have been estimated in (5.10) and (5.11). The next section is devoted to the study of \( \mathcal{M} \) and \( \mathcal{E}_2 \).

6. Proof of Theorem 1.3 - Main Term

It remains to prove that

\[
\left( \sum_{l \in \mathbb{N}} \sum_{K_{\max} \in K_1} \sum_{K_{\max,i}} \sum_{K_{\max,i}} \left| \langle F \circ \phi, h_K \rangle \right|^2 \right)^{\frac{1}{2}} \lesssim \epsilon^{-1} \log \epsilon^{-1} |\Omega|^{\frac{1}{2}} \|F\|_{\text{BMO}} + \epsilon^{-\tilde{\delta}} |\Omega|^{\frac{1}{2}} \|F\|_{W^{s,p}}.
\]

for some \( \tilde{\delta} := \tilde{\delta}(s,p) > 0 \) to be determined later.

Notation 6.1. For the sake of simplicity, we would omit the indication that \( K_{\max}, K_{\max,i} \) and \( K \) are dyadic rectangles in the dyadic grid \( \mathbb{D}^\alpha \).

We recall that the estimate of term \( \mathcal{E}_1 \) exploits purely the regularity of \( F \) and holds uniformly with respect to the angle of rotation \( \theta \). To study the left hand side of (6.1), we would take advantage of both the analytic and geometric properties of the interaction of \( F \circ \phi \) with the wavelets \( h_K \), which have been discussed in
Section 5 when $F$ is a single smooth wavelet or a sum of smooth wavelets of fixed scale. In those simple cases, geometric properties can be investigated more thoroughly. When $F$ is a generic function, it is difficult to understand the geometry of $F \circ \phi$ and the wavelets directly. However, we can expand $F$ in its wavelet expansion to create a similar setting as in Section 5. In particular, we choose a dyadic grid $\mathbb{D}^\beta$ and rewrite

$$F = \sum_{R \in \mathbb{D}^\beta} \langle F, h_R \rangle h_R.$$ 

Due to Remark (3.2), we can further rewrite

$$F \circ \phi = \sum_{R \in \mathbb{D}^\beta} \langle F, h_R \rangle h_R \circ \phi$$

so that

$$\langle F \circ \phi, h_K \rangle = \sum_{R \in \mathbb{D}^\beta} \langle F, h_R \rangle \langle h_R \circ \phi, h_K \rangle.$$  \hspace{1cm} (6.2)

The right hand side of (6.2) is more desirable in the sense that we separate the interaction of $F \circ \phi$ with $h_K$ into two parts (as indicated in Figure 7):

(a) we study the interaction of $F$ with a single wavelet $h_R$, which allows the analytic implication on the estimate of $\langle F, h_R \rangle$;

(b) we explore the geometric implication from the interaction of wavelets with other rotated wavelets $\langle h_R \circ \phi, h_K \rangle$.

Then we can rewrite the left hand side of (6.1) as

$$\left( \sum_{l \in \mathbb{N}} \sum_{K_{\max} \subseteq \Omega} \sum_{K_{\max} \in \mathcal{K}_l} \sum_{K \subseteq K_{\max}, i} \sum_{2^{-i} \epsilon < K \subset 2^{-3}} \left| \sum_{R \in \mathbb{D}^\beta} \langle F, h_R \rangle \langle h_R \circ \phi, h_K \rangle \right|^2 \right)^{\frac{1}{2}}.$$ \hspace{1cm} (6.3)

Inspired by the discussion in Section 5, we can separate into two cases when the wavelets $h_R$ are supported in some enlargement of $\phi(\Omega)$ (corresponding to the blue rectangle in Figure 2) and when the supports of the wavelets lie outside the enlargement of $\phi(\Omega)$ (which correspond to the purple and red rectangles in Figure 2). The first case allows a straightforward estimate which relies heavily on the geometric property while the second case needs a more careful treatment and both the analytic and geometric aspects would be necessary. The rest of this section would be devoted to the first case and we would focus on the more difficult second case in the next section.

We now define enlarged subsets relatively to $\epsilon$ of $\phi(\Omega)$ by

$$\tilde{\phi}(\Omega) := \{ (x, y) \in \mathbb{R}^2, \ MM^\theta(1_{\phi(\Omega)}) > \epsilon \} ,$$

and

$$\tilde{\tilde{\phi}}(\Omega) := \{ (x, y) \in \mathbb{R}^2, \ MM^\theta(1_{\phi(\Omega)}) > \epsilon \} ,$$ \hspace{1cm} (6.4)

where $MM^\theta$ is the rotated version of the strong biparameter maximal function: for $h \in L^1_{loc}(\mathbb{R}^2)$

$$MM^\theta(h)(x, y) := \sup_{K : (x, y) \in \phi^\theta(K)} \frac{1}{|\phi^\theta(K)|} \int_{\phi^\theta(K)} |h(t, s)| dt ds.$$
In particular using that $MM : L(1 + \log^+)L \to L^{1,\infty}$ (see [12, 5]), we easily deduce that for $0 < \epsilon < \epsilon^{-1}$,

$$|\widehat{\phi(\Omega)}| \lesssim \int \frac{1}{\epsilon} |1 + \log^+ \frac{d}{\epsilon}| dx dy = \int \frac{1}{\epsilon} (1 + \log^+ \epsilon^{-1}) dx dy \lesssim \epsilon^{-1} \log \epsilon^{-1} |\phi(\Omega)|$$

and by the same argument,

$$|\widehat{\phi(\Omega)}| \lesssim \epsilon^{-1} \log \epsilon^{-1} |\phi(\Omega)|.$$  

By combining (6.5) and (6.6) and using the assumption that $\phi$ is measure-preserving,

$$|\widehat{\phi(\Omega)}| \lesssim \epsilon^{-2} (\log \epsilon^{-1})^2 |\phi(\Omega)| = \epsilon^{-2} (\log \epsilon^{-1})^2 |\Omega|.$$  

Then we would like to decompose (6.3) depending on the supports of the wavelets $h_R$ into the cases when $R \subseteq \widehat{\phi(\Omega)}$ and $R \nsubseteq \widehat{\phi(\Omega)}$. However, before performing such decomposition, we would like to rewrite (6.3) with a more careful choice of dyadic grids when we expand $F \circ \phi$ in term of the Haar basis.

Instead of picking an arbitrary dyadic grid $\mathbb{D}^\beta$ as in (6.3), we choose the dyadic grid more carefully so that the error term estimate could be simplified significantly. In particular, for each fixed $K$, there would be one and only one $K_{max}$ such that $K \subseteq K_{max}$ due to the maximality of $K_{max}$. Moreover, for $K$ satisfying the eccentricity condition $2^{-l/3} \leq \varepsilon_K \leq 2^{-l/3}$, $K$ is uniquely contained in the sub-maximal rectangle $K_{max,i} \subseteq K_{max}$ by Remark 5.11, which guarantees a disjoint decomposition of $K$ with respect to its inclusion to its correspondent sub-maximal rectangle. Moreover, for every $K_{max,i}$, let $\beta(\phi(K_{max,i}))$ represent the choice of a particular dyadic grid $\mathbb{D}^\beta(\phi(K_{max,i}))$ such that there exists a dyadic rectangle $Q \in \mathbb{D}^\beta(\phi(K_{max,i}))$ satisfying the following two conditions (see Lemma 2.4):

(a) \[ \phi(K_{max,i}) \subseteq Q = Q_1 \times Q_2; \]  

(b) Let $|K_{max,i}| = K_{max,i}^1 \times K_{max,i}^2$ denote the horizontal and vertical side lengths of the maximal rectangle $K_{max,i}$. Then

$$Q_1 \leq 2 \left( K_{max,i}^1 \cos \theta + K_{max,i}^2 \sin \theta \right)$$

$$Q_2 \leq 2 \left( K_{max,i}^1 \sin \theta + K_{max,i}^2 \cos \theta \right).$$  

Remark 6.2. This choice of such dyadic grid and such rectangle $Q$ is important, since it will allow us to quantify a situation where we have perfect cancellation in the inner product $\langle h_R \circ \phi, h_K \rangle$. In particular, the projection on the $x$-variable $\mathbb{P}_x[\phi(K_{max,i})]$ is an interval of length $\leq K_{max,i}^1 + K_{max,i}^2 \leq \frac{1}{4} 2^{r_1}$ (due to Corollary 5.10). Since it is included in $Q_1$ with (6.8), one deduces that $|Q_1| \leq \frac{1}{2} 2^{r_1}$. By the choice of the dyadic grid (through the parameter $\beta(\phi(K_{max,i}))$, $R$ and $Q$ belong to the same dyadic grid. Consequently we deduce that if $R \cap \phi(K_{max,i}) \neq \emptyset$ and $R \nsubseteq \widehat{\phi(\Omega)}$ then

$$\mathbb{P}_x[\phi(K_{max,i})] \subset R_1^{left} \quad \text{or} \quad \mathbb{P}_x[\phi(K_{max,i})] \subset R_1^{right}. \quad (6.10)$$

Now for each fixed $K_{max,i}$, we can rewrite the inner sum of (6.3) in terms of the Haar wavelet expression of $F$ with the dyadic grid $\mathbb{D}^\beta(\phi(K_{max,i}))$ so that

$$\left( \sum_{l \in \mathbb{N}} \sum_{K_{max,i} \subseteq \Omega} \sum_{K_{max,i} \subseteq K_{max,i}} \sum_{2^{-l/3} \leq \varepsilon_K \leq 2^{-l/3}} \sum_{R \subseteq \widehat{\phi(\Omega)}} \langle F, h_R \rangle \langle h_R \circ \phi, h_K \rangle \right)^{\frac{1}{2}}$$

We further apply the decomposition of the wavelets depending their supports and derive the terms $M$ and $\mathcal{E}_2$ in Figure 6. More precisely,
We also recall that there are finitely many choices of dyadic grids, let’s denoting it by \( \mathcal{K} \). Suppose each dyadic grid corresponds to the condition on the wavelets \( K \) where the second inequality follows from the triangle inequality and the last inequality follows from dropping the condition on the wavelets \( K \) and thus adding more terms.

**Remark 6.3.** As pointed out earlier (Remark 6.2), such decomposition is performed so that the error term would be well-behaved. More precisely, for any \( R \in \mathcal{D}^{\beta(\phi(K_{\text{max},i}))} \), if \( |R| = R_1 \times R_2 \) satisfies the condition that

\[
R_1 \geq 4(K_{\text{max},i}^1 \sin \theta + K_{\text{max},i}^2 \cos \theta)
\]

and

\[
R_2 \geq 4(K_{\text{max},i}^1 \cos \theta + K_{\text{max},i}^2 \sin \theta)
\]

then by (6.9) and the choice of the dyadic grid \( \mathcal{D}^{\beta(\phi(K_{\text{max},i}))} \), we deduce \( \phi(K_{\text{max},i}) \) is contained in a dyadic son of \( R \) so that \( h_R \) is constant on \( \phi(K_{\text{max},i}) \) and in particular on \( \phi(K) \) for any \( K \subseteq K_{\text{max},i} \). Thus

\[
\langle h_R \circ \phi, h_K \rangle = \langle h_R, h_K \circ \phi^{-1} \rangle = 0.
\]

As a consequence of the careful choice of dyadic grid with respect to each maximal rectangle, we avoid the appearance of wavelets for \( F \) which are not well-localizable.

We would now develop the estimate for the main term \( \mathcal{M} \). Let us define

\[
F^\beta := \sum_{R \in \mathcal{D}^{\beta}} \langle F, h_R \rangle h_R.
\]

We also recall that there are finitely many choices of dyadic grids, let’s denoting it by \( n \) (which depends only on the dimension and of the systems of shifted dyadic grids). Suppose each dyadic grid corresponds to
a parameter denoted by $\beta_j$, then $(\beta_j)_{j=1}^n$ represents the collection of all possible dyadic grids. Then for any $K_{\max,i}$ and correspondent $\beta(\phi(K_{\max,i}))$, $\beta(\phi(K_{\max,i})) = \beta_j$ for some $1 \leq j \leq n$. Let $K_{\max,i} \mapsto \beta_j$ denote such correspondence. We can then group those belonging to the same dyadic grid as follows.

$$
\mathcal{M} \leq \left\| \sum_{j=1}^n \sum_{K_{\max,i} \in \mathbb{D}^n} \sum_{K_{\max,i} \subseteq K_{\max}} \sum_{K \subseteq K_{\max,i}} \sum_{l \in D^\omega} \langle F^{\beta_j} \circ \phi, h_K \rangle h_K \right\|_2 ,
$$

(6.15)

where for each $1 \leq j \leq n$, we can apply the square function estimate and the fact that $\phi$ preserves the $L^2$-norm to derive

$$
\left\| \sum_{K_{\max,i} \in \mathbb{D}^n} \sum_{K_{\max,i} \subseteq K_{\max}} \sum_{K \subseteq K_{\max,i}} \sum_{l \in D^\omega} \langle F^{\beta_j} \circ \phi, h_K \rangle h_K \right\|_2 \lesssim \| F^{\beta_j} \circ \phi \|_2 = \| F^{\beta_j} \|_2 .
$$

By recalling the definition of $F^{\beta_j}$ and with (6.6), we have

$$
\| F^{\beta_j} \|_2 = \left( \sum_{R \subseteq \mathbb{D}^\omega} |\langle F, h_R \rangle|^2 \right)^{\frac{1}{2}} \lesssim \| F \|_{\text{BMO}} |\phi(\Omega)|^{\frac{1}{2}} \lesssim \epsilon^{-1} \log \epsilon^{-1} |\Omega|^{\frac{1}{2}} \| F \|_{\text{BMO}}.
$$

(6.16)

Since (6.16) holds for any $j$, we can plug it into (6.15) and conclude that

$$
\mathcal{M} \lesssim \epsilon^{-1} \log \epsilon^{-1} |\Omega|^{\frac{1}{2}} \| F \|_{\text{BMO}}.
$$

(6.17)

This completes the estimate for the main term and it remains to control the error term $\mathcal{E}_2$ which will be far more technical.

**7. Proof of Theorem 1.3 - Error Term**

7.1. **Reduction of $\mathcal{E}_2$ and analytic implications.** As commented at the beginning of Section 6 and indicated in Figure 7, we need to apply the analytic property - Lemma 2.3 - for the estimate involving $\langle F, h_R \rangle$ and the geometric property for the estimate involving $\langle h_R \circ \phi, h_K \rangle$. Section 7.1 would contribute to the analytic perspective and reduces the estimate of the error term $\mathcal{E}_2$ to a careful study of geometric implications from interactions between wavelets and rotated wavelets.

We first apply the dualization and study the corresponding multilinear form for $\mathcal{E}_2$. In particular, for some function $\eta \in L^2$ with $\|\eta\|_2 = 1$,

$$
\| \mathcal{E}_2 \|_2 \leq |\langle \mathcal{E}_2, \eta \rangle| = \left| \sum_{l \geq 0} \sum_{K_{\max,i} \subseteq K_{\max}} \sum_{K \subseteq \max_i} \sum_{l \in D^\omega} \sum_{R \subseteq \mathbb{D}^\omega} \langle F, h_R \rangle \langle h_R \circ \phi, h_K \rangle \langle h_K, \eta \rangle \right| .
$$

$$
\leq \sum_{l \geq 0} \sum_{K_{\max,i} \subseteq K_{\max}} \sum_{K \subseteq \max_i} \sum_{l \in D^\omega} \sum_{R \subseteq \mathbb{D}^\omega} \langle F, h_R \rangle |\langle h_R \circ \phi, h_K \rangle| |\langle h_K, \eta \rangle| .
$$

It suffices to prove the following for every fixed $l$ such that $2^l \geq \epsilon^{-\frac{1}{2}}$ (see Lemma 5.4), $\mathcal{E}_2^l$ defined as

$$
\mathcal{E}_2^l := \sum_{K_{\max,i} \subseteq K_{\max}} \sum_{K \subseteq \max_i} \sum_{l \in D^\omega} \sum_{R \subseteq \mathbb{D}^\omega} |\langle F, h_R \rangle | |\langle h_R \circ \phi, h_K \rangle| |\langle h_K, \eta \rangle| .
$$

(7.1)
satisfies the estimate
\[ \mathcal{E}_2^l \lesssim 2^{-l \hat{\delta}|\Omega|^{\frac{1}{2}}} \| F \|_{W^{s,p}}. \] (7.2)
for some \( \hat{\delta} > 0 \). Indeed the series of \( 2^{-l \hat{\delta}} \) is convergent and bounded by \( e^{\hat{\delta}/2} \) (up to some constant), which completes the proof of the estimate for \( \mathcal{E}_2 \).

First of all, we would like to decompose \( \mathcal{E}_2 \) into the sums where \( K \subseteq K_{\text{max},i} \) and \( R \) are of fixed sizes so that both analytic and geometric properties can be exploited. Define \( \mathcal{E}_\mathcal{X}' \) as the set of \((r_1,r_2,k_1,k_2)\) (also depending on \( K_{\text{max},i} \) and \( l \) but we will keep this independence implicit in the notation) as follows:

\[ \mathcal{E}_\mathcal{X}' := \{(r_1,r_2,k_1,k_2), \ 2^{k_1} \leq K_{\text{max},i}^1, \ 2^{k_2} \leq K_{\text{max},i}^2, \ 2^{-l+3} \leq 2^{k_2-k_1} \leq 2^{l-3}\}, \]

Then \( \mathcal{E}_2^l \) can be rewritten as

\[ \mathcal{E}_2^l = \sum_{K_{\text{max}} \subseteq \Omega} \sum_{K_{\text{max}} \subseteq K_{i}} \sum_{(r_1,r_2,k_1,k_2) \in \mathcal{E}_\mathcal{X}'} \sum_{K \subseteq K_{\text{max},i}} \sum_{K \subseteq K_{\text{max},i}} \sum_{R \in D^\phi(\Omega)} |(F,h_R)||\langle h_R \circ \phi, h_K \rangle||\langle h_K, \eta \rangle|. \]

By Hölder's inequality, for any \( p, p' > 1 \) with \( \frac{1}{p} + \frac{1}{p'} = 1 \),

\[ \mathcal{E}_2^l \leq \sum_{K_{\text{max}} \subseteq \Omega} \sum_{K_{\text{max}} \subseteq K_{i}} \sum_{(r_1,r_2,k_1,k_2) \in \mathcal{E}_\mathcal{X}'} \sum_{K \subseteq K_{\text{max},i}} \sum_{R \in D^\phi(\Omega)} |(F,h_R)|^p |\langle h_R \circ \phi, h_K \rangle|^{p'} |\langle \eta, h_K \rangle|. \] (7.3)

Now we are ready to apply the analytic property which is given by Lemma 2.3 and the regularity of \( F \), which gives

\[ \left( \sum_{R \in D^\phi(\Omega)} |(F,h_R)|^p \right)^{\frac{1}{p}} \lesssim \| F \|_{W^{s,p}} 2^{r_1(\frac{1}{p}+\gamma_1)} 2^{r_2(\frac{1}{p}+\gamma_2)} \] (7.4)

for \( \gamma_1, \gamma_2 \in (-\delta, \delta) \) with \( \delta := \min(\frac{1}{p'}, s - \frac{\delta}{p}) \). By plugging the estimate (7.4) into (7.3), we have

\[ \| F \|_{W^{s,p}} \left[ \sum_{K_{\text{max}} \subseteq \Omega} \sum_{K_{\text{max}} \subseteq K_{i}} \sum_{(r_1,r_2,k_1,k_2) \in \mathcal{E}_\mathcal{X}'} \sum_{K \subseteq K_{\text{max},i}} \sum_{R \in D^\phi(\Omega)} \sum_{R \in D^\phi(\Omega)} \sum_{R \in D^\phi(\Omega)} \sum_{R \in D^\phi(\Omega)} |(F,h_R)|^{p'} \right]^{\frac{2}{p'}} \]

\[ \lesssim \| F \|_{W^{s,p}} \left[ \sum_{K_{\text{max}} \subseteq \Omega} \sum_{K_{\text{max}} \subseteq K_{i}} \sum_{(r_1,r_2,k_1,k_2) \in \mathcal{E}_\mathcal{X}'} \sum_{K \subseteq K_{\text{max},i}} \sum_{K \subseteq K_{\text{max},i}} \sum_{R \in D^\phi(\Omega)} |\langle \eta, h_K \rangle|^2 \right]^{\frac{1}{2}} \]
functions supported on more accurate estimate than the trivial estimate with a multilinear Ka keya perspective described in Section wavelets produce cancellations when tested on wavelets with sides parallel to the axes, which will generate a delicate treatment depending on the geometry of rotations. More precisely, we will study how rotated \( \| \eta \|_2 = 1 \).

7.2. Geometric implications. It suffices to prove that for any fixed \( l \in \mathbb{N} \), \( K_{\text{max}} \in K_i \) and \( K_{\text{max},i} \subseteq K_{\text{max}} \),

\[
\sum_{(r_1, r_2, k_1, k_2) \in \mathcal{E}(r_1, r_2, k_1, k_2)} 2^{2r_1(1/2 + \gamma_1)} 2^{2r_2(1/2 + \gamma_2)} \sum_{K \subseteq K_{\text{max},i}, |K| = 2^{k_1} \times 2^{k_2}} \left( \sum_{R \in \mathcal{D}^{(\phi(K_{\text{max},i}))} \hat{R} \hat{\phi}(\Omega) \bigg| R \bigg| = 2^{2k_1} \times 2^{2k_2}} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{2}{p'}} \lesssim 2^{-l \mu |K_{\text{max},i}|} \tag{7.5}
\]

for some \( \mu > 0 \). Indeed, together with Journé lemma (Lemma 5.6) that will imply

\[
\sum_{K_{\text{max}} \subseteq \Omega, K_{\text{max},i} \subseteq K_{\text{max}}} \sum_{(r_1, r_2, k_1, k_2) \in \mathcal{E}(r_1, r_2, k_1, k_2)} 2^{-l \mu |K_{\text{max},i}|} \lesssim \sum_{K_{\text{max}} \subseteq \Omega} 2^{-l \mu |K_{\text{max}}|} \]

\[
\lesssim \epsilon^{\frac{p}{2}} 2^{-(\mu(1/2 - \nu)|\Omega|},
\]

for an arbitrarily small \( \nu > 0 \) with \( \nu < \mu \). As a result, one completes the proof as follows:

\[
\mathcal{E}_2 \lesssim \| F \|_{W, p, \Omega} \left( \epsilon^{\frac{p}{2}} \sum_{l \geq 2^{-l \leq \frac{p}{2}}} 2^{-(l(1/2 - \nu)|\Omega|} \right)^{\frac{1}{2}} \lesssim \| F \|_{W, p, \Omega}^{\frac{1}{2}} \left( \epsilon^{\frac{p}{2}} \epsilon^{\frac{p}{2}} (\mu - \nu) \right)^{\frac{1}{2}} = \epsilon^{\frac{p}{2}} \| F \|_{W, p, \Omega}^{\frac{1}{2}} \tag{7.6}
\]

Now we will focus the study on \( \Gamma(K_{\text{max},i}, r_1, r_2, k_1, k_2) \) defined as

\[
\Gamma(K_{\text{max},i}, r_1, r_2, k_1, k_2) := \sum_{K \subseteq K_{\text{max},i}, |K| = 2^{k_1} \times 2^{k_2}} \left( \sum_{R \in \mathcal{D}^{(\phi(K_{\text{max},i}))} \hat{R} \hat{\phi}(\Omega) \bigg| R \bigg| = 2^{2k_1} \times 2^{2k_2}} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{2}{p'}} \tag{7.7}
\]

for a fix rectangle \( K_{\text{max},i} \) and fixed parameters \( r_1, r_2, k_1, k_2 \). This is indeed the subject which will give a delicate treatment depending on the geometry of rotations. More precisely, we will study how rotated wavelets produce cancellations when tested on wavelets with sides parallel to the axes, which will generate a more accurate estimate than the trivial estimate with a multilinear Kakeya perspective described in Section 5 (see (4.2)). We could give a naive estimate for \( |\langle h_R \circ \phi, h_K \rangle| \) as follows:

\[
|\langle h_R \circ \phi, h_K \rangle| \leq |R|^{-\frac{1}{2}} |K|^{-\frac{1}{2}} |\phi(K) \cap R|. \tag{7.8}
\]

Evidently (7.8) is not optimal for similar reasons discussed in Section 5. Firstly, it does not pay attention to the oscillatory behavior of the wavelets \( h_R \) and \( h_K \). Moreover, it does not use the geometric implication from the rotation map \( \phi \). In other words, (7.8) would still hold if \( h_R \) and \( h_K \) are replaced by positive \( L^2 \)-normalized functions supported on \( R \) and \( K \) respectively, and if \( \phi \) is an arbitrary bi-Lipschitz measure-preserving map.
The rest of the section will be organized as follows. In Subsection 7.2.1, we will establish two main ingredients - a precise and uniform estimate for $|h_R \circ \phi, h_K|$ in Proposition 7.2 and the mechanism to count the numbers of rectangles $(R, K)$ involved in the double sum $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ (Proposition 7.11 for the counting of $R$ with $K$ fixed and Proposition 7.15 for the counting of $K$ with $R$ fixed first). We will then combine these two ingredients to obtain the main cancellation estimates which are summarized in Table 1. Finally we will apply the cancellation estimates to conclude the discussion of $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ and derive the estimate (7.5) in Subsection 7.2.3.

7.2.1. Two main ingredients relying on cancellation. We will now start the discussion of an important cancellation estimate which employs heavily the oscillation of Haar wavelets and the geometry of the rotation map $\phi$, which was not taken into consideration in the trivial estimate (7.8). Let $S, T$ denote two dyadic rectangles and $h_S, h_T$ the Haar wavelets corresponding to $S$ and $T$. Heuristically, suppose that

$$|h_S \circ \phi, h_T| \lesssim |S|^{-\frac{1}{2}}|T|^{-\frac{1}{2}} \cdot \text{(shaded area in Figure 8).} \quad (7.9)$$

Clearly (7.9) is more optimal than (7.8) since the shaded area is smaller than the area of $S \cap \phi(T)$ used in the trivial estimate. We will now make the estimate (7.9) more precise in Proposition 7.2.

For a fixed rectangle $T = [a_1, a_2] \times [b_1, b_2]$. We consider the following 6 segments

1. 3 vertical segments
   $$l^v_1 := \left\{ \left[ \frac{a + y}{y} \right], \ b_1 \leq y \leq b_2 \right\}, \quad l^v_2 := \left\{ \left[ \frac{a}{y} \right], \ b_1 \leq y \leq b_2 \right\} \quad \text{and} \quad l^v_3 := \left\{ \left[ \frac{a}{y} \right], \ b_1 \leq y \leq b_2 \right\}$$

2. 3 horizontal segments
   $$l^h_1 := \left\{ \left[ \frac{\tilde{x} + b}{b} \right], \ a_1 \leq \tilde{x} \leq a_2 \right\}, \quad l^h_2 := \left\{ \left[ \frac{\tilde{x}}{b} \right], \ a_1 \leq \tilde{x} \leq a_2 \right\} \quad \text{and} \quad l^h_3 := \left\{ \left[ \frac{\tilde{x}}{b} \right], \ a_1 \leq \tilde{x} \leq a_2 \right\},$$

and the 9 "tops" defined as

$$\text{top}(T) := \left\{ (a, b), \ a \in \left\{ a_1, \frac{a_1 + a_2}{2}, a_2 \right\}, \ b \in \left\{ b_1, \frac{b_1 + b_2}{2}, b_2 \right\} \right\}.$$ 

We also extend these notions to rotated rectangles.

If needed, we denote by $l^v_i(T)$ or $l^h_i(T)$ these segments associated to the rectangle $T$. And finally we set the boundary

$$\partial T := l^v_1 \cup l^v_2 \cup l^v_3 \cup l^h_1 \cup l^h_2 \cup l^h_3.$$ 

This subset is important because one notices that $h_T$ is a step function, which changes values between $|T|^{-\frac{1}{2}}, -|T|^{-\frac{1}{2}}$ and 0 according to these segments. We can further quantify the step function associated to the rotated rectangle $\phi(T)$ with segments as follows. For $1 \leq i \leq 3$, define

$$h_{\phi(T^i)}(x, y) := |T|^{-\frac{1}{2}} \cdot \text{sgn}(y - (x \tan \theta + C_i^h))1_{\phi(T)}(x, y), \quad (7.10)$$
where \( y = x \tan \theta + C'_{\phi} \) parametrizes the extended rotated horizontal segment \( l^h_j \) while the characteristic function localizes the step function to the support of \( \phi(T) \). Similarly define, for \( 1 \leq j \leq 3 \),

\[
h_{\phi(l^h_j)}(x, y) := |T|^{-\frac{1}{2}} \cdot \text{sgn}(y - (x \cot \theta + C_{\phi}))\mathds{1}_\phi(T)(x, y),
\]

where \( y = x \cot \theta + C_{\phi} \) parametrizes the extended rotated vertical segment \( l^v_j \). One simple observation is that

\[
\langle h_S \circ \phi, h_T \rangle \neq 0
\]

if and only if \( S \) meets the set \( \phi(\partial T) \). We could further decompose \( \langle h_S \circ \phi, h_T \rangle \) in terms of whether \( S \) intersects with the vertical or horizontal segments of \( T \) and more precisely in terms of the inner product between \( h_S \) and \( h_{\phi(l^h_j)} \) or \( h_{\phi(l^v_j)} \).

**Definition 7.1.** Let \( \{l^v_j(T) : 1 \leq j \leq 3\} \) denote the (extended) vertical segments of a rectangle \( T \) and \( \{l^h_j(T) : 1 \leq j \leq 3\} \) the (extended) horizontal segments of \( T \). Define

\[
\Delta^v_T(S) := \sum_{j=1}^{3} |\langle h_S, h_{\phi(l^v_j)} \rangle|
\]

and

\[
\Delta^h_T(S) := \sum_{i=1}^{3} |\langle h_S, h_{\phi(l^h_i)} \rangle|.
\]

We separate the cases when

1. the dyadic rectangle \( S \) only intersects with the rotated vertical or horizontal segments of \( T \), as indicated by \( S = S^1 \) in Figure 9 or Figure 10;
2. the dyadic rectangle \( S \) intersects with both rotated and vertical segments of \( T \) and the vertical boundaries of \( S \) do not intersect with \( \phi(T) \), as indicated by \( S = S^2 \) in Figure 9. In this case, the decomposition of \( \langle h_S \circ \phi, h_T \rangle \) into \( \Delta^v_T(S) \) and \( \Delta^h_T(S) \) can be achieved and the estimate for each piece will be introduced;
3. it is also marked in Figure 9 the situation when a wavelet, namely \( S^3 \), intersects with a top of the rotated rectangle \( \phi(T) \), in which case a simpler estimate similar as (7.8) applies and will be discussed in Remark 7.6.

**Proposition 7.2.** Consider the rotation \( \phi := \phi^\theta \) for some \( \theta \in [0, 2\pi] \). Let \( S, T \) denote two dyadic rectangles of dimension \( S_1 \times S_2 \) and \( T_1 \times T_2 \) respectively and assume that there are no tops of \( \phi(T) \) in \( S \) (\( \text{top}(\phi(T)) \cap S = \emptyset \)).

1. If \( S \) intersects with only the rotated vertical segments of \( T \), then

\[
|\langle h_S \circ \phi, h_T \rangle| \leq 3 \min(S^1_2, S^2_2 \cot \theta) |T|^{1/2} |S|^{1/2}.
\]

2. If \( S \) intersects with only the rotated horizontal segments of \( T \), then

\[
|\langle h_S \circ \phi, h_T \rangle| \leq 3 \min(S^1_2, S^2_2 \cot \theta) |T|^{1/2} |S|^{1/2}.
\]

3. If \( S \) intersects with both the rotated vertical and horizontal segments of \( T \) and the vertical boundaries of \( S \) do not intersect with \( \phi(T) \) or if \( S \) intersects with both the rotated vertical and horizontal segments of \( T \) and the horizontal boundaries of \( S \) do not intersect with \( \phi(T) \), then

\[
|\langle h_S \circ \phi, h_T \rangle| \leq \Delta^v_T(S) + \Delta^h_T(S),
\]

where

\[
\Delta^v_T(S) \leq 3 \min(S^1_2, S^2_2 \cot \theta) |T|^{1/2} |S|^{1/2} \quad \text{and} \quad \Delta^h_T(S) \leq 3 \min(S^1_2, S^2_2 \cot \theta) |T|^{1/2} |S|^{1/2}.
\]
Remark 7.3. Since $\phi = \phi^\theta$ is the rotation of angle $\theta$, then $\phi^{-1} = \phi^{-\theta}$ and

$$\langle h_S, h_T \circ \phi^{-1} \rangle = \langle h_S \circ \phi, h_T \rangle$$

(7.15)

and we see that up to a change of $\theta \to -\theta$ the quantity is symmetric in terms of $S$ and $T$. So the final estimate will be obtained by taking the minimum over different possibilities according that if we want to use cancellation of $h_S$ (along the $x$ coordinate, or $y$ coordinate) or of $h_T$. 

**Figure 9.** Geometric description of Proposition 7.2

**Figure 10.** Geometric description of Proposition 7.2 (1)
Proof of Proposition 7.2. We will start with the proof for Case (3) and the estimates for Cases (1) and (2) follow from the same proof with minor modifications.

(a) Case (3): The proof consists of two parts - the first part verifies the decomposition (7.14) and the second part establishes the estimate for $\Delta_T^x(S)$. We remark that the argument for $\Delta_T^x(S)$ follows from the exactly same reasoning with $\theta$ replaced by $\frac{\pi}{2} - \theta$.

**Part I.** Fix any dyadic rectangle $S = I \times J$ of the size $|S| = S_1 \times S_2$, in particular $I = (i, i + 1) S_1$ and $J = (j, j + 1) S_2$ for some integers $i, j$. By translation invariance, we assume that $T$ is has the lower left corner positioned at the origin.\(^1\)

To compute
\[
\langle h_S, h_T \circ \phi^{-1} \rangle = \int_{iS_1}^j \int_{jS_2} \langle h_T \circ h_J(x, y) \rangle_h T \circ \phi^{-1}(x, y) dydx, \tag{7.16}
\]
we recall the 6 segments:

(a) 3 vertical segments
\[
l_1 := \left\{ \left[ \frac{T_1}{y} \right], \ 0 \leq y \leq T_2 \right\}, \quad l_2 := \left\{ \left[ \frac{y_1}{y} \right], \ 0 \leq y \leq T_2 \right\} \quad \text{and} \quad l_3 := \left\{ \left[ \frac{0}{y} \right], \ 0 \leq y \leq T_2 \right\}
\]

(b) 3 horizontal segments
\[
l_1' := \left\{ \left[ \frac{x_1}{x} \right], \ 0 \leq x \leq T_1 \right\}, \quad l_2' := \left\{ \left[ \frac{x}{x_2} \right], \ 0 \leq x \leq T_1 \right\} \quad \text{and} \quad l_3' := \left\{ \left[ \frac{x}{0} \right], \ 0 \leq x \leq T_1 \right\}.
\]

Suppose there are no tops of $\phi(T)$ in $S$, the condition in (3) ensures that intersection of $S$ with all the 6 segments can be written as a disjoint union of rectangles intersecting with each segment (up to endpoints).

In particular, if $S$ intersects with both the rotated vertical and horizontal segments of $T$ and the vertical boundaries of $S$ do not intersect with $\phi(T)$, then
\[
S \cap \phi(l_1 \cup l_2 \cup l_3 \cup l_1' \cup l_2' \cup l_3') = (x_1, x_1) \cap (x_1', x_1') = \emptyset
\]
for $l \neq l'$. With a little abuse of notation, the empty interval is denoted by $(x_1, x_2)$ with $x_1 = x_2$. If $S$ intersects with both the rotated vertical and horizontal segments of $T$ and the horizontal boundaries of $S$ do not intersect with $\phi(T)$, then
\[
S \cap \phi(l_1 \cup l_2 \cup l_3 \cup l_1' \cup l_2' \cup l_3') = (y_1, y_2) \cap (y_1', y_2') = \emptyset
\]
for $l \neq l'$. Let us assume, without loss of generality, that we are in the case (7.17). Then (7.16) can be rewritten as follows.
\[
\int_{x_1}^{x_2} h_I \otimes h_J(x, y) dy dx = \sum_{\ell=1}^6 \int_{x_1}^{x_2} h_I \otimes h_J(x, y) dy dx,
\]

\(^1\)The general case can be verified by the computation that
\[
\int h_T(\phi^{-1}(x, y)) h_B(x, y) dy dx = \int h_{T_0} \otimes (\phi^{-1}(x, y) - t) h_B(x, y) dy dx = \int h_{T_0} \otimes \phi^{-1}(x, y - \phi(t)) h_B(x, y) dy dx = \int h_{T_0} \otimes \phi^{-1}(x', y') h_B((x', y') + \phi(t)) d' y' d, \]

where $T_0$ is the rectangle with the same shape as $T$ with lower left corner at the origin and $(x', y') := (x, y) + \phi(t)$.
since when \( x \in I \setminus \bigcup_{\ell=1}^{6} (x_{1}^{\ell}, x_{2}^{\ell}) \), all the segment \( \{x\} \times J \) (up to endpoints) is included in one of the four quarters of \( \phi(T) \) or in \( \phi(T)^c \). So \( h_{T} \circ \phi^{-1} \) is constant and \( h_{S} \) has a mean zero on this segment due to the cancellation imposed by the oscillation of \( h_{J} \). Thus the integral

\[
\int_{y \in J} h_{S}(x, y) h_{T} \circ \phi(x, y) \, dy = 0.
\]

Moreover, by the disjointness of the decomposition specified in (7.17),

\[
\int_{x_{1} < x < x_{2}} h_{I} \otimes h_{J}(x, y) h_{T} \circ \phi^{-1}(x, y) \, dy \, dx = \int_{x_{1} < x < x_{2}} h_{I} \otimes h_{J}(x, y) h_{\phi(t_{1})}(x, y) \, dy \, dx = \int_{S} h_{I} \otimes h_{J}(x, y) h_{\phi(t_{1})}(x, y) \, dy \, dx
\]

(7.18)

where the last equation again follows from the oscillation of \( h_{S} \) in \( y \)-direction for each fixed \( x \). The same reasoning can be applied to all the other rectangles in (7.17) so that we can derive

\[
\left| \sum_{\ell=1}^{3} \int_{x_{1} < x < x_{2}} h_{I} \otimes h_{J}(x, y) h_{T} \circ \phi^{-1}(x, y) \, dy \, dx \right| \leq \Delta_{f}^{v}(S)
\]

(7.19)

and

\[
\left| \sum_{\ell=1}^{6} \int_{x_{1} < x < x_{2}} h_{I} \otimes h_{J}(x, y) h_{T} \circ \phi^{-1}(x, y) \, dy \, dx \right| \leq \Delta_{T}^{v}(S)
\]

(7.20)

which completes the proof of (7.14).

**Part II.** We will now prove the estimate for \( \Delta_{T}^{v}(S) \), in particular

\[
\Delta_{T}^{v}(S) \leq 3 \frac{\min(S_{2}^{3} \tan \theta, S_{2}^{3} \cot \theta)}{|T|^{1/2} |S|^{1/2}}.
\]

It suffices to show that for each \( 1 \leq j \leq 3 \),

\[
|h_{S}, h_{\phi(t_{j})}| \leq \frac{\min(S_{2}^{3} \tan \theta, S_{2}^{3} \cot \theta)}{|T|^{1/2} |S|^{1/2}}.
\]

(7.21)

Without loss of generality (by translation), assume that \( T \) can be represented by its four corner as

\[
T = \begin{bmatrix} 0 & T_{1} & T_{1} & 0 \\ 0 & 0 & T_{2} & T_{2} \end{bmatrix}
\]

(7.22)

where the size of the dyadic rectangle is represented as

\[
|T| = T_{1} \times T_{2}.
\]

One notices that the argument for \( \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \) can be applied to the case when \( \theta \in \left[ -\pi, -\frac{\pi}{2} \right] \cup \left[ \frac{\pi}{2}, \pi \right] \). Suppose that \( \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \), then \( \phi^{\theta} \) can be expressed as the rotation matrix

\[
\phi^{\theta} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}
\]

(7.23)

and the rotated rectangle \( \phi(T) \) is indeed

\[
\phi(T) = \phi^{\theta} \cdot T = \begin{bmatrix} 0 & T_{1} \cos \theta & T_{1} \cos \theta - T_{2} \sin \theta & -T_{2} \sin \theta \\ 0 & T_{1} \sin \theta & T_{1} \sin \theta + T_{2} \cos \theta & T_{2} \cos \theta \end{bmatrix}.
\]

(7.24)

Option 1: Integrating in \( S \) over \( J \) with \( x \in I \) fixed.

**Claim 7.4.** If \( x_{1}, x_{2} \) comes from the same rotated vertical segment then

\[
|x_{1} - x_{2}| \leq \min(S_{2}^{3} |\tan \theta|, S_{1});
\]

(7.25)

Suppose that \( |x_{1} - x_{2}| \leq S_{1} \), then for some \( \tilde{y}_{1}, \tilde{y}_{2} \in [0, T_{2}] \),

\[
\begin{bmatrix} x_{1} \\ y_{1} \end{bmatrix} = \phi^{\theta} \cdot \begin{bmatrix} \tilde{y}_{1} \\ \tilde{y}_{2} \end{bmatrix} = \begin{bmatrix} \frac{T_{1}}{2} \cos \theta - \tilde{y}_{1} \sin \theta \\ \frac{T_{1}}{2} \sin \theta + \tilde{y}_{1} \cos \theta \end{bmatrix}.
\]
\[
\begin{bmatrix}
  x_2 \\
  (j+1)S_2
\end{bmatrix} = \phi \cdot \begin{bmatrix}
  \frac{\ell_1}{\ell_2} \\
  \frac{\ell_2}{\ell_1}
\end{bmatrix} = \begin{bmatrix}
  T_2 \cos \theta - \ell_2 \sin \theta \\
  T_2 \sin \theta + \ell_2 \cos \theta
\end{bmatrix}.
\]

That generates the relation
\[
\tilde{y}_2 - \tilde{y}_1 = \frac{S_2}{\cos \theta}
\]
and
\[
x_2 - x_1 = (\tilde{y}_1 - \tilde{y}_2) \sin \theta = -S_2 \tan \theta,
\]
which concludes the proof of (7.25). The computations are exactly the same for other vertical segments.

For the second case, a similar argument holds with \(\theta\) replaced by \(\pi/2 - \theta\).

We can now apply the estimate (7.25) to majorize the left hand side of (7.21) by
\[
\left| \iint_{x_1 \leq x \leq x_2} h_I \otimes h_J(x,y) h_{\phi(l_j)}(x,y) dy dx \right| \leq \left| \left[ x_1^1, x_2^1 \right] \times J \right| |S|^{-\frac{1}{2}} |T|^{-\frac{1}{2}} \leq \min(S_2 |\tan \theta|, S_1) \cdot S_2 \cdot |S|^{-\frac{1}{2}} |T|^{-\frac{1}{2}}
\]
(7.26)

Option 2: Integrating in \(S\) over \(I\) with \(y \in J\) fixed.

By an analogous argument, we can show that by integrating over \(x\)-direction, we obtain the following estimate.

Claim 7.5. If \(x_1, x_2\) comes from the same rotated vertical segment then
\[
|x_1 - x_2| \leq \min(S_1 |\cot \theta|, S_2);
\]
(7.27)

By applying (7.27), we derive the second estimate for the left hand side of (7.21).
\[
\left| \iint_{x_1 \leq x \leq x_2} h_I \otimes h_J(x,y) h_{\phi(l_j)}(x,y) dy dx \right| \leq \left| \left[ x_1^1, x_2^1 \right] \times J \right| |S|^{-\frac{1}{2}} |T|^{-\frac{1}{2}} \leq \min(S_1 |\cot \theta|, S_2) \cdot S_1 \cdot |S|^{-\frac{1}{2}} |T|^{-\frac{1}{2}}
\]
(7.28)

By combining estimates (7.26) and (7.28), we deduce that
\[
\left| \iint_{x_1 \leq x \leq x_2} h_I \otimes h_J(x,y) h_{\phi(l_j)}(x,y) dy dx \right| \leq \min(S_2^2 |\tan \theta|, S_1^2 |\cot \theta|, S_1 S_2) \cdot |S|^{-\frac{1}{2}} |T|^{-\frac{1}{2}}.
\]
(7.29)
We notice that if $S_2^2 | \tan \theta | \geq S_1 S_2$, then $| \tan \theta | \geq \frac{S_2}{S_2}$, which implies that $S_2^2 | \cot \theta | \leq S_1 S_2$, in which case
\[
\min(S_2^2 | \tan \theta |, S_2^2 | \cot \theta |, S_1 S_2) = S_2^2 | \cot \theta |.
\]
If $S_2^2 | \cot \theta | \geq S_1 S_2$, then $| \tan \theta | \leq \frac{S_2}{S_2}$, which implies that $S_2^2 | \tan \theta | \leq S_1 S_2$, in which case
\[
\min(S_2^2 | \tan \theta |, S_2^2 | \cot \theta |, S_1 S_2) = S_2^2 | \tan \theta |.
\]
As a consequence, we conclude that
\[
|\langle h_S, h_{\phi(T)} \rangle| \leq \min(S_2^2 | \tan \theta |, S_2^2 | \cot \theta |) \cdot |S|^{-\frac{3}{2}|T|^{-\frac{1}{2}}},
\]
which completes the proof of (7.21). By replacing $\theta$ with $\frac{\pi}{2} - \theta$ and applying the same argument, we can derive the desired estimates for $\Delta^2(S)$.

(b) Cases (1) and (2): Both cases can be proven by a similar in (a). Although we can no longer convert the bi-parameter problem to the sum of one-parameter estimates. In particular, we can majorize
\[
|\langle h_S \circ \phi, h_T \rangle| \leq \|h_S\|_{\infty} \|h_T\|_{\infty} |\phi(T) \cap S|.
\]
By the same argument in (a), we can show that
\[
|\phi(T) \cap S| \leq \begin{cases}
3 \min(S_2^2 | \tan \theta |, S_2^2 | \cot \theta |) \text{ in Case 1} \\
3 \min(S_1^2 | \tan \theta |, S_2^2 | \cot \theta |) \text{ in Case 2}.
\end{cases}
\]

\[\square\]

Remark 7.6. (1) The assumption that $S$ does not contain any tops of $\phi(T)$ can be easily understood to be necessary for $\theta = 0$. If $\theta = 0$ and so $\phi = \text{Id}$, then if there is no tops of $T$ in $S$, then $S$ can intersect only horizontal (or vertical or none) sides of $T$, which means in particular that we will always be able to use the cancellation of $h_R$ along the $x$-variable or $y$-variable in the whole $R \cap S$. Hence $\langle h_R, h_S \rangle = 0$. However, if we have at least one top of $S$ in $T$ and only one top of $T$ in $S$, then it is easy to construct situations where the inner product is not vanishing (this is particular the case where $S = T$!). In this case, we cannot use the perfect cancellation estimates in estimating the inner product.

(2) We can no longer convert the bi-parameter problem to the sum of one-parameter estimates such as (7.14). Fortunately, such scenario does not happen too often and the following trivial estimate is sufficient:
\[
|\langle h_S \circ \phi, h_T \rangle| \leq |\phi(T) \cap S| \leq \frac{\min(|\phi(T)|, |S|)}{|T|^{1/2}|S|^{1/2}}.
\]

(7.30)

Our goal is to obtain an estimate of $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ defined in (7.7) as
\[
\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2) := \sum_{K \subseteq K_{\text{max}, i}} \sum_{R \in \mathcal{D}_{\beta(\phi(K_{\text{max}, i}))}} \frac{|\langle h_R \circ \phi, h_K \rangle|^{p'}}{|R|^{1/2} \phi(\Omega)}.
\]

Having obtained a uniform bound of the inner product $\langle h_R \circ \phi, h_K \rangle$ for $(R, K) \in \Lambda(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$, it suffices now to count the number of $R$ and $K$ with fixed sizes, involved in the sum defining $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$. The way of counting the couples $(R, K)$ will differ according to the geometry of intersections between $R$ and $\phi(K)$. One case is that each rotated $K \subseteq K_{\text{max}, i}$ intersect with $R$'s of fixed dimension even and frequently and we will denote it by “even case” from now on. The second case corresponds to when each $\phi(K) \subseteq \phi(K_{\text{max}, i})$ intersects with $R$'s of fixed dimension sparsely, which will be denoted as “sparse case”. Both cases are indicated in Figure 12. In the “even case”, we would count the number of $R$'s of fixed dimension intersecting with each $\phi(K)$ and then count the number of $K$'s contained in $K_{\text{max}, i}$. Meanwhile, for the “sparse case”, we would like to use a different counting method because some $\phi(K)$'s do no intersect with any $R$ at all, such as $\phi(K^3)$ in Figure 12, so that the computation for the “even case” is not ideal any more.
Even Case. Let us recall the notation of $\Lambda(K_{\text{max}}, r_1, r_2, k_1, k_2)$ for the set of couples $(R, K)$ such that $K \subseteq K_{\text{max}}$, $|K| = 2^{k_1} \times 2^{k_2}$, $R \not\subseteq \phi(\Omega)$, $|R| = 2^{r_1} \times 2^{r_2}$ with $R \cap \phi(\partial K) \neq \emptyset$ and $K \cap \phi^{-1}(\partial R) \neq \emptyset$.

For $\Gamma(K_{\text{max}}, r_1, r_2, k_1, k_2)$, we can estimate $(h_R \circ \phi, h_K)$ by (7.30) in Remark 7.6 and Proposition 7.2 with

$$S := R \quad \text{and} \quad T := K.$$ 

We have seen that we will have to consider different situations according to the corners and more precisely if some tops of $\phi(K)$ are included or not in $R$. So let us define, $\Lambda^0(K_{\text{max}}, r_1, r_2, k_1, k_2)$ (abbreviated as $\Lambda^0$) for the subcollection of $(R, K)$ with $R \cap \partial(\phi(K)) = \emptyset$ and the second subcollection $\Lambda^1(K_{\text{max}}, r_1, r_2, k_1, k_2)$ (abbreviated as $\Lambda^1$) with $R \cap \partial(\phi(K)) \neq \emptyset$. Then, we have to estimate the corresponding partial sums

$$\Gamma(K_{\text{max}}, r_1, r_2, k_1, k_2) \leq \Gamma^0(K_{\text{max}}, r_1, r_2, k_1, k_2) + \Gamma^1(K_{\text{max}}, r_1, r_2, k_1, k_2),$$

where

$$\Gamma^0(K_{\text{max}}, r_1, r_2, k_1, k_2) := \sum_{K \subseteq K_{\text{max}}} \left( \sum_{R \in \{R, K\} \in \Lambda^0} |\langle h_R \circ \phi, h_K \rangle|^p \right)^{\frac{1}{p}}$$

and

$$\Gamma^1(K_{\text{max}}, r_1, r_2, k_1, k_2) := \sum_{K \subseteq K_{\text{max}}} \left( \sum_{R \in \{R, K\} \in \Lambda^1} |\langle h_R \circ \phi, h_K \rangle|^p \right)^{\frac{1}{p}}.$$

For $\Gamma^1(K_{\text{max}}, r_1, r_2, k_1, k_2)$, we apply the estimate (7.30) to deduce that

$$\Gamma^1(K_{\text{max}}, r_1, r_2, k_1, k_2) \lesssim \sup_{(R, K) \in \Lambda^1} |\langle h_R \circ \phi, h_K \rangle|^2 \cdot \frac{|K_{\text{max}}|}{2^{k_1}2^{k_2}} \lesssim \frac{|K|^2}{2^{k_1}2^{k_2}2^{r_1}2^{r_2}} \cdot \frac{|K_{\text{max}}|}{2^{k_1}2^{k_2}} = |K_{\text{max}}|^2 2^{-r_1} 2^{-r_2}.$$ 

To derive estimates for $\Gamma^0(K_{\text{max}}, r_1, r_2, k_1, k_2)$, we apply (7.12) or (7.13) in Proposition 7.2. It is therefore natural to expect that the counting estimate useful for $\Gamma^0(K_{\text{max}}, r_1, r_2, k_1, k_2)$ can be reduced to the counting of dyadic rectangles $R$ which intersect nontrivially with the rotated segments of $K$.

We will give the precise definition for the counting number below and introduce Lemma 7.9 which describes how $\Gamma^0$ can be estimated by appropriate applications of (7.12) and (7.13) and the corresponding counting estimates.

**Definition 7.7.** Fix a rotation map $\phi := \phi^\theta$ of angle $\theta \in [0, 2\pi]$ and $K_{\text{max}}, i \in D_\alpha$. Define for each $K \subseteq K_{\text{max}}, i \in D_\alpha$, the number of dyadic rectangles with fixed dimension that have non-trivial intersections
with the rotated vertical (or horizontal) segments of $K$ as follows:

$$\mathcal{N}_{r_1, r_2}^v(\phi(K)) := \#\{R : (R, K) \in \Lambda(K_{max,i}, r_1, r_2, k_1, k_2), R \cap \phi(l_1^v(K) \cup l_2^v(K) \cup l_3^v(K)) \neq \emptyset\}$$

and

$$\mathcal{N}_{r_1, r_2}^h(\phi(K)) := \#\{R : (R, K) \in \Lambda(K_{max,i}, r_1, r_2, k_1, k_2), R \cap \phi(l_1^h(K) \cup l_2^h(K) \cup l_3^h(K)) \neq \emptyset\}.$$

Remark 7.8. Based on the definition of the counting numbers $\mathcal{N}_{r_1, r_2}^v(\phi(K))$ and $\mathcal{N}_{r_1, r_2}^h(\phi(K))$, it is not hard to observe that in the even situation

$$\min(\mathcal{N}_{r_1, r_2}^v(\phi(K)), \mathcal{N}_{r_1, r_2}^h(\phi(K))) \geq \#\text{top}(\phi(K)).$$

Lemma 7.9. Let us recall the set $\Lambda^0 := \Lambda^0(K_{max,i}, r_1, r_2, k_1, k_2)$ of couples $(R, K)$ such that $K \subset \Lambda_{max,i}$, $|K| = 2^{k_1} \times 2^{k_2}$, $R \not\subset \phi(\Omega)$, $|R| = 2^{r_1} \times 2^{r_2}$ with $R \cap \phi(\partial K) \neq \emptyset$, $K \cap \phi^{-1}(\partial R) \neq \emptyset$ and $R \cap \text{top}(\phi(K)) = \emptyset$. Then

$$\Gamma^0(K_{max,i}, r_1, r_2, k_1, k_2) := \sum_{K \subset \Lambda_{max,i}} \left( \sum_{R : (R, K) \in \Lambda^0} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{1}{p'}} \leq \left( \frac{\min(R_2^2 \tan \theta, |R_2^2| \cot \theta)}{|K|^{1/2} |R|^{1/2}} \right)^2 \cdot \left( \sum_{K \subset \Lambda_{max,i}} \mathcal{N}_{r_1, r_2}^v(\phi(K)) - \#\text{top}(\phi(K)) \right)^{\frac{1}{p'}} \cdot \frac{|K_{max,i}|}{2^{k_1+k_2}} + \left( \frac{\min(R_2^2 \tan \theta, |R_2^2| \cot \theta)}{|K|^{1/2} |R|^{1/2}} \right)^2 \cdot \left( \sum_{K \subset \Lambda_{max,i}} \mathcal{N}_{r_1, r_2}^h(\phi(K)) - \#\text{top}(\phi(K)) \right)^{\frac{1}{p'}} \cdot \frac{|K_{max,i}|}{2^{k_1+k_2}}. \quad (7.32)$$

Proof. We will provide a sketch of the proof. We first notice that since there are no tops of $\phi(K)$ intersecting $R$ for any $(R, K) \in \Lambda^0$,

$$|\langle h_K \circ \phi^{-1}, h_R \rangle| \leq \Delta_K^v(R) + \Delta_K^h(R)$$

by the reasoning in the proof of Proposition 7.2. Therefore, for any fixed $K \in \Lambda^0$,

$$\left( \sum_{R : (R, K) \in \Lambda^0} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{1}{p'}} \leq \left( \sum_{R : (R, K) \in \Lambda^0} (\Delta_K^v(R) + \Delta_K^h(R))^{p'} \right)^{\frac{1}{p'}} \approx_{p'} \left( \sum_{R : (R, K) \in \Lambda^0} (\Delta_K^v(R))^{p'} + (\Delta_K^h(R))^{p'} \right)^{\frac{1}{p'}} \leq \left( \sum_{R : (R, K) \in \Lambda^0} (\Delta_K^v(R))^{p'} \right)^{\frac{1}{p'}} + \left( \sum_{R : (R, K) \in \Lambda^0} (\Delta_K^h(R))^{p'} \right)^{\frac{1}{p'}} \quad (7.33)$$

and the rest of the proof follows from straightforward estimates on (7.33). \qed

We can also estimate $\langle h_R \circ \phi, h_K \rangle$ for $(R, K) \in \Lambda$ by (7.12) or/and (7.13) with

$$S := K,$$

$$T := R,$$

$$\phi := \phi^{-\theta}$$

as illustrated in Proposition 7.2. One simple and important observation is that due to Corollary 5.10, for all $K$ such that $(R, K) \in \Lambda(K_{max,i}, r_1, r_2, k_1, k_2)$, $K \cap \text{top}(\phi^{-1}(R)) = \emptyset$. Moreover, the vertical boundary of $R$ never intersects with $K$ for $(R, K) \in \Lambda(K_{max,i}, r_1, r_2, k_1, k_2)$, hence we only have Case (2) and the estimate (7.13) is sufficient.
Lemma 7.11.

\[
\Gamma(K_{\text{max},i}, r_1, r_2, k_1, k_2) \\
\leq \left( \sup_{(R,K) \in \Lambda} \min(K_2^2 |\tan \theta|, K_2^2 |\cot \theta|) \right)^2 \cdot \frac{\sup_{K \subseteq K_{\text{max},i}} \left( N_{r_1,r_2}^0(\phi(K)) + N_{r_1,r_2}^h(\phi(K)) \right)}{|K_{\text{max},i}|}.
\]

To further quantify \( \Gamma^0 \) and \( \Gamma^1 \), we would now establish the bounds for \( N_{r_1,r_2}^0(\phi(K)) \) and \( N_{r_1,r_2}^h(\phi(K)) \). Figure 13 provides a geometric interpretation of \( N_{r_1,r_2}^0(\phi(K)) \) which refers to the number of dyadic rectangles with the orange pattern, and \( N_{r_1,r_2}^h(\phi(K)) \) which represents the number of dyadic rectangles with the green pattern.

**Proposition 7.11.** \( N_{r_1,r_2}^0(\phi(K)) \) and \( N_{r_1,r_2}^h(\phi(K)) \) (Definition 7.7) satisfy the following estimates:

\[
N_{r_1,r_2}^0(\phi(K)) \leq 6.2k_2 \max\left(\frac{1}{2r_2}, \frac{1}{2r_1}\right) + 2
\]

and

\[
N_{r_1,r_2}^h(\phi(K)) \leq 6.2k_1 \max\left(\frac{1}{2r_1}, \frac{1}{2r_2}\right) + 2.
\]

**Proof of Proposition 7.11.** Let us consider

\[
R^o := \{ R : (R, K) \in \Lambda(K_{\text{max},i}, r_1, r_2, k_1, k_2), R \cap \phi(l_{1_1}^i(K) \cup l_{1_2}^i(K) \cup l_{1_3}^i(K)) \neq \emptyset \},
\]

\[
R^h := \{ R : (R, K) \in \Lambda(K_{\text{max},i}, r_1, r_2, k_1, k_2), R \cap \phi(l_{1_1}^h(K) \cup l_{1_2}^h(K) \cup l_{1_3}^h(K)) \neq \emptyset \},
\]

so that \( \#R^o = N_{r_1,r_2}^0(\phi(K)) \) and \( \#R^h = N_{r_1,r_2}^h(\phi(K)) \) by Definition 7.7. After translation, one can assume that the rectangle \( K \) is described by its four vertices given by

\[
K = \begin{bmatrix} 0 & K_1 & 0 \\ 0 & K_2 & K_2 \end{bmatrix}.
\]

And so \( \phi(K) \) is given by the following four vertices:

\[
A := \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[
B := \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} K_1 \\ 0 \end{bmatrix} = \begin{bmatrix} K_1 \cos \theta \\ K_1 \sin \theta \end{bmatrix}
\]
We consider rectangles $R \in \mathcal{R}^v$ so it meets only rotated vertical segments, which are $[A,D]$, $[B,C]$ or $[\frac{A+B}{2}, \frac{C+D}{2}]$. Consider a rectangle $R$ which intersects $[A,D]$. Therefore, the projection of the rotated boundary $(AD)$ onto $y$-direction has length
\[
|D_y - A_y| := |K_2| \cos \theta. \tag{7.35}
\]
A similar reasoning shows that the length of the projection of $(AD)$ onto $x$-direction is
\[
|D_x - A_x| := |K_2| \sin \theta. \tag{7.36}
\]
Hence, the number of rectangles in $\mathcal{R}$ which intersect with $(AD)$ can be majorized by
\[
2 \max \left( \frac{|K_2| \cos \theta}{2r^2}, \frac{|K_2| \sin \theta}{2r_1} \right). \tag{7.37}
\]
A similar reasoning hold for the two other rotated vertical segments.

The same reasoning generates the following estimates for the number of rectangles in $\mathcal{R}^h$:
\[
2 \max \left( \frac{|K_1| \sin \theta}{2r^2}, \frac{|K_1| \cos \theta}{2r_1} \right). \tag{7.38}
\]

**Remark 7.12.** We shall point out that in the current setting $2^{k_1} + 2^{k_2} < 2^r$ and the dyadic grid is chosen so that $\phi(K)$ does not intersect with the vertical boundaries of $R$ for $(R, K) \in \Lambda(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$. For $R$ intersecting with $\phi(l_1^v(K)) \cup \phi(l_2^v(K)) \cup \phi(l_3^v(K))$ nontrivially, if $2^{k_2} | \cos \theta | < 2^{r_2}$, then we have the exact equality
\[
\mathcal{N}^v_{r_1, r_2}(\phi(K)) = \#\text{top}(\phi(K)),
\]
which is a more precise estimate than the trivial observation in Remark 7.8. Similarly, for $R$ intersecting with $\phi(l_1^h(K)) \cup \phi(l_2^h(K)) \cup \phi(l_3^h(K))$ nontrivially, if $2^{k_2} | \sin \theta | < 2^{r_1}$, then
\[
\mathcal{N}^h_{r_1, r_2}(\phi(K)) = \#\text{top}(\phi(K)).
\]

This ends the discussion of the even case.

**Sparse Case.** We would now develop the estimate for $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ in the sparse case. We recall that the sparse case happens when each $\phi(K)$ intersects with at most two $R$’s for $(R, K) \in \Lambda(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$. From Corollary 5.10, we know that
\[
\max(2^{k_1}, 2^{k_2}) \leq \frac{1}{2} 2^{r_1}, \tag{7.39}
\]
so we can quantify the sparseness by
\[
2^{r_2} \geq 2^{k_2} | \cos \theta | + 2^{k_1} | \sin \theta |. \tag{7.40}
\]

Let $\Lambda^{\text{sparse}}$ denote $\Lambda(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ with $(r_1, r_2, k_1, k_2)$ satisfying (7.39) and (7.40). Correspondingly, let $\Gamma^{\text{sparse}}$ denote $\Gamma(K_{\text{max}, i}, r_1, r_2, k_1, k_2)$ restricted on $(R, K) \in \Lambda^{\text{sparse}}$. In this sparse case, according to the estimates in Proposition 7.11,
\[
\mathcal{N}^v_{r_1, r_2}(\phi(K)) + \mathcal{N}^h_{r_1, r_2}(\phi(K)) \leq 10,
\]
which by plugging in Lemma 7.10, yields that
\[
\Gamma^{\text{sparse}}(K_{\text{max}, i}, r_1, r_2, k_1, k_2) \lesssim \left( \sup_{(R, K) \in \Lambda} \frac{\min(K_1^2 \tan \theta, K_2^2 \cot \theta)}{|K|^{1/2} |R|^{1/2}} \right)^2 \frac{|K_{\text{max}, i}|}{2^{k_1} 2^{k_2}} \tag{7.41}
\]
However, what is not taken into consideration in the estimate (7.41) is that there are considerably many $K \subseteq K_{\text{max}, i}$ such that $(R, K) \in \Lambda^{\text{sparse}}$ and $\phi(K) \subseteq R$ and thus
\[
\phi(K) \cap (l_1^h(R) \cup l_2^h(R) \cup l_3^h(R) \cup l_1^v(R) \cup l_2^v(R) \cup l_3^v(R)) = \emptyset.
\]
in which case 
\[ \langle h_R \circ \phi, h_K \rangle = 0. \]

Let \( \Lambda^{\text{sparse,nontrivial}} \subseteq \Lambda^{\text{sparse}} \) denote the sub-collection with \((R, K) \in \Lambda^{\text{sparse}} \) satisfying 
\[ \phi(K) \cap (l_1^h(R) \cup l_2^h(R) \cup l_3^h(R) \cup l_4^h(R) \cup l_5^h(R) \cup l_6^h(R)) \neq \emptyset. \]

We can then rewrite \( \Gamma'(K_{\max,i}, r_1, r_2, k_1, k_2) \) as 
\[ \sum_{R \subseteq \Lambda^{\text{sparse,nontrivial}}} \left( \sum_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{1}{p'}}. \]

We now consider the inner sum of \( \Gamma' \). In particular 
\[ \left( \sum_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^{p'} \right)^{\frac{1}{p'}} = \left( \sum_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} \sup_{R \subseteq \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^2 \right)^{\frac{1}{p'}}. \]

Fix \( K \subseteq K_{\max,i} \), there are at most two \( R \)'s intersecting with \( \phi(K) \) where \((R, K) \in \Lambda^{\text{sparse,nontrivial}} \). Due to its almost unique intersections with \( R, K \) can be associated to a unique \( R \) for \((R, K) \in \Lambda^{\text{sparse,nontrivial}} \) and thus can be denoted by \( K(R) \). The inner sum can be rewritten as 
\[ \left( \sum_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} \sup_{R \subseteq \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^2 \right)^{\frac{1}{p'}}. \]

and 
\[ \Gamma'(K_{\max,i}, r_1, r_2, k_1, k_2) \leq \sum_{R \subseteq \Lambda^{\text{sparse,nontrivial}}} \sum_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} \sup_{R \subseteq \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^2 \]
for \((r_1, r_2, k_1, k_2)\) satisfying (7.39) and (7.40). In the sparse case, the necessary counting estimates are 
(1) for \( R \) fixed, how many rotated \( K \)'s intersect with \( R \) when \((R, K) \in \Lambda^{\text{sparse,nontrivial}} \); 
(2) for \( K_{\max,i} \) fixed, how many \( R \)'s intersect with \( \phi(K_{\max,i}) \).

By the assumption (7.39) and the delicate choice of the sparse grid \( \mathbb{D}^{\beta(\phi(K_{\max,i}))} \), we deduce that the vertical boundary of \( R \)'s never intersect with \( K_{\max,i} \) and thus any \( K \subseteq K_{\max,i} \). The intersections of \( \phi(K) \) and \( \phi(K_{\max,i}) \) with the boundaries of \( R \) can be simplified to the intersections with only the horizontal segments of \( R \). We define the counting number as follows.

**Definition 7.13.** Fix a rotation map \( \phi := \phi^\theta \) of angle \( \theta \in [0, 2\pi] \).

- Define for each \( R \in \mathbb{D}^{\beta(\phi(K_{\max,i}))} \), the number of dyadic rectangles with fixed dimension that are contained in \( K_{\max,i} \) and have non-trivial intersections with the rotated horizontal (or vertical) segments of \( R \) as follows: 
  \[ L^h_{k_1, k_2}(\phi^{-1}(R)) := \# \{ K : (R, K) \in \Lambda(K_{\max,i}, r_1, r_2, k_1, k_2), K \cap \phi^{-1}(l_1^h(R) \cup l_2^h(R) \cup l_3^h(R)) \neq \emptyset \}. \]

- Define for each \( K_{\max,i} \in \mathbb{D}^{\phi} \), the number of dyadic rectangles of fixed dimension whose horizontal (or vertical) segments intersect non-trivially with \( \phi(K_{\max,i}) \) as follows: 
  \[ M^h_{r_1, r_2}(\phi(K_{\max,i})) := \# \{ R : R \in \mathbb{D}^{\beta(\phi(K_{\max,i}))}, |R| = 2^{r_1} \times 2^{r_2}, \phi(K_{\max,i}) \cap (l_1^h(R) \cup l_2^h(R) \cup l_3^h(R)) \neq \emptyset \}. \]

The following lemma summarizes the estimate of \( \Gamma' \) in (7.42) with the application of the counting numbers defined above.

**Lemma 7.14.** 
\[ \Gamma' \lesssim \sup_{(R, K) \in \Lambda^{\text{sparse,nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^2 \cdot \sup_{|R| = 2^{r_1} \times 2^{r_2}} L^h_{k_1, k_2}(\phi^{-1}(R)) \cdot M^h_{r_1, r_2}(\phi(K_{\max,i})). \]
While \( \sup_{(R,K) \in \mathcal{L}_{\text{parse, nontrivial}}} |\langle h_R \circ \phi, h_K \rangle|^2 \) can be majorized by the bounds in Proposition 7.2, we would need precise estimates for \( L^h_{k_1,k_2}(\phi^{-1}(R)) \) and \( M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \).

**Proposition 7.15.** \( L^h_{k_1,k_2}(\phi^{-1}(R)) \) and \( M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \) (Definition 7.13) satisfy the following estimates:

\[
\sup_{|R|=2^{k_1}\times 2^{k_2}} L^h_{k_1,k_2}(\phi^{-1}(R)) \leq \mathbb{1}_{|\tan \theta| \leq \frac{2^{k_2}}{2^{k_1}}} \max \left( \frac{K_{\text{max},i}}{2^{k_1}}, \frac{K_{\text{max},i} |\tan \theta|}{2^{k_2}} \right) + \mathbb{1}_{|\tan \theta| \geq \frac{2^{k_2}}{2^{k_1}}} \max \left( \frac{K_{\text{max},i} |\cot \theta|}{2^{k_1}}, \frac{K_{\text{max},i}}{2^{k_2}} \right),
\]

and

\[
M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \leq \max \left( \frac{K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta|}{2^{r_2}}, 1 \right) \leq 4 \cdot \max \left( \frac{K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta|}{2^{r_2}}, \frac{1}{4} \right).
\]

**Remark 7.16.** We notice that if

\[
\mathbb{1}_{|\cos \theta| + |\sin \theta|} \leq \frac{1}{4} \cdot 2^{r_2},
\]

or equivalently

\[
K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta| \leq \frac{1}{4} \cdot 2^{r_2},
\]

then thanks to the choice of the dyadic grid \( D_\beta(K_{\text{max},i}) \), we have chosen a dyadic rectangle such that

\[
\phi(K_{\text{max},i}) \subseteq Q
\]

and (6.9) is satisfied, which implies that

\[
Q_2 \leq \frac{1}{2} \cdot 2^{r_2}.
\]

Moreover, under the assumptions and Corollary 5.10, we also have

\[
Q_1 \leq \frac{1}{2} \cdot 2^{r_1}.
\]

Since \( Q \) and \( R \) are dyadic rectangles in the chosen dyadic grid \( D_\beta(K_{\text{max},i}) \), we can deduce that \( Q \) is included in one of the 4 children of \( R \). As a consequence, for any \( K \subseteq K_{\text{max},i} \), \( h_K \circ \phi^{-1} \) is constant on \( R \), which implies that

\[
\langle h_R \circ \phi, h_K \rangle = \langle h_R, h_K \circ \phi^{-1} \rangle = 0.
\]

(7.44)

Thus we would separate the discussion by the cases when

\[
K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta| \leq \frac{1}{4} \cdot 2^{r_2},
\]

so that we have the perfect degeneracy for \( \Gamma \) and the more non-trivial case

\[
K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta| \geq \frac{1}{4} \cdot 2^{r_2}.
\]

**Remark 7.17.** Combining the estimates for \( L^h_{k_1,k_2}(\phi^{-1}(R)) \) and \( M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \) in Proposition 7.15, we derive that thanks to the previous remark, in the interesting situations (i.e. when \( K_{\text{max},i} |\cos \theta| + K_{\text{max},i} |\sin \theta| \geq \frac{1}{4} \cdot 2^{r_2} \)) then

\[
\sup_{|R|=2^{k_1}\times 2^{k_2}} L^h_{k_1,k_2}(\phi^{-1}(R)) \cdot M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \lesssim |K_{\text{max},i}| \left( \mathbb{1}_{|\tan \theta| \geq \frac{2^{k_2}}{2^{k_1}}} \cdot \frac{|\sin \theta|}{2^{r_2} 2^{k_2}} + \mathbb{1}_{|\tan \theta| \leq \frac{2^{k_2}}{2^{k_1}}} \cdot \frac{|\cos \theta|}{2^{r_2} 2^{k_2}} \right).
\]

(7.45)

We remark that given the sparse condition

\[
2^{r_2} \geq 2^{k_2} |\cos \theta| + 2^{k_1} |\sin \theta|,
\]

(7.45) can be trivially bounded by

\[
\sup_{|R|=2^{k_1}\times 2^{k_2}} L^h_{k_1,k_2}(\phi^{-1}(R)) \cdot M^h_{r_1, r_2}(\phi(K_{\text{max},i})) \lesssim \frac{|K_{\text{max},i}|}{2^{k_1} 2^{k_2}}.
\]
which agrees with the more naive estimate (7.41) and indicates that (7.45) is a natural and more optimal bound.

7.2.2. Statement of Cancellation Estimates. We have established all the partial estimates and would now assemble them to state the cancellation estimates in the format of a table. We list the different cases and clarify the lemma used in each case. According to the corresponding lemma, we specify the useful quantities and their estimates.

\[
\begin{array}{c|cc|cc|cc|cc}
\Gamma_2 \max \cos \theta + \Gamma_1 \max \sin \theta & \leq 2^{r_2-2} & \text{[Remark 7.16]} \\
\gamma_2 & 0 & \\
\Gamma_2 \max (\cos \theta) + \Gamma_1 \max (\sin \theta) & \geq 2^{r_2-2} & \\
\end{array}
\]

| Case | \( \Gamma_0 \) | \( 2^{k_1} | \sin \theta | \geq 2^{r_2} \) and \( 2^{k_2} | \cos \theta | \geq 2^{r_2} \) | \( 2^{k_1} | \sin \theta | \leq 2^{r_2} \) and \( 2^{k_2} | \cos \theta | > 2^{r_2} \) | \( 2^{k_1} | \sin \theta | > 2^{r_2} \) and \( 2^{k_2} | \cos \theta | < 2^{r_2} \) |
|------|-----------------|-----------------|-----------------|-----------------|
| Even | \( r_2 \leq \min(k_1, k_2) \) | \( 2^{k_1} | \sin \theta | \geq 2^{r_2} \) and \( 2^{k_2} | \cos \theta | \geq 2^{r_2} \) | \( 2^{k_1} | \sin \theta | \leq 2^{r_2} \) and \( 2^{k_2} | \cos \theta | > 2^{r_2} \) | \( 2^{k_1} | \sin \theta | > 2^{r_2} \) and \( 2^{k_2} | \cos \theta | < 2^{r_2} \) |
| Sparse | \( r_2 \geq \min(k_1, k_2) \) | \( 2^{k_1} | \sin \theta | + 2^{k_2} | \cos \theta | > 2^{r_2} \) & | \( 2^{k_1} | \sin \theta | + 2^{k_2} | \cos \theta | < 2^{r_2} \) & |
| Sparse | \( r_2 \geq \min(k_1, k_2) \) | \( 2^{k_1} | \sin \theta | + 2^{k_2} | \cos \theta | \leq 2^{r_2} \) & | \( 2^{k_1} | \sin \theta | + 2^{k_2} | \cos \theta | > 2^{r_2} \) & |

\[
\begin{array}{c|cc}
\text{Lemma 7.9} & \Gamma_0 & |K_\max,1| \cdot 2^{-r_1} 2^{-r_2} \end{array}
\]

\[
\begin{array}{c|cc}
\text{Lemma 7.10} & |K_\max,1| \cdot 2^{-r_1} 2^{-r_2} \end{array}
\]

\[
\begin{array}{c|cc}
\text{Lemma 7.14} & |K_\max,1| \cdot 2^{-r_1} 2^{-r_2} \end{array}
\]

Table 1. Cancellation Estimates Table

\[
\begin{array}{c|cc|cc|cc|cc}
K_{\max,1} | \cos \theta | + K_{\max,1} | \sin \theta | & \leq 2^{r_2-2} & \text{[Remark 7.16]} \\
\end{array}
\]

Remark 7.18. One can verify that on the 7th row where

\[
\min (2^{2r_2} | \tan \theta |, 2^{2r_1} | \cot \theta |) \leq 2^{2r_2} | \tan \theta | \]

is indeed

\[
\min (2^{2r_2} | \tan \theta |, 2^{2r_1} | \cot \theta |) = 2^{2r_2} | \tan \theta |.
\]

In the other case when \( 2^{2r_2} | \tan \theta | \geq 2^{2r_1} | \cot \theta | \), we would have the configuration in Figure 14. Under the assumption that there are no tops of \( \phi(K) \) intersecting \( R \) (since it is about \( \Gamma_0 \)), we could only be in case (b), which contradicts the condition that \( 2^{k_2} \leq \frac{1}{2} 2^{r_2} \) as highlighted in (5.21).

7.2.3. Error Term Estimate: Application of Cancellation Lemma. We will now demonstrate how to call the Cancellation Estimates Table to analyze the error term in different cases. We will exhaust all the cases in Table 2 and categorize the types of arguments by different colors. There are 4 types of arguments, numbered as I, II, III and IV and indicated by green, blue, purple and red respectively. We will focus on one case for each type and all the other cases of the same type can be estimated using the exactly same argument.

First, we recall that under symmetry arguments, we are working on the following conditions:
\[ R \]

Case (a)

\[ R \]

Case (b)

**Figure 14.** Geometric reasoning for minimum estimates in Cancellation Estimates Table

- from (5.18)

\[ 2^{-r_1} \geq \frac{1}{2} \min \left( \frac{K_{\text{max}}}{\cos \theta}, \frac{K_{\text{max}}}{\sin \theta} \right) = \frac{1}{2} K_{\text{max}} \]

In particular, the considered \( k_1 \) parameter satisfies \( 2^{k_1} \lessgtr 2^{-r_1} \).

- and from (5.21)

\[ 2^{k_1} + 2^{k_2} \leq \frac{1}{4} 2^{r_1}. \]

| Case | \( r_2 \leq k_1 \leq k_2 \leq r_1 \) | \( k_1 \leq k_2 \leq r_2 \leq r_1 \) | \( k_2 \leq k_1 \leq r_1 \leq r_2 \) | \( k_1 \leq k_2 \leq r_1 \leq r_2 \) | \( k_2 \leq k_1 \leq r_1 \leq r_2 \) | \( k_1 \leq r_2 \leq k_2 \leq r_1 \) | \( k_2 \leq r_2 \leq k_1 \leq r_1 \) |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( |\tan \theta| \geq \frac{k_2}{2r_1} \) | I | II | | | | | |
| \( |\tan \theta| \leq \frac{k_2}{2r_1} \) | | III | | | | \( 2^{k_1} |\sin \theta| \leq 2^{r_2} \) | \( 2^{k_1} |\sin \theta| \geq 2^{r_2} \) |

**Table 2.** Error Term Estimates

**Case I:** \( 2^{r_2} \leq 2^{k_1} \leq 2^{k_2} \leq 2^{r_1} \)

(a) \( 2^{k_2} |\cos \theta| \geq 2^{r_2} \) and \( 2^{k_1} |\sin \theta| \geq 2^{r_2} \)

According to the Cancellation Estimates Table, we apply Lemma 7.9 where

\[ \min \left( 2^{2r_2} |\tan \theta|, 2^{2r_1} |\cot \theta| \right) = 2^{2r_2} |\tan \theta| \]

\[ \min \left( 2^{2r_1} |\tan \theta|, 2^{2r_2} |\cot \theta| \right) = 2^{2r_2} |\cot \theta| \]

\[ N_{r_1, r_2}(\phi(K)) - \#\text{top}(\phi(K)) \leq \frac{2^{k_1} |\cos \theta|}{2^{r_2}} \]

\[ N_{r_1, r_2}(\phi(K)) - \#\text{top}(\phi(K)) \leq \frac{2^{k_2} |\sin \theta|}{2^{r_2}}. \]

By plugging the above estimates into Lemma 7.9, we obtain

\[ \sum_{r_2, k_1, k_2, r_1} 2^{r_1} \left( \frac{1}{2} + \gamma_1 \right) 2^{r_2} \left( \frac{1}{2} + \gamma_2 \right) \Gamma(K_{\text{max}}; i, r_1, r_2, k_1, k_2) \]
\[ \sum_{r_2, k_1, k_2, r_1} \left( \frac{2^{4 r_2} \tan^2 \theta}{2^{k_1 + k_2} 2^{2 r_1 + r_2}} \cdot \left( \frac{2^{k_2} \cos \theta}{2^{r_2}} \right)^\mu + \frac{2^{4 r_2} \cot^2 \theta}{2^{k_1 + k_2} 2^{2 r_1 + r_2}} \cdot \left( \frac{2^{k_1} \sin \theta}{2^{r_2}} \right)^\nu \right), \frac{K_{\max, i}}{2^{k_1 + k_2}}, 2^{2 r_1 (\frac{1}{p} + \gamma_1)} 2^{2 r_2 (\frac{1}{p} + \gamma_2)} \] 
\[ \leq |K_{\max, i}| \sum_{r_2, k_1, k_2, r_1} 2^{4 r_2} \tan^2 \theta \cdot \left( \frac{2^{k_2} \cos \theta}{2^{r_2}} \right)^\mu \cdot 2^{-2 k_1 - 2 k_2 - 2 r_1 r_2} + \frac{I_a}{2} \] 
\[ = \sum_{r_2, k_1, k_2, r_1} \sin^2 \theta |\cos \theta| \frac{2^{k_2}}{2^{r_2}} 2^{-2 r_2 (2 \gamma_2 + 4 - \frac{2}{p})} 2^{-2 k_1 (\frac{1}{p} - 2)} 2^{2 r_1 r_2} \] 
\[ \leq \sum_{r_2, k_1, k_2, r_1} \left( \frac{2^{k_2}}{2^{r_2}} \right)^{\frac{2}{\mu}} 2^{r_2 (2 \gamma_2 + 4 - \frac{2}{p})} 2^{-2 k_1 (\frac{1}{p} - 2)} 2^{2 r_1 r_2} \] 
(7.46)

Now we will estimate both terms in details. We first consider

\[ I_a = \sum_{r_2, k_1, k_2, r_1} 2^{4 r_2} \tan^2 \theta \cdot \left( \frac{2^{k_2} \cos \theta}{2^{r_2}} \right)^\mu \cdot 2^{-2 k_1 - 2 k_2 - 2 r_1 r_2} \] 
\[ = \sum_{r_2, k_1, k_2, r_1} \sin^2 \theta |\cos \theta| \frac{2^{k_2}}{2^{r_2}} 2^{-2 r_2 (2 \gamma_2 + 4 - \frac{2}{p})} 2^{-2 k_1 (\frac{1}{p} - 2)} 2^{2 r_1 r_2} \] 
\[ \leq \sum_{r_2, k_1, k_2, r_1} \left( \frac{2^{k_2}}{2^{r_2}} \right)^{\frac{2}{\mu}} 2^{r_2 (2 \gamma_2 + 4 - \frac{2}{p})} 2^{-2 k_1 (\frac{1}{p} - 2)} 2^{2 r_1 r_2} \] 
(7.47)

where the last inequality follows from the condition \(|\cos \theta| \geq \frac{2^{2 r_2}}{2^{r_2}}\). Therefore, (7.47) can be majorized by

\[ \sum_{r_2, k_1, k_2, r_1} 2^{2 r_2 (2 \gamma_2 + 2)} 2^{-2 k_1} 2^{2 r_1 r_2} \lesssim \sum_{k_1, k_2, r_1} 2^{2 r_2} 2^{r_1 r_2}. \] 
(7.48)

We recall that \(2^{k_1} \lesssim 2^{-l_2} 2^{r_1}\). Furthermore, \(2^{k_1} \leq 2^{k_2}\) in this case. As a consequence,

\[ 2^{k_1} \lesssim \min(2^{-l_2} 2^{r_1}, 2^{k_2}) \leq (2^{-l_2} 2^{r_1})^\theta 2^{k_2 (1 - \theta)} \] 
(7.49)

for any \(0 \leq \theta \leq 1\). By applying the condition (7.49) to the geometric sum (7.48) and choosing \(\gamma_2 > 0\), we obtain

\[ 2^{-l_2} 2^{r_2} \sum_{k_2, r_1} 2^{k_2} 2^{r_1 (1 - \theta)} 2^{r_1 (2 \gamma_2 + 2 r_2 \theta)} \lesssim 2^{-l_2} 2^{r_2} \sum_{r_1} 2^{r_1 (2 \gamma_2 + 2 r_2 \theta)}. \]

Similarly, we can estimate \(I_b^2\) by

\[ \sum_{r_2, k_1, k_2, r_1} |\sin \theta| \frac{2}{2^r} 2^{4 r_2} \cdot \left( \frac{2^{k_1}}{2^r} \right)^\nu \cdot 2^{-2 k_1 - 2 k_2 - 2 r_1 r_2} \lesssim \sum_{r_2, k_1, k_2, r_1} \left( \frac{2^{k_1}}{2^r} \right)^{\frac{2}{\nu}} 2^{r_2 (2 \gamma_2 + 4 - \frac{2}{p})} 2^{-2 k_1 (\frac{1}{p} - 2)} 2^{2 r_1 r_2} \] 
(7.50)

since \(|\sin \theta| \geq \frac{2^{2 r_2}}{2^r}|\sin \theta| \). Simplification of (7.50) yields

\[ \sum_{r_2, k_1, k_2, r_1} 2^{2 r_2 (2 \gamma_2 + 2)} 2^{-2 k_1} 2^{2 r_1 r_2} \lesssim \sum_{k_1, r_1} 2^{2 k_1 (2 \gamma_2 + 2)} 2^{-2 k_1} 2^{2 r_1 r_2} \lesssim \sum_{k_1, r_1} 2^{2 r_1} 2^{2 r_1} 2^{2 r_1 r_2} \lesssim 2^{-2 r_1} \sum_{r_1} 2^{r_1 (2 \gamma_2 + 2 r_2 \theta)} \] 

where the last inequality holds for any \(\gamma_2 > 0\). One can then choose appropriate \(\gamma_1\) such that both series (7.47) and (7.50) converge. In conclusion, for \(\mu := \min(2 \gamma_2, 2 \gamma_2) = 2 \gamma_2\) such that

\[ 0 < \gamma_2 < \min(s - \frac{2}{p}, \frac{1}{p}) \] 
and \(0 \leq \theta \leq 1, \]

\[ \sum_{r_2, k_1, k_2, r_1} 2^{2 r_1} 2^{(\frac{1}{p} + \gamma_1)} 2^{2 r_2} 2^{(\frac{1}{p} + \gamma_2)} \Gamma(K_{\max, i}, r_1, r_2, k_1, k_2) \lesssim 2^{-l_2} \|K_{\max, i}\| \] 
(7.51)

as desired.

(b) \(2^{k_2} |\cos \theta| \geq 2^{r_2}\) and \(2^{k_1} |\sin \theta| < 2^{r_2}\)

We refer to the Cancellation Estimates Table and apply Lemma 7.9 where

\[ \min(2^{2 r_2} |\tan \theta|, 2^{2 r_1} |\cot \theta|) = 2^{2 r_2} |\tan \theta| \]
where

\[
\min \left( 2^{2r_1} |\tan \theta|, 2^{2r_2} |\cot \theta| \right) = 2^{2r_2} |\cot \theta|
\]

\[
N^h_{r_1,r_2}(\phi(K)) - \# \top(\phi(K)) \lesssim \frac{2^{k_2} |\cos \theta|}{2^{r_2}}
\]

\[
N^h_{r_1,r_2}(\phi(K)) - \# \top(\phi(K)) = 0
\]

\[
\Gamma^1 \lesssim |K_{\max,i}| 2^{-r_1} 2^{-r_2}.
\]

By plugging the above estimates into Lemma 7.9, we have

\[
\sum_{r_2,k_1,k_2,r_1} 2^{2r_1(\frac{1}{2} + \gamma_1)} 2^{2r_2(\frac{1}{2} + \gamma_2)} \Gamma(K_{\max,i}, r_1, r_2, k_1, k_2)
\]

\[
\lesssim |K_{\max,i}| \sum_{r_2,k_1,k_2,r_1} 2^{4r_2} \tan^2 \theta \cdot \left( \frac{2^{k_2} |\cos \theta|}{2^{r_2}} \right) 2^{2-2k_1-2k_2} 2^{2\gamma_1 r_1} 2^{2\gamma_2 r_2} + |K_{\max,i}| \sum_{r_2,k_1,k_2,r_1} 2^{2\gamma_1 r_1} 2^{2\gamma_2 r_2}
\]

where the first summand is the same as \( I_a^1 \) and the second term can be estimated as follows:

\[
I_b \lesssim \sum_{r_2,k_1,k_2,r_1} 2^{2\gamma_2 r_2} 2^{2\gamma_1 r_1} \lesssim \sum_{k_1,k_2,r_1} 2^{2\gamma_2 k_1} 2^{2\gamma_1 r_1}.
\]

We notice that we have deduced the same expression as (7.48) so that we can apply the same argument to conclude

\[
(7.52) \lesssim 2^{-\mu |K_{\max,i}|}.
\]

for \( \mu := 2\gamma_2 \theta \) where \( \gamma_2 \) and \( \theta \) satisfy the conditions \( 0 < \gamma_2 < \min(s - \frac{2}{p}, \frac{1}{p}) \) and \( 0 \leq \theta \leq 1 \) as in Case (a).

(c) \( 2^{k_2} |\cos \theta| < 2^{r_2} \) and \( 2^{k_1} |\sin \theta| \geq 2^{r_2} \)

As indicated by the Cancellation Estimates Table, we apply Lemma 7.9 where

\[
\min \left( 2^{2r_2} |\tan \theta|, 2^{2r_1} |\cot \theta| \right) = 2^{2r_2} |\tan \theta|
\]

\[
\min \left( 2^{2r_1} |\tan \theta|, 2^{2r_2} |\cot \theta| \right) = 2^{2r_2} |\cot \theta|
\]

\[
N^h_{r_1,r_2}(\phi(K)) - \# \top(\phi(K)) = 0
\]

\[
N^h_{r_1,r_2}(\phi(K)) - \# \top(\phi(K)) \lesssim \frac{2^{k_1} |\sin \theta|}{2^{r_2}}
\]

\[
\Gamma^1 \lesssim |K_{\max,i}| 2^{-r_1} 2^{-r_2},
\]

which yields the following estimate:

\[
\sum_{r_2,k_1,k_2,r_1} 2^{2r_1(\frac{1}{2} + \gamma_1)} 2^{2r_2(\frac{1}{2} + \gamma_2)} \Gamma(K_{\max,i}, r_1, r_2, k_1, k_2)
\]

\[
\lesssim |K_{\max,i}| \sum_{r_2,k_1,k_2,r_1} 2^{2\gamma_1 r_1} 2^{2\gamma_2 r_2} + |K_{\max,i}| \sum_{r_2,k_1,k_2,r_1} 2^{4r_2} \cot^2 \theta \cdot \left( \frac{2^{k_1} |\sin \theta|}{2^{r_2}} \right) \lesssim |K_{\max,i}| 2^{-r_1} 2^{-r_2}.
\]

The second term is the same as \( I_a^2 \) and the first term can be estimated similarly as \( I_b \) so that (7.51) would be achieved.

Case II: \( 2^{k_1} \leq 2^{k_2} \leq 2^{r_1} \) and \( |\tan \theta| > 2^{k_2} 2^{\gamma_1} \)

This is the sparse case and the Cancellation Estimates Table suggests that we apply Lemma 7.14 with

\[
\min \left( 2^{2k_1} |\tan \theta|, 2^{2k_2} |\cot \theta| \right) = 2^{2k_2} |\cot \theta|
\]

\[
\mathcal{L}^h_{k_1,k_2}(\phi^{-1}(R)) \mathcal{M}^h_{r_1,r_2}(\phi(K_{\max,i})) \lesssim |K_{\max,i}| \frac{|\sin \theta|}{2^{r_2} 2^{k_2}}.
\]
which generates the following estimates:
\[
\sum_{k_1, k_2, r_1, r_2} 2^{2r_1(\frac{1}{2} + \gamma_1)} 2^{2r_2(\frac{1}{2} + \gamma_2)} \Gamma(K_{\text{max, } i}, r_1, r_2, k_1, k_2) \\
\leq \sum_{k_1, k_2, r_1, r_2} \frac{(2^{2k_2} \cot \theta)^2}{2^{k_1 + k_2} \Gamma(k_1, k_2)} \cdot \frac{|K_{\text{max, } i}| |\sin \theta|}{2^{k_2} \Gamma(k_2)} \\
\leq \sum_{k_1, k_2, r_1, r_2} \frac{(2^{k_2} \cdot 2^{k_2})^2}{2^{k_1 + k_2} \Gamma(k_1, k_2)} \cdot \frac{|K_{\text{max, } i}| |\sin \theta|}{2^{k_2} \Gamma(k_2)} \\
\lesssim |K_{\text{max, } i}| \sum_{k_1, k_2, r_1, r_2} 2^{k_2} 2^{r_2(2\gamma_2 - 1)} 2^{2\gamma_1 r_1},
\]
(7.54)

where the second to last inequality follows from the condition \(|\tan \theta| > \frac{2^{k_2}}{2^{k_2}}\). We recall that \(\gamma_2 \in (-\delta, \delta)\) with \(\delta := \min(s - \frac{2}{p}, \frac{1}{p}) \leq \frac{1}{p} < \frac{1}{2}\) since \(p \in (2, \infty)\). Thus \(2\gamma_2 - 1 < 0\), which yields
\[
(7.54) \lesssim |K_{\text{max, } i}| \sum_{k_1, k_2, r_1} 2^{k_2} 2^{r_2(2\gamma_2 - 1)} 2^{2\gamma_1 r_1} \lesssim |K_{\text{max, } i}| \sum_{k_1, r_1} 2^{2\gamma_2 k_1} 2^{2\gamma_1 r_1}.
\]
(7.55)

By choosing \(\gamma_2 > 0\), we deduce that
\[
(7.55) \lesssim 2^{-(l - 2\gamma_2)} \sum_{r_1} g^r(2\gamma_1 + \gamma_2).
\]
(7.56)

One can finally choose \(\gamma_1\) such that the series (7.56) converges. As a result, one obtains
\[
\sum_{k_1, k_2, r_1, r_2} 2^{2r_1(\frac{1}{2} + \gamma_1)} 2^{2r_2(\frac{1}{2} + \gamma_2)} \Gamma(K_{\text{max, } i}, r_1, r_2, k_1, k_2) \lesssim 2^{-\mu l} |K_{\text{max, } i}|
\]
(7.57)

for \(\mu := 2\gamma_2\) with \(0 < \gamma_2 < \min(s - \frac{2}{p}, \frac{1}{p})\).

Case III: \(2^{k_1} \leq 2^{k_2} \leq 2^{r_2} \leq 2^{s}\) and \(|\tan \theta| < \frac{2^{k_2}}{2^{k_1}}\).

We are in the sparse case and need to apply Lemma 7.14 with the following estimates indicated in the Cancellation Estimates Table:

\[
\min(2^{2k_1} |\tan \theta|, 2^{2k_2} |\cot \theta|) = 2^{k_2} |\tan \theta|
\]
\[
\mathcal{L}_{k_1, k_2}^b (\phi^{-1}(R)) \mathcal{M}_{r_1, r_2}^b (\phi(K_{\text{max, } i})) \lesssim \frac{|\cos \theta|}{2^{r_2} 2^{k_2}}.
\]

As a consequence, we have
\[
\sum_{k_1, k_2, r_1, r_2} 2^{2r_1(\frac{1}{2} + \gamma_1)} 2^{2r_2(\frac{1}{2} + \gamma_2)} \sum_{K \subseteq K_{\text{max, } i}} \sum_{|K| = 2^{k_1} \times 2^{k_2}} \left( \sum_{|R| = 2^{r_1} \times 2^{r_2}} \left| \langle h_{R_1}, h_{K} \rangle \right|^{p'} \right)^{\frac{1}{p'}}
\]
\[
\sum_{k_1, k_2, r_1, r_2} \frac{(2^{k_2} \tan \theta)^2}{2^{k_1 + k_2} \Gamma(k_1, k_2)} \cdot \frac{|K_{\text{max, } i}| |\cos \theta|}{2^{k_2} \Gamma(k_2)} \\
\leq \sum_{k_1, k_2, r_1, r_2} \frac{2^{k_2}}{2^{k_1} \Gamma(k_1, k_2)} \cdot \frac{2^{4k_1}}{2^{k_1 + k_2} \Gamma(k_1, k_2)} \\
\leq \sum_{k_1, k_2, r_1, r_2} 2^{k_2} 2^{4k_1} 2^{2r_2(2\gamma_2 - 1)} 2^{2\gamma_1 r_1},
\]
(7.58)

where the last inequality follows from the condition \(|\tan \theta| < 2^{k_2} 2^{k_1}\). As a consequence,
\[
(7.58) = |K_{\text{max, } i}| \sum_{k_1, k_2, r_1, r_2} 2^{4k_1} 2^{2r_2(2\gamma_2 - 1)} 2^{2\gamma_1 r_1}
\]

which agrees with the expression (7.54) and can be estimated by the exactly same argument. Therefore, (7.57) can be attained with \(\mu := 2\gamma_2\) with \(0 < \gamma_2 < \min(s - \frac{2}{p}, \frac{1}{p})\).
Case $\mathcal{Z}$: $2^{k_1} \leq 2^{r_2} \leq 2^{k_2} \leq 2^r$ and $2^{k_2} |\cos \theta| \geq 2^{r_2}$

In this case, we observe that a necessary condition imposed by $2^{k_1} \leq 2^{r_2}$ and $2^{k_2} |\cos \theta| \geq 2^{r_2}$ is

$$|\tan \theta| \leq \frac{2^{k_2}}{2^{k_1}}$$

because $2^{k_1} |\sin \theta| \leq 2^{r_2} \leq 2^{k_2} |\cos \theta|$. Hence we apply Lemma 7.10 with

$$\min (2^{2k_1} |\tan \theta|, 2^{2k_2} |\cot \theta|) = 2^{2k_1} |\tan \theta|$$

$$\mathcal{N}_{r_1,r_2}^p (\phi(K)) + \mathcal{N}_{r_1,r_2}^p (\phi(K)) \lesssim \frac{2^{k_2} |\cos \theta|}{2^{r_2}},$$

which gives

$$\begin{align*}
&= |K_{\max,i}| \sum_{k_1,r_2,k_2,r_1} |\tan \theta|^{2-\frac{2}{p}} |\sin \theta|^{\frac{2}{p}} 2^{2k_1} 2^{r_2} (2 \gamma_2 - \frac{2}{p}) 2^{k_2} (\frac{2}{p} - 2) 2^{\gamma_1 r_1} \\
&\leq |K_{\max,i}| \sum_{k_1,r_2,k_2,r_1} \left( \frac{2^{k_2}}{2^{k_1}} \right)^{2-\frac{2}{p}} 2^{2k_1} 2^{r_2} (2 \gamma_2 - \frac{2}{p}) 2^{k_2} (\frac{2}{p} - 2) 2^{\gamma_1 r_1}
\end{align*}$$

(7.59)

due to the condition $|\tan \theta| \leq \frac{2^{k_2}}{2^{k_1}}$. After simplifications, we obtain

$$\begin{align*}
(7.59) &= |K_{\max,i}| \sum_{k_1,r_2,k_2,r_1} 2^{\frac{2}{p} k_1} 2^{r_2} (2 \gamma_2 - \frac{2}{p}) 2^{\gamma_1 r_1}.
\end{align*}$$

We notice that $\gamma_2 \in (-\delta, \delta)$ with $\delta := \min(s-\frac{2}{p}, \frac{1}{p}) < \frac{1}{2} < \frac{1}{p}$ since $\frac{1}{p} + \frac{1}{p} = 1$ and $p > 2$. Therefore, $2 \gamma_2 - \frac{2}{p} < 0$, which implies

$$\begin{align*}
(7.59) &\lesssim |K_{\max,i}| \sum_{k_1,r_1} 2^{2 \gamma_2 k_1} 2^{\gamma_1 r_1} \lesssim |K_{\max,i}| 2^{-2 \gamma_2 l} \sum_{r_1} 2^{r_1 (2 \gamma_1 + 2 \gamma_2)}
\end{align*}$$

where the last two inequalities follow from $\gamma_2 > 0$. We finally select $\gamma_1$ so that the series converges and thus conclude that

$$\begin{align*}
&= \sum_{k_1,k_2,r_2,r_1} 2^{2r_1 (\frac{2}{p} + \gamma_1)} 2^{2r_2 (\frac{2}{p} + \gamma_2)} \Gamma (K_{\max,i}, r_1, r_2, k_1, k_2) \lesssim 2^{-\mu l} |K_{\max,i}|
\end{align*}$$

(7.60)

with $\mu := 2 \gamma_2$ with $0 < \gamma_2 < \min(s-\frac{2}{p}, \frac{1}{p})$.

To sum up, we have showed that for any $l \in \mathbb{N}$ with $2^{-l} \lesssim \frac{1}{\epsilon}$, (7.5) holds with $\mu := 2 \theta \gamma_2$ where $0 < \gamma_2 < \min(s-\frac{2}{p}, \frac{1}{p})$ and $0 \leq \theta \leq 1$. Then we have seen how to deduce (7.6), which implies

$$\begin{align*}
\mathcal{E}_2 \lesssim \epsilon^{\frac{1}{4}} \|F\|_{W^{s,p}} |\Omega|^{\frac{1}{4}} = \epsilon^{\frac{1}{4}} \|F\|_{W^{s,p}} |\Omega|^{\frac{1}{4}}.
\end{align*}$$

(7.61)

We refer the reader to Figure 6 and combine the estimates for $\mathcal{E}_1$, namely (5.10) and (5.11), $\mathcal{M}$ (6.17) and $\mathcal{E}_2$ (7.61), from which we can conclude that

$$\sup_{\Omega \subseteq \mathbb{R}^2} |\Omega|^{-\frac{1}{4}} \text{osc}_\Omega (F \circ \phi) \lesssim \sup_{\Omega \subseteq \mathbb{R}^2} |\Omega|^{-\frac{1}{4}} (\mathcal{E}_1 + \mathcal{M} + \mathcal{E}_2) \lesssim \epsilon^{-1} \log \epsilon^{-1} \|F\|_{\text{BMO}} + \epsilon^{\theta \gamma_2} \|F\|_{W^{s,p}},$$

which completes the proof of Theorem 1.3.
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