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Abstract. Identification of rare states in complex dynamical systems remains challenging due to data incompleteness and limited success in adopting standard machine learning algorithms for such problems. Although alternatives such as single-example learning (SEL) can learn novel classes from just a few training examples using similarities to reference classes for which large data sets are available, SEL performance quickly deteriorates with decreasing number of available reference classes. Previously, we have shown that with availability of just two broad classes, vector of boosting-ensemble components, discovered in supervised classification learning, provides universal state representation. Analytical models and other domain-expert knowledge can be directly incorporated within such ensemble decomposition learning (EDL) framework reducing requirements for data size. Alternatively, auto-encoders (AE), components of deep learning (DL) frameworks for automatic feature selection and dimensionality reduction, offer unlimited flexibility in discovering robust latent representations. However, AEs require large data sets and unlike boosting are less effective in utilization of existing models. We argue that using EDL vectors as inputs in standard AE architectures allows synergetic combination of the two approaches and discovery of robust state representations even with limited data. The framework is illustrated in the context of personalized medicine application using cardio data from www.physionet.org.

1. Introduction

Identification and forecasting of rare states in complex dynamical systems remains challenging due to data incompleteness and limited success in adopting standard machine learning algorithms for such problems. There are a number of approaches for tuning existing statistical approaches to the specifics of the rare event prediction through objective function and data sample manipulations [1]. However, too many training examples are still required to produce a model with satisfactory generalization.

Alternative and more promising approach to learn novel classes or patterns is single-example learning (SEL) frameworks pioneered in computer vision [2]. SEL is a group of machine learning methods aimed at learning classifiers for novel classes by generalization from just one or a few training examples. SEL ideas agree well with functioning of the human brain [2]. When a human is already capable of distinguishing objects of different classes having seen numerous examples of them, he can learn to identify objects of a previously unseen class, being provided only one image of it. Various SEL approaches have been proposed [3 - 7]. Although diverse in technical details and
implementations, all of these techniques rely on different forms of generic or application-specific prior knowledge and constraints for a drastic reduction of training samples.

One of the generic techniques directly associated with SEL biological origin is single-example learning of novel classes using representation by similarity [3]. In this framework, a novel class is characterized by its similarity to a number of previously learned, familiar classes. If a system can already classify several classes with sufficient accuracy, it can be extended to classify an additional novel class using a single training example. However, performance of this approach could quickly deteriorate with decreasing number of reference classes and available data samples.

Domain-expert models and other knowledge obtained by deeper understanding of the considered application scope could play a key role in cases of severe data incompleteness because of natural dimensionality reduction and usage of domain-specific constraints, e.g., [8, 9]. Such simplified models are often biased and not capable to cover all possible regimes. We have proposed application of boosting-like algorithms for effective utilization of all available domain knowledge via discovery of compact ensembles of complementary low-complexity components [8 - 11]. This approach can tolerate severe data incompleteness and significantly increase accuracy and stability of individual base models. Such boosting ensembles could effectively utilize not just best-on-average models but all complementary domain-expert knowledge after proper parametrization and optimization [9 - 11].

Superior performance of these boosting ensembles is due to optimal combination of complementary models that are experts in different regimes of the considered complex system [10, 12, 13]. Therefore, partial information of many different regimes and states becomes implicitly encoded in the obtained ensemble. However, only aggregated output is used in the typical ensemble learning applications, while the rich internal structure of the ensemble is completely ignored. We have proposed extraction of this underutilized knowledge as a full vector of boosting ensemble components for generic state representation and referred to such approach as ensemble decomposition learning (EDL) [12]. EDL could be effectively used in rare, complex, and emerging regimes or patterns classification and forecasting [10, 12, 13]. Unlike traditional SEL approach, EDL does not require existence of many well-studied classes. Instead, even data from two broad classes (e.g., normal-abnormal in the biomedical context) could be used to build robust two-class ensemble classifier with implicitly encoded sub-classes or sub-regimes required for efficient operation of EDL framework [10, 12, 13].

Recent advancements in deep learning (DL) frameworks based on deep neural networks (DNN) drastically improved accuracy of machine learning in image recognition, natural language processing and other applications [14 – 16]. Although universal capabilities of multi-layer NNs are well known [17, 18], the key advantage of DL is systematic approach for independent training of groups of DNN layers. This includes unsupervised training of auto-encoders (AE) for hierarchical representation of raw input data and supervised re-training of several last layers in the transfer learning that compensate for data incompleteness in a particular application [14], [19 – 23].

The general approach of component-wise training and hierarchical representations in DL is very similar to key ideas in boosting algorithms [24 - 27]. Operational challenges of DNN training such as finding optimal combination of numerous hyper-parameters, including DNN structure, are alleviated by fast technological advancements in massively parallel CPU/GPU systems. However, in cases of severe data limitations and/or absence of relevant problem for the transfer learning, advantages of DNN-based DL are drastically reduced. For example, pure data-driven auto-encoders dealing with high-dimensional raw input data require large amount of data for effective operation even when stacked shallow auto-encoders are used [21].

Existing domain-expert models obtained by deeper understanding of the considered domain could play a key role in applications with severe incompleteness of training data due to natural dimensionality reduction and usage of domain-specific constraints. However, in contrast to boosting-based frameworks, comprehensive incorporation of this domain knowledge into standard DNN-based DL is problematic, except for straightforward guidance in factor selection [27]. While several interesting approaches for combination of the best features of boosting and DNN frameworks have
been described in the literature [28 - 32], they did not focus on the problem of comprehensive integration of domain-expert models and other knowledge into such hybrid frameworks.

Recently we have proposed a hybrid framework combining boosting algorithm applied to domain-expert knowledge with DNN [27]. This framework can potentially tolerate severe data limitations and effectively leverage advantages of existing domain-expert knowledge, boosting-based ensemble learning and DNNs. In particular, instead of AE layers, we have proposed to use ensemble of complementary domain-expert model discovered by boosting as input to classification part of DNN, i.e. multi-layer perceptron (MLP), for further supervised training. In such hybrid system boosting warranties maximum utilization of domain-expert knowledge in situations with very limited data where AEs become ineffective. In turn, DNN may further increase accuracy of compact boosting ensemble by uncovering more subtle patterns such as non-linear mixed terms that were not fully explored by boosting formulation limited to linear combination of complementary models.

In the context of rare states identification, we propose a different hybrid framework that leverages domain-expert knowledge, boosting and DL. AEs, components of DL frameworks for automatic feature selection and dimensionality reduction, discover robust latent representations that potentially can be used for robust quantification of rare and complex states. However, AEs require large data sets and unlike boosting are less effective in utilization of existing models. We argue that using EDL vectors as inputs in standard AE architectures allows synergistic combination of the two approaches and discovery of robust state representations even with limited data. Similar to combination of boosting and DNNs for classification discussed in [27], AE could further enhance state representations offered by EDL vectors through additional nonlinear encoding and flexible mixing of boosting ensemble components. Encouraging results are illustrated in the context of personalized medicine application using cardio data from www.physionet.org

2. Limitations of existing approaches for rare states identification and advantages of novel hybrid framework

There are different approaches for adjustment of standard algorithms to the specifics of rare class prediction through objective function and data sample manipulations such as direct increase of rare example weight in the classification loss function and various oversampling techniques [1]. However, many training examples are still required to produce a model with satisfactory generalization. SEL frameworks pioneered in computer vision offer a promising alternative [2].

One of the effective SEL approaches is based on representation by similarity [2, 3]. In this framework, a novel class is characterized by its similarity to several previously learned classes. If a system is already trained to classify several classes using sufficient amount of training data it can be extended to classify an additional novel class using just one or several examples of this class. Assume that \( n \) well-learned classes \( C_i \) exist, \( F_i \) is a classifier for the \( i \)-th class, \( C(p) \) is the class to which a pattern \( p \) belongs, and \( F_i(p) \) is the output of \( F_i \) on pattern \( p \) (i.e., probability-like number that \( p \) belongs to \( C_i \)). \( F(p) \) can be interpreted as the similarity of pattern \( p \) to the class \( C_i \), i.e.:

\[
F(p) = [F_1(p), F_2(p), ..., F_n(p)]
\]

Other instances of class \( C \) are expected to have similarity/feature vectors (Eq.1) resembling that of \( E \). Therefore, nearest-neighbour classification can be used. New pattern \( p \) is classified as belonging to class \( C \) when the distance between their similarity vectors and that of \( E \) is below a chosen threshold. This approach could quickly deteriorate with decreasing number of reference classes and/or deficit of data for some of the important reference classes.

We have proposed application of boosting-like algorithms for effective utilization of all available domain knowledge via discovery of compact ensembles of complementary low-complexity components [8 - 13]. This approach can tolerate substantial data incompleteness and significantly increase accuracy of individual base models as was demonstrated in cardiac diagnostics and in gait-based detection of neurological abnormalities [9 - 13]. Such boosting ensembles could effectively utilize all complementary domain-expert knowledge not just best-on-average models [8 - 13].
Next, we argued that utility of boosting ensembles extends beyond standard usage of the aggregated ensemble value in classification or regression problems [10, 12, 13]. Indeed, stable multi-regime performance of the ensemble suggests that boosting construct local experts for different implicit regimes or domains of a whole feature space, which ensures good global performance of the final ensemble. We have proposed utilization of this knowledge, implicitly encoded in model ensembles, and called this approach ensemble decomposition learning (EDL), since the extracted information is provided by the individual ensemble constituents (or their subgroups) [12].

EDL technique and its relation to SEL can be summarized as follows [12]. EDL is different from the classical usage of only aggregated ensemble information. For example, in the case of AdaBoost [24, 25], the final classifier (aggregated value) is given by:

$$H(x) = \sum_{t=1}^{T} \alpha_t h_t(x) / \sum_{t=1}^{T} \alpha_t$$

(2)

Where $h_i(x)$ is a base classifier obtained at the $i$-th boosting iteration, $\alpha_i$ is its weight and $T$ is a total number of iterations. Formally, one can introduce ensemble decomposition feature vector as [12]:

$$D(x) = [\alpha_1 h_1(x), \alpha_2 h_2(x), ..., \alpha_T h_T(x)]$$

(3)

Each sample (state) after ensemble classification procedure can be represented by this vector. Although each individual component of this feature vector may not contain explicit and usable information, collectively, these values may provide detailed and informative state representation of the considered system which is not accessible in the aggregated form given by $H(x)$.

SEL method can be used in the context of EDL for boosting-based model ensemble. The difference is that in standard approach of representation by similarity (Eq.1), each sample is represented by a vector of familiar classes classifier outputs and in EDL it is represented by a vector of weighted base classifier outputs – ensemble decomposition vector (Eq. 3), which plays a role of similarity vector. Unlike traditional SEL, EDL does not require existence of many well-studied classes. Instead, even data from two broad classes could be used to build robust two-class ensemble classifier with implicitly encoded sub-classes required for efficient operation of EDL framework [12].

Robustness of EDL approach for representation of rare and complex physiological states in the context of cardiac diagnostics and personalized medicine was demonstrated in our previous works, where we used parametrized complexity measures adopted from non-linear dynamics (NLD) and linear spectral measures as boosting base models [9 - 13]. These measures represent part of the domain-expert knowledge for the variability analysis of physiological time series [33 - 38]. We found that with parametrized single measure, boosting was not able to achieve significant improvement over the best single model [9 - 13]. Only when two significantly different measures were used as base models, substantial increase of accuracy was achieved with boosting-based ensemble: on both, standard aggregated value approach and related EDL. Therefore, while EDL based on boosting ensemble of domain-expert base models could provide robust representation for rare and complex states using very limited data and coarse label set, its success depends on existence of diverse enough set of base models. When diversity of base models is limited, boosting may still discover complementary models through proper parametrization, however, linear form of discovered components combination without any cross terms could limit potential gains.

AEs, components of DL frameworks for automatic feature selection and dimensionality reduction, offer unlimited flexibility in discovering robust latent representations that potentially can be used for robust quantification of rare and complex states [19 - 21]. Classical “bottleneck” AE offers direct reduction of problem dimensionality and often interpreted as nonlinear principal component analysis (PCA) [19]. De-noising AE could often find even more robust (sparse) representations by increasing inner layer size beyond input dimensionality (over-specification) and adding masking or other noise to the input during training which forces AE to discover non-trivial lower dimensional manifolds as robust latent representations [20].

AEs are often introduced in the context of unsupervised pre-training when large percentage of the training data is unlabelled. However, when labels are available, unsupervised AEs could still be used in DNN training process since they offer effective regularization [20]. When part of training data is labelled, semi-supervised AEs with classification error term for labelled data added to standard
decoding error could be effectively used for forcing AE to find latent representations that are useful for subsequent classification problem with supervised training rather than just generic representations [39, 40]. Since employment of unlabelled data in applications with limited labelled data could be critical for the success of the final classification, effective semi-supervised approaches are often integrated within classification algorithms [41]. Recent generalizations of AE frameworks are more relevant to the problem of rare states identification and forecasting. For example, AEs with simultaneous minimization of standard decoding error and optimization of clustering capabilities based on latent representation is proposed in [42]. However, AEs require large data for effective operation and compared to boosting are less effective in utilization of the existing domain-expert models.

Using EDL vectors as inputs to standard AE architectures allows synergetic combination of the two approaches and discovery of robust state representations even with limited data. Similar to leveraging of boosting and DNNs for classification discussed in [27], AE could further enhance state representations offered by EDL vectors through additional nonlinear encoding and flexible mixing of boosting ensemble components. On the other hand, EDL brings all power of the boosting-based approach in discovery of all complementary domain-expert models. The proposed framework operation and encouraging results are illustrated in the context of personalized medicine application using cardio data from www.physionet.org.

3. Application example

In this section, we illustrate capabilities of the proposed hybrid framework in the context of personalized medicine and well-being maintenance applications based on heart rate variability (HRV) analysis, where HRV measures are computed from beat-to-beat (R-R) time series. The well-known NLD indicators applicable for HRV analysis are based on de-trended fluctuation analysis (DFA), multi-scale entropy (MSE), and multi-fractal analysis (MFA) including MFA extension of DFA [34 - 38]. The comparable performance is also demonstrated by advanced linear indicators based on power spectrum analysis of the RR time series [33]. In general, these HRV measures require long time series for stable calculation [9]. However, HRV indicators have to be computed on short segments in order to capture early signs of developing and/or intermittent abnormalities or to detect subtle initial effects of treatment procedures.

As shown previously, the boosting-based combination of these indicators are suitable for short RR time series [9, 10]. A natural choice of base models for boosting are low-complexity base classifiers, where each of the classifiers uses one complexity measure, \( \beta_i \), out of several choices [9,10]:

\[
(\beta \mid p_i, \gamma)
\]

Here \( \gamma \) is a threshold level (decision boundary) and \( p_i \) is a vector of adjustable parameters of the chosen measure. In our case, \( \beta_i \) may correspond, for example, to either DFA scaling exponent, slope of MSE curve, or power spectrum ratio. Applying boosting steps to a set of such base classifiers with different measures \( \beta_i \) and optimizing over \((p_i, \gamma)\) on each boosting iteration, we can obtain an ensemble of measures with significantly better accuracy and stability.

Relative comparison of \( H(x) \) values computed from short RR segments is the most direct way of express diagnostics and early detection of emerging pathologies [9, 10]. However, in the early stages of the developing and/or intermittent abnormality, a large fraction of short RR segments may be normal, which increases probability of missing such abnormalities. Stability and accuracy can be significantly increased by analysing global ECG dynamics characterized by the full distribution of aggregated values, \( H(x) \), or EDL vectors calculated on a large number of consecutive RR segments [10].

A proper representation of global cardio dynamics could be used for quick and objective matching of the current patient to former cases with known treatment plans and outcomes. Direct comparison of full ECG (RR) time series from two individuals is not effective due to high level of noise and natural
long-term variations of the ECG time series. Collection of consecutive EDL vectors provides effectively filtered representation that removes unimportant variations but preserves differentiation among key micro-states. By calculating Euclidean distances between each EDL vector of one subject with each EDL vector of another subject, distance matrix is obtained. Large distance matrix is often very noisy and usage of simple averages or medians from all cross-EDL distances as aggregated distance measure between subjects is not optimal [10].

The described challenge of handling distance matrix is similar to that encountered in financial applications dealing with quantification of the market state using large and noisy correlation matrices. Recently, it was shown that graph-based approaches such as Minimum Spanning Tree (MST) motivated by the human perception could offer significant advantages over more traditional approaches based on random matrix theory [43, 44]. A spanning tree is a connected graph containing all vertices of the original graph without loops [45]. MST derived by Prim's or Kruskal's algorithm [45] is a spanning tree with minimal length among all spanning trees connecting the nodes of the graph.

MST provides robust low-dimensional representation of the original correlation or distance matrix. The aggregated MST measure is its length defined as

\[ L = \frac{1}{N-1} \sum_{(i,j) \in T} d_{ij} \]  

(5)

Here \((N-1)\) is the number of edges present in MST and \(d_{ij}\) is the distance between nodes \(i\) and \(j\). MST is used to measure similarity between global physiological states of two patients represented by the collection of EDL vectors (Eq.3). If the length of RR time series permits computation of \(N\) EDL vectors from \(N\) consecutive segments for each subject, we can create cross-subject distance matrix, where distances between all EDL vectors of one subject and all EDL vectors of another subject are computed. Information from \(N(N-1)/2\) numbers of distance matrix \(d_{ij}\) will be represented with \((N-1)\) edges of MST. Distance between EDL vectors \(i\) and \(j\), given by Eq.3, is defined as \(L_1\) or \(L_2\) norm in \(T\)-dimensional space. Distance between global physiological states of two subjects is given by the length Eq.5 of the obtained MST. MST-based distance measure is significantly more stable and informative than simple average or median of all distances between EDL vector pairs [10].

Even in the absence of data for direct classification for certain complex or rare states, one can train ensemble indicator using classes where large data sets are available, and use EDL vector based on this ensemble to represent wide range of other physiological conditions [12, 13]. Representing long RR time series with consecutive EDL vectors and using MST for computing aggregated distance Eq.5 between such collections, one can obtain fine differentiation between subjects even within the same abnormality type or normal condition [10]. As a proxy for such illustration we have used self-identification metrics, i.e. we rank distance of each subject to himself against distances to other subjects within the same abnormality type or normal condition. Minimal distance corresponds to rank 1 [10]. In the case of ideal self-identification, all ranking numbers would be 1. If our representation can be used for robust self-identification, i.e. if model ranking is significantly better (lower) than that obtained from random score, it is natural to assume that other subjects would have very similar psycho-physiological conditions and responses to personalized treatment and therapy [10].

Here we extend our analysis in [10] by applying classical bottleneck AE (h2o implementation) with “tanh” transfer function to EDL components. We used the same training/test data set as in our recent work [27] including long R-R records (up to 24 hours each) from http://www.physionet.org for 43 healthy subjects, 27 subjects with congestive heart failure (CHF), 84 subjects with long-term atrial fibrillation (LTAF), 12 subjects from Sudden Cardiac Death (SCD) database and collection of shorter records of miscellaneous abnormalities. Collection of 256-beat R-R segments obtained by 128-beat shifts (i.e., half overlapped) from R-R time series was used, where total number of R-R segments for calculation of DFA, LFHF, and MSE indicators was more than 1.35x10^5. For training, we used normal-abnormal balanced set of 256-beat segments, which includes just 25% of all data.

In the following, we illustrate AE capabilities in improving performance of MST-based distance for self-identification ranking beyond that obtained by pure EDL approach described in [10]. While EDL-based approach was shown to be effective for self-identification within normal subject population as
well as within populations of several abnormalities, here we report results only for population of normal subjects for simplicity, since directionality of the observed AE effects are similar for other groups and differentiation within normal subjects has its own value, e.g. in the case of developing abnormality, subtle psycho-physiological effects and overtraining detection [10, 13].

As in [10] we use collection of 50 consecutive EDL vectors for each subject, except that here base indicators are computed on half-overlapped R-R segments as in [27]. Subject-to-subject distance matrix is computed using simple Euclidean distance between pairs of EDL vectors from different subjects. The final subject-to-subject distance is given by normalized length of the MST tree constructed from the distance matrix using Kruskal’s algorithm [10]. Self-to-self distance for each subject is computed using distinct non-overlapping sets of 50 consecutive EDL vectors with maximum separation to avoid trivial case of measuring distance between the same set of EDL vectors [10].

EDL vectors considered here are based on combination of 10 boosting ensembles with very comparable performance (each consisting of 30 components) trained on slightly different balanced samples (i.e. equal number of R-R segments from healthy subjects with different abnormalities) where base models are based on parametrized LFHF, DFA and MSE measures [10]. This EDL representation is referred as “full boosting ensemble” in this analysis. EDL representation based on boosting ensemble (30 components) obtained from only one type of base model employing parametrized LFHF measure is called “LFHF ensemble”. Finally, equal-weight collection of all LFHF components (39 components) from the full boosting ensemble is called “LFHF components ensemble”.

EDL-based results similar to those reported in [10] are summarized in figures 1 and 2. Figure 1 illustrates that best-on-average single indicators of different types (LFHF, DFA and MSE-based) provide self-ranking noticeably better than “random model”. However, using proper parametrization and complementarity of different types of base models boosting can discover ensembles with much better self-ranking for the vast majority of subjects. Note that the final objective of self-ranking within the same group is not used at all during boosting training. Indeed, original boosting objective (loss function) relates to normal-abnormal classification and training set includes normal and abnormal R-R segments without any information from which particular subject it comes from.

Figure 1. MST-based self-identification ranking obtained from different EDL representations: full boosting ensemble (solid blue), single LFHF (solid red), single DFA (dashed red), single MSE differential (solid yellow) and single absolute MSE (dashed yellow). Dotted black line is median rank (proxy of random model).

Figure 2. MST-based self-identification ranking (sorted) obtained from different EDL representations: full boosting ensemble (blue), single LFHF (red), LFHF-only boosting ensemble (green) and collection of LFHF components from full boosting ensemble (yellow). Dotted black line is median rank.
Figure 3. MST-based self-identification ranking obtained from single LFHF (red), collection of 39 LFHF components from full boosting ensemble (yellow) and latent representation of two bottleneck auto-encoders based on LFHF components (solid and dashed green). Dotted black line is median rank.

Figure 4. MST-based self-identification ranking obtained from full boosting ensemble (blue), single LFHF (red), and latent representations of bottleneck auto-encoders based on LFHF components from full and LFHF-only boosting ensembles (solid and dashed green, respectively). Dotted black line is median rank.

For all specific abnormality types and generic normal-abnormal classification, DFA and LFHF indicators always showed significantly better performance compared to MSE. Also, application of boosting to parameterized DFA and LFHF base indicators did not show any noticeable gain compared to single DFA/LFHF model, which indicated insufficient variability of these models even after parameterization [9-13, 27]. However, when MSE-based indicators were included as base models in addition to DFA and LFHF measures, boosting was able to discover ensembles with normal-abnormal classification/ranking accuracy more than 10% higher than that of best single model.

These facts also remain valid for EDL-based ranking of the subjects within the same group as clear from figure 1 and 2. For example, figure 1 shows that single LFHF and DFA indicators are clearly better than single MSE indicators and boosting provides significant enhancement when all types of indicators are used as base models. On the other hand, figure 2 demonstrates that when only parametrized LFHF indicator is used as base model (without DFA and MSE), enhancement provided by boosting is much less pronounced. Even when all LFHF components from full boosting ensemble are collected within separate ensemble, self-ranking performance is still significantly inferior to the full boosting ensemble consisting of several types of base indicators. This illustrates a practical case with limitations of existing domain-expert models / knowledge in scope and variability which prohibits boosting to provide desired enhancement in performance via model combination.

AE can potentially enhance representation capabilities of any boosting ensemble. However, improvement of EDL representation by AE could be especially valuable in applications where variability and scope of existing set of domain-expert models is limited and boosting-based model combination cannot offer significant enhancement within EDL. In our case, this corresponds to ensembles consisting of only LFHF components shown in figure 2 by yellow and green lines. Ability of the AE to provide enhancement even in this case could be attributed to the well-known boosting feature of continuous margin increase even when formal training error stops decreasing. In our case, boosting also tries to find complementary set of LFHF indicators with different parameter sets, even though in-sample and out-of-sample performance of boosting ensemble do not show noticeable increase. This could be due to intrinsic boosting limitation of using linear combination of base models.

First we apply bottleneck AE to collection of 39 LFHF components from the full boosting ensemble and compare self-ranking based on individual LFHF components (yellow lines) with that based on AE latent representation (green lines) in figure 3. After trying several AE configurations (very coarse-grain search) we choose AE with 3 hidden encoding layers with decreasing number of nodes 20:10:5 (solid green line). Decoding layers used in AE training are symmetric to encoding ones, input layer has 39 nodes and latent representation is given by the most inner layer with 5 nodes.
Addition of more hidden layers did not show any significant improvement in performance. However, for reference, we also show results for AE with 4 hidden encoding layers 30:20:10:5 (dashed green line). Self-ranking from both AEs are comparable but noticeably better than standard single LFHF (red line) and any of individual LFHF components (yellow lines).

In practical situation when only one type of domain-expert model (LFHF in our case) is available, one would use LFHF components discovered by boosting with a single base model. Therefore, AE would be applied to this LFHF ensemble. However, as shown in figure 4, final results from AE with 20:10:5 encoding layers is not sensitive to the choice of initial LFHF collections, i.e. from full boosting ensemble (solid green line) or from LFHF-only boosting ensemble (dashed green line). In both cases, self-ranking is much better than that from single LFHF (red line) and very comparable to EDL representation based on the full boosting ensemble (blue line). Thus, non-linear mixing effects introduced by AE were able to compensate for insufficient variability of the LFHF model within boosting framework alone.

4. Conclusions

We proposed a hybrid framework that leverages domain-expert knowledge, boosting and deep auto-encoders for rare and complex states identification. Existing analytical models and other domain-expert knowledge can be directly utilized within previously introduced EDL approach which results in significant reduction of requirements for training data size. On the other hand, AEs offer unlimited flexibility in discovering robust latent representations when large data sets are available. We argued that using EDL vectors as inputs in standard AE architectures allows synergetic combination of the two approaches and discovery of robust state representations even with limited data. This hybrid approach could be especially valuable in applications where variability and scope of existing set of domain-expert models is limited and boosting-based model combination cannot offer significant enhancement within EDL. Operations of the proposed framework were illustrated in the context of personalized medicine application using cardio data from www.physionet.org. Further enhancements using de-noising and semi-supervised AEs with multi-objective optimization of hyper-parameters are possible and will be reported elsewhere.
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