ELLIPTIC RACAH POLYNOMIALS
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Abstract. Upon solving a finite discrete reduction of the difference Heun equation, we arrive at an elliptic generalization of the Racah polynomials. We exhibit the three-term recurrence relation and the orthogonality relations for these elliptic Racah polynomials. The well-known $q$-Racah polynomials of Askey and Wilson are recovered as a trigonometric limit.

1. Introduction

The Askey-Wilson polynomials [AW85] constitute a master family from which all other members listed in Askey’s celebrated scheme of (basic) hypergeometric orthogonal polynomials can be recovered via parameter specializations and limit transitions [KLS10]. In particular, for parameters subject to a suitable truncation condition the Askey-Wilson polynomials reduce to $q$-Racah polynomials [AW79], a finite-dimensional discrete orthogonal family that is known to express the $6j$ symbols associated with the $SL_q(2)$ quantum group [KR89]. In the limit $q \to 1$, this reproduces a previously observed interpretation of the classical $6j$ symbols for the Lie group $SL(2)$ in terms of a hypergeometric orthogonal family known as Racah polynomials, which arises similarly as a finite discrete truncation of Wilson’s master family of hypergeometric orthogonal polynomials.

A remarkable elliptic hypergeometric generalization of the $6j$ symbols originating from the Yang-Baxter equation for exactly solvable lattice models [DJMO86] [DKMO88] has been identified and studied by Frenkel and Turaev [FT97]. It was pointed out by Spiridonov and Zhedanov [SZ00] [SZ01] that rather than expressing orthogonal polynomials, these elliptic $6j$ symbols constitute in fact an elliptic hypergeometric counterpart of biorthogonal rational functions that had been found previously at the basic hypergeometric level by Wilson as a (non-polynomial) generalization of the $q$-Racah polynomials [W91]. From the point of view of representation theory, the elliptic hypergeometric biorthogonal rational functions in question can be seen, respectively, as $6j$ symbols for the elliptic quantum group associated with $U(2)$ [KNR04] or as $6j$ symbols for the Sklyanin algebra [R07] [S83]. A corresponding extension of the Askey scheme to the case of (basic) hypergeometric biorthogonal rational functions has been worked out in [BR09] [BR15].

The hallmark duality symmetry [AW79] [L82] between the orthogonality relations and the dual orthogonality relations for the ($q$-)Racah polynomials and the corresponding $6j$ symbols is known to persist at the level of the elliptic hypergeometric biorthogonal rational functions and the elliptic $6j$ symbols [SZ00] (cf. also
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The purpose of the present note, however, is to point out an elliptic
generalization of the \((q)\)-Racah orthogonal polynomials that avoids the transition
to biorthogonal rational functions, at the expense of sacrificing this manifest du-
lity symmetry. To this end we start from a difference Heun equation that is
obtained from the eigenvalue problem for a quantum Ruijsenaars-Schneider type
particle Hamiltonian introduced in \([D94]\) (cf. also \([KH97, KH98]\) for a proof of the
integrability), upon specializing to the case of just a single particle. Systematic
studies of the solutions of this difference Heun equation were performed in \([C07, R15]\)
for integral values of the (coupling) parameters and in \([R15]\) for parameters per-
taining to a much larger domain of orthogonality. Particular solutions for special
parameter instances of the difference Heun equation can be found in \([T03, S07, S09]\)
within the framework of the finite-gap integration of soliton equations and in \([S07, S09]\)
through elliptic hypergeometry. Moreover, the difference Heun equation arises in
the context of the representation theory of the Sklyanin algebra \([R04, S09, RR13]\),
as a linear problem associated with the elliptic Painlevé VI equation \([NRY20]\), and
it turns out to describe the introduction of surface defects to the index computation
of certain four dimensional compactifications of the six dimensional E string theory
on a Riemann surface \([NK18]\).

The difference Heun equation admits a rich hierarchy of degenerations generaliz-
ing the Askey scheme (cf. \([D95]\)), the solutions of which are currently under active
investigation \([BTVZ19, BVZ20, BGVZ21, TVZ19]\). In this same spirit, we will introduce below a finite-dimensional reduction of the difference Heun equation
that is obtained by means of a truncation procedure that should be viewed as an
elliptic counterpart of the truncation yielding the \((q)\)-Racah polynomials from the
Askey-Wilson polynomials. We thus end up with a finite discrete Heun equation
describing the eigenvalue problem for a finite-dimensional tridiagonal matrix with
explicit entries given by theta functions. By means of standard techniques from the
theory of tridiagonal matrices, we will solve the corresponding spectral problem in
terms of an orthogonal system of discrete Heun functions given by an elliptic gen-
eralization of the \((q)\)-Racah polynomials. This elliptic Racah polynomial is defined
by a tridiagonal determinant giving rise to a three-term recurrence relation and explicit orthogonality relations determined via the Christoffel-Darboux formula. In
the trigonometric limit one recovers the \((q)\)-Racah polynomial of Askey and Wilson.

Let us now outline the precise layout of this note. In Section 2 we recall the de-
finite of the difference Heun equation; by implementing a truncation condition on
the parameters the finite discrete Heun equation is introduced. This finite discrete
Heun equation encodes the eigenvalue problem for a finite-dimensional tridiago-
nal matrix with simple spectrum. In Section 3 we construct the corresponding
eigenvectors, which entails the elliptic Racah polynomials and their orthogonality
relations. By expanding the defining tridiagonal determinant an explicit formula
for the elliptic Racah polynomials is obtained. In Section 4 it is verified that in the
trigonometric limit, the elliptic Racah polynomials recuperate the \((q)\)-Racah poly-
nomials together with their recurrence relation and orthogonality relations. We also
point out a Lamé type parameter reduction of the elliptic Racah polynomials that
diagonalizes a recently found elliptic generalization of the Kac-Sylvester matrix
\([DG21]\). This is a discrete elliptic counterpart of a well-known parameter reduction
retrieving Rogers’ \((q)\)-ultraspherical polynomials from the Askey-Wilson polynomials
\([KLST10]\).
2. Finite discrete Heun equation

2.1. Difference Heun equation. The difference Heun equation is an eigenvalue equation for a complex function \( f(z) \):

\[
Hf = Ef, \tag{2.1a}
\]

which is determined by a linear second-order difference operator of the form

\[
(Hf)(z) = \Lambda(z)f(z + 1) + \Lambda(-z)f(z - 1) + B(z)f(z) \tag{2.1b}
\]

and a spectral parameter \( e \in \mathbb{C} \); notice that we have scaled the independent variable \( z \) such that the steps of the difference equation take unit values. The coefficients \( \Lambda(z) \) and \( B(z) \) denote meromorphic functions that are given explicitly by

\[
\Lambda(z) = \prod_{1 \leq r \leq 4} \frac{|z + u_r|}{|z - u_r|} \frac{|z + \frac{1}{2}(1 + n_r)p|}{|z - \frac{1}{2}(1 + n_r)p|} \quad \text{and} \quad B(z) = \sum_{1 \leq r \leq 4} c_r \frac{|z + u_r|}{|z - u_r|} \frac{|z + \frac{1}{2}(1 + n_r)p|}{|z - \frac{1}{2}(1 + n_r)p|}, \tag{2.1c}
\]

with

\[
c_r = \frac{2}{|v_{\pi_r}(s)|} \prod_{1 \leq s \leq 4} |v_{\pi_r(s)}| = \frac{1}{2} |v_{\pi_r(s)}|, \tag{2.1d}
\]

In these formulas \( \pi_1, \ldots, \pi_4 \) stand for permutations that act on (the indices of) the parameters representing translations over the half-periods of the elliptic functions: \( \pi_1 = \text{id}, \pi_2 = (12)(34), \pi_3 = (13)(24), \pi_4 = (14)(23) \). Moreover, we have employed the following rescaled and normalized variants

\[
[z]_1 = \frac{\theta_1(\frac{a}{2}z)}{\theta_1(0)}, \quad [z]_2 = \frac{\theta_2(\frac{a}{2}z)}{\theta_2(0)}, \quad [z]_3 = \frac{\theta_3(\frac{a}{2}z)}{\theta_3(0)}, \quad [z]_4 = \frac{\theta_4(\frac{a}{2}z)}{\theta_4(0)}, \tag{2.2}
\]

of the Jacobi theta functions

\[
\theta_1(z) = \theta_1(z; p) = 2 \sum_{n=0}^{\infty} (-1)^n p^{(n+\frac{1}{2})^2} \sin(2n + 1)z
\]

\[
= 2p^{1/4} \sin(z) \prod_{n=1}^{\infty} (1 - p^{2n})(1 - 2p^{2n} \cos(2z) + p^{4n}),
\]

\[
\theta_2(z) = \theta_2(z; p) = 2 \sum_{n=0}^{\infty} p^{(n+\frac{1}{2})^2} \cos(2n + 1)z
\]

\[
= 2p^{1/4} \cos(z) \prod_{n=1}^{\infty} (1 - p^{2n})(1 + 2p^{2n} \cos(2z) + p^{4n}),
\]

\[
\theta_3(z) = \theta_3(z; p) = 1 + 2 \sum_{n=1}^{\infty} p^{n^2} \cos(2nz)
\]

\[
= \prod_{n=1}^{\infty} (1 - p^{2n})(1 + 2p^{2n-1} \cos(2z) + p^{4n-2}),
\]

\[
\theta_4(z) = \theta_4(z; p) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n p^{n^2} \cos(2nz)
\]

\[
= \prod_{n=1}^{\infty} (1 - p^{2n})(1 - 2p^{2n-1} \cos(2z) + p^{4n-2}),
\]

where \( 0 < p < 1 \) stands for the elliptic nome and the scaling parameter \( \alpha > 0 \) regulates the real period \( \frac{2\pi}{\alpha} \) of the coefficients of \( H \). The difference Heun equation
depends on eight coupling parameters $u_1, \ldots, u_4, v_1, \ldots, v_4$ and a virtual regularization parameter $u$; this last parameter merely shifts the spectrum of $H$ (because the elliptic function $B(z)$ has only simple poles with positions and residues that do not depend on $u$).

The difference Heun operator $H$ \((2.1b)\)–\((2.1d)\) goes back to a difference operator introduced in \[D94\] Eqs. (4.1)–(4.3) \(n = 1\) (upon specialization to the case $\omega$ where $\beta u$ depends on eight coupling parameters $\omega$ is needed to pass from Jacobi theta functions to Weierstrass sigma functions associated with the period lattice $\Omega = 2\omega_1Z + 2\omega_2Z$ (cf. e.g. \[L89\] Chapter 6)):

\[
[z]_r = \sigma_{r-1}(z)e^{-\alpha n_1 z^2}, \quad r = 1, \ldots, 4,
\]

where $\omega_1 = \frac{\pi}{\alpha}, \, p = e^{i\pi\tau}$ with $\tau = \omega_3/\omega_1, \omega_3 = -\omega_1 - \omega_2$ and

\[
\sigma_0(z) = \sigma(z), \quad \sigma_s(z) = e^{-\eta_s \sigma(z + \omega_s)} \sigma(\omega_s) \text{ with } \eta_s = \zeta(\omega_s) \quad s = 1, 2, 3.
\]

Here $\sigma(z)$ and $\zeta(z) = \sigma'(z)/\sigma(z)$ stand for the Weierstrass sigma and zeta functions respectively. Indeed, it is readily seen by means of the relation in Eq. \((2.3)\) that—upon conjugation with a Gaussian and multiplication by an overall constant—our difference Heun operator $\hat{H}$ thus obtained coincides with the difference operator $H$ of the same form as in Eqs. \((2.1b)\)–\((2.1d)\) but with all rescaled theta functions $[\cdot]_r$ being replaced by sigma functions $\sigma_{r-1}([\cdot])$ \((r = 1, \ldots, 4)\):

\[
\hat{H} = e^{-a+b}e^{-az^2}H e^{az^2},
\]

where $a = \frac{am_1}{2\pi} \sum_{1 \leq r \leq 4}(u_r + v_r)$ and $b = \frac{am_1}{2\pi} \sum_{1 \leq r \leq 4}(u_r^2 + v_r^2 + v_r)$, i.e.

\[
H \leftrightarrow \hat{H} \iff [z]_r \to \sigma_{r-1}(z).
\]

The gauged and normalized difference Heun operator $\hat{H}$ thus obtained coincides therefore with the difference operator in \[D94\] Eqs. (4.1)–(4.3) \((n = 1, \beta h = 1/\nu, \gamma = 1/2, \mu = -u, \text{ and } \mu_r = -u, \mu_{r-1} = v_r \text{ for } r = 1, \ldots, 4)\).

For the case of nonnegative integral values of the coupling parameters $u_1, \ldots, u_4$ and $v_1, \ldots, v_4$ eigenfunctions for $\hat{H}$ were computed in \[C07\]. A more general construction of the difference Heun eigenfunctions covering a much larger domain of parameter values can be found in \[R15\].

\[2.2. \text{Finite-dimensional reduction.}\]

From now on we will pick real-valued coupling parameters $u_1, \ldots, u_4, v_1, \ldots, v_4$ from the domain

\[
u_r > 0, \ |v_r| < u_r + \frac{1}{2} \quad (r = 1, 2) \quad \text{and} \quad u_r, v_r \in \mathbb{R} \quad (r = 3, 4),
\]

while throughout it will be assumed that the virtual parameter $u$ is chosen in $\mathbb{R}$ such that $u, u + 1 \neq 0 \mod 2\pi Z$. To truncate the difference Heun equation we adjust the real period $\frac{2\pi}{\alpha}$ in terms of the coupling parameters in the following way

\[
\alpha = \frac{\pi}{u_1 + u_2 + m} \quad \text{with } m \in \mathbb{N}
\]

\((\text{so } u_1 + u_2 + m = \frac{\pi}{\alpha})\). Indeed, the conditions on the parameters ensure that the $(m + 1)$-dimensional space of functions $f : \Lambda_m \to \mathbb{C}$ over the shifted finite integer lattice

\[
\Lambda_m = \{u_1, u_1 + 1, u_1 + 2, \ldots, u_1 + m\}
\]
Proof. Since the trigonometric factor:

\[ \text{positivity of functions that the sign of } a \]

the finite discrete Heun equation

\[ (2.5a) \]

for \( k = 0, 1, \ldots, M \), where \( f_k = f(u_1 + k) \) and

\[ \tilde{a}_k = A(u_1 + M - k), \quad a_k = A(-u_1 - k), \quad b_k = B(u_1 + k) \]  

(\text{so } \tilde{a}_0 = a_0 = 0).

It is helpful to write out the coefficients in question explicitly:

\[ a_k = \prod_{1 \leq r \leq 4} \frac{(u_1 - u_2 + k)}{[u_1 + k],_r}, \frac{(u_1 - v_2 - \frac{1}{r} + k)}{[u_1 - \frac{1}{r} + k],_r} \]  

(because \([-z]_1 = [z]_1 \) and \([-z]_r = [z]_r \) if \( r \neq 1 \)),

\[ \tilde{a}_k = \prod_{1 \leq r \leq 4} \frac{(v_2 - v_2(r) + k)}{[v_2 + k],_r}, \frac{(u_2 - v_2(r) - \frac{1}{r} + k)}{[u_2 - \frac{1}{r} + k],_r} = \pi_2(a_k) \]  

(because \([z + \frac{1}{r}]_r = [-z]_{\pi_2(r)} \)), and similarly

\[ b_k = \sum_{1 \leq r \leq 4} c_r \frac{(u_1 + k + \frac{r}{2} + u)}{[z + \frac{r}{2}],_r}, \frac{(u_1 + k - \frac{r}{2} - u)}{[z - \frac{r}{2}],_r} = \pi_2(b_k) \]  

(because \( \pi_r \circ \pi_s = \pi_{\pi_r(s)} \)), where \( \pi_r \) is understood to act on the coefficients \( a_k \) and \( b_k \) by permuting the parameters: \( \pi_r(u_1) = u_{\pi_r(s)} \) and \( \pi_r(v_1) = v_{\pi_r(s)} \). With the aid of these formulas one readily checks the positivity of the off-diagonal coefficients in the finite discrete Heun equation.

Lemma 1 (Positivity). The off-diagonal coefficients \( a_1, \ldots, a_M \) and \( \tilde{a}_1, \ldots, \tilde{a}_M \) of the finite discrete Heun equation \( (2.5a), (2.5b) \) are all positive.

Proof. Since \( \tilde{a}_k = \pi_2(a_k) \) \((\text{cf. Eq. (2.6b)})\) and the parameter restrictions in Eqs. \((2.4a), (2.4b)\) are invariant with respect to the action of \( \pi_2 \), it suffices to verify the positivity of \( a_k \). To this end we observe from the product expansions for the theta functions that the sign of \( a_k \) \((2.6a)\) coincides with the overall sign of the principal trigonometric factor:

\[ \frac{\sin(\frac{\pi}{\alpha}k) \cos(\frac{\pi}{\alpha}(u_1 - u_2 + k)) \sin(\frac{\pi}{\alpha}(u_1 - v_1 - \frac{1}{r} + k)) \cos(\frac{\pi}{\alpha}(u_1 - v_2 - \frac{1}{r} + k))}{\sin(\frac{\pi}{\alpha}(u_1 + k)) \cos(\frac{\pi}{\alpha}(u_1 - \frac{1}{r} + k)) \sin(\frac{\pi}{\alpha}(u_1 - \frac{1}{r} + k)) \cos(\frac{\pi}{\alpha}(u_2 - \frac{1}{r} + k))}. \]

For parameters in accordance with Eqs. \((2.4a), (2.4b)\) and \(1 \leq k \leq M\), the positivity of this trigonometric factor is clear because all sine functions are evaluated at angles between 0 and \( \pi \):

\[ 0 < k < u_1 + k < u_1 + u_2 + M = \frac{2\pi}{\alpha} \]

and

\[ 0 < u_1 - |v_1| - \frac{1}{r} + k \leq u_1 - \frac{1}{r} + k \leq u_1 + |v_1| - \frac{1}{r} + k < 2u_1 + M < \frac{2\pi}{\alpha}, \]

whereas all cosine functions are evaluated at angles between \(-\frac{\pi}{\alpha}\) and \(\frac{\pi}{\alpha}\):

\[ -\frac{\pi}{\alpha} < u_1 - u_2 + k < u_1 + k < \frac{\pi}{\alpha} \]
and \[ -\frac{\pi}{\alpha} < u_1 - u_2 < u_1 - |v_2| - \frac{1}{2} + k \leq u_1 - \frac{1}{2} + k \leq |v_2| - \frac{1}{2} + k < \frac{\pi}{\alpha}. \]

The upshot is that the finite discrete Heun equation (2.5a), (2.5b) encodes the spectral problem for a real-valued finite-dimensional tridiagonal matrix of the form

\[ \mathbf{Hf} = \mathbf{ef}, \]

with

\[ \mathbf{H} = \begin{bmatrix} b_0 & \tilde{a}_m & 0 & \cdots & 0 \\ a_1 & b_1 & \ddots & \vdots & \vdots \\ 0 & a_2 & \ddots & \ddots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & a_{M} & b_{M} \end{bmatrix} \quad \text{and} \quad \mathbf{f} = \begin{bmatrix} f_0 \\ f_1 \\ f_2 \\ \vdots \\ f_{M-1} \\ f_M \end{bmatrix}. \] (2.7b)

In view of the positivity of the matrix elements on the sub- and superdiagonal by virtue of Lemma 1, it is clear that the spectrum of \( \mathbf{H} \) is given by \( M + 1 \) distinct and real eigenvalues (cf. e.g. [P94, Chapter III.11.4]):

\[ E_0 > E_1 > \cdots > E_M. \] (2.8)

Moreover, the tridiagonal matrix \( \mathbf{H} \) in Eqs. (2.7a), (2.7b) is quasi-centrosymmetric in the sense that its matrix elements \( H_{j,k} \) obey the relation

\[ H_{M-j,M-k} = \pi_2(H_{j,k}) \quad \text{for} \quad 0 \leq j, k \leq M. \] (2.9)

3. Elliptic Racah Polynomials

3.1. Diagonalization. Let \( p_0(E) = 1 \) and

\[ p_k(E) = \det \begin{bmatrix} E - b_0 & -\tilde{a}_m & 0 & \cdots & 0 \\ -a_1 & E - b_1 & \ddots & \vdots & \vdots \\ 0 & -a_2 & \ddots & -\tilde{a}_{M+3-k} & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & E - b_{k-2} & -\tilde{a}_{M+2-k} \\ & & & & E - b_{k-1} \end{bmatrix}. \] (3.1)

for \( k = 1, \ldots, M + 1 \). In other words, \( p_k(E) \) is given by the \( k \)th principal minor of the matrix \((\mathbf{E}I_{M+1} - \mathbf{H})\) governing the characteristic polynomial of \( \mathbf{H} \) (2.7b). (Here \( I_{M+1} \) denotes the \((M+1)\)-dimensional identity matrix.) We will refer to the polynomials \( p_0(E), p_1(E), \ldots, p_{M+1}(E) \) as (monic) elliptic Racah polynomials. By construction, these polynomials capture the characteristic polynomial of \( \mathbf{H} \) at the top degree \( k = M + 1 \):

\[ p_{M+1}(E) = \det(\mathbf{E}I_{M+1} - \mathbf{H}) = (E - E_0)(E - E_1) \cdots (E - E_M) \] (3.2)

(cf. Eq. (2.8)).

The following three-term recurrence relation is manifest from the definition.

**Proposition 2** (Three-term Recurrence Relation). The monic elliptic Racah polynomials obey the three-term recurrence relation

\[ p_{k+1}(E) = (E - b_k)p_k(E) - a_k\tilde{a}_{M+1-k}p_{k-1}(E) \quad \text{for} \quad k = 0, \ldots, M. \] (3.3)
Proof. Immediate upon expanding the determinant for $p_{k+1}(E)$ with respect to the last row/column.

Moreover, by expanding the determinant $p_k(E)$ as an alternating sum of products of matrix elements pulled from the distinct rows/columns, one arrives at the following explicit expression for the polynomials in question.

**Proposition 3 (Elliptic Racah polynomials).** The elliptic Racah polynomial of degree $0 \leq k \leq m + 1$ is given explicitly by

$$p_k(E) = \sum_{|k/2|} (-1)^l \sum_{1 \leq j_1 < j_2 < \cdots < j_l < k} a_{j_1} \tilde{a}_{m+1-j_1} \cdots a_{j_l} \tilde{a}_{m+1-j_l} \prod_{1 \leq j \leq k, j \notin \{j_1, \ldots, j_l\}, \text{for } s=1,\ldots,l} (E - b_{j-1})$$

(with the convention that empty factors are equal to 1).

Proof. Let us recall that the determinant of any $k \times k$ matrix $[A_{i,j}]_{1 \leq i,j \leq k}$ is given by an alternating sum of terms $(-1)^\tau A_{1,\tau(1)}A_{2,\tau(2)} \cdots A_{k,\tau(k)}$ summed over all permutations $\tau = (\tau(1) \tau(2) \cdots \tau(k))$ of the symmetric group $S_k$ (where $(-1)^\tau$ refers to the sign of $\tau$). In the case of a triangular matrix, non-vanishing products can occur only when $\tau$ decomposes as a product of $0 \leq l \leq |k/2|$ commuting simple transpositions:

$$\tau = (j_1, j_1 + 1)(j_2, j_2 + 1) \cdots (j_l, j_l + 1)$$

with

$$1 \leq j_1 < j_1 + 1 < j_2 < j_2 + 1 < \cdots < j_l < j_l + 1 \leq k$$

(so the sign of $\tau$ is equal to $(-1)^l$). In the case of $p_k(E)$, each transposition $(j_s, j_s + 1)$ contributes a factor $a_{j_s} \tilde{a}_{m+1-j_s}$ to the product, while the indices $j$ that are fixed by $\tau$ each contribute a factor of the form $(E - b_{j-1})$. By collecting the contributions

$$(-1)^l a_{j_1} \tilde{a}_{m+1-j_1} \cdots a_{j_l} \tilde{a}_{m+1-j_l} \prod_{1 \leq j \leq k, j \notin \{j_1, \ldots, j_l\}, \text{for } s=1,\ldots,l} (E - b_{j-1})$$

from all such permutations $\tau$, the asserted formula for $p_k(E)$ follows.

We are now in the position to solve the finite discrete Heun equation in terms of elliptic Racah polynomials.

**Proposition 4 (Eigenvectors).** For any eigenvalue $E$ in the spectrum $\{E_0 > E_1 > \cdots > E_m\}$ of $H$ (2.7a) (i.e. on shell), the $(m+1)$-dimensional (column) vector $f(E)$ with components given by normalized elliptic Racah polynomials of the form

$$f_k(E) = p_k(E) \prod_{0 \leq j < k} \tilde{a}_{m-j}^{-1}, \quad k = 0, 1, \ldots, m,$$

solves the corresponding eigenvalue equation (2.7a).

Proof. Since on shell we assume that $E$ belongs to the spectrum of $H$ and $p_{m+1}(E) = \det(EI_{m+1} - H)$, it is clear that $p_{m+1}(E) = 0$ in this situation. The three-term
recurrerence relation (3.3) for the elliptic Racah polynomials then affirms that on shell:
\[ E_p_k(E) = \begin{cases} p_{k+1}(E) + a_k\tilde{a}_{k+1} - k p_k(E) + b_k p_k(E) & \text{for } k = 0, \ldots, M - 1, \\ a_m\tilde{a}_1 p_{M-1}(E) + b_m p_m(E) & \text{for } k = M. \end{cases} \]
Multiplication of the \( k \)th equation by \( \prod_{0 \leq j < k} \tilde{a}_{M-j}^{-1} \) on both sides and rewriting the result in terms of \( f_k(E) \) for \( k = 0, \ldots, M \), verifies that on shell the components of the vector \( f(E) \) solve the finite discrete Heun equation (2.5a), (2.5b).

Since all eigenvalues (2.8) are simple and \( f(E) \) is not a null vector (because \( f_0(E) = 1 \)), it is clear that the corresponding eigenvectors in Proposition 4 provide an eigenbasis diagonalizing \( H \):
\[ F^{-1}HF = E \] (3.6a)
with
\[ F = \begin{bmatrix} f(E_0), f(E_1), \ldots, f(E_M) \end{bmatrix} \quad \text{and} \quad E = \text{diag}(E_0, E_1, \ldots, E_M). \] (3.6b)
Moreover, upon pulling out the normalization constants from the rows of \( F \) and bringing the resulting \( (M + 1) \times (M + 1) \) matrix of monic elliptic Racah polynomials to Vandermonde form via unitriangular row operations, it is readily seen that
\[ \det(F) = (-1)^{\frac{1}{2}M(M+1)} \prod_{1 \leq i \leq M} \tilde{a}_i^{-l} \prod_{0 \leq j < k \leq M} (E_j - E_k). \] (3.7)

3.2. Orthogonality relation. The three-term recurrence relation in Proposition 2 guarantees that the elliptic Racah polynomials obey the Christoffel-Darboux formulas from the theory of orthogonal polynomials (cf. [ST5] Chapter 3.2]).

**Lemma 5** (Christoffel-Darboux Formulas). For any \( 0 \leq n \leq M \), the polynomials \( p_0, \ldots, p_{n+1} \) enjoy the following Christoffel-Darboux identities:
\[ \sum_{k=0}^{n} \frac{p_k(X)p_k(Y)}{\prod_{j=1}^{k} a_j\tilde{a}_{M-j}} = \frac{p_{n+1}(X)p_{n}(Y) - p_{n}(X)p_{n+1}(Y)}{(X - Y)\prod_{j=1}^{n} a_j\tilde{a}_{n+1-j}}, \] (3.8a)
and
\[ \sum_{k=0}^{n} \frac{p_k^2(X)}{\prod_{j=1}^{k} a_j\tilde{a}_{M-j}} = \frac{p_{n+1}(X)p_{n}(X) - p_{n}(X)p_{n+1}(X)}{\prod_{j=1}^{n} a_j\tilde{a}_{n+1-j}}. \] (3.8b)

**Proof.** From the three-term recurrence (3.8) it follows that
\[ p_{n+1}(X)p_n(Y) - p_n(X)p_{n+1}(Y) = (X - Y)p_n(X)p_n(Y) + a_n\tilde{a}_{M+1-n}(p_n(X)p_{n-1}(Y) - p_{n-1}(X)p_n(Y)). \]
Downward iteration entails that
\[ p_{n+1}(X)p_n(Y) - p_n(X)p_{n+1}(Y) = (X - Y)\sum_{k=0}^{n} \left( p_k(X)p_k(Y) \prod_{j=k+1}^{n} a_j\tilde{a}_{M-j} \right). \]
Upon dividing both sides by \( (X - Y)\prod_{j=1}^{n} a_j\tilde{a}_{n+1-j} \) the Christoffel-Darboux formula in Eq. (3.8a) is immediate, while Eq. (3.8b) follows subsequently via the confluent limit \( Y \to X \). \( \square \)
Let
\[ \tilde{H} = \pi_2(H), \quad \tilde{f}(E) = \pi_2(f(E)), \quad \tilde{p}_k(E) = \pi_2(p_k(E)), \quad \text{and} \quad \tilde{E}_j = \pi_2(E_j). \] (3.9)

From Eq. (3.9), one learns that the matrices \( H \) and \( \tilde{H} \) are related by conjugation with the \((M + 1) \times (M + 1)\) palindromic-involution matrix:
\[
\tilde{H} = JHJ \quad \text{with} \quad J = \begin{bmatrix}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \ddots & \vdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0
\end{bmatrix}.
\] (3.10)

**Lemma 6** (Palindromic Quasi Symmetry). (i) For any \( 0 \leq j \leq M \), one has that
\[
\tilde{E}_j = E_j \quad \text{and} \quad \tilde{f}(E_j) = \epsilon_j Jf(E_j) \quad \text{with} \quad \epsilon_j = \frac{\tilde{p}_u(E_j)}{a_1 \cdots a_M}.
\] (3.11a)

(ii) Let \( \epsilon_j = \pi_2(\epsilon_j) = p_u(E_j)/(\tilde{a}_1 \cdots \tilde{a}_M) \). Then
\[
\epsilon_j \tilde{\epsilon}_j = 1 \quad \text{and} \quad \text{Sign}(\epsilon_j) = \text{Sign}((\tilde{\epsilon}_j) = (-1)^j.
\] (3.11b)

**Proof.** Because \( H \) and \( \tilde{H} \) are related by a similarity transformation, it is clear that \( \tilde{E}_j = E_j \) and
\[
HJ\tilde{f}(E_j) = J\tilde{H}\tilde{f}(E_j) = E_jJ\tilde{f}(E_j).
\]

Since the eigenvalue \( E_j \) is simple, this implies that \( J\tilde{f}(E_j) = \epsilon_j f(E_j) \) for some constant \( \epsilon_j = \epsilon_j(u_r, v_r) \in \mathbb{R} \). Upon comparing the last components on both sides of the second equality in Eq. (3.11a), we see that \( \epsilon_j = \epsilon_j f_0(E_j) = \tilde{f}_u(E_j) = \tilde{p}_u(E_j)/(a_1 \cdots a_M) \), which proves (i).

Twice iterated application of Eq. (3.11a) shows that \( \tilde{f}(E_j) = \epsilon_j J\tilde{f}(E_j) = \epsilon_j \epsilon_j \tilde{f}(E_j) \) (since \( J^2 = J_{m+1} \)), so \( \epsilon_j \tilde{\epsilon}_j = 1 \) (as \( \tilde{f}(E_j) \) is not a null vector). To compute the sign of \( \epsilon_j \), we evaluate the Christoffel-Darboux identity in Eq. (3.13b) for \( n = M \) at \( X = E_j \) by means of the factorization \( p_{m+1}(X) = (X - E_0)(X - E_1) \cdots (X - E_M) \); this reveals that \( p_u(E_j) \prod_{\substack{0 \leq l < M, j \neq l \atop \tilde{a} \neq 0}} (E_j - E_l) = p_u(E_j) p'_{m+1}(E_j) > 0 \), so
\[
\text{Sign}(\epsilon_j) = \text{Sign}(\tilde{\epsilon}_j) = \text{Sign}(p_u(E_j)) = \text{Sign}\left( \prod_{0 \leq l < M, \tilde{a} \neq 0} (E_j - E_l) \right) = (-1)^j
\]
(upon recalling the ordering of the eigenvalues from Eq. (3.13)). This completes the proof of (ii). \(\square\)

Notice that it follows from the relation \( \epsilon_j \tilde{\epsilon}_j = 1 \) in Lemma 6 that
\[
p_u(E_j) \tilde{p}_u(E_j) = \prod_{1 \leq k \leq M} a_k \tilde{a}_k.
\] (3.12)

Moreover, if
\[
(u_1, v_1) = (u_2, v_2) \quad \text{and} \quad (u_3, v_3) = (u_4, v_4),
\] (3.13a)
then our matrix becomes centrosymmetric: \( JHJ = \tilde{H} = H \). We then have that \( \tilde{\epsilon}_j = \epsilon_j \) with \( \epsilon_j^2 = 1 \), so
\[
\epsilon_j = (-1)^j
\] (3.13b)
on this particular parameter manifold enjoying palindromic symmetry.
The orthogonality relations for the elliptic Racah polynomials are governed by the positive weights

$$\Delta_k = \prod_{1 \leq l \leq k} \frac{\tilde{\alpha}_{M+1-l}}{\tilde{a}_l} \quad \text{(for } k = 0, 1, \ldots, M)$$

$$= \frac{{[2u_1+2k]}_{[2M+1]_1}}{[2u_1]_{[2M+1]_1}} \prod_{1 \leq l \leq k} \frac{[u_2-u_{x_2}(x)+M+1-l]_r[u_2-v_{x_2}(x)+M+ \frac{1}{2}-l]_r}{[u_1-u_r+l]_r[u_1-v_r-\frac{1}{2}+l]_r}$$

(where the expression was simplified using the duplication formula [2z]_1 = 2\prod_{1 \leq r \leq 4}[z]_r for the scaled theta functions).

**Proposition 7** (Orthogonality Relation). The normalized elliptic Racah polynomials $f_k(E)$ satisfy the orthogonality relation

$$\sum_{k=0}^{M} f_k(E_i)f_k(E_j)\Delta_k = \begin{cases} N_j & \text{if } i = j, \\ 0 & \text{if } i \neq j, \end{cases}$$

for $0 \leq i, j \leq M$, with

$$N_j = \frac{1}{|E_j| \alpha_1 \cdots \alpha_M} \prod_{0 \leq l \leq M, l \neq j} |E_j - E_l|$$

$$= \frac{1}{|E_j|} \prod_{1 \leq l \leq M, l \neq j} \frac{[u_1+k]_r}{[u_1-u_r+k]_r} \frac{[u_1-\frac{1}{2}+k]_r}{[u_1-v_r-\frac{1}{2}+k]_r} \prod_{0 \leq l \leq M, l \neq j} |E_j - E_l|.$$  

**Proof.** The asserted orthogonality follows by combining the Christoffel-Darboux formula of Lemma 5 for $n = M + 1$ with Eq. (3.2):

$$\sum_{k=0}^{M} f_k(E_i)f_k(E_j)\Delta_k = \sum_{k=0}^{M} \frac{p_k(E_i)p_k(E_j)}{\prod_{1 \leq j \leq k} \tilde{a}_j \tilde{\alpha}_{M+1-j}} = \begin{cases} p_{M+1}(E_j)p_M(E_j) & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}$$

Indeed, since $p_{M+1}(E_j) = \prod_{0 \leq l \leq M}(E_j - E_l)$ and $p_M(E_j) = \tilde{a}_1 \cdots \tilde{a}_M/\epsilon_j$ (by Eqs. (3.11a), (3.11b)), the expression for the quadratic norm readily simplifies to the formula stated in the lemma. \qed

The orthogonality relation in Proposition 7 supplies the following expressions for the inverse and the determinant of the elliptic Racah matrix $F$ from Eqs. (3.6a), (3.6b).

**Corollary 8** (Inverse Elliptic Racah Matrix). The inverse and the determinant of the elliptic Racah matrix $F$ are given by

$$F^{-1} = N^{-1}F^T \Delta$$

and

$$\det(F) = (-1)^{\frac{1}{2}M(M+1)} \prod_{0 \leq l \leq M} \left( \frac{N_l}{N_m} \right)^{1/2}.$$
where \( N = \text{diag} (N_0, N_1, \ldots, N_m) \), \( \Delta = \text{diag} (\Delta_0, \Delta_1, \ldots, \Delta_m) \) and

\[
F^T = \begin{bmatrix}
    f_0(E_0) & f_1(E_0) & \cdots & f_m(E_0) \\
    f_0(E_1) & f_1(E_1) & \cdots & f_m(E_1) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_0(E_{m-1}) & f_1(E_{m-1}) & \cdots & f_m(E_{m-1}) \\
    f_0(E_m) & f_1(E_m) & \cdots & f_m(E_m)
\end{bmatrix}.
\]

If one compares Eq. \((3.16b)\) with the evaluation of the determinant in Eq. \((3.7)\), then it follows that

\[
\epsilon_0 \epsilon_1 \cdots \epsilon_m = (-1)^{1/2} \sum_{1 \leq l \leq m} \left( \frac{\tilde{a}_l}{a_l} \right)^l, \quad (3.17a)
\]

or equivalently (cf. Eq. \((3.12)\))

\[
p_m(E_0)p_m(E_1) \cdots p_m(E_m) = (-1)^{1/2} \sum_{1 \leq l \leq m} (a_l \tilde{a}_{m+1-l})^l. \quad (3.17b)
\]

3.3. Finite discrete Heun function. In order to describe the complete solution of the finite discrete Heun equation \((2.5a), (2.5b)\) in terms of elliptic Racah polynomials, the following theorem summarizes the main findings of this section.

**Theorem 9** (Finite Discrete Heun Function). (i) The finite discrete Heun equation \((2.5a), (2.5b)\) only possesses nontrivial solutions for \( E \in \{E_0, \ldots, E_m\} \), where \( E_0 > E_1 > \cdots > E_m \) denote the roots of the top-degree elliptic Racah polynomial \( p_{m+1}(E) \) \((3.11)\).

(ii) The solutions of the finite discrete Heun equation from part (i) are given by

\[
h_k(E_j) = h_0(E_j) \prod_{0 \leq l < k} \tilde{a}_{m-l}^{-1} \quad (k = 0, \ldots, M) \quad (3.18a)
\]

with

\[
h_0(E_j) = |\epsilon_j|^{1/2} = \left| \frac{\tilde{a}_1 \cdots \tilde{a}_m}{p_0(E_j)} \right|^{1/2} \quad (3.18b)
\]

(cf. Proposition \([9]\)).

(iii) The finite discrete Heun function \((3.18a), (3.18b)\) satisfies the palindromic quasi-symmetry

\[
h_k(\tilde{E}_j) = (-1)^k h_{m-k}(E_j) \quad \text{with} \quad \tilde{E}_j = E_j \quad (j, k = 0, \ldots, M), \quad (3.18c)
\]

where \( \tilde{h}_k(\tilde{E}_j) \) denotes the finite discrete Heun function with permuted coupling parameters: \( (u_1, v_1) \leftrightarrow (u_2, v_2) \) and \( (u_3, v_3) \leftrightarrow (u_4, v_4) \) (cf. Lemma \([7]\)).

(iv) The finite discrete Heun functions satisfy the orthogonality relation

\[
\sum_{k=0}^{M} h_k(E_i) h_k(E_j) \prod_{1 \leq l \leq k} \tilde{a}_{m+1-l} \prod_{k+1 \leq l \leq m} a_l = \begin{cases} 
\prod_{0 \leq l \leq M} |E_j - E_l| & \text{if } i = j, \\
0 & \text{if } i \neq j
\end{cases} \quad (3.18d)
\]
(0 ≤ i, j ≤ M), and the dual orthogonality relation

\[
\sum_{j=0}^{M} \frac{h_l(E_j)h_k(E_i)}{\prod_{0 \leq l \leq M} |E_j - E_i|} = \begin{cases} 
\left( \prod_{1 \leq j \leq k} a_{M+1-j} \prod_{k+1 \leq j \leq M} a_j \right)^{-1} & \text{if } l = k, \\
0 & \text{if } l \neq k
\end{cases} 
\quad (3.18e)
\]

(0 ≤ l, k ≤ M), which encode respectively the row and column orthogonality of the elliptic Racah matrix \( F \) \( (3.0b) \) (cf. Proposition 7).

4. Degenerations

4.1. Finite discrete Lamé equation. If all parameters \( u_r \) tend to zero, then the difference Heun operator \( H \) \( (2.1a)-(2.1d) \) reduces to a second-order difference operator stemming from the Skyline algebra [104] SS3] [SOJ] [RR13]:

\[
(Hf)(z) = f(z+1) \prod_{1 \leq r \leq 4} \frac{\alpha_r(z)}{\alpha_r(z)} + f(z-1) \prod_{1 \leq r \leq 4} \frac{\alpha_r(z)}{\alpha_r(z)}.
\quad (4.1)
\]

The corresponding parameter degeneration of Theorem 9 solves a finite discrete Heun equation of the form

\[
\tilde{a}_{m-k} f_{k+1} + a_k f_{k-1} = Ef_k \quad \text{for } k = 0, \ldots, M,
\quad (4.2a)
\]

with

\[
a_k = \prod_{1 \leq r \leq 4} \frac{|u_1-u_{r+k}|}{|u_1+k|}, \quad \text{and} \quad \tilde{a}_k = \prod_{1 \leq r \leq 4} \frac{|u_2-u_{r+k}|}{|u_2+k|}.
\quad (4.2b)
\]

Via the duplication formula \( |z|_1 = 2 \prod_{1 \leq r \leq 4} |z_r| \), it is seen that if all parameters \( u_r \) are equal (to \( u > 0 \) say), then the eigenvalue problem in Eqs. (4.2a), (4.2b) reduces to a finite discrete Lamé equation of the form studied in [DG21]:

\[
\frac{[u-k]}{[u+k]} f_{k+1} + \frac{|k|}{[u+k]} f_{k-1} = Ef_k \quad \text{for } k = 0, \ldots, M,
\quad (4.3)
\]

with \( \alpha = \frac{2u}{2u+2} \) (so \( 2u + M = \frac{2u}{\alpha} \)).

4.2. Trigonometric limit: \( q \)-Racah polynomials. In [DG21] it was shown that the solutions of the finite discrete Lamé equation \( (4.2a), \ (4.2b) \) can be expressed in terms of Rogers’ \( q \)-ultraspherical polynomials in the trigonometric limit \( p \to 0 \). Here we finish by checking that the elliptic Racah polynomials degenerate in turn to the \( q \)-Racah polynomials of Askey and Wilson in the limit \( p \to 0 \). To this end let us first observe that in the trigonometric limit the scaled theta functions degenerate as follows:

\[
\lim_{p \to 0} |z|_1 = \frac{2}{\alpha} \sin(\frac{\alpha}{2} z), \quad \lim_{p \to 0} |z|_2 = \cos(\frac{\alpha}{2} z), \quad \lim_{p \to 0} |z|_3 = \cos(\frac{\alpha}{2} z), \quad \lim_{p \to 0} |z|_4 = \cos(\frac{\alpha}{2} z).
\]

The corresponding coefficients of the difference Heun equation thus become

\[
A_{t}(z) = \lim_{p \to 0} A(z) = \frac{\sin(\frac{\alpha}{2}(z+u_1)) \cos(\frac{\alpha}{2}(z+u_2)) \sin(\frac{\alpha}{2}(z+\frac{1}{2}+v_1)) \cos(\frac{\alpha}{2}(z+\frac{1}{2}+v_2))}{\cos(\frac{\alpha}{2}(z+\frac{1}{2}+v_1)) \sin(\frac{\alpha}{2}(z+\frac{1}{2}+v_2))}
\quad (4.4a)
\]

and

\[
B_{t}(z) = \lim_{p \to 0} B(z) = c_{t,1} \frac{\sin(\frac{\alpha}{2}(z+\frac{1}{2}+u_1)) \sin(\frac{\alpha}{2}(z+\frac{1}{2}+u_2))}{\cos(\frac{\alpha}{2}(z+\frac{1}{2}))} + c_{t,2} \frac{\cos(\frac{\alpha}{2}(z+\frac{1}{2}+u_1)) \cos(\frac{\alpha}{2}(z+\frac{1}{2}+u_2))}{\cos(\frac{\alpha}{2}(z+\frac{1}{2}))} + c_{t,3} + c_{t,4}
\quad (4.4b)
\]

with

\[
c_{t,r} = \frac{2 \sin(\frac{\alpha}{2}(u_{r+1}-\frac{1}{2})) \sin(\frac{\alpha}{2} u_{r+1}) \cos(\frac{\alpha}{2}(u_{r+2}-\frac{1}{2})) \cos(\frac{\alpha}{2} v_{r+2})}{\sin(\alpha) \sin(\frac{\alpha}{2})}
\]
We now have that

\[ A_t(z) + A_t(-z) + B_t(z) = C_t = 2 \cos \frac{\pi}{2}(u_1 + u_2 + v_1 + v_2) + \sum_{1 \leq r \leq 4} c_{t,r}. \tag{4.5} \]

Indeed, as a periodic function of \( z \) all poles on the LHS of Eq. (4.3) are seen to cancel, while for \( \text{Im } (z) \to \infty \) the expression in question tends to the constant value on the RHS.

The \( q \)-Racah polynomials \[AW79\] are basic hypergeometric orthogonal polynomials of the form \[KLS10\] Chapter 4.2:

\[ R_k(x) = R_k(x); a, b, c, d|q) = 4\phi_{3}(q^{-k,a,\hat{b},q^{k+1}q^{-x},cdq^{-1}+1}; q, q) \tag{4.6a} \]

with

\[ x = x(x) = cdq^{-1}+1 + q^{-x}. \tag{4.6b} \]

From the basic hypergeometric representation the \( k \leftrightarrow j \), \( a \leftrightarrow c \), \( b \leftrightarrow d \) duality symmetry \[AW79\] \[LS2\] of the \( q \)-Racah polynomial \( R_k(x); a, b, c, d|q) \) is immediate:

\[ R_k(x(x); a, b, c, d|q) = R_{j}(\hat{x}(k); \hat{a}, \hat{b}, \hat{c}, \hat{d}|q), \tag{4.7a} \]

with

\[ \hat{x}(x) = c\hat{d}q^{-1}+1 + q^{-x} \quad \text{and} \quad (\hat{a}, \hat{b}, \hat{c}, \hat{d}) = (c, d, a, b). \tag{4.7b} \]

The following proposition recovers the \( q \)-Racah polynomials as a trigonometric limit of the elliptic Racah polynomials.

**Proposition 10** (\( q \)-Racah Limit). For \( 1 \leq j, k \leq M \) and parameters in accordance with Eqs. (4.3a), (4.4b), one has that

\[ \lim_{p \to 0} E_j = E_{t,j} = 2 \cos \frac{\pi}{2}(2j + u_1 + u_2 + v_1 + v_2) + \sum_{1 \leq r \leq 4} c_{t,r} \tag{4.8a} \]

and

\[ \lim_{p \to 0} f_k(E) = f_{t,k}(E) = R_k(x(x); a, b, c, d|q) \tag{4.8b} \]

\[ = 4\phi_{3}(\frac{q^{-k},q^{2u_1+k},q^{-x},q^{u_1+u_2+v_1+v_2+x}}{-q^{u_1+u_2},q^{u_1+u_2+1/2},-q^{u_1+u_2+1/2}; q, q)\), \]

where

\[ q = e^{i\alpha}, \quad E = 2 \cos \frac{\pi}{2}(2x + u_1 + u_2 + v_1 + v_2) + \sum_{1 \leq r \leq 4} c_{t,r} \tag{4.8c} \]

and

\[ a = -q^{u_1+u_2-1}, \quad b = -q^{u_1-u_2}, \quad c = -q^{u_1+v_2-1/2}, \quad d = -q^{u_2+v_1-1/2}. \tag{4.8d} \]

**Proof.** From the recurrence relation for the normalized elliptic Racah polynomials, it follows that in the trigonometric limit:

\[ \tilde{a}_{t,M-k}f_{t,k+1}(E) + a_{t,k}f_{t,k-1}(E) + (C_t - \tilde{a}_{t,M-k} - a_{t,k})f_{t,k}(E) = E_{t,k}(E) \tag{4.9} \]

for \( 0 \leq k < M \), with

\[ a_{t,k} = A_t(-u_1 - k) = \frac{\sin \frac{\pi}{2}(k)}{\sin \frac{\pi}{2}(u_1 + k)} \frac{\sin \frac{\pi}{2}(u_1 - v_1 - \frac{1}{2} + k)}{\sin \frac{\pi}{2}(u_1 - v_1 - \frac{1}{2} + k)} \frac{\cos \frac{\pi}{2}(u_1 - u_2 - \frac{1}{2} + k)}{\cos \frac{\pi}{2}(u_1 - u_2 + k)} \frac{\cos \frac{\pi}{2}(u_2 - v_2 - \frac{1}{2} + k)}{\cos \frac{\pi}{2}(u_2 - v_2 + k)} \]

\[ \tilde{a}_{t,k} = A_t(u_1 + M - k) = \frac{\sin \frac{\pi}{2}(k)}{\sin \frac{\pi}{2}(u_2 + k)} \frac{\sin \frac{\pi}{2}(u_2 - v_2 - \frac{1}{2} + k)}{\sin \frac{\pi}{2}(u_2 - v_2 + \frac{1}{2} + k)} \frac{\cos \frac{\pi}{2}(u_2 - v_2 - \frac{1}{2} + k)}{\cos \frac{\pi}{2}(u_2 - v_2 + k)} \frac{\cos \frac{\pi}{2}(u_1 - v_1 - \frac{1}{2} + k)}{\cos \frac{\pi}{2}(u_1 - v_1 + k)} \]
and the coefficient $B_{k,k} = B_t(u_1 + k)$ has been rewritten with the aid of the identity in Eq. (4.10). Upon comparing with the three-term recurrence relation for the $q$-Racah polynomials \cite{KLS10} Eq. (14.2.3):

$$A_k R_{k+1}(x) + C_k R_{k-1}(x) + (cdq + 1 - A_k - C_k) R_k(x) = x R_k(x),$$  \hspace{1cm} (4.10)

with

$$A_k = \frac{(1-q^{k+1})(1-abq^{m+1})(1-bdq^{k+1})(1-cq^{k+1})}{(1-abq^{k+2})(1-bdq^{k+2})},$$

and

$$C_k = \frac{q(1-q^k)(1-bq^k)(c-abq^k)(d-ay^k)}{(1-abq^{k+2})},$$

one observes that $\tilde{a}_{t,M-k} = (qcd)^{-1/2} A_k$, $a_{t,k} = (qcd)^{-1/2} C_k$, and $E - C_t = (qcd)^{-1/2}(x(x) - cdq - 1)$ provided the variables and parameters are identified in accordance with Eqs. (4.8c), (4.8d). The upshot is that both recurrences coincide while $f_{t,0}(E) = R_0(x) = 1$, so Eq. (4.8a) follows.

To infer the limit in Eq. (4.8a) it suffices to check that the eigenvalues of the trigonometric degeneration of the normal centered Racah polynomial $\hat{R}_j(x(k)) = R_0(\hat{x}(k); \hat{a}, \hat{b}, \hat{c}, \hat{d}; q)$ \hspace{1cm} (4.7a), \hspace{1cm} (4.7b) that for any $0 \leq j, k \leq M$:

$$A_k \hat{R}_j(\hat{x}(k + 1)) + C_k \hat{R}_j(\hat{x}(k - 1)) + (cdq + 1 - A_k - C_k) \hat{R}_j(\hat{x}(k)) = x(j) \hat{R}_j(\hat{x}(k)),$$

where $A_m = 0$ (because $1 - a_{t,n^{m+1}} = 1 + q^{u_1 + u_2 + M} = 0$) and $C_0 = 0$. In view of the duality symmetry in Eqs. (4.7a), (4.7b), this confirms that on shell at $x = x(j)$ $(0 \leq j \leq M)$ the recurrence relation in Eq. (4.10) holds for $0 \leq k \leq M$. After rewriting the formula in terms of $f_{t,k}(E)$ with the aid of Eqs. (4.8a) - (4.8d), we see that the same is therefore true for the recurrence relation in Eq. (4.9) at $E = E_{t,j}$, $j = 0, 1, \ldots, M$.

Proposition \cite{KLS10} reveals that on shell the trigonometric degeneration of the normalized elliptic Racah polynomial \hspace{1cm} $f_{t,k}(E_{t,j})$ is given by the following $q$-Racah polynomial

$$f_{t,k}(E_{t,j}) = R_k(\hat{x}(j) ; -q^{u_1 + u_2 - 1}, -q^{u_1 - u_2}, -q^{u_1 + v_2 - 1/2}, -q^{u_2 + v_1 + 1/2}; q)$$ \hspace{1cm} (4.11)

$$= 4\phi_3 \left( q^{-k}q^{2u_1+k}q^{-j}q^{u_1+u_2+v_1+v_2+j}q^{-u_1+u_2+v_1+1/2}; q, q \right),$$

with $x(j) = q^{u_1 + u_2 + v_1 + v_2 + j} + q^{-j}$. The corresponding degeneration of the orthogonality relation from Proposition \cite{7} becomes

$$\sum_{k=0}^{M} f_{t,k}(E_{t,i}) f_{t,k}(E_{t,j}) \Delta_{t,k} = \begin{cases} N_{t,j} & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}$$ \hspace{1cm} (4.12a)

for $0 \leq i, j \leq M$, with

$$\Delta_{t,k} = \frac{\sin \alpha_i + \beta_k}{\sin \alpha_i \sin \beta_k} \times \prod_{1 \leq l \leq k} \frac{\sin \left( \frac{\alpha_i}{2} \right) \sin \left( \frac{\beta_k}{2} \right) \sin \left( \frac{(u_2 - v_2 + M + \frac{1}{2})}{2} \right) \cos \left( \frac{(u_2 - u_1 + M + 1 - l)}{2} \right) \cos \left( \frac{(u_2 - v_2 + M + \frac{1}{2})}{2} \right) \cos \left( \frac{(u_2 - u_1 + M + 1 - l)}{2} \right) \cos \left( \frac{(u_1 - v_2 + M + \frac{1}{2})}{2} \right) \cos \left( \frac{(u_1 - v_2 + M + \frac{1}{2})}{2} \right)}$$ \hspace{1cm} (4.12b)
and
\[ N_{t,j} = \frac{1}{\epsilon_{t,j} a_{t,1} \cdots a_{t,M}} \prod_{0 \leq l \leq M, l \neq j} (E_{t,j} - E_{l,l}) \] (4.12c)
\[
= \frac{1}{\epsilon_{t,j}} \prod_{1 \leq k \leq M} \frac{\sin \left( \frac{(u_{1} + k - j)}{2} \right)}{\sin \left( \frac{u_{j}}{2} \right)} \cos \left( \frac{u_{1} + k}{2} \right) \cos \left( \frac{u_{1} - u_{2} + k}{2} \right) \cos \left( \frac{u_{1} - u_{2} - k}{2} \right) \\
\times \prod_{0 \leq l \leq M, l \neq j} \left( 2 \cos \frac{z}{2} (2j + 1 + u_{2} + v_{1} + v_{2}) - 2 \cos \frac{z}{2} (2l + 1 + u_{2} + v_{1} + v_{2}) \right),
\]

where
\[ \epsilon_{t,j} = \frac{p_{1,M}(E_{t,j})}{a_{t,1} \cdots a_{t,M}} = f_{t,M}(E_{t,j}) = 4\phi_{3} \left( q^{-u_{1} - u_{2} + v_{1} + v_{2} + j} q^{u_{1} + u_{2} + v_{1} + v_{2} + j} ; q, q \right) \]

By means of the relation \( q^{u_{1} + u_{2} + 1} = -1 \) we reduce the latter \( 4\phi_{3} \) series to a \( 3\phi_{2} \) series that can be evaluated via Jackson’s \( q \)-Pfaff-Saalschütz sum [OLBC10, Eq. (17.7.4)]:
\[
\epsilon_{t,j} = 3\phi_{2} \left( \frac{-q^{-u_{1} - u_{2}} q^{-u_{1} - u_{2} + v_{1} + v_{2} + j}}{q^{-u_{1} - u_{2} - v_{1} + v_{2} + j}} ; q, q \right) = (-1)^{j} \prod_{0 \leq l < j} \sin \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) \cos \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) \cos \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) \\
= (-1)^{j} \prod_{0 \leq l < j} \sin \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) \cos \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) \cos \left( \frac{(u_{2} + v_{1} + 1 + 2l)}{2} \right) (4.12d)
\]

(where \( z; q \) = \( \prod_{0 \leq l < j} (1 - zq^{l}) \) and \( z_{1}, \ldots, z_{s}; q \) = \( z_{1}; q \) \( \cdots \) \( z_{s}; q \)).

It is instructive to compare the orthogonality in Eqs. (4.12a)–(4.12d) with the (dual) orthogonality relations for the \( q \)-Racah polynomials subject to the truncation condition \( u_{M} + 1 = 1 \) (cf. [KLS10, Eq. (14.2.2)]):
\[
\sum_{k=0}^{M} R_{k}(x(i); a, b, c, d|q) R_{k}(x(j); a, b, c, d|q) \Delta_{k}(a, b, c, d; q) = \begin{cases} \\
N_{0}/\Delta_{j}(c, d, a, b; q) & \text{if } i = j \\
0 & \text{if } i \neq j
\end{cases} (4.13a)
\]

with
\[ \Delta_{k}(a, b, c, d; q) = \frac{(c_{q}, bd_{q}, a_{q}, ab_{q}; q)_{k}}{(q, c^{-1}a_{q}, d^{-1}b_{q}, b_{q}; q)_{k}} (1 - abq^{2k+1}) \] (4.13b)

and
\[ N_{0} = \sum_{k=0}^{M} \Delta_{k}(a, b, c, d; q) = \sum_{j=0}^{M} \Delta_{j}(c, d, a, b; q) = \frac{(b^{-1}c_{q}, dq_{q}; q)_{M}}{(b^{-1}c_{q}, dq_{q}; q)_{M}}. \] (4.13c)

Indeed, the orthogonality weights in Eq. (4.12b) and Eq. (4.13b) coincide for parameters in accordance with Eq. (4.8c), (4.8d) (subject to the truncation condition
(2.4b)):
\[ \Delta_{t,k} = \Delta_{t}(\frac{-q^{-u_{1} - u_{2} - 1}}{u_{1} + u_{2} + 1}, \frac{-q^{-u_{1} - u_{2}}}{u_{1} + u_{2} + 1}, \frac{-q^{-u_{1} + u_{2} + 1/2}}{u_{1} + u_{2} + 1}, \frac{-q^{-u_{2} - v_{1} + 1/2}}{u_{2} + v_{1} + 1/2}; q) \]
when \( q = e^{i\alpha} \) with \( \alpha = \frac{\pi}{u_{1} + u_{2} + 1} \). This implies that the quadratic norms \( N_{t,j} \)
(4.12c), (4.12d) can be rewritten in the form:
\[ N_{t,j} = N_{t,0}/\Delta_{t,j} \] (4.14a)
with
\[ \hat{\Delta}_{t,j} = \Delta_j(-q^{u_1+v_2-1/2}, -q^{u_2+v_1-1/2}, -q^{u_1+w_2-1}, -q^{u_1-w_2}, q) \] (4.14b)

\[
\Delta^t_0 = \sum_{k=0}^{M} \sum_{j=0}^{M} \hat{\Delta}_{t,j} = \prod_{1 \leq l \leq M} \sin \frac{\pi}{2} \frac{(2u_1+l)}{u_1-v_1-\frac{1}{2}l} \sin \frac{\pi}{2} \frac{(u_1+v_2+1+l)}{u_1-v_1-v_2+\frac{1}{2}l} \sin \frac{\pi}{2} \frac{(u_1+v_2+1+l)}{u_2-v_2+\frac{1}{2}l}.
\] (4.14c)

We thus conclude that the inverse of the matrix
\[ F_t = \begin{bmatrix} f_{t,0}(E_{t,0}) & f_{t,0}(E_{t,1}) & \cdots & f_{t,0}(E_{t,M}) \\ f_{t,1}(E_{t,0}) & f_{t,1}(E_{t,1}) & \cdots & f_{t,1}(E_{t,M}) \\ \vdots & \vdots & \ddots & \vdots \\ f_{t,M-1}(E_{t,0}) & f_{t,M-1}(E_{t,1}) & \cdots & f_{t,M-1}(E_{t,M}) \\ f_{t,M}(E_{t,0}) & f_{t,M}(E_{t,1}) & \cdots & f_{t,M}(E_{t,M}) \end{bmatrix} \]
is given by (cf. Corollary 5)
\[ F_t^{-1} = N_{t,0}^{-1} \hat{\Delta}_t F_t^T \Delta_t \] (4.15a)

with
\[ \Delta_t = \text{diag}(\Delta_{t,0}, \Delta_{t,1}, \ldots, \Delta_{t,M}), \quad \hat{\Delta}_t = \text{diag}(\hat{\Delta}_{t,0}, \hat{\Delta}_{t,1}, \ldots, \hat{\Delta}_{t,M}), \] (4.15b)

while its determinant is given by
\[ \det(F_t) = \frac{(-1)^{M(M+1)} N_{t,0}^{M(M+1)}}{\sqrt{\prod_{0 \leq l \leq M} \Delta_{t,l} \hat{\Delta}_{t,l}}}. \] (4.15c)
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