Abstract

The better accuracy and efficiency trade-off has been a challenging problem in object detection. In this work, we are dedicated to studying key optimizations and neural network architecture choices for object detection to improve accuracy and efficiency. We investigate the applicability of the anchor-free strategy on lightweight object detection models. We enhance the backbone structure and design the lightweight structure of the neck, which improves the feature extraction ability of the network. We improve label assignment strategy and loss function to make training more stable and efficient. Through these optimizations, we create a new family of real-time object detectors, named PP-PicoDet, which achieves superior performance on object detection for mobile devices. Our models achieve better trade-offs between accuracy and latency compared to other popular models. PicoDet-S with only 0.99M parameters achieves 30.6% mAP, which is an absolute 4.8% improvement in mAP while reducing mobile CPU inference latency by 55% compared to YOLOX-Nano, and is an absolute 7.1% improvement in mAP compared to NanoDet. It reaches 123 FPS (150 FPS using Paddle Lite) on mobile ARM CPU when the input size is 320. PicoDet-L with only 3.3M parameters achieves 40.9% mAP, which is an absolute 3.7% improvement in mAP and 44% faster than YOLOv5s. As shown in Figure 1, our models far outperform the state-of-the-art results for lightweight object detection. Code and pre-trained models are available at PaddleDetection1.

1. Introduction

Object detection is widely adopted in numerous computer vision tasks, including autonomous driving, robot vision, intelligent transportation, industrial quality inspection, object tracking, etc. Two-stage models normally lead to higher performance. However, this type of resource-consuming network limits the adoption of real-world applications. To overcome this problem, lightweight mobile object detectors have attracted increasing research interests aiming to design highly efficient object detection. Modern object detectors in the YOLO series have [1, 2, 3, 4] become popular since they are in a small subset of works that consider resource constraints. Compared to two-stage models, the YOLO series has better efficiency and high accuracy as well. However, the YOLO series does not deal with the following problems: 1) the need to carefully and manually re-design anchor boxes to adopt different datasets. 2) the problem of imbalance between positive and negative samples as most of the generated anchors are negative.

In recent years, many works have aimed to develop more efficient detector architectures, such as anchor-free detectors. FCOS[5] solves the problem of overlaps within the ground-truth labels. There is no complicated hyper-parameter tuning compared to other anchor-free detectors. However, most anchor-free detectors are large-scale server

1 https://github.com/PaddlePaddle/PaddleDetection
detectors. In the small minority, NanoDet[6] and YOLOX-Nano[4] are the anchor-free detectors and also mobile detectors. The problem is that lightweight anchor-free detectors usually cannot balance the accuracy and efficiency well. So in this work, inspired by FCOS and GFL[7], we propose an improved mobile-friendly and high-accuracy anchor-free detector named PP-PicoDet. To summarize, our main contributions are as follows:

- We adopt the CSP structure to construct CSP-PAN as the neck. The CSP-PAN unifies the input channel numbers by $1 \times 1$ convolution for all branches of the neck, which significantly enhances the feature extraction ability and reduces network parameters. And we enlarge $3 \times 3$ depthwise separable convolution to $5 \times 5$ depthwise separable convolution to expand the receptive field.
- The label assignment strategy is essential in object detection. We use SimOTA[4] dynamic label assignment strategy and optimize some calculation details. Specifically, we use the weighted sum of Varifocal Loss (VFL)[8] and GIoU loss[9] to calculate the cost matrix, enhancing accuracy without harming efficiency.
- ShuffleNetV2[10] is cost-effective on mobile devices. We further enhance the network structure and propose a new backbone, namely Enhanced ShuffleNet (ESNet), which performs better than ShuffleNetV2.
- We propose an improved detection One-Shot Neural Architecture Search (NAS) pipeline to find the optimal architecture automatically for object detection. We straightly train the supernet on detection datasets, aiming to identify the object category and object location in pictures or videos. Existing object detectors, can be divided into two categories: anchor-based detectors, and anchor-free detectors. The two-stage detectors[12, 13, 14, 15, 16, 17] which are normally anchor-based, generate region proposals from the image and then generate the final bounding box from the region proposals. To improve the accuracy of object positioning, FPN[15] fuses multi-scale high-level semantic features. The two-stage detectors are more accurate in the object positioning, while it is difficult to achieve real-time detection on the CPU or ARM devices. The one-stage object detectors[18, 19, 1, 2, 3, 20, 21, 4] are also anchor-based detectors, which have a better balance between speed and accuracy, thus have been widely used in practice. SSD[18], detecting multiple-scale objects, is more friendly to small objects, but it’s not competitive in accuracy. At the same time, the YOLO series(except YOLOv1[22]) performs well in both accuracy and speed. However, it does not tackle some problems we analyzed in the previous section.

The anchor-free detectors[23, 24, 5] aim to eliminate the anchor boxes, which is a significant improvement in object detection. The main idea of YOLOv1 is to divide the image into multiple grids and then predict bounding boxes at points near the center of objects. CornerNet[23] detects a pair of corners of a bounding box without designing the anchor boxes as priori boxes. CenterNet[25] abandons the upper left corner and the bottom right corner, directly detecting the center point. FCOS[5] first reformulates object detection in a per-pixel prediction fashion and proposes a “centerness” branch. The anchor-free detectors solve some problems of the anchor-based detectors, which reduce the memory cost and provide a more accurate calculation of the bounding box.

Later works further improve the object detector from different aspects. ATSS[26] proposes an adaptive training sample selection to automatically select positive and negative samples according to the statistical characteristics of objects. Generalized Focal Loss(GFL)[7] eliminates the “centerness” branch in FCOS and merges the quality estimation into the class prediction vector to form a joint representation of localization quality and classification.

In the field of mobile object detection, a lot of effort has been devoted to achieving more accurate and efficient object detectors. Through compression-compilation collaborative design of YOLOv4[2], YOLObile[27] realizes real-time object detection on mobile devices. PP-YOLO-Tiny[11] adopts MobileNetV3[28] backbone and TinyFPN structure based on PP-YOLO[20]. NanoDet[6] uses ShuffleNetV2[10] as its backbone to make the model lighter and uses ATSS and GFL to enhance accuracy. YOLOX-Nano is currently the lightest model in the YOLOX[4] series, using dynamic label assignment strategy SimOTA to achieve their best performance within acceptable parame-

2. Related Works

Object detection is a classic computer vision challenge that aims to identify the object category and object location automatically.
Hand-crafted technologies heavily rely on expert knowledge and tedious trials. In recent years, NAS has shown promising results discovering and optimizing network architectures, e.g., MobileNetV3, EfficientNet[29], and Mnasnet[30]. NAS thus can be an excellent choice to generate a detector with a better efficiency-accuracy trade-off. One-shot NAS methods save computational resources by sharing the same weights mutually. Numerous One-shot NAS works on image classification in recent years, e.g., ENAS[31], SMASH[32]. To our best knowledge, fewer attempts have been made to develop NAS for object detection. NAS-FPN[33] searches for feature pyramid networks (FPN). DetNas[34] firstly trains the super-net backbone on ImageNet and then finetunes the super-net on COCO. MobileDets[35] use NAS and propose an augmented search space family to achieve better latency-accuracy trade-off on mobile devices.

3. Approach

In this section, we first present our design ideas and NAS search method of better backbone, which help us to improve accuracy and reduce latency. Then, we offer enhanced strategies of the neck and head modules. Finally, we describe the label assignment strategy and other strategies to improve the performance further.

3.1. Better Backbone

Manually Designed Backbone. Based on many experiments, we find that ShuffleNetV2 is more robust than other networks on mobile devices. To further improve the performance of ShuffleNetV2, we follow some methods of PP-LCNet[36] to enhance the network structure and build a new backbone, namely Enhanced ShuffleNet (ESNet). Figure 3 describes the ES Block of ESNet in detail. The SE module[37] does a good job of weighting the network channels for better features. Therefore, we add SE modules to all blocks. Like MobileNetV3, the activation functions for the two layers of the SE module are ReLU and H-Sigmoid, respectively. Channel shuffle provides the information exchange of ShuffleNetV2 channels, but it causes the loss of fusion features. To address this problem, we add depthwise convolution and pointwise convolution to integrate different channel information when the stride is 2 (Figure 3a). The author of GhostNet[38] proposes a novel Ghost module that can generate more feature maps with fewer parameters to improve the network’s learning ability. We add the Ghost module in the blocks with stride set to 1 to further enhance the performance of our ESNet (Figure 3b).

Neural Architecture Search. At the same time, we present the first effort on one-shot searching for object detectors. Object detectors, equipped with high-performance backbones for classification, might be sub-optimal due to
the gap between different tasks. We do not search for a better classifier, but train and search the detection supernet directly on the detection datasets, which leads to significant computational savings and optimization of detection instead of classification. The framework simply consists of two steps: (1) training the one-shot supernet on detection datasets, (2) architecture search on the trained supernet with an evolutionary algorithm (EA).

For convenience, we simply use channel-wise search for backbone here. Specifically, we give flexible ratio options to choose different channel ratios. We choose the ratio randomly and coarsely in $[0.5, 0.675, 0.75, 0.875, 1]$. For example, 0.5 represents that the width is scaled by 0.5 of the full model. The channel numbers divisible by 8 can improve the speed of inference time on hardware devices. Therefore, instead of using the channel numbers in the original model, we first trained the full model with channel numbers [128, 256, 512] for each stage block. All ratio options can also keep the channel numbers divisible by 8. The chosen ratio works on all prunable convolutions in each block. All output channels are fixed as the full model. To avoid tedious hyper-parameter tuning, we fix all original settings in the architecture search. For the training strategy, we adopt the sandwich rule to sample the largest (full) and the smallest (child) model and six randomly sampled child models for each training iteration. There are no more additional techniques adopted in the training strategy, such as distillation, since different techniques perform inconsistently for different models, especially for detection tasks. Finally, the selected architectures are retrained on ImageNet dataset[39] and then trained on COCO[40].

### 3.2. CSP-PAN and Detector Head

We use the PAN[41] structure to obtain multi-level feature maps and the CSP structure for feature concatenation and fusion between the adjacent feature maps. The CSP structure is widely used in the neck of YOLOv4[2] and YOLOX[4]. In the original CSP-PAN, the channel number in each output feature map is kept the same as the input from the backbone. The structures with large channel numbers have expensive computational costs for mobile devices. We address this problem through making all channel numbers in all feature maps equal to the smallest channel number by $1 \times 1$ convolution. Top-down and bottom-up feature fusion are then used through the CSP structure. The scaled-down features lead to lower computation costs and undamaged accuracy. Furthermore, we add a feature map scale to the top of CSP-PAN to detect more objects. At the same time, all convolutions except $1 \times 1$ convolutions are depthwise separable convolution. Depthwise separable convolution expands the receptive field through $5 \times 5$ convolution. This structure brings a considerable increase in accuracy with much fewer parameters. The specific structure is shown in the Figure 2.

In the detector head, we use depthwise separable convolution and $5 \times 5$ convolution to expand the receptive field. The numbers of depthwise separable convolution can be set to 2, 4, or more. The overall network structure is shown in the Figure 2. Both the neck and the head have four scale branches. We keep the channel numbers in the head consistent with the neck module and couple the classification and regression branches. YOLOX[4] uses a decoupled head with fewer channel numbers to improve accuracy. Our coupled head performs better without reducing the channel numbers. The parameters and the inference speed are almost the same as the decoupled head.

### 3.3. Label Assignment Strategy and Loss

The label assignment of positive and negative samples has an essential impact on the object detectors. Most object detectors use fixed label assignment strategies. These strategies are straightforward. RetinaNet[44] directly divides positive and negative samples by the IoU of the anchor and ground truth. FCOS[5] takes the anchors whose center point is inside the ground truth as positive samples, and YOLOv4[2] and YOLOv5[3] select the location of the ground truth center point and its adjacent anchors as positive samples. ATSS[26] determines the positive and negative samples based on the statistical characteristics of the nearest anchors around the ground truth. The above-mentioned label assignment strategies are immutable in the global training process. SimOTA is a label assignment strategy that changes continuously with the training process and achieves good results in YOLOX[4].

We use SimOTA dynamic label assignment strategy to optimize our training process. SimOTA first determines the candidate area through the center prior, and then calculates the IoU of the predicted box and ground truth in the candidate area, and finally obtains parameter $\kappa$ by summing the
| Model              | Size | Params(M) | FLOPs(G) | mAP(0.5:0.95) | mAP(0.5) | Latency(ms) |
|-------------------|------|-----------|----------|--------------|----------|-------------|
| YOLOv3-Tiny       | 416  | 8.86      | 5.62     | 16.6         | 33.1     | 25.42       |
| YOLOv4-Tiny       | 416  | 6.06      | 6.96     | 21.7         | 40.2     | 23.69       |
| MobileDet-CPU     | 320  | 3.85      | 1.02     | 24.2         | -        | -           |
| YOLObile          | 320  | 4.59      | 3.59     | 31.6         | 49.0     | -           |
| PP-YOLO-Tiny      | 320  | 1.08      | 0.58     | 20.6         | -        | 6.75        |
| PP-YOLO-Tiny      | 416  | 1.08      | 1.02     | 22.7         | -        | 10.48       |
| NanoDet-M         | 320  | 0.95      | 0.72     | 20.6         | -        | 8.71        |
| NanoDet-M         | 416  | 0.95      | 1.2      | 23.5         | -        | 13.35       |
| NanoDet-M-1.5x    | 416  | 2.08      | 2.42     | 26.8         | -        | 15.83       |
| YOLOX-Nano        | 416  | 0.91      | 1.08     | 25.8         | -        | 19.23       |
| YOLOX-Tiny        | 416  | 5.06      | 6.45     | 32.8         | -        | 32.77       |
| YOLOv5n           | 640  | 1.9       | 4.5      | 28.4         | 46.0     | 40.35       |
| YOLOv5s           | 416  | 7.2       | 16.5     | 37.2         | 56.0     | 78.05       |
| PP-PicoDet-ShuffleNetV2 | 416 | 1.17 | 1.53 | 30.0 | 44.6 | 15.06 | 10.63* |
| PP-PicoDet-MV3-large-1x | 416 | 3.55 | 2.80 | 35.6 | 52.0 | 20.71 | 17.88* |
| PP-PicoDet-LCNet-1.5x | 416 | 3.10 | 3.85 | 36.3 | 52.2 | 21.29 | 20.8* |
| PP-PicoDet-S      | 320  | 0.99      | 0.73     | **27.1**     | **41.4** | 8.13 | 6.65* |
| PP-PicoDet-S      | 416  | 0.99      | 1.24     | **30.6**     | **45.5** | 12.37 | 9.82* |
| PP-PicoDet-M      | 416  | 2.15      | 2.50     | **34.3**     | **49.8** | 17.39 | 15.88* |
| PP-PicoDet-L      | 640  | 3.30      | 8.91     | **40.9**     | **57.6** | 54.11 | 50.55* |

Table 1. Comparison of the speed and accuracy of different lightweight detectors on COCO val. We use the NCNN [42] library for latency testing and add Paddle Lite [43] inference latency (Marked as *) for the PP-PicoDet model. The latency of all models tested on Qualcomm Snapdragon® 865 (4*A77+4*A55) Processor with batch size of 1 and CPU threads of 4.

n largest IoU for each ground truth. The cost matrix is obtained by directly calculating the loss for all predicted boxes and ground truth in the candidate area. For each ground truth, the anchors corresponding to the smallest κ loss are selected and assigned as positive samples. The original SimOTA uses the weighted sum of CE loss and IoU loss to calculate the cost matrix. To align the cost in SimOTA and the objective function, we use the weighted sum of Varifocal loss and GIoU loss for cost matrix. The weight of GIoU loss is the λ, which is set to 6 as shown to best through our experiments. The specific formula is:

\[
\text{cost} = \text{loss}_{vfl} + \lambda \cdot \text{loss}_{giou}
\]  
In the detector head, for classification, we use Varifocal loss to couple classification prediction and quality prediction. For regression, we use GIoU loss and Distribution Focal Loss. The formula is as follows:

\[
\text{loss} = \text{loss}_{vfl} + 2 \cdot \text{loss}_{giou} + 0.25 \cdot \text{loss}_{dfl}
\]

In all the above formulas, \(\text{loss}_{vfl}\) means Varifocal Loss, \(\text{loss}_{giou}\) means GIoU loss, \(\text{loss}_{dfl}\) means Distribution Focal Loss.

### 3.4. Other Strategies

In recent years, more activation functions have emerged that go beyond ReLU. Among these activation functions, H-Swish, a simplified version of the Swish activation function, is faster to compute and more mobile-friendly. We replace the activation function in detectors from ReLU to H-Swish. The performance improves significantly while keeping the inference time unchanged.

Different from linear step learning rate decay, cosine learning rate decay is exponentially decaying the learning rate. Cosine learning rate drops smoothly, which benefits the training process, especially when the batch size is large.

Too much data augmentation always increases the regularization effect and makes the training more difficult to converge for lightweight models. So in this work, we only use random flip, random crop and multi-scale resize for data augmentation in training.

### 4. Experiments

#### 4.1. Implementation Details

For training, we use stochastic gradient descent (SGD) with momentum of 0.9 and weight decay of 4e-5. The cosine decay learning rate scheduling strategy is adopted with initial learning rate of 0.1. The batch size is 80x8 by default on 8x32G V100 GPU devices. We train 300 epochs, which costs 2 to 3 days. All experiments are trained on COCO-2017[40] training set with 80 classes and 118k images, and are evaluated on COCO-2017 validation set with
Table 2. Different configurations of ablation experiments in PP-PicoDet-S.

| Model                        | Params(M) | mAP(0.5:0.95) |
|------------------------------|-----------|----------------|
| Base                         | 0.96      | 25.3           |
| +CSP-PAN (3 feature maps)    | 1.12      | 28.1           |
| +CSP-PAN (4 feature maps)    | 1.17      | 29.1           |
| +Replace QFL with VFL        | 1.17      | 29.2           |
| +Original SimOTA             | 1.17      | 29.2           |
| +SimOTA with modified cost matrix | 1.17  | 30.0           |
| +Replace backbone with ESNet-0.75x | 0.99  | 29.7           |
| +Replace LeakyRelu with H-Swish | **0.99** | **30.6**       |

CSP-PAN. We first get our base model similar to NanoDet, the backbone adopts ShuffleNetV2-1x, the neck adopts PAN without convolution, the loss adopts standard GFL\([7]\) loss, and the label assignment strategy adopts ATSS[26]. All activation functions use LeakyRelu. The resulting mAP (0.5:0.95) is 25.3. Further, we adopt the CSP-PAN structure. The feature map scale is 3. The mAP (0.5:0.95) is increased to 28.1. Finally, we add a feature map scale to the top of CSP-PAN. Just like the final structure of our CSP-PAN, the number of parameters increases by less than 50K. The mAP (0.5:0.95) is further improved to 29.1. Results are shown in Table 2.

Loss. We compare the effects of Varifocal Loss (VFL) and Quality Focal Loss (QFL) under the same configuration in the previous section. The two are close, and the effect of Varifocal Loss is only slightly better than that of Quality Focal Loss. Replacing QFL with VFL, the mAP (0.5:0.95) is improved to 29.2 from 29.1. Results are shown in Table 2.

Label Assignment Strategy. Under the same configuration in the previous section, we replace ATSS with the original SimOTA and our modified SimOTA. We find that the larger the n, the worse the effect. The parameter n is then set to 10. The performance of ATSS is almost the same as the original SimOTA. The mAP (0.5:0.95) of our modified SimOTA achieves 30.0. Results are shown in Table 2.

We further compare the effect of SimOTA when Varifocal Loss and GIoU loss have different weights. We change the \(\lambda\) of formula (1) to perform ablation experiments. The results are shown in Table 3. When the weight of GIoU loss is 6, the best result is obtained.

| \(\lambda\) | mAP(0.5:0.95) |
|------------|----------------|
| 5          | 29.8           |
| 6          | 30.0           |
| 7          | 29.8           |

Table 3. Different \(\lambda\) on SimOTA with modified cost matrix.

ESNet Backbone. We compare the performance of ESNet-1x and the original ShuffleNetV2-1.5x on ImageNet-1k. Table 4 shows that with less inference time, ESNet achieved higher accuracy.

| model                  | FLOPs (M) | Latency (ms) | Top-1 Acc (%) |
|------------------------|-----------|--------------|---------------|
| ShuffleNetV2-1.5x      | 301       | 7.56         | 71.6          |
| ESNet-1x               | 197       | 7.35         | 73.9          |

Table 4. Comparison of the ShuffleNetV2 and ESNet (use H-Swish) with batch size of 1 and with CPU threads of 4.
H-Swish Activation Function. Finally, we replace the LeakyRelu with H-Swish for all activation functions, mAP (0.5:0.95) is finally increased to 30.6. Results are shown in Table 2.

4.3. Comparison with the SOTA

From Table 1, we can see that our models far exceed all YOLO models in accuracy and speed. These achievements are mainly owing to the following improvements: (1) our neck is lighter than the neck of the YOLO series, so that backbone and head can be assigned more weights. (2) the combination of our Varifocal loss dealing with class imbalance, dynamic and learnable sample assignment, and regression method based on FCOS performs better in lightweight models. With the same amount of parameters, both the mAP and latency of PP-PicoDet-S surpass the YOLOX-Nano and NanoDet. Both the mAP and latency of PP-PicoDet-L exceed the YOLOv5s. Due to the more efficient convolution operator optimization by assembly language, we find that the inference testing performance of our models is even better when using Paddle Lite than using NCNN. In conclusion, our models are ahead of the SOTA models to a large extent.

5. Conclusion and Future Work

We offer a new series of lightweight object detectors, which have superior performance on object detection for mobile devices. To our best knowledge, our PP-PicoDet-S model is the first model with mAP (0.5:0.95) surpassing 30, while keeping 1M parameters and 100+ FPS on ARM CPU. Moreover, the mAP (0.5:0.95) of our PP-PicoDet-L model surpasses 40 with only 3.3M parameters. In the future, we will continue to investigate new techniques to provide more detectors with high accuracy and efficiency.
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