Association-rule-based User Segmentation: An Empirical Study
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Abstract
Segmentation is becoming crucial than ever for proper exploration of information and delivery of services to the users in a personalized manner. This paper proposes a user segmentation method based on association rules discovered in large databases, and represents the hierarchical segmentation by the Entity-Relationship model, which is easy to understand. To evaluate the proposed model, the understandability of the model is studied from the perspective of a modeler. The experiment result shows that the models were understandable and richer in semantics, and that the level of segmentation hierarchy might affect the degree of understandability.
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1. Introduction
With the ever-increasing amount of information resources and essential difference of web users’ demands, segmentation is becoming crucial for proper exploration of information and delivery of services to the users in a personalized manner. By using characteristics of interest, users can be partitioned into user segmentations, or customer segmentations in commerce field, with similar needs or characteristics. Then the segmentation can be used for the decision makers to determine particular competitive strategies (e.g. differentiation, low cost, or focus strategy) [1].

Typically, the statistics-based approaches compute user segmentation based on demographic variables and lifestyles (e.g., income, address, and education) or transaction data (e.g., recency, frequency, and monetary values). Then users can be partitioned by applying clustering algorithms in the space of the statistics above. The selected variables are crucial to successful segmentation in that irrelevant variables will distort the clustering structure and make the results useless [10]. Further, the inherent assumption that users with similar demographics and lifestyles will exhibit similar behavior is questionable [5]. Nowadays users can easily obtain abundant information resources and pursues personalized products and services even within groups with similar demographics and lifestyles. General variables such as demographics may not work well in segmentation.

It is quite natural to explore the daily transaction records in the database to understand users’ behaviors and interests. Recent years witness an increasing interest in using user-item data to predict us-
ers’ interests, recommend items, and promote cross-selling [7,8,13].

Association rule (AR) mining, as one of the most popular and well studied data mining methods, discovers hidden associations among data items [2]. For example, the association rule Ticket\_rock => young discovered from purchase records tells that tickets for rock are bought by young guys at a certain percentage, which is usually considerable. Generalized association rules reflect associations between items at any level of the taxonomy on items [16]. Constrained association rules enable users to clearly specify what associations to be mined, by defining constraints to be satisfied by the antecedent or the consequent of an association rule [12].

Since association rules directly reflect users’ interests and preferences, this paper proposes a user segmentation approach based on association rules discovered in transaction data. For example, based on the above rule, young users who have ever bought tickets for rock could be segmented, in which both demographic data and transactional records are considered. Of course, not all association rules could be used for segmentation, but those with their measures (e.g. support, confidence) satisfying the pre-defined thresholds.

In this paper, the segmentation is represented by the Entity-Relationship (ER) model [4], which is one of the most widely accepted and used tools in conceptual modeling of relational databases. It is natural to use the ER model here since the data used for segmentation is usually stored in databases, and ER diagrams are simple and easy to understand. Typically an important purpose of segmentation is to predict user preferences and behaviors, and so a segmentation method is often evaluated by testing the performance of the prediction. From a different perspective of a modeler, this paper evaluates the ER model representing the segmentation in terms of understandability, since any desired change to a model (e.g. further segmentation), must be preceded by a valid understanding of the model. It is considered important whether a model can be easily comprehensible [15,17]. An experiment conducted with MIS (i.e., management information systems) undergraduates shows that the segmentation models were understandable and richer in semantics, and that the level of segmentation hierarchy might affect the degree of understandability.

2. An AR-based user segmentation

As discussed above, the user segmentation will be represented by the ER model. In our previous study [3], association rules are used to define sub-classes (i.e., specialization) in ER models. Here specialization refers to the attribute-defined specialization, which defines subclasses based on an attribute-and-value tuple <A, v>, where A is an attribute and v is supposed to be a subset of the domain of A, and instances in a subclass take the values from v on attribute A. For example, subclasses of user can be defined based on <age, “<35”>, <age, “(35, 55)”> and <age, “>55”>, resulting in three subclasses, young, mid and aged. An association rule “Ticket\_rock => age<35” will lead to a specialization that young users order tickets for rock, and the AR “Ticket\_drama => age\in(35,55)” and “Ticket\_concert => age>55” will lead to specializations that mid-aged order tickets for drama and aged order tickets for concert (see Figure 1).

Before an association rule is used for segmentation, it must satisfy the thresholds of measures. Take Ticket\_rock => age<35 as an example. The measure support is satisfied if the transactions young guys buying rock ticket have reached certain scale among all the
transactions. The measure confidence is satisfied if more than a certain proportion of the tickets for rock are bought by young guys. These measures will help ensure that the pattern is representational to be used for segmentation. Once association rules are satisfactory with respect to the threshold, those most meaningful to decision makers will be selected for segmentation.

Fig. 1: An example of user segmentation.

Several benefits can be obtained from the user segmentation model. First, decision makers could target a smaller market with greater precision, and thus forge a good relationship with the users. For example, aged people will receive information about concert performances and favorable conditions. Second, it enables easy and quick access to the segmented users and related information. For example, a quick response to online queries like “what rock tickets are bought by young people?” In addition, the result of segmentation can be used as the basis of further analysis of user data, as discussed below.

As an effort to advance the understanding of users, the transactions that young people ordered rock tickets can be analyzed in a similar way to find association rules like:

\(<\text{job, college_student}> = <\text{type, punk}>\)

which reflects a representative pattern in the young rock fans group. Accordingly, this piece of knowledge motivates hierarchical segmentation, and a more precise targeting.

Fig. 2: A hierarchical user segmentation.

During the incremental process of hierarchical segmentation, the hierarchy problem may be of concern due to potential dependencies in knowledge. Inference rules are provided to construct and maintain the hierarchies, which will be studied in a separate work.

3. Understandability of the model

As an important purpose of segmentation is to predict user preferences and behaviors, a segmentation method is often evaluated by testing the performance of the prediction. From a different perspective of a modeler, this paper evaluates the segmentation model in terms of understandability. This measure is selected since it is considered as a key factor of a model, and any change to the model (e.g. further segmentation) must be preceded by a valid understanding of the model. Our purpose is to test whether the understandability of the segmentation model varies with the evolution.

3.1. Model understandability
Model understandability, also called comprehensibility, is defined as the ease with which the data model can be understood [11]. Understandability can only be evaluated with close participation of users and/or developers [11]. It is common to use laboratory experiment investigating model understandability from the human factors perspective [6,14,17]. In these studies, subjects are usually MIS students with knowledge in conceptual modeling, who are given conceptual models (typically ER diagrams), and required to finish comprehension tasks or problem solving tasks.

Understandability is generally measured using performance and/or attitude of the subjects. The performance-based measures include the number of correct answers (or the degree a solution corresponds to a pre-defined one), the time to finish the task, and the number of correct answers divided by the time. The attitude-based measures include preference to use a certain model, perceived value of the modeling formalism, and perceived ease-of-use, etc.

3.2. Experiment

This evaluation study attempts to test if there is any variance in understandability during the hierarchical segmentation. As the conceptual model is concerned, a traditional ER model first evolves into the one with one-layer segmentation, and then into the one with two-layer segmentation, which three are selected respectively as M1: the ER model, M2: the model with one-layer segmentation, and M3: the model with two-layer segmentation. Although the three models are different in richness in semantics expressed, it is regarded interesting to see if the levels of understandability for the three models differ. Adjacent two models will be tested if there is a difference in understandability between them (i.e., M1 and M2, M2 and M3).

In our empirical test, measures of concern include: a). understanding effect (UE): the number of correct answers, and b). perceived ease of understandability (PEU). Hence, we have the following hypotheses:

H1: UE of M2 is the same as M1.
H2: PEU of M2 is the same as M1.
H3: UE of M3 is the same as M2.
H4: PEU of M3 is the same as M2.

A laboratory experiment was designed to test these hypotheses. The questionnaire contains three diagrams of various domains: a diagram in the university domain (M1), a diagram in the supermarket domain (M2), and a diagram in the online ticket-booking service domain (M3). For each diagram there are five TRUE/FALSE statements to check if the information conveyed by the diagram is correctly understood. After that, it will be asked how easy/difficult subjects think to understand this diagram, rated on a 1-7 point scale. Two versions of questionnaires were prepared with diagrams arranged in different orders.

The experiment was conducted during the course of Database: principle and application for second-year undergraduates in the information system department at Tsinghua University. Thirty MIS students participated in this experiment, and were randomly divided into two groups. The two versions of questionnaires were assigned to the two groups respectively.

3.3. Results

We computed the number of correct answers per task (i.e. diagram) by each subject, and then applied t-statistic to test the significance of differences between the mean grades. Also, the average perceived ease of understandability was computed and compared. The results are shown in Table 1.
As indicated, there is no significant difference in either understanding effect (UE) or perceived ease of understandability (PEU) between M1 and M2. That is, in an early stage of evolution when there is only one layer of segmentation, modelers familiar with ER could understand the segmentation model without difficulty, although it is conveying more information.

When comparing M2 with M3, though both models were all considered understandable with the average UE at over 64% (=4.467/7) and 55% (=3.833/7) respectively, there was a significant difference in both understanding effect and perceived ease of understandability for the two models. That is, in a further segmentation when two-layer segmentation is introduced, modelers might start to be different in understanding the models.

It seems that the difference in understandability, apart from the problem domains, may first of all be due to the fact that model M3 is an extension of M2 and therefore more complex inherently (but for richer semantics). In addition, it may partly result from the structural complexity of the segmentation hierarchies. This also conforms to some other findings, at a similar spirit, that the more attributes and relationships an ER diagram contains, the less understandable it is [6].

Overall, the experiment results revealed that, although segmentation models represent advanced concepts and constructs to reflect focused aspects of the domain in light of richer semantics, which is often inevitable as the business evolves, the level of segmentation hierarchy is a factor and needs to be considered in modeling.

| Model | Mean | Observations | t Stat | P(T≤t) one-tail |
|-------|------|--------------|--------|----------------|
| H1: UE | M1  | 4.233        | 30     | -0.909         | 0.186           |
|       | M2  | 4.467        | 30     |                |                 |
| H2: PEU| M1 | 4.300        | 30     | -0.619         | 0.270           |
|       | M2 | 4.400        | 30     |                |                 |
| H3: UE | M2 | 4.467        | 30     | 2.993          | 0.003           |
|       | M3 | 3.833        | 30     |                |                 |
| H4: PEU| M2 | 3.833        | 30     | 3.319          | 0.001           |
|       | M3 | 3.833        | 30     |                |                 |

Table 1: Results (α=0.05).

4. Conclusions

This paper has proposed to use association rules for user segmentation and have discussed the hierarchical segmentation with the context of the ER model. The segmentation model has been evaluated in terms of understandability. The experiment has revealed that the models were understandable and richer in semantics, and that the level of specialization hierarchy might affect the degree of understandability.

There are still some open questions to be explored. In particular, there is a potential challenge that such a model tends to be overloaded with many layers of segmentation. A segmentation with more layers could enable more personalized strategy, but will turn to cost more. As a matter of fact, there is always a trade-off between benefit and cost in user segmentation. A balance between is desired,
which requires a set of suitability measures (e.g., importance, interestingness, and stability) to inspect association rules before they are used for segmentation. Future work includes empirical evaluations from other possible perspectives (e.g., the performance of predicting).
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