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Several groups have pointed out a scaling relation between the thermopower $\alpha$ and the electrical conductivity $\sigma$ in different conducting polymers\textsuperscript{1-3} such as $\alpha \propto \sigma^{-1/4}$ in agreement with our presently reported results in PEDOT-Tos. While the detailed analysis previously performed by Kang and Snyder\textsuperscript{4} accounts for a scaling relation as $\alpha \propto \sigma^{-1/3}$ with $s \leq 3$, we propose thereafter a microscopic semi classical approach which seems to explain the unconventional exponent $s=4$ observed in many conducting polymers. As previously emphasized, whereas semi classical transport model can account for the general found scaling form, the exponent $s=4$ disagrees with conventional scattering mechanisms\textsuperscript{2,4}. Therefore, we present thereafter semi classical transport equations leading to the expressions of both the electrical conductivity and the thermopower in order to relate the so-called transport function introduced by Kang and Snyder\textsuperscript{4} to microscopic quantities. This allows to precise the origin of the exponent $s$ and the parameters influencing it. Thus, general formulations of $\sigma$ and $\alpha$ can be deduced in terms of Fermi integrals and yield to scaling relations which hold in either non degenerate or degenerate regimes. The relaxation time approximation allows then to consider two scattering mechanisms for non relativistic fermions and massless pseudo-relativistic fermions, namely Dirac fermions. The ionized impurities scattering, either unscreened or screened, is first presented and then, the acoustic phonons scattering is considered in the low and high temperature regimes. These calculations allow to reveal the characteristic energy dependence of the related relaxation times required to infer the scaling exponents $s$ between $\alpha$ and $\sigma$. The influence of the scaling exponent on the thermoelectric efficiency is then finally discussed. Samples characterizations are provided at the end.

1. Semi classical transport equations

As stressed in the main text, the linearized semi-classical Boltzmann equation in presence of both thermal and chemical potential gradients in the frame of the relaxation time approximation accounts for the semi classical description of transport phenomena in solids. The $x$-component of the kinetic coefficients $L_{ij,x}$ and the transport coefficients, $\sigma$ and $\alpha$, are usually written according the following transport integrals\textsuperscript{5,6}:

$$L_{ij,x} = T \int \tau_{E} v_{x,E}^2 (E-\mu)^{\nu-2} \left( - \frac{\partial f_E}{\partial E} \right) g_E dE$$

with the energy dependent relaxation time $\tau_{E}$, the velocity $v_{x,E}$, the density of states $g_E$ and the Fermi-Dirac statistic $f_E$, $T$ being the temperature and $\mu$ the chemical potential. By noting $\theta$, $\nu$ and $\gamma$ the exponents of the relaxation time, the velocity and the density of states respectively, their energy dependence can be made explicit such as:

$$\tau_{E} = \tau_0 \left( E/E_T \right)^{\theta}$$
$$v_{x,E} = v_0 \left( E/E_v \right)^{\nu}$$
$$g_E = g_0 \left( E/E_g \right)^{\gamma}$$

(S1)
Here, the characteristic energies $E_\tau$, $E_v$ and $E_g$, and the constants $\tau_0$, $v_0$ and $g_0$ have been introduced in order to focus on energy dependence. It follows that the kinetic coefficients can be written as:

$$L_{ij,x} = T \frac{\tau_0 v_0^2 g_0}{E_\tau E_v E_g} \int E^{\theta+\nu+\gamma} \left( E-\mu \right)^{i+j-2} \left( - \frac{\partial f_E}{\partial E} \right) dE$$

The electrical conductivity can then be expressed as an integral over quasiparticles reduced energy $\epsilon=E/k_B T$.

$$\sigma = q^2 \frac{\tau_0 v_0^2 g_0}{E_\tau E_v E_g} \int E^{\theta+\nu+\gamma} \left( - \frac{\partial f_E}{\partial E} \right) dE = \int \sigma_E \left( - \frac{\partial f_E}{\partial E} \right) dE = \sigma_E \int \epsilon^s \left( - \frac{\partial f_\epsilon}{\partial \epsilon} \right) d\epsilon$$  \hspace{1cm} (S2)

Thus, the relation used by Kang and Snyder$^4$ is here recovered with the exponent $s=(q+n+g)$ which combines the energy dependences exponents of relaxation time, quasiparticles velocity and density of states. The equation S2 also relates the transport function $\sigma_E$ introduced by these authors to microscopic quantities as:

$$\sigma_E = \frac{\tau_0 v_0^2 g_0}{E_\tau E_v E_g} q^2 \sigma \frac{(k_B T)^s}{q}$$

Furthermore, the thermopower can be more conveniently rewritten below where the reduced chemical potential $\tilde{\mu}=\mu/k_B T$ has been introduced:

$$\alpha = \frac{q L_{12}}{T \sigma} = k_B \frac{\tau_0}{q} \int \epsilon^s \left( - \frac{\partial f_\epsilon}{\partial \epsilon} \right) d\epsilon$$  \hspace{1cm} (S3)

2. General formulations of electrical conductivity and thermopower

As already emphasized$^4$, straightforward integrations by parts of Eq.S2 and S3 allow to formulate the electrical conductivity and the thermopower as a function of Fermi integrals$^7$ $F_s(\tilde{\mu})$.

$$\sigma = \frac{k_B}{q} \left( s+1 \right) F_s(\tilde{\mu})$$

$$\alpha = F_s(\tilde{\mu}) = \int_0^\infty \frac{x^s}{e^{x+\tilde{\mu}}+1} \ dx$$  \hspace{1cm} (S4)

These formulations are general in the sense that they hold in both non-degenerate and degenerate cases as discussed thereafter.

2.1. Non degenerate regime

In materials in which the electronic excitations are characterized by an energy gap corresponding to the difference between the bottom of the conducting band and the top of the valence band $\Delta=E_C-E_V$, the electrons gas is non degenerate. Therefore, the reduced chemical potential can be considered as negative, with respect to $E_C$, and in particular proportional to half of the gap in a symmetric case for instance ($\tilde{\mu}=-\Delta/2k_B T$). Assuming $|\tilde{\mu}| \gg 1$, the denominator
of the Fermi integrals (Eq.S4) can be simplified by neglecting 1 which allows to write \( F_s(\tilde{\mu}) \) at leading order as a function of the well known \( \Gamma \) function:

\[
F_s(\tilde{\mu}) \approx \Gamma(s+1)e^{\tilde{\mu}} \quad \text{with} \quad \Gamma(s+1) = \int_0^\infty x^s e^{-x} \, dx = s \Gamma(s)
\]

As a result, a standard activated behavior is found for the electrical conductivity,

\[
\sigma = \sigma_0 \Gamma(s+1)e^{\tilde{\mu}} \rightarrow \sigma_0 \Gamma(s+1)e^{-\Delta/2k_B T}
\]

and the expression of the thermopower drastically simplifies by displaying the usual \( 1/k_B T \) temperature dependence as observed in insulators.

\[
\alpha = \frac{k_B}{q} \left( (s+1) - \tilde{\mu} \right) \rightarrow \frac{k_B}{q} \left( (s+1) + \frac{\Delta}{2k_B T} \right)
\]

If the reduced chemical potential is now related to the electrical conductivity, a logarithmic scaling relation between the thermopower and the conductivity can be found as theoretically early demonstrated by Mott\(^8\).

\[
\tilde{\mu} = \ln \left( \frac{\sigma}{\sigma_0 \Gamma(s+1)} \right) \quad \Rightarrow \quad \alpha = \frac{k_B}{q} \left( (s+1) - \ln \left( \frac{\sigma}{\sigma_0 \Gamma(s+1)} \right) \right)
\]

\[\text{(S5)}\]

Note that such a scaling relation has already been checked experimentally\(^9\) even quite recently in highly oriented conducting polymers in the direction perpendicular to the orientation process\(^3\), namely in the less conducting direction.

2.2. Degenerate regime

In materials with no energy gap at the Fermi level, such as in metals, the electrons gas is degenerate if its density is high enough. This implies that the reduced chemical potential is now positive in contrast to the previous case. By performing a straightforward Sommerfeld expansion up to second order \((\tilde{\mu} \gg 1)\), the Fermi integrals (Eq.S4) can now be approximated\(^7\) as it follows:

\[
F_s(\tilde{\mu}) \approx \frac{(\tilde{\mu})^{s+1}}{(s+1)} + \frac{\pi^2}{6} s (\tilde{\mu})^{s-1}
\]

At leading order, \( F_{s-1}(\tilde{\mu}) \approx (\tilde{\mu})^s/s \) and the electrical conductivity is simply related to the chemical potential with the exponent \( s \):

\[
\sigma = \sigma_0 (\tilde{\mu})^s \quad \Rightarrow \quad \tilde{\mu} = \left( \frac{\sigma}{\sigma_0} \right)^{1/s}
\]

\[\text{(S6)}\]

Considering the first two terms of the previous expansion, the thermopower can also be deduced from Eq.S4 and recovers a usual form for a metal by writing \( \tilde{\mu} = E_F/k_B T \) with the Fermi energy \( E_F \).

\[
\alpha = \frac{k_B \pi^2}{q 3 \tilde{\mu}} s \rightarrow \frac{k_B \pi^2}{q 3 \tilde{\mu}} \frac{k_B T}{E_F}
\]

\[\text{(S7)}\]
By combining the expression of the reduced chemical potential in Eq.S6 with Eq.S7, it follows a power law relation between the thermopower and the electrical conductivity in agreement with the relation of Kang and Snyder:

$$\alpha = \frac{k_B}{q} \frac{\pi^2}{3} s \left( \frac{\sigma}{\sigma_{E_0}} \right)^{-1/s}$$  \hspace{1cm} (S8)

Contrasting with the first scaling relation in the non degenerate case (Eq.S5), the latter is a power law only involving the exponent s, namely depending on the sum of the energy dependences exponents of the relaxation time, the velocity and the density of states as s=(q+n+g).

2.3. Thermopower scaling

According the general formulations (S4) of the thermopower and the electrical conductivity, two kinds of scaling behavior are expected depending on the either non degenerate or degenerate regimes. In the former case, a logarithmic scaling form (Eq.S5) relates \(\alpha\) to \(\sigma\), whereas in the latter \(\alpha\) follows a power law with \(\sigma\) (Eq.S8). These two regimes are explicitly illustrated in Fig.S1. The double logarithmic scale in Fig.S1(a) highlights the power law scaling in the degenerate regime whereas the semi logarithmic scale in Fig.S1(b) reveals the logarithmic scaling form in the non degenerate one.
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Figure S1: Scaling plot of the thermopower with the electrical conductivity as deduced from the general formulations in Eq.S4 where the Fermi integrals have been numerically calculated with \(s=4\) and \(\sigma_{E_0}=10^{-5} \text{ S cm}^{-1}\). The two regimes are here clearly displayed with (a) the power law variation in agreement with Eq. S8 and (b) the logarithmic dependence at low conductivity levels according Eq.S5.

3. Relaxation time approximation

In order to determine the characteristic energy dependence in the transport integral, the relaxation time approximation is below briefly presented. The collision integral of the linearized Boltzmann equation is written as a function of the scattering rate \(W_{k,k'}\) and the difference
between the first order correction $f_{k,k'}^{(1)}$ to the local equilibrium distribution $f_k^{(0)}$ considered as a Fermi-Dirac distribution$^5$.

$$\left(\frac{\partial f}{\partial t}\right)_{coll} = \frac{V}{(2\pi)^3} \int W_{kk'}(f_{k,k'}^{(1)} - f_k^{(1)}) d^3 k' \approx - \frac{f_k^{(1)}}{\tau(k)}$$

As far as we are concerned with a linear response regime, the out of equilibrium distribution $f_{k,k'}^{(1)}$ is proportional to the quasiparticles velocity and the applied perturbations formulated as gradients $\vec{\nabla} \vec{X}$ of electrical potential or temperature for instance. Therefore, the relaxation time can be written as:

$$\frac{1}{\tau(k)} = \frac{V}{(2\pi)^3} \int W_{kk'} \left(1 - \frac{f_{k,k'}^{(1)}}{f_k^{(1)}}\right) d^3 k' = \frac{V}{(2\pi)^3} \int W_{kk'} \left(1 - \frac{\vec{v}' \cdot \vec{\nabla} \vec{X}}{\vec{v} \cdot \vec{\nabla} \vec{X}}\right) d^3 k'$$

Next, we consider that the scattering is here quasi elastic, namely there is no sizable change of the velocity modulus. By assuming $\vec{v}$ in the direction of a $z$ axis, $\vec{\nabla} \vec{X}$ in the $xOz$ plane with an angle $\alpha$ with respect to the $z$ axis, both velocity and gradient amplitudes cancel out. The expression of the relaxation time can be further simplified if the scattering rate does not depend on the basal angle $\phi$, namely if it is only dependent on the scattering angle $\theta$, as it will be case thereafter.

$$\frac{1}{\tau(k)} = \frac{V}{(2\pi)^3} \int W_{kk'} \left(1 - \cos(\theta + \tan \alpha \sin \theta \cos \phi)\right) d^3 k' = \frac{V}{(2\pi)^3} \int W_{kk'} \left(1 - \cos(\theta)\right) d^3 k' \quad \text{(S9)}$$

Finally, the scattering rate is given by the Fermi golden rule with the scattering potential $V_p$:

$$W_{kk'} = \frac{2\pi}{\hbar} \langle k' | V_p | k \rangle \delta(E_{k'} - E_k)$$

4. Ionized impurities scattering

Here we briefly review the main results leading to the conventional relaxation time for electrons scattered by ionized impurities$^5,7$ and then apply this formalism to Dirac fermions. In order to calculate the scattering rate, we need to precise the transition matrix elements between the two states $k$ and $k'$ due to the Coulomb interaction between quasiparticles and ionized impurities. From a general point of view, one can consider a screened Coulomb potential with the dielectric constant $\varepsilon_d$, the charge of the impurity $Ze$ and the screening length $1/k_0$. The Fourier transform of the scattering potential leads then to the following expression.

$$V_p = \pm \frac{Ze^2}{4\pi \varepsilon_d r} \Rightarrow V_p(q) = \pm \frac{Ze^2}{\varepsilon_d V} \frac{1}{(k_0^2 + q^2)}$$

Here $q = |k' - k| \approx 2k' \sin(\theta/2)$ due to the quasi elastic interaction and the scattering rate can be finally written by using the fact that whatever the quasiparticles energy dispersion relation $\partial E_k/\partial k = \hbar \nu$:

$$W_{kk'} = \frac{2\pi}{\hbar} \left(\frac{Ze^2}{\varepsilon_d V (k_0^2 + 4k^2 \sin^2(\theta/2))}\right)^2 \frac{\delta(k' - k)}{\hbar \nu'} \quad \text{(S10)}$$
It follows that the relaxation time (Eq.S9) can be completely formulated as a function of the integration variables below.

\[
\frac{1}{\tau(k)} = \frac{1}{\hbar^2 a_i^3(2\pi)^2} \left( \frac{Ze^2}{\epsilon_d} \right)^2 \int \frac{(1-\cos \theta)\delta(k'-k)}{(k^2_0 + 4k^2 \sin^2(\theta/2))^2} d\theta d\phi \tag{S11}
\]

Note here that Eq.S9 has been multiplied by the number of ionized impurities \(N_i\) and the mean distance between impurities \(a_i\) has been introduced such as \(N/V = 1/a_i^3\).

### 4.1. Non relativistic fermions

The considered quasiparticles are here characterized by a quadratic dispersion relation such as \(E_k = \hbar^2 k^2 / 2m\) with \(\partial E_k / \partial k = \hbar^2 k / m = \hbar \nu\) as previously stated. Some basic algebra allows then to simplify the relaxation time in Eq.S11.

\[
\frac{1}{\tau(k)} = \frac{m}{\hbar^3 a_i^3(4\pi)^3 \left( \frac{Ze^2}{\epsilon_d} \right)^2} \int k \frac{4\cos(\theta/2)\sin^3(\theta/2)}{(k^2_0 + 4k^2 \sin^2(\theta/2))^2} d\theta \tag{S12}
\]

If the potential is very weakly screened, \(k_0 \ll 1/a\) with the relevant atomic distance \(a\), the previous integral is drastically simplified and reads:

\[
\frac{1}{\tau(k)} = \frac{m}{\hbar^3 a_i^3(4\pi)^3 \left( \frac{Ze^2}{\epsilon_d} \right)^2} \int_0^\pi \frac{\cos(\theta/2)}{2\sin(\theta/2)} d\theta = \frac{m}{\hbar^3 a_i^3(4\pi)^3 \left( \frac{Ze^2}{\epsilon_d} \right)^2} \ln |1/\sin(\theta_{\text{min}}/2)|
\]

One may emphasize that a minimum angle has been introduced above in order to take into account screening effect which removes the singularity at \(\theta=0\) even if the screening is weak. So, the relaxation time can now be more conveniently written as a function of the energy:

\[
\tau(E_k) = \frac{a_i^3(2mE_k)^{3/2}}{4\pi m \ln |1/\sin(\theta_{\text{min}}/2)|} \left( \frac{4\pi \epsilon_d}{Ze^2} \right)^2 = \frac{a_i \sqrt{E_k / m}}{\sqrt{2} \pi \ln |1/\sin(\theta_{\text{min}}/2)|} \left( \frac{E_k}{E_i} \right)^{3/2} \tag{S13}
\]

where the potential-like energy \(E_i = Ze^2 / (4\pi \epsilon_d a_i)\) has been introduced for clarity.

If the potential is highly screened, \(k_0 \gg 1/a\), the \(k\) dependence in the denominator of Eq.S12 can be neglected:

\[
\frac{1}{\tau(k)} = \frac{2\pi m k}{\hbar^4 k_0^3 a_i^3(2\pi)^2} \left( \frac{Ze^2}{\epsilon_d} \right)^2 \int_0^\pi (1-\cos \theta) \sin \theta d\theta d\phi = \frac{16\pi m \sqrt{2mE_k}}{\hbar^4 k_0^3 a_i^3 \left( \frac{Ze^2}{4\pi \epsilon_d a_i} \right)^2}
\]

The relaxation time can now be written below as a function of the energy scale \(\hbar^2 k_0^2 / 2m\), the velocity \(\hbar k_0 / m\) and of course the quasiparticles energy \(E_k\).

\[
\tau(E_k) = \frac{a_i}{4\pi \hbar k_0 / m} \left( \frac{\hbar^2 k_0^2 / 2m}{E_i} \right)^2 \left( \frac{E_k}{\hbar^2 k_0^2 / 2m} \right)^{-1/2} \tag{S14}
\]
Thus, depending on the screening strength the relaxation time is found to follow power law energy dependence with the conventional $q$ exponents 3/2 or -1/2.

### 4.2. Dirac fermions

Instead of conventional electrons, if the quasiparticles are Dirac fermions namely massless relativistic-like quasiparticles as observed in graphene for instance\textsuperscript{10-12}, the energy dispersion relation is now linear with a constant velocity $v_F$ such as $E_k = v_F \hbar k$. This implies that the velocity in Eq.S11 is no more $k$-dependent and can be factorized. By using the potential-like energy $E_i$, the relaxation time can be simplified as:

$$\frac{1}{\tau(k)} = \frac{8\pi k^2}{\hbar^2 a_i v_F} E_i^2 \int \frac{4 \cos(\theta/2) \sin^3(\theta/2)}{(k_0^2 + 4k^2 \sin^2(\theta/2))^2} d\theta$$

(S15)

If the potential is very weakly screened, $k_0 \ll 1/a$, once again the angular integral is drastically simplified as:

$$\frac{1}{\tau(k)} = \frac{4\pi}{\hbar^2 a_i v_F k^2} E_i^2 \int_0^\infty \frac{\cos(\theta/2)}{2 \sin(\theta/2)} d\theta = \frac{4\pi}{\hbar^2 a_i v_F k^2} E_i^2 \ln(1/\sin(\theta_{\text{min}}/2))$$

In order to make the energy dependence more explicit, the relaxation time can be rewritten as it follows.

$$\tau(E_k) = \frac{a_i / v_F}{16 \pi \ln(1/\sin(\theta_{\text{min}}/2))} \left(\frac{E_k}{E_i}\right)^2$$

(S16)

If the potential is highly screened, $k_0 >> 1/a$, the $k$ dependence in the denominator of Eq.S15 is neglected:

$$\frac{1}{\tau(k)} = \frac{16\pi k^2}{\hbar^2 k_0^2 a_i v_F} E_i^2 \int_0^\pi 2 \cos(\theta/2) \sin^3(\theta/2) d\theta = \frac{16\pi k^2}{\hbar^2 k_0^2 a_i v_F} E_i^2$$

By introducing the quasiparticles energy $E_k$ and the energy scale $v_F \hbar k_0$, the relaxation time becomes:

$$\tau(E_k) = \frac{a_i / v_F}{16 \pi} \left(\frac{v_F \hbar k_0}{E_i}\right)^2 \left(\frac{E_k}{v_F \hbar k_0}\right)^{-2}$$

(S17)

In contrast to non relativistic fermions, the energy dependence of the relaxation time is here characterized by the $q$ exponents 2 or -2 depending on screening.

### 5. Acoustic phonons scattering

The relaxation time of quasiparticles scattered by three dimensional acoustic phonons of wave vector $q$ is still given by the integral in Eq.S9 with the scattering rate which now originates from the interaction Hamiltonian between quasiparticles and phonons. In contrast to the ionized impurities scattering, two process need here to be taken into account including the creation and the
annihilation of phonons\(^5\). By assuming a phonons occupation number \(N_q\) high enough, the contributions of the aforementioned two process are nearly equal and the relaxation time can be written as:

\[
\frac{1}{\tau(k)} = \frac{V}{(2\pi)^3} \int \frac{4\pi}{\hbar} |\gamma_q|^2 N_q \delta(E_{k+q} - E_k) |1 - \cos \theta| d^3 q \quad \text{with} \quad N_q = \frac{1}{e^{\hbar \nu_q/k_B T} - 1}
\]

In addition, considering the limit of long wave length acoustic phonons, the transition matrix element behaves as \(|\gamma_q|^2 = q A^2\) with the constant \(A\) which depends on atomic mass, sound velocity and interaction potential\(^6\). Finally, one must remember that the \(\theta\) angle is the scattering one and not the angle between \(k\) and \(q\), namely \(\beta\). So, by noting that \((1 - \cos \theta) = 2 \cos^2 \beta\), the relaxation time can be formulated as:

\[
\frac{1}{\tau(k)} = \frac{A^2 V}{\pi \hbar} \int N_q 2 \cos^2 (\beta) \delta(E_{k+q} - E_k) q^3 \sin (\beta) dq d\beta
\]  
\(\text{(S18)}\)

5.1. Non relativistic fermions

If the quasiparticles energies have a quadratic dispersion relation, then the energy difference in Eq.(S18) becomes \(E_{k+q} - E_k = (\cos \beta + q/2k)\hbar^2 kq/m\) and the relaxation time can be simplified below by taking into account the fact that \(q/2k \ll 1\).

\[
\frac{1}{\tau(k)} = \frac{A^2 V m}{\pi \hbar^3 k^5} \int N_q 2 \cos^2 (\beta) \delta(\cos \beta + \frac{q}{2k}) q^2 \sin (\beta) dq d\beta = \frac{A^2 V m}{2 \pi \hbar^3 k^3} \int_0^{2k} q^4 N_q dq
\]

By considering the dimensionless variable \(x = \hbar \nu_s q/k_B T\) the latter integral can be usefully reformulated such as:

\[
\frac{1}{\tau(k)} = \frac{A^2 V m}{2 \pi \hbar^3 k^3} \left(\frac{k_B T}{\hbar \nu_s}\right)^5 \int_0^{2k\hbar \nu_s/k_B T} x^4 N_x dx
\]  
\(\text{(S19)}\)

Now, two regimes can be considered depending on the integral upper limit. If \(2k \hbar \nu_s/k_B T \gg 1\), the upper limit can be extended to infinite and the integral is approximated by a Bose one leading to the product of a Riemann \(\zeta\) function and a gamma function:

\[
\frac{1}{\tau(k)} = \frac{A^2 V m}{2 \pi \hbar^3 k^3} \left(\frac{k_B T}{\hbar \nu_s}\right)^5 \zeta(5) \Gamma(5) = \tau(E_k) = \frac{2 \pi}{\zeta(5) \Gamma(5)} \frac{(\hbar \nu_s)^5}{V A^2 (k_B T)^3} \left(\frac{m}{k_B T}\right)^{3/2}
\]  
\(\text{(S20)}\)

If \(2k \hbar \nu_s/k_B T \ll 1\), the Bose factor can now be expanded as \(N_x \approx 1/x\) and the integral in Eq.(S19) leads to the following relaxation time.

\[
\frac{1}{\tau(k)} = \frac{2 A^2 V m k}{\pi \hbar^3} \left(\frac{k_B T}{\hbar \nu_s}\right) \Rightarrow \tau(E_k) = \frac{\pi \hbar^3}{2 A^2 V m k} \left(\frac{\hbar \nu_s}{k_B T}\right) = \frac{\pi \hbar^4 (\hbar \nu_s / V^{1/3})^{1/2}}{2 \sqrt{2} A^2 V^{2/3} m^{3/2} k_B T} \left(\frac{E_k}{\hbar \nu_s / V^{1/3}}\right)^{-1/2}
\]  
\(\text{(S21)}\)

Note here that the standard Bloch law is recovered in Eq.(S20) with the \(T^3\) power law dependence of \(1/\tau\) at low temperatures followed by the \(T\) linear dependence at high temperatures in Eq.(S21).
5.2. Dirac fermions

In the case of Dirac fermions, the energy difference in Eq.S18 is now 

\[ E_{k+q} - E_k = \hbar v_f k (\sqrt{1 + (q/k)^2} + (2q/k) \cos \beta - 1) \]

By introducing the variable \( u = \cos \beta \) and the function \( h(u) \) as the argument of the \( \delta \) function, Eq.S18 becomes:

\[ \frac{1}{\tau(k)} = \frac{2A^2V}{\pi \hbar^2 \nu_F k^2} \int_0^{2k} q^4 N_q dq = \frac{2A^2V}{2\pi \hbar^2 \nu_F k^2} \left( \frac{k_B T}{\hbar \nu_s} \right)^5 \int_0^{2k} q^4 N_q dq \]

By taking into account the derivative \( \partial u / \partial h(u) = (k/q)(1+h(u)) \), the change of variable from \( u \) to \( h(u) \) can be achieved and the integral simplified by using the \( \delta \) function and the dimensionless variable \( x \) as previously.

\[ \frac{1}{\tau(k)} = \frac{A^2V}{2\pi \hbar^2 \nu_F k^2} \left( \frac{k_B T}{\hbar \nu_s} \right)^5 \int_0^{2k} q^4 N_q dq = \frac{2A^2V}{2\pi \hbar^2 \nu_F k^2} \left( \frac{k_B T}{\hbar \nu_s} \right)^5 \int_0^{2k} q^4 N_q dq \]

If \( 2k \hbar \nu_s / k_B T \gg 1 \), the integral can be extended and once more approximated by a Bose integral as the product of a Riemann \( \zeta \) function and a gamma function:

\[ \frac{1}{\tau(k)} = \frac{A^2V}{2\pi \hbar^2 \nu_F k^2} \left( \frac{k_B T}{\hbar \nu_s} \right)^{5/2} \zeta(5) \Gamma(5) \quad \Rightarrow \quad \tau(E_k) = \frac{2\pi (\hbar \nu_s)^5}{\nu_F A^2 V (k_B T)^4 \zeta(5) \Gamma(5) \left( \frac{k_B T}{k_B T} \right)^2} \quad (S22) \]

If \( 2k \hbar \nu_s / k_B T \ll 1 \), the Bose factor can be expanded as \( N_x \approx 1/x \) and the integral leads to the following relaxation time:

\[ \frac{1}{\tau(k)} = 2A^2V k^2 \left( \frac{k_B T}{\hbar \nu_s} \right)^5 \Rightarrow \tau(E_k) = \frac{\pi \hbar^4 \nu_s^2}{2A^2 V E_k^2} \left( \frac{\hbar \nu_s}{k_B T} \right)^5 = \frac{\pi \hbar^3 \nu_s \nu_F}{2A^2 V k_B T} \left( \frac{E_k}{\hbar \nu_s / V^{1/3}} \right)^2 \quad (S23) \]

It is worth mentioning that due to the considered three dimensional acoustic phonons, the same temperature dependence as in the Bloch law is here found. In graphene for instance, it has been shown that similar calculations yield to a low temperature \( T^4 \) behavior due to the considered 2D phonons with the same energy dependence for the relaxation time\(^13\).

6. Thermoelectric efficiency

The thermoelectric performance is usually quantified with the so called dimensionless figure of merit \( ZT = \alpha^2 \sigma / T \), with the thermal conductivity \( \kappa \). Another way to probe this performance is to consider the power factor, namely \( \alpha^2 \sigma \), or more usefully a thermal power factor \( \alpha^2 \sigma T \) which has the same unit as the thermal conductivity. Since \( \kappa \) is of the order of 1 Wm\(^{-1}\)K\(^{-1}\) in most of the conducting polymers, and more frequently \( \kappa \approx 0.5 \text{ Wm}^{-1}\text{K}^{-1} \), the thermal power factor is quantitatively representative of \( ZT \) as long as \( \kappa \) remains of the order of unity.

By taking into account the scaling equation S8, the thermal power factor can be related to the electrical conductivity or equivalently to the reduced chemical potential.
\[ \alpha^2 \sigma T = \left( \frac{k_B \pi^2 s}{3} \right)^2 \left( \frac{\sigma}{\sigma_{E_0}} \right)^{1-2/s} \sigma_{E_0} T = \left( \frac{k_B \pi^2 s}{3} \right)^2 \left( \frac{\mu s}{[\mu]^1-2} \sigma_{E_0} T \right) \]

Thus, the latter relation demonstrates that the thermal power factor is expected to scale with conductivity with an exponent \( \frac{1}{2} \) due to the scaling exponent \( s=4 \), as observed experimentally in Fig. 1b over several decades. It is worth mentioning that the thermal power factor is sizably enhanced in oriented conducting polymers by approaching \( 1 \text{ Wm}^{-1}\text{K}^{-1} \). This illustrates the potentiality of conducting polymers in the context of the thermoelectricity. The relation above between the thermal power factor and the reduced chemical potential with the exponent \( s-2 \) demonstrates also that the exponent \( s=4 \) favors higher thermal power factor than \( s=3 \), namely that Dirac fermions could favor better thermoelectric efficiency than conventional electrons.

7. Samples characterizations

Polymers have been characterized with infrared spectroscopy, UV-Vis-NIR spectroscopy and X-ray diffraction.

7.1. Infrared spectroscopy

Infrared analysis has been performed with a Perkin-Elmer Spectrum-One FTIR over the range of 1800-800 cm\(^{-1}\). All spectra in Fig.S2 show the typical bands for PEDOT-Tos with variations depending the concentration of the chemical treatment. The persistence of the signal of tosylate chemical functions for all basic treatments shows that the tosylate is not removed from the films but only protonated and become p-toluenesulfonic acid. No remaining iron from Fe(Tos)\(_3\) was observed.

Figure S2: IR transmission spectra measured in the investigated PEDOT-Tos samples as synthesized (a.s.) and reduced with ethanolamine (EA).
7.2. UV-Vis-NIR spectroscopy

UV-Vis-NIR spectroscopy was performed with a Jasco V-670 spectrometer over the range of 300-1500 nm as displayed in Fig.S3. Upon reduction of ethanolamine, PEDOT-Tos looses positive charges and thus changes color from light blue to dark purple due to the gradual decrease of polaronic and bipolaronic optical transitions which appear around 880 nm and beyond 1500 nm. The UV-Vis-NIR spectroscopy allows to see the disappearance of the polaronic and bipolaronic peaks in favor of the appearance of a neutral chain peak at 585 nm. The appearance of the p-toluenesulfonic acid peak at 325 nm can be noticed for strongest reductions: counter-ions stay inside the material’s structure as their protonated form. The oxidation state can be related to the 585 nm peak intensity as previously described\textsuperscript{14}. Hence, it is possible to control the oxidation level of PEDOT-Tos by controlling the concentration of the reducing agent in the treatment solution.

![Figure S3: UV-Vis-NIR absorption spectra measured in the investigated PEDOT-Tos samples as synthesized (a.s.) and reduced with ethanolamine (EA).](image)

7.3. X-ray diffraction

X-ray diffraction analysis were performed using a D8 Bruker diffractometer (XRD) with a Cu K\textalpha radiation source (\(\lambda \approx 0.15409\) nm) over the 2\(\theta\) range of 3-50\(^o\). The XRD patterns in Fig.S4 show crystalline peaks superimposed on a broad scattering background which is characteristic of crystalline regions within an amorphous medium. A 2 peaks structure is found at 6.5\(^o\) and 12.2\(^o\) dependent on the reduction level. They appear better defined in the PEDOT-Tos as-synthesized rather than in those treated with high ethanolamine concentration. The decrease of the peaks seems to indicate besides the dedoping, an alteration of the nanostructural organization which leads to a film less crystallized. Note that a missing peak at 25\(^o\) usually ascribed to the face to face interchain
stacking distance between thiophene rings can be recovered in superimposed films from the same synthesis. This suggests a face-on organization of the chains towards the glass substrate.

Figure S4: XRD patterns measured in the investigated PEDOT-Tos samples as synthesized (a.s.) and reduced with ethanolamine (EA).
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