Enhancing the robustness of forensic gait analysis against near-distance viewing direction differences
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Abstract

Gait analysis is a promising biometric technology to visually and quantitatively analyze an individual’s walking style. In Japan, silhouette-based quantitative gait analyses have been implemented as a forensic tool; however, several challenges remain owing the narrow range of application. One of the yet-unsolved issues pertains to the existence of a ‘slight’ but critical viewing direction difference, which leads to the incorrect judgment in the analyses of a person even when using deep learning-based feature extraction. To alleviate the critical viewing direction difference problem, we developed a novel gait analysis technique involving three components: 3D calibration, gait energy image space registration, and regression of the distance vector. Results of the GUI development and mock appraisal tests indicated that the proposed method can help achieve practical improvements in the forensic science domain.
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1 Introduction

Gait analysis is a relatively novel biometric technology to visually and quantitatively analyze the information regarding the walking style and appearance of an individual [24]. This analysis has been widely adopted in the field of rehabilitation [2], and its application has been extended to the forensic science domain [4, 14, 16, 17]. In recent years, with the development of large-scale databases and deep learning technologies, many studies on gait authentication technologies have been conducted [1, 18–20, 26, 27]. However, in the presence of a viewing direction difference, the accuracy of gait analysis considerably decreases [21]. Even a ‘slight’ viewing direction difference may lead to incorrect analyses; however this aspect has not been effectively addressed.
Fig. 1  Definition of terms about viewing direction. Relationship between the terms ‘shooting direction’, ‘camera distance’, and ‘viewing direction’ and pedestrian and camera positions were defined. More precisely, viewing direction includes installation angle (optical axis direction) and focal length of the camera. The optical axis directed toward the origin in the ‘shooting direction’ situation. In other words, Fig. 1 simplifies the 6-dimensional pose model of external parameters (pose = position + orientation) to the 3-dimensional pose model which comprises 2-dimensional orientations and 1-dimensional position. In this context, viewing direction adequately considers all the 3-dimensional pose, whereas shooting direction only considers 2-dimensional orientations.

In the field of forensic science, gait analysis can be performed to identify whether two pedestrian CCTV footages (criminal footage and control footage) pertain to the same individual. The control footage may be recorded by another security camera or experimentally obtained at the site corresponding to the criminal footage or another site. In general, the forensic science tools must be accurate, objective, and explainable with a clear scope of application, among other factors. Observation-based methods have been implemented in several European countries since the 2000s [4, 16, 17]; however, it has been reported that these methods lack objectivity owing to their low quantitativeness [7]. Considering the correlation between quantitativeness and objectivity, in Japan, a silhouette-based method [14] that exploits silhouette information has been implemented to facilitate the scientific appraisal by experts (defined as the conventional method, SI Fig. 3a). This approach can account for slight differences in the clothing and belongings as the likelihood of the individual being the same (later denoted as $P(S|t)$) is calculated quantitatively by analyzing only the comparable areas in gait energy image (GEI) features by excluding/masking the non-comparable areas (in terms of the masking function). However, in this approach, the two comparative footages must satisfy several requirements such as a sufficient resolution, adequate frame rate, stable walking, and correspondence in the clothing conditions, viewing directions, and walking styles. Consequently, the range of application of this approach is quite narrow\(^1\). In particular, the influence of the viewing direction difference on the identification accuracy is significant. A critical problem of the conventional method is that it is based on the assumption that the pedestrian is sufficiently far from the camera. Specifically, as shown in Fig. 1, although the viewing direction is originally a composite of the shooting direction and camera distance (distance between the pedestrian and camera), it is considered in the conventional method that the camera distance can be neglected, and the viewing direction can be approximated to a specific shooting direction.

To clarify the significance of changes in the silhouette with the camera distance, Fig. 2a shows rendered silhouette images under two camera distance conditions: far and near\(^2\). It

---

\(^1\) As differences in viewing directions, clothes, and belongings deteriorate the analysis accuracy of an individual, the possibility of different individuals is extremely challenging to define even if the $P(S|t)$ is small.

\(^2\) The FOV value is defined as the maximum angle between the person and camera.
Fig. 2 Silhouette changes in the case of a small camera distance and slight viewing direction difference. Such changes cause problems in practical forensic gait analysis. (a) Rendering result of the 3D human body shape data at the same shooting angle for a small distance (perspective projection, FOV = 90°) and considerably large distance (orthogonal) between the camera and pedestrian. The rendering results were created using data in the KY 4D Gait Dataset [15] and the Meshlab software [6]. (b) Silhouette changes in the case of slight viewing direction differences; the angle differences in the walking courses are 0°, 5.5°, and 11° in a real space. Silhouette boundaries are indicated as red color.

can be noted that the silhouette changes under different camera distances (two vertical conditions in Fig. 2a) are extremely large. This problem is termed as projective distortion. Even in the same shooting direction, a difference in the camera distances leads to considerable silhouette changes. Examples of silhouette changes of not-far pedestrian images under a “slight” viewing direction difference are shown in Fig. 2b. For a small angle difference of the walking courses (5.5°) (Fig. 2b center), the two silhouettes in a similar gait period are notably different. Under a difference of 11° (Fig. 2b right), the two differences in the silhouettes further increases. In this scenario, if the viewing direction difference is neglected, as in the conventional method, the false rejection rate (FRR) of the same-person comparison becomes high.

In this regard, it is necessary to take into account the viewing direction difference considering the camera distance. Our preliminary analysis based on a consultation of scientific
appraisal also suggested that it is necessary to resolve the problems caused by the viewing direction difference (SI 2.2). A fundamental solution would be using a well-known 3D camera calibration technique. In a previous study [23], to solve the shooting direction difference problem, 3D camera calibration, 4D gait data \(^3\), and a view transformation model (VTM) [22] were adopted. In [23], considering that the viewing directions of two footages can be reproduced, two sets of 3D camera parameters were calibrated based on a well-known calibration technique, and the silhouette images under each condition were rendered from the 4D gait dataset by using the calibration results to assess the criteria to judge the same person. The difference in the shooting direction was addressed using VTM. However, [23] evaluated their approach using only footage with reasonably large camera distances or data with nearly the same quality silhouettes as in the training data (similar to the same domain data in Fig. 3b). In other words, practical evaluation involving different silhouette qualities and adequate tool development to ensure practical use have not been adequately conducted.

Considering these aspects, in this study, we establish a quantitative analysis method that is effective even in the presence of a slight viewing direction difference under a small camera distance. The objective is to enhance the practicality of the relevant detection approaches in the forensic science field. The main contributions of this study can be summarized as follows.

- The presence of viewing direction differences leads to critical accuracy deteriorations in the conventional method (Method I) and deep learning-based method (Method II).
- We developed a gait analysis method that contains three main components 1) re-training of the judgment criteria from 4D gait data based on 3D calibration, 2) correction of the GEI misalignment through the planar projection-based geometric view transformation model (PP-GVTM), and 3) support vector regression (RBF kernel) of the distance vector. Theoretical and practical evaluations of the proposed method (Method V) and four existing methods were performed.
- We quantitatively evaluated the relationship between the degrees of improvement of the proposed method and those of projective distortion (in terms of the camera distance and FOV).
- To enhance the practicality, we created a GUI that could execute the proposed method to facilitate the gait analysis by experts. Furthermore, mock appraisal tests containing slight viewing direction/clothing differences and notable viewing direction differences were conducted to demonstrate the effectiveness of the proposed method.

2 Methods

2.1 Gait analysis methods

Table 1 lists the analysis methods examined in this study. Methods I and Method II pertain to the conventional method and deep-learning-based method (GEINet), respectively. Method III is based on 3D calibration only, and Methods IV and V (proposed method) are based on 3D calibration in combination with GEI registration and/or distance vector regression.

\(^3\)4D refers to 3-dimensional space + time.
Fig. 3 Proposed method based on 3D camera calibration, planar projection-based GEI registration, and distance vector regression. (a) Process flow of Method V. The method only with 3D calibration (Method III) excludes both the regression and registration processes. (b) Definition of the same/different domain data to illustrate the relationship between the raw silhouette and corresponding simulated silhouette. The training data were based on the simulated silhouette data.
### Table 1 Methods compared in this study

| Index | Method’s outline | Reference |
|-------|------------------|-----------|
| I     | Conventional     | [14]      |
| II    | GEINet-based features | [26] |
| III   | 3D Calibration only (w/o VTM in [23]) | [23] |
| IV    | 3D Calibration + VTM [22] (w VTM or AVTM in [23]) | [23] |
| V     | 3D Calibration + PP-GVTM + SVR (RBF kernel) | This study (Proposed) |

### 2.1.1 Method I: Conventional method

In Method I (SI 2.2, SI Fig. 3), the most similar shooting direction pertaining to the given discrete conditions of each footage is selected. In this study, the settings selected for Method I are the same as those involving a slight shooting direction difference. Based on the pre-trained distributions of distances $t$, $P(S|t)$, the likelihood of the same person was calculated.\(^4\) Method I involves two types of error: approximation error and the error caused by ignoring the viewing direction difference. To highlight the importance of considering the viewing direction difference by excluding the heuristic approximation error, the evaluation of Method I was conducted considering that 3D calibration was performed for only one viewing direction, except in the appraisal tests, as described in 3.5.2. In the appraisal tests, flowing [14], the closest condition from 24 shooting direction conditions involving the combinations of two installation heights (80 cm and 240 cm) and twelve horizontal shooting directions in 30° increments, was selected for each footage.

### 2.1.2 Method II: GEINet

Method II (SI 2.3) is a deep-learning-based method known as GEINet, trained using approximately 1.07 million GEIs created from OU-MVLP datasets [27] involving eleven shooting directions of 10307 people. The evaluation of Method II was performed only when the whole body could be analyzed because this approach does not involve the masking function.

### 2.1.3 Three methods based on 3D calibration

Figure 3a shows the outline of the proposed method, i.e. Method V. Method V involves three main procedures: 3D camera parameter calibration (henceforth described as 3D calibration, for conciseness), GEI space registration, and distance vector regression. In 3D calibration, the internal and external parameters of two cameras of both criminal and control footages are calibrated (SI 1.1). In this case, 3D calibration involves identifying the internal parameters of the camera (lens distortion, focal length, and optical center etc.) and the position and direction of the camera in 3-dimensional space with respect to the pedestrian walking course (denoted as 3D calibration in Fig. 3a). Next, by performing rendering (or perspective projection and simulation) from a 4D gait database [15] using the calibrated viewing direction parameters, the silhouette data of each viewing direction are obtained for training (defined as silhouette videos from 4D gait data in Fig. 3a and rendering in Fig. 3b). Although the

---

\(^4\)The calculation of $P(S|t)$ was based on [13] (SI 1.2)
3D calibration-based gait analysis technique has been proposed [23], in this work, a concrete definition of the on-site procedure at the CCTV installation location is established (as described in 2.4). This method is the basis of the two methods (Methods IV and V) and named Method III.

Nevertheless, when only 3D calibration is implemented (Method III), misalignment in the GEI image space owing to the viewing direction difference remains. In the registration process, the viewpoint change in the GEI space is addressed. Muramatsu et al. [23] adopted the registration method [22] to estimate the latent features of two shooting directions through singular value decomposition (SVD). This method is defined as Method IV. As described later, Method IV is impractical because the performance is rather low when the evaluation data correspond to domains different from those pertaining to the training data. Therefore, we devised a framework for GEI space registration while maintaining the geometric constraints based on the planar projection (SI 1.3), with reference to a previous approach known as the GVTM [8]. Our registration method is denoted as PP-GVTM (planar projection-based geometric view transformation model). Although the loss value might be fixed to the local minimum due to its iterativeness, the convergence of the PP-GVTM registration algorithm was experimentally confirmed (SI 3.3.6 and SI Fig. 11). Nevertheless, even when 3D calibration and registration are applied, the GEI misalignment may not be able to be completely corrected especially under small camera distances. In this situation, if the distance between two footages is evaluated through a simple sum of each GEI, as in SI equation (13), regions with a large misalignment may be emphasized, resulting in a loss of individuality. Therefore, we performed a regression of the distance vector to obtain the distance value \( t \) as explained in SI 1.4. A comparison of the nine regression methods listed in SI Table 1, under an angle difference 11°, indicated that the RBF kernel-based support vector regression (SVR) stably exhibited a high accuracy (SI Fig. 2b). Therefore, the SVR (RBF kernel) was selected as the regression method. The method using all the procedures (3D calibration, PP-GVTM registration, and SVR (RBF kernel)) is denoted as Method V (proposed method). The proposed method was also subjected to an ablation study, excluding either PP-GVTM registration and SVR (RBF kernel), as described in SI 3.2, to demonstrate the effectiveness of using both the registration and regression processes.

### 2.2 Practical evaluation: domain definition

The two types of evaluations were conducted using the same domain data and different domain data. In the training phase, the recognition criteria were trained using the simulated silhouette images (simulated silhouette in Fig. 3b left) rendered from 4D gait data based on 3D calibration. In the test phase, practical analyses were conducted using raw silhouette images (raw silhouette in Fig. 3b right) extracted from footage videos\(^6\). These data are referred to as different domain data as the silhouette quality of the simulated and raw silhouettes may differ. The phenomenon occurs because 4D gait data are estimated data with a centimeter-order resolution in 3D space. In general, evaluation using different domain data (practical evaluation) is critical to enhance the practicality of an approach to obtain legal evidence in forensic science, which is a novelty of this research.

\(^5\)Here, the regression was implemented using the python library scikit-learn [25].

\(^6\)The silhouette extraction process was manually performed, involving manual corrections on automatically determined silhouette images by U-Net [9]. Because footages often correspond to low image qualities, it is difficult to fully automate the silhouette extraction process even when using semantic segmentation technologies.
2.3 Experimental setting

The conditions of cameras installation in a laboratory experimental room are shown in Fig. 4 and SI Fig. 7a. We set ten cameras, denoted as C1 – C10, and established three walking courses, with angle difference in real space corresponding to 0°, 5.5°, and 11°. For conditions involving C1 – C6, in addition to the evaluation using the same domain data, evaluation using different domain data was also performed. For conditions involving C7 – C10, only evaluation using the same domain data was performed. C1 – C6 could be interpreted as the combination of three horizontal shooting directions: front (C1 and C2), diagonal (C3 and C4), and lateral (C5 and C6), and two installation heights: as high as pedestrian height (C1, C3, C5) and higher positions (C2, C4, C6). It should be noted that the problem considered in this study pertains to the comparative analysis of different viewing directions when the differences in the walking course in a real space are 0°, 5.5°, and 11°. In the evaluation using the same domain data, experimental data were used to calibrate the 3D camera parameters for each walking course for each camera. In the evaluation using different domain data, eleven pedestrians were requested to walk as usual on the three walking courses for two trials, and the silhouettes were extracted from the footages on the six camera conditions (C1 – C6). The total number of footages was 376 (11 people × 2 trials × 3 walking courses × 6 cameras), and the total number of images was 16929. Finally, all the footages used for the appraisal tests, as described in 3.5.2, were additionally recorded to mimic the actual environments, and the 3D calibrations of each camera were performed. The total number of images used for the appraisal tests was 1257.

| Small Zenith Angle (β<25°) | Large Zenith Angle (β>25°) |
|----------------------------|----------------------------|
| **Small Azimuth Angle** (α<16°) | C1 | 0° | 5.5° | 11° |
| | C2 | 0° | 5.5° | 11° |
| **Medium Azimuth Angle** (16°<α<60°) | C3 | 0° | 5.5° | 11° |
| | C4 | 0° | 5.5° | 11° |
| **Large Azimuth Angle** (70°<α) | C5 | 0° | 5.5° | 11° |
| | C6 | 0° | 5.5° | 11° |

Fig. 4 Experimental settings. Examples of a representative pedestrian image in each camera condition (C1–C6). Definition of α and β are described in SI 2.4
2.4 Concrete Method for On-site 3D Camera Calibration

Although the 3D calibration method is fairly standardized (SI 1.1), to enhance the practicality, we established an on-site concrete procedure to calibrate the 3D camera parameters at the CCTV installation location. First, the 3D positions and directions of the pedestrian and camera were determined through the scene recreation of each CCTV footage. Next, after setting the coordinate system (XYZ in SI Fig. 1b) along the walking direction (Z-axis), the 2D-3D correspondences were determined by placing the 3D structure (box) at the known 3D positions. We created a sheet with a printed black and white square pattern with 50 cm squares to streamline the procedure (Fig. 5a). From the obtained 2D-3D correspondences, the projection matrix $J$ of SI (1) could be calculated by singularly decomposing the matrix $M$ of SI (3).

Figure 5b shows the calibration results of the 3D camera parameters in the laboratory (2.3). The square with yellow-blue gradation indicates the floor, and the centrally-positioned pedestrian with yellow-blue gradation is the 3D model of walking near the origin $(0,0,0)$. As mentioned previously, the viewing directions of the twelve conditions were well reproduced.

2.5 Evaluation

As the gait feature, GEI [12] for one second was considered, as described in SI 1.2. The KY 4D Gait Database (Straight) [15] and the experimental data explained in 2.3 were used for the evaluation. The 4D gait data contained a set of time series of 3D volume data created using the visual hull method, with walking data of four trials for each person recorded for 42 subjects. As mentioned in 2.3, two types of evaluations using the same and different domain data were conducted. First, in the evaluation using the same domain data, cross-validation was performed by preparing four types of data divisions, with the data of 32 and 10 participants involved in training and testing, respectively. The average and standard deviation values of the accuracy were calculated for the same person, different people, and average$^7$. For each cross-validation, the training data contained 192 and 7936 comparisons for the same person and different people, respectively, and the evaluation data contained 60 and 720 comparisons for the same person and different people, respectively. Next, in the evaluation using different domain data, based on the judgment criteria assessed from the 4D gait data for 42 participants, the accuracies were calculated considering the silhouette images extracted from the experimental footages. The training data contained 252 and 13776 comparisons for the same person and different people, respectively, and the evaluation data contained 11 and 220 comparisons for the same person and different people, respectively, for each condition. The footages analyzed in this study were set to contain approximately one – two gait periods (SI Fig. 10) considering practical analysis.

3 Results

3.1 Conventional methods in the case with viewing direction differences

First, the influence of silhouette changes under slight viewing direction differences (Fig. 2) on the analysis accuracies of the Method I was examined. The average accuracies (black

$^7$In the average condition, the ratio of the same person and different people is 1: 1.
Fig. 5  Method to achieve 2D-3D correspondence for on-site 3D camera calibration with respect to the pedestrian walking course. A black and white patterned sheet is prepared, and a 3D box of known size is placed on the sheet.

bars in Fig. 8) of Method I in the five conditions (C1 – C4, and C6) decreased significantly as the walking course angles (angle difference) increased. In the case with the angle difference of 11°, although the accuracies for different people (black bars in Fig. 6 right) were sufficiently high, the accuracies for the same person (black bars in Fig. 6 left) were zero. Specifically, the non-linear person shape (silhouette) changes on the image plane caused by projective distortion (Fig. 2) rendered it difficult to correctly analyze the same person when
the viewing direction difference was slight. Owing to the non-consideration of the viewing direction differences, the FRR for the same person comparison was high, resulting in an incorrect judgment of the same person.

The reason behind the aforementioned problem in Method I was analyzed in depth, as shown in Fig. 7. There was a tendency that the distributions of $t$ of the same person and
Fig. 7  Difference between an angle difference of 0° and 11°. Best viewed in color. (a-f) Differences of the distributions of the distance value $t$ between an angle difference of 0° and 11° in the cases of C1 – C6 are shown in (a) – (f), respectively. The light-blue, magenta, and gray dotted lines indicate $P(t|S)$, $P(t|D)$, and $P(S|t)$ for the angle difference of 0°, respectively, and the blue, red, and gray solid lines correspond to $P(t|S)$, $P(t|D)$, and $P(S|t)$ for the angle difference of 11°, respectively. (g) The resulting equal-error-rate (EER) threshold values of $t$ in the cases of the three angle differences (0°, 5.5°, and 11°) and camera conditions (C1 – C6) are analyzed.
different people ($P(t|S)$ and $P(t|D)$) in the case with an angle difference of 11° became separated from those in the case with no angle difference. It should be noted that the distributions of the 11° case are unknown in the context of Method I, which are actually the results of 3D camera calibration (Method III). As shown in Fig. 7a–f, the tendency of distribution separation was remarkable in five conditions (C1 – C4 and C6), whereas the difference in the distribution between an angle difference of 0° and 11° was small in C5. As shown in Fig. 7g, the resulting threshold values of $t$ were sensitive to angle difference values in the five conditions, resulting in the large false acceptance rates in the case with an angle difference of 11° (black bars in Fig. 6) because the values $t$ from the unknown real distributions in the 11° case were judged based on the distributions/threshold of 0°. On the other hand, the threshold in C5 was insensitive to angle difference values, which resulted in relatively high accuracy in the case with an angle difference of 11°.

It may be considered that the use of deep-learning-based methods trained on large amounts of data containing various shooting directions can likely overcome this problem. Thus, we analyzed the person verification results based on Method II. The results are shown as ochre bars in Figs. 6, 8, and 9. Figure 8 shows that the average accuracies of Method II were slightly lower than those of the conventional method when the angle difference was 0°. Although the accuracy reduction caused by the angle differences was smaller in Method II than that in Method I, a notable reduction in the accuracy occurred, especially when the angle difference was 11°. Under the angle difference of 11°, although the accuracies of different people (ochre bars in Fig. 6 right) were relatively high, the accuracies of the same person (Fig. 6 left) were low. Thus, although the average accuracy for Method II was higher than Method I in the presence of a viewing direction difference, the accuracies of Method II decreased considerably under a large angle difference.

Overall, even in the case of a slight viewing direction difference (as shown in Fig. 2b) and the use of deep-learning approaches (Method II), the accuracy deterioration for the same person occurred.

### 3.2 Effectiveness of the proposed method

#### 3.2.1 Accuracy for cases with the same person and different people

Figure 6a shows the results of the evaluation using the same domain data under camera conditions C1 – C6 for the same person and different people. Figure 6b shows the corresponding results of the evaluation using different domain data. In Method III, indicated as blue, under the five conditions (C1 – C4 and C6), the accuracies of the same person in the evaluations using the same and different domain data were approximately 70 – 86% and 46 – 100%, respectively, indicating a significant and reasonable enhancement compared to those in Methods I and II, respectively. In C5, the accuracy improved by 7 and 18 percentage points, respectively. However, the accuracies of different people under the evaluation using the same and different domain data were approximately 61 – 88% and 47 – 92%, respectively, considerably smaller than those of Method I, and the maximum decrease was approximately 53 percentage points.

When using Method IV, indicated as magenta, the accuracies of the same person in the evaluations using the same and different domain data were approximately 92 – 96% and 0 – 9%, respectively, indicating a significant difference in the accuracies in the evaluations using the same and different domain data. The accuracies for different people in the evaluations using the same domain data were 87 – 91%, slightly lower than those of Method I, albeit relatively high.
Fig. 8  Relationship between average accuracy and walking angle difference. Best viewed in color. (a,b)
Evaluation results using the same and different domain data are presented in (a) and (b), respectively.
Finally, when using Method V, indicated as red, the accuracies of the same person in the evaluations using the same and different domain data were approximately 85 – 95% and 73 – 91% under the three conditions (C1 – C3), indicating a significantly improvement over those of Method I. In the two conditions (C4 and C6), the accuracies were 88 – 94% and 40 – 64%, respectively. In C5, the accuracies improved by approximately 11 and 27 percentage points, respectively. The accuracies of different people when using Method V were approximately 79 – 92% and 86 – 97%, respectively, lower than those of Method I, with the maximum decrease being as low as approximately 21 and 14 percentage points, respectively.

The average accuracies in the evaluations using the same and different domain data are shown in Fig. 9a left and Fig. 9b left, respectively. In the evaluation using the different domain data, the averaged accuracies exhibited the following order: Method V > Method
Method III > Method II > Method I > Method IV. In particular, the average accuracy increases for Method V in the evaluations using the same and different domain data were approximately 32 and 28 percentage points compared to that in Method I. Among Methods I, III, and V (SI Tables 3 and 4), the accuracy for Method III was considerably higher than that for Method I by approximately 5 – 28 and 15 – 32 percentage points under the five conditions (C1 – C4 and C6). Method V was considerably more accurate compared to Method I, by approximately 32 – 43 and 18 – 39 percentage points, respectively, under the five conditions. Furthermore, Method V exhibited considerably higher accuracies than those for Method II by approximately 12 – 38 and 6 – 42 percentage points, respectively, under all the six conditions.

In summary, Method IV was reasonably effective in the evaluating of the same domain data, although the effectiveness decreased in the case of different domain data. The remaining methods exhibited similar accuracies in the evaluation for the same domain and different domains. The averaged accuracies for the practical evaluation of C1 – C6, as summarized in SI Table 6, indicated that Method V was the most effective method.

### 3.2.2 Evaluation of viewing direction dependence

Figure 8a shows the result of the dependence of the averaged accuracy in the evaluation using the same domain data with the viewing direction difference under different camera conditions. When using Method I, a strong dependence was found under the five conditions (C1 – C4, and C6). When using Method II, although a reasonable dependence was found under the four conditions (C1 – C4), a strong dependence was found in C6. When using Method III, although a dependence was observed, the accuracies were significantly improved compared to those in Methods I and II; nevertheless, the accuracies of Methods II and III were similar in C1 and C3. In the case of Methods IV and V, the dependence was less notable than that in Methods I – III.

Figure 8b shows the corresponding result of the evaluation using different domain data. When using Method III, although a certain angle dependence was observed, the accuracies were higher than those of Methods II among the 15/18 conditions. When using Method IV, in contrast to that in the evaluation using the same domain, a strong angle dependence was noted. Moreover, the accuracies were comparable to and higher than those obtained using Method I under the 13/18 and 2/18 conditions, respectively. The accuracies obtained using Method V were comparable to and higher than those obtained using Method III under the 12/18 and 5/18 conditions, respectively. Furthermore, under the condition with an angle difference of 11°, a significant accuracy improvement was confirmed under 5/6 conditions, except in the case of C6. In other words, Method IV was not practically effective because the results of the evaluation using the same domain and different domains differed considerably in terms of the angle dependence. Nevertheless, Method V was practically effective because the angle dependence could be significantly reduced in both the evaluations.

### 3.2.3 Evaluation of the masking function

The results of evaluation using the same domain in the case of only the upper and lower bodies being analyzable are shown in Fig. 9a center and Fig. 9a right, respectively. The corresponding results of the evaluation using different domain data are shown in Fig. 9b center and Fig. 9b right. When only the upper body was analyzable, compared to Method I, the average accuracies of Method V for the evaluations using the same and different domain data were enhanced by approximately 30 and 23 percentage points on average, respectively.
When only the lower body was analyzable, compared to Method I, the average accuracies of Method V improved by approximately 25 and 19 percentage points, respectively. Compared to that in the case with the whole body analyzable, the maximum accuracy decrease in Method V when the upper body was analyzable was approximately 4 and 14 percentage points. Although the results were highly condition dependent, the average accuracies when a part of the body was analyzable were smaller than those when the whole-body was analyzable. The practical evaluation indicated that the accuracies when only the upper and lower bodies were analyzable exhibited the following orders: Method V > Method III > Method I > Method IV, and Method V > Method III > Method I > Method IV, respectively. Overall, Method V was effective even when only a part of the body was analyzed.

3.3 Correlation analysis between accuracy improvement and projective distortion (camera distance and FOV)

To clarify the reason for the effectiveness of Method V, we attempted to evaluate the conditions in which the proposed method was effective by quantifying the parameters of the projective distortion (camera distance and FOV). The influence of the projective distortion can be quantified by a small camera distance and a large FOV value. In terms of the correlation coefficient $r$, a weak correlation, reasonable correlation, and strong correlation corresponded to $0.2 < |r| \leq 0.5$, $0.5 < |r| \leq 0.8$, and $0.8 < |r|$, respectively.

The relationship between the minimum camera distances and degrees of accuracy improvements under the six conditions (C1 – C6) is shown in Fig. 10 left. A smaller camera distance corresponded to a greater degree of improvement owing to a strong correlation ($r = -0.87$). The relationship between the maximum FOV and degrees of accuracy improvements under the six conditions is shown in Fig. 10 right. A larger FOV value corresponds to a greater degree of improvement owing to a reasonable correlation ($r = 0.65$). These findings demonstrate that a higher accuracy improvement occurs under a strong projective distortion.

3.4 Practicality comparative analysis

3.4.1 GUI development

The proposed method can be divided into two modules, the training phase (3D calibration and training) and testing phase (verification). Although the verification part has been reported in the previous work [14], the work did not focus on the former part. Therefore, first, we developed the GUI of the former part to enable appraisal assistance (Fig. 11a). In general, after examining the 2D-3D correspondence data prepared in advance, 3D calibration can be performed by clicking the <Calibration> button, and the positions/directions of the two cameras with respect to a pedestrian can be clarified in the <Calibration Results> part. The calibration results of both the criminal footage (Camera 1) and control footage (Camera 2) can be illustrated (the camera with the red and blue arrows, respectively). After selecting the closest frame rate, the user can specify the directory of the training result by clicking the <Set output dir. of training> button. Subsequently, the training process can be executed by clicking the <Training w/ PP-GVTM> button.

Next, to enable analysis that reflects the trained results in the former 3D calibration and training part, the GUI of the verification part was created with reference to the aforementioned previous work [14] (Fig. 11b). In general, after inputting the footage with the corrected lens distortion and corresponding silhouette images, the GEIs can be calculated.
Correlation between improvement in the accuracy and minimum pedestrian-camera distance and maximum FOV. Correlation between the accuracy improvement and minimum camera distance is indicated on the left, and the correlation between the accuracy improvement and maximum FOV is indicated on the right. Evaluation results based on the different domain data (practical evaluation) under the angle difference of 5.5° are considered.

Mock appraisal tests under challenging practical situations

Mock appraisal tests were conducted using the abovementioned appraisal assistance software. Correctness of typical results of the same person and different people obtained using Method V in Condition I was confirmed (SI Fig. 9). Table 2 summarizes the analysis results.

| Condition   | Method I: Conventional | Method V: 3D Calibration + PP-GVTM + SVR (RBF kernel) |
|-------------|------------------------|-----------------------------------------------------|
| Condition I: Same person | 0/4 (0%) | 3/4 (75%) (+ 75 percent points) |
| Condition I: Different people | 12/12 (100%) | 9/12 (75%) (- 25 percent points) |
| Condition II: Same person | 0/3 (0%) | 3/3 (100%) (+ 100 percent points) |
| Condition II: Different people | 6/6 (100%) | 3/6 (50%) (- 50 percent points) |
| Condition III: Same person | 0/4 (0%) | 2/4 (50%) (+ 50 percent points) |
| Condition III: Different people | 8/8 (100%) | 8/8 (100%) (± 0 percent points) |
Fig. 11 GUI development for forensic use including 3D camera calibration with respect to the pedestrian walking course and 3D camera calibration based gait analysis (human verification) system. Best viewed in color: (a) GUI for 3D camera calibration and training. (b) GUI for gait analysis (human verification).
of Methods I and V under Conditions I – III (Fig. 12). When using Method I, all the analyses of different people were correct, whereas all the analyses of the same person were wrong. In contrast, when using Method V, although a somewhat reduced accuracy for the different people case occurred, the accuracies for the same person case improved significantly, resulting in notable improvements in the average accuracies.

4 Discussion and conclusion

In this study, we highlighted the problem of the reduction in the verification accuracy of the same person in Methods I and II under different viewing directions, especially under small camera distance. We developed a solution to this problem and quantitatively evaluated its practical effectiveness through evaluations involving different domain data (practical evaluation). It was noted that the proposed method considerably outperformed Methods I and II in terms of the accuracy. Furthermore, to enhance the practicality of the approach, in addition to establishing on-site concrete procedures for 3D calibration at the CCTV installation location, a set of GUIs that could execute Method V was created. The appraisal tests results demonstrated the superiority of Method V over the other methods.

Overall, Method V exhibits high forensic practicality in terms of gait analysis owing to its robustness against the dependence on the viewing direction difference. The average accuracy is enhanced significantly when using Method V as it can overcome the viewing direction problem, which cannot be effectively addressed using conventional approaches. Nevertheless, although more appropriate judgment criteria can be implemented by introducing Method V, errors in the case of different people cannot be entirely avoided, and this aspect must be considered during practical use. In particular, when making a judgment considering only one comparison in practical use, the user must verify the corresponding condition with the gait data of the other people. Furthermore, there is a drawback that it is not possible to know whether or not Method V can be effective without looking at the proposed analysis results by visiting the CCTV installation location. Thus, since the cost of visiting the installation location is often significant, if an accurate calculation-based method for 3D calibration is developed in the future, it may be possible to screen whether or not to
visit the CCTV location to perform the proposed gait analysis. Such a calculation method does contribute to the practical use.

Furthermore, as described in 3.4, a smaller camera distance of larger FOV value corresponds to a greater degree of accuracy improvement. Therefore, the accuracy decrease for the same person case cased by the viewing direction difference under a small camera distance can likely be attributed to the projective distortion. Although this correlation in the context of other image recognition problems has not been widely reported, the problem caused by projective distortion is likely significant for all such applications. Furthermore, it should be noted that “small camera distance” tested in this study (SI Table 7) is consistent with the real installation of common security cameras [5, 10] and the distance categorization defined in another biometrics study [11] (SI 3.3.7).

As mentioned previously, in the context of deep learning, the existing databases and the related analyses [20, 26, 28, 29] considered only the shooting directions, and the camera distance was assumed to be sufficiently large. In other words, the databases could not consider conditions in which the camera distance was small. Moreover, as illustrated in Fig. 2a, the silhouette shapes change significantly even in the same shooting direction under a small camera distance. Training based on those gait databases could not lead to a view-invariant scenario even if the concept of the study was based on this context (Fig. 2b). It is considered that the accuracy can be enhanced by constructing small camera distance or large FOV, although future work remains necessary.

The results demonstrate that the problem of angle difference in gait analysis can be treated quantitatively and scientifically, and these findings can help enhance the applicable range of quantitative gait analysis. In terms of observation-based gait analysis, Birch et al. stated the need to match the viewing directions [3], and Edmond et al. disputed the scientific basis of gait analysis [7]. However, we believe that our findings can contribute to the relaxation of the viewing direction conditions in practical quantitative gait analysis, thereby enhancing the reliability of gait analysis, as applied in the forensic science domain.
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