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Abstract

We consider the inverse problem for the 2-dimensional weighted local Radon transform $R_m[f]$, where $f$ is supported in $y \geq x^2$ and $R_m[f](\xi, \eta) = \int f(x, \xi x + \eta)m(x, \xi, \eta,x) \, dx$ is defined near $(\xi, \eta) = (0, 0)$. For weight functions satisfying a certain differential equation we give weak estimates of $f$ in terms of $R_m[f]$ for functions $f$ that satisfies an a priori bound.
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1 Introduction

The weighted Radon transform is defined by

$$R_m[f](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta)m(x, \xi, \eta) \, dx,$$  \hspace{1cm} (1.1)

for suitable functions $f = f(x,y)$ and $m = m(x,\xi,\eta) \geq 0$. The case $m \equiv 1$ corresponds to the ordinary Radon transform,

$$R[f](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta) \, dx,$$  \hspace{1cm} (1.2)

in which case its value at $(\xi, \eta)$ is given by the integral of $f$ over the line \{(x,y): y = \xi x + \eta\}. I.e. we integrate $f$ over the line with slope given by the $\xi$-parameter and intersecting the $y$-axis at $y = \eta$.

The question of invertibility of $R_m$ has been considered for a long time. Novikov \cite{23} solved the problem when $m$ is an attenuation, i.e.

$$m(x,\xi,\eta) = \exp \left( - \int_x^\infty \mu(t,\xi t + \eta) \, dt \right).$$  \hspace{1cm} (1.3)
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for compactly supported $\mu \in C^{0,\alpha}(\mathbb{R}^2)$. Independently, work by Arbuzov, Bukhgeim and Kazantsev could also be seen to imply an inversion formula [2]. After this was presented many related results and improvements followed, [22, 10, 3, 4, 12, 18, 13, 14, 29].

Strichartz, in [28], showed that the Radon transform is \textit{locally injective}, in the sense that if $\text{supp}\ f \subset \{(x,y); y \geq x^2\}$ and the line integrals as defined in (1.2) are zero in a $(\xi,\eta)$-neighborhood of the origin, then $f = 0$ in some neighborhood of the origin in the $(x,y)$-plane.

The corresponding statement unfortunately does not hold in general for the weighted Radon transform. In [5], an example of a smooth $m \geq 0$ is given for which $R_m$ is not locally injective. However, in the case when $m$ is real-analytic it is still true that the weighted Radon transform is locally injective, [9]. In [6] the class of weights for which the same conclusion holds was extended to smooth weights that satisfy an additional condition, first introduced by Gindikin, [14]. See also [7, 8, 21, 15] for more discussions on the local injectivity problem. It is however still not known how large the subspace of smooth weights is for which local injectivity holds.

In practice it is hard to verify local injectivity. Furthermore, no reasonable stability estimate (see further our example on Hölder versus logarithmic continuity at the end of section 1.1) will hold without an a priori bound on the data, even for constant weights. This is also the case for analytic continuation, [17]. Neither will even weaker Sobolev estimates be valid in the local problem, such as

$$\|f\|_{H^s(\mathbb{R}^2)} \lesssim \|R[f]\|_{H^{0,t}(T \times \mathbb{R})}, \quad t > s.$$ 

The same thing is true for the so-called exterior problem.

Recently, Caro, Ferreira and Ruiz in [11], Theorem 2.5(c), proved an estimate of very similar type as we are about to achieve, but only for the ordinary Radon transform. Bukhgeim has also made a contribution in this direction when $m$ is analytic, [19]. Finally we mention [26] where Rul compel and Quinto presented quantitative Sobolev-type estimates with a remainder term.

1.1 \textbf{Main results}

We will consider the local stability problem for the weighted Radon transform as defined in (1.1). Assume that $f = f(x,y)$ satisfies the a priori bound $\|f\|_{C^{0,\alpha}(\mathbb{R}^2)} \leq C_0$ with $\text{supp}\ f \subset \{(x,y); y \geq x^2\}$ (both of these conditions can be relaxed as we shall see, but doing so would introduce some rather unnecessary technicalities at this stage). The weight functions $m = m(x,\xi,\eta)$ will be assumed to be of very certain types. We always assume that for some functions $a = a(\xi,\eta)$ and $b = b(\xi,\eta)$, $m$ solves the partial differential equation

$$\partial_\xi m(x,\xi,\eta) - x\partial_\eta m(x,\xi,\eta) = (xa(\xi,\eta) + b(\xi,\eta))m(x,\xi,\eta). \quad (1.4)$$

Condition (1.4) also appears in [14, 6, 8]. Weights that satisfy this condition can also be interpreted as attenuations, but in dual coordinates. We will consider two cases for the functions $a, b$. First that they are real analytic and then that
they belong to a Gevrey space, $G^0_\sigma(\mathbb{R}^2)$. These spaces are defined in detail in the appendix, section 5.2.

We will start by deriving estimates for certain means, $M_{\varepsilon,\gamma}[f]$ or $M_{\varepsilon,\gamma}[f_{m_\gamma}]$, that we define in detail in section 2. From these estimates we are then able to deduce various estimates for $f$ or $f_{m_\gamma}$.

Basically, for a fixed $x$, $M_{\varepsilon,\gamma}[f_{m_\gamma}](x)$ is a mean of $f_{m_\gamma}$ over the vertical interval $\{y; |y - \gamma| \leq \varepsilon|x|\}$ defined by a convolution with a test function. The subscript $\gamma$ on the weight $m$ is a small technicality that indicates a certain correction that must be made in our arguments.

Since the intervals over which the means are computed will be small one can expect $M_{\varepsilon,\gamma}[f_{m_\gamma}](x)$ to be close to $f(x, \gamma)m(x, 0, \gamma)$. So from a practical viewpoint, also the estimates for these means are of some interest.

Our first result holds when $m$ is constant or $a, b$ are real analytic. It says that

$$
\|M_{\varepsilon,\gamma}[f_{m_\gamma}]\|_2 \leq C \left( \frac{1}{\log(\|R_m[f]\|_{C^0})} \right)^\alpha,
$$

where $\alpha > 0$ is a constant depending on the regularity of $M_{\varepsilon,\gamma}[f_{m_\gamma}]$. $\|\cdot\|_2$ denotes the usual $L^2$-norm and $\|\cdot\|_{C^0,\gamma}$ is a certain norm of the data. The constant $C > 0$ will depend on the a priori bound of $\|f\|_{C^0,\gamma}(\mathbb{R}^2)$.

We can conclude from (1.5) that as $R_m[f] \to 0$, $M_{\varepsilon,\gamma}[f_{m_\gamma}] \to 0$. From (1.5) it is not very hard to derive the more interesting estimate

$$
\|f_{m_\gamma}\|_2 \leq C \left( \frac{\log \log(\|R_m[f]\|_{C^0,\gamma})}{\log(\|R_m[f]\|_{C^0,\gamma})} \right)^\alpha,
$$

but sadly we get an additional log log-factor in this transition.

For $\alpha > 1/2$ we can also get a supremum estimate of the type in (1.5). However, the exponent $\alpha$ in the right hand side must be replaced by $\rho = \alpha - 1/2$ and the norm on the left hand side must be replaced with a certain supremum norm of $f(\cdot, \gamma)m(\cdot, 0, \gamma)$.

In the more general setting where $m$ is of Gevrey type, but still satisfies (1.4), we get the estimate

$$
\|M_{\varepsilon,\gamma}[f_{m_\gamma}]\|_2 \leq C \left( \frac{\log \log(\|R_m[f]\|_{C^0,\gamma})}{\log(\|R_m[f]\|_{C^0,\gamma})} \right)^\alpha,
$$

where all constants fulfill similar conditions as in estimate (1.5). In an analogous way we can then get a supremum (for $\alpha > 1/2$) or $L^2$-estimate of $f_{m_\gamma}$. The estimate corresponding to (1.6) will be

$$
\|f_{m_\gamma}\|_2 \leq C \left( \frac{\log^2 \log(\|R_m[f]\|_{C^0,\gamma})}{\log(\|R_m[f]\|_{C^0,\gamma})} \right)^\alpha.
$$

Both (1.6), (1.8) can give us relevant information regarding the local injectivity question though. For example if $R_m[f] = 0$ in some neighborhood of the origin.
and \( m > 0 \) we would be able to conclude that \( f = 0 \) in some neighborhood of the origin.

The outline of this paper will be that we will first define the means \( \mathcal{M}_{\varepsilon, \gamma} \) and derive some basic properties for them. Then we start by considering the case of the standard Radon transform (1.2), where \( m \equiv 1 \), and derive a stability estimate for it. This will illustrate the fundamental ideas involved in the proofs of (1.7) and (1.5).

The first key ingredient will be moment estimates of the means \( \mathcal{M}_{\varepsilon, \gamma \, [f_{m_\gamma}]} \), summarized in Lemma 3.1. These will allow us to get estimates for coefficients in the expansions of the means in Fourier-Legendre series. The estimates will be of type

\[
|a_n| \leq C^n \|R[f]\|, \tag{1.9}
\]

with some appropriate norm on the data \( R[f] \). The a priori bound \( \|f\|_{C^{0, \alpha}(\mathbb{R}^2)} \leq C_0 \) will furthermore imply that \( |a_n| \leq M/n^\alpha \), where \( M \) depends on \( C_0 \). Using that the coefficients tend to zero in this way, together with (1.9), we will then be able to derive the desired estimates.

We would also like to mention that we have been, to some extent, inspired by arguments found in John’s paper [17] on continuous dependence on data for solutions of partial differential equations with a prescribed bound. As a related remark, in the case of the Radon transform we do not expect any better than logarithmic continuity to describe the dependence between \( f \) and the data \( R[f] \). Without sketching all the details, consider for some arbitrary \( \lambda > 0 \) and \( q \in C^\infty_0(\mathbb{R}^2) \) the function

\[
f_\lambda(x, y) = q(x, y) \frac{\cos(\lambda x)}{\lambda}.
\]

Then one can verify that \( \|f_\lambda\|_{C^{0,1}} \leq M = \sup |q| \), i.e. \( f_\lambda \) satisfies a Lipschitz condition and \( \|f_\lambda\|_2 \approx \frac{1}{\lambda} \). The Radon transform of \( f_\lambda \) is

\[
R[f_\lambda](\xi, \eta) = \frac{1}{\lambda} \int_{\mathbb{R}} q(x, \xi x + \eta) \cos(\lambda x) \, dx.
\]

Doing \( p - 1 \) integrations by parts (compare with [5, 7]) one can verify that

\[
|R[f_\lambda]| \leq C_p \lambda^{-p},
\]

holds for arbitrary integers \( p \) and thus \( \|R[f_\lambda]\|_2 \approx C_p \lambda^{-p} \) (with a possibly new choice of constant \( C_p \)). So by choosing \( p \) large enough we see that no inequality of the form

\[
\|f_\lambda\|_2 \leq C \|R[f_\lambda]\|_2^\alpha,
\]

can hold for any \( \alpha > 0 \).

## 2 The means \( \mathcal{M}_{\varepsilon, \gamma} \)

Recall the definition of a function \( f \) being Hölder continuous on an open subset \( \Omega \subseteq \mathbb{R}^n \) if there exists a \( C_0 > 0 \) and \( 0 < \alpha \leq 1 \) such that for all \( x, y \in \Omega \),

\[
|f(x) - f(y)| \leq C_0 \|x - y\|^\alpha.
\]
In the case \( \alpha = 1 \), \( f \) is called Lipschitz continuous. One defines the Hölder space \( C^{0,\alpha}(\Omega) \), consisting of the complex-valued, Hölder continuous functions on \( \Omega \). There is also an associated semi-norm

\[
\|f\|_{C^{0,\alpha}(\Omega)} := \sup_{x, y \in \Omega \atop x \neq y} \frac{|f(x) - f(y)|}{||x - y||^\alpha}.
\]

From functions \( f \), or \( f_m \) for weights \( m \), we can construct means \( M_{\varepsilon, \gamma}[f] \) by convolving with a test function. Later we will make further restrictions on these test functions.

**Definition 2.1.** Suppose that \( 0 \leq \varphi \in C_0^\infty[-1,1] \) is even and \( \int \varphi = 1 \). Denote by \( \varphi_{\varepsilon|x|}(\xi) = \frac{1}{\varepsilon |x|} \varphi \left( \frac{\xi}{\varepsilon |x|} \right) \) where \( \varepsilon > 0, x \neq 0 \). Then for continuous functions \( f = f(x, y) \), we define for \( x \neq 0 \),

\[
M_{\varepsilon, \gamma}[f](x) = M_{\varepsilon, \gamma, \varphi}[f](x) = f \ast_y \varphi_{\varepsilon|x|}(x, \gamma) = \int_{|y-\gamma| \leq \varepsilon |x|} f(x, y) \varphi_{\varepsilon|x|}(\gamma - y) \, dy.
\]

For \( x = 0 \), we choose to define \( M_{\varepsilon, \gamma}[f](0) = f(0, \gamma) \).

By \( \ast_y \) we mean convolution in the \( y \)-variable. Observe that, as a function of \((x, y)\), the support of \( \varphi_{\varepsilon|x|}(\gamma - y) \) is contained in the conic set \( C_{\varepsilon, \gamma} = \{(x, y); |y - \gamma| \leq \varepsilon |x|\} \). The situation is illustrated in Figure 1.

When we also have a weight function \( m = m(x, \xi, \eta) \) involved, the mean (2.1) need to be slightly modified to

\[
M_{\varepsilon, \gamma}[f m_{\gamma}](x) = f m_{\gamma} \ast_y \varphi_{\varepsilon|x|}(x, \gamma) = \int_{|y-\gamma| \leq \varepsilon |x|} f(x, y) m_{\gamma}(x, y) \varphi_{\varepsilon|x|}(\gamma - y) \, dy,
\]

and for \( x = 0 \), we set \( M_{\varepsilon, \gamma}[f m_{\gamma}](0) = f(0, \gamma) m(0, 0, \gamma) \). Here

\[
m_{\gamma}(x, y) = m \left( x, \frac{y - \gamma}{x}, \gamma \right), \quad x \neq 0.
\]

That we have to modify the weight function \( m \) in this way will become clear later when we see how these means appear when we consider the weighted Radon transform.

### 2.1 Convergence and regularity

In this part we will prove some convergence and regularity results for \( M_{\varepsilon, \gamma}[f] \), but the statements also hold, with only minor changes, for \( M_{\varepsilon, \gamma}[f m_{\gamma}] \).

First observe that the support of \( M_{\varepsilon, \gamma}[f] \) is for fixed \( \gamma \in \mathbb{R} \) contained within the interval \( \{x; |x| \leq x_{\varepsilon, \gamma}\} \), see Figure 1. We will assume that \( \varepsilon > 0 \) and \( \gamma > 0 \), so we may take \( \varepsilon, \gamma \leq 1 \) and consider \( M_{\varepsilon, \gamma}[f] \) as a function over \([-1,1] \). \( M_{\varepsilon, \gamma}[f](x) \to f(x, \gamma) \) uniformly on compact subsets as \( \varepsilon \to 0 \) since \( f \) is continuous. Proposition 2.2 gives a result on the rate of convergence when \( f \) is Hölder continuous.
Proposition 2.2. Suppose $\|f\|_{C^0,\alpha}(\mathbb{R}^2) \leq C_0$, then for every $\gamma \in \mathbb{R}, x \in \mathbb{R}, \varepsilon > 0$,

$$|M_{\varepsilon,\gamma}[f](x) - f(x,\gamma)| \leq C_0(\varepsilon|x|)^\alpha \leq C_0\varepsilon^\alpha.$$

For smooth weights $m$, the same conclusion holds for $fm_{\gamma}$ in place of $f$.

Proof. Since $\varphi_{|x|}(\gamma - y)$ is an approximation to the identity

$$|M_{\varepsilon,\gamma}[f](x) - f(x,\gamma)| = \left| \int_{|y - \gamma| \leq \varepsilon|x|} [f(x,y) - f(x,\gamma)]\varphi_{|x|}(\gamma - y) \, dy \right|$$

$$\leq \int |f(x,y) - f(x,\gamma)|\varphi_{|x|}(\gamma - y) \, dy \leq C_0 \int |y - \gamma|^\alpha \varphi_{|x|}(\gamma - y) \, dy$$

$$\leq C_0(\varepsilon|x|)^\alpha \int \varphi_{|x|}(\gamma - y) \, dy = C_0(\varepsilon|x|)^\alpha \leq C_0\varepsilon^\alpha,$$

since

$$\text{supp } f(x,y)\varphi_{|x|}(\gamma - y) \subset \{(x,y); |y - \gamma| \leq \varepsilon|x|, |x| \leq x_{\varepsilon,\gamma} \leq 1\}.$$
One also has that if $f \in C^{0,\alpha}(\mathbb{R}^2)$, then $M_{\varepsilon, \gamma}[f] \in C^{0,\alpha}(\mathbb{R})$ by the following theorem:

**Theorem 2.3.** If $\|f\|_{C^{0,\alpha}(\mathbb{R}^2)} \leq C_0$, then for every $\gamma \in \mathbb{R}$, $0 < \varepsilon < 1$ the mean values $M_{\varepsilon, \gamma}[f]$ belong to $C^{0,\alpha}(\mathbb{R})$ and

$$|M_{\varepsilon, \gamma}[f](x) - M_{\varepsilon, \gamma}[f](x')| \leq \sqrt{2} C_0 (|x - x'|)^\alpha.$$

For smooth weights $m$, the same conclusion holds for $f \gamma m$ in place of $f$.

**Proof.** The case $x = 0$ or $x' = 0$ follows from Proposition 2.2, so consider the case $x \neq 0 \neq x'$. By changing variables

$$|M_{\varepsilon, \gamma}[f](x) - M_{\varepsilon, \gamma}[f](x')| =$$

$$= \left| \int_{\mathbb{R}} f(x, y) \frac{1}{\varepsilon |x|} \varphi \left( \frac{y - \gamma}{\varepsilon |x|} \right) - f(x', y) \frac{1}{\varepsilon |x'|} \varphi \left( \frac{y - \gamma}{\varepsilon |x'|} \right) \, dy \right|$$

$$= \left| \int_{-1}^{1} f(x, \varepsilon |x|t + \gamma) \varphi(t) - f(x', \varepsilon |x'|t + \gamma) \varphi(t) \, dt \right|$$

$$\leq \int_{-1}^{1} |f(x, \varepsilon |x|t + \gamma) - f(x', \varepsilon |x'|t + \gamma)| \varphi(t) \, dt$$

$$\leq C_0 \int_{-1}^{1} \|(x-x', \varepsilon t(x-x'))\|^\alpha \varphi(t) \, dt \leq C_0 (\sqrt{1 + \varepsilon^2 |x-x'|})^\alpha \leq \sqrt{2} C_0 (|x-x'|)^\alpha.$$ 

\[\square\]

**Remark 2.4.** In the proof of Proposition 2.2, we really only used Hölder continuity in the $y$-variable, and in the proof of Theorem 2.3 we could manage with a uniform Hölder condition along lines with slope smaller than $\varepsilon > 0$. So these are obvious relaxations that can be made in the statements.

## 3 Estimate for the standard Radon transform

In this section we will prove the stability estimates (1.5) and (1.6) for constant $m$. The standard Radon (or X-ray) transform in the plane is defined by

$$R[f](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta) \, dx,$$  \hspace{1cm} (3.1)

for suitable functions $f = f(x, y)$. We will assume that $\text{supp} \, f \subset \{(x, y); y \geq x^2\}$ and that an a priori bound on $f$ of type $\|f\|_{C^{0,\alpha}(\mathbb{R}^2)} \leq C_0$ holds (or a similar Hölder condition for all lines with small slope). The former assumption can be seen to imply that $\text{supp} \, R[f] \subset \{ (\xi, \eta); \eta \geq -\frac{\xi^2}{4} \}$, c.f. Figure 2.

The dual Radon transform is defined by

$$R^*[\varphi](x, y) = \int_{\mathbb{R}} \varphi(\xi, y - \xi x) \, d\xi,$$  \hspace{1cm} (3.2)
for suitable functions $\varphi = \varphi(\xi, \eta)$. If we for the moment only assume that $\varphi$ is such that $\operatorname{supp} \varphi \cap \operatorname{supp} R[f]$ and $\operatorname{supp} R^*[\varphi] \cap \operatorname{supp} f$ is compact one can easily show that $R^*$ is the proper adjoint of $R$, that is

$$\langle R[f], \varphi \rangle = \langle f, R^*[\varphi] \rangle$$

whenever $R[f] \varphi \in L^1_{\text{loc}}(\mathbb{R}^2)$ and $f R^*[\varphi] \in L^1_{\text{loc}}(\mathbb{R}^2)$.

Observe now that if $f$ would be sufficiently regular

$$\partial_\eta R[x f](\xi, \eta) = \int_\mathbb{R} x \partial_\eta f(x, \xi x + \eta) \, dx = \int_\mathbb{R} \partial_\xi f(x, \xi x + \eta) \, dx = \partial_\xi R[f](\xi, \eta),$$

where by $\partial_\eta$ we mean partial derivatives $\frac{\partial}{\partial \eta}$ etc. Iterating this gives the important identity

$$\partial_\eta^k R[x^k f] = \partial_\xi^k R[f], \quad (3.3)$$

which also holds in the sense of distributions. Hence it will be applicable also in our case.

Before moving on we would like to emphasize that the basic ideas will be the same also when we introduce a weight. Achieving corresponding moment estimates will however be more tricky due to that an identity corresponding to (3.3) will not hold.

### 3.1 Moment estimates I

A key ingredient in our proofs will be certain moment estimates. Consider first,

$$R[x^k f](\xi, \eta) = \int_\mathbb{R} x^k f(x, \xi x + \eta) \, dx.$$

Observe that for $k = 1$, using (3.3), we have

$$R[x f](\xi, \eta) = \int_{-\infty}^\eta \partial_\eta R[x f](\xi, \eta') \, d\eta' = \int_\mathbb{R} H(\eta - \eta') \partial_\xi R[f](\xi, \eta') \, d\eta' = (H \otimes_\eta \partial_\xi R[f])(\xi, \eta),$$

where $\otimes$ denotes convolution in the $\eta$-variable, $H$ denotes the Heaviside function. We will generalize the above identity using the fact that convolution of the Heaviside function with itself $k$ times results in the function $H_{k+1}(\eta) = \eta_k / k!$ (i.e. $H_1 = H, H_2 = H * H$, etc.), so

$$(H_k \otimes_\eta \partial_\xi R[f])(\xi, \eta) = \int_{-\infty}^\eta \frac{(\eta - \eta')^{k-1}}{(k-1)!} \partial_\xi R[f](\xi, \eta') \, d\eta'$$

$$= \int_{-\infty}^\eta \left( \frac{(\eta - \eta')^{k-1}}{(k-1)!} \partial_\eta R[x^k f](\xi, \eta') \, d\eta' \right)$$

$$= \int_{-\infty}^\eta \partial_\eta R[x^k f](\xi, \eta') \, d\eta' = R[x^k f](\xi, \eta).$$
To summarize, the following identity holds:

\[ H_k \otimes \eta \partial^k_\xi R[f] = R[x^k f], \tag{3.4} \]

for \( k = 1, 2, \ldots \) (if we set \( H_0(\eta) = \delta(\eta) \), Dirac’s delta distribution, (3.4) also makes sense for \( k = 0 \)).

Now suppose \( \varphi \) is a test function of the type that is mentioned in Definition 2.1, and that we fix an \( \eta = \gamma \). We can then derive the following identity, by just doing a change of variables \( \xi \) to \( y = \xi x + \gamma \),

\[ \int \int_{R^2} x^k f(x, \xi x + \gamma) \, dx \, d\xi = \int \int_{R^2} x^k f(x, y) \varphi_{\varepsilon|x|}(\gamma - y) \, dy \, d\xi. \]

By \( \varphi_{\varepsilon}(\xi) = \frac{1}{\varepsilon} \varphi \left( \frac{\xi}{\varepsilon} \right) \) etc. we denote the usual dilations. Observe now that the \( y \)-integral is what defines the mean \( M_{\varepsilon,\gamma}[f](x) \), so we have actually shown:

\[ \int_{|\xi| \leq \varepsilon} R[x^k f](\xi, \gamma) \varphi_{\varepsilon}(\xi) \, d\xi = \int_{|x| \leq 1} x^k M_{\varepsilon,\gamma}[f](x) \, dx. \tag{3.5} \]

This illustrates how the means \( M_{\varepsilon,\gamma}[f] \) fit into our framework. If we introduce the moment functionals

\[ m_k[f] = \int x^k f(x) \, dx \]

we are ready to prove the following lemma:

**Lemma 3.1.** Suppose \( M_{\varepsilon,\gamma}[f] \) is as in Definition 2.1, \( \text{supp} f \subset \{(x, y); y \geq x^2\} \) and that \( \gamma \geq \varepsilon^2/4 \). Then for \( k = 1, 2, \ldots \),

\[ |m_k(M_{\varepsilon,\gamma}[f])| \leq \frac{(2\gamma)^{k-1}}{(k-1)!} \| \partial^k_\xi \varphi_{\varepsilon} \|_\infty \| R[f] \|_{L^1(R_{\varepsilon,\gamma})} \]

where \( R[f](\xi, \eta) = \int f(x, \xi x + \eta) \, dx, \| R[f] \|_{L^1(R_{\varepsilon,\gamma})} = \int_{R_{\varepsilon,\gamma}} |R[f](\xi, \eta)| \, d\xi \, d\eta \) and \( R_{\varepsilon,\gamma} = \{(\xi, \eta); |\xi| \leq \varepsilon, |\eta| < \gamma\} \).

**Proof.**

\[ m_k(M_{\varepsilon,\gamma}[f]) = \int^{\varepsilon}_{-\varepsilon} R[x^k f](\xi, \gamma) \varphi_{\varepsilon}(\xi) \, d\xi. \]

Using (3.4), doing \( k \) integrations by parts and assuming that \( \gamma \geq \varepsilon^2/4 \), we get,

\[ |m_k(M_{\varepsilon,\gamma}[f])| = \left| \int^{\varepsilon}_{-\varepsilon} \int^{\gamma}_{-\gamma} \frac{(\gamma - \eta)^{k-1}}{(k-1)!} R[f](\xi, \eta) \varphi_{\varepsilon}(\xi) \, d\eta \, d\xi \right| \]

\[ \leq \frac{(2\gamma)^{k-1}}{(k-1)!} \| \partial^k_\xi \varphi_{\varepsilon} \|_\infty \int_{R_{\varepsilon,\gamma}} |R[f](\xi, \eta)| \, d\xi \, d\eta. \]

\( \square \)
Remark 3.2. The condition \( \gamma \geq \frac{\varepsilon^2}{4} \) could be removed by just replacing \( \gamma \) everywhere by \( \max\{\gamma, \frac{\varepsilon^2}{4}\} \) (c.f. Figure 2). For brevity we choose to keep this assumption in what follows.

Applying Lemma 3.1, with a test function \( \varphi = \phi \in C^\infty([-1,1]) \) (so that \( \|\partial^k \varphi\|_\infty \leq Ck!\), \( k = 1, 2, \ldots \)), c.f. Appendix, Section 5.2) in the definition of \( M_{\varepsilon,\gamma} = M_{\varphi,\varepsilon,\gamma} \) we get:

\[
|m_k(M_{\varepsilon,\gamma}[f])| \leq \frac{(2\gamma)^{k-1}C^{k+1}k!}{\varepsilon}||R[f]||_{L^1(R_{\varepsilon,\gamma})}, \quad k = 1, 2, \ldots .
\]

For the most general weight functions that we will consider in section 4.2 we are going to have to do a similar argument as the one above. When working with constant (or real analytic) \( m \) we can however do better. We can choose a test function \( \varphi \) from a special sequence detailed in the Appendix, Section 5.1. Denote such a test function by \( \varphi_N \), where \( N \) is an integer to be determined later, and its derivatives can be estimated by

\[
\|\partial^k \varphi_{N,\varepsilon}\|_\infty = \frac{1}{\varepsilon^{k+1}}\|\varphi^{(k)}_{N}\|_\infty \leq \frac{C^{k+1}N^k}{\varepsilon^{k+1}}, \quad k \leq N.
\]

Using this we get the following special case of Lemma 3.1:

Lemma 3.3. Suppose \( M_{\varepsilon,\gamma}[f] \) is as in Definition 2.1, then

\[
|m_k(M_{\varepsilon,\gamma}[f])| \leq \frac{(2\gamma)^{k-1}C^{k+1}N^k}{\varepsilon}||R[f]||_{L^1(R_{\varepsilon,\gamma})}, \quad k = 1, 2, \ldots , N,
\]

where \( R[f](\xi, \eta) = \int f(x, \xi x + \eta) \, dx \) and \( R_{\varepsilon,\gamma} = \{(\xi, \eta); |\xi| \leq \varepsilon, |\eta| < \gamma\} \).

Remark 3.4. Observe that for \( k = 0 \) one has by similar arguments

\[
|m_0(M_{\varepsilon,\gamma}[f])| \leq \|\varphi_{N,\varepsilon}\|_\infty \int_{-\varepsilon}^\varepsilon |R[f](\xi, \gamma)| \, d\xi \leq \frac{C}{\varepsilon}||R[f](\cdot, \gamma)||_{L^1[-\varepsilon,\varepsilon]}.
\]

This estimate is not of the same type as in Lemma 3.3 due to the different norm on the data in the right hand side. A simple workaround is to define another norm \( \|\cdot\|_{\varepsilon,\gamma} \), increasing in \( \varepsilon \) and \( \gamma \), such that

\[
||R[f]||_{\varepsilon,\gamma} \geq \max\{||R[f]||_{L^1(R_{\varepsilon,\gamma})}, ||R[f](\cdot, \gamma)||_{L^1[-\varepsilon,\varepsilon]}\}
\]

(3.6)

(recall that \( f \lesssim g \) means that there is an absolute constant \( c > 0 \) such that \( f \leq cg \)). An example would be

\[
||R[f]||_{\varepsilon,\gamma} = \sup_{|\eta| \leq \gamma} ||R[f](\cdot, \eta)||_{L^1[-\varepsilon,\varepsilon]}.
\]

Now we can easily combine Lemma 3.3 and Remark 3.4 into a proposition that bounds all \( k \)-moments for \( k = 0, 1, \ldots , N \).
Proposition 3.5. Suppose $M_{\varepsilon, \gamma}[f]$ is as in Definition 2.1, supp $f \subseteq \{(x, y); y \geq x^2\}$ and that $\varepsilon^2/4 \leq \gamma < 1$, then for $k = 0, 1, 2, \ldots, N$

$$|m_k(M_{\varepsilon, \gamma}[f])| \leq \left(\frac{C}{\varepsilon}\right)^{k+1} e^N \|R[f]\|_{\varepsilon, \gamma}.$$  

Proof. Since $k \leq 2^{(k+1)/2}$ for $k \geq 0$ and by Lemma 3.3,

$$\frac{(2\gamma)^k C^{k+1} N^k}{(k-1)!\varepsilon^{k+1}} \leq \left(\frac{2\sqrt{2C}}{\varepsilon}\right)^{k+1} \frac{N^k}{k!}.$$  

Using that $N^k/k!$ is simply a term in the series defining $e^N$ and replacing $2\sqrt{2C}$ with $C$ we complete the proof. \qed

3.2 First stability estimate

Now we are ready to estimate the $L^2$-norm of $M_{\varepsilon, \gamma}[f]$.  
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Theorem 3.6. If $0 < \varepsilon < 1$, $\varepsilon^2/4 \leq \gamma < 1$, $\|f\|_{C^{0,\alpha}(\mathbb{R}^2)} \leq C_0$ and $\text{supp } f \subset \{(x,y) ; y \geq x^2\}$, then

$$
\|M_{\varepsilon,\gamma}[f]\|_2 \leq 4M \left(\frac{\log(C/\varepsilon)}{\log(M/\|R[f]\|_{\varepsilon,\gamma})}\right)^\alpha \tag{3.7}
$$

for small $\|R[f]\|_{\varepsilon,\gamma}$, where $M$ depends on $C_0$.

Proof. By approximating $M_{\varepsilon,\gamma}[f]$ with a Fourier-Legendre sum $S_N[M_{\varepsilon,\gamma}[f]]$ on the interval $[-1, 1]$, and using the triangle inequality we first get

$$
\|M_{\varepsilon,\gamma}[f]\|_2 \leq \left(\sum_{n=0}^{N} |a_n|^2\right)^{1/2} + \|M_{\varepsilon,\gamma}[f] - S_N[M_{\varepsilon,\gamma}[f]]\|_2. \tag{3.8}
$$

By Lemma 5.10 and Theorem 2.3, we have that

$$
\|M_{\varepsilon,\gamma}[f] - S_N[M_{\varepsilon,\gamma}[f]]\|_2 \leq \frac{4A_0C_0}{N^\alpha} =: \frac{M}{N^\alpha}.
$$

Next, by Lemma 5.9 and Proposition 3.5, we have for $n \leq N$

$$
|a_n| \leq (4\sqrt{2})^n \max_{0 \leq k \leq n} \left(\frac{C}{\varepsilon}\right)^{k+1} e^N \|R[f]\|_{\varepsilon,\gamma} = (4\sqrt{2})^n e^N \|R[f]\|_{\varepsilon,\gamma} \left(\frac{C}{\varepsilon}\right)^{n+1}.
$$

It follows, by absorbing lower order factors into exponentials and choosing $C$ larger, that

$$
|a_n| \leq \left(\frac{C}{\varepsilon}\right)^{n+1} e^N \|R[f]\|_{\varepsilon,\gamma}, \quad n \leq N.
$$

Substituting this into the finite sum in (3.8) we get (again with a larger constant $C$)

$$
\left(\sum_{n=0}^{N} |a_n|^2\right)^{1/2} \leq \left(\frac{C}{\varepsilon}\right)^{N+1} \|R[f]\|_{\varepsilon,\gamma},
$$

Since we assume $H = \|R[f]\|_{\varepsilon,\gamma}$ is small we find $N$ such that

$$
\left(\frac{C}{\varepsilon}\right)^{N+1} H \leq \frac{M}{N^\alpha}. \tag{3.9}
$$

Taking logarithms, the above is equivalent with

$$(N + 1) \log(C/\varepsilon) + \alpha \log(N) \leq \log(M/H).$$

The above condition is implied by

$$(N + 1) \left(\log(C/\varepsilon) + \alpha \frac{\log(N)}{N+1}\right) \leq (N + 1) \log(C/\varepsilon) \leq \log(M/H),$$
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where the first inequality follows from choosing a new and slightly larger constant $C$ in the right hand side. The last conditions can be implied by choosing $N$ as the largest possible integer that satisfies:

$$N \leq \frac{\log(M/H) - \log(C/\varepsilon)}{\log(C/\varepsilon)}.$$

By doing so we get from (3.9) and (3.8),

$$\|M_{\varepsilon,\gamma}[f]\|_2 \leq \frac{2M}{N^\alpha},$$

and furthermore

$$N \geq \frac{\log(M/H) - 2\log(C/\varepsilon)}{\log(C/\varepsilon)}$$

can be chosen, so

$$\|M_{\varepsilon,\gamma}[f]\|_2 \leq 2M \left(\frac{\log(C/\varepsilon)}{\log(M/H) - 2\log(C/\varepsilon)}\right)^\alpha.$$

Assuming that $H$ is so small that

$$\log(C/\varepsilon) \leq \frac{1 - \beta}{2} \log(M/H)$$

for some $1/2 \leq \beta < 1$ we finally get

$$\|M_{\varepsilon,\gamma}[f]\|_2 \leq 4M \left(\frac{\log(C/\varepsilon)}{\log(M/H)}\right)^\alpha.$$

If $H = \|R[f]\|_{\varepsilon,\gamma} = 0$ it is immediate from Proposition 3.5 that $\|M_{\varepsilon,\gamma}[f]\|_2 = 0$. \qed

While Theorem 3.6 is interesting in itself we can easily get a stability estimate involving $f$ by combining the above with Proposition 2.2.

**Theorem 3.7.** Suppose that $\|f\|_{C^{0,\alpha}(\mathbb{R}^2)} \leq C_0$, supp $f \subset \{(x, y); y \geq x^2\}$ and that $\gamma > 0$ is small enough. Given any $\varepsilon > 0$ there exist $M > 0$ depending on $C_0$ such that,

$$\|f(\cdot, \gamma)\|_2 \leq M \frac{\log^\alpha(\log(\|R[f]\|_{\varepsilon,\gamma}^{-1}))}{\log^\alpha(\|R[f]\|_{\varepsilon,\gamma}^{-1})},$$

if $\|R[f]\|_{\varepsilon,\gamma}$ is sufficiently small.

**Proof.** Using Proposition 2.2, and Theorem 3.6 we may estimate the terms in the right hand side of the inequality

$$\|f(\cdot, \gamma)\|_2 \leq \|f(\cdot, \gamma) - M_{\varepsilon,\gamma}[f]\|_2 + \|M_{\varepsilon,\gamma}[f]\|_2$$

by

$$\|M_{\varepsilon,\gamma}[f]\|_2 \leq 4M \left(\frac{\log(C/\varepsilon)}{\log(M/\|R[f]\|_{\varepsilon,\gamma})}\right)^\alpha$$

(3.11)
and
\[ \|f(\cdot, \gamma) - M_{\varepsilon, \gamma}[f]\|_2 \leq C_0 \varepsilon^\alpha. \]  
Suppose now that we take \( 0 < \varepsilon < \varepsilon_0 < 1 \), \( H_\varepsilon = \|R[f]\|_{\varepsilon, \gamma} \leq \|R[f]\|_{\varepsilon_0, \gamma} = H \) and \( M \geq 1 \), then it follows from (3.11)
\[ \|M_{\varepsilon, \gamma}[f]\|_2 \leq 4M \left( \frac{\log(C/\varepsilon)}{-\log(M/H_\varepsilon)} \right)^\alpha \leq 4M \left( \frac{\log C + \log(1/\varepsilon)}{-\log(M/H)} \right)^\alpha. \]  
Substituting (3.12) and (3.13) back into (3.10), we have
\[ \|f(\cdot, \gamma)\|_2 \leq 4M \left( \frac{\log C + \log(1/\varepsilon)}{-\log(M/H)} \right)^\alpha + C_0 \varepsilon^\alpha, \quad \varepsilon < \varepsilon_0. \]  
Under the assumption that \( H = \|R[f]\|_{\varepsilon_0, \gamma} \) is sufficiently small we may choose \( \varepsilon \) such that
\[ \frac{1}{\log(M/H)} \leq \varepsilon \leq \frac{2}{\log(M/H)} < \varepsilon_0. \]  
Then
\[ \|f(\cdot, \gamma)\|_2 \leq 4M \left( \frac{\log C + \log(M/H)}{-\log(M/H)} \right)^\alpha C_0 \left( \frac{2}{\log(M/H)} \right)^\alpha \]  
So clearly
\[ \|f(\cdot, \gamma)\|_2 \lesssim M \left( \frac{\log \log(\|R[f]\|^{-1}_{\varepsilon_0, \gamma})}{-\log(\|R[f]\|^{-1}_{\varepsilon_0, \gamma})} \right)^\alpha. \]  
In the case \( \|R[f]\|_{\varepsilon_0, \gamma} = 0 \) it immediately follows for all \( \varepsilon < \varepsilon_0 \) that \( \|f(\cdot, \gamma)\|_2 \leq C_0 \varepsilon^\alpha \). So we conclude in this case that \( \|f(\cdot, \gamma)\|_2 = 0 \).

### 3.3 Estimates involving \( \sup |M_{\varepsilon, \gamma}[f](x)| \) and \( \sup |f(x, \gamma)| \)

In the step from Theorem 3.6 to Theorem 3.7, we were able to get estimates of \( f \) instead of just estimates of the means \( M_{\varepsilon, \gamma}[f] \). But we apparently lose a little bit due to the added \( \log \log \)-factor in the nominator. However, in the case \( \alpha > 1/2 \) we can even get supremum norm estimates without the added \( \log \log \)-factor, c.f. Corollary 3.9. Simply observe that by Lemma 5.11 we can find a constant \( B \) such that the \( L^2 \)-normalized Legendre polynomials over \([-1, 1]\] satisfy
\[ \sup_{|x| \leq 1/2} |\tilde{P}_n(x)| \leq B. \]  
For example \( B = 2^{1/4} \sqrt{3/\pi} \) will do. It follows that
\[ \sup_{|x| \leq 1/2} |M_{\varepsilon, \gamma}[f](x)| \leq \sum_{n=0}^{\infty} \sup_{|x| \leq 1/2} |a_n \tilde{P}_n(x)| \leq B \sum_{n=0}^{\infty} (1 + n)^{-\beta} |a_n| (1 + n)^\beta. \]
By Cauchy-Schwarz inequality, in the case $\beta > 1/2$, we get

$$\sup_{|x| \leq 1/2} |M_{x,\gamma}[f](x)|^2 \leq B^2 \sum_{n=0}^{\infty} (1+n)^{-2\beta} \sum_{n=0}^{\infty} (1+n)^{2\beta} |a_n|^2 = B^2 \zeta(2\beta) \sum_{n=0}^{\infty} (1+n)^{2\beta} |a_n|^2,$$

where $\zeta(s)$ is the Riemann zeta function. Now we split the last sum on the right hand side and observe that we may estimate

$$\left( \sum_{n=0}^{N} (1+n)^{2\beta} |a_n|^2 \right)^{1/2} \leq \left( \frac{C}{\varepsilon} \right) \|R[f]\|_{\varepsilon,\gamma}$$

just as in the proof of Theorem 3.6 since we only have an extra lower order factor. For the tail we can do a summation by parts,

$$\sum_{n=N+1}^{\infty} (1+n)^{2\beta} |a_n|^2 = A_{N+1} (1 + (N+1))^{2\beta} + \sum_{n=N+2}^{\infty} A_n ((1+n)^{2\beta} - n^{2\beta}),$$

where we know from Lemma 5.10 that

$$A_{N+1} = \sum_{k=N+1}^{\infty} |a_k|^2 \leq \frac{M^2}{N^{2\alpha}}.$$

Hence the first term can be estimated by

$$A_{N+1} (N+2)^{2\beta} \leq \frac{M^2}{N^{2(\alpha-\beta)}} \left( 1 + \frac{2}{N} \right)^{2\beta} \approx \frac{M^2}{N^{2(\alpha-\beta)}}.$$

The second series can be estimated by

$$\sum_{n=N+2}^{\infty} A_n ((1+n)^{2\beta} - n^{2\beta}) \leq \sum_{n=N+2}^{\infty} \frac{M^2}{(n-1)^{2\alpha N^{-2\beta} + 1}} \left( \left( 1 + \frac{1}{n} \right)^{2\beta} - 1 \right) \leq \sum_{n=N+2}^{\infty} \frac{M^2}{n^{2(\alpha-\beta) + 1}} \approx \frac{M^2}{N^{2(\alpha-\beta)}},$$

So we get,

$$\left( \sum_{n>N} (1+n)^{2\beta} |a_n|^2 \right)^{1/2} \lesssim \frac{M}{N^{\alpha-\beta}},$$

for arbitrary $\alpha > \beta$. Again, by the same arguments as in the proof of Theorem 3.6 one arrives at
Theorem 3.8. Suppose that $0 < \varepsilon < 1$, $\gamma > 0$ is small enough, $\|f\|_{C^0,\alpha} (\mathbb{R}^2) \leq C_0$, where the exponent $\alpha > 1/2$, $0 < \rho < \alpha - 1/2$, and $\text{supp } f \subset \{(x, y); y \geq x^2\}$. Then
\[
\sup_{|x| \leq 1/2} |M_{\varepsilon, \gamma}[f](x)| \lesssim M \left( \frac{\log(C/\varepsilon)}{\log(M/\|R[f]\|_{\varepsilon, \gamma})} \right) \rho \tag{3.16}
\]
for small $\|R[f]\|_{\varepsilon, \gamma}$ and $M$ depending on $C_0$.

In particular we get from Theorem 3.8 the estimate
\[
|f(0, \gamma)| \leq \frac{C}{\log^\rho(1/\|R[f]\|_{\varepsilon, \gamma})} \tag{3.17}
\]
for some $C > 0$ (depending on $C_0$, for some fixed $\varepsilon > 0$). To get supremum norm estimates for other points on a line $y = \delta$, for some $0 < \delta < \gamma$ we can apply Theorem 3.8 on $f(x, y) = u(x + b, y - \delta)$ where $\text{supp } u$ is contained in a more narrow parabola (e.g. $\text{supp } u \subset \{(x, y); y \geq 2x^2\}$). (Or we could of course have considered $\text{supp } f$ to be in a wider parabola from the start and proved Theorem 3.8 with obvious modifications.) Assume that also $u = u(x, y)$ satisfies the a priori estimate $\|u\|_{C^0,\alpha} \leq C_0$ for the same $\alpha > 1/2$. Now, since for any real number $b$, $2(x + b)^2 + \delta \geq x^2$ holds if $\delta \geq 2b^2$, assuming that $|b| \leq \sqrt{\delta/2}$ it can be seen to follow from (3.17), that
\[
|u(b, \delta)| \leq \frac{C}{\log^\rho(1/\|R[u]\|_{\varepsilon, \delta})}, \quad |b| \leq \sqrt{\delta/2}. \tag{3.18}
\]
Hence we have shown

Corollary 3.9. If $u = u(x, y)$ is a function such that $\|u\|_{C^0,\alpha} (\mathbb{R}^2) \leq C_0$, where the exponent $\alpha > 1/2$, $0 < \rho < \alpha - 1/2$ and $\text{supp } u \subset \{(x, y); y \geq cx^2\}$ for some $c > 1$, then
\[
\sup_x |u(x, \delta)| \leq \frac{C}{\log^\rho(1/\|R[u]\|_{\varepsilon, \delta})}
\]
for some $\varepsilon > 0$, $\delta > 0$, $\|R[u]\|_{\varepsilon, \delta}$ small and $C$ depending on $C_0$.

Remark 3.10. Observe that in Corollary 3.9 we actually only require that a Hölder condition is fulfilled along all lines with slope smaller than $\varepsilon > 0$.

4 Estimate for the weighted Radon transform

Now we move on towards a similar stability estimate for the weighted Radon transform. Assume that $m \in C^\infty(\mathbb{R}^3)$, and that $f \in C^{0,\alpha}(\mathbb{R}^2)$ with $\text{supp } f \subset \{(x, y); y \geq x^2\}$. Then we define the weighted Radon transform (with weight $m$) of $f$ by
\[
R_m[f](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta)m(x, \xi, \eta)\, dx, \tag{4.1}
\]
and its adjoint by
\[ R^*_m[g](x, y) = \int_{\mathbb{R}} g(\xi, y - \xi x)m(x, \xi, y - \xi x) \, d\xi. \] (4.2)

Observe that
\[ \partial_{\xi} R_m[f](\xi, \eta) = \int_{\mathbb{R}} x \, \partial_y f(x, \xi x + \eta)m(x, \xi, \eta) + f(x, \xi x + \eta) \partial_{\xi} m(x, \xi, \eta) \, dx \] (4.3)
\[ \partial_{\eta} R_m[xf](\xi, \eta) = \int_{\mathbb{R}} x \, \partial_y f(x, \xi x + \eta)m(x, \xi, \eta) + xf(x, \xi x + \eta) \partial_{\eta} m(x, \xi, \eta) \, dx. \] (4.4)

So obviously we do not have an identity as (3.3). However, subtracting (4.4) from (4.3) we get
\[ \partial_{\xi} R_m[f](\xi, \eta) - \partial_{\eta} R_m[xf](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta)[\partial_{\xi} m(x, \xi, \eta) - x \partial_{\eta} m(x, \xi, \eta)] \, dx. \]

Assuming that \( m \) solves the differential equation (1.4), we introduce the differential operators:
\[ D_a := \partial_{\eta} + a(\xi, \eta), \quad D_b := \partial_{\xi} - b(\xi, \eta), \]
where \( a \) and \( b \) are strictly positive smooth functions. To see that this makes sense, observe that
\[ D_b R_m[f](\xi, \eta) - D_a R_m[xf](\xi, \eta) = \int_{\mathbb{R}} f(x, \xi x + \eta)[\partial_{\xi} m(x, \xi, \eta) - x \partial_{\eta} m(x, \xi, \eta) - (b(\xi, \eta) + xa(\xi, \eta))m(x, \xi, \eta)] \, dx. \]

This is zero if the \( m \) satisfies the partial differential equation (1.4):
\[ \partial_{\xi} m(x, \xi, \eta) - x \partial_{\eta} m(x, \xi, \eta) = (xa(\xi, \eta) + b(\xi, \eta))m(x, \xi, \eta). \]

As mentioned in the introduction, this condition on \( m \) first appeared in [14] and is discussed also in [6]. Assuming that it holds, we have derived the relation
\[ D_b R_m[f](\xi, \eta) = D_a R_m[xf](\xi, \eta). \]

However, \( D_a \) and \( D_b \) do not commute in general so the analysis will be quite different in the weighted case.

Using standard methods from the theory of differential equations we may derive expressions for the inverse operators of \( D_a \) and \( D_b \):
\[ D_a^{-1} = e^{-A}(H \oplus_{\eta} e^A), \quad D_b^{-1} = e^B(H \oplus_{\xi} e^{-B}). \]
where $H$ denotes the Heaviside function and
\[
A = A(\xi, \eta) = \int_{-\infty}^{\eta} a(\xi, \eta') \, d\eta', \quad B(\xi, \eta) = \int_{-\infty}^{\xi} b(\xi', \eta) \, d\xi'.
\]
For our purposes it is enough to conclude that for $h \in C^1(\mathbb{R}^2)$, supp $h \subset \{(\xi, \eta) : \xi \geq \xi_0 \in \mathbb{R}, \eta \geq \eta_0 \in \mathbb{R}\}$, it holds that $D_{-1}^{-1} D_a h = h$ and $D_{-1}^{-1} D_b h = h$. One can easily verify the following result:

**Proposition 4.1.**

\[
(D_{-1}^{-1})^k = e^{-A}(H_k \otimes e^A), \quad (D_{-1}^{-1})^k = e^B(H_k \otimes e^{-B}),
\]

where $H_{k+1}(x) = \frac{x^k}{k!}$.

**Remark 4.2.** Denote the usual commutator bracket by $[D_a, D_b] = D_a D_b - D_b D_a$, then for any $g \in C^2(\mathbb{R}^2)$, $D_b D_a g = D_a D_b g - [D_a, D_b]g$. It is easy to see that $[D_a, D_b]$ is an order zero differential operator since
\[
[D_a, D_b]g = (\partial_\eta + a)(\partial_\xi - b)(\partial_\xi + a) - (\partial_\xi - b)(\partial_\eta + a)
= \partial_\eta \partial_\xi g - \partial_\eta(g b) + a \partial_\xi g - ab g - (\partial_\xi \partial_\eta g + \partial_\xi(a g) - b \partial_\eta g - b a g)
= -g \partial_\eta b - b \partial_\eta g + a \partial_\xi g - g \partial_\xi a - a \partial_\xi g + b \partial_\eta g = -g(\partial_\eta b + \partial_\xi a).
\]
Furthermore, $[D_a, D_b] = 0$ when $\partial_\eta b = -\partial_\xi a$. This is a Cauchy-Riemann type of equation which is fulfilled if for example $b$ and $a$ are the real- and imaginary parts of a holomorphic function in $\xi = \xi + i \eta$, or in other words $a$ is the harmonic conjugate of $b$. If $[D_a, D_b] = 0$ on some open set $U \supset \text{supp } R_m[f]$ and $m$ satisfies (1.4) then we do get an identity similar to (3.3),

\[
D_x^k R_m[x^k f](\xi, \eta) = D_{-1}^k R_m[f](\xi, \eta).
\]

As this is a very special case we will not consider it in more detail but simply observe that several arguments that we have to go through for more general $m$ could be simplified.

### 4.1 Moment estimates II

In the case when we assume only that $a = a(\xi, \eta)$ and $b = b(\xi, \eta)$ are smooth over some set $U \supset \text{supp } R_m[f]$, $[D_a, D_b]$ is in general non-zero. We will first add the assumption that the functions $a, b \in C^\infty(\mathbb{R}^2)$, i.e., that $a$ and $b$ are real analytic. Suppose also that $\text{supp } a \subset \{(\xi, \eta) : \eta > -\gamma\}$ and recall that
\[
A(\xi, \eta) = \int_{-\gamma}^{\eta} a(\xi, \eta') \, d\eta', \quad \eta < \gamma.
\]
Suppose that $\varphi_N \in C_0^\infty([-1, 1])$ is a function as in Proposition 5.1 that is in addition even with $\int \varphi_N = 1$, $\varphi_N(\varepsilon \xi) = \varepsilon^{-1} \varphi_N(\varepsilon^{-1} \xi)$ and fix $\eta = \gamma > 0$. By a change of variables ($y = \xi x + \gamma, x \neq 0$) we have the following identity between
means of the weighted Radon transform of moments of \( f \) (over an \( \varepsilon \)-wide cone of lines through \( \eta = \gamma \)) and moments of the means \( M_{\varepsilon,\gamma}[f m_{\gamma}] \) (where \( m_{\gamma} \) is defined in (2.3) after Definition 2.1):

\[
\int_{-\varepsilon}^{\varepsilon} R_m[x^k f](\xi, \gamma) \varphi_{N,\varepsilon}(\xi) \, d\xi = \int_{-\varepsilon}^{\varepsilon} \int_{\mathbb{R}} x^k f(x, \xi, \gamma) m(x, \xi, \gamma) \, dx \, \varphi_{N,\varepsilon}(\xi) \, d\xi = \int_{|x| \leq x_{\varepsilon,\gamma}} x^k M_{\varepsilon,\gamma}[f m_{\gamma}](x) \, dx.
\]

We define \( D_a \) and \( D_b \) as before and assuming that condition (1.4) holds, we also had the identity

\[
D_a R_m[x^k f](\xi, \gamma) = D_b R_m[f](\xi, \gamma).
\]

If we introduce \( g_k(\xi, \eta) = R_m[x^k f](\xi, \eta) \), abbreviating the \( k \)-th Radon moment we also get from (4.5),

\[
D_a g_k(\xi, \eta) = D_b g_{k-1}(\xi, \eta).
\]

Consequently, \( g_k = D_a^{-1} D_b g_{k-1} \), where (for \( h = h(\xi, \eta) \))

\[
D_a^{-1} h(\xi, \eta) = e^{-A(\xi, \eta)} (H \otimes_\eta e^A h)(\xi, \eta) = e^{-A(\xi, \eta)} \int_\eta^\eta e^{A(\xi, \eta')} h(\xi, \eta') \, d\eta'.
\]

In the above \( \otimes_\eta \) is convolution in the \( \eta \)-variable and \( A(\xi, \eta) = \int_\eta^\eta a(\xi, \eta') \, d\eta' \). Introducing \( \psi_A(\xi, \eta', \eta) = e^{A(\xi, \eta') - A(\xi, \eta)} \), we have shown

\[
g_k(\xi, \eta) = \int_\eta^\eta \psi_A(\xi, \eta', \eta) D_b g_{k-1}(\xi, \eta') \, d\eta'.
\]

Iterating we get \( g_k(\xi, \eta) = (D_a^{-1} D_b)^k g_0(\xi, \eta) \), where \( g_0(\xi, \eta) = R_m[f](\xi, \eta) \). We will return to this identity after presenting some necessary simple lemmas on operators with structure similar to \((D_a^{-1} D_b)^k\). Our main goal of this section will be to prove Proposition 4.5.

Denote by \( \mathcal{P} \) the set of integral operators \( P \) in the \( \eta \)-variable with \( \xi \) as a parameter of the form

\[
P u(\xi, \eta) = \int_{-\infty}^\eta \rho(\xi, \eta, \eta') u(\xi, \eta') \, d\eta',
\]

where \( \rho(\xi, \eta, \eta') \) is a smooth function of all variables. The elements of \( \mathcal{P} \) will be considered as linear operators on the set of smooth functions \( u(\xi, \eta) \) that are supported in some halfspace \( \eta \geq c \). Assume for simplicity that \( c = 0 \) from here on, but later \( -\gamma \) will take the role of \( c \).

It is clear that \( \mathcal{P} \) is a ring under composition. For each integer \( k \geq 0 \) we define the subring \( \mathcal{P}_k \) that is generated by all products of \( k \) factors

\[
P_1 P_2 \ldots P_k
\]
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with each \( P_j \in \mathcal{P} \). We shall denote by \( \partial_\xi P \) the operator with Schwartz kernel \( \partial_\xi p(\xi, \eta, \eta') \). It is clear that \( \mathcal{P}_k \) is a two-sided ideal in \( \mathcal{P} \) and that \( P \in \mathcal{P}_k \) implies \( \partial_\xi P \in \mathcal{P}_k \). We note also that \( \mathcal{P}_1 = \mathcal{P} \). We shall also consider the operator \( \partial_\xi : u \mapsto \partial_\xi u \). Note that
\[
\partial_\xi \circ R = R \partial_\xi + \partial_\xi R \tag{4.8}
\]
for all operators \( R \in \mathcal{P} \).

The operator \( D_a^{-1}D_b \) can be written \( P\partial_\xi + Q \) for some \( P \) and \( Q \) in \( \mathcal{P} \). Using (4.8) we can alternatively write \( D_a^{-1}D_b = \partial_\xi \circ P + Q_1 \) with \( Q_1 = Q - \partial_\xi P \).

**Lemma 4.3.** The operator \( P \) is in \( \mathcal{P}_k \) if an only if its kernel can be factored
\[
p(\xi, \eta, \eta') = (\eta - \eta')^{k-1}p_0(\xi, \eta, \eta')
\]
for some smooth function \( p_0(\xi, \eta, \eta') \).

**Proof.** Since \( \xi \) plays no role in the argument we shall forget about it. Assume that \( p(\eta, \eta') = (\eta - \eta')q(\eta, \eta') \). Then
\[
\partial_\eta Pu(\eta) = \int_0^\eta q(\eta, \eta')u(\eta') \, d\eta' + \int_0^\eta (\eta - \eta')q'_\eta(\eta, \eta')u(\eta') \, d\eta'
= \int_0^\eta w(\eta, \eta')u(\eta') \, d\eta' = Wu(\eta),
\]
where
\[
w(\eta, \eta') = q(\eta, \eta') + (\eta - \eta')q'_\eta(\eta, \eta'), \quad 0 < \eta' < \eta.
\]
It follows that \( P = HW \), where \( H \) is the integration operator \( Hu(t) = \int_0^t u(s) \, ds \), hence \( P \in \mathcal{P}_2 \). Repeated use of this argument proves that \( P \in \mathcal{P}_k \) if \( p(\eta, \eta') \) is divisible by \( (\eta - \eta')^{k-1} \). Conversely, let \( P \) and \( Q \) be operators with kernels \( p(\eta, \eta') \) and \( q(\eta, \eta') \), respectively. Then, by a simple change of variables, the kernel of \( R = PQ \) can be seen to be equal to
\[
r(\eta, \eta') = \int_{\eta'}^\eta p(\eta, v)q(v, \eta') \, dv.
\]
Another change of variable \( v = \eta' + v_1(\eta - \eta') \) gives
\[
r(\eta, \eta') = (\eta - \eta') \int_0^1 p(\eta, \eta' + v_1(\eta - \eta'))q(\eta' + v_1(\eta - \eta'), \eta') \, dv_1, \tag{4.10}
\]
which proves the statement for the case \( k = 2 \). (The "only if" part is trivial if \( k = 1 \).) An obvious induction argument proves the general case.

**Lemma 4.4.** Let \( P, Q, \) and \( R = PQ \) be as above, and assume that
\[
p(\eta, \eta') = (\eta - \eta')^{k-1}p_0(\eta, \eta'),
\]
where \( |p_0(\eta, \eta')| \leq M_1 \) and that \( |q(\eta, \eta')| \leq M_2 \). Then
\[
r(\eta, \eta') = (\eta - \eta')^k r_0(\eta, \eta'),
\]
where \( |r_0(\eta, \eta')| \leq M_1 M_2 / k \).
Proof. Arguing as in (4.10) we obtain \( r(\eta, \eta') = (\eta - \eta')^k r_0(\eta, \eta') \), where
\[
r_0(\eta, \eta') = \int_0^1 (1 - v_1)^{k-1} p_0(\eta, \eta' + v_1(\eta - \eta')) q(\eta' + v_1(\eta - \eta'), \eta') \, dv_1. \tag{4.11}
\]
By the assumption it follows that
\[
|r_0(\eta, \eta')| \leq M_1 M_2 \int_0^1 (1 - v_1)^{k-1} dv_1 \leq M_1 M_2 / k, \tag{4.12}
\]
which completes the proof.

**Proposition 4.5.** The operator \((D_a^{-1}D_b)^k = (\partial_\xi \circ P + Q)^k\) can be written
\[
(D_a^{-1}D_b)^k = \sum_{j=0}^k \partial_\xi^j \circ S_{j,k} \tag{4.13}
\]
where \(S_{j,k} \in \mathcal{P}_k\). Assume that \(C \geq 1\) is such that the derivatives of the Schwartz kernels of \(P\) and \(Q\) are bounded by,
\[
|\partial_\xi^n p(\xi, \eta, \eta')| \leq C^{n+1} n!, \quad \text{and} \quad |\partial_\xi^n q(\xi, \eta, \eta')| \leq C^{n+1} n!, \quad n \in \mathbb{N}. \tag{4.14}
\]
Then the Schwartz kernels of \(S_{j,k}\) can be estimated with
\[
|s_{j,k}(\xi, \eta, \eta')| \leq (\beta C)^{2k-j}(k-j)! \frac{(\eta - \eta')^{k-1}}{(k-1)!}. \tag{4.15}
\]
where \(\beta \geq 1 + \sqrt{3}\).

We postpone the proof of the above proposition to the end of this section. An important consequence of Proposition 4.5 is that we are now able to prove:

**Proposition 4.6.** The moments of \(\mathcal{M}_{\xi,\gamma}[f_m]\) satisfy the estimates
\[
\left| \int x^k \mathcal{M}_{\xi,\gamma}[f_m](x) \, dx \right| \leq \left( \frac{C_1}{\varepsilon} \right)^{k+1} e^N \|R_m[f]\|_{L^1(\mathbb{R}^2)} \tag{4.16}
\]
for some constant \(C_1 > 0\) and all \(1 \leq k \leq N\) for some \(N \in \mathbb{N}\).

Proof.
\[
\int x^k \mathcal{M}_{\xi,\gamma}[f](x) \, dx = \int (D_a^{-1}D_b)^k g_0(\xi, \gamma) \varphi_{N,\varepsilon}(\xi) \, d\xi,
\]
where \(g_0 = R_m[f]\). (The first factor in the integrand should of course be interpreted \(((D_a^{-1}D_b)^k g_0)(\xi, \gamma))\). Using Proposition 4.5 and integration by parts we obtain
\[
\int x^k \mathcal{M}_{\xi,\gamma}[f](x) \, dx = \sum_{j=0}^k (-1)^j \int (S_{j,k} g)(\xi, \gamma) \partial_\xi^j \varphi_{N,\varepsilon}(\xi) \, d\xi.
\]
Thus
\[
\left| \int x^k \mathcal{M}_{\varepsilon, \gamma}[f](x) \, dx \right| \leq \sum_{j=0}^{k} \| s_{j,k} \partial^j \varphi_{N, \varepsilon} \|_{\infty} \int_{-\varepsilon}^{\varepsilon} \int_{-\gamma}^{\gamma} |g_0(\xi, \eta)| \, d\xi \, d\eta
\]
\[
= \| g_0 \|_{L^1(R_{\varepsilon, \gamma})} \sum_{j=0}^{k} \| s_{j,k} \| \| \partial^j \varphi_{N, \varepsilon} \|_{\infty}.
\]

Now we use that
\[
\sup_{|\eta| < \gamma} |s_{j,k}(\xi, \gamma, \eta)| \leq \frac{(\beta C)^{2k-j}(k-j)!}{(k-1)!} (2\gamma)^{k-1}.
\]
Combining this with the estimate
\[
\| \partial^j \varphi_{N, \varepsilon}(\xi) \|_{\infty} \leq \left( \frac{C_2}{\varepsilon} \right)^{j+1} N^j, \quad j \leq N,
\]
we obtain
\[
\| s_{j,k} \|_{\infty} \| \partial^j \varphi_{N, \varepsilon} \|_{\infty} \leq \frac{(\beta C)^{2k-j}(k-j)!}{(k-1)!} (2\gamma)^{k-1} N^j.
\]
Summing over \( j = 1, 2, \ldots, k \) we finally get
\[
\left| \int x^k \mathcal{M}_{\varepsilon, \gamma}[f](x) \, dx \right| \leq \sum_{j=0}^{k} \frac{(\beta C)^{2k-j}(k-j)!}{(k-1)!} (2\gamma)^{k-1} C_2^j N^j \| g_0 \|_{L^1(R_{\varepsilon, \gamma})}
\]
\[
\leq \frac{(\beta C)^{2k} N^j C_2^j}{\varepsilon^{k+1}} \sum_{j=0}^{k} \frac{(k-j)!}{k!} \frac{N^j}{j!}
\]
\[
\leq \left( \frac{C_1}{\varepsilon} \right)^{k+1} N^j \| g_0 \|_{L^1(R_{\varepsilon, \gamma})}.
\]

Again, note that for \( k = 0 \) (4.16) does not make sense. So we introduce some new norm, similarly as for the standard Radon transform in (3.6). Then we have shown an analogue of Proposition 3.5 also for \( m \) satisfying (1.4) with \( a, b \in C^\infty(R^2) \). Thus we can deduce that Theorem 3.6 (and corresponding Theorems 3.8 and 3.9 for \( \alpha > 1/2 \)) also hold for \( f \) and \( R \) replaced with \( fm \) and \( R_m \) respectively.

In order to prove Proposition 4.5 we first present some auxiliary lemmas.

**Lemma 4.7.** Let \( u \) and \( v \) be functions (of one variable) satisfying the estimates
\[
|\partial^n u| \leq A_1 B_1^n n!, \quad |\partial^n v| \leq A_2 B_2^n n! \quad \text{for all } n \in \mathbb{N}.
\]
Then with \( A = \max(A_1, A_2), B = \max(B_1, B_2) \)
\[
|\partial^n (uv)| \leq A^2 B^n (n+1)!.\]
Proof. By Leibnitz’ formula
\[ |\partial^n (uv)| \leq \sum_{p+q=n} \frac{n!}{p!q!} A_1 B^p p! A_2 B^q q! = n! A_1 A_2 \sum_{p+q=n} B^{p+q} \]
\[ \leq n! A^2 (n+1) B^n = A^2 B^n (n+1)!. \] (4.17)

Combining Lemma 4.4 and Lemma 4.7 we immediately obtain the following estimate.

**Lemma 4.8.** Let \( P \in \mathcal{P}_k \), \( Q \in \mathcal{P} \), \( R = PQ \), and assume that
\[ |\partial^n \xi p(\xi, \eta, \eta')| \leq AB^n n! \frac{(\eta - \eta')^{k-1}}{(k-1)!}, \quad |\partial^n \xi q(\xi, \eta, \eta')| \leq AB^n n! \quad \text{for } n \in \mathbb{N}. \]

Then
\[ |\partial^n \xi r(\xi, \eta, \eta')| \leq A^2 B^n (n+1)! \frac{(\eta - \eta')^k}{k!} \quad \text{for all } n \in \mathbb{N}. \]

**Proof.** Writing \( p(\xi, \eta, \eta') = p_0(\xi, \eta, \eta')(\eta - \eta')^{k-1}/(k-1)! \) we have
\[ r(\xi, \eta, \eta') = \frac{(\eta - \eta')^k}{(k-1)!} \int_0^1 (1-v)^{k-1} p_0(\xi, \eta, \eta'+v(\eta-\eta')) q(\xi, \eta'+v(\eta-\eta'), \eta') \, dv. \]

Operating with \( \partial^n \xi \) under the integral sign and using Lemma 4.7 we obtain
\[ |\partial^n \xi r| \leq \frac{(\eta - \eta')^k}{(k-1)!} \int_0^1 (1-v)^{k-1} A^2 B^n (n+1)! \, dv \]
\[ \leq A^2 B^n (n+1)! \frac{(\eta - \eta')^k}{k!}, \]
which proves the assertion. \( \square \)

**Proof of Proposition 4.5.** The Schwartz kernel of \( S_{j,k} \in \mathcal{P}_k \) can according to the arguments in the proof of Lemma 4.8 be written
\[ s_{j,k}(\xi, \eta, \eta') \frac{(\eta - \eta')^{k-1}}{(k-1)!}. \] (4.18)

The function \( s_{j,k} \) satisfies
\[ |\partial^n \xi s_{j,k}| \leq (\beta C)^{n+2k-j}(k-j+n)! \quad k, n \in \mathbb{N}, \beta \geq 1 + \sqrt{3}, C \geq 1. \] (4.19)

We prove (4.19) by induction. Observe that for \( k = 1 \) we have \( s_{0,1} = q \) and \( s_{1,1} = p \) so (4.14) implies that (4.19) holds with \( \beta = 1 \) in this case. Assuming
that (4.13) and (4.19) hold for $k$, then

$$(D_a^{-1}D_k)^{k+1} = \left( \sum_{j=0}^{k} \partial^j \circ S_{j,k} \right) (\partial_\xi \circ P + Q) = \sum_{j=0}^{k} \partial^j \circ S_{j,k}(\partial_\xi \circ P + Q)$$

$$= \sum_{j=0}^{k} \partial^j \circ (S_{j,k} \partial_\xi \circ P + S_{j,k}Q) = \sum_{j=0}^{k} \partial^j \circ ((\partial_\xi \circ S_{j,k} - \partial_\xi S_{j,k})P + S_{j,k}Q)$$

$$= S_{0,k}Q - \partial_\xi S_{0,k}P + \sum_{j=1}^{k} \partial^j \circ (S_{j,k}Q - \partial_\xi S_{j,k}P + S_{j-1,k}P) + \partial^{k+1}_\xi \circ S_{k,k}P.$$ (4.20)

From the above we identify

$$S_{0,k+1} = S_{0,k}Q - \partial_\xi S_{0,k}P, \quad (4.21)$$

$$S_{j,k+1} = S_{j,k}Q - \partial_\xi S_{j,k}P + S_{j-1,k}P, \quad 1 \leq j \leq k, \quad (4.22)$$

$$S_{k+1,k+1} = S_{k,k}P. \quad (4.23)$$

We will finish the proof by deriving estimates for $|\partial^n_\xi (s_{j,k}P)|$ (identical arguments will work for $p$ replaced by $q$) and $|\partial^n_\xi (\partial_\xi s_{j,k}P)|$ for $0 \leq j \leq k$. First, by (4.14) and (4.19):

$$|\partial^n_\xi (s_{j,k}P)| \leq \sum_{i=0}^{n} \binom{n}{i} |\partial^{n-i}_\xi s_{j,k}||\partial^i_\xi P|$$

$$\leq \sum_{i=0}^{n} \binom{n}{i} (\beta C)^{n-i+2k-j}(k-j+n-i)!C^{i+1}i!$$

$$= (\beta C)^{n+2k-j+1}(k-j+n)!\sum_{i=0}^{n} \frac{\binom{n}{i}}{(n+k-j)} \beta^{-i-1}$$

$$\leq (\beta C)^{n+2k-j+1}(k-j+n)!\sum_{i=0}^{m} \beta^{-i-1}, \quad (4.24)$$

and

$$|\partial^n_\xi (\partial_\xi s_{j,k}P)| \leq \sum_{i=0}^{n} \binom{n}{i} (\beta C)^{n+1-i+2k-j}(k-j+n+1-i)!C^{i+1}i!$$

$$= (\beta C)^{n+2k-j+2}(k+1-j+n)!\sum_{i=0}^{n} \frac{\binom{n}{i}}{(n+k+1-j)} \beta^{-i-1}$$

$$\leq (\beta C)^{n+2k-j+2}(k+1-j+n)!\sum_{i=0}^{m} \beta^{-i-1}. \quad (4.25)$$
Using the two above estimates we can move on to

\[ |\partial^n_x s_{j,k+1}| \leq |\partial^n_x (s_{j,kq})| + |\partial^n_x (s_{j,kp})| + |\partial^n_x (s_{j-1,kp})| \]

\[ \leq (\beta C)^{n+2k+2-j}(k+1-j+n)! \left( \sum_{i=0}^{n} \beta^{-i-1} \right) \left( \frac{1}{\beta C(k+1-j+n)} + 1 + \frac{1}{\beta C} \right). \]

(4.26)

Now

\[ \sum_{i=0}^{n} \beta^{-i-1} \leq \frac{1}{\beta} \sum_{i=0}^{\infty} \frac{1}{\beta^i} = \frac{1}{\beta - 1}, \]

and

\[ \frac{1}{\beta C(k+1-j+n)} + 1 + \frac{1}{\beta C} \leq 1 + \frac{2}{\beta}. \]

We choose \( \beta > 1 \) such that

\[ \frac{1}{\beta - 1} \left( 1 + \frac{2}{\beta} \right) \leq 1. \]

The above inequality holds if

\[ \beta + 2 \leq \beta(\beta - 1), \]

or equivalently \( \beta^2 - 2\beta - 2 = (\beta - 1)^2 - 3 \geq 0 \) which hold if \( \beta \geq 1 + \sqrt{3} \). Hence, we have shown

\[ |\partial^n_x s_{j,k+1}| \leq (\beta C)^{n+2(k+1)-j}(k+1-j+n)! , \quad 1 \leq j \leq k. \]

(4.27)

In a very similar way we get for \( j = 0 \)

\[ |\partial^n_x s_{0,k+1}| \leq (\beta C)^{n+2(k+1)}(k+1+n)! , \quad \beta \geq 1 + \sqrt{2}, \]

(4.28)

and for \( j = k+1 \)

\[ |\partial^n_x s_{k+1,k+1}| \leq (\beta C)^{n+k+1}n! , \quad \beta \geq \frac{1 + \sqrt{5}}{2}. \]

(4.29)

This proves (4.19), and taking \( n = 0 \) we obtain (4.15), and the proof of Proposition 4.5 is complete.

\[ \square \]

4.2 The case \( a, b \in G^\sigma(\mathbb{R}^2) \)

Next we sketch how one can get stability estimates also for more general weights \( m \) that satisfy (1.4) with \( a, b \) belonging to Gevrey spaces, \( G^\sigma(\mathbb{R}^2) \), c.f. Definition 5.2. Observe that by Proposition 5.8, for every \( \eta \), \( \exp[A(\xi, \eta) - A(\xi, \gamma)] \in G^\sigma(\mathbb{R}) \), when considered as a function of \( \xi \). Recall that

\[ A(\xi, \eta) = \int_{-\gamma}^{\eta} a(\xi, \eta') d\eta', \quad \eta < \gamma. \]

We can then, by doing only minor adjustments, prove the following version of Proposition 3.5:
Proposition 4.9. If $m$ satisfies equation (1.4) with $a, b \in G^\sigma (R^2)$ and $\text{supp } f \subset \{(x, y); y \geq x^2\}$

$$|m_k(M_{\epsilon, \gamma}[fm_\gamma])| \leq \left(\frac{C}{\epsilon}\right)^{k+1} k!^s \|R_m[f]\|_{\epsilon, \gamma}, \quad k = 0, 1, \ldots$$

where $s = \sigma - 1$ and $C > 0$.

The most notable difference in the arguments is that $M_{\epsilon, \gamma} = M_{\phi, \epsilon, \gamma}$ can now be defined with a test function $\phi \in G^\sigma (R)$, instead of using a sequence. The proof is then more or less identical with the proof of Proposition 4.6, but derivatives need to be estimated using $|\partial^m p| \leq C^{m+1}m!^s$ etc. for some $\sigma > 1$.

Next we will use the Legendre polynomials over $|x| \leq 1$ together with Parseval’s identity, as in section 3.2, to finish the proof of a stability estimate in the case of the weighted Radon transform. In the proof we put emphasis on the few details that need to be changed.

Theorem 4.10. If in addition to the assumptions in Proposition 4.9 we assume that $0 < \epsilon < 1, \gamma > 0$ small enough and $\|f\|_{C^0, \alpha} (R^2) \leq C_0$, then

$$\|M_{\epsilon, \gamma}[fm_\gamma]\|_2 \leq 4M \left(\frac{\log(C/\epsilon) \log \log(M/\|R_m[f]\|_{\epsilon, \gamma})}{\log(M/\|R_m[f]\|_{\epsilon, \gamma})}\right)^\alpha,$$

for small $\|R_m[f]\|_{\epsilon, \gamma}, M > 0$ depends on $C_0$ and $C$ depends on $C_0$ and $s = \sigma - 1$.

Proof. Proposition 4.9 together with Lemma 5.9 implies with $H = \|R_m[f]\|_{\epsilon, \gamma}$,

$$|a_n| \leq \left(\frac{C}{\epsilon}\right)^{k+1} n!^s H$$

which in turn gives

$$\left(\sum_{n=0}^{N} |a_n|^2\right)^{1/2} \leq \left(\frac{C}{\epsilon}\right)^{N+1} N^{sN} H \leq M \frac{N^{sN}}{N^\alpha}.$$ 

The last inequality is equivalent with

$$N \log N \left(s + \frac{\alpha}{N} + \left(1 + \frac{1}{N}\right) \frac{\log(C/\epsilon)}{\log N}\right) \leq \log \frac{M}{H}$$

which holds if

$$N \log N \leq \frac{\log(M/H)}{\log(C(s)/\epsilon)} = y,$$

where $C(s)$ depends only on $s$. In turn the above inequality holds if we choose $N$ as the largest integer such that

$$N \leq \frac{y}{\log y}.$$
then

$$N \geq \frac{y}{\log y} - 1.$$ 

Choosing $N$ in this way and taking Lemma 5.10 into account we have proven

$$\|M_{\varepsilon, \gamma}[f m_{\gamma}]\|_2 \leq \frac{2M}{N^\alpha} \leq 2M \left( \frac{\log y}{y - \log y} \right)^\alpha \leq 4M \left( \frac{\log y}{y} \right)^\alpha.$$

Hence

$$\|M_{\varepsilon, \gamma}[f m_{\gamma}]\|_2 \leq 4M \left( \frac{\log(C(s)/\varepsilon) \log(\log(M/H))}{\log(M/H)} \right)^\alpha.$$

Using similar arguments as in the proof of Theorem 3.7 we can also prove the next theorem.

**Theorem 4.11.** Under the assumptions in Theorem 4.10 it holds that

$$\|f(\cdot, \gamma)m_{\gamma}(\cdot, 0, \gamma)\|_2 \leq \frac{2^\alpha \log(\log(M/H))}{\log^\alpha(\log\|R_m[f]\|_{\varepsilon, \gamma})} \frac{\log(\|R_m[f]\|_{\varepsilon, \gamma})}{\log(\|R_m[f]\|_{\varepsilon_0, \gamma})}$$

for small $\|R_m[f]\|_{\varepsilon, \gamma}$ and $M$ depends on $C_0$ and $s = \sigma - 1$.

Proof. Choosing $\varepsilon < \varepsilon_0$ implies $H_\varepsilon = \|R_m[f]\|_{\varepsilon, \gamma} \leq \|R_m[f]\|_{\varepsilon_0, \gamma} = H$ so if

$$\frac{1}{\log(M/H)} \leq \varepsilon \leq \frac{2}{\log(M/H)},$$

we get

$$\|f(\cdot, \gamma)\|_2 \leq 4M \left( \frac{\log(C(s) + \log(1/\varepsilon)) \log(\log(M/H_\varepsilon))}{\log(M/H_\varepsilon)} \right)^\alpha + M\varepsilon^\alpha$$

$$\leq 4M \left( \frac{\log(C(s) + \log(M/H)) \log(\log(M/H))}{\log(M/H)} \right)^\alpha + 2M \frac{1}{\log^\alpha(M/H)}$$

$$\leq M \left( \frac{\log^2(\log(\|R_m[f]\|_{\varepsilon_0, \gamma})}{\log(\|R_m[f]\|_{\varepsilon_0, \gamma})} \right)^\alpha.$$

We can also get a version of Theorem 3.9, using similar arguments, for $a, b \in G^\sigma(\mathbb{R}^2)$.
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Remark 4.12. In the special case when $a$ and $b$ are as in Remark 4.2, i.e. if $D_a$ and $D_b$ commute, it is very easy to prove a similar result as Proposition 4.9 where only the Propositions 5.8 and 5.6 are needed.
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5 Appendix

5.1 A special sequence of test functions

In order to improve our continuity estimate for analytic weights we need to choose a test function out of a particular sequence. The simple construction of this sequence can be found in Hörmander’s book [16], or in Rodino’s book [25] (Proposition 1.4.10).

Proposition 5.1. For any given neighborhood $V$ of $x_0 \in \mathbb{R}^n$ we can find a sequence $\phi_N \in C_0^\infty (V)$ such that $0 \leq \phi_N$ and

$$|\partial^\alpha \phi_N| \leq C|\alpha|^{\alpha+1}|\alpha|, \quad |\alpha| \leq N,$$

(5.1)

where $C > 0$ is a constant not depending on $N$ or $\alpha$.

5.2 The Gevrey classes $G^\sigma$

In this section we recall some basic properties of the classes $G^\sigma$. Most of these results can be found in Rodino’s book, [25] on Gevrey spaces.

Definition 5.2. Let $\Omega \subset \mathbb{R}^n$ and $\sigma \geq 1$. If $f \in C^\infty (\Omega)$ and for every compact subset $K$ of $\Omega$ there exists a $C > 0$ such that for all multi-indices $\alpha$ and all $x \in K$

$$|\partial^\alpha f(x)| \leq C|\alpha|^{\alpha+1}(\alpha!)^\sigma,$$

(5.2)

then we call $f$ a Gevrey function of order $\sigma$. We also write $f \in G^\sigma (\Omega)$.

Remark 5.3. In place of estimates (5.2) one sometimes use the equivalent

$$|\partial^\alpha f(x)| \leq C|\alpha|^{\alpha+1}|\alpha|^\sigma|\alpha|.$$

(5.3)

Also observe that we may assume $f \geq 0$ which is illustrated by the following example of a $G^0_0 (\mathbb{R})$-function from [24]:

$$\phi(x) = \begin{cases} \exp \left( - \frac{1}{((1-t)^{1/\sigma})^{\sigma/\theta}} \right), & t \in (0, 1) \\ 0, & t \notin (0, 1). \end{cases}$$

Remark 5.4. Observe that $G^1 (\Omega)$ is the set of all analytic functions on $\Omega$. 
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**Definition 5.5.** For $\sigma > 1$ we define $G^\sigma_0(\Omega)$ to be the set of all $f \in G^\sigma(\Omega)$ such that $f$ has compact support.

The proof of the following propositions can be found in Rodino’s book.

**Proposition 5.6.** $G^\sigma(\Omega)$ is a vector space and a ring (with respect to multiplication of functions) and is closed under differentiation.

In order to treat compositions we first need the following definition.

**Definition 5.7.** Suppose that $\chi : \Omega \to \Lambda$, where $\Lambda$ is an open subset of $\mathbb{R}^m$. We say that $\chi$ is an $G^\sigma$-map if $\chi = (\chi_1, \ldots, \chi_m)$ and $\chi_j \in G^\sigma(\Omega)$ for all $j$.

**Proposition 5.8.** Suppose that $\chi : \Omega \to \Lambda$ is a $G^\sigma$-map and $f \in G^\sigma(\Lambda)$, then $f \circ \chi \in G^\sigma(\Omega)$.

The proposition is proved for analytic maps $\chi$ in [25], but the more general proposition is proved in [20].

### 5.3 Legendre polynomials

Recall that the Legendre polynomials $\{P_n\}_{n=0}^\infty$ forms a complete orthogonal system over $L^2([-1,1])$. There are many equivalent definitions, for example:

$$P_n(x) = \frac{1}{2^n} \sum_{k=0}^{[n/2]} (-1)^k \binom{n}{k} \binom{2n-2k}{n} x^{n-2k}, \quad (5.4)$$

where $\lfloor \cdot \rfloor$ denotes the round to closest integer function. Some properties of $P_n$ include:

- For even/odd $n$, $P_n(x)$ is an even/odd polynomial in $x$,
- $\deg P_n = n$,
- $|P_n(x)| \leq 1$,
- $\|P_n\|_2^2 = \frac{2}{2n+1}$, where $\|P\|_2^2 = \langle P, P \rangle = \int_{-1}^1 P(x)\overline{P(x)} \, dx$.

Given any $f \in L^2([-1,1])$ we know that

$$f(x) = \sum_{n=0}^\infty \frac{\langle f, P_n \rangle}{\|P_n\|_2^2} P_n(x),$$

where the convergence is in $L^2([-1,1])$-sense. Denote from now on the (Fourier-) Legendre coefficients by

$$a_n = \frac{\langle f, P_n \rangle}{\|P_n\|_2} = \sqrt{\frac{2n+1}{2}} \int_{-1}^1 f(x) P_n(x) \, dx.$$
Parseval’s identity reads in this case,
\[ \| f \|_2^2 = \sum_{n=0}^{\infty} |a_n|^2. \]

The following lemmas were used in the proofs of the stability estimates.

**Lemma 5.9.**
\[ |a_n| \leq (4\sqrt{2})^n \max_{0 \leq k \leq n} |m_k(f)|, \]
where
\[ m_k(f) = \int_{-1}^{1} x^k f(x) \, dx, \quad k = 0, 1, \ldots, n \]
are moments of \( f \).

**Proof.**
\[
|a_n| = \left| \int_{-1}^{1} f(x) \sqrt{\frac{2n+1}{2}} \sum_{k=0}^{[n/2]} \binom{n}{k} \binom{2n-2k}{n} x^{n-2k} \, dx \right|
\leq \sqrt{\frac{2n+1}{2}} \sum_{k=0}^{[n/2]} \binom{n}{k} \binom{2n-2k}{n} \left| \int_{-1}^{1} x^{n-2k} f(x) \, dx \right|
\leq 2^{n/2} \cdot 2^n \max_{0 \leq k \leq n} |m_k(f)| \sum_{k=0}^{[n/2]} \binom{n}{k}
\leq (4\sqrt{2})^n \max_{0 \leq k \leq n} |m_k(f)|.
\]

The first inequality is just the triangle inequality, the second inequality follows from that \( \frac{2n-2k}{2} \leq 2n \leq 4^n \) and \( \sqrt{\frac{2n+1}{2}} < 2^{n/2} \). The final inequality follows by increasing the number of terms (from \([n/2]\) to \(n\)) in the sum and applying the binomial theorem.

There are many results on convergence and the magnitude of \( a_n \) depending on the regularity of \( f \). Good references are Sansone’s and Alexits’ books [27, 1]. Recall that the modulus of continuity of a function \( f \) on \( \mathbb{R}^n \) is defined by the quantity
\[ \omega(f; r) = \sup_{\|x-y\| \leq r} |f(x) - f(y)|. \]
In particular, \( f \in C^{0,\alpha}(\mathbb{R}) \) implies that there are constant \( 0 < \alpha \leq 1, C_0 > 0 \) such that
\[ \omega(f; r) \leq C_0 r^\alpha. \]

As the best \( L^2 \)-approximation of a function \( f \) on \([-1, 1]\) in terms of an \( N \):th degree polynomial is given by the Fourier-Legendre sum:
\[ S_N[f](x) = \sum_{n=0}^{N} a_n \hat{P}_n(x), \text{ where } \hat{P}_n(x) = \frac{P_n(x)}{\|P_n\|_2}, \]
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we can easily verify the following well-known lemma

**Lemma 5.10.** Suppose that \( \| f \|_{C^0[-1,1]} \leq C_0 \), then

\[
\| f - S_N[f] \|_2 \leq \sqrt{2} A_0 C_0 \left( \frac{2}{N} \right) ^{\alpha},
\]

where \( A_0 \) is some absolute constant.

**Proof.**

\[
\| f - S_N[f] \|_2^2 = \int_{-1}^{1} | f(x) - S_N[f](x) |^2 \, dx \leq \int_{-1}^{1} | f(x) - p_N(x) |^2 \, dx
\]

for any \( N \):th degree polynomial \( p_N \) since \( S_N[f] \) is the best approximation in \( L^2 \).

Let now in particular \( p_N \) be the degree \( N \) polynomial that is the best uniform approximation of \( f \) on \([-1,1]\). By Jackson’s inequality (Theorem 4.6.6 in [1]) it then follows that

\[
\| f(x) - p_N(x) \|_{\infty} \leq A_0 \omega(f; 2N) \leq A_0 C_0 \left( \frac{2}{N} \right) ^{\alpha}.
\]

Thus

\[
\| f - S_N[f] \|_2 \leq A_0 C_0 \left( \frac{2}{N} \right) ^{\alpha} \sqrt{\int_{-1}^{1} dx} = \sqrt{2} A_0 C_0 \left( \frac{2}{N} \right) ^{\alpha}.
\]

\[\square\]

In Szegö’s book on orthogonal polynomials, [30] one can also find better and more explicit bounds on \( P_n \) for \( n > 0 \), e.g.

\[
(1 - x^2)^{1/4} | P_n(x) | \leq \sqrt{\frac{2}{\pi n}}.
\]

(5.5)

Using (5.5) together with \( \| P_n \|_2 = \sqrt{\frac{2}{2n+1}} \) (and \( P_0(x) = 1 \)) one can easily verify

**Lemma 5.11.** If \( P_n, n = 0, 1, \ldots \) are Legendre polynomials over the interval \([-1,1]\), then the \( L^2 \)-normalized Legendre polynomials \( \tilde{P}_n \) satisfy

\[
| \tilde{P}_n(x) | \leq \begin{cases} 2^{1/4} \sqrt{\frac{2n+1}{\pi n}}, & n \geq 1 \\ \frac{1}{\sqrt{2}}, & n = 0 \end{cases},
\]

for \( |x| \leq 1/2 \).
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