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Abstract

In this paper, we present a novel recurrent multi-view stereo network based on long short-term memory (LSTM) with adaptive aggregation, namely AA-RMVSNet. We firstly introduce an intra-view aggregation module to adaptively extract image features by using context-aware convolution and multi-scale aggregation, which efficiently improves the performance on challenging regions, such as thin objects and large low-textured surfaces. To overcome the difficulty of varying occlusion in complex scenes, we propose an inter-view cost volume aggregation module for adaptive pixel-wise view aggregation, which is able to preserve better-matched pairs among all views. The two proposed adaptive aggregation modules are lightweight, effective and complementary regarding improving the accuracy and completeness of 3D reconstruction. Instead of conventional 3D CNNs, we utilize a hybrid network with recurrent structure for cost volume regularization, which allows high-resolution reconstruction and finer hypothetical plane sweep. The proposed network is trained end-to-end and achieves excellent performance on various datasets. It ranks 1st among all submissions on Tanks and Temples benchmark and achieves competitive results on DTU dataset, which exhibits strong generalizability and robustness. Implementation of our method is available at https://github.com/QT-Zhu/AA-RMVSNet.

1. Introduction

Multi-view stereo (MVS) aims to obtain 3D dense models of real-world scenes from multiple images, which is one of the core techniques in a variety of applications including virtual reality, autonomous driving and heritage conservation. While traditional MVS methods [5, 9, 10, 26, 4] utilize hand-crafted matching metrics to measure multi-view consistency, recent deep-learning-based methods [33, 34, 21, 37, 31] achieve superior accuracy and completeness on many MVS benchmarks [3, 16, 35, 27] compared with the previous state-of-the-arts, through introducing convolutional neural network (CNN) which makes feature extraction and cost volume regularization more powerful. However, some challenging problems still remain to be solved to further improve reconstruction quality.

First, general features extracted by 2D CNN in regular pixel grids with fixed receptive fields often have difficulties in handling thin structures or textureless surfaces, which limits the robustness and completeness of 3D reconstruction. Recent MVSNet-based attempts [36, 31, 32] introduce multi-scale information to improve depth estimation. However, context-aware features have not been leveraged well enough for varying richness of texture on different regions.

Second, few works consider pixel-wise visibility issues during multi-view matching cost aggregation, which inevitably deteriorates the final reconstruction quality, especially under severe occlusion. In order to select well-captured views for each pixel, Vis-MVSNet [37] uses
pair-wise matching uncertainties as weighting guidance to alleviate pixels that have difficulties to match. PVA-MVSNet [36] contains a CNN-based voxel-wise view aggregation module to guide multiple cost volume aggregation. However, it is hard to give a perfect solution for the occlusion problem in general case.

Moreover, in order to meet the needs of various real-world applications, memory consumption is also essential for a scalable MVS algorithm. Instead of using 3D CNN, some recent methods [34, 31] apply recurrent convolution structure for cost volume regularization, which is effective and memory efficient to reconstruct scenes with wide ranges of depth.

To tackle the aforementioned problems, we therefore present a novel long short-term memory (LSTM) based recurrent multi-view stereo network with both intra-view and inter-view adaptive aggregation modules, namely AA-RMVSNet. The intra-view scheme is designed for robust feature extraction, where context-aware features are adaptively aggregated for multiple scales and regions with varying richness of texture; the inter-view scheme is used at multi-view cost volume aggregation step, whose aim is to overcome the difficulty of varying occlusion in complex scenarios by allocating higher weights on the well-matched view pairs. As a result, the proposed network is able to obtain accurate and complete depth maps to further generate high quality dense point clouds, as illustrated in Fig. 1.

The main contributions of this work are listed below:

- We introduce an intra-view feature aggregation module to adaptively extract image features by using deformable convolution and multi-scale aggregation.
- We propose an inter-view cost volume aggregation module to adaptively aggregate cost volumes of different views by yielding pixel-wise attention maps for each view.
- Our method ranks 1st among all submissions on Tanks and Temples online benchmark and obtains competitive results on DTU dataset.

2.2. Learning-based MVS

Rather than using traditional hand-crafted image features, recent studies on MVS apply deep learning for better reconstruction accuracy and completeness. Volumetric methods SurfaceNet [12] and LSM [13] are first proposed. They construct a cost volume using multi-view images and use 3D CNNs to regularize and infer the voxel. However, SurfaceNet and LSM are restricted to only small-scale reconstructions due to the common drawback of the volumetric representation. Depth-based method MVSNet [33] improves the MVS reconstruction performance a lot compared with SurfaceNet and LSM. MVSNet takes one reference image and several source images as input and extracts deep image features, then encodes camera geometries in the network to build the 3D cost volumes via differentiable homography. To reduce the huge memory consumption of MVSNet, some variants of MVSNet have been proposed recently and can be divided into: multi-stage methods and recurrent methods. Multi-stage methods, such as CasMVSNet [11], CVP-MVSNet [32], UCS-Net [7], Vis-MVSNet [37], use the coarse-to-fine strategy that first predict a low resolution depth map with large depth interval and iteratively up-samples and refines the depth map with a narrow depth range. Though the coarse-to-fine architectures successfully reduce memory consumption, they are not suitable for high-resolution depth reconstructions as the depth prediction of coarse stage may be wrong with a large depth interval. To this end, recurrent methods, such as R-MVSNet [34] and \( D^3HC-RMVSNet \) [31], are proposed. They sequentially regularize cost maps along the depth dimension with recurrent networks to avoid using memory-intensive 3D CNNs; thus they can infer depth maps within a very large depth range. R-MVSNet regularizes cost volumes in a sequen-
Figure 2. Overall architecture of AA-RMVSNet that consists of 4 stages. Intra-view AA module aims to aggregate context-aware features for multiple scales and regions with varying richness of texture. Inter-view AA module adaptively aggregates cost volumes of different views by yielding pixel-wise attention maps for each view. A RNN-CNN hybrid network is adopted to regularize cost volumes in a recurrent slice-by-slice pattern. At last, cross entropy for pixel-wise classification is adopted to calculate the loss for back propagation.

3. Methodology

The overall architecture of our AA-RMVSNet follows the typical pattern of a learning-based MVS pipeline, which is illustrated in Fig. 2. Input images are separated into 1 reference image and \( N - 1 \) source images. Image features \( (H \times W \times F) \) of all \( N \) images are extracted by an encoder with shared weights and a 3D cost volume \( (H \times W \times D \times F) \) is constructed via differentiable homography by warping features of source images to the reference camera frustum. Then the cost volume is regularized to obtain a probability volume \( H \times W \times D \) which generates the prediction of depth map. Feature maps of all images are filtered and fused to obtain the dense point cloud of the scene.

Particularly for AA-RMVSNet, per-view matching cost volumes are computed by matching features of the \( N - 1 \) warped source images and the reference image with \( D \) depth hypotheses. The pixel-wise mapping relation between the reference image and the \( i \)-th source image with depth hypothesis \( d \) is described by the differentiable homography as

\[
\mathbf{H}_i^{(d)} = d\mathbf{K}_i\mathbf{T}_i\mathbf{T}_{ref}^{-1}\mathbf{K}_{ref}^{-1},
\]

where \( \mathbf{T} \) and \( \mathbf{K} \) denote camera extrinsics and intrinsics respectively. Then per-view cost volumes are calculated by

\[
c_i^{(d)} = (f_{src_i}^{(d)} - f_{ref})^2,
\]

where \( f_{src}^{(d)} \) represents extracted features of the \( i \)-th source image and \( f_{ref} \) represents features of the reference image. All \( N - 1 \) cost volumes are aggregated and cost volume regularization is then carried out by a hybrid neural network to obtain depth maps and corresponding probability distribution.

AA-RMVSNet further improves the pipeline by leveraging the idea of adaptive aggregation at two stages, namely intra-view adaptive aggregation (intra-view AA) at feature extraction (Sec. 3.1) and inter-view adaptive aggregation (inter-view AA) at cost volume construction (Sec. 3.2). Besides, a RNN-CNN hybrid neural network (Sec. 3.3), which is memory efficient and robust for varying scenes, is adopted to commit cost volume regularization recurrently.

3.1. Intra-view Adaptive Aggregation

As have been covered, 3D cost volumes are constructed by matching 2D feature maps so extracting recognizable and reliable features is of great significance in MVS. As for 3D reconstruction, it is universally acknowledged that reflective surfaces and low-textured or texture-less areas are
main difficulties for a common CNN to handle which is operated on regular 2D grids with fixed receptive fields. For those challenging regions that are generally lacking in texture, we expect the receptive fields of convolutions to be larger while smaller receptive fields are favored for regions with rich texture. We introduce an intra-view AA module as illustrated in Fig. 3 for adaptive aggregating features of different scales and regions with varying richness of texture. In the intra-view AA module, 3 feature maps of different spatial scales, whose sizes are $H \times W$, $H/2 \times W/2$, and $H/4 \times W/4$, respectively, are processed by 3 one-stride deformable convolutions [8, 38] with exclusive parameters. The definition of a deformable convolution is defined as

$$f'(p) = \sum_k w_k \cdot f(p + \Delta p_k) \cdot \Delta m_k,$$  

(3)

where $f(p)$ denotes the feature value pixel $p$; $w_k$ and $p_k$ represent the kernel parameter and fixed offset defined in a common convolution operation; $\Delta p_k$ and $\Delta m_k$ are the offset and modulation weight yielded adaptively by learnable sub-networks of deformable convolution. By interpolating smaller feature maps to $H \times W$, we obtain 3 feature maps with 16, 8, 8 channels respectively and these features are concatenated to construct a feature map of $H \times W \times 32$.

### 3.2. Inter-view Adaptive Aggregation

After per-view cost volumes have been constructed, the next step is to aggregate all cost volumes into one for regularization.

A common practice is to average $N - 1$ cost volumes, whose underlying principle is that all views should be of equal importance. However, this is not reasonable enough since varying shooting angles may lead to problems such as occlusion and different lighting conditions of non-Lambertian surfaces that make depth estimation more difficult.

Therefore, as illustrated in Fig. 4, we design an inter-view AA module to handle unreliable matching costs, which is defined as

$$C^{(d)} = \frac{1}{N - 1} \sum_{i=1}^{N-1} [1 + \omega(c^{(d)}_i)] \odot c^{(d)}_i,$$  

(4)

where $\odot$ denotes Hadamard multiplication and $\omega(\cdot)$ is pixel-wise attention maps adaptively yielded according to per-view cost volumes. In this way, pixels that are likely to be confusing for matching will be suppressed while those with crucial context information will be assigned with larger weights. $1 + \omega(\cdot)$ better prevents over-smoothness than $\omega(\cdot)$ alone.

### 3.3. Recurrent Cost Regularization

Cost regularization is to leverage spatial context information and to turn matching costs into a probability distribution of $D$ depth hypotheses. The regularization network adopts a RNN-CNN hybrid fashion where a cost volume $(H \times W \times D \times 32)$ is sliced at the dimension of $D$. As is illustrated in Fig. 2, feature passing in the regularization network has both horizontal direction and vertical direction. Horizontally, each slice of 3D cost volume is regularized by a CNN with encoder-decoder architecture; on the vertical direction, there are 5 parallel RNNs to deliver intermediate outputs of former ConvLSTMCells to later ones.

Considering a cost volume slice of depth hypothesis $d$ to be processed by the $j$-th convolution layer, denoted as
\( v^{(d)}_{j-1} \), the output of this layer with depth hypothesis \( d-1 \) as \( v^{(d-1)}_j \) and memory maintained (or hidden state) as \( m^{(d-1)}_j \), operations within a ConvLSTMCell are as follows.

Firstly, \( v^{(d)}_{j-1} \) and \( v^{(d-1)}_j \) are concatenated and after being processed by a convolution layer, the tensor is split into 4 tensors from the feature dimension, namely \( w, x, y \) and \( z \). The 4 signals within a LSTM cell are defined as

\[
\begin{align*}
    i &= \sigma(w) \\
    f &= \sigma(x) \\
    o &= \sigma(y) \\
    g &= \tanh(z)
\end{align*}
\]

where all signals are two-dimensional in space and Sigmoid function \( \sigma(\cdot) \) and hyperbolic tangent function \( \tanh(\cdot) \) are all element-wise operations. Then the memory of LSTM is updated by

\[
m^{(d)}_j = m^{(d-1)}_j \odot f + i \odot g,
\]

while the output of the cell is

\[
v^{(d)}_j = o \odot \tanh(m^{(d)}_j),
\]

3.4. Loss Function

Since cost volume regularization turns matching costs into a pixel-wise probability distribution of depth hypothesis, the task of depth estimation is now similar to a pixel-wise classification problem. Therefore, by encoding the ground truth with one-hot pattern, we adopt cross entropy to calculate the training loss, defined as

\[
L = \sum_{p \in \{p_v\}} \sum_{d=d_0}^{d_{D-1}} -G^{(d)}(p) \log[P^{(d)}(p)],
\]

where \( G^{(d)}(p) \) and \( P^{(d)}(p) \) denote ground truth probability and predicted probability of depth hypothesis \( d \) at pixel \( p \). \( \{p_v\} \) is the set of valid pixels with reliable depth.

4. Experiments

4.1. Datasets

DTU dataset

The DTU dataset [3] is an indoor MVS dataset collected under well-controlled laboratory conditions with fixed camera trajectory. It contains 128 scans with 49 views under 7 different lighting conditions and is split into 79 training scans, 18 validation scans and 22 evaluation scans. By setting each image as reference, there are 27097 training samples in total. Following common configurations, we apply DTU dataset for network training and evaluation.

4.2. Implementation Details

Training

We train our AA-RMVSNet on DTU training set [3] consisting of 79 different scenes. Since DTU dataset only provides laser ground truth point clouds, in order to obtain ground truth depth maps for network training, we follow the previous MVS methods [33, 34, 37, 11] to generate coarse ground truth depth maps by screened Poisson surface reconstruction algorithm [14] and depth rendering. After that, we improve the reliability of original depth maps by

\[\text{Figure 5. Comparison of depth map estimation of Scan 13 in DTU evaluation set [3]. Our AA-RMVSNet’s prediction is more accurate, continuous and complete in contrast to [33, 31].}\]
cross-filtering with their neighboring views, which is similar to [21]. We resize the original images to the size of $W \times H = 160 \times 128$ which is equal to the resolution of the refined ground truth depth maps. The number of input images is set to $N = 7$ while the number of depth hypotheses is set to $D = 192$, which is uniformly sampled from $425\text{mm}$ to $935\text{mm}$. We implement our AA-RMVSNet by PyTorch [24] and train the proposed network end-to-end using Adam [15] with an initial learning rate of $0.001$, which decays by $0.9$ each epoch. The total training phase costs $20.16\text{GB}$ memory and takes about $3$ days. Batch size is set to $4$ on $4$ NVIDIA TITAN RTX GPUs.

**Testing** Since the training phase needs extra memory to save intermediate gradients for back propagation, the testing phase of AA-RMVSNet is relatively memory efficient so that it could deal with higher resolution images and finer depth plane sweep. We set $N = 7$ and $D = 512$ in the testing phase to obtain depth maps with finer details. In order to fit the network, the height and width of input images must be a multiple of $8$. We use input images of $800 \times 600$ resolution for DTU evaluation. Before testing on BlendedMVS, we fine-tune our network on the training set of BlendedMVS to boost the performance of various scenarios. We test our network on the validation set of BlendedMVS using original images of $768 \times 576$ with inverse depth setting. For benchmarking on Tanks and Temples, we apply COLMAP-SfM [25] to estimate depth ranges and camera parameters. Different from the image cropping methods in [33, 34, 36, 31, 11], we resize and pad images to the size of $1024 \times 544$ or $960 \times 544$ to fit our network, so context information near image boundary is preserved in this way.

**Filtering and Fusion** Similar to the previous MVS methods [33, 34, 36, 11, 21], we introduce photometric and geometric constraints for depth map filtering. The photometric constraint measures the multi-view matching quality, where depth with low confidence value is considered as an outlier. In our experiments, we discard pixels whose probability of estimated depth is lower than $0.3$. The geometric constraint measures multi-view depth consistency, where depth inconsistent with its neighboring views should also be discarded. We follow the dynamic geometric consistency checking method presented in [31] to cross-filter original depth maps. After that, we utilize a visibility-based depth fusion method proposed by [22] with a mean average fusion approach [33] to produce final 3D point clouds.

### Table 1. Quantitative results on DTU evaluation set [3] (lower is better). Our method AA-RMVSNet exhibits a competitive overall score compared with other state-of-the-art methods. Specially, our method outperforms all methods mentioned in terms of completeness.

| Method                  | Acc.(mm) | Comp.(mm) | Overall(mm) |
|-------------------------|----------|-----------|-------------|
| Furu [9]                | 0.613    | 0.941     | 0.777       |
| Gipuma [10]             | 0.283    | 0.873     | 0.578       |
| COLMAP [26]             | 0.400    | 0.664     | 0.532       |
| MVSNet [33]             | 0.396    | 0.527     | 0.462       |
| R-MVSNet [34]           | 0.385    | 0.459     | 0.422       |
| P-MVSNet [20]           | 0.406    | 0.434     | 0.420       |
| PointMVSNet [6]         | 0.361    | 0.421     | 0.391       |
| $D^2$HC-RMVSNet [31]    | 0.395    | 0.378     | 0.386       |
| PointMVSNet [6]         | 0.342    | 0.411     | 0.376       |
| Vis-MVSNet [37]         | 0.369    | 0.361     | 0.365       |
| CasMVSNet [11]          | 0.325    | 0.385     | 0.355       |
| CVP-MVSNet [32]         | 0.296    | 0.406     | 0.351       |
| AA-RMVSNet              | 0.376    | **0.339** | **0.357**   |

Figure 6. Qualitative comparisons with [33, 36, 34, 31] of Scan 33 and Scan 13 in DTU dataset [3]. Our method provides more complete 3D dense point clouds with details preserved.
| Method            | Rank | Mean | Family | Francis | Horse | L.H. | M60 | Panther | P.G. | Train |
|-------------------|------|------|--------|---------|-------|------|-----|---------|------|-------|
| CIDER [30]        | 95.00| 46.76| 56.79  | 32.39   | 29.89 | 54.67| 53.46| 53.51   | 50.48| 42.85 |
| Point-MVSNet [6]  | 93.88| 48.27| 61.79  | 41.15   | 34.20 | 50.79| 51.97| 50.85   | 52.38| 43.06 |
| Dense R-MVSNet [34]| 83.50| 50.55| 73.01  | 54.46   | 43.42 | 43.88| 46.80| 46.69   | 50.87| 45.25 |
| PVA-MVSNet [36]   | 56.62| 54.46| 69.36  | 46.80   | 46.01 | 55.74| 57.23| 54.75   | 56.70| 49.06 |
| CVP-MVSNet [32]   | 55.12| 54.03| 76.50  | 47.74   | 36.34 | 55.12| 57.28| 54.28   | 57.43| 47.54 |
| P-MVSNet [20]     | 43.12| 55.62| 70.04  | 44.64   | 40.22 | 65.20| 55.08| 55.17   | 60.37| 54.29 |
| CasMVSNet [11]    | 40.38| 56.84| 76.37  | 58.45   | 46.26 | 55.81| 56.11| 54.06   | 58.18| 49.51 |
| ACMM [29]         | 34.25| 57.27| 69.24  | 51.45   | 46.97 | 63.20| 57.64| 60.08   | 54.48|       |
| DeepC-MVS [17]    | 24.62| 59.79| 71.91  | 54.08   | 42.29 | 66.54| 55.77| 67.47   | 60.47| 59.83 |
| AttMVS [21]       | 24.00| 59.03| 77.19  | 61.52   | 42.09 | 65.30| 59.36| 58.20   | 57.05| 53.30 |
| Altizure-HKUST-2019 [1] | 18.38| 59.20| 74.69  | 56.04   | 49.42 | 60.08| 59.81| 63.42   | 56.06|       |
| Vis-MVSNet [37]   | 15.38| 60.03| 77.40  | 60.23   | 47.07 | 63.44| 62.21| 57.28   | 60.54| 52.07 |
| **AA-RMVSNet**    | **6.38**| **61.51**| **77.77**| **59.53**| **51.53**| **64.02**| **64.05**| **59.47**| **60.85**| **54.90**|

Table 2. Benchmarking results on the Tanks and Temples [16]. The evaluation metric is mean F-score (higher is better). AA-RMVSNet outperforms all existing MVS methods with a significant margin and ranks 1st on Tanks and Temples leaderboard (Mar. 15, 2021). The Rank is a metric representing the average rank of all 8 scenes and is the basis for final ranking.

4.3. Experimental Results

Results on DTU dataset We firstly evaluate AA-RMVSNet on DTU evaluation set [3]. The depth comparison of Scan 13 with [33, 31] is shown in Fig. 5. Benefited from the intra-view AA module which integrates multi-scale and context-aware features, our method is able to estimate more complete and continuous depths for the low-textured surface of the paper box. Some qualitative results compared with other methods are shown in Fig. 6. Due to the improvement of depth map estimation, our method obtains more complete 3D dense point clouds with details reserved. The quantitative results of the whole DTU evaluation set are shown in Tab. 1, where accuracy and completeness are two absolute distances calculated by the official MATLAB evaluation code [3]. Overall is the mean average of the two metrics. Compared with the advanced methods, our method achieves best completeness and competitive overall performance. Through the comparison with two previous recurrent MVS networks R-MVSNet and $D^2$HC-RMVSNet, our method significantly improves both accuracy and completeness on DTU dataset.

![Figure 7. Error visualization of Lighthouse, Francis and Playground in Tanks and Temples benchmark [16] calculated according to corresponding ground truth point clouds, in contrast to R-MVSNet [34].](image)
Benchmarking on Tanks and Temples  In order to evaluate the performance of our method under complex outdoor scenes, we test our method on Tanks and Temples benchmark as demonstrated in Tab. 2. Our proposed AA-RMVSNet outperforms all existing MVS methods with a significant margin and ranks 1st on Tanks and Temples leaderboard (Mar. 15, 2021) with 61.51 mean F-score. Compared with the state-of-the-art methods on DTU dataset, such as CasMVSNet and CVP-MVSNet, our method exhibits stronger robustness and generalizability for varying scenarios. Fig. 7 visualizes the error maps calculated according to the corresponding ground truth point clouds. In contrast to the original recurrent MVS network R-MVSNet, our method significantly improves overall reconstruction quality, especially at challenging regions such as low-textured planes, occluded areas and thin objects, which is benefited from our robust feature extraction and view aggregation methods.

Results on BlendedMVS dataset  To further demonstrate the generalizability and scalability of our method, we also test it on BlendedMVS validation set [35]. Our method successfully reconstructs whole wide-range aerial scenes as well as the small objects. Please check the appendices for results.

4.4. Ablation Study

In this section, we provide ablation experiments to quantitatively analyze the effectiveness and memory cost of each adaptive aggregation method. The following ablation studies are performed on DTU dataset using the same parameters as Sec. 4.2. We compare four different network architectures with or without the proposed adaptive aggregation modules. Baseline applies general 2D CNN for feature extraction and the same hybrid LSTM structure for cost volume regularization without any additional modules.

| Model           | Acc. | Comp. | O.A.(mm) | Mem.(GB) |
|-----------------|------|-------|----------|----------|
| Baseline        | 0.408| 0.374 | 0.391    | 2.41     |
| +intra-view AA  | 0.396| 0.346 | 0.371    | 4.15     |
| +inter-view AA  | 0.377| 0.363 | 0.370    | 2.52     |
| Full            | 0.376| 0.339 | 0.357    | 4.25     |
| MVSNet [33]     | 0.396| 0.522 | 0.462    | 15.4     |
| R-MVSNet [34]   | 0.385| 0.459 | 0.422    | 6.7      |

Table 3. Quantitative and memory performance with different components on DTU evaluation dataset [3]. Validation results of the mean average depth error with different components during training are shown in Fig. 8. It is clear that each individual module can significantly lower the depth error, and the two modules are complementary in full AA-RMVSNet to achieve the best performance.

We also test the point cloud results generated by different network models as shown in Tab. 3. Both intra-view AA and inter-view AA can improve the accuracy and completeness of 3D reconstruction results. Specifically, intra-view AA takes about 1.74GB additional memory and improves completeness by 0.28, while inter-view AA only costs extra 0.11 GB and gains 0.31 more in accuracy. The overall error drops from 0.391 to 0.357 with both two modules. Full AA-RMVSNet only takes 4.25GB to obtain dense and accurate depth maps with 800×600 resolution, indicating that our method is fairly memory efficient.

Regarding ablation study for different experiment settings, please refer to the appendices for detailed results.

5. Conclusion

We have presented a novel recurrent multi-view stereo network with adaptive aggregation modules, denoted as AA-RMVSNet. The intra-view feature aggregation module efficiently improves the performance on thin objects and large low-textured surfaces, by integrating multi-scale and context-aware features adaptively. The inter-view cost volume aggregation module successfully handles the problem of varying occlusion in complex scenes by adaptive pixel-wise view aggregation. The two modules are lightweight, effective and complementary. As a result, our method achieves competitive results on DTU dataset and outperforms other submissions with a significant margin on Tanks and Temples benchmark, showing great generalizability and scalability.
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Appendices

A. Network Details

Detailed information of the layers of AA-RMVSNet is listed in Tab. 4. Note that the procedure of feature extraction is identical for all $N$ images and the procedure of cost volume processing is identical for all $D$ depth hypotheses.

B. Deformable Sampling in Intra-view AA

In terms of feature extraction for matching, we expect regions with rich texture to be processed by convolutions with smaller receptive fields so that tiny and detailed parts will be preserved during matching. While for low-textured or textureless regions, such as plain surfaces, we prefer a larger receptive field where more context information can get aggregated for more reliable matching.

The proposed intra-view AA module adopts deformable convolution to do the aforementioned job adaptively. For a pixel $p$ at the object boundary, all sampling points of a deformable convolution kernel tend to be located on the same surface as $p$. In contrast, for the pixel in textureless regions, sampling points are spread over a larger region and the receptive field is expanded. Fig. 9 visualizes sampling locations of deformable convolution kernels. On the thin cable of the earphone, sampling points tend to be concentrated on the cable itself, while for other low-textured areas of the earphone, the receptive field is expanded. At boundary regions of objects, sampling points are gathered at the same side of the kernel center.

C. View Reweighting in Inter-view AA

In order to handle an arbitrary number of input views and eliminate the influence of unreliable matching at occluded regions, an inter-view AA module is leveraged to our AA-RMVSNet. The inter-view AA module contains a CNN for yielding pixel-wise attention maps for per-view cost volumes adaptively. For an area in the reference image, if this area is occluded in the source image, lower weights should be assigned to suppress local matching. On the contrary, if an area is well-captured and unoccluded, higher weights are assigned to enhance reliable local matching.

Fig. 10 visualizes two attention maps by gray-scale images. As is clearly framed in red, for areas well-captured in the corresponding source images, attention values are larger. In this way, reliably matched areas of per-view cost volumes are enhanced while those occluded unreliable regions are suppressed by low weights.

D. Depth Comparison in Ablation Experiments

To further demonstrate the effectiveness of the proposed intra-view AA module and inter-view AA module, we visualize some representative depth maps for each ablation experiment.

As is shown in Fig. 11, the intra-view AA module manages to eliminate noises at textureless surfaces and boundary areas of objects. At the same time, the inter-view AA module is able to preserve more details for those regions easy to be occluded, e.g. the handle. Integrated both AA modules into the proposed network, our AA-RMVSNet benefits from both modules and is capable of predicting accurate and complete depth maps for images under varying conditions.
| Input | Description | Output | Output Shape |
|-------|-------------|--------|--------------|
| I     | Conv(3 × 3)+GN+ReLU | x₀     | H × W × 8   |
| x₀    | Conv(3 × 3)+GN+ReLU | x₁     | H × W × 16  |
| x₁    | Conv(3 × 3)+GN+ReLU | x₂     | H × W × 16  |
| x₂    | Conv(3 × 3)+GN+ReLU | x₃     | H × W × 16  |
| x₃    | Conv(3 × 3)+GN+ReLU | x₄     | H × W × 16  |
| x₂    | DeformConv(3 × 3) | x₂'    | H × W × 16  |
| x₄    | DeformConv(3 × 3)+BI | x₄'    | H × W × 8   |
| x₅, x₆, x₇ | Concatenation | f      | H × W × 32  |

Cost Volume Construction: \( f_{ref,src_{i=1..N-1}} \rightarrow C^{(d)} \)

| \( f_{src, d} \) | Homography | \( f_{src}^{(d)} \) | H × W × 32 |
|----------------|------------|---------------------|------------|
| \( f_{src}^{(d)} \), \( f_{ref}^{(d)} \) | (\( f_{src}^{(d)} - f_{ref}^{(d)} \))^2 | \( c_{i}^{(d)} \) | H × W × 32 |
| \( c_{i}^{(d)} \) | Conv(3 × 3)+GN+ReLU | \( x_{5} \) | H × W × 4   |
| \( x_{5} \) | Conv(1 × 1)+GN+ReLU | \( x_{6} \) | H × W × 4   |
| \( x_{6} \) | Conv(1 × 1)+GN | \( x_{7} \) | H × W × 4   |
| \( x_{7} \) | RelU | \( x_{8} \) | H × W × 4   |
| \( x_{8} \) | Conv(1 × 1)+Sigmoid | \( \omega_{i} \) | H × W × 1   |
| \( (1 + \omega_{i}) \), \( c_{i}^{(d)} \) | (1 + \( \omega_{i} \))^2 ⊙ \( c_{i}^{(d)} \) | \( c_{(i=1..N-1)}^{(d)} \) | H × W × 32 |

Cost Volume Regularization: \( C^{(d)} \rightarrow Y^{(d)} \)

| \( v_{0}^{(d-1)}, C^{(d)} \) | ConvLSTMCell(3 × 3) | \( v_{0}^{(d)} \) | H × W × 16 |
| \( v_{0}^{(d)} \) | MaxPooling | \( v_{1}^{(d)} \) | H × W × 16  |
| \( v_{2}^{(d-1)}, v_{1}^{(d)} \) | ConvLSTMCell(3 × 3) | \( v_{2}^{(d)} \) | H × W × 16  |
| \( v_{2}^{(d)} \) | MaxPooling | \( v_{3}^{(d)} \) | H × W × 16  |
| \( v_{4}^{(d-1)}, v_{3}^{(d)} \) | ConvLSTMCell(3 × 3) | \( v_{4}^{(d)} \) | H × W × 16  |
| \( v_{4}^{(d)} \) | TransConv(3 × 3)+GN+ReLU | \( v_{5}^{(d)} \) | H × W × 16  |
| \( v_{5}^{(d)} \) | Concatenation | \( v_{6}^{(d)} \) | H × W × 32  |
| \( v_{6}^{(d)} \) | ConvLSTMCell(3 × 3) | \( v_{6}^{(d)} \) | H × W × 16  |
| \( v_{6}^{(d)} \) | TransConv(3 × 3)+GN+ReLU | \( v_{7}^{(d)} \) | H × W × 16  |
| \( v_{7}^{(d)} \) | Concatenation | \( v_{8}^{(d)} \) | H × W × 32  |
| \( v_{8}^{(d)} \) | ConvLSTMCell(3 × 3) | \( v_{8}^{(d)} \) | H × W × 8   |
| \( v_{8}^{(d)} \) | Conv(3 × 3) | \( Y^{(d)} \) | H × W × 1   |

Table 4. Details information of network layers of AA-RMVSNet. Conv, TransConv and DeformConv denote 2D convolution, 2D transposed convolution (also known as deconvolution) and 2D deformable convolution, respectively. GN represents group normalization while BI represents bilinear interpolation.

### E. Ablation Study on Experiment Settings

As is showed in Tab. 5, we investigate the influence of variant numbers of input views \( N \), numbers of depth hypotheses \( D \) and resolutions of input images \( W \) and \( H \).

### Number of Views

Our AA-RMVSNet is capable of processing an arbitrary number of views and leveraging the variant importance in multiple views due to the proposed inter-view AA module. With fixed \( D \) and image resolution, we compare reconstruction results under \( N = 3, 5, 7 \). As is shown in Tab. 5, the larger \( N \) turns, the better the recon-
Figure 11. Comparison between depth maps predicted by the network with and without the two proposed AA modules and full AA-RMVSNet.

Table 5. Ablation study on number of input views $N$ and number of depth hypotheses $D$ on DTU evaluation set (lower is better).

| $N$ | $D$ | Resolution | Acc.(mm) | Comp.(mm) | O.A.(mm) |
|-----|-----|------------|----------|-----------|----------|
| 3   | 256 | 480 × 360  | 0.424    | 0.387     | 0.405    |
| 5   | 256 | 480 × 360  | 0.414    | 0.358     | 0.386    |
| 7   | 256 | 480 × 360  | 0.408    | 0.351     | 0.380    |
| 7   | 512 | 480 × 360  | 0.387    | 0.356     | 0.372    |
| 7   | 512 | 640 × 480  | 0.381    | 0.352     | 0.366    |
| 7   | 512 | 800 × 600  | **0.376**| **0.339** | **0.357**|

Construction results are in terms of all metrics. It demonstrates that our proposed inter-view AA module can well enhance the valid information in the good neighboring views and eliminate bad information in occluded views.

Number of Depth Hypotheses In AA-RMVSNet, cost volumes are regularized recurrently by a RNN-CNN hybrid network. In this way, memory usage is reduced considerably and more room is left for finer division of depth space (or known as plane sweep). We compare reconstruction quality when $D = 256$ and when $D = 512$ with fixed $N = 7$ and image resolution 480 × 360. As a result, finer depth division lowers reconstruction error.

Resolution of Images Since our AA-RMVSNet regularizes cost volumes in a memory-efficient fashion, we are able to use images of larger resolution for reconstruction. We fix $N = 7$ and $D = 512$ and compare reconstruction results with image resolution of 480 × 360 and 800 × 600. Experimental results demonstrate that larger resolution is beneficial for reconstruction.

F. More Point Cloud Results

We visualize all results of DTU evaluation set, the intermediate set of Tanks and Temples benchmark and BlendedMVS validation set respectively in Fig. 12, Fig. 13 and
Figure 12. All point clouds results of DTU evaluation set.
Figure 13. All point clouds results of the intermediate set of Tanks and Temples benchmark.
Figure 14. All point clouds results of BlendedMVS validation set.