Abstract: Unmanned Aerial Vehicles are becoming part of many industrial applications. The advancements in battery technologies played a crucial part for this trend. However, no matter what the advancements are, all batteries have a fixed capacity and after some time drain out. In order to extend the flying time window, the prediction of the time that the battery will no longer be able to support a flying condition is crucial. This in fact can be cast as a standard Remaining Useful Life prognostic problem, similarly encountered in many fields. In this article, the problem of Remaining Useful Life estimation of a battery, under different flight conditions, is tackled using four machine learning techniques: a linear sparse model, a variant of support vector regression, a multilayer perceptron and an advanced tree based algorithm. The efficiency of the overall proposed machine learning techniques, in the field of batteries prognostics, is evaluated based on multiple experimental data from different flight conditions.
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1. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) are gaining more and more attention, since they can be utilized in a wide range of applications, such as search and rescue missions, space exploration, security patrols, traffic control, agricultural vehicles, forest fire inspection, mapping and land mine removal. Moreover, recent developments have enabled miniaturized UAVs, such as quadrotors to become available for research and commercial applications (Wuthier et al., 2016; Mansouri et al., 2015). These UAVs could be used in outdoor and indoor experiments due to their mobility, safety and low cost (Alexis et al., 2012, 2010). A first fundamental step towards this vision is the development of reliable, online, methods for monitoring the state of the UAV’s battery.

However, current batteries as a core part of the system depending on vehicle, payload, and wind conditions enable only flights up to 30 min for quadrotors (Ure et al., 2015), which can limit the usage of these UAVs for long time missions and experiments. Moreover, failure in battery can cause catastrophic events (Chen and Pecht, 2012) apart from affecting the overall functionality and performance of the system. Thus, it is essential that the batteries are operated safely and reliably under a wide range of payload and weather conditions, with the operator having a clear view of the time left before he needs to land the UAV.

In general, there are different quantities that measure the state of a battery, with the State-of-Charge (SOC), which measures the amount of charge remaining in a battery, being one of the most common ones. Its estimation however is not an easy task. In any case the ultimate goal of predictive algorithms for batteries monitoring is to estimate the time till the End of Discharge (EOD) and End of Life (EOL). Such an estimation, which aims to find the EOD or EOL of a component is usually referred as the estimation of the Remaining Useful Life (RUL) (Si et al., 2011). In reality instead of the actual EOD, a threshold just before failure (discharge in our case) is used for the estimation of RUL, ensuring in this way the safe operation of the battery.

The most common taxonomy for describing the RUL prediction methods is the following: the Physics-of-Failure (PoF)-based approach and the data-driven approach. The PoF-based prognostic methods, as its name implies, relies on the expert knowledge of the underlying mechanisms and result into what is also known as model based methods. However, since the Li-ion battery is a dynamic, time-varying and nonlinear electrochemical system, the internal physical evolving mechanisms and failure modes are very complicated (Liu et al., 2015). Therefore, model based methods tend to be computationally complex making their applicability to real life settings questionable. On the other hand, data-driven approaches do not require extensive knowledge on battery chemical composition and failure mechanisms but they do require a representative set of data instead (Long et al., 2013). Machine Learning

* This work has received partial funding from the European Union’s Horizon 2020 Research and Innovation Programme under the Grant Agreement No.644128, AEROWORKS.
(ML) (Eddahech et al., 2012), filtering (Orchard et al., 2013) and stochastic process (Liu et al., 2013) are the three main data-driven methodologies for RUL estimation, with the first one being under-explored.

In this article, the specific case of Li-ion batteries is considered, as they are used in wide range of applications, mainly due to some desirable properties, such as high energy density, high efficiency, slow material degradation, lack of memory effect, low self-discharge, and minimal maintenance requirements (Tulseyan et al., 2016). The main contributions of the article are the following. Firstly, the aim of the established scheme is to estimate the RUL of the battery during a flight mission. Unlike most studies encountered in the literature that focus on the prediction of SOC (Zhang and Lee, 2011; Charkhgard and Farrokhi, 2010; Burgos et al., 2015), the RUL prediction in our case is based on the measurement of the terminal voltage. As it was pointed out in (Saha et al., 2011), “most battery powered systems have a cutoff based on battery voltage and not SOC”, which makes it a more natural choice to track the actual variable that defines the EOL. It should also be noted that the RUL refers to the time left for an individual cycle (estimating in other words the EOD) and not to the available remaining charging cycles.

Four different prediction methods from the field of ML are used for the RUL estimation: Least Absolute Shrinkage and Selection Operator (LASSO) (Friedman et al., 2009), Multi-Layer Perceptron (MLP) (Haykin, 1994), Least Squares Support Vector machines for Regression (LS-SVR) (Suykens et al., 2002), and Gradient Boosted Trees (GBTs) (Ridgeway, 1999). Their selection was done in order to cover the most prominent methods of ML. LASSO gives rise to linear models, which however unlike conventional linear regression models are the outcome of an optimization process that produces sparse models leading generally to increased generalization performance and can be used as a baseline method for comparison with nonlinear approaches. The LS-SVR was selected as a member of the kernel based methods family, which have been a very popular tool over the past twenty years, providing nonlinear mapping capabilities along with a guarantee of globally optimal solutions. The MLP is probably the most well-known method from the field of ML and recently is living a renaissance with the deep learning paradigm. Finally the GBTs represent the family of ensemble learning methods, which perform remarkably well for a variety of problems (e.g. (Kaggle, 2016) competitions).

An additional contribution of this article is the fact that among the different methods, the GBTs are used for the first time in the related literature, achieving overall higher performance compared to the rest of the methods, suggesting that this method should be further explored. The final contribution stems from the utilization of information coming only from the voltage reading, contrary to other methods that use more than one measurements (Saha et al., 2011; Pola et al., 2015; Burgos et al., 2015).

The rest of the paper is structured as follows: Section 2 describes in brief the four ML methods. Section 3 presents the experimental test-bed as well as the process followed for the prediction of the RUL and the achieved results. Finally Section 4 concludes the paper offering also some guidelines for future research.

2. THE MACHINE LEARNING ALGORITHMS FOR RUL ESTIMATION

When it comes to RUL estimation two paths can be followed (Goebel et al., 2008): a) a model is built that tries to capture the evolution of the measured quantity (the quantity that quantifies the degradation of the system) and then it is recursively applied to propagate that quantity in time till it crosses a predefined threshold or b) a model is built that directly estimates the RUL based on measurements coming from different sources/sensors usually over a predefined time interval (Loutas et al., 2013). In both cases historical data is needed.

In this work the second path is followed, or in other words the RUL estimation is cast as a regression problem: a two minute sliding window with the present voltage measurement, as well as past voltage measurements are processed and used as an input to the ML model, which in the sequel tries to estimate the RUL at this point in time. In the rest of this section the theoretical background of all four methods is briefly presented.

Formally speaking, consider a training set of \( l \) pairs of samples \( \{x_i, y_i\mid i = 1, \ldots, l\} \) with \( x_i \in \mathbb{R}^n \) the input and \( y_i \in \mathbb{R} \) the corresponding prediction values. Regression is the problem of finding a transformation \( f \) such that \( X_{n \times m} \xrightarrow{f} Y_{n \times 1} \) in the best possible way. In our case the input is a set of processed voltage measurements and the output is the corresponding RUL.

2.1 Least Absolute Shrinkage and Selection Operator - LASSO

The LASSO is a method that performs both variable selection and regularization, which is also known as the basis pursuit in signal processing literature (Friedman et al., 2009; Chen et al., 2001). In general, the lasso estimate is defined by:

\[
\hat{\beta}_{\text{lasso}} = \arg \min_{\beta} \left\{ \frac{1}{2} \sum_{i=1}^{N} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j) + \lambda \sum_{j=1}^{p} |\beta_j| \right\} \tag{1}
\]

s.t.

\[
\sum_{j=1}^{p} |\beta_j| \leq t
\]

where \( \beta_j \) are unknown parameters or coefficients, \( y \) is the \( N \)-vector of outputs in the training set and \( \lambda \geq 0 \) is a complexity parameter that controls the amount of shrinkage (the larger the value of \( \lambda \), the greater the amount of shrinkage). The constant \( \beta_0 \) can be re-parametrized by standardizing the predictors and the solution for \( \beta_0 \) is \( \hat{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \), therefore, the model is fitted without an intercept. The LASSO problem can be re-written in the following equivalent Lagrangian form as:
\[
\hat{\beta}_{\text{lasso}} = \arg \min_{\beta} \left\{ \frac{1}{2} \sum_{i=1}^{N} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} |\beta_j| \right\}
\]

where the penalty term of \(\sum_{j=1}^{p} |\beta_j|\) is replaced in the minimization with the LASSO computation to be a quadratic programming problem.

### 2.2 Multi-Layer Perceptron - MLP

Multi-layer perceptron (MLP) neural networks are well known universal approximators (Bishop, 1995), while they are often utilized as estimation tools in place of the classical statistical methods. The MLP consists of a number of interconnected processing elements, which are called neurons. The neurons connect with each other through weighted connections and they are arranged in one or more layers. The data is fed to the MLP in an input layer and finally an output layer holds the response of the network.

The data is fed to the MLP in an input layer and finally an output layer holds the response of the network. The most simpler case of a neural network is a 1-hidden layer with a number of neurons that maps a \(d\)-vector to an \(m\)-vector as:

\[
y = b + W \tanh(s + V x),
\]

where \(x\) is the \(d\)-vector (input), \(V\) is a \(k \times d\) matrix, \(s\) is a \(k\) dimensional vector, which is used to store the hidden units biases, \(b\) is an \(m\) dimensional vector that is used to store the output units biases, \(W\) is an \(m \times k\) matrix and \(\tanh\) is the inverse hyperbolic function. In order to train an MLP, we learn all parameters (biases and weights) of the model using the well-known back-propagation algorithm or some of its quicker variants (Duda et al., 2012).

### 2.3 Least Square Support Vector machines for Regression - LSSVR

SVMs are a very popular method in ML. They can be used both for classification and regression. For the regression case, LS-SVR, a variant of SVR, can be described as a Quadratic Programming problem and can be cast as the following minimization problem: (Van Gestel et al., 2001):

\[
\min_{w, b, \xi} J(w, b, \xi) = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{l} \xi_i^2
\]

\[s.t. \quad y_i - [w^T \pi(x_i) + b] = \xi_i, \quad i = 1, ..., l\]

where \(w\) is the normal of the hyperplane, \(\xi_i\) is the error of the \(i^{th}\) training sample, \(\pi(x_i)\) is a nonlinear function that maps \(x_i\) to a high dimensional space, \(C\) is a regularized parameter, provided by the user, that regulates the smoothness of the regression function. A large \(C\) reduces the training error but increases the model complexity, and therefore the training time and possibly generalization ability. A smaller \(C\) results in a less complex model with a higher mean square training error but possibly resulting in better generalization and \(b\) is a bias term. The Lagrangian of the previous constraint optimization problem is:

\[
L(w, b, \xi, a) = J(w, b, \xi) - \sum_{i=1}^{l} a_i \{w^T \pi(x_i) + b + \xi_i - y_i\},
\]

where \(a_i\) are the Lagrangian multipliers.

Thus one could try to find the solution to the following system of linear equations:

\[
\begin{pmatrix}
0 \\
\Omega + \frac{\lambda}{C} \\
\end{pmatrix}
\begin{pmatrix}
b \\
a \\
\end{pmatrix}
= \begin{pmatrix}
0 \\
Y \\
\end{pmatrix}
\]

where \(I \in \mathbb{R}^{l \times l}\) is an identity matrix,

\[
Y = (y_1, y_2, ..., y_l)^T,
\]

\[
a = (a_1, a_2, ..., a_l)^T,
\]

\[
c = (1, 1, ..., 1)^T,
\]

\[
\Omega = \Omega_{ij} = \{k(x_i, x_j)\}
\]

\[
k(x_i, x_j) = \{\pi(x_i), \pi(x_j)\}
\]

### 2.4 Gradient Boosted Trees - GBT

Among the various ML algorithms tree based methods, which partition the feature space into a set of disjoint regions \(R_j, j = 1, 2, ..., K\) and then fit a model in each one of them, are among the most popular methods in data mining (Wu et al., 2008). For the case of regression, the simplest and most common model assigns a constant value to each region as:

\[
x \in R_j \Rightarrow f(X) = c_j
\]

Therefore, formally a tree can be expressed as

\[
T(x) = \sum_{j=1}^{J} c_j I(x \in R_j)
\]

where \(I(.)\) is the indicator function.

Their popularity stems from a number of properties that all tree based algorithms poses: they can handle data of mixed type (continues, categorical, etc.) as well as data with missing values, they are immune to the presence of outliers as well as to the presence of irrelevant inputs and on top of that they scale nicely (Friedman et al., 2009). On the other hand, their predictive power is usually inferior compared to other state of the art ML algorithms, such as neural networks and SVMs (Friedman et al., 2009).

However tree based methods can produce high accurate predictions if grouped together in the form of an ensemble. One such approach is to use of the boosting principle, to create gradient boosted machines (Friedman, 2001). The approach starts by building a simple model and then stagewise adds models that aim to explain observations that are modeled poorly by the existing trees of the ensemble ending up with a model of the form:

\[
f_M(x) = \sum_{m=1}^{M} T_m(x)
\]

where \(M\) is the total number trees comprising the ensemble and \(T_m\) is the \(m^{th}\) member of the ensemble. The GBTs algorithm is summarized in the following Algorithm 1 (adopted from (Friedman et al., 2009))

### 3. EXPERIMENTAL RESULTS

The proposed methods are evaluated with the utilization of the Ascending Technologies NEO hexacopter. This platform has an onboard Intel NUC computer utilizing a Core i7-5557U combined with 8 GB of RAM and is capable of providing a flight time of 26 min. The system is equipped with 4 × 4.2 V lithium polymer batteries and the voltage is measured by onboard sensor. The UAV flight in different
indoor and outdoor experiments and the battery voltage is stored. The indoor experiment has the volume of $5 \times 5 \times 3$ m and the outdoor experiment has the volume of $3 \times 3 \times 11$ m.

Six data sets were collected, all of them coming from different batteries, with the recordings of the output voltage as a function of time. As it can be observed in Figure 1, the voltage fluctuates constantly around an underlying exponential like trend. This fluctuation on one hand can pose an extra challenge during the modeling process while on the other hand could mask the underlying trend which manifests relatively good prediction performance, while the MLP gets closer to the actual EOD it starts making unrealistic optimistic predictions. From the other methods the MLP are performing the best for this study, with the LASSO continuously overestimates the RUL which can lead to catastrophic events. In fact LASSO continuously overestimates the RUL which can lead to catastrophic events. In the one case that LASSO seems to accurately predict the RUL at the beginning of the prediction horizon when it gets closer to the actual EOD it starts making unrealistic optimistic predictions. From the other methods the MLP manifests relatively good prediction performance, while the LS-SVR shows signs of over fitting, creating unstable predictions.

The performance of the four algorithms is graphically depicted in Figure 3 and also quantified using Precision (11) and Mean Absolute Percentage Error (MAPER) (12), which are two popular, yet not the only available, measures (Saxena et al., 2010). The results indicate that GBTs are performing the best for this study, with the LASSO performing the worse. In fact LASSO continuously overestimates the RUL which can lead to catastrophic events. In the one case that LASSO seems to accurately predict the RUL at the beginning of the prediction horizon when it gets closer to the actual EOD it starts making unrealistic optimistic predictions. From the other methods the MLP manifests relatively good prediction performance, while the LS-SVR shows signs of over fitting, creating unstable predictions.

\begin{align*}
\text{Precision} &= \sqrt{\frac{\sum_{t=1}^{N}(y(t) - \hat{y}(t))^{2}}{N - 1}} \quad (11) \\
\text{MAPER} &= \frac{1}{N} \sum_{t=1}^{N} \left| \frac{100y(t)}{RUL_{actual}(t)} \right| \quad (12)
\end{align*}

4. CONCLUSION

This work presented ML approaches for the online, during flight, prediction of the RUL of a Li-ion battery using only the voltage measurements. The results indicate that

Algorithm 1 Gradient Boosted Trees Algorithm

(1) Initialize $f_0 = \arg\min_c \sum_{i=1}^{N} L(y_i, c)$
(2) For $m=1$ to $M$
   (a) For $i=1, 2, ..., N$ compute
   \[ r_{im} = -\frac{\partial L(y_i, f(x_i))}{\partial f(x_i)} |_{f = f_{m-1}} \]
   (b) Fit a regression tree to the targets $r_{im}$ giving terminal regions $R_{jm}$, $j=1, 2, ..., J_m$
   (c) For $j=1, 2, ..., J_m$ compute
   \[ c_{jm} = \arg\min_c \sum_{x_i \in R_{jm}} L(y_i, f_{m-1}(x_i) + c) \]
   (d) Update $f_m(x) = f_{m-1}(x) + \sum_{j=1}^{J_m} c_{jm} I(x \in R_{jm})$
(3) Output $f(x) = f_M(x)$

Fig. 1. The actual measured voltage compared to the processed quantity.

Fig. 2. Schematic of the proposed method.
non-linear methods usually outperform linear ones, even if the latter comes from an optimization procedure such as LASSO. Among the nonlinear models the GBTs performed the best. GBTs have recently become very popular due to their winning in various data mining competitions (Kaggle, 2016). The results confirm that GBTs are very powerful nonlinear approximators that can be used for the prediction of the RUL of batteries.

On the other hand we must note that this was a preliminary investigation. In future work the time length of the involved window will be optimized and more elaborate schemes for the selection of inputs to ML will be explored for finding the “optimal” setting for RUL prediction. Moreover since other parameters, like current, ambient temperature and UAV load, convey useful information regarding the RUL, a multi parametric input will also be considered. Moreover the required processing power and power consumption aspects of each algorithm will be evaluated to assess its applicability on the UAV’s embedded processor. Finally as it was stressed in Section 2 the ML methods were trained to automatically predict the RUL. However there is a second path that involves the prediction of the quantity that it is actually measured. This approach is more aligned to engineering reasoning and can be integrated within an Model Predictive Control (MPC) framework. Therefore in future work the two approaches will be compared using also more experimental data.
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