Intelligent Blockage Recognition using Cellular mmWave Beamforming Data: Feasibility Study
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Abstract—Joint Communication and Sensing (JCAS) is envisioned for 6G cellular networks, where sensing the operation environment, especially in presence of humans, is as important as the high-speed wireless connectivity. Sensing, and subsequently recognizing blockage types, is an initial step towards signal blockage avoidance. In this context, we investigate the feasibility of using human motion recognition as a surrogate task for blockage type recognition through a set of hypothesis validation experiments using both qualitative and quantitative analysis (vi-sual inspection and hyperparameter tuning of deep learning (DL) models, respectively). A surrogate task is useful for DL model testing and/or pre-training, thereby requiring a low amount of data to be collected from the eventual JCAS environment. Therefore, we collect and use a small dataset from a 26 GHz cellular multi-user communication device with hybrid beamforming. The data is converted into Doppler Frequency Spectrum (DFS) and used for hypothesis validations. Our research shows that (i) the presence of domain shift between data used for learning and inference requires use of DL models that can successfully handle it, (ii) DFS input data dilution to increase dataset volume should be avoided, (iii) a small volume of input data is not enough for reasonable inference performance, (iv) higher sensing resolution, causing lower sensitivity, should be handled by doing more activities/gestures per frame and lowering sampling rate, and (v) a higher reported sampling rate to STFT during pre-processing may increase performance, but should always be tested on a per learning task basis.

Index Terms—Joint communication and sensing, mmWave multi-beam devices, blockage recognition, deep learning

I. INTRODUCTION

Millimeter-wave (mmWave) frequencies are used in beyond-5G and 6G mobile communication to provide high-speed wireless connectivity [1]. mmWave communication uses directive narrow beams in small cells to countermeasure the propagation loss. However, the mmWave link is easily obstructed by moving humans or objects [2]. In practice, sensing the operation environment and people in it to predict blockage is required to prevent severe communication performance degradation.

There are several schemes for predicting the human-caused blockage, e.g., by using vision/camera [3], radar, LiDAR and sub-6 GHz channel [4]. However, those methods rely on an additional system to predict the blockage, and thus, add complexity. Blockage prediction using in-band mmWave beams was proposed in [5]. Pre-blockage signatures, i.e., the received (Rx) signal level fluctuation before blockage happens, was used as input to a Deep Learning (DL) model to predict the potential blockage. The work in [6] studied target detection by a mono-static 26 GHz platform.

We hypothesize that the signal blockage recognition performance of a DL model can be improved by testing and pre-training it on a surrogate task such as human motion (gesture and activity) recognition using Doppler Frequency Spectrum (DFS) as input. This requires less data collection directly from an operational communication environment. Activities typically involve movement of more body parts (e.g., legs, torso, and arms) than gestures (hand and fingers), thus showing more peak spread across Doppler frequencies [7].

In practice, DFS input data is influenced by the so-called domain factors [8], which impact the measurements as motions occur. Domain factor examples include operation environment, position of an entity being sensed, and its orientation with respect to transmitter/receiver. Varying domain factors results in distribution shifts between data used for training and data encountered during inference (i.e., domain shift), thereby reducing inference performance [9]. Cross-domain features require expert knowledge to define them, rely on assumptions that may not hold in large complex settings involving many domain factors, and may result in feature bias [10].

To the best of our knowledge there is no prior research that uses DFS input data acquired from a mmWave communication device for human motion recognition as a surrogate task for signal blockage type recognition by training DL models with it. We create DFS input data by pre-processing Channel State Information (CSI) matrices acquired in small volume from a 26 GHz cellular multi-user communication device with hybrid beamforming. We consider DL models capable of dealing with domain factors. In this context, the contributions of this paper are in the form of testing the following hypotheses on the input data: 1) Domain shifts exist in the training data which cause inference performance deterioration. 2) The communication device has hardware sensitivity at a level where one activity or gesture performed per input data DFS frame is enough to distinguish motion class frames from empty class frames. The empty class denotes a situation where nothing is being sensed. This hypothesis assumes that data is acquired under the same domain factors. 3) A small volume of data is enough
to obtain reasonable inference performance. 4) Input data can be split along the receiver antenna dimension to expand the volume of acquired data, thereby leading to increased inference performance across all DL models. 5) Increasing the sampling frequency reported to Short-Time Fourier Transform (STFT) for constructing DFS input samples, thereby changing the reported sampling frequency with respect to the sampling frequency used during CSI matrix collection leads to less aliasing of input data samples, giving better DL model inference performance.

II. RELATIONED WORK

Various DL models for dealing with data feature distribution shifts for human motion recognition, the same surrogate we use for pre-training a model for blockage recognition in this paper, exist. However, to the best of our knowledge, there exists no DL model-based blockage recognition research paper, which considers domain independency or domain shift effects in the field of mmWave and/or WiFi CSI. The DL techniques presented in this section originate from the WiFi-CSI and not the mmWave sensing community because all techniques in the field of mmWave sensing we have seen thus far rely on commercially available mono-static radar hardware setups for data collection. The CSI data extracted from a 26 GHz cellular multi-user communication device with hybrid beamforming (like the setup used by us) resembles data extracted from commercial WiFi-CSI data collection setups.

Domain adaptation techniques adapt a model trained with data originating from a source domain to a target domain. A ‘domain’ is assumed to consist of an arbitrary fixed number of domain factors uniquely constituting the domain. Yang et al. [11] used two DL model twins, each taking a different input sample from the source and target domain. The probability distributions over the domains were brought closer together via minimizing an empirical estimation of the maximum mean discrepancy between distributions in a reproducing kernel Hilbert space. Chen et al. [12] used a joint classification-reconstruction task to adapt the representation structure of a small training dataset to a dataset coming from a large pool of unseen domain factors. Soltanaghaei et al. [13] first trained a neural network with data coming from a single source domain. Afterwards, with help of users, the model deployed inside a new home environment was subsequently fine-tuned via transfer learning on newly labeled data.

Domain independent models try to mitigate the effect of domain factors while simultaneously increasing the effect of class differences in feature representations. In the WiFi-CSI sensing community, this is mostly done via steering model training using an adversarial training procedure or with help of an attention mechanism. Most adversarial learning papers [14]–[18] rely on access to domain labels. During network training, in addition to having a task output that produces class predictions, the network also has a ‘discriminator’ output that produces domain predictions. The task predictor and discriminator, in an adversarial training procedure, play a min-max game in which the effectiveness of the discriminator is minimized while the effectiveness of the task predictor is maximized. Attention is used to put more cognitive attention towards specific parts of the input sample and to learn the most important correlations between features in the intermediate representation of the DL model. Both [10], [19] used two attention modules consisting of a sub neural network that learns a function to produce an input mask based on the input given to the sub-neural network.

III. MEASUREMENT CAMPAIGN

Our measurement platform consists of two Butler Matrix units and multiple software defined radio USRPs. The Butler Matrix is a mmWave front-end operating at 26 GHz to 28 GHz frequency ranges. It can transmit or receive 16 orthogonal beams. The patterns of the beams are frequency-dependent and those at 26 GHz are shown in Figure 1. The beams are more focused at the center and are less focused at the edge, causing up-to-20 dB gain difference. Due to this characteristic, we only use beam 3-14 at the transmitter. The USRPs transmit signals with intermediate frequency of 2.4 GHz and 20 MHz bandwidth to the transmitter (Tx) Butler Matrix, while the Local Oscillator (LO) port of the Tx Butler Matrix is connected to the ERASynth+ RF Signal Generator operating at 11.8 GHz to up-convert and generate signals at 26 GHz. The transmit power is 0.1 mW. At the Rx, the LO port is connected to the frequency synthesizer synchronized for Tx and Rx. Additional Rx gain of 31.5 dB is added to the Rx USRPs. The Tx and Rx USRPs are synchronized using Pulse Per Second (PPS) and 10 MHz reference signals, via the National Instrument LabView Communications MIMO Application Framework. The framework uses a Time Division Duplex (TDD) signal frame structure with Orthogonal Frequency Division Multiplexing (OFDM) symbols. The channel estimation is based on the uplink pilot. The noise floor is about -93.85 dBm.

The measurements were conducted in a room with size of $11 \times 6.5$ m$^2$. As shown in Figure 1, the multi-static Tx-Rx configuration was used to mimic the BS-UE channel.
heights of the Tx/Rx Butler matrices were located 90 cm above the ground. When the Tx and Rx beams are aligned, the channel has the maximum gain. The measured radio channel at one time was $16 \times 1$ with 16 receiving beams and 1 transmitting beam. We did the same measurement for multiple times with different $n_{tx}$ Tx beam to obtain the channel with dimension of $16 \times n_{tx}$, assuming the reproducible target movement. A time symbol duration inside a measurement contains 1600 complex channel samples from 16 receiving antennas and 100 subcarriers. The CSI data contain the complex channel state in 3 dimensions: Rx antenna, subcarrier (frequency), and symbol (time). It was recorded in the binary (.bin) format before being converted to .csv format for further processing.

IV. Blockage Recognition Pipeline

For our hypothesis validation, we perform two experiments: (i) visual inspection of CSI matrices converted to DVS plotted along an image grid; (ii) hyperparameter tuning.

For data pre-processing, we first convert the acquired CSI matrices to DVS input data. Data pre-processing starts with ordering and stacking CSI matrices loaded from CSV files according to a tensor in $\mathbb{R}^{(A \times K \times T)}$, unless stated otherwise. Symbol $A$ denotes receiver antenna beams, $K$ sub-carriers, and $T$ a certain time period. The tensor is subsequently dimensionality reduced in the sub-carrier dimension to the first principal component using Principal Component Analysis (PCA). The resulting tensor is transformed into DVS input tensor structure $\mathbb{R}^{A \times B \times T}$ using STFT across the time dimension per receiver antenna beam. Symbol $B$ denotes Doppler frequency bins. Lastly, the Doppler frequency bin and time dimensions are zero padded to the nearest power of 2, increasing neural network depth search interval during hyperparameter tuning.

A. Hyperparameter Tuning

Our hyperparameter tuning based on hyperband [20] involves three models: a standard model, a domain adaptation model, and a domain independent model, shown in Figure 2. When these models are trained, input data is fed into the models using minibatch tensors $\mathbb{R}^{B \times T \times A}$. The standard model consists of two components: a backbone network and a classifier network. The purpose of the backbone network is to create intermediate representations of the input data. The purpose of the classifier network is to map this to a categorical distribution $\{P(y_i | z)\}_{i=1}^N$ per sample in the minibatch tensor. Symbol $y_i$ denotes a specific motion class, $z$ an intermediate representation of DVS input sample, and $N$ the total number of motion classes considered. Model parameters are updated according to $W_n^{(i)} = W_n^{(i)} - \eta \frac{\partial L}{\partial W_n}^{(i)}$, where $W$ denotes a weight matrix, $i$ layer superscript, $n$ layer parameter subscript, $L$ loss function, and $\eta$ the learning rate.

The domain independent model is the same except that it has extra components: attention modules A and B [10]. The purpose of module A is to create a single input sample representation, which when combined with the original input sample, mitigates irrelevant input sample parts, thereby optimizes the overall loss minimization process further. The purpose of module B is to find important correlations between intermediate representation features across time and put more emphasis on these correlations in subsequent neural network components. The attention modules are simultaneously trained with the other neural network components end-to-end.

The domain adaptation model has a decoder component with source and target flows. Flows are not the same as input modalities, as each uses the same single input modality propagated sequentially. The current input DVS sample is given as the source flow and a randomly picked input DVS sample is given as the target flow, to the model. Chen et al. [12] explain that unlabeled input samples coming from a much larger target dataset involving many more domain factors are normally considered for the target flow. However, as our dataset is small, this target data requirement cannot be met, whose effects are shown in Section V. In a single training run using a source and target sample, a classification loss is computed based on the categorical distribution created by the DL model and a one-hot encoded class label created by a human labeler of the source flow. The decoder reconstructs the input samples. The sum of reconstruction losses for both flows gives the overall reconstruction loss. Partial loss derivatives are computed for both classification and overall reconstruction losses and used to update the trainable model parameters separately in a sequence (see [12] for more details).

B. Neural Network Architecture

Our backbone network, which is common in all three models as shown in Figure 2, starts with a normal 2D convolution block consisting of a convolution layer, swish...
activation function, and max pooling layer. The convolution filter number search interval is $A-24$. The convolution kernel size search interval is $12-48, 12-48$. Convolution stride is 1,1. The convolution layer does not include bias addition. The max pool size search interval is 2-48, 2-48. Max pooling stride is 2,2. The max pooling and convolution layers both apply padding to keep in-/output sizes the same. The convolution block is followed by a variable number of mobile inverted bottleneck [21] and squeeze-and-excitation blocks [22] depending on a value from the backbone depth search interval 2-5. Each block, excluding subsequent block repetitions, is followed by a max pooling layer. The input channel size is dependent on the output channel size of the previous layer and the output channel size is twice the input channel size. Every block uses expansion rate search interval 2-8, a binary decision to include a residual connection, stride of 1,1, squeeze-and-excitation rate search interval 0.05-0.7, does not include dropout, and includes layer repetition search interval 0-2. ReLU6 activation functions are switched out for swish activation functions. The pool size search interval is 2-48, 2-48. Max pooling stride is 2,2. Max pooling applies padding to keep in-/output sizes the same. The mobile inverted bottleneck and squeeze-and-excitation blocks are followed by a 2D convolution block consisting of a convolution layer, swish activation function, and max pooling layer. The convolution filter number is twice the output channel size of the last inverted bottleneck and squeeze-and-excitation block. The convolution kernel size search interval is 4-16, 4-16. Convolution stride is 1,1. The convolution layer doesn’t include bias addition. The convolution layer applies padding to keep in-/output sizes the same. Global max pooling is added to create the latent representation.

Our classifier is a Multi-Layered Perceptron (MLP) firstly made up of a variable number of dense layers depending on a value from classifier depth search interval 1-6. The neuron search interval per layer is 16-1024. Every layer uses a ReLU action function. After the variable number of dense layers, we add another dense layer, which has the number of task classes as number of neurons and uses the softmax activation function to create a categorical distribution. Weights and biases are initialized via random numbers drawn from a variance scaled normal distribution with scale factor $\frac{2}{\sqrt{d}}$ and ‘fan_out’ mode.

Attention module A is a normal 2D convolution block consisting of a batch normalization layer followed by a 2D convolution layer and sigmoid activation function. The convolution filter number is 1. The convolution kernel size search interval is 16-88, 16-88. Convolution stride is 1,1. The convolution layer does not include bias addition and applies padding to keep in-/output sizes the same. Prior to passing an input representation to the backbone network, the attention module A output is element-wise multiplied with the DFS input. The result is element-wise added together with DFS outputs and passed on to the backbone network.

Attention module B starts by forking the intermediate representation into two and applying average and max pooling to either of the forks. Both average and max pooling consider a pool size search interval of 8-48, 8-48, stride search interval of 16-32, 16-32, and apply padding to keep in-/output sizes the same. Subsequently, each fork is passed in sequence into a shared MLP. The MLP flattens the input to a single dimension. The flat output is then passed on to a variable number of dense layers depending on an attention module B depth search interval 1-6. The neuron search interval per layer is 16-2048. After the variable number of dense layers, another dense layer is added which has the original flat output size given as input size to the variable number of dense layers. Every dense layer uses a ReLU activation function. The output of the dense layers is reshaped into the original input shape prior to passing the forks to the shared MLP. The forks are then element-wise added, passed through a sigmoid activation function, and element-wise multiplied with the intermediate representation coming out of the backbone network.

The decoder network itself is directly connected to the output of the mobile inverted bottleneck and squeeze-and-excitation blocks in the backbone network. Most of the decoder is an exact reverse copy of the mobile inverted bottleneck and squeeze-and-excitation blocks in the backbone network. However, max pooling layers are taken out of the decoder network and replaced with two dimensional upsampling layers. The reversed mobile inverted bottleneck and squeeze-and-excitation blocks are followed by two normal convolution blocks consisting of a convolution layer and swish activation function. The first convolution block also includes a subsequent upsampling layer. Both convolution layers have a kernel size search space of 12-48, 12-48, stride of 1,1, do not include bias addition, and apply padding to keep in-/output sizes the same. The first convolution layer has a filter number equal to the filter number of the first convolution layer in the backbone network. The second convolution layer has a filter number equal to the DFS input channel size. Each upsampling layer uses a repetition size 2,2 and nearest value interpolation.

Before starting a training run, an overall decision can be made to include batch normalization layers into most architecture parts. These layers are added to every block mentioned above as first layer, except for the classifier network, squeeze-and-excitation part of every mobile inverted bottleneck block, and both attention modules. Attention module A always includes a batch normalization layer. All convolution layer weights are initialized randomly by drawing from a variance scaled normal distribution with scale factor $\frac{2}{\sqrt{d}}$, ‘fan_out’ mode.

V. HYPOTHESIS VALIDATION EXPERIMENTS AND RESULTS
A. Datasets

We use two datasets. Dataset 1 contains data for all Rx antenna patches, Tx beams 5-10 (see Figure 1), and 1 female test subject. Tx beams 2-4 and 11-16 are not considered because zero amplitude and phase values were noted when preprocessing CSI matrices. The communication device zeroes signals with a too low Signal-to-Noise Ratio (SNR). The female test subject was asked to perform a single sample repetition per Tx beam of the following 3 motion types: standing still in frontal facing direction, squatting in frontal facing direction, and squatting in orthogonal facing direction.
During a sample repetition, the motion was performed 3-4 times. A single repetition of the empty room per Tx beam, denoting the empty class, was also added to the dataset, making the total number of motion recognition classes 4. The 24 DFS input data samples were unstacked (i.e., diluted) in the Rx antenna patch dimension, thereby making the total number of samples in the dataset 24 \times 16 = 384. Total number of unique domains considered is 16 RX antenna patches \times 6 Tx beams = 96. The sampling rate used during data collection was 20Hz. During pre-processing, a sampling rate of 800Hz was given to the STFT procedure. Because the female subject performed the motion recognition activities in a period of 5 seconds, the total number of indices in the time dimension is 100.

Dataset 2 contains data for all Rx antenna patches, Tx beams 7-9, frontal and orthogonal facing direction, and 3 male test subjects. Three male test subjects were asked to perform 3 repetitions per Tx beam and facing direction of the following 3 motion types: standing still, standing still and performing fine-grained hand movement, and squatting. During each repetition, the motion was performed one time. Three repetitions of the empty room per Tx beam, denoting the empty class, were also added to the dataset per male test subject, making the total number of motion recognition classes 4. Additionally, a fourth male test subject joined the data campaign, for Tx beam 7 and frontal facing direction, 3 repetitions of the standing still and performing fine-grained hand movement class. Three repetitions of the empty class at Tx beam 7 were added as well for this subject. The sampling rate used during data collection was 100Hz. Because the male subjects performed the motions in a period of 2 seconds, the total number of indices in the time dimension is 200. For hypothesis validation experiments, we use three versions of dataset 2:

1) DFS input samples were not unstacked. The total number of samples is \((3 \cdot 2 \cdot 3 \cdot 3 + 3 \cdot 3) \cdot 3 + 2 \cdot 3 = 195\). Total number of unique domains is 2 \cdot 3 \cdot 4 = 24. During pre-processing, a sampling rate of 100Hz was given to the STFT procedure.

2) DFS input samples were unstacked in the Rx antenna patch dimension. Therefore, the total number of samples is \((3 \cdot 2 \cdot 3 + 3 \cdot 3) \cdot 3 + 2 \cdot 3 \cdot 16 = 3120\). Total number of unique domains is 2 \cdot 3 \cdot 4 \cdot 16 = 384. During pre-processing, a sampling rate of 100Hz was given to the STFT procedure.

3) Same as version 2 but during pre-processing, a sampling rate of 800Hz was given to the STFT procedure.

**B. Assessment Strategy**

The cost minimization objective for the standard model, domain independent model, and the classification portion of the domain adaptation model is given by

\[
\min_{\theta} \sum_{t \in \{source\}} \sum_{i,j=1}^{m_t} y_{t,i,j} \ln \hat{y}_{t,i,j}.
\]

Symbol \(\theta\) denotes the model parameters, \(m_t\) the number of motion recognition labels, \(y_{t,i,j}\) the true motion recognition class label value (0 or 1), and \(\hat{y}_{t,i,j}\) the predicted motion recognition class label value (0-1). The cost minimization objective of the reconstruction portion of the domain adaptation model is given by

\[
\min_{\theta} \sum_{t \in \{source\}} \sum_{i,j=1}^{m_t} (x_{t,i} - \hat{x}_{t,i})^2.
\]

Symbol \(t\) denotes a task placeholder for both the source and target reconstruction tasks. The symbol \(x_{t,i}\) is an input data sample and \(\hat{x}_{t,i}\) the reconstructed version of that sample.

During training, gradient descent was performed by means of Adaptive Moment Estimation (ADAM). The learning rate, batch size, and maximum number of epochs considered were 0.0001, 12, and 100. The datasets considered for training were firstly split into 69% training, 14% validation and 17% test subsets. On the domain labels associated with the datasets, a random 6-fold cross-validation split procedure was performed. The same procedure was subsequently performed on the training subset. To allow better reproducibility of the results reported in this section, pseudo-randomness was introduced to the splitting procedure by adding a seed of 42. The reason no domain-leave-out cross-validation was considered is that overfitting, due to the small data volume present inside the datasets, overshadows the domain shift effect and is therefore inappropriate for the hyperparameter tuning experiment.

**C. Qualitative: Visual Inspection**

Comparing the sample per Rx antenna in a vertical direction between Tx beams 5 and 9 separately per motion recognition class in Figure 4, we see structural differences among RX antennas. Comparing the sample per Rx antenna for Tx beam 9 in a vertical direction between the different motion recognition classes in Figure 5, we also observe structural differences in specific Rx antennas. This means that a DL model should be able to distinguish between classes. However, many images look exactly the same. Comparing figures 5 and 3, we see
that input samples in dataset 2 contain less variation. This is caused by the instruction given to the male subjects to perform less motions per sample repetition.

Fig. 4. Visual inspection of DFS input sample from dataset 1. For two different activity classes, DFS samples per RX antenna across two different TX beams are shown to analyze potential TX beam factor differences.

Fig. 5. Visual inspection of DFS input sample from dataset 1. For one TX beam, four different activity classes across samples per Rx antenna are shown to analyze the degree of structural differences between classes.

D. Quantitative: Hyperparameter Tuning

During hyperband tuning, an epoch budget of 1000 per iteration, 5 iterations, and a model discard proportion per iteration of 3 were used. Hyperband tuning started with 1000 model candidates randomly sampled from the high-dimensional search space, which were all trained for 2 epochs. Every iteration, the 1/3 best performing models were kept with respect to the previous iteration and trained for more epochs until a low number of well performing model candidates remain. To optimize the hyperparameter tuning experiment, including the training procedures executed during this experiment, only the first fold in the cross-validation splitting procedure was considered during hyperparameter tuning and the training procedures used an early stopping procedure. During the early stopping procedure, the validation data was used to obtain overall validation loss. The minimum required validation loss change was kept at 0 for all experiments. Patience was set to 5 due to a rippling validation loss. The model performance results reported in Section V-D are based on the validation dataset. Reporting on the test dataset during hyperparameter tuning causes test set ‘peeking’. Cross-validation after tuning on the test set was not considered because it does not lead to more findings with respect to hyperparameter tuning given dataset 1 and 2.

In figures 6a, 6b, 7a, and 7b, Cohen Kappa results are either negative or close to zero. This indicates that results do not rise above a random guessing baseline. In figures 7a and 7b, one can see a better Cohen Kappa result for an increased sampling rate communicated to the STFT procedure during pre-processing for the domain adaptation model.

Fig. 6. Hyperparameter tuning results. (a) Dataset 1 of which the samples are diluted via unstacking across RX antenna dimension is considered. The reported sampling frequency to STFT is 500 Hz. (b) Dataset 2 is considered. The reported sampling frequency to STFT is 100 Hz.

Fig. 7. Hyperparameter tuning results. (a) Dataset 2 of which the samples are diluted via unstacking across RX antenna dimension is considered. The reported sampling frequency to STFT is 100 Hz. (b) Dataset 2 of which the samples are diluted via unstacking across RX antenna dimension is considered. The reported sampling frequency to STFT is 800 Hz.

E. Hypothesis Discussion

The DFS input data used for the motion recognition task experiments shows structural differences across Tx beams. Hypothetically, when including all potential structural input differences caused by different Tx beams, of which a single example is given in Figure 6a, one can expect during model inferencing in the training dataset, a DL model could be trained to classify irrespective of these differences. Practically, this will never be the case. When placing a DL model in a
setting that is not present in the training dataset, Tx beams, and their interaction with the environment, change thereby causing structural input differences which lead to input representation distribution shifts. These shifts in turn cause performance deterioration. Throughout figures 4, 5, and 3, many DFS input samples look exactly the same. This means that if input samples are diluted in the Rx antenna dimension, the model will quickly overfit due to confusion over which class these similar images belong to. Therefore, sample dilution in order to increase overall dataset volume is undesirable. Removing specific samples from a dataset because they seem to be always similar irrespective of class, is also not a good solution. The Rx antenna, in which no differences happen is not always the same. This Rx antenna may change during deployment, by switching Tx beam direction, etc. Comparing figures 5 and 3, many more similarities exist in Figure 3. This indicates that the 26 GHz cellular multi-user communication device with hybrid beamforming does not have enough sensitivity for allowing one motion per sample repetition. We recommend to increase the number of motions per sample repetition or to reduce the actual sampling rate used during CSI matrix extraction. Reducing the sampling rate results in sharper changes in the time dimension.

Cohen Kappa metrics not rising above a random guessing baseline indicates that a small volume of data is not enough to produce reasonable inference performance. The better Cohen Kappa result for an increased sampling rate communicated to the STFT procedure during pre-processing for the domain adaptation model is likely caused by the fact that higher communicated sampling rates smoothen the DFS input structure. This leads to less task confusion. Sample dilution in the RX antenna dimension overshadows this observation. Therefore, the effectiveness remains inconclusive.

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced human motion recognition as a surrogate task for exploring feasibility of recognizing blockage type using mmWave beamforming data. As recognition model, we used deep learning models capable of dealing with domain factors effects either through extracting domain independent features or domain adaptation. Hypothesis validation has resulted in several recommendations with respect to both DL models and data collection configurations. Presence of domain shift requires use of DL models that can handle it. DFS input data dilution to increase dataset volume should not be considered. A small volume of input data is not enough for reasonable inference performance. Higher sensing resolution, causing lower sensitivity, should be handled by doing more activities/gestures per frame and lowering sampling rate. A higher reported sampling rate to STFT during pre-processing may increase performance, but should always be tested on a per learning task basis.

Our future work directions are four-fold: (i) collecting larger datasets containing more domain factors, (ii) performing a comparison between model-based and data-driven approaches to detect communication blockages based on human motion as a surrogate, (iii) reducing low SNR likelihood by making DL based signal adjustments, and (iv) integrating blockage type recognition into a blockage avoidance pipeline.
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