SOLVING ABEL INTEGRAL EQUATIONS OF FIRST KIND VIA FRACTIONAL CALCULUS
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Abstract. We give a new method for numerically solving Abel integral equations of first kind. An estimation for the error is obtained. The method is based on approximations of fractional integrals and Caputo derivatives. Using trapezoidal rule and Computer Algebra System Maple, the exact and approximation values of three Abel integral equations are found, illustrating the effectiveness of the proposed approach.

1. INTRODUCTION

Consider the following generalized Abel integral equation of first kind:

\[
  f(x) = \int_{0}^{x} \frac{k(x, s)g(s)}{(x-s)^\alpha} \, ds, \quad 0 < \alpha < 1, \quad 0 \leq x \leq b,
\]

where \( g \) is the unknown function to be found, \( f \) is a well-behaved function, and \( k \) is the kernel. This equation is one of the most famous equations that frequently appears in many physical and engineering problems, like semiconductors, heat conduction, metallurgy and chemical reactions \cite{10,11}. In experimental physics, Abel’s integral equation of first kind \cite{10} finds applications in plasma diagnostics, physical electronics, nuclear physics, optics and astrophysics \cite{13,14}. To determine the radial distribution of the radiation intensity of a cylinder discharge in plasma physics, for example, one needs to solve an integral equation (1.1) with \( \alpha = \frac{1}{2} \).

Another example of application appears when one describes velocity laws of stellar winds \cite{13}. If \( k(x, s) = \frac{1}{\Gamma(1-\alpha)} \), then (1.1) is a fractional integral equation of order \( 1 - \alpha \) \cite{24}. This problem is a generalization of the tautochrone problem of the calculus of variations, and is related with the born of fractional mechanics \cite{28}. The literature on integrals and derivatives of fractional order is now vast and evolving; see, e.g., \cite{7,8,32,34}. The reader interested in the early literature, showing that Abel’s integral equations may be solved with fractional calculus, is referred to \cite{9}. For a concise and recent discussion on the solutions of Abel’s integral equations using fractional calculus see \cite{16}.

Many numerical methods for solving (1.1) have been developed over the past few years, such as product integration methods \cite{2,3}, collocation methods \cite{5}, fractional
Multi step methods [18,19,24], backward Euler methods [2], and methods based on wavelets [15,29,30]. Some semi analytic methods, like the Adomian decomposition method, are also available, which produce a series solution [4]. Unfortunately, the Abel integral equation (1.1) is an ill-posed problem. For \( k(x,s) = \frac{1}{\Gamma(1-\alpha)} \), Gorenflo [10] presented some numerical methods based on fractional calculus, e.g., using the Grunwald–Letnikov difference approximation

\[
D^\alpha f \simeq h^{-\alpha} \sum_{r=0}^{n} (-1)^r \binom{\alpha}{r} f(x - rh).
\]

If \( f \) is sufficiently smooth and vanishes at \( x \leq 0 \), then formula (1.2) has accuracy of order \( O(h^2) \), otherwise it has accuracy of order \( O(h) \). On the other hand, Lubich [18, 19] introduced a fractional multi-step method for the Abel integral equation of first kind, and Plato [23] considered fractional multi-step methods for weakly singular integral equations of first kind with a perturbed right-hand side. Liu and Tao solved the fractional integral equation, transforming it into an Abel integral equation of second kind [17]. A method based on Chebyshev polynomials is given in [4]. Here we propose a method to solve an Abel integral equation of first kind based on a numerical approximation of fractional integrals and Caputo derivatives of a given function \( f \) belonging to \( C^n[a, b] \) (see Theorem 4.2).

The structure of the paper is as follows. In Section 2 we recall the necessary definitions of fractional integrals and derivatives and explain some useful relations between them. Section 3 reviews some numerical approximations for fractional integrals and derivatives. The original results are then given in Section 4 where we introduce our method to approximate the solution of the Abel equation at the given nodes and we obtain an upper bound for the error. In Section 5 some examples are solved to illustrate the accuracy of the proposed method.

2. Definitions, Relations and Properties of Fractional Operators

Fractional calculus is a classical area with many good books available. We refer the reader to [20,24].

**Definition 2.1.** Let \( \alpha > 0 \) with \( n-1 < \alpha \leq n, n \in \mathbb{N}, \) and \( a < x < b \). The left and right Riemann–Liouville fractional integrals of order \( \alpha \) of a given function \( f \) are defined by

\[
a J^\alpha_x f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} f(t) dt
\]

and

\[
x J^\alpha_b f(x) = \frac{1}{\Gamma(\alpha)} \int_x^b (t-x)^{\alpha-1} f(t) dt,
\]

respectively, where \( \Gamma \) is Euler’s gamma function, that is,

\[
\Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt.
\]

**Definition 2.2.** The left and right Riemann–Liouville fractional derivatives of order \( \alpha > 0, n-1 < \alpha \leq n, n \in \mathbb{N}, \) are defined by

\[
a D^\alpha_x f(x) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_a^x (x-t)^{n-\alpha-1} f(t) dt
\]
and
\[ xD^\alpha_b f(x) = \frac{(-1)^n}{\Gamma(n-\alpha)} \frac{d^n}{dx^n} \int_x^b (t-x)^{n-\alpha-1} f(t) dt, \]
respectively.

**Definition 2.3.** The left and right Caputo fractional derivatives of order \( \alpha > 0 \), \( n-1 < \alpha \leq n \), \( n \in \mathbb{N} \), are defined by
\[
\frac{CD^\alpha_a f(x)}{\Gamma(n-\alpha)} \int_x^a (x-t)^{n-\alpha-1} f(t) dt
\]
and
\[
\frac{CD^\alpha_b f(x)}{\Gamma(n-\alpha)} \int_x^b (t-x)^{n-\alpha-1} f(t) dt,
\]
respectively.

**Definition 2.4.** Let \( \alpha > 0 \). The Grunwald–Letnikov fractional derivatives are defined by
\[
D^\alpha f(x) = \lim_{h \to 0} h^{-\alpha} \sum_{r=0}^{\infty} (-1)^r \binom{\alpha}{r} f(x-rh)
\]
and
\[
D^{-\alpha} f(x) = \lim_{h \to 0} h^\alpha \sum_{r=0}^{\infty} \left[ \frac{\alpha}{r} \right] f(x-rh),
\]
where
\[
\left[ \frac{\alpha}{r} \right] = \frac{\alpha(\alpha+1)(\alpha+2) \cdots (\alpha+r-1)}{r!}.
\]

**Remark 2.5.** The Caputo derivatives (Definition 2.3) have some advantages over the Riemann–Liouville derivatives (Definition 2.2). The most well known is related with the Laplace transform method for solving fractional differential equations. The Laplace transform of a Riemann–Liouville derivative leads to boundary conditions containing the limit values of the Riemann–Liouville fractional derivative at the lower terminal \( x = a \). In spite of the fact that such problems can be solved analytically, there is no physical interpretation for such type of boundary conditions. In contrast, the Laplace transform of a Caputo derivative imposes boundary conditions involving integer-order derivatives at \( x = a \), which usually are acceptable physical conditions. Another advantage is that the Caputo derivative of a constant function is zero, whereas for the Riemann–Liouville it is not. For details see [31].

**Remark 2.6.** The Grunwald–Letnikov definition gives a generalization of the ordinary discretization formulas for derivatives with integer order. The series in Definition 2.4 converge absolutely and uniformly for each \( \alpha > 0 \) and for every bounded function \( f \). The discrete approximations derived from the Grunwald–Letnikov fractional derivatives, e.g., [17], present some limitations. First, they frequently originate unstable numerical methods and henceforth usually a shifted Grunwald–Letnikov formula is used instead. Another disadvantage is that the order of accuracy of such approximations is never higher than one. For details see [2].
The following relations between Caputo and Riemann–Liouville fractional derivatives hold [24]:

\[ C_a^\alpha D_x^\alpha f(x) = a D_x^\alpha f(x) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (x-a)^{k-\alpha} \]

and

\[ C_x^\alpha D_x^\alpha f(x) = x D_x^\alpha f(x) - \sum_{k=0}^{n-1} \frac{f^{(k)}(b)}{k!} (b-x)^{k-\alpha}. \]

Therefore, if \( f \in C^n[a,b] \) and \( f^{(k)}(a) = 0, k = 0, 1, \ldots, n-1 \), then

\[ C_x^\alpha D_x^\alpha f = a D_x^\alpha f, \]

if \( f^{(k)}(b) = 0, k = 0, 1, \ldots, n-1 \), then

\[ C_x^\alpha D_x^\alpha f = x D_x^\alpha f. \]

Other useful properties of fractional integrals and derivatives are: all fractional operators are linear, that is, if \( L \) is an arbitrary fractional operator, then

\[ L(tf + sg) = tL(f) + sL(g) \]

for all functions \( f, g \in C^n[a,b] \) or \( f, g \in L^p(a,b) \) and \( t, s \in \mathbb{R} \); if \( \alpha, \beta > 0 \), then

\[ J_0^\alpha J_0^\beta f = J_0^{\alpha+\beta} f, \quad D_0^\alpha D_0^\beta f = D_0^{\alpha+\beta} f. \]

if \( f \in L^\infty(a,b) \) or \( f \in C^n[a,b] \) and \( \alpha > 0 \), then

(2.1) \[ C_x^\alpha D_x^\alpha f = f \quad \text{and} \quad C_x^\alpha D_x^\alpha f = f. \]

On the other hand, if \( f \in C^n[a,b] \) and \( \alpha > 0 \), then

\[ a J_x^\alpha C_a^\alpha D_x^\alpha f(x) = f(x) - \sum_{k=0}^{n-1} \frac{f^{(k)}(a)}{k!} (x-a)^k \]

and

\[ x J_b^\alpha C_x^\alpha D_x^\alpha f(x) = f(x) - \sum_{k=0}^{n-1} \frac{f^{(k)}(b)}{k!} (b-x)^k. \]

From (2.1) it is seen that the Caputo fractional derivatives are the inverse operators for the Riemann–Liouville fractional integrals. This is the reason why we choose here to use Caputo fractional derivatives for solving Abel integral equations.

3. Known Numerical Approximations to Fractional Operators

Diethelm [5] (see also [8, pp. 62–63]) uses the product trapezoidal rule with respect to the weight function \((t_k-u)^{\alpha-1}\) to approximate Riemann–Liouville fractional integrals. More precisely, the approximation

\[ \int_{t_0}^{t_k} (t_k-u)^{\alpha-1} f(u)du \simeq \int_{t_0}^{t_k} (t_k-u)^{\alpha-1} \tilde{f}_k(u)du, \]

where \( \tilde{f}_k \) is the piecewise linear interpolator for \( f \) whose nodes are chosen at \( t_j = jh, j = 0, 1, \ldots, n \) and \( h = \frac{t_k-t_0}{n} \), is considered. Odibat [21,22] uses a modified trapezoidal rule to approximate the fractional integral \( D_x^\alpha f(x) \) (Theorem 3.1) and the Caputo fractional derivative \( C_x^\alpha D_x^\alpha f(x) \) (Theorem 3.2) of order \( \alpha > 0 \).
Theorem 3.1 (See [21][22]). Let \( b > 0, \alpha > 0 \), and suppose that the interval \([0, b]\) is subdivided into \( k \) subintervals \([x_j, x_{j+1}]\), \( j = 0, \ldots, k - 1 \), of equal distances \( h = \frac{b}{k} \) by using the nodes \( x_j = jh, \ j = 0, 1, \ldots, k \). Then the modified trapezoidal rule

\[
T(f, h, \alpha) = \frac{h^\alpha}{\Gamma(\alpha + 2)}((k - 1)^{\alpha + 1} - (k - \alpha - 1)k^{\alpha})f(0) + f(b)
\]

\[
+ \frac{h^\alpha}{\Gamma(\alpha + 2)} \sum_{j=1}^{k-1} ((k - j + 1)^{\alpha + 1} - 2(k - j)^{\alpha + 1} + (k - j - 1)^{\alpha + 1}) f(x_j)
\]

is an approximation to the fractional integral \( 0J_x^\alpha f|_{x=b} \):

\[
0J_x^\alpha f|_{x=b} = T(f, h, \alpha) - E_T(f, h, \alpha).
\]

Furthermore, if \( f \in C^2[0, b] \), then

\[
|E_T(f, h, \alpha)| \leq c_\alpha \|f''\|_\infty b^\alpha h^2 = O(h^2),
\]

where \( c_\alpha \) is a constant depending only on \( \alpha \).

The following theorem gives an algorithm to approximate the Caputo fractional derivative of an arbitrary order \( \alpha > 0 \).

Theorem 3.2 (See [21][22]). Let \( b > 0, \alpha > 0 \) with \( n - 1 < \alpha \leq n, \ n \in \mathbb{N} \), and suppose that the interval \([0, b]\) is subdivided into \( k \) subintervals \([x_j, x_{j+1}]\), \( j = 0, \ldots, k - 1 \), of equal distances \( h = \frac{b}{k} \) by using the nodes \( x_j = jh, \ j = 0, 1, \ldots, k \). Then the modified trapezoidal rule

\[
C(f, h, \alpha) = \frac{h^{n-\alpha}}{\Gamma(n + 2 - \alpha)} \left[ (k - 1)^{n-\alpha + 1} - (k - n + \alpha - 1)k^{n-\alpha} \right] f^{(n)}(0)
\]

\[
+ f^{(n)}(b) + \sum_{j=1}^{k-1} ((k - j + 1)^{n-\alpha + 1} - 2(k - j)^{n-\alpha + 1} + (k - j - 1)^{n-\alpha + 1}) f^{(n)}(x_j)
\]

is an approximation to the Caputo fractional derivative \( 0D_x^\alpha f|_{x=b} \):

\[
0D_x^\alpha f|_{x=b} = C(f, h, \alpha) - E_C(f, h, \alpha).
\]

Furthermore, if \( f \in C^{n+2}[0, b] \), then

\[
|E_C(f, h, \alpha)| \leq c'_{n-\alpha} \|f^{(n+2)}\|_\infty b^{n-\alpha} h^2 = O(h^2),
\]

where \( c'_{n-\alpha} \) is a constant depending only on \( \alpha \).

In the next section we use Theorem 3.2 to find an approximation solution to a generalized Abel integral equation. The reader interested in other useful approximations for fractional operators is referred to [25][27] and references therein.

4. Main Results

Consider the following Abel integral equation of first kind:

\[
f(x) = \int_0^x \frac{g(t)}{(x-t)^\beta} dt, \quad 0 < \alpha < 1, \quad 0 \leq x \leq b,
\]

where \( f \in C^1[a, b] \) is a given function satisfying \( f(0) = 0 \) and \( g \) is the unknown function we are looking for.
Theorem 4.1. The solution to problem (4.1) is
\[
g(x) = \frac{\sin(\alpha \pi)}{\pi} \int_0^x \frac{f'(t)}{(x-t)^{1-\alpha}} dt.
\]

Proof. According to Definition (2.1), we can write (4.1) in the equivalent form
\[
f(x) = \Gamma(1-\alpha) \int_0^x \frac{f'(t)}{(x-t)^{1-\alpha}} dt.
\]

Then, using (2.1), it follows that
\[
C_0 D_x^{1-\alpha} f(x) = \Gamma(1-\alpha) g(x).
\]

Therefore,
\[
g(x) = \frac{1}{\Gamma(1-\alpha) \Gamma(2+\alpha)} \int_0^x \frac{f'(t)}{(x-t)^{1-\alpha}} dt = \frac{\sin(\alpha \pi)}{\pi} \int_0^x \frac{f'(t)}{(x-t)^{1-\alpha}} dt,
\]
where we have used the identity \(\pi = \sin(\alpha \pi) \Gamma(\alpha) \Gamma(1-\alpha)\).

Our next theorem gives an algorithm to approximate the solution (4.2) to problem (4.1).

Theorem 4.2. Let \(0 < x < b\) and suppose that the interval \([0, x]\) is subdivided into \(k\) subintervals \([t_j, t_{j+1}]\), \(j = 0, \ldots, k-1\), of equal length \(h = \frac{x}{k}\) by using the nodes \(t_j = jh, j = 0, \ldots, k\). An approximate solution \(\bar{g}\) to the solution \(g\) of the Abel integral equation (4.1) is given by
\[
\bar{g}(x) = h^\alpha \Gamma(1-\alpha) \Gamma(2+\alpha) \left[ \left( (k-1)^{1+\alpha} - (k-1-\alpha)k^\alpha \right) f'(0) + f'(x) \right]
\]
\[+ \sum_{j=1}^{k-1} \left( (k-j+1)^{1+\alpha} - 2(k-j)^{1+\alpha} + (k-j-1)^{1+\alpha} \right) f'(t_j) \right].
\]

Moreover, if \(f \in C^3[0, x]\), then \(g(x) = \bar{g}(x) - \frac{1}{\Gamma(1-\alpha)} E(x)\) with
\[
|E(x)| \leq c'_\alpha \|f''\|_\infty x^\alpha h^2 = O(h^2),
\]
where \(c'_\alpha\) is a constant depending only on \(\alpha\) and \(\|f''\|_\infty = \max_{t \in [0, x]} |f''(t)|\).

Proof. We want to approximate the Caputo derivative in (4.3), i.e., to approximate
\[
g(x) = \frac{1}{\Gamma(1-\alpha)} C_0 D_x^{1-\alpha} f(x) = \frac{\sin(\alpha \pi) \Gamma(\alpha)}{\pi} C_0 D_x^{1-\alpha} f(x).
\]

If the Caputo fractional derivative of order \(1-\alpha\) for \(f\), \(0 < \alpha < 1\), is calculated at collocation nodes \(t_j, j = 0, \ldots, k\), then the result is a direct consequence of Theorem 4.2.

5. Illustrative Examples

We exemplify the approximation method given by Theorem 4.2 with three Abel integral equations whose exact solutions are found from Theorem 4.1. The computations were done with the Computer Algebra System Maple. The complete code is provided in Appendix A.
Example 5.1. Consider the Abel integral equation

(5.1) \[ e^x - 1 = \int_0^x \frac{g(t)}{(x-t)^{1/2}} \, dt. \]

The exact solution to (5.1) is given by Theorem 4.1:

(5.2) \[ g(x) = \frac{e^x}{\sqrt{\pi}} \text{erf}(\sqrt{x}), \]

where \( \text{erf}(x) \) is the error function, that is,

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt. \]

In Table 1 we present the approximate values for \( g(x_i) \), \( x_i = 0.1, 0.2, 0.3 \), obtained from Theorem 4.2 with \( k = 1, 10, 100 \).

| \( x_i \) | \( k = 1 \) | \( k = 10 \) | \( k = 100 \) | Exact solution | Error \( \Delta k=100 \) |
|---|---|---|---|---|---|
| 0.1 | 0.2154319668 | 0.2152921762 | 0.2152904646 | 0.2152905021 | 3.75 \times 10^{-8} |
| 0.2 | 0.3267280013 | 0.3258410776 | 0.3258407623 | 0.3258840762 | 2.61 \times 10^{-8} |
| 0.3 | 0.4300194238 | 0.4275941023 | 0.4275656575 | 0.4275656575 | 2.14 \times 10^{-7} |

Example 5.2. Consider the following Abel integral equation of first kind:

(5.3) \[ x = \int_0^x \frac{g(t)}{(x-t)^{4/5}} \, dt. \]

The exact solution (4.2) to (5.3) takes the form

(5.4) \[ g(x) = \frac{5}{4} \frac{\sin \left( \frac{x}{\pi} \right)}{x^{4/5}}. \]

We can see the numerical approximations of \( g(x_i) \), \( x_i = 0.4, 0.5, 0.6 \), obtained from Theorem 4.2 with \( k = 1, 10 \) in Table 2.

| \( x_i \) | \( k = 1 \) | \( k = 10 \) | Exact solution | Error \( \Delta k=10 \) |
|---|---|---|---|---|
| 0.4 | 0.1123639036 | 0.1123639036 | 0.1123639037 | 1 \times 10^{-10} |
| 0.5 | 0.1343243751 | 0.1343243751 | 0.1343243752 | 1 \times 10^{-10} |
| 0.6 | 0.1554174667 | 0.1554174667 | 0.1554174668 | \leq 10^{-11} |

Example 5.3. Consider now the Abel integral equation

(5.5) \[ x^{7/6} = \int_0^x \frac{g(t)}{(x-t)^{1/3}} \, dt. \]

Theorem 4.2 asserts that

(5.6) \[ g(x) = \frac{7\sqrt{3}}{12\pi} \int_0^x \frac{t^{1/6}}{(x-t)^{2/3}} \, dt. \]
The numerical approximations of \( g(x_i) \), \( x_i = 0.6, 0.7, 0.8 \), obtained from Theorem 4.2 with \( k = 10, 100, 1000 \), are given in Table 3.

Table 3. Approximated values \( \tilde{g}(x_i) \) to the solution (5.6) of (5.5) obtained from Theorem 4.2 with \( k = 10, 100, 1000 \).

| \( x_i \) | \( k = 10 \) | \( k = 100 \) | \( k = 1000 \) | Exact solution (5.6) | Error \( \Delta_k=1000 \) |
|---------|-----------|-------------|--------------|---------------------|----------------------|
| 0.6     | 0.6921182258 | 0.6981539356 | 0.6985885509 | 0.6986144912 | 0.0000258403 |
| 0.7     | 0.7475731262 | 0.7541248475 | 0.7545620072 | 0.7545898940 | 0.0000278868 |
| 0.8     | 0.7991892838 | 0.8061933689 | 0.806606797 | 0.8066905286 | 0.0000298489 |

Appendix A. Maple Code for Examples of Section 5

We provide here all the definitions and computations done in Maple for the problems considered in Section 5. The definitions follow closely the notations introduced along the paper, and should be clear even for readers not familiar with the Computer Algebra System Maple.

> # Solution given by Theorem 4.1
> g := (f, alpha, x) -> sin(alpha*Pi)*(int((diff(f(t), t))/(x-t)^(1-alpha), t = 0..x))/Pi;
> # Approximation given by Theorem 4.2
> gtilde := (f, alpha, h, k, x) -> h^alpha *(((k-1)^(1+alpha)-(k-1-alpha)*k^alpha)*(D(f))(0)+(D(f))(x)+sum(((k-j+1)^(1+alpha)-2*(k-j)^(1+alpha)+(k-j-1)^(1+alpha))*(D(f))(j*h), j = 1 .. k-1))/(GAMMA(1-alpha)*GAMMA(2+alpha));
> # Example 5.1
> f1 := x -> exp(x)-1:
g(f1, 1/2, x);
> erf(\sqrt{x})e^x/\sqrt{\pi}
> ExactValues1 := evalf([g(f1,1/2,0.1), g(f1,1/2,0.2), g(f1,1/2,0.3)]);
> [0.2152905021, 0.3258840762, 0.4275684616 ]
> ApproximateValues1 := k -> evalf([gtilde(f1, 1/2, 0.1/k, k, 0.1), gtilde(f1, 1/2, 0.2/k, k, 0.2), gtilde(f1, 1/2, 0.3/k, k, 0.3)]):
> ApproximateValues1(1);
> [0.2154319668, 0.3267280013, 0.4300194238]
> ApproximateValues1(10);
> [0.2152921762, 0.3258941876, 0.4275954299]
> ApproximateValues1(100);
> [0.2152904646, 0.3258841023, 0.4275658716]
> # Example 5.2
> f2 := x -> x:
g(f2, 4/5, x);
> \[ \frac{5}{4} \sin \left( \frac{4}{5} \pi \right) x^{4/5} \]
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\[ > \text{ExactValues2} := \text{evalf}([g(f2, 4/5, 0.4), g(f2, 4/5, 0.5), g(f2, 4/5, 0.6)]);
> [0.1123639037, 0.1343243752, 0.1554174668]
> \]
\[ > \text{ApproximateValues2} := k -> \text{evalf}([\tilde{g}(f2, 4/5, 0.4/k, k, 0.4),
> \tilde{g}(f2, 4/5, 0.5/k, k, 0.5),
> \tilde{g}(f2, 4/5, 0.6/k, k, 0.6)]):
> \]
\[ > \text{ApproximateValues2}(1);
> [0.1123639036, 0.1343243751, 0.1554174668]
> \]
\[ > \text{ApproximateValues2}(10);
> [0.1123639036, 0.1343243751, 0.1554174668]
> \]
\[ > \# Example
> \]
\[ > f3 := x -> x^{(7/6)};
> g(f3, 1/3, x);
> \frac{1}{2} \sqrt{3} \int_{0}^{x} \frac{t^{1/6}}{6 (x - t)^{2/3}} dt
> \]
\[ > \text{ExactValues3} := \text{evalf}([g(f3, 1/3, 0.6), g(f3, 1/3, 0.7), g(f3, 1/3, 0.8)]);
> [0.6981838509, 0.7545620072, 0.8066067976]
> \]
\[ > \text{ApproximateValues3} := k -> \text{evalf}([\tilde{g}(f3, 1/3, 0.6/k, k, 0.6),
> \tilde{g}(f3, 1/3, 0.7/k, k, 0.7),
> \tilde{g}(f3, 1/3, 0.8/k, k, 0.8)]):
> \]
\[ > \text{ApproximateValues3}(1);
> [0.5605130027, 0.6054232384, 0.6472246667]
> \]
\[ > \text{ApproximateValues3}(10);
> [0.6921182258, 0.7475731262, 0.7991892838]
> \]
\[ > \text{ApproximateValues3}(100);
> [0.6981839386, 0.7541248475, 0.8061933689]
> \]
\[ > \text{ApproximateValues3}(1000);
> [0.6985886509, 0.7545620072, 0.8066067976]
> \]
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