Abstract. In this paper we study the existence and the nonexistence of solutions for the boundary value problems of a class of nonlinear second-order discrete equations depending on a parameter. Variational (the mountain pass technique) and non-variational methods are applied.

Keywords: discrete boundary value problems, variational methods, mountain pass theorem.

Mathematics Subject Classification: 39A10, 39A12, 34B15, 34K10.

1. INTRODUCTION

In this note we will consider the following discrete boundary value problem which is subject to a certain parameter, namely

\[
\begin{cases}
\Delta \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) + f(k, u(k), w) = 0, & k \in \mathbb{N}(1,T), \\
\quad u(0) = u(T+1) = 0,
\end{cases}
\]

(1.1)

where \( T \geq 2 \) is an integer, \( \Delta \) is the forward difference operator defined by \( \Delta u(k) = u(k+1) - u(k), \) \( u(k) \in \mathbb{R} \) for all \( k \in \mathbb{N}(1,T), \) for fixed \( a, b \) such that \( a < b < \infty, \) \( a \in \mathbb{N} \cup \{0\}, \) \( b \in \mathbb{N} \) we denote \( \mathbb{N}(a,b) = \{a, a+1, \ldots, b-1, b\}, \) \( f : \mathbb{N}(1,T) \times \mathbb{R} \times \mathbb{W} \to \mathbb{R}, \) \( w \in \mathbb{W}, \) the space \( \mathbb{W} \) is some topological space (in most applications one takes \( \mathbb{R} \) in place of \( \mathbb{W} \)), \( p : \mathbb{N}(0,T) \to [2, +\infty) \).

Put

\[
p^- = \min_{k \in \mathbb{N}(0,T)} p(k), \quad p^+ = \max_{k \in \mathbb{N}(0,T)} p(k).
\]
The boundary value problem for a discrete anisotropic equation has been a very active area of research recently, we refer to the references by [2–4, 6, 10, 16, 17]. The authors have studied the boundary value problems with the Dirichlet, the Neumann or periodic conditions using critical point theory.

Our goal is to find conditions under which problem (1.1) has or has not solutions with respect to any parameter from some set (see for example [7, 11]). The approach relies on the application of the direct method of the calculus of variations and the mountain pass technique, which is a basic tool in critical point theory ([15, 18, 20]). Apart from that we investigate the continuous dependence on parameters, where we do not need to have the mountain pass geometry. The continuous dependence on parameters has been discussed for instance by [5, 7, 13, 21]. In this paper we consider the same boundary conditions as in [7], but the main operator involves a variable exponent, the $p(k)$-Laplacian being a generalization of the $p(x)$-Laplacian ([9]). Based on the results in the area of differential equations ([12, 19]) we examine some problem within a non-variational framework. The uniqueness of solutions is undertaken too.

The paper is organized as follows. Firstly, we provide some auxiliary materials. Then we give a variational formulation of the considered problem. The existence of nontrivial solutions and the continuous dependence on parameters are investigated in the next section. The example is also provided. Afterwards we focus on finding conditions under which the examined equation has an unique solution. Further, we examine some non-variational problem. The nonexistence of solutions is the subject of the last section.

Let $F(k, x, y) = \int_0^x f(k, s, y)ds$ for all $(k, x, y) \in \mathbb{N}(1, T) \times \mathbb{R} \times \mathbb{W}$.

We assume that the nonlinear term satisfies:

(H0) $f \in C(\mathbb{N}(1, T) \times \mathbb{R} \times \mathbb{W}; \mathbb{R})$;
(H1) there exist constants $c > 0$ and $r > p^+$ such that

$$|f(k, x, y)| \leq c(1 + |x|^{r-1})$$

for all $k \in \mathbb{N}(1, T), (x, y) \in \mathbb{R} \times \mathbb{W}$;

(H2) $\lim_{x \to 0} \frac{f(k, x, y)}{|x|^{p^+-1}} = 0$ uniformly for all $k \in \mathbb{N}(1, T), y \in \mathbb{W}$;

(H3) there exists a constant $\mu > p^+$ such that

$$0 < \mu F(k, x, y) \leq xf(k, x, y)$$

for all $k \in \mathbb{N}(1, T), x \in \mathbb{R} \setminus \{0\}, y \in \mathbb{W}$;

(H4) there exist constants $c_1, c_2 > 0$ such that

$$F(k, x, y) \geq c_1|x|^\mu - c_2$$

for all $k \in \mathbb{N}(1, T), x \in \mathbb{R}, y \in \mathbb{W}$.

The condition $f \in C(\mathbb{N}(1, T) \times \mathbb{R} \times \mathbb{W}; \mathbb{R})$ means that for each $k \in \mathbb{N}(1, T)$ the real valued function $f(k, \cdot, \cdot)$ is jointly continuous on $\mathbb{R} \times \mathbb{W}$.

By a solution to problem (1.1) we mean such a function $u : \mathbb{N}(0, T + 1) \rightarrow \mathbb{R}$, which satisfies the given equation on $\mathbb{N}(1, T)$ and the boundary conditions. Solutions
are investigated in the space $E$ of functions $u : \mathbb{N}(0, T + 1) \to \mathbb{R}$ such that $u(0) = u(T + 1) = 0$. We will consider the space $E$ with the norm

$$
\| u \| = \left( \sum_{k=1}^{T+1} |\Delta u(k-1)|^2 \right)^{\frac{1}{2}}.
$$

In the space $E$ we can also (like in [3]) introduce the Luxemburg norm

$$
\| u \|_{p(\cdot)} = \inf \left\{ v > 0 : \sum_{k=1}^{T+1} \left| \frac{\Delta u(k-1)}{v} \right|^{p(k-1)} \leq 1 \right\}.
$$

Since $E$ has a finite dimension these norms are equivalent, therefore there exist constants $L_1 > 0, L_2 > 1$ such that

$$
L_1 \| u \|_{p(\cdot)} \leq \| u \| \leq L_2 \| u \|_{p(\cdot)}. \quad (1.2)
$$

Now, let $\varphi : E \to \mathbb{R}$ be given by the formula

$$
\varphi(u) = \sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)},
$$

then inequalities

$$
\| u \|_{p(\cdot)}^{p+} \leq \varphi(u) \leq \| u \|_{p(\cdot)}^{p-}, \text{ if } \| u \|_{p(\cdot)} < 1, \quad (1.3)
$$

$$
\| u \|_{p(\cdot)}^{p-} \leq \varphi(u) \leq \| u \|_{p(\cdot)}^{p+}, \text{ if } \| u \|_{p(\cdot)} > 1 \quad (1.4)
$$

hold.

2. PRELIMINARY RESULTS

First, we recall some essential tools from critical point theory. Let $E$ be a real reflexive Banach space and $J \in C^1(E, \mathbb{R})$. We say that $J$ satisfies the Palais-Smale condition – the (PS) condition for short - if for any sequence $\{u_n\} \subset E$, such that $\{J(u_n)\}$ is bounded and $J'(u_n) \to 0$ as $n \to \infty$, there exists a convergent subsequence. This condition is needed for the mountain pass lemma.

**Lemma 2.1 (Mountain Pass Lemma [20]). Let $E$ be a real reflexive Banach space. Assume that $J \in C^1(E, \mathbb{R})$ and $J$ satisfies the (PS) condition. Suppose also that:**

1) $J(0) = 0$,
2) there exist $\rho > 0$ and $\alpha > 0$ such that $J(u) \geq \alpha$ for all $u \in E$ with $\| u \| = \rho$,
3) there exists $u_1$ in $E$ with $\| u_1 \| > \rho$ such that $J(u_1) < \alpha$. 
Then $J$ has a critical value $c \geq \alpha$. Moreover, $c$ can be characterized as

$$\inf_{g \in \Gamma} \max_{u \in g([0,1])} J(u),$$

where $\Gamma = \{ g \in C([0,1], E) : g(0) = 0, g(1) = u_1 \}$.

The functional $J$ is called anti-coercive if $\lim_{\|x\| \to +\infty} J(x) = -\infty$.

Directly from the definition of the (PS) condition and the notion of anti-coercivity we get the following lemma.

**Lemma 2.2.** Let $E$ be a finite dimensional Banach space and let $J \in C^1(E, \mathbb{R})$ be an anti-coercive functional. Then $J$ satisfies the (PS) condition.

**Proof.** Suppose to the contrary, i.e. suppose that in a finite dimensional Banach space the Gâteaux differentiable anti-coercive functional does not satisfy the (PS) condition. There exists an unbounded sequence $\{ u_n \}$ such that $J'(u_n) \to 0$ as $n \to \infty$ and sequence $\{ J(u_n) \}$ is bounded. There exists a subsequence $\{ u_{n_k} \}$ such that $\|u_{n_k}\| \to +\infty$ as $k \to \infty$ (since $\{ u_n \}$ is unbounded) and by anticoercivity we get $J(u_{n_k}) \to -\infty$. The contradiction completes the proof. \(\square\)

Let us also recall the inequalities which we use throughout the paper (see [8]):

(A1) for every $u \in E$ and for every $m \geq 2$ we have

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^m \leq 2^m \sum_{k=1}^T |u(k)|^m;$$

(A2) for every $u \in E$ and for every $m > 1$ we have

$$\sum_{k=1}^T |u(k)|^m \leq T(T+1)^{m-1} \sum_{k=1}^{T+1} |\Delta u(k-1)|^m;$$

(A3) for every $u \in E$ and for every $m \geq 1$ we have

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^m \leq (T+1)\|u\|^m;$$

(A4) for every $u \in E$ and for every $m \geq 2$ we have

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^m \geq (T+1)^{2-m} \|u\|^m;$$

(A5) for every $u \in E$ we have

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)} \leq (T+1)^{p-1 + (T+1)}.$$
3. VARIATIONAL SETTING

For a fixed parameter $w \in W$ solutions to problem (1.1) correspond to the critical points of the following functional $J_w : E \to \mathbb{R}$:

$$J_w(u) = \sum_{k=1}^{T+1} \frac{1}{p(k-1)} |\Delta u(k-1)|^{p(k-1)} - \sum_{k=1}^{T} F(k, u(k), w).$$ (3.1)

**Lemma 3.1.** Assume that (H0) holds and let a parameter $w \in W$ be fixed. Then $u \in E$ is a critical point of $J_w$ if and only if $u$ solves the problem (1.1).

**Proof.** Let us fix $u, h \in E$. We consider a function $\psi : \mathbb{R} \to \mathbb{R}$ defined by

$$\psi(\varepsilon) = J_w(u + \varepsilon h) = \sum_{k=1}^{T+1} \frac{1}{p(k-1)} |\Delta u(k-1) + \varepsilon h(k-1)|^{p(k-1)} - \sum_{k=1}^{T} F(k, u(k) + \varepsilon h(k), w).$$

Recalling that $h(0) = h(T+1) = 0$ we obtain, what follows by summation by parts (see [1]),

$$\psi'(0) = \sum_{k=1}^{T+1} \frac{1}{p(k-1)} |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta h(k-1) - \sum_{k=1}^{T} f(k, u(k), w) h(k)$$
$$= |\Delta u(T)|^{p(T)-2} \Delta u(T) \Delta h(T) + |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta h(k-1)|_{k=1}^{T+1}$$
$$- \sum_{k=1}^{T} \Delta \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) h(k) - \sum_{k=1}^{T} f(k, u(k), w) h(k)$$
$$= - \sum_{k=1}^{T} \left( - \Delta \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) - f(k, u(k), w) \right) h(k).$$

Since $h$ was arbitrarily fixed, we arrive at the assertion. \qed

By the above lemma, it easy to obtain the following result.

**Lemma 3.2.** Assume that (H0) holds. If $u$ is a solution to problem (1.1), then

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta h(k-1) = \sum_{k=1}^{T} f(k, u(k), w) h(k) \text{ for any } h \in E$$ (3.2)

and

$$\sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)} = \sum_{k=1}^{T} f(k, u(k), w) u(k).$$ (3.3)
4. EXISTENCE OF NONTRIVIAL SOLUTIONS

In this section we consider the existence of solutions to equation (1.1). Note that the solution which we obtain need not be unique. We will study the question of uniqueness of solutions in the next section. However, solutions which we obtain are necessarily nontrivial. We also investigate the continuous dependence on parameters.

**Theorem 4.1.** Assume that conditions (H0), (H2), (H4) hold. Then for any \( w \in W \) problem (1.1) has at least one nonzero solution.

**Proof.** Let us fix \( w \in W \). We shall show that \( J_w \) defined by (3.1) satisfies the assumptions of Lemma 2.1. By (H4), (A5), (A1) and (A4), we obtain, for any \( u \in E \),

\[
J_w(u) = \sum_{k=1}^{T+1} \frac{1}{p(k-1)} |\Delta u(k-1)|^{p(k-1)} - \sum_{k=1}^{T} F(k, u(k), w)
\]

\[
\leq \frac{1}{p} \sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)} - \sum_{k=1}^{T} (c_1 |u(k)|^\mu - c_2)
\]

\[
\leq \frac{1}{p}(T + 1)||u||^{p^+} + \frac{1}{p}(T + 1) - c_1 \sum_{k=1}^{T} |u(k)|^\mu + c_2 T
\]

\[
\leq \frac{1}{p}(T + 1)||u||^{p^+} - c_1 2^{-\mu} (T + 1)^{\frac{2p^+}{p^+}} ||u||^\mu + \frac{1}{p}(T + 1) + c_2 T
\]

and, as a consequence, \( J_w(u) \to -\infty \) as \( ||u|| \to +\infty \), since \( \mu > p^+ \). By Lemma 2.2, it follows that \( J_w \) satisfies the (PS) condition.

By (H2), for any given \( 0 < \varepsilon < \frac{(T + 1)^{\frac{2-p^+}{(T+1)p^+}}}{T^+} \), there exists \( \delta > 0 \) such that for all \( |x| \leq \delta \) we have

\[
|f(k, x, y)| \leq \varepsilon |x|^{p^+-1} \text{ for all } k \in \mathbb{N}(1, T), \ y \in W.
\]

For \( 0 < x \leq \delta \) we observe that

\[
|F(k, x, y)| = \left| \int_0^x f(k, s, y) ds \right| \leq \int_0^x |f(k, s, y)| ds
\]

\[
\leq \int_0^x \varepsilon |s|^{p^+-1} ds = \varepsilon \int_0^x s^{p^+-1} ds = \varepsilon \frac{s^{p^+}}{p^+} \bigg|_0^x = \varepsilon \frac{|x|^{p^+}}{p^+}
\]

and for \( -\delta \leq x < 0 \) we obtain

\[
|F(k, x, y)| = \left| \int_0^x f(k, s, y) ds \right| = \left| -\int_x^0 f(k, s, y) ds \right|
\]

\[
\leq \int_x^0 \varepsilon |s|^{p^+-1} ds = \varepsilon \int_x^0 (-s)^{p^+-1} ds = -\varepsilon \frac{(-s)^{p^+}}{p^+} \bigg|_x^0 = \varepsilon \frac{|x|^{p^+}}{p^+}.
\]
Finally, for any $0 < \varepsilon < \frac{(T+1)^{\frac{2-p^+}{p^+}}}{T(T+1)^{p^+}}$ there exists $\delta > 0$ such that for all $|x| \leq \delta$ we have

$$|F(k, x, y)| \leq \frac{\varepsilon |x|^{p^+}}{p^+} \text{ for all } k \in \mathbb{N}(1, T), \ y \in \mathbb{W}. \quad (4.2)$$

Take $u \in E$ such that $|u(k)| \leq \delta$, for any $k \in \mathbb{N}(1, T)$. Then, for any $k \in \mathbb{N}(1, T + 1)$, we get $|\Delta u(k - 1)| \leq 2\delta$. Hence

$$\|u\| \leq 2 \left( \sum_{k=1}^{T+1} \delta^2 \right)^{\frac{1}{2}} = 2\delta (T + 1)^{\frac{1}{2}}.$$

Let $u \in E$ with $\|u\| \leq 1$. Then $|\Delta u(k - 1)| \leq 1$ for any $k \in \mathbb{N}(1, T + 1)$, so by (A4) we obtain

$$\sum_{k=1}^{T+1} |\Delta u(k - 1)|^{p(k-1)} \geq \sum_{k=1}^{T+1} |\Delta u(k - 1)|^{p^+} \geq (T + 1)^{\frac{2-p^+}{p^+}} \|u\|^{p^+}.$$  

Put $\eta = \min \left( 2\delta (T + 1)^{\frac{1}{2}}, 1 \right)$. For $u \in E$ with $\|u\| \leq \eta$, by (4.2), (4.3), (A2) and (A3) it follows that

$$J_w(u) = \sum_{k=1}^{T+1} \frac{1}{p(k-1)} |\Delta u(k - 1)|^{p(k-1)} - \sum_{k=1}^{T} F(k, u(k), w)$$

$$\geq \frac{1}{p^+} \sum_{k=1}^{T+1} |\Delta u(k - 1)|^{p(k-1)} - \varepsilon \frac{1}{p^+} \sum_{k=1}^{T} |u(k)|^{p^+}$$

$$\geq \frac{1}{p^+} (T + 1)^{\frac{2-p^+}{p^+}} \|u\|^{p^+} - \varepsilon \frac{1}{p^+} T (T + 1)^{p^+} \|u\|^{p^+}$$

$$= ||u||^{p^+} \frac{1}{p^+} \left( (T + 1)^{\frac{2-p^+}{p^+}} - \varepsilon T (T + 1)^{p^+} \right).$$

So, there exists positive numbers $0 < \rho < \eta$ and

$$\alpha = \frac{\rho^{p^+}}{p^+} \left( (T + 1)^{\frac{2-p^+}{p^+}} - \varepsilon T (T + 1)^{p^+} \right)$$

such that $J_w(u) \geq \alpha$ for all $u \in E$ with $\|u\| = \rho$. It is also obvious that $J_w(0) = 0$. Since $J_w$ is anti-coercive, there exists $u_1$ which satisfied condition 3 from the Mountain Pass Lemma. Therefore, the functional $J_w$ has the mountain pass geometry.

By the Mountain Pass Lemma (see Lemma 2.1), functional $J_w$ has a critical value $c^* > 0$, i.e. there exists $u^* \in E$ such that $J_w(u^*) = c^*$ and $J'_w(u^*) = 0$. It is obvious that $u^* \neq 0$, because $J_w(0) = 0$. The critical value $c^*$ can be characterized as

$$J_w(u^*) = \inf_{g \in \Gamma} \max_{t \in [0,1]} J_w(g(t)),$$  

where $\Gamma = \{ g \in C([0,1], E) : g(0) = 0, g(1) = u_1 \}$. We have shown the existence of a solution to problem (1.1) for any parameter $w \in \mathbb{W}$. \qed
Next, we prove that for a fixed parameter all solutions of (1.1) are bounded.

**Theorem 4.2.** Assume that conditions (H0)–(H4) hold. Let a parameter \( w \in \mathbb{W} \) be fixed. If \( u \) is a solution to problem (1.1), then there exists constants \( C_1, C_2 > 0 \) such that \( C_1 \leq \|u\| \leq C_2 \).

**Proof.** We will distinguish two cases. First we will assume that \( u \) is a solution to (1.1) such that \( \|u\|_{p(\cdot)} \leq 1 \). Put \( \gamma = \frac{1}{T(T+1)p^+L_2^p} \). By (H2), for any given \( 0 < \varepsilon < \gamma \), there exists \( \delta > 0 \) such that for all \( |x| \leq \delta \) we have

\[
|f(k, x, y)| \leq \varepsilon |x|^{p^+ - 1} \quad \text{for all} \quad k \in \mathbb{N}(1, T), \ y \in \mathbb{W}.
\]

By (H1), there exists a constant \( c_\varepsilon > 0 \) such that for all \( |x| > \delta \) we have

\[
|f(k, x, y)| \leq c_\varepsilon |x|^{r - 1} \quad \text{for all} \quad k \in \mathbb{N}(1, T), \ y \in \mathbb{W}.
\]

Indeed, if \( |x| > \delta \) then

\[
1 + |x|^{r - 1} < \left( \frac{1}{\delta^{r - 1}} + 1 \right)|x|^{r - 1},
\]

so

\[
|f(k, x, y)| < \varepsilon(1 + |x|^{r - 1}) \leq c_\varepsilon |x|^{r - 1},
\]

where \( c_\varepsilon = \left( \frac{1}{\delta^{r - 1}} + 1 \right) \). Thus for any given \( 0 < \varepsilon < \gamma \), there exists a constant \( c_\varepsilon \) such that

\[
|f(k, x, y)| \leq \varepsilon |x|^{p^+ - 1} + c_\varepsilon |x|^{r - 1} \quad \text{for all} \quad k \in \mathbb{N}(1, T), \ y \in \mathbb{W}. \quad (4.5)
\]

By (1.3), (3.3), (4.5), (A2), (A3) and (1.2), we get

\[
\|u\|_{p(\cdot)}^{p^+} \leq \varphi(u) = \sum_{k=1}^{T+1} |\Delta u(k - 1)|^{p(k - 1)} = \sum_{k=1}^{T} f(k, u(k), w) u(k)
\]

\[
\leq \varepsilon \sum_{k=1}^{T} |u(k)|^{p^+} + c_\varepsilon \sum_{k=1}^{T} |u(k)|^r
\]

\[
\leq \varepsilon T (T + 1)^{p^+} \|u\|^{p^+} + c_\varepsilon T (T + 1)^r \|u\|^{r}
\]

\[
\leq \varepsilon T (T + 1)^{p^+} L_2^{p^+} \|u\|_{p(\cdot)}^{p^+} + c_\varepsilon T (T + 1)^r L_2^r \|u\|_{p(\cdot)}^{r}.
\]

Hence

\[
\|u\|_{p(\cdot)} \geq \left( \frac{1 - \varepsilon T (T + 1)^{p^+} L_2^{p^+}}{c_\varepsilon T (T + 1)^r L_2^r} \right)^{- \frac{1}{p^+}}.
\]

Put

\[
\tilde{C}_1 = \left( \frac{1 - T (T + 1)^{p^+} \varepsilon L_2^{p^+}}{T (T + 1)^r c_\varepsilon L_2^r} \right)^{- \frac{1}{p^+}}.
\]
Notice that $0 < \tilde{C}_1 < 1$. Indeed, we get

$$0 < 1 - \varepsilon \left( T(T + 1)^{p^*} L_2^{p^*} \right) < 1,$$

because

$$0 < \varepsilon < \frac{1}{T(T + 1)^{p^*} L_2^{p^*}}.$$

By definition, $c_2 > 1$ and $L_2 > 1$, therefore $c_2 T (T + 1)^{p^*} L_2^{p^*} > 1$. Thus $0 < \tilde{C} < 1$.

In the second case, we will assume that $u$ is a solution to (1.1), such that $\|u\|_{p(\cdot)} \geq 1$. Then, we can find constant $\tilde{C}_2 > 1$ such that $\|u\|_{p(\cdot)} \leq \tilde{C}_2$.

By (H3), (4.4), (4.1) and (1.2) we deduce that

$$\mu(J_w(u) + \sum_{k=1}^{T} F(k, u(k), w)) - \sum_{k=1}^{T} f(k, u(k), w)u(k),$$

$$= \mu J_w(u) + \mu \sum_{k=1}^{T} \frac{1}{\mu} f(k, u(k), w)u(k) - \sum_{k=1}^{T} f(k, u(k), w)u(k),$$

$$= \mu \max_{t \in [0,1]} J_w (tu_1) \left( \sum_{k=1}^{T} \left( \frac{1}{\mu} f(k, u(k), w)u(k) - \sum_{k=1}^{T} f(k, u(k), w)u(k) \right) \right),$$

where $u_1$ is an element in the space $E$ which satisfies condition 3 from the Mountain Pass Lemma. On the other hand, by (3.1) and (3.3), we get

$$\mu(J_w(u) + \sum_{k=1}^{T} F(k, u(k), w)) - \sum_{k=1}^{T} f(k, u(k), w)u(k) \geq \mu \sum_{k=1}^{T+1} \left| \Delta u(k - 1) \right|^{p(k-1)} - \sum_{k=1}^{T} \left| \Delta u(k - 1) \right|^{p(k-1)}$$

$$\geq \mu \left( \frac{1}{p^*} + 1 \right) \sum_{k=1}^{T+1} \left| \Delta u(k - 1) \right|^{p(k-1)} - \sum_{k=1}^{T+1} \left| \Delta u(k - 1) \right|^{p(k-1)}$$

As a consequence, we obtain

$$\left( \frac{1}{p^*} + 1 \right) \sum_{k=1}^{T+1} \left| \Delta u(k - 1) \right|^{p(k-1)} \leq \mu \max_{t \geq 0} \left( \frac{1}{p^*} (T + 1) L_2^{p^*} T^{p^*} \right) - c_1 2^{-\mu} (T + 1)^{\frac{2p}{p^*}} L_2^{p^*} T^{p^*} + T c_2 + \frac{1}{p^*} (T + 1).$$
Bearing in mind (1.4) we have
\[
\left( \mu \frac{1}{p^+} - 1 \right) \|u\|_{p^+}^p 
\leq \mu \max_{t \geq 0} \left( \frac{1}{p} (T + 1) L_2^{p^+} p^+ - c_1 2^{-\mu} (T + 1)^{\frac{2-\mu}{p^+}} L_1 t^+ + Tc_2 + \frac{1}{p^+} (T + 1) \right).
\]

The function
\[
r(t) = \frac{1}{p} (T + 1) L_2^{p^+} p^+ - c_1 2^{-\mu} (T + 1)^{\frac{2-\mu}{p^+}} L_1 t^+ + Tc_2 + \frac{1}{p^+} (T + 1)
\]
is continuous, \( \lim_{t \to -\infty} r(t) = -\infty \) and achieves its maximum at the point
\[
t_0 = \left( \frac{1}{p} (T + 1) L_2^{p^+} p^+ - c_1 2^{-\mu} (T + 1)^{\frac{2-\mu}{p^+}} L_1 t_0^+ + Tc_2 + \frac{1}{p^+} (T + 1) \right)^{\frac{1}{p^+}}.
\]

Therefore, we may put
\[
\tilde{C}_2 = \left( \frac{\mu \left( \frac{1}{p} (T + 1) L_2^{p^+} p^+ - c_1 2^{-\mu} (T + 1)^{\frac{2-\mu}{p^+}} L_1 t_0^+ + Tc_2 + \frac{1}{p^+} (T + 1) \right)^{\frac{1}{p^+}} - 1}{\mu \frac{1}{p^+} - 1} \right)^{\frac{1}{p^+}}.
\]

It easy to check that \( \tilde{C}_2 > 1 \). Notice that \( r(t_0) \geq Tc_2 + \frac{1}{p^+} (T + 1) \). Hence
\[
\mu r(t_0) \geq \mu Tc_2 + \frac{\mu}{p^+} (T + 1) > \frac{\mu}{p^+} (T + 1) > \frac{\mu}{p^+} > \frac{\mu}{p^+} - 1,
\]

since \( \mu > p^+ \geq 2 \) and \( p^+ \geq p^- \). Consequently \( \tilde{C}_2 > 1 \).

Thus we have shown that, if \( u \) is a solution to problem (1.1), then there exist constants \( \tilde{C}_1, \tilde{C}_2 > 0 \) such that
\[
\tilde{C}_1 \leq \|u\|_{p^+} \leq \tilde{C}_2.
\]
Consequently, by (1.2), there exist constants \( C_1 = L_1 \tilde{C}_1, C_2 = L_2 \tilde{C}_2 \) such that
\[
C_1 \leq \|u\| \leq C_2.
\]

The obtained result allows us to study the continuous dependence on parameters. Considering a sequence of parameters we get existence of a sequence of solutions (corresponding to parameters). Supposing that the sequence of parameters is convergent we arrive at the limit of a subsequence selected from a sequence of solutions. This limit is a solution to the considered problem and it corresponds to the limit of the sequence of parameters.

**Theorem 4.3.** Let \( \mathcal{W} \) be a Hausdorff space. Assume that conditions (H0)–(H4) are satisfied. Let \( \{w_n\}_{n=1}^{\infty} \subset \mathcal{W} \) be a convergent sequence of parameters with \( \lim_{n \to \infty} w_n = w \in \mathcal{W} \). For any sequence \( \{u_n\}_{n=1}^{\infty} \) of nontrivial solutions to (1.1) corresponding to \( \{w_n\}_{n=1}^{\infty} \), there exists a subsequence \( \{u_{n_i}\}_{i=1}^{\infty} \subset \mathcal{E} \) and an element \( u \in \mathcal{E} \) such that \( \lim_{i \to \infty} u_{n_i} = u \) and that \( u \) satisfies problem (1.1) corresponding to \( w \).
Proof. We define a sequence \( \{u_n\}_{n=1}^{\infty} \in E \) as follows: \( u_n \) is a solution to (1.1) with \( w = w_n \). Thus, for \( n = 1, 2, \ldots \)

\[
\begin{aligned}
\Delta \left( |\Delta u_n(k-1)|^{p(k-1)-2} \Delta u_n(k-1) \right) + f(k, u_n(k), w_n) = 0, & \quad k \in \mathbb{N}(1, T), \\
u_n(0) = u_n(T + 1) = 0.
\end{aligned}
\]

(4.7)

By Theorem 4.2, there exist constants \( C_1, C_2 > 0 \) such that \( C_1 \leq \|u_n\| \leq C_2 \) for \( n = 1, 2, \ldots \). Thus, the sequence \( \{u_n\}_{n=1}^{\infty} \) can be assumed convergent, up to a subsequence \( \{u_{n_i}\}_{i=1}^{\infty} \). So there exists \( u \in E \) such that \( u_{n_i} \to u \) in \( E \).

Since \( C_1 \leq \|u_{n_i}\| \leq C_2 \), we know that \( C_1 \leq \|u\| \leq C_2 \) and thus \( u \neq 0 \). The assertion that \( u \) is a solution to problem (1.1) is equivalent to showing that for any \( v \in E \)

\[
\sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta v(k-1) = \sum_{k=1}^{T} f(k, u(k), w))v(k).
\]

(4.8)

For any \( v \in E \) by continuity of \( f \) we get from (4.7)

\[
\sum_{k=1}^{T} f(k, u_{n_i}(k), w_{n_i})v(k) \to \sum_{k=1}^{T} f(k, u(k), w)v(k)
\]

and

\[
\sum_{k=1}^{T+1} |\Delta u_{n_i}(k-1)|^{p(k-1)-2} \Delta u_{n_i}(k-1) \Delta v(k-1)
\to \sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta v(k-1).
\]

Hence (4.8) holds. Since \( v \) was arbitrarily fixed, summing by parts as we did in the proof of Lemma 3.1, we see that \( u \) is a solution to (1.1).

Now, we will show an example of a function which satisfies conditions (H0)–(H4).

**Example 4.4.** Let us take a function \( F : \mathbb{N}(1, T) \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) given by

\[
F(k, x, y) = (3 + \sin k)|x|^4 \left( 1 + e^{-y^2} \right)
\]

and \( p : \mathbb{N}(0, T) \to [2, +\infty) \) given by

\[
p(k) = 2 + \frac{1}{k + 1}.
\]

Then \( p^+ = 3 \) and conditions (H0)–(H4) are fulfilled with \( \mu = r = 4 \).
5. UNIQUENESS OF SOLUTIONS

In this section we will examine conditions under which problem (1.1) has a unique solution. Recall that, by the previous section, if \( u \) is a solution to (1.1), then there exists a constant \( \tilde{C}_2 > 1 \) given by (4.6) such that \( \|u\|_{p(1)} \leq \tilde{C}_2 \).

**Lemma 5.1** ([14]). Assume that \( p \geq 2 \) and \( c_p = \frac{2}{p(2p-1)} \). Then
\[
(|x|^{p-2}x - |y|^{p-2}y)(x - y) \geq c_p|x - y|^p \quad \text{for all} \quad x, y \in \mathbb{R}.
\]

Put
\[
c_p(k) = \frac{2}{p(k)(2p(k)-1)} \quad \text{for all} \quad k \in \mathbb{N}(0, T)
\]

and
\[
c_{p^+} = \frac{2}{p^+(2p^+-1)} = \min_{k \in \mathbb{N}(0, T)} c_p(k).
\]

Let us introduce an additional condition:

(H5) there exists a constant
\[
d \in \left(0, \frac{c_{p^+}}{T(T + 1)p^+L^*_2\left(2\tilde{C}_2\right)^{p^+-p}}\right)
\]
such that for any \( x, \overline{x} \in \mathbb{R}, t \in \mathbb{N}(1, T) \) and \( y \in \mathcal{W} \) we have
\[
|f(t, x, y) - f(t, \overline{x}, y)| \leq d|x - \overline{x}|^{p^+-1},
\]

where \( \tilde{C}_2 > 1 \) is given by (4.6).

**Theorem 5.2.** Assume that conditions (H0)-(H5) hold. Then for every fixed \( w \in \mathcal{W} \) there exists exactly one solution \( u \) to problem (1.1) satisfying \( C_1 \leq \|u\| \leq C_2 \) (for some \( C_1, C_2 > 0 \)).

**Proof.** The existence part follows by Theorem 4.1. Suppose that there exist two different functions \( u_1, u_2 \) satisfying (1.1). Then, by (3.2),
\[
\sum_{k=1}^{T+1} |\Delta u_1(k-1)|^{p(k-1)-2}\Delta u_1(k-1)\Delta(u_2 - u_1)(k-1) = \sum_{k=1}^{T} f(k, u_1(k), w)(u_2 - u_1)(k)
\]
and
\[
\sum_{k=1}^{T+1} |\Delta u_2(k-1)|^{p(k-1)-2}\Delta u_2(k-1)\Delta(u_2 - u_1)(k-1) = \sum_{k=1}^{T} f(k, u_2(k), w)(u_2 - u_1)(k).
\]
Using (1.3), Lemma 5.1, (5.1), (5.2), (H5), (A2), (A3) and (1.2), in case $\|u_2 - u_1\|_{p(\cdot)} \leq 1$, we deduce that

$$c_{p^+} \cdot \|u_2 - u_1\|^{p^+}_{p(\cdot)} \leq c_{p^+} \cdot \varphi(u_2 - u_1)$$

$$\leq \sum_{k=1}^{T+1} c_{p(k-1)} |\Delta u_2(k-1) - \Delta u_1(k-1)|^{p(k-1)}$$

$$\leq \sum_{k=1}^{T+1} \left( |\Delta u_2(k-1)|^{p(k-1)-2} \Delta u_2(k-1) - |\Delta u_1(k-1)|^{p(k-1)-2} \Delta u_1(k-1) \right)$$

$$(\Delta u_2(k-1) - \Delta u_1(k-1))$$

$$= \sum_{k=1}^{T} |f(k, u_2(k), w) - f(k, u_1(k), w)|(u_2 - u_1)(k)$$

$$\leq d \sum_{k=1}^{T} |u_2(k) - u_1(k)|^{p^+} \leq dT(T+1)^{p^+} \|u_2 - u_1\|^{p^+}_{p(\cdot)}$$

$$\leq dT(T+1)^{p^+} L_2^{p^+} \|u_2 - u_1\|_{p(\cdot)_3}^{p^+}.$$  

Thus

$$\left( c_{p^+} - dT(T+1)^{p^+} L_2^{p^+} \right) \|u_2 - u_1\|_{p(\cdot)_3}^{p^+} \leq 0,$$

that is, $u_1 = u_2$, since $d < \frac{c_{p^+}}{dT(T+1)^{p^+} L_2^{p^+}}$.

In case $\|u_2 - u_1\|_{p(\cdot)} \geq 1$, the preceding arguments already imply (using (1.4) in place of (1.3)) that

$$c_{p^+} \|u_2 - u_1\|^{p^-}_{p(\cdot)} \leq c_{p^+} \varphi(u_2 - u_1) = c_{p^+} \sum_{k=1}^{T+1} |\Delta u_2(k-1) - \Delta u_1(k-1)|^{p(k-1)}$$

$$\leq dT(T+1)^{p^+} L_2^{p^+} \|u_2 - u_1\|^{p^+}_{p(\cdot)}.$$  

Hence

$$\|u_2 - u_1\|^{p^+ - p^-}_{p(\cdot)} \geq \frac{c_{p^+}}{dT(T+1)^{p^+} L_2^{p^+}},$$

so

$$\|u_2 - u_1\|_{p(\cdot)} \geq \left( \frac{c_{p^+}}{dT(T+1)^{p^+} L_2^{p^+}} \right)^{\frac{1}{p^+ - p^-}}.$$  

Since $u_1, u_2$ are solutions to (1.1) and $d < \frac{c_{p^+}}{dT(T+1)^{p^+} L_2^{p^+} (2\tilde{C}_2)^{p^- - p^+}}$, so

$$2\tilde{C}_2 \geq \|u_2\|_{p(\cdot)} + \|u_1\|_{p(\cdot)} \geq \|u_2 - u_1\|_{p(\cdot)} > 2\tilde{C}_2.$$  

Contradiction, therefore $u_1 = u_2$.  

6. NON-VARIATIONAL PROBLEM

In this section we focus on the existence of solutions to the following Dirichlet boundary value problem

\[
\begin{cases}
\Delta \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) + f(k, u(k), \Delta u(k-1)) = 0, & k \in \mathbb{N}(1, T), \\
u(0) = u(T + 1) = 0,
\end{cases}
\] (6.1)

within a non-variational framework. Precisely, we discuss conditions under which the problem (6.1) has exactly one nonzero solution.

Recall, once again that if \( u \) is a solution to (1.1), then there exists a constant \( \tilde{C}_2 > 1 \) given by (4.6) such that

\[ \| u \|_{p(k)} \leq \tilde{C}_2. \]

Assume that \( f \) has the following property:

(H6) There exist constants \( d_1, d_2 \in (0, c_{p+}^{T+1} L_2^{p+} (2\tilde{C}_2)^{p+1} - 1) \) satisfying the inequality

\[ d_1 T^{p+1} L_2^{p+} + d_2 T^{p+1} (T + 1)^{p+1} - 1 < c_{p+}^{T+1} \frac{\tilde{C}_2}{(2\tilde{C}_2)^{p+1}} \] (6.2)

for which

\[ |f(t, x, y) - f(t, x, \overline{y})| \leq d_1 |x - \overline{x}|^{p+1} \]

and

\[ |f(t, x, y) - f(t, \overline{x}, y)| \leq d_2 |y - \overline{y}|^{p+1} \]

for all \( x, \overline{x}, y, \overline{y} \in \mathbb{R} \) and \( t \in \mathbb{N}(1, T) \).

**Theorem 6.1.** Assume that conditions (H0)–(H4) and (H6) hold. Then the problem (6.1) has exactly one nonzero solution.

**Proof.** Let \( u_0 \in E \) be fixed. Putting \( w = \Delta u_0(k-1) \) in (1.1) for every \( k \in \mathbb{N}(1, T) \) it follows by Theorem 5.2 that the following problem

\[
\begin{cases}
\Delta \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) + f(k, u(k), \Delta u_0(k-1)) = 0, & k \in \mathbb{N}(1, T), \\
u(0) = u(T + 1) = 0,
\end{cases}
\] (6.3)

has exactly one nonzero solution (namely \( u_1 \)) since (H6) implies (H5).

Repeating the reasoning, we construct a sequence \( \{u_n\}_{n=1}^{\infty} \) in \( E \) as a sequence of solutions to the following boundary value problems

\[
\begin{cases}
\Delta \left( |\Delta u_n(k-1)|^{p(k-1)-2} \Delta u_n(k-1) \right) + f(k, u_n(k), \Delta u_{n-1}(k-1)) = 0, & k \in \mathbb{N}(1, T), \\
u_n(0) = u_n(T + 1) = 0,
\end{cases}
\] (6.4)
By Theorem 4.2, there exist constants $C_1, C_2 > 0$ such that $C_1 \leq \|u_n\| \leq C_2$ for all $n \in \mathbb{N}$, so the sequence $\{u_n\}_{n=1}^{\infty}$ is bounded. We will show that $\{u_n\}_{n=1}^{\infty}$ is a Cauchy sequence. Suppose so for any $n \in \mathbb{N}$ we have $\|u_{n+1} - u_n\|_{p} \geq 1$. Then, by (1.4), Lemma 5.1 and (3.2), we get

$$c_{p^+} \|u_{n+1} - u_n\|_{p} \leq c_{p^+} \varphi(u_{n+1} - u_n)$$

$$\leq \sum_{k=1}^{T+1} c_{p(k-1)} \Delta u_{n+1}(k - 1) - \Delta u_n(k - 1)^{p(k-1)}$$

$$\leq \sum_{k=1}^{T+1} \left( (\Delta u_{n+1}(k - 1) - \Delta u_n(k - 1)^{p(k-1)} - \Delta u_k(k - 1) \right) \Delta u_{n+1}(k - 1) - \Delta u_n(k - 1))$$

$$= \sum_{k=1}^{T} f(k, u_{n+1}(k), \Delta u_n(k - 1)) (u_{n+1} - u_n)(k)$$

$$- \sum_{k=1}^{T} f(k, u_n(k), \Delta u_{n-1}(k - 1)) (u_{n+1} - u_n)(k)$$

$$= \sum_{k=1}^{T} (f(k, u_{n+1}(k), \Delta u_n(k - 1)) - f(k, u_n(k), \Delta u_{n-1}(k - 1))) (u_{n+1} - u_n)(k)$$

$$+ \sum_{k=1}^{T} (f(k, u_n(k), \Delta u_{n-1}(k - 1)) - f(k, u_n(k), \Delta u_{n-1}(k - 1))) (u_{n+1} - u_n)(k).$$

Continuing, by (H6), (A2), (A5), the Hölder inequality, (1.2) and (A3), we have

$$c_{p^+} \|u_{n+1} - u_n\|_{p} \leq \sum_{k=1}^{T+1} c_{p(k-1)} \Delta u_{n+1}(k - 1) - \Delta u_n(k - 1)^{p(k-1)}$$

$$\leq \sum_{k=1}^{T+1} \left( (\Delta u_{n+1}(k - 1) - \Delta u_n(k - 1)^{p(k-1)} - \Delta u_k(k - 1) \right) \Delta u_{n+1}(k - 1) - \Delta u_n(k - 1))$$

$$= \sum_{k=1}^{T} f(k, u_{n+1}(k), \Delta u_n(k - 1)) (u_{n+1} - u_n)(k)$$

$$- \sum_{k=1}^{T} f(k, u_n(k), \Delta u_{n-1}(k - 1)) (u_{n+1} - u_n)(k)$$

$$= \sum_{k=1}^{T} (f(k, u_{n+1}(k), \Delta u_n(k - 1)) - f(k, u_n(k), \Delta u_{n-1}(k - 1))) (u_{n+1} - u_n)(k)$$

$$+ \sum_{k=1}^{T} (f(k, u_n(k), \Delta u_{n-1}(k - 1)) - f(k, u_n(k), \Delta u_{n-1}(k - 1))) (u_{n+1} - u_n)(k).$$
Bearing in mind that \( \{u_n\}_{n=1}^{\infty} \) is a sequence of solutions to (6.4) we obtain
\[
\begin{align*}
c_{p^+} \|u_{n+1} - u_n\|_{p(p)}^- & \leq d_1 T (T + 1)^{p^+} L_2^{p^+} \|u_{n+1} - u_n\|_{p(p)}^- \\
+ d_2 (T + 1)^{\frac{p^+ - 1}{p^+}} L_2^{p^+ - 1} \left( \|u_n\|_{p(p)} + \|u_{n-1}\|_{p(p)} \right)^{p^+ - 1} T^{\frac{1}{p^+}} (T + 1) L_2 \|u_{n+1} - u_n\|_{p(p)}^- & \leq d_1 T (T + 1)^{p^+} L_2^{p^+} \|u_{n+1} - u_n\|_{p(p)}^- \\
+ d_2 T^{\frac{1}{p^+}} (T + 1)^{\frac{p^+ - 1}{p^+} + 1} L_2^{p^+} \left( 2C_2 \right)^{p^+ - 1} \|u_{n+1} - u_n\|_{p(p)}^- & = \left( d_1 T (T + 1)^{p^+} L_2^{p^+} + d_2 T^{\frac{1}{p^+}} (T + 1)^{\frac{p^+ - 1}{p^+} + 1} L_2^{p^+} \left( 2C_2 \right)^{p^+ - 1} \right) \|u_{n+1} - u_n\|_{p(p)}^- .
\end{align*}
\]
Hence
\[
\|u_{n+1} - u_n\|_{p(p)}^{p^+ - p^-} \geq \frac{c_{p^+}}{d_1 T (T + 1)^{p^+} L_2^{p^+} + d_2 T^{\frac{1}{p^+}} (T + 1)^{\frac{p^+ - 1}{p^+} + 1} L_2^{p^+} \left( 2C_2 \right)^{p^+ - 1}}.
\]
By (H6), it follows that
\[
2C_2 \geq \|u_{n+1}\|_{p(p)} + \|u_n\|_{p(p)} \geq \|u_{n+1} - u_n\|_{p(p)} \geq \left( d_1 T (T + 1)^{p^+} L_2^{p^+} + d_2 T^{\frac{1}{p^+}} (T + 1)^{\frac{p^+ - 1}{p^+} + 1} L_2^{p^+} \left( 2C_2 \right)^{p^+ - 1} \right)^{\frac{1}{p^+ - p^-}} > 2C_2.
\]
Contradiction. Thus for any \( n \in \mathbb{N} \) we have \( \|u_{n+1} - u_n\|_{p(p)} < 1 \). The preceding arguments already imply, using (1.3) in place of (1.4) that
\[
\begin{align*}
c_{p^+} \|u_{n+1} - u_n\|_{p(p)}^- & \leq d_1 T (T + 1)^{p^+} L_2^{p^+} \|u_{n+1} - u_n\|_{p(p)}^- \\
+ d_2 (T + 1)^{\frac{p^+ - 1}{p^+}} L_2^{p^+ - 1} \|u_n - u_{n-1}\|_{p(p)}^{-1} T^{\frac{1}{p^+}} (T + 1) L_2 \|u_{n+1} - u_n\|_{p(p)}^- & \leq d_2 T^{\frac{1}{p^+}} (T + 1)^{\frac{p^+ - 1}{p^+} + 1} L_2^{p^+} \|u_n - u_{n-1}\|_{p(p)}^{-1} .
\end{align*}
\]
It is equivalent to
\[ \|u_{n+1} - u_n\|_{p(\cdot)} \leq \left( \frac{d_2 T \frac{1}{p(T+1)} (\frac{p+1}{p})^{p-1} L_2^p}{c_{p^+} - d_1 T (T+1)^{p^+} L_2^p} \right)^{\frac{1}{p-1}} \|u_n - u_{n-1}\|_{p(\cdot)}. \]

By (H6), we deduce that
\[ d_1 T (T+1)^{p^+} L_2^p + d_2 T \frac{1}{p(T+1)} (\frac{p+1}{p})^{p-1} L_2^p \]
\[ < d_1 T (T+1)^{p^+} L_2^p + d_2 T \frac{1}{p(T+1)} (\frac{p+1}{p})^{p-1} L_2^p \left(2\tilde{C}_2^p\right) \]
\[ < \frac{c_{p^+}}{(2\tilde{C}_2)^{p-1}} < c_{p^+}. \]

Finally
\[ d_2 T \frac{1}{p(T+1)} (\frac{p+1}{p})^{p-1} L_2^p < c_{p^+} - d_1 T (T+1)^{p^+} L_2^p. \]

It implies that the sequence \( \{u_n\}_{n=1}^{\infty} \) is a Cauchy sequence.

Therefore, there exists \( u \in E \) such that \( u_n \to u \). Since \( C_1 \leq \|u_n\| \leq C_2 \) for all \( n \in \mathbb{N} \), so \( C_1 \leq \|u\| \leq C_2 \). It implies that \( u \neq 0 \). For every \( h \in E \), by continuity of \( f \) and (6.4), we have
\[ \sum_{k=1}^{T} f(k, u(k), \Delta u_{n-1}(k-1)) h(k) \to \sum_{k=1}^{T} f(k, u(k), \Delta u(k-1)) h(k) \]
and
\[ \sum_{k=1}^{T+1} |\Delta u_n(k-1)|^{p(k-1)-2} \Delta u_n(k-1) \Delta h(k-1) \]
\[ \to \sum_{k=1}^{T+1} |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \Delta h(k-1). \]

Eventually,
\[ \sum_{k=1}^{T+1} \left( |\Delta u(k-1)|^{p(k-1)-2} \Delta u(k-1) \right) \Delta h(k-1) = \sum_{k=1}^{T} f(k, u(k), \Delta u(k-1)) h(k) \]
for any \( h \in E \). Next, summing by parts we deduce that \( u \) is a solution to (6.1). The uniqueness of the solution can be demonstrated in the same way as in the proof of Theorem 5.2 (note that condition (H5) is satisfied).
7. NONEXISTENCE OF SOLUTIONS

In this section we give a condition under which the considered problems (1.1) and (6.1) have no solutions.

**Theorem 7.1.** Let (H0) hold. Suppose that
\[ xf(k, x, y) < 0 \quad \text{for all} \quad k \in \mathbb{N}(1, T), \ x \in \mathbb{R} \setminus \{0\}, \ y \in \mathcal{W}. \]  
(7.1)

Then for every \( w \in \mathcal{W} \) problem (1.1) has no nontrivial solutions.

**Proof.** Assume that (1.1) has a nonzero solution. Then \( J_w \) has a nontrivial critical point \( \tilde{u} \). By Lemma 3.2,
\[
\begin{align*}
0 &= \left( J'_w (\tilde{u}), \tilde{u} \right) = \sum_{k=1}^{T+1} |\Delta \tilde{u}(k-1)|^{p(k-1)} - \sum_{k=1}^{T} f(k, \tilde{u}(k), w) \tilde{u}(k),
\end{align*}
\]
so it holds
\[
(f(k, \tilde{u}, w), \tilde{u}) = \sum_{k=1}^{T+1} |\Delta \tilde{u}(k-1)|^{p(k-1)} \geq 0 \quad \text{for all} \quad k \in \mathbb{N}(1, T).
\]
On the other hand, from (7.1) we get
\[
(f(k, \tilde{u}, w), \tilde{u}) = \sum_{k=1}^{T} \tilde{u}(k)f(k, \tilde{u}(k), w) < 0 \quad \text{for all} \quad k \in \mathbb{N}(1, T).
\]
This contradicts our assumption, so for every \( w \in \mathcal{W} \) problem (1.1) has no nontrivial solution.

**Example 7.2.** Let us take a function \( f : \mathbb{N}(1, T) \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) given by
\[
f(k, x, y) = -k \arctan x.
\]
Then we see that assumptions of Theorem 7.1 are satisfied.

**Remark 7.3.** Under the assumptions of Theorem 7.1 it follows immediately that problem (6.1) has also no nontrivial solutions.

REFERENCES

[1] R.P. Agarwal, *Difference Equations and Inequalities*, Marcel Dekker, New York, 1992.

[2] R.P. Agarwal, K. Perera, D. O’Regan, *Multiple positive solutions of singular discrete p-Laplacian problems via variational methods*, Adv. Difference Equ. **2005** (2005) 2, 93–99.

[3] C. Bereanu, P. Jebelean, C. Serban, *Periodic and Neumann problems for discrete p(·)-Laplacian*, J. Math. Anal. Appl. **399** (2013), 75–87.
On the dependence on parameters.

[4] P. Candito, G. D’Aguì, *Three solutions for a discrete nonlinear Neumann problem involving the p-Laplacian*, Adv. Difference Equ. **2010** (2010), Art. ID 862016.

[5] M. Galewski, *A note on the dependence on parameters for a nonlinear system via monotonicity theory*, J. Difference Equ. Appl. **18** (2012) 7, 1253–1256.

[6] M. Galewski, *A note on the well posed anisotropic discrete BVP’s*, J. Difference Equ. Appl. **9** (2012), 1607–1610.

[7] M. Galewski, J. Smejda, *On the dependence on parameters for mountain pass solutions of second order discrete BVP’s*, Appl. Math. Comput. **19** (2009) 5, 1937–1948.

[8] W. Jiang, M. Cui, *Constructive proof for existence of nonlinear two-point boundary value problems*, Appl. Math. Comput. **215** (2009) 5, 1937–1948.

[9] U. Ledzewicz, H. Schättler, S. Walczak, *Optimal control systems governed by second-order ODEs with Dirichlet boundary data and variable parameters*, Ill. J. Math. **47** (2003) 4, 1189–1206.

[10] P. Lindqvist, *On the equation \( \text{div}(|\nabla u|^{p-2}\nabla u) + \lambda |u|^{p-2}u = 0 \)*, Proc. Amer. Math. Soc. **109** (1990), 157–164.

[11] J. Mawhin, *Problèmes de Dirichlet Variationnels non Linéaires*, Les Presses de l’Université de Montréal, Montréal, 1987.

[12] M. Mihăilescu, V. Rădulescu, S. Tersian, *Eigenvalue problems for anisotropic discrete boundary value problems*, J. Difference Equ. Appl. **15** (2009), 557–567.

[13] P. Stehlík, *On variational methods for periodic discrete problems*, J. Difference Equ. Appl. **14** (2008) 3, 259–273.

[14] M. Struwe, *Variational Methods*, Springer, Berlin, 1996.

[15] K. Teng, C. Zhang, *Existence of solution to boundary value problem for impulsive differential equations*, Nonlinear Anal. Real World Appl. **11** (2010) 5, 4431–4441.

[16] Y. Yang, J. Zhang, *Existence of solutions for some discrete boundary value problems with a parameter*, Appl. Math. Comput. **211** (2009) 2, 293–302.
Renata Wieteska
renata.wieteska@p.lodz.pl
Technical University of Lodz
Institute of Mathematics
Wolczanska 215, 90-924 Lodz, Poland

Joanna Smejda
joanna.smejda@gmail.com
joanna.smejda.1@p.lodz.pl
Technical University of Lodz
Institute of Mathematics
Wolczanska 215, 90-924 Lodz, Poland

Received: April 6, 2014.
Revised: May 5, 2014.
Accepted: May 11, 2014.