Electrical control of spin relaxation time in complex quantum nanostructures.
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Spin related phenomena in quantum nanostructures have attracted recently much interest due to fast growing field of spintronics. In particular complex nanostructures are important as they provide a versatile system to manipulate spin and the electronic states. Such systems can be used as spin memory devices or scalable quantum bits. We investigate the spin relaxation for an electron in a complex structure composed of a quantum dot surrounded by a quantum ring. We shown that modifications of the confinement potential result in the substantial increase of the spin relaxation time.

I. INTRODUCTION

Quantum nanostructures (QNs) exhibit new physics which have no analogue in real atoms. One of the reasons is the nature of the confining potential which is different than the $1/r$ potential of atoms and which can be tuned to desired shapes and heights. Besides, by changing the gate voltage of the device one can change the number of electrons down to zero by one [1]. Due to large dimensions (comparing to atoms) of quantum dots (QDs) or quantum rings (QRs) and because they can be integrated in electrical circuits, they are suitable for experiments that cannot be carried out with normal atoms. In particular QNs can be used as spin memory devices or quantum bits in quantum computing [2].

Modern nanotechnology allows fabrication, depending on the destination, various complex nanostructures in which some characteristics can be optimized. The potentials confining electrons in nanostructures depend on the method of fabrication and the external voltages applied to the leads e.g. etched nanostructures have deeper potential comparing to electrostatically defined ones. In the theoretical analysis one assumes certain model potential profiles e.g. the harmonic one [3]. However experimental results suggest that the real confinement potential is non-parabolic and usually possess well-like structure [4].

The answer to the question how important the confinement potential is for QDs, was roughly given by comparing energy spectra of 2D quantum harmonic oscillator and infinite square well. The energy levels of the former model are equidistant while for the latter one they scale and infinite square well. The energy levels of the former
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of the confinement potential result in the substantial increase of the spin relaxation time.

II. QUANTUM CONFINEMENT OF DOT-RING NANOSTRUCTURE

We consider a two dimensional circularly symmetric QN defined by a confining potential $V(r)$ obtained by introducing into a circular quantum dot (QD) a circular split–barrier $V_0(r)$ [7] that divides the initial quantum dot into a quantum ring with the quantum dot inside (DRN) (Fig. 1). We place the nanostructure in a static magnetic field $B$ parallel to its plane and assume the nanostructure, in particular the barrier $V_0$, to be controllable e.g. by electrical gating. For illustration a cross section of a rectangular potential with explanations of symbols used throughout the text is presented in Fig. 4. Such a structure with the confinement potential which conserves the circular symmetry (and therefore the orbital degree of freedom is a good quantum number) can be fabricated e.g. by the split gates technique [8] or by pulsed droplet epitaxy [9].

The single–electron Hamiltonian is written as

$$H = \frac{\mathbf{p}^2}{2m^*} + \frac{e\hbar}{2m^*} \mathbf{\sigma} \cdot \mathbf{B} + V(r),$$

where $m^*$ is the effective electron mass, $V(r)$ is the potential defining the structure.

For concreteness, our model calculations are performed for InGaAs systems (with $m^* = 0.067m_e$, $g_s = 1.8$) for
which many of the theoretical and experimental investigations have been performed. The single electron energy spectrum of $H$ consists of a set of discrete states $E_{nl}$ due to radial motion with radial quantum numbers $n = 0, 1, 2, \ldots$, and rotational motion with angular momentum quantum numbers $l = 0, \pm 1, \pm 2, \ldots$. The single particle wave functions are of the form

$$\Psi_{nl\sigma} = R_{nl}(r) \exp(i\phi) \chi_{\sigma},$$

with the radial part $R_{nl}(r)$ and the spin part $\chi_{\sigma}$.

We can then calculate the so called ‘overlap factor’ (OF) which depends on the distribution of the wave functions in the DRN. It is given by:

$$\Xi_{n'l',nl} = \int_0^\infty R_{n'l'}^* R_{nl} r^2 dr,$$

where $(n'l')$, $(nl)$ are the quantum numbers of the two energy states involved in the process under investigation. In the following we consider a DRN occupied by a single electron coupled to phononic degrees of freedom so the relevant OF is

$$\Xi_{00,nl} = \int_0^\infty R_{00}^* R_{nl} r^2 dr,$$

where $R_{00}$ is the radial part of the ground state wave function [2] and $l = \pm 1$, due to the selection rule for phonon transitions.

The second important quantity is the energy gap between the orbital excited and the ground state $\Delta_{nl} = E_{nl} - E_{00}$. The numerically calculated energy spectra, modified by electrical gating, allow us to estimate relaxation time for a set of DRNs.

At first we consider an electrostatically defined DRN [2] in which the potential confining electrons is generated by two planar, concentric electrodes – a circular one in the center surrounded by a ring shaped electrode. For such a system one can solve the Laplace equation to get the profile of the potential felt by the electrons in 2DEG. Changing the voltage applied to the electrodes one can obtain a diverse class of confinement potentials. Fig. 2 demonstrates the evolution of the shape of the potential as the voltage applied to the dot’s part electrode is varied while the voltage of the ring’s electrode is kept constant.

The spin of a single electron in circularly symmetric QN placed in a static magnetic field $B$ with energy levels split by the Zeeman energy $\Delta Z = g_s \mu_B B$ provides a natural system suitable as memory device in spintronics and as a qubit in a quantum computer [2]. If $k_B T \ll \Delta Z \ll \Delta_{01}$ then, the QN can be well approximated as a two level system. In our model calculations, we also assume the in-plane magnetic field $B = 1.5T$ (the influence of magnetic field on the orbital states is then very small) thus, the Zeeman splitting is equal to $\Delta Z = 0.069$ meV.

The DRN qubit can be initialized, e.g., by thermal equilibration or by optical pumping, coherently manipulated (through magnetic resonance technique or by faster electrical and optical gates) and read out using both electrical and optical techniques [12, 13]. Coherent coupling of electrostatically defined DRNs, leading to the formation of, e.g., the CNOT gate can be obtained in an analogous way as for QDs [2]: one can assemble a system of two coplanar DRNs with the possibility of tuning their exchange coupling $J$ by gating the barrier between them. Quantum gates for self-assembled DRNs can be
implemented by electronic or photonic connections [13–15]. Single qubit rotations together with the CNOT gate form a universal set of quantum logic gates. Remarkably, these operations are very fast, of the order of pico to nanoseconds [16]. We discuss below how to optimize material properties and nanostructure design to achieve long relaxation times for spin memory device and both relaxation and decoherence times for spin qubits, so that a sufficient room is left for implementing protocols for spin manipulations and read out. Then many coherent operations can be performed during relaxation and decoherence.

III. SPIN RELAXATION IN COMPLEX NANOSTRUCTURES

For magnetic field $0.1 < B < 10$T spin relaxation rates are given by single-phonon emission processes accompanied by spin flips arising from spin-orbit coupling [3] [17]. The rates for piezoelectric phonon coupling in the discussed materials are greater than those from deformation potential. It was shown theoretically [3] [17] [18] and confirmed experimentally [10] [19] [20].

The formula for the relaxation time $T_1$ governed by the Dresselhaus spin–orbit (SO) interaction is given by (for detailed derivation see [3]):

$$\frac{1}{T_1} = \frac{\Delta^2}{\eta} \left[ \sum_{n,l} \frac{\Xi^2_{nl}}{\Delta_{nl}} \right]^2$$

$$\eta = \frac{\hbar^5}{\Lambda_p (2\pi)^2 (m^*)^2},$$

$\Lambda_p$ is the dimensionless constant depending on the strength of the effective spin-piezoelectric phonon coupling and the magnitude of SO, $\Lambda_p = 0.007$ for GaAs type systems [3] [10].

The extensive discussion of relaxation for quantum rings has been given in [17]. It was shown there that $T_1$ increases significantly with the decrease of the radius $R$ of the structure. We also found this effect to occur for the DRN. For concreteness we present the results for $R = 90$ nm.

It follows from our calculations that the relaxation time for DRN is determined by the SO coupling to the two lowest excited orbital levels, thus

$$\frac{1}{T_1} = \frac{\Delta^2}{\eta} \frac{1}{\Gamma^{01} + \Gamma^{11}}$$

where $\Gamma^{01} = \Xi_{01}^2/\Delta_{01}, \Gamma^{11} = \Xi_{11}^2/\Delta_{11}$.

The quantities entering $T_1$ depend on the orbital energy spectra and the overlap factor $\Xi$, which are strongly related to the shape and the distribution of the orbital wave functions. These two parameters are determined by the confinement potential of the structure.

At first let us focus on the potential obtained from the Laplace equation (shown in Fig. 2). By changing $V_G$ one can change the level of the QD’s potential minimum keeping QR’s potential unchanged (to some extend). This affects the distribution of the wave functions in the structure and hence the relaxation (Fig. 3). We see that increasing $V_G$ (ground and excited state wave function move to QR) the relaxation time decreases. This is caused by stronger (comparing to QD) overlap of the wave functions in QR and smaller energy level quantization for the lowest states (Fig. 3a,b).

Now we will consider other potential shapes. QNs fabricated within modern nanotechnology are produced by different methods (pulsed droplet epitaxy [8], electrostatically defined QNs [7] [10] [12] [19], deep-etched structures, modulated barrier structures [4]) equivalent to varying lateral confinement potential [1]. Besides, plungers gates can continuously deform the confinement. The confinement was found to have significant influence on various QD characteristics such as conductivity, weak localization corrections [11], exciton binding energy [4]. Also, in the case of the DRN one should expect a similar effect. In Fig. 3 we present three different shapes of the confinement for the same values of $V_{GD}, V_{QR}, V_0$ and $V_l$. The calculated relaxation times are given in the inset. It turns out that the more rectangular the potential is the faster is the relaxation. This result can be understood in terms of size quantization: smooth potential (solid red line) spreads over almost whole nanostructure squeezing the wave function much more than a step-like one (dash-
dot green line) that is more narrow and the effective size of the structure is bigger.  

It is also not straightforward to guess what is the optimal relation between the size of the dot and the ring composing the DRN that maximizes $T_1$. To answer this question we studied the case where the position $r_0$ of the barrier $V_0$ was varied and the remaining parameters were kept constant. As $T_1$ is expressed via $\Delta_{nl}$ and $\Xi_{nl}$ at first we investigate how they depend on $r_0$. The results shown in Fig. 5a–d allows us to expect strong dependence of $r_0$. If the QD is small (Fig. 6, $r_0 < 40$ nm) it is then energetically favorable for the system to move the wave functions to the ring which is thick. Moving the barrier towards the outer edge of the DRN [the width of QD (QR) increases (decreases)] relaxation time increases and has a maximum when the barrier is approximately in the middle of the DRN (see inset in Fig. 6). Further increase of $r_0$ does not affect $T_1$ very much.  

Thus by manipulating the orbital states of QN using gate voltages, one can control the amount of spin–orbit–induced mixing of different excited states and vary $T_1$ by over an order of magnitude.  

One should stress that the important feature of such studies is not the value of $T_1$ itself but the possibility to control it by external conditions which can be steered by electric fields.  

These long relaxation times have been obtained taking into account only SO mediated interaction with piezoelectric phonons which is the dominant mechanism of spin relaxation for nanostructures made of III-V semiconductors and of relatively small size \[3\]. Considering also other mechanisms of relaxation, (e.g., due to fluctuations of the electric and magnetic field, deformational phonons, multiphonon processes, and circuit noise) in the above model calculations, can further limit the relaxation time. However, it was shown that in the considered parameter regime they are substantially smaller \[3\,17\].  

The spin decoherence time $T_2$ for nanosystems made out of III-V semiconductors is limited by hyperfine interaction (HFI) as the SO mechanism does not lead to pure dephasing \[17\]. Recent experiments have shown that $T_2 \sim 10–100$ $\mu$s \[21,22\] for the considered magnetic field. Besides, several possibilities have been proposed to decrease the randomness in the nuclear-spin system: polarization of nuclei \[23\] and putting the nuclear spins in a particular quantum state \[24\] seem to be very promising.
Because of the destructive role of nuclear spins on the coherence of electron spins one can use different material. If DRNs were made not of III-V semiconductors (with non-zero nuclear spin) but of the group IV isotopes with zero nuclear spins, the coherence times should be longer because of the absence or very small hyperfine interaction. As a result one could then get $T_2 = 2T_1$, which is a relatively long time.

Because of the significant role of silicon in modern electronics the estimations for silicon-based nanostructures are important. It is known that the magnitude of the spin–orbit coupling in silicon is ten times smaller than in GaAs. Besides, for silicon the deformation phonon potential is the most important due to the absence of piezoelectric phonons. All this results in the relaxation times hundred times longer. At the same time these systems should have long decoherence times $T_2 = 2T_1$ due to the absence of nuclear spins. Thus silicon, the important semiconducting material for charge based electronics also seems to be an important choice for spin based electronics and for quantum computing. Summarizing, the decoherence time of electron spins in material with few or no nuclear spins are expected to be longer than for the group III-V semiconductors. However, in all considered materials the decoherence times are much longer than the initialization, qubit operations and measurement times allowing for quantum error correction scheme to be efficiently used.

IV. SUMMARY

Quantum information processing and spintronics have been the major driving forces towards the full control of single–spin systems. Deep understanding of underlying physics allows to propose quantum systems in which some properties can be optimized. In particular we have looked for the QNs with long spin relaxation time. We performed systematic studies of the influence of the shape of the confinement potential on relaxation. We investigated different confining potentials which correspond to different methods of fabrication. It follows from the presented considerations that relaxation depends crucially on the arrangement of the electron wave functions. Both the energy spectrum and overlap factors are sensitive functions of the confining potential and various structures with desired properties can be engineered.

In particular, we have shown how the evolution of the confinement potential shape from the nearly rectangular to the potentials with smooth boundaries influences the spin relaxation. When we move over from the rectangular potential to the potential with smooth edges the effective radius of DRN decreases which results in an increase of $T_1$. This is consistent with the finding that $T_1$ is longer for smaller radius of DRN. We have also found that relaxation depends significantly on the position of the split–gate and that the optimal position can be found to maximize relaxation time.

Our studies confirm that combined quantum structures are highly relevant to new technologies in which the control and manipulations of electron spin and wave functions play an important role. Thus quantum carrier confinement in circular nanostructures can be the basis of many applications in spintronics and quantum computing devices. Our results should serve as a hint for experimentalists in order to fabricate QNs with, depending on destination, the best properties.
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