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ABSTRACT

We measure starspot filling fractions for 240 stars in the Pleiades and M67 open star clusters using APOGEE high-resolution H-band spectra. For this work we developed a modified spectroscopic pipeline which solves for starspot filling fraction and starspot temperature contrast. We exclude binary stars, finding that the large majority of binaries in these clusters (80%) can be identified from Gaia DR3 and APOGEE criteria—important for field star applications. Our data agree well with independent activity proxies, indicating that this technique recovers real starspot signals. In the Pleiades, filling fractions saturate at a mean level of 0.248 ± 0.005 for active stars with a decline at slower rotation; we present fitting functions as a function of Rossby number. In M67, we recover low mean filling fractions of 0.030 ± 0.008 and 0.003 ± 0.002 for main sequence GK stars and evolved red giants respectively, confirming that the technique does not produce spurious spot signals in inactive stars. Starspots also modify the derived spectroscopic effective temperatures and convective overturn timescales. Effective temperatures for active stars are offset from inactive ones by ~109 ± 11 K, in agreement with the Pecaut & Mamajek empirical scale. Starspot filling fractions at the level measured in active stars changes their inferred overturn timescale, which biases the derived threshold for saturation. Finally, we identify a population of stars statistically discrepant from mean activity-Rossby relations and present evidence that these are genuine departures from a Rossby scaling. Our technique is applicable to the full APOGEE catalog, with broad applications to stellar, galactic, and exoplanetary astrophysics.
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1 INTRODUCTION

Magnetic fields are omnipresent in cool stars. The relationship between magnetism, rotation and convection is crucial for understanding stellar dynamos and the impact of magnetism on stellar structure and evolution. In bright and active stars, we can study the topology and strength of magnetic fields, or even image large starspot complexes. However, for the majority of targets, the direct measurement of surface field strengths is more challenging. Therefore studies of stellar activity have traditionally emphasized more indirect proxies, such as coronal or chromospheric activity, which can then be compared to stellar rotation as a function of stellar mass.

These chromospheric activity measurements were the first means by which astronomers have studied the stellar dynamo. Rich datasets of chromospheric activity have been measured in populations of stars with strong emission lines such as Ca II H&K (i.e. Wilson 1966, 1978; Vaughan & Preston 1980) and Hα. With a Ca II H&K dataset Kraft (1967) discovered a strong correlation between chromospheric activity and convection. This was followed by the insight of Skumanich (1972) that stellar magnetic activity declines with age according to an approximately inverse square root law. Early on it was also discovered that coronal X-ray emission was correlated with rotation (Pallavicini et al. 1981; Maggio et al. 1987).

Mass also matters; even at the same rotation rate, late type stars are more active than early type ones at the same rotation rate. A remarkable insight was the recognition that stars fall along a single sequence when activity is measured as a function of Rossby number—the ratio of the rotation period to the convective overturn timescale (Durney & Latour 1978; Noyes et al. 1984). Activity proxies rise steeply at high Rossby number but tend to flatline at low Rossby number; this saturation phenomenon is observed for coronal emission (Núñez et al. 2022; Wright et al. 2011; Pizzolato et al. 2003) as well as chromospheric diagnostics (Fritzewski et al. 2021; Fang et al. 2018; Jackson & Jeffries 2010; Soderblom et al. 1993a). Though it is a stellar evolutionary output, convective turnover timescale has traditionally been estimated empirically using these activity diagnostics (e.g. Noyes et al. 1984; Pizzolato et al. 2003; Wright et al. 2011). Even as we work within the Rossby framework using activity proxies, there are a number of pressing questions. Are stellar dynamos for fully convective stars and those for stars with radiative cores the same? Do other predicted events in stellar evolution, such as core-envelope decoupling, have a signature in starspots and activity? What causes the observed activity saturation: a maximum effective field strength at the surface, a complexification of the stellar magnetic field, or something else? And lastly, how do we map these activity proxies onto magnetic fields and modelling observables?

These and related questions about the nature of the stellar dynamo require a large and homogeneous magnetic dataset to answer. Direct
magnetic mapping using Zeeman-Doppler Imaging is an approach which has contributed a valuable perspective to studies of the stellar dynamo; historically, however, this has been limited to very bright nearby samples where dedicated observation programs can be set up at high cadence and signal-to-noise (See et al. 2019; Vidotto et al. 2014). Recent advances in applying magnetic effects to survey spectra with the Zeeman broadening technique have yielded larger datasets and exciting insights about the stellar dynamo in low mass (Reiners et al. 2022) and pre-main sequence stars (López-Valdèvia et al. 2021). It appears to be possible to do magnetic measurements at low magnetic field strengths when carefully choosing Zeeman-sensitive lines (Reiners et al. 2022), but doing whole-spectrum fitting may be limited to the most magnetic stars \( \geq 700 \text{ G} \), requiring that the Zeeman effect overwhelm rotational broadening (López-Valdèvia et al. 2021; Hussaini et al. 2020).

There is another family of magnetic detections which involves fitting for the second temperature component in spectra; this method produces an observable \( f_{\text{spot}} \) which can be fed directly into evolutionary models incorporating starspots (e.g. Somers & Pinsonneault 2015; Jermy et al. 2022). Fang et al. (2016) has applied an approach with spectral indices to obtain starspot measurements with the optical LAMOST survey for the Pleiades. However, these measurements are highly imprecise, likely because the contribution of spot flux is minimal in the optical; these measurements are complicated by the fact that starspot estimates from similar spectral indices such as TiO2 and TiO5 do not strongly correlate with each other (Fang et al. 2016). Instead of optical wavelengths, Gully-Santiago et al. (2017) demonstrated that precise starspot detections were possible with infrared spectra using the iGRINS instrument. The relative flux contribution by a cool component is higher in the infrared than in the optical, as the flux ratio approaches a constant on the Rayleigh-Jeans tail (Gully-Santiago et al. 2017; Wolk & Walter 1996). However, only a small number of spectroscopic starspot estimates are available with this method so far (Gosnell et al. 2022; Gully-Santiago et al. 2017).

In young stars, large starspots are required in order to reconcile theoretical models with observations; it may be crucial to understand the role of starspots and their impact on pre-main sequence evolution. Observations of these huge spot coverage fractions have been made (Gully-Santiago et al. 2017), and they appear to satisfactorily explain age skew and radius inflation in isochrones (Somers et al. 2020; Somers & Stassun 2017; Jackson et al. 2016; Feiden 2016). Models incorporating starspots and magnetic effects result in more consistent ages inferred with magnetic models compared to nonmagnetic ones (Cao et al. 2022; David et al. 2019; Simon et al. 2019); spotted models also allow lithium abundance variations to be explained as an “activity spread” in starspots rather than an unphysically large age spread (Binks et al. 2022). An observed spread in lithium can also be produced with a distribution of starspots, as was the insight of Soderblom et al. (1993b). The success of spotted and magnetic models in these and related problems motivates the development of a set of empirical detections of starspots for a large sample; this is a necessary step in calibrating models for precise stellar parameter recovery.

Another interesting avenue is in the recovery of starspot information from photometric variability data, which can potentially provide geometric and spot variability information when the mean starspot filling fraction is known; this avenue is very attractive due to the large number of precision light-curve data available in transit and transient surveys. Brown et al. (2021) performed measurements of the mid-frequency continuum (MFC) by measuring the root-mean-square flicker of time-series photometry, finding a strong relationship between MFC flicker and rotation—observing that the activity saturation threshold was different from other activity measurements. Santos et al. (2019) also demonstrates a strong activity proxy using their \( S_{\text{ph}} \) photometric flicker technique which is sensitive to starspot modulation. There has also been work to obtain starspot estimates by directly inferring starspot configurations from time-series photometry (Morris 2020). However, the modulation of starspots across the stellar surface is strongly degenerate with inclination and surface distribution, and affected by spot lifetime effects—enough to concern interpretations of single-band photometry starspot inferences (as pointed out by Luger et al. 2021a,b); published starspot estimates using optical photometry may also be insensitive to the small flux ratio of the cool spot component which would be visible in the infrared (Gully-Santiago et al. 2017; Wolk & Walter 1996). It appears that a potential solution to solving light curve degeneracies is multi-band time-series photometry (Luger et al. 2021b), or to affix the mean starspot filling fraction from a spectroscopic measurement and then fit for its variation through light curves (Gosnell et al. 2022; Gully-Santiago et al. 2017). It is also possible to look at the expected perturbation in the SED due to starspots (Wolk & Walter 1996), which will be possible to do precisely for large samples of stars with Gaia DR3 spectro-photometry. These rich time-series spectro-photometric datasets are valuable to the study of starspots and activity across large populations, and would benefit significantly from a large, homogenous magnetic catalog.

The high-resolution H-band spectra of the Apache Point Observatory Galactic Evolution Experiment (APOGEE, Majewski et al. 2017) is uniquely suited for providing starspot measurements—with its large sky footprint, high resolution infrared spectra, and detailed empirical linelist. If starspot detections can be shown to be of sufficient precision with the APOGEE survey, the size of the accumulated infrared spectra would mean magnetic detections for hundreds of thousands of stars in DR17, and still more in Milky Way Mapper (Kollmeier et al. 2017); this would enable large populations of stars to be probed in activity, enabling for the first time a detailed and quantitative study of stellar dynamo physics, stellar evolution theory, and related fields in planet formation and habitability. In this paper we present the method and starspot detections on high-resolution near-infrared spectra from APOGEE Data Release 16, using the rich selection in open clusters to benchmark our technique.

We begin with two of the best-studied open clusters: the Pleiades and M67. Open clusters are ideal laboratories for testing stellar physics where a sequence of member stars at the same unique age can be identified. This yields stellar activity relations for coeval single stars with minimal contamination from field-age nonmembers. From the cluster locus on a color-magnitude diagram it is possible to remove binaries where the secondary contributes significant flux to the system. The rejection of binaries where the secondary contributes significant flux is important for a spectroscopic method which may see multiple temperature components; the most rapid rotators may also be interacting, and these populations of stars may require more careful analysis before their activity is interpreted on the same relation as single stars. With open clusters, it is possible to test stellar activity relations at distinct phases of stellar evolution. At young ages, stars are expected to be active and spotted; at old ages, this activity should decline to solar-like levels in solar-type stars.

In this work we present a method of inferring independent spectroscopic starspot measurements using our two-temperature method for open clusters, publish starspot constraint relations, and identify trends with activity. In Section 2 we describe the methodology for estimating starspot filling fractions and our experiment for estimating the fidelity of our technique. We describe the underlying structure of the pipeline (Section 2.1), the construction of a two-temperature
starspot grid (Section 2.2), the methods of binary rejection (Section 2.3), the accuracy of our binary rejection routine (Section 2.4), and the influence of starspots on the theoretical Rossby number (Section 2.5). In Section 3 we indicate the data sources for the experiment. After computing starspot filling fractions we analyze these measurements and their relationships with activity in Section 4. This includes a description of the data products and the relevance of binary rejection (Section 4.1). This is followed by an analysis of trends in starspots and magnetism with activity and rotation in the Pleiades (Section 4.2). We also test this technique on the old galactic open cluster M67 and discuss applications to solar-type and evolved stars (Section 4.3). Synthesizing results from open clusters, we characterize the fidelity of this spectroscopic method in Section 4.4. Finally, we discuss systematics between global stellar parameters recovered from our technique and from non-spotted catalogs in Section 4.5. We discuss our results in Section 5 and summarize our findings in Section 6.

2 METHODS

2.1 Fits to APOGEE High Resolution Near-IR spectra

The ASPCAP (García Pérez et al. 2016) and IN-SYNC (Cottaar et al. 2014) pipelines are powerful engines for inferring the properties of stars from spectra. However, ASPCAP does not include starspots in its fitting algorithm, so we have modified it to do so.

ASPCAP uses a least-squares minimization approach to spectral fitting. In addition to effective temperature and surface gravity, the pipeline also searches to ensure that the background atmosphere uses an internally consistent overall metal abundance [M/H], alpha-enhancement [α/Fe], carbon abundance [C/M], nitrogen abundance [N/M], and microturbulence. ASPCAP then solves for the best-fit parameters, including quality control flags that diagnose marginal or unacceptable fits. In a post-processing step, the key stellar parameters are placed on an absolute reference system, and individual element abundances are derived from subsets of lines.

The ASPCAP pipeline and linelists are the result of an enormous amount of coordinated work and have been verified on large populations of stars. We take advantage of this precise, existing machinery with the LEOPARD pipeline presented in this work, a starspot search grid for APOGEE high resolution (R−22, 500) H-band (1.5−1.7 μm) spectra using empirical linelists capable of providing reliable detections of magnetism and activity on hundreds of thousands of stars.

We use the FERRE\footnote{FERRE is publicly available from http://hebe.as.utexas.edu/ferre.} least-squares fitting spectra analysis code which has been applied with success to the APOGEE project. In the ASPCAP technique, FERRE spectral fits are done in a six-dimensional space for dwarfs: effective temperature ($T_{\text{eff}}$), surface gravity (log g), $v \sin i$, microturbulence, [α/Fe], and [M/H]; in the giants, [C/M] and [N/M] replace $v \sin i$ in the search grid for a seven-dimensional fit. Subsequent inferences in spectral windows and the use of the [α/Fe] dimension allow the detailed estimation of abundances (García Pérez et al. 2016).

The full eight-dimensional fitting procedure is expensive enough to make it computationally impractical to simply add additional degrees of freedom. Instead, we take advantage of the fact that the C and N vectors are most important for highly chemically evolved giants, while our main targets of interest are main sequence stars, young stars, and less luminous giants. We can therefore replace these dimensions with ones that we use to characterize starspots. We approximate the impact of starspots by assuming that the spectra can be fit with a two-temperature solution. Although this is clearly a simplification of a more complex physical reality, it is motivated by clear evidence that cool spots cover a large fraction of the surface area of active stars. These spots induce large enough deviations in the spectral energy distribution to produce color anomalies; it is therefore a reasonable hypothesis that a similar signature might be detected via spectroscopy. We adopt a two-temperature model where the observed spectral flux is composed of hot and cool components with a unique temperature contrast and a spot filling fraction, which decide the temperature spacing between the cool and the hot component and the amount of cool component to add to the flux, respectively. The hot and cool component fluxes are summed together along one dimension of a spectroscopic search grid. The signal of two-temperature models is in the continuum-normalized lines which are perturbed by the excess flux from a cool component. For local open clusters in particular, variations in [α/Fe], [C/M], and [N/M] are not expected to be as important in the spectra, so we replace these three dimensions with two spot dimensions: $f_{\text{spot}}$ and $x_{\text{spot}}$. This results in a seven-dimensional fit over $T_{\text{eff}}$, log g, $v \sin i$, microturbulence, [M/H], $f_{\text{spot}}$, and $x_{\text{spot}}$.

The use of near-infrared spectra for detecting two temperature components has been previously explored by Gully-Santiago et al. (2017) on the echelle spectra of the IGRINS spectrograph; to detect the impact of binary companions in APOGEE on the composite stellar spectrum, El-Badry et al. (2018) applied a two-temperature binary solution using a similar search grid. In the latter case, the additional degree of freedom was the light from a companion star on the same isochrone as the primary.

In this work we process one visit spectrum per star, as the spot filling fraction can change, or be modulated by rotation, on timescales that can be shorter than the mean elapsed time between visits. The typical S/N of a visit spectrum in our Pleiades single-star sample is high with a mean value of 158/pixel. APOGEE visit spectra are available for many stars and may sample variations in activity due to intrinsic processes on the star over long timescales. A full analysis of available APOGEE visit spectra is planned for future work.

2.2 Grid Construction

To construct the starspot grid, we populate a 7-D grid with synthetic spectra by using model atmospheres from PHOENIX (Husser et al. 2013) with APOGEE linelists (Smith et al. 2021) in the publicly available spectral synthesis program SYNSPEC (Hubeny et al. 2021). The choice of PHOENIX rather than the MARCS model atmospheres was made in this work because of the finer resolution (in steps of 100 K, instead of 250 K) of the atmosphere grid in $T_{\text{eff}}$ between 4000−7000 K; in our exploration of field stars, we will explore using MARCS, which has a significantly larger metalliclicity range in their models. We convolve these with the APOGEE combined line spread function and a set of microturbulence parameters identical to the treatment in ASPCAP for dwarfs.

To generate synthetic two-temperature spectra we relate the components $T_{\text{spot}}$ and $T_{\text{amb}}$ with the temperature contrast $T_{\text{spot}} = x_{\text{spot}} T_{\text{amb}}$ following the approach of Somers & Pinsonneault (2015):

$$T_{\text{eff}} = T_{\text{amb}} \left(1 - f_{\text{spot}} + f_{\text{spot}} x_{\text{spot}}^4\right)^{\frac{1}{3}}. \quad (1)$$

With a choice of $T_{\text{eff}}$, $f_{\text{spot}}$, and $x_{\text{spot}}$ we can uniquely identify a pair of temperature components $T_{\text{amb}}$ and $T_{\text{spot}}$. The temperature compo-
ments are then summed in an area-weighted fashion over wavelength which is flux-conserving and consistent by construction:

\[ B(T_{\text{eff}}, \lambda) = f_{\text{spot}} B(T_{\text{spot}}, \lambda) + (1 - f_{\text{spot}}) B(T_{\text{amb}}, \lambda) \]  

(2)

We use the same values of \( \log g, v \sin i, [\text{M/H}] \) for both the spotted and ambient components. After identifying the two unique temperatures for a triple in \( T_{\text{eff}}, f_{\text{spot}}, \) and \( x_{\text{spot}} \) we interpolate on the underlying synthetic spectra fluxes across \( T_{\text{eff}} \) with a cubic spline to obtain the cool and hot flux components to be used in the area-weighted flux sum. For spectroscopic fitting we perform quadratic spline interpolations across the grid as part of the \textsc{ferre} procedure. These higher-order interpolations on the fluxes appear to be more accurate and physically appropriate than linearly interpolating on model atmosphere structures (Mészáros & Allende Prieto 2013).

The current set of models are defined on PHOENIX models for effective temperature between 3300–12000 K, \( \log g \) between 2.50–5.50, \([\text{Fe/H}]\) between \(-0.5–+0.5\), and \( v \sin i \)’s at logarithmic steps between 1.5–96 km/s. A spot filling fraction is defined between 0–1 in increments of 0.05 and a spot temperature contrast between 0.8–1.0 in steps of 0.05. Since a spot temperature contrast is defined for \( x_{\text{spot}} = 0.8–1 \), the effective temperature is bounded at both low and high temperature. At 3300 K a model of 2640 K must be defined for a spot contrast of 0.8; at the other extreme, 12000 K, a model of 15000 K is required for \( x_{\text{spot}} = 0.8 \). To avoid grid edge issues at the low temperature end we set a \textit{Gaia} \( G_{\text{BP}} - G_{\text{RP}} \) restriction of 0.5–2.5 in this work; this cut, spanning roughly the spectral types F2–M3 and the effective temperatures 3400–6800 K, is imposed to limit the complexity of accounting for mid-to-late M dwarf linelists and the interpretation of our solutions on hot stars at present.

We find that our starspot technique can use a single grid for all stars by using the unconstrained optimization by quadratic approximation (UOBYQA) method as implemented in \textsc{ferre} (Powell 2002). Other numerical techniques often find difficulty converging with such a large \( T_{\text{eff}} \) range because of physical non-uniqueness of stellar solutions in spectra, a problem which has led to the development of multiple subgrids in projects like ASPCAP. However, we find robust agreement with non-spotted stellar parameter solutions and a strong improvement in reduced \( \chi^2 \) for active, young stars in our two-temperature solutions in this paper. Any convergence failures which may result from this nonlinear search are rejected.

The reported errorbars from \textsc{ferre} are obtained by inverting the curvature matrix assuming all dimensions are independent. Since there may be covariances between many dimensions, the errorbars may in theory be overestimated relative to a formalism considering these covariances. However, systematics dominate over the reported random errors from these high resolution spectra. Possible systematics include mismatches to linelists, unresolved binaries, and additional complexities in starspot structure. Reported errorbars significantly smaller than the size of a single grid spacing may be underestimated for individual stars because of systematics associated with gridding (Czekala et al. 2015). Since the two-temperature method involves using linear weighted sums of spectra, this concern is not likely to be significant for the interpretation of starspot measurements.

In addition to starspots, the 7-D fit in this work provides the other jointly-fit stellar parameters such as \( T_{\text{eff}}, \log g, [\text{M/H}], \) and \( v \sin i \). As these parameters can be compared with literature values, we explore the systematics in detail in Section 4.5. It’s important to note that even though we have removed dimensions such as \([\alpha/\text{Fe}], [\text{C/M}], \) and \([\text{N/M}]\), we still obtain elemental abundances by doing fits on spectra in spectral windows.

2.3 Binary Rejection

The detection of a starspot signature with spectra is confounded by the presence of a companion—as binaries can be physical two-temperature spectroscopic solutions. Chance background blends are also a potential source of contamination on the same APOGEE fiber as the flux contribution from another star on the fiber may erroneously appear as a high spot filling fraction. Though it may be useful to investigate binary populations with this technique, which will need a careful accounting for the additive effects of binarity and activity on spectra, we discard binaries here to test activity relations in the single star population.

Open clusters are particularly useful for efficiently rejecting photometric binaries after identifying the cluster sequence; this removes sources where the secondary contributes a significant fraction of the observed flux, which can interfere with our two-temperature spectroscopic solution. For field or young populations where identifying photometric binaries is impossible, we propose a set of additional kinematic binary discrimination diagnostics to reduce the amount of binary contamination. The purity of this binary rejection procedure can then be tested on the Pleiades and M67, which gives a first estimate for the binary contamination of a large field starspot catalog.

2.3.1 Photometric Binary Cut

To perform a photometric binary cut, we first identify a single star sequence defined as the 75th percentile running mean in 2MASS K-band magnitude. We then find an empirical fourth-order polynomial fit as an empirical single-star isochrone, and use it to identify stars brighter than this fiducial by 0.25 mag; this procedure is slightly more conservative than the field star binary exclusion cut proposed for the \textit{Kepler} fields by Simonian et al. (2019). This empirical isochrone avoids known isochrone skews and trends for the active and spotted low-mass stars (Somers & Stassun 2017). We now turn to other independent diagnostics for the presence of a companion.

2.3.2 APOGEE & Gaia DR3 Radial Velocity Cut

The radial velocity fit information from APOGEE and \textit{Gaia Radial Velocity Spectrometer} (RVS) spectra provides independent information which is sensitive to the astrometric motions of close binaries and stars with massive companions. These scatter in these RV measurements provides indications of spectroscopic binarity (Katz et al. 2022). Due to the different systems on which these RV measurements are made and reported, we analyze these criteria separately.

The APOGEE VSCATTER parameter represents the variation in the radial velocity measurements of successive visits; this value is defined for a large number of Pleiads since it is a well-sampled nearby open cluster in APOGEE. To select a sample of non-RV variable sources, we choose a cut of 1 km/s as our threshold for binarity; this is the same value used in Jönsson et al. (2020).

The RV variability of \textit{Gaia} RVS spectra is well-documented in the RVS validation paper (Katz et al. 2022). They advocate a workflow for identifying RV variable stars by screening in stars for which \( \text{rv\_chisq\_pvalue} \), the likelihood of a constant radial velocity measurement over time, is low. Additionally, they combine this with \( \text{rv\_renormalized\_gof} \), a renormalized unit-weight error parameter from the RV time series which is much larger than unity for variable sources. We adopt this criteria for identifying binarity as written: \( \text{rv\_chisq\_pvalue} \leq 0.01 \) & \( \text{rv\_renormalized\_gof} > 4 \) & \( \text{rv\_nb\_transits} \geq 10 \) & \( 3900 \leq \text{rv\_template\_teff} \leq 8000 \).

While these kinematic cuts may in some cases involve companions
without a significant flux contribution, for this work we aim for a sample with a high purity of single stars to characterize the behavior of our starspot solution.

2.3.3 Gaia RUWE Cut

The Re-normalized Unit Weight Error (RUWE) parameter in Gaia represents the square root of the reduced $\chi^2$ statistic for an astrometric solution, corrected for photometric correlations (Pearce et al. 2020; Lindegren et al. 2018). Small departures above a value of unity are strongly correlated with the presence of a binary or tertiary companion (Stassun & Torres 2021), and appear to be useful in determining systems with semimajor axes of 0.1–10 AU for systems within 2 kpc (Belokurov et al. 2020). Factors affecting the point spread function of the star have also been speculated to increase the RUWE parameter, which may due to a chance blend or a semi-resolved binary (Belokurov et al. 2020). As pointed out by Kervella et al. (2022), Gaia RUWE is a statistical measurement and appears also to be correlated to proper motion anomaly from independent binarity analyses from Hipparcos.

One convention in the literature is to use a criteria of $\text{RUWE} > 1.4$ to indicate binarity (e.g. Babusiaux et al. 2022; Kervella et al. 2022). However, as Núñez et al. (2022) indicates, the choice of $\text{RUWE} > 1.2$ is also used as a more conservative binary criterion (Pearce et al. 2020). Since the purity of our single-star sequence is essential to the interpretation of our starspot parameter, we adopt the Gaia RUWE cut of 1.2.

2.3.4 Gaia Multiple Source Cut

There is a possibility that multiple sources can be identified in Gaia overlapping on the same 2 arcsecond diameter APOGEE fiber, including wide binaries and blended sources. To mitigate this possibility, we also use Gaia DR3 to detect multiples of named sources within a conservative distance of 3 arcsec. Any source detected will be flagged as a multiple source in a field like the Pleiades; the choice of 3 arcseconds is larger than the diameter of APOGEE to remove an excess of possible blended sources. Even if the sources are on the same fiber, there is also a possibility that the faint source does not contribute enough source for the solution to be significantly affected in APOGEE. For instance, a neighboring source that is fainter by $\geq 5$ magnitudes in H-band contributes less than 1% of flux to the stellar spectra. We remove these stars in this paper, but it is prudent to explore these limits and their impact on the starspot solution in future work.

2.3.5 M67 External Radial Velocity Cut

M67 is significantly more crowded than the Pleiades, so we do not use multiple source detections in Gaia as a binary cut; instead, we use a comprehensive external binarity catalog to remove stars. Geller et al. (2021) publishes the results of a careful RV variability analysis with a 45 year measurement baseline, which they estimate is complete to $-91\%$ down to $V = 16.5$ and $>99.5\%$ to $V < 15.5$; we expect a high completeness of our sample, since all our stars are brighter than $V = 16.5$ with $-91\%$ brighter than $V = 15.5$. However, there is likely an underlying binary contamination level, as long period ($P > 10^4$ d), high eccentricity, or low mass ratio systems can be beyond their detection limits (Geller et al. 2021).

2.4 Accuracy of Binary Removal

In Figure 1 each of the binary rejection techniques is shown working in concert for the same stars; if multiple approaches flag binarity, the same approximate size symbols are shown overlapping on top of each other. The size of the points is proportional to the starspot filling fraction which is discussed in Section 4.1.

Out of 214 stars in the Pleiades with detected rotation periods in APOGEE DR16 with $0.5 < \Delta G_{BP} - G_{RP} < 2.5$, 109 were flagged as single stars and 105 were flagged as binaries. This leads to a binary rejection fraction of 49%. This is consistent with the low end of the binary ratio found in the recent work by Malofeeva et al. (2022), which found a binarity fraction between 0.54 ± 0.11 and 0.70 ± 0.14 in the Pleiades. The photometric rejection criterion is effective at flagging binaries for 72 of the 105 binaries, which is itself complete to 69% of our final binarity criteria. Furthermore, 89 of the 105 binaries were flagged with criteria from Gaia RV variation, APOGEE RV scatter, Gaia RUWE, or Gaia multiple source detections, meaning that ~85% of binaries are rejected without the photometric rejection constraint; this is an estimate for the completeness of these criteria across the sky.

The performance of each non-photometric rejection criteria can also be analyzed. The APOGEE VSCATTER parameter is a suitable cut for 98 of the 214 stars, and out of these 98, just 19 (19% of stars for which VSCATTER is defined, 9% of sample) were excluded. The Gaia RV variation criteria is defined for 119 out of 214 stars, and excludes 40 of them (34% of stars for which the Gaia RV parameters are defined, 19% of the sample). Gaia RUWE was defined for 209 of the stars, excluding 60 of them (28% of stars in our sample). Finally, the multiple source criteria was effective at rejecting 12 out of 214 sources (5%). In field or pre-main sequence regions where photometric rejection is not possible, the relative impact of each of these binary rejection filters may change. Any remaining binaries can be rejected with a more complete astrometric solution or a crossmatch to a dedicated binary catalog. Additionally, it is possible that a two-temperature solution to binaries themselves can be used as a filter, rather than using the temperature contrast parameter for starspots, this would involve building a binary grid similar to El-Badry et al. (2018) for flagging binaries.

We perform the RUWE, Gaia RV variation, APOGEE VSCATTER, and photometric cuts in M67. This yields a clean single cluster sequence for the solar-like main sequence stars. In M67 the main difficulty is that photometric binary exclusion is not trivial to do on the main sequence turnover. Fortunately, there are long-term dedicated binary studies in M67. We take advantage of this information by including the flagged single-lined and double-lined spectroscopic binaries from Geller et al. (2021) as an additional binarity flag.

It is important to note that the two-temperature starspot technique should be confounded only in binaries where the secondary provides a significant flux contribution in the infrared. On the single-star sequence these starspot detections should not be suspect even if stars have kinematic motions which correspond to a companion, as they contribute minimal flux.

2.5 Rossby Numbers with Starspots

Rossby number, the ratio of the rotation period and the convective turnover timescale $R_o = P_{rot}/T_{C}^{1/2}$, is often used as a diagnostic for the efficiency of the dynamo mechanism. Durney & Latour (1978) first reasoned that the strength of the dynamo should be related to the Rossby number from a theoretical perspective. Noyes et al. (1984) then observed a strong correlation between Rossby number
and chromospheric activity, reducing scatter significantly in activity. Subsequent studies in chromospheric, coronal, and magnetic proxies have validated the practice of using Rossby numbers to parameterize the stellar dynamo. Convective turnover timescales are usually used as either an empirical fit parameter to reduce scatter in the activity—rotation relation (Wright et al. 2018, 2011; Pizzolato et al. 2003; Stepien 1994; Noyes et al. 1984) or as an theoretical output of a stellar evolution code (Charbonnel et al. 2017; Landin et al. 2010; Kim & Demarque 1996). In this paper, we argue for $\tau_{\text{CZ}}$ as a theoretical output rather than an empirical constraint; this is because even clusters and field populations may have a spread in activity and rotation at a given age, and some of these stars may be going through changes in their convective turnover timescales as a result of stellar evolution.

Active stars are more likely to support strong magnetic fields on their surfaces, causing structural changes in stellar parameters, in-
cluding the convective turnover timescale. The empirical approach to estimating $\tau_{\text{CZ}}$ can result in increased scatter in the Rossby number due to an inappropriate assignment of $\tau_{\text{CZ}}$, and a systematic bias in Rossby number due to the non-magnetic treatment (a differential bias in the active stars, for which the structural effect is most important). With our measurements of spectroscopic starspot filling fractions it is now possible to self-consistently infer theoretical convective turnover timescales with a SPOTS (Somers et al. 2020) isochrone, matching the starspot parameter between our observations and appropriate theoretical models. There are two differences between these convective turnover timescales and other commonly used prescriptions in the literature.

Somers et al. (2020) define the convective overturn timescale as the velocity divided by the pressure scale height at the point where the distance to the base equals the local pressure scale height. This differs from the traditional local approximation, where the pressure scale height is evaluated at the base of the convection zone, and the velocity is measured at that distance above the base. Because the pressure scale height diverges for fully convective stars, the traditional measure is ill-posed, while the Somers et al. (2020) definition is continuous. This is particularly advantageous for studying the stellar dynamo in the regime close to the fully convective boundary.

The SPOTS models also include the structural effect of starspots on the global stellar properties, including $\tau_{\text{eff}}$ and $\tau_{\text{CZ}}$. We show the differences between an empirical Rossby number from Wright et al. (2011) and Rossby numbers derived from the SPOTS models in Figure 2. For most of the Rossby-unsaturated stars in black, there is no appreciable systematic; however, the Rossby-saturated stars in blue appear to systematically biased at the level of -0.2 dex in models not incorporating the structural effects of starspots. This is a natural consequence of the feedback between starspots and stellar structure; inactive stars have thermal structures and turnover timescales similar to unspotted models, while active stars are inflated in radius and different. We suggest that the growing population of anomalously inactive M-dwarf rapid rotators identified from studies such as Anthony et al. (2022); Newton et al. (2017); West & Basri (2009) may be partially explained by the structural effect of starspots on their convective overturn timescales; if these stars show evidence of spots on their surface at the level expected from our analysis, the non-spotted Rossby numbers may be underestimated by up to ~0.2–0.3 dex.

Finally, the global properties of the fit, including the location of the break at saturation, are shifted as a result of the starspot analysis by 0.05–0.2 dex. We address this in Appendix A.

3 DATA

We propose an experiment which will test the accuracy and precision of our technique. Young stars are known to be active and rapidly rotating, with evidence of X-ray and UV excesses and chromospheric activity. On the other hand, old solar-type stars are known to be relatively slow-rotating and inactive. Identifying a well-studied young and old cluster will quantify the accuracy of starspot extraction; the precision will be estimated by looking at the variation in starspot filling fraction in domains where trends in starspot variation are minimized. Once the promise of the spectroscopic starspot method is understood, we can explore its unique properties and its correlation to other activity diagnostics.

The 16th Data Release (Ahumada et al. 2020; Jönsson et al. 2020) of the Apache Point Observatory Galactic Evolution Experiment (APOGEE, Majewski et al. 2017) reports a cumulative set of high resolution ($R \approx 22,500$) reduced H-band (1.5–1.7 $\mu$m) spectra for 437,445 stars with spatial coverage in both the northern and southern hemispheres. In APOGEE DR16 there were also programs to observe representative open clusters, with M67 serving as a calibration cluster (Beaton et al. 2021). This targeting program provided near-infrared spectra of hundreds of stars per cluster, sampling clusters orders of magnitude better than what would have serendipitously been observed across the sky. These richly-sampled clusters are a key to understanding magnetism, activity, and the stellar dynamo.

Starting from published membership lists we obtain members from well-studied open clusters in the public DR16 dataset. These include the Pleiades (~125 Myr; Stauffer et al. 1998) and M67 (~4.3 Gyr; Richer et al. 1998). These clusters are well-sampled by APOGEE DR16 and represent template active and old systems, respectively. We obtain kinematics and uniform photometry by crossmatching these lists to Gaia and 2MASS.

3.1 Case Studies: Comparisons of $f_{\text{spot}}$ with the literature

There are astrophysical case studies in the literature where Zeeman-Doppler imaging or spectral fitting has been published, and we compare our results with some example cases. These provide valuable tests for this machinery as these are independent measurements using external spectra. For this purpose we include well-studied stars from the literature to demonstrate two-temperature fits in active stars. The weak-lined T Tauri star LkCa 4 is a member of the Taurus star forming region which has been characterized previously in both accretion (White & Ghez 2001) and activity (Donati et al. 2014; Gully-Santiago et al. 2017), and its literature starspot measurement is a test of the
concordance of our technique on a heavily spotted young star in Section 4.1.1. An exemplar of the Rossby-saturated low mass regime, the Pleiade HH 296 has a published magnetic field measurement made with ZDI (Folsom et al. 2016), which we compare to our starspot measurement in Section 4.1.2.

3.2 Pleiades

The Pleiades is one of the best-studied nearby open clusters, with a near-solar metallicity (~0.03±0.02±0.05 dex; Soderblom et al. 2009). Lithium age dating is the most accurate measure for young open clusters. The initial estimate of 125±8 Myr (Stauffer et al. 1998) has been updated with new models to 112±5 Myr (Dahm 2015). There is a spread of as large as a factor of about 50 in the lithium abundance at fixed effective temperature in cool stars, implying a real spread in the destruction of lithium at the same mass, composition, and age (Bouvier et al. 2018; Soderblom et al. 1993b,a). It has been suggested that this lithium spread may be the result of starspots and inflated stellar structure (Somers & Pinsonneault 2014; Soderblom et al. 1993b); there has also been a recent suggestion that this spread could be caused by variations in convective efficiency as a result of rotation (Constantino et al. 2021). For both mechanisms, the physical origin of the lithium depletion during the pre-MS by an amount that varies from star to star. Stauffer et al. (2003) found that the Pleiades K dwarfs were anomalously blue in their spectral energy distributions, and that this approximately correlated with \(v\sin i\). All of these point towards a need for a consistent starspot interpretation of the Pleiades—Fang et al. (2016) found with a model of spectral indices in molecular TiO that low mass stars were spotted at the level of \(-30\%\); unfortunately, these measurements had a characteristically large scatter.

Stellar rotation in the Pleiades has been extensively studied in the literature. The pioneering study of Stauffer & Hartmann (1987) measured rotation velocities in a sample of unprecedented size and quality, finding that there were both slow and rapid rotators in the Pleiades with a strongly mass dependent pattern. With the advent of time domain surveys, the emphasis shifted to rotation period samples, which can obtain more precise measurements for slow rotators. Our source for rotation periods for the Pleiades are from targeted observations in K2 (Rebull et al. 2016a). These observations reveal a distribution of multi-periodic light curves with different morphologies, which appear to be the result of rotational modulation by starspots or latitudinal differential rotation, with a distinct slow and rapid sequence in the higher mass stars (Rebull et al. 2016b; Stauffer et al. 2016). To construct our sample, we require that each star have a rotation period; we begin by using the member list from Rebull et al. (2016a).

We collect X-ray luminosities using the published Pleiades ROSAT catalogs of Micela et al. (1999) and Stauffer et al. (1994), and the Einstein data from Micela et al. (1990). There were also some serendipitous X-ray measurements from the XMM–Newton observatory, but owing to the large fraction of binaries and low number of single stars in the detections, we do not include these sources in this work (Briggs & Pye 2003).

In the ultraviolet, GALEX data exist for the Pleiades (Browne et al. 2009; Bianchi et al. 2017). However these published catalogs use fields which largely avoid the center of the cluster—crowding and source contamination are concerns in the UV data, contributing to a very small number of identified members with UV detections. There has also been a number of studies to systematically study the Pleiades in the UV (e.g. Gibson & Nordsieck 2003) but with pixel scales (~15 arcsec) much larger than the APOGEE 2 arcsec fibers.

We collect chromospheric activity using published \(R'\) values, which indicate the fraction of excess flux emitted in lines such as Ca II IRT or H\(\alpha\) to the total flux of the star; more recently, a mapping between emission line equivalent width and emission flux has made it possible to obtain these activity indicators from optical spectra. In the Pleiades, we include \(R'_{\text{H}\alpha}\) and \(R'_{\text{Ca II IRT}}\) from Soderblom et al. (1993a). To expand this sample to lower masses we also include \(R'_{\text{H}\alpha}\) and \(R'_{\text{Ca II IRT}}\) inferred from equivalent widths in LAMOST spectra (Fang et al. 2018). We make two assumptions to calibrate the spectroscopic activity measurements onto the photometric ones: we assume that the locus of activity variation is the same for stars in common and that the Ca emission line measurements are well-correlated (Appendix B). We also obtained Ca IRT measurements inferred from Gaia DR3 (Lanzafame et al. 2022); however the measurements largely overlap with the Soderblom et al. (1993a) sample, with just one reported \(R'_{\text{Ca IRT}}\) measurement of a Rossby-saturated star; thus the Gaia Ca IRT estimates do not replace the LAMOST Ca analysis in the Pleiades, and we have omitted it.

3.3 M67

The open cluster M67 has played a major role in testing the theory of stellar structure and evolution. It is close to the Sun in composition and age (4 Gyr and [Fe/H] = 0 respectively; Yadav et al. 2008; Souto et al. 2018), so M67 has been crucial for the solar-stellar connection in astrophysics. This has included studies of Li depletion (Jones et al. 1999; Pace et al. 2012); activity in solar analogs (Giampapa et al. 2006); and rotation periods at solar age (Barnes et al. 2016). The APOGEE survey obtained a deep sample of spectra for M67 members (see Souto et al. 2019; Beaton et al. 2021), which mapped out surface abundance changes from gravitational settling from the lower main sequence to the turnoff and the giant branch. The cluster is also well-studied for binary populations (Geller et al. 2021). For our purposes, M67 is a key calibration system. We expect sun-like activity levels in solar analogs in the cluster, so we can use M67 to ensure that our method does not predict spurious spot signals in inactive stars. The exceptions to the general pattern of inactivity on the main sequence are binary stars impacted by current or past tidal interactions. These include the two well studied interacting sub-subgiants, S1063 and S1064. These active stars are heavily spotted (Gosnell et al. 2022), and we discuss our derived starspot properties for them in Section 4.3.1. Because the cluster has already been analyzed for binarity, we can also test our ability to separate starspot signals from binary ones; this is essential for investigating field populations in the upcoming catalog.

We collect published M67 members by crossmatching the union of Gaia kinematic membership lists (Gao et al. 2018; Carrera et al. 2019) with Gaia DR3, APOGEE DR16, and the comprehensive radial velocity study of Geller et al. (2021).

4 ANALYSIS

4.1 Outcome of \(f_{\text{spot}}\) fits

We ran our pipeline over the literature assigned members with an APOGEE spectrum, including 214 stars in the Pleiades (Section 3.2) and 227 stars in M67 (Section 3.3). This yielded spectroscopic inferences of \(T_{\text{eff}}\), \(\log g\), \(v\sin i\), microturbulence, [M/H], \(f_{\text{spot}}\), and \(x_{\text{spot}}\).

With our spectroscopic \(f_{\text{spot}}\) and \(T_{\text{eff}}\) measurements, defined by the model of ambient and spot components on a stellar photosphere, we
performed a self-consistent lookup on the SPOTS grids for the modified convective turnover timescale (Somers et al. 2020). This procedure yielded a self-consistently starspot-modelled Rossby number, which we discussed in detail in Section 2.5. The relationship between the Rossby number and the starspot filling fraction in the Pleiades is demonstrated in Figure 3.

To illustrate the importance of binary rejection, the binaries which are rejected from subsequent analyses are overplotted on a period-starspot filling fraction diagram in Figure 3. The systematic offset between the identified binary population from our careful binary rejection technique in Section 2.3 is clearly visible in the rotationally saturated domain. These saturated rapid rotators are disproportionately low mass stars, such as late-K and M dwarfs; we note that the presence of an unresolved low-mass companion leads to a systematically higher starspot filling fraction for these stars than for the higher mass stars which are predominantly unsaturated in activity, as the relative flux contribution from the secondary is much higher when the primary is also a low mass star.

We visually demonstrate our starspot measurement process and analyze the concordance of our technique with the literature for a weak-lined T Tauri star in Taurus (Section 4.1.1) and a rapid rotator in the Pleiades (Section 4.1.2).

4.1.2 Starspots on a magnetic rapid rotator: HII 296

The Pleiad HII 296 (V966 Tau) has been extensively studied in the literature as a late-G or early-K type star which is magnetic, active, and rapidly rotating. In our sample, this star is Rossby-saturated with log Ro = −0.70, and not flagged as anomalously spotted. Folsom et al. (2016) inferred magnetic field properties for this star using Zeeman Doppler Imaging, inferring a mean surface magnetic field of 80.4 G with a peak value of 273.6 G, which is primarily poloidal (89.5% compared to 10.5% toroidal) and dipolar (62.7% of the poloidal component, the rest in higher order fields). To compare our starspot inference with the ZDI measurement, we assume that the mean surface field and peak field strength measured by ZDI are related by a factor of $f_{\text{spot}}$. This would be the case in the limit where the magnetic field originates only in regions which are spotted. This is most likely an underestimate, since the mean surface field measured by ZDI is not sensitive to the B-field contribution from small-scale magnetic fields while the peak field is likely to be unaffected. With these assumptions, the inferred filling fraction from ZDI is approximately 29.3%. We prefer the comparison of this filling fraction proxy to an absolute comparison of magnetic field strengths since there is a systematic between magnetic measurements which we document in Section 4.2.2; if the systematic between methods is dominated by a scale factor difference, the filling fraction should be comparatively less affected by systematics.

We see our starspot estimates for this star in Figure 5; the blue band corresponding to the estimate from the UOBYQA algorithm (Section 2.2), and the orange band corresponding to an analysis of the $\chi^2$ curve. In this case the two solutions differ by a systematic of...
1.5% on a star with a 39.7% starspot coverage, slightly larger than the 1σ error estimate. However, a generic feature of these Pleiads is that they have a broader bottom to their χ² distributions than for LkCa 4, with a larger range of potential starspot filling fractions which are appropriate fits for the spectrum. A number of possibilities may explain this, including incomplete linelists, starspot structure, and reduced sensitivity of lines in the H-band for these stars; however, a dedicated analysis is necessary to characterize this feature.

Compared to our estimate of 39.7 ± 0.1%, it is clear that the ZDI estimate of 29.3% is smaller. It is possible that this is a systematic between the ZDI and two-temperature methods; however, cyclic spot variation, or systematics in the lines and spectral range may also account for the bias. It is remarkable that the detection of two temperature components on the spectrum of this star provides a reasonably similar signal to the complementary ZDI method, which is sensitive to spot modulation instead. Continued comparisons between the ZDI and two-temperature techniques will help characterize the relationship between these magnetic measurements.

4.2 Pleiades Starspot Correlations

We compute Rossby numbers for our Pleiades targets using SPOTS convective overturn timescales (Section 2.5) and rotation periods from Rebull et al. (2016a). In the single-star sequence identified in the Pleiades the bounds in log Ro are roughly from -2 to -0.3. For reference the log Rossby number of the Sun is 0.39. We will use the starspot convective overturn timescale to infer Rossby numbers for all of our activity diagnostics.
4.2.1 Starspot—Rossby Relation

Our Pleiades starspot filling fractions as a function of Rossby number are displayed in Figure 3. The overall pattern is similar to that for traditional activity diagnostics: a steep rise in filling fraction at large Rossby number followed by a flattening for low Rossby number. There may be signs of supersaturation in the most rapid rotators—a decline in coronal activity proxies with increasing rotation rate for Rossby-saturated stars (Randich et al. 1996; Jeffries et al. 2011; Argiroffi et al. 2016; Núñez et al. 2022); due to the small number of sample stars rotating rapidly enough to probe supersaturation, we leave this discussion for future work. Our technique measures the mean surface filling fraction for spots, and therefore the mean surface magnetic field strength. Activity proxies for chromospheric and coronal heating could saturate for other reasons (for example, changes in field topology or heating mechanisms). Our data confirms that the saturation phenomenon is directly tied to stars reaching a maximum average field strength, which is consistent with recent direct magnetic measurements (Reiners et al. 2022; Vidotto et al. 2014). However, there remains a high degree of scatter at low Rossby, which we quantify as follows.

First, we remove all binaries from the sample. There are then two sources of scatter in the measured starspot filling fractions: the instantaneous measurement uncertainty and variations in the true spot filling fraction over time from stochastic effects and starspot cycles. We fit the mean starspot filling fraction—Rossby number relationship with a maximum likelihood estimator using 32 MCMC walkers in emcee (Foreman-Mackey et al. 2013), running for a length of $1.2 \times 10^5$ steps with a burn-in of 2500 steps. The numerical fits took as inputs the logarithm of the Rossby number, the inferred starspot filling fraction, and the error in that starspot filling fraction for all single stars in the Pleiades; these were the points in $x$, $y$, and $y$ errors respectively. These were then fit using a maximum likelihood estimator which had as its four free parameters: the critical $x$-coordinate at saturation, the saturation level as a $y$-coordinate, the slope of the function in the unsaturated domain, and an error inflation parameter—representing that the observed scatter in the data is too large to be explained by the random errors alone.

We use this error inflation parameter, which we name “cycle variation”, to more accurately determine the uncertainties in each of our fit parameters; without accounting for this additional source of error, the uncertainties in each best-fit model parameter would be unphysically small, due to the small random error in each measurement. To motivate the form of this cyclic variation, we analyzed the underlying distribution of $f_{\text{spot}}$ values in the saturated domain. We found that the distribution of starspot filling fractions for saturated stars is non-Gaussian, as the tails of a normal distribution are too long for the observed $f_{\text{spot}}$ distribution. This was verified quantitatively using Kolmogorov-Smirnov tests; these showed that all sums of any normal distribution with the normally distributed random error were discrepant from the data with a $p$-value below 5%. We instead modeled the data using a sum of a Gaussian component (its width set by the random errors in the measurements) and a uniform component, whose value was to be fit with the maximum likelihood estimation. This additional uniform component was found to reproduce the distribution very well, producing distributions indistinguishable from the data at the 5% level between values of $0.51 < \log f < 1.19$, where $y_{\text{err}} \times f$ represents the characteristic size of the uniform distribution.

The non-Gaussianity in the scatter of the saturated starspot measurements suggests that our measurements are significantly more precise than the non-Gaussian cyclic variation. If inflated random errors from the starspot measurements were the dominant noise source for the saturated stars, we would expect the variation to be Gaussian. However, there are a couple of caveats to this interpretation; first, it may well be that stellar variability cycles may not be distributed uniformly, but may include preferred high and low states better described by a bimodal distribution. Secondly, perhaps cycle variation is not the dominant parameter which changes the locations of stars on the activity—Rossby diagram. Time-domain studies in stellar activity and magnetism will resolve these and other questions.

Since the distribution is the sum of a uniform component set by the cyclic variation parameter and a Gaussian component informed by the random error, the likelihood function of the resultant distribution is the convolution of the two distributions:

$$p(\hat{y}) = \frac{1}{f_{\text{err}}} \exp \left( \frac{-f}{\sqrt{2}} \left( \frac{\hat{y} - y}{\sqrt{2} f_{\text{err}}} \right) \right) - \text{erf} \left( \frac{f}{\sqrt{2}} \left( \frac{\hat{y} - y}{\sqrt{2} f_{\text{err}}} \right) \right).$$

(3)

Where $\hat{y}$ is the model with the saturation parameters as inputs, and erf the error function. Since the difference between error functions can be subject to rounding errors at extreme values, we compute this difference using the complementary error function erfc with the correct sign to avoid underflow. To prevent the cycle variation parameter $\log f$ from growing unphysically large, we limit its permissible values to the range of $\log f$ which cannot be distinguished from data at the 5% level in the earlier K-S test—this means that the cycle variation parameter remains consistent with the data.

The MCMC chain in Figure 6 is well-sampled and well-converged with the expected degeneracy between the truncation point and the slope of the unsaturated domain. The converged free parameters then lead to the following logarithmic best fit relation:

$$f_{\text{spot}} = \begin{cases} 0.248, & \text{for } \log Ro < -0.677 \\ -0.569 \log Ro - 0.137, & \text{for } \log Ro \geq -0.677 \end{cases}.$$  

(4)

Performing this analysis again with a linear Rossby number as the $x$-coordinate and excluding the flagged anomalously active stars leads to the power law best fit relation:

$$f_{\text{spot}} = \begin{cases} 0.278, & \text{for } \log Ro < -0.729 \\ 6.34 \times 10^{-2} \log Ro - 0.881, & \text{for } \log Ro \geq -0.729 \end{cases}.$$  

(5)

These fit are then shown against the single-star Rossby sequence in Figure 7 as the left and right panels respectively. With both fits, the single-star activity relationships appear to show a saturation in starspots at rapid rotation, with a fall-off in the unsaturated domain. Below the saturation point identified by MCMC the dispersion in $f_{\text{spot}}$ for saturated stars with the logarithmic fit is $\sigma_{f_{\text{spot}}} = 0.066$; for the power law fit, the comparable dispersion is $\sigma_{f_{\text{spot}}} = 0.059$. We use this saturated dispersion as the overplotted blue $1\sigma$ band around the best-fit relation given by Equation 4 & 5 respectively. There appears to be a small complement of stars which appear to be anomalously spotted for their slow rotation, identified strictly by a statistical criterion. These anomalously overspotted stars are highlighted red in the top-right panel of Figure 1; as shown, they pass each of our binary rejection cuts and appear to be on the single star sequence. These stars are flagged and represented in red in the following Pleiades activity plots.
4.2.2 Equipartition Magnetic Field—Rossby Relation

Starspot filling fraction measurements can be used to estimate the mean equipartition magnetic field strength on the stellar surface. The relationship between the surface pressure and the equipartition field strength relies on a pressure balance argument:

\[
\frac{B_{\text{eqp}, \text{max}}^2}{8\pi} = \frac{P_{\text{surf}}}{2},
\]

(6)

Where the equipartition magnetic field is the maximal field strength within a starspot to be in equipartition with the stellar photosphere. With an interpolation on the SPOTS (Somers et al. 2020) isochrones and a measured \( f_{\text{spot}} \) and \( T_{\text{eff}} \), we derive an estimate for the stellar surface pressure. Then, the surface mean field is defined as the parameter:

\[
\langle |B_{\text{eqp}}| \rangle = f_{\text{spot}} \langle B_{\text{eqp}, \text{max}} \rangle.
\]

(7)

We demonstrate these magnetic field measurements in Figure 8, with maximum likelihood fits similar to those used in Section 4.2: the equivalent K-S interval at the 5% level we found here was 0.51 < \( \log f < 1.13 \). Accounting for this non-Gaussianity in the cyclic variation parameter, we find the logarithmic and power law fits in the middle and bottom plots. The surface mean magnetic field strength saturates at a lower Rossby number than starspots, at a ~2σ level in each fit. This lower saturation threshold—even using the same Rossby number definition—appears to be robust in this work, but needs to be studied systematically with more complete samples in order to assign it physical significance. For instance, the discrepancy between the starspot and magnetic field saturation thresholds may be a feature of equipartition magnetic fields weakening for higher mass stars at the same age, but may also reflect the mass-dependent saturation trend of stars in the Pleiades.

These equipartition magnetic field measurements provide a complementary technique to the methods of ZDI and Zeeman broadening. We provide a comparison between different samples of magnetic field measurements in Figure 9. These measurements appear to be on different scales offset by ~0.7 dex; however, as these measurements are made with distinct techniques on different samples, the origin of this systematic is unclear. There is a physical reason to suspect a scale factor offset between measurements—whereas ZDI probes signed large-scale fields and Zeeman broadening is sensitive to the total unsigned field, these starspot—equipartition magnetic fields are tied by definition to fields which are strong enough to probe signed large-scale fields and Zeeman broadening is sensitive to the total unsigned field, these starspot—equipartition magnetic fields are tied by definition to fields which are strong enough to partially suppress convection and support a cooler spot. It may be that the scale factors found between the B-field measurements represent physical differences in the underlying stellar magnetic field probed. If this is true, comparisons between the different classes of magnetic field measurements may contain geometric information. We emphasize that an analysis of the systematics between magnetic field measurements is necessary before comparing absolute magnetic measurements between systems.
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Starspots in the Pleiades and M67

4.2.3 Activity—Starspot Relations

To see the correspondence of these new starspot detections with ex-
tisting activity proxies, we collate a dataset consisting of X-ray, Hα,
Ca IRT, and amplitude measurements in Table 1. First, the X-ray
data is scaled to the same bolometric luminosity scale to remove
systematics between different analyses. We first obtain a BCK
for each star from its effective temperature using the Pecaut & Mamajek
(2013) online extended dwarf table\(^2\); then, we obtain an absolute K-
band magnitude using 2MASS photometry and Gaia DR3 parallaxes.
Summing the two yields an estimate for \(M_\text{bol}\), which is converted to
\(L_\text{bol}\) using as the solar bolometric magnitude and luminosity as a zero
point. We then divide each \(L_K\) by this \(L_\text{bol}\) to obtain these coronal
emission data. The chromospheric data are transformed according to
Appendix B as the chromospheric excess measurements may have a
different scale whether they are inferred with photometric excess or
spectroscopic equivalent width excess; we scale everything onto the
photometric \(R^\prime\) scale where necessary using stars in common. For
the Ca data, to augment the Soderblom et al. (1993a) Pleiades mea-
surements at lower masses we transformed from the measurements of
the Ca K line from Fang et al. (2018) to the infrared triplet; this is not an exact correspondence as they are separate lines and there-
fore the Ca plot should be interpreted with care. The amplitude data
assessed in this section are provided also by Rebull et al. (2016a)
as the magnitude difference between the 10th and 90th percentile
of the light curve. Since starspot filling fraction and flux variations
across the star are physically related, we transform the amplitude in
magnitudes to fractional flux variation of the star. By convention the
amplitudes \(\Delta m\) follow the relation:

\[
F_{10}/F_{90} = 10^{-\Delta m/2.5} ,
\]

Then we have the subsequent relations:

\[
\Delta F_{10-90}/F_{90} = \frac{F_{90} - F_{10}}{F_{90}} = 1 - 10^{-\Delta m/2.5} ,
\]

To scale to the “mean” flux level in between the 10th and 90th
percentile variations:

\[
F_{50}/F_{90} = \frac{1}{2} \left( \frac{F_{10} + F_{90}}{F_{90}} \right) = 1 + 10^{-\Delta m/2.5} ,
\]

Dividing Equation 9 by Equation 10, this leads to an expression for
the fractional flux variation scaled by the mean flux:

\[
\Delta F_{10-90}/F_{50} = \left( 1 - 10^{-\Delta m/2.5} \right) \left( \frac{2}{1 + 10^{-\Delta m/2.5}} \right) .
\]

We compare our activity proxies to starspot filling fraction in
Figure 10. There appears to be a correlation in all plots between
starspot filling fraction and activity measurements with a sizable
variation; this observed scatter may represent a flux variation for
sources observed at different points in their activity cycles. The two
activity proxies which correlate best with starspots are the Hα and
X-ray measurements; photometric amplitude and Ca II IRT have
smaller correlation coefficients with \(f_\text{spot}\).

\(^2\) https://www.pas.rochester.edu/~emamajek/EEM_dwarf_UBVIJHK_colors_Teff.txt

Figure 7. Spot—Rossby Diagram with a two-component MCMC fit, including the uniform parameter for cycle variation. Left: logarithmic fit to the starspot filling fraction as a function of Rossby number. Right: power law fit to the same. The inset plots represent the residual of measured and best-fit starspot filling fractions against Rossby number. The light blue band represents the mean dispersion in spot measurements about the trend line in the saturated (log Ro < −0.677) regime. Red points are stars identified as more than ±3σ discrepant from the mean using the dispersion identified from the saturated domain from the left plot; the right plot excludes these points from the fit.
4.2.4 Activity—Rossby Relations

The next step is quantifying the detailed properties of different activity indicators. We are especially interested in two questions: whether different diagnostics saturate at the same level, and whether the stars identified as anomalous in the starspot—Rossby domain are unusual with other diagnostics. We perform a maximum likelihood fit with a modified likelihood function using a cycle variation parameter as described in Section 4.2.1; the cycle variation parameter is limited again to the largest width of the uniform distribution which is indistinguishable from the saturated stars at the 5% level. Only the X-ray data include upper limits, and we remove upper limits from our fits and subsequent analysis (see discussion in Wright et al. (2011)). By excluding upper limits in the X-rays, it is possible that the derived activity relation is biased below the true relation. However, we are using multiple sources of X-ray data which may have different methodologies for assigning upper limits, and this simplifies the subsequent analysis (Wright et al. 2011). For the chromospheric plots it is not a problem that errors are not provided since we use our cyclic variation parameter, which is set by the spread in the distribution.

The direct relationship between each activity proxy and Rossby number is shown in Figure 11, indicating Rossby-saturated stars in blue and Rossby-unsaturated stars in black according to whether they are saturated from the fit to $f_{\text{spot}}$. Stars with unfilled symbols in the Ca IRT plot are the ones transformed from LAMOST Ca K data. The black fit lines for each activity proxy are obtained separately. We also include the anomalously active stars if they have X-ray, chromospheric, or amplitude data and plot them as red symbols. This allows a calculation of the $z$-score in activity for each anomalous star by dividing their departure from the best fit relation by the dispersion in Rossby-saturated stars, a calculation which is shown in Table 2. We see that the $z$-score of significance is high for nearly every activity proxy, indicating that these stars are offset from the mean relation.

As these measurements were non-simultaneous, the fact that these stars appear to be on the upper envelope or anomalously active at some significance in these activity proxies measurements is at odds with the idea that we have identified stars at the high point of their cyclic variation. If cyclic variation were the main cause of deviations from the trend line, we would catch most of these stars at significantly less active states in their cycle if the variation time is on the order of decades.

These departures from the standard Rossby relation are astrophysically interesting. There are a number of plausible mechanisms that could induce departures from a unique Rossby relationship—for ex-

---

**Figure 9.** A comparison of our equipartition magnetic field strengths for the Pleiades and magnetic measurements in the literature for field populations using ZDI (Vidotto et al. 2014) and Zeeman Broadening (Reiners et al. 2022). Errors are as presented in each work respectively, including the conservative 0.434 dex error on the ZDI measurements suggested by Vidotto et al. (2014). Each type of magnetic field measurements appears to be on a different scale, with systematics between scales of ~0.7 dex.
ample, core-envelope decoupling models predict large radial shears in young stars; fully convective stars could have a different dynamo mechanism than radiative core ones; or the structural effects of rotation could have mass-dependent feedback on the dynamo mechanism.

It appears visually that the critical Rossby number at saturation changes with different activity indicators in Figure 11. Brown et al. (2021) found that the critical Rossby number differs across activ-

| APOGEE ID | Spots | $|R_{\text{sat}}|/L_{\text{bol}}$ | Z-score | X-ray | Hα | Ca IRT | Ampl |
|-----------|-------|----------------|---------|------|-----|--------|------|
| 2M03441307+2401509 | 5.56 | 4.39 | 4.24 | 7.42 | 2.96 | -0.02 |
| 2M03463889+2431132 | 3.65 | 3.62 | <3.32 | 2.62 | 0.64 | 0.07 |
| 2M03461174+2437203 | 3.02 | 2.35 | 2.01 | 1.17 | 0.37 | 4.08 |
| 2M03462887+2318191 | 6.13 | — | 2.21 | — | — | 0.53 |
| 2M03473800+2328051 | 3.18 | 3.58 | 2.09 | 5.04 | 2.35 | 1.56 |
| 2M03440484+2416318 | 4.13 | 3.00 | 3.25 | 2.41 | 1.54 | 0.81 |

Figure 10. Spot—Activity Proxy Diagram for our APOGEE Pleiades sample in X-rays (top), Hα (second), Ca II IRT (third), and amplitude (bottom). Blue symbols indicate Rossby-saturated stars, black symbols indicate Rossby-unsaturated stars, and red symbols are the identified anomalously spotted stars; these selections are made using a cut at log Ro = -0.677 as derived from the maximum-likelihood fit to the starspot data (blue & black) and the ±3σ outliers (red). Maximum-likelihood fits are computed for each plot and described in Section 4.2.3. Top: a relationship between fspot and log ($L_X/L_{\text{bol}}$) is observed with a dispersion of $\sigma_{f_{\text{spot}}} = 0.085$, r = 0.62. Second: a relationship between fspot and log $R'_{\text{IR}}$, with a dispersion of $\sigma_{f_{\text{spot}}} = 0.064$, r = 0.75. Third: a relationship between fspot and log $R'_{\text{IR}}$, with a dispersion of $\sigma_{f_{\text{spot}}} = 0.100$. Fourth: gray symbols indicate that the data were transformed from Ca H&K measurements and should be interpreted with caution. Bottom: a relationship between fspot and $\Delta F_{10-90}/F_{50}$ with a dispersion of $\sigma_{f_{\text{spot}}} = 0.100$..

Figure 11. Rossby activity relations for our APOGEE Pleiades sample in X-ray (top), Hα (second), Ca II IRT (third), and amplitude (bottom). Blue points indicate stars satisfying the saturated condition (log Ro < -0.677) from the fit to starspot filling fraction. Section 4.2.4 describes the procedure for obtaining the fit lines in black (which do not fit to upper limits or flagged anomalously active Pleiads by construction) and the light bands, which indicate the dispersion of the population. Black points indicate the unsaturated condition (log Ro > -0.677) and red points indicate the identified ±3σ (1σ) stars indicated in Section 4.2.1. In the Ca II IRT panel, points with unfilled centers indicate transformed LAMOST data using the method discussed in Appendix B and should be interpreted with caution. The light grey vertical line indicates the saturation point found in APOGEE spectroscopic fspot (log Ro_{sat} = -0.677).
activity diagnostics, particularly between their mid-frequency continuum and starspot variability proxies. This introduces the possibility that activity diagnostics sample distinct depths in the convection zone. Since convective velocity and pressure scale height are both strong functions of depth in stars, phenomena anchored at a variety of scales may saturate at different Rossby thresholds. As we include the cycle variation parameter in our fits, we can systematically study the saturation threshold in different activity proxies.

We quantify the uncertainty in our threshold Rossby numbers by plotting the marginalized MCMC chains in Figure 12. The uncertainty estimation is meaningful because the cycle variation parameter (Section 4.2.1) in our modified likelihood function (Equation 3) includes a uniform distribution which better reproduces these activity histograms in the saturated domain. Since we are accounting for the possibility that the distribution of points is not adequately described by the reported random errors, this allows us to examine the knee of the activity—Rossby fit. From left to right they show the starspot, equipartition magnetic field, X-ray, Hα, Ca IRT, and amplitude measurements, respectively. The colored band in each histogram represents the 1σ uncertainty bound for that parameter. We find that the data are consistent with the same saturation break in all diagnostics, with no statistically significant difference in the critical Rossby number after accounting for possible cycle effects.

The Rossby number used for all of these calculations in Figure 12 are the ones from Section 2.5 accounting for the impact of starspots. For a discussion on the impact of non-spotted Rossby number definitions on the location of the transition between Rossby-saturated and unsaturated stars, see Appendix A. We also note that the width of the histograms in Figure 12 are minimized for the starspot and magnetic field measurements; this is consistent with a more precise measurement of the critical Rossby number. As the number of observations varies for each activity measurement, it is also possible that the Rossby number threshold will become more precise in other activity proxies as samples become larger.

4.3 Starspots in M67

In M67 the APOGEE H-band spectra available span a range of evolutionary states and binarity. With our sample we produce starspot measurements for M67 stars (Table 3). There are distinct domains of interest in this cluster. The turnoff stars are in the transition regime where starspots and activity appear to become weak from photometric proxies (Santos et al. 2021); evolved stars also have different activity properties than dwarfs. We therefore identify evolutionary states through logg and $T_{\text{eff}}$ cuts and then display them on Figure 1. The four stars with significant radial velocity variations above the M67 turnoff stars. Since it requires more careful analysis to determine whether two-temperature detections in this temperature regime are real, we removed binaries in the main sequence stars using the procedure from Section 2.3, however it was impossible to use the photometric binary cut in the main sequence turnoff. Since the secondary contributes minimal light in the subgiant and giant branch, the photometric rejection also cannot be used during post-main sequence evolution. As a result, we primarily used the kinematic rejection techniques and the spectroscopic RV catalog from Geller et al. (2021). Photometric binaries in the turnoff may be systematically increasing the starspot signal in some of those stars, and it is possible that some number of them are interacting or merged systems. We also caution against the interpretation of these stars at higher temperatures because they may be rapidly rotating, which may lead to a false detection of starspots due to, for instance, limb- or gravity-darkening effects; alternatively, these detections may be real and indicate a change in geometry in the magnetic field for these hotter stars. Since it requires more careful analysis to determine whether two-temperature detections in this temperature regime are real starspot signals, we resist interpreting our filling fractions in the M67 turnoff stars.

For each evolutionary state we can plot inferred starspot filling fraction against $T_{\text{eff}}$ to identify statistical properties and trends. There is a low starspot filling fraction in giants and solar-type main sequence stars (Figure 13). The subgiants appear to be systematically higher in spot coverage than the main sequence stars, suggesting that there is a revival of activity prior to the ascent along the giant branch. Gilliland (1985) predicted the existence of active subgiants with a lengthening convective turnover timescale. Ascending the giant branch, the starspot filling fraction drops dramatically as expected and is consistent with zero for most stars. However, we find a few interesting stars which we find to be highly spotted and radial velocity
variable in the sub-subgiant population—we describe in detail the solution of one of these members, S1063, in Section 4.3.1.

There has been significant work to study the solar-type stars in M67 using activity proxies. Giampapa et al. (2006) measured Ca II H+K core strengths as an HK index and found that the majority of solar analogues have values in the solar range with 17% below and 7–12% above, and variability over timescales longer than 6 years. Brandenburg & Giampapa (2018) used these data as evidence for anti-solar differential rotation, since models these models support larger absolute differential rotation. Due to a sparsity in sources in common between APOGEE DR16 and literature chromospheric measurements in M67, there is insufficient data to mark a correlation for the solar-type stars; in our upcoming full catalog, we will have enough field star measurements to study activity in the solar regime.

4.3.1 Starspots on an interacting sub-subgiant: S1063

Although we focus on single dwarfs in this work, it is also straightforward to interpret starspot filling fractions for binary stars with a minimal level of flux contribution from their companions. In M67, there are a number of heavily-spotted sub-subgiants, consisting of a binary system with an evolved primary (Leiner et al. 2017; Geller et al. 2017a,b). These are star cluster members with an anomalous position to the red of, and below, the evolved star cluster sequence. S1063 and S1113 have been identified by Geller et al. (2017a) as sub-subgiants; they were also observed by APOGEE as part of the targeting strategy in M67. Gosnell et al. (2022) studied this star in detail with an observation with multiple IGRINS echelle orders, mapping this to four years of archival light curves from K2 and ASAS-SN. They observed that the starspot filling fraction was consistent with 32% ± 7% across nine spectral orders, with a spot temperature of 4000 ± 200 K and ambient temperature of 5000–5300 K. With light curves from K2 and ASAS-SN, they model the cyclic variation in the starspot filling fraction as between 20–45%.

For S1063, our starspot estimate is $f_{\text{spot}} = 20.3 \pm 0.4\%$. This is consistent with the lower end of the cyclic variation estimated from Gosnell et al. (2022) and may be the result of our analysis of just one APOGEE visit per star in this work. A systematically higher starspot estimate using the full IGRINS echelle spectra is also seen in Section 4.1.1—for LKCa 4 the echelle estimate is systematically higher than our H-band estimate, while individual echelle orders appear to agree with our measurement; a larger sample in common is needed to study whether such a systematic exists between the methods. We also estimate a value of $f_{\text{spot}} = 35.8 \pm 1.1\%$ for S1113, which is significantly redder than S1063. New large samples of RS CVn’s and sub-subgiants may enable new tests of stellar physics with interacting systems (Leiner et al. 2022, Patton et al. in preparation).

4.4 Accuracy and Precision of Two-Temperature Fits

In the Pleiades we can attempt to characterize the random error in the technique in a young cluster by estimating the dispersion of measured starspot filling fractions in the saturated domain. From Figure 7 we see that this dispersion calculated for the saturated domain is $\sigma_{f_{\text{spot}}} = 0.066$. It is uncertain whether this measured dispersion represents variability cycles in these stars or whether it is an uncertainty which is to be associated with the starspot estimation technique; however, as described in Section 4.2.1, the fact that these stars are better described by a uniform than a normal distribution suggests that actual cycle variability is being measured. We note that a fiducial random error for our starspot measurements cannot be higher than this measured dispersion, and is likely lower. The measurement of 24.8% as the fiducial starspot filling fraction at saturation for Pleiads also appears to be consistent with estimates from spectral indices in TiO (Fang et al. 2016).

In M67 most main sequence stars in our sample are solar-like and a measurement of $f_{\text{spot}} = 3.0 \pm 4.4\%$ includes the entire population of main-sequence stars in Figure 1. For the solar-like stars, defined as a cut between 5700—5900 K, there are just ten stars with an average of $f_{\text{spot}} \sim 2.0 \pm 1.1\%$. There also appears to be a clustering...
The pattern in the effective temperature residuals indicates that two temperature components in the infrared spectra of active stars are effective at estimating global stellar parameters in concordance with the Pecaut & Mamajek (2013) scale. As these stars are heavily spotted ($f_{\text{spot}} \sim 25\%$), a single-temperature fit may consistently overestimate the temperature if it fits to the higher temperature component. Instead, a flux-conserving two-temperature method takes into account the cooler component (Equation 1). We note that there may also be alternative reasons for why there may be a temperature offset, such as the PHOENIX model atmospheres used in this work compared to MARCS in ASPCAP for APOGEE DR17; however, this bias trends strongly with activity and starspot filling fraction on the host star, approaching zero for the unsaturated stars for which starspots become less important. This favors the explanation involving the difference in methodology which becomes more important in the active stars—the two-temperature fit this work and the single-temperature fit from ASPCAP.
4.5.2 Systematics in Surface Gravity

Since our two-temperature method assumes that the two temperature components originate from the same star, the surface gravity used in the synthesis of each component is the same. As the logg’s used in the synthesis of each component is the same. As the logg’s used in our two-temperature method assume that the two temperature components originate from the same star, the surface gravity measurement from the pipeline is plotted in Figure 14 as a difference between our estimates and APOGEE DR16 (orange) or APOGEE DR17 (blue). The trend appears to be mass-dependent, with a larger offset for cool stars and a smaller offset for hot stars; our answers are situated between the DR16 and DR17 surface gravity measurements, albeit significantly closer to the DR17 scale (0.025 ± 0.007 dex for DR17 compared to −0.074 ± 0.008 dex for DR16). This similarity suggests that our logg measurements are consistent with similar inference methods using APOGEE near-IR H-band spectra. The increased scatter between the scales at the cool end represents the larger (~0.2 dex) systematic between cool star surface gravities in the Pleiades between DR16 and DR17.

The APOGEE DR17 surface gravity calibration was applied smoothly across evolutionary states from a neural network, whereas previous data releases were calibrated separately (Abdurro’uf et al. 2022). We do not perform any kind of calibration on the raw logg output from our grid search in FERRE, so it is encouraging that we are in between the two calibrated surface gravity scales.

4.5.3 Systematics in Metallicity

The distribution of metallicities for stars in the Pleiades is presented in Figure 16. The top panel shows three outlined distributions corresponding to the metallicity recovered from this work, APOGEE DR17, and APOGEE DR16. The bottom panel shows just the distribution of metallicities presented in this work, colored by activity state as identified previously.

From the top panel, we can see that the APOGEE metallicities are distributed similarly, and the metallicity estimates from this work are systematically higher. These distribution means are −0.008 ± 0.005 dex in DR16, −0.006 ± 0.005 dex in DR17, and 0.101 ± 0.007 dex in this work. As noted by Soderblom et al. (2009), the metallicity of the Pleiades appears to be −0.03±0.02 with a ±0.05 systematic error, with seven literature estimates ranging from slightly sub-solar to 0.06 dex. At 0.10 dex our measurements are higher than literature estimates, but are statistically consistent—considering systematic errors—at the 1σ level.

Breaking these populations into saturated, unsaturated, and anomalously spotted populations, it becomes clear that the unsaturated and saturated distributions are systematically offset from each other, at the level of 0.08 dex. The corresponding means and standard errors are 0.066 ± 0.006 dex for Rossby-unsaturated stars, 0.151 ± 0.010 dex for the saturated stars, and 0.096 ± 0.030 for the anomalously spotted stars. The measurement for the Rossby-unsaturated stars appears to be similar to literature estimates (Soderblom et al. 2009), and the systematic for the saturated stars appears to come with
Finally, we demonstrate the offset in \( \nu \sin i \) between our recovered values and those reported from Stauffer & Hartmann (1987) in Figure 17, color-coded by Rossby saturation regime. The inset histograms show the offset in \( \nu \sin i \) between our measurements and the Stauffer & Hartmann (1987), APOGEE DR17, and APOGEE DR16 reported measurements. We exclude any \( \nu \sin i \) measurements with upper limits in these residual histograms as including them may artificially bias the distribution low, and we adopt an uncertainty on the Stauffer & Hartmann (1987) \( \nu \sin i \) measurements of \( \nu \sin i / 2(1 + R) \) as suggested, where \( R \) is their ratio between their cross-correlation peak and antisymmetric component. Between all four systems, the \( \nu \sin i \) measurements appear to be generally consistent to better than 1 km/s. The residuals and standard errors are \(-0.30 \pm 0.74\) km/s between our measurements and Stauffer & Hartmann (1987), \(-0.37 \pm 0.18\) km/s between this work and DR17, and \(-0.66 \pm 0.20\) km/s between this work and DR16.

With all offsets in measured rotational velocity being within 1 km/s of published catalogs, we conclude that our \( \nu \sin i \) measurements are consistent with the literature. In terms of the reported rotational velocity errors, the mean random error for our Pleiades single star sample is 0.15 km/s, and the mean systematic between this work and the DR16, DR17, and Stauffer & Hartmann (1987) measurements is approximately \(-0.44\) km/s. This consistency shows that the starspot solution does not appreciably affect the measurement of rotational velocities from spectra in single stars.

5 DISCUSSION

The detection of a saturation in inferred starspot filling fraction and an associated decline at higher Rossby number in Figure 7 is a strong indication that starspots saturate for the most rapid rotators. It has been seen throughout the literature that chromospheric, coronal, and magnetic measurements saturate at rapid rotation, but it has remained an open question whether the saturated chromosphere and ordered magnetic fields produce a fixed maximum value in starspot coverage as seen through spectroscopy. With this work, we conclusively detect a maximum starspot filling fraction which is attained at a similar rotation rate as seen in other indicators. Our equipartition magnetic field estimates also see a saturation at rapid rotation, which has also been recently verified in M dwarfs through the Zeeman broadening technique (Reiners et al. 2022). In this work we also show that the starspot parameter is well-correlated with other chromospheric and coronal activity proxies.

However, these starspot measurements have newly made it possible to probe the structure of stellar surface dynamos in detail. We indicate that starspots and magnetism affect stellar structure and change the convective turnover timescale in a systematic manner (Somers et al. 2020), an effect that we model consistently with these spectroscopic starspot measurements. We have shown in this work that the effect on Rossby numbers is maximized for active stars, systematically shifting the Rossby threshold at saturation. Rather than being used as an empirical fit parameter, we argue that changes in convective turnover timescale predicted by stellar evolution theory must be accounted for to test the Rossby paradigm as stars evolve. The over-spotted single Pleiads identified in this work challenge the traditional Rossby consensus that all slow rotators are inactive—since the gap between...
observations is on the order of decades and likely uncorrelated, we note that it is unlikely that the detected over-spotted stars are simply varying due to activity cycles. Placing these over-spotted stars in a framework of stellar evolution may challenge the uniformity of the activity—Rossby relation, and lead to more sensitive diagnostics of stellar physics.

The interplay between starspot filling fraction and other activity proxies can now be explored quantitatively to test stellar dynamo theories; testing whether the changing saturation threshold of different activity proxies is the result of phenomena occurring at different convective depths or intrinsically predicted by stellar theory can now be explored for large populations. In particular, the comparison between our starspot filling fractions and equipartition magnetic field strengths can now be explored as a fundamental prediction of stellar evolutionary models. The comparison between these measurements and ZDI or Zeeman broadening estimates, which are sensitive to the large-scale signed and small-scale unsigned fields respectively, may test scenarios of equipartition or spot geometry.

The question of whether cycle variation can describe stars which scatter off the mean activity—Rossby relation can now be tested; in this work, we found using a K-S test that the distribution of starspot filling fractions for the active Pleiads was too broad to be fit by a sum of two Gaussians. Instead, a uniform distribution with a smaller random error component more appropriately describes the distribution, with a p-value significantly above 0.05. This appears to suggest that our starspot measurement is more precise than the population dispersion (which might otherwise impose a Gaussian error on the distribution) and that we are seeing some degree of cycle variation. With spectroscopic starspot filling fractions for large populations of stars and repeat visit spectra, it will be possible to investigate the range of starspot variation across activity cycles, and whether certain classes of stars are shifted relative to the mean relation.

We also find that this technique is robust; it is suitable not only the activity of active young stars, but also recovers starspot filling fractions for stars of different evolutionary states in M67. The solar-like starspot filling fractions for the solar analogues, the non-detections in the inactive old giants, the rising activity in subgiants, and the high spot coverages in the interacting sub-subgiants suggests that this tool is broadly applicable in testing stellar physics across different evolutionary states. For instance, tracking solar variability with large samples of solar analogues in APOGEE, detecting magnetism on giants, testing theories lengthening the convective turnover timescale in subgiants, and probing physics of interacting systems are all examples of applications of this method. We validate the prediction across a large sample that lengthening convective turnover timescales in subgiants leads to an increase in activity from the main sequence (Gilliland 1985), and we find concordance between our measurements and a number of existing starspot measurements in the literature in the young star LkCa 4, the active Pleiad HII 296, and the interacting sub-subgiant S1063.

This work jointly fits for global stellar parameters, and we explore the offsets in effective temperature, surface gravity, metallicity, and rotational velocity against reported literature values. The effective temperatures reported by our method are consistent with the spectroscopic ASPCAP solution in APOGEE DR17 for the inactive stars, but are cooler by ~100 K for the active stars. A detailed analysis finds that the temperature residuals saturate and decline similar to other activity—Rossby relations, with a correlated increase of the absolute value of the temperature residual with activity; even in Rossby-unsaturated stars, a level of 10% spot coverage is enough to result in a 70 K systematic. For a star at 4000 K this temperature systematic results in an inflation of the inferred radius by 3.5%—suggesting that inflated radii in active stars is a generic result from this technique. We find that this temperature offset places our effective temperature measurements on the Pecaut & Mamajek (2013) temperature scale, meaning that our spectroscopic Teff’s are now consistent with temperatures derived from SED fitting over a curated sample of stars. This is likely the result of a two-temperature fit also identifying the spot component in the most spotted stars, which may have been previously fit inadequately with a single temperature in spectra. The surface gravities reported in this work are intermediate between the ASPCAP solutions in APOGEE DR16 and DR17, appearing to be closer to the DR17 system even without any calibration procedure. We find that our metallicities are on the high end but still consistent with literature estimates for the Pleiades, particularly in the inactive stars; however, we find a systematic in the metallicity estimates in the active stars of 0.08 dex. A systematic of similar magnitude was also seen in the M dwarfs in Souto et al. (2022). Because our saturated stars are later in spectral type than the less active ones, this may not be an activity bias, but could instead be tied to issues with the linelists for cool stars. Finally, we find that our rotational velocity measurements are consistent with Stauffer & Hartmann (1987) and the ASPCAP solutions in APOGEE DR16 & 17 with an estimated systematic error of ~0.44 km/s.

Our method has limitations—stars have complicated surface structures including starspots, network, and faculae; the empirical APOGEE linelists are still not complete, and the starspot estimates in H-band spectra may have systematics compared to other spectral ranges. Starspots change across a cycle and over time, which means that a single snapshot may not fully describe the activity cycle for non-simultaneous measurements. The choice of model atmosphere and the lack of limb-darkening treatment in this work may impose systematics, though they are likely small. We may not be measuring starspots in higher mass stars, where gravity darkening may be an issue. Binary contamination is also an important issue to resolve for these two-temperature measurements, which we mitigate using kinematics from Gaia and APOGEE as well as photometric binary rejection. However, even with these limitations of this approach, we detect strong starspot and magnetic signals which appear to be very precise and accurate in open clusters; we also jointly provide stellar parameters which appear to be consistent with prior work.

6 CONCLUSIONS

Our main result is that we have developed a practical tool, applicable to a large survey dataset, for measuring starspot filling fractions and estimating equipartition magnetic field strengths in cool stars. We recover temperature contrasts consistent with starspots even without imposing them by assumption; we get starspot—Rossby and $\langle B_{eq}\rangle$—Rossby patterns similar to those from traditional activity measures; and we recover low filling fractions in stars that are not expected to be active.

With these measurements, it is possible to probe the morphology and evolution of the activity—Rossby relation. In this work, we have shown that there are stars which appear anomalously spotted and high in chromospheric and coronal activity proxies, which are not obviously binaries nor cycle-variable stars seen in a high state. With a large set of single-star measurements, we will enable tests of whether the activity—Rossby plane is a function solely of Rossby number or whether there are additional degrees of freedom for activity state. These data will help uncover whether fully convective stars, synchronized binaries, solar-like stars, and evolved stars have activity signatures which behave similarly at different Rossby numbers. We
will also be able to test whether predictions of stellar theory, such as core-envelope decoupling, have observational signatures. The evolution of the starspot—Rossby relation with a large survey dataset may uncover new physics at a host of different ages, and have applications not only to stellar physics but also to exoplanet habitability.

Presenting a survey-sized catalog of not only starspot filling fractions but also magnetic field estimates for stars will also help guide simulations of stellar surfaces. The comparison between our magnetic detections and those inferred from complementary Zeeman measurements may prove to be useful in probing the geometry of stellar magnetic fields, or the systematics inherent in each technique. Multiple APOGEE visits may also probe starspot variability across the time domain, and study whether starspot and magnetic cycle variation changes in active or inactive stars. With a large range of solar-type stars and a more sensitive starspot grid, we may also be able to test the variation of the solar cycle in the infrared. With our jointly estimated $v \sin i$, the polar or equatorial spot distribution may even be inferred. The method presented in this paper will permit quantitative studies of these and more features in stellar dynamo theory across large populations of stars in APOGEE.

The accurate spectroscopic stellar parameters inferred from this work account for the structural impact of starspots on the star. This has previously been shown to have a strong effect on the radii of active stars, and for the ages and masses of young stars. We present $T_{\text{eff}}$’s which are newly consistent with the Pecaut & Mamajek (2013) temperature scale for all stars, most notably the active stars, which previously showed a systematic bias in single-temperature spectroscopic measurements. This also has applications for fields which study active stars and derived stellar parameters; a homogeneous set of effective temperatures can be quite useful for calibrating stellar evolution theory for all active stars and in modelling exoplanetary parameters around active stars. This dataset is a complementary tool for galactic archaeology with APOGEE and can help test whether activity affects stellar parameters at different metallicity or elemental abundances.

We demonstrate throughout this paper a new set of accurate and precise starspot and equipartition magnetic field strength measurements utilizing APOGEE high-resolution spectra. These spectroscopic starspot measurements are robust and agree well with literature measurements of activity. The potential applications of this dataset are vast, with a set of starspot measurements and activity indicators which will soon be available for up to $\sim$650,000 stars over $\sim$2.6 million visits in APOGEE DR17, increasing the literature starspot and magnetic measurements by three orders of magnitude (Abdurrouf et al. 2022). Applications to datasets in Milky Way Mappers include $\geq$6 million stars, including dedicated projects such as the solar neighborhood census for $\sim$400,000 stars for nearby $<100$ pc cool stars, $\sim$250,000 red giants, and $\sim$40,000 young stars (Kollmeier et al. 2017). With concurrent spectroscopy using the low resolution optical BOSS instrument, it will be newly possible to correlate activity proxies from strong emission lines to starspot measurements and probe stellar activity variations for large statistical samples. Additionally, it is possible that this technique can be applied in optical spectra as well, where it may not be sensitive to large regions of cool spots but instead to small regions of hot faculae. Thus this technique coupled with rotation datasets such as Kepler/K2, TESS, ZTF, and ASAS-SN is a powerful new tool in the study of stellar physics.
APPENDIX A: SATURATION THRESHOLDS WITH EMPIRICAL ROSSBY NUMBERS

Throughout our analysis we use the self-consistent theoretical treatment of Rossby numbers described in Section 2.5. However, alternative Rossby prescriptions are prevalent in the literature; one such definition is from Wright et al. (2011). We would expect from Figure 2 that fits involving empirical Rossby numbers on the same scale may have saturation thresholds lower than our SPOTS Rossby numbers by ~0.1–0.2 dex. We might wonder about the location of the flagged anomalous stars under an alternative definition of Rossby number. Do anomalous stars still appear anomalously to the top-right of the Rossby curve with an empirical Rossby number? And which of the theoretical or empirical prescriptions provides a cleaner sequence for purposes of fitting activity—Rossby relationships?

We do direct comparisons on our sample, performing fits in $f_{\text{spot}}$ and $L_{X}/L_{\text{bol}}$ using empirical Rossby numbers in Figure A1. The difference between each Rossby number from the V-K empirical relation and SPOTS is indicated by a horizontal line, showing offsets of ~0.2 dex for the active stars and ~0 for the inactive ones. In the top panel, the empirical Rossby definition yields a critical Rossby threshold offset in $f_{\text{spot}}$ by ~0.07 dex; in the bottom, the alternative definition results in an offset of ~0.20 dex instead, in X-rays.

The systematic offset shown in this figure is the result of a treatment which accounts for the structural effect of starspots; current methods in the literature do not account for this effect, which can show up as a differential stretching of the activity—Rossby diagram for the most active stars, and an underestimate in spotted stellar Rossby numbers. Since unspotted and spotted methods show a trend in Rossby numbers and a bias in the Rossby number identified at saturation, we indicate that a proper transformation onto the same Rossby scale is required to compare derived activity—Rossby fit parameters.

APPENDIX B: CHROMOSPHERIC SYSTEM OFFSETS

For the H$_{\alpha}$ measurements, we calibrate from the spectroscopic activity excess measurements provided by Fang et al. (2018) to the scale established by the photometric $R'_{\text{Ca,K}}$ from Soderblom et al. (1993a) using stars in common between the two samples in the Pleiades. While variation in activity due to activity cycles may be a concern for these stars, it is unlikely that the transformation locus is significantly perturbed by cyclic variation for the same stars. It is more likely that the calibration procedure reduces systematics between the two different techniques to infer $R'_{\text{H}\alpha}$.

We also do an empirical activity transformation from the spectroscopic inference of the parameter $R'_{\text{Ca,K}}$ from Fang et al. (2018) to the measurements of the Soderblom et al. (1993a) infrared triplet $R'_{\text{IRT}}$. Transforming between Ca II H&K and Ca II IRT is motivated by the tight correlation between the strong optical H&K lines and the infrared triplet (Martin et al. 2017). As these are not the same line there may be issues with interpreting the excess after having transformed the LAMOST data. Because of this concern, we clearly note where these transformed data points are plotted and advise caution interpreting plots with Ca IRT transformed in this manner. We note that uniform Ca infrared triplet data is now available in LAMOST (Long et al. 2021) and is possible also with Gaia DR3 (Lanzafame et al. 2022) as an activity index for large samples of nearby stars.
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