Neural Body: Implicit Neural Representations with Structured Latent Codes for Novel View Synthesis of Dynamic Humans
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Figure 1: Novel view synthesis of a performer from a sparse multi-view video. The input is a video of a performer captured by few synchronized RGB cameras. Neural Body captures the 3D geometry and appearance of the performer, which can be used for 3D reconstruction and novel view synthesis.

Abstract

This paper addresses the challenge of novel view synthesis for a human performer from a very sparse set of camera views. Some recent works have shown that learning implicit neural representations of 3D scenes achieves remarkable view synthesis quality given dense input views. However, the representation learning will be ill-posed if the views are highly sparse. To solve this ill-posed problem, our key idea is to integrate observations over video frames. To this end, we propose Neural Body, a new human body representation which assumes that the learned neural representations at different frames share the same set of latent codes anchored to a deformable mesh, so that the observations across frames can be naturally integrated. The deformable mesh also provides geometric guidance for the network to learn 3D representations more efficiently. Experiments on a newly collected multi-view dataset show that our approach outperforms prior works by a large margin in terms of the view synthesis quality. We also demonstrate the capability of our approach to reconstruct a moving person from a monocular video on the People-Snapshot dataset. The code and dataset will be available at https://zju3dv.github.io/neuralbody/.

1. Introduction

Free-viewpoint videos of human performers have a variety of applications such as movie production, sports broadcasting, and telepresence. Previous free-viewpoint video systems either rely on a dense array of cameras for image-based novel view synthesis [19, 22] or require depth sensors for high-quality 3D reconstruction [8, 14] to produce realistic rendering. The complicated hardware makes free-viewpoint video systems expensive and only applicable in constrained environments.

This work focuses on the problem of novel view synthesis for a human performer from a sparse multi-view video captured by a very limited number of cameras, as illustrated in Figure 1. This setting significantly decreases the cost of free-viewpoint systems and makes the systems more widely applicable. However, this problem is extremely challenging. Traditional image-based rendering methods [19, 12] mostly require dense input views and cannot be applied here. For reconstruction-based methods [49, 21], the wide baselines between cameras make dense stereo matching intractable. Moreover, part of the human body may be invisible due to self-occlusion in sparse views. As a result, these methods tend to give noisy and incomplete reconstructions, resulting in heavy rendering artifacts.

Recent works [53, 43, 40] have investigated the potential of implicit neural representations on novel view synthesis. NeRF [40] shows that photorealistic view synthesis can be achieved by representing 3D scenes as implicit fields of density and color, which are learned from images with a differentiable renderer. However, when the input views are highly sparse, the performance of [40] degrades dramatically, as shown by our experimental results in Section 4.1.
Figure 2: The basic idea of Neural Body. Neural Body generates implicit 3D representations of a human body at different video frames from the same set of latent codes, which are anchored to the vertices of a deformable mesh. For each frame, we transform the spatial locations of codes based on the human pose, and use a network to regress the density and color for any 3D location based on the structured latent codes. Then, images at any viewpoints can be synthesized by the volume rendering.

The reason is that it is ill-posed to learn the neural representations with very sparse observations. We argue that the key to solving this ill-posed problem is to aggregate all observations over different video frames. Lombardi et al. [33] implement this idea by regressing the 3D representation for each frame using the same network with different latent codes as input. Since the latent codes are independently obtained for each frame, it lacks sufficient constraints to effectively fuse observations across frames.

In this paper, we introduce a novel implicit neural representation for dynamic humans, named Neural Body, to solve the challenge of novel view synthesis from sparse views. The basic idea is illustrated in Figure 2. For the implicit fields at different frames, instead of learning them separately, Neural Body generates them from the same set of latent codes. Specifically, we anchor a set of latent codes to the vertices of a deformable human model (SMPL [34] in this work), namely that their spatial locations vary with the human pose. To obtain the 3D representation at a frame, we first transform the code locations based on the human pose, which can be reliably estimated from sparse camera views [3, 13]. Then, a network is designed to regress the density and color for any 3D point based on these latent codes. Both the latent codes and the network are jointly learned from images of all video frames during the reconstruction process. This model is inspired by the latent variable model [32] in statistics, which enables us to effectively integrate observations at different frames. Another advantage of the proposed method is that the deformable model provides a geometric prior (rough surface location) to enable more efficient learning of implicit fields.

To evaluate our approach, we create a multi-view dataset that captures dynamic humans in complex motions. Across all captured videos, our approach exhibits state-of-the-art performances on novel view synthesis. We also demonstrate the capability of our approach to capture moving humans from monocular RGB videos on the People-Snapshot dataset [2]. Furthermore, our approach can be used for 3D reconstruction of the performers.

In summary, this work has the following contributions:

- We present the first approach capable of synthesizing photorealistic novel views of a performer in complex motions from a sparse multi-view video, without pre-trained networks or pre-scanned templates.
- We propose Neural Body, a novel implicit neural representation for a dynamic human, which enables us to effectively incorporate observations over video frames.
- We demonstrate significant performance improvements of our approach compared to the state-of-the-art.

2. Related work

Image-based rendering. These methods aim to synthesize novel views without recovering detailed 3D geometry. Given densely sampled images, some works [19, 9] apply light field interpolation to obtain novel views. Although their rendering results are impressive, the range of renderable viewpoints is limited. To extend the range, [62, 6, 45] infer depth maps from input images as proxy geometries. They utilize the depth to warp observed images into the novel view and perform image blending. However, these methods are sensitive to the quality of reconstructed proxy geometries. [27, 22, 7, 57] replace hand-crafted parts of the image-based rendering pipeline with learnable counterparts to improve the robustness.

Human performance capture. Most methods [42, 8, 14, 21] adopt the traditional modeling and rendering pipeline to synthesize novel views of humans. They rely on either depth sensors [8, 14, 55] or a dense array of cameras [11, 21] to achieve the high fidelity reconstruction. [36, 39, 58] improve the rendering pipeline with neural networks, which can be trained to compensate for the geometric artifacts. To capture human models in the highly sparse multi-view setting, template-based methods [4, 10, 16, 54] assume that there are pre-scanned human models. They reconstruct dynamic humans by deforming the template shapes to fit the input images. However, the deformed geometries tend to be unrealistic, and pre-scanned human shapes are unavailable in most cases. Recently, [41, 47, 60, 48] capture the human prior from training data using networks, which enables them
to recover 3D human geometry and texture from a single image. However, it is difficult for them to achieve photorealistic view synthesis or deal with people under complex human poses that are unseen during training.

Neural representation-based methods. In these works, deep neural networks are employed to learn scene representations from 2D images with differentiable renderers, such as voxels [52, 33], point clouds [58, 1], textured meshes [56, 30, 29], multi-plane images [61, 15], and implicit functions [53, 31, 43, 40]. As a pioneer, SRN [53] proposes an implicit neural representation that maps xyz coordinates to feature vectors, and uses a differentiable ray marching algorithm to render 2D feature maps, which are then interpreted into images with a pixel generator. NeRF [40] represent scenes with implicit fields of density and color, which are well-suited for the differentiable rendering and achieve photorealistic view synthesis results. Instead of learning the scene with a single implicit function, our approach introduces a set of latent codes, which are used with a network to encode the local geometry and appearance. Furthermore, anchoring these codes to vertices of a deformable model enables us to represent a dynamic scene.

3. Neural Body

Given a sparse multi-view video of a performer, our task is to generate a free-viewpoint video of the performer. We denote the video as \( \{I_t|c=1,\ldots,N_c, t=1,\ldots,T_t\} \), where \( c \) is the camera index, \( N_c \) is the number of cameras, \( t \) is the frame index, and \( N_t \) is the number of frames. The cameras are pre-calibrated. For each image, we apply [18] to obtain the foreground human mask and set the values of the background image pixels as zero.

The overview of the proposed model is illustrated in Figure 3. Neural Body starts from a set of structured latent codes attached to the surface of a deformable human model (Section 3.1). The latent code at any location around the surface can be obtained with a code diffusion process (Section 3.2) and then decoded to density and color values by neural networks (Section 3.3). The image from any viewpoint can be generated by volume rendering (Section 3.4). The structured latent codes and neural networks are jointly learned by minimizing the difference between the rendered images and input images (Section 3.5).

Neural Body generates the human geometry and appearance at each frame from the same set of latent codes. From a statistical perspective, this is a type of latent variable model [32] that relates the observed variables at each frame to a set of latent variables. With such a latent variable model, we effectively integrate observations in the video.

3.1. Structured latent codes

To control the spatial locations of latent codes with the human pose, we anchor these latent codes to a deformable human body model (SMPL) [34]. SMPL is a skinned vertex-based model, which is defined as a function of shape parameters, pose parameters, and a rigid transformation relative to the SMPL coordinate system. The function outputs a posed 3D mesh with 6890 vertices. Specifically, we define a set of latent codes \( \mathcal{Z} = \{z_1, z_2, \ldots, z_{6890}\} \) on vertices of the SMPL model. For the frame \( t \), SMPL parameters \( S_t \) are estimated from the multi-view images \( \{I^c_t|c=1,\ldots,N_c\} \) using [25]. The spatial locations of the latent codes are then transformed based on the human pose \( S_t \) for the density and color regression. Figure 3 shows an example.

Similar to the local implicit representations [24, 5, 17], the latent codes are used with a neural network to represent the local geometry and appearance of a human. Anchoring these codes to a deformable model enables us to represent a dynamic human. With the dynamic human representation, we establish a latent variable model that maps the same set of latent codes to the implicit fields of density and color at different frames, which naturally integrates observations.
3.2. Code diffusion

Figure 3(a) shows the process of code diffusion. The implicit fields assign the density and color to each point in the 3D space, which requires us to query the latent codes at continuous 3D locations. This can be achieved with the trilinear interpolation. However, since the structured latent codes are relatively sparse in the 3D space, directly interpolating the latent codes leads to zero vectors at most 3D points. To solve this problem, we diffuse the latent codes defined on the surface to nearby 3D space.

Inspired by [59, 51], we choose the SparseConvNet [20] to efficiently process the structured latent codes, which outputs a latent code volume. Since the code diffusion should not be affected by the human position and orientation in the world coordinate system, we transform the code locations to the SMPL coordinate system. The code diffusion also aggregates the global and local information of structured latent codes, which helps us to learn the implicit field.

For any point \( x \) in 3D space, we query its latent code from the latent code volume. Specifically, the point \( x \) is first transformed to the SMPL coordinate system, which aligns the point and the latent code volume in 3D space. Then, the latent code is computed using the trilinear interpolation. For the SMPL parameters \( S_t \), we denote the latent code at point \( x \) as \( \psi(x, Z, S_t) \). The code vector is passed into MLP networks to predict the density and color for point \( x \).

3.3. Density and color regression

Figure 3(b) overviews the regression of density and color for any point in 3D space. The density and color fields are represented by MLP networks.

**Density model.** For the frame \( t \), the volume density at point \( x \) is predicted as a function of only the latent code \( \psi(x, Z, S_t) \), which is defined as:

\[
\sigma_t(x) = M_\sigma(\psi(x, Z, S_t)),
\]

where \( M_\sigma \) represents an MLP network with four layers.

**Color model.** Similar to [33, 40], we take both the latent code \( \psi(x, Z, S_t) \) and the viewing direction \( d \) as input for the color regression. To model the location-dependent incident light, the color model also takes the spatial location \( x \) as input. We observe that temporally-varying factors affect the human appearance, such as secondary lighting and self-shadowing. Inspired by the auto-decoder [44], we assign a latent embedding \( \ell_t \) for each video frame \( t \) to encode the temporally-varying factors.

Specifically, for the frame \( t \), the color at \( x \) is predicted as a function of the latent code \( \psi(x, Z, S_t) \), the viewing direction \( d \), the spatial location \( x \), and the latent embedding \( \ell_t \). Following [46, 40], we apply the positional encoding to both the viewing direction \( d \) and the spatial location \( x \), which enables better learning of high frequency functions. The color model at frame \( t \) is defined as:

\[
c_t(x) = M_c(\psi(x, Z, S_t), \gamma_d(d), \gamma_x(x), \ell_t),
\]

where \( M_c \) represents an MLP network with two layers, and \( \gamma_d \) and \( \gamma_x \) are positional encoding functions for viewing direction and spatial location, respectively.

3.4. Volume rendering

Given a viewpoint, we utilize the classical volume rendering techniques to render the Neural Body into a 2D image. The pixel colors are estimated via the volume rendering integral equation [26] that accumulates volume densities and colors along the corresponding camera ray. In practice, the integral is approximated using numerical quadrature [37, 40]. Given a pixel, we first compute its camera ray \( r \) using the camera parameters and sample \( N_k \) points \( \{x_k\}_{k=1}^{N_k} \) along camera ray \( r \) between near and far bounds. The scene bounds are estimated based on the SMPL model. Then, Neural Body predicts volume densities and colors at these points. For the video frame \( t \), the rendered color \( \tilde{C}_t(r) \) of the corresponding pixel is given by:

\[
\tilde{C}_t(r) = \sum_{k=1}^{N_k} T_k (1 - \exp(\sigma_t(x_k)\delta_k)) c_t(x_k),
\]

where \( T_k = \exp(-\sum_{j=1}^{k-1} \sigma_t(x_j)\delta_j), \)

where \( \delta_k = ||x_{k+1} - x_k||_2 \) is the distance between adjacent sampled points. We set \( N_k \) as 64 in all experiments. With volume rendering, our model is optimized by comparing the rendered and observed images.

3.5. Training

Through the volume rendering techniques, we optimize the Neural Body to minimize the rendering error of observed images \( \{I_t^c|c = 1, ..., N_c, t = 1, ..., T\} \):

\[
\min_{(\epsilon_t)_{c=1}^{N_c}, Z, \Theta} \sum_{t=1}^{N_t} \sum_{c=1}^{N_c} L(I_t^c, P^c; \epsilon_t, Z, \Theta),
\]

where \( \Theta \) means the network parameters, \( P^c \) is the camera parameters, and \( L \) is the total squared error that measures the difference between the rendered and observed images. The corresponding loss function is defined as:

\[
L = \sum_{r \in R} ||\tilde{C}(r) - C(r)||_2^2,
\]

where \( R \) is the set of camera rays passing through image pixels, and \( C(r) \) means the ground-truth pixel color.
contrast to frame-wise reconstruction methods [49, 40], our method optimizes the model using all images in the video and has more information to recover the 3D structures.

We adopt the Adam optimizer [28] for training the Neural Body. The learning rate starts from $5e^{-4}$ and decays exponentially to $5e^{-5}$ along the optimization. We conduct the training on four 2080 Ti GPUs. The training on a four-view video of 300 frames typically takes around 200k iterations to converge (about 14 hours).

### 3.6. Applications

The trained Neural Body can be used for novel view synthesis and 3D reconstruction of the performer. The view synthesis is achieved through the volume rendering. Novel view synthesis on dynamic humans results in free-viewpoint videos, which give the viewers the freedom to watch human actors from arbitrary viewpoints. Our experimental results show that the generated videos exhibit high inter-frame and inter-view consistency, which are presented in the supplementary material. For 3D reconstruction, we first discretize the scene with a voxel size of $5mm \times 5mm \times 5mm$. Then, we evaluate the volume densities for all voxels and extract the human mesh with the Marching Cubes algorithm [35].

### 4. Experiments

#### 4.1. Results on multi-view videos

We create a multi-view dataset for evaluating our approach. This dataset captures 9 dynamic human videos using a multi-camera system that has 21 synchronized cameras. We select four uniformly distributed cameras for training and use the remaining cameras for test. All sequences have a length between 60 to 300 frames. The humans perform complex motions, including twirling, Taichi, arm swings, warmup, punching, and kicking.

#### Metrics

For novel view synthesis, we follow [40] to evaluate our method using two standard metrics: peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). For 3D reconstruction, we only provide qualitative results, as there is no ground-truth human geometry.

#### Performance on novel view synthesis

We compare our method with state-of-the-art view synthesis methods [33, 40] on our collected multi-view dataset. For each scene, all methods train a separate network to learn the 3D representation from a set of posed images. Neural Volumes [33] encodes multi-view images at each frame into a latent vector and decodes it into a discretized RGB\(\alpha\) voxel grid. Neural Volumes is trained over the video. NeRF [40] learns a continuous function that regresses from a 3D coordinate (spatial location and viewing direction) to the density and color. Since NeRF is designed to handle static scenes, we only train and evaluate it on the first frame of each video.

Table 1 and Table 2 show the comparison of our method with [33, 40] on the multi-view dataset in terms of the PSNR metric and the SSIM metric, respectively. For both metrics, our model trained on all frames outperforms [33, 40] by a margin of at least 6.45 in terms of the PSNR metric and 0.119 in terms of the SSIM metric.

When trained only on the first frame, Neural Body also outperforms [33, 40], which shows that the geometric regularization provided by the input mesh makes the network to learn the 3D representation from few camera views more efficiently. In addition, our model trained on all frames outperforms the one trained only on the first frame. This indicates that incorporating observations in the video helps us to recover better 3D representations.

We observe that Neural Volumes performs better than NeRF in terms of both metrics, which indicates that train-
Figure 4: **Novel view synthesis on multi-view videos.** “NV” means Neural Volumes [33]. The input video is captured by four cameras. We select two novel views for qualitative comparison. Our method significantly outperforms [33, 40]. Furthermore, we can produce temporally consistent free-viewpoint videos, which are presented in the supplementary material.

Performance on 3D reconstruction. We test state-of-the-art multi-view methods COLMAP [49, 50] and DVR [43] on our collected multi-view dataset. COLMAP [49, 50] is a well-developed multi-view stereo algorithm, and DVR [43] learns occupancy fields [38] with a differentiable renderer. We find that they fail to recover reasonable 3D human shapes from only four input views.

For comparison, we choose a learning-based approach, PIFuHD [48], as the baseline method. PIFuHD trains a single-view reconstruction network on 450 high-resolution photogrammetry scans. We use its released code and pre-trained model for inference. The first view is taken as the input of PIFuHD. To improve its performance, we remove the background of the input image. [23, 47] propose multi-view reconstruction networks, but they do not release the pre-trained model, so we do not compare with them.
Figure 5: 3D reconstruction on multi-view videos. Neural Body achieves high-quality 3D reconstruction. Our method is able to recover the clothing, such as the hoodie of the third person. PIFuHD [48] does not generalize well on the dataset.

|                  | 1 view | 2 views | 4 views | 6 views |
|------------------|--------|---------|---------|---------|
| PSNR             | 25.08  | 25.49   | 30.54   | 32.73   |
| SSIM             | 0.912  | 0.928   | 0.971   | 0.979   |

Table 3: Results of models trained with different numbers of camera views on the video “Twirl” of the multi-view dataset. We select six camera views for ablation studies and use the remaining views for test.

Figure 5 presents the qualitative comparison between our method and PIFuHD. Neural Body generates accurate geometries for humans in complex motions. Since our method learns the 3D human representations from multi-view images, the 3D human poses of reconstructed human models are highly consistent with the observations. The reconstruction results of PIFuHD indicate that it does not generalize well on our data. For persons with complex human poses, PIFuHD fails to recover correct human shapes. Moreover, its reconstructed models are not consistent with the human poses observed from multi-view images.

Ablation studies. We conduct ablation studies on the video “Twirl” of the multi-view dataset. To analyze the effect of per-frame latent embedding proposed in Section 3.3, we train a model without latent embeddings \( \{\ell_t\}_{t=1}^{N_t} \), which gives a PSNR of 30.03, lower than 30.56 PSNR of the complete model. This comparison indicates that the latent embeddings \( \{\ell_t\}_{t=1}^{N_t} \) yield 0.53 PSNR improvement.

Table 3 compares our models trained with different numbers of camera views. Here we select six camera views for ablation studies and use the remaining views for test. We find that SMPL parameters cannot be robustly estimated from two views or less. Therefore, when training the model on two views or less, we use SMPL parameters estimated from four views. The results show that the number of training views improves the performance on novel view synthesis. Neural Body trained on single view still outperforms [33] trained on four views, which gives 23.12 PSNR and 0.875 SSIM on test views of the ablation study.

4.2. Results on monocular videos

We demonstrate that our approach is able to reconstruct dynamic humans from monocular videos on the People-Snapshot dataset [2]. This dataset captures performers that rotate while holding an A-pose. Since the poses of moving humans are not complex, the SMPL parameters can be accurately estimated from the monocular videos. We compare Neural Body with the approach proposed in [2], which deforms vertices of the SMPL model to fit the 2D human silhouettes over the video sequence. Following [2], we report the qualitative results on the People-Snapshot dataset.
Figure 6: **Novel view synthesis on monocular videos.** Our method renders more appearance details than People-Snapshot [2], such as the blouse of the first person and the pants of the second person. Zoom in for details.

Figure 7: **3D reconstruction on monocular videos.** Compared with the approach in People-Snapshot [2], Neural Body generates more detailed geometries and can handle persons wearing loose clothing.

**Performance on novel view synthesis.** Figure 6 shows the qualitative comparison on novel view synthesis. Our method renders more appearance details than [2], especially for the performers wearing the loose clothing. For example, Neural Body accurately renders the blouse for the first person, while the blouse rendered by [2] attaches closely to the human body. Some of scenes are captured in the outdoor environment, which exhibit strong illumination variations. The photorealistic rendering results indicate that Neural Body can handle complex lighting conditions.

**Performance on 3D reconstruction.** The qualitative results of our method and [2] are presented in Figure 7. Neural Body recovers more geometric details than [2]. For example, the hair shapes are highly consistent with the RGB observations. The results of the last column indicate that our method can handle persons wearing loose clothing, while [2] does not recover correct shapes for such data.

**5. Conclusion**

We introduced a novel implicit neural representation, named Neural Body, for novel view synthesis of dynamic humans from sparse multi-view videos. Neural Body defines a set of latent codes, which encode local geometry and appearance with a neural network. We anchored these latent codes to vertices of a deformable human model to represent a dynamic human. This enables us to establish a latent variable model that generates implicit fields at different video frames from the same set of latent codes, which effectively incorporates observations of the performer across video frames. We learned Neural Body over the video with volume rendering. To evaluate our approach, we created a multi-view dataset that captures dynamic humans in complex motions. We demonstrated superior view synthesis quality compared to prior work on the newly collected dataset and the People-Snapshot dataset.
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