DISEASES AND DISORDERS

Plasma-derived extracellular vesicle analysis and deconvolution enable prediction and tracking of melanoma checkpoint blockade outcome
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Immune checkpoint inhibitors (ICIs) show promise, but most patients do not respond. We identify and validate biomarkers from extracellular vesicles (EVs), allowing non-invasive monitoring of tumor-intrinsic and host immune status, as well as a prediction of ICI response. We undertook transcriptomic profiling of plasma-derived EVs and tumors from 50 patients with metastatic melanoma receiving ICI, and validated with an independent EV-only cohort of 30 patients. Plasma-derived EV and tumor transcriptomes correlate. EV profiles reveal drivers of ICI resistance and melanoma progression, exhibit differentially expressed genes/pathways, and correlate with clinical response to ICI. We created a Bayesian probabilistic deconvolution model to estimate contributions from tumor and non-tumor sources, enabling interpretation of differentially expressed genes/pathways. EV RNA-seq mutations also segregated ICI response. EVs serve as a non-invasive biomarker to jointly probe tumor-intrinsic and immune changes to ICI, function as predictive markers of ICI responsiveness, and monitor tumor persistence and immune activation.

INTRODUCTION

Historically, blood-based biomarkers for immunotherapy focused on cell-free DNA (cfDNA) or circulating tumor cells (1, 2), which solely reflect tumor-based properties and not changes in the immune system during treatment. To improve prediction and tracking of immune checkpoint inhibitor (ICI) resistance, simultaneous capture of transcriptomic features from both the tumor and immune system (3) is critical.

Extracellular vesicles (EVs) are produced by many cell types including tumor and immune cells, which contain a subtranscriptome of their cell of origin. EVs are involved in oncogenesis and immune modulation and serve as communicators of genetic and epigenetic signals. In cancers, tumor-secreted EVs modulate the tumor microenvironment and elicit antitumoral immune responses (4), and plasma-derived EV transcripts are markers of antitumor immune activity (5). EVs are also secreted by many immune cell types implicated in ICI response including CD4+/CD8+ T cells, dendritic cells, regulatory T cells, and macrophages (6–9). During tumor progression, both overall and tumor-specific EVs are elevated in plasma (10). We hypothesize that bulk, non-enriched plasma-derived EVs capture both tumor-derived EVs and non–tumor-derived EVs, reflecting tumor-intrinsic and nontumor signals. We analyzed pretreatment and on-treatment peripheral blood–derived bulk EV RNA from 50 patients with metastatic melanoma (discovery cohort; n = 33 responders and n = 17 nonresponders) treated with ICI via transcriptome microarray (fig. S1A and table S1). A subset of patients had posttreatment plasma samples (n = 15) and tumors (n = 26). In addition, we profiled four melanoma cell lines and paired EV. We validated results from the discovery cohort using an independent validation cohort of 30 patients (n = 14 responders and n = 16 nonresponders) using EV RNA sequencing (evRNA-seq). To integrate transcriptomic data from two sequencing platforms, we used a multipronged statistical strategy to minimize cross-platform variance (Materials and Methods and fig. S1B). To interpret mixed plasma-derived EV data, we developed a novel Bayesian deconvolution computational model to partition transcripts into tumor and nontumoral sources.

RESULTS

We analyzed melanoma cell lines and cell line–derived EV to correlate EV transcriptomes with tumor transcriptomes. We observed high correlation between cell lines and EV [average coefficient of determination (R2) = 0.87; fig. S3A]. Cell lines shared similar concordance in gene expression (fig. S3B), and the majority of genes had small differences in expression (fig. S3C). As expected, each cell line had the highest correlation with their EV (fig. S3D), suggesting that EV are reasonable proxies for expression in cell lines. To determine whether a patient’s plasma-derived EV profiles correlate with their tumor’s profile, we analyzed paired EV and tumor transcriptomes from n = 9 patients and observed close correlation of expression between the two profiles (average R2 = 0.82; Fig. 1A). Concordance analysis demonstrated that most genes in bulk tumors are detected in corresponding EV (Fig. 1B). By conducting gene set enrichment analysis via GAGE (11), we found enrichment of immune-related signatures exclusively in EV [e.g., T cell activation and natural killer (NK) activation], while tumor-exclusive transcripts were enriched.
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for metabolic and tumor-related pathways (Fig. 1C and table S2). To identify cell populations represented in EV, we used CIBERSORT to infer immune cell type enrichments in patient EV (12, 13). We observed enrichment in five immune subpopulations exclusively in EV (neutrophils, NK cells, and CD4+/CD8+ T cells) and a relative depletion in macrophages/mast cells (Fig. 1D), suggesting that EV is overenriched for signals from immune populations important for anti-programmed cell death 1 (PD1) responses (3). Therefore, we hypothesized that EV transcripts from patients before and during treatment would predict or reflect resistance to ICI.

Since tumoral posttreatment signatures are more representative of ICI response than pretreatment values (1, 14), we correlated on-treatment EV transcripts with ICI response. Through differential gene set analysis using the Molecular Signatures Database (MSigDB) (15) via gene set variation analysis (GSVA; Materials and Methods) (16), we observed 258 pathways significantly different between responders and nonresponders in the discovery cohort, of which 25 pathways were significant in the validation cohort. Validated pathways [e.g., T cell receptor, cytotoxic T-lymphocyte-associated protein (CTLA4), transforming growth factor–β (TGF-β), SMAD2/3, Notch, tumor necrosis factors (TNF)] were significant in the validation cohort. Validated pathways [e.g., T cell receptor, cytotoxic T-lymphocyte-associated protein (CTLA4), transforming growth factor–β (TGF-β), SMAD2/3, Notch, tumor necrosis factors (TNF)] were significant in the validation cohort.
factor receptor 2, and vascular endothelial growth factor receptor) (Fig. 2A and fig. S4) are implicated in ICI resistance and melanoma progression (17–20). With our longitudinal data, we visualized on-treatment pathway dynamics via single-sample GSVA (16) and observed decreases in T cell receptor pathway activity during treatment in nonresponders (Fig. 2C and fig. S5A) and the CD28 costimulatory pathway (fig. S6A). The CTLA4 pathway diverges over time (fig. S6B), potentially resulting from peripheral tolerance during treatment (21), and similar changes are seen in tumor-related pathways [e.g., P53-hypoxia (fig. S6C) and kinesin activity (fig. S6D) (22)]. At the gene level, there were 1240 nominal and 43 false discovery rate (FDR)–corrected differentially expressed genes (DEGs) in the discovery
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**Fig. 2.** Biological pathways and genes that stratify responders and nonresponders in on-treatment EV profiles. (A) MSigDB canonical (C2) pathway enrichments in on-treatment samples. (B) Time dynamics of T cell receptor Kyoto Encyclopedia of Genes and Genomes (KEGG) signaling in responders versus nonresponders visualized using single-sample gene set enrichment scores derived from GSVA analysis. Individual patient progressions are displayed as connected lines. Both the start time and the relative expression levels were normalized against the time and GSVA score at the first sample collection point. The mean GSVA score changes for responders and nonresponders are plotted in bold green (responders) and purple (nonresponders) lines. (C) Expression comparison between responders (green) and nonresponders (purple) for selected validated DEGs between responders (green) in on-treatment samples across both the discovery and validation cohort. The P values displayed are generated from limma. (D) Time dynamics of several representative validated on-treatment DEGs, including MAGEA1, MAGEA3, KLF10, and MIR4519, in the discovery cohort. Individual patient progressions are displayed as connected lines. Both the start time and the relative expression levels were normalized against the time and expression at the first sample collection point, which were set to 0. The mean expression changes for responders and nonresponders are plotted in bold green (responders) and purple (nonresponders) lines.
cohort and 514 nominal and three FDR-corrected DEGs in the validation cohort. Eighty nominal DEGs shared successful P value validation, and 47 nominal DEGs were successfully replicated at P value, minimum expression, and log fold change levels (Materials and Methods, Fig. 2C, and table S3). The replication rate of the 47 DEGs is significantly above that expected by chance (P = 0.00088, hypergeometric test). Many shared DEGs mirrored gene set enrichment findings [e.g., Kruppel like factor 10 (KLF10), a major actor in the TGF-β pathway (23), and WNT8B, affects T effector differentiation (24)]. We detected cancer testis antigens (MAGEA1 and MAGEA3) known to be expressed by melanoma cells (25) in validated DEGs. On-treatment DEGs (MAGEA1, MAGEA2, KLF10, and MIR4519) were plotted to illustrate time dynamics relative to normalized expression changes at first collection (Fig. 2D) and unnormalized expression (Fig. S5, B to E).

We assessed whether pretreatment EV transcriptomes are able to stratify responders from nonresponders by performing gene set enrichment via GSVA (11), showing 101 differentially expressed MSigDB pathways (discovery cohort), of which 26 replicated in the validation cohort (Fig. 3A and fig. S7) (26). Compared to on-treatment pathways, we see differential Notch and TGF-β signaling in the pretreatment cohort and observe differences in mitogen-activated protein kinase (MAPK)-related signaling (ERRB4) and keratinization. Statistical testing revealed 366 nominal and 12 FDR-corrected DEGs in the pretreatment discovery cohort and 1406 nominal and 45 FDR-corrected DEGs in the pretreatment validation cohort. Forty-five nominal DEGs had replicated P values, while 38 nominal DEGs had replicated P values and log fold changes, representing a replication rate significantly above that of random chance (P = 0.0041, hypergeometric test). DEGs included members of both immune- and tumor-related pathways implicated in ICI resistance or tumor growth [e.g., CD1A, MAPK kinase 4 (MAP2K4), TRBV7-2 (T cell receptor beta variable 7-2), and IGFL1 (insulin growth factor-like family member 1) (27, 28)] (Fig. 3B and table S4), and cancer-associated microRNAs (e.g., miR551A) were enriched in nonresponders. We constructed a pretreatment random forest classifier to predict posttreatment response versus nonresponse status from pretreatment DEGs to quantify their predictive power. To minimize platform-specific differences and demonstrate the robustness of these markers, we pursued a machine learning framework that mixed samples across platforms in both the training and testing sets. To minimize variability from random sampling, we created 100 randomized partitionings (“trial”) of the combined dataset into n = 41 training and n = 30 testing samples. Within each trial, we first conducted K = 5 internal cross-validation to optimize the hyperparameters of a random forest model specific to that trial. We next used the best-performing hyperparameter set to evaluate testing performance on the test set. By summarizing the results from all 100 trials, we are able to generate receiver operating characteristic (ROC) plots displayed for both the training cross-validation performance (top) and the testing set performance (bottom) in Fig. 3C. To evaluate binary classification accuracy, we used the area under the ROC (AUROC); this is the probability that a binary classifier will rank a randomly chosen responder patient higher than a randomly chosen nonresponder one (29). We observed moderate predictive power in both our internal cross-validation (AUROC = 0.784) and our independent testing set (AUROC = 0.737) for our pretreatment DEGs (Materials and Methods). Multiple validated DEGs (IGFL1, TFF2 (trefoil factor 2), and MAP2K4) showed significant stratification in progression-free or overall survival (Fig. 3D and fig. S8).

The bulk EV selection approach raises questions regarding how EVs from nontumor sources affect tumor-derived EV contributions. On the basis of the CIBERSORT results (Fig. 1C), we hypothesized that both tumor-derived EVs and non–tumor-derived EVs are detected. Dissecting the contribution from tumor-derived EVs versus non–tumor-derived sources may reveal whether response-related changes reflect changes in the tumor microenvironment or nontumoral changes (i.e., systemic changes in the immune system). Therefore, we developed a probabilistic deconvolution model to infer (i) a “packaging” coefficient representing depletion/enrichment of transcripts during packaging/export into EVs, (ii) the unobserved non–tumor-derived EV profile (fig. S9), and (iii) a mixing fraction between unobserved tumor-derived EV component and the non–tumor-derived components for each gene (Fig. 4A). To validate our model, we benchmarked deconvolution findings with bulk in silico deconvolution via CIBERSORTx (13) and found concordance between our deconvolution predictions and those generated using an independent algorithm and reference profiles (Supplementary Note). To assess the accuracy of the predictions, we analyzed known genes involved in EV function or immunotherapy response (Fig. 4B) (30, 31) followed by DEGs at pre- and on-treatment time points (Fig. 4C). Our model also probed enrichment across gene sets and calculated a gene set level tumor fraction, demonstrating significant enrichment for tumor-derived transcripts (Fig. 4D). When assessing ICI and melanoma-relevant Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways, our results align with expected ranking (e.g., melanoma-related pathways have higher tumor fraction; Fig. 4E). Validated pretreatment DEGs enriched for tumor-derived genes, while on-treatment DEGs had greater nontumor contribution (Fig. 4F). This suggests that on-treatment DEGs preferentially reflect changes induced by ICI, consistent with findings from on-treatment differential pathway analysis. To illustrate the utility of our deconvolution algorithm for interpreting DEGs, we use KLF10, a member of the TGF-β pathway that has both roles as a tumor suppressor (23) and as an inducer of T helper cell 1 (Th1)/Th17 polarity and CD8+ memory T cell formation (32). Our data suggest that KLF10 is derived from the nontumor component, suggesting that differential on-treatment changes may be related to the Th1/Th17 polarity–inducing function of KLF10 as opposed to a tumor suppressor role.

Last, we investigated whether mutational information in the evRNA-seq can stratify responder and nonresponder given data relating to tumor mutational burden (TMB) (33). We surveyed the mutational landscape using hg38 genomic reference to call somatic and germline RNA-seq–associated mutations (Materials and Methods). By comparing evRNA-seq mutational calls against patient-matched tumor panel sequencing results [Massachusetts General Hospital (MGH) SNaPshot], we determined that three of our patients had specific driver mutations called by both panel sequencing and evRNA-seq mutational calling (table S1). Since panel data represent a small fraction of somatic tumor-associated mutations, we surveyed the entire somatic mutational landscape to evaluate differences in cancer driver mutational burden. Although patient samples varied in absolute number of mutations detected, we reasoned that differences in the fraction of somatic tumor-related mutations from the Catalogue of Somatic Mutations in Cancer (COSMIC) database relative to the overall mutational pool can be attributed to changes in somatic mutation load and not differences in germline mutations (34). We observed significantly higher COSMIC driver somatic
mutational fraction in responders relative to nonresponders (Fig. 5, A and B). This was also reflected in the survival analysis. We observed significant stratification ($P = 0.014$, log rank test) between patients with high COSMIC mutational fraction (top 50% of cohort) versus those patients with low COSMIC mutational fraction (Fig. 5C), with patients with higher mutational fractions experiencing overall longer survival times. The progression-free survival log rank test was not significant ($P = 0.67$; fig. S10), suggesting that evRNA-seq cancer driver information may be more effective for predicting long-term effects of ICI treatment rather than short-term effects.
Our predictive classifier still lags behind predictive classifiers created from transcriptomic profiles from bulk tumor biopsies in terms of performance; bulk tumor profiles demonstrate performance in the ~0.8 to 0.9 AUROC range, compared to our testing AUROC of 0.737. Despite its lower predictive performance, the greater availability and ease of obtaining plasma-derived EV samples relative to bulk tumor biopsies may provide a viable clinical use case for EV profiling in the context of ICI treatment. However, the uncertain tissue of origin of EV transcripts confounds our ability to define a mechanistic basis for differential expression. To make the first steps toward addressing this issue, we developed a novel Bayesian deconvolution model uniquely suited to deconvoluting plasma-derived EV transcriptomic expression to infer tissue of origin. To our knowledge, this is the first computational model that explicitly models preferential packaging of EVs and contribution of nontumor EV components to infer per-gene tumor fractions.

The higher levels of correlation between melanoma cell lines and their EVs as compared to bulk patient tumors and corresponding plasma-derived EVs suggest that bulk plasma-derived EVs reflect a...
Fig. 5. Comparison of COSMIC mutational driver load between responders and nonresponders. (A) Visualization of cohort-wide percentage of COSMIC driver mutations, as part of total mutations (a combination of somatic and germ line) called for each patient’s evRNA-seq profile in the validation cohort, a higher mutational load in responder patients (purple color, nonresponders; green color, responders). (B) Box plot summarizing the distribution of COSMIC driver mutation fraction between responder and nonresponder profiles. A Mann-Whitney U test was used to test for significant differences between the responder and nonresponder distributions. (C) Kaplan-Meier overall survival (OS) plots for COSMIC survival fraction in the validation evRNA-seq cohort. High- and low-expression classifications were determined for each patient on the basis of whether a particular patient’s COSMIC mutational fraction was in the top half (teal) or bottom half (yellow) of the validation cohort’s COSMIC mutational fraction distribution. A log rank test was used to derive the $P$ value.

broader repertoire of EV sources. The most robust enrichment in EVs is for immune-related pathways (Fig. 1C). This is reinforced by the relative enrichment of several key immune cell types in our CIBERSORT deconvolution and is validated by our on-treatment DEGs and pathway enrichments. EV transcriptomic biomarkers may complement circulating tumor DNA (ctDNA) to gain transcriptomic information regarding tumor dynamics in addition to genomic information and may give a readout of both tumor-intrinsic and immunologic changes simultaneously.

To address tissue of origin of EV transcripts, we developed a deconvolution model to characterize EV transcripts from tumor versus nontumor sources that explicitly accounts for differential EV transcript packaging. Currently, our model can only differentiate between tumor and nontumor contributions; however, ongoing experiments using cell-specific EV selection and/or depletion may enable us to differentiate between specific sources. Our deconvolution model is limited by three major factors: (i) the simplifying assumptions regarding the linear nature of the packaging coefficient and how it is shared between in vitro and in vivo samples and (ii) the lack of accounting for both tumor, especially potential immune infiltration in the tumor microenvironment, and patient heterogeneity, which is, in part, due to (iii) the limited number of samples. These limitations could potentially explain the classification of predominantly immune genes (e.g., CD8) into tumor compartments by our model. Thus, quantitative estimates of tumor purity should be interpreted in a qualitative fashion until in-depth in vitro experimental verification. As we continue to analyze data from more patients and perform in vitro EV selection experiments, we anticipate that our current model will serve as the foundation for more sophisticated models that can address these issues. Despite these limitations, our deconvolution model is the first to be able to pinpoint the potential source of EV expression and generate testable hypotheses regarding tissue of origin. Work is ongoing to experimentally validate the predicted source of circulating EVs via both tumor and immune cell–specific EV selection, which will be used to iteratively improve our deconvolution model and establish potential causal roles for EV transcripts in driving ICI resistance.

Our utilization of evRNA-seq technology in the validation cohort brought additional challenges to our analysis when cross-comparing with discovery cohort microarray data. We reasoned that using two separate sequencing technologies on two independent cohorts raises the bar for reproducibility and that findings replicated with distinct methodologies are likely to be robust. In addition, we show that mutational information embedded in the evRNA-seq itself can potentially be exploited to stratify responder and nonresponder populations and to serve as an orthogonal means to determine the tissue of origin of plasma-derived EV transcripts. This approach can be further enhanced through complementary whole-exome sequencing (WES) of EV DNA. Although it is unlikely that the utility of the mutational information from evRNA-seq data will outstrip high-depth
Materials and Methods

Tumor cell lines

Melanoma cell lines (A375, RPMI 7951, SK-MEL-30, SK-MEL-2, and MeWo) were purchased directly from the American Type Culture Collection (ATCC) and maintained in culture as per ATCC recommendations. The A375 cell line was maintained in Dulbecco’s minimal essential medium, whereas RPMI 7951, SK-MEL-30, SK-MEL-2, and MeWo cell lines were cultured in RPMI 1640 media. All growth media consisted of media supplemented with 10% fetal bovine serum (FBS), penicillin (100 IU/ml), streptomycin (100 μg/ml), and 1-glutamine (0.292 mg/ml). Cells were grown on plates and incubated at 37°C with a humidified atmosphere of 5% CO₂ in air.

Patient samples and plasma isolation

Serial tumor and blood samples were collected from patients with melanoma under protocols approved by the Institutional Review Board at the MGH. Patient samples were linked to clinical data in a retrospective electronic health record database. Blood was collected in sodium citrate cell preparation tubes, with plasma isolated after centrifugation at room temperature for 25 to 30 min at a relative centrifugal force of 1800. Plasma was then frozen and stored at −80°C until use. Peripheral blood mononuclear cells are collected from the same sodium citrate tubes, washed in phosphate-buffered saline (PBS), resuspended in dimethyl sulfoxide with 90% FBS, slow frozen at 1°C/min, and stored at −80°C until use.

Isolation of EVs

Cell lines

When 150-mm plates reached between 50 to 70% confluence, depending on the doubling time of the cell line, the medium was replaced with the appropriate medium containing EV-depleted FBS and was harvested after 48 hours. EVs were isolated from cell-conditioned medium using serial centrifugation to remove cellular debris and filtration with a 0.8 μm or smaller filter (Millipore), followed by ultracentrifugation as previously described (36). Briefly, cell-conditioned medium was collected and centrifuged at 3000 rpm for 10 min at 4°C, after which the supernatant was decanted and filtered using a 0.45- or 0.8-μm filter. The filtered supernatant then underwent ultracentrifugation at 150,000g for 120 min. The pellet was then washed in PBS and underwent a second round of ultracentrifugation for 90 min. The EVs were then resuspended in cold RPMI media on ice and then frozen and stored at −80°C.

Plasma

All EV for RNA transcriptomic analysis from plasma was isolated from 1 ml of plasma using column isolation (QIAGEN exoRNeasy Midi Kit). Column isolation using the QIAGEN exoRNeasy Serum/Plasma Midi Kit resulted in direct isolation of EV RNA (10 to 30 ng of RNA per ml). Approximately 1 in 10 patients had an additional 1 ml of plasma isolated in parallel using ultracentrifugation (for quality control studies only; fig. S2). For ultracentrifugation, plasma was thawed and filtered through a 0.2-μm filter before ultracentrifugation as described for cell lines above.

Nanoparticle tracking analysis, electron microscopy, and Western blot analysis

Nanoparticle tracking analysis

Nanoparticle tracking analysis using the NanoSight LM10 (Malvern) was used to assess size distribution and concentration of particles in cell cultures and selected patient samples. Samples were diluted in PBS either at 1:500 or 1:1000 according to the NanoSight instruction manual.

Transmission electron microscopy

Electron microscopy was used to confirm the presence of EVs in cell culture and selected patient samples by size and morphology. Isolated EV suspensions were diluted 2:1 in 1× PBS, and 8- to 10-μl aliquots of each diluted sample were placed on formvar-carbon-coated Ni mesh grids; samples were allowed to adsorb for 15 min. Following adsorption, grid preparations were placed on drops of primary antibody CD9 rabbit monoclonal (D801A; Cell Signaling Technology, no. 13174), diluted 1:25 (dilutions made in Dako antibody diluent). Samples were allowed to incubate in primary antibody for at least 1 hour at room temperature, then rinsed on drops of PBS, and incubated in drops of a secondary gold conjugate for at least 1 hour at room temperature: goat anti-rabbit 10nm immunoglobulin G (Ted Pella, no. 15726). Grids were then rinsed in drops of 1× PBS and then distilled water, contrast-stained for 10 min in droplets of chilled tylose/uranyl acetate, and air-dried before examining in a JEOL JEM-1011 transmission electron microscope at 80 kV. Images were collected using an Advanced Microscopy Techniques digital camera and imaging system with proprietary image capture software (Advanced Microscopy Techniques, Danvers, MA).

Protein isolation from cell lines or EVs

Protein was isolated using radioimmunoprecipitation assay buffer supplemented with protease inhibitors as described by Wright (37). EVs were lysed directly in a sample buffer containing SDS and dithiothreitol.

Protein quantification

Protein concentration of EV samples was determined using the DC Protein Assay (Bio-Rad) according to the manufacturer’s protocol.

Western blot

Western blot was performed on samples of EV isolated from cell lines (fig. S2) to confirm their presence in the samples. Antibodies for EV markers CD9 (38) were used as a positive marker, given their consistency in expression across EV samples, whereas calnexin, an endoplasmic reticulum protein, is not found in EV and was used as a negative control. Actin was used as a loading control for cell lines using standard protocols.

RNA extraction and sequencing

Cell lines

Cells were trypsinized, washed in media for trypsin deactivation, then washed in PBS, counted, and pelleted. The cell pellet was re-suspended in TRIzol at a concentration of 5 × 10⁶ cells per 1 ml and RNA-isolated according to manufacturer’s instructions (Invitrogen). RNA was then quantified using a NanoDrop spectrometer (Thermo Fisher Scientific).

Cell line–derived EV

RNA was extracted from EV using a QIAGEN exoRNeasy kit.

Tumor

Formalin-fixed tissue was analyzed to confirm that viable tumor was present via standard hematoxylin and eosin staining. DNA was extracted from snap-frozen tissue using QIAGEN’s AllPrep DNA/RNA FFPE Kit.
Peripheral blood–derived/plasma EV
Total EV RNA was extracted from thawed patient plasma using the QIAGEN exoRNeasy Serum/Plasma Midi Kit as per the manufacturer’s protocol. Briefly, 1 ml of plasma was thawed and filtered using a 0.8-μm or smaller filter (Millipore). The sample was then mixed with binding buffer and placed on a spin column. After a wash step, the EVs were lysed on the column using QIAzol, and the eluate was then treated with chloroform to achieve phase separation. The aqueous phase was combined with 100% ethanol and then underwent column extraction with wash steps and final elution of EV RNA in ribonuclease-free water.

EV RNA sequencing
Sequencing was performed using an Illumina HiSeq 2000 system in the Ting Lab at MGH. RNA was prepared with the SMARTer Stranded Total RNA-Seq Kit v2 (Pico Input Mammalian) as per supplier’s instructions. For EV sequencing, RNA with a RNA integrity number of 4 or less was not subjected to fragmentation. Libraries were purified using AMPure beads and ZapR v2 for the depletion of ribosomal cDNA.

Discovery cohort microarray processing
We performed microarray analysis (via a subcontract to Thermo Fisher Scientific) using Applied Biosystems GeneChip Human Transcriptome Array 2.0. Raw .cel files provided by Thermo Fisher Scientific were read using the R package “oligo.” We performed background subtraction, quantile normalization, and summarization via the Robust Multichip Average algorithm using the R package oligo (39). We used the R package “pd.hta.2.0” to provide functional annotations for the probes. We filtered all probes that did not map to an annotated gene, as well as duplicate probes. We corrected for batch effects using the “ComBat” algorithm from the R “sva” package (40) to perform a “batch” correction step where biological treatments were included in the ComBat normalization framework (43). DEGs were defined by 1.5 log fold change between responders and nonresponders and a nominal P value cutoff of \( P = 0.1 \) from limma. To be considered validated, a gene has to fulfill both the nominal \( P \) value cutoff and log fold change cutoff in both the validation and discovery cohorts. We note that this nominal \( P \) value cutoff is ordinarily insufficient to control for false-positive discoveries in a single-cohort study; however, we require explicit confirmation for putative discovery cohort DEGs in our validation cohort; thus, the combined false-positive rate for a gene to be both falsely discovered and falsely validated is substantially lower than what the nominal \( P \) value cutoff would suggest.

Validation cohort RNA-seq processing
Raw Illumina .fastq files were first filtered using “fastp” (41) with default settings and then aligned to human hg38 transcriptomic reference using STAR v2.4.1 with default settings. To summarize the count data from the aligned .bam files, we used the function “featureCounts” function from the R package “Rsubread” (42). Next, we derived \( \log_2(TPM+1) \) values using a custom R function. To make the RNA-seq count matrix coanalyzable with our microarray data, we essentially treated the resulting ComBat-corrected \( \log_2(TPM+1) \) matrix as an additional microarray batch. To minimize platform-based effects, we concatenated \( \log_2(TPM+1) \) matrix with the microarray expression matrix to make a joint data matrix. Next, we used the ComBat (40) algorithm from the R sva package (40) to perform a “batch” correction step where the two platforms were treated as two distinct batches. Existing biological treatments were included in the ComBat normalization step as an input argument to preserve true biological effects during the platform correction step. Next, we quantile-normalized the resulting data matrix using R “preprocessCore” library. The resulting platform-normalized matrix was then split back into evRNA-seq and microarray matrices for relevant downstream analyses.

Differential expression analysis
To calculate differential expression in our microarray-based discovery and our evRNA-seq validation cohort, we used the R “limma” package to compute the \( P \) values that corresponded to the comparisons (43). For the samples that had multiple replicates, we modeled biological replicates as a random effect. Confounding variables such as age and prior immunotherapy treatment were tested for association against ICI response and did not exhibit significant associations, and as a result, they were not included as covariates. To find the top DEGs, we used limma’s Empirical Bayes linear modeling framework (43). DEGs were defined by 1.5 log fold change between responders and nonresponders and a nominal \( P \) value cutoff of \( P = 0.1 \) from limma. To be considered validated, a gene has to fulfill both the nominal \( P \) value cutoff and log fold change cutoff in both the validation and discovery cohorts. We note that this nominal \( P \) value cutoff is ordinarily insufficient to control for false-positive discoveries in a single-cohort study; however, we require explicit confirmation for putative discovery cohort DEGs in our validation cohort; thus, the combined false-positive rate for a gene to be both falsely discovered and falsely validated is substantially lower than what the nominal \( P \) value cutoff would suggest.

Concordance and differential pathway analysis
Concordance analysis was performed by first binarizing the mean expression values of either the cell line or patient data based on a 1.5 log expression cutoff using non–platform-corrected microarray data. If a gene is either present or absent in both groups, then it is labeled as concordant. We averaged the expression signal from two pretreatment patients present in the pretreatment time point; the posttreatment replicates were considered separately since they were from separate time points. To find differential pathways that are different between patient tumors and patient EV, we used gene set enrichment between responders and nonresponders with default parameters and Gene Ontology biological processes database (11). To find the canonical (C2) MSigDB pathways (15) that are significantly different between responders and nonresponders in both the discovery and validation cohorts, we used the GSVA program (16) with default settings to generate per-patient GSVA scores (a normalized statistic summarizing enrichment relative to the entire cohort analogous to single-sample gene set enrichment analysis scores) across our platform-corrected discovery and validation cohorts. We then used a Mann-Whitney U test to test for differential GSVA scores between responders and nonresponders. Similar to the rationale used for DEG analysis, we used a nominal \( P \) value cutoff of 0.1 to flag differential pathways (Figs. 2A and 3A). A pathway was considered validated if it achieved significance in both the discovery and validation cohorts.

Survival analysis and time series analysis
To compute and plot the Kaplan-Meier curves, we used overall survival data and censoring information as inputs into the Kaplan-Meier computation and plotting functions in the R package “survminer.” To generate the time series plots in Fig. 2B, we used the R GSVA package (16) to generate a normalized enrichment score for each sample for target KEGG pathways. To generate the per-patient time dynamic plots illustrated in Fig. 2C, we normalized discovery
Building a predictive classifier

To build a random forest predictive classifier from our selected pretreatment DEGs, we first merged the post–platform-corrected evRNA-seq and microarray data into a single combined matrix with 71 samples (n = 41 from discovery cohort and n = 30 from validation cohort). To reduce potential bias from platform and batch effects not corrected for by our ComBat correction steps, we randomized the selection of samples in the training and testing cohort by including samples from both sequencing platforms in the training and testing groups. To accomplish this, we randomly selected n = 30 samples to be (reflecting the size of our discovery cohort) the size of the held-out testing cohort and n = 41 samples (reflecting the size of our validation cohort) to be the training set. To minimize variability due to random sampling and potential nonlinear bias between platforms that remains uncorrected for by ComBat, we ran 100 trials for our machine learning pipeline, each with a random selection of pretreatment samples as testing set and the remaining n = 41 as random samples. Note that the randomly partitioned training and testing sets will typically contain both evRNA-seq and microarray samples and may contain different proportions of responders and nonresponders depending on the partitioning.

Within each trial, we first conducted K = 5-fold internal cross-validation within the training set using the function “StratifiedKFold” from the Python library “sklearn.model_selection” to optimize the hyperparameters (number of trees) of a random forest model within the training set by optimizing cross-validation AUROC (44). For each trial, we searched T = {10, 20, 30} as a potential number of trees for our random forest classifier. The optimal hyperparameters within the internal cross-validation and the predicted probabilities for all K = 5 cross-validation folds for each trial were saved. We next used the optimal hyperparameters to train a random forest model on the entire training set and then evaluated the performance of this trained model on the testing set. Both the predicted probabilities for the internal and ground truths for each trial were saved. To generate the plots visualized in Fig. 3C, we concatenated the predicted probabilities and ground truths across 100 trials for both the internal training cross-validation and testing sets. We then used the Python “roc_curve” from the Python library “sklearn.metrics” to compute the ROC and the AUROC for both the results from the internal training set cross-validation (Fig. 3C, top) and the performance of the best-performing model on the held-out testing set (Fig. 3C, bottom) across all 100 trials (44).

EV deconvolution modeling

We formulated a Bayesian probabilistic model to deconvolve for each gene the observed mixed plasma EV expression profiles into two components: tumor and nontumor. We explicitly model the per-gene enrichment/depletion of RNA abundance as a result of export from the tumor to tumor-derived EV by leveraging information from patient-derived EV. To model the nontumor component, we use EV transcript abundances from healthy controls. A full mathematical description of the models and the source code are presented in Supplementary Note. The model was implemented in the probabilistic programming language Stan (45) through its Python interface. Inference for key genes was conducted using the No-U-Turn Hamiltonian Monte Carlo sampler (46). We performed 10,000 iterations with four chains to generate random samples; all other parameters were set using the PyStan defaults. Semi-informative priors for several variables of interest were selected because of the limited availability of the data; we used a Beta(2,2) prior and a Normal(0,2) prior for the scaling coefficient for the mixing fraction to (i) model our prior belief regarding the predicted nature of mixing and scaling and (ii) to constrain the posterior results somewhat in cases where certain genes with low expression but high variability in measurements may yield unreasonable mixing fraction results. We used a weakly informative prior on the variance parameter. Our model is able to return full posterior for the packaging coefficient, mixing fraction, and each patient’s unobserved tumor profile (Fig. S7). Although our full probabilistic algorithm returns the full posteriors for many parameters of interest, there is a high computational cost associated with running Markov chain Monte Carlo on tens of thousands of genes. Thus, we also created a simplified version of our model that is far more computationally efficient but only returns maximum a posteriori estimate of the mixing fraction instead of giving full posterior estimates of several parameters. It does so by using the Sequential Least Squares Programming algorithm from the Python “scipy.optimize.” We used this simplified model to generate the full list of mixing fractions in Fig. 4 (B to F) and table S5.

Mutational calling and analysis from the evRNA-seq data

To derive the mutational information shown in table S1 and Fig. 4 (G and H), we first mapped all reads using “bwa” mem v0.7.17 (with default settings) against human hg38 reference; bwa was chosen to include reads lying outside of the reference transcriptome with potentially useful mutational information. Next, we used GATK “HaploypeCaller” submodule (with default settings) to call mutations from our patient RNA-seq libraries against hg38 reference and compared the resulting mutational information with summaries of SNaPshot panel sequencing results from clinical records. SNaPshot is a multiplexed polymerase chain reaction assay aimed at identifying somatic variants in 70 different loci from 15 cancer genes; the SNaPshot assay was performed by the MGH’s pathology department (Boston, USA). We used a custom Python script to overlap the resulting .vcf files produced by GATK against the “CosmicCodingMuts.vcf” file downloaded from the COSMIC mutation database v89 (34).

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/4/eabb3461/DC1

View/request a protocol for this paper from Bio-protocol.
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