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Abstract

Existing neural human rendering methods struggle with a single image input due to the lack of information in invisible areas and the depth ambiguity of pixels in visible areas. In this regard, we propose Monocular Neural Human Renderer (MonoNHR), a novel approach that renders robust free-viewpoint images of an arbitrary human given only a single image. MonoNHR is the first method that (i) renders human subjects never seen during training in a monocular setup, and (ii) is trained in a weakly-supervised manner without geometry supervision. First, we propose to disentangle 3D geometry and texture features and to condition the texture inference on the 3D geometry features. Second, we introduce a Mesh Inpainter module that inpaints the occluded parts exploiting human structural priors such as symmetry. Experiments on ZJU-MoCap, AIST and HUMBI datasets show that our approach significantly outperforms the recent methods adapted to the monocular case.

1. Introduction

Novel view synthesis from a single image is a very challenging problem, but has many potential applications, e.g. in AR/VR or smartphone-based social networking services. Markerless capture from RGB data has been widely studied as a tool to generate realistic free-viewpoint renderings of humans, but it often requires synchronized and calibrated multi-camera systems. We take a step towards monocular capture of people’s appearance and shape, and tackle novel view synthesis of a person observed from a single image, which extends concurrent works to a more general setting.

Neural human rendering methods, which aim to render people from arbitrary viewpoints, showed promising results for this task. These can generally be grouped into 2 main categories: those learning subject-specific Neural Radiance Fields (NeRF) [28] to represent the appearance of a particular human [23, 31, 32, 36, 42, 48] and approaches that estimate neural surface fields [40] using pixel-aligned image features [13, 34, 35, 40, 56]. The first ones require a large number of input images [23, 48] or multi-view video frames capturing the complete surface of the target [23, 31, 32, 48], while the others rely on a detailed geometric ground-truth during training, and thus, require expensive, therefore small-scale, 3D scans datasets, preventing generalization to unseen human poses and appearances. ARCH [15] and ARCH++ [12], that follow a different approach by learning an occupancy function in some canonical body space, also suffer from this problem. We summa-

Figure 1: Given a single image input of a human (leftmost), MonoNHR generates realistic renderings from novel viewpoints (right). Tested on unseen subjects from HUMBI [54].
rize these modalities in Table 1.

Interestingly, very recent NeRF-based methods, such as pixelNeRF [53], PVA [33], and NHP [18], showed that it is feasible to render free-viewpoint images of humans from a sparse set of views, while allowing generalization to arbitrary subjects. However, these methods are not designed to synthesize occluded surfaces, as they only render surfaces visible in the input views. Thus these methods struggle with monocular inputs, where more than half the surface of the observed person can be invisible to the camera, making the texture and geometry of the invisible parts largely ambiguous. Furthermore, a depth ambiguity remains inherent to monocular observations. In this paper, we claim that prior knowledge of the human appearance and shape, such as symmetry, color consistency between surfaces, and front-back coherence, should be better exploited for this task.

Based on these observations, we propose Monocular Neural Human Renderer (MonoNHR), a novel NeRF-based architecture that robustly renders free-viewpoint images of an arbitrary human given a single image of that person. We address the issues inherent to a monocular observation in two ways. First, we disentangle the features of 3D geometry and texture by extracting geometry-dedicated features. Different from neural surface field-based methods [34, 35], MonoNHR is trained only with multi-view images without ground-truth (GT) 3D scans. Since we do not consider explicit 3D geometry, extracting geometry-dedicated features is non-trivial. To do so, we design a geometry estimation branch, separated from the texture estimation fork, that is used solely for estimating the density of the radiance field. Second, we introduce Mesh Inpainter that operates on the SMPL [24] mesh estimated from the input image. It is used only during training, to encourage the backbone network to implicitly learn human priors. Please note that contrary to SMPL-texturing works [52], our method does not rely on this 3D surface and is able to render shapes that largely differ from the SMPL model.

We study the efficacy of MonoNHR on ZJU-MoCap [32], AIST [21, 44] and HUMBI [54] datasets. Experiments show that our method significantly outperforms recent NeRF-based methods on monocular images. To the best of our knowledge, MonoNHR is the first approach specifically designed for novel view synthesis of humans from a monocular image using neural radiance fields. Unlike previous works, it explicitly and effectively handles the many ambiguities inherent to monocular observations. Our contributions are summarized below:

- We present MonoNHR, a novel NeRF-based architecture that robustly renders free-viewpoint images of an arbitrary human from a monocular image. It pushes the boundaries of NeRF-based novel view synthesis research to a more general setting.

| method        | input      | supervision | unseen identity |
|---------------|------------|-------------|-----------------|
| NB [32], Ani-NeRF [31] | subject code | multi-view videos | x |
| PIFu [34,35], ARCH/ARCH++ [12,15] | monocular image | 3D scans | ✓ |
| NHP [18]      | multi-view image | multi-view images | ✓ |
| MonoNHR (Ours) | monocular image | multi-view images | ✓ |

Table 1: Comparison of recent neural human rendering methods. MonoNHR is the first work that 1) takes a monocular image as an input, 2) is supervised with multi-view images without 3D scans, and 3) is generalizable to unseen subjects (identities).

- We design the network to handle the specific challenges of the task, such as invisible surface synthesis and depth ambiguity. We tackle the former via a mesh inpainting module. For the latter, we disentangle 3D geometry and texture features, and condition texture inference based on the geometry features.

- The proposed system significantly outperforms previous methods on monocular images both quantitatively and qualitatively, and achieves state-of-the-art rendering quality on novel view synthesis benchmarks.

2. Related work

Markerless Performance Capture from RGB data often required large acquisition platforms with tens to hundreds of cameras [4, 19, 43]. The problem has also been approached through the use of sparse setups [14, 47]. We refer the reader to [49] for a broader overview. Nevertheless, all the multi-view approaches share the same limitations: synchronizing and calibrating multi-camera systems is cumbersome, requires storing and processing large amounts of data, and not always feasible in practice. A few recent approaches tackled the monocular case [10, 50, 51], but they all require pre-scanned templates of the subjects.

Furthermore, most of the performance capture methods [1, 4, 6, 9, 26, 41] solve the problem in two distinct steps: 1) reconstructing the mesh of the observed subject, and 2) coloring it using available observations, possibly considering lighting information. The main drawback of such a strategy is that the appearance is conditioned on, but also limited by, the geometry, which is inherently noisy and inaccurate if not incomplete. In this work, we wish to switch paradigms and directly model view-dependent appearance. In fact, the idea was already introduced in [5]. We would like to follow their work, by investigating the potential use of NeRF [28] to represent view-dependent ap-
Neural surface fields-based human rendering methods are closely related to NeRF representations, since they also aim at learning an implicit function, in this case, an indicator of the interior and exterior of the observed shape. They allow for accurate and detailed 3D geometry reconstructions, but they require strong 3D supervision, such as 3D scans. 3D scans are highly costly to obtain at scale, and consequently, methods are trained on a small scan dataset and tend to exhibit poor generalization capabilities to unseen human poses and appearances. PIFu [34] and its extensions [13, 35] propose to estimate the 3D surface of a human using an implicit function based on pixel-aligned image features. The pixel-aligned image features are obtained by projecting 3D points onto the image plane. Similar to more classical approaches, they first reconstruct 3D surfaces and then condition texture inference on surface reconstruction features similar to ours. However, as DoubleField [40] pointed out, the learning space of texture is highly limited around the surface and discontinuous, which hinders the optimization. Zins et al. [57] improves PIFus in a multi-view setting by introducing an attention-based view fusion layer and a context encoding module using 3D convolutions. POSEFusion [22] takes an attention-based view fusion layer and a context encoding module using 3D convolutions. POSEFusion [22] takes a sequence of point clouds as an input and learns to fuse multiple surface estimations in different time steps. DoubleField jointly learns neural radiance and surface fields, and uses raw RGB pixel values to render high-resolution images.

Compared to the above neural surface fields-based human rendering methods, MonoNHR has two clear differences. First, it does not require 3D scans for training and follows NeRF-based human rendering pipeline, i.e., using a weak supervision signal from multi-view images. Although NeRF-based human rendering methods, including ours, use SMPL fits, the SMPL fits are much easier to obtain than 3D scans using existing powerful 3D human pose and shape estimation methods [17, 29]. On the other hand, special and expensive equipments, e.g., over 100 multi-view synchronized cameras, are necessary to generate accurate 3D scans, making them difficult to obtain at a large scale. Please note that 3D scans obtained from a small number of cameras, e.g., COLMAP [37, 38], are not accurate enough to provide supervision targets for PIFu and its variants, as discussed in [20, 32]. In consequence, PIFu and its variants are trained on small scale datasets and tend not to generalize well to unseen data, especially non-upright standing poses, as discussed in [18, 32]. Second, the absence of 3D scans prevents explicit 3D geometry supervision, making disentangling geometry and texture non-trivial. We extract geometry-dedicated features for disentanglement and use them for density estimation without RGB estimation.

3. MonoNHR

The overall pipeline of MonoNHR is detailed in Figure 2. It is trained in an end-to-end manner and consists of an image feature backbone, Mesh Inpainter, a geometry branch, and a texture branch.
3.1. Backbone

First, a backbone extracts image features that will be used to condition the neural radiance field. Similarly to [53], this allows MonoNHR to learn priors relevant to human rendering, which ultimately enables our method to work on subjects that were not seen during training. We use a ResNet18 [11] as backbone. It takes a masked human image $I \in \mathbb{R}^{3 \times 256 \times 256}$ as input and produces a feature map $F \in \mathbb{R}^{c_p \times 128 \times 128}$, with $c_p = 64$ the feature’s channel dimension. An off-the-shelf semantic part segmentation method, PGN [7], is used to segment the subjects in the images. The feature map $F$ is used in two ways:

**Mesh feature.** Following NHP [18], we sample per-vertex image features from $F$, given SMPL [24] mesh vertices. We project these 3D vertices onto the image plane and use bilinear interpolation to sample the corresponding image features. Then, we concatenate the per-vertex image features and the vertices’ root joint (i.e., pelvis)-relative depths, to distinguish the features of both occluded and occluding parts. The concatenated feature is called the mesh feature and denoted as $M \in \mathbb{R}^{M \times (c_p + 1)}$, where $M$ denotes the number of SMPL mesh vertices. We feed these to the geometry branch.

**Pixel feature.** We sample 3D query points from a ray of a target view (rendering view), following the quadrature rule of the volume rendering discussed by Max [27]. The rays are bounded by the given mesh’s 3D bounding box, following NB [32] and NHP [18]. The 3D query point $x \in \mathbb{R}^3$ is equipped with appearance information from its projection on the image plane. We coin this information the pixel feature $p \in \mathbb{R}^{c_p}$. The pixel feature $p$ is fed to both geometry and texture branches with $x$’s root joint-relative depth $z$. The root joint-relative depth is defined in the input view’s camera-centered coordinate system.

3.2. Mesh Inpainter

This module reconstructs the colors of mesh vertices from a monocular image. It is a simple MLP network that consists of two layers. It takes the mesh feature $M$ as input and regresses the vertices’ colors $K \in \mathbb{R}^{M \times 3}$. $K$ is only used during training. The vertices’ GT colors are obtained by 1. projecting the vertices to multi-view images considering visibility, 2. sampling the colors from each image with bilinear interpolation and 3. averaging the visible vertices’ sampled colors. The visibility of vertices is obtained by rasterizing mesh vertices.

Mesh Inpainter encourages the backbone network to implicitly learn human priors, such as symmetry of human parts and color similarity between surfaces belonging to the same part. While these could be learned by the rendering loss at the end of the network, we aim to facilitate it by giving a more direct signal to the backbone using mesh inpainting. Mesh Inpainter’s motivation is further explained in Section E of the supplementary material.

3.3. Geometry branch

The geometry branch regresses a density value $\sigma$ of a 3D query point $x$. To this aim, we leverage sparse 3D convolutions similarly to NB [32] and NHP [18].

**Sparse 3D convolution.** We work with a sparse 3D volume, in which lie the sparse features of $M$. This sparse 3D volume is fed to a sparse 3D convolutional neural network (CNN) [8] that extracts multi-scale feature volumes,
denoted mesh volumes. From each mesh volume, we sample the feature corresponding to \( x \) based on its 3D camera coordinates using trilinear interpolation to get the voxel feature \( v \in \mathbb{R}^c \), where \( c_v = 192 \) is the feature’s channel dimension. The voxel feature \( v \) is used only for the geometry estimation; therefore, it is a geometry-dedicated feature.

**MLP.** Then, the density of \( x \) is predicted as a function of the voxel feature \( v \), the pixel feature \( p \), and the root joint-relative depth \( z \), as follows:

\[
\sigma(x) = M_{\sigma}(v, p, z),
\]

where \( M_{\sigma} \) is another Multi-Layer Perceptron (MLP) network with four layers.

### 3.4. Texture branch

The texture branch regresses a RGB value \( c \) for a query point \( x \). The RGB color of \( x \) is estimated as a function of the pixel feature \( p \), the root joint-relative depth \( z \), and the target view’s ray direction \( d \in \mathbb{R}^3 \), conditioned on the predicted density value \( \sigma \), as follows:

\[
c(x) = M_c(p, z, Rd; \sigma),
\]

where \( M_c \) represents an MLP network with five layers, and \( R \) denotes the world-to-camera rotation matrix. \( R \) transforms the view direction to the input image’s coordinate system. \( \sigma \) provides information about the occupancy of a given 3D query point. Such occupancy information is highly useful as RGB values should exist on the occupied points. Please note that although we provide \( \sigma \) to the texture branch, the voxel feature \( v \) is still a geometry-dedicated feature as its role is to predict accurate density \( \sigma \).

### 3.5. Volume rendering

Given a target view, we use a classical differentiable ray-marching algorithm [16] to render the target image following NeRF [28]. Concretely, the final color of a pixel is computed as the integral of RGB values along the ray shot from the camera center \( o \in \mathbb{R}^3 \), weighted by predicted volume densities. The integral is approximated via stratified sampling [28], and we use the quadrature rule [27] to limit memory usage and predict continuous radiance fields in practice. For each pixel, we sample along the ray \( N \) query points \( \{x_i\}_{i=1}^N \), where \( x_i = (o + z_i \cdot d) \) and \( z_i \in [z_{\text{near}}, z_{\text{far}}] \). \( z_{\text{near}} \) and \( z_{\text{far}} \) are the absolute depths of the two intersections between the ray and the given SMPL mesh’s 3D bounding box. Then, the pixel color of the ray is computed as below:

\[
\hat{C}(r) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma(x_i) \delta_i)) c(x_i)
\]

and

\[
T_i = \exp(-\sum_{j=1}^{i-1} \sigma(x_j) \delta_j),
\]

where \( \delta_i = ||x_{i+1} - x_i||_2 \) is the distance between adjacent sampled points, and \( r \) is the camera ray. In practice, we set \( N \) to 64 following [18, 32].

### 3.6. Loss functions

We supervise MonoNHR with two loss functions.

**Inpainting loss.** The inpainting loss compares the predicted and GT colors of vertices. It is defined as below:

\[
L_{\text{inpaint}} = \sum_{i \in R} \left\| \hat{K} - K \right\|_2^2,
\]

where \( \hat{K} \) and \( K \) indicate the predicted and GT colors of vertices, respectively. Section 3.2 describes how we obtain the GT color of vertices \( K \).

**Rendering loss.** The rendering loss compares the predicted pixel color from the volume rendering and the GT pixel color. We randomly sample four views to calculate the loss. It is defined as below:

\[
L_{\text{render}} = \sum_{r \in R} \left\| \hat{C}(r) - C(r) \right\|_2^2,
\]

where \( R \) is a set of 3D query points on camera rays passing through image pixels, and \( C(r) \) means the GT pixel color.

MonoNHR is trained in an end-to-end manner, and the total loss is defined as:

\[
L_{\text{total}} = L_{\text{render}} + \lambda L_{\text{inpaint}},
\]

where \( \lambda \) is set to \( 10^{-3} \).

### 4. Experiments

#### 4.1. Datasets

**Datasets.** We train and test MonoNHR on ZJU-MoCap [32], AIST [21, 45], CAPE [25], and HUMBI [55]. For ZJU-MoCap, we split 10 videos of 10 subjects (1 video per 1 subject) to 7 training videos and 3 testing videos. For AIST, we follow the official training and testing splits. The training set has 834 videos of 20 dancing subjects, and the testing set has 374 videos of 10 dancing subjects. Please note that the testing splits of all datasets contain poses and identities never seen during training. CAPE is used to compare 3D geometry with non-NeRF methods as the above two datasets do not provide GT 3D geometry. We use the above datasets for numerical studies, for more meaningful comparisons with prior work, but we also train on HUMBI for qualitative evaluation, for its larger size and diversity (see section 4.4). More details about data settings can be found in the supplementary material.

**Evaluation metrics.** We report peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) to evaluate the quality of novel view synthesis, following [18, 32, 53]. PSNR has been widely used to assess the quality of digital
Figure 3: Comparison of pixelNeRF [53], NHP [18], and MonoNHR. All results are obtained from monocular images with unseen poses and identities. Top two rows: results on ZJU-MoCap, bottom two rows: results on AIST.

images. SSIM is designed based on luminance, contrast, and structure to better suit the workings of the human visual system [39]. For the 3D geometry evaluation, we report Chamfer distance (CD) in millimeters.

4.2. Comparison with state-of-the-art methods

Overall comparison. The Figure 3 and Table 2 show that MonoNHR produces the best results on both ZJU-MoCap [32] and AIST [21,44].

While pixelNeRF [53] and NHP [18] tend to succeed in recovering only geometry or texture, MonoNHR produces robust novel view images in both aspects. Concretely, pixelNeRF has a weakness in geometry reconstruction, and NHP struggles on recovering textures of invisible surfaces. For example, on AIST, pixelNeRF has higher PSNR but lower SSIM than NHP. PixelNeRF shows bent and missing human limbs and produces particularly unrecognizable structures of humans, when the target view is significantly different from the input view, and the human pose is complex. NHP synthesizes better novel views than pixelNeRF in terms of geometry, but tends to exhibit noisy textures on invisible surfaces. We think the noisy texture is due to the entanglement of geometry and texture features, which hinders a network from simultaneously optimizing them and eventually leads it to a local optimum that only optimizes either the geometry or the texture. On the other hand, MonoNHR provides robust qualitative results of geometry and texture from diverse novel views, including the opposite view to the input image. The superiority of MonoNHR not only comes from the disentanglement of geometry and texture features, but also from Mesh Inpainter that facilitates the system to learn human priors. For instance, the first two rows of Figure 3 show that MonoNHR recovers robust geometry and texture of the subjects’ occluded arms, which proves that it successfully learns human priors, such as symmetry of human parts, to compensate for the lack of information on invisible areas. We refer the reader to the supplementary material for additional comparisons.

Comparison using estimated 3D meshes. We also compare MonoNHR with NHP [18] on ZJU-MoCap [32] using estimated body meshes of SPIN [17] in Table 3. SPIN is a monocular method that regresses SMPL [24] parameters to produce a body mesh. MonoNHR highly outperforms NHP, which also uses a body mesh at test time, considering that PSNR is in a log scale. Figure 4 further validates MonoNHR’s robustness on monocular images. MonoNHR preserves the subject’s 3D shape (e.g., loose clothes around the torso of the right-hand subject) while NHP relatively shrinks the subject’s overall shape (e.g., the arms of the right-hand subject). Also, the results of MonoNHR show more realistic textures in novel views than NHP (e.g., the shirt of the left-hand subject).

3D geometry comparison. Figure 5 compares the 3D geometry reconstruction of MonoNHR with NHP [18] on ZJU-MoCap. MonoNHR clearly distinguishes the geometry of the top subjects’ shirts and pants, while NHP shows vague boundaries between them. Also, on the SPIN example on the right (b), the result from MonoNHR reflects the widened deformation of the subject’s shirt in the input image, but NHP recovers the shirt geometry in a tightened shape. The results prove that MonoNHR learns better ge-
Figure 4: Comparison between NHP [18] and MonoNHR on ZJU-MoCap using estimated meshes of SPIN [17].

Figure 5: 3D geometry visualization of NHP [18] and MonoNHR.

Figure 6: Comparison between state-of-the-art non-NeRF methods and ours on ZJU-MoCap.

Table 4: Comparison between state-of-the-art non-NeRF methods and ours on CAPE.

| method          | CD ↓ |
|-----------------|------|
| PIFu [34]       | 79.67|
| PaMIR [56]      | 74.24|
| MonoNHR (Ours)  | 23.94|

4.3. Ablation studies

Disentanglement of geometry and texture. To show the benefit of the proposed disentanglement, we design a model where voxel features $v$ are fed to both geometry and texture branches. Results confirm that disentangling geometry and texture improves predictions both qualitatively and quantitatively (Table 5). As shown in Figure 7a, noise on the invisible surface's texture is removed, and the overall visual quality is enhanced.

Mesh Inpainter. Using the Mesh Inpainter improves results both qualitatively (Fig. 7b) and quantitatively (Table 5). The critical challenge of the monocular setting is inferring the geometry and texture of invisible areas. To this end, the backbone should produce proper features for unseen parts based on the visible ones, which amounts to learning human priors, such as symmetry of human parts and color similarity between surfaces belonging to the same part. While these could be learned by the rendering loss at the end of the network, we tried to facilitate it by giving a more direct signal to the backbone using mesh inpainting.

Geometry-conditioned texture estimation. Conditioning on geometry when estimating texture is essential (Fig. 7c and Table 5). Indeed, geometry provides information on whether a 3D query point is occupied or not, and such occu-
### Table 5: Ablation studies on AIST.

| setting                  | PSNR ↑ | SSIM ↑ |
|--------------------------|--------|--------|
| w/o Mesh Inpainter       | 17.52  | 0.7064 |
| w/o disentanglement      | 17.53  | 0.7167 |
| w/o geo. cond.           | 17.38  | 0.6634 |
| Ours: full model         | 17.61  | 0.7186 |

4.4. Qualitative results

The HUMBI dataset [54] has a high diversity of human subjects in terms of body shape, age, ethnicity, clothing and accessories. We train on this data in order to evaluate the robustness and generalization capabilities of our method. Figures 1 and 8 show some results on test subjects unseen during training. In the latter, we show the benefits of using neural rendering by comparing with surface renderings of the inpainted SMPL mesh. Despite the accuracy of the SMPL annotations on this dataset, we can clearly see the inherent limits of texture based approaches. They typically fail in regions where the true surface largely differs from the template shape which is often the case e.g. with hair or wide cloths. In contrast, even though our approach makes use of the SMPL vertices, we exhibit good robustness to these cases.

5. Conclusion

We proposed MonoNHR, a NeRF-based approach that renders robust free-viewpoint images of an arbitrary human given a single monocular image. By disentangling 3D geometry features from texture features and enforcing the feature extractor to exploit human priors (e.g., symmetry), we reached state-of-the-art performance for the problem of novel view synthesis of an arbitrary person from a monocular observation. We also showed quantitative and qualitative results using estimated meshes, which take a step toward the authentic monocular setting. We believe our results are inspiring in that 1) robust view synthesis for partially observed humans is feasible with a NeRF-based approach, and 2) we tackles the monocular problem without explicit 3D supervision, and thus it can be more easily scaled-up to large datasets than methods that rely on 3D scans. In future work, adversarial losses could be employed to learn human priors further and improve the realism of novel view synthesis.
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