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Abstract—Agriculture 3.0 and 4.0 have gradually introduced service robotics and automation into several agricultural processes, mostly improving crops quality and seasonal yield. Row-based crops are the perfect settings to test and deploy smart machines capable of monitoring and manage the harvest. In this context, global path planning is essential either for ground or aerial vehicles, and it is the starting point for every type of mission plan. Nevertheless, little attention has been currently given to this problem by the research community and global path planning automation is still far to be solved. In order to generate a viable path for an autonomous machine, the presented research proposes a feature learning fully convolutional model capable of estimating waypoints given an occupancy grid map. In particular, we apply the proposed data-driven methodology to the specific case of row-based crops with the general objective to generate a global path able to cover the extension of the crop completely. Extensive experimentation with a custom made synthetic dataset and real satellite-derived images of different scenarios have proved the effectiveness of our methodology and demonstrated the feasibility of an end-to-end and completely autonomous global path planner.
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I. INTRODUCTION

Over the past years, several research activities related to precision agriculture and smart farming have been published [1]–[5], sign of a new industrial revolution approaching the agricultural world. Agriculture 4.0 brought a new concept of agriculture based on the introduction of robotics, artificial intelligence and automation into the agricultural processes in order to increase production efficiency and to cut labour costs. In this regard, self-driving agricultural machinery plays a relevant role both in production efficiency, by providing a 24/7 weather-independent working production system, and cost-cutting, since there is not the need of a paid driver when performing the required task anymore. Moreover, these systems can be used as a support for an autonomous harvesting [6], [7] or for plant and fruit disease detection [8]–[11]. Indeed, in a row-based crop’s environment, many works on autonomous navigation systems have been carried out by using deep learning and computer vision techniques [12], [13] or with sensor-based approaches [14]–[17].

A good path planner is crucial for obtaining high autonomous navigation performance. However, in this type of lands, the global path planning automation problem has been a bit neglected by the research community. Nevertheless, the most common solutions for this task are based on clustering techniques applied on satellite images or aerial footage taken from the drones. For instance, in [18], authors use clustering in order to detect the rows of the vineyards from UAV images, and then the trajectory is computed by exploiting the information given by the clusters. As shown in [19], extrapolating information regarding the row crops from the images is complex and computational heavy, and even though there are other solutions besides clustering such as [20], the complete pipeline for obtaining a global path is still tricky and time consuming due to this necessity of information regarding the crops position and orientation.

In this regard, we introduce DeepWay, a novel deep learning approach for global path planning generation of row-based crop environments. As input, it requires just an occupancy grid of the analyzed parcel and provides, as output, a trajectory able to cover each row of the considered crop avoiding unwanted collisions with fixed obstacles. The deep neural network is trained on a carefully devised synthetic dataset and is designed to predict global path waypoints directly from the binary mask of crops. Successively, output waypoints are processed with a refinement pipeline in order to remove spare waypoints and to add missing ones. Finally, the global path is computed through the A* search algorithm. Extensive experimentation with the synthetic dataset and real satellite-derived images of different scenarios are used to validate the proposed methodology. All of our training and testing code and data are open source and publicly available.

1https://github.com/fsalv/DeepWay

The rest of the paper is organized as follows. Section 2 covers the synthetic dataset design and generation. In section 3, the proposed methodology is analyzed with a detailed explanation of the DeepWay architecture and the waypoint refinement and path generation processes. Finally, section 4 presents the experimental results and discussion followed by the conclusion.

II. DATASET CONSTRUCTION

Due to the lack of online datasets of row crop occupancy grids and the complexity of building a real one in scale, we carefully devise a synthetic one. Thanks to the geometrical simplicity of a row crop field, we design an algorithm to generate any number of occupancy grids of shape $H \times W$ with a random number of rows $N$ and angle $\alpha$. We select $N = 20$ as the minimum number of rows per image, and 50...
as maximum. $\alpha$ can be any angle between $-\pi/2$ and $\pi/2$. The images are generated as single-channel masks with 1-bit values: 0 for the background and 1 for the occupied pixels.

$N$ points are identified as centres of the rows along a line perpendicular to $\alpha$ starting from the image centre. To take in consideration any possible orientation of the field with respect to the point of view and any possible angle between the rows and the field edges, we generate borders with randomly orientations and we define the first and the last point of each row such that the line that connects them passes trough the row centre and has an orientation equal to $\alpha$. To further increase the variability of generated images, a random displacement is added to the coordinates of each central point and the length and angle of each row. In this way, the inter-row distance is varying for some pixels, and the field edges are not exactly straight. Finally, holes are randomly placed in order to simulate errors in the occupancy grid generation, and each image is randomly rescaled to get masks of different sizes. The actual row points are generated as filled circles with a random radius of 1 or 2 pixels, to address the possible variations the width of the rows.

To generate the ground truth waypoints, we start considering the mean between each pair of first and last points of the rows. Then, we move those points towards the inside of the field, ensuring that waypoints are in between the two rows. That is a relevant aspect to ease the final path generation. Indeed, external waypoints could easily lead to wrong trajectories skipping some rows or going through some already covered. Fig. 1 shows how waypoints are generated and Fig. 2 illustrates all the steps for the masks generation.

In addition to the synthetically generated dataset, we also manually collect and annotate 35 satellite images of different row-based crop scenarios from the Google Maps database. Those images are manually processed to extract both the occupancy grid and the target waypoints for the prediction evaluation. Real-world images are essential to demonstrate the ability of our approach to generalize to real-case scenarios and that training the network with a synthetic dataset is equally effective. Fig. 3 shows two examples of manually annotated satellite images used as the test set.

### III. Methodology

Given an occupancy grid map of the row crop taken into account, we frame the end rows waypoint detection as a regression problem, estimating positions of the different points with a fully convolutional deep neural network. So, a single neural network, DeepWay, predicts the global path waypoints directly from the full input image, straight from image pixels to points in one evaluation. Since the whole detection pipeline is a single model, it can be optimized end-to-end directly on waypoints estimation. Prior works, on global path planning for row-based crops, heavily rely on local geometric rules and hardcoded processes that struggle to scale and generalize to the variability of possible real scenarios. On the other hand, DeepWay learns to predict all waypoints of the input crop’s grid map simultaneously together with their corrections using features coming from the entire image. It trains on full occupancy grid maps optimizing directly waypoints estimation performance and reasoning globally about the input data. Finally, a post-processing waypoint refinement and ordering algorithm is used to correct missing points, misplaced detections and order them before the final global path generation.

#### A. Waypoint estimation

Our methodology divides the input image of dimension $H \times W$ into a $U_h \times U_w$ grid and if the centre of an end row waypoint falls into a grid cell, that cell is responsible for detecting that point. Each cell, $u$, predicts a confidence probability $P(u)$ that reflects how confident is the network that a waypoint is placed inside its boundaries. If no waypoint is present, the confidence score should tend to zero. Otherwise, we want to be more close to one as possible. Moreover, each grid cell predicts a position compensation couple $(\Delta_x, \Delta_y)$ that, if necessary, moves the predicted points from the centre of the cell. In Fig. 4 is presented a high-level overview of the operation principle of the methodology. DeepWay, given an occupancy grid input, produces a confidence map of dimension $U_h \times U_w$ with probability $P(u)$ for each cell $u$ with their relative corrections $(\Delta_x, \Delta_y)$. Either output maps are used by a simple interpretation function to produce the final waypoints estimation on the original occupancy grid input.

Indeed, the inference grid $U_h \times U_w$ is $k$ times smaller than the original dimensions, $H$ and $W$, of the input. So, each $u$ cell contains $k \times k$ original pixels. Without an explicit position compensation mechanism, the network would not be able to adjust the position of a waypoint detection, being unable to place it in the correct position of the original input space.
Fig. 2: Occupancy grid generation process for a $800 \times 800$ mask with $N = 20$ and $\alpha = \pi/4$. Firstly random borders are generated, then, $N$ row centers (yellow) are identified starting from the image center. Starting (blue) and ending (red) points are found at the intersection with the borders, with some random displacement to add variability. The actual row lines are then generated, adding holes with a certain probability. Finally, the target waypoints (green) are found with the method presented in Fig. 1.

Fig. 3: Two examples of real-world images taken from Google Maps satellite database and manually annotated. Green points are the ground truth waypoints computed with the method presented in Fig. 1.

dimension. As depicted in Fig. 5, where the $U_h \times U_w$ is superimposed to the occupancy grid input, most of the row terminal parts do not have a centred $u$ cell that can perfectly fit a prediction. Indeed, as in the case of the highlighted area, two $u$ cells cover the specific end row, and none of the two perfectly fits the position of the ground-truth placed in the middle point that connects the two side rows. Nevertheless, each cell contains $k \times k$ positions that can be used to refine the placement of an eventual waypoint detection. More specifically, each $u$ grid cell can predict two values, $\Delta_x$ and $\Delta_y$, that let displace possible prediction respect to a reference $R_u$ placed in the centre of the cell. So, the coordinates of a certainly detected waypoint in the original input dimension $H \times W$ can be found using the following equation:

$$\hat{y}_O = k(\hat{y}_U + \frac{\Delta + 1}{2})$$  \hspace{1cm} (1)$$

where $\hat{y}_O$ and $\hat{y}_U$ are the two vectors containing the coordinates $x$ and $y$ in the $R_O$ and $R_U$ reference frames, respectively. Position compensations are normalized, and the
Fig. 4: DeepWay models waypoints detection as a regression problem. It analyzes the input occupancy grid map with a grid of $U_h \times U_w$ and for each grid cell it predicts a waypoint confidence probability $P(wp)$ and the correspondence coordinate compensations $\Delta x$, $\Delta y$. In the scheme, the grid has equal dimensions $U$ for both axes.

Therefore, in order to obtain the final waypoints estimation in the original input space, a confidence threshold $t_c$ is applied to the waypoints confidence map in order to select all detected waypoints with a probability $P(u) > t_c$. Furthermore, Eq. 1 is used on all selected waypoints in conjunction with the position compensation maps in order to obtain the respective coordinates on the original reference frame of the input. Finally, a waypoint suppression algorithm is applied to remove all couple points with a reciprocal Euclidian distance inferior to a certain threshold $d_c$. The predicted waypoint with the highest $P(u)$ is maintained and the remaining ones discarded.

B. Network Design

DeepWay is a fully convolutional neural network that is directly fed with an occupancy grid map of a row-based crop and predicts waypoints for a successive global path generation. In particular, an input tensor $X^{(i)}$ is progressively convoluted by a stack of $N$ residual reduction modules. Each module is composed of a series of convolutional 2D layers with Mish, [21], as activation function and channel and spatial attention layers to let the network highlight more relevant features, [22]. Moreover, each module terminates with a convolutional layer with stride two in order to reduce the spatial dimension of the input tensor. After $N$ residual reduction modules, the two first dimensions are reduced by a factor $k + 1$. Therefore, a transpose convolutional layer with stride two is interposed in order to obtain an output tensor with the two first dimension equal to $U \times U$. Moreover, as firstly introduced by segmentation networks, [23], a residual connection with the output tensor coming from the $N - 1$ block is added in order to include important spatial information to the tensor before the last layer. Finally, similarly to single-stage object detection network [24], [25], the output tensor $\hat{Y}^{(i)}$ with shape $U_h \times U_w \times 3$ is computed with a 1x1 convolution operation with sigmoid and tanh as activation functions for the first and the two last channels, respectively. Indeed, sigmoid allows obtaining a confidence probability $P(u)$ predicting the presence of a possible waypoint. On the other hand, the tanh function, being limited between -1 and +1, computes the two coordinate compensations $\Delta x$, $\Delta y$ for each cell. Finally, the post-processing pipeline discussed in Section III-A is used to

Fig. 5: DeepWay estimates for each cell $u$ a probability $P(u)$ and a position compensation couple $(\Delta x, \Delta y)$ to better adjust detected waypoints on the original occupancy map dimension, $H \times W$. The highlighted area shows with a red square the actual position of the specific ground truth and the need to displace the prediction from the centre of the cell.
Fig. 6: Overview of the DeepWay architecture. The model takes a tensor $X^{(i)}$ as input and reduces its spatial dimension with a stack of $N$ residual reduction modules. The synergy of the channel and spatial attention layers let the network focus on more promising and relevant features. Finally, the neural network outputs a tensor $Y^{(i)}$ of dimension $U \times U \times 3$ with probability $P(u)$ and position compensation couple $(\Delta_x, \Delta_y)$ for each cell $u$.

C. Waypoint Refinement and Path Generation

In order to generate a suitable path from the waypoints, we further process the network predictions to refine them and identify the correct order for connecting the waypoints. We cluster the predicted points using the density-based clustering algorithm DBSCAN [26]. This approach allows to automatically cluster together points that are close to each other and can give a first subdivision of the waypoints into main groups. Depending on the geometry of the field, several clusters can be found in this way, and some points can remain unclustered, in particular for rows drastically shorter with respect to the others. To get the order of the waypoints inside each group, we project each of them along the perpendicular to the rows, and we sort them in this new reference system.

The row angle is estimated with the progressive probabilistic Hough transform technique [27]. This algorithm is a classic computer vision feature extraction method, able to detect lines in an image and return an estimate of starting and ending points. Even though this algorithm may seem enough to solve the whole problem of finding the target waypoints in the mask without the need of a neural network, this approach is too dependent on a number of hyper-parameters that cannot be well-defined a-priori and generally is not able to cope with holes and irregularities which are inevitably present in real-world field occupancy grids. We experimentally find that the application of this method leads to a high number of false-positive and false-negative detections of lines on both the synthetic and the satellite datasets. However, we still use it to estimate the row angle by averaging the orientations of each couple of detected points. In the case of a complete failure of this approach that can happen with the most complex masks, we estimate the angle using a probabilistic iterative process that minimizes the number of intersections with the rows starting from points close to the image centre.

After ordering the points inside each cluster, we adopt a refinement approach to insert possible missing waypoints or deleting duplicated ones, by counting the number of rising and falling edges in the mask along the line connecting two consecutive points. Then, to get the final order, the different clusters must be merged into two groups A and B containing the waypoints at the beginning and at the end of each row. We adopt a strategy to iteratively assign clusters to the groups considering their size and the values of their projections along the perpendicular to the rows. We assume that a good assignment is the one that spans the same interval along the
projection axis on both the groups with different clusters. After the assignments, we refine the borders between the merged clusters, in order to compensate for possible mispredicted points. Once we get the final groups, we compute the order by considering a pattern A-B-B-A. Every intra-groups connection is performed by checking possible intersections with the rows and correcting the order consequently. If there is a missing point in one of the two groups even after the waypoints refinement process, we remain within the same group, avoiding any possible intersection with the rows. In this way, we put the focus on building feasible paths in the field.

To compute the global path, we use the A* search algorithm [28] from waypoint to waypoint following the pre-computed order. In particular, at each iteration, the algorithm chooses the path that minimizes the following cost function:

\[ f(n) = g(n) + w \cdot h(n) \]  
(2)

where \( n \) is the next step on the path, \( g(n) \) is the cost of the path from the previous waypoint to \( n \), and \( w \) is the weight given to the heuristic function \( h(n) \) that estimates the cost of the cheapest path from \( n \) to the next waypoint. In particular, as heuristic function, the euclidean distance is proved to be more time-efficient than the Manhattan distance [29], and, since the trajectory is quite straight, we assign a relevant weight \( w \) to speed up the path generation to achieve better performance. The A* search algorithm is proved to be the simplest and generic ready-to-use path planning algorithm to produce the global output trajectory [30]. Nevertheless, our experimentation pointed out that further efforts should be dedicated to developing a more tailored solution that exploits the prior knowledge of the row-based environment and post-processing derived information in order to boost the run-time efficiency and to output a more centred path along the rows.

Fig. 7 shows all the operations performed during the waypoints refinement and ordering process and the global path computation. The full pipeline of the proposed approach is presented in Alg. 1.

### Algorithm 1: Global path generation pipeline

**input:** Occupancy grid \( X \) of size \( H \times W \)

**output:** Path \( p \)

\( wp \leftarrow \text{DeepWay}(X); \)

\( \alpha \leftarrow \text{angle estimation}(X); \)

\( \text{clusters} \leftarrow \text{DBSCAN}(wp); \)

**foreach** cluster \( c \) **do**

\( \text{proj} \leftarrow \text{project}(wp_{c, \alpha}); \)

\( \text{order} \leftarrow \text{sort(proj)}; \)

\( wp_{c} \leftarrow \text{refine}(wp_{c}, \text{order}, X); \)

**end**

\( A, B \leftarrow []; \)

**while** \( wp \) is not empty **do**

\( A, B \leftarrow \text{assign}(wp, \alpha, A, B); \)

**end**

\( p \leftarrow \text{final order}(A, B, X); \)

\( p \leftarrow A^{*}(p, X); \)

---

**IV. Experiments and Results**

**A. Training**

The first convolutional layer and the last one have 7 and 3 as kernel sizes. All other ones have 5 and 16 as kernel dimension and number of filters, respectively. On the other hand, we adopt the same default parameters for the channel and spatial attention layers of Woo et al. [22]. We use 3000 synthetic images for training with a resolution of 800x800 and \( k = 8 \). So, each prediction made by the network, \( \mathbf{Y}^{(i)} \), over a grid \( U_{h} \times U_{w} \) with equal axis size, before the post-processing, has a spatial dimension of 100x100. Moreover, we train the network with 200 epochs using Adam optimizer, [31], with a fixed learning rate equal to \( \eta = 3e - 4 \) and batch size of 16. The optimal learning rate, \( \eta \), is experimentally derived using the methodology described in [32].

\[ J(\Theta) = \sum_{i,j=0}^{U} [1_{i,j}^{\text{wp}} (y_{i,j} - \hat{y}_{i,j})^2 + 1_{i,j}^{\text{nowp}} \lambda_{\text{nowp}} (y_{i,j} - \hat{y}_{i,j})^2] \]  
(3)

Finally, we use the loss function of Eq. 3 that is a modified version of the \( L_2 \) sum-squared error. \( 1_{i,j}^{\text{wp}} \) and \( 1_{i,j}^{\text{nowp}} \) denote if a waypoint is present or absent from the \( i, j \) cell. Therefore, it is possible to give more relevance to cells with a waypoint that are considerably less than true negatives. After a grid search analysis, \( \lambda_{\text{wp}} \) and \( \lambda_{\text{nowp}} \) are set to 0.7 and 0.3, respectively. That solution stabilizes training preventing to overpower the gradient from cells that do contain a waypoint.

The resulting fully-convolutional network is a light-weight model with less than 60,000 parameters, a negligible inference latency and that can be easily trained with a commercial GPU in less than 20 minutes. We make use of a workstation with an NVIDIA 2080, 8 GB of RAM and the TensorFlow 2.x machine learning platform [33].

**B. Waypoint Estimation Evaluation**

After training, the network is evaluated with 1000 synthetic images. The evaluation aims at assessing its precision and recall in detecting points within a certain radius \( r_c \) from the ground-truth. Moreover, as explained in III-A, the waypoint estimation is found setting a certain value of a confidence threshold \( t_c \). So, different values of recall and precision can be obtained fixing different thresholds. For that reason, we adopt an adaptation of the Average Precision (AP) metric that is commonly used across object detection challenges like PASCAL Visual Object Classes (VOC), [34], and MS Common Objects in Context (COCO), [35]. Therefore, if a waypoint prediction is within the selected radius \( r_c \) is counted as a true positive (TP). However, if more predictions fall within the selected range, only one is counted as TP and all others as false positive (FP). On the other hand, all ground-truth not covered by a prediction are counted as false negatives (FN). So, the AP computation at a certain distance \( r_c \) is obtained with common definition of recall and precision, varying the value of threshold \( t_c \) from zero to one. We set the distance threshold for the waypoints suppression to \( d_c = 8 \) pixels. In Fig. 8 are depicted three graphs obtained with different values
Fig. 7: Waypoints refinement and path planning process. Firstly, the row angle is estimated. Then, the predicted waypoints are clustered with the DBSCAN algorithm [26]. We iteratively merge the clusters into two principal groups A and B and finally we obtain the final order of the predicted waypoints. Applying a global path planning method like the A* search algorithm [28], it is possible to get the final path, represented in green.

Fig. 8: Average Precision results on the synthetic test set for different values of $r_c$. More restrictive ranges obtain lower values of recall and precision. Conversely, decreasing the value of $t_c$ the precision is mostly affected due to the growing number waypoints with low-score that are predicted by the network.

In addition to the synthetic test dataset, we also compute the AP metric on the manually annotated satellite images. We reach an AP of 0.9859 with a distance range $r_c$ of 8 pixels, 0.9513 with 4 and 0.7392 with 2. As expected, these results are slightly worse with respect to the synthetic images when with low values of $r_c$, since the real-world masks are generally more complex, with irregular borders and with sudden changes in the length of the rows. All these aspects are only marginally covered by our synthetic generation process, but this does not cause a high drop in the AP metric, meaning that our approach is able to generalize to real-world examples with high-quality predictions.

C. Path Generation Evaluation

In order to assess a coverage percentage of a generated global path, we define a coverage score (CS) metric to be
computed for each instance crop $i$ as follow:
\[
CS^{(i)} = \frac{\text{number of correctly covered crop rows}}{\text{total number of crop rows}}
\]

where a row is considered correctly covered if the generated trajectory passes just one time along the entire row.

The algorithm to compute the CS metric is briefly schematized in Fig. 9. It chooses four equally spaced points in the A* planned path between two consecutive waypoints that do not belong to the same cluster. Successively, each point is connected to the corresponding point of the next row in order to create a segment. Checking the occupancy grid of the parcel, if at least one of the segment intersects one crop row, it means that the row is correctly covered, otherwise, in case of zero or more than one intersected rows, the row is not correctly covered. The algorithm is iterated for the whole parcel, and the coverage score is computed.

We reach a mean coverage of 0.9648 on the synthetic test set and 0.9605 on the real-world test set. Both values are obtained with a score threshold of $t_c = 0.9$, selected using AP curves, in order to increase the predictions precision and a distance threshold $d_c = 8$ pixels for the waypoints suppression. Since the refinement process is able to add missing points in clusters, it is better to pay in recall and ensure high precision, for the final path planning process. In general, we find that incomplete coverages are mainly caused by too-small inter-row distance that causes less quality prediction and by too short rows that can cause lousy clustering and therefore final row skipping. DeepWay is a fully-convolutional network and, so better results could be achieved, increasing the resolution of the input tensor at inference time. That could lead to more considerable inter-row distance and higher precision. Further works will investigate also mixed resolutions training in order to enhance this capability of the network. Nevertheless, the obtained results, underline how our approach can be successfully used to plan a global path for automatic navigation inside a row-crop field.

D. Qualitative results

In Fig. 10, as output examples of the proposed approach, we present a set of satellite images with the corresponding predicted and ordered waypoints. In the third image, it is possible to observe how our approach is also able to handle big holes in the rows. On the other hand, the fourth image shows how fields with variable orientations can cause sub-optimal predictions and incomplete field coverage. It is possible to perform a global path planning with precise location information to be used for real-time navigation and localization of an autonomous robot, using the information coming from ordered waypoints predicted on geo-referenced images.

V. Conclusions

We introduce DeepWay, a novel representation learning solution to tackle the global automatic path planning generation for row-based crops. The suggested algorithm is a light-weight and robust solution wrapped around a deep learning model that automatically generates waypoints for a given occupancy grid map. Extensive experiments with our synthetic dataset and real-world remote sensing derived maps demonstrated the effectiveness and scalability of our proposed methodology. Further works will aim at integrating DeepWay with a segmentation network in order to jointly compute waypoints with the related occupancy grid map from the remote sensing colour space.
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