ON FULLY NONLINEAR PARABOLIC MEAN FIELD GAMES
WITH EXAMPLES OF NONLOCAL AND LOCAL DIFFusions
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Abstract. In this paper we introduce a class of fully nonlinear mean field games posed in $[0,T] \times \mathbb{R}^d$. We justify that they are related to controlled local or nonlocal diffusions, and more generally in our setting, to controlled time change rates of stochastic (Lévy) processes. This control interpretation seems to be new. We prove existence and uniqueness of solutions under general assumptions. Uniqueness follows without strict monotonicity of couplings or strict convexity of Hamiltonians. These results are applied to strongly degenerate equations of order less than one — and non-degenerate equations (including both local second order and nonlocal involving fractional Laplacians). In both cases we consider a rich class of nonlocal operators and corresponding processes. We develop tools to work without explicit moment assumptions, and uniqueness in the degenerate case relies on a new type of argument for the (nonlocal) Fokker–Planck equation.
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1. INTRODUCTION

In this paper we introduce a new model of mean field games and analyse it using PDE methods. The mathematical theory of mean field games was introduced by Lasry–Lions [63, 64, 65] and Huang–Caines–Malhamé [45, 44] in 2006, and today this is a large and rapidly expanding field. This research is mostly focused on either PDE or stochastic approaches. An extensive background and recent developments can be found in e.g. [1, 7, 19, 20, 38, 17, 41] and the references therein.

In contrast to the more classical setting, our problem does not involve controlled drift but rather controlled diffusion, or more specifically, control of the time change rate of a Lévy process. Such a model yields a system of partial differential equations which is fully nonlinear and possibly strongly degenerate. It may be local or nonlocal. In [18] the authors allow for a degenerate diffusion, but it is not controlled and there are restrictions on its regularity, cf. [78, 12]. There are recent results on mean field games with nonlocal (uncontrolled) diffusion involving Lévy operators [22, 27, 33, 50]. See also [16] for a problem involving fractional time derivatives.

Control of the diffusion is a rare and novel subject, mostly addressed by stochastic methods: [61] introduces an approach based on relaxed controls and martingale problems to show existence of probabilistic solutions to very general local mean field games, and [6, 5] consider extensions to problems perturbed by bounded nonlocal terms. Some results by PDE methods can be found in [75], as well as [2, 29] for uniformly elliptic (stationary second order) problems.

1.1. Statement of the problem. We study derivation, existence, and uniqueness questions related to the mean field game system

\[
\begin{aligned}
-\partial_t u &= F(Lu) + f(m) & \text{on } \mathcal{T} \times \mathbb{R}^d, \\
u(T) &= g(m(T)) & \text{on } \mathbb{R}^d, \\
\partial_t m &= L^* (F'(Lu) m) & \text{on } \mathcal{T} \times \mathbb{R}^d, \\
m(0) &= m_0 & \text{on } \mathbb{R}^d,
\end{aligned}
\]

where \( \mathcal{T} = (0, T) \) for a fixed \( T \in (0, \infty) \), and \( \mathcal{T} = [0, T] \). We assume \( L \) to be a Lévy operator, or an infinitesimal generator of a Lévy process (see [14, §2.1]), namely
\((L)\) $\mathcal{L} : C^2_b(\mathbb{R}^d) \to C_b(\mathbb{R}^d)$ is a linear operator with a triplet \((c, a, \nu)\), where $c \in \mathbb{R}^d$, $a \in \mathbb{R}^{d \times d}$, $\nu$ is a Lévy measure (see Definition 4.11), and

$$\mathcal{L}\phi(x) = c \cdot \nabla \phi(x) + \text{tr} \left( aa^T D^2 \phi(x) \right) + \int_{\mathbb{R}^d} \left( \phi(x + z) - \phi(x) - \mathbb{I}_{B_1}(z) \cdot \nabla \phi(x) \right) \nu(dz).$$

By $\mathcal{L}^*$ we denote the (formal) adjoint operator of $\mathcal{L}$, which is also a Lévy operator. Furthermore, we consider the following set of assumptions.

\((A1)\): $F \in C^1(\mathbb{R})$ and $F' \in C^\gamma(\mathbb{R})$ for some $\gamma \in (0, 1]$ (see Definition 4.1), and $F' \geq 0$;

\((A2)\): $F$ is convex;

\((A3)\): $m_0$ is a probability measure on $\mathbb{R}^d$;

\((A4)\): $f : C(\overline{T}, \mathcal{P}(\mathbb{R}^d)) \to C_b(\mathbb{T} \times \mathbb{R}^d)$ and $g : \mathcal{P}(\mathbb{R}^d) \to C_b(\mathbb{R}^d)$ are continuous, i.e. $\lim_{n \to \infty} \sup_{t \in \overline{T}} \|m_n(t) - m(t)\| = 0$ (see Definition 4.4) implies

$$\lim_{n \to \infty} \|f(m_n) - f(m)\|_\infty = 0 \quad \text{and} \quad \lim_{n \to \infty} \|g(m_n(T)) - g(m(T))\|_\infty = 0;$$

\((A5)\): \(f\) and \(g\) are monotone operators, namely

$$\int_{\mathbb{B}_1} (g(m_1) - g(m_2))(x)(m_1 - m_2)(dx) \leq 0,$$

$$\int_0^T \int_{\mathbb{R}^d} (f(m_1) - f(m_2))(t,x)(m_1 - m_2)(t,dx) dt \leq 0,$$

for every pair $m_1, m_2$ in $\mathcal{P}(\mathbb{R}^d)$ or $C(\overline{T}, \mathcal{P}(\mathbb{R}^d))$.

**Remark 1.1.** (a) For our existence results, $F \in C^1(\mathbb{R})$ and $\gamma = 0$ in \((A1)\) is sufficient, but not for uniqueness. When $F$ is only locally Lipschitz, the stability in Lemma 6.4 becomes the main obstacle. It seems reasonable that this and other obstacles can be overcome for non-degenerate equations (see also [2, 29]).

(b) Every function $F$ satisfying \((A1)\) and \((A2)\) is the Hamiltonian of a Hamilton–Jacobi–Bellman equation. This follows using the Legendre–Fenchel transform:

$$F(z) = \sup_{\zeta \in (0, \infty)} \left( \zeta z - F^*(\zeta) \right), \quad \text{where} \quad F^*(\zeta) = \sup_{z \in \mathbb{R}} \left( \zeta z - F(z) \right).$$

Notice that \((A1)\) implies $F^*(\zeta) = +\infty$ for $\zeta < 0$. For more details we refer to Appendix B and Section 3.2, in particular equations (9)–(12).

(c) The operators in \((A4)\) are so-called smoothing couplings. Typically they are nonlocal and defined by a convolution with a fixed kernel (see e.g., [1]). The case of local couplings requires a different setup and will not be treated here.

(d) Assumption \((A5)\) is the *standard Lasry–Lions* monotonicity conditions required for uniqueness. The equivalent and more familiar formulation with $\tilde{f}$ and $\tilde{g}$ non-decreasing [65, 1] is obtained by taking $\tilde{f} = -f$, $\tilde{f} = -f$, and $\tilde{u} = -u$, leading to $-\partial_t u = \mathcal{L}(-\tilde{u}) + \tilde{f}(m)$ and $\tilde{u}(T) = \tilde{g}(m)$ in the first part of problem (1). Our choice simplifies the notation when nonlinear diffusion is involved and corresponds to interpreting $u$ as a “maximal gain” and not a “minimal cost” (cf. Section 3.2).

(c) We assume neither strict convexity in \((A2)\) nor strict monotonicity in \((A5)\) and still obtain uniqueness for problem (1).

---

\(^1\)These three conditions need to be strengthened for our results to hold in the concrete cases we present, compare the statements of Theorem 2.1, Theorem 2.5, Theorem 2.8, and Theorem 2.9.
Remark 1.2. Control problems/games have many applications throughout the sciences. Controlled diffusions appear e.g. in portfolio optimization in finance, cf. [13, 42, 74]. Our model is always related to control problems/games with controlled diffusions, see Remark 1.1(b).

1.2. Concepts of solutions. With \((f,g) = (f(m), g(m(T)))\), the first pair of equations in problem (1) form a terminal value problem for a Hamilton–Jacobi–Bellman equation,

\[
\begin{align*}
\partial_t u &= F(Lu) + f & \text{on } T \times \mathbb{R}^d, \\
u(T) &= g & \text{on } \mathbb{R}^d.
\end{align*}
\]

Definition 1.3. A function \(u \in C_b(T \times \mathbb{R}^d)\) is a bounded classical solution of problem (2) with data \((f,g)\), if \(\partial_t u, Lu \in C(T \times \mathbb{R}^d)\) and equations in problem (2) are satisfied pointwise.

With \(b = F'(Lu)\) the second pair of equations in problem (1) form an initial value problem for a Fokker–Planck equation,

\[
\begin{align*}
\partial_t m &= L^*(bm) & \text{on } T \times \mathbb{R}^d, \\
m(0) &= m_0 & \text{on } \mathbb{R}^d.
\end{align*}
\]

We look for very weak solutions of problem (3) when \(b\) is bounded and continuous.

Definition 1.4. Suppose \(b \in C_b(T \times \mathbb{R}^d)\). A function \(m \in C(T, P(\mathbb{R}^d))\) is a very weak solution of problem (3) if for every \(\phi \in C^\infty_c(T \times \mathbb{R}^d)\) and \(t \in T\) we have

\[
m(t)[\phi(t)] = m_0[\phi(0)] + \int_0^t m(\tau) [\partial_t \phi(\tau) + b(\tau)(L\phi)(\tau)] d\tau.
\]

Now we may define the concept of solutions of problem (1).

Definition 1.5. A pair \((u, m)\) is a classical–very weak solution of problem (1) if \(u\) is a bounded classical solution of problem (2) (see Definition 1.3) with data \((f(m), g(m(T)))\), such that \(F'(Lu) \in C_b(T \times \mathbb{R}^d)\), and \(m\) is a very weak solution of problem (3) (see Definition 1.4) with initial data \(m_0\) and coefficient \(b = F'(Lu)\).

Remark 1.6. Problem (2) is fully nonlinear, and the viscosity solutions framework applies. But then, \(Lu\) and \(F'(Lu)\) may not be well-defined. We therefore prefer to work with classical solutions of problem (2). Still, \(b\) need not be very regular and it may be degenerate (i.e. \(b(t,x) = 0\), possibly on a large set), thus we need to consider very weak (measure-valued) solutions of problem (3).

Another benefit of relaxing the solution concept for \(m\), is reduced regularity requirements on the data. In the local case, for \(m\) to be a classical solution, \(u\) and the data would need to have two more derivatives than in our classical–very weak setup. See also the discussion on classical–classical solutions on page 8.

1.3. Objectives, contributions, and structure of the paper. Our first objective is to study problem (1) with a (nearly) minimal set of assumptions (A1)–(A5), naturally arising from the analysis in Section 3. We reduce the question of its well-posedness to a set of general conditions (S1)–(S5) describing the properties of solutions of individual equations (2) and (3) (Section 2.4).

The second objective is to verify these conditions in several concrete cases: We consider a nonlocal degenerate problem (Section 2.1), as well as two non-degenerate problems — local (Section 2.2) and nonlocal (Section 2.3). The last case relies on a well-motivated conjecture in regularity theory, which we leave to the experts in that field. Most of the work in this paper is related to the degenerate case.
The structure of the paper is the following. Section 2 contains our main contributions, the (concrete and general) existence and uniqueness results for the fully nonlinear mean field game (1), along with a list of auxiliary results of independent interest. Another important contribution is given in Section 3: A novel heuristic derivation of the mean field game (1). Section 4 contains both background material and new results that are needed in the proofs, including results on tightness, approximations of Lévy operators, and regularity of viscosity solutions. Section 5 and Section 7 contain results on the Hamilton–Jacobi–Bellman (2) and uniqueness for the Fokker–Planck (3) equations in the concrete cases outlined in Section 2. In Section 6 we derive existence and stability of solutions of the Fokker–Planck equation under general assumptions. Section 8 contains the proofs of the general existence and uniqueness results for the mean field game and can be read independently. Some technical proofs and remarks are given in the appendices.

2. Main results – Existence and uniqueness

We begin the description of our results with a compilation of concrete cases of mean field games with controlled diffusion (a Lévy process), which lead to fully nonlinear systems of problem (1) type.

2.1. Degenerate mean field games of order less than one.

We consider following assumptions.

(LA): Let \(2\sigma \in (0, 1)\) and \(\mathcal{L}\) be given by (see Remark 4.12(b))

\[
\mathcal{L}\phi(x) = \int_{\mathbb{R}^d} \left(\phi(x + z) - \phi(x)\right) \nu(dz),
\]

where the Lévy measure \(\nu\) satisfies

\[
\int_{B_1} \left(1 \wedge \frac{|z|^p}{r^p}\right) \nu(dz) \leq \frac{K}{p - 2\sigma} r^{-2\sigma}
\]

for a constant \(K \geq 0\) and every \(p \in (2\sigma, 1], r \in (0, 1)\).

(RA): There are \(\alpha \in (2\sigma, 1] \text{ and } M \in [0, \infty)\) such that the range \(\mathcal{R} = \{(f(m), g(m(T))): m \in C(\overline{T}, \mathcal{P}(\mathbb{R}^d))\}\) satisfies \(\mathcal{R} \subset \mathcal{R}_A(\alpha, M)\), where\(^1\)

\[
\mathcal{R}_A(\alpha, M) = \{(f, g): \begin{array}{l}
(i) \ f \in UC(T \times \mathbb{R}^d) \cap B(T, \mathcal{C}_0^\alpha(\mathbb{R}^d)), \\
(ii) \ g \in \mathcal{C}_0^\alpha(\mathbb{R}^d), \\
(iii) \ \sup_{t \in T} \|f(t)\|_\alpha + \|g\|_\alpha \leq M \end{array}\}.
\]

For absolutely continuous \(\nu\), (LA) is equivalent to the upper bound \(\frac{d\nu}{dz} \leq \frac{C}{|z|^{2\alpha+1}}\) for \(|z| < 1\), and hence is satisfied for the fractional Laplacian \(\Delta^\sigma\) [14], the nonsymmetric nonlocal operators used in finance [28], and a large class of non-degenerate and degenerate operators. Any bounded Lévy measure (“\(\sigma \downarrow 0\)”), and hence any bounded nonlocal (Lévy) operator, is also included. We refer to Remark A.3 for more details and examples. Note that there is no further restriction on the tail of \(\nu\) (the \(B_1^c\)-part) and hence no explicit moment assumption on the Lévy process and the solution of the Fokker–Planck equation \(m\). See Section 2.5 for more details.

Theorem 2.1. Assume (RA), (LA), (A1), (A3). If in addition

(i) \(A4\) holds, then there exists a classical–very weak solution of problem (1);

\(^1\)See Definition 4.1, Definition 4.3 of spaces \(\mathcal{C}_0^\alpha(\mathbb{R}^d)\) and \(B(T, X)\); \(UC = \) uniformly continuous.
(ii) $(A2), (A5)$ hold and $\frac{2\sigma}{(\alpha-2\sigma)}(1 + \frac{1}{1-2\sigma}) < \gamma$, then problem (1) has at most one classical–very weak solution;

(iii) $(A2), (A5)$ hold, $\nu$ is symmetric at the origin (see Definition 4.11), and $\frac{2\sigma}{(\alpha-2\sigma)}(1 + \frac{1}{\gamma}) < \gamma$, then problem (1) has at most one classical–very weak solution.

This theorem follows as a corollary of the more general existence and uniqueness result, Theorem 2.9 in Section 2.4. For the outline of the proof, see the subsequent explanation therein.

Remark 2.2. (a) Assume $\gamma = \alpha = 1$. Then the condition in Theorem 2.1 (ii) becomes $(1 - 2\sigma)^{-2} < 2$, which leads to $2\sigma < \frac{2 - \sqrt{2}}{2} \approx \frac{3}{10}$. In (iii) we obtain $(1 - 2\sigma)^{-1} < 2$ and then $2\sigma < \frac{7 - \sqrt{33}}{4} \approx \frac{4}{13}$.

(b) See Section 3.5 for an example involving the fractional Laplacian and a strongly degenerate power type nonlinearity $F$.

2.2. Non-degenerate, local, second-order mean field games.

(LB): $\mathcal{L}$ is given by

$$\mathcal{L}\phi(x) = \text{tr} \left( aa^T D^2 \phi(x) \right),$$

where $\det aa^T > 0$.

(RB): There are $\alpha \in (2\sigma, 1]$ and $M \in [0, \infty)$ such that the range

$$\mathcal{R} = \{ (f(m), g(m(T))) : m \in C(T, \mathcal{P}(\mathbb{R}^d)) \}$$

satisfies $\mathcal{R} \subset \mathcal{R}_B(\alpha, M)$, where

$$\mathcal{R}_B(\alpha, M) = \left\{ (f, g) : \begin{array}{ll} (i) & f \in C_{b}^{1,\alpha}(T \times \mathbb{R}^d), \\
(ii) & g \in \text{BUC}(\mathbb{R}^d) \quad \text{and} \quad \mathcal{L}g \in L^\infty(\mathbb{R}^d), \\
(iii) & \|f\|_{1,\alpha} + \|\mathcal{L}g\|_{\infty} + \|g\|_{\infty} \leq M \end{array} \right\}.$$

(FB): $F' \geq \kappa$ for some $\kappa > 0$ (i.e. $F$ is strictly increasing).

Under assumption (LB), operator $\mathcal{L}$ is non-degenerate. For problem (1) to be non-degenerate, we also need to assume (FB). In this setting, we expect interior regularity estimates to hold.

Definition 2.3 (Interior estimates). Assume (L). Interior $(\beta, \alpha)$-regularity estimates hold for problem (2) if for every $f \in C^3_b(\mathcal{T} \times \mathbb{R}^d)$, and $(t, x) \in \mathcal{T} \times \mathbb{R}^d$, and viscosity solution $u$ of problem (2),$^3$ we have

$$[\partial_t u]_{C^3} + f(x) + [\mathcal{L}u]_{C^3} \leq C(t)(\|f\|_{\beta, \alpha} + \|u\|_{\infty}).$$

Note that once we establish the comparison principle (see Definition 4.22 and Theorem 5.1), the right-hand side of the estimate can be expressed in terms of $\|f\|_{\beta, \alpha}$ and $\|g\|_{\infty}$. When $F(z) = az + b$ is affine, interior regularity is given by classical Schauder theory (see e.g. [57, 62, 66]).

In the fully nonlinear case, such estimates have been proved in [86].

Lemma 2.4 (Local case). Assume (LB), (FB), $(f,g) \in \mathcal{R}_B(\alpha, M)$ (as in (RB)), $(A1), (A2)$. Then interior $(\alpha/2, \alpha)$-regularity estimates hold for problem (2).

Proof. The result is stated in a form which is a corollary to [72, Theorem 5.2]. As in [72], the result follows from the arguments in [86], in particular Theorems 1.1 and 4.13 and their proofs. (A translation invariant $\mathcal{L}$ simplifies our case slightly.)

$^2$See Definition 4.2 of spaces $C^3_b(\mathcal{T} \times \mathbb{R}^d)$; BUC = bounded uniformly continuous.

$^3$See footnote 2; see Definition 4.20 of viscosity solutions for $\alpha = 0$; for $\alpha \neq 0$ the definition is analogous.
Related results can be found in e.g. [55, 56, 66].

**Theorem 2.5.** Assume (RB), (FB), (LB), (A1), (A2), (A3). If in addition

(i) (A4) holds, then there exists a classical–very weak solution of problem (1);
(ii) (A5) holds, then problem (1) has at most one classical–very weak solution.

This theorem follows as a corollary of the more general existence and uniqueness result, Theorem 2.9 in Section 2.4. For the outline of the proof, see the subsequent explanation therein.

**Remark 2.6.** Existence (without uniqueness) of probabilistic solutions is shown in [61] under general assumptions. There, it is claimed (in Remark 2.3) that these solutions under various assumptions can be viscosity or classical/(very) weak solutions of mean field game systems like problem (1). However, no proof or explanation is given.

2.3. Non-degenerate, nonlocal mean field games.

**(LC):** Let \(2\sigma \in (0, 2)\) and \(\mathcal{L}\) be given by

\[
\mathcal{L}\phi(x) = \int_{\mathbb{R}^2} \left( \phi(x + z) - \phi(x) - \mathbb{1}_{[1, 2]}(2\sigma) \mathbb{1}_{B_1}(z) \cdot \nabla \phi(x) \right) \nu(dz),
\]

where \(\nu\) is a Lévy measure (see Definition 4.11) whose restriction to \(B_1\) is absolutely continuous with respect to the Lebesgue measure and, for \(\alpha\) as in (RB) and a constant \(K > 0\), \(\nu\) satisfies (see (17))

\[
\mathbb{1}_{B_1}(z) \nu(dz) = \frac{k(z)}{|z|^{d+2\sigma}} \nu(dz), \quad K^{-1} \leq k(z) \leq K, \quad \|k\|_{L^\infty(B_1)} < \infty;
\]

if \(2\sigma = 1\), then in addition \(\int_{B_1 \setminus B_r} \frac{k(z)}{|z|^{d+2\sigma}} \nu(dz) = 0\) for every \(r \in (0, 1)\); see Remark 4.12(b) when \(2\sigma \in (0, 1)\).

As in the previous example, operator \(\mathcal{L}\) is non-degenerate and we assume (FB) to make problem (1) non-degenerate as well.

Condition (LC) defines a rich class of nonlocal operators including fractional Laplacians and the nonsymmetric operators used in finance. There is no additional restrictions on the tail behaviour of \(\nu\).

Here we also expect interior regularity estimates to hold (see Definition 2.3), however no results are available beyond the case when \(F\) is affine (see results for generators of analytic semigroups [67, 82]). Therefore, we pose the following conjecture.

**Conjecture 2.7 (Nonlocal case).** Assume (LC), (FB), \((f, g) \in \mathcal{R}_p(\alpha, M)\) (as in (RB)), (A1), (A2). Then interior \((\alpha/2\sigma, \alpha)\)-regularity estimates hold for problem (2).

Even though there are many related results (see e.g. [23, 24, 32, 54, 69, 72]), the precise setting of Conjecture 2.7 seems to be unsolved and it falls outside the scope of this paper to address it. There is a rich literature for the corresponding elliptic problems as well (see e.g. [15, 53, 79, 81]).

**Theorem 2.8.** Suppose Conjecture 2.7 holds. Assume (LC), (RB), (FB), (A1), (A2), (A3). If in addition

(i) (A4) holds, then there exists a classical–very weak solution of problem (1);
(ii) (A5) holds, then problem (1) has at most one classical–very weak solution.

This theorem follows as a corollary of the more general existence and uniqueness result, Theorem 2.9 in Section 2.4. For the outline of the proof, see the subsequent explanation therein.
On classical–classical solutions. In the non-degenerate setting we expect higher regularity results to hold provided the data and nonlinearities are sufficiently smooth. This can lead to existence of classical–classical solutions for problem (1). Let us explain it in the local case.

Suppose $u$ is a bounded classical solution of problem (2). For $v = \mathcal{L}u$ and $\varphi \in C^\infty_c(\mathcal{T} \times \mathbb{R}^d)$ we obtain

$$
\int_0^T \int_{\mathbb{R}^d} (v \partial_t \varphi - F(v) \mathcal{L} \varphi) \, dx \, dt = \int_0^T \int_{\mathbb{R}^d} f \mathcal{L} \varphi \, dx \, dt,
$$

i.e. $v$ is a distributional solution of the porous medium equation

$$
\begin{cases}
-\partial_t v = LF(v) + Lf & \text{on } \mathcal{T} \times \mathbb{R}^d, \\
v(T) = Lg & \text{on } \mathbb{R}^d.
\end{cases}
$$

In (LB) case, we can write this equation in the quasilinear, divergence form

$$
-\partial_t v = \text{div} \left( F'(v) aa^T \nabla v \right) + Lf.
$$

When we assume $F' \geq \kappa > 0$, $F''' \in C^\gamma(\mathbb{R})$, $Lf \in C^{\alpha,\beta}_c(\mathcal{T} \times \mathbb{R}^d)$, and $Lg \in C^\alpha_c(\mathbb{R}^d)$, we may use [62, §V Theorem 6.1] to establish Hölder regularity of $\partial_t v$ (e.g. by approximations on bounded sets with zero boundary data). It follows that

$$
\partial_t F'(L_u) = \partial_t F'(v) = F'''(v) \partial_t v
$$

is a Hölder-continuous function. We now switch to the Fokker–Planck equation. Let $b = F'(L_u)$ and $\mu = bm$. Note that $b \geq \kappa > 0$ is Hölder-continuous. We have

$$
b \partial_t m = bL(bm) \quad \text{and} \quad \partial_t \mu = bL\mu - \frac{\partial b}{b} \mu.
$$

By applying Schauder theory (this is a linear equation), we find a classical solution. A similar result holds when $L = -(-\Delta)^\sigma$ (see Definition A.1) and $Lf = 0$ [85, Theorem 1.1].

2.4. General well-posedness theory. Let $\mathcal{S}_{HJB} \subset C_b(\mathcal{T} \times \mathbb{R}^d)$ be the set of bounded classical solutions of problem (2) with data $(f, g) = (f(m), g(m(T)))$ for all $m \in C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$. Also denote

$$
\mathcal{B} = \left\{ \int_0^1 F'(sLu_1 + (1-s)Lu_2) \, ds : u_1, u_2 \in \mathcal{S}_{HJB} \right\}.
$$

With these definitions we describe the properties of solutions to problem (2) and problem (3) that lead to well-posedness of problem (1) (see Theorem 2.9).

1. For every $m \in C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$ there exists a bounded classical solution $u$ of problem (2) with data $(f, g) = (f(m), g(m(T)))$.

2. If $\{u_n, u\}_{n \in \mathbb{N}} \subset \mathcal{S}_{HJB}$ are such that $\lim_{n \to \infty} \|u_n - u\|_\infty = 0$, then $\mathcal{L}u_n(t) \to \mathcal{L}u(t)$ uniformly on compact sets in $\mathbb{R}^d$ for every $t \in \mathcal{T}$.

3. There exists a constant $K_{HJB} \geq 0$ such that $\|F'(\mathcal{L}u)\|_\infty \leq K_{HJB}$ for every $u \in \mathcal{S}_{HJB}$.

4. The set $\{\partial_t u, \mathcal{L}u : u \in \mathcal{S}_{HJB}\} \subset C_b(\mathcal{T} \times \mathbb{R}^d)$.

5. For each $b \in \mathcal{B} \cap C_b(\mathcal{T} \times \mathbb{R}^d)$ and initial data $m_0 \in \mathcal{P}(\mathbb{R}^d)$ there exists at most one very weak solution of problem (3).

\footnote{Note that $F'(\mathcal{L}(u)) \in \mathcal{B}$ for any $u \in \mathcal{S}_{HJB}$. The set $\mathcal{B}$ is only used in the proof of uniqueness of solutions of problem (1), specifically in (63), via (S5).}
Assumption (S1) describes existence of solutions of the Hamilton–Jacobi–Bellman equation, which are unique by Theorem 5.3, and (S5) describes uniqueness of solutions of the Fokker–Planck equation, which exist by Theorem 6.6. Conditions (S2), (S3), (S4) describe various (related) properties of solutions of problem (2). Under assumption (A1), both (S3) and (S4) imply $b = F'(Lu) \in C_b(T \times \mathbb{R}^d)$ for $u \in S_{HJB}$.

Our main result is the following.

**Theorem 2.9.** Assume (L), (A1), (A3). If in addition

(i) $(A4), (S1), (S2), (S3)$ hold, then there exists a classical–very weak solution of problem (1);

(ii) $(A2), (A5), (S4), (S5)$ hold, then problem (1) has at most one classical–very weak solution.

We prove these results in Section 8. Existence is addressed in Theorem 8.5 by an application of the Kakutani–Glicksberg–Fan fixed point theorem, which requires a detailed analysis of problem (2) and problem (3). Of particular interest are the compactness and stability results Lemma 6.2, Corollary 6.3, and Lemma 6.4 for the Fokker–Planck equation.

Uniqueness follows by Theorem 8.7. Note that in contrast to previous work (cf. e.g. [1, (1.24), (1.25)]) we only need (non-strict) convexity of $F$ in (A2) and (non-strict) monotonicity of $f$ and $g$ in (A5), without further restrictions (this remains true for all the particular examples we study).

**Proofs of Theorems 2.1, 2.5, 2.8.** The well-posedness results for degenerate and non-degenerate cases (Sections 2.1–2.3) follow by verifying the general conditions (S1)–(S5) and then applying Theorem 2.9.

For Theorem 2.1, conditions (S1)–(S4) essentially follow from the Hölder regularity of solutions of problem (2), which is a direct consequence of the comparison principle for viscosity solutions (see Theorem 5.1). These results are gathered in Theorem 5.4 and Corollary 5.5. Condition (S5) follows from a Holmgren-type uniqueness proof\(^5\) for problem (3) after a construction of a suitable test function which solves a strongly degenerate dual equation. The construction of such function relies on viscosity solution techniques, a bootstrapping method, and the nonlocal nature of the problem. Put together, our procedure seems to be new. See Theorem 2.10 and Corollary 7.11\(^{i)}\).

For Theorem 2.5 and Theorem 2.8, we obtain (S1)–(S5) from Theorem 5.7 and Theorem 7.10\(^{iii)}, (iv)\) — see Corollary 5.8 and Corollary 7.11\(^{iii)}, (iv)\) (cf. also Remark 5.9). Keep in mind that Theorem 2.8, as stated, also depends on the validity of Conjecture 2.7.

Other approaches to verify (S1)–(S5), avoiding interior regularity estimates for nonlinear equations (as in Definition 2.3), are also possible, at least in some limited scope. We can mention an application of the method of continuity or [67, Theorem 9.2.6]. In an upcoming paper, we plan to investigate the regularity using a natural correspondence between problem (2) and the porous medium equation.

2.5. Other contributions.

**Fokker–Planck equations.** A substantial part of this paper studies the Fokker–Planck equation (3). We prove the following theorem.

---

\(^5\)Holmgren’s method is based on a duality argument and goes back the early 20th century and linear PDEs [83, Chapter 5]. Such arguments are widely used in the modern theory of PDEs, including nonlinear equations, see e.g. [84].
**Theorem 2.10.** Assume \((L), (A3), b \geq 0, and b \in C_b(\mathcal{T} \times \mathbb{R}^d)\). Then there exists a very weak solution of problem \((3)\). This solution is unique if either of the following additional conditions hold:

(i) \((LA)\) and \(b \in B(\mathcal{T}, C^2_b(\mathbb{R}^d))\) for \(\beta > 2\sigma + \frac{2\sigma}{1-2\sigma}\) (see Definition 4.3);

(ii) \((LB)\), \(b \geq \kappa, and b \in B(\mathcal{T}, C^2_b(\mathbb{R}^d)) \cap UC([0,t] \times \mathbb{R}^d)\) for every \(t \in \mathcal{T}\) and constants \(\kappa > 0, \beta \in (0,1]\);

(iii) \((LC)\), \(b \geq \kappa, and b \in B(\mathcal{T}, C^2_b(\mathbb{R}^d))\) for constants \(\kappa > 0, \beta \in (0,1]\).

Existence of solutions is established in **Theorem 6.6.** Uniqueness is addressed in **Theorem 7.10** by a Holmgren-type argument, using existence of smooth solutions of the dual problem \((35)\). The degenerate case in part (i) and its novel proof is of particular interest, see the discussion in Section 2.1.

Note that problem \((3)\) is the forward Kolmogorov equation for the SDE

\[
(5) \quad dZ(t) = b(t, Z(t)) \, dX(t), \quad Z(0) = Z_0 \sim m_0,
\]

where \(X\) is the Lévy process with infinitesimal generator \(\mathcal{L}\). When \(X\) is a Brownian Motion (with drift) and \(\mathcal{L}\) is local, i.e. its triplet is \((c, a, 0)\), we refer e.g. to [1, §3.4] for a brief survey of classical results on well and ill-posedness (see also [11, 68] and the references therein). For general Lévy processes, we mention the recent results of [58] for \(b\) independent of \(t\) and [36, 77] for connections to the Fokker–Planck equation. If \(\mathcal{L} = c \cdot \nabla\) and \(b\) is continuous, but not Lipschitz-continuous, then problem \((3)\) does not have a unique solution (see [12]). Another relevant pathological example is constructed in [47]. Uniqueness for local degenerate equations can be found in [12, 35, 78], while for nonlocal degenerate problems we are not aware of any prior results.

**Mean field games in \(\mathbb{R}^d\) without moment assumptions.** In the mean field game literature (see e.g. [1]), it is common to use the Wasserstein-1 space \((\mathcal{P}_1, d_1)\) in the analysis of the Fokker–Planck equations (or Wasserstein-\(p\) for \(p > 1\)). This is the space \(\mathcal{P}_1\) of probability measures with finite first moments and the metric \(d_1\) describing weak convergence of measures together with convergence of their first moments. To obtain compactness, typically \(1 + \varepsilon\) finite moments are assumed.

Moments of solutions of the Fokker–Planck equation depend on both the driving Lévy process and the initial distribution. Lévy processes have the same kind of moments as the tail of their Lévy measures [80, Theorem 25.3], e.g. the Brownian motion has 0 Lévy measure and moments of any order, while 2\(\sigma\)-stable processes with \(\nu(dz) = c \frac{dz}{|z|^{\sigma+2}}\) only have finite moments of order less than \(2\sigma \in (0, 2)\). Conditions \((LA)\) and \((LC)\) impose no restrictions on the tails of the Lévy measures. Therefore the mean field games we consider may be driven by processes with unbounded first moments, like the \(2\sigma\)-stable processes for \(2\sigma \leq 1\). This means that we cannot work in \((\mathcal{P}_1, d_1)\), even when the initial distribution has finite moments of all orders, or more, is compactly supported.

In this paper we develop tools to analyse mean field games in \(\mathbb{R}^d\) in a setting without any (explicit) moment assumptions. We work in the space \((\mathcal{P}, d_0)\) of probability measures under weak convergence, metrised by \(d_0\), defined from the Rubinstein–Kantorovich norm \(\|\cdot\|_0\) (see Section 4.2). The \(d_0\)-topology is strictly weaker than the \(d_1\)-topology, as it does not require convergence of first moments. The tools developed here are useful for other problems as well and have already been used in the recent papers [33, 26]. In the local case they would give results for a larger class of initial distributions. The crucial ingredient is the more refined tightness results described below and their interplay with Lévy processes.
Tightness of measures and Lévy operators. The Prokhorov theorem [10, Theorem 8.6.2] is a classical result, which equates tightness and pre-compactness of a family of probability measures in the topology of weak convergence. Another useful characterization of tightness may be given in terms of a function with unbounded growth (see [10, Example 8.6.5]). As a slight modification of this result, we prove Lemma 4.9, for Lyapunov functions described in Definition 4.6, which may serve as a convenient tool in studying PDEs with Lévy operators and measure-valued (or \( L^1 \)) solutions on non-compact domains. Specifically, this lemma allows us to avoid moment assumptions on the initial data and the driving Lévy process (the Lévy measure tail), or a restriction to a compact domain like a torus (i.e. the periodic setting).

As an application, we prove several results regarding Lévy operators as defined in (L). In Lemma 4.17 we construct a family of approximate operators \( \{L^\varepsilon\}_{\varepsilon>0} \), which enjoys useful properties akin to discretization. Lemma 4.13 then provides an example where Lemma 4.9 is applied to a set of Lévy measures. Namely, (a) for every Lévy operator \( \mathcal{L} \) there exists a Lyapunov function \( V \) such that \( \|\mathcal{L}V\|_\infty < \infty \) (see Corollary 4.14), (b) this Lyapunov function may then play a role in an a priori estimate (see the proof of Lemma 6.2), and (c) the approximate operators \( \mathcal{L}^\varepsilon \) (uniformly satisfying the same bound by \( V \)) may then be used in a construction of approximate solutions e.g. to problem (3) (see the proof of Theorem 6.6).

3. Derivation of the model

In this section we show heuristically that problem (1) is related to a mean field game where players control the time change rate of a Lévy process. Random time change of SDEs is a well-established technique [4, 46, 71, 73] with applications e.g. in modelling markets or turbulence [3, 21]. For stable (self-similar) processes, including the Brownian motion, we note that this type of control coincides with the classical continuous control (see Section 3.5). However, for other Lévy processes, including compound Poisson and most jump processes used in finance and insurance, this is not the case.

This type of a control problem seems to be new and we plan to analyse it in full detail in a future paper.

3.1. Time changed Lévy process. We start by fixing a Lévy process \( X_t \) and the filtration \( \{\mathcal{F}_t\} \) it generates. The infinitesimal generator \( \mathcal{L} \) of \( X \) is given by (L).

**Definition 3.1** ([4, Definition 1.1]). A random time change \( \theta_s \) is an almost surely non-negative, non-decreasing stochastic process which is a finite stopping time for each fixed \( s \).\(^6\) It is absolutely continuous if there exists a non-negative \( \mathcal{F}_s \)-adapted process \( \theta' \) such that \( \theta(s) - \theta(0) = \int_0^s \theta'(\tau) \, d\tau \).

For \( (t,x) \in \mathcal{T} \times \mathbb{R}^d \) and \( s \geq t \), we define an \( \mathcal{F}_s \)-adapted Lévy process \( X_{t,x}^s \) starting from \( X_t^s = x \) by

\[
X_{t,x}^s = x + X_s - X_t.
\]

Then, for an absolutely continuous random time change \( \theta_s \) such that \( \theta_t = t \), \( \theta'_s \) is deterministic, and \( \theta_{s+h} - \theta_s \) is independent of \( \mathcal{F}_{\theta_s} \) for all \( s,h \geq 0 \), we define a time-changed process

\[
Y_{s,x}^{t,\theta} = X_{\theta_s}^t.
\]

\(^6\) \( \theta_s \) is a stopping time if \( \{\theta_s \leq \tau\} \subset \mathcal{F}_\tau \) for \( \tau \geq 0 \).
It is an inhomogeneous Markov process associated with the families of operators $P^\theta$ and transition probabilities $p^\theta$ (see [37, §1.1, §1.2 (10)]) given by

$$P^\theta_{t,s}\phi(x) = \int_{\mathbb{R}^d} \phi(y)p^\theta(t,x,dy) = E\phi(Y_t^{t,x,\theta})$$

for $\phi \in C_b(\mathbb{R}^d)$. To compute the “generator” $L_\theta$ of $Y_t^{t,x,\theta}$, note that by the Dynkin formula [14, (1.55)],

$$E\phi(Y_t^{t,x,\theta}) - \phi(x) = E\left(\int_t^{t+h} L_\theta \phi(X_{\tau}^{t,x,\theta}) d\tau\right),$$

and by a change of variables,

$$P^\theta_{t+h,t}\phi(x) - \phi(x) = \frac{E\phi(Y_{t+h}^{t,x,\theta}) - \phi(x)}{h} = \frac{1}{h} \int_t^{t+h} L_\theta \phi(X_{\tau}^{t,x,\theta}) d\tau.$$

Under some natural assumptions we can show that $X_{t}^{t,x,\theta} \to x$ as $\tau \to t$ and use the dominated convergence theorem etc. to get that

$$L_\theta \phi(x) = \lim_{h \to 0^+} \frac{P^\theta_{t+h,t}\phi(x) - \phi(x)}{h} = \theta_1 \frac{\partial}{\partial \tau} \phi(x).$$

A proof of a more general result can be found in e.g. [4, Theorem 8.4].

3.2. Control problem and Bellman equation. To control the process $Y_t^{t,x,\theta}$, we introduce a running gain (profit, utility) $\ell$, a terminal gain $g$, and an expected total gain functional

$$J(t,x,\theta) = E\left(\int_t^T \ell(s,Y_s^{t,x,\theta},\theta'_s) ds + g(Y_T^{t,x,\theta})\right).$$

The goal is to find an admissible control $\theta^*$ that maximizes $J$. If such a control exists, the optimally controlled process is given by $Y_t^{t,x,\theta^*}$.

Under a suitable definition of the set of admissible controls $\mathcal{A}$ and standard assumptions on $\ell$ and $g$, $J$ is well-defined. The corresponding value function $u$ (the optimal value of $J$) is given by

$$u(t,x) = \sup_{\theta \in \mathcal{A}} J(t,x,\theta).$$

Let $h > 0$ and $t+h < T$. By the dynamic programming principle,

$$u(t,x) = \sup_{\theta} E\left(\int_t^{t+h} \ell(s,Y_s^{t,x,\theta},\theta'_s) ds + u(t+h,Y_{t+h}^{t,x,\theta})\right),$$

and hence

$$-u(t+h,x) - u(t,x) = \frac{1}{h} \int_t^{t+h} \ell(s,Y_s^{t,x,\theta},\theta'_s) ds.$$
where \( L : [0, \infty) \to \mathbb{R} \cup \{ \infty \} \) is a convex, lower-semicontinuous function. Then the Bellman equation can be expressed in terms of the Legendre–Fenchel transform \( F \) of \( L \), i.e. \( F(\zeta) = \sup_{\zeta \geq 0} (\zeta \zeta - L(\zeta)) \), as

\[
-\partial_t u = F'(Lu) + f(t, x).
\]

By the definitions of \( u \) and \( X^{T,x}_t \) it also follows that

\[
u(T, x) = E_g(X^{T,x}_{\tau^*}) = g(x).
\]

3.3. **Optimal control and Fokker–Planck equation.** By the properties of the Legendre–Fenchel transform, when \( \lim_{\zeta \to \infty} \frac{L(\zeta)}{\zeta} = \infty \) and \( L \) is strictly convex on \( \{ L \neq \infty \} \), the optimal value \( \zeta \) in (9) satisfies \( \zeta = F'(Lu) \) for every \((t, x) \in T \times \mathbb{R}^d \) (see Proposition B.1). We therefore obtain a function

\[
b(t, x) = \zeta = (\theta^*)' = F'(Lu(t, x)).
\]

This is the optimal time change rate in the feedback form. The optimally controlled process and the optimal control in (8) are then implicitly given by

\[
Y^*_s = X^{T,x}_{\theta^*_s}, \quad \theta^*_s = t + \int_t^s b(\tau, Y^*_\tau) \, d\tau.
\]

They are well-defined if \( b \) is e.g. bounded and continuous.

By defining \( p^\theta(t, x, s, A) = \mathbb{P}(Y^*_s \in A) \), if solutions of equations (11)–(12) are unique, we obtain a unique family of transition probabilities \( p^\theta \) (cf. (6)), satisfying the Chapman–Kolmogorov relations. This family, in turn, defines a wide-sense Markov process (see [37, §1.1 Definition 1]). Given an initial condition \( m(0) = m_0 \in \mathcal{P}([\mathbb{R}^d]) \), the (input) distribution \( m \) of this Markov process (see [37, §1.1 Definition 3])\footnote{Alternatively, we may take a random variable \( Z_0 \) with distribution \( m_0 \). Then \( m(t) \) is a distribution of the solution \( Z(t) \) of SDE (5). Moreover, \( Y^*_s = \mathbb{E}[Z(s) | Z(t) = x] \), see [37, §1.2 (9), (10)].} satisfies

\[
\int_{\mathbb{R}^d} \varphi(x) m(t + h, dx) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varphi(y) p^\theta(t, x, t + h, dy) m(t, dx),
\]

for every \( \varphi \in C^\infty_c(\mathbb{R}^d) \) and \( t, h \geq 0 \). Then,

\[
\int_{\mathbb{R}^d} \varphi(t, x) m(t, dx) - \varphi(t + h, x) m(t + h, dx)
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \varphi(x, y) p^\theta(t, x, t, dy) - \varphi(x + h, y) p^\theta(t, x + h, dy) \right) m(t, dx),
\]

and because of (7), (13) and the fact that \( p^\theta(t, x, t, dy) = \delta_x(dy) \), this leads to

\[
\partial_t \int_{\mathbb{R}^d} \varphi(t, x) m(t, dx) = \int_{\mathbb{R}^d} \left( b(t, x) \mathcal{L} \varphi + \partial_x \varphi(t, x) \right) m(t, dx).
\]

Since \( b = F'(Lu) \), by duality (see Definition 1.4) \( m \) is a very weak solution of

\[
\partial_t m = \mathcal{L}^*(F'(Lu) m), \quad m(0) = m_0,
\]

where \( \mathcal{L}^* \) is the formal adjoint of \( \mathcal{L} \).
3.4. Heuristic derivation of the mean field game. A mean field game is a limit of games between identical players as the number of players tends to infinity. In our case, each player controls the time change rate of her own independent copy of the Lévy process $X$, with running and terminal gains depending on the anticipated distribution $\hat{m}$ of the processes controlled (optimally) by the other players (see (A4))

$$f = f(\hat{m}) \quad \text{and} \quad g = g(\hat{m}(T)).$$

By the results of Section 3.2 the corresponding Bellman equation for each player is

$$\begin{cases} -\partial_t u = F(Lu) + f(\hat{m}) & \text{on } T \times \mathbb{R}^d, \\ u(T) = g(\hat{m}(T)) & \text{on } \mathbb{R}^d. \end{cases}$$

Note that the solution $u$ depends on $\hat{m}$, and then so does the optimal feedback control (13). Suppose that the players’ processes start from some known initial distribution $m_0 \in \mathcal{P}(\mathbb{R}^d)$. Then, the actual distribution $m$ of their optimally controlled processes is given by the solution of the Fokker–Planck equation (14), described in Section 3.3.

At a Nash equilibrium we expect $\hat{m} = m$, i.e. the anticipations of the players to be correct. The result is a closed model of coupled equations in the form of problem (1).

3.5. Example and a relation to continuous control. When the Lévy process $X$ is self-similar,\textsuperscript{8} the control of the time change rate can be interpreted as the classical continuous control, i.e. control of the size of the spatial increments of the process.

Let $L$ in (10) be given by $L(\zeta) = \frac{1}{2}\zeta^2$ for $q > 1$, and assume the infinitesimal generator of $X$ is the fractional Laplacian, $\mathcal{L} = (-\Delta)^\sigma$ (see Definition A.1). We have $F(z) = \frac{2-1}{q}(z^+)^{\frac{q}{q+1}}$ (cf. Table 1 in the Appendix) and $\mathcal{L}^* = \mathcal{L}$, hence the mean field game system takes the form

$$\begin{cases} -\partial_t u = \frac{q-1}{q} \left((-\Delta)^\sigma u^+\right)^{\frac{q}{q-1}} + f(m), \\ \partial_t m = (-\Delta)^\sigma \left((-\Delta)^\sigma u^+ m\right)^{\frac{q}{q-1}} . \end{cases}$$

These equations are degenerate and $F$ satisfies (A1) with $\gamma = \frac{1}{q-1}$, as well as (A2). Existence of solutions of problem (15) follows from Theorem 2.1(i) if $2\sigma \in (0,1)$, $m_0$ satisfies (A3), $f, g$ satisfy (A4) and (RA).

If e.g. $\alpha = 1$, $q < q_\sigma(\sigma) = \frac{1+\sigma}{2\sigma(1-\sigma)}$, and (A5) holds, we also have uniqueness (see Theorem 2.1(iii)). Note that $q_\sigma$ is decreasing, $q_\sigma(\frac{1}{2}) = 1$, and $\lim_{\sigma \to 0^+} q_\sigma = \infty$.

Next consider the optimal control problem (8) with non-negative control processes $\lambda$ replacing $\theta$ and controlled process $Y_t$ given by the SDE

$$dY_t = \lambda_s dX_s = \lambda_s \int_{\mathbb{R}^d} z\tilde{N}(dt,dz), \quad \text{and} \quad Y_t = x,$$

where $\tilde{N}$ is the compensated Poisson measure defined from $X$.\textsuperscript{9} This is a classical control problem, and under suitable assumptions it leads to the following Bellman equation (see [8, 39])

$$\begin{equation} -\partial_t u = \sup_{\lambda} \left( \text{p.v.} \int_{\mathbb{R}^d} \left( u(x + \lambda z) - u(x) \right) \frac{c_d \nu}{|z|^d + 2\nu} dz - \tilde{L}(\lambda) + f(s,x) \right), \tag{16} \end{equation}$$

\textsuperscript{8} $X$ is self-similar if there exists $c > 0$ such that for all $a, t > 0$, $a^{-1}X_{at} = X_t$ in distribution.

\textsuperscript{9} $\tilde{N}(dt,dz) = N(dt,dz) - 1_{B_t}(z)\nu(dz) dt$ where is $N$ is the Poisson measure with intensity $\nu$.\textsuperscript{9}
where p.v. denotes the principal value. Self-similarity (seen through ν) then yields
\[
p.v. \int \left( u(x + \lambda z) - u(x) \right) \frac{c_{d,\sigma}}{z^{d+2\sigma}} \, dz = \lambda^{2\sigma} \, p.v. \int \left( u(x + z) - u(x) \right) \frac{c_{d,\sigma}}{z^{d+2\sigma}} \, dz = -\lambda^{2\sigma} (-\Delta)^{\sigma} u(x).
\]
Let \( \lambda^{2\sigma} = \zeta \) and \( \tilde{L}(\lambda) = \frac{\lambda}{2} \lambda^{\frac{d}{2\sigma}} = L(\zeta) \), and \( f = f(m) \). Then the Bellman equations in (15) and (16) coincide. This means that in this case the classical continuous control problem and the original controlled time change rate problem coincide as well.

4. Preliminaries

4.1. Basic notation. By \( K_d = 2\pi^{d/2} \Gamma(d/2)^{-1} \) we denote the surface measure of the \( (d-1) \)-dimensional unit sphere. By \( B_r \) and \( B^c_r \) we denote the ball of radius \( r \) centred at 0 and its complement in \( \mathbb{R}^d \), respectively. Similarly, \( B_r(x) \) denotes a ball centred at \( x \).

**Definition 4.1.** A function \( \phi \) is Hölder-continuous at \( x \in \mathbb{R}^d \) with parameter \( \alpha \in (0, 1] \) if for some \( r > 0 \)
\[
[\phi]_{C^\alpha(B_r(x))} = \sup_{y \in B_r(x) \setminus \{x\}} \frac{|\phi(x) - \phi(y)|}{|x - y|^{\alpha}} < \infty.
\]
The space \( C^\alpha(\mathbb{R}^d) \) consists of functions which are Hölder-continuous at every point in \( \mathbb{R}^d \) with parameter \( \alpha \). Further, define
\[
[\phi]_\alpha = \sup_{x \in \mathbb{R}^d} [\phi]_{C^\alpha(B_r(x))} \quad \text{and} \quad \|\phi\|_\alpha = \|\phi\|_{L^\infty(\mathbb{R}^d)} + [\phi]_\alpha.
\]

We denote \( C^\alpha_0(\mathbb{R}^d) = \{ \phi : \|\phi\|_\alpha < \infty \} \).

Note that the definition of \( C^\alpha_0(\mathbb{R}^d) \) is equivalent to the more standard notation, where the supremum in (17) is taken over \( |x - y| \in \mathbb{R}^d \setminus \{0\} \). The space \( C^1_0(\mathbb{R}^d) \) consists of bounded, Lipschitz-continuous functions. By \( C^1(\mathbb{R}^d) \), \( C^2(\mathbb{R}^d) \) we denote spaces of once or twice continuously differentiable functions.

**Definition 4.2.** For \((t, x) \in T \times \mathbb{R}^d \) and \( \alpha, \beta \in (0, 1] \), define
\[
[\phi]_{C^{\beta,\alpha}([0, t] \times B_r(x))} = \sup_{y \in B_r(x)} |\phi(y)|_{C^{\beta}([0, t])} + \sup_{s \in [0, t]} [\phi(s)]_{C^{\alpha}(B_r(x))}.
\]
We also denote \( C^{\beta,\alpha}_0([0, t] \times \mathbb{R}^d) = \{ \phi : \|\phi\|_{C^{\beta,\alpha}([0, t] \times \mathbb{R}^d)} < \infty \} \), where
\[
\|\phi\|_{C^{\beta,\alpha}([0, t] \times \mathbb{R}^d)} = \|\phi\|_{L^\infty([0, t] \times \mathbb{R}^d)} + \sup_{x \in \mathbb{R}^d} [\phi]_{C^{\beta,\alpha}([0, t] \times B_r(x))}.
\]

**Definition 4.3.** By \( B(T, X) \), where \( X \) is a normed space, we denote the space of bounded functions from \( T \) to \( X \), namely
\[
B(T, X) = \{ u : T \to X : \sup_{t \in T} \|u(t)\|_X < \infty \}.
\]
Note the subtle difference between \( B(T, X) \) and the usual space \( L^\infty(T, X) \).

4.2. Spaces of measures. Let \( \mathcal{P}(\mathbb{R}^d) \) be the space of probability measures on \( \mathbb{R}^d \), a subspace of the space of bounded, signed Radon measures \( M_b(\mathbb{R}^d) = C_0(\mathbb{R}^d)^* \). We denote
\[
m[\phi] = \int_{\mathbb{R}^d} \phi(x) \, m(dx) \quad \text{for every} \ m \in \mathcal{P}(\mathbb{R}^d) \ \text{and} \ \phi \in C_b(\mathbb{R}^d).
\]
The space \( P(\mathbb{R}^d) \) is equipped with the topology of weak convergence of measures,\(^{10}\) namely
\[
\lim_{n \to \infty} m_n = m \quad \text{if and only if} \quad \lim_{n \to \infty} m_n[\phi] = m[\phi] \quad \text{for every} \quad \phi \in C_0(\mathbb{R}^d).
\]
This topology can be metrised by an embedding into a normed space (see [10, §8.3]).

**Definition 4.4.** The Rubinstein–Kantorovich norm \( \| \cdot \|_0 \) on \( M_0(\mathbb{R}^d) \) is given by
\[
\|m\|_0 = \sup \{ m[\psi] : \psi \in C_0(\mathbb{R}^d), \|\psi\|_\infty \leq 1, \|\psi\|_1 \leq 1 \}.
\]

While the space \( (M_0(\mathbb{R}^d), \| \cdot \|_0) \) is not completely metrisable, thanks to [51, Theorems 4.19 and 17.23], both \( P(\mathbb{R}^d) \) and \( C(\overline{\mathbb{T}}, P(\mathbb{R}^d)) \) are complete spaces.

Consider the set \( \mathcal{P}_{ac}(\mathbb{R}^d) = L^1(\mathbb{R}^d) \cap P(\mathbb{R}^d) \), i.e.
\[
\mathcal{P}_{ac}(\mathbb{R}^d) = \{ u \in L^1(\mathbb{R}^d) : \|u\|_{L^1(\mathbb{R}^d)} = 1, \ u \geq 0 \}.
\]
We endow \( \mathcal{P}_{ac}(\mathbb{R}^d) \) with the topology inherited from \( P(\mathbb{R}^d) \).

**Definition 4.5.** A set of measures \( \Pi \subset P(\mathbb{R}^d) \) is tight if for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \subset \mathbb{R}^d \) such that for every \( m \in \Pi \) we have \( m(K_\varepsilon) \geq 1 - \varepsilon \).

This concept is important because of the Prokhorov theorem, which states that a set \( \Pi \subset P(\mathbb{R}^d) \) is pre-compact if and only if it is tight.

**Definition 4.6.** A real function \( V \in C^2(\mathbb{R}^d) \) is a Lyapunov function if \( V(x) = V_0(\sqrt{1 + |x|^2}) \) for some subadditive, non-decreasing function \( V_0 : [0, \infty) \to [0, \infty) \) such that \( \|V_0\|_{\infty}, \|V_0''\|_{\infty} \leq 1 \), and \( \lim_{x \to \infty} V_0(x) = \infty \).

**Remark 4.7.** (a) Because \( \|V_0\|_{\infty}, \|V_0''\|_{\infty} \leq 1 \), we also have \( \|\nabla V\|_{\infty}, \|D^2V\|_{\infty} \leq 1 \). Note that the choice of the constant 1 in this condition is arbitrary.

(b) \( 1 + |x|^2 \) is a Lyapunov function (see also Proposition A.4).

(c) If \( m_0 \in P(\mathbb{R}^d) \) has a finite first moment and \( V \) is any Lyapunov function, then \( m_0[V] < \infty \). Indeed, since \( 0 \leq V_0 \leq 1 \), we have \( V(x) = V(0) + |x|, \) thus \( m_0[V] \leq V(0) + \int_{\mathbb{R}^d} |x| \, dm_0 \).

**Proposition 4.8.** If \( V \) is a Lyapunov function, then for every \( r > 0 \) the set
\[
\mathcal{P}_{V,r} = \{ m \in \mathcal{P}(\mathbb{R}^d) : m[V] \leq r \}
\]
is tight and then compact by the Prokhorov theorem.

**Proof.** Notice that the set \( \mathcal{P}_{V,r} \) is closed. Let \( \varepsilon > 0 \). Since \( \lim_{|x| \to \infty} V(x) = \infty \), the set \( K_\varepsilon = \{ x \in \mathbb{R}^d : V(x) \leq \frac{\varepsilon}{r} \} \) is compact. Then it follows from the Chebyshev inequality that for every \( m \in \mathcal{P}_{V,r} \),
\[
m(K_\varepsilon) \leq \frac{\varepsilon}{r} \int_{(V > \frac{\varepsilon}{r})} V \, dm \leq \frac{\varepsilon}{r} m[V] \leq \varepsilon.
\]
Hence the set \( \mathcal{P}_{V,r} \) is tight and thus compact by the Prokhorov theorem. \( \square \)

The reverse statement is also true.

**Lemma 4.9.** If the set \( \Pi \subset P(\mathbb{R}^d) \) is tight, then there exists a Lyapunov function \( V \) such that \( m[V] \leq 1 \) for every \( m \in \Pi \).

\(^{10}\)It is also called narrow, vague or \( w^* \)-convergence.
Proof. We proceed in steps, constructing successive functions, which accumulate properties required by Definition 4.6 and are adequately integrable.

\*Step 1. Integrability, monotonicity, unboundedness. The conclusion of this step is essentially stated in [10, Example 8.6.5 (iii)], but a complete proof is lacking and the precise function \( v_0 \), which we need, cannot be extracted. Let

\[
v(x) = v_0(|x|), \quad \text{where} \quad v_0(t) = \sup_{m \in \Pi} m \{x : |x| \geq t\}.
\]

Then \( v_0 : [0, \infty) \to [0, 1] \) is a non-increasing function such that \( v_0(0) = 1 \). Because \( \Pi \) is tight, we also have \( \lim_{t \to \infty} v_0(t) = 0 \).

For \( m \in \Pi \), let \( \Phi^m(\tau) = m \circ v^{-1}([0, \tau]) \). Then (see Remark 4.10)

\[
\Phi^m(\tau) = m(v^{-1}([0, \tau])) = m \{x : \forall \tilde{m} \in \Pi \; \tilde{m} \{y : |y| \geq |x| \} < \tau \}
\]

\[
\leq m \{x : m\{y : |y| \geq |x| \} < \tau \} \leq \tau.
\]

By “change of variables” [10, Theorem 3.6.1] and integration by parts [10, Exercise 5.8.112], this gives us

\[
\int_{\mathbb{R}} - \log(v(x)) \; m(dx) = \int_0^1 - \log(\tau) \; d\Phi^m(\tau) = \int_0^1 \frac{\Phi^m(\tau)}{\tau} \; d\tau \leq \int_0^1 \frac{1}{\tau} \; d\tau.
\]

Notice that \(- \log(v_0) : [0, \infty) \to [0, \infty] \) is non-decreasing, \( \log(v_0(0)) = 0 \), and \( \lim_{t \to \infty} - \log(v_0(t)) = \infty \).

\[\begin{align*}
&v_1 = -\log(v_0) \\
&\frac{1}{2} < a_1 < a_2 < a_3 \\
&\frac{1}{8} < \frac{1}{2} \text{ and } \frac{1}{3} < a_2 \geq \frac{2}{3}
\end{align*}\]

Figure 1. Comparison of \(- \log(v_0) \) and \( v_1 \).

\*Step 2. Continuity, concavity.\(^{12}\) For \( N \in \mathbb{N} \cup \{\infty\} \) and sequences \( \{a_n\}, \{b_n\} \) to be fixed later, let \( v_1 : [0, \infty) \to [-1, \infty) \) be the piecewise affine function given by (see Figure 1)

\[
v_1(t) = \sum_{n=0}^N l_n(t) \mathbbm{1}_{[a_n, a_{n+1})}(t), \quad \text{where} \quad l_n(t) = 2^{-n}(t - a_n) + b_n.
\]

We set \( a_0 = 0 \). For \( n \in \mathbb{N} \), when \( a_n < \infty \), let \( b_n = - \log(v_0(a_n)) - 2^{-n} \) and

\[
a_{n+1} = \inf A_n, \quad \text{where} \quad A_n = \{t \geq a_n : - \log(v_0(t)) - l_n(t) \leq 2^{-n-1}\}.
\]

We put \( \inf \emptyset = \infty \) and \( N = \sup \{n : a_n < \infty\} \). Note that for every \( n < N + 1 \),

\[
- \log(v_0(a_n)) - v_1(a_n) = - \log(v_0(a_n)) - b_n = 2^{-n}
\]

\(^{11}\)From [10, Exercise 5.8.112 (i)] we get \( \int_1^{\infty} - \log(\tau) \; d\Phi^m(\tau) = \int_1^{\infty} \frac{\Phi^m(\tau)}{\tau} \; d\tau \) for every \( r > 0 \). Then we may pass to the limit \( r \to 0 \) by the monotone convergence theorem, cf. [10, Exercise 5.8.112 (iii)].

\(^{12}\)Concavity serves as an intermediate step to obtain subadditivity.
and on the interval \([a_n, a_{n+1}]\),
\[
- \log (v_0) - v_1 \geq 2^{-n-1} \quad \text{(hence } - \log (v_0(t)) \geq v_1(t) \text{ for every } t \geq 0).\]

To verify continuity, take a sequence \(\{s_k\} \subset A_n\) such that \(\lim_{k \to \infty} s_k = a_{n+1}\). Then, because \(- \log (v_0)\) is non-decreasing and \(l_n\) is continuous,
\[
- \log (v_0(a_{n+1})) - l_n(a_{n+1}) \leq \liminf_{k \to \infty} \left(- \log (v_0(s_k)) - l_n(s_k)\right) \leq 2^{-n-1}.
\]

Thus
\[
- \log (v_0(a_{n+1})) - l_n(a_{n+1}) = 2^{-n-1},
\]
i.e. \(l_{n+1}(a_{n+1}) = b_{n+1} = l_n(a_{n+1})\), which implies that \(v_1\) is continuous. Moreover, \(a_{n+1} - a_n \geq \frac{1}{2}\), since this distance is the shortest when \(\log (v_0)\) is constant on \([a_n, a_{n+1}]\). We have \(v_1(0) = -1\), \(\lim_{t \to \infty} v_1(t) = \infty\), and
\[
v_1' = \sum_{n=0}^{N} 2^{-n} \mathbb{1}_{(a_n, a_{n+1})} \quad \text{(a non-increasing function, see Figure 2)},
\]
which implies that \(v_1\) is concave. In addition, \(v_1(t) \leq t - 1\), hence \(v_1(1) \leq 0\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2}
\caption{Comparison of \(v_1'\) and \(v_2'\)}
\end{figure}

\(\diamond\) Step 3. Differentiability. Let \(p(t) = \frac{1}{4}(t^3 - 3t + 6)\mathbb{1}_{[-1,1]}(t)\). Then \(p\) acts as a smooth transition between values 2 and 1 on the interval \([-1, 1]\), with vanishing derivatives at the end points. Let \(v_2\) be such that \(v_2(0) = -1\) and (see Figure 2)
\[
v_2'(t) = \mathbb{1}_{[a_1, a_2 - \frac{1}{2}]}(t) + \sum_{n=1}^{N} 2^{-n} \left(p(t - a_n) + \mathbb{1}_{[a_n + \frac{1}{8}, a_{n+1} - \frac{1}{8}]}(t)\right).
\]

Then \(v_2 \in C^2([0, \infty))\), \(v_2\) is concave, increasing, and \(\lim_{t \to \infty} v_2(t) = \infty\). Moreover,
\[
\|v''_2\| \leq \sup_t \left|\frac{1}{2} \frac{d}{dt} p(8t)\right| \leq 3.
\]

Next, we verify that \(v_2 \geq v_1\). Notice that for every \(t \in [-1, 1]\),
\[
\int_{-1}^{1} p(s) \, ds \leq \int_{-1}^{1} 2 \cdot \mathbb{1}_{[-1,0]}(s) + \mathbb{1}_{[0,1]}(s) \, ds, \quad \text{and} \quad \int_{-1}^{1} p(s) \, ds = 3.
\]

By suitable scaling and shifting, for every \(t \in \bigcup_{n=1}^{N} [a_n - \frac{1}{8}, a_n + \frac{1}{8}]\) we obtain \(v_2(t) \leq v_1(t)\), and \(v_2(t) = v_1(t)\) otherwise.

\(\diamond\) Step 4. Subadditivity, bounds on derivatives. Let \(V_0 = \frac{1}{2}(v_2 + 1)\). Then \(V_0 : [0, \infty) \to [0, \infty)\) is concave and hence subadditive. Moreover, \(V_0\) is increasing, \(\lim_{t \to \infty} V_0(t) = \infty\), and \(\|V_0''\|_{\infty} \leq 1\). This proves that \(V(x) = V_0(\sqrt{1 + x^2})\) is a Lyapunov function. By subadditivity and monotonicity we have
\[
V_0(\sqrt{1 + t^2}) \leq V_0(t + 1) \leq V_0(t) + V_0(1),
\]
hence for every \( m \in \Pi \), because \( v_2 \leq v_1 \leq -\log(v_0) \) and by (18),
\[
0 \leq \int_{\mathbb{R}^d} V(x) ma(dx) \leq V_0(1) + \int_{\mathbb{R}^d} V_0(|x|) ma(dx)
\]
\[
\leq \frac{v_2(1) + 1}{3} + \frac{1}{3} - \frac{1}{3} \int_{\mathbb{R}^d} \log(v(x)) ma(dx) \leq \frac{v_1(1)}{3} + \frac{1}{3} + \frac{1}{3} \leq 1.
\]
This shows that \( V \) is a Lyapunov function such that \( m[V] \leq 1 \) for every \( m \in \Pi \). □

**Remark 4.10.** Notice that
\[
\{ x : m\{ y : |y| \geq |x| \} < \tau \} = \{ x : |x| > r_\tau \},
\]
while
\[
\{ x : m\{ y : |y| > |x| \} \geq \tau \} = \{ x : |x| \geq r_\tau \},
\]
where \( r_\tau \) is such that
\[
m\{ x : |x| > r_\tau \} \leq \tau \leq m\{ x : |x| \geq r_\tau \}.
\]
If \( m \) is absolutely continuous with respect to the Lebesgue measure, then the measure \( m \) of both sets is equal to \( \tau \). Choosing the correct inequality in the definition of the function \( v_0 \) is essential to the proof of Lemma 4.9.

### 4.3. Lévy operators.

**Definition 4.11.** A Radon measure \( \nu \) on \( \mathbb{R}^d \setminus \{0\} \) such that \( \int_{\mathbb{R}^d} (1 \wedge |z|^2) \nu(dz) < \infty \) is a Lévy measure. A Lévy measure \( \nu \) is symmetric at the origin if \( \nu(A) = \nu(-A) \) for every \( A \subset B_1 \).

**Remark 4.12.** (a) If \( \nu \) is symmetric at the origin, then we may omit the term \( \mathbb{1}_{B_1}(z) z \cdot \nabla \phi(x) \) under the integral in (L), by considering the principal value integral around \( \{0\} \).

(b) If \( \int_{B_1} |z| \nu(dz) < \infty \), then we may equivalently write
\[
L\phi = \left( c - \int_{B_1} z \nu(dz) \right) \cdot \nabla \phi + \text{tr} \left( a a^T D^2 \phi \right) + \int_{\mathbb{R}^d} \left( \phi(x+z) - \phi(x) \right) \nu(dz).
\]
In particular, we may have \((\int_{B_1} z \nu(dz), 0, \nu)\) as a triplet in (L) (cf. (LA)).

**Lemma 4.13.** Assume (L) and \( V \) is a Lyapunov function. The following are equivalent

(i) \( \int_{B_1} V(z) \nu(dz) < \infty \);

(ii) \( \|LV\|_\infty < \infty \);

(iii) \( \vartheta_1(x) = \int_{B_1} (V(x+z) - V(x)) \nu(dz) \in L^\infty(\mathbb{R}^d) \);

(iv) \( \vartheta_2(x) = \int_{B_1} |V(x+z) - V(x)| \nu(dz) \in L^\infty(\mathbb{R}^d) \).

**Proof.** Let
\[
\vartheta_0(x) = c \cdot \nabla V(x) + \text{tr} \left( a a^T D^2 V(x) \right) + \int_{B_1} \left( V(x+z) - V(x) - z \cdot \nabla V(z) \right) \nu(dz).
\]
Because \( V \) is a Lyapunov function (see Remark 4.7(a)), we have
\[
\|\vartheta_0\|_\infty \leq |c| + |a|^2 + \int_{B_1} |z|^2 \nu(dz).
\]
Observe that \( \|LV\|_\infty - \|\vartheta_0\|_\infty \leq \|\vartheta_1\|_\infty \leq \|\vartheta_2\|_\infty \), hence (iv) \( \Rightarrow \) (iii) \( \Rightarrow \) (ii). We also notice \( \|LV\|_\infty \geq \|\vartheta_1\|_\infty - \|\vartheta_0\|_\infty \) and \( \int_{B_1} V(z) \nu(dz) = \vartheta_1(0) + \nu(B_1) \), thus (ii) \( \Rightarrow \) (iii) \( \Rightarrow \) (i).
Lemma 4.17. Assume (L). For every

\[ |V(y) - V(x)| \leq V_0 \left( |\sqrt{1 + |y|^2} - \sqrt{1 + |x|^2} | \right) \leq V_0 \left( \sqrt{1 + |y - x|^2} \right). \]

Now we may estimate

\[ \int_{B_1^c} |V(x + z) - V(x)| \nu(dz) \leq \int_{B_1^c} V(z) \nu(dz). \]

\[ \Box \]

Corollary 4.14. Assume (L), (A3). There exists a Lyapunov function \( V \) such that \( m_0[V], \|\mathcal{L}V\|_\infty < \infty \).

Proof. Since the measure \( \mathbb{1}_{B_1^c} \nu \) is bounded, the set \( \mathbb{1}_{B_1^c} \nu, m_0 \) is tight. By Lemma 4.9 we can thus find a Lyapunov function such that \( \int_{B_1^c} V(z) \nu(dz) < \infty \) and \( m_0[V] < \infty \). Thanks to Lemma 4.13 (ii) we also have \( \|\mathcal{L}V\|_\infty < \infty \).

Let \( \mathcal{L} \) be a Lévy operator with triplet \((c, a, \nu)\). Denote

\[ \|\mathcal{L}\|_{LK} = |c| + |a|^2 + \frac{1}{2} \int_{B_1} |z|^2 \nu(dz) + 2 \nu(B_1^c). \]

Proposition 4.15. Assume (L). For every \( \phi \in C^2_b(\mathbb{R}^d) \) we have

\[ \|\mathcal{L}\phi\|_\infty \leq \|\mathcal{L}\|_{LK}\|\phi\|_{C^2_b(\mathbb{R}^d)}. \]

Proof. Using the Taylor expansion, we calculate

\[ \|\mathcal{L}\phi\|_\infty \leq |c| \|\nabla \phi\|_\infty + |a|^2 \|D^2 \phi\|_\infty + \int_{\mathbb{R}^d} (\phi(x + z) - \phi(x) - \mathbb{1}_{B_1}(z) z \cdot \nabla \phi(x)) \nu(dz) \]

\[ \leq |c| \|\nabla \phi\|_\infty + |a|^2 \|D^2 \phi\|_\infty + \frac{\|D^2 \phi\|_\infty}{2} \int_{B_1} |z|^2 \nu(dz) + 2 \|\phi\|_\infty \nu(B_1^c). \]

\[ \Box \]

Remark 4.16. The mapping \( \mathcal{L} \mapsto \|\mathcal{L}\|_{LK} \) is a norm on the space (convex cone) of Lévy operators. It dominates the operator norm \( C^2_b(\mathbb{R}^d) \to C_b(\mathbb{R}^d) \), but they are not equivalent.

Lemma 4.17. Assume (L). For \( \varepsilon \in (0, 1) \) there exists a family of operators \( \mathcal{L}^\varepsilon : L^1(\mathbb{R}^d) \to L^1(\mathbb{R}^d) \) of the form

\[ \mathcal{L}^\varepsilon \mu(x) = \int_{\mathbb{R}^d} (\mu(x + z) - \mu(x)) \nu^\varepsilon(dz), \]

where \( \nu^\varepsilon(\mathbb{R}^d) < \infty \) and \( \text{supp} \nu^\varepsilon \subset \mathbb{R}^d \setminus B_\varepsilon \). Moreover,

(i) \( \|\mathcal{L}^\varepsilon \mu\|_{L^1(\mathbb{R}^d)} \leq (c_\mathcal{L}/\varepsilon^3) \|\mu\|_{L^1(\mathbb{R}^d)} \) for a constant \( c_\mathcal{L} > 0 \);

(ii) \( \lim_{\varepsilon \to 0} \|\mathcal{L}^\varepsilon \varphi - \mathcal{L} \varphi\|_\infty = 0 \) for every \( \varphi \in C_c^\infty(\mathbb{R}^d) \);

(iii) \( \sup_{\varepsilon \in (0, 1)} (\|\mathcal{L}^\varepsilon V\|_\infty + \|\mathcal{L}^\varepsilon\|_{LK}) < \infty \) for every Lyapunov function \( V \) such that \( \|\mathcal{L}V\|_\infty < \infty \).

Proof. Part (i). Let \( (c, a, \nu) \) be the Lévy triplet of \( \mathcal{L} \) and \( a = (a_1, \ldots, a_d) \in \mathbb{R}^{d \times d} \) with \( a_i \in \mathbb{R}^d \). Consider

\[ \nu_c^\varepsilon = \frac{|c|}{\varepsilon^3} \delta_{\varepsilon}, \quad \nu_1^\varepsilon(E) = \nu(E \setminus B_\varepsilon), \]

\[ \nu_a^\varepsilon = \sum_{i=1}^d \frac{|a_i|^2}{\varepsilon^2} (\delta_{E \setminus \varepsilon a_i} + \delta_{-E \setminus \varepsilon a_i}), \quad \nu_2^\varepsilon(E) = \frac{1}{\varepsilon} \nu \left( (B_1 \setminus B_\varepsilon) \cap (-E/\varepsilon) \right), \]

\[ \Box \]
and denote \( \nu^\varepsilon = \nu_1^\varepsilon + \nu_2^\varepsilon + \nu_3^\varepsilon + \nu_4^\varepsilon \). Notice that \( \nu^\varepsilon \) is a bounded, non-negative measure with \( \text{supp} \, \nu^\varepsilon \subset \mathbb{R}^d \setminus B_\varepsilon \) (hence a Lévy measure). Let \( \mathcal{L}^\varepsilon = \mathcal{L}^\varepsilon_{\text{loc}} + \mathcal{L}^\varepsilon_{\text{nonloc}}, \)

where, for \( \mu \in L^1(\mathbb{R}^d), \)

\[
\mathcal{L}^\varepsilon_{\text{loc}} \mu(x) = \int_{\mathbb{R}^d} \left( \mu(x + z) - \mu(x) \right) \nu_1^\varepsilon(dz)
\]

\[
= \left| \frac{c}{\varepsilon} \right| \left( \mu(x + \frac{a_z}{|a_z|}) - \mu(x) \right) + \frac{d}{\varepsilon^2} \left( \mu(x + \frac{a_z}{|a_z|}) + \mu(x) - 2\mu(x) \right),
\]

and

\[
\mathcal{L}^\varepsilon_{\text{nonloc}} \mu = \int_{\mathbb{R}^d} \left( \mu(x + z) - \mu(x) \right) \nu_2^\varepsilon(dz)
\]

\[
= \int_{B_\varepsilon} \left( \mu(x + z) - \mu(x) - \frac{1}{\varepsilon} \mu \left( \frac{z}{|z|} \right) \frac{x - \varepsilon z}{|z|} - \mu(x) \right) \nu(dz).
\]

Note that

\[
\nu_1^\varepsilon(B_1 \setminus B_\varepsilon) + \nu_2^\varepsilon(B_\varepsilon) = (1 + \varepsilon^{-1}) \nu(B_1 \setminus B_\varepsilon) \leq (\varepsilon^{-2} + \varepsilon^{-3}) \int_{B_1} |z|^2 \nu(dz),
\]

and hence

\[
\left\| \mathcal{L}^\varepsilon \mu \right\|_{L^1(\mathbb{R}^d)} \leq \left( \frac{2|c|}{\varepsilon} + \frac{4|a|^2}{\varepsilon^2} + 2
\right) \nu(B_1) \left( \frac{2 + 2\varepsilon}{\varepsilon^3} \int_{B_1} |z|^2 \nu(dz) \right) \left\| \mu \right\|_{L^1(\mathbb{R}^d)}
\]

\[
\leq \frac{4}{\varepsilon^{1/2}} \left( |c| + |a|^2 + \int_{\mathbb{R}^d} (1 + |z|^2) \nu(dz) \right) \left\| \mu \right\|_{L^1(\mathbb{R}^d)}.
\]

This shows that \( \mathcal{L}^\varepsilon : L^1(\mathbb{R}^d) \to L^1(\mathbb{R}^d) \) and \( \left\| \mathcal{L}^\varepsilon \mu \right\|_{L^1(\mathbb{R}^d)} \leq \left( c\varepsilon^{-1} \right) ||\mu||_{L^1(\mathbb{R}^d)}. \)

\D Part (ii). For every \( \varphi \in C_c^\infty(\mathbb{R}^d) \), by using the Taylor expansion and the Cauchy–Schwarz inequality (for the third-order remainder), we get

\[
\left| \left( \mathcal{L}^\varepsilon_{\text{loc}} - c \cdot \nabla - \text{tr} \left( aa^T D^2(\cdot) \right) \right) \varphi(x) \right| \leq \frac{c}{2} \|D^2 \varphi\|_\infty + 2|a|^2 \|D^3 \varphi\|_\infty.
\]

Let \( \mathcal{L}_{\nu} \varphi(x) = \int_{\mathbb{R}^d} \left( \varphi(x + z) - \varphi(x) - \frac{1}{\varepsilon} \varphi(z) \cdot \nabla \varphi(x) \right) \nu(dz) \). Then

\[
\left( \mathcal{L}^\varepsilon_{\text{nonloc}} - \mathcal{L}_{\nu} \right) \varphi(x) = \left| \int_{B_1 \setminus B_\varepsilon} \left( \varphi(x - \varepsilon z) - \varphi(x) + \varphi(z) \cdot \nabla \varphi(x) \right) \nu(dz) \right|
\]

\[
- \int_{B_\varepsilon} \left( \varphi(x + z) - \varphi(x) - \varphi(z) \cdot \nabla \varphi(x) \right) \nu(dz)
\]

\[
\leq \frac{\varepsilon}{2} ||D^2 \varphi||_\infty \int_{B_1} |z|^2 \nu(dz) + \frac{1}{2} ||D^2 \varphi||_\infty \int_{B_\varepsilon} |z|^2 \nu(dz).
\]

Since \( \lim_{\varepsilon \to 0} \int_{B_\varepsilon} |z|^2 \nu(dz) = 0 \) by the Lebesgue dominated convergence theorem, it follows from (21) and (22) that

\[
\lim_{\varepsilon \to 0} \left( \|\mathcal{L}^\varepsilon - \mathcal{L}\varphi\|_\infty = 0. \right.
\]

\D Part (iii). Let \( V \) be a Lyapunov function such that \( \|\mathcal{L}^\varepsilon V\|_\infty < \infty \). Then also \( \|\mathcal{L}_{\nu} V\|_\infty < \infty \). Because of the definition of \( \mathcal{L}^\varepsilon = \mathcal{L}^\varepsilon_{\text{loc}} + \mathcal{L}^\varepsilon_{\text{nonloc}}, \) in a way similar to (21) and (22), we have

\[
\|\mathcal{L}^\varepsilon V\|_\infty \leq |c| \|\nabla V\|_\infty + |a|^2 \|D^2 V\|_\infty + ||D^2 V||_\infty \int_{B_1} |z|^2 \nu(dz) + ||\mathcal{L}_{\nu} V||_\infty.
\]

Thus \( \sup_{\varepsilon \in (0,1)} \|\mathcal{L}^\varepsilon V\|_\infty < \infty \). Notice that

\[
\int_{B_1} z \nu_1^\varepsilon(dz) = c, \quad \int_{B_1} z \nu_2^\varepsilon(dz) = 0, \quad \text{and} \quad \int_{B_1} (\nu_1^\varepsilon + \nu_2^\varepsilon)(dz) = 0,
\]
thus the Lévy triplet of the operator $\mathcal{L}^c$ is $(c, 0, \nu_c)$ (see Remark 4.12(b)). Hence
\[
\|\mathcal{L}^c\|_{LK} = |c| + \frac{\varepsilon|c|}{2} + |a|^2 + \frac{1}{2} \int_{B_1 \setminus B_r} (1 + \varepsilon)|z|^2 \nu(dz) + 2\nu(B_1^c) \\
\leq (1 + \varepsilon)\|\mathcal{L}\|_{LK}.
\]

Next we prove a result concerning Lévy operators satisfying (LA).

**Proposition 4.18.** Assume (LA) and $\phi \in C_b^p(\mathbb{R}^d)$ for some $p \in (2\sigma, 1]$. Then
\[
\|\mathcal{L}\phi\|_{\infty} \leq \frac{K}{p - 2\sigma}[\phi]_p + 2\|\phi\|_{\infty}\nu(B_1^c)
\]
and
\[
[\mathcal{L}\phi(x)]_{p - 2\sigma} \leq 2\left(\frac{K}{p - 2\sigma} + \nu(B_1^c)\right)[\phi]_p.
\]

Consequently, $\mathcal{L} : C_b^p(\mathbb{R}^d) \to C_b^{p - 2\sigma}(\mathbb{R}^d)$ is a bounded operator.

**Proof.** Estimate (23) is a simple consequence of (LA). To obtain (24), we write
\[
|\mathcal{L}\phi(x) - \mathcal{L}\phi(y)| \leq \int_{B_1} \left|\left(\phi(x + z) - \phi(x)\right) - \left(\phi(y + z) - \phi(y)\right)\right| \nu(dz)
\]
\[
+ \int_{B_1^c} \left|\left(\phi(x + z) - \phi(y + z) - \phi(x) + \phi(y)\right)\right| \nu(dz) = I_1 + I_2.
\]

For $|x - y| \leq 1$ (cf. Definition 4.1, where $y \in B_1(x)$), we get
\[
I_1 \leq 2[\phi]_p \left(\int_{B_{1|x-y|}} |z|^p \nu(dz) + \int_{B_1 \setminus B_{1|x-y|}} |x - y|^p \nu(dz)\right)
\]
\[
= 2[\phi]_p|x - y|^p \int_{B_1} \left(1 \wedge \frac{|z|^p}{|x - y|^p}\right) \nu(dz) \leq \frac{2K}{p - 2\sigma}[\phi]_p|x - y|^{p - 2\sigma}.
\]

Finally,
\[
I_2 \leq 2\nu(B_1^c)[\phi]_p|x - y|^p \leq 2\nu(B_1^c)[\phi]_p|x - y|^{p - 2\sigma}.
\]

**Remark 4.19.** Note that an operator $\mathcal{L}$ satisfying (LC) with $2\sigma \in (0, 1)$ also satisfies (LA). For $\mathcal{L}$ satisfying (LC) with $2\sigma \in [1, 2)$, we have estimates similar to those in Proposition 4.18. Namely, if $\phi \in C_b^p(\mathbb{R}^d) \cap C^1(\mathbb{R}^d)$ is such that $\partial_x \phi \in C_b^p(\mathbb{R}^d)$ for every $i = 1, \ldots, d$ with $p \in (2\sigma - 1, 1]$, then
\[
\|\mathcal{L}\phi\|_{\infty} \leq \frac{KK_d}{1 - \sigma} \max_i [\partial_x \phi]_p + 2\nu(B_1^c)||\phi||_{\infty},
\]
\[
|\mathcal{L}\phi(x)|_{p + 1 - 2\sigma} \leq \left(\frac{KK_d}{2 - 2\sigma} + \nu(B_1^c)\right) \max_i [\partial_x \phi]_p + 2\nu(B_1^c)||\nabla\phi||_{\infty}.
\]

### 4.4. Viscosity solutions

Suppose that $(t, x, \ell) \mapsto \mathcal{F}(t, x, \ell)$ and $w_0$ are continuous functions, and $\mathcal{F}$ is non-decreasing in $\ell$. For $\mathcal{L}$ satisfying (L) with $a = 0$, consider the following problem
\[
\begin{cases}
\partial_t w = \mathcal{F}(t, x, (\mathcal{L}w)(t, x)), & \text{on } T \times \mathbb{R}^d, \\
w(0) = w_0, & \text{on } \mathbb{R}^d.
\end{cases}
\]

For $0 \leq r < \infty$ and $p \in \mathbb{R}^d$ we introduce linear operators
\[
\mathcal{L'}(\phi, p)(x) = \int_{B_r} \left(\phi(x + z) - \phi(x) - \mathbb{1}_{B_1}(z) z \cdot p\right) \nu(dz),
\]
\[
\mathcal{L}_c(\phi, x) = \int_{B_r} \left(\phi(x + z) - \phi(x) - \mathbb{1}_{B_1}(z) z \cdot \nabla \phi(x)\right) \nu(dz).
\]
\[\text{We assume } a = 0 \text{ for simplicity and in order to use results of [23]; we need to allow for } c \neq 0 \text{ because of Remark 4.12(b).}\]
Notice that the operator $\mathcal{L}^r$ is well-defined on every bounded semicontinuous function, while the operator $\mathcal{L}_r$ is well-defined on every $C^2$ function. If $2\sigma \in (0, 1)$ in (LA) or (LC), then we may omit the $p$ and $\nabla \phi$ terms.

**Definition 4.20.** A bounded upper-semicontinuous function $u^- : \mathcal{T} \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a viscosity subsolution of problem (25) if

(i) $u^-(0, x) \leq w_0(x)$ for every $x \in \mathbb{R}^d$;

(ii) for every $r \in (0, 1)$, test function $\phi \in C^2(\mathcal{T} \times \mathbb{R}^d)$, and a maximum point $(t, x)$ of $u^- - \phi$ we have
\[
\partial_t \phi(t, x) - \mathcal{F}(t, x, (c \cdot \nabla \phi + \mathcal{L}^r(u^-, \nabla \phi(t, x))) + \mathcal{L}_r \phi)(t, x) \leq 0.
\]

A bounded lower-semicontinuous function $u^+ : \mathcal{T} \times \mathbb{R}^d \rightarrow \mathbb{R}$ is a viscosity supersolution of problem (25) if

(iii) $u^+(0, x) \geq w_0(x)$ for every $x \in \mathbb{R}^d$;

(iv) for every $r \in (0, 1)$, test function $\phi \in C^2(\mathcal{T} \times \mathbb{R}^d)$, and a minimum point $(t, x)$ of $u^+ - \phi$ we have
\[
\partial_t \phi(t, x) - \mathcal{F}(t, x, (c \cdot \nabla \phi + \mathcal{L}^r(u^+, \nabla \phi(t, x))) + \mathcal{L}_r \phi)(t, x) \geq 0.
\]

A function $w \in C_b(\mathcal{T} \times \mathbb{R}^d)$ is a viscosity solution of problem (25) if it is a subsolution and a supersolution simultaneously.

**Remark 4.21.** (a) A bounded classical solution (in the usual sense, cf. Definition 1.3) is a bounded viscosity solution.

(b) Under some restrictions on the Lévy measure, it possible to consider data and viscosity solutions which are unbounded (with controlled growth).

(c) In Definition 4.20 we could consider $u^-, u^+ : \mathcal{T} \times \mathbb{R}^d \rightarrow \mathbb{R}$ and require inequalities (i), (iii) to hold for upper or lower limits as $t \rightarrow 0$, respectively.

(d) In Definition 4.20 (ii), (iv), we may take a test function $\phi \in \mathcal{X}$, where
\[
\mathcal{X} = \left\{ \psi \in C_b(\mathcal{T} \times \mathbb{R}^d) : \mathcal{L}_1 \psi \in C_b(\mathcal{T} \times \mathbb{R}^d), \partial_t \psi \in C_b(\mathcal{T} \times \mathbb{R}^d) \right\}.
\]

See [34, §10.1.2] for first order PDEs and $\phi \in C^1(\mathcal{T} \times \mathbb{R}^d)$, and the proof for (25) and $\phi \in \mathcal{X}$ is a small modification of this.

(e) In this paper, we only consider two specific examples of the function $\mathcal{F}$

(i) $\mathcal{F}(t, x, \ell) = F(\ell) - f(t, x)$;

(ii) $\mathcal{F}(t, x, \ell) = b(t, x) \ell$;

subjected to further conditions on the regularity of $F$, $f$, and $b$.

**Definition 4.22.** The comparison principle holds for problem (25) if for a subsolution $u^-$ and a supersolution $u^+$, condition $u^-(0, x) \leq u^+(0, x)$ for every $x \in \mathbb{R}^d$ implies $u^-(t, x) \leq u^+(t, x)$ for every $(t, x) \in \mathcal{T} \times \mathbb{R}^d$.

The comparison principle entails uniqueness of viscosity solutions. Complemented with suitable subsolutions and supersolutions, it also implies existence of solutions through the Perron method (cf. [30, Section 4]). If we can show that the viscosity solution is sufficiently regular, then it is a classical solution. We need the following result in this direction.

**Lemma 4.23.** Assume (LA) and let $w$ be a viscosity solution of problem (25). If the comparison principle holds for problem (25) and
\[
w \in B(\mathcal{T}, C^{2\sigma + 1}_b(\mathbb{R}^d)), \quad \sigma \in (0, 1 - 2\varepsilon)
\]
then $\partial_t w \in C_b(\mathcal{T} \times \mathbb{R}^d)$ and $w$ is a bounded classical solution of problem (25).
Proof.  

\begin{enumerate}[\circled{Step 1.}]  
\item We show \(Lw \in C_b(T \times \mathbb{R}^d)\). By Definition 4.20, \(w \in C_b(\mathcal{T} \times \mathbb{R}^d)\), and then since \(w \in B(\mathcal{T}, C^{2\alpha+\varepsilon}_b(\mathbb{R}^d))\), by Proposition 4.18 \(Lw \in B(\mathcal{T}, C_b^2(\mathbb{R}^d))\). Let \((t_n,x_n) \to (t_0,x_0)\), and note that for every \((t,x) \in \mathcal{T} \times \mathbb{R}^d\) we have  
\[
|w(t,x+z) - w(t,x)| \leq 2||w||_B \mathbb{1}_{B_1}(z) + \sup_{s \in \mathcal{T}}|w(s)|2\alpha+\varepsilon \mathbb{1}_{B_2}(z).
\]

The function on the right-hand side is \(\nu\)-integrable in \(z\). Then by (LA), the Lebesgue dominated convergence theorem, and the continuity of \(w\), we get  
\[
\lim_{n \to \infty} Lw(t_n, x_n) = \lim_{n \to \infty} \int_{\mathbb{R}^d} w(t_n, x_n + z) - w(t_n, x_n) \nu(dz) = \int_{\mathbb{R}^d} w(t_0, x_0 + z) - w(t_0, x_0) \nu(dz) = Lw(t_0, x_0).
\]

\item We show \(w\) is a.e. \(t\)-differentiable. Let \(t_0 \in \mathcal{T}\) be fixed and define  
\[
u^+(t,x) = w(t_0,x) + L(t-t_0), \quad L = \|F(t,x,Lw(t,x))\|_{\infty}.
\]

Then \(\nu^+\) and \(\nu^-\) are respectively a viscosity supersolution and a subsolution of problem (25) for \(t \geq t_0\). Therefore, by the comparison principle,  
\[
\nu^-(t,x) \leq w(t,x) \leq \nu^+(t,x), \quad \text{for every } (t,x) \in [t_0,T] \times \mathbb{R}^d.
\]

Hence \(|w(t_0,x) - w(t,x)| \leq L|t-t_0|\), and \(w\) is \(t\)-Lipschitz. Thus, by the theorems of Rademacher [34, §5.8 Theorem 6] and Fubini [10, Theorem 7.6.5], we find that \(w\) is a.e. \(t\)-differentiable in \(\mathcal{T} \times \mathbb{R}^d\).

\item We show \(\partial_t w \in C_b(\mathcal{T} \times \mathbb{R}^d)\). If \(w\) is \(t\)-differentiable at \((t_0,x_0) \in \mathcal{T} \times \mathbb{R}^d\), then there exists a function \(\phi \in X\) (see Remark 4.21(d)) such that \(w - \phi\) has a strict local maximum at \((t_0,x_0)\). Indeed, we can take  
\[
\phi(t,x) = |x - x_0|^{2\alpha+\varepsilon} \left(1 + \sup_{s \in \mathcal{T}}|w(s)|2\alpha+\varepsilon\right) + v(t),
\]

where \(v \in C^1(\mathcal{T})\) is the function we get from [34, §10.1.2, Lemma] (only for \(t\) variable at fixed \(x_0\)) such that \(v(t_0) = w(t_0,x_0)\) and \(v(t,x_0) - v(t)\) attains a maximum at \(t_0\). Hence, since \(\partial_t (w - \phi) = 0\) and \(\mathcal{L}(w - \phi) \leq 0\) at \((t_0,x_0)\), using the definition of a viscosity subsolution (see Remark 4.21(d) again),  
\[
\partial_t w \leq \partial_t \phi \leq F(t,x,L\phi) \leq F(t,x,Lw) \quad \text{at } (t,x) = (t_0,x_0).
\]

A similar argument for supersolutions gives the opposite inequality. Then by a.e. \(t\)-differentiability we get  
\[
\partial_t w(t,x) = F(t,x,Lw(t,x)) \quad \text{a.e. in } \mathcal{T} \times \mathbb{R}^d.
\]

Since \((t,x) \mapsto F(t,x,Lw(t,x)) \in C_b(\mathcal{T} \times \mathbb{R}^d)\), we obtain \(\partial_t w \in C_b(\mathcal{T} \times \mathbb{R}^d)\) and so \(w\) is a bounded classical solution of problem (25). \qed
\end{enumerate}

5. Hamilton–Jacobi–Bellman equation

In this section we discuss problem (2). First, we state a comparison principle for (uniformly continuous) viscosity solutions.

Theorem 5.1. [25, Theorems 6.1, 6.2] Assume (L) with \(a = 0\), (A1), and data \((f,g)\) to be bounded uniformly continuous.

\begin{enumerate}[(i)]
\item The comparison principle (see Definition 4.22) holds for problem (2).
\item There exists a unique viscosity solution of problem (2).
\end{enumerate}

We may also formulate the result in a more useful form.
Lemma 5.2. Assume (L) with $a = 0$ or $\nu = 0$, (A1) and let $u_1, u_2$ be viscosity solutions of problem (2) with bounded uniformly continuous data $(f_1, g_1), (f_2, g_2)$, respectively. Then for every $t \in \mathcal{T}$,
\[
\|u_1(t) - u_2(t)\|_{\infty} \leq (T - t)\|f_1 - f_2\|_{\infty} + \|g_1 - g_2\|_{\infty}.
\]

Proof. For $a = 0$, by the definition of viscosity solutions, we find for $\{i, j\} = \{1, 2\}$, that the function $v_i$ given by
\[
v_i(t, x) = u_j(t, x) - (T - t)\|f_1 - f_2\|_{\infty} - \|g_1 - g_2\|_{\infty}
\]
is a viscosity subsolution of problem (2) with data $(f_i, g_i)$. By Theorem 5.1 (i), we thus obtain $v_1(t, x) \leq u_1(t, x)$ and $v_2(t, x) \leq u_2(t, x)$ for every $(t, x) \in \mathcal{T} \times \mathbb{R}^d$. By combining the inequalities, the result follows.

For $\nu = 0$, see [30] or e.g. [48, Theorem 3.2 (a)]. \(\square\)

For an arbitrary $\mathcal{L}$ satisfying (L), Lemma 5.2 can be proved by combining the arguments of [25] and [49]. However, a full proof would be tedious and such a general statement is not needed in this paper. Since we are only going to use viscosity solutions in detail when (LA) holds, having $a = 0$ is enough. Then, under additional assumptions, we prove existence of bounded classical solutions (see Definition 1.3).

On the other hand, in the proof of Theorem 8.5, where the existence of bounded classical solutions of problem (2) is assumed, we still need a comparison principle. In this setting, it can be obtained by a straightforward application of the maximum principle.

Theorem 5.3. Assume (L), (A1) and let $u_1, u_2$ be bounded classical solutions of problem (2) with continuous data $(f_1, g_1), (f_2, g_2)$, respectively. Suppose there is $K \geq 0$ such that $\|F'(\mathcal{L}u_1)\|_{\infty}, \|F'(\mathcal{L}u_2)\|_{\infty} \leq K$. Then for every $t \in \mathcal{T}$,
\[
\|u_1(t) - u_2(t)\|_{\infty} \leq (T - t)\|f_1 - f_2\|_{\infty} + \|g_1 - g_2\|_{\infty}.
\]

The proof is given in Appendix C.

5.1. The degenerate case.

Theorem 5.4. Assume (LA), (A1) and $(f, g) \in \mathcal{R}_A(\alpha, M)$ (as in (RA)). If $u$ is a viscosity solution of problem (2), then
(i) $u \in B(\mathcal{T}, C^0_b(\mathbb{R}^d))$ with $\max\{\|u(t)\|_{\infty}, [u(t)]_\alpha\} \leq M(T - t + 1)$, and $\mathcal{L}u \in B(\mathcal{T}, C^{\alpha-2\sigma}_b(\mathbb{R}^d))$ with
\[
\|\mathcal{L}u(t)\|_{\alpha-2\sigma} \leq 4\left(\frac{K}{\alpha-2\sigma} + \nu(B_1^\alpha)\right)M(T - t + 1);
\]
(ii) $u$ is a bounded classical solution of problem (2) and $\partial_t u, \mathcal{L}u \in C_0(\mathcal{T} \times \mathbb{R}^d)$;
(iii) if $u_n$ are viscosity solutions of problem (2), with data $(f_n, g_n) \in \mathcal{R}_A(\alpha, M)$ and we have $\lim_{n \to \infty} \|u_n - u\|_{\infty} = 0$, then $\mathcal{L}u_n(t) \to \mathcal{L}u(t)$ uniformly on compact sets in $\mathbb{R}^d$ for every $t \in \mathcal{T}$.

Proof. Part (i). Let $y \in \mathbb{R}^d$ and define $\tilde{u}(t, x) = u(t, x + y)$. Notice that $\tilde{u}$ is a viscosity solution of problem (2) with data $(f, \tilde{g})$, where $f(x) = f(x + y)$ and $\tilde{g}(x) = g(x + y)$. Hence by Lemma 5.2 for every $(t, x, y) \in \mathcal{T} \times \mathbb{R}^d \times \mathbb{R}^d$ we get
\[
|u(t, x + y) - u(t, x)| \leq (T - t)\|f - \tilde{f}\|_{\infty} + \|g - \tilde{g}\|_{\infty}
\]
Since \( ||u(t)||_\infty \leq (T-t)||f||_\infty + ||g||_\infty \leq M(T-t+1) \) by Lemma 5.2 again, it then follows that \( u \in \mathcal{B}(T, C^0_b(\mathbb{R}^d)) \). Then by (LA) and Proposition 4.18 we find that

\[
||Lu(t)||_{\alpha-2\sigma} \leq 4 \left( \frac{K}{n^{2\sigma}} + \nu(B^n_t) \right) M(T-t+1).
\]

\( \circ \) Part (ii). It follows from Part (i) and Lemma 4.23 that \( u \) is a bounded classical solution and \( \partial_t u, Lu \in C_b(T \times \mathbb{R}^d). \)

\( \circ \) Part (iii). By Part (i) and the Arzelà–Ascoli theorem, for every \( t \in T \) there exist a subsequence \( \{u_{n_k}\} \) and a function \( v \in C_b(\mathbb{R}^d) \), such that \( \mathcal{L}u_{n_k}(t) \to v \) uniformly on compact sets in \( \mathbb{R}^d \). On the other hand, by Part (i) and the Lebesgue dominated convergence theorem, \( \lim_{n \to \infty} \mathcal{L}u_{n_k}(t, x) = \mathcal{L}u(t, x) \) for every \( (t, x) \in T \times \mathbb{R}^d \). Hence we find \( \mathcal{L}u_{n_k}(t) \to \mathcal{L}u(t) \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in T \).

\[\square\]

**Corollary 5.5.** Assume (RA), (LA), and (A1). Then conditions (S1), (S2), (S3), (S4) are satisfied.

**Proof.** Conditions (S1) and (S4) are a consequence of Theorem 5.4(ii), while (S3) follows from Theorem 5.4(i) and (A1). We obtain (S2) from Theorem 5.4(iii). \( \square \)

### 5.2. The non-degenerate case

We start with the following auxiliary result.

**Proposition 5.6.** Assume (L) with \( \alpha = 0 \) or \( \nu = 0 \), (A1) and \( u \) is a viscosity solution of problem (2) with bounded uniformly continuous data \( (f, g) \) such that \( \partial_t f \in L^\infty(T \times \mathbb{R}^d) \) and \( \mathcal{L}g \in L^\infty(\mathbb{R}^d) \). Then \( \partial_t u \in L^\infty(T \times \mathbb{R}^d) \) and

\[
||\partial_t u(t)||_\infty \leq (T-t)||\partial_t f||_\infty + ||F(\mathcal{L}g)||_\infty + ||f||_\infty.
\]

**Proof.** Take \( h > 0 \) and \( g_{\ast} = g \ast \rho_{\varepsilon} \), where \( \rho_{\varepsilon} \) is the standard mollifier. Note that \( v_{\varepsilon}(t, x) = g_{\varepsilon}(x) \) is a viscosity (classical) solution of problem (2) with data \( (-F(\mathcal{L}g_{\varepsilon}), g_{\varepsilon}) \), hence by Lemma 5.2,

\[
||u(T-h) - g||_\infty \leq h||F(\mathcal{L}g_{\varepsilon}) + f||_\infty + 2||g_{\varepsilon} - g||_\infty.
\]

By (A1), \( ||F(\mathcal{L}g_{\varepsilon})||_\infty \leq ||F(\mathcal{L}g)||_\infty \), and because \( g \in BUC(\mathbb{R}^d), ||g_{\varepsilon} - g||_\infty \) can be arbitrarily small. Thus,

\[
||u(T-h) - u(T)||_\infty \leq h||F(\mathcal{L}g)||_\infty + ||f||_\infty.
\]

Similarly, \( v_{h}(t, x) = u(t-h, x) \) is a viscosity solution of problem (2) with data \( (f(-h) \cdot h, u(T-h)) \), thus for every \( t \in T \),

\[
||u(t) - v_{h}(t)||_\infty \leq (T-t)||f(-h)\cdot - h ||_\infty + ||u(T-h) - u(T)||_\infty \leq (T-t)||\partial_t f||_\infty h + ||F(\mathcal{L}g) + f||_\infty h.
\]

Hence \( u \) is Lipschitz in time. \( \square \)

**Theorem 5.7.** Assume (FB), (A1), (A2), \( (f, g) \in \mathcal{R}_B(\alpha, M) \) (as in (RB)), and (LB) or (LC). If interior \( (\alpha/2\sigma, \alpha) \)-regularity estimates hold for problem (2) (see Definition 2.3), then

(i) there exists a bounded classical solution \( u \) of problem (2);

(ii) if \( u_n \) are bounded classical solutions of problem (2) with data \( (f_n, g_n) \in \mathcal{R}_B(\alpha, M) \) and \( \lim_{n \to \infty} ||u_n - u||_\infty = 0 \), then \( \mathcal{L}u_n(t) \to \mathcal{L}u(t) \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in T \);

(iii) \( \partial_t u, Lu \in C_b(T \times \mathbb{R}^d) \) and for every \( t \in T \) there is a constant \( C(t, f, g) \) such that

\[
||L u||_{C^{\alpha/2\sigma, \alpha}(0, t) \times \mathbb{R}^d} \leq C(t, f, g).
\]
Theorem 5.1. Because of the interior regularity estimates, we have \( \partial_t u, L u \in C(T \times \mathbb{R}^d) \), hence \( u \) is a bounded classical solution of problem (2).

\( \diamond \) Part (ii). By Part (i) and interior regularity estimates, for every \( t \in T \) and \( r > 0 \), there exists a constant \( C(t, r) > 0 \) such that
\[
\sup_n \left( \| \mathcal{L} u_n(t) \|_{L^\infty(B_r)} + \| \mathcal{L} u_n(t) \|_{C^\alpha(B_{r/2})} \right) \leq C(t, r).
\]

By the Arzelà–Ascoli theorem, for every \( t \in T \) there exist a subsequence \( \{u_{n_k}\} \) and a function \( v \in C_b(\mathbb{R}^d) \) such that \( \mathcal{L} u_{n_k}(t) \to v \) uniformly on compact sets in \( \mathbb{R}^d \). For \( \varphi \in C_c^\infty(\mathbb{R}^d) \), we note that
\[
\lim_{k \to \infty} \int_{\mathbb{R}^d} \mathcal{L} u_{n_k}(t, x) \varphi(x) \, dx = \int_{\mathbb{R}^d} v(x) \varphi(x) \, dx,
\]
and since \( \lim_{n \to \infty} \| u_n - u \|_\infty = 0 \) and \( \mathcal{L}^* \varphi \in L^1(\mathbb{R}^d) \),
\[
\lim_{k \to \infty} \int_{\mathbb{R}^d} \mathcal{L} u_{n_k}(t, x) \varphi(x) \, dx = \lim_{k \to \infty} \int_{\mathbb{R}^d} u_{n_k}(t, x) \mathcal{L}^* \varphi(x) \, dx = \int_{\mathbb{R}^d} u(t, x) \mathcal{L}^* \varphi(x) \, dx.
\]
Hence \( v(x) = \mathcal{L} u(t, x) \), and \( \mathcal{L} u_{n_k}(t) \to \mathcal{L} u(t) \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in T \).

\( \diamond \) Part (iii). By Part (i) and Proposition 5.6, \( \partial_t u \in C_b(T \times \mathbb{R}^d) \). Since \( u \) is a bounded classical solution and \( F' \geq \kappa \), we also have \( \mathcal{L} u = F^{-1}(-\partial_t u - f) \in C_b(T \times \mathbb{R}^d) \). Moreover,
\[
\| \mathcal{L} u \|_\infty \leq F^{-1}\left(T\|\partial_t f\|_\infty + \|F(\mathcal{L} g)\|_\infty + 2\|f\|_\infty\right).
\]

By Theorem 5.3, we have \( \|u\|_\infty \leq T\|f\|_\infty + \|g\|_\infty \). Thus, by interior regularity estimates (which are uniform in \( x \), see Definition 2.3), for every \( t \in T \),
\[
\| \mathcal{L} u \|_{C^{\alpha/2, \alpha}(\{0, t\} \times \mathbb{R}^d)} \leq \| \mathcal{L} u \|_\infty + \sup_{x \in \mathbb{R}^d} \left( \mathcal{L} u \right)_{C^{\alpha/2, \alpha}(\{0, t\} \times B_1(x))} \leq \tilde{C}(t)\left(\|f\|_{\alpha/2, \alpha} + \|\partial_t f\|_\infty + \|\mathcal{L} g\|_\infty + \|g\|_\infty\right). \]

Corollary 5.8. Assume (RB), (FB), (A1), (A2), and (LB) or (LC). If interior \((\alpha/2, \alpha)\)-regularity estimates hold for problem (2), then conditions (S1), (S2), (S3), (S4) are satisfied.

Proof. Condition (S1) follows from Theorem 5.7(i), while (S2) follows from Theorem 5.7(ii), and (S3), (S4) hold by Theorem 5.7(iii).

\( \square \)

Remark 5.9. If instead of (RB) we only assume \( \mathcal{R} \subset C^{\alpha/2, \alpha}_b(\mathbb{T} \times \mathbb{R}^d) \times BUC(\mathbb{R}^d) \) (uniformly bounded in an appropriate way) in Corollary 5.8, then we still obtain (S1) and (S2). We may get (S3) by assuming \( F' \leq K \) (i.e. \( F \) is globally Lipschitz). This is enough for the existence result of Theorem 8.5, but not enough for uniqueness in Theorem 8.7.

6. Fokker–Planck equation — Existence

In this section we prove existence of solutions of problem (3). We consider the following assumption
\[(A1'): b \in C(T \times \mathbb{R}^d) \text{ and } 0 \leq b(t, x) \leq B < \infty \text{ for a constant } B \text{ and every } (t, x) \in T \times \mathbb{R}^d, \]
thus obtain \[ \bigcup \text{Lemma 6.1.} \]

**Lemma 6.1.** Let \( m \in C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)) \) and \( m(0) = m_0 \). The following are equivalent

(i) \( m \) is a very weak solution of problem (3) (cf. Definition 1.4);

(ii) \( m \) satisfies (4) for every

\[ \phi \in \mathcal{U} = \{ \phi \in C_b(\mathcal{T} \times \mathbb{R}^d) : \partial_t \phi + bL\phi \in C_b(\mathcal{T} \times \mathbb{R}^d) \} \]

(iii) \( m \) satisfies (4) for every \( \lambda \in C^\infty([0, \infty) \times \mathbb{R}^d) : \phi(t) \in C^\infty(\mathbb{R}^d) \) for every \( t \in \mathcal{T} \).

**Proof.** Implications (ii) \( \Rightarrow \) (i) \( \Rightarrow \) (iii) are trivial. By a density argument we get (i) \( \Rightarrow \) (ii). To prove (iii) \( \Rightarrow \) (i), fix \( \varphi \in C^\infty_c(\mathcal{T} \times \mathbb{R}^d) \), \( t \in \mathcal{T} \), and consider a sequence of simple functions \( \varphi^k = \sum_{n=1}^{N_k} \mathbb{1}_{[t_n, t_{n+1})} \varphi(t_n) \to \varphi \) pointwise, where \( \bigcup_{n} [t_n, t_{n+1}) = (0, t) \) for each \( n \in \mathbb{N} \) and \( t_k < t_{k+1} \). Then by (iii) we have

\[ \sum_{n=1}^{N_k} (m(t^k_{n+1}) - m(t^k_n))[\varphi(t^k_n)] = \sum_{n=1}^{N_k} \int_{t^k_n}^{t^k_{n+1}} m(\tau)[b(\tau) L \varphi(t^k_n)] d\tau. \]

Notice that by the Lebesgue dominated convergence theorem we get

\[ \lim_{k \to \infty} \sum_{n=1}^{N_k} \int_{t^k_n}^{t^k_{n+1}} m(\tau)[b(\tau) L \varphi(t^k_n)] d\tau = \lim_{k \to \infty} \int_0^t m(\tau)[b(\tau) L \varphi(\tau)] d\tau = \int_0^t m(\tau)[b(\tau) L \varphi(\tau)] d\tau. \]

We also observe that

\[ \sum_{n=1}^{N_k} (m(t^k_{n+1}) - m(t^k_n))[\varphi(t^k_n)] \]

\[ = m(t)[\varphi(t)] - m_0[\varphi(0)] - \sum_{n=1}^{N_k} \left( m(t^k_{n+1})[\varphi(t^k_{n+1}) - \varphi(t^k_n)] \right). \]

By the Taylor expansion, for some \( \xi^k \in [t^k_n, t^k_{n+1}] \) we have

\[ \varphi(t^k_{n+1}) - \varphi(t^k_n) = \partial_t \varphi(t^k_{n+1})(t^k_{n+1} - t^k_n) - \partial_t^2 \varphi(\xi^k)(t^k_{n+1} - t^k_n)^2 / 2. \]

Since \( m \in C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)) \), by considering the relevant Riemann integral on \([0, t]\), we thus obtain

\[ \lim_{k \to \infty} \sum_{n=1}^{N_k} \left( m(t^k_{n+1})[\varphi(t^k_{n+1}) - \varphi(t^k_n)] \right) = \int_0^t m(\tau)[\partial_t \varphi(\tau)] d\tau. \]

By combining these arguments we get

\[ m(t)[\varphi(t)] = m_0[\varphi(0)] + \int_0^t m(\tau)[\partial_t \varphi(\tau) + b(\tau)(L \varphi(\tau))] d\tau. \]

**Lemma 6.2.** Assume that triplets \((\mathcal{L}_\lambda, b_\lambda, m_{0, \lambda})_\lambda\) satisfy (L), (A1'), (A3) for each \( \lambda \), and let \( \mathcal{M}_\lambda \) be the sets of very weak solutions of problems

\[ \begin{align*}
\partial_t m_\lambda &= \mathcal{L}^*_\lambda(b_\lambda m_\lambda) \quad \text{on } \mathcal{T} \times \mathbb{R}^d, \\
m_\lambda(0) &= m_{0, \lambda} \quad \text{on } \mathbb{R}^d.
\end{align*} \]

\[ ^{14} \text{In this set functions are constant in time.} \]
If \( \bigcup \{ m_{\alpha, \lambda} \parallel_{B_r^1} \} \) is tight and \( \sup_\lambda (\| b_\lambda \|_\infty + \| L_\lambda \|_{L^1}) < \infty \), then

(i) for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \subset \mathbb{R}^d \) such that

\[
\sup \left\{ \sup_{t \in \mathcal{T}} m(t)(K_\varepsilon^c) : m \in \bigcup_\lambda \mathcal{M}_\lambda \right\} \leq \varepsilon;
\]

(ii) for every \( m \in \bigcup_\lambda \mathcal{M}_\lambda \) we have

\[
\| m(t) - m(s) \|_0 \leq \sup_\lambda \left( 2 + (2\sqrt{T} + K_d) \| b_\lambda \|_\infty \| L_\lambda \|_{L^1} \right) \sqrt{|t - s|};
\]

(iii) the set \( \bigcup_\lambda \mathcal{M}_\lambda \subset C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)) \) is pre-compact.

**Proof.** Part (i). Let \( V(x) = V_0(\sqrt{1 + |x|^2}) \) be a Lyapunov function for which we have \( \sup_\lambda (m_{0, \lambda}[V] + \| L_\lambda V \|_\infty) < \infty \) (see Lemma 4.9, Lemma 4.13, Corollary 4.14). For \( n \in \mathbb{N} \), let \( V_{n,0} \in C_0^1([0, \infty)) \) be such that

\[
V_{n,0}(t) = \begin{cases} V_0(t) & \text{for } t \leq n, \\ V_0(\sqrt{1 + (n+1)^2}) & \text{for } t \geq n + 2,
\end{cases}
\]

and additionally

\[
0 \leq V_{n,0}' \leq V_0' \quad \text{and} \quad |V_{n,0}''| \leq |V_0''|.
\]

Take \( V_n(x) = V_{n,0}(\sqrt{1 + |x|^2}) \). Thanks to Lemma 6.1, for every \( m \in \mathcal{M}_\lambda \),

\[
m(t)[V_n] = m_{0, \lambda}[V_n] + \int_0^t m(\tau)|b_\lambda(\tau) L_\lambda V_n| \, d\tau.
\]

Notice that \( |V_n(x) - V_n(y)| \leq |V(x) - V(y)| \) and

\[
\lim_{n \to \infty} (V_n, \nabla V_n, D^2 V_n)(x) = (V, \nabla V, D^2 V)(x) \quad \text{for every } x \in \mathbb{R}^d.
\]

We now use the formula in (L) with \( \phi = V_n \) and separate the integral part on domains \( B_1 \) and \( B_1^c \). Because of (29), by the Lebesgue dominated convergence theorem — we use Lemma 4.13 (iv) for the integral on \( B_1^c \) and (27) otherwise — we may pass to the limit in (28). For every \( t \in \mathcal{T}, \lambda \), and \( m \in \mathcal{M}_\lambda \) we obtain

\[
m(t)[V] = m_{0, \lambda}[V] + \int_0^t m(\tau)|b_\lambda L_\lambda V| \, d\tau \leq m_{0, \lambda}[V] + \| b_\lambda \|_\infty \| L_\lambda V \|_\infty T.
\]

Thus, because of Proposition 4.8, for every \( \varepsilon > 0 \) there exists a compact set \( K_\varepsilon \) such that

\[
\sup \left\{ m(t)(K_\varepsilon^c) : t \in \mathcal{T}, m \in \bigcup_\lambda \mathcal{M}_\lambda \right\} \leq \varepsilon.
\]

Part (ii). Consider \( \phi_\varepsilon = \phi * \rho_\varepsilon \), where \( \phi \in C_0^1(\mathbb{R}^d) \) is such that \( \| \phi \|_\infty \leq 1 \) and \( [\phi]_1 \leq 1 \), and \( \rho_\varepsilon \) is a standard mollifier. Notice that \( \| \phi - \phi_\varepsilon \|_\infty \leq \varepsilon \) and, by Proposition 4.15, \( \| L_\phi \|_\infty \leq \| L \|_{L^1} \| \phi_\varepsilon \|_{C^2(\mathbb{R}^d)} \). Because of Definition 1.4, for every \( \lambda \) and \( m \in \mathcal{M}_\lambda \) we obtain

\[
|m(t) - m(s)|[\phi] = |(m(t) - m(s))[\phi - \phi_\varepsilon] + (m(t) - m(s))[\phi_\varepsilon]| \\
\leq 2\varepsilon + \int_s^t \int_{\mathbb{R}^d} (L_\lambda \phi_\varepsilon)(x)b_\lambda(t, x) m(t, dx) \, d\tau \\
\leq 2\varepsilon + \| b_\lambda \|_\infty \| L_\lambda \|_{L^1} \| \phi_\varepsilon \|_{C^2(\mathbb{R}^d)} |t - s|.
\]

We also have

\[
\| \phi_\varepsilon \|_{C^2(\mathbb{R}^d)} \leq \left( \| \phi \|_\infty + \| \nabla \phi \|_\infty + \frac{K_d \| \nabla \phi \|_\infty}{\varepsilon} \right) \leq \frac{2\varepsilon + K_d}{\varepsilon}.
\]

\(^{15}\)See (19) for the definition of \( \| \cdot \|_{L^1} \).
By taking $\varepsilon = \sqrt{|t - s|}$, we thus obtain
\[ |m(t) - m(s)|_0 \leq \sup_\lambda \left( 2 + (2\sqrt{T} + K_d) \| b_\lambda \|_\infty \| L_\lambda \|_{L_K} \right) \sqrt{|t - s|}. \]

\[ \diamond \text{Part (iii). It follows from Part (i) that the set } \{ m(t) : m \in \bigcup_\lambda \mathcal{M}_\lambda \} \text{ is equicontinuous for a fixed } t \in \mathcal{T}. \text{ Then, in Part (ii), we showed that the family } \bigcup_\lambda \mathcal{M}_\lambda \text{ is equicon-} \]
\[ \text{tuous in } C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)). \text{ Hence } \bigcup_\lambda \mathcal{M}_\lambda \subset C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)) \text{ is pre-compact by the Arzelà-Ascoli theorem } [52, \S 7 \text{ Theorem 17}]. \]
\[ \Box \]

In the general case we are unable to prove uniqueness of solutions of problem (3). However, we can make the following observation about the sets of solutions.

**Corollary 6.3.** Assume (L), (A1'), (A3). If $\mathcal{M} \subset C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$ is the set of solutions of problem (3) corresponding to $(b, m_0)$, then $\mathcal{M}$ is convex, compact, and
\[ \sup_{m \in \mathcal{M}} \sup_{t \in \mathcal{T}} |m(t)|_V \leq c_1, \quad \sup_{m \in \mathcal{M}} \sup_{0 \subset [t-s] \subset \mathcal{T}} \frac{|m(t) - m(s)|_0}{\sqrt{|t - s|}} \leq c_2, \]
for a Lyapunov function $V$ such that $m_0[V], \| L_\infty \|_\infty < \infty$ (see Corollary 4.14), and
\[ c_1 = m_0[V] + T\| b\|_\infty \| L_\infty \|_\infty, \quad c_2 = 2 + (2\sqrt{T} + K_d) \| b\|_\infty \| L_\infty \|_{L_K}. \]

**Proof.** It follows from Definition 1.4 that $\mathcal{M}$ is convex (the equation is linear), as well as that if $\{ m_n \} \subset \mathcal{M}$ and $m_n \to \bar{m}$ in $C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$, then $\bar{m} \in \mathcal{M}$, i.e. the set $\mathcal{M}$ is closed. Hence, by Lemma 6.2 (iii), we obtain that $\mathcal{M} \subset C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$ is compact. The specified bounds follow from Lemma 6.2 (ii) and (30). \[ \Box \]

We now prove a kind of a stability result for solutions (in terms of semicontinuity with respect to upper Kuratowski limits (see [59, §29.III]).

**Lemma 6.4.** Assume (L), (A3), and $\{ a_n, b \} \subset \mathbb{N}$ satisfy (A1'), being uniformly bounded by $B$. Let $\{ \mathcal{M}_n, \mathcal{M}_d \}$ be the corresponding sets of solutions of problem (3) with $m_0$ as initial conditions. If $m_n \in \mathcal{M}_n$ for every $n \in \mathbb{N}$ and $b_n(t) \to b(t)$ uniformly on compact sets in $\mathbb{R}^d$ for every $t \in \mathcal{T}$, then there exists a subsequence $\{ m_{n_k} \}$ and $m \in \mathcal{M}$ such that $m_{n_k} \to m$ in $C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$.

**Proof.** By Lemma 6.2 (iii) the set $\bigcup_\lambda \mathcal{M}_\lambda \subset C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$ is pre-compact, and by Lemma 6.2 (i) for every $\varepsilon > 0$ there exists a compact set $K_\varepsilon \subset \mathbb{R}^d$ such that
\[ \sup_{n \in \mathbb{N}} \sup_{m \in \mathcal{M}_n} \sup_{t \in \mathcal{T}} |m(t)|(K_\varepsilon) \leq \varepsilon. \]

Let $\{ m_{n_k} \} \subset \{ m_n \}$ be a convergente subsequence and $m = \lim_{k \to \infty} m_{n_k}$. Without loss of generality, we may still denote $m_{n_k}$ as $m_n$. For every $\varphi \in C_{\infty}(\mathbb{R}^d)$ we have
\[ \left| \int_0^t (b_n - b)m_n - bm)(\tau)[L\varphi] \, d\tau \right| = \left| \int_0^t \left( (b_n - b)m_n + b(m_n - m) \right)(\tau)[L\varphi] \, d\tau \right|. \]

Since $m_n \to m$ in $C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d))$ and $b \in C_b(\mathcal{T} \times \mathbb{R}^d)$, we notice that
\[ \lim_{n \to \infty} \sup_{\tau \in \mathcal{T}} |m_n(\tau)[b(\tau) - m(\tau)[b(\tau)]| = 0. \]

Next,
\[ \left| \int_0^t (b_n - b)m_n(\tau)[L\varphi] \, d\tau \right| \leq \| L\varphi \|_{\infty} \int_0^t \int_{K_\varepsilon(K_\varepsilon)} |b_n - b(\tau, x)| m_n(\tau, dx) \, d\tau \]
\[ \leq \| L\varphi \|_{\infty} \left( \varepsilon T (\| b\|_\infty + \| b\|_\infty) + \int_0^T \sup_{x \in K_\varepsilon} |b_n(\tau, x) - b(\tau, x)| \, d\tau \right). \]
Thus we observe that for every \( (t, x) \in \mathcal{T} \times \mathbb{R}^d \) and \( b_n(t) \to b(t) \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in \mathcal{T} \), hence

\[
\sup_{x \in K} |b_n(t, x) - b(t, x)| \to 0 \quad \text{pointwise in } t \in \mathcal{T}.
\]

Thus, by Lebesgue dominated convergence theorem,

\[
\sup_{t \in \mathcal{T}} \lim_{n \to \infty} \left| \int_0^t (b_n m_n - bm)(\tau)[\mathcal{L} \varphi] \, d\tau \right| \leq 2 \varepsilon BT \|\mathcal{L} \varphi\|_{\infty}.
\]

Since \( \varepsilon > 0 \) may be arbitrarily small and \( m_n \) are solutions of problem (3), because of Lemma 6.1 (iii),

\[
m(t)[\varphi] - m_0[\varphi] = \lim_{n \to \infty} m_n(t)[\varphi] - m_0[\varphi] = \lim_{n \to \infty} \int_0^t b_n m_n(\tau)[\mathcal{L} \varphi] \, d\tau = \int_0^t bm(\tau)[\mathcal{L} \varphi] \, d\tau.
\]

Thus \( m \) is a solution of problem (3) with parameters \( b \) and \( m_0 \), i.e. \( m \in \mathcal{M} \).

Remark 6.5. When the solutions of problem (3) are unique for each pair \((b, m_0)\), Lemma 6.4 becomes a more standard stability result. Indeed, let \( \{m_n, m\} \) be (the unique) solutions of problem (3) with a fixed initial condition \( m_0 \) and parameters \( \{b_n, b\} \) such that \( b_n \to b \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in \mathcal{T} \). By Lemma 6.4 every subsequence of \( \{m_n\} \) contains a further subsequence convergent to \( m \). Thus \( m_n \to m \) in \( C(\mathcal{T}, \mathcal{P}(\mathbb{R}^d)) \).

Next we show that the set of solutions is non-empty.

**Theorem 6.6.** Assume (L), (A1’), (A3). Problem (3) has a very weak solution.

**Proof.**

\( \diamond \) **Step 1. Approximate problem.** For \( \varepsilon \in (0, 1) \), let \( \mathcal{L}^\varepsilon \) be the sequence of approximations of operator \( \mathcal{L} \) given by Lemma 4.17 and \( \nu^\varepsilon \), \( \mathcal{L}^\varepsilon \ast \) be their Lévy measures and adjoint operators, respectively.

By (20) and the Fubini theorem, for every \( \mu \in L^1(\mathbb{R}^d) \) we have

\[
\int_{\mathbb{R}^d} \mathcal{L}^\varepsilon \ast \mu \, dx = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\mu(x) - \mu(z)) \, dx \, \nu^\varepsilon(dz) = 0.
\]

Let \( b_\varepsilon = b + \varepsilon \) and \( \mu_0, \varepsilon = m_0 \ast \rho_\varepsilon \), where \( \{\rho_\varepsilon\}_{\varepsilon \in (0, 1)} \) is the sequence of standard mollifiers. We consider the following family of problems

\[
\left\{ \begin{array}{ll}
\partial_t \mu = \mathcal{L}^\varepsilon \ast (b_\varepsilon \mu) & \text{on } \mathcal{T} \times \mathbb{R}^d, \\
\mu(0) = \mu_0, \varepsilon & \text{on } \mathbb{R}^d,
\end{array} \right.
\]

for every \( \varepsilon \in (0, 1) \).

\( \diamond \) **Step 2. Existence of approximate solution \( \mu_\varepsilon \).** For \( \mu \in C(\mathcal{T}, L^1(\mathbb{R}^d)) \), define

\[
\mathcal{G}_\varepsilon(\mu)(t) = \mu(0) + \int_0^t \mathcal{L}^\varepsilon \ast (b_\varepsilon \mu)(\tau) \, d\tau.
\]

We observe that for every \( t_0 \in \mathcal{T} \), because \( \|b_\varepsilon\|_{\infty} < \|b\|_{\infty} + 1 \),

\[
\mathcal{G}_\varepsilon : C([0, t_0], L^1(\mathbb{R}^d)) \to C([0, t_0], L^1(\mathbb{R}^d)) \cap C^1((0, t_0], L^1(\mathbb{R}^d))
\]

is a bounded linear operator.

Let \( \mu_1, \mu_2 \in C(\mathcal{T}, L^1(\mathbb{R}^d)) \) be such that \( \mu_1(0) = \mu_2(0) \) and take

\[
t_\varepsilon = \frac{\varepsilon^3}{4 c_\mathcal{L} \|b_\varepsilon\|_{\infty}}.
\]
where $c_L$ is the constant given by Lemma 4.17. Then, because of Lemma 4.17 (i),
\[
\sup_{t \in [0, t_0]} \left\| G_\varepsilon (\mu_1 - \mu_2)(t) \right\|_{L^1(\mathbb{R}^d)} = \sup_{t \in [0, t_0]} \left\| \int_0^t \mathcal{L}^\varepsilon (b_\varepsilon (\mu_1 - \mu_2)) (\tau) d\tau \right\|_{L^1(\mathbb{R}^d)} \\
\leq t_0 \frac{2c_L}{\varepsilon^3} \sup_{t \in [0, t_0]} \left\| \mu_1 - \mu_2 \right\|_{L^1(\mathbb{R}^d)} \\
\leq \frac{1}{2} \sup_{t \in [0, t_0]} \left\| \mu_1 - \mu_2 \right\|_{L^1(\mathbb{R}^d)}.
\]
Therefore, by the Banach fixed point theorem, problem (32) has a unique solution $\mu_\varepsilon \in C([0, t_0], L^1(\mathbb{R}^d))$ for every $\varepsilon > 0$. Since $t_0 > 0$ is constant for fixed $\varepsilon > 0$, we may immediately extend this solution to the interval $\mathcal{T}$ and conclude that problem (32) has a unique solution in the space $C(\mathcal{T}, L^1(\mathbb{R}^d)) \cap C^1(\mathcal{T}, L^1(\mathbb{R}^d))$.

\[\diamond \text{ Step 3. Compactness of } \{\mu_\varepsilon\} \text{ in } C(\mathcal{T}, P(\mathbb{R}^d)).\]

Because of the regularity of $\mu_\varepsilon$ obtained in Step 2, we have
\[
(34) \quad \partial_t \mu_\varepsilon = \mathcal{L}^\varepsilon (b_\varepsilon \mu_\varepsilon) \quad \text{in } C(\mathcal{T}, L^1(\mathbb{R}^d)).
\]
Consider $\text{sgn}(u)^- = 1_{\{u < 0\}}$. Then by (34),
\[
\int_0^t \int_{\mathbb{R}^d} \partial_t \mu_\varepsilon \text{sgn}(\mu_\varepsilon)^- dx d\tau = \int_0^t \int_{\mathbb{R}^d} \mathcal{L}^\varepsilon (b_\varepsilon \mu_\varepsilon) \text{sgn}(\mu_\varepsilon)^- dx d\tau.
\]
Since $b_\varepsilon > 0$, we have $\text{sgn}(\mu_\varepsilon)^- = \text{sgn}(b_\varepsilon \mu_\varepsilon)^-$ and for arbitrary real functions $u, v$, $v \text{sgn}(u)^- \geq v \text{sgn}(v)^- = -(v)^-$. Therefore
\[
(\mathcal{L}^\varepsilon (b_\varepsilon \mu_\varepsilon) \text{sgn}(\mu_\varepsilon)^-) (x) = \int_{\mathbb{R}^d} (b_\varepsilon \mu_\varepsilon (x-z) - b_\varepsilon \mu_\varepsilon (x)) \text{sgn}(b_\varepsilon \mu_\varepsilon)^- (x) v^\varepsilon (dz)
\geq - \int_{\mathbb{R}^d} (b_\varepsilon \mu_\varepsilon^- (x-z) - b_\varepsilon \mu_\varepsilon^- (x)) v^\varepsilon (dz) = - \mathcal{L}^\varepsilon ((b_\varepsilon \mu_\varepsilon^-) (x).
\]
By (31), $\int_{\mathbb{R}^d} \mathcal{L}^\varepsilon ((b_\varepsilon \mu_\varepsilon^-) dx = 0$. Hence
\[
0 \leq \int_0^t \int_{\mathbb{R}^d} \partial_t \mu_\varepsilon \text{sgn}(\mu_\varepsilon)^- dx d\tau = \int_0^t \int_{\mathbb{R}^d} -\partial_t (\mu_\varepsilon^-) dx d\tau = \\
= \int_{\mathbb{R}^d} (\mu_{0, \varepsilon})^- dx - \int_{\mathbb{R}^d} (\mu_\varepsilon^-) (t) dx.
\]
Since $\mu_{0, \varepsilon} = m_0 * \rho \geq 0$, i.e. $(\mu_{0, \varepsilon})^- = 0$, and $(\mu_\varepsilon^-) \geq 0$, this implies
\[
0 \leq \int_{\mathbb{R}^d} (\mu_\varepsilon^-) (t) dx \leq \int_{\mathbb{R}^d} (\mu_{0, \varepsilon})^- dx = 0.
\]
Therefore $\mu_\varepsilon(t) \geq 0$ for every $t \in \mathcal{T}$.

By Step 2, $\mu_\varepsilon$ is the fixed point of $G_\varepsilon$. Thus, because of (31), (33), and the Fubini-Tonelli theorem, we have
\[
\int_{\mathbb{R}^d} \mu_\varepsilon(t) dx = \int_{\mathbb{R}^d} \mu_{0, \varepsilon} dx + \int_0^t \int_{\mathbb{R}^d} \mathcal{L}^\varepsilon (b_\varepsilon \mu_\varepsilon) dx d\tau = 1.
\]
This, together with $\mu_\varepsilon \geq 0$, means that $\mu_\varepsilon(t) \in P_{ac}(\mathbb{R}^d)$ for every $t \in \mathcal{T}$. Since $\mu_\varepsilon \in C(\mathcal{T}, L^1(\mathbb{R}^d))$, it follows that $\mu_\varepsilon \in C(\mathcal{T}, P_{ac}(\mathbb{R}^d))$.

Notice that $\|b_\varepsilon\|_\infty \leq \|b + 1\|_\infty < B + 1$ by (A1'). Let $V$ be a Lyapunov function such that $m_0[V], \|\mathcal{L}V\|_\infty < \infty$ (see Corollary 4.14). By Definition 4.6,
\[
\mu_{0, \varepsilon}[V] = (m_0 * \rho \mu)[V] \leq m_0[V] + \|\nabla V\|_\infty \int_{B_1} |z| \rho \mu(z) dz \leq m_0[V] + 1.
\]
In combination with Lemma 4.17 (iii) we get
\[
\sup_{\varepsilon \in (0, 1)} (\|b_\varepsilon + \mu_{0, \varepsilon}[V] + \|\mathcal{L}^\varepsilon V\|_\infty + \|\mathcal{L}^\varepsilon \|_{LK}) < \infty.
\]

\[\text{First we show that } \{\mu_\varepsilon\} \subset C(\mathcal{T}, P_{ac}(\mathbb{R}^d)), \text{ then we establish its tightness.}\]
It follows from Lemma 6.2 that the family $\{\mu_\varepsilon\}$ is pre-compact in $C(\overline{T}, P(\mathbb{R}^d))$.

* Step 4. Passing to the limit. Using the result of Step 3, let $\varepsilon_k$ be a sequence such that $\mu_{\varepsilon_k} \to m$ in $C(\overline{T}, P(\mathbb{R}^d))$. By (34), for every $\varepsilon_k, \varphi \in C_c^\infty(\mathbb{R}^d)$ and $s,t \in T$, because $b_{\varepsilon_k} - b = \varepsilon_k$,

$$
\mu_{\varepsilon_k}(t)[\varphi] - \mu_{\varepsilon_k}(s)[\varphi] = \int_s^t \int_{\mathbb{R}^d} (L^{i_\varepsilon} * (\mu_{\varepsilon_k} b_{\varepsilon_k}^i)) \varphi \, dx \, dt
$$

$$
= \varepsilon_k \int_s^t \mu_{\varepsilon_k} [L^{i_\varepsilon} \varphi] \, dt + \int_s^t \mu_{\varepsilon_k} [b(L^{i_\varepsilon} \varphi) - L\varphi] \, dt + \int_s^t \mu_{\varepsilon_k} [bL \varphi] \, dt.
$$

Since $\lim_{k \to \infty} \|L^{i_\varepsilon} \varphi - L\varphi\|_\infty = 0$ by Lemma 4.17(ii) and the Hölder inequality,

$$
m(t)[\varphi] - m(s)[\varphi] = \int_s^t m(\tau)[b(\tau) L \varphi] \, d\tau.
$$

It follows that $m$ is a very weak solution of problem (3) (see Lemma 6.1(iii)). □

7. Fokker–Planck equation — Uniqueness

We show uniqueness of solutions of problem (3) using a Holmgren-type argument. The key step is to construct a test function by means of the “dual” equation

$$
\begin{cases}
\partial_t w - b L w = 0 & \text{on } T \times \mathbb{R}^d, \\
w(0) = \phi & \text{on } \mathbb{R}^d,
\end{cases}
$$

(35)

where $\phi$ is a sufficiently regular function. For the clarity of exposition, we consider problem (35) to “start” at 0 and “go forward” in time. This has to be reversed when we apply those results in Theorem 7.10, the proof of which is the main goal of this section.

In addition to (A1’), we also need to assume that $b$ is Hölder continuous.

(A1’

: $b$ satisfies (A1’); in addition, $b \in B(\mathcal{T}, C_b^\beta(\mathbb{R}^d))$ for some $\beta > 0$.

Our work is divided into two parts. In Section 7.1 we assume (LA) and allow for degenerate equations with $b \geq 0$, but we obtain a restriction on the Hölder exponent $\beta$ (i.e. on $\sigma$). Then in Section 7.2 we have no restrictions on $\beta$ and $\sigma$, but we need to have $b \geq \kappa > 0$, and $\mathcal{L}$ needs to satisfy (LB) or (LC). When (LB) holds, we also assume $b \in UC(\mathcal{T} \times \mathbb{R}^d)$.

7.1. Dual equation in the degenerate case. In this case we employ viscosity solutions techniques to prove existence of solutions of problem (35), and later show that the viscosity solution is a bounded classical solution under certain assumptions.

**Theorem 7.1.** Assume (LA), (A1’), $\phi \in C_b(\mathbb{R}^d)$, $\sigma \in (0, \frac{1}{2})$, and $\beta \in \left[\frac{2\sigma}{1-2\sigma}, 1\right]$. The comparison principle holds for problem (35) (see Definition 4.22).

Before we prove this theorem, we need to introduce notation and establish lemmas concerning the doubling of variables method. For every $\varepsilon, \delta > 0$ let

$$
\psi_{\varepsilon, \delta}(x, y) = \frac{|x - y|^2}{\varepsilon} + \delta (V(x) + V(y)),
$$

(36)

where $V$ is a Lyapunov function such that $\|L V\|_\infty < \infty$ (see Corollary 4.14).

Suppose $\Phi: (\overline{T} \times \mathbb{R}^d)^2 \to \mathbb{R}$ is a bounded upper-semicontinuous function and \{\(a_{\varepsilon, \delta} \}_{\varepsilon, \delta > 0} \subset \mathbb{R} is a bounded set. Let $\eta, \varepsilon, \delta > 0$ and $\psi_{\varepsilon, \delta}$ be given by (36). Define

$$
\Psi_{\eta, \varepsilon, \delta}(t, x, s, y) = \Phi(t, x, s, y) - \psi_{\varepsilon, \delta}(x, y) - \frac{|t - s|^2}{\eta} - a_{\varepsilon, \delta} \frac{t + s}{2}.
$$

17This corresponds to the standard uniform ellipticity assumption, see also (FB).
Lemma 7.2. For every $\eta, \varepsilon, \delta > 0$ the function $\Psi_{\eta, \varepsilon, \delta}$ has a maximum point $(t_*, x_*, s_*, y_*) \in (\mathcal{T} \times \mathbb{R}^d)^2$ such that
\[
\frac{|x_* - y_*|^2}{\varepsilon} + \frac{|t_* - s_*|^2}{\eta} \leq \Phi(t_*, x_*, s_*, y_*) - \frac{\Phi(t_*, x_*, t_*, x_*) + \Phi(s_*, y_*, s_*, y_*)}{2},
\]
(38)
and for every $\delta > 0$ there exist subsequence $\eta_k$ such that for every $\varepsilon > 0$
\[
\lim_{\eta_k \to 0} \frac{|t_* - s_*|^2}{\eta_k} = 0 \quad \text{and} \quad \lim_{\eta_k \to 0} (t_*, x_*, s_*, y_*) = (t_*, x_*, s_*, y_*) = (t_*, x_*, s_*, y_*) = (t_*, x_*, t_*, x_*) \delta > \eta, \varepsilon, \delta.
\]
and a subsequence $\varepsilon_n$ such that
\[
\lim_{\varepsilon_n \to 0} \lim_{\eta_k \to 0} \frac{|x_* - y_*|^2}{\varepsilon_n} = 0 \quad \text{and} \quad \lim_{\varepsilon_n \to 0} \lim_{\eta_k \to 0} (t_*, x_*, s_*, y_*) = (t_*, x_*, t_*, x_*) \delta > \eta, \varepsilon, \delta.
\]
where $(t_*, x_*, s_*, y_*)$ and $(t_*, x_*, t_*, x_*)$ denote the respective limit points.

Proof. Notice that the function
\[
(t, x) \mapsto u(t, x) = (v(s_*, y_*) + \psi_{t, \delta}(x, y_*) - \frac{|t_* - s_*|^2}{\eta} - \alpha_{t, \delta} \frac{t_* + s_*}{2})
\]
attains a maximum at the point $(t_*, x_*)$, while
\[
(s, y) \mapsto v(s, y) = (u(t_*, x_*) - \psi_{x, \delta}(x_*, y) - \frac{|t_* - s_*|^2}{\eta} - \alpha_{t, \delta} \frac{t_* + s_*}{2})
\]
has a minimum point at $(s_*, y_*)$. Because $t_*, s_* > 0$, by Definition 4.20 we have
\[
\frac{\alpha_{t, \delta}}{2} + \frac{2(t_* - s_*)}{\eta} - b(t_*, x_*) \left( \mathcal{L}^r u(t_*, x_*) + \mathcal{L}^r \psi_{x, \delta}(\cdot, y_*)(x_*) \right) \leq 0,
\]
\[
\frac{-\alpha_{t, \delta}}{2} + \frac{2(t_* - s_*)}{\eta} - b(s_*, y_*) \left( \mathcal{L}^r v(s_*, y_*) - \mathcal{L}^r \psi_{x, \delta}(x_*, \cdot)(y_*) \right) \geq 0.
\]
We add these two inequalities and obtain
\[
\alpha_{t, \delta} \leq b(t_*, x_*) \left( \mathcal{L}^r u(t_*, x_*) + \mathcal{L}^r \psi_{x, \delta}(\cdot, y_*)(x_*) \right)
\]
\[- b(s_*, y_*) \left( \mathcal{L}^r v(s_*, y_*) - \mathcal{L}^r \psi_{x, \delta}(x_*, \cdot)(y_*) \right)
\]
(39)
\[
= b(s_*, y_*) \mathcal{L}^r \psi_{x, \delta}(x_*, \cdot)(y_*) + b(t_*, x_*) \mathcal{L}^r \psi_{x, \delta}(\cdot, y_*)(x_*)
\]
\[+ b(t_*, x_*) \left( (\mathcal{L}^r u)(t_*, x_*) - (\mathcal{L}^r v)(s_*, y_*) \right)
\]
\[+ b(t_*, x_*) \left( (\mathcal{L}^r v)(s_*, y_*) \right).
\]
Observe that for every $z \in \mathbb{R}^d$ we have
\[
\Psi_{\eta, x, \delta}(t_*, x_*, z, s_*, y_*, y_*) \leq \Psi_{\eta, x, \delta}(t_*, x_*, s_*, y_*)
\]
which implies
\[ u(t_\ast, x_\ast + z) - v(s_\ast, y_\ast + z) - u(t_\ast, x_\ast) + v(s_\ast, y_\ast) \]
\[ \leq \delta \left( V(x_\ast + z) + V(y_\ast + z) - V(x_\ast) - V(y_\ast) \right). \]
Therefore, because of (LA), for every \( r \in (0, 1) \)
\begin{equation}
(\mathcal{L} u)(t_\ast, x_\ast) - (\mathcal{L} v)(s_\ast, y_\ast) \leq 2\delta \left( \|\nabla V\|_\infty + \|\nabla V\|_\infty \int_{B_r} |z| \nu (dz) \right).
\end{equation}
We also find that
\begin{equation}
(\mathcal{L} v)(t_\ast, y_\ast) \leq 2\|v\|_\infty \left( \nu(B_1^\ast) + \int_{B_1 \setminus B_r} \nu (dz) \right).
\end{equation}
By using (40), (41), (LA), and Proposition D.1 in inequality (39), we obtain
\[
a_{\varepsilon, \delta} \leq \frac{2K \|b\|_\infty}{1 - 2\sigma} \left( 2\delta + \frac{2|x_\ast - y_\ast| + r}{\varepsilon} \right)^{1 - 2\sigma} + 2\|v\|_\infty \|L V\|_\infty
\]
\[
+ 2\|v\|_\infty |b(t_\ast, x_\ast) - b(s_\ast, y_\ast)| \left( \nu(B_1^\ast) + \frac{K}{1 - 2\sigma} r^{-2\sigma} \right).
\]
We now take the limit (see Lemma 7.2) as \( \eta_k \to 0 \), and recall that
\[
\lim_{\eta_k \to 0} t_\ast = \lim_{\eta_k \to 0} s_\ast = t_\varepsilon, \delta \quad \text{and} \quad \lim_{\eta_k \to 0} (x_\ast, y_\ast) = (x_\varepsilon, \delta, y_\varepsilon, \delta),
\]
which for an adequate \( C > 0 \) gives us
\[
a_{\varepsilon, \delta} \leq C \left( \frac{r + |x_\varepsilon, \delta - y_\varepsilon, \delta|}{\varepsilon} r^{1 - 2\sigma} + |b(t_\varepsilon, \delta, x_\varepsilon, \delta) - b(t_\varepsilon, \delta, y_\varepsilon, \delta)| \left( 1 + r^{-2\sigma} \right) + \delta \right).
\]
Because of (A1’’), for another constant \( C \), we have
\[
a_{\varepsilon, \delta} \leq C \left( \frac{r + |x_\varepsilon, \delta - y_\varepsilon, \delta|}{\varepsilon} r^{1 - 2\sigma} + |x_\varepsilon, \delta - y_\varepsilon, \delta| \left( 1 + r^{-2\sigma} \right) + \delta \right). \quad \Box
\]
Now we are in a position to prove Theorem 7.1.

Proof of Theorem 7.1. We continue to use the notation introduced earlier in this Section. Denote
\[
M_0 = \sup_{x \in \mathbb{R}^d} \left( u(0, x) - v(0, x) \right) \quad \text{and} \quad M = \sup_{t \in \mathcal{T}} \sup_{x \in \mathbb{R}^d} \left( u(t, x) - v(t, x) \right),
\]
and assume by contradiction that \( M_0 \leq 0 \) and \( M > 0 \). Because the functions \( u \) and \( v \) are bounded, we also have \( M < \infty \).

In definition (37) of the function \( \Psi_{\eta, \varepsilon, \delta} \), let \( a_{\varepsilon, \delta} = \frac{M}{27} \) for every \( \varepsilon, \delta > 0 \) and \( \Phi(t, x, s, y) = u(t, x) - v(s, y) \) as in Lemma 7.3. Let the points \( (t_\ast, x_\ast, s_\ast, y_\ast) \) and sequences \( \{\eta_k\}, \{\varepsilon_n\} \) be given by Lemma 7.2.

Suppose \( \lim_{\varepsilon_n, \eta_k \to 0} t_\ast = t_\delta = 0 \). Then for every \( \delta > 0 \) we have
\begin{equation}
\limsup_{\varepsilon_n, \eta_k \to 0} \sup_{t \in \mathcal{T}} \Psi_{\eta_k, \varepsilon_n, \delta}(t_\ast, x_\ast, s_\ast, y_\ast) \leq \Phi(0, x_\delta, 0, x_\delta) \leq M_0 \leq 0.
\end{equation}
On the other hand, by the definition of \( M \), there exists a point \( (t_M, x_M) \) such that \( \Phi(t_M, x_M, t_M, x_M) \geq \frac{4}{9} M \). Take \( \delta > 0 \) such that \( \delta V(x_M) \leq \frac{1}{16} M \). Then we get
\[
\Psi_{\eta_k, \varepsilon_n, \delta}(t_\ast, x_\ast, s_\ast, y_\ast) \geq \Phi(t_M, x_M, t_M, x_M) - 2\delta V(x_M) - \frac{1}{2} M \geq M \left( \frac{4}{9} - \frac{1}{5} - \frac{1}{2} \right) = \frac{1}{6} M > 0.
\]
This contradicts (42) and shows that \( t_\delta > 0 \) for \( \delta \leq \frac{M}{\inf V(x_M)} \). Hence, without loss of generality, we may assume \( t_\ast, s_\ast > 0 \).
We now use Lemma 7.3 to obtain
\begin{equation}
\frac{M}{2CT} \leq \varepsilon_n r + \frac{|x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|}{\varepsilon_n} r^{1-2\sigma} + \frac{|x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|}{\varepsilon_n} \frac{\beta(1 + r^{-2\sigma}) + \delta}{1 + r^{-2\sigma}}.
\end{equation}
We put \( r^{2\sigma} = \varepsilon_n^{\beta/2} \) (see Remark 7.4(a)) and get
\begin{equation}
\frac{M}{2CT} \leq \varepsilon_n^{\beta(1-\sigma)/2} + \frac{|x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|^2}{\varepsilon_n} \frac{\beta(1-\sigma)}{4\sigma} \frac{1}{\frac{\beta(1-\sigma)}{4\sigma}} + \frac{|x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|^2}{\varepsilon_n} + |x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|^{\beta + \delta}.
\end{equation}
Assumption \( \beta \geq \frac{2\sigma}{1-2\sigma} \) is equivalent to \( \beta(1-\sigma)/4\sigma \geq 1/2 \geq 0 \) (see Remark 7.4(b)). By Lemma 7.2 we have \( \varepsilon_n^{1}|x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|^2 \rightarrow 0 \), thus the expression on the right-hand side converges to \( \delta \) as \( \varepsilon_n \rightarrow 0 \). Since \( \delta \) is arbitrary, we obtain \( M \leq 0 \), which is a contradiction.

Remark 7.4. Eventually want to put \( b = F'(L \alpha) \). In the best case, both \( u \) and \( F' \) may be Lipschitz and then \( \beta = 1 - 2\sigma \). Our aim is to obtain the most lenient estimate on \( M \) in terms of \( \beta \).

(a) To this end, we cannot do better than substituting \( r^{2\sigma} = \varepsilon_n^{\beta/2} \). If \( a \) is such that \( r = \varepsilon_n^{\sigma} \), then we need to have \( \beta(1-\sigma)/4\sigma \geq 0 \) and \( (1-2\sigma)a - \frac{\beta(1-\sigma)}{4\sigma} \geq 0 \). By combining both inequalities we obtain \( \frac{\beta(1-\sigma)}{4\sigma} \geq a \geq \frac{\beta(1-\sigma)}{4\sigma} \). Hence, we get \( \beta \geq \frac{2\sigma}{1-2\sigma} \). When \( \beta = 1 - 2\sigma \), this translates to \( \sigma \in (0, \frac{3-\sqrt{5}}{4}) \), and \( \frac{3-\sqrt{5}}{4} \approx 0.236 \).

(b) When \( \nu \) is symmetric at the origin (see Definition 4.11), we may obtain a better estimate on \( \sigma \). Using Proposition D.1 for the symmetric case in the last lines of the proof of Lemma 7.3, allows us to replace (43) with
\begin{equation}
\frac{M}{2CT} \leq \varepsilon_n^{-1} r^{2-2\sigma} + |x_{\varepsilon_n, \delta} - y_{\varepsilon_n, \delta}|^{\beta(1 + r^{-2\sigma})} + \delta.
\end{equation}
Under the same scaling \( r^{2\sigma} = \varepsilon_n^{\beta/2} \), the dominant exponent is then \( \beta(1-\sigma)/4\sigma \). It has to be strictly positive, hence \( \beta > \frac{2\sigma}{1-2\sigma} \). When \( \beta = 1 - 2\sigma \), this translates to \( \sigma \in (0, \frac{5-\sqrt{22}}{4}) \), and \( \frac{5-\sqrt{22}}{4} \approx 0.236 \).

Corollary 7.5. Assume (LA), (A1’’), \( \phi \in C_b(\mathbb{R}^d) \), \( \sigma \in (0, \frac{1}{2}) \), and \( \beta \in \left( \frac{2\sigma}{1-2\sigma}, 1 \right] \).
There exists a viscosity solution of problem (35).
Proof. Notice that \( u \equiv -\|\phi\|_{\infty} \) is a subsolution of problem (35), while \( v \equiv \|\phi\|_{\infty} \) is a supersolution. Using Theorem 7.1, existence of a (unique) bounded continuous viscosity solution follows by the Perron method (cf. e.g. the proof of [9, Theorem 2.3] for a similar result).

We next show the Hölder-continuity of the viscosity solution.

Theorem 7.6. Assume (LA), (A1’’), \( \phi \in C^1_b(\mathbb{R}^d) \), \( \sigma \in (0, \frac{1}{2}) \), and \( \beta \in \left( \frac{2\sigma}{1-2\sigma}, 1 \right] \).
If \( w \) is a viscosity solution of problem (35), then \( w \in C_0^{\beta_0}(\mathbb{R}^d) \), where \( \beta_0 = \beta - \frac{2\sigma}{1-2\sigma} \).
Proof. \( \diamond \) Step 1. For every \( \varepsilon, \delta > 0 \) we define
\[
M_0^{\varepsilon, \delta} = \sup_{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d} \left\{ w(0, x) - w(0, y) - \psi_{\varepsilon, \delta}(x, y) \right\}
\]
and
\[
M^{\varepsilon, \delta} = \sup_{t \in T} \sup_{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d} \left\{ w(t, x) - w(t, y) - \psi_{\varepsilon, \delta}(x, y) \right\}.
\]
Note that we have
\begin{equation}
0 \leq (M_{\varepsilon,\delta} - M_{\varepsilon,\delta}^0) \leq 4\|w\|_{\infty},
\end{equation}
and for every \((t, x, y) \in \mathcal{T} \times \mathbb{R}^d \times \mathbb{R}^d\) it holds that
\begin{equation}
w(t, x) - w(t, y) \leq M_{\varepsilon,\delta} + \psi_{\varepsilon,\delta}(x, y).
\end{equation}

We have \(w(0) = \phi \in C_1^1(\mathbb{R}^d)\) and without loss of generality (since the equation is linear) we may assume \(|\phi|_1 \leq 1\). Then
\[
 w(0, x) - w(0, y) - \psi_{\varepsilon,\delta}(x, y) \leq |x - y| - \frac{|x - y|^2}{\varepsilon} \leq \frac{\varepsilon}{4},
\]
and thus \(M_{\varepsilon,\delta}^0 \leq \varepsilon/4\). We now consider the function \(\Psi_{\eta,\varepsilon,\delta}\) given by (37) with
\[
\Phi(t, x, s, y) = w(t, x) - w(s, y) \quad \text{and} \quad a_{\varepsilon,\delta} = \frac{M_{\varepsilon,\delta} - M_{\varepsilon,\delta}^0}{2T}.
\]
Let \((t_*, x_*, s_*, y_*)\) denote the maximum points of \(\Psi_{\eta,\varepsilon,\delta}\) given by Lemma 7.2, together with sequences \(\{\eta_k\}\) and \(\{\varepsilon_n\}\). Recall that
\[
\lim_{\eta_k \to 0} (t_*, x_*, s_*, y_*) = (t_{\varepsilon,\delta}, x_{\varepsilon,\delta}, t_{\varepsilon,\delta}, y_{\varepsilon,\delta}).
\]

Let us fix \(\varepsilon, \delta > 0\). If \(t_{\varepsilon,\delta} = 0\), then
\[
\lim_{\eta_k \to 0} \Psi_{\eta,\varepsilon,\delta}(t_*, x_*, s_*, y_*) = w(0, x_{\varepsilon,\delta}) - w(0, y_{\varepsilon,\delta}) - \psi_{\varepsilon,\delta}(x_{\varepsilon,\delta}, y_{\varepsilon,\delta}) \leq M_{\varepsilon,\delta}^0.
\]

Notice that for every \((t, x, y) \in \mathcal{T} \times \mathbb{R}^d \times \mathbb{R}^d\)
\[
\Psi_{\eta,\varepsilon,\delta}(t_*, x_*, s_*, y_*) \geq w(t, x) - w(t, y) - \psi_{\varepsilon,\delta}(x, y) - \frac{M_{\varepsilon,\delta} - M_{\varepsilon,\delta}^0}{2}.
\]

Thus for every \(\eta > 0\) we have
\[
\Psi_{\eta,\varepsilon,\delta}(t_*, x_*, s_*, y_*) \geq M_{\varepsilon,\delta} - \frac{M_{\varepsilon,\delta} - M_{\varepsilon,\delta}^0}{2} = \frac{M_{\varepsilon,\delta} + M_{\varepsilon,\delta}^0}{2}.
\]

It then follows that
\[
M_{\varepsilon,\delta} \leq 2 \lim_{\eta_k \to 0} \Psi_{\eta,\varepsilon,\delta}(t_*, x_*, s_*, y_*) - M_{\varepsilon,\delta}^0 \leq M_{\varepsilon,\delta},
\]
and by (44) we get \(M_{\varepsilon,\delta} = M_{\varepsilon,\delta}^0\). Because of (45), for every \((t, x, y) \in \mathcal{T} \times \mathbb{R}^d \times \mathbb{R}^d\) we thus have
\begin{equation}
w(t, x) - w(t, y) \leq M_{\varepsilon,\delta}^0 + \psi_{\varepsilon,\delta}(x, y) \leq \frac{\varepsilon}{4} + \frac{|x - y|^2}{\varepsilon} + \delta\left(V(x) + V(y)\right).
\end{equation}

In turn, if \(t_{\varepsilon,\delta} > 0\), then without loss of generality we may assume that \(t_*, s_0 > 0\). By Lemma 7.3 we therefore obtain
\begin{equation}
\frac{M_{\varepsilon,\delta} - M_{\varepsilon,\delta}^0}{2CT} \leq \frac{r + |x_{\varepsilon,\delta} - y_{\varepsilon,\delta}|}{\varepsilon}^{1-2\sigma} + |x_{\varepsilon,\delta} - y_{\varepsilon,\delta}|^{\beta}(1 + r^{-2\sigma}) + \delta.
\end{equation}

We also have \(|x_{\varepsilon,\delta} - y_{\varepsilon,\delta}|^2 \leq 2\varepsilon\|w\|_{\infty}\), thanks to (38). Thus, by combining (45) and (47), we get
\[
w(t, x) - w(t, y) \leq M_{\varepsilon,\delta}^0 + \psi_{\varepsilon,\delta}(x, y) + 2CT\delta
\]
\[
+ 2CT \left(\frac{r + |x_{\varepsilon,\delta} - y_{\varepsilon,\delta}|}{\varepsilon}^{1-2\sigma} + |x_{\varepsilon,\delta} - y_{\varepsilon,\delta}|^{\beta}(1 + r^{-2\sigma})\right)
\leq \frac{\varepsilon}{4} + \frac{|x - y|^2}{\varepsilon} + \delta \left(V(x) + V(y) + 2CT\right)
\]
\[
+ 2CT \varepsilon^{-2\sigma} \left(\frac{r^2}{\varepsilon} + \sqrt{\frac{2\|w\|_{\infty}r^2}{\varepsilon}} + 2\varepsilon^{\beta/2}\varepsilon^{\beta/2}(1 + r^{2\sigma})\right).
\]
We stress that the above inequality holds for all \((t, x, y) \in T \times \mathbb{R}^d \times \mathbb{R}^d\), and since the right-hand side dominates the right-hand side in (46), it also holds for every \(\varepsilon, \delta > 0\).

By taking \(\delta \to 0\) for fixed \(t, x, y\), and \(\varepsilon\) we thus get

\[
 w(t, x) - w(t, y) \leq \frac{\varepsilon}{4} + \frac{|x - y|^2}{\varepsilon} + c_w r^{-2\sigma} \left( \frac{r^2}{\varepsilon} + \sqrt{\frac{r^2}{\varepsilon} + \varepsilon^{\beta/2}} \right),
\]

where \(c_w = 8CT\max\{1, \sqrt{\|w\|_{\infty}}\}\). To balance the second and the third terms in the parenthesis, we put \(r^2 = \varepsilon^{\beta+1}\) for every \(\varepsilon \in (0, 1)\). Since \(\frac{\beta - 2\sigma(\beta + 1)}{2} \in (0, 1)\) as \(\beta \in \left(\frac{2\sigma}{1-2\sigma}, 1\right)\) and \(\sigma \in (0, \frac{1}{2})\), this gives us

\[
 w(t, x) - w(t, y) \leq \frac{\varepsilon}{4} + \frac{|x - y|^2}{\varepsilon} + 3c_w \varepsilon^{-2n(\beta+1)}
\]

\[
 \leq C_1 \left( \frac{|x - y|^2}{\varepsilon} + \varepsilon^{-2\sigma(\beta+1)(1-2\sigma-1)} \right),
\]

where \(C_1 = \max\{1, 4c_w\}\). When \(|x - y| < 1\), we let \(\varepsilon = |x - y|^{\omega_1}\) for

\[
 \omega_1 = \frac{4}{(\beta + 1)(1 - 2\sigma) + 1} = \frac{4}{(\beta + 2)(1 - 2\sigma) + 2\sigma}.
\]

Notice that \(\omega_1 \in \left(\frac{3}{4}, 2\right)\), since \(\beta \in \left(\frac{2\sigma}{1-2\sigma}, 1\right)\) and \(\sigma \in (0, \frac{1}{2})\). Then

\[
 w(t, x) - w(t, y) \leq 2C_1|x - y|^{2-\omega_1}
\]

for every \((t, x, y) \in T \times \mathbb{R}^d \times \mathbb{R}^d\) such that \(|x - y| < 1\) (cf. Definition 4.1).

\(\diamond\) \textbf{Step 2.} We “bootstrap” the argument of \textbf{Step 1} to improve the Hölder exponent.

By combining (38) and (49), after passing to the limit \(\eta_k \to 0\), we get

\[
 \frac{|x_{e, \delta} - y_{e, \delta}|^2}{\varepsilon} \leq w(t_{e, \delta}, x_{e, \delta}) - w(t_{e, \delta}, y_{e, \delta}) \leq 2C_1|x_{e, \delta} - y_{e, \delta}|^{2-\omega_1}.
\]

It follows that \(|x_{e, \delta} - y_{e, \delta}|^{\omega_1} \leq 2C_1 \varepsilon\).

Now we go back to (47) and follow the subsequent arguments, using the new bound. We obtain

\[
 w(t, x) - w(t, y) \leq \frac{\varepsilon}{4} + \frac{|x - y|^2}{\varepsilon} + c_1 r^{-2\sigma} \left( \frac{r^2}{\varepsilon} + \varepsilon^{\omega_1 - 1} r + \varepsilon^{\beta / \omega_1} \right),
\]

where \(c_1 = 8CTC_1^{\omega_1}\) (note that \(C_1, \omega_1 \geq 1\)). To balance the second and the third terms in the parenthesis, for every \(\varepsilon \in (0, 1)\) we put \(r^2 = \varepsilon^{\beta+\omega_1-1}\) (see \textbf{Remark 7.7 (a)}). Since \(\frac{\beta - 2\sigma(\beta + \omega_1 - 1)}{\omega_1} < 1\) (because \(\beta \leq 1 < \omega_1\)) is then the dominant exponent in (50), this gives us

\[
 w(t, x) - w(t, y) \leq C_2 \left( \frac{|x - y|^2}{\varepsilon} + \varepsilon^{-2\sigma(\beta+\omega_1-1)} \right),
\]

where \(C_2 = \max\{1, 4c_1\}\). Choosing \(\varepsilon = |x - y|^{\omega_2}\) for \(\omega_2 = \frac{2\omega_1}{(\beta + \omega_1)(1 - 2\sigma) + 2\sigma}\) gives us

\[
 w(t, x) - w(t, y) \leq 2C_2|x - y|^{2-\omega_2}.
\]

By repeating this procedure, we obtain recursive formulas

\[
 \begin{align*}
 \omega_0 &= 2, & \omega_{n+1} &= \frac{2\omega_n}{(\beta + \omega_n)(1 - 2\sigma) + 2\sigma}, \\
 C_0 &= \max\{1, \|w\|_{\infty}\}, & C_{n+1} &= \max\{1, 32CTC_n^{\omega_n}\},
\end{align*}
\]

for \(n \in \mathbb{N}\).
Notice that $\beta + \omega_0 > \frac{2\sigma}{1-2\sigma} + 2 = \frac{2-2\sigma}{1-2\sigma}$. Now, assume $\beta + \omega_n > \frac{2-2\sigma}{1-2\sigma}$ for some $n \in \mathbb{N}$. Then,

$$
\beta + \omega_{n+1} = \frac{\beta (\beta + \omega_n)(1-2\sigma) + 2\beta \sigma + 2\omega_n}{(\beta + \omega_n)(1-2\sigma) + 2\sigma} > \frac{2}{(\beta + \omega_n)(1-2\sigma) + 2\sigma} = \frac{2}{(1-2\sigma) + \frac{2\sigma}{\beta + \omega_n}} > \frac{2}{(1-2\sigma) + \frac{2\sigma}{\frac{2-2\sigma}{1-2\sigma}}} = \frac{2}{1} - \frac{2\sigma}{1-2\sigma}.
$$

By the principle of induction, we get $\beta + \omega_n > \frac{2-2\sigma}{1-2\sigma} > 2$ for every $n \in \mathbb{N}$. Then,

$$
\frac{\omega_{n+1}}{\omega_n} = \frac{2}{(\beta + \omega_n)(1-2\sigma) + 2\sigma} < \frac{2}{1-2\sigma} = 1,
$$

i.e. $\omega_{n+1} < \omega_n$. This also implies $\omega_n \in (1, 2]$, since $\omega_0 = 2$ and $2 - \omega_n < \beta \leq 1$.

Passing to the limit in (52) we then find that $\lim_{n \to \infty} \omega_n = \frac{2-2\sigma}{1-2\sigma} = \beta = \omega_\infty$.

By (52), notice that $C_n \geq 1$ for every $n \in \mathbb{N}$. Moreover, if $32CT \leq 1$ and $C_{n_0} = 1$ for some $n_0 \in \mathbb{N}$, then $C_n = 1$ for every $n \geq n_0$. In any other case, $C_{n+1} = 32CTC_n^\frac{1}{\omega_n}$ for every $n \in \mathbb{N}$. Then

$$
C_{n+1} = (32CT)^{\Sigma_n} C_0^{\Pi_n}, \quad \text{where } \Pi_n = \prod_{k=1}^n \frac{1}{\omega_k} \text{ and } \Sigma_n = \Pi_n + \sum_{k=1}^n \Pi_k - \Pi_k.
$$

We observe that $\lim \Pi_n = 0$ because $\omega_n \geq \omega_\infty > 1$ (since $\beta \leq 1$ and $\sigma > 0$) and $\lim \Sigma_n = \sum_{k=0}^{\infty} \frac{1}{\omega_k} = 1 + \frac{1-2\sigma}{1-2\sigma} = \infty$ since $\beta \leq 1$. In either case, $\lim_{n \to \infty} C_n = \infty$.

By writing (51) for every $n$ and then passing to the limit $n \to \infty$, we get $w \in B(T, C^2_b(\mathbb{R}^d))$, where

$$
\beta_0 = \lim_{n \to \infty} (2 - \omega_n) = \beta - \frac{2\sigma}{1-2\sigma}.
$$

\(\square\)

**Remark 7.7.** (a) Our aim is to obtain the best Hölder regularity. The choice of scaling $r^2 = \varepsilon^3 + 1$ in (48) is clearly optimal. When we repeat this argument in (50), we want the **lowest** of the three exponents to be the **highest** possible. If $r = \varepsilon^a$, then the exponents are

$$(2 - 2\sigma) a - 1, \quad (1 - 2\sigma) a + 1/\omega_n - 1, \quad -2\sigma a + 1/\omega_n,$$

which are affine functions of $a$. The first two are increasing, and the third is decreasing, hence the optimal choice is at the intersection of either 1st and 3rd, or 2nd and 3rd lines, which corresponds to $a = \max \left\{ \frac{2-2\sigma-1}{\omega_n}, \frac{2-2\sigma}{2\omega_n} \right\}$. We have $a = \frac{1}{\beta + \omega_n - 1}$, since $\beta + \omega_n > 2$.

(b) If the Lévy measure $\nu$ is symmetric at the origin (see Definition 4.11), the proof of Theorem 7.6 leads to $w \in B(T, C^2_b(\mathbb{R}^d))$, where $\beta_0 = \beta - \frac{2\sigma}{1-2\sigma}$ (cf. Remark 7.4 (b)).

**Theorem 7.8.** Assume (LA), (A1′′), $\phi \in C^1_b(\mathbb{R}^d)$, $\sigma \in (0, \frac{3-\sqrt{5}}{2})$, $\beta \in (2\sigma + \frac{2\sigma}{1-2\sigma}, 1]$. There exists a bounded classical solution of problem (35).

**Proof.** The condition on $\sigma$ ensures that $2\sigma + \frac{2\sigma}{1-2\sigma} < 1$. Consider the viscosity solution $w$ of problem (35) given by Corollary 7.5. By Theorem 7.6 we have $w \in B(T, C^2_b(\mathbb{R}^d))$, where $\beta_0 = \beta - \frac{2\sigma}{1-2\sigma}$. Since $\beta_0 > 2\sigma$, by Proposition 4.18 we have $Cw \in B(T, C^3_b(\mathbb{R}^d))$ and by Lemma 4.23, $w$ is a bounded classical solution of problem (35). \(\square\)
7.2. Dual equation in the non-degenerate case. When (LC) holds, we write \( bL = A + B \), where

\[
(A \phi)(t, x) = \int_{\mathbb{R}^d} (\phi(t, x + z) - \phi(t, x) - \mathbf{1}_{|z| \leq 2\sigma}(2\sigma) z \cdot \nabla \phi(x)) b(t, x) \frac{\tilde{k}(z)}{|z|^{d+2\sigma}} dz,
\]

\( \tilde{k}(z) = \mathbf{1}_{B_1} k(z) + \mathbf{1}_{B_1^c} k(\frac{z}{|z|}) \) is a normal extension of \( k \) (defined in (LC)) to \( \mathbb{R}^d \), and \( B = bL - A : C_b(\mathbb{R}^d) \to C_b(\mathbb{R}^d) \) is a bounded operator (with Lévy measure supported on \( B_1^c \)).

**Theorem 7.9.** Assume (A1’’), \( b \geq \kappa \) for some \( \kappa > 0 \), and \( \phi \in C_c^\infty(\mathbb{R}^d) \). If either

(i) (LB) and \( b \in UC(T \times \mathbb{R}^d) \);

(ii) (LC);

holds, then problem (35) has a bounded classical solution and \( Lw \in B(T, C_b^\alpha(\mathbb{R}^d)) \).

**Proof.** Part (i). The statement follows from [67, Theorem 5.1.9] (see [67, page 175] for relevant notation).

Part (ii). Because \( \phi \in C_c^\infty(\mathbb{R}^d) \), we have \( L\phi \in C_b^\infty(\mathbb{R}^d) \) and thus by (A1’’') we get \( bL\phi \in C_b(\mathcal{T}, C_b^\alpha(\mathbb{R}^d)) \). Notice that \( w \) is a bounded classical solution of problem (35) if and only if \( v = w - \phi \) is a bounded classical solution of

\[
\begin{cases}
\partial_t v - bL \phi = bL \phi & \text{on } T \times \mathbb{R}^d, \\
v(0) = 0 & \text{on } \mathbb{R}^d.
\end{cases}
\]

We study problem (54) using the results proved in [70]. We check the assumptions for operators \( A \) and \( B \) given by (53). Assumption A in [70] is satisfied, because we assume (LC), (A1’’’), and \( b \geq \kappa > 0 \). To verify assumptions B1 and B2 in [70], we choose \( c(t, x, v) = v \), \( U_n = B_1 \), and \( \pi = \nu^1_{B_1} \) (in the notation of [70]) and again use (LC), (A1’’’).

By [70, Theorem 4] there exists a unique solution \( v \) of problem (54) such that \( L \phi \in B(T, C_b^\alpha(\mathbb{R}^d)) \) (see Remark 4.19) and \( \partial_t v \in C_b(\mathcal{T} \times \mathbb{R}^d) \) (see [70, Definition 3]). Thus \( w = v - \phi \) is a bounded classical solution of problem (35). \( \square \)

7.3. Uniqueness for Fokker–Planck. We are now in a position to prove uniqueness of solutions of problem (3). Since \( T \) is arbitrary, we shall apply Theorem 7.8 and Theorem 7.9 on \([0, t)\) for \( t < T \) in place of \( T \). We also consider condition (A1’’’) on this smaller interval.

**Theorem 7.10.** Assume (A1’’’) on \([0, t] \) for every \( t \in \mathcal{T} \), (A3), and any of the following

(i) (LA) and \( \beta > 2\sigma + \frac{2\sigma}{1-2\sigma} \);

(ii) (LA) with \( \nu \) symmetric at the origin and \( \beta > 2\sigma + \frac{2\sigma}{1-\sigma} \);

(iii) (LB), \( b \geq \kappa \) for some \( \kappa > 0 \), and \( b \in UC([0, t] \times \mathbb{R}^d) \) for every \( t \in \mathcal{T} \);

(iv) (LC) and \( b \geq \kappa \) for some \( \kappa > 0 \).

Then problem (3) has precisely one very weak solution.

**Proof.** Existence of a very weak solution follows from Theorem 6.6. Fix arbitrary \( \varphi \in C_c^\infty(\mathbb{R}^d) \) and \( t_0 \in (0, T] \), and take \( \tilde{b}(t) = b(t_0 - t) \) for every \( t \in [0, t_0] \). Replace \( b \) by \( \tilde{b} \) in problem (35). Then there exists a bounded classical solution \( \tilde{w} \) of problem (35) — by Theorem 7.8 if (i) or (ii) holds (see Remark 7.7 (b) in case (ii)) and by Theorem 7.9 if (iii) or (iv) holds.
Let \( w(t) = \tilde{w}(t_0 - t) \) for \( t \in [0, t_0] \). Then \( w \) is a bounded classical solution of
\begin{equation}
\begin{aligned}
\partial_t w(t) + b(t) L w(t) &= 0 \quad \text{in } (0, t_0) \times \mathbb{R}^d, \\
 w(t_0) &= \varphi.
\end{aligned}
\end{equation}

In particular, \( \partial_t w, Lw \in C((0, t_0) \times \mathbb{R}^d) \). Suppose \( m \) and \( \tilde{m} \) are two very weak solutions of problem (3) with the same initial condition \( m_0 \) and coefficient \( b \). By Definition 1.4 (see Lemma 6.1 (ii)) and (55),
\[
(m(t_0) - \tilde{m}(t_0))[\varphi] = \int_0^{t_0} (m(\tau) - \tilde{m}(\tau))[\partial_t w + b L w] \, d\tau = 0.
\]
Hence, for every \( t \in (0, T) \) and \( \varphi \in C_0^\infty(\mathbb{R}^d) \),
\[
(m(t) - \tilde{m}(t))[\varphi] = 0,
\]
which means that \( m(t) = \tilde{m}(t) \) in \( \mathcal{P}(\mathbb{R}^d) \).
\( \square \)

**Corollary 7.11.** Assume (A1), (A4). Condition (S5) is satisfied if any of the following sets of assumptions holds:
\begin{enumerate}[label=(\roman*)]
\item (RA), (LA), and \( \frac{2\sigma}{\alpha - 2\sigma} (1 + \frac{1}{1 - \sigma}) < \gamma \);
\item (RA), (LA) with \( \nu \) symmetric at the origin, and \( \frac{2\sigma}{\alpha - 2\sigma} (1 + \frac{1}{1 - \sigma}) < \gamma \);
\item (RB), (FB), (LB), (A2);
\item (RB), (FB), (LC), (A2), and Conjecture 2.7 is true.
\end{enumerate}

**Proof.** Let \( u_1, u_2 \in S_{RB} \) and \( v_1 = \mathcal{L} u_1, v_2 = \mathcal{L} u_2 \). Since \( F' \in C(\mathbb{R}) \) by (A1), we may consider
\[
b(t, x) = \int_0^1 F'(sv_1(t, x) + (1-s)v_2(t, x)) \, ds.
\]
Because \( u_1, u_2 \in S_{RB} \) and \( F' \geq 0 \), we have \( b \in C(\mathcal{T} \times \mathbb{R}^d) \) and \( b \geq 0 \).

\( \diamond \) **Part (i).** We have \( v_1, v_2 \in B(\mathcal{T}, C_0^{\alpha-2\sigma}(\mathbb{R}^d)) \), because of Theorem 5.4 (i). Thus \( b \) satisfies (A1") with \( \beta = \gamma (\alpha - 2\sigma) \). Since \( \frac{2\sigma}{\alpha - 2\sigma} (1 + \frac{1}{1 - \sigma}) < \gamma \), we have \( \beta > 2\sigma + \frac{2\sigma}{\alpha - 2\sigma} \) and (S5) follows from Theorem 7.10 (i).

\( \diamond \) **Part (ii).** We proceed as in Part (i) and use Theorem 7.10 (ii).

\( \diamond \) **Part (iii).** By Lemma 2.4 and Theorem 5.7 (iii), \( v_1, v_2 \in C_b(\mathcal{T} \times \mathbb{R}^d) \) and \( v_1, v_2 \in B([0, \hat{t}], C_0^\alpha(\mathbb{R}^d)) \cap UC([0, \hat{t}] \times \mathbb{R}^d) \) for every \( t \in \mathcal{T} \). Thus \( b \) satisfies (A1") on \( [0, \hat{t}] \) with \( \beta = \gamma \alpha \) and \( b \in UC([0, \hat{t}] \times \mathbb{R}^d) \). Since \( F' \geq \kappa > 0 \), we have \( b \geq \kappa > 0 \) and (S5) follows from Theorem 7.10 (iii).

\( \diamond \) **Part (iv).** By Conjecture 2.7 and Theorem 5.7 (iii), \( v_1, v_2 \in C_b(\mathcal{T} \times \mathbb{R}^d) \) and \( v_1, v_2 \in B([0, \hat{t}], C_0^\alpha(\mathbb{R}^d)) \) for every \( t \in \mathcal{T} \). Thus \( b \) satisfies (A1") on \( [0, \hat{t}] \) with \( \beta = \gamma \alpha \). Since \( F' \geq \kappa > 0 \), we have \( b \geq \kappa > 0 \) and (S5) follows from Theorem 7.10 (iv).

8. **Mean field game**

In this section we prove existence and uniqueness of solutions of problem (1) under general assumptions. These results yield a proof of Theorem 2.9. For the proof of existence, we need to recall some terminology concerning set-valued maps, in order to use the Kakutani–Glicksberg–Fan fixed point theorem.

**Definition 8.1.** A set-valued map \( \mathcal{K} : X \to 2^Y \) is compact if the image \( \mathcal{K}(X) = \bigcup \{ \mathcal{K}(x) : x \in X \} \) is contained in a compact subset of \( Y \).

**Definition 8.2.** A set-valued map \( \mathcal{K} : X \to 2^Y \) is upper-semicontinuous if, for each open set \( A \subseteq Y \), the set \( \mathcal{K}^{-1}(2^A) = \{ x : \mathcal{K}(x) \subseteq A \} \) is open.
Theorem 8.3 (Kakutani–Glicksberg–Fan [40, §7 Theorem 8.4]). Let $S$ be a convex subset of a normed space and $K : S \rightarrow 2^S$ be a compact set-valued map. If $K$ is upper-semicontinuous with non-empty compact convex values, then $K$ has a fixed point, i.e. there exists $x \in S$ such that $x \in K(x)$. □

In addition, the following lemma lets us express upper-semicontinuity in terms of sequences, which are easier to handle (cf. Lemma 6.4).

Lemma 8.4 ([40, §43.II Theorem 4]). Let $X$ be a Hausdorff space and $Y$ be a compact metric space. A set-valued compact map $K : X \rightarrow 2^Y$ is upper-semicontinuous if and only if the conditions

$$x_n \rightarrow x \text{ in } X, \quad y_n \rightarrow y \text{ in } Y,$$

implies $y \in K(x)$. □

Theorem 8.5. Assume (L), (A1), (A3), (A4), (S1), (S2), (S3). There exists a classical very weak solution of problem (1).

Proof. Let $X = \{ C(\overline{T}, M_0[\mathbb{R}^d]) \}$. We want to find a solution of problem (1) in $X$ by applying the Kakutani–Glicksberg–Fan fixed point theorem. To this end, we shall define a map $K : S \rightarrow 2^S$ on a certain compact, convex set $S \subset X$. Then the map $K$ is automatically compact and we may use Lemma 8.4 to obtain upper-semicontinuity.

- Step 1. Let $V$ be a Lyapunov function such that $m_0[V] \|LV\|_\infty < \infty$ (see Corollary 4.14). Define

$$S = \left\{ \mu \in C(\overline{T}, \mathcal{P}(\mathbb{R}^d)) : \mu(0) = m_0, \sup_{t \in \overline{T}} \mu(t)[V] \leq c_1, \sup_{0 \leq |t-s| \leq T} \frac{\|\mu(t) - \mu(s)\|_0}{\sqrt{|t-s|}} \leq c_2 \right\},$$

where $m_0$ is fixed and satisfies (A3), and

$$c_1 = m_0[V] + TK_{HJB}\|LV\|_\infty, \quad c_2 = 2 + (2\sqrt{T} + K_4)K_{HJB}\|L\|_{LK}.$$ The set $S$ is clearly convex. In addition, $S$ is compact because of Proposition 4.8, the assumed equicontinuity in time, and the Arzelà–Ascoli theorem.

- Step 2. Take $\mu \in S$ and let

$$f = f(\mu) \quad \text{and} \quad g = g(\mu(T)).$$

We define a map $K_1 : S \rightarrow C_0(\overline{T} \times \mathbb{R}^d)$ by $K_1(\mu) = u$, where $u$ is the unique bounded classical solution of problem (2), corresponding to data $(f, g)$. The map $K_1$ is well-defined because of (S1), (S3), and Theorem 5.3. By (A1) we find that $b = F'(Lu)$ satisfies (A1').

We define a set-valued map $K_2$ by $K_2(u) = M$, where $M$ is the set of very weak solutions of problem (3) corresponding to $b = F'(Lu)$. The set $M \subset C(\overline{T}, \mathcal{P}(\mathbb{R}^d))$ is convex, compact, and non-empty because of Corollary 6.3 and Theorem 6.6. Now we define the fixed point map

$$K(\mu) = K_2(K_1(\mu)) = M.$$ Because of its construction, $K : S \rightarrow 2^S$ is a compact map with non-empty compact convex values.

- Step 3. It remains to show that the map $K : S \rightarrow 2^S$ is upper-semicontinuous. Let $\{\mu_n, \mu\} \subset S$ be such that $\lim_{n \to \infty} \mu_n = \mu$ and let $\{\mu_n, u_n\} = \{K_1(\mu_n), K_1(\mu)\}$ be the corresponding solutions of problem (2), and $\{M_n, M\} = \{K(\mu_n), K(\mu)\}$ be the corresponding sets of solutions of problem (3).
Since \( \lim_{n \to \infty} \mu_n = \mu \), by (A4), Theorem 5.3, and (S2), we obtain \( \mathcal{L}u_n \to \mathcal{L}u \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in \mathcal{T} \). Hence, if we let
\[
b_n = F'(\mathcal{L}u_n) \quad \text{and} \quad b = F'(\mathcal{L}u),
\]
then, because of (A1), \( b_n \to b \) uniformly on compact sets in \( \mathbb{R}^d \) for every \( t \in \mathcal{T} \). Moreover, the functions \( b_n \) and \( b \) satisfy (A1') and are uniformly bounded, because of (S3).

Consider a sequence \( m_n \in \mathcal{M}_n \) and suppose it converges to some \( \hat{m} \in \mathcal{S} \). Then we use Lemma 6.4 to say that \( \hat{m} \in \mathcal{M} \). This proves that the map \( \mathcal{K} \) is upper-semicontinuous by Lemma 8.4.

\[\diamond \text{Step 4.}\] We now use Theorem 8.3 to get a fixed point \( \hat{m} \in \mathcal{S} \) of the map \( \mathcal{K} \).

Because of how \( \mathcal{K} \) is defined, we have
\[
\hat{m} \in \mathcal{K}(\hat{m}) = \mathcal{K}_2(\mathcal{K}_1(\hat{m})).
\]

Thus there exists \( \hat{u} = \mathcal{K}_1(\hat{m}) \), which is a bounded classical solution of problem (2) with \( f = f(\hat{m}) \) and \( g = g(\hat{m}(T)) \), and \( \|F'(\mathcal{L}\hat{u})\|_\infty \leq K_{HJB} \) by (S3). Note that \( \hat{m} \) is a very weak solution of problem (3) with \( \hat{m}(0) = m_0 \) and \( b = F'(\mathcal{L}\hat{u}) \). This, in turn, means that the pair \((\hat{u}, \hat{m})\) is a classical–very weak solution of problem (1) (see Definition 1.5).

\[\square\]

Remark 8.6. When we add assumption (S5) to Theorem 8.5,\(^\dagger\) we can say that the values of the maps \( \mathcal{K}_2 : \mathcal{S}_{HJB} \to 2^S \) and \( \mathcal{K} : \mathcal{S} \to 2^S \) are singletons, and hence both are continuous (see Step 3, Remark 6.5). Instead of the Kakutani–Glicksberg–Fan theorem, we may then use the Schauder theorem [40, §6 Theorem 3.2]. In fact, the former simply reduces to the latter in this setting (cf. Lemma 8.4).

Theorem 8.7. Assume (L), (A1), (A2), (A3), (A5), (S4), (S5). Then problem (1) has at most one solution.

Proof. Suppose \((u_1, m_1)\) and \((u_2, m_2)\) are classical–very weak solutions of problem (1) (see Definition 1.5), and take
\[
u = u_1 - u_2, \quad m = m_1 - m_2.
\]

To shorten the notation further, let \( \mathcal{L}u_1 = v_1, \mathcal{L}u_2 = v_2, \) and \( v = v_1 - v_2 \).

By Definition 1.5, \( u_1, u_2 \) are bounded classical solutions of problem (2), and by (S4), \( \{\partial_t u_1, \partial_t u_2, \mathcal{L}u_1, \mathcal{L}u_2\} \subseteq C_b(T \times \mathbb{R}^d) \). Thus, \( F'(v_1), F'(v_2) \in C_b(T \times \mathbb{R}^d) \) because of (A1) and \( u \in \mathcal{U} \) where \( \mathcal{U} \) is defined in Lemma 6.1 (ii). Further, \( m_1, m_2 \) are very weak solutions of problem (3), hence they satisfy (4) for every \( \phi \in \mathcal{U} \) by Lemma 6.1 (ii). Therefore,
\[
m(T)[u(T)] - m(0)[u(0)] = (m_1(T) - m_2(T))[u_1(T) - u_2(T)] - (m_1(0) - m_2(0))[u_1(0) - u_2(0)]
\]
\[
= \int_0^T \left( m_1[\partial_t u + F'(v_1)v] - m_2[\partial_t u + F'(v_2)v]\right)(\tau) \, d\tau.
\]

As \( m_1(0) = m_2(0) = m_0 \), we have
\[
m(0)[u(0)] = (m_1(0) - m_2(0))[u(0)] = 0
\]
and, thanks to (A5),
\[
m(T)[u(T)] = (m_1(T) - m_2(T))[g(m_1(T)) - g(m_2(T))] \leq 0.
\]

Hence by (56) we get
\[
\int_0^T \left( m_1[\partial_t u + F'(v_1)v] - m_2[\partial_t u + F'(v_2)v]\right)(\tau) \, d\tau \leq 0.
\]

\[\dagger\]Here it would be sufficient to consider (S5) for a smaller set \( \mathcal{B} \) constructed with \( u_1 = u_2 \).
We further notice that
\[ \partial_t u + F(v_1) - F(v_2) = f(m_2) - f(m_1). \]

Then, by integrating this expression with respect to the measure \( m \), we obtain
\[ \int_0^T (m_1 - m_2)[\partial_t u + F(v_1) - F(v_2)](\tau) \, d\tau = \int_0^T (m_1 - m_2)[f(m_2) - f(m_1)] \, d\tau. \tag{58} \]

From (A2) we know that \( F \) is convex, thus
\[ F(v_1) - F(v_2) \leq F'(v_1) v \quad \text{and} \quad F(v_1) - F(v_2) \geq F'(v_2) v, \]
and since \( m_1, m_2 \in C(\overline{T}, P(\mathbb{R}^d)) \) are non-negative measures, by (58), (59) and (A5),
\[ \int_0^T m_1[\partial_t u + F'(v_1) v](\tau) \, d\tau - \int_0^T m_2[\partial_t u + F'(v_2) v](\tau) \, d\tau \]
\[ \geq \int_0^T (m_1 - m_2)[f(m_2) - f(m_1)](\tau) \, d\tau \geq 0. \tag{60} \]

Combining (57) and (60), we find that
\[ \int_0^T m_1[\partial_t u + F'(v_1) v](\tau) \, d\tau - \int_0^T m_2[\partial_t u + F'(v_2) v](\tau) \, d\tau \]
\[ = \int_0^T (m_1 - m_2)[f(m_2) - f(m_1)](\tau) \, d\tau = 0. \]

Then taking into account (58), we find that
\[ 0 = \int_0^T \int_{\mathbb{R}^d} (F'(v_1) v - F(v_1) + F(v_2)) \, m_1(\tau, dx) \, d\tau \]
\[ + \int_0^T \int_{\mathbb{R}^d} (F(v_1) - F(v_2) - F'(v_2) v) \, m_2(\tau, dx) \, d\tau. \]

By (57), both functions under the integrals are non-negative and continuous, thus
\[ F(v_1) - F(v_2) - F'(v_1)(v_1 - v_2) = 0 \quad \text{on} \quad \text{supp} \, m_1, \tag{61} \]
\[ F(v_1) - F(v_2) - F'(v_2)(v_1 - v_2) = 0 \quad \text{on} \quad \text{supp} \, m_2, \]
where by \( \text{supp} \, m_i \), we understand the support of \( m_i \) taken as a measure on \( T \times \mathbb{R}^d \).
Let us define
\[ b(t, x) = \begin{cases} \frac{F(v_1(t, x)) - F(v_2(t, x))}{v_1(t, x) - v_2(t, x)}, & \text{if } v_1(t, x) \neq v_2(t, x), \\ F'(v_1(t, x)), & \text{if } v_1(t, x) = v_2(t, x). \end{cases} \tag{62} \]

Because of (A1), we may also write (62) as
\[ b(t, x) = \int_0^1 F'(sv_1(t, x) + (1 - s)v_2(t, x)) \, ds. \tag{63} \]

Because of (S4), \( b \in C_b(T \times \mathbb{R}^d) \). Notice that if \( v_1 \neq v_2 \), the following identities are equivalent
\[ F(v_1) - F(v_2) - F'(v_1)(v_1 - v_2) = 0 \quad \Leftrightarrow \quad \frac{F(v_1) - F(v_2)}{v_1 - v_2} = F'(v_1). \]

We can make a similar observation for \( F'(v_2) \). Thus by (61),
\[ b(t, x) = F'(v_1)(t, x) \quad \text{when} \ (t, x) \in \text{supp} \, m_1, \]
\[ b(t, x) = F'(v_2)(t, x) \quad \text{when} \ (t, x) \in \text{supp} \, m_2. \]
Since \((u_1, m_1)\) and \((u_2, m_2)\) are classical–very weak solutions of problem (1), it now follows that both \(m_1\) and \(m_2\) are very weak solutions of problem (3) with initial condition \(m_0\) and coefficient \(b\) given by (62). By (63) and (S5) we get \(m_1 = m_2\). Then also \(u_1 = u_2\) by Theorem 5.3.

**Appendix A. The fractional Laplacian**

**Definition A.1.** The fractional Laplacians are Lévy operators given by

\[-(\Delta)^\sigma u(x) = c_{d,\sigma} \text{ p.v.} \int_{\mathbb{R}^d} \frac{u(x + z) - u(x)}{|z|^{d+2\sigma}} \, dz,
\]

where p.v. denotes the principal value, \(\sigma \in (0, 1)\), and

\[c_{d,\sigma} = \sigma(1 - \sigma) \frac{2^{2\sigma+1}\Gamma(\sigma)}{K_d B(\frac{d}{2}, \sigma)\Gamma(2 - \sigma)}, \quad \text{and } B \text{ is the beta function.}
\]

**Proposition A.2.** The fractional Laplacians satisfy (LC) and, for \(2\sigma \in (0, 1)\), also satisfy (LA).

**Proof.** The Lévy measure of a fractional Laplacian is \(c_{d,\sigma}|z|^{-d-2\sigma} \, dz\). In fact,

\[
\int (1 + |z|^2) \frac{1}{|z|^{d+2\sigma}} \, dz = \int_{B_1} \frac{1}{|z|^{d-2\sigma}} \, dz + \int_{B_1} \frac{1}{|z|^{d+2\sigma}} \, dz = \frac{K_d}{\sigma(1 - \sigma)}.
\]

Since this measure is also symmetric at the origin (see Definition 4.11 and Remark 4.12 (a)), the fractional Laplacian satisfies (LC). Suppose \(2\sigma \in (0, 1)\). For every \(r \in (0, 1)\) and \(p \in (2\sigma, 1]\) we have

\[
\int_{B_1} (1 + |z|^p) \frac{1}{|z|^{d+2\sigma}} \, dz = r^{-p} \int_{B_r} \frac{1}{|z|^{d-p+2\sigma}} \, dz + \int_{B_1 \setminus B_r} \frac{1}{|z|^{d+2\sigma}} \, dz
\]

\[
= K_d \left( \frac{r^{-2\sigma}}{p - 2\sigma} + \frac{r^{-2\sigma} - 1}{2\sigma} \right) < \frac{K_d}{\sigma(p - 2\sigma)r^{-2\sigma}}.
\]

This shows that the fractional Laplacian satisfies (LA) when \(2\sigma \in (0, 1)\). □

**Remark A.3.** A similar proof can be given for an anisotropic and/or subelliptic operator \(-\sum_{i=1}^d c_i(\Delta x_i)^{\sigma_i}\), which is a sum of one-dimensional fractional Laplacians taken with (possibly) different values \(\sigma_i\) in each coordinate direction and weights \(c_i \geq 0\). The Lévy measure is then concentrated entirely on the axes — it is not absolutely continuous with respect to the Lebesgue measure on \(\mathbb{R}^d\) when \(d \geq 2\) and if some \(c_i = 0\), not on all of the axes.

Other examples in the same spirit would be the CGMY operator on \(\mathbb{R}\) with density \(\nu(dz) = k(z) \, dz = C \frac{1}{|z|^{2\sigma}} \left( e^{-G|z|^\alpha} I_{\{z < 0\}} + e^{-M|z|^\alpha} I_{\{z > 0\}} \right) \, dz\) and other non-local operators used in finance (cf. e.g. [28]), one-sided operators with the same asymptotic behaviour as the fractional Laplacian (e.g. Riesz–Feller operators), any convex combinations of such, and “embdeddings” into higher dimensions.

**Proposition A.4.** Let \(V(x) = \log \left( \sqrt{1 + |x|^2} + 1 \right)\). Then \(V\) is a Lyapunov function and \(\|(-\Delta)^\sigma V\|_\infty \leq \frac{c_{d,\sigma} K_d}{\sigma} \left( \log(2) + \frac{\pi}{2\sin(\sigma\pi)} \right)\) for every \(\sigma \in (0, 1)\).

**Proof.** We have \(V \in C^2(\mathbb{R}^d)\) and \(V(x) = V_0(\sqrt{1 + |x|^2})\), where \(V_0(x) = \log(x + 1)\). Note that \(V_0 : [0, \infty) \to [0, \infty)\) is concave, and hence subadditive. Moreover, \(0 \leq -V_0'' \leq 1\) and \(\lim_{x \to \infty} V_0(x) = \infty\). Hence \(V\) is a Lyapunov function.

We have \(|V(x + z) - V(x)| \leq V(z)\) (see the proof of Lemma 4.13) and

\[V(z) = \log \left( \sqrt{1 + |z|^2} + 1 \right) \leq \log(1 + |z|^2) + \log(2).
\]
By using the Taylor expansion and the fact that $(|z|^2 + 1)^{-1} \geq \frac{1}{2}$ for $|z| \leq 1$ we thus get

$$\left| \frac{1}{c_{d, \sigma}} (-\Delta)^{\sigma} V(x) \right| \leq \text{p.v.} \int_{\mathbb{R}^d} \frac{V(x+z) - V(x)}{|z|^{d+2\sigma}} \, dz$$

$$\leq \int_{B_1} \frac{|z|^2}{(|z|^2 + 1)|z|^{d+2\sigma}} \, dz + \int_{B_1^c} \frac{\log(|z|^2 + 1)}{|z|^{d+2\sigma}} \, dz + \frac{K_d}{2\sigma} \log(2).$$

Using polar coordinates, substitution, and integration by parts we obtain

$$\int_{B_1} \frac{|z|^2}{(|z|^2 + 1)|z|^{d+2\sigma}} \, dz + \int_{B_1^c} \frac{\log(|z|^2 + 1)}{|z|^{d+2\sigma}} \, dz = \frac{K_d}{2\sigma} \left( \sigma \int_0^1 \frac{t^{-\sigma}}{t+1} \, dt + \int_1^{\infty} \frac{t^{-\sigma}}{t+1} \, dt + \log(2) \right).$$

We have $\sigma \in (0, 1)$ and by using formulas 6.2.1, 6.2.2, and 6.1.17 in [34], we calculate

$$\int_0^{\infty} \frac{t^{-\sigma}}{t+1} \, dt = B(1-\sigma, \sigma) = \frac{\pi}{\sin(\pi \sigma)},$$

where $B$ is the beta function. Hence

$$\|(-\Delta)^{\sigma} V\|_{\infty} \leq \frac{c_{d, \sigma} K_d}{2\sigma} \left( \log(4) + \frac{\pi}{\sin(\pi \sigma)} \right). \quad \Box$$

**Remark A.5.** Notice that $\lim_{\sigma \to 1} \frac{\pi(1-\sigma)}{\sin(\pi \sigma)} = 1$ and $\sup_{\sigma \in (0, 1)} \frac{2^\sigma \Gamma(\sigma)}{B(\frac{1}{2}, \sigma) \Gamma(2-\sigma)} < \infty$, thus the Lyapunov function $V$ in Proposition A.4 satisfies

$$\sup_{\sigma \in (0, 1)} \|(-\Delta)^{\sigma} V\|_{\infty} \leq \infty \quad \text{for every } \varepsilon \in (0, 1).$$

It is impossible to put $\varepsilon = 0$, since the relevant family of Lévy measures restricted to $B_1^c$ is not tight (see Proposition 4.8).

**Appendix B. The Legendre–Fenchel Transform**

For a comprehensive treatment of the Legendre–Fenchel transform we refer to [76, 43]. Below we gather the properties needed to derive the model in Section 3.

**Proposition B.1.** Let $L : [0, \infty) \to \mathbb{R} \cup \{\infty\}$ be a lower-semicontinuous function such that $L \not\equiv \infty$ and define $F(z) = \sup_{\zeta \in [0, \infty]} (z \zeta - L(\zeta))$. Then $F$ is convex and non-decreasing. In addition,

(i) if $\lim_{\zeta \to \infty} L(\zeta)/\zeta = \infty$, then $F$ has finite values and is locally Lipschitz-continuous;

(ii) if $L$ is convex and is strictly convex on $\{L \not\equiv \infty\}$, then $F$ is differentiable on $\{F \not\equiv \infty\}$ and $\zeta \mapsto z \zeta - L(\zeta)$ achieves its supremum at $\zeta = F'(z)$;

(iii) let $L$ be convex, $\lim_{\zeta \to \infty} L(\zeta)/\zeta = \infty$ and $\partial L$ be the subdifferential of $L$. If for every $\zeta_1, \zeta_2 \in [0, \infty)$ and $z_1 \in \partial L(\zeta_1)$ there exists $c_{z_1} > 0$ such that for every $z_2 \in \partial L(\zeta_2)$ satisfying $|z_1 - z_2| \leq 1$ we have

$$(z_1 - z_2)(\zeta_1 - \zeta_2) \geq c_{z_1} |\zeta_1 - \zeta_2|^{1+\frac{1}{2}},$$

then $F' \in C^1(\mathbb{R})$.

---

\[19\] When $\gamma = 1$ and $c_{z_1}$ is in fact independent of $z_1$, this corresponds to the usual strong convexity of $L$ (see [43, Theorem D.6.1.2]); if $\gamma_1 < \gamma_2$, the condition with $\gamma_1$ allows for a flatter (less non-affine) function $L$ than the one with $\gamma_2$. 

---
Proof. The function \( F \) is convex as a supremum of convex (affine) functions. For \( \zeta, h \geq 0 \) and \( z \in \mathbb{R} \) we have \( (z + h)\zeta - L(\zeta) \geq z\zeta - L(\zeta) \) and thus
\[
F(z + h) = \sup_{\zeta \in [0, \infty)} ((z + h)\zeta - L(\zeta)) \geq \sup_{\zeta \in [0, \infty)} (z\zeta - L(\zeta)) = F(z).
\]

\( \diamond \) Part (i). Because \( \lim_{\zeta \to \infty} L(\zeta)/\zeta = \infty \), for every \( z \in \mathbb{R} \),
\[
\lim_{\zeta \to \infty} \left( z - \frac{L(\zeta)}{\zeta} \right) \zeta = -\infty.
\]
Since \( L \) is lower-semicontinuous and \( L \neq \infty \), there exists \( \zeta_0 < \infty \) such that
\[
L(\zeta_0) < \infty \quad \text{and} \quad \sup_{\zeta \in [0, \infty)} \left( z - \frac{L(\zeta)}{\zeta} \right) = z\zeta_0 - L(\zeta_0).
\]
As a convex function with finite values, \( F \) is then locally Lipschitz-continuous.

\( \diamond \) Part (ii). Since \( L \) is lower-semicontinuous, the statement follows from [76, Theorem 23.5, Corollary 23.5.1, Theorem 26.3, page 52].

\( \diamond \) Part (iii). Note that (iii) implies (i) and (ii) (cf. [43, Theorem D.6.1.2]) hence \( F \) has finite values on \( \mathbb{R} \) and \( F' \) exists everywhere. If \( z_i \in \partial L(\zeta_i) \), then \( \zeta_i = F'(z_i) \) by [76, Theorem 23.5]. For \( |z_1 - z_2| \leq 1 \) we thus have
\[
|z_1 - z_2|\frac{F'(z_1) - F'(z_2)}{\zeta} \geq c_{z_1}|F'(z_1) - F'(z_2)|^{1 + \frac{1}{q}}.
\]
which gives us \( F' \in C^1(\mathbb{R}) \) (see (17) in Definition 4.1). \( \square \)

| \( L : [0, \infty) \to \mathbb{R} \cup \{\infty\} \) | \( F : \mathbb{R} \to \mathbb{R} \) |
|---|---|
| (a) | \( \chi_{(\zeta)} \) | \( \kappa z \) |
| (b) | \( \chi_{[0,\zeta]} \) | \( \kappa z^+ \) |
| (c) | \( \chi_{[0,\zeta]} + \varepsilon \left( \frac{1}{\zeta} z^2 - \zeta \right) \) | \( \Pi_{[-\varepsilon,\varepsilon]}(z) \frac{1}{\zeta^2} (z + \varepsilon)^2 + \Pi_{[\varepsilon,\infty]}(z) \kappa z \) |
| (d) | \( \frac{1}{q} q^q \) | \( \frac{2 - 1}{q} (z^+) \frac{1}{q+1} \) |
| (e) | \( \zeta \log(\zeta) - \zeta \) | \( e^z \) |
| (f) | \( \chi_{[\zeta, \infty]}(\zeta) + 1 \) \( L_0(\zeta) - \kappa \) | \( F_0(z) + \kappa z \) |

Table 1. Pairs of Legendre–Fenchel conjugate functions (see Remark B.2). Here \( \chi_A(x) = \infty \) for \( x \not\in A \), \( \chi_A(x) = 0 \) for \( x \in A \); and \( z^+ = \max(z, 0) \); \( L_0, F_0 \) is an arbitrary conjugate pair.

Remark B.2 (On Table 1). For convenience we provide some prototypical examples of gain functionals \( L \) (see Section 3) that can (or cannot) be used to derive problem (1), and their corresponding Legendre–Fenchel transforms, i.e. Hamiltonians.

(a) Players are forced to always choose the same control, \( \kappa \). Mean field game reduces to a pair of linear heat equations.

(b) Players can choose a control between 0 and \( \kappa \), for a constant (zero) gain. Hamiltonian \( F \) is not differentiable, (A1) fails.

(c) Players can choose a control between 0 and \( \kappa \), and the gain \( L \) is strongly convex on \([0, \kappa]\). Hamiltonian \( F \in C^1(\mathbb{R}) \), with \( F' \) Lipschitz-continuous, is sufficiently regular, while not strictly convex (note how this can be used to approximate the previous case). Assumptions (A1), (A2) are satisfied, but not (FB).

(d) The “standard” linear-quadratic control adapted to the fractional Laplacian (see Section 3.5).

(e) A gain functional resulting in \( F \in C^\infty(\mathbb{R}) \); \( F > 0 \), but (FB) is not satisfied.

(f) This template can be used to modify any conjugate pair \( (L_0, F_0) \) in order to adjust the lower bound on the derivative, e.g. to satisfy condition (FB).
Consider an operator
\[
P(v_1, v_2) = \partial_t (v_1 - v_2) + F(\mathcal{L}v_1) - F(\mathcal{L}v_2)
\]
and a constant
\[
A = \sup \left\{ F'(z) : -\infty < z < \sup_{x \in \mathbb{R}^d} \mathcal{L}u_1(x) + \| \mathcal{L}V \|_\infty \right\} \| \mathcal{L}V \|_\infty + 1,
\]
where \( \mathcal{L} \) is a Lyapunov function such that \( \| \mathcal{L}V \|_\infty < \infty \) (see Corollary 4.14). Note that \( \| F'(\mathcal{L}u_1) \|_\infty \leq K \) means that either \( F \) is globally Lipschitz or \( \mathcal{L}u_1 \) is bounded from above (since \( F' \geq 0 \) by (A1)). In both cases, \( A \in [0, \infty) \).

Let
\[
u_1^\varepsilon = u_1 - \varepsilon V + (t - T)(\| f_1 - f_2 \|_\infty + \varepsilon A) - \frac{\varepsilon}{2} t
\]
for \( \varepsilon \in (0, 1) \).

Since \( P(u_1, u_2) = f_2 - f_1 \), for every \( (t, x) \in \mathcal{T} \times \mathbb{R}^d \) by (65) we have
\[
P(u_1^\varepsilon, u_2) = \partial_t (u_1 - u_2) + F(\mathcal{L}u_1) - F(\mathcal{L}u_2) + \| f_1 - f_2 \|_\infty + \varepsilon A + \frac{\varepsilon}{2t}
\]
\[
+ F(\mathcal{L}(u_1 - \varepsilon V)) - F(\mathcal{L}u_1)
\]
\[
\geq \varepsilon \left( A + \frac{1}{2t} - \mathcal{L}V \int_0^1 F'(\mathcal{L}(u_1 - \varepsilon \tau V)) d\tau \right) > 0.
\]

Let \( u^\varepsilon = u_1^\varepsilon - u_2 \). Since \( u_1, u_2 \) are bounded, for \( t \to 0 \) or \( |x| \to \infty \) we find \( u^\varepsilon \to -\infty \), and \( u^\varepsilon \) is clearly bounded from above. Therefore, \( u^\varepsilon \) attains a maximum within \( (\mathcal{T} \cup \{ T \}) \times \mathbb{R}^d \) for each \( \varepsilon > 0 \).

Let \( (t_\varepsilon, x_\varepsilon) \) be a maximum point of \( u^\varepsilon \). If \( (t_\varepsilon, x_\varepsilon) \in \mathcal{T} \times \mathbb{R}^d \), then \( \partial_t u^\varepsilon = 0 \) and, because of (A1), the fundamental theorem of calculus, and the maximum principle (64),
\[
P(u_1^\varepsilon, u_2)(t_\varepsilon, x_\varepsilon) = F(\mathcal{L}u_1^\varepsilon(t_\varepsilon, x_\varepsilon)) - F(\mathcal{L}u_2(t_\varepsilon, x_\varepsilon))
\]
\[
= \mathcal{L}u^\varepsilon(t_\varepsilon, x_\varepsilon) \int_0^1 F'(\mathcal{L}(\tau u_1^\varepsilon + (1 - \tau)u_2)) d\tau \leq 0.
\]
This contradicts (67) and shows that for every \( \varepsilon > 0 \), the maximum values of \( u^\varepsilon \) are only attained within the set \( \{ T \} \times \mathbb{R}^d \). Thus for every \( (t, x) \in \mathcal{T} \times \mathbb{R}^d \) and \( \varepsilon > 0 \)
\[
(u_1^\varepsilon - u_2)(t, x) \leq (u_1^\varepsilon - u_2)(T, x) = (g_1 - g_2)(x) - \varepsilon V(x) - \frac{\varepsilon}{T}.
\]
By (66) we get
\[
(u_1 - u_2)(t, x) \leq \varepsilon \left( \frac{1}{t} + TA \right) + (T - t)\| f_1 - f_2 \|_\infty + \| g_1 - g_2 \|_\infty,
\]
and therefore
\[
u_1 - u_2 \leq (T - t)\| f_1 - f_2 \|_\infty + \| g_1 - g_2 \|_\infty.
\]
A symmetric argument then completes the proof. \( \square \)
Appendix D. Viscosity solutions of dual of Fokker–Planck equation

Proposition D.1. Assume (LA). Let \( L_r \) be given by (26) and \( \psi_{\varepsilon, \delta} \) by (36). For every \( r \in (0, 1), \varepsilon, \delta > 0 \) and \( x, y \in \mathbb{R}^d \) we have

\[
(L_r \psi_{\varepsilon, \delta}(x, \cdot))(y) \leq \frac{K}{1 - 2\sigma} \left( \delta + \frac{2|x - y| + r}{\varepsilon} \right)^{1 - 2\sigma}.
\]

If the Lévy measure \( \nu \) is symmetric at the origin (see Definition 4.11), then

\[
(L_r \psi_{\varepsilon, \delta}(x, \cdot))(y) \leq \frac{K}{1 - 2\sigma} \left( \frac{r}{\varepsilon} \right)^{1 - 2\sigma}.
\]

Proof. Notice that because of (LA) and the Cauchy–Schwarz inequality,

\[
(L_r \psi_{\varepsilon, \delta}(x, \cdot))(y) = \int_{|z| \leq r} \frac{|x - y|^2 - |x - y|^2}{\varepsilon} \nu(dz) + \delta L_r V(y)
\]

\[
\leq \int_{|z| \leq r} \left( \frac{|z|^2 + 2(x - y) \cdot z}{\varepsilon} + \delta ||\nabla V||_{\infty} |z| \right) \nu(dz)
\]

\[
\leq \frac{K}{1 - 2\sigma} \left( \frac{r}{\varepsilon} \right)^{1 - 2\sigma}.
\]

If \( \nu \) is symmetric at the origin then \( \int_{|z| \leq r} ((x - y) \cdot z) \nu(dz) = 0 \). The result follows. \( \square \)

Proof of Lemma 7.2. Notice that

\[
\lim_{|x|, |y| \to \infty} \Psi_{\eta, \varepsilon, \delta}(t, x, y, s) = -\infty \quad \text{for every } (t, s) \in \mathcal{T} \times \mathcal{T}
\]

and hence, because \( \Phi \) is bounded and upper-semicontinuous, the function \( \Psi_{\eta, \varepsilon, \delta} \) reaches a maximum at some point \((t_*, x_*, s_*, y_*)\), which depends on \( \eta, \varepsilon, \) and \( \delta \). Moreover, for each \( \delta > 0 \) there exists a compact set \( \Omega_\delta \) such that for every \( \eta, \varepsilon > 0 \) and \( (t_*, x_*, s_*, y_*) \in \Omega_\delta \)

We may also write

\[
\Phi(t_*, x_*, t, s_* + s) + \Phi(s_*, y_*, s_*, y_*) - 2\delta(V(x_*) + V(y_*)) - a_{\varepsilon, \delta}(t_* + s_*
\]

\[
= \Psi_{\eta, \varepsilon, \delta}(t_*, x_*, t_*, x_*) + \Psi_{\eta, \varepsilon, \delta}(s_*, y_*, s_*, y_*) \leq 2\Psi_{\eta, \varepsilon, \delta}(t_*, x_*, s_*, y_*)
\]

from which (38) follows:

\[
\frac{|x_* - y_*|^2}{\varepsilon} + \frac{|t_* - s_*|^2}{\eta}
\]

\[
\leq \Phi(t_*, x_*, s_*, y_*) - \Phi(t_*, x_*, t_*, x_*) + \Phi(s_*, y_*, s_*, y_*)
\]

It then implies

\[
|t_* - s_*| \leq \sqrt{2\eta \|\Phi\|_{\infty}}, \quad |x_* - y_*| \leq \sqrt{2\varepsilon \|\Phi\|_{\infty}}.
\]

Recall that \((t_*, x_*, s_*, y_*) \in \Omega_\delta\), which is a compact set. Thus for every \( \varepsilon, \delta > 0 \) there exists a subsequence \( \eta_k \) such that

\[
\lim_{\eta_k \to 0} (t_*^k, x_*^k, s_*^k, y_*^k) = (t_\varepsilon, x_\varepsilon, s_\varepsilon, y_\varepsilon),
\]

where \( \lim_{\eta_k \to 0} t_*^k = \lim_{\varepsilon \to 0} t_*^k \) follows from the first part of (68). By selecting another subsequence and using the second part of (68), for every \( \delta > 0 \) we get

\[
\lim_{\varepsilon \to 0} (t_\varepsilon, x_\varepsilon, s_\varepsilon, y_\varepsilon) = (t_\delta, x_\delta, s_\delta, y_\delta).
\]

Let

\[
\xi_{\varepsilon, \delta} = \sup_{(t, x) \in \mathcal{T} \times \mathbb{R}^d} \left( \Phi(t, x, t, s) - 2\delta V(x) - a_{\varepsilon, \delta}t \right)
\]
Then for every \((t, x) \in \mathcal{T} \times \mathbb{R}^d\) we have
\[
\Phi(t, x, t, x) - 2\delta V(x) \leq \liminf_{\varepsilon_n \to 0} \left( a_{\varepsilon_n, \delta} t + \xi_{\varepsilon_n, \delta} \right).
\]

Because \((t_*, x_*, s_*, y_*)\) is a maximum point of \(\Psi_{\eta, \varepsilon, \delta}\), we also have
\[
\xi_{\varepsilon, \delta} \leq \Psi_{\eta, \varepsilon, \delta}(t_*, x_*, s_*, y_*) \quad \text{for every } \eta > 0.
\]
Hence, by rearranging the terms, we obtain
\[
0 \leq \frac{|x_* - y_*|^2}{\varepsilon_n} + \frac{|t_* - s_*|^2}{\eta_k}
\leq \Phi(t_*, x_*, s_*, y_*) - \delta(V(x_*) + V(y_*)) - a_{\varepsilon_n, \delta} \frac{t_* + s_*}{2} - \xi_{\varepsilon_n, \delta}.
\]
Now we use the upper-semicontinuity of \(\Phi\) and continuity of \(V\) to pass to the upper-limits
\[
\limsup_{\varepsilon_n \to 0} \limsup_{\eta_k \to 0} \left( \Phi(t_*, x_*, s_*, y_*) - \delta(V(x_*) + V(y_*)) - a_{\varepsilon_n, \delta} \frac{t_* + s_*}{2} - \xi_{\varepsilon_n, \delta} \right)
\leq \Phi(\delta, x_*, t_*, s_*) - 2\delta V(x_*) - \liminf_{\varepsilon_n \to 0} \left( a_{\varepsilon_n, \delta}(t_{\varepsilon_n, \delta} - t_*) + a_{\varepsilon_n, \delta} s_* + \xi_{\varepsilon_n, \delta} \right).
\]
By (69) and because \(\{a_{\varepsilon_n, \delta}\}\) is a bounded sequence, we get
\[
0 \leq \limsup_{\varepsilon_n \to 0} \limsup_{\eta_k \to 0} \left( \frac{|x_* - y_*|^2}{\varepsilon_n} + \frac{|t_* - s_*|^2}{\eta_k} \right) \leq 0
\]
and then immediately
\[
\lim_{\varepsilon_n \to 0} \lim_{\eta_k \to 0} \frac{|x_* - y_*|^2}{\varepsilon_n} = 0 \quad \text{and} \quad \lim_{\eta_k \to 0} \frac{|t_* - s_*|^2}{\eta_k} = 0.
\]
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