S1: COMPOSITE FABRICATION PROCESS

The details of graphite composite fabrication process is shown in Fig. S1. First, the two components of the epoxy are mixed at 3500 rpm for 5 minutes in a Dual Asymmetric Centrifuge mixer (DAC 150.1 FVZ-K) followed by the addition and mixing of the graphite powder at 500 rpm for 5 minutes. To reduce the viscosity of the resulting graphite-epoxy paste, ethanol is added, and further mixed at 500 rpm for 5 mins. This maximises dispersion and homogeneity of the paste with the graphite particles in the epoxy-ethanol matrix. The paste is then transferred into circular holes ($\phi = 10$ mm) in a thin plastic mould with thickness of 0.12 mm on the top of a flat steel mould. The deposited paste is left at room temperature and pressure for 30 minutes to let the ethanol fully evaporate before curing the epoxy to minimise porosity. Afterwards, the graphite/epoxy paste is compressed by steel moulds with pressure, which is then cured in an oven at 100°C for around 12 hours. Once the graphite/epoxy composite is cured, we use a micro laser cutter to cut the composite into square plates with desired lengths and use fine sand paper (5 µm grain) to polish its surface to the desired thickness.

S2: PARTICLE SIZE MEASUREMENT AND PARTICLE DISPERSION ANALYSIS

S2.1: Particle size measurement

Fig. S2 shows the size distribution of the graphite powders used in our experiments. The particle size distribution measurements are performed using Malvern Mastersizer 3000 on 0.1% w/v aqueous solution of the powders using sodium dodecyl sulfate solution as surfactant. The measurement of each type of powders is repeated five times. From this figure, it can be seen that the particle size of each type of powder has a wide range of distribution. In the main text, we use the mean value of the distribution to represent the particle size $d$. 
**FIG. S2.** Particle size distribution for different particles used in the experiments.

**S2.2: Particle dispersion analysis**

**FIG. S3.** Microscopic images of composites with 17.6 µm particles and different volume fractions.

Fig. S3 shows microscopic images of composites with 17.6 µm particles and different volume fractions. To obtain these images, samples are first polished with a fine sand paper to obtain a clear interface between the graphite particles and epoxy. The graphite particles are appearing in white color due to the reflection of light from the microscope. To quantify the dispersion quality of the particles inside epoxy, we use the Area Disorder (AD) of the Delaunay network as described in reference [1]. AD is a dimensionless quantity with values between 0 and 1. AD = 0 means the dispersion is perfect and particles are homogeneously distributed inside the matrix. AD = 1 means the dispersion is worst with clusters, as shown in Fig. S5. To obtain the AD, we first identify the particle boundaries (Fig. S4b) from the optical image (Fig. S4a), and then locate the particles’ center of mass (Fig. S4c). Next, we build the Delaunay network (Fig. S4d) to calculate AD. Fig. S5 shows the AD for the composites in Fig. S3. From Fig. S5, we can see that the dispersion of our composites is random-like.
FIG. S4. Particle dispersion analysis on a composite with 17.6 µm particles and 20.8% volume fraction. To obtain the Area Disorder $AD$, we first take an image of the composite (a) and then identify the particles (b) using ImageJ. Afterwards, the particles’ center of mass (c) is located, from which we build their Delaunay network (d) to calculate the $AD$.

FIG. S5. Quantitative analysis of the particle dispersion in composites with different volume fractions. The Area fraction $A_f$ is obtained via image processing.

S3: COMSOL SIMULATIONS FOR OBTAINING EDDY CURRENT DAMPING FORCES

S3.1. FEM: Eddy current damping in a graphite plate

This section details out the methodology we use to calculate the eddy current damping forces of a square graphite plate levitating above four permanent magnets. The geometry of the model is shown in Fig. S6.

We simulate the magnetic field using COMSOL Multiphysics 5.6. Assuming that the influence of the diamagnetic plate on the field is negligible, the integrated magnetic force on the plate, $\mathbf{F}_B$, can be determined using

$$ \mathbf{F}_B = \nabla \int_V \mathbf{M} \cdot \mathbf{B} \, dV = \frac{\mu_0}{2} \int_V \nabla (\chi_x H_x^2 + \chi_y H_y^2 + \chi_z H_z^2) \, dV, $$

where $\chi_x, \chi_y, \chi_z$ are the magnetic susceptibility of the levitating plate in $x, y, z$ directions, $V$ is the volume of the plate, $\mathbf{B}$ is the magnetic field and $\mathbf{M}$ is the plate’s magnetization. The components of the magnetic field inside the plate are $H_{x,y,z} = B_{x,y,z}/\mu$, where $\mu \approx \mu_0$ is the magnetic permeability of graphite. By calculating the magnetic force in $z$ direction with different levitation gaps between the plate and magnets, the levitation height where the $z$-component of magnetic force is equal and opposite to the gravitational force is obtained. Using the levitation height, the stiffness
FIG. S6. Geometry model of magnets and graphite plate.

| Property              | Symbol | Value   | Unit     |
|-----------------------|--------|---------|----------|
| Density               | $\rho$ | 2070    | kg/m$^3$ |
| Susceptibility $\perp$ | $\chi_z$ | -450 $\times 10^{-6}$ |
| Susceptibility $\parallel$ | $\chi_{x,y}$ | -85 $\times 10^{-6}$ |
| Conductivity $\perp$  | $\sigma_z$ | 200 | S/m     |
| Conductivity $\parallel$ | $\sigma_{x,y}$ | 200000 | S/m    |

of the magnetic force $k$ can then obtained by taking the derivative of $F_z$ over $z$ at the equilibrium point. Next, the resonance frequency $f_{\text{res}}$ is calculated using $f_{\text{res}} = \frac{1}{2\pi} \sqrt{\frac{k}{m}}$, where $m$ is the mass of the plate.

Then, we simulate the eddy current damping of the plate. We note that when a conductor moves with velocity vector $\mathbf{v}$ through a magnetic flux density field $\mathbf{B}$, the charge carriers inside the conductor feel an electric field $\mathbf{v} \times \mathbf{B}$ due to the Lorentz force in addition to the field from the electric potential $V_e$, that generates an eddy current density $\mathbf{J}$ given by

$$\mathbf{J} = -\sigma \nabla V_e + \sigma (\mathbf{v} \times \mathbf{B})$$

(2)

where $\sigma$ is the electrical conductivity. By combining Eq. (2) with the current continuity condition $\nabla \cdot \mathbf{J} = 0$ and the boundary condition $\mathbf{J} \cdot \mathbf{n} = 0$ ($\mathbf{n}$ is the unit vector perpendicular to the boundary), we determine the eddy current density distribution $\mathbf{J}$ numerically for known $\mathbf{v}$, $\sigma$, $\mathbf{B}$. We then evaluate the total damping contribution due to eddy currents as follows

$$\mathbf{F}_e = \int_{V} \mathbf{J} \times \mathbf{B} dV,$$

(3)

where integration is done over the graphite plate volume $V$. Noting that the eddy current damping force $\mathbf{F}_e$ is proportional and in the opposite direction of the velocity $\mathbf{v}$, we then estimate the damping coefficient $c$. Finally, $Q$ of the plate can be obtained as

$$Q = \frac{2\pi m f_{\text{res}}}{c}.$$  

(4)

All the parameters used in our simulations for pyrolytic graphite plates are listed in Table I.
S3.2 Eddy current damping in a composite plate

In this section we explain how the eddy current damping forces of a composite plate levitating above four permanent magnets are calculated. Because the magnetic susceptibility and electrical conductivity of the epoxy are negligible, the composite is modeled only by the graphite spheres to reduce the computation time, assuming that spheres are distributed homogeneously. As discussed in the main text, to account for experimental deviations from the theoretical model due to variations in particle size, composition, morphology and distribution, we use $C_r d$ as the effective particle size in the simulation for particles with mean size of $d$, where $C_r = 6.3$ is an effective particle size factor. Fig. S7a shows the geometry model of four permanent magnets and 1/8 fraction of the graphite particles. The simulation procedure is similar to that of graphite plates. The parameters used in our simulations for the composite plates are given in Table II.

![Graph showing magnetic force as a function of levitation gap](image)

FIG. S8. Magnetic force as a function of levitation gap obtained by COMSOL simulations using different susceptibilities (solid lines), and the measured natural levitation gap (dot).

We note that graphite is inherently anisotropic [2]. However, in our fabrication procedure graphite particles are randomly oriented in the epoxy matrix, and thus by considering all possible orientations in the matrix, the local anisotropy can be averaged out and the effective macroscopic behavior can be viewed isotropic. For this reason, in our study we treat the magnetic susceptibility of graphite as an effective value $\chi_{\text{eff}}$ which we evaluate by fitting our FEM simulations to the measured levitation height of the composite from experiments. In Fig. S8 we showcase how $\chi_{\text{eff}}$ is estimated from experiments. We first measure the natural levitation gap of the composite using the Keyence microscope. By knowing the natural levitation gap and the gravitational force we then use our FEM model to estimate the magnetic force for different values of $\chi_{\text{eff}}$, and find the best value that fits the experimental finding. In Fig. S8 we
show this procedure for a composite plate with $1.8 \times 1.8 \times 0.09 \text{mm}^3$, with volume fraction $V_f = 0.21$ and particle size $d = 17.6 \mu m$. It can be seen that the green line which matches our experimental result is below the upper bound of the magnetic forces evaluated considering anisotropic magnetic susceptibilities, and the evaluated effective magnetic susceptibility $\chi_{\text{eff}} = -120 \times 10^{-6}$ agrees well with the reported value in reference [4].

TABLE II. Material properties of the graphite particles and epoxy used for the simulations of the levitating composite plates.

| Property           | Symbol | Value   | Unit       |
|--------------------|--------|---------|------------|
| Graphite density   | $\rho_g$ | 2250    | kg/m$^3$   |
| Epoxy density      | $\rho_e$ | 1100    | kg/m$^3$   |
| Graphite susceptibility | $\chi_{\text{eff}}$ | -120 $\times 10^{-6}$ |          |
| Graphite resistivity | $\rho_r$ | 1/200000 | $\Omega \cdot \text{m}$ |
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**FIG. S9.** (a-c) Changes in mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of $1.8 \times 1.8 \times 0.09 \text{mm}^3$ composite plates with $d=17.6 \mu m$ particles and different volume fraction $V_f$; (d-f) Changes in mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of composite plates with $d=17.6 \mu m$ particles and volume fraction $V_f = 0.21$, but different plate length $L$; (g-i) Changes in mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of $1.8 \times 1.8 \times 0.09 \text{mm}^3$ composite plates with volume fraction $V_f = 0.32$ and different particle size $d$. The lines correspond to data obtained from COMSOL simulations and dots represent measured data.

Fig. S9a-c show the change of mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of composite plates with different particle volume fraction $V_f$. Fig. S9d-f show the change of mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of composite plates with different plate length $L$. Fig. S9g-i show the change of mass $m$, resonance frequency $f_{\text{res}}$ and damping coefficient $c$ of composite plates with different particle size $d$. 
S4: ELECTRICAL CONDUCTIVITY OF THE COMPOSITES

Fig. S10 shows the bulk conductivity of two composites made from $d = 8.6 \, \mu m$ and $d = 17.6 \, \mu m$ particles with different volume fractions. The conductivity is measured by the two-point measurement method with Agilent 4263B LCR meter (Santa Clara, CA, USA). It can be seen from the figure that the bulk conductivity of the composite is increasing with higher graphite volume fractions.

S5: ANALYTICAL MODELLING OF EDDY CURRENT DAMPING

In this section we obtain the $Q$-factor of a diamagnetic particle moving in a magnetic field, analytically. We consider a spherical particle with radius $R = d/2$ that moves inside a magnetic field $\mathbf{B}$ as shown in Fig. S11. To calculate the eddy current loss of the sphere, we assume the sphere consists of cylinders with varying radius $r$ and height $w(r)$ as shown in Fig. S11. It is also assumed that the sphere is small compared to the magnetic field distribution and that the magnetic field $\mathbf{B}$ is not changing in different locations on the sphere. According to Faraday's law of induction, the induced voltage on each ring (dr) of the sphere can then be calculated as [5]:

$$
emf = \frac{d\Phi}{dt} = \frac{d(\pi r^2 B)}{dt} = \pi r^2 \frac{dB}{dz} \frac{dz}{dt} = \pi r^2 v \frac{dB}{dz},
$$

where $\Phi$ is the magnetic flux, and $v$ is the velocity of the sphere. The induced current in the ring will then be

$$
dI = \pi r^2 v \frac{dB}{dz} \frac{w(r)dr}{2\pi r_r},
$$
where $\rho_r$ is the electrical resistivity of the sphere. Using Eq. (5) and (6), the power loss in the ring can then be calculated as
\[ dP = \pi r^2 \left( \frac{dB}{dz} \right)^2 \frac{w(r) dr}{2\rho_r}, \] (7)
from which the total loss inside the sphere will become
\[ P = \pi v^2 \left( \frac{dB}{dz} \right)^2 \frac{1}{2\rho_r} \int_0^R r^3 2\sqrt{R^2 - r^2} dr = \frac{2\pi v^2 R^5}{15\rho_r} \left( \frac{dB}{dz} \right)^2. \] (8)
Finally, the eddy current loss per unit volume of the sphere becomes
\[ P_{\text{unit}} = \frac{v^2 R^2}{10\rho_r} \left( \frac{dB}{dz} \right)^2. \] (9)
Considering $P_{\text{unit}} = F_{\text{eddy}} v = c_{\text{unit}} v^2$, and using Eq. 9, the damping coefficient $c_{\text{unit}}$ can then be expressed as
\[ c_{\text{unit}} = \frac{R^2}{10\rho_r} \left( \frac{dB}{dz} \right)^2. \] (10)
Which results in the following expression for the $Q$-factor solely due to eddy currents:
\[ Q_{\text{sphere}} = \frac{2\pi m_{\text{sphere}} f_{\text{res}}}{c_{\text{sphere}}} = \frac{2\pi \rho_d V_{\text{sphere}} f_{\text{res}}}{c_{\text{unit}} V_{\text{sphere}}} = \frac{2\pi \rho_d f_{\text{res}}}{c_{\text{unit}}} \frac{20\pi f_{\text{res}} \rho_d \rho_r}{R^2 (dB/dz)^2}, \] (11)
in which $m_{\text{sphere}}$ is the mass of the particle, $f_{\text{res}}$ is the resonance frequency, $\rho_d$ is the density and $V_{\text{sphere}}$ is the volume of the sphere.

For a composite plate consisting of spheres of radius $R$ dispersed in an insulating matrix, the $Q$ can be determined similar to Eq. (11) as follows:
\[ Q_{\text{plate}} = \frac{2\pi m_{\text{plate}} f_{\text{res}}}{c_{\text{plate}}} = \frac{2\pi \rho_p V_{\text{plate}} f_{\text{res}}}{c_{\text{unit}} V_{\text{spheres}}} = \frac{20\pi f_{\text{res}} \rho_p \rho_r V_{\text{plate}}}{R^2 \int_{V_{\text{spheres}}} (dB/dz)^2 dV_{\text{spheres}}}, \] (12)
where $\rho_p$ is the density of the composite plate, $V_{\text{plate}}$ is the volume of the plate, and $V_{\text{spheres}}$ is the volume of the spherical particles. For a graphite/epoxy composite plate with volume fraction of $V_i$, the $Q$ is then
\[ Q_{\text{plate}} = \frac{20\pi f_{\text{res}} \rho_r V_{\text{plate}} (V_i(\rho_g - \rho_e) + \rho_e)}{(C_i R)^2 \int_{V_{\text{spheres}}} (dB/dz)^2 dV_{\text{spheres}}} = \frac{20\pi f_{\text{res}} \rho_i V_{\text{plate}} (V_i(\rho_g - \rho_e) + \rho_e)}{(C_i R)^2 \int_{V_{\text{spheres}}} (dB/dz)^2 dV_{\text{spheres}}} = \frac{20\pi f_{\text{res}} \rho_i ((\rho_g - \rho_e) + \rho_e/V_i)}{(C_i R)^2 \int_{V_{\text{spheres}}} (dB/dz)^2 dV_{\text{spheres}}}, \] (13)
where $\rho_g$ is the density of graphite, $\rho_e$ is the density of epoxy, and $C_i$ is the apparent particle size factor that accounts for the uncertainties related to particle size, morphology and distribution. And
\[ \nabla^2 B = \int_{V_{\text{plate}}} \frac{(dB/dz)^2}{V_{\text{plate}}}, \] (14)
that can be obtained numerically using Comsol.

**S6: Q-FACTORS AND ACCELERATION NOISE FLOOR OF STATE-OF-THE-ART LEVITODYNAMIC SYSTEMS**

In Table III - V we list the $Q$s and acceleration noise floors $\sqrt{S_{\text{aa}}}$ of different levitodynamic systems showed in Fig. 5 of the main text. In Table III, the $Q$s were measured directly without feedback cooling either at room temperature or cryogenic temperature. In Table IV, we show the $Q$s measured at room temperature with feedback cooling and the natural $Q$s estimated at room temperature without feedback cooling. In Table V, the reported acceleration noise floor of different levitodynamic systems under different measurement conditions are listed. The data marked with [*] are estimated using the following equation [6]:
\[ \sqrt{S_{\text{aa}}} = \sqrt{\frac{8\pi f_{\text{res}} k_B T}{m Q}}, \] (15)
where $f_{\text{res}}$ is the resonance frequency, $m$ is the mass, $Q$ is the quality factor, $T$ is the temperature and $k_B$ is the Boltzmann constant.
TABLE V. Acceleration noise floor of different levitodynamic systems showed in Fig. 5 of the main text. Data marked with *

| mass(kg) | $\sqrt{S_{\text{ax}}(g/\sqrt{Hz})}$ | levitation method | Effective temperature | Reference | Note |
|----------|-------------------------------|------------------|-----------------------|-----------|------|
| $3.3 \times 10^{-15}$ | $1.1 \times 10^{-4}$ | RT | [7] |  |
| $3.7 \times 10^{-14}$ | $2.1 \times 10^{-4}$ | RT | [8] |  |
| $9.6 \times 10^{-17}$ | $1.5 \times 10^{-6}$ | electrical | RT | [9] |  |
| $6.1 \times 10^{-19}$ | $1.3 \times 10^{-6}$ | 4.2K | [10] |  |
| $1.1 \times 10^{-10}$ | $1.0 \times 10^{-6}$ | superconducting | <90K | [11] |  |
| $5.7 \times 10^{-11}$ | $5.0 \times 10^{-4}$ | 5K | [12] |  |
| $4.0 \times 10^{-6}$ | $5.5 \times 10^{-3}$ | 5K | [6] |  |
| $2.7 \times 10^{-14}$ | $2.0 \times 10^{-6}$ | 3K | [13] |  |
| $7.8 \times 10^{-8}$ | $1.5 \times 10^{-5}$ | RT | [14] |  |
| $1.0 \times 10^{-5}$ | 362 | RT | [15] |  |
| $2.3 \times 10^{-5}$ | 176 | diamagnetic | RT | [15] |  |
| $3.9 \times 10^{-5}$ | 115 | RT | [15] |  |
| $6.3 \times 10^{-5}$ | 76 | RT | [15] |  |
| $2.3 \times 10^{-6}$ | $4.6 \times 10^{-5}$ | RT | this work |  |

TABLE IV. Q-factors of different levitodynamic systems with feedback cooling.

| mass(kg) | With feedback cooling | Estimated natural damping | Levitation method | Ref. |
|----------|----------------------|---------------------------|------------------|------|
| $1.4 \times 10^{-19}$ | 440 | $3mK$ | $4.4 \times 10^5$ | $300K$ | optical | [16] |
| $3.1 \times 10^{-17}$ | 38.6 | 460mK | $2.5 \times 10^4$ | $300K$ | optical | [17] |
| $3.0 \times 10^{-14}$ | 14.8 | 10K | 445 | $300K$ | optical | [18] |
| $2.5 \times 10^{-10}$ | 175 | 9K | $5.8 \times 10^4$ | $300K$ | diamagnetic | [19] |
| $3.1 \times 10^{-15}$ | 13.7 | 1.2mK | $3.2 \times 10^6$ | $295K$ |  |

TABLE V. Acceleration noise floor of different levitodynamic systems showed in Fig. 5 of the main text. Data marked with * represent the estimated value.

| mass(kg) | $\sqrt{S_{\text{ax}}(g/\sqrt{Hz})}$ | levitation method | Effective temperature | Reference | Note |
|----------|-------------------------------|------------------|-----------------------|-----------|------|
| $3.3 \times 10^{-15}$ | $1.1 \times 10^{-3}$ | RT | [7] | * |
| $3.7 \times 10^{-14}$ | $1.2 \times 10^{-4}$ | RT | [8] | * |
| $1.4 \times 10^{-19}$ | $3.9 \times 10^{-3}$ | 3mK | [16] | feedback cooling, * |
| $3.1 \times 10^{-17}$ | $5.4 \times 10^{-3}$ | 460mK | [17] | feedback cooling |
| $3.0 \times 10^{-14}$ | $7.0 \times 10^{-4}$ | 10K | [18] | feedback cooling |
| $1.4 \times 10^{-18}$ | $2.3 \times 10^{-3}$ | optical | 3K | [21] | feedback cooling |
| $8.4 \times 10^{-14}$ | $1.2 \times 10^{-5}$ | ~ | [22] | feedback cooling |
| $1.4 \times 10^{-13}$ | $3.6 \times 10^{-5}$ | 1K | [23] | feedback cooling |
| $1.5 \times 10^{-13}$ | $7.5 \times 10^{-6}$ | ~mK | [24] | feedback cooling |
| $1.2 \times 10^{-11}$ | $4.0 \times 10^{-7}$ | ~ | [25] | feedback cooling |
| $9.4 \times 10^{-13}$ | $9.5 \times 10^{-8}$ | 50 $\mu K$ | [26] | feedback cooling |
| $9.6 \times 10^{-17}$ | $2.4 \times 10^{-3}$ | electrical | RT | [9] | * |
| $6.1 \times 10^{-10}$ | $8.5 \times 10^{-10}$ | 4.2K | [10] | * |
| $1.1 \times 10^{-10}$ | $5.0 \times 10^{-8}$ | superconducting | <90K | [11] | * |
| $5.7 \times 10^{-11}$ | $1.6 \times 10^{-8}$ | 5K | [12] | * |
| $4.0 \times 10^{-6}$ | $1.2 \times 10^{-10}$ | 5K | [6] | * |
| $2.7 \times 10^{-15}$ | $4.8 \times 10^{-9}$ | 3K | [13] | * |
| $7.8 \times 10^{-8}$ | $9.7 \times 10^{-10}$ | RT | [14] | * |
| $2.5 \times 10^{-10}$ | $3.6 \times 10^{-8}$ | 9K | [19] | feedback cooling |
| $3.1 \times 10^{-15}$ | $3.1 \times 10^{-6}$ | 1.2mK | [20] | feedback cooling, * |
| $1.0 \times 10^{-5}$ | $2.6 \times 10^{-9}$ | diamagnetic | RT | [15] | * |
| $2.3 \times 10^{-5}$ | $2.3 \times 10^{-9}$ | RT | [15] | * |
| $3.9 \times 10^{-5}$ | $2.1 \times 10^{-9}$ | RT | [15] | * |
| $6.3 \times 10^{-5}$ | $1.9 \times 10^{-9}$ | RT | [15] | * |
| $2.3 \times 10^{-6}$ | $1.6 \times 10^{-10}$ | RT | this work | * |
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