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Abstract. We consider a large family of branching-selection particle systems. The branching rate of each particle depends on its rank and is given by a function $b$ defined on the unit interval. There is also a killing measure $D$ supported on the unit interval as well. At branching times, a particle is chosen among all particles to the left of the branching one by sampling its rank according to $D$. The measure $D$ is allowed to have total mass less than one, which corresponds to a positive probability of no killing. Between branching times, particles perform independent Brownian Motions in the real line. This setting includes several well-known models like Branching Brownian Motion (BBM), $N$-BBM, rank dependent BBM, and many others. We conjecture a scaling limit for this class of processes and prove such a limit for a related class of branching-selection particle system. This family is rich enough to allow us to use the behavior of solutions of the limiting equation to prove the asymptotic velocity of the rightmost particle under minimal conditions on $b$ and $D$. The behavior turns out to be universal and depends only on $b(1)$ and the total mass of $D$. If the total mass is one, the number of particles in the system $N$ is conserved and the velocities $v_N$ converge to $\sqrt{2}b(1)$. When the total mass of $D$ is less than one, the number of particles in the system grows up in time exponentially fast and the asymptotic velocity of the rightmost one is $\sqrt{2}b(1)$ independently of the number of initial particles.

1. Introduction

Branching-selection particle systems have been widely studied for a long time. They are useful to model the evolution of a population under selection mechanisms but also in chemistry, physics and other branches of biology since they are good microscopic versions for phenomena that at a large scale show the propagation of a front between a stable and an unstable state. This is a common situation in all these disciplines and many others.

Since the seminal paper by Brunet and Derrida [13], many models have been introduced to describe and understand the differences between microscopic and macroscopic models through heuristic arguments, numerical simulations and rigorous proofs [8, 13, 14, 15, 16, 18, 22, 30, 31, 33]. Several properties of the system at the microscopic level have been conjectured - and sometimes also proved - to be universal among these models, like the shift in the velocity of the front and the asymptotic expansion of the rate of convergence of the microscopic velocities to the macroscopic one.

In this article we introduce a family of models that can be considered to belong to the Brunet-Derrida class and contain some well-known models as particular instances. We prove the existence of an asymptotic velocity for all of them and the convergence of these velocities to the universal constant $\sqrt{2}$ as the number of particles increases to infinity. The main tool is a rigorous proof of the scaling limit of suitable processes to an F-KPP type equation. The strategy of using the hydrodynamic limit to get information about the particle system have been widely used in different contexts to understand random walks and particle systems [1, 12, 25, 27].

The novelty here is that although we are not able to prove the scaling limit for all the instances of the model, the class of processes for which we are able to prove it is rich enough to allow us to show the convergence of the velocities in all the cases. In addition, we provide heuristic arguments to conjecture the hydrodynamic equation for any choice of $b$ and $D$. The hydrodynamic limit equation encodes both F-KPP type equations as well as free-boundary problems like the ones in [8, 18, 27] as particular cases, but also many others, including the possibility of non local terms.

1.1. $(b,D)$-Branching Brownian Motion. We first describe the model in words. The parameters are a birth function $b : [0,1] \to [0,\infty)$ and a death probability measure supported on $\mathbb{I} := \{-\infty\} \cup [0,1)$ defined through its cumulative distribution function $D : \mathbb{R} \to [0,1]$. For simplicity, we assume $b(1) = 1$. The evolution is given by a continuous-time Markov process that performs independent Brownian Motions on the real line except at branching times, at which particles can branch into two (reproduction) and can also be eliminated from the system (selection mechanism). At time $t = 0$ we start with a deterministic number of particles $N$ whose positions in the line may be given
by any distribution on $\mathbb{R}^N$. Let $N_j$ be the number of particles in the system at time $t$. We use $X_j^N(1), \ldots, X_j^N(N_j)$ to denote their positions at that time. For $j = 1, \ldots, N_j$, the particle with quantile $j$ branches into two particles at rate $b\left(\frac{j-1}{N_j-1}\right)$. Hereafter we abuse a little bit and use the word quantile as a synonym for order statistic. At the time a particle with quantile $j$ branches, the particle with quantile $i \in \{1, \ldots, j-1\}$ is killed with probability $D\left(\frac{i}{j-1}\right) - D\left(\frac{j-1}{j-1}\right)$. Observe that the number of particles $N_j$ is constant if $D(-\infty) = 0$, but there is a positive probability of no killing at a branching time if $D(-\infty) > 0$. In that case the number of particles in the system increases exponentially fast. The notations $D(x-)$ and $D(-\infty)$ stand for $\lim_{y \downarrow x} D(y)$ and $\lim_{y \to -\infty} D(y)$ respectively. A graphical construction of the $(b, D)$-BBM is provided in the course of the proof of Proposition 4.2.

We will first discuss the relevance of this model and we will compare it with well known processes in the Brunet-Derrida class that have been previously studied, some of which can be obtained as particular instances for adequate choices of $b$ and $D$. Then, we review the main properties of the $(b, D)$-BBM when the number of particles is conserved, $D(-\infty) = 0$. This is in the spirit of \cite{21, 22, 27} and there is no new ideas here. The important fact is that the process as seen from the tip is ergodic and that this implies the existence of an asymptotic velocity $v_N > 0$ for the cloud of particles,

$$\lim_{t \to \infty} t^{-1} \max_{1 \leq i \leq N} X_i^N(t) = v_N.$$ 

Afterwards we study the scaling limit of the process as the number of initial particles $N$ goes to infinity. As a byproduct, we obtain the convergence of the velocities.

A proof of the scaling limit for general $b$ and $D$ is out of the scope of this paper. To get an idea of the level of difficulty of the problem, it is worth to note that while for absolutely continuous (with respect to Lebesgue) measures $D$ we expect a nice reaction-diffusion equation, as in \cite{27}, while a free-boundary formulation of the hydrodynamic equation when $D$ has an atom at zero, as in $N$-BBM \cite{8, 13}. The main obstacle is the lack of a proof of propagation of chaos for such general $b$ and $D$, but we will see that we can obtain nice bounds for the two-particle correlations for a large class of processes that are related to any $(b, D)$-BBM. Once this is obtained, the control of the variance of the empirical measures follows readily and with the help of proper comparison principles, we can get our result.

This leads us to the following result.

**Theorem 1.1.** Let $X^N = \{X_i^N : t \geq 0\}$ be the $(b, D)$-BBM with arbitrary random initial condition $X_0^N \in \mathbb{R}^N$. Suppose that there exists $k \in \mathbb{N}$ such that $x^k \leq b(x) \leq 1$ and $x^k \leq D(x)$ for every $x \in [0, 1]$.

1. If $D(-\infty) = 0$, $X^N$ has a deterministic asymptotic velocity that depends only on the number of particles $N$. There exists $v_N > 0$ such that

$$\lim_{t \to \infty} t^{-1} \max_{1 \leq i \leq N} X_i^N(t) = v_N \quad a.s \text{ and in } L^1. $$

Furthermore,

$$\lim_{N \to \infty} v_N = \sqrt{2}.$$  

2. If $D(-\infty) > 0$, the asymptotic velocity of $X^N$ is $\sqrt{2}$ for every $N$,

$$\lim_{t \to \infty} t^{-1} \max_{1 \leq i \leq N} X_i^N(t) = \sqrt{2} \quad a.s \text{ and in } L^1. $$

**Remark 1.2.** Since $\lim_{k \to \infty} x^k = 0$ for $x \in [0, 1)$, the existence of such and integer $k$ is a mild requirement. The assumption $b(1) = 1$ is imposed just to normalize and can easily be removed. In that case we need to assume $b(1)x^k \leq b(x)$ instead and we get the asymptotic velocity $\sqrt{2b(1)}$.

### 2. Relevance of the Model and Related Work

The $(b, D)$-BBM is a natural model for the evolution of a genetic trait in the presence of selection and similar phenomena. In fact, it certainly fits in the spirit of all the models introduced by Brunet, Derrida and coauthors in their seminal papers \cite{13, 14, 15, 16}. We will see now that several models that have been studied in the literature can be obtained as particular cases of the $(b, D)$-BBM for adequate choices of $b$ and $D$.

Before going into that, it is worth mentioning that systems of diffusing particles interacting through their ranks have also attracted the attention of scientists in probability, finances and many other areas \cite{17, 19, 20, 28}, and it is known that several common features appear in this type of systems.
Also, branching-selection particle systems in which the rates depend on a fitness function have been studied [5 9], and precise information on their behavior have been proved. In these models the fitness function depends on the absolute position of the particles rather than its relative one. In [2] a branching rate depending on the position and the empirical measure is considered and the hydrodynamic limit is obtained, but that setting is different to ours and also the technique. Finally, the Brownian Bees model have been considered recently in [2 7]. In this model particles perform independent Brownian Motions in \( \mathbb{R}^d \) and branch at rate one. At branching events the particle which is furthest away from the origin is removed. In [2] in fact the killed particle is the one which is furthest from the barycenter instead of the origin and an invariance principle is obtained as the number of particles goes to infinity, while in [7] the hydrodynamic limit is obtained for i.i.d. initial conditions and, remarkably, also for the cloud of particles in equilibrium.

We list below the announced particular cases of the \((b, D)\)-BBM:

1. Taking \( b \equiv 1 \) and \( D = \delta_{-\infty} \), we get the BBM.
2. The case \( b = 1_{[0,1]} \) and \( D = \delta_0 \) results in the \( N \)-BBM [18 30 31].
3. Taking \( b(s) = s \) and \( D = \text{Unif}([0,1]) \), we recover the model introduced in [27], in which particles diffuse as independent Brownian Motions. In addition every pair of particles is chosen at a constant rate \( \frac{1}{N-1} \) and the leftmost one (among the chosen particles) jumps on top of the rightmost one. In fact, the \( j \)-th quantile belongs to \( (j-1) \) pairs in which a particle will jump on top of it, so it branches at rate \( b(\frac{j-1}{N-1}) = \frac{j-1}{N-1} \). On the other hand, conditioning on the event that a particle with quantile \( j \) branches, the probability of a particle with quantile \( i < j \) being part of the pair is uniform over the set \( \{1, \ldots, j-1\} \). Namely, the probability is \( D(\frac{j-1}{N-1}) - D(\frac{i-1}{N-1}) = \frac{1}{N-1} \).
4. \( b(s) \equiv 1 \) and \( D = \text{Unif}([0,\varepsilon]) \) leads to interesting models as well. On the one hand they can be seen as smooth approximations of \( N \)-BBM, in the sense that the hydrodynamic equation has no free-boundaries and is just an F-KPP type equation. On the other hand, if we allow \( \varepsilon \) to be random (which is not considered in this article), we get slight modifications of the very well known models of BBM with absorption [3 10 23 33] by taking \( \varepsilon \) equal to the proportion of particles below some barrier, and we get a variant of the \( L \)-BBM model considered in [15] for \( \varepsilon \) equal to the proportion of particles whose distance to the rightmost one is larger than \( L \).
5. \( b \equiv 1 \) and \( D(s) = 1 - ks (1-s)^{k-1} - (1-s)^k \) for \( 0 \leq s \leq 1 \) gives another smooth approximation of \( N \)-BBM as \( k \to \infty \). These approximations have been considered in [8] at the level of the hydrodynamic equation to prove the existence of solution of the free-boundary problem obtained as the scaling limit of \( N \)-BBM.
6. If we take \( b(s) = 1 \{ s > \frac{1}{2} \} \), or any other piecewise constant function, and any choice for \( D \), we recover the model proposed in [5] replacing the mean by the median. Motivated by this model the author studies the hydrodynamic limit of a related BBM with branching rates depending on the position of the particle and the empirical measure in a specific way.

Let \( F_N \) be the distribution function of the empirical measure of the particles \( X_t^N(1), \ldots, X_t^N(N_t) \), normalized by \( N \),

\[
F_N(t, x) = \frac{1}{N} \sum_{i=1}^{N_t} 1\{X_t^N(i) \leq x\}.
\]

For \( t > 0 \) fixed, and assuming the convergence of the initial conditions, \( F_N(t, \cdot) \) is expected to converge, as \( N \to \infty \), to a cumulative distribution function \( U(t, \cdot) \) with density \( u(t, \cdot) \) and tail distribution \( V(t, \cdot) = 1 - U(t, \cdot) \). We describe below these scaling limits in some of the situations already mentioned.

In case (1), we get the heat equation with a source

\[
\partial_t u = \frac{1}{2} \partial_{xx} u + u,
\]

and, by linearity, the same equation for \( U \).
In case (2), a free-boundary problem is obtained: find \((u, L)\) such that
\[
\partial_t u = \frac{1}{2} \partial_{xx} u + u, \quad t > 0, x \in (L_t, \infty)
\]
\[
u(t, x) = 0, \quad t > 0, x \in (-\infty, L_t)
\]
\[
\int_{L_t}^\infty u(t, x) \, dx = 1, \quad t > 0,
\]
see [8, 11, 22, 26, 29]. Equivalently, integrating with respect to the spatial variable, the following equation was obtained in [8] for the tail distribution: find \((V, L)\) such that
\[
\partial_t V = \frac{1}{2} \partial_{xx} V + V, \quad t > 0, x \in (L_t, +\infty)
\]
\[
V(t, x) = 1, \quad t > 0, x \in (-\infty, L_t),
\]
\[
\partial_x V(t, L_t) = 0, \quad t > 0.
\]

For the case (3), in [27] the F-KPP was obtained for \(U\):
\[
\partial_t U = \frac{1}{2} \partial_{xx} U - U(1 - U).
\]

Differentiating with respect to the spatial variable readily gives the equation for the density \(u\).

For the \((b, D)\)-BBM — that contains all these cases — we expect, when \(D\) has density \(d\), the hydrodynamic equation to have the form
\[
\partial_t u = \frac{1}{2} \partial_{xx} u + b(U) u - \left[ \int_U^1 b(r) \frac{1}{r} d \left( \frac{U}{r} \right) dr \right], \quad t > 0, x \in \mathbb{R}.
\]

Here both \(u\) and \(U\) are evaluated at \((t, x)\). This equation has the following interpretation in terms of the rate at which particles are being created/eliminated at each position \(x \in \mathbb{R}\): the first term corresponds to the diffusion of the particles; the second one follows since a particle at position \(x\) branches at rate \(b(U(x))\); finally, to explain the third one, we observe that for a particle at position \(x\) being eliminated we need, on the one hand, a particle to its right (higher quantile) to branch and, on the other hand, the involved particle to be chosen to die, this last choice being made through the measure \(D\) rescaled to \([0, r]\) when the branching particle is the \(r\)–th quantile. By changing variables, we obtain the following formulation that does not require \(D\) to have a density:
\[
\partial_t u = \frac{1}{2} \partial_{xx} u + b(U) u - \left[ \int_U^1 b \left( \frac{U}{r} \right) \frac{1}{r} D(dr) \right], \quad t > 0, x \in \mathbb{R}.
\]

Integrating on both sides with respect to the spatial variable we get the equation
\[
\partial_t V = \frac{1}{2} \partial_{xx} V + B(V) - G(V), \quad t > 0, x \in \mathbb{R}
\]
for the tail distribution \(V = 1 - U\). Here \(B(z) = \int_{1-z}^1 b(s) \, ds\) and \(G(z) = \int_{1-z}^1 \int_0^1 b \left( \frac{s}{r} \right) \frac{1}{r} D(dr) \, ds\).

Taking \(b = 1_{[0, 1]}\) and \(D = \delta_0\) we get \(G(z) = 1\{z = 1\}\), resulting in
\[
\partial_t V = \frac{1}{2} \partial_{xx} V + V - 1\{V = 1\}, \quad t > 0, x \in \mathbb{R}.
\]

One can easily see that this equation has the same weak formulation than equations (2.1). Also in [8], the authors obtain the solution to that problem as the limit as \(k \to \infty\) of the solutions to problem
\[
\partial_t V_k = \frac{1}{2} \partial_{xx} V_k + V - V_k, \quad \text{for } x \in \mathbb{R} \text{ and } t > 0,
\]
which corresponds to taking \(b \equiv 1\) and \(D'(x) = d(x) = d_k(x) = k(k-1)x(1-x)^{k-2}\) for \(x \in [0, 1]\).

Then, the family of \((b, D)\)-BBMs also contains a sequence of processes with parameters \((1, D_k)\) that converge to \(N\)-BBM not only at the level of the hydrodynamic equations but also at the level of processes (i.e: \(D_k \to \delta_0\) as \(k \to \infty\)).
3. Scaling Limit

As mentioned before, we are not able to prove the scaling limit of the \((b,D)\)-BBM for general \((b,D)\); nevertheless, we can do it for a class of processes that is large enough to bound from below the asymptotic velocities in the general case. This class has nonempty intersection with the \((b,D)\)-BBM family but non of them is contained in the other one. We think this result is of independent interest.

We introduce a process for which the number of particles \(N\) is conserved. Between branching times, the particles diffuse as independent Brownian Motions. At rate \(\lambda N\), a subset of \(k\) elements \(\{\ell_1, \ldots, \ell_k\} \subset \{1, \ldots, N\}\) is chosen uniformly at random. We suppose without loss of generality that \(\ell_1 < \ldots < \ell_k\). Instantaneously, with probability \(p(i,j)\) the particle with quantile \(\ell_i\) jumps on top of the one with quantile \(\ell_j\). Here \(p\) is a probability on \(\{(i,j): 1 \leq i < j \leq k\}\). For technical reasons, we allow particles to be located at \(-\infty\). We call \((N,p)\)-BBM a process with this distribution.

For a particle configuration \(\zeta \in [\infty, \infty)^N\), we consider the distribution function of the empirical measure, \(F_\zeta(x) = \frac{1}{N} \sum_{i=1}^{N} 1\{\zeta(i) \leq x\}, \quad x \in \mathbb{R}\). Let \(h_p: [0,1] \to \mathbb{R}\) be the function defined by

\[
h_p(v) = \lambda \sum_{r=1}^{k-1} \hat{p}(r) \binom{k}{r} v^r (1-v)^{k-r},
\]

where \(\hat{p}(r) = \sum_{i \leq r} \sum_{j > r} p(i,j)\). The coefficient \(\hat{p}(r)\) represents the probability of a particle with quantile smaller or equal than \(r\) jumping on top of a particle with quantile strictly larger than \(r\). We have the following hydrodynamic limit.

**Theorem 3.1.** Fix \(k \geq 2\), \(\lambda > 0\) and a probability \(p = (p(i,j))_{1 \leq i < j \leq k}\). For every \(N \geq k\), let \(\{Y^N_t : t \geq 0\}\) be the \((N,p)\)-BBM with parameters \(\lambda > 0\) and \(p\). Suppose that the initial distributions satisfy

\[
\lim_{N \to \infty} \|F_{Y^N_0} - U_0\|_\infty = 0 \text{ in probability,}
\]

being \(U_0\) the distribution function of a probability on \([\infty, \infty)\). Then, for every \(t > 0\),

\[
\lim_{N \to \infty} \|F_{Y^N_t} - U(t, \cdot)\|_\infty = 0 \text{ in probability,}
\]

where \(U\) is the unique bounded solution of the F-KPP equation

\[
\partial_t U = \frac{1}{2} \partial_{xx} U - h_p(U),
\]

\[
U(0, \cdot) = U_0.
\]

We list below some interesting particular cases of the \((N,p)\)-BBM and their hydrodynamic equations.

1. The particle with quantile \(k-1\) deterministically jumps on top of the one with quantile \(k\). This corresponds to \(p(i,j) = 1\{i = k-1\} 1\{j = k\}\), leading to \(\hat{p}(r) = 1\{r = k-1\}\) and \(h_p(v) = \lambda k v^{k-1}(1-v)\). If we take \(\lambda = \frac{1}{k}\), (3.2) reads

\[
\partial_t U = \frac{1}{2} \partial_{xx} U - U^{k-1}(1-U).
\]

This case is important because we are going to bound any \((b,D)\)-BBM by one of these processes by choosing \(k\) large enough. Observe that for \(k = 2\) the standard F-KPP equation is obtained. This scaling limit has been proved in [27].

2. The particle with smallest position jumps on top of the one with largest position, i.e. \(p(i,j) = 1\{i = 1\} 1\{j = k\}\). This results in \(\hat{p}(r) = 1\) for every \(1 \leq r \leq k-1\), and \(h_p(v) = \lambda (1 - v^k - (1-v)^k)\). Taking \(\lambda = 1\) we obtain the equation

\[
\partial_t U = \frac{1}{2} \partial_{xx} U - (1-U^k - (1-U)^k).
\]

In the limit as \(k \to \infty\) we get the free-boundary problem

\[
\partial_t U = \frac{1}{2} \partial_{xx} U - 1(0 < U < 1).
\]

3. The particle with smallest position jumps on top of a uniformly chosen one. This is \(p(i,j) = \frac{1}{k-1} 1\{i = 1\}\), giving \(\hat{p}(r) = (k-r)/(k-1)\). Taking \(\lambda = 1\), we obtain

\[
\partial_t U = \frac{1}{2} \partial_{xx} U - (1-U - (1-U)^k).
\]

As already mentioned, this equation has been used in [8] as a smooth approximation to prove the existence of solution of the concerned free-boundary problem. Observe that if we take
that vanishes at the boundary.}

That is, the family of sources $h_p$ produced by this model is dense in the set of continuous functions from $[0,1]$ to $\mathbb{R}_{>0}$ that vanishes at the boundary.

Once the hydrodynamic limit is established, we follow a strategy previously used in [12] to bound from below the asymptotic velocities $v_N$ in terms of the minimal velocity of the limiting equation. The details are given in sections 5 and 6. The upper bound is obtained straightforwardly by means of a standard BBM.

**Graphical Construction.** We end this section with a graphical construction of the $(N,p)$-BBM. Fix $k \in \mathbb{N}$, $\lambda > 0$ and $p = (p(i,j))_{1 \leq i < j \leq k}$ as in Section 3. For every $N \geq k$, we introduce the following three elements:

i. a random initial configuration $Y_0^N \in [-\infty, \infty)^N$,

ii. an $N$-dimensional Brownian Motion $B^N = (B^N(1), \ldots, B^N(N))$,

iii. a marked Poisson process $(T^N, S^N, R^N) = \{(T^N_n, S^N_n, R^N_n) : n \in \mathbb{N}\}$.

These random objects are assumed to be defined in the same probability space and for fixed $N$ are assumed to be independent. The marks $T^N_1 < T^N_2 < \ldots$ are given by a Poisson point process of intensity $\lambda N$ in $[0, \infty)$ and represent the jumping times. The second coordinates $S^N_1, S^N_2 \ldots$ are $k$-tuples of the set of quantiles $\{1, \ldots, N\}$ chosen at random uniformly. Finally, $R^N_n$ is a random pair $(i,j)$ with $1 \leq i < j \leq k$ chosen with law $p$. The $(N,p)$-BBM $Y^N = \{Y^N_t : t \geq 0\}$ is constructed as a deterministic function of the triple i-iii. Inductively, suppose $Y^N$ has been defined in the time interval $[0, T^N_{n-1}]$ for $n \geq 1$ (we use the convention $T^N_0 = 0$), and set $Y^N_t = Y^N_{T^N_{n-1}} + B^N_t - B^N_{T^N_{n-1}}$ for $T^N_{n-1} < t < T^N_n$, and $Y^N_{T^N_n} = \Gamma_{S^N_n(R^N_n)(Y^N_{T^N_{n-1}})}$. Here we are using the notation $\Gamma_{ij}$ defined in (4.1) and the following convention: if $S^N_n = \{\ell_1, \ldots, \ell_k\}$ with $\ell_1 < \ldots < \ell_k$, then $S^N_n(i,j) = (\ell_1, \ell_j)$.

4. **Mass-transport Comparison**

In this section we consider an extension of the $(b,D)$-BBM, that we call the $(b,D)$-BBM. The difference is that, instead of a sole probability $D$, the $(b,D)$-BBM is constructed in terms of a sequence of probabilities $D = (D_j)_{j \in \mathbb{N}}$. Also particles are allowed to be located at $-\infty$. All the processes appearing in this paper are $(b,D)$-BBMs. Proposition 4.2 that gives conditions under which two $(b,D)$-BBMs are comparable in the mass-transport sense, allows us to dominate any $(b,D)$-BBM satisfying the hypotheses of Theorem 1.1 from below and above by treatable processes.

We start with some basic facts about deterministic particle configurations. For a configuration $\zeta = (\zeta(1), \ldots, \zeta(N)) \in [-\infty, \infty)^N$, we use $\sigma_\zeta$ to denote the permutation on the labels that sorts the particles, using the labels to break ties, i.e. $\sigma_\zeta(i)$ denotes the label of the $i$-th quantile of $\zeta$, and is defined as the only one satisfying the following conditions,

i. $\zeta(\sigma_\zeta(i)) \leq \zeta(\sigma_\zeta(j))$ if $i < j$;

ii. $\sigma_\zeta(i) < \sigma_\zeta(j)$ if $\zeta(\sigma_\zeta(i)) = \zeta(\sigma_\zeta(j))$ and $i < j$.

We simplify the notation by writing $\zeta[i]$ instead of $\zeta(\sigma_\zeta(i))$. For $1 \leq i,j \leq N$, let $\Gamma_{ij}(\zeta)$ be the configuration obtained from $\zeta$ by putting the particle with quantile $i$ on top of the one with quantile $j$,

$$\Gamma_{ij}(\zeta) = \eta, \text{ with } \eta(\sigma_\zeta(i)) = \zeta[j] \text{ and } \eta(\ell) = \zeta(\ell), \quad \ell \neq \sigma_\zeta(i). \quad (4.1)$$
For $x \in [-\infty, \infty)$, let $A_\ell(\zeta) = (\zeta(1), \ldots, \zeta(N), x)$ be the append operator. If $N \geq 2$, for $j \in \{1, \ldots, N\}$, let $T_j(\zeta) = (\zeta(1), \ldots, \zeta(\sigma_j(j)), \zeta(\sigma_j(j) + 1), \ldots, \zeta(N)) \in [-\infty, \infty)^{N-1}$ be the trim operator that removes the label corresponding to the $j$-th quantile.

For particle configurations $\zeta \in [-\infty, \infty)^N$ and $\zeta' \in [-\infty, \infty)^{N'}$, we say that $\zeta$ is dominated by $\zeta'$ in the mass-transport sense, and write $\zeta \preceq \zeta'$, if

$$\sum_{i=1}^N 1\{\zeta(i) > x\} \leq \sum_{i=1}^{N'} 1\{\zeta'(i) > x\} \quad \forall x \in [-\infty, \infty).$$

We present the following lemma without proof.

**Lemma 4.1.** Fix $\zeta \in [-\infty, \infty)^N$ and $\zeta' \in [-\infty, \infty)^{N'}$.

1. The following conditions are equivalent:
   - (a) $\zeta \preceq \zeta'$;
   - (b) $N \leq N'$ and $\zeta[i] \leq \zeta'[i + N' - N]$ for every $i \in \{1, \ldots, N\}$;
   - (c) $N \leq N'$ and there exists $\kappa : \{1, \ldots, N\} \to \{1, \ldots, N'\}$ injective such that $\zeta(i) \leq \zeta'(\kappa(i))$ for every $i \in \{1, \ldots, N\}$.

2. $\zeta \preceq A_\ell(\zeta)$ for every $x \in [-\infty, \infty)$.

3. For $1 \leq i < j \leq N$, $\zeta \preceq \Gamma_{ij}(\zeta)$.

4. If $\zeta \preceq \zeta'$, the following properties hold:
   - (a) $A_\ell(\zeta) \preceq A_\ell'(\zeta')$ for every $-\infty \leq x \leq x' < \infty$;
   - (b) $T_i(\zeta) \preceq T_i(\zeta')$ for every $i \in \{1, \ldots, N\}$;
   - (c) if for $i, j \in \{1, \ldots, N\}$ we call $i' = i + N' - N$ and $j' = j + N' - N$, then $\Gamma_{ij}(\zeta) \preceq \Gamma_{i'j'}(\zeta')$.

The first statement says that $\zeta \preceq \zeta'$ if and only if $\zeta$ can be embedded into $\zeta'$ by a transformation that moves each particle to the right. Items 2 and 3 mean that the particle configuration increases if a particle is added or if a particle jumps to the right. Item 4 says that the order is preserved if we add a particle, if we remove one particle, or if a particle jumps on top of another one, provided the involved particles are properly chosen.

Unlike the $(b, D)$-BBM, the $(b, D)$-BBM that we define now allows the killing probability to depend on the quantile of the branching particle. Between jumping times, particles move as independent Brownian Motions, and the quantile $j$ of the branching particle is determined in terms of $b$ as before. If $j = 1$, the quantile of the particle that is going to be killed is chosen to be $i = -\infty$ (no killing). If otherwise $j > 1$, we have $i = -\infty$ with probability $D_{j-1}(-\infty)$ and for $1 \leq i' < j$, $i = i'$ with probability $D_{j-1}(\frac{x}{j-1} - ) - D_{j-1}(\frac{x'-1}{j-1} - )$. Of course the $(b, D)$-BBM is a $(b, D)$-BBM with $D_j = D$ for every $j \in \mathbb{N}$.

Let $X$ and $X'$ be a $(b, D)$-BBM and a $(b', D')$-BBM respectively. We omit writing the superscripts indicating the initial number of particles when no confusion can arise. We say that (the initial condition) $X_0$ is stochastically dominated by $X_0$, and write $X_0 \preceq_{\text{st}} X_0'$, if they can be coupled in such a way that $X_0 \preceq X_0'$ almost surely. We say that the process $X$ is stochastically dominated by $X'$, and write $X \preceq_{\text{st}} X'$, if they can be coupled in such a way that almost surely $X_t \preceq X'_t$ for every $t \geq 0$.

**Proposition 4.2.** Suppose that $b$ and $b'$ satisfy $b(x) \leq b'(x')$ if $x \leq x'$. Suppose further that $D = (D_j)_{j \in \mathbb{N}}$ and $D' = (D'_j)_{j \in \mathbb{N}}$ are such that, for every $j, j' \in \mathbb{N}$, $D_j \preceq D'_j$ pointwise. Let $X$ and $X'$ be a $(b, D)$-BBM and a $(b', D')$-BBM respectively with random initial conditions satisfying $X_0 \preceq_{\text{st}} X_0'$. Then $X \preceq_{\text{st}} X'$.

Observe that the hypotheses over $b$ and $b'$ are satisfied if any of the following two conditions hold:

- $b$ is non-decreasing and $b \preceq b'$ pointwise.
- $\sup_{x \in [0,1]} b(x) \leq \inf_{x \in [0,1]} b'(x)$.

**Proof.** Let $N, N'$ be total number of particles in $X_0, X_0'$ respectively. Lemma 4.1 implies $N \leq N'$. For every $j' \in \{1, \ldots, N'\}$, call $j = j + N' - N$. Consider exponential random variables $\{W_\ell : \ell \in \{1, \ldots, N\}\}$ and $\{W'_\ell : \ell \in \{1, \ldots, N'\}\}$ such that $W_\ell$ has rate $b\left(\frac{1}{\ell-1}\right)$ for every $\ell \in \{1, \ldots, N\}$ and $W'_\ell$ has rate $b'(\frac{1}{\ell-1})$ for every $\ell \in \{1, \ldots, N'\}$. Since $b\left(\frac{1}{\ell-1}\right) \leq b'(\frac{1}{\ell-1})$ for every $\ell \in \{1, \ldots, N\}$, we can couple them in such a way that, for every $\ell \in \{1, \ldots, N\}$, $W_j \geq W'_j$. To be precise, let $X_1, \ldots, X_{N'}$ be independent two-dimensional Poisson point process of intensity 1, and define $W'_\ell =$
We end this section showing that under minimal assumptions on \(A\), we have a Lower Bound.

The proof is now complete. \(\Box\)

Proposition 4.3. Assume \(D(x) \geq x^{k-1}\) and \(b(x) \geq x^{k-1}\) for all \(0 \leq x \leq 1\). Let \(X_N^N\) be a \((b, D)\)-BBM and \(Y_N^N\) an \((N, p)\)-BBM with \(p(i, j) = 1\{i = k - 1, j = k\}\) and \(\lambda = 1/k\). If \(Y_N^N \leq_{st} X_N^N\) then \(Y_N^N \leq_{st} X_N^N\).
Proof. The key observation is that $Y^N$ can be thought as a $(\hat{b}, \hat{D})$-BBM with the proper choice of $\hat{b}$ and $\hat{D}$. Observe that in the $(N, p)$-BBM, all the quantiles with $j \leq k - 1$ do not branch. If $j \geq k$, in order to have a branch at quantile $j$ we need to choose a $k$-tuple such that $j$ is the largest quantile in it. Hence its branching rate is given by

$$\frac{N \left( \begin{array}{c} i-1 \\ j-1 \end{array} \right)}{k \left( \begin{array}{c} i-1 \\ j-1 \end{array} \right)} = \frac{j-1}{N-1} \frac{j-2}{N-2} \cdots \frac{j-(k-1)}{N-(k-1)} =: \lambda_j.$$ 

Given the event that quantile $j \geq k$ has a branch, the probability of a quantile smaller or equal than $i \in \{k-1, \ldots, j-1\}$ being killed is

$$\frac{\begin{array}{c} i \\ k-1 \end{array}}{\begin{array}{c} j \\ k-1 \end{array}} = \frac{i}{j} \frac{i-1}{j-1} \cdots \frac{i-(k-2)}{j-(k-1)} =: q_{ij},$$

and zero if $i < k - 1$. Define

$$\hat{b}(x) = \lambda_N \mathbf{1}\{x = 1\} + \sum_{j=k}^{N-1} \lambda_j \mathbf{1}\{\frac{j}{N-1} \leq x < \frac{j+1}{N-1}\}$$

and

$$\hat{D}_{j-1}(x) = \sum_{i=k}^{j-1} q_{ij} \mathbf{1}\{\frac{i}{j-1} \leq x < \frac{i+1}{j-1}\} + \mathbf{1}\{x \geq 1\}.$$ 

Under these definitions, it is easy to check that $Y^N$ is a $(\hat{b}, \hat{D})$-BBM with $\hat{D} = (\hat{D}_j)_{j \in \mathbb{N}}$. Since $\lambda_j \leq (\frac{j-1}{N-1})^k$ and $q_{ij} \leq (\frac{j}{j-1})^{k-1}$, we get $\hat{b}(x) \leq x^{k-1} \leq b(x)$ and $\hat{D}_i(x) \leq x^{k-1} \leq D(x)$ for $0 \leq x \leq 1$. We can apply Proposition 4.2 to conclude. $\square$

5. HYDRODYNAMICS FOR THE $(N, p)$-BBM

We now prove Theorem 5.1. We stress that the time $t > 0$ is fixed during all the proof. In this section we use $F^N$ for,

$$F^N(t,x) = \frac{1}{N} \sum_{i=1}^{N} \mathbf{1}\{Y^N_t(i) \leq x\}.$$ 

Since $U(t, \cdot)$ is continuous, convergence (3.1) is equivalent to

$$\lim_{N \to \infty} F^N(t,x) = U(t,x) \quad \text{in probability},$$

for every $x \in \mathbb{R}$. For $\varepsilon > 0$, we have

$$\mathbb{P}( |F^N(t,x) - U(t,x)| > \varepsilon ) = \int \nu^N(d\zeta) \mathbb{P}_\zeta(|F^N(t,x) - U(t,x)| > \varepsilon),$$

where $\nu^N$ is the distribution of $Y^N_0$ on $[-\infty, \infty)^N$ and $\mathbb{P}_\zeta(\cdot) = \mathbb{P}(\cdot | Y^N_0 = \zeta)$. For every $\zeta \in [-\infty, \infty)^N$, let $U_\zeta$ be the unique bounded solution to

$$\partial_t U_\zeta = \frac{1}{2} \partial_{xx} U_\zeta - h_p(U_\zeta),$$

$$U_\zeta(0, \cdot) = F_\zeta.$$

Splitting into the cases $|U_\zeta(t,x) - U(t,x)| > \frac{\varepsilon}{2}$ and $|U_\zeta(t,x) - U(t,x)| \leq \frac{\varepsilon}{2}$, (5.1) can be bounded from above by

$$\int \nu^N(d\zeta) \mathbb{P}_\zeta(|F^N(t,x) - U_\zeta(t,x)| > \frac{\varepsilon}{2})$$

$$+ \int \nu^N(d\zeta) \mathbf{1}\{|U_\zeta(t,x) - U(t,x)| > \frac{\varepsilon}{2}\}.$$ 

The second term in (5.2) vanishes due to our assumptions and Theorem A.3. For $(s, y) \in [0, \infty) \times \mathbb{R}$, let $U^N_s(s,y) = \mathbb{E}_\zeta(F^N_s(s,y))$, being $\mathbb{E}_\zeta$ the expectation with respect to $\mathbb{P}_\zeta$. Splitting into the cases
The comparison principle Theorem A.3 allows us to conclude once we prove that
\[ \zeta \]
Then, for every \( t \) and \( \ell \in \mathbb{N} \) holds in the limit
\[ \lim_{N \to \infty} \sup_{(s,x) \in [0,t] \times \mathbb{R}} |\mathbb{E}_\zeta(F^N(s,x)^\ell) - U^N_\zeta(s,x)^\ell| \leq \frac{C}{N}. \]

We now turn to control the second term in (5.3).

Lemma 5.2. Let \( h_p^N : [0,1] \to \mathbb{R} \) be the function defined by
\[ h_p^N(u) = \lambda \sum_{r=1}^{k-1} \tilde{p}(r)(k \atop r) w_r^N(u), \]
with
\[ w_r^N(u) = \left[ \prod_{\ell=0}^{r-1} (u - \frac{\ell}{N}) \right] \left[ \prod_{\ell=0}^{(k-r)-1} (1 - u - \frac{\ell}{N}) \right] \left[ \prod_{\ell=0}^{k-1} \frac{N}{N - \ell} \right]. \]

Then, for every \( \zeta \in [-\infty, \infty)^N \), \( U^N_\zeta \) verifies
\[ \partial_t U^N_\zeta = \frac{1}{2} \partial_{xx} U^N_\zeta - \mathbb{E}_\zeta[h_p^N(F^N)], \]
\[ U^N_\zeta(0,\cdot) = F^N_\zeta. \]

Equation (5.4) can be written as
\[ \partial_t U^N_\zeta = \frac{1}{2} \partial_{xx} U^N_\zeta - h_p(U^N_\zeta) + \mathcal{E}^N_{1,\zeta} + \mathcal{E}^N_{2,\zeta} \]
with the errors defined as
\[ \mathcal{E}^N_{1,\zeta} = h_p(U^N_\zeta) - \mathbb{E}_\zeta(h_p(F^N)) \]
\[ \mathcal{E}^N_{2,\zeta} = \mathbb{E}_\zeta(h_p(F^N)) - \mathbb{E}_\zeta(h_p^N(F^N)). \]
The comparison principle Theorem A.3 allows us to conclude once we prove that
\[ \lim_{N \to \infty} \sup_{(s,y) \in [0,t] \times \mathbb{R}} |\mathcal{E}^N_{\ell,\zeta}(s,y)| = 0, \quad \ell = 1, 2. \]
The case \( \ell = 1 \) follows by Lemma 5.1 while for \( \ell = 2 \) the limit holds since
\[ \lim_{N \to \infty} \|h_p^N - h_p\|_{\infty} = 0. \]

To see why this is true observe that it is enough to prove uniform convergence of each \( w_r^N \), which is a consequence of the uniform convergence of each factor. Heuristically, we are approximating the sampling of \( k \) particles without replacement \( h_p^N \), by sampling with replacement \( h_p \), which certainly holds in the limit \( N \to \infty \).

Proof of Lemma 5.2. Fix \( s \in (0,t] \) and, for \( \ell \in \{1, \ldots, N\} \), call
\[ q_\ell(s,x) = \mathbb{P}_\zeta[Y^N_\zeta(\ell) \leq x]. \]

We consider the cases \( T^N_1 > s \) and \( T^N_1 \leq s \) (recall the graphical construction of Section 3) to get
\[ q_\ell(s,x) = e^{-\lambda N s} \int_{-\infty}^{\infty} \Phi(s,y-x) \mathbf{1}\{y \geq \zeta(\ell)\} \, dy + \mathbb{E}_\zeta \left[ \mathbf{1}\{Y^N_\zeta(\ell) \leq x\} \mathbf{1}\{T^N_1 \leq s\} \right]. \]
Here $\Phi$ is the Gaussian kernel

$$
\Phi(s, z) = \frac{1}{\sqrt{2\pi s}} e^{-\frac{z^2}{2s}}.
$$

(5.6)

Let $T^N_s$ be the last jump before $s$. Conditioning first on $T^N_s$, which has law $\lambda Ne^{-\lambda N(s-r)}1\{r < s\} \, dr$, and then on $x - [B^N_s(\ell) - B^N_{rN}(\ell)]$, which has law (given $T^N_s = r$) $\Phi(s-r, x-y) \, dy$, the second term in the right-hand side of (5.5) can be written as

$$
\int_0^s \lambda Ne^{-\lambda Nr} g(r) \, dr,
$$

(5.7)

where $g(r)$ is defined by formula

$$
\int_{-\infty}^\infty \Phi(s-r, x-y) \mathbb{P}_\xi(Y^N_s(\ell) \leq x | T^N_s = r, B^N_s(\ell) - B^N_{rN}(\ell) = x-y) \, dy.
$$

Observe that

$$
\mathbb{E}_\xi(Y^N_s(\ell) \leq x | T^N_s = r, B^N_s(\ell) - B^N_{rN}(\ell) = x-y)
$$

$$
= \int dS \sum_{1 \leq i < j \leq k} p(i,j) \mathbb{E}_\xi[\Gamma_{S(i,j)}(Y^N_r(\ell) \leq y)] =: q_\ell(r,y),
$$

where $dS$ is the law of a $k$-tuple uniformly chosen at random (for a $k$-tuple $S$, recall the definition of $S(i,j)$ given in Section 3). Plugging-in (5.7), we obtain

$$
q_\ell(s,x) = \int_{-\infty}^\infty G(s, y) \Phi(0, y) \mathbb{1}\{y \geq \zeta(\ell)\} \, dy + \int_0^s \int_{-\infty}^\infty G(s-r, y) \lambda N g_\ell(r,y) \, dy \, dr,
$$

where $G(r, z) = e^{-\lambda Nr} \Phi(r, z)$ is the Green kernel associated to equation

$$
\partial_t V = \frac{1}{2} \partial^2_{xx} V - \lambda NV.
$$

Since $s \in (0, t]$ is arbitrary, we conclude (see Appendix A) that $q_\ell$ solves

$$
\partial_t q_\ell = \frac{1}{2} \partial^2_{xx} q_\ell - \lambda N (q_\ell - g_\ell),
$$

$$
q_\ell(0, x) = 1\{x \geq \zeta(\ell)\}.
$$

Summing over $\ell \in \{1, \ldots, N\}$ and dividing by $N$, we get

$$
\partial_t U^N_\zeta = \frac{1}{2} \partial^2_{xx} U^N_\zeta - \lambda N \left( U^N_\zeta - \frac{1}{N} \sum_{\ell=1}^N q_\ell \right),
$$

(5.8)

$$
U^N_\zeta(0, \cdot) = F_\zeta.
$$

Observe that

$$
\frac{1}{N} \sum_{\ell=1}^N g_\ell(s,x) = \int dS \sum_{1 \leq i < j \leq k} p(i,j) \mathbb{E}_\xi[F_{\Gamma_{S(i,j)}(Y^N_s)}(x)].
$$

For fixed $S$, $(i,j)$ and writing $F_{ij}(x)$ for $F_{\Gamma_{S(i,j)}(Y^N_s)}(x)$, we have

$$
\mathbb{E}_\xi[F_{ij}(x)] = \sum_{m=0}^N \mathbb{E}_\xi[F_{ij}(x)|F^N(s,x) = m] \mathbb{P}_\xi[F^N(s,x) = m].
$$

On the event $F^N(s,x) = \frac{m}{N}$, we have $F_{ij}(x) = \frac{m-1}{N}$ if a particle jumps over $x$, and $F_{ij}(x) = \frac{m}{N}$ otherwise. Then

$$
\int dS \sum_{1 \leq i < j \leq k} p(i,j) \mathbb{E}_\xi[F_{\Gamma_{S(i,j)}(Y^N_s)}(x)|F^N(s,x) = \frac{m}{N}]
$$

$$
= \frac{m-1}{N} p_{N,m} + \frac{m}{N} (1 - p_{N,m}) = \frac{m}{N} - \frac{p_{N,m}}{N},
$$

$$
\int_0^s \lambda Ne^{-\lambda Nr} g(r) \, dr,
$$

(5.7)
where

\[ p_{N,m} = \sum_{r=0}^{k} \binom{k}{r} \binom{N-m}{k-r} \varrho(r) \]

is the probability of such a jump (\( \binom{n}{k} \) is assumed to be zero for \( a < b \)). Then

\[
\frac{1}{N} \sum_{i=1}^{N} g_{\ell}(s, x) = \sum_{m=0}^{N} \frac{m}{N} \mathbb{P}_{\zeta}[^{F \wedge}(s, x) = \frac{m}{N}] - \sum_{m=0}^{N} \frac{p_{N,m}}{N} \mathbb{P}_{\zeta}[^{F \wedge}(s, x) = \frac{m}{N}].
\]

Then the second term in the right-hand side of (5.8) can be written as

\[
\lambda \sum_{m=0}^{N} p_{N,m} \mathbb{P}_{\zeta}[^{F \wedge}(s, x) = \frac{m}{N}] = \frac{1}{p} \left[ (3.2) \right].
\]

We conclude by observing that \( \lambda p_{N,m} = \frac{1}{p} \left[ (3.8) \right] \).

6. LIMITING VELOCITY FOR \((N, p)\)-BBM

Take \( k \geq 2, \lambda > 0 \) and \( p = (p(i, j))_{1 \leq i < j \leq k} \) as before, and let

\[ i_0 = \min \{ i : p(i, j) > 0 \text{ for some } j \} - 1. \]

We will construct an auxiliary Markov process \( Z^{N} = \{ Z^{N}_{t} : t \geq 0 \} \) with state-space \( \mathbb{R}^{N-i_0} \) as a function of the \((N, p)\)-BBM and the initial condition \( Z_{0}^{N} \). Consider the \((N, p)\)-BBM \( Y^{N} \) with initial condition

\[ Y_{0}^{N}(i) = \begin{cases} -\infty & \text{if } 1 \leq i \leq i_0, \\ Z_{0}^{N}(i-i_0) & \text{if } i_0 < i \leq N, \end{cases} \]

and set

\[ Z^{N}_{t} = (Y^{N}_{t}(i_0 + 1), \ldots, Y^{N}_{t}(N)) \]

for \( t > 0 \). That is, \( Z^{N} \) is the projection of \( Y^{N} \) over the \( N - i_0 \) right-most particles, those that really play a role. The Markovian property of \( Z^{N} \) follows because, in the process \( Y^{N} \), a particle located at \(-\infty\) is never involved in a jump. Particles with label smaller or equal than \( i_0 \) in \( Y^{N} \) remain at \(-\infty\) for every time. Observe that if there exists \( j \) for which \( p(1, j) > 0 \) then \( Z^{N} \) is simply \( Y^{N} \). For fixed \( N \), the process \( Z^{N} \) has a well defined velocity:

**Proposition 6.1.** For every \( N \), there exists \( w_{N} \in \mathbb{R} \) such that, for every random initial distribution \( Z_{0}^{N} \in \mathbb{R}^{N-i_0} \), the limits

\[
\lim_{t \to \infty} \frac{1}{t} Z^{N}_{t}[1] = \lim_{t \to \infty} \frac{1}{t} Z^{N}_{t}[N-i_0] = \lim_{t \to \infty} \frac{1}{t} Y^{N}_{t}[N] = w_{N}
\]

hold a.s. and in \( L^{1} \).

**Proof.** The result is a consequence of Liggett’s subadditive ergodic theorem. Since it is standard, we omit its proof and refer to [12, 22, 27] for details. The key requirement is that, if we run the process until the \( m \)-th jumping time \( T_{m} \), restart it with the \( N - i_0 \) particles at the position of the rightmost one at that time, and run it until we have another \( n \) extra jumps, then the resulting configuration dominates the configuration we would get by running the process until the \( (m + n) \)-th jumping time. We only point out that this requirement follows as an immediate consequence of Theorem 4.2 and the fact that the \((N, p)\)-BBM is a \((b, D)\)-BBM. \( \square \)

We now prove the lower bound for the velocities.

**Proposition 6.2.** The limiting velocity \( w_{N} \) of the right-most particle of the \((N, p)\)-BBM satisfies

\[
\lim_{N \to \infty} \inf w_{N} \geq c^{*}. \tag{6.1}
\]

Here \( c^{*} > 0 \) is the minimal velocity of equation \((3.2)\), see Appendix A.
Remark 6.3. It is well known that $c^* = \sqrt{-\frac{1}{2}h_p'(1)}$. Since $-h_p'(1) = \lambda \hat{p}(k-1)$, where $\hat{p}(k-1)$ is the probability of having a particle jumping on top of the rightmost one in the $k$-tuple at a branching-selection event, this bound has a natural interpretation in terms of the parameters of the model. Observe that it is not sharp in many cases, for example when $\hat{p}(k-1) = 0$. But it is good enough in several situations as we will see.

To prove Proposition 6.2 we follow a strategy recently used in [27]. Let $\hat{Z}^N = \{\hat{Z}^N_t : t \geq 0\}$ be the process $Z^N$ as seen from its leftmost particle,

$$\hat{Z}^N_t(i) = Z^N_t[i + 1] - Z^N_t[1], \quad i \in \{1, \ldots, N - i_0 - 1\}, \ t \geq 0.$$

We will make use of its stationary distribution.

**Proposition 6.4.** The process $\hat{Z}^N$ has a unique stationary distribution $\hat{\nu}^N$.

**Proof.** The result follows by showing that the process is Harris recurrent. The proof is very similar to the one of [27] Theorem 2.3 for the special case $k = 2$, so we omit it. \qed

Let $\nu^N := \delta_0 \otimes \hat{\nu}^N$ and for $t \geq 0$ let

$$M^N_t := \frac{1}{N - i_0} \sum_{i=1}^{N - i_0} Z^N_t(i),$$

be the empirical mean of $Z^N_t$. The following result gives a formula for the velocity in terms of the empirical mean.

**Proposition 6.5 ([27] Theorem 2.3]).** For every $t > 0$,

$$w_N = \frac{d}{dt} \mathbb{E}_{\nu^N}[M^N_t].$$

Since for every particle configuration $\zeta \in \mathbb{R}^{N - i_0}$ we have

$$\frac{1}{N - i_0} \sum_{i=1}^{N - i_0} \zeta(i) = \int_0^\infty 1 - F_\zeta(x) \, dx - \int_{-\infty}^0 F_\zeta(x) \, dx,$$

if we call $G^N$ the distribution function of the empirical law of $Z^N$, we have

$$\mathbb{E}_{\nu^N}[M^N_t] = \int_0^\infty \mathbb{E}_{\nu^N}[1 - G^N(t, x)] \, dx - \int_{-\infty}^0 \mathbb{E}_{\nu^N}[G^N(t, x)] \, dx.$$

We can take derivatives with respect to $t$ to get

$$\frac{d}{dt} \mathbb{E}_{\nu^N}[M^N_t] = -\int_{-\infty}^\infty \partial_t \mathbb{E}_{\nu^N}[G^N(t, x)] \, dx.$$

Using that

$$G^N(t, x) = \frac{N}{N - i_0} F^N(t, x) - \frac{i_0}{N - i_0},$$

where $F^N$ is the distribution function associated to the empirical law of $Y^N$, we have proven that

$$w_N = -\frac{N}{N - i_0} \int_{-\infty}^\infty \partial_t \mathbb{E}_{\nu^N}[F^N(t, x)] \, dx \quad (6.2)$$

for every $t > 0$, where $\mu^N$ is the distribution in $[-\infty, \infty]^N$ obtained by fixing the first $i_0$ labels at $-\infty$ and drawing the remaining $N - i_0$ ones with $\nu^N$.

Before continuing, we need the following monotonicity result, whose proof is also in [27].

**Proposition 6.6 ([27] Lemma 4.1]).** If $Y$ and $Y'$ are $(N, p)$-BBMs satisfying

$$Y_0[i + 1] - Y_0[i] \leq_{st} Y'_0[i + 1] - Y'_0[i]$$

for every $i \in \{1, \ldots, N - 1\}$, then

$$Y_t[i + 1] - Y_t[i] \leq_{st} Y'_0[i + 1] - Y'_0[i]$$

for every $i \in \{1, \ldots, N - 1\}$ and every $t > 0$. 
For every nonnegative function \( g: [0, 1] \to [0, \infty) \),
\[
E_\xi \left( \int_{-\infty}^{\infty} g(F^N(t, x)) \, dx \right) = \sum_{i=t_0}^{N-1} g\left( \frac{i}{N} \right) E_\xi (Y_t^N[i] - Y_t^N[i])
\]
holds for any \( \xi \in [-\infty, \infty]^N \), so
\[
E_\xi \left[ \int_{-\infty}^{\infty} g(F^N(t, x)) \, dx \right] \geq E_\xi \left[ \int_{-\infty}^{\infty} g(F^N(t, x)) \, dx \right]
\]
if \( \xi' \geq \xi \). We use this fact with \( g = h_p^N \) and Lemma 5.2 to get
\[
- \int_{-\infty}^{\infty} \partial_t \mathbb{E}_\mu^N [F^N(t, x)] \, dx = - \int_{-\infty}^{\infty} \partial_t \mathbb{E}_\xi [F^N(t, x)] \, dx \, \mu^N (d\xi) = \int \mathbb{E}_\xi \left[ \int_{-\infty}^{\infty} h_p^N (F^N(t, x)) \right] \, dx \, \mu^N (d\xi) \geq \mathbb{E}_{\xi^0} \left[ \int_{-\infty}^{\infty} h_p^N (F^N(t, x)) \, dx \right]
\]
for \( \xi^0 \) defined as
\[
\xi^0(i) = \begin{cases} -\infty & \text{if } i \leq i_0 \\
0 & \text{if } i > i_0. \end{cases}
\]
This inequality and (6.2) reduces (6.1) to proving that
\[
\liminf_{N \to \infty} \mathbb{E}_{\xi^0} \left[ \int_{-\infty}^{\infty} h_p^N (F^N(t_0, x)) \, dx \right] \geq c^* \quad (6.3)
\]
holds for some \( t_0 > 0 \). Let \( U^0 \) be the solution to the F-KPP equation (3.2) with initial condition given by the heavyside function \( 1_{[0, \infty]} \), let \( M_t \) be the median of \( U^0(., t) \), and let \( W_\xi^c \) be the minimal velocity wavefront. From (A.3) and (A.4) it follows that, given \( \varepsilon > 0 \), we can fix \( t_0 > 0 \) and \( R > 0 \) such that
\[
\int_{M_0 - R}^{M_0 + R} h_p (U^0(t_0, x)) \, dx \geq c^* - \varepsilon.
\]
Under this choice, the expectation on the l.h.s. of (6.3) is bounded from below by
\[
\mathbb{E}_{\xi^0} \left( \int_{M_0 - R}^{M_0 + R} h_p^N (F^N(t, x)) \, dx \right) - \int_{M_0 - R}^{M_0 + R} h_p (U^0(t_0, x)) \, dx + c^* - \varepsilon.
\]
The difference between the first two terms is less or equal than
\[
\int_{M_0 - R}^{M_0 + R} \mathbb{E}_{\xi^0} \left( |h_p^N (F^N(t_0, x)) - h_p (F^N(t_0, x))| \right) \, dx
+ \int_{M_0 - R}^{M_0 + R} \mathbb{E}_{\xi^0} \left( |h_p (F^N(t_0, x)) - h_p (U^0(t_0, x))| \right) \, dx.
\]
The first term vanishes due to the uniform convergence \( h_p^N \to h_p \). Since \( h_p \) is Lipschitz continuous, the second term is less or equal than
\[
2CR \mathbb{E}_{\xi^0} (\|F^N(t_0, \cdot) - U^0(t_0, \cdot)\|_\infty),
\]
for some \( C > 0 \), which vanishes due to Theorem 3.1.

7. PROOF OF THEOREM 1.1

We now prove the asymptotic behavior of the velocities for arbitrary \( b \) and \( D \), Theorem 1.1. The upper bound is easily obtained in terms of a (rate 1) BBM. If \( \hat{X}^N \) is a BBM and \( X^N \) is a \((b, D)\)-BBM satisfying the hypotheses of Theorem 1.1 and \( \hat{X}^0_0 \leq_{st} \hat{X}^0_0 \), then \( X^N \leq_{st} \hat{X}^N \). In fact, observe that \( \hat{X}^N \) is a \((\hat{b}, \hat{D})\)-BBM with \( \hat{b} \equiv 1 \) and \( \hat{D}_j = \delta_{-\infty} \) for every \( j \in \mathbb{N} \). Hence this is an immediate consequence of Theorem 4.2. Since the rightmost particle of \( \hat{X}^N \) has velocity \( \sqrt{2} \), this readily implies
\[
\limsup_{t \to \infty} \frac{1}{t} X_t^N[N_t] \leq \sqrt{2} \quad \text{a.s.}
\]
To prove the lower bound, we first deal with case (1), \( D(\infty) = 0 \). Let \( Y^N \) be an \((N,p)\)-BBM with parameters \( p(i, j) = 1 \{i = k - 1, j = k\} \), \( \lambda = 1/k \), and initial distribution \( Y_0^N = X_0^N \). Proposition 4.3 implies that for \( k \) large enough \( Y^N \leq_{st} X^N \), so

\[
v_N = \lim_{t \to \infty} \frac{1}{t} Y_t^N[N] \geq \lim_{t \to \infty} \frac{1}{t} Y_t^N[N] = w_N \quad \text{a.s.,}
\]

the existence of the first limit following as in the proof of Proposition 6.1. Observe that in this case we have \( h_p(v) \geq h_p(1) = -1 \) for every \( v \in (0,1) \), so the minimal velocity of the F-KPP equation with source \( h_p \) is \( c^* = \sqrt{2} \) (see Section A). It only remains to let \( N \to \infty \) and use Proposition 6.2 to get the result.

For case (2), \( D(\infty) > 0 \), for any \( \hat{N} \in \mathbb{N} \), we define the stopping time \( \tau \) by

\[
\tau = \inf\{t \geq 0 : N_t = \hat{N}\},
\]

which is finite almost surely. Let \( \hat{X}_r^\hat{N} \) be a \((b,D)\)-BBM with random initial distribution \( \hat{X}_0^\hat{N} \overset{d}{=} X_r^N \). The strong Markov property guarantees

\[
\lim_{t \to \infty} \frac{1}{t} X_t^N[N_t] = \lim_{t \to \infty} \frac{1}{t} \hat{X}_t^\hat{N}[\hat{N}_t] \quad \text{a.s.} \tag{7.1}
\]

Let \( Y^\hat{N} \) be an \((\hat{N},p)\)-BBM as before (but with \( \hat{N} \) particles instead of \( N \)), and initial distribution \( Y_0^\hat{N} \overset{d}{=} \hat{X}_0^\hat{N} \). The right-hand side of (7.1) is bounded from below by

\[
\lim_{t \to \infty} \frac{1}{t} Y_t^\hat{N}[\hat{N}] = w_N.
\]

Since \( \hat{N} \) is arbitrary, Proposition 6.2 gives the desired bound.

**Appendix A. F-KPP equation**

The results presented here are standard in the theory of non-linear parabolic equations; see for example [11, 24, 34].

**Definition A.1.** Let \( t > 0 \), and let \( V_0, h : \mathbb{R} \to \mathbb{R} \) and \( g : (0,t] \times \mathbb{R} \to \mathbb{R} \) be arbitrary functions. A (classical) solution to the differential equation

\[
\partial_t V = \frac{1}{2} \partial_{xx} V - h(V) + g \tag{A.1}
\]

\[
V(0, \cdot) = V_0 \tag{A.2}
\]

in the time interval \([0, t]\) is a function \( V : [0, t] \times \mathbb{R} \to \mathbb{R} \) that satisfies the following conditions:

1. \( V|_{[0,t] \times \mathbb{R}} = V_0 \);
2. \( V|_{(0,t] \times \mathbb{R}} \in C^{1,2}((0,t] \times \mathbb{R}) \) and (A.1) is satisfied for every \((s,x) \in (0,t] \times \mathbb{R}\);
3. \( \lim_{s \downarrow 0} V(s,x) = V_0(x) \) for every \( x \in \mathbb{R} \) continuity point of \( V_0 \).

In the previous definition, condition \( V|_{(0,t] \times \mathbb{R}} \in C^{1,2}((0,t] \times \mathbb{R}) \) means that there exist an open set \( A \subset \mathbb{R}^2 \) containing \((0,t] \times \mathbb{R}\) and an extension \( \hat{V} \in C^{1,2}(\mathbb{R}^2) \) of \( V|_{(0,t] \times \mathbb{R}} \).

**Theorem A.2.** Let \( t > 0 \). Assume \( h : [0,1] \to \mathbb{R} \) is continuous with \( h(0) = h(1) = 0 \). If \( V_0 \) is a distribution function and \( g : (0,t] \times \mathbb{R} \to \mathbb{R} \) is continuous and bounded, the differential equation (A.1) has a unique bounded solution \( V \) in the time interval \([0,t]\).

In the case \( h(v) = \lambda N v \), the solution given in Theorem A.2 is characterized by the integral representation

\[
V(s, x) = \int_{-\infty}^\infty H(s, x-y) V_0(y) \, dy + \int_0^s \int_{-\infty}^\infty H(s-s', x-y) g(s', y) \, dy \, ds',
\]

being \( H \) the Green kernel associated to operator \( \partial_t - \frac{1}{2} \partial_{xx} + \lambda N \), that is

\[
H(s, x) = \Phi(s, x) e^{-\lambda N s}.
\]

The function \( \Phi \) is defined in (5.6). Next we state a result that controls the stability of the solution under perturbations of the initial condition and the function \( g \).
Theorem A.3. Let \( t > 0 \) and assume \( h : [0, 1] \to \mathbb{R} \) is continuous with \( h(0) = h(1) = 0 \). For every \( M > 0 \) there exists a constant \( C = C(t, M) > 0 \) such that

\[
\|V(t) - \tilde{V}(t)\|_{\infty} \leq C(\|V_0 - \tilde{V}_0\|_{\infty} + \|g - \tilde{g}\|_{\infty})
\]

for every \( V_0, \tilde{V}_0 \) distribution functions and every \( g, \tilde{g} \in C((0, t] \times \mathbb{R}) \) such that \( 0 \leq g, \tilde{g} \leq M \). Here \( V \) [resp. \( \tilde{V} \)] is the unique bounded solution to equation (A.1, A.2) in the time interval \([0, t]\) associated to \( V_0 \) and \( g \) (resp. \( \tilde{V}_0 \) and \( \tilde{g} \)).

Suppose during the rest of the section that \( g \equiv 0 \), and that \( h \in C^4([0, 1]) \) satisfies \( h(u) > 0 \) for every \( u \in (0, 1) \). A traveling wave with speed \( c \in \mathbb{R} \) is a solution to equation (A.1) of the form \( U(t, x) = W_c(x - ct) \) with \( W_c \in C^2(\mathbb{R}) \) non-decreasing and satisfying \( W_c(\infty) = 0, W_c(-\infty) = 1 \). The function \( W_c \) is called a wavefront and is characterized by satisfying the ODE

\[
\frac{1}{2} W''_c + c W'_c - h(W_c) = 0.
\]

The following facts are well known:

1. There exists a minimal speed \( c^* > 0 \). More precisely, for each \( c \geq c^* \) there is a (unique) wavefront \( W_c \) with speed \( c \), and there are no wavefronts for \( c < c^* \).
2. For each \( c \geq c^* \) we have,

\[
c = \int_{-\infty}^{\infty} h(W_c) \, dx.
\]  

(A.3)

3. \( c^* \geq \sqrt{-2h'(1)} \) and identity holds if \( h'(1) < 0 \) and \( h'(u) \geq h'(1) \) for every \( u \in [0, 1] \).
4. If \( U^0 \) is the unique bounded solution to equation (A.1) with initial value the heavyside function \( 1_{[0, \infty)} \), and \( M_t \) is the median of \( U^0(t, \cdot) \), then

\[
\lim_{t \to \infty} \|U^0(t, \cdot) + M_t - W_{c^*}\|_{\infty} = 0.
\]  

(A.4)

Appendix B. Propagation of chaos in the \((N, p)\)-BBM

We prove here Lemma 5.1. The key tool is the construction and control of the clans of ancestors. With that in mind, we introduce an alternative graphical construction of the \((N, p)\)-BBM. We first describe it in words. Every index \( i \in \{1, \ldots, N\} \) rings at rate \( \lambda_k \). When it rings, a \((k - 1)\)-tuple of indices \( \{i_1, \ldots, i_{k-1}\} \subset \{1, \ldots, N\} \setminus \{i\} \) and a pair \((a, b) \in \{(i, j) : 1 \leq i < j \leq k\}\) are chosen, the first one uniformly at random and the second one according to \( p \). Let \( j_1 < \ldots < j_k \) be the ordered \( k \)-tuple \( \{i_1, \ldots, i_{k-1}, i\} \). If \( Y^N[j_0] = Y^N[i] \), the operation \( \Gamma_{j_0, j_b}^N \) is applied; otherwise, nothing happens. Between time marks, the particles diffuse as independent Brownian Motions.

An important observation about this new approach, that will be used later, is that a necessary condition for the \( i \)-th particle to jump is that the \( i \)-th Poissonian clock has rang.

The process is then constructed as a deterministic function of an \( N \)-dimensional Brownian Motion \( B = (B(1), \ldots, B(N)) \) and a marked Poisson Process \( C = \bigcup_{i \in \{1, \ldots, N\}} C^i \). Here \( C^i = \{(T^i_m, S^i_m, (a^i_m, b^i_m), i) : m \in \mathbb{N}\} \). For every \( i \), \( \{T^i_m : m \in \mathbb{N}\} \) is a Poisson Process in \([0, \infty) \) with intensity \( \lambda_k \); for every \( m \), \( S^i_m \subset \{1, \ldots, N\} \setminus \{i\} \) is a \((k - 1)\)-tuple uniformly chosen at random and \((a^i_m, b^i_m)\) a random pair with distribution \( p \).

For each index \( j \in \{1, \ldots, N\} \) we construct, as a deterministic function of \( C \), an auxiliary process \( \{\varphi_t(j) : t \geq 0\} \) that we call the forward clan of ancestors. This process is Markovian and its state space is the family of subsets of \( \{1, \ldots, N\} \). Let \( \{T^i_u : u \in \mathbb{N}\} = \bigcup_{i \in \{1, \ldots, N\}} \{T^i_m : m \in \mathbb{N}\} \) be the superposition of the Poissonian times. For \( s \in [0, T_1) \), define \( \varphi_s(j) = \{j\} \). Suppose we have defined \( \varphi_s(j) \) for \( s \in [0, T_u) \), and let \( T_u = T^i_m \). If \( i \notin \varphi_{T_u-}(j) \), do nothing: \( \varphi_s(j) = \varphi_{T_u-}(j) \) for every \( s \in [T_u, T_{u+1}) \). If instead \( i \in \varphi_{T_u-}(j) \), define \( \varphi_s(j) = \varphi_{T_u-}(j) \cup S^i_m \) for every \( s \in [T_u, T_{u+1}) \).

For \( t \geq 0 \) and \( i \in \{1, \ldots, N\} \), let \( C^i(t) = \{(T^i_m, S^i_m, (a^i_m, b^i_m), i) : m \in \mathbb{N} \text{ such that } T^i_m \leq t\} \) be the projection of \( C^i \) on the time interval \([0, t]\). For every \( j \in \{1, \ldots, N\} \), \( \varphi_t(j) \) is a deterministic function of the Poisson marks \( C(t) = \bigcup_{i \in \{1, \ldots, N\}} C^i(t) \). We emphasize this by writing \( \varphi_t(j) = \varphi_t(j)[C(t)] \). Let \( R_t : [0, t] \to [0, t] \) be the reflection \( R_0 = t - s \). Define also

\[
R_tC^i(t) = \{(R_t s, S, (a, b), i) : (s, S, (a, b), i) \in C^i(t)\}
\]
and

\[ R(t) = \bigcup_{i \in \{1, \ldots, N\}} R_i(t). \]

Finally, for every \( j \in \{1, \ldots, N\} \), the set of ancestors \( \psi_t(j) \) is defined by

\[ \psi_t(j) := \phi_t(j)[R(t)]. \]

The process \( \{\psi_t(j) : t \geq 0\} \) is not Markovian, and \( \psi_t(j) \) represents the set of indices of the particles that could have had influence in \( Y_t(j) \). The clan of ancestors has been used before, for instance in [4, 27]. We refer to those references for more details on this construction.

We now proceed with the proof of Lemma 5.1.

**Proof of Lemma 5.1.** Fix \( N, t, x \) and \( \ell \). Expanding the \( \ell \)-th power of \( F^N \), we have

\[ F^N(t, x)^{\ell} = N^{-\ell} \sum_{i_1, \ldots, i_\ell \in \{1, \ldots, N\}} \prod_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} + N^{-\ell} \cdot \emptyset, \]

where \( \emptyset \) is the sum of all the \( \ell \)-th factors with at least one repeated index. In \( \emptyset \), there are \( N^\ell - N(N - 1) \cdots (N - (\ell - 1)) \) terms, each of which is bounded in absolute value by one, so

\[ |N^{-\ell} \cdot \emptyset| \leq 1 - \frac{N-1}{N} \cdots \frac{N-(\ell-1)}{N} =: a_{N, \ell}. \]

Analogously, for fixed \( \zeta \in [-\infty, \infty)^N \),

\[ U^N(t, x)^{\ell} = N^{-\ell} \sum_{i_1, \ldots, i_\ell \in \{1, \ldots, N\}} \prod_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} + N^{-\ell} \cdot \emptyset, \]

with \( |N^{-\ell} \cdot \emptyset| \leq a_{N, \ell} \). Then

\[ \mathbb{E}_\zeta[F^N(t, x)^{\ell}] - U_{\zeta}^N(t, x)^{\ell} \leq 2a_{N, \ell} \]

\[ + N^{-\ell} \sum_{i_1, \ldots, i_\ell \in \{1, \ldots, N\} \text{ all different}} \left| \mathbb{P}_\zeta\left( \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} \right) - \prod_{u=1}^\ell \mathbb{P}_\zeta\{ Y^N_{\ell}(i_u) \leq x \} \right|. \]

We next prove that, for distinct indices \( i_1, \ldots, i_\ell \),

\[ \left| \mathbb{P}_\zeta\left( \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} \right) - \prod_{u=1}^\ell \mathbb{P}_\zeta\{ Y^N_{\ell}(i_u) \leq x \} \right| \leq \frac{k^2(2^{2(k-1)\ell} - 1)}{N - 1}. \quad (B.1) \]

The last inequality together with the fact that \( a_{N, \ell} \) vanishes as \( N \to \infty \) will allow us to conclude.

Define the event

\[ \mathcal{I}[i_1, \ldots, i_\ell] = \bigcup_{m, n \in \{1, \ldots, \ell\}, \ m \neq n} [\psi_t(i_m) \cap \psi_t(i_n) \neq \emptyset], \]

namely the complement of \( \mathcal{I}[i_1, \ldots, i_\ell] \) occurs when the clans of ancestors are pairwise disjoint. On the one hand,

\[ \mathbb{P}_\zeta\left( \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} \right) = \mathbb{P}_\zeta\left[ \left( \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} \right) \cap \mathcal{I}(i_1, \ldots, i_\ell) \right] \]

\[ + \sum_{A_1, \ldots, A_\ell} \mathbb{P}_\zeta\left[ \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x, \psi_t(i_u) = A_u \} \right] \]

\[ = \mathbb{P}_\zeta\left[ \left( \bigcap_{u=1}^\ell \{ Y^N_{\ell}(i_u) \leq x \} \right) \cap \mathcal{I}(i_1, \ldots, i_\ell) \right] \]

\[ + \sum_{A_1, \ldots, A_\ell} \prod_{u=1}^\ell \mathbb{P}_\zeta[Y^N_{\ell}(i_u) \leq x, \psi_t(i_u) = A_u]. \quad (B.2) \]
The symbol $\sum_{A_1, \ldots, A_\ell}^*$ means that we are summing over subsets $A_1, \ldots, A_\ell \subset \{1, \ldots, N\}$ that are pairwise disjoint and such that $i_u \in A_u$ for every $u \in \{1, \ldots, \ell\}$. In the last identity, we used the factorization property of the clans of ancestors

$$
P_\zeta \left[ \bigcap_{u=1}^\ell [Y^N_t(i_u) \leq x, \psi_t(i_u) = A_u] \right] = \prod_{u=1}^\ell P_\zeta [Y^N_t(i_u) \leq x, \psi_t(i_u) = A_u],
$$

that holds because, for every $u \in \{1, \ldots, l\}$, the event $[Y^N_t(i_u) \leq x, \psi_t(i_u) = A_u]$ is measurable with respect to the $\sigma$-algebra generated by $\bigcup_{r \in A_u} \{C^r, B(r)\}$.

We now work with the second term inside the absolute value in (B.1),

$$
\prod_{u=1}^\ell P_\zeta(Y^N_t(i_u) \leq x)
$$

Consider $\ell$ independent copies $\{(B^{(u)}, C^{(u)}): u \in \{1, \ldots, \ell\}\}$ of $(B, C)$, and let $Y^{N,(u)}$ be the process constructed as a function of $(B^{(u)}, C^{(u)})$, all the copies with initial condition $\zeta$. Similarly, let $\psi^{(u)}(x) = \psi^{(u)}(1), \ldots, \psi^{(u)}(N)$ be the process $\psi$ constructed as a function of $C^{(u)}$, and let

$$
\mathcal{I}^\zeta[i_1, \ldots, i_\ell] = \bigcup_{m,n \in \{1, \ldots, \ell\}} [\psi^{(m)}(i_m) \cap \psi^{(n)}(i_n) = \emptyset].
$$

Then

$$
\prod_{u=1}^\ell P_\zeta(Y^N_t(i_u) \leq x) = P_\zeta \left[ \bigcap_{u=1}^\ell [Y^N_t(i_u) \leq x] \right]
$$

$$
= P_\zeta \left[ \left( \bigcap_{u=1}^\ell [Y^N_t(i_u) \leq x] \right) \cap \mathcal{I}^\zeta[i_1, \ldots, i_\ell] \right] + \sum_{A_1, \ldots, A_\ell}^* P_\zeta \left[ \bigcap_{u=1}^\ell (Y^N_t(i_u) \leq x, \psi_t(i_u) = A_u) \right].
$$

Since (B.2) and (B.3) coincide, and since

$$
P(\mathcal{I}[i_1, \ldots, i_\ell]) = P(\mathcal{I}^\zeta[i_1, \ldots, i_\ell])
$$

again by the factorization property of the clans of ancestors, the left-hand side of (B.1) is bounded by $2P(\mathcal{I}[i_1, \ldots, i_\ell])$. Inequality (B.1) has been reduced to prove that

$$
P(\mathcal{I}[i_1, \ldots, i_\ell]) \leq \frac{k^2(e^{2(k-1)t} - 1)}{2(N - 1)}.
$$

Since the growth rate of $|\varphi_s(j)|$ is bounded from above by $(k - 1)|\varphi_s(j)|$, we have

$$
E(|\varphi_s(j)|) \leq e^{(k-1)s},
$$

for every $s \geq 0$. We examine now the rate at which the indicator function of the event

$$
\mathcal{J}_s[i_1, \ldots, i_\ell] = \bigcup_{m,n \in \{1, \ldots, \ell\}} [\varphi_s(i_m) \cap \varphi_s(i_n) = \emptyset]
$$

jumps from zero to one. If such a jump occurs at time $s$, $\varphi_s-(i_1), \ldots, \varphi_s-(i_\ell)$ are pairwise disjoint and there are $m, n \in \{1, \ldots, \ell\}$, $m \neq n$, such that an index $u \in A_m$ rings and the chosen $(k-1)$-tuple
contains some \( v \in A_n \). Under these considerations, we conclude that this rate is bounded above by

\[
\sum_{A_1, \ldots, A_\ell} \mathbb{P}[\varphi_s(i_1) = A_1, \ldots, \varphi_s(i_\ell) = A_\ell] \sum_{m,n \in \{1, \ldots, \ell\}} \sum_{u \in A_m, v \in A_n} \frac{k - 1}{N - 1}
\]

\[
= \frac{k - 1}{N - 1} \sum_{m,n \in \{1, \ldots, \ell\}} \sum_{A_1, \ldots, A_\ell} \sum_{u \in A_m, v \in A_n} \mathbb{P}(\varphi_s(i_1) = A_1, \ldots, \varphi_s(i_\ell) = A_\ell).
\]  \tag{B.4}

Fix a pair \( m, n \in \{1, \ldots, N\}, m \neq n \). Without loss of generality, we assume \( m = 1, n = 2 \). We have

\[
\sum_{A_1, \ldots, A_\ell} \sum_{u \in A_1, v \in A_2} \mathbb{P}[\varphi_s(i_1) = A_1, \ldots, \varphi_s(i_\ell) = A_\ell]
\]

\[
= \sum_{A_1, \ldots, A_\ell} |A_1||A_2|\mathbb{P}[\varphi_s(i_1) = A_1, \varphi_s(i_2) = A_2] \cdot \Theta,
\]

where

\[
\Theta = \sum_{A_3, \ldots, A_\ell} \mathbb{P}[\varphi_s(i_3) = A_3, \ldots, \varphi_s(i_\ell) = A_\ell].
\]

Using that \( \Theta \leq 1 \), that

\[
\sum_{A_1, \ldots, A_\ell} |A_1||A_2|\mathbb{P}[\varphi_s(i_1) = A_1, \varphi_s(i_2) = A_2] = \mathbb{E}(|\varphi_1(s)|^2) \leq e^{2(k-1)s}
\]

and plugging in (B.4), we obtain that (B.4) is bounded by \( \frac{k - 1}{N - 1}e^{2(k-1)s}k^2 \). Finally, using that the distribution of the Poisson point process in \([0, t]\) is invariant under the reflection \( R_t \),

\[
\mathbb{P}(\mathcal{J}[i_1, \ldots, i_\ell]) = \mathbb{P}(\mathcal{J}_t[i_1, \ldots, i_\ell]) = \int_0^t \frac{d}{ds} \mathbb{E}[1\{\mathcal{J}_s[i_1, \ldots, i_\ell]\}] ds
\]

\[
\leq \int_0^t \frac{k - 1}{N - 1}e^{2(k-1)s}k^2 ds = \frac{k^2(e^{2(k-1)t} - 1)}{2(N - 1)}.
\]

\[\square\]
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