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ABSTRACT

We introduce new theoretical insights into two-population asymmetric games allowing for an elegant symmetric decomposition into two single population symmetric games. Specifically, we show how an asymmetric bimatrix game \((A,B)\) can be decomposed into its symmetric counterparts by envisioning and investigating the payoff tables \((A,B)\) that constitute the asymmetric game, as two independent, single population, symmetric games. We reveal several surprising formal relationships between an asymmetric two-population game and its symmetric single population counterparts, which facilitate a convenient analysis of the original asymmetric game due to the dimensionality reduction of the decomposition. The main finding reveals that if \((x,y)\) is a Nash equilibrium of an asymmetric game \((A,B)\), this implies that \(y\) is a Nash equilibrium of the symmetric counterpart game determined by payoff table \(A\), and \(x\) is a Nash equilibrium of the symmetric counterpart game determined by payoff table \(B\). Also the reverse holds and combinations of Nash equilibria of the counterpart games form Nash equilibria of the asymmetric game. We illustrate how these formal relationships aid in identifying and analysing the Nash structure of asymmetric games, by examining the evolutionary dynamics of the simpler counterpart games in several canonical examples.

Introduction

We are interested in analysing the Nash structure and evolutionary dynamics of strategic interactions in multi-agent systems. Traditionally, such interactions have been studied using single population replicator dynamics models, which are limited to symmetric situations, i.e., players have access to the same set of strategies and the payoff structure is symmetric as well \cite{1}. For instance, Walsh et al. introduce an empirical game theory methodology (also referred to as heuristic payoff table method) that allows for analysing multiagent interactions in complex multiagent games\cite{2, 3}. This method has been extended by others and been applied e.g. in continuous double auctions, variants of poker and multi-robot systems\cite{1, 4–9}. Similar evolutionary methods have been applied to the modelling of human cooperation, language, and complex social dilemma’s\cite{10–16}. Though these evolutionary methods have been very useful in providing insights into the type and form of interactions in such systems, the underlying Nash structure, and evolutionary dynamics, the analysis is limited to symmetric situations, i.e., players or agents can be interchanged and have access to the same strategy set, in other words there are no different roles for the various agents involved in the interactions (e.g. a seller vs a buyer in an auction). As such this method is not directly applicable to asymmetric situations in which the players can choose strategies from different sets of actions, with asymmetric payoff structures. Many interesting multiagent scenarios involve asymmetric interactions though, examples include simple games from game theory such as e.g. the Ultimatum Game or the Battle of the Sexes and more complex board games that can involve various roles such as Scotland Yard, but also trading on the internet for instance can be considered asymmetric.

There exist approaches that deal with asymmetry in multiagent interactions, but they usually propose to transform the asymmetric game into a symmetric game, with new strategy sets and payoff structure, which then can be analysed again in the context of symmetric games. This is indeed a feasible approach, but not easily scalable to the complex interactions mentioned before, nor is it practical or intuitive to construct a new symmetric game before the asymmetric one can be analysed in full. The approach we take in this paper does not require constructing a new game and is theoretically underpinned, revealing some new interesting insights in the relation between the Nash structure of symmetric and asymmetric games.

Analysing multiagent interactions using evolutionary dynamics, or replicator dynamics, provides not only valuable insights into the (Nash) equilibria and their stability properties, but also sheds light on the behaviour trajectories of the involved agents and the basins of attraction of the equilibrium landscape\cite{1, 4, 15, 17, 18}. As such it can be a very useful tool to analyse the Nash structure and dynamics of several interacting agents in a multiagent system. However, when dealing with asymmetric games the analysis quickly becomes tedious, as in this case we have a coupled system of replicator equations, and changes in the behaviour of one agent immediately change the dynamics in the linked replicator equation describing the behaviour of the other agent, and vice versa. This paper sheds new light on asymmetric games, and reveals a number of theorems, previously unknown,
that allow for a more elegant analysis of asymmetric multiagent games. The major innovation is that we decouple asymmetric games in their symmetric counterparts, which can be studied in a symmetric fashion using symmetric replicator dynamics. The Nash equilibria of these symmetric counterparts are formally related to the Nash equilibria of the original asymmetric game, and as such provide us with a means to analyse the asymmetric game using its symmetric counterparts. Note that we do not consider asymmetric replicator dynamics in which both intra-species (within a population) and inter-species interactions (between different populations) take place [19], but we only consider inter-species interactions in which two different roles interact, i.e., truly asymmetric games [20].

One of our main findings is that the \( x \) strategies (player 1) and the \( y \) strategies (player 2) of a mixed Nash equilibrium of full support in the original asymmetric game, also constitute Nash equilibria in the symmetric counterpart games. The symmetric counterpart of player 1 (\( x \)) is defined on the payoff of player 2 and vice versa. We prove that for full support strategies, Nash equilibria of the asymmetric game are pairwise combinations of Nash equilibria of the two symmetric counterparts. Then, we show that this property stands without the assumption of full support as well. Though this analysis does not allow us to visualise the evolutionary dynamics of the asymmetric game itself, it does allow us to identify its Nash equilibria by investigating the evolutionary dynamics of the counterparts. As such we can easily distinguish Nash equilibria from other restpoints in the asymmetric game and get an understanding of its underlying Nash structure.

The paper is structured as follows: we first describe related work, then we continue with introducing essential game theoretic concepts. Subsequently, we present the main contributions and we illustrate the strengths of the theory by carrying out an evolutionary analysis on four canonical examples. Finally, we discuss the implications and provide a deeper understanding of the theoretical results.

**Related Work**

The most straightforward and classical approach to asymmetric games is to treat agents as evolving separately: one population per player, where each agent in a population interacts by playing against agent(s) from the other population(s), i.e., co-evolution [21]. This assumes that players of these games are always fundamentally attached to one role and never need to know/understand how to play as the other player. In many cases, though, a player may want to know how to play as either player. For example, a good chess player should know how to play as white or black. This reasoning inspired the role-based symmetrization of asymmetric games [22].

The role-based symmetrization of an arbitrary bimatrix game defines a new (extensive-form) game where before choosing actions the role of the two players are decided by uniform random chance. If two roles are available, an agent is assigned one specific role with probability \( \frac{1}{2} \). Then, the agent plays the game under that role and collects the role-specific payoff appropriately. A new strategy space is defined, which is the product of both players’ strategy spaces, and a new payoff matrix computing (expected) payoffs for each combination of pure strategies that could arise under the different roles. There are relationships between the sets of evolutionarily stable strategies and rest points of the replicator dynamics between the original and symmetrized game[19, 23].

This single-population model forces the players to be general: able to devise a strategy for each role, which may unnecessarily complicate algorithms that compute strategies for such players. In general, the payoff matrix in the resulting role-based symmetrization is \( n \)!
\((n\) being the number of agents) times larger due to the number of permutations of player role assignments. There are two-population variants that formulate the problem slightly differently: a new matrix that encapsulates both players’ utilities assigns 0 utility to combinations of roles that are not in one-to-one correspondence with players[24]. This too, however, results in an unnecessarily larger (albeit sparse) matrix.

Lastly, there are approaches that have structured asymmetry, that arises due to ecological constraints such as locality in a network and genotype/genetic relationships between population members [25]. Similarly here, replicator dynamics and their properties are derived by transforming the payoff matrix into a larger symmetric matrix.

Our primary motivation is to enable analysis techniques for asymmetric games. However, we do this by introducing new symmetric counterpart dynamics rather than using standard dynamics on a symmetrised game. Therefore, the traditional role interpretation as well as any method that enlarges the game for the purpose of obtaining symmetry is unnecessarily complex for our purposes. Consequently, we consider the original co-evolutionary interpretation, and derive new (lower-dimensional) strategy space mappings.

**Preliminaries and Methods**

In this section we concisely outline (evolutionary) game theoretic concepts necessary to understand the remainder of the paper [23, 26, 27]. We briefly specify definitions of Normal Form Games and solution concepts such as Nash Equilibrium in a single population game and in a two-population game. Furthermore, we introduce the Replicator Dynamics (RD) equations for
We denote a strategy profile of the two players by the tuple \((R,S)\), respectively. The payoffs for both players are represented by a bimatrix \((A,B)\), where \(A\) and \(B\) are the payoff tables for player 1 and player 2, respectively.

Table 1. General payoff bimatrix \((A, B)\) for a two-player two-action normal form game, where player 1 can choose between actions \(A_1\) and \(A_2\), and player 2 can choose between actions \(B_1\) and \(B_2\).

| Player 1 | Player 2 | \(B_1\) | \(B_2\) |
|---------|---------|--------|--------|
| \(A_1\) | \(a_{11}, b_{11}\) | \(a_{12}, b_{12}\) |
| \(A_2\) | \(a_{21}, b_{21}\) | \(a_{22}, b_{22}\) |

single and two population games and briefly discuss the concept of Evolutionary Stable Strategies (ESS) introduced by Smith and Price in 1973 [28–30].

**Normal Form Games and Nash Equilibrium**

**Definition.** A two-player Normal Form Game (NFG) \(G\) is a 4-tuple \(G = (S_1,S_2,A,B)\), with pure strategy sets \(S_1\) and \(S_2\) for player 1, respectively player 2, and corresponding payoff tables \(A\) and \(B\). Both players choose their pure strategies (also called actions) simultaneously.

The payoffs for both players are represented by a bimatrix \((A,B)\), which gives the payoff for the row player in \(A\), and the column player in \(B\) (see Table 1 for a two strategy example). Specifically, the row player chooses one of the two rows, the column player chooses one of the columns, and the outcome of their joint strategy determines the payoff to both.

In case \(S_1=S_2\) and \(A=B^T\) the players are interchangeable and we call the game symmetric. In case at least one of these conditions is not met we have an asymmetric game.

In classical game theory the players are considered to be individually rational, in the sense that each player is perfectly logical trying to maximise their own payoff, assuming the others are doing likewise. Under this assumption, the Nash equilibrium (NE) solution concept can be used to study what players will reasonably choose to do.

We denote a strategy profile of the two players by the tuple \((x,y)\) \(\in \Delta S_1 \times \Delta S_2\), where \(\Delta S_1\), \(\Delta S_2\) are the sets of mixed strategies, that is, distributions over the pure strategy sets or action sets. The strategy \(x\) (respectively \(y\)) is represented as a vector in \(\mathbb{R}^{\vert S_1\vert}\) (respectively \(\mathbb{R}^{\vert S_2\vert}\)) where each entry is the probability of playing the corresponding action. The payoff associated with player 1 is \(x^T Ay\) and \(x^T By\) is the payoff associated with player 2. A strategy profile \((x,y)\) now forms a NE if no single player can do better by unilaterally switching to a different strategy. In other words, each strategy in a NE is a best response against all other strategies in that equilibrium. Formally we have,

**Definition.** A strategy profile \((x,y)\) is a Nash equilibrium, iff the following holds:

\[\forall x' \in \Delta S_1, \ x^T Ay \geq x'^T Ay \quad \text{and} \quad \forall y' \in \Delta S_2, \ x^T By \geq x'^T By'\]

In the following, we will write \(NE(A,B)\) for the set of Nash equilibria of the game \(G = (S_1,S_2,A,B)\). Furthermore, a Nash equilibrium is said to be pure if only one strategy of the strategy set is played and we will say that it is completely mixed if all pure strategies are played with a non-zero probability.

In evolutionary game theory, games are often considered with a single population. In other words, a player is playing against itself and only a single payoff table \(A\) is necessary to define the game (note that this definition only makes sense when \(\vert S_1\vert = \vert S_2\vert = n\)). In this case, the payoff received by the player is \(x^T Ax\) and the following definition describes the Nash equilibrium:

**Definition.** In a single population game, a strategy \(x\) is a Nash equilibrium, iff the following holds:

\[\forall x', x^T Ax \geq x'^T Ax\]

In this single population case, we will write that \(x \in NE(A)\).

**Replicator Dynamics**

Replicator Dynamics in essence are a system of differential equations that describe how a population of pure strategies, or replicators, evolve through time [26, 32]. In their most basic form they correspond to the biological selection principle, i.e. survival of the fittest. More specifically the selection replicator dynamic mechanism is expressed as follows:

\[\frac{dx_i}{dt} = x_i[(Ax)_i - x^T Ax]\]  \((1)\)
Each replicator represents one (pure) strategy $i$. This strategy is inherited by all the offspring of the replicator. $x_i$ represents the density of strategy $i$ in the population, $A$ is the payoff matrix which describes the different payoff values each individual replicator receives when interacting with other replicators in the population. The state of the population $x$ can be described as a probability vector $x = (x_1, x_2, ..., x_n)$ which expresses the different densities of all the different types of replicators in the population. Hence $(Ax)_i$ is the payoff which replicator $i$ receives in a population with state $x$ and $x^T Ax$ describes the average payoff in the population. The support $I_i$ of a strategy is the set of actions (or pure strategies) that are played with a non-zero probability $I_i = \{ i | x_i > 0 \}$.

In essence this equation compares the payoff a strategy receives with the average payoff of the entire population. If the strategy scores better than average it will be able to replicate offspring, if it scores lower than average its presence in the population will diminish and potentially approach extinction. The population remains in the simplex ($\sum x_i = 1$) since $\sum \frac{dx_i}{dt} = 0$.

**Evolutionary Stable Strategies**

Originally, an Evolutionary Stable Strategy was introduced in the context of a symmetric single population game [28, 32] (as introduced in the previous section), though this can be extended to multi-population games as well as defined in the next section[23, 33]. Imagine a population of simple agents playing the same strategy. Assume that this population is invaded by a different strategy, which is initially played by a small proportion of the total population. If the reproductive success of the new strategy is smaller than the original one, it will not overrule the original strategy and will eventually disappear. In this case we say that the strategy is evolutionary stable (ESS) against this newly appearing strategy. In general, we say a strategy is ESS if it is robust against evolutionary pressure from any appearing mutant replicator not yet present in the population (or only with a very small fraction).

**Asymmetric Replicator Dynamics**

We have assumed replicators come from a single population, which makes the model only applicable to symmetric games. One can now wonder how the previous introduced equations extend to asymmetric games. Symmetry assumes that strategy sets and corresponding payoffs are the same for all players in the interaction. An example of an asymmetric game is the famous Battle of the Sexes (BoS) game illustrated in Table 2. In this game both players do have the same strategy set, i.e., go to the opera or go to the movies, however, the corresponding payoffs for each are different, expressing the difference in preferences that both players have in their respective roles.

|   | $O$ | $M$ |
|---|----|----|
| $O$ | 3.2 | 0.0 |
| $M$ | 0.0 | 2.3 |

Table 2. Payoff bimatrix for the Battle of the Sexes game. Strategies $O$ and $M$ correspond to going to the Opera and going to the Movies respectively.

If we would like to carry out a similar evolutionary analysis as before we will now need two populations, one for each player over its respective strategy set, and we need to use the asymmetric or coupled version of the replicator dynamics, i.e.,

**Definition.**

$$\frac{dx_i}{dt} = x_i ((Ay)_i - x^TAy) \quad \text{and} \quad \frac{dy_i}{dt} = y_i ((x^TB)_i - x^TBy) \quad (2)$$

with payoff tables $A$ and $B$, respectively for player 1 and 2. In case $A = B^T$ the equations reduce to the single population model.

**Symmetric Counterpart Replicator Dynamics**

We now introduce a new concept, the symmetric counterpart replicator dynamics (SCRD) of asymmetric replicator equations. We consider the two payoff tables $A$ and $B$ as two independent games that are no longer coupled, and in which both players participate. In the first counterpart game all players choose their strategy according to distribution $y$, the original strategy or replicator distribution for the 2nd population, or player 2, and in the second counterpart game all players choose their strategy according to distribution $x$, the original strategy or replicator distribution for the 1st population, or player 1. This gives us the following two sets of replicator equations:

$$\frac{dy_i}{dt} = y_i ((Ay)_i - y^TAy) \quad (3) \quad \text{and} \quad \frac{dx_i}{dt} = x_i ((x^TB)_i - x^TBx) \quad (4)$$

In the results Section we will introduce some remarkable relationships between the equilibria of asymmetric replicator equations and the equilibria of their symmetric counterpart equations, which facilitates, and substantially simplifies, the analysis of the Nash structure of asymmetric games.
Visualising evolutionary dynamics

One can visualise the replicator dynamics in a directional field and trajectory plot, which provides useful information about the equilibria, flow of dynamics and basins of attraction. As long as we stay in the realm of 2-player 2-action games this can be achieved relatively easily by plotting the probability with which player 1 plays its first action on the x-axis, and the probability with which player 2 plays its first action on the y-axis. Since there are only 2 actions for each player, this immediately gives a complete image of the dynamics over all strategies, since the probability for the second action \( d_2 \) to be chosen is one minus the first. By means of example we show a directional field plot here for the famous Prisoner’s dilemma game (game illustrated in Table 3).

|     | C   | D   |
|-----|-----|-----|
| C   | 3.3 | 0.5 |
| D   | 5.0 | 1.1 |

**Table 3.** Payoff matrix for the Prisoner’s Dilemma game. Strategies \( D \) and \( C \) correspond to the actions *Defect* and *Cooperate*.

The directional field plot, and corresponding trajectories, are shown in Figure 1. For both players the axis represents the probability with which they play *Defect* (D). As can be observed all dynamics are absorbed by the pure Nash equilibrium \((D,D)\) in which both players defect.

Unfortunately, we cannot use the same type of plot illustrating the dynamics when we consider more than two strategies. However, if we move to single population games we can easily rely on a simplex plot. In the case of a two population game the situation become tedious as we will discuss later. Specifically, the set of probability distributions over \( n \) elements can be represented by the set of vectors \((x_1, ..., x_n) \in \mathbb{R}^n\), satisfying \(x_1, ..., x_n \geq 0\) and \(\sum x_i = 1\). This can be seen to correspond to an \( n - 1 \)-dimensional structure called a simplex \( \Sigma_n \) (or simply \( \Sigma \), when \( n \) is clear from the context). In many of the figures throughout the paper we use \( \Sigma_3 \), projected as an equilateral triangle. For example, consider the single population *Rock-Paper-Scissors* game, described by the payoff matrix shown in Figure 2a.

The game has one completely mixed Nash equilibrium, being \((\frac{1}{3}, \frac{1}{3}, \frac{1}{3})\). In Figure 2b we have plotted the replicator equations \( \Sigma_3 \) trajectory plot for this game. Each of the corners of the simplex corresponds to one of the pure strategies, i.e., \{Rock, Paper, Scissors\}. For three strategies in the strategy simplex we then plot a trajectory illustrating the flow of the replicator dynamics.

As can be observed from the plot, trajectories of the dynamics cycle around the mixed Nash equilibrium, which is not ESS and not asymptotically stable.

In fact, three categories of rest points can be discerned in single population replicator dynamics (see Figures 3, 4, 5). Figure 3 displays a stable Nash equilibrium called an Evolutionary Stable Strategy (ESS). An ESS is an attractor of the RD dynamical system defined in the previous section and has been one of the main foci of evolutionary game theory. The second type of rest points are the ones that are Nash but not ESS (Figure 4). These rest points are not an attractor of the RD but they have a specific form. Specifically, if a strategy is a Nash equilibrium, all the actions that are not part of the support are dominated, i.e., the support is invariant under the RD, which means that the fraction of a strategy cannot become non-zero if it is zero at some point. The third category that can occur is illustrated in Figure 5. Those rest points are not Nash and thus there is an action outside of the support that is dominant. Thus, the flow will leave from points in the close vicinity of the rest point, which is called a *source*.
Results

In the following, we first present our main findings, formally relating Nash equilibria in asymmetric 2-player games with the Nash equilibria that can be found in the corresponding counterpart games. We also examine the stability properties of the corresponding rest points of the replicator dynamics in these games. Then we experimentally illustrate these findings in some canonical examples.

Theoretical Findings

In this section, we prove the following result: if \((x, y) \in NE(A, B)\) (where \(x\) and \(y\) have the same support), then \(x \in NE(B^\top)\) and \(y \in NE(A)\). In addition, we prove that the reverse is true: if \(x \in NE(B^\top)\) and \(y \in NE(A)\) (where \(x\) and \(y\) have the same support) then \((x, y) \in NE(A, B)\). We will prove this result in two steps (Theorem 1 and its generalization Theorem 2).

The theorems introduced apply to games where both players can play the same number of actions (i.e. square games). This condition can be weakened by adding dominated strategies to the player having the smallest number of actions (see the extended Battle of the Sexes example in the experimental section). Thus, without loss of generality, the theory will focus on square games. To begin, we state an important well-known property of Nash equilibria, that has been given different names; Gintis calls it fundamental theorem of Nash equilibria [32]. For sake of completeness, we provide a proof.
Property 1. Let the strategy profile \((x, y)\) be a Nash equilibrium of an asymmetric normal form game \((A, B)\), and denote \(I_x = \{i \mid x_i > 0\}\) the support of a strategy \(z\). Then,
\[
\begin{align*}
  z^\top Ay &= x^\top Ay \text{ for all } z\text{ such that } I_x \subset I_z, \text{ and } \\
  x^\top Bz &= x^\top By \text{ for all } z\text{ such that } I_z \subset I_x.
\end{align*}
\]

Proof. This result is widely known. We provide it as it is a basis of our theoretical results and for the sake of completeness. If \(x\) and \(y\) constitute a Nash equilibrium then, by definition \(z^\top Ay \leq x^\top Ay, \forall z\). Let us suppose that there exists a \(z\) with \(I_z \not\subset I_x\) such that \(z^\top Ay < x^\top Ay\). Then there is a \(i \in I_z \setminus I_x\) satisfying \((Ay)_i < x^\top Ay\), and we get \(x^\top Ay = \sum_{i \in I_x} x_i (Ay)_i < \sum_{i \in I_x} x_i x^\top Ay = x^\top Ay\), which is a contradiction, proving the first claim. The claim for \(B\) follows analogously.

Property 2. Let the strategy \(x\) be a Nash equilibrium of a single population game \(A\). Then,
\[
z^\top Ax = x^\top Ax \text{ for all } z\text{ such that } I_z \subset I_x.
\]

Proof. The proof is similar to the proof of Property 1.

This property will be useful in the steps of the proofs that follow. We now present our first main result: a correspondence between the Nash equilibria of full support in the asymmetric game with those of full support in the counterpart games. Theorem 2 subsumes this result and we introduce this simpler version first for the sake of readability.

Theorem 1. If strategies \(x\) and \(y\) constitute a Nash equilibrium of an asymmetric normal form game \(G = (S_1, S_2, A, B)\), with both \(x_i > 0\) and \(y_j > 0\) for all \(i, j\) (full support), and \(|S_1| = |S_2| = n\), then it holds that \(x\) is a Nash equilibrium of the single population game \(B^T\) and \(y\) is a Nash equilibrium of the single population game \(A\). The reverse is also true.

Proof. This result follows naturally from Property 1 and is implied by Theorem 2.

We start by assuming that \(x\) and \(y\) constitute a full support Nash equilibrium of the asymmetric game \((A, B)\). By Property 1 and since \(x\) and \(y\) have full support, we know that:
\[
Ay = (1, \ldots, 1)^T \max_{i \in \{1, \ldots, n\}} (Ay)_i \quad \text{and} \quad x^TB = (1, \ldots, 1)^T \max_{i \in \{1, \ldots, n\}} (x^TB)_i
\]
From this we also know that \(y^T Ay = (Ay)_i\) (since the \((Ay)_i\) are equal for all \(i\)’s in the vector \(Ay\), so multiplying \(Ay\) with \(y^T\) will yield the same number \(\max_i (Ay)_i\)), and similarly \((x^TB)_i = x^TBx\) (and thus \((B^T x)_i = x^TB^T x\)), implying that:
\[
\forall y', y^T Ay = y'^T Ay \quad \text{and} \quad \forall x', x^T B^T x = x'^T B^T x
\]
This concludes the proof.

For the first counterpart game this means that the players will use the \(y\) part of the Nash equilibrium of player 2 of the original asymmetric game, in the symmetric counterpart game determined by payoff table \(A\). And similarly, for the second counterpart game this means that players will play according to the \(x\) part of the Nash equilibrium of player 1 of the original asymmetric game, in the symmetric game determined by payoff table \(B\). As such both players consider a symmetric version of the asymmetric game, for which this \(y\) component and \(x\) component constitute a Nash equilibrium in the two new respective symmetric games.

In essence, these two symmetric counterpart games can be considered as a decomposition of the original asymmetric game, which gives us a means to illustrate in a smaller strategy space where the mixed and pure equilibria are located.

A direct consequence of Theorem 1 is the following corollary that gives insights on the geometrical structure of Nash equilibrium,

Corollary 1. Combinations of Nash equilibria of full support of the games corresponding to the symmetrical counterparts of the original asymmetric game also form Nash equilibria of full support in this asymmetric game.

Proof. This is a direct consequence of Theorem 1.

The next theorem explores the case where the equilibrium is not of full support. We prove that the theorem stands if the strategies of both players have the same support. Indeed, the first theorem requires that both players play all actions with a positive probability, here we will only require that they play the actions with the same index with a positive probability. We say that \(x\) and \(y\) have the same support if the set of played actions \(I_x = \{i \mid x_i > 0\}\) and \(I_y = \{i \mid y_i > 0\}\) are equal.
Theorem 2. Strategies $x$ and $y$ constitute a Nash equilibrium of an asymmetric game $G = (S_1, S_2, A, B)$ with the same support (i.e., $I_1 = I_2$) if and only if $x$ is a Nash equilibrium of the single population game $B^T$, $y$ is a Nash equilibrium of the single population game $A$ and $I_1 = I_2$.

Proof. We start by assuming that $x$ and $y$ constitute a Nash equilibrium of same support ($I_1 = I_2$) of the asymmetric game $(A, B)$. By Property 1, and since $x$ and $y$ have the same support, we know that:

$$z^T Ay = x^T Ay \quad \text{for all } z \text{ such that } I_z \subset I_x,$$
$$x^T Bz' = x^T By \quad \text{for all } z' \text{ such that } I_{z'} \subset I_y,$$

implying that $y^T Ay = x^T Ay$ and $x^T Bx = x^T By$ (by setting $z = y$ and $z' = x$). Then, from the Nash equilibrium condition we can write:

$$\forall x' \in \Delta S_1, x^T Ay \geq x'^T Ay \text{ and } \forall y' \in \Delta S_2, x^T By \geq x'^T By'$$
$$\forall y' \in \Delta S_2, y^T Ay \geq y'^T Ay \text{ and } \forall x' \in \Delta S_1, x^T Bx \geq x'^T Bx'$$
$$\forall y' \in \Delta S_2, y^T Ay \geq y'^T Ay \text{ and } \forall x' \in \Delta S_1, x^T B' x \geq x'^T B'y$$

which implies that $y$ is a Nash equilibrium of $B^T$ and $x$ is a Nash equilibrium of $A$.

The proof of the other direction follows similar mechanics and uses Property 2. Let us now assume that $y$ is a Nash equilibrium of $B^T$ and $x$ is a Nash equilibrium of $A$ with $I_1 = I_2$. Then, from Property 2 we have:

$$z^T Ay = y^T Ay \quad \text{for all } z \text{ such that } I_z \subset I_y,$$
$$z^T B' x = x^T B' x \quad \text{for all } z' \text{ such that } I_{z'} \subset I_x.$$

In particular we get $y^T Ay = x^T Ay$ and $x^T Bx = x^T By$ (by setting $z = x$ and $z' = y$). From the Nash equilibrium condition of the single population games we can write:

$$\forall y' \in \Delta S_2, y^T Ay \geq y'^T Ay \text{ and } \forall x' \in \Delta S_1, x^T B' x \geq x'^T B'x$$
$$\forall y' \in \Delta S_2, y^T Ay \geq y'^T Ay \text{ and } \forall x' \in \Delta S_1, x^T Bx \geq x'^T Bx'$$
$$\forall x' \in \Delta S_1, x^T Ay \geq x'^T Ay \text{ and } \forall y' \in \Delta S_2, x^T By \geq x'^T By'$$

which concludes the proof.

\[\square\]

Corollary 2. Strategies $x$ and $y$ constitute a pure (strict) Nash equilibrium of an asymmetric normal form game $G = (S_1, S_2, A, B)$, with support on the strategy with the same index in their respective strategy sets $S_1$ and $S_2$, if and only if, $y$ and $x$ are also pure (strict) Nash equilibria of the counterpart games defined by $A$,

$$\frac{dy_i}{dt} = y_i((Ay)_i - y^TAy) = 0$$

and $B$,

$$\frac{dx_i}{dt} = x_i((x^TB)_i - x^T Bx) = 0$$

Proof. This is a direct consequence of Theorem 2.

\[\square\]

The theorems can only be used for equilibria in the counterpart games with matching supports ($I_1 = I_2$) from both players. One can work around this condition though by simply permuting the actions of one player in matrix $A$ and $B$ to study all configurations of supports of the same cardinality. To be precise, we need to analyze all the counterpart games defined by $A_\Sigma = A\Sigma$ and $B_\Sigma = (B\Sigma)^T$ for all permutation matrices $\Sigma$. This technique is sufficient to study non-degenerate games, as in a non-degenerate game all Nash equilibria have a support of same size (in a non-degenerate game if $(x, y)$ is a Nash equilibrium then $|I_1| = |I_2|([34])$. 
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Stability Analysis
We can now examine the stability of the pure Nash equilibria discussed in the previously derived theorems.

Corollary 3. Strategy \( y \) is a strict Nash equilibrium of the first counterpart game defined by \( A \) and strategy \( x \) is a strict Nash equilibrium of the second counterpart game defined by \( B \), if and only if, \((x, y)\) is a locally asymptotically stable equilibrium and a two-species ESS of the asymmetric normal form game \( G = (S_1, S_2, A, B) \) with support on the strategy with the same index in their respective strategy sets \( S_1 \) and \( S_2 \).

Proof. This a direct consequence of Corollary 2. More specifically, from Corollary 2 we know that \((x, y)\) is a strict Nash equilibrium of \( G \). It has been shown that \((x, y)\) is a strict Nash equilibrium of \( G \) iff it is a two-species ESS [19, 20, 27].

Experimental illustration
We will now illustrate how the theoretical links between asymmetric games and their counterpart symmetric replicator dynamics facilitate analysis of asymmetric multiagent games, and provide a convenient tool to get insight into their equilibrium landscape. We do this for several examples. The first example concerns the Battle of the Sexes game to illustrate the intuition behind the results. The second example extends the Battle of the Sexes game with one strategy for one of the players, illustrating the permutation argument of the theorems and how to apply the results in case of a non-square game. The third example is a bimatrix game generated in the context of a multiagent learning algorithm called PSRO (Policy Space Response Oracles [9]) and concerns Leduc Poker. This algorithm produces normal-form “empirical games” which each correspond to an extensive-form game with a reduced strategy space, using incremental best response learning. Finally, the last asymmetric game illustrates the theorems for a single mixed equilibrium of full support, while its counterpart games have many more equilibria.

A fundamental complexity arises when using the evolutionary dynamics of a 2-player asymmetric game to analyse its equilibrium structure, as the dynamics for the two players is intrinsically coupled and high-dimensional. While one could fix a player’s strategy and consider the induced dynamics for the other player in its respective strategy simplex, a static trajectory plot of this would not faithfully represent the complexity of the full 2-player dynamics. To gain a somewhat more complete intuitive picture, one can represent this dynamics as a movie, showing the change in induced dynamics for one player, as one varies the (fixed) strategy for the other (we will illustrate this in the PSRO-produced game on Leduc Poker).

The theorems introduced in the previous section help to overcome this problem, and allow to analyse the evolutionary dynamics of the symmetric counterpart games instead of the asymmetric game itself, revealing the landscape of Nash equilibria, which seriously simplifies the analysis.

Battle of the Sexes
Symmetry assumes that strategy sets and corresponding payoffs are the same for all players in the interaction. An example of an asymmetric game is the Battle of the Sexes (BoS) game illustrated in Table 2. In this game both players do have the same strategy set, i.e., go to the opera or go to the movies, however, the corresponding payoffs for each are different, expressing the difference in preferences that both players have over their choices.

The Battle of the Sexes has two pure Nash equilibria, which are ESS as well (located at coordinates \((0,0)\) and \((1,1)\)), and one unstable completely mixed Nash equilibrium in which the players play respectively \( x = (\frac{2}{5}, \frac{3}{5}) \) and \( y = (\frac{3}{5}, \frac{2}{5}) \). Figure 6 illustrates the two-player evolutionary dynamics using the replicator equations, in which the x-axis corresponds to the probability with which player 1 plays \( O \) (Opera), and the y-axis corresponds to the probability with which the 2nd player plays \( O \) (Opera). The blue arrows show the vector field and the black lines are the corresponding trajectories. Note that it is still possible here to capture all of the dynamics in a static plot for the case of 2-player 2-action games, but is generally not possible in games with more than two actions.

We now use this game to illustrate Theorem 1. If we apply Theorem 1 we know that the first and second counterpart symmetric games can be described by the payoff tables shown in Table 4. The first counterpart game has \(((\frac{2}{5}, \frac{3}{5}), (\frac{3}{5}, \frac{2}{5}))\) as a mixed Nash equilibrium, and the second counterpart game has \(((\frac{3}{5}, \frac{2}{5}), (\frac{2}{5}, \frac{3}{5}))\) as a mixed Nash equilibrium.

|       | O  | M  |
|-------|----|----|
| O     | 3  | 0  |
| M     | 0  | 2  |

Table 4. Counterpart matrix game 1 and 2 for the Battle of the Sexes game.

In Figures 7(b) and 7(c) we show the evolutionary dynamics of both counterpart games, from which the respective equilibria can be observed, as predicted by Theorem 1.
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Additionally, we also know that the reverse holds, i.e., if we were given the symmetric counterpart games, we would know that 
\((\frac{3}{2}, \frac{2}{5}), (\frac{2}{5}, \frac{3}{2})\) would also be a mixed Nash equilibrium of the original asymmetric BoS. In this case we can combine the mixed Nash equilibria of both counterpart games into the mixed Nash equilibrium of the original asymmetric game, as prescribed by Theorem 1. Specifically, as \(y = (\frac{3}{2}, \frac{2}{5})\) is part of the Nash equilibrium in the first counterpart game and \(x = (\frac{3}{2}, \frac{2}{5})\) in the second counterpart game, we can combine them into \((x = (\frac{3}{2}, \frac{2}{5}), y = (\frac{3}{2}, \frac{2}{5}))\), which is a mixed Nash equilibrium of full support of the asymmetric Battle of the Sexes game.

If we now apply Theorem 2 to the Battle of the Sexes game, then we find that pure strategy Nash equilibria \(x = (1, 0)\) (and \(y = (1, 0)\) for the second counterpart) and \(x = (0, 1)\) (and \(y = (0, 1)\) for the second counterpart), which are both ESS, are also Nash equilibria in the counterpart games shown in Tables 4. Also here the reverse holds, i.e., if we know the counterpart games, and we observe that \(x = (1, 0)\) and \(x = (0, 1)\) \((y = (1, 0)\) and \(y = (0, 1)\) for the other counterpart of the game) are Nash in both games, we know that \(x = y = (1, 0)\) and \(x = y = (0, 1)\) are also Nash in the original asymmetric game. This can also be observed in Figures 7(b), 7(c) and 7(a). Specifically, the pure Nash equilibria are situated at coordinates \((0, 0)\) and \((1, 1)\) in Figures 7(b) and 7(c). Furthermore, it is important to understand that the counterpart dynamics are visualised only on the diagonal from coordinates \((0, 0)\) to \((1, 1)\), as that is where both players play with the same strategy distribution over their respective actions.

**Extended Battle of the Sexes game**

In order to illustrate the theorems in a game that is non-square, including permutation of strategies, we extend the Battle of the Sexes game with a third strategy. Specifically, we give the second player a third strategy \(R\) in which she can choose to listen to a concert on the radio instead of going to the opera or movies with her partner. This game is illustrated in Table 5.

|       | O    | R    | M    |
|-------|------|------|------|
| O     | 3.2  | 0.5  | 0.5  |
| M     | 0.0  | 0.5  | 0.55 |

**Table 5.** Extended Battle of the Sexes game.

If we would like to carry out a similar evolutionary analysis as before we need two populations for the asymmetric replicator equations. Note that in this case the strategy sets of both players are different. Using the asymmetric replicator dynamics to plot the evolutionary dynamics quickly becomes complicated since the full dynamical picture is high-dimensional and not faithfully represented by projections to the respective player’s individual strategy simplices. In other words, a static plot of the dynamics for one player does not immediately allow conclusions about equilibria, as it only describes a player’s strategy evolution assuming a fixed (rather than dynamically evolving) strategy of the other player. Again we can apply the counterpart RD theorems here to remedy this problem and consequently analyse the equilibrium structure in the symmetric counterpart games instead, yielding insight into the equilibrium landscape of the asymmetric game.

In Tables 6 and 7 we show the counterpart games A and B. Note that we introduce a dummy action \(D\) for the first player, in order to make sure that both players have the same number of actions in their strategy set (a requirement to apply the theorems) by just adding \(-1\) for both players playing this strategy, which makes \(D\) completely dominated and thus redundant.
This plot shows a visual representation of how the mixed Nash equilibrium is decomposed into Nash equilibria in both counterpart games. (a) shows the directional field plot of the Battle of the Sexes game. (b) illustrates how the y-component of the asymmetric Nash equilibrium becomes a Nash equilibrium in the first counterpart game, and (c) shows how the x-component of the asymmetric Nash equilibrium becomes a Nash equilibrium in the first counterpart game.

|   | O | R | M |
|---|---|---|---|
| O | 3 | 0.5 | 0 |
| M | 0 | 0.5 | 2 |
| D | -1 | -1 | -1 |

Table 6. Payoff matrix for the 1st counterpart game of the Extended BoS game. Strategy D is added to make the matrix completely square.

|   | O | R | M |
|---|---|---|---|
| O | 2 | 0.5 | 0 |
| M | 0 | 0.55 | 3 |
| D | -1 | -1 | -1 |

Table 7. Payoff matrix for the 2nd counterpart game of the Extended BoS game. Strategy D is added to make the matrix completely square.

The three Nash equilibria of interest of this asymmetric game are the following, \{ (x = (0.6,0.4,0), y = (0.4,0,0.6)), (x = (0,1,0), y = (0,0,1)), (x = (1,0,0), y = (1,0,0)) \} (we use the online banach solver [http://banach.lse.ac.uk/](http://banach.lse.ac.uk/) to check that the Nash equilibria we find are correct [31]).

We now look for the y and x parts of these equilibria in the counterpart games. In Figure 8 we show the evolutionary dynamics of the first counterpart game and in Figure 9 the evolutionary dynamics of the second counterpart game. In the first counterpart we only need to consider the 1-face formed by strategies O and M as the third strategy is our dummy strategy. In this game there are two Nash equilibria, i.e., (1,0,0) (stable, yellow oval) and (0,1,0) (unstable, orange oval), so either playing O or M. The second counterpart game also has two Nash equilibria, i.e., (1,0,0) and (0,0,1) playing either O or M as well. Note there are also two rest points at the faces formed by O and R and O and M, which are not Nash (see Figure 5 for an explanation).

There is no mixed equilibrium of full support, so we cannot apply Theorem 1 here. If we apply Theorem 2 we know that \((1,0,0),(1,0,0)\) must also be a pure Nash equilibrium in the original asymmetric game, and we can remove the dummy strategy for player 1. At this stage we are left with equilibria \((x = (0.6,0.4,0), y = (0.4,0,0.6))\) and \((x = (0.1,0), y = (0,0,1))\) in the asymmetric game for which we did not find a symmetric counterpart at this stage. Now the permutation of the counterpart...
The findings section explains that the asymmetric game, which is the main focus of the study, has been analyzed using the extended Battle of the Sexes game. The strategy space of the game is reduced using the Policy Space Response Oracles (PSRO) process, which iteratively computes best responses to generate approximate Nash equilibria.

### Figure 8. Legend. Directional field plot $\Sigma_3$ of the first counterpart game of the extended Battle of the Sexes game.

### Figure 9. Legend. Directional field plot $\Sigma_3$ of the second counterpart game of the extended Battle of the Sexes game.

Games, explained earlier in the findings section, come into play. Recall that in order to study all configurations of supports of the same cardinal for both players one needs to simply permute the actions of one player in matrix $A$ and $B$. Let’s have a look at such a permutation, specifically, let’s permute the 2nd and 3rd action for player 2, resulting in Tables 8 and 9.

|   | O  | M  | R  |
|---|----|----|----|
| O | 3  | 0  | 0.5|
| M | 0  | 2  | 0.5|
| D | −1 | −1 | −1 |

Table 8. Permuted payoff matrix for the 1st counterpart game of the Extended BoS game.

|   | O  | M  | R  |
|---|----|----|----|
| O | 2  | 0  | 0.5|
| M | 0  | 3  | 0.55|
| D | −1 | −1 | −1 |

Table 9. Permuted payoff matrix for the 2nd counterpart game of the Extended BoS game.

Again we can analyze these counterpart games. Specifically, we find Nash equilibria $(1, 0, 0)$, $(0.4, 0.6, 0)$, and $(0, 1, 0)$ for permuted counterpart game 1 (Table 8), and Nash equilibria $(0, 0.1)$, $(0.6, 0.4, 0)$, $(0, 1, 0)$, and $(1, 0, 0)$ for permuted counterpart game 2 (Table 9), which are illustrated in Figures 10 and 11. From these identified Nash equilibria in both counterpart games we can combine the remaining Nash equilibria for the asymmetric game. Specifically, by applying Theorem 2 we find $(x = (0.6, 0.4, 0), y = (0.4, 0.6, 0))$, which translates into $(x = (0.6, 0.4, 0), y = (0.4, 0.0, 6))$ for the asymmetric game as we permuted actions 2 and 3 for the second player and we need to swap these again. Additionally, we also find $(x = (0, 1, 0), y = (0, 1, 0))$, which translates into equilibrium $(x = (0, 1, 0), y = (0, 0, 1))$ for the asymmetric game as we permuted action 2 and 3 for the second player. Now we have found all Nash equilibria of the original asymmetric game.

So, also in this case, i.e., when the game is not square and strategies need to be permuted, the theorems are still applicable and allow for analysis of the original asymmetric game.

### Poker generated asymmetric games

Policy Space Response Oracles (PSRO) is a multiagent reinforcement learning process that reduces the strategy space of large extensive-form games via iterative best response computation. PSRO can be seen as a generalized form of fictitious play that produces approximate best responses, with arbitrary distributions over generated responses computed by meta-strategy solvers. PSRO was applied to a commonly-used benchmark problem in artificial intelligence research known as Leduc poker [35]. Leduc poker has a deck of 6 cards (jack, queen, king in two suits). Each player receives an initial private card, can bet a fixed amount of 2 chips in the first round, 4 chips in the second round (with a maxium of two raises in each round). Before the second round starts, a public card is revealed.

In Table 10 we present such an asymmetric 3 × 3 2-player PSRO generated game, playing Leduc Poker. In the game illustrated here, each player has three strategies that, for ease of the exposition, we call $\{A, B, C\}$ for player 1, and $\{D, E, F\}$ for player 2. Each one of these strategies represents a larger strategy in the full extensive-form game of Leduc poker, specifically an
approximate best response to a distribution over previous opponent strategies. The game produced here then is truly asymmetric, in the sense that the strategy spaces in the original game are inherently asymmetric since player 1 always starts each round, the strategy spaces are defined by different (mostly unique) betting sequences, and even under perfect equilibrium play there is a slight advantage to player 2 [9]. So, both players have significantly different strategy sets. In Tables 11 and 12 we show the two symmetric counterpart games of the empirical game produced by PSRO on Leduc poker.

Table 10. Payoff matrix of an asymmetric empirical game produced by PSRO applied to Leduc poker.

|       | A     | B     | C     |
|-------|-------|-------|-------|
| A     | −0.16 | 0.05  | 0.08  |
| B     | 0.64  | −0.17 | −0.31 |
| C     | 0.79  | 1.06  | −0.37 |

Table 11. First counterpart game of the Leduc poker empirical game.

|       | D     | E     | F     |
|-------|-------|-------|-------|
| A     | −0.16 | 0.05  | −0.05 |
| B     | −0.64 | 0.17  | 0.31  |
| C     | −0.79 | −1.06 | 0.37  |

Table 12. Second counterpart game of the Leduc poker empirical game.

Again we can now analyse the landscape of equilibria of this game using the introduced theorems. Since the Leduc poker empirical game is asymmetric we need two populations for the asymmetric replicator equations. As mentioned before, analysing and plotting the evolutionary asymmetric replicator dynamics now quickly becomes very tedious as we deal with two simplices, one for each player. More precisely, if we consider a strategy for one player in its corresponding simplex, and that player is adjusting its strategy, will immediately cause the trajectory in the second simplex to change, and vice versa. Consequently, it is not straightforward anymore to analyse the dynamics and equilibrium landscape for both players, as any trajectory in one simplex causes the other simplex to change. A movie illustrates what is meant: we show how the dynamics of player 2 changes in function of player 1. We overlay the simplex of the second player with the simplex of the first player; the yellow dots indicate what the strategy of the first player is. The movie then shows how the dynamics of the second player changes when the yellow dot changes, see https://youtu.be/10m0f31BEcc.

In order to facilitate the process of analysing this game we can apply the counterpart RD theorems here to remedy the problem,
As a final example to illustrate the introduced theory, we examine an asymmetric game, that has one completely mixed equilibrium. The two symmetric counterpart games each have seven equilibria. Counterpart game 1 (Table 14), has the following set of seven Nash equilibria: \{ (a) \mid (p_1 = (\frac{1}{2}, 0), p_2 = (\frac{1}{2}, 0)), (b) \mid (p_1 = (0, 1), p_2 = (0, 1)), (c) \mid (p_1 = (\frac{1}{2}, 0), p_2 = (\frac{1}{2}, 0)), (d) \mid (p_1 = (1, 0), p_2 = (1, 0)) \}. Note that there are also two rest points, which are not Nash, at the faces formed by A and B and B and C. From these seven equilibria only (a), (b) and (c) are of interest since these are symmetric equilibria in which both players play with the same strategy (or support). Also counterpart game 2 has seven equilibria, i.e., \{ (e) \mid (p_1 = (\frac{1}{2}, 0), p_2 = (\frac{1}{2}, 0)), (f) \mid (p_1 = (0, 1), p_2 = (0, 1)) \}. The entire strategy space. Looking at Figure 13 we see the situation is a bit more complex in the second counterpart game, here we do not appear for player 1 when we permute the strategies for player 1 (not shown here).

Mixed equilibrium of full support

As a final example to illustrate the introduced theory, we examine an asymmetric game, that has one completely mixed equilibrium and several equilibria in its counterpart games. The bimatrix game \((A, B)\) is illustrated in Table 13 and its symmetric counterparts are shown in Tables 14 and 15.

The asymmetric game has a unique completely mixed Nash equilibrium with different mixtures for the two players, i.e., \((x = (\frac{1}{2}, \frac{1}{3}, \frac{1}{3})), y = (\frac{2}{3}, \frac{3}{4}, \frac{1}{2})\).

![Figure 12](image_url) Legend. Directional field plot \(\Sigma_3\) of the first counterpart game of the Leduc poker empirical game under study.

![Figure 13](image_url) Legend. Directional field plot \(\Sigma_3\) of the second counterpart game of the Leduc poker empirical game under study.

In Figures 12 and 13 we show the evolutionary dynamics of the counterpart games. As can be observed in Figure 12 the first counterpart game has only one equilibrium, i.e., a mixed Nash equilibrium at the face formed by A and C, which absorbs the entire strategy space. Looking at Figure 13 we see the situation is a bit more complex in the second counterpart game, here we observe three Nash equilibria: one pure at strategy \(D\), one pure at strategy \(F\), and one unstable mixed equilibrium at the 1-face formed by strategies \(D\) and \(F\). Note there is also a rest point at the face formed by strategies \(D\) and \(E\), which is not Nash. Given that there are no mixed equilibria with full support in both games we cannot apply Theorem 1. Using Theorem 2 we now know that we only maintain the two mixed equilibria, i.e. \((0.32, 0, 0.68)\) (CP1) and \((0.83, 0, 0.17)\) (CP2), forming the mixed Nash equilibrium \((x = (0.83, 0, 0.17), y = (0.32, 0, 0.68))\) of the asymmetric Leduc poker empirical game. The other equilibria in the second counterpart game can be discarded as candidates for Nash equilibria in the Leduc poker empirical game since they also do not appear for player 1 when we permute the strategies for player 1 (not shown here).

Table 13. Payoff matrix of an asymmetric game with mixed equilibrium of full support.

|     | D    | E    | F    |
|-----|------|------|------|
| A   | 1.0  | 0.1  | 2.0  |
| B   | 0.1  | 2.0  | 0.0  |
| C   | 2.0  | 0.0  | 1.1  |
We observe that only the completely mixed equilibrium of the asymmetric game, i.e., 
$$(x = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}); y = (\frac{2}{3}, \frac{1}{3}, \frac{1}{3})),$$ has its counterpart in the symmetric games. To apply the theorems we only need to have a look at equilibria (a), (b) and (c) in counterpart game 1, and (d), (e) and (f) in counterpart game 2. These equilibria can also be observed in the directional field plots, respectively, trajectory plots, illustrating the evolutionary dynamics of both counterpart games in Figures 14, 15, 16 and 17. Figure 14 visualises the three remaining equilibria (a), (b) and (c), with (a) indicated as a yellow oval, and (b) and (c) both indicated as green ovals. As can be observed, (a) is an unstable mixed equilibrium, (b) is a stable pure equilibrium, and (c) is a partly mixed equilibrium at the 2-face formed by strategies A and C.

We can make the same observation for the second counterpart game, and see that (d), (e) and (f) are equilibria in Figure 16. Equilibrium (d), indicated by a yellow oval, is completely mixed, equilibrium (e) is a pure equilibrium in corner F (green oval), and (f) is a partly mixed equilibrium on the 2-face formed by strategies D and E (green ovals as well).

If we now apply Theorem 1 we know that we can combine the mixed equilibria of full support of both counterpart games into the mixed equilibrium of the original asymmetric game, in which the mixed equilibrium of counterpart game 1, i.e. $$(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}),$$ becomes the part of the mixed equilibrium in the asymmetric game of player 2, and the mixed equilibrium of counterpart game 2, i.e. $$(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}),$$ becomes the part of the mixed equilibrium in the asymmetric game of player 1, leading to 
$$(x = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}); y = (\frac{2}{3}, \frac{1}{3}, \frac{1}{3})).$$ Both equilibria are unstable in the counterpart games and also form an unstable mixed equilibrium in the asymmetric game.

### Discussion

Replicator Dynamics have proved to be an excellent tool to analyse the Nash landscape of multiagent interactions and distributed learning in both abstract games and complex systems [1, 2, 4, 6]. The predominant approach has been the use of symmetric replicator equations, allowing for a relatively straightforward analysis in symmetric games. Many interesting real-world settings though involve roles or player-types for the different agents that take part in an interaction, and as such are asymmetric in nature.
So far, most research has avoided to carry out RD analysis in this type of interactions, by either constructing a new symmetric game, in which the various actions of the different roles are joined together in one population [23, 24], or by considering the various roles and strategies as heuristics, grouped in one population as well [2, 3, 8]. In the latter approach the payoffs due to different player-types are averaged over many samples of the player type resulting in a single average payoff to each player for each entry in the payoff table.

The work presented in this paper takes a different stance by decomposing an asymmetric game into its symmetric counterparts. This method proves to be mathematically simple and elegant, and allows for a straightforward analysis of asymmetric games, without the need for turning the strategy spaces into one simplex or population, but instead allows to keep separate simplices for the involved populations of strategies. Furthermore, the counterpart games allow to get insight in the type and form of interaction of the asymmetric game under study, identifying its equilibrium structure and as such enabling analysis of abstract and empirical games discovered through multiagent learning processes (e.g. Leduc poker empirical game), as was shown in the experimental section.

A deeper counter-intuitive understanding of the theoretical results of this paper is that when identifying Nash equilibria in the counterpart games with matching support (including permutations of strategies for one of the players), it turns out that also the combination of those equilibria form a Nash equilibrium in the corresponding asymmetric game. In general, the vector field for the evolutionary dynamics of one player is a function of the other player’s strategy, and hence a vector field in one player’s simplex doesn’t carry much information as any equilibria you observe in it are changing with time as the other player is moving too. However, if you position the second player at a Nash equilibrium, it turns out that player one becomes indifferent between his different strategies, and remains stationary under the RD. This gives the unique situation in which the vector field plot for the second player’s simplex is actually meaningful, because the assumption of player one being stationary actually holds (and vice versa). This is what we end up using when establishing the correspondence of the Nash Equilibria in asymmetric and counterpart games, and why the single-simplex plots for the counterpart games are actually meaningful for the asymmetric game - but this is also why they only describe the Nash Equilibria faithfully, but fail to be a valid decomposition of the full asymmetric game away from equilibrium.

These findings shed new light on asymmetric interactions between multiple agents and provide new insights that facilitate a thorough and convenient analysis of asymmetric games. As pointed out by Veller and Hayward[36], many real-world situations, in which one aims to study evolutionary or learning dynamics of several interacting agents, are better modelled by asymmetric games. As such these theoretical findings can facilitate deeper analysis of equilibrium structures in evolutionary asymmetric games relevant to various topics including economic theory, evolutionary biology, empirical game theory, the evolution of cooperation, evolutionary language games and artificial intelligence[11, 12, 37–40]. Finally, the results of this paper also nicely underpin what is said in H. Gintis’ book on the evolutionary dynamics of asymmetric games, i.e., ‘although the static game pits the row player against the column player, the evolutionary dynamic pits row players against themselves and column players against themselves’[32] (chapter 12, p.292). He also indicates that this aspect of an evolutionary dynamic is often misunderstood. The use of our counterpart dynamics supports and illustrates this statement.
very clearly, showing that in the counterpart games species play games within a population and as such show an intra-species survival of the fittest, which is then combined into an equilibrium of the asymmetric game.

**Data availability statement**

No datasets were generated or analysed during the current study.

**References**

1. Bloembergen, D., Tuyls, K., Hennes, D. & Kaisers, M. Evolutionary dynamics of multi-agent learning: A survey. *J. Artif. Intell. Res.* **53**, 659–697 (2015).

2. Walsh, W. E., Das, R., Tesauro, G. & Kephart, J. Analyzing complex strategic interactions in multi-agent games. In *Proceedings of the Fourth Workshop on Game-Theoretic and Decision-Theoretic Agents*, 109–118 (2002).

3. Walsh, W. E., Parkes, D. C. & Das, R. Choosing samples to compute heuristic-strategy nash equilibrium. In *Proceedings of the Fifth Workshop on Agent-Mediated Electronic Commerce*, 109–123 (2003).

4. Tuyls, K. & Parsons, S. What evolutionary game theory tells us about multiagent learning. *Artif. Intell.* **171**, 406–416 (2007).

5. Ponsen, M. J. V., Tuyls, K., Kaisers, M. & Ramon, J. An evolutionary game-theoretic analysis of poker strategies. *Entertain. Comput.* **1**, 39–45 (2009).

6. Wellman, M. P. Methods for empirical game-theoretic analysis. In *Proceedings of The Twenty-First National Conference on Artificial Intelligence and the Eighteenth Innovative Applications of Artificial Intelligence Conference*, 1552–1556 (2006).

7. Phelps, S. *et al.* Auctions, evolution, and multi-agent learning. In Tuyls, K., Nowe, A., Guessoum, Z. & Kudenko, D. (eds.) *Adaptive Agents and Multi-Agent Systems III. 5th, 6th, and 7th European Symposium on Adaptive and Learning Agents and Multi-Agent Systems, Revised Selected Papers*, 188–210 (Springer, 2007).

8. Phelps, S., Parsons, S. & McBurney, P. An evolutionary game-theoretic comparison of two double-auction market designs. In Faratin, P. & Rodriguez-Aguilar, J. A. (eds.) *Agent-Mediated Electronic Commerce VI, Theories for and Engineering of Distributed Mechanisms and Systems, Revised Selected Papers*, 101–114 (Springer, 2004).

9. Lanctot, M. *et al.* A unified game-theoretic approach to multiagent reinforcement learning. In *Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems*, 4193–4206 (2017).

10. Perc, M. *et al.* Statistical physics of human cooperation. *Phys. Reports* **687**, 1–51 (2017).

11. Moreira, J. A., Pacheco, J. M. & Santos, F. C. Evolution of collective action in adaptive social structures. *Sci. Reports* **3**, 1521 (2013).

12. Santos, F. P., Pacheco, J. M. & Santos, F. C. Evolution of cooperation under indirect reciprocity and arbitrary exploration rates. *Sci. Reports* **6**, 37517 (2016).

13. Pérolat, J. *et al.* A multi-agent reinforcement learning model of common-pool resource appropriation. In *Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems*, 3646–3655 (2017).

14. Lazaridou, A., Peysakhovich, A. & Baroni, M. Multi-agent cooperation and the emergence of (natural) language. In *5th International Conference on Learning Representations* (2017).

15. De Vylder, B. & Tuyls, K. How to reach linguistic consensus: A proof of convergence for the naming game. *J. Theor. Biol.* **242**, 818 – 831 (2006).

16. Cho, I. & Kreps, D. Signaling games and stable equilibria. *The Q. J. Econ.* 179–221 (1987).

17. Nowak, M. A. *Evolutionary Dynamics: Exploring the Equations of Life* (Harvard University Press, 2006).
18. Tuyls, K., Verbeeck, K. & Lenaerts, T. A selection-mutation model for q-learning in multi-agent systems. In The Second International Joint Conference on Autonomous Agents & Multiagent Systems, 693–700 (2003).

19. Cressman, R. & Tao, Y. The replicator equation and other game dynamics. Proc. Natl. Acad. Sci. USA 111, 10810–10817 (2014).

20. Selten, R. A note on evolutionary stable strategies in asymmetric animal conflicts. J. Theor. Biol. 84, 93–101 (1980).

21. Taylor, P. Evolutionarily stable strategies with two types of players. J. Appl. Probab. 16, 76–83 (1979).

22. Guanersdorfer, A., Hofbauer, J. & Sigmund, K. On the dynamics of asymmetric games. Theor. Popul. Biol. 39, 345–357 (1991).

23. Cressman, R. Evolutionary Dynamics and Extensive Form Games (The MIT Press, 2003).

24. Accinelli, E. & Carrera, E. J. S. Evolutionarily stable strategies and replicator dynamics in asymmetric two-population games. In Peixoto, M. M., Pinto, A. A. & Rand, D. A. (eds.) Dynamics, Games and Science I, 25–35 (Springer, 2011).

25. McAvoy, A. & Hauert, C. Asymmetric evolutionary games. PLoS Comput. Biol 11, e1004349 (2015).

26. Weibull, J. Evolutionary Game Theory (MIT press, 1997).

27. Hofbauer, J. & Sigmund, K. Evolutionary Games and Population Dynamics (Cambridge University Press, 1998).

28. Maynard Smith, J. & Price, G. R. The logic of animal conflicts. Nat. 246, 15–18 (1973).

29. Zeeman, E. Population dynamics from game theory. Lect. Notes Math. Glob. theory dynamical systems 819 (1980).

30. Zeeman, E. Dynamics of the evolution of animal conflicts. J. Theor. Biol. 89, 249–270 (1981).

31. Avis, D., Rosenberg, G., Savani, R. & von Stengel, B. Enumeration of nash equilibria for two-player games. Econ. Theory 42, 9–37 (2010).

32. Gintis, H. Game Theory Evolving (Princeton University Press, 2009).

33. Sandholm, W. Population Games and Evolutionary Dynamics (MIT Press, 2010).

34. von Stengel, B. Computing equilibria for two-person games. In Aumann, R. & Hart, S. (eds.) Handbook of Game Theory with Economic Applications, 1723–1759 (Elsevier, 2002).

35. Southey, F. et al. Bayes’ bluff: Opponent modelling in poker. In Proceedings of the Twenty-First Conference on Uncertainty in Artificial Intelligence, 550–558 (2005).

36. Veller, C. & Hayward, L. Finite-population evolution with rare mutations in asymmetric games. J. Econ. Theory 162, 93–113 (2016).

37. Baek, S., Jeong, H., Hilbe, C. & Nowak, M. Comparing reactive and memory-one strategies of direct reciprocity. Sci. Reports 6, 25676 (2016).

38. Hilbe, C., Martinez-Vaquero, L., Chatterjee, K. & Nowak, M. Memory-n strategies of direct reciprocity. Proc. Natl. Acad. Sci. USA 114, 4715–4720 (2017).

39. Allen, B. et al. Evolutionary dynamics on any population structure. Nat. 544, 227–230 (2017).

40. Steels, L. Language as a complex adaptive system. In Parallel Problem Solving from Nature - PPSN VI, 6th International Conference, 17–26 (2000).

Acknowledgements
We are very grateful to D. Bloembergen and O. Pietquin for helpful comments and discussions.
Author contributions statement
K.T. and J.P. designed the research and theoretical contributions. K.T. implemented the experimental illustrations. K.T., J.P. and M.L. performed the simulations. All authors analysed the results and wrote and reviewed the paper.

Additional information
The authors declare no competing financial interests.