Abstract
We discuss different types of human-robot interaction paradigms in the context of training end-to-end reinforcement learning algorithms. We provide a taxonomy to categorize the types of human interaction and present our Cycle-of-Learning framework for autonomous systems that combines different human-interaction modalities with reinforcement learning. Two key concepts provided by our Cycle-of-Learning framework are how it handles the integration of the different human-interaction modalities (demonstration, intervention, and evaluation) and how to define the switching criteria between them.

Using Humans to Train Autonomous Systems
Reinforcement learning (RL) has been successfully applied to solve challenging problems from playing video games to robotics. In simple scenarios, a reward function or model of the environment is typically available to the RL algorithm, and standard RL techniques can be applied. In real-world physical environments where reward functions are not available or are too intractable to design by hand, these standard RL methods often tend to fail. Using humans to train robotic systems is a natural way to overcome these burdens.

There have been many examples in the field of human-robot interaction where human interaction is used to train autonomous systems in the context of end-to-end reinforcement learning. For example, imitation learning is an approach where demonstrations of a task provided from a human are used to initially train an autonomous system to learn a policy that “imitates” the actions of the human. A recent approach termed Human Centered Reinforcement learning (HCRL) trains autonomous systems using positive and negative feedback provided from a human trainer, showing promising strides for learning policies in the absence of a reward function. Approaches that learn control policies jointly with humans and autonomous systems acting together in a shared autonomy framework have also been developed.

Each of these human-interaction approaches, which have their own unique advantages and disadvantages, have mostly been utilized in isolation without taking into consideration the varying degrees of human involvement; the human is a valuable, but finite, source of information that can communicate information in many ways. A key question to consider is not only what information the human should convey, but how this information should be conveyed. A method for combining these different paradigms is needed to enable efficient learning from human interaction.

In this paper, we present a new conceptual framework for using humans to train autonomous systems called the Cycle-of-Learning for Autonomous Systems from Human Interaction. This framework fuses together different human-interaction modalities into a single learning paradigm inspired by how humans teach other humans new tasks. We believe this intuitive concept should be employed whenever humans are interacting with autonomous systems. Our contributions in this paper are as follows: we first describe a taxonomy of learning from human interaction (with corresponding literature) and list the advantages and disadvantages of each learning modality. We then describe the Cycle-of-Learning (Figure 1), our conceptual framework for intuitively combining these interaction modalities for efficient learning for autonomous systems. We describe the different stages of our framework in the context of the degree of human involvement (and, conversely, the amount of autonomy of the system). We conclude with potential avenues for future research.

Types of Learning from Human Interaction
There are many different ways a human may be used to train an autonomous system to perform a task, each of which can be broadly categorized by the modality of human interaction. Here we present a taxonomy that categorizes most types of human interactions into one of three methodologies: Learning from human demonstrations (LFD), learning from human interventions (LFI) and learning from human evaluations (LFE). This taxonomy is partitioned based on the amount of control that the human or Autonomous system has during the learning process. In LFD the human is providing demonstrations and is in full control. In LFI, where the human occasionally intervenes, both the human and autonomous system share control. In LFE, where the human is providing evaluative feedback as the autonomous system performs a task, the autonomous systems is con-
trol. We describe recent research efforts for each of these categories and present their relative advantages and disadvantages.

**Learning from Human Demonstrations**

Learning from human Demonstrations (LFD) is from a broad class of techniques called Imitation Learning (IL) where the aim is to train autonomous systems to mimic human behavior in a given task. In this interaction paradigm, the human takes the role of a demonstrator to provide examples of the task in the terms of sequences of states and actions. Using these demonstrations, the autonomous system learns a policy (a mapping from states to actions) that mimics the human demonstrations.

There are many empirical successes of using imitation learning to train autonomous systems. For self-driving cars, Bojarski et al. successfully used IL to train a policy that mapped from front-facing camera images to steering wheel commands using around one hundred hours of human driving data (Bojarski et al. 2016). A similar approach was taken to train a small unmanned air system (sUAS) to navigate through forest trails, but in this case data was collected by a human following the trail (Giusti et al. 2015).

These results highlight both advantages and disadvantages of imitation learning approaches. IL can be used end-to-end to learn a new task, overcoming initial exploration of randomly-initialized learning algorithms while having better convergence properties because it trains on static datasets. However, the major drawback is that policy performance and generalization rely on the diversity and quality and size of the training dataset — often requiring large amounts of demonstrated behavior.

Inverse Reinforcement Learning (IRL), also known as apprenticeship learning, is another form of learning from human demonstrations where a reward function is learned based on task demonstration. The idea is that during the demonstration, the human is using a policy that is optimal with respect to some internal reward function. However, in IRL, the quality of the reward function learned is still dependent on the demonstration performance. In addition, IRL is fundamentally underdefined (degenerated), in a sense that different reward functions can lead to the same behavior (Ng and Russell 2000; Finn, Levine, and Abbeel 2016). IRL focuses on learning the reward function, which is believed to be a more robust and transferable definition of the task when compared to the policy learned (Ng and Russell 2000).

**Learning from Human Interventions**

Learning From human Interventions (LFI) is a much less explored method of human interaction for training autonomous systems. Simply put, the human acts as an overseer and intervenes (i.e. takes control) when the autonomous system is about to enter a catastrophic state. This is especially important for training embodied autonomous systems, such as quadrotors or ground robots, that are learning and interacting in a real environment where sub-optimal actions could lead to damage to the systems itself or the surrounding environment. Recently, this concept was formalized in a framework called learning from Human Interventions for safe Reinforcement Learning (HIRL) (Saunders et al. 2017). In HIRL, when the human observes the agent perform sub-optimal actions that could lead to a failure state, the human “intervenes” by blocking the current action and providing an alternative action. Additionally, a negative reward signal is given to the AI system during the intervention to learn from.

By using humans to perform an initial state exploration and prevent catastrophic actions, LFI is a promising approach to solve the exploitation-exploration dilemma and increase safety in RL. Additionally, there is evidence that shared autonomy scenarios can also improve human performance (Reddy, Levine, and Dragan 2018). However, LFI by itself does not scale to more complex environments where millions of observations are required for successful learning, increasing the required amount of human supervision.
Learning from Human Evaluations

Another human-interaction modality that we consider is Learning From human Evaluations (LFE). In LFE, the human acts as a supervisor and provides real-time evaluations (or critiques) to interactively shape the behavior of the autonomous system. There are several different approaches for how to provide the human feedback for LFE. One of the simplest approaches is fitting a reward function based on binarized feedback; for example, “good” vs “bad” actions, indicating positive and negative reward, respectively. Existing frameworks that use this approach include TAMER (Knox and Stone 2009), Warnell et al. 2018 and COACH (MacGlashan et al. 2017). Another approach asks the human to rank-order a given set of trajectories, or short movie clips representing a sequence of state-action pairs, and learning a reward function in a relational manner based on human preferences (Christiano et al. 2017). Both approaches have been shown to be effective across a variety of domains and illustrates the utility of using human-centered reward shaping for shaping the policy of autonomous systems.

An advantage of LFE techniques is that they do not require the human to be able to perform demonstrations and only require an understanding of the task goal. However, if the time-scale of the autonomous system is faster than human reaction time, then it can be challenging for the autonomous system to attribute which actions correspond to the provided feedback. In addition, the human reward signals are generally non-stationary and policy-dependent, i.e.: what was a good action in the past may not be a good action in the present depending on the humans perception of the autonomous system’s policy.

Proposed Cycle-of-Learning Framework

The Cycle-of-Learning is a framework for training autonomous systems through human interaction that is based on the intuition on how a human would teach another human to perform a new task. For example, teachers conveying new concepts to their students proceed first by demonstrating the concept, intervening as needed while students are learning the concept, then providing critique after students have started to gain mastery of the concept. This process is repeated as new concepts are introduced. While extensive research has been conducted into each of these stages separately in the context of machine learning and robotics, to the best of our knowledge, a model incorporating each of these aspects into one learning framework has yet to be proposed. We believe such a framework will be important to fielding adaptable autonomous systems that can be trained on-the-fly to perform new behaviors depending on the task at hand, in a manner that does not require expert programming.

Under the proposed Cycle-of-Learning framework (Figure 1), we start with LFD where a human would be asked to provide several demonstrations of the task. This demonstration data (observations received and actions taken) constitute the initial human dataset $D_H$. The dataset $D_H$ feeds an imitation learning algorithm to be trained via supervised learning, resulting in the policy $\pi_{\theta D_H}$. In parallel to the policy training, the dataset $D_H$ is used by an Inverse Reinforcement Learning (IRL) algorithm to infer the reward function $R_H$ used by the human while demonstrating the task (Algorithm 1 line 1).

On LFI (Algorithm 1 line 6) the autonomous system performs the task according to the policy $\pi_{\theta D_H}$. During the task the human is able to intervene by taking over the control of the autonomous system, perhaps to avoid catastrophic failure, and provides more demonstrations during the intervention. This new intervention dataset $D_I$ is aggregated to the previous human dataset $D_H$. Using this augmented dataset, the policy $\pi_{\theta D_H}$ and the reward model $R_H$ are updated. An intervention reward $R_I$ is computed based on the degree of the intervention. The reward signal $R_I$ and the temporal-difference (TD) error associated with it are used to train a value function $Q_H$ (the critic) and evaluate the actions taken by the actor. At this point, the policy $\pi_{\theta D_H}$ is updated using actor-critic policy gradient methods.

After the human demonstration and intervention stages, the human assumes the role of a supervisor who evaluates the autonomous system actions through a reward signal $r_H$ — Learning from Evaluation (LFE, Algorithm 1 line 17). Similarly to the LFI stage, the reward signal $r_I$ and the TD error associated with it are used to update the critic $Q_H$ and the policy $\pi_{\theta D_H}$. The reward model $R_H$ is also updated ac-

**Algorithm 1 Cycle-of-Learning Framework**

```
1: procedure LEARNING FROM DEMONSTRATION
2:   while SwitchingFunction\textsubscript{LFD} : do
3:       Collect human demonstration data $D_H$
4:       Train imitation learning policy $\pi_{\theta D_H}$
5:       Learn human reward function $R_H$ from $D_H$
6:   procedure LEARNING FROM INTERVENTION
7:     while SwitchingFunction\textsubscript{LFI} : do
8:       Autonomous system performs the task
9:       if Human intervenes then:
10:         Collect human intervention data $D_I$
11:         Aggregate $D_I \leftarrow D_H \cup D_I$
12:         Update imitation learning policy $\pi_{\theta D_H}$
13:         Update human reward function $R_H$
14:       Compute intervention reward $R_I$
15:       Train critic $Q_H$ using $R_I$ and TD error
16:     Update policy $\pi_{\theta D_H}$ using policy gradient
17:   procedure LEARNING FROM EVALUATION
18:     while SwitchingFunction\textsubscript{LFE} : do
19:       Collect human evaluation reward $r_H$
20:       Update critic $Q_H$ using $r_H$ and TD error
21:       Update policy $\pi_{\theta D_H}$ using policy gradient
22:       Update human reward function $R_H$ with $r_H$
23:   procedure REINFORCEMENT LEARNING
24:     while SwitchingFunction\textsubscript{RL} : do
25:       Autonomous system performs the task
26:       Compute rewards using $R_H$
27:       Update critic $Q_H$ using $R_H$ and TD error
28:       Update policy $\pi_{\theta D_H}$ using policy gradient
```
cording to the signal $r_H$ plus the observations and actions associated with it.

The final stage is pure Reinforcement Learning (RL). The autonomous system performs the task and its performance is evaluated using the learned reward model $R_H$ (Algorithm 1, line 23). Similar to the LFI and LFE stages, the reward signal $R_H$ and the TD error associated with it are used to update the critic $Q_H$ and the policy $\pi_{\theta_D,H}$. This sequential process is repeated as new tasks are introduced.

**Integrating and switching between interaction modalities**

Two key concepts of the Cycle-of-Learning framework are how to handle the integration of the learned models from the different interaction modalities (demonstration, intervention, and evaluation) and how to define the criteria to switch between them. First, to integrate the different interaction modalities, we propose using an actor-critic architecture ([Sutton et al. 1999](#Sutton1999)), initially training only the actor, and later adding the critic. Training the actor first allows the framework to leverage the initial demonstration and intervention provided by the human. The critic is then trained as the human assumes the role of supervisor. After enough human demonstration data has been collected we can infer a reward function through IRL. At the end, the actor and critic are combined on a standard actor-critic reinforcement learning architecture driven by the learned reward model.

Second, we propose different concepts to define a criteria to switch between interaction modalities: performance metrics, data modality limitation, and advantage functions. **Performance metrics**: A pre-defined performance metric can be used to indicate when to switch modalities once the policy reaches a certain level. Alternatively, the human interacting with the system could manually switch between different interaction modalities as s/he observes that the autonomous system performance is not increasing. **Data modality limitations**: Depending on the task, there can be a limited amount of demonstration, intervention, or evaluation that can be provided by humans. In this case, the framework switches between modalities according to data availability. **Advantage functions**: After training the reward model $R_H$, advantages $A(s,a)$ (the difference between the state-action value function $Q(s,a)$ and the state value function $V(s)$, which compares the expected return of a given state-action pair to the expected return on that state) can be computed and used for expected return comparison between human and autonomous systems actions. With this information, the framework could switch interaction modalities whenever the advantage function of the autonomous system surpasses the advantage function of the human. These, as well as other potential concepts for modality switching, need to be further investigated and can be adapted to meet task requirements.

**Discussion and Conclusions**

This paper presents the Cycle-of-Learning framework, envisioning the integration between different human-interaction modalities and reinforcement learning algorithms in an efficient manner. The main contributions of this work are (1) the formalization of the underlying learning architecture — first leveraging human demonstrations and interventions to train an actor policy and reward model, then gradually moving to training a critic and fine-tuning the reward model based on the same interventions and additional evaluations, to finally combining these different parts on an actor-critic architecture driven by the learned reward model and optimized by a reinforcement learning algorithm — and (2) the switching between these human-interaction modalities based on performance metrics, data modality limitations, and/or advantage functions.

We believe the proposed Cycle-of-Learning framework is most suitable for robotic applications, where both human and autonomous system resources are valuable and finite. As future work, it is planned to demonstrate these techniques on a human-sUAS (small unmanned air system) scenario.
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