Metal-insulator transition in the hybridized two-orbital Hubbard model revisited
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Abstract. In this work we study the two-orbital Hubbard model on a square lattice in the presence of hybridization between nearest-neighbor orbitals and a crystal-field splitting. We use a highly reliable numerical technique based on the density matrix renormalization group to solve the dynamical mean field theory self-consistent impurity problem. We find that the orbital mixing always leads to a finite local density states at the Fermi energy in both orbitals when at least one band is metallic. When one band is doped, and the chemical potential lies between the Hubbard bands in the other band, the coherent quasiparticle peak in this orbital has an exponential behavior with the Hubbard interaction $U$.

1. Introduction

The Mott-Hubbard metal-insulator transition (MIT) remains a highly interesting problem in correlated systems due to its relevance in many families of materials interesting physical properties and with current and potential applications. [1, 2] Most interesting materials such as transition metal oxides, which involve more than one correlated band, lack appropriate theoretical studies due to the complexity of the corresponding models. Physical considerations of crystal field effects and the Coulomb exchange energy are relevant for the atomic energies. In addition, a non-local inter-orbital hopping should be considered in more realistic models since it is also generally present and it can vary significantly for different orbital components and orientations.

An interesting feature in these materials is whether an orbital-selective Mott (OSM) localization occurs, in which some electrons remain itinerant and others undergo a Mott transition. This is thought to happen for example, for some Lanthanides and Actinides (with localized electrons in incomplete f-shells and itinerant s, p and d electrons), in manganites like $La_{1-x}Sr_xMnO_3$ (with localized electrons in the $t_{2g}$ orbital of Mn and delocalized $e_g$ electrons)[3], and also for $Ca_xSr_{2-x}RuO_4$ and $LiV_2O_4$ for which selective localization can occur for electrons in the same shell.[4]

Among the most relevant numerical methods to treat these systems, the dynamical mean field theory (DMFT) [5] has triggered a great deal of theoretical research leading to important progress in the understanding of the electronic structure in these systems.

At the core of the DMFT method is the calculation of Greens functions of an interacting quantum impurity for which the fermionic bath has to be determined self-consistently until convergence of the local Green function and the local self-energy is reached. Recent advances
in numerical techniques for the resolution of multiorbital quantum impurity problems have made possible the implementation of the Dynamical Mean Field Theory (DMFT) in model Hamiltonians and Density-Functional-based methods for the calculation of strongly correlated materials in a realistic way.[6]

One of the most reliable impurity solvers is the Density Matrix Renormalization Group (DMRG)[7, 8, 9, 10, 11, 12] which allows for the calculation of the density of states directly on the real axis and at zero temperature (or with a very small imaginary offset). This method complements Monte Carlo based impurity solvers such as the CTQMC [13, 14] which suffer from the fermionic sign problem (particularly for hybridized models), from approximate analytic continuation of the Green’s functions to the real energy axis and are useful for finite temperatures. It is comparable, though, to the NRG-based impurity solver.[15, 16, 17]

In this paper we use the DMFT with the DMRG as the impurity solver to study the hybridized two-orbital Hubbard model, which captures the main physics of many correlated systems; in particular we are interested in the effect of the inter-orbital hopping and the crystal-field splitting in the Mott transition.

2. Model and method
We consider the following model:

$$H = \sum_{i\alpha, j\beta} t_{ij}^{\alpha\beta} c_i^{\alpha} c_j^{\beta} - \mu \sum_i n_i, + U \sum_{i\alpha} n_{i\alpha} n_{i\alpha}$$  \hspace{1cm} (1)

where $c^{\dagger}_i$ creates an electron, $i, j$ are sites indices on the square lattice, $\alpha, \beta = 1, 2$ are the orbital indices, spin indices are implicit, and we consider the paramagnetic solution. Here we define the on-site and hopping operators in the orbital basis:

$$t_0 = \begin{pmatrix} \Delta & 0 \\ 0 & -\Delta \end{pmatrix}, \quad t_x = \begin{pmatrix} t & t' \\ t' & t \end{pmatrix}, \quad t_y = \begin{pmatrix} t & -t' \\ -t' & t \end{pmatrix},$$  \hspace{1cm} (2)

where the subindices indicate the on-site, $x$ and $y$ hopping matrices, $\Delta$ is the crystal field splitting and $t'$ is the inter-orbital hopping parameter. We will consider $t = 0.25$ as the unit of energy.

Defining the matrix $T(k)$ in the reciprocal space $T(k) = t_0 + 2t_x \cos k_x + 2t_y \cos k_y - \mu I$ and the self-energy $\Sigma(k, z)$, $z = \omega + i\eta$ we can write the Green’s function as:

$$G(k, z) = (z I - T(k) - \Sigma(k, z))^{-1}$$  \hspace{1cm} (3)

It can be shown that, in the half-filled case, the Hamiltonian (1) is invariant under the transformation $c_{i\alpha}^{\dagger} \rightarrow (-1)^{x_i+y_i+z} c_{i\alpha}$ and that the Green’s function is diagonal due to the reflection symmetry $\sigma_d$ in the square lattice, $G_{12}(\omega) = G_{21}(\omega) = 0$:

$$G(z) = \begin{pmatrix} G_{11}(z) & 0 \\ 0 & G_{22}(z) \end{pmatrix},$$  \hspace{1cm} (4)

where $G_{22}(z) = G_{11}(-z)$ for half filling. This implies that the self-energy ($\Sigma$) and hybridization ($\Gamma$) matrices are also diagonal (see below).

We use the DMFT to obtain the electronic densities of states in this model. This technique approximates the momentum dependent self-energy by a local quantity $\Sigma(k, z) \approx \Sigma(z)$. The hybridization used in this method has the same structure as (4) and this means that both orbitals are decoupled, having independent hybridization baths, which simplifies the calculation. We define the effective impurity Hamiltonian $H_{imp}$ taking part in the DMFT equations as:
\[ H_{\text{imp}} = \sum_{\alpha} t_0^{\alpha\uparrow} c_{0\alpha}^\dagger + U \sum_{\alpha} n_{0\alpha\uparrow} n_{0\alpha\downarrow} + H_b, \]  

(5)

where the non-interacting bath term \( H_b \) is:

\[ H_b = \sum_{\alpha i} \lambda_i^{\alpha} b_{\alpha i}^\dagger b_{\alpha i} + \sum_{\alpha i} v_i^{\alpha} \left[ b_{\alpha i}^\dagger c_{0\alpha} + H.c. \right], \]  

(6)

where \( b_{\alpha i}^\dagger \) represents the creation operator for the site \( i \) associated to the bath site \( \alpha \).

The DMFT iterations are the following:

(i) Define \( \Sigma(z) = 0 \),

(ii) Calculate the Green’s function at the impurity site for each orbital and the hybridization:

\[ G_{\alpha\alpha}(z) = \frac{1}{N} \sum_k G_{\alpha\alpha}(k, z) = \frac{1}{N} \sum_k [z - T(k) - \Sigma(z)]_{\alpha\alpha}^{-1} \]  

(7)

\[ \Gamma_{\alpha\alpha}(z) = z - t_0^{\alpha\alpha} - \Sigma_{\alpha\alpha}(z) - G_{\alpha\alpha}^{-1}(z). \]  

(8)

(iii) Find an approximation \( \tilde{\Gamma}_{\alpha\alpha}(z) \) for the hybridization \( \Gamma_{\alpha\alpha}(z) \) via the parameters \( v_i^{\alpha} \) and \( \lambda_i^{\alpha} \):

\[ \tilde{\Gamma}_{\alpha\alpha}(z) = \sum_i \frac{|v_i^{\alpha}|^2}{\omega - \lambda_i^{\alpha}}. \]  

(9)

(iv) Calculate the Green’s function \( G_{\alpha\alpha}(z) \) at site “0” of \( H_{\text{imp}} \) using DMRG:

(v) Calculate the self-energy:

\[ \Sigma_{\alpha\alpha}(z) = z - t_0^{\alpha\alpha} - G_{\alpha\alpha}^{-1}(z) - \tilde{\Gamma}_{\alpha\alpha}(z). \]  

(10)

Return to (ii) until convergence.

3. Results

Using the method described above, we obtained the densities of state (DOS) of model (1) for several representative parameters. In Fig. 1 we show the behavior of both orbitals for different values of the interaction \( U \) and a finite crystal field splitting \( \Delta \). Also shown is the particle filling of each orbital vs. \( U \). We find that, due to the interorbital hopping \( t' \), the lower-lying orbital (orbital 2) develops a large weight at the Fermi energy. Both orbitals transition to an insulating state upon increasing \( U \) as seen also in the filling values, approaching the half-filled situation \( (n = 1) \) simultaneously.

For small interactions we find a non-correlated metal-band insulator transition by varying the crystal-field splitting, as shown in Fig. 2.

In Fig. 3 we vary the chemical potential and see that, for these parameters, orbital 2 remains half-filled while band 1 empties by increasing the absolute value of \( \mu \). A finite DOS at the Fermi energy in orbital 1 always leads to a finite DOS in orbital 2, seen here as a small peak at zero energy.

It is interesting to analyze the effect on orbital 2 of a large density of states in orbital 1. We find that, when the Fermi energy lies in the lower Hubbard band of the upper orbital (orbital 1), it causes a finite DOS in the lower orbital at the Fermi energy, even for large values of \( U \), see Fig. 4. As a consequence, orbital 2 does not have a Mott metal-insulator transition and there is no selective MIT.\[18\]
Figure 1. DOS for the hybridized two-band Hubbard model with a finite crystal-field splitting \( \Delta = 0.3 \), \( t' = 0.15 \) and \( \mu = -0.7 \), increasing \( U \) showing a simultaneous metal-insulator transition in orbitals 1 and 2. Note that the finite DOS at the Fermi energy (\( \omega = 0 \)) for the insulating state for \( U \geq 3 \) is due to the finite \( \eta \) Lorentzian broadening (see text before Eq. 3). Right: Orbital fillings vs. \( U \).

Figure 2. DOS for \( U = 1 \), \( t' = 0.15 \) and \( \mu = -0.3 \), changing \( \Delta \) showing transfer of electronic filling from orbital 1 to 2. Right: The corresponding orbital fillings.

We measured the integral of the peak at the Fermi energy of orbital 2 (which is proprtional to the quasiparticle weight \( Z_2 \)). We find that, as long as the Fermi energy lies within the Hubbard band in orbital 1, the quasiparticle weight in orbital 2 will be finite. All other parameters fixed, \( Z_2 \) decreases exponentially with \( U \) like in the Kondo problem (see Fig. 3), not showing a metal-insulator transition for any value of \( U \). The larger the inter-orbital hopping, the larger the DOS at the Fermi energy in orbital 2 (see Fig. 4).
Figure 3. Same as Fig. 2 but for $U = 3$, $\Delta = 1$, for different chemical potentials and their corresponding fillings (right).

Figure 4. DOS for fixed $\Delta = 0.75$ and $\mu = -0.75$ for which the Fermi energy lies in the lower Hubbard band for orbital 1 and between both Hubbard bands in orbital 2 for two values of inter-orbital hybridization $t'$. Note the shift in energy values between the left and middle panels. Right: Quasiparticle weight in orbital 2 vs. $U$.

4. Conclusions
By using a reliable zero temperature technique which is free from fermionic signs and delivers the Green functions on the real energy axis directly to solve the DMFT impurity problem, we calculate the density of states of the hybridized two-band Hubbard model on a square lattice. We find that for finite inter-orbital mixing, there is a finite density of states at the Fermi energy of both bands even for large interactions, as long as one band remains metallic. The metal-insulator transition, if it occurs, happens simultaneously for both orbitals. By doping one of the bands and fixing the chemical potential in between the Hubbard bands in the other correlated orbital we find that the density of states in this second orbital remains finite even for large interactions. Here we do not find any MIT and the correlated metallic quasiparticle peak decreases exponentially with with the Hubbard interaction $U$. 
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