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ABSTRACT The application of natural language to improve students’ interaction with information systems is demonstrated to be beneficial. In particular, advances in cognitive computing enable a new way of interaction that accelerates insight from existing information sources, thereby contributing to the process of learning. This work aims at researching the application of cognitive computing in blended learning environments. We propose a modular cognitive agent architecture for pedagogical question answering, featuring social dialogue (small talk), improved for a specific knowledge domain. This system has been implemented as a personal agent to assist students in learning Data Science and Machine Learning techniques. Its implementation includes the training of machine learning models and natural language understanding algorithms in a human-like interface. The effectiveness of the system has been validated through an experiment.

INDEX TERMS Cognitive informatics, educational technology, human-computer interaction, machine learning, natural language processing.

I. INTRODUCTION
Cognitive computing has grown in the last few years, increasing the research and commercial interest in the topic [1]. Conversational agents have evolved from simple pattern-based programs into rather complex systems, including Natural Language Understanding and Machine Learning Techniques, which have allowed them to be more flexible in maintaining a conversation. Every day more businesses include chatbots as a way to interact with consumers to answer requests and FAQs. Natural Language Interface (NLI) increases user satisfaction and can help to find the information needed in a more comfortable way than other less sophisticated and time-consuming search interfaces [2].

Like humans, cognitive systems can use their knowledge to deduce data meaning based on context [3]. By having the advantage of computational power, a system like this can be even more successful than a human in this kind of task. Though they do not understand the meaning as humans do, the insights these systems provide can be beneficial. As they grow in time, it is expected that they gain abilities such as sensing and awareness [4].

Some of the benefits of the application of cognitive computing in the development of learning applications are: (1) They can actively enhance students’ performances [5], especially in computer science classes [6]; (2) studying cognitive computing behavior can lead to significant results in educational applications, especially in AI-related studies [6]; (3) using a cognitive computing layer for digital interactions with students can enhance their performances and ease the teachers’ job in managing classes and learning materials [6]; and (4) chatbots are excellent analysis tools, as students feel more inclined to send more messages to chatbots than real people [2].

Compared to other traditional e-learning training, chatbots generate a more positive response from the users [7]. Moreover, there are advantages in this type of learning, such as interaction, active learning, and sociability [8].

Despite these reasons, these technologies have not been widely adopted yet in education, and the ones that have are usually very rule-based and, therefore, less practical and functional. This article presents a modular architecture chatbot named Jaicob, adapted to the learning of Data Science techniques that aims to take advantage of all the benefits for education previously described. It is designed in a modular way that allows its adaptation to other areas of knowledge. It includes a flexible conversation workflow and is easy to maintain. This contribution has been evaluated with real users for a specific use case in a Data Science class.
The rest of the paper is organized as follows. Section II analyses related works about chatbots and the techniques applied in their development. Section III describes the different modules of the architecture and how they are interconnected. Section IV describes the evaluation process and results. Finally, Section V summarizes the learnings of this article with conclusions and defining future works.

II. RELATED WORK

A comprehensive systematic review of the use of chatbots in education is provided in this recent survey [9]. The authors identify several perspectives for analyzing current research following the theoretical model of Technology-Mediated Learning (TML) [10]: structure (input), learning process (process), and learning outcome (output). Regarding the input perspective, several dimensions have been identified [9]: student profile, educational settings, and chatbot technology. Learning outputs depend on individual student characteristics such as personality traits, technological skills as well as educational and social background [9].

Some research works claim that chatbot technology is so disruptive that it will eliminate the need for websites and apps [11]. Chatbots have been used in different educational settings, such as language learning [12], health-related coaching agents [13], chatbots designed to provide feedback to students [14], programming language learning [15], administrative support [16] or increase students’ motivation [17]. These are examples if we don’t take into account open-domain solutions such as Amazon or Google’s [18], which aim to answer any kind of question, instead of a specific area of knowledge. While these types of chatbots are astounding ambitious and function with a near-human precision, sometimes, they come at a very high cost. Closed-domain question answering systems benefit from the ability to respond with more profound and specific knowledge [19], and also can achieve high quality at a lower complexity cost.

Design aspects of chatbots can influence the learning process. Flow-based chatbots, like [20]–[22], also called rule-based, can require an extensive database of questions and answers and need to have a clear flow of conversation that, if the user decides not to follow, can result in a bad experience. A study on chatbots of this type [23] concludes that they are quite limited to human direction and control. These can be built with frameworks like Landbot.ai,1 or with simple coding abilities, but require great sophistication to work correctly. There is where its limitations lie. An extension to this kind of bots is button-based, like HelloFreshus,2 that avoids the possibility of exiting the pre-planned flow. These can work well but can be very limited in scope and depth.

On the other hand, artificial intelligent based chatbots can better understand student intents. Even the most simple non-rule-based natural language understanding methods significantly outperform the most carefully crafted rule-based systems [24]. The reason is that they can achieve a more profound understanding of the intent and the requested information, thanks to machine learning techniques [25]. The most usual and effective approach [26], which is explained in greater detail in Section III, is based on intent-entity and Knowledge Base (KB).

Another aspect to take into account is if they are text or voice-based. Users tend to use longer sentences with voice-based chatbots and prefer reading expanded answers in a text-like manner. However, there is no significant difference in perceived effectiveness, learnability, and humanness between text-based and voice-based chatbots [27].

III. PROPOSED ARCHITECTURE FOR THE COGNITIVE BOT

The first step to design the proposed architecture was to identify the way students learn and the types of questions. Different types of requirements for different types of learning (inductive and deductive) [28] were identified due to the nature of students’ curiosity, and the specifics of the topic. The following pedagogical solutions were identified:

1) A definition of a concept is a consequence of the usual teaching style, which is deductive, starting from the main concepts and developing towards the applications. It is part of the process of learning, but cannot be the whole process. In the Oliver model [29], definitions provide learning content.

2) As stated in [30], the learning of programming techniques can be enhanced by using examples of code using analogy [31] and induction. Also, learning is significantly facilitated by examples in initial coding attempts. Furthermore, surveys suggest that engineering students usually view themselves as inductive learners [28]. In the Oliver model [29], examples can provide learner support.

3) Lastly, the human need for small-talk, such as joking and asking for the weather, must be satisfied to provide a more significant communication source [2].

With that in mind, the architecture was designed, having identified the pedagogical needs of the student. There are several steps involved in the process and are explained below and represented in Figure 1.

A Knowledge Base (KB) was populated with pertinent information regarding the topic at hand, to satisfy the requests for definitions and examples. The Question Answering (QA) module is designed to extract meaning from all the data with the pedagogical requirements in mind to make sense of that information.

To analyze the students’ question, we use the Speech Act Classifier. It selects the module where the question must be delegated. The way it works will be explained in greater detail in Section III-B. If small talk is detected, it is passed onto the Small Talk module or into the QA Module if a question regarding Data Science is detected.
Afterward, the modules generate an answer to satisfy the student request. The answer is sent back to the student, and feedback is collected to evaluate and improve the model.

A. KNOWLEDGE BASE

The KB is the place where all the information used by the chatbot is stored. It has been populated from several online academic resources. Its selection was based on the previously identified student interactions with the chatbot. Glossaries and Frequently Asked Questions (FAQs) of the topic have been mined using web scraping techniques to provide concept definitions. Regarding searching code snippets, technical documentation has also been mined.

This approach benefits from providing students a curated list of pedagogical sources that are credible and useful. According to some studies [32], undergraduates tend to use Google for searching for information, and the usage of academic resources is low. Thus, our system increases the use of curated academic resources since the bot can enhance their familiarity [33].

The adaptation of the bot to other domains could be made replicating the same approach.

According to the categories previously described, the sites that fit the necessities of the definition answering are: (1) Big Data glossary with a list of terms regarding big data. (2) Machine Learning glossary with a complete glossary of machine learning and statistics terms and definitions.

The documentation sites used to populate the KB for answering with examples are Pandas Documentation. The use of the Python Pandas library is widely used when developing machine learning models. It is beneficial to have examples available for standard implementations of data handling. This documentation is structured with brief descriptions with code examples; and Scikit-Learn Documentation, being the library used widely for Machine Learning purposes, Scikit

B. SPEECH ACT CLASSIFIER

The speech act classification task involves classifying a specific sentence into a set of predefined speech act categories. This classification is relevant to the project because it is indispensable to know the student’s intention [34] and answer accordingly.

The dataset [35] used to train the classifier consists of 10567 posts from five different age-oriented chat rooms at an internet chat site. It is sanitized to protect user privacy. The posts were tagged using 15 post categories (Accept, Bye, Clarify, Continue, Emphasis, Greet, No Answer, Other, Reject, Statement, System, Wh-question, Yes Answer, Yes/No question, Emotion). Examples of these classes are shown in Table 1.

Since this is a chatbot system that requires a fast response time, the preprocessing has been simplified to improve the model’s time complexity while not sacrificing relevant performance. Each phrase is processed into machine-understandable information using a raw pipeline. The overall process is (1) Simple tokenization because n-grams did not present a significant improvement in accuracy, (2) Stemming, and (3) Feature extraction by vectorization.

By training and evaluating some of the most popular classification algorithms, the best one is selected based on the score achieved by a K-Fold. This process can be automated through a grid search that finds the best parameters optimally.

The scores following are calculated, saving a fourth of the dataset for testing afterward and using the rest to get these results.

The scores shown in Table 2 are obtained by performing a 5-Fold and calculating the mean of the scores. Support Vector Machines, such as the SVC algorithm, achieves higher performance.

Using as the training data 3/4 of the dataset and the rest as testing data, we obtain with the SVC a final accuracy score of 0.799.

### TABLE 1. Post classification examples.

| Classification      | Example                        | Next Module |
|---------------------|--------------------------------|-------------|
| Wh-Question         | What is an elasticsearch database? | QA          |
| Yes Answer          | Yes I do, lol                   | Small Talk  |
| Yes/No Question     | Is overfitting a real problem   | QA          |
| Emotion             | lol                             | Small Talk  |

3Big Data glossary: https://bigdata-madesimple.com/big-data-a-to-zz-a-glossary-of-big-data-terminology/

4Machine Learning glossary: https://www.analyticsvidhya.com/glossary-of-common-statistics-and-machine-learning-terms/

5Site for complex questions: https://machinelearningmastery.com/faq/
The Question Answering module comes into place when the user asks for a specific piece of information. These can range from doubt, a consultation, or documentation clarifications. It must be able to understand what the user is asking for to retrieve the information effectively.

Using natural language processing techniques, it answers the question in near real-time. This general-purpose model is enhanced to attend specific cases to the task at hand, such as code examples.

The general view of the architecture is defined in Figure 2. The modules involved in the process are the following.

The Process Question module extracts the relevant information and intention of the question. The output contains a type of question, a type of answer, and a vector with the relevant ideas.

The Information Retrieval This module receives the question vector and the answer type from the question processor as an input. The question vector is, in essence, a list of keywords ordered by importance. An ElasticSearch query is generated to retrieve relevant documents and pieces of information that match the keywords, using this valuable information.

The Document Parsing module receives and parses the retrieved information, so it matches the questions intended to generate an answer.

### C. QUESTION ANSWERING MODULE

1) **DEFINITION ANSWERING**

When the Answer Type is of the definition type, the module searches in the Knowledge Base’s Glossary index. It searches for a match with the terms in the index. When a match is found, the corresponding definition is sent as an answer. Common questions of this type are:

- What is a neural network?
- Can you give me a definition of overfitting?

This module is implemented as a DialogFlow agent, with an intent to recognize that the user wants a definition. The intent is trained with multiple training phrases that can be used to ask for a definition. It extracts a term as the slot. These slots are recognized thanks to an entity defined as all the terms available in the Knowledge Base. An example can be seen in Figure 4.

6 An entity is the definition of a type of slot. It can be defined as a list with all the possible terms for that slot.
2) EXAMPLE ANSWERING
When the Answer Type is of the example type, we need a more complex type of search. There is a search across the documentation text to match the keywords of the query. When a match is found, the corresponding code snippet is sent to respond with the appropriate format. Examples of these type of questions are:

- How is a dataframe defined in Pandas?
- How can I implement a k-fold using scikit?

This module is implemented as a DialogFlow agent with an intent trained to detect example queries. The slot, in this case, is more open, so there is no Entity defined. The example can be of any kind. The result can be seen in Figure 5.

D. SMALL TALK MODULE
According to [36], the users’ satisfaction with a certain chatbot is influenced by various factors. By testing which of these factors were more influential, the results revealed that the bot’s human-likeness was significantly correlated with the users’ satisfaction.

It was stated [2] that people were inclined to send more than twice as many messages to chatbots with a human-like interaction compared to other people, contrary to our expectations and disconfirming the notion that people feel less confident or comfortable communicating with chatbots.

Including a module to handle small-talk improves the bot’s human-likeness and makes it more fun and engaging. Instead of answering with the fallback answer, if the question is not about the topic, it triggers the small-talk module to simulate human interaction and cleverness. Some examples of the behavior that the bot can answer are collected in Figure 6.

1) IMPLEMENTATION
This module is implemented with Google’s DialogFlow technology. There is a specially trained agent to provide the desired output. This agent can detect more than 100 different intents.

Among these intents are some of the provided with the default Small Talk module and some custom ones. The intents are defined to fit the purpose of this project. For example, when asked what it can do, it responds with directions to ask questions about Data Science.

E. GRAPHICAL USER INTERFACE
The bot needs an identifier to generate a more personal relationship [37]. Being a Cognitive bot and an intelligent one, it was decided to be called Just an Artificial Intelligence Cognitive Bot (JAICOB).

In contrast with Jaicob, a general-purpose bot would gain quality from a text-to-speech transformer, giving it a more human appearance. This feature is not the case of Jaicob because it is centered on answering documentation and programming related questions. The frequent use of acronyms and code examples in the answers would not make for a pleasant listening experience. Instead, the use of text is the best option in this case.

IV. EVALUATION
A. EVALUATION TECHNIQUES
The evaluation method for Jaicob chatbot is a Partial Least Squares (PLS) analysis. A detailed example [38] is followed to perform PLS methods. The tool being used is Smart PLS.\(^7\)

The method is based on a questionnaire and requires the definition of latent variables to be evaluated, which are abstract variables that are connected to directly measurable variables. These variables’ values are scored by the

\(^7\)https://www.smartpls.com/documentation/pls-sem-compared-with-cb-sem
TABLE 4. Outer loadings.

| Constructs and Items                      | Outer loading | CR   | AVE  |
|------------------------------------------|---------------|------|------|
| Social Handling (original scale, 4 items) |               |      |      |
| SH1: I felt a sense of human contact in the agent. | 0.9132        | 0.7246 |
| SH2: I felt a sense of personality in the agent. | 0.8608        |      |      |
| SH3: I felt a sense of human warmth in the agent. | 0.8902        |      |      |
| SH4: I felt a sense of sociability in the agent. | 0.8327        |      |      |
| Behavioral intentions (original scale, 3 items) |               |      |      |
| R1: I would be willing to talk positively about JAICOB to my friends. | 0.9551        | 0.8764 |
| R2: I would be willing to recommend JAICOB to my friends. | 0.9319        |      |      |
| R3: When visiting forums, I would be willing to say positive things about JAICOB to other people. | 0.9313        |      |      |
| Satisfaction (original scale, 4 items) |               |      |      |
| S1: After visiting the website, I am satisfied. | 0.9287        | 0.7655 |
| S2: After visiting the website, I am happy. | 0.8103        |      |      |
| S3: I found the visit on the website pleasant. | 0.8977        |      |      |
| S4: Compared to other things I could have done, the time spent talking with JAICOB was enjoyable. | 0.8614        |      |      |
| Utilitarian value (original scale, 3 items) |               |      |      |
| U1: Using JAICOB would make my life easier. | 0.8891        | 0.7285 |
| U2: I think of this Web site as an expert. | 0.7812        |      |      |
| U3: If I want to solve doubts, the information JAICOB is able to provide would be what I would look for. | 0.8815        |      |      |
| Answer Accuracy (original scale, 4 items) |               |      |      |
| A1: JAICOB responded effectively to my questions regarding definitions of terms. | 0.9147        | 0.7288 |
| A2: JAICOB was able to answer my doubts about code implementations correctly. | 0.8569        |      |      |
| A3: The answer JAICOB gave me was what I was looking for. | 0.7866        |      |      |
| A4: When he did not have the answer he told me so in a touchiful way. | 0.9116        |      |      |

responses of the questionnaires. These latent variables can also have relations, and these can be hypothesized, as shown in Section IV-C.

Being a conversational interface, the way to test it is with real users who answer the questionnaire after using the chatbot. The number of observations (number of questionnaires answered by users) should be at least ten times the number of relations between latent variables.

B. PARTICIPANTS
The experiment was done with 50 participants, all of them with technical backgrounds. All of them were unaware of the inner workings of Jaicob. They were asked to use the chatbot as a tool to answer any questions or doubts that may arise in understanding Data Science related topics or writing the corresponding code.

The median of the ages of the participants is 22 years. A 51% of them were studying a Telecommunication Engineering Grade and the rest a Master or superior studies.

About their technological background, 54% of the participants had developed and implemented some machine learning programs. The rest had some basic knowledge in the field.

C. EXPERIMENT DESIGN
As explained in Section III-D, small talk is an essential part of the architecture of the chatbot. Therefore, before making the measurements, it is taken into account.

Five latent variables were defined to evaluate the conversational bot:

- Social Handling (SH) refers to the personality and human-likeness of the bot.
Research [39] suggests that the quality of information on an e-commerce website has a positive impact on perceived value. Reference [40] suggests that accurate information can help users make better decisions, thus improving both utilitarian values. According to [41], the utilitarian values increases when the interaction with the process improves. These hypotheses are proposed:

**H1.** Perceptions of a better answer accuracy improve utilitarian value.

User satisfaction is influenced by the human-likeness of the chatbot [36]. Also, [2] state that people are more inclined to send messages to a chatbot that handles this type of small-talk well. A website’s social dimension is another important antecedent of perceived value [42]. Research [43], [44] reveals that there is a direct link between perceived sociability and satisfaction.

**H2.** The social handling of the bot improves the overall satisfaction of the user.

**H3.** The social handling of the bot improves the utilitarian value a user perceives.

**H4.** Good social handling improves the behavioral intentions of users after using the bot.

Utilitarian value is central to user satisfaction and behavioral intentions. If the perceived value is low, the user probably switches to other sources [39].

**H5.** A higher perceived answer accuracy value increases positive behavioral intentions.

**H6.** A higher perceived utilitarian value increases positive behavioral intentions.

Perceived utilitarian value also enhances satisfaction [40]. Research [45] demonstrates that utilitarian value can improve the final user satisfaction:

**H7.** Perceived utilitarian value has a positive effect on user satisfaction.

**H8.** Perceived answer accuracy has a positive effect on user satisfaction.

**D. RESULTS**

The testers made an average of 15.86 queries per session. The intent that matched most of the queries was related to code example requests, which means that users used the bot for what it was intended. After that, there is the Definition intent and then the complex intent. Also, 26.7% of the queries resulted in small talk handling. The distribution can be seen in Table 3.

The results extracted from the PLS modeling, having used SmartPLS 3.0 [46] meet the requirements, being the sample size ten times the largest number of structural paths directed at a particular construct in the structural model. There are three paths directed to Behavioral Intentions and Satisfaction in this model, so the minimum sample size should be 30, and the sample size is above this minimum.

To test the experiment’s internal coherence, and therefore, reliability, we look at the outer loadings. These coefficients need to meet a threshold for every measure that points to the latent variables. All the measures met this reliability index, as shown in Table 4. The PLS analysis also provides us with the Composite Reliability of each latent variable. This index surpassed the minimum acceptable value of .70 in all variables, being all over .85.

The average variance extracted (AVE) for each variable must surpass a threshold of .50 [43], [47], and provide a square root that is much larger than the correlation of the specific construct with any other construct in the model. All the latent variables surpass a .70 AVE, as shown in Table 4. Table 5 shows that the square roots of the AVE (on the diagonal) are higher than any other values, in support of the discriminant validity of the measurement scales [38].

Then, discriminant validity is tested, which indicates the extent to which a given construct (variable) differs from other latent constructs. The validity of these variables requires that each measurement item correlates weakly with all constructs, except for which it is theoretically associated. The results in Table 5 support the validity of the measurement scales.

All the direct hypotheses received support, except for H4, as shown in Figure 8. From these results, we can extract some insights, such as the impact that Answering Accuracy has on all the other variables. Therefore, the quality of the system and its ability to respond effectively is what makes the difference for overall user Satisfaction, Utilitarian Value, and Behavioral Intentions (H1, H5, H8). Also, the perceived Utilitarian Value has a positive effect on Behavioral Intentions and Satisfaction (H1, H7). Surprisingly, Social Handling was not significant in positive behavioral intentions (H4), contrasting with the Utilitarian Value and Satisfaction (H2, H3).
V. CONCLUSION

The use of chatbots has become prevalent in the last years in shopping, customer support, general assistance, and, though less developed, education. The use of chatbots as a form of e-learning brings lots of opportunities.

This article identified the advantages of cognitive assistants in education and the corresponding challenges in implementation. A result is a tool for students with a comfortable and usable interface and a human experience. It can provide insights and solve doubts about Data Science. The main contribution is the adaptation of students’ real pedagogic needs to the design of the architecture and being flexible in maintaining a conversation.

Teachers can also use it as a tool to identify gaps in the knowledge of their students. They can also outsource to Jaicob the answering of all the questions. The pedagogy is also an excellent asset to select the most valuable sources of information from which Jaicob feeds from, thus providing a curated source of information instead of a regular Google Search.

The project was evaluated with a sample of students, achieving very favorable results in usability and originality. The experiment confirms that the system can answer effectively, that the answer accuracy affects the satisfaction, utilitarian value, and behavioral intentions of the user, and that proper social handling is significant in satisfaction and utilitarian value but not in behavioral intentions.

As these technologies evolve, more and more people will study these subjects. Therefore, the future impact of the project is promising, and the affected groups will increase. In future work, to achieve a broader reach in the areas of knowledge, it is straightforward to place additional information in the Knowledge Base and the corresponding Dialogflow intents.
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