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We consider extended Hubbard models with repulsive interactions on a Honeycomb lattice and the transitions from the semi-metal phase at half-filling to Mott insulating phases. In particular, due to the frustrating nature of the second-neighbor repulsive interactions, topological Mott phases displaying the quantum Hall and the quantum spin Hall effects are found for spinless and spinful fermion models, respectively. We present the mean-field phase diagram and consider the effects of fluctuations within the random phase approximation (RPA). Functional renormalization group analysis also show that these states can be favored over the topologically trivial Mott insulating states.
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Introduction - Partly motivated by the discovery of the high $T_c$ superconductivity, Mott insulators have attracted great attention in recent years. Defined in a general sense, interactions drive a quantum phase transition from a metallic ground state to an insulating ground state in these systems. Most Mott insulators found in nature also have conventional order parameters, describing, for example, the charge-density-wave (CDW) or the spin-density-wave (SDW) orders. However, Mott insulators with exotic ground states, such as the current carrying ground states have also been proposed theoretically in Ref. [1, 2, 3, 4]. In parallel with the study of strongly correlated systems, there has recently been a growing interest in realizing topologically non-trivial states of matter in band insulators. In the quantum anomalous Hall (QAH) insulators in Ref. [5, 6], the ground state breaks time reversal symmetry but does not break the lattice translational symmetry. The ground state has a bulk insulating gap, but has chiral edge states. In the quantum spin Hall (QSH) insulators in Ref. [7, 8, 9], the ground state does not break time reversal symmetry, has a bulk insulating gap, but has helical edge states, where electrons with opposite spins counter-propagate. The QSH state has recently been observed experimentally in $HgTe$ quantum wells in Ref. [10, 11].

Given the tremendous interest in finding Mott insulators with exotic ground states, and the recent discovery of the topologically non-trivial band insulators, it is natural to ask whether one can find examples of topological Mott insulators, which we define as states with bulk insulating gaps driven by the interaction, and inside which lie topologically protected edge states. Furthermore, electronic states in the Mott insulator phases are characterized by topological invariants, namely, the $U(1)$ Chern number in the case of the QAH state, and the $Z_2$ invariant in the case of the QSH state. In this letter, we report on the first example of such a case by systematically studying Hubbard models with repulsive interactions on a two dimensional honeycomb lattice. In particular, we demonstrate how, due to the frustrated nature of second-neighbor repulsion on this lattice, topological Mott phases displaying the QAH and the QSH effects are generated dynamically. We present the mean-field phase diagram, proceed to consider effects beyond mean-field theory via a functional renormalization group (fRG) treatment, and consider the effects arising from fluctuations. The two dimensional graphene sheet, which was recently realized experimentally [13, 14], contains the basic degrees of freedom of our model. However, presently we do not know how to tune the interaction experimentally so that our proposed state can be realized.

Spinless Fermions and the QAH state - The model Hamiltonian for spinless fermions with nearest-neighbor
and next-nearest neighbor interactions is written as

\[
H = - \sum_{(i,j)} t \left( c_i^\dagger c_j + h.c. \right) + V_1 \sum_{(i,j)} (n_i - 1)(n_j - 1) + V_2 \sum_{(i,j)} (n_i - 1)(n_j - 1) - \mu \left( \sum_i n_i - N \right)
\]  

(1)

where \( V_1 \) and \( V_2 \) are nearest-neighbor and next-nearest-neighbor interaction strengths, respectively. Since the honeycomb lattice is bipartite, consisting of two triangular sublattices (referred to here as A and B), nearest-neighbor repulsion will favor a charge density wave (CDW) phase with an order parameter \( \rho = \frac{1}{2} \left( \langle c_{iA}^\dagger c_{iA} \rangle - \langle c_{iB}^\dagger c_{iB} \rangle \right) \) that is consistent with overall charge conservation and describes a phase with a broken discrete (inversion) symmetry. However, since the second neighbor interactions within a sublattice are frustrated, CDW order will be suppressed; instead we consider the possibility of orbital ordering by defining the following order parameter for \( i, j \) nearest neighbors: \( \chi_{ij} = \chi_{ij}^\mu = \langle c_{iA}^\dagger c_{iA} \rangle \). Let \( a_1, a_2, a_3 \) be the nearest-neighbor displacements from a B-site to an A-site such that \( z \cdot a_1 \times a_2 \) is positive. We also define the displacements \( b_1 = a_2 - a_1, b_2 = a_3 - a_1, \) etc, which connect two neighboring sites on the same sublattice (Fig. 1). A translational and rotational invariant ansatz of \( \chi_{ij} \) is chosen as

\[
\chi_{i,i+b_x} = \begin{cases} 
\chi_A = |\chi|e^{i\phi} \rho_a, & i \in A \\
\chi_B = |\chi|e^{i\phi} \rho_b, & i \in B 
\end{cases}
\]  

(2)

which are complex scalars that live along the directed second neighbor links.

Owing to translational symmetry, the mean-field free energy at \( T = 0 \) is readily obtained:

\[
F(\rho, \chi, \tilde{\phi}, \phi) = - \sum_k \sqrt{\left| t(k) \right|^2 + (V_1 \rho + 2V_2 |\chi| S_{k+\phi}\tilde{\phi})^2} + 3L^2 (V_1 \rho^2 + 2V_2 |\chi|^2)
\]  

(3)

We have defined the following quantities: \( t(k) = \sum_{n=1}^N \exp(ik \cdot a_n), \tilde{\phi} = (\phi_A + \phi_B)/2, \phi = (\phi_A - \phi_B)/2, S_{k+\phi} = \sum_{n=1}^N \sin (k \cdot b_n + \phi) \). Thus, the next-nearest hopping amplitudes are purely real only when both \( \phi = 0 \) and \( \tilde{\phi} = 0 \).

When both \( \rho \) and \( \chi \) are 0, and at half-filling, the system remains a semi-metal consisting of two Fermi points \( K_{\pm} \) which obey \( K_{\pm} \cdot b_\pm = \pm 2\pi/3 \) and the density of states vanishes linearly; the dispersion in the vicinity of these so called Dirac points is governed by a 2D massless Dirac Hamiltonian in \( k \)-space. The CDW phase corresponds to an ordinary insulator with a gap at the Fermi energy. As for the order parameter \( \chi \), which describes the second-neighbor hopping, its phase relative to the nearest neighbor hopping amplitude plays an important role in determining its properties: while a non-zero \( \text{Re}(\chi) \) merely shifts the energy of the Dirac points, a non-zero imaginary part \( \text{Im}(\chi) \) opens a gap at the Fermi points. Thus, when the system remains at half-filling, it is more favorable to develop purely imaginary next-neighbor hopping amplitudes; such a configuration corresponds to a phase with spontaneously broken time-reversal symmetry.

To see whether such a phase can be favored, we minimize the free-energy and arrive at the following self-consistent equations:

\[
\rho = \frac{1}{2L^2} \sum_k \frac{V_1 \rho + 2V_2 |\chi| S_{k+\phi}\tilde{\phi}}{\sqrt{\left| t(k) \right|^2 + (V_1 \rho + 2V_2 |\chi| S_{k+\phi}\tilde{\phi})^2}}
\]  

(4)

\[
\chi = \frac{S_{\phi}}{6L^2} \sum_k \frac{S_{k+\phi}(V_1 \rho + 2V_2 |\chi| S_{k+\phi}\tilde{\phi})}{\sqrt{\left| t(k) \right|^2 + (V_1 \rho + 2V_2 |\chi| S_{k+\phi}\tilde{\phi})^2}}
\]  

(5)

When \( \chi = 0 \), it is easy to see from the first equation above that CDW order develops continuously at a critical value \( V_{1c} \) given by

\[
\frac{1}{V_{1c}} = \frac{1}{2L^2} \sum_k \frac{1}{\left| t(k) \right|^2}
\]  

(6)

Due to the vanishing density of states (DOS) near the Fermi points, there is no instability towards CDW formation with infinitesimal interactions. Interestingly, the self-consistent equation for \( \chi \) shows that a non-trivial self-consistent solution can only occur when \( \phi \neq 0 \); a detailed investigation of these equations [13] show that when \( V_1 = 0 \), beyond a critical value of \( V_{2c} > 0 \), which satisfies

\[
\frac{1}{V_{2c}} = \frac{1}{3L^2} \sum_k \frac{S_{k+\phi}^2}{\left| t(k) \right|^2}
\]  

(7)

a phase in which \( |\chi| > 0, \tilde{\phi} = 0, \) and \( \phi = \pm \pi/2 \) is favored. Such a phase is also stable at finite \( V_1 \) and is thus does not require fine-tuning (see Fig. 2). In this phase, the system acquires purely imaginary second-neighbor hoppings with a chirality which is determined by the sign of \( \phi \). There is a discrete symmetry breaking corresponding to choosing \( \phi = \pm \pi/2 \), each of which breaks time-reversal symmetry. The band insulator version of the CDW state was considered in Ref. [16], while the QH state on a honeycomb lattice was considered in Ref. [2]. As discussed in Ref. [3] the QAH phase is a topological phase in which the filled states form a band which has a non-zero topological Chern number [11] and is an integer quantum Hall effect phase that is realized without Landau levels. Similar states can be constructed from magnetic semiconductors[4]. We shall generally refer to QH states without Landau levels, and with full lattice translation symmetry as the Quantum Anomalous Hall (QAH) states. In our case, the topologically non-trivial
The bicritical point leading into the semimetal phase \([15]\). The usual (tions rather than single particle physics, and we shall gap for the QAH state arises from many-body interac-
tion eliminate other possibilities): 1) two copies of QAH states - i.e. the chirality of the second-neighbor hopping is the same for each spin projection, 2) the QSH state, where the chiralities are opposite for each spin projection. The latter possibility breaks a continuous global \(SU(2)\) symmetry associated with choosing the spin projection axis; however, time-reversal symmetry is preserved. The QSH state on the honeycomb lattice was considered in Ref. \[17\], where the insulating gap arises from the microscopic spin-orbit coupling. It was shown latter that the magnitude of the spin-orbit gap is negligibly small in graphene \[18, 19\]. In our case, the insulating gap is generated dynamically from the many-body interaction. In this sense, our effect can be viewed as an example of dynamic generation of spin-orbit interaction\[20\].

Introducing the Hubbard-Strataovich fields (sum over repeated indices implied) \(\chi^\mu_{ij} = c^\dagger_{ia}\sigma_\mu\sigma_3 c_{j\beta}, \mu = 0 \ldots 3\), where \(\sigma^\mu = (1, \sigma)\), the next-neighbor interactions can be re-
cast using the identity \((n_i - 1)(n_j - 1) = 1 - \frac{1}{2} (\chi^\mu_{ij})^4\). Physically, if \(\langle \chi^0 \rangle \neq 0\), then we are in the QAH phase. If, on the other hand, one of the vector components \(\langle \chi^\mu \rangle \neq 0\), then we are in the QSH phase. A transla-
tionally invariant decomposition of the next-neighbor interac-
tions via \(\langle \chi^\mu_{i+b,j} \rangle = \chi^\mu e^{i\phi}\), \(i \in A\) (and similarly for the other sublattice) gives rise to a \(4 \times 4\) Hamiltonian is readily diagonalized in a tensor product basis \(\sigma \otimes \tau\), where \(\sigma\) and \(\tau\) are Pauli matrices in spin and sublattice space, respectively. This way, each phase corresponds to a particular non-zero expectation value of a fermion bi-
linear \(\sum_{\vec{k}} \Psi_{\vec{k}}^\dagger \hat{d}(\vec{k}) \Psi_{\vec{k}},\) where \(\hat{d}(\vec{k}) \propto r^2\) for the CDW and QAH, \(\hat{d}(\vec{k}) \propto \sigma^3 r^3\) for SDW and QSH. A detailed study of the free-energy at \(T = 0\) and its saddle point solutions \[13\] produces the phase diagram shown in Fig. 4.

In addition to the ordinary CDW and SDW insulating pha-
ses, there is a phase for \(V_2 > V_{2c} \approx 1.2t\) in which the 4-vector is purely imaginary (as in the spinless case), collinear, and staggered from one sublattice to the next: \(\langle \chi^\mu_{i+b,j} \rangle = -\langle \chi^\mu_{i+b,-j} \rangle\), and both QAH and QSH are equally favorable ground states, having identical free ener-
gies within mean-field theory. Additionally, there is no

coeexistence of both QAH and QSH phases; indeed, a Landau-Ginzburg treatment in this region explicit-
ly shows the absence \(SO(4)\) symmetry of the vector \(\chi^\mu\).

This occurs due to the difference of the manner in which \(\chi^0\) and \(\hat{\chi}\) are coupled to the fermionic fields - which favors either a phase with broken \(Z_2\) symmetry (QAH) or with broken \(SU(2)\) symmetry, but never both simultaneously.

![Phase diagram for spinless fermions \((t = 1)\). The semi-metallic (SM) state that occurs at weak-coupling is separated from the CDW and the topological QAH states via a continuous transition (blue curve). The line separating the QAH and CDW marks a first-order transition (shown in red), which terminates at a bi-critical point.](image)
Quantum fluctuations, however, lift the mean-field degeneracy between the QAH and QSH phases. To quadratic order in quantum fluctuations (RPA) about the QSH phase, we obtain an effective action $S_{eff} = \sum_\mathbf{k} \delta \chi^\mu(\mathbf{k}, \Omega) K_{\mu\nu}(\mathbf{k}, \Omega) \delta \chi^\nu(-\mathbf{k}, -\Omega)$ which shows the presence of six modes (2 longitudinal and 4 transverse modes), and 2 of the transverse modes correspond to degenerate Goldstone modes whose velocity is proportionality to the Fermi velocity $v = v_F = 3t/2|a|$. Thus, the zero-point motion associated with these gapless modes, lowers the free energy of the QSH state relative to the QAH state.

Renormalization Group Analysis - Mean field theory generally starts with a given, in a sense, biased Ansatz, and investigate the self-consistency of the mean field solution. Therefore, it is important to investigate the topological Mott states with a method without any a priori bias. Next we go beyond mean-field theory and RPA using the temperature(T)-flow functional renormalization group (fRG)[21][22]. In this scheme, we discretize the $\mathbf{k}$-dependence of the interaction and consider all possible scattering processes between a set of initial and final momenta that occur between points on rings around the Dirac points (inset of Fig. 3). Starting with $T_0 \sim 2t$, the temperature $T$ is lowered, and a flowing (renormalized) interaction $V_T$ is obtained by the coupled summation of the T-derivatives of all one-loop channels. Due to this, the method is unbiased and goes beyond the mean-field-level. Applying the scheme to the Hamiltonian, Eq. 5, we search for flows to strong coupling, where for a low temperature $T_c$ certain components of $V_T$ become large. Then the approximations break down, and the flow is stopped. Information on the low-T state is obtained from analyzing which coupling functions grow most strongly and from susceptibilities for static external fields coupling to the various order parameters. In this scheme, a tendency towards ordering at a finite vector $\mathbf{Q}$ can be detected as a growth of the associated vertex $V_T$. However, we have found that largest couplings occur at $\mathbf{Q} = 0$, which strongly supports the mean-field results presented above.

For onsite and nearest-neighbor repulsions $U > U_c \approx 3.6t$ and $V_1 > V_{1c} \approx 1.2t$, the flow to strong coupling is either an SDW instability for dominant $U$ or a CDW instability for dominant $V_1$, in good agreement with a 1/N-study[23] and Quantum-Monte-Carlo[17]. For more details, see Ref. 23. If we include a sufficiently strong second-nearest-neighbor repulsion $V_2 > 1.6t$, the flows change qualitatively; there is a leading growth of the QSH susceptibility. In Fig. 4(a) and b) we compare the $T$-flows of various susceptibilities for $V_1 > V_2$ and for $V_2 > V_1$. For the latter case, the QSH susceptibility grows most strongly toward low $T$, followed by the QAH susceptibility, which is consistent with the RPA treatment of the Goldstone modes in the QSH. The QSH phase resembles Mott instability even when a moderate onsite interaction of $U = t$ or $U = 2t$ is introduced. Hence the global structure of the mean-field phase diagram is confirmed by the fRG results. Note however that the slope of the lines of critical $V_1$ versus $V_2$ differs. We interpret this a competition effect captured by the fRG, where $V_2$ decreases the CDW tendencies induced by $V_1$.

Discussion - We have shown that topological phases displaying the QAH and QSH effects can be generated from strong interactions - thus, we refer to these phases as topological Mott insulators. Both phases have associated with them conventional order parameters which develop continuously at the quantum critical phase transition from the semi-metallic state. However, these states are also described by topological quantum numbers which jump discontinuously at the transition. Although the interaction strengths needed to produce these phases are
strong, we expect that our mean-field, RPA and fRG treatment to provide strong evidence for the existence of a topological Mott insulator: the Stoner criterion, which states that perturbation theory breaks down when interaction strengths are comparable to the inverse of the effective DOS, suggests that perturbation theory is more robust in our system due to the vanishing of the DOS at the Fermi points. An open issue remains to find other possible realizations of the phases described here. Furthermore, the nature of the low energy effective coupling of the gapless bulk Goldstone modes with the gapless edge degrees of freedom, and the possibility of fractionalized excitations in these phases are interesting open issues that we leave for future work.
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