Abstract. The solvability in Sobolev spaces is proved for divergence form complex-valued higher order parabolic systems in the whole space, on a half space, and on a Reifenberg flat domain. The leading coefficients are assumed to be merely measurable in one spatial direction and have small mean oscillations in the orthogonal directions on each small cylinder. The directions in which the coefficients are only measurable vary depending on each cylinder. The corresponding elliptic problem is also considered.
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1. Introduction

We study the solvability in Sobolev spaces for parabolic operators in divergence form of order $2m$

$$u_t + (-1)^m \mathcal{L} u := u_t + (-1)^m \sum_{|\alpha| \leq m, |\beta| \leq m} D^\alpha (a_{\alpha\beta} D^\beta u),$$

(1.1)

where $\alpha$ and $\beta$ are multi-indices, $a_{\alpha\beta} = [a_{ij}^{\alpha\beta}(x)]_{i,j=1}^n$ are $n \times n$ complex matrix-valued functions, and $u$ is a complex vector-valued function. As
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usual, for $\alpha = (\alpha_1, \ldots, \alpha_d)$, we write
\[ D^\alpha u = D^\alpha_1 \ldots D^\alpha_d u. \]

All the coefficients are assumed to be bounded and measurable, and $L$ is uniformly elliptic; cf. (2.1). In the case that all the coefficients and functions involved are independent of the time variable, we also deal with elliptic operators in divergence form of order $2m$ as in (1.1) without the $u_t$ term.

Our first focus in this paper is to find minimal regularity assumptions on coefficients for the $L^p$-solvability of higher order elliptic and parabolic systems. In other words, we prove that there exist unique solutions in Sobolev spaces (e.g., $W^m_p(\Omega)$, $1 < p < \infty$ in the elliptic case) to higher order elliptic and parabolic systems with coefficients having less regularity assumptions than those available in the literature. We call the class of coefficients in the paper *variably partially BMO coefficients*, the key feature of which is that, on each cylinder (or ball in the elliptic case), the coefficients are allowed to have no regularity assumptions (i.e., merely measurable) in one spatial direction. If we name the spatial direction *the measurable direction*, variably partially VMO coefficients mean that, for each small cylinder, there exists a measurable direction, which may depend only on the cylinder, such that coefficients are allowed to be merely measurable in that direction and have small mean oscillations in the orthogonal directions. See Section 2 for a precise formulation of the assumption. This class of coefficients was first introduced by N. V. Krylov about two years ago in [29] in the context of second order elliptic equations in non-divergence form. The same class of coefficients is studied in [15] for second order elliptic and parabolic systems in divergence form defined in the whole space. See also a more recent paper [6] for second order elliptic equations without lower-order terms and with a symmetric coefficient matrix on a bounded Reifenberg flat domain.

In order to put into perspective the class of coefficients in this paper, let us review very briefly the coefficients for $L^p$-theory of elliptic and parabolic equations/systems studied in the literature. A rather rich collection of papers about $L^p$-theory is devoted to the study of equations with *constant or uniformly continuous coefficients*. For instance, see [3, 1, 33] for elliptic systems and [37, 30, 18] for parabolic systems. There are also a large number of papers concerning equations with discontinuous coefficients. An important example of discontinuous coefficients is a family of functions with vanishing mean oscillations (VMO), which was firstly considered in [9, 7, 12] for second order elliptic and parabolic equations. With this class of coefficients, $L^p$-estimates for higher order equations have been obtained in [10], [21], [34], [35] and [32]. We also refer the reader to [31] for elliptic equations with piecewise constant coefficients, and [11] for results of elliptic equations with measurable coefficients for a restricted range of $m$ or $p$, and [13, 2] for Hölder estimates of systems with uniformly continuous or VMO coefficients, as well as [5] for a result of fourth order elliptic equations in nonsmooth domains.
Recently, in [16] we considered higher order systems in both divergence and non-divergence form with coefficients having locally small mean oscillations with respect to the spatial variables (and measurable in the time variable in the parabolic case). We call coefficients in [16] BMO coefficients, the class of which includes VMO coefficients as a proper subset. In this paper the coefficients also have small mean oscillations, but need no regularity assumptions in one spatial direction (determined locally). Thus especially in the elliptic case the coefficients here are strictly more general than those studied in [16]. For the parabolic case, once a measurable direction is determined on each cylinder, the coefficients are required to have small mean oscillations in the orthogonal directions, which include the time direction, whereas the coefficients in [16] are merely measurable in time, but have small mean oscillations in all the spatial directions. Thus the two classes of coefficients here and in [16] are not mutually inclusive.

Our second focus in this paper is to examine the $L^p$-solvability of elliptic and parabolic systems in various domains. We first deal with systems in the whole space, where interior $L^p$-estimates are the key ingredients. Then we prove the solvability of systems defined on a half space, where we obtain boundary $L^p$-estimates. As usual, combining the interior and boundary $L^p$-estimates yields the solvability of systems defined on a domain as long as the boundary is regular, for instance, if the domain is a Lipschitz domain with a small Lipschitz constant. Indeed, in [16] elliptic and parabolic systems with BMO coefficients are studied in the whole space, on a half space, and on a Lipschitz domain. Here we further examine the $L^p$-solvability of systems with variably partially BMO coefficients defined on Reifenberg flat domains (possibly unbounded), which are more general than Lipschitz domains. As is well known, at small scales the boundary of a Reifenberg flat domain can be approximated by hyper-planes. We remark that, for the Reifenberg flat domain case, on each small cylinder centered at the boundary, we assume that coefficients are merely measurable in the direction normal to the approximating hyper-plane.

In the half space case, compared to previous results in [22, 23, 14] for second order equations, one of the virtues of our results is that on each small cylinder centered on the boundary, we do not require the measurable direction to be exactly perpendicular to the boundary, but allow it to be sufficiently close to the normal direction. To this end, our proof is founded on a delicate cutoff argument combined with a higher order Hardy-type inequality; see Lemma 7.9. Indeed, due to the nature of the boundary of Reifenberg flat domains, studying the half space case with almost normal measurable directions is readily applied to obtaining the key estimates for systems on Reifenberg flat domains with variably partially BMO coefficients. For further discussions about equations/systems on Reifenberg flat domains, see Section 8.
The results in this paper and in \cite{16} imply several generalizations of the interior Hölder estimate for higher order elliptic equations with VMO coefficients proved in \cite{2} Proposition 50. Indeed, by the Sobolev imbedding theorem, we obtain both interior and boundary Hölder estimates for higher order elliptic and parabolic systems with coefficients in \cite{16} and with coefficients considered in this paper.

It is worth mentioning that we impose the uniform ellipticity condition in this paper, while the main results in \cite{16} are established under a slightly weaker Legendre-Hadamard ellipticity condition. Because the coefficients are measurable in one spatial variable, when getting the $L_2$-estimates (or equivalently the Gårding inequality) the Fourier transform method used in \cite{16} is not applicable here. This is the only place where the uniform ellipticity condition plays its role.

Our proofs for the whole space and half space cases are in the spirit of \cite{27}, in which the author gave a novel method of studying $L_p$ estimates of second order elliptic and parabolic equations in the whole space with rough coefficients. Differed from the arguments in \cite{9,12,10,35}, which are based on singular integrals and commutator estimates, the crucial step in \cite{27} is to establish certain interior mean oscillation estimates of solutions to equations with ‘simple’ coefficients, which are measurable in some directions and independent of the others. As a consequence, VMO coefficients are treated in a rather straightforward way. The method in \cite{27} was later further developed in a series of papers \cite{28,22,23,24,25,29,17,15,13} on $L_p$-estimates of second order equations with rather general discontinuous coefficients.

One of the main differences in our study between second order equations and higher order equations is the following. As is explained in \cite{22,23,14}, when dealing with second order equations (or systems) on a half space with homogeneous Dirichlet or Neumann boundary conditions, we used the odd and even extension techniques by observing that the odd or even extension of the solution satisfies the equation extended in the whole space. Then we were able to rely on the fact that the coefficients are allowed to be merely measurable in one spatial direction. Thus the boundary $L_p$-estimates were derived almost immediately from interior estimates. However, the extension techniques do not work for higher order equations or systems, since in general extensions over the whole space do not satisfy the extended equations and, in the non-divergence case, they do not even belong to the correct solution spaces. Because of this, in this paper we use a modified version of a generalized Fefferman-Stein Theorem developed in \cite{29} in order to produce boundary mean oscillation estimates of solutions. This approach for boundary $L_p$-estimates is applicable to a wide class of equations or systems.

Another worth noting difference comparing to second order equations is in the proof of interior Hölder estimates; see Lemmas 4.5 and 4.6. To get around the lack of regularity of $D_1 u$, the main idea in \cite{15} is to estimate instead the interior Hölder norm of certain linear combination of derivatives of the solution which in particular contains $D_1 u$. For higher order systems,
the proof is more involved and we also make use of some $L_p$ estimate of a
one dimensional problem; see Lemma 4.3.

A brief outline of the paper: We introduce some notation and state the
main theorems in the next section. Section 3 is devoted to some auxiliary
results including the $L_2$-estimates. In Section 4 we prove some Hölder esti-
mates. We obtain the interior mean oscillation estimates in Section 5 and
prove the solvability of systems in the whole space, i.e. Theorem 2.2, in Sec-
tion 6. In Section 7, we establish several boundary estimates including the
boundary mean oscillation estimates and prove the solvability of systems on
a half space, i.e. Theorem 2.4. Finally we deal with parabolic and elliptic
systems on a Reifenberg flat domain in Section 8.

2. Main results

Before we state our assumptions and main theorems, we introduce some
necessary notation. By $\mathbb{R}^d$ we mean a $d$-dimensional Euclidean space, a point
in $\mathbb{R}^d$ is denoted by $x = (x_1, \ldots, x_d) = (x_1, x')$, and $\{e_j\}_{j=1}^d$ is the standard
basis of $\mathbb{R}^d$. Let $\mathbb{R}^{d+1} := \mathbb{R} \times \mathbb{R}^d = \{(t, x) : t \in \mathbb{R}, x \in \mathbb{R}^d\}$. Throughout the
paper, $\Omega$ indicates an open set in $\mathbb{R}^d$ and $\Omega_T := (-\infty, T) \times \Omega \subset \mathbb{R}^{d+1}$. For
vectors $\xi, \eta \in \mathbb{C}^n$, we denote $(\xi, \eta) = \sum_{i=1}^n \xi_i \overline{\eta_i}$. For a function $f$
deﬁned on a subset $D$ in $\mathbb{R}^{d+1}$, we set $(f)_{D} = \frac{1}{|D|} \int_D f(t, x) \, dx \, dt = \int_D f(t, x) \, dx \, dt$,
where $|D|$ is the $d + 1$-dimensional Lebesgue measure of $D$.

Throughout the paper, we assume that the $n \times n$ complex-valued coefﬁ-
cient matrices $a_{\alpha\beta}$ are measurable and bounded, and the leading coefﬁ-
cients $a_{\alpha\beta}$, $|\alpha| = |\beta| = m$, satisfy an ellipticity condition. More precisely, we
assume the following.

(1) There exists a constant $\delta \in (0, 1)$ such that the leading coefﬁ-
cients $a_{\alpha\beta}$, $|\alpha| = |\beta| = m$, are bounded by $\delta^{-1}$ and satisfy
\begin{equation}
\delta |\xi|^2 \leq \sum_{|\alpha| = |\beta| = m} \Re(a_{\alpha\beta}(t, x)\xi_\beta, \xi_\alpha) \leq \delta^{-1} |\xi|^2 \tag{2.1}
\end{equation}
for any $(t, x) \in \mathbb{R}^{d+1}$ and $\xi = (\xi_\alpha)_{|\alpha| = m}, \xi_\alpha \in \mathbb{C}^n$. Note that $\xi$
can be considered as a vector in $\mathbb{C}^{n \times \tbinom{m+d-1}{d-1}}$ where
\begin{equation}
\begin{pmatrix}
m + d - 1 \\
d - 1
\end{pmatrix} = \sum_{|\alpha| = m} 1 = \frac{(m + d - 1)!}{m!(d-1)!}.
\end{equation}

Here we use $\Re(f)$ to denote the real part of $f$.

(2) All the lower-order coefﬁcients $a_{\alpha\beta}$, $|\alpha| \neq m$ or $|\beta| \neq m$, are bounded
by a constant $K \geq 1$.
In this paper we define $C$ as a closed interval should be replaced by a half-open or open interval. Finally, we set $\mathcal{H}(x, x')$ be the collection of infinitely differentiable functions with compact support.

On the leading coefficients we impose a very mild regularity assumption, throughout the paper we write $\{\mathcal{H}_p \} \subset \mathcal{H}_p \subset \mathcal{H}$, where $\gamma \in (0, 1)$, which will be specified later. To state this assumption, throughout the paper we write $\{\mathcal{H}_p \} = \{ \mathcal{H}_p \}_{\gamma} \subset \mathcal{H}_p \subset \mathcal{H}$. For a linear map $\mathcal{T}$ from $\mathbb{R}^d$ to $\mathbb{R}^d$, we write $\mathcal{T} = \mathcal{T}_0$ if $\mathcal{T}$ is of the form $\mathcal{T}(x) = \rho x + \xi$.

where $\rho$ is a $d \times d$ orthogonal matrix and $\xi \in \mathbb{R}^d$.

**Assumption 2.1** ($\gamma$). There is a constant $R_0 \in (0, 1]$ such that, for each parabolic cylinder $Q := (t_0 - r^{2m}, t_0) \times B_r(x_0)$ with $r \leq R_0$, one can find $\mathcal{T}_Q \in \mathcal{O}$ and coefficient matrices $\{\bar{a}_{\alpha\beta}\}_{|\alpha| = |\beta| = m} \in \mathcal{A}$ satisfying

$$\sup_{|\alpha| = |\beta| = m} \int_{Q} |\bar{a}_{\alpha\beta}(t, x) - \bar{a}_{\alpha\beta}(y_1)| dx \leq \gamma |Q|,$$

where $y = \mathcal{T}_Q(x)$.

Let us introduce some function spaces utilized throughout the paper. We define the solution spaces $\mathcal{H}_p^m((S, T) \times \Omega)$ as follows. For a domain $\Omega$ in $\mathbb{R}^d$, we set

$$\mathcal{H}_p^m((S, T) \times \Omega) = \left\{ f : f = \sum_{|\alpha| \leq m} D^\alpha f_\alpha, \quad f_\alpha \in L_p((S, T) \times \Omega) \right\},$$

$$\|f\|_{\mathcal{H}_p^m((S, T) \times \Omega)} = \inf \left\{ \sum_{|\alpha| \leq m} \|f_\alpha\|_{L_p((S, T) \times \Omega)} : f = \sum_{|\alpha| \leq m} D^\alpha f_\alpha \right\}.$$

Then

$$\mathcal{H}_p^m((S, T) \times \Omega) = \left\{ u : u \in \mathcal{H}_p^m((S, T) \times \Omega), D^\alpha u \in L_p((S, T) \times \Omega), 0 \leq |\alpha| \leq m \right\},$$

$$\|u\|_{\mathcal{H}_p^m((S, T) \times \Omega)} = \|u_t\|_{\mathcal{H}_p^m((S, T) \times \Omega)} + \sum_{|\alpha| \leq m} \|D^\alpha u\|_{L_p((S, T) \times \Omega)}.$$

In this paper $u \in C^\infty_{10, \infty}(\mathcal{D})$ means that $u$ is infinitely differentiable on $\mathcal{D}$, where $\mathcal{D}$ is a subset of either $\mathbb{R}^{d+1}$ or $\mathbb{R}^d$. As usual, $C^\infty_{0, \infty}(\mathcal{D})$ means the collection of infinitely differentiable functions with compact support $\subset \mathcal{D}$. We define $C^\infty_{0, \infty}([S, T] \times \Omega)$ to be the collection of infinitely differentiable functions $\phi(t, x)$ defined on $[S, T] \times \Omega$ such that, for each $t \in [S, T]$, $\phi(t, \cdot) \in C^\infty_{0, \infty}(\Omega)$. The reader understands that if either $S$ or $T$ is infinity, then the closed interval should be replaced by a half-open or open interval. Finally, we set $\mathcal{H}_p^m((S, T) \times \Omega)$ to be the closure of $C^\infty_{0, \infty}([S, T] \times \Omega)$ in $\mathcal{H}_p^m((S, T) \times \Omega)$. 

Now we state the main result concerning parabolic systems in divergence form defined in the whole space.

**Theorem 2.2.** Let $\Omega = \mathbb{R}^d$, $p \in (1, \infty)$, $T \in (-\infty, +\infty]$, and $f_\alpha = (f_\alpha^1, \ldots, f_\alpha^n)^T \in L^p(\Omega_T)$, $|\alpha| \leq m$. Then there exists a constant $\gamma = (d, n, m, p, \delta)$ such that, under Assumption 2.1, the following hold true.

(i) For any $u \in H^m_\alpha(\Omega_T)$ satisfying (2.2),

$$
\sum_{|\alpha| \leq m} \lambda^{|\alpha|} \|D^\alpha u\|_{L^p(\Omega_T)} \leq N \sum_{|\alpha| \leq m} \lambda^{|\alpha|} \|f_\alpha\|_{L^p(\Omega_T)},
$$

provided that $\lambda \geq \lambda_0$, where $N$ and $\lambda_0 \geq 0$ depend only on $d$, $n$, $m$, $p$, $\delta$, $K$ and $R_0$.

(ii) For any $\lambda > \lambda_0$, there exists a unique $u \in H^m_\alpha(\Omega_T)$ satisfying (2.3).

(iii) If all the lower-order coefficients of $\mathcal{L}$ are zero and the leading coefficients are measurable functions of $x_1 \in \mathbb{R}$ only, then one can take $\lambda_0 = 0$.

Our next result is about the Dirichlet problem on a half space. For this, we impose the following assumption, where the parameter $\gamma \in (0, 1/4)$ is to be determined later. Set $\mathbb{R}^d_+ = \{(x_1, x') \in \mathbb{R}^d : x_1 > 0\}$ and $\mathbb{R}^{d+1}_+ = \mathbb{R} \times \mathbb{R}^d_+$.

**Assumption 2.3 (γ).** There is a constant $R_0 \in (0, 1]$ such that the following holds with $Q := (t_0 - r^{2m}, t_0) \times B_r(x_0)$.

i) For any $x \in \mathbb{R}^d_+$, $t \in \mathbb{R}$ and any $r \in (0, \min\{R_0, \text{dist}(x, \partial \Omega)\})$ so that $Q \subset \mathbb{R}^{d+1}_+$, one can find $T_Q \in \mathcal{O}$ and coefficient matrices $(\bar{a}_{\alpha\beta})_{|\alpha| = |\beta| = m} \in \mathcal{A}$ satisfying (2.2).

ii) For any $x \in \partial \mathbb{R}^d_+$, $t \in \mathbb{R}$ and any $r \in (0, R_0]$, one can find $T_Q \in \mathcal{O}$ satisfying $\rho_{11} \geq \cos(\gamma/2)$ and coefficient matrices $(\bar{a}_{\alpha\beta})_{|\alpha| = |\beta| = m} \in \mathcal{A}$ satisfying (2.2).

With a sufficiently small $\gamma$, the condition $\rho_{11} \geq \cos(\gamma/2)$ means that at any boundary point the $y_1$-direction is sufficiently close to the $x_1$-direction, i.e., the normal direction of the boundary.

**Theorem 2.4.** Let $\Omega = \mathbb{R}^d_+$, $p \in (1, \infty)$, $T \in (-\infty, +\infty]$ and

$$
f_\alpha = (f_\alpha^1, \ldots, f_\alpha^n)^T \in L^p(\Omega_T), \quad |\alpha| \leq m.
$$

Then there exists a constant $\gamma = \gamma(d, n, m, p, \delta)$ such that, under Assumption 2.3, the following hold true.

(i) For any $u \in H^m_\alpha(\Omega_T)$ satisfying

$$
u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
$$

(2.5)
in $\Omega_T$, we have
\[
\sum_{|\alpha| \leq m} \lambda^{1-\frac{|\alpha|}{2m}} \|D^\alpha u\|_{L^p(\Omega_T)} \leq N \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{m}} \|f_\alpha\|_{L^p(\Omega_T)},
\]
provided that $\lambda \geq \lambda_0$, where $N$ and $\lambda_0 \geq 0$ depend only on $d$, $n$, $m$, $p$, $\delta$, $K$ and $R_0$.

(ii) For any $\lambda > \lambda_0$, there exists a unique $u \in \mathcal{H}^m_p(\Omega_T)$ satisfying (2.5).

(iii) If all the lower-order coefficients of $\mathcal{L}$ are zero and the leading coefficients are measurable functions of $x_1 \in \mathbb{R}$ only, then one can take $\lambda_0 = 0$.

Solutions of (2.5) or (8.2) below are understood in the weak sense: we say $u \in \mathcal{H}^m_p((S, T) \times \Omega)$ satisfies (2.5) in $(S, T) \times \Omega$ if
\[
\int_\Omega \phi(T, \cdot) \cdot u(T, \cdot) \, dx - \int_S^T \int_\Omega \phi_t \cdot u \, dx \, dt
\]
\[+ \sum_{|\alpha| \leq m, |\beta| \leq m} \int_S^T \int_\Omega \left( (-1)^{|\alpha|} D^\alpha \phi \cdot a_{\alpha\beta} D^\beta u + \lambda \phi \cdot u \right) \, dx \, dt \]
\[= \sum_{|\alpha| \leq m} \int_S^T \int_\Omega (-1)^{|\alpha|} D^\alpha \phi \cdot f_\alpha \, dx \, dt + \int_\Omega \phi(S, \cdot) \cdot u(S, \cdot) \, dx
\]
for any test function $\phi = (\phi^1, \phi^2, \ldots, \phi^n) \in C_0^\infty([S, T] \times \Omega)$. If $S = -\infty$ or $T = \infty$, we assume $\phi(-\infty, \cdot) = 0$ or $\phi(\infty, \cdot) = 0$, respectively.

Remark 2.5. The ellipticity condition (2.1) can be relaxed to a weaker condition
\[
\delta \sum_{j=1}^d |\xi_{me_j}|^2 \leq \sum_{|\alpha| = |\beta| = m} \Re(a_{\alpha\beta}(t, x)\xi_\beta, \xi_\alpha) \leq \delta^{-1} |\xi|^2. \tag{2.6}
\]
For instance, when $d = m = 2$ the operator $\mathcal{L} = D^4_1 + D^4_2$ satisfies (2.6) with $\delta = 1$, but is not elliptic in the sense of (2.1). However, the condition (2.1) has the advantage that it is invariant under orthogonal transformations of the coordinates. We claim that any operator $\mathcal{L}$ satisfying (2.6) can be rewritten into another divergence form operator which satisfies (2.1) with a possibly different $\delta$. In the above example, one way is to write
\[
D^4_1 u + D^4_2 u = D^4_1 u + D^4_2 u - D^2_1 (D^2_2 u) + D_1 (D_{12} u).
\]
The symbol of the right-hand side is
\[
\xi^2_{(2,0)} + \xi^2_{(0,2)} - \xi_{(2,0)} \xi_{(0,2)} + \xi^2_{(1,1)},
\]
which obviously satisfies (2.1) with $\delta = 1/2$.

The claim is a simple consequence of the following observation. We only consider the case $d = 2$. The general case follows from an induction using
linear interpolations to cover the convex hull of \(d\) vertices. For simplicity, we also assume \(n = 1\) and everything is real. First, it is easy to check that

\[
\sum_{j=0}^{m-1} 2^{j^2} \xi_{(j,m-j)}^2 - \sum_{j=1}^{m} 2^{j^2} \xi_{(j-1,m-j+1)} \xi_{(j+1,m-j-1)} \geq \sum_{j=0}^{m} 2^{j^2-1} \xi_{(j,m-j)}^2 - \sum_{j=1}^{m} 2^{j^2} \xi_{(j-1,m-j+1)} \xi_{(j+1,m-j-1)} \geq \sum_{j=0}^{m} 2^{j^2-1} \xi_{(j,m-j)}^2.
\]

Therefore, there exist \(\varepsilon = \varepsilon(m) > 0\) and \(\delta_1 = \delta_1(m) > 0\) such that

\[
\sum_{j=1}^{2} |\xi_{mej}|^2 + \varepsilon \sum_{j=1}^{m-1} \left( 2^{j^2} \xi_{(j,m-j)}^2 - 2^{j^2} \xi_{(j-1,m-j+1)} \xi_{(j+1,m-j-1)} \right) \geq \delta_1 |\xi|^2.
\]

Then suppose \(L\) satisfies (2.6). Using the fact that

\[
D_{(j,m-j)} D_{(j,m-j)} = D_{(j-1,m-j+1)} D_{(j+1,m-j-1)},
\]

we then rewrite \(L\) as

\[
L + \varepsilon \sum_{j=1}^{m-1} \left( 2^{j^2} D_{(j,m-j)} D_{(j,m-j)} - 2^{j^2} D_{(j-1,m-j+1)} D_{(j+1,m-j-1)} \right),
\]

which satisfies (2.1) with \(\delta \delta_1\) in place of \(\delta\). This completes the proof of the claim. Note that the leading coefficients of the new operator satisfy the same regularity assumption as those of \(L\). Therefore, the results of our main theorems still hold true under the condition (2.6).

3. Some auxiliary estimates

In this section we consider operators without lower-order terms. Denote

\[
L_0 u = \sum_{|\alpha| = |\beta| = m} \frac{D^\alpha (a_{\alpha\beta} D^\beta u)}{m!}.
\]

3.1. \(L_2\)-estimates. The first result is the classical \(L_2\)-estimate for parabolic operators in divergence form with measurable coefficients. We give a sketched proof for the sake of completeness.

**Theorem 3.1.** Let \(T \in (-\infty, \infty]\) and \(\Omega = \mathbb{R}^d\). There exists \(N = N(d, m, n, \delta)\) such that, for any \(\lambda \geq 0\),

\[
\sum_{|\alpha| \leq m} \lambda^{1-|\alpha|/m} \|D^\alpha u\|_{L_2(\Omega_T)} \leq N \sum_{|\alpha| \leq m} \lambda^{1-|\alpha|/m} \|f_\alpha\|_{L_2(\Omega_T)}, \quad (3.1)
\]
provided that \( u \in H^m_2(\Omega_T), f_\alpha \in L_2(\Omega_T), |\alpha| \leq m, \) and
\[
u_t + (-1)^m L_0 u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\] (3.2)
in \( \Omega_T \). Furthermore, for any \( \lambda > 0 \) and \( f_\alpha \in L_2(\Omega_T), |\alpha| \leq m, \) there exists a unique solution \( u \in H^m_2(\Omega_T) \) to the equation (3.2).

**Proof.** By the method of continuity and a standard density argument, it suffices to prove the estimate (3.1) for \( u \in C^{\infty}_0((\mathbb{R} \times \Omega) \times \Omega_T) \). From the equation, it follows that
\[
\int_{\Omega_T} \left[ (u, u_t) + (D^\alpha u, a_{\alpha \beta} D^\beta u) + \lambda |u|^2 \right] \, dx \, dt
= \sum_{|\alpha| \leq m} (1-1)^{|\alpha|} \int_{\Omega_T} (D^\alpha u, f_\alpha) \, dx \, dt.
\] (3.3)

By the uniform ellipticity (2.1), we get
\[
\delta \int_{\Omega_T} |D^m u|^2 \, dx \, dt \leq \int_{\Omega_T} \Re(a_{\alpha \beta} D^\beta u, D^\alpha u) \, dx \, dt.
\]

We also have
\[
\int_{\Omega_T} \Re(u, u_t) \, dx \, dt = \frac{1}{2} \int_{\mathbb{R}^d} |u|^2(T, x) \, dx \geq 0.
\]

Hence, for any \( \varepsilon > 0, \)
\[
\delta \int_{\Omega_T} |D^m u|^2 \, dx \, dt + \lambda \int_{\Omega_T} |u|^2 \, dx \, dt \leq \sum_{|\alpha| \leq m} (1-1)^{|\alpha|} \int_{\Omega_T} \Re(D^\alpha u, f_\alpha) \, dx \, dt
\]
\[
\leq \varepsilon \sum_{|\alpha| \leq m} \lambda^{\frac{m-|\alpha|}{m}} \int_{\Omega_T} |D^\alpha u|^2 \, dx \, dt + N\varepsilon^{-1} \sum_{|\alpha| \leq m} \lambda^{-\frac{m-|\alpha|}{m}} \int_{\Omega_T} |f_\alpha|^2 \, dx \, dt.
\]

To finish the proof, it suffices to use interpolation inequalities and choose \( \varepsilon \) sufficiently small depending on \( \delta, d, m \) and \( n \).

We also have the following local \( L_2 \)-estimate, where for a later use we consider only a simple case that the right-hand side of (3.4) is zero.

**Lemma 3.2.** Let \( 0 < r < R < \infty \). Assume \( u \in C^{\infty}_{loc}(\mathbb{R}^{d+1}) \) and
\[
u_t + (-1)^m L_0 u = 0
\] (3.4)
in \( Q_R \). Then there exists a constant \( N = N(d, m, n, \delta) \) such that for \( j = 1, 2, \ldots, m, \)
\[
||D^j u||_{L_2(Q_r)} \leq N(R-r)^{-j} ||u||_{L_2(Q_R)}.
\] (3.5)

**Proof.** First we consider the case \( j = m \). Set
\[
r_0 = r, \quad r_k = r + \frac{R-r}{2^k}, \quad k = 1, 2, \ldots,
\]
\[ s_k = \frac{r_k + r_{k+1}}{2}, \quad k = 0, 1, 2, \ldots. \]

We choose nonnegative real-valued \( \zeta_k(t, x) \in C_0^\infty(\mathbb{R}^{d+1}) \) such that

\[
\zeta_k = \begin{cases} 
1 & \text{on } Q_{r_k}, \\
0 & \text{on } \mathbb{R}^{d+1} \setminus (s_k^{2m}, s_{k+1}^{2m}) \times B_{s_k},
\end{cases}
\]

and

\[
|\zeta_k| \leq N \frac{2^{2mk}}{(R - r)^{2m}}, \quad |D^l \zeta_k| \leq N \frac{2^l}{(R - r)^l}, \quad l = 0, 1, \ldots, m. \tag{3.6}
\]

By applying \( \zeta_k^2 \) as a test function to the system (3.4) we get

\[
\int_{Q_R} (\zeta_k^2, \zeta_k) \, dx \, dt + \int_{Q_R} \left( D^\alpha (\zeta_k^2), a_{\alpha \beta} D^\beta u \right) \, dx \, dt = 0. \tag{3.7}
\]

Note that

\[
\int_{Q_R} (\zeta_k^2, u_t) \, dx \, dt = \int_{B_R} |\zeta_k|^2(0, x) \, dx - \int_{Q_R} (\zeta_k, u \zeta_k^2) \, dx \, dt
\]

\[
- \int_{Q_R} 2 \zeta_k(\zeta_k)_t |u|^2 \, dx \, dt,
\]

which shows that

\[
\Re \int_{Q_R} (\zeta_k^2, u_t) \, dx \, dt = \frac{1}{2} \int_{B_R} |\zeta_k|^2(0, x) \, dx - \int_{Q_R} \zeta_k(\zeta_k)_t |u|^2 \, dx \, dt. \tag{3.8}
\]

On the other hand, by Leibniz’s rule

\[
\int_{Q_R} \left( D^\alpha (\zeta_k^2), a_{\alpha \beta} D^\beta u \right) \, dx \, dt = \int_{Q_R} \left( \zeta_k D^\alpha u, a_{\alpha \beta} \zeta_k D^\beta u \right) \, dx \, dt
\]

\[
+ \int_{Q_R} \sum_{\alpha_1 + \alpha_2 = \alpha, |\alpha_2| < m} c_{\alpha_1, \alpha_2} (D^{\alpha_1} \zeta_k^2) (D^{\alpha_2} u, a_{\alpha \beta} D^\beta u) \, dx \, dt := I_1 + I_2. \tag{3.9}
\]

where \( \alpha_1, \alpha_2 \) are multi-indices, and \( c_{\alpha_1, \alpha_2} \) are corresponding appropriate constants. By the ellipticity condition (2.1), it follows that

\[
\Re(I_1) = \int_{\mathbb{R}_0^d} \Re \left( \zeta_k D^\alpha u, a_{\alpha \beta} \zeta_k D^\beta u \right) \, dx \, dt \geq \delta \int_{\mathbb{R}_0^d} |\zeta_k D^m u|^2 \, dx \, dt. \tag{3.10}
\]

Here, we recall \( \mathbb{R}_0^d = (-\infty, 0) \times \mathbb{R}^d \). To estimate \( I_2 \), we first see that \( Q_R \) and \( u \) in the integrals can be replaced by \( \mathbb{R}_0^d \) and \( \zeta_k^{2m} \), respectively. Then using (3.6), we have

\[
|I_2| \leq N \sum_{l=0}^{m-1} \sum_{|\alpha_2| = l, |\beta| = m-l} \frac{2^l}{(R - r)^{m-l}} \int_{\mathbb{R}_0^d} |D^{\alpha_2} (\zeta_k^{k+1})||D^\beta (\zeta_k^{k+1})| \, dx \, dt := I_3.
\]

Set

\[
B = \|u\|_{L_2(Q_R)}^2.
\]
Combining (3.7), (3.8), (3.9), and (3.10) as well as using the inequality for \((\zeta_k)_t\) in (3.6), we obtain
\[
\delta \int_{\mathbb{R}^d} |\zeta_k D^m u|^2 \, dx \, dt \leq N \frac{2^{2mk}}{(R-r)^{2m}} B + I_3. \tag{3.11}
\]

To estimate \(I_3\), using Young’s inequality we observe that, for each \(0 \leq l \leq m-1\),
\[
\int_{\mathbb{R}^d} |D^l(u\zeta_{k+1})||D^m(u\zeta_{k+1})| \, dx \, dt
\leq \varepsilon \frac{(R-r)^{m-l}}{2^{(m-l)k}} \int_{\mathbb{R}^d} |D^m(u\zeta_{k+1})|^2 \, dx \, dt + \frac{2^{(m-l)k}}{4\varepsilon(R-r)^{m-l}} \int_{\mathbb{R}^d} |D^l(u\zeta_{k+1})|^2 \, dx \, dt,
\]
where \(\varepsilon > 0\) is an arbitrary real number. Furthermore, for \(l = 1, \ldots, m-1\), by interpolation inequalities
\[
\int_{\mathbb{R}^d} |D^l(u\zeta_{k+1})|^2 \, dx \, dt \leq \varepsilon_0 \int_{\mathbb{R}^d} |D^m(u\zeta_{k+1})|^2 \, dx \, dt + N \varepsilon_0^{\frac{l}{l+m}} B,
\]
where we set \(\varepsilon_0 = 4\varepsilon^2(R-r)^{2(m-l)}2^{2(l-m)k}\). Combining the above two inequalities with (3.11) implies
\[
\delta \int_{\mathbb{R}^d} |\zeta_k D^m u|^2 \, dx \, dt \leq \varepsilon \int_{\mathbb{R}^d} |D^m(u\zeta_{k+1})|^2 \, dx \, dt
+ N \left(1 + \sum_{l=0}^{m-1} \varepsilon_0^{\frac{l}{l+m}}\right) \frac{2^{2mk}}{(R-r)^{2m}} B. \tag{3.12}
\]

Now we set
\[
A_k = \int_{\mathbb{R}^d} |D^m(u\zeta_{k})|^2 \, dx \, dt.
\]

To estimate \(A_k\), we use (3.6) and interpolation inequalities to get
\[
\int_{\mathbb{R}^d} |uD^m \zeta_k|^2 \, dx \, dt = \int_{Q_R} |uD^m \zeta_k|^2 \, dx \, dt \leq N \frac{2^{2mk}}{(R-r)^{2m}} B,
\]
and, for \(1 \leq l \leq m-1\),
\[
\int_{\mathbb{R}^d} |D^{m-l} \zeta_k D^l u|^2 \, dx \, dt = \int_{\mathbb{R}^d} |D^{m-l} \zeta_k D^l(u\zeta_{k+1})|^2 \, dx \, dt
\leq N \frac{2^{2(m-l)k}}{(R-r)^{2(m-l)}} \int_{\mathbb{R}^d} |D^l(u\zeta_{k+1})|^2 \, dx \, dt
\leq \varepsilon \int_{\mathbb{R}^d} |D^m(u\zeta_{k+1})|^2 \, dx \, dt + N \varepsilon^{\frac{l}{l+m}} \frac{2^{2mk}}{(R-r)^{2m}} B.
\]

By Leibniz’s rule, we estimate \(A_k\) by
\[
A_k \leq \varepsilon A_{k+1} + N \int_{\mathbb{R}^d} |\zeta_k D^m u|^2 \, dx \, dt + N \frac{2^{2mk}}{(R-r)^{2m}} \sum_{l=0}^{m-1} \varepsilon_0^{\frac{l}{l+m}} B.
\]
This combined with (3.12) shows
\[ A_k \leq \varepsilon A_{k+1} + N \sum_{l=0}^{m-1} \left( \varepsilon \frac{l}{r} + \varepsilon \frac{l+m}{r} \right) \frac{2^{2mk}}{(R-r)^{2m}} B. \]

We multiply both sides of the above inequality by \( \varepsilon^k \) and sum over \( k \) to obtain
\[ \sum_{k=0}^{\infty} \varepsilon^k A_k \leq \sum_{k=1}^{\infty} \varepsilon^k A_k + N \sum_{l=0}^{m-1} \left( \varepsilon \frac{l}{r} + \varepsilon \frac{l+m}{r} \right) (R-r)^{2m} \sum_{k=0}^{\infty} (2^{2m} \varepsilon)^k B. \]

Choose \( \varepsilon = 2^{2m-1} \) and observe that \( \sum_{k=0}^{\infty} \varepsilon^k A_k < \infty \). Then the above inequality gives
\[ A_0 \leq N(R-r)^{-2m} B, \]
which clearly implies the desired inequality (3.5) when \( j = m \).

Since
\[ A_0 = \int_{\mathbb{R}^d_0} |D^m(u\zeta_0)|^2 \, dx \, dt, \]

the proof above shows that
\[ \int_{\mathbb{R}^d_0} |D^m(u\zeta_0)|^2 \, dx \, dt \leq N(d, m, n, \delta)(R-r)^{-2m} \int_{Q_R} |u|^2 \, dx \, dt. \]

Then for \( 0 < j < m \), by interpolation inequalities as well as the above inequality,
\[ \int_{Q_r} |D^j u|^2 \, dx \, dt \leq \int_{\mathbb{R}^d_0} |D^j(u\zeta_0)|^2 \, dx \, dt \leq (R-r)^{-2j} \int_{\mathbb{R}^d_0} |u\zeta_0|^2 \, dx \, dt \\
+ N(R-r)^{2(m-j)} \int_{\mathbb{R}^d_0} |D^m(u\zeta_0)|^2 \, dx \, dt \leq N(R-r)^{-2j} \int_{Q_R} |u|^2 \, dx \, dt, \]

where \( N = N(d, m, n, \delta) \). The lemma is proved. \( \square \)

We are going to use the following Poincaré type inequality, which generalizes a result in [27, Sect. 3]

**Lemma 3.3.** Let \( p \in [1, \infty) \), \( R \in (0, \infty) \), \( u \in C_{\text{loc}}^\infty(\mathbb{R}^{d+1}) \). Suppose that \( u \) satisfies
\[ u_t + (-1)^m \mathcal{L} u = 0 \quad (3.13) \]
in \( Q_R \). Let \( P = P(x) \) be the vector-valued polynomial of order \( m-1 \) such that
\[ (D^k P)_{Q_R} = (D^k u)_{Q_R}, \quad k = 0, 1, \ldots, m-1, \]
and let \( v = u - P \). Then for each \( k = 0, 1, \ldots, m-1 \), we have
\[ \|D^k v\|_{L_p(Q_R)} \leq N R^{m-k} \|D^m u\|_{L_p(Q_R)}, \quad (3.14) \]
where \( N = N(d, m, n, \delta, p) > 0 \).
Proof. By a simple scaling, without loss of generality we may assume that $R = 1$. Take a function $\zeta \in C_0^\infty(B_1)$ with unit integral. For any $k = 0, 1, \ldots, m - 1$ and $t \in (-1, 0)$, let

$$g_k(t) = \int_{B_1} \zeta(y) D^k v(t, y) \, dy.$$

Then for any $t \in (-1, 0)$, by Hölder’s inequality and Poincaré’s inequality, we have

$$\int_{B_1} |D^k v(t, x) - g_k(t)|^p \, dx = \int_{B_1} \left| \int_{B_1} (D^k v(t, x) - D^k v(t, y)) \zeta(y) \, dy \right|^p \, dx$$

$$\leq N \int_{B_1} \int_{B_1} |D^k v(t, x) - D^k v(t, y)|^p \, dy \, dx \leq N \int_{B_1} |D^{k+1} v(t, x)|^p \, dx.$$  \hfill (3.15)

Now let $c_k = \int_{-1}^0 g_k(t) \, dt$ be a constant vector. Since

$$\int_{Q_1} D^k v \, dx \, dt = 0,$$

by the triangle inequality, (3.15), and Poincaré’s inequality, we get

$$\|D^k v\|_{L^p(Q_1)} \leq N \|D^k v - c_k\|_{L^p(Q_1)} \leq N \|D^k v - g_k\|_{L^p(Q_1)} + \|g_k - c_k\|_{L^p(Q_1)}$$

$$\leq N \|D^{k+1} v\|_{L^p(Q_R)} + N \|\partial_t g_k\|_{L^p((-1, 0))}.$$ \hfill (3.16)

By the definition of $g_k$, (3.14) and integration by parts,

$$\partial_t g_k(t) = \int_{B_1} \zeta(y) D^k \partial_t v(t, y) \, dy = \int_{B_1} \zeta(y) D^k \partial_t u(t, y) \, dy$$

$$= (-1)^{m+1} \int_{B_1} \zeta(y) D^k \mathcal{L} u(t, y) \, dy$$

$$= (-1)^{k+1} \int_{B_1} (D^k D^\alpha \zeta)(y) a_{\alpha \beta} D_{\beta} u(t, y) \, dy.$$

Thus, by Hölder’s inequality, for any $t \in (-1, 0),

$$|\partial_t g_k(t)| \leq N \|D^m u(t, \cdot)\|_{L^p(B_1)}.$$ \hfill (3.17)

Notice that $D^m v = D^m u$. Combining (3.16) and (3.17) yields (3.14) by an induction on $k$. \hfill \Box

Now we prove an estimate for $D^\alpha u$ when $\alpha = (\alpha_1, \ldots, \alpha_d)$ satisfies $|\alpha| \geq m$ and $\alpha_1 \leq m$.

**Corollary 3.4.** Let $0 < r < R < \infty$ and $a_{\alpha \beta} = a_{\alpha \beta}(x_1)$, $|\alpha| = |\beta| = m$. Assume that $u \in C_0^\infty(\mathbb{R}^{d+1})$ satisfies (3.14) in $Q_R$. Then for any multi-index $\alpha = (\alpha_1, \ldots, \alpha_d)$ such that $|\alpha| \geq m$ and $\alpha_1 \leq m$, we have

$$\|D^\alpha u\|_{L^2(Q_r)} \leq N \|D^m u\|_{L^2(Q_R)},$$

where $N = N(d, m, n, \delta, R, r, \alpha)$. 
Proof. Since $D_{x'}^{\alpha} \mathbf{u}$ also satisfies (3.4), by applying Lemma 3.2 repeatedly, we obtain
\[ \|D^\alpha \mathbf{u}\|_{L^2(Q_r)} \leq N \sum_{k<m} \|D^k \mathbf{u}\|_{L^2(Q_R)} \tag{3.18} \]
for any $\alpha$ with $\alpha_1 \leq m$. Now let $\mathbf{P} = \mathbf{P}(x)$ be the vector-valued polynomial of order $m-1$ such that
\[ \left( D^k \mathbf{P} \right)_{Q_R} = \left( D^k \mathbf{u} \right)_{Q_R}, \quad k = 0, 1, \ldots, m-1, \]
and set $\mathbf{v} = \mathbf{u} - \mathbf{P}$. Then we have
\[ \left( D^k \mathbf{v} \right)_{Q_R} = 0, \quad k = 0, 1, \ldots, m-1. \]
Since $\mathbf{v}$ satisfies (3.4) in $Q_R$, by (3.18) with $\mathbf{v}$ in place of $\mathbf{u}$ we obtain
\[ \|D^\alpha \mathbf{u}\|_{L^2(Q_r)} = \|D^\alpha \mathbf{v}\|_{L^2(Q_r)} \leq N \sum_{k<m} \|D^k \mathbf{v}\|_{L^2(Q_R)} \leq N \|D^m \mathbf{v}\|_{L^2(Q_R)} = N \|D^m \mathbf{u}\|_{L^2(Q_R)} \]
for any $\alpha$ satisfying $|\alpha| \geq m$ and $\alpha_1 \leq m$, where the second inequality is due to Lemma 3.3.

Lemma 3.5. Let $0 < r < R < \infty$ and $a_{\alpha \beta} = a_{\alpha \beta}(x_1)$, $|\alpha| = |\beta| = m$. Assume that $\mathbf{u} \in C_c^\infty(\mathbb{R}^{d+1})$ satisfies (3.4) in $Q_R$. Then for any integers $i \geq 1$, $j \geq 0$, and any multi-index $\alpha = (\alpha_1, \ldots, \alpha_d)$ such that $|\alpha| \geq m$ and $\alpha_1 \leq m$, we have
\[ \|\partial_i^j \mathbf{u}\|_{L^2(Q_r)} + \|\partial_i^j D^\alpha \mathbf{u}\|_{L^2(Q_r)} \leq N \|D^m \mathbf{u}\|_{L^2(Q_R)}, \tag{3.19} \]
where $N = N(d, m, n, \delta, R, r, \alpha, i, j)$.

Proof. Since $\mathbf{u}_k$ satisfies (3.4) in $Q_R$, by Lemma 3.2
\[ \|D^m \mathbf{u}_k\|_{L^2(Q_{r_1})} \leq N \|\mathbf{u}_k\|_{L^2(Q_{r_2})}, \quad r_1 < r_2 \leq R. \]
Using this inequality, Corollary 3.4 and the fact that $\partial_i^j D^\alpha \mathbf{u}$ also satisfies (3.4) in $Q_R$, we see that, in order to prove (3.19), it is enough to show
\[ \|\mathbf{u}\|_{L^2(Q_r)} \leq N(d, m, n, \delta, R, r) \|D^m \mathbf{u}\|_{L^2(Q_R)}, \tag{3.20} \]
where $R$ may be a smaller one than that in (3.19). Take $r_k$, $s_k$, and $\zeta_k$ from the proof of Lemma 3.2
Set
\[ Q^{(k)} = Q_{r_k}, \quad \tilde{Q}^{(k)} = Q_{s_k}, \quad k = 0, 1, 2, \ldots. \]
Also set
\[ A_k = \|\mathbf{u}_k\|_{L^2(Q^{(k)})}^2, \quad B = \|D^m \mathbf{u}\|_{L^2(Q_R)}^2. \]
We now apply $\mathbf{u}_k \zeta_k^2$ to (3.4) as a test function to get
\[ \int_{Q_R} |\mathbf{u}_k \zeta_k|^2 \, dx \, dt = - \int_{Q_R} (D^\alpha (\mathbf{u}_k \zeta_k^2), a_{\alpha \beta} D^\beta \mathbf{u}) \, dx \, dt. \tag{3.21} \]
To estimate the terms in the right hand side, we first observe that, thanks to the fact that $u_t$ also satisfies (3.4) in $Q_R$, by applying (3.5) with $s_k$ and $r_{k+1}$ in place of $r$ and $R$, respectively,

$$\int_{Q^{(k)}} |D^l u_t|^2 \ dx \ dt \leq N (r_{k+1} - s_k)^{-2l} \int_{Q^{(k+1)}} |u_t|^2 \ dx \ dt$$

$$= N \frac{2^{2lk}}{(R-r)^{2l}} \int_{Q^{(k+1)}} |u_t|^2 \ dx \ dt, \quad l = 0, 1, \ldots, m.$$ 

Hence, for each $l = 0, 1, \ldots, m$, by Young’s inequality

$$\int_{Q_R} |D^{m-l} (z_k^2) |D^l u_t| |D^m u| \ dx \ dt$$

$$\leq \frac{2^{(m-l)k}}{(R-r)^{(m-l)}} \left( \varepsilon_0 \int_{Q^{(k)}} |D^l u_t|^2 \ dx \ dt + \frac{1}{4 \varepsilon_0} \int_{Q_R} |D^m u|^2 \ dx \ dt \right)$$

$$\leq \varepsilon \int_{Q^{(k+1)}} |u_t|^2 \ dx \ dt + N \frac{1}{\varepsilon (R-r)^{2m}} \int_{Q_R} |D^m u|^2 \ dx \ dt,$$

where $\varepsilon > 0$ is an arbitrary real number. This along with (3.21) and Leibniz’s rule implies that

$$A_k \leq \varepsilon A_{k+1} + N \frac{1}{\varepsilon (R-r)^{2m}} \mathcal{B}.$$

Finally, we prove (3.20) following the same argument as in the proof of Lemma 3.2.

3.2. Maximal and sharp functions. We recall the maximal function theorem and the Fefferman-Stein theorem. Let

$$Q = \{Q_r(X) : X = (t, x) \in \mathbb{R}^{d+1}, r \in (0, \infty)\}.$$ 

For a function $g$ defined in $\mathbb{R}^{d+1}$, the (parabolic) maximal and sharp function of $g$ are given by

$$\mathcal{M}g(t, x) = \sup_{Q \in Q, (t, x) \in Q} \int_Q |g(s, y)| \ dy \ ds,$$

$$g^\#(t, x) = \sup_{Q \in Q, (t, x) \in Q} \int_Q |g(s, y) - (g)_Q| \ dy \ ds.$$ 

It is well known that

$$\|g\|_{L_p(\mathbb{R}^{d+1})} \leq N \|g^\#\|_{L_p(\mathbb{R}^{d+1})}, \quad \|\mathcal{M}g\|_{L_p(\mathbb{R}^{d+1})} \leq N \|g\|_{L_p(\mathbb{R}^{d+1})},$$

if $g \in L_p(\mathbb{R}^{d+1})$, where $1 < p < \infty$ and $N = N(d, p)$. Indeed, the first of the inequalities above is due to the Fefferman-Stein theorem on sharp functions and the second one to the Hardy-Littlewood maximal function theorem (this inequality also holds trivially when $p = \infty$).

Theorem 3.6 below is from [29] and can be considered as a generalized version of the Fefferman-Stein Theorem. To state the theorem, let

$$\mathcal{C}_l = \{C_l(i_0, i_1, \ldots, i_d), i_0, i_1, \ldots, i_d \in \mathbb{Z}\}, \quad l \in \mathbb{Z}.$$
be the collection of partitions given by parabolic dyadic cubes in \( \mathbb{R}^{d+1} \)

\[
[i_0 2^{-2m}, (i_0 + 1) 2^{-2m}] \times [i_1 2^{-l}, (i_1 + 1) 2^{-l}] \times \ldots \times [i_d 2^{-l}, (i_d + 1) 2^{-l}].
\]

**Theorem 3.6.** Let \( p \in (1, \infty) \), and \( U, V, F \in L_{1,loc}(\mathbb{R}^{d+1}) \). Assume that we have \( |U| \leq V \) and, for each \( l \in \mathbb{Z} \) and \( C \in \mathbb{C}_l \), there exists a measurable function \( U^C \) on \( C \) such that \( |U| \leq U^C \leq V \) on \( C \) and

\[
\int_C |U^C - (U^C)_C| \, dx \, dt \leq \int_C F(t, x) \, dx \, dt.
\]

Then

\[
\|U\|_{L_p(\mathbb{R}^{d+1})} \leq N(d, p) \|F\|_{L_p(\mathbb{R}^{d+1})} \|V\|_{L_p(\mathbb{R}^{d+1})}^{p-1},
\]

provided that \( F, V \in L_p(\mathbb{R}^{d+1}) \).

## 4. Interior Hölder estimates

By using the \( L_2 \) estimates obtained in Section 3.1, in this section we shall derive interior Hölder estimates of derivatives of \( u \). As usual, for \( \mu \in (0, 1) \) and a function \( u \) defined on \( D \subset \mathbb{R}^{d+1} \), we denote

\[
[u]_{C^{\mu}(D)} = \sup_{(t,x), (s,y) \in D} \frac{|u(t,x) - u(s,y)|}{|t-s|^{\mu/2} + |x-y|^{\mu}}, \quad \|u\|_{C^{\mu}(D)} = [u]_{C^{\mu}(D)} + \|u\|_{L_{\infty}(D)}.
\]

**Lemma 4.1.** Let \( a_{\alpha\beta} = a_{\alpha\beta}(x_1) \). Assume that \( u \in C^{\infty}_{loc}(\mathbb{R}^{d+1}) \) satisfies (3.1) in \( Q_2 \). Then for any \( \alpha = (\alpha_1, \ldots, \alpha_d) \) satisfying \( |\alpha| = m \) and \( \alpha_1 < m \) we have

\[
\|D^\alpha u\|_{C^{1/2}(Q_1)} \leq N \|D^m u\|_{L_4(Q_2)},
\]

where \( N = N(d, m, n, \delta) > 0 \).

**Proof.** Thanks to the well-known interpolation inequality, it is sufficient to estimate \( \|D^\alpha u\|_{C^{1/2}(Q_1)} \). The proof is based on a convenient form of the Sobolev inequality. By the triangle inequality, we have

\[
\sup_{(t,x), (s,y) \in Q_1, (t,x) \neq (s,y)} \frac{|D^\alpha u(t,x) - D^\alpha u(s,y)|}{|t-s|^{1/4} + |x-y|^{1/2}} \leq I + J,
\]

where

\[
I := \sup_{x_1, y_1 \in (-1,1), x_1 \neq y_1} \frac{|D^\alpha u(t_1, x', t_1, x') - D^\alpha u(t_1, y_1, x')|}{|x_1 - y_1|^{1/2}},
\]

\[
J := \sup_{y_1 \in (0,1)} \frac{|D^\alpha u(t_1, y_1, x') - D^\alpha u(t_1, y_1, y')|}{|t-s|^{1/4} + |x' - y'|^{1/2}}.
\]
Estimate of $I$: By the Sobolev embedding theorem $D^\alpha u(t, x_1, x')$, as a function of $x_1 \in (-1, 1)$, satisfies
\[
\sup_{x_1, y_1 \in (-1, 1)} \frac{|D^\alpha u(t, x_1, x') - D^\alpha u(t, y_1, x')|}{|x_1 - y_1|^{1/2}} \leq N \|D^\alpha u(t, \cdot, x')\|_{W^2_2(-1, 1)}.
\]
(4.1)

On the other hand, there exists a positive integer $k$ such that $D^\alpha u(t, x_1, x')$ and $D_1 D^\alpha u(t, x_1, x')$, as functions of $(t, x') \in Q'_1$, satisfy
\[
\sup_{(t, x') \in Q'_1} (|D^\alpha u(t, x_1, x')| + |D_1 D^\alpha u(t, x_1, x')|) 
\leq N \|D^\alpha u(\cdot, x_1, \cdot)\|_{W^2_2(Q'_1)} + N \|D_1 D^\alpha u(\cdot, x_1, \cdot)\|_{W^2_2(Q'_1)}.
\]
The inequality above implies that, for all $(t, x') \in Q'_1$,
\[
\int_{-1}^1 |D^\alpha u(t, x_1, x')|^2 \, dx_1 + \int_{-1}^1 |D_1 D^\alpha u(t, x_1, x')|^2 \, dx_1 
\leq N \sum_{i + |\beta| \leq m+1+k, \beta_1 \leq m} \|\partial_i^\beta D^\alpha u\|_{L^2(Q'_1)}^2.
\]
This combined with (4.1) shows that
\[
I \leq N \sum_{i + |\beta| \leq m+1+k, \beta_1 \leq m} \|\partial_i^\beta D^\alpha u\|_{L^2(Q'_1)} \leq N \|D^m u\|_{L^2(Q'_2)},
\]
where the last inequality is due to Lemma 3.5.

Estimate of $J$: By the Sobolev embedding theorem, we find a positive integer $k$ such that $D^\alpha u(t, y_1, x')$, as a function of $(t, x') \in Q'_1$, satisfies
\[
\sup_{(t, x'), (s, y') \in Q'_1 \setminus (t, x') \neq (s, y')} \frac{|D^\alpha u(t, y_1, x') - D^\alpha u(s, y')|}{|t - s|^{1/4} + |x' - y'|^{1/2}} \leq N \|D^\alpha u(\cdot, y_1, \cdot)\|_{W^2_2(Q'_1)}.
\]
(4.2)

For each $i, j$ such that $i + j \leq k$, $\partial_i^j D^\alpha u(t, y_1, x')$, as a function of $y_1 \in (-1, 1)$, satisfies
\[
\sup_{y_1 \in (-1, 1)} |\partial_i^j D^\alpha u(t, y_1, x')| 
\leq N \|\partial_i^j D^\alpha u(t, \cdot, x')\|_{L^2(-1, 1)} + N \|\partial_i^j D^\alpha u(t, \cdot, x')\|_{L^2(-1, 1)}.
\]
This together with (4.2) and Lemma 3.5 gives
\[
J \leq N \sum_{i + |\beta| \leq m+1+k, \beta_1 \leq m} \|\partial_i^\beta D^\alpha u\|_{L^2(Q'_1)} \leq N \|D^m u\|_{L^2(Q'_1)}.
\]
This completes the proof of the lemma.
For $\lambda \geq 0$, let

$$U = \sum_{|\alpha| \leq m} \lambda^{\frac{1}{2} - \frac{|\alpha|}{2m}} |D^{\alpha} u|, \quad U' = \sum_{|\alpha| \leq m, \alpha_1 < m} \lambda^{\frac{1}{2} - \frac{|\alpha|}{2m}} |D^{\alpha} u|. \quad (4.3)$$

**Corollary 4.2.** Let $a_{\alpha\beta} = a_{\alpha\beta}(x_1)$ and $\lambda \geq 0$. Assume that $u \in C_{\text{loc}}^\infty(\mathbb{R}^{d+1})$ satisfies

$$u_t + (-1)^m \mathcal{L}_0 u + \lambda u = 0 \quad (4.4)$$
in $Q_2$. Then we have

$$\|U'\|_{C^{1/2}(Q_1)} \leq N\|U\|_{L_2(Q_2)},$$

where $N = N(d, m, n, \delta) > 0$.

**Proof.** The case when $\lambda = 0$ follows from Lemma [11]. To deal with the case $\lambda > 0$, we follow an idea by S. Agmon. Let $\eta(y) = \cos(\lambda^{1/(2m)} y) + \sin(\lambda^{1/(2m)} y)$ so that $\eta$ satisfies

$$D^{2m}\eta = (-1)^m \lambda \eta, \quad \eta(0) = 1, \quad |D^j \eta(0)| = \lambda^{j/(2m)} \quad j = 1, 2, \ldots.$$  

Let $z = (x, y)$ be a point in $\mathbb{R}^{d+1}$, where $x \in \mathbb{R}^d$, $y \in \mathbb{R}$, and $\hat{u}(t, z)$ and $\hat{Q}_r$ be given by

$$\hat{u}(t, z) = \hat{u}(t, x, y) = u(t, x)\eta(y), \quad \hat{Q}_r = (-r^{2m}, 0) \times \{|z| < r : z \in \mathbb{R}^{d+1}\}.$$  

Since $\hat{u}$ satisfies, in $\hat{Q}_2$,

$$\hat{u}_t + (-1)^m \mathcal{L}_0 \hat{u} + (-1)^m D_{y}^{2m}(\hat{u}) = 0,$$

by Lemma [44] applied to $\hat{u}$ we have

$$\left\|D^\beta \hat{u}\right\|_{C^{1/2}(Q_1)} \leq N(d, m, n, \delta)\|D^m \hat{u}\|_{L_2(\hat{Q}_2)} \quad (4.5)$$

for any $\beta = (\beta_1, \ldots, \beta_{d+1})$ satisfying $|\beta| = m$ and $\beta_1 < m$. Notice that for any $\alpha = (\alpha_1, \ldots, \alpha_d)$ satisfying $|\alpha| \leq m$ and $\alpha_1 < m$,

$$\lambda^{\frac{1}{2} - \frac{|\alpha|}{2m}} \left\|D^\alpha u\right\|_{C^{1/2}(Q_1)} \leq N \left\|D_k^\beta \hat{u}\right\|_{C^{1/2}(\hat{Q}_1)}, \quad \beta = (\alpha_1, \ldots, \alpha_d, m - |\alpha|)$$

and $D^m \hat{u}$ is a linear combination of

$$\lambda^{\frac{1}{2} - \frac{k}{2m}} \cos(\lambda^{\frac{1}{2m}} y) D^k_x u, \quad \lambda^{\frac{1}{2} - \frac{k}{2m}} \sin(\lambda^{\frac{1}{2m}} y) D^k_x u, \quad k = 0, 1, \ldots, m.$$  

Thus the right-hand side of (4.5) is less than the right-hand side of the inequality in the lemma. The lemma is proved. $\square$

Let $\alpha = m e_1 = (m, 0, \ldots, 0)$. In the remaining part of this section, we shall establish a Hölder estimate of

$$\Theta := \sum_{|\beta| = m} a_{\alpha\beta} D^\beta u. \quad (4.6)$$

We make use of the following elementary lemma.
Lemma 4.3. Let \( r \in (0, \infty), k \geq 1 \) be an integer, \( p \in [1, \infty] \), and \( u \in L_p([0,r]) \). Assume that \( D^k u = f_0 + D f_1 + \ldots + D^{k-1} f_{k-1} \) in \( (0,r) \), where \( f_j \in L_1([0,r]) \), \( j = 0, \ldots, k-2 \) and \( f_{k-1} \in L_p([0,r]) \). Then \( Du \in L_p([0,r]) \) and

\[
\|Du\|_{L_p([0,r])} \leq N\|u\|_{L_1([0,r])} + N\|f_{k-1}\|_{L_p([0,r])} + \sum_{j=0}^{k-2} \|f_j\|_{L_1([0,r])},
\]

where \( N = N(k,r) > 0 \).

Proof. Thanks to scaling, we may assume \( r = 1 \). For any function \( f \in L_1([0,1]) \), we define its anti-derivative \( \mathcal{I} f : [0,1] \to \mathbb{R} \) as \( \mathcal{I} f(x) = \int_0^x f(t) \, dt \).

It is easily seen that \( D^k u = D^{k-1} \tilde{f}_{k-1} \), where

\[
\tilde{f}_{k-1} = f_{k-1} + \mathcal{I} f_{k-2} + \mathcal{I}^2 f_{k-3} + \ldots + \mathcal{I}^{k-1} f_0,
\]

and

\[
\|\tilde{f}_{k-1}\|_{L_1([0,1])} \leq N\|f_{k-1}\|_{L_1([0,1])} + \sum_{j=0}^{k-2} \|f_j\|_{L_1([0,1])}.
\]

Therefore, without loss of generality we may assume \( f_j = 0 \) for \( j = 0, \ldots, k-2 \). Under this assumption, we have for some constant \( c_j, j = 0, 1, \ldots, k-1 \),

\[
u(x) = (\mathcal{I} f_{k-1})(x) + c_0 + 2c_1 x + \ldots + k c_{k-1} x^{k-1}.
\]

We claim that

\[
|c_j| \leq N\|u\|_{L_1([0,1])} + N\|f_{k-1}\|_{L_1([0,1])}, \quad j = 0, 1, \ldots, k-1,
\]

which immediately yields (4.7). To prove the claim, we integrate both sides of (4.8) on \([0, j/k], j = 1, 2, \ldots, k\) to get

\[
\int_0^{j/k} u(x) \, dx = \int_0^{j/k} (\mathcal{I} f_{k-1})(x) \, dx + c_0 (j/k) + c_1 (j/k)^2 + \ldots + c_{k-1} (j/k)^k.
\]

The claim (4.9) then follows since the matrix \( [(j/k)^i]_{i,j=1}^k \) is nondegenerate and

\[
\left| \int_0^{j/k} (u(x) - (\mathcal{I} f_{k-1})(x)) \, dx \right| \leq N\|u\|_{L_1([0,1])} + N\|f_{k-1}\|_{L_1([0,1])}, \quad j = 1, 2, \ldots, k.
\]

\( \square \)

Corollary 4.4. Let \( k \geq 1 \) be an integer, \( r \in (0, \infty), p \in [1, \infty] \), \( \mathcal{D} = [0, r]^{d+1} \), and \( u(t,x) \in L_p(\mathcal{D}) \). Assume that \( D^k u = f_0 + D_1 f_1 + \ldots + D_1^{k-1} f_{k-1} \) in \( \mathcal{D} \), where \( f_j \in L_p(\mathcal{D}), j = 0, \ldots, k-1 \). Then \( D_1 u \in L_p(\mathcal{D}) \) and

\[
\|D_1 u\|_{L_p(\mathcal{D})} \leq N\|u\|_{L_p(\mathcal{D})} + N\sum_{j=0}^{k-1} \|f_j\|_{L_p(\mathcal{D})},
\]

where \( N = N(d,k,r) > 0 \).
Proof. The corollary follows from Lemma 4.3 by first fixing \((t, x')\) and then integrating with respect to \((t, x')\).

\[ \square \]

Lemma 4.5. Let \(0 < r < R < \infty\) and \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\). Assume \(u \in C^\infty(\mathbb{R}^{d+1})\) satisfies (3.4) in \(Q_R\). Then, for any nonnegative integers \(i, j\),
\[
\|\partial^i_t D^j_x \Theta\|_{L^2(Q_r)} + \|\partial^i_t D^j_x D_1 \Theta\|_{L^2(Q_r)} \leq N \|D^m u\|_{L^2(Q_R)},
\]
(4.10)
where \(N = N(d, m, n, r, R, \delta, i, j) > 0\).

Proof. Obviously, we have
\[
\|\Theta\|_{L^2(Q_r)} \leq N \|D^m u\|_{L^2(Q_r)}.
\]
(4.11)
Thus as noted at the beginning of the proof of Lemma 3.5, it suffices to prove
\[
\|D^1_1 \Theta\|_{L^2(Q_r)} \leq N \|D^m u\|_{L^2(Q'_R)},
\]
(4.12)
where \(R' = (r + R)/2\). From (3.4), in \(Q_r\) we have
\[
D^1_1 \Theta = (-1)^{m+1} u_t - \sum_{|\alpha|=|\beta|=m, \alpha_1 < m} \partial_\alpha (a_{\alpha\beta} D_\beta u)
\]
\[
= (-1)^{m+1} u_t - \sum_{|\alpha| = |\beta|=m, \alpha_1 < m} D^\alpha_1 (a_{\alpha\beta} D^\beta_{x'} D^\beta_{x'} u),
\]
where \(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) = (\alpha_1, \alpha')\). Then the estimate (4.12) follows from Corollary 4.4 with a covering argument and Lemma 3.5. The lemma is proved.

The following Hölder estimate is deduced from Lemma 4.5 in the same way as Lemma 4.1 and Corollary 4.2 are deduced from Lemma 3.5.

Lemma 4.6. Let \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\) and \(\lambda \geq 0\). Assume that \(u \in C^\infty(\mathbb{R}^{d+1})\) satisfies (4.4) in \(Q_2\). Then we have
\[
\|\Theta\|_{C^{1/2}(Q_1)} \leq N \|U\|_{L^2(Q_2)},
\]
where \(N = N(d, m, n, \delta) > 0\).

Since the matrix \([a_{ij}]_{i,j=1}^n\) is positive definite, we obtain the following estimate by using Corollary 4.2 and Lemma 4.6.

Corollary 4.7. Let \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\) and \(\lambda \geq 0\). Assume that \(u \in C^\infty(\mathbb{R}^{d+1})\) satisfies (4.4) in \(Q_2\). Then we have
\[
\|U\|_{L^\infty(Q_1)} \leq N \|U\|_{L^2(Q_2)},
\]
where \(N = N(d, m, n, \delta) > 0\).
5. Estimates of mean oscillations

Recall the definitions of \( U, U' \), and \( \Theta \) in (4.3) and (4.6), respectively. With the preparations in the previous section, we obtain the following estimates of mean oscillations of \( U' \) and \( \Theta \).

**Lemma 5.1.** Let \( r \in (0, \infty) \), \( \kappa \in [2, \infty) \), \( \lambda \geq 0 \), and \( a_{\alpha \beta} = a_{\alpha \beta}(x_1) \). Assume \( u \in C_\text{loc}^\infty(\mathbb{R}^{d+1}) \) satisfies

\[
 u_t + (-1)^m \mathcal{L}_0 u + \lambda u = 0 \tag{5.1}
\]

in \( Q_{\kappa r} \). Then we have

\[
 (|U' - (U')_{Q_r}|)_{Q_r} + (|\Theta - (\Theta)_{Q_r}|)_{Q_r} \leq N \kappa^{-1/2}(U^2)_{Q_{kr}}^{1/2}
\]

where \( N = N(d, m, n, \delta) > 0 \).

**Proof.** By a scaling argument, we may assume \( r = 2/\kappa \). Then by Lemma 4.6, we have

\[
 (|\Theta - (\Theta)_{Q_r}|)_{Q_r} \leq N r^{1/2}[\Theta]_{C^{1/2}(Q_1)} \leq N \kappa^{-1/2}(U^2)_{Q_{2r}}^{1/2}.
\]

The first term on the left-hand side of (5.1) is estimated similarly by using Corollary 4.2. \( \square \)

For \( f_\alpha = (f_1^\alpha, \ldots, f_n^\alpha)^{tr} \), we denote

\[
 F = \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m}} |f_\alpha|.
\]

**Lemma 5.2.** Let \( r \in (0, \infty) \), \( \kappa \in [4, \infty) \), \( \lambda > 0 \), \( f_\alpha \in L_2, \text{loc}(\mathbb{R}^{d+1}) \), \( |\alpha| \leq m \), and \( a_{\alpha \beta} = a_{\alpha \beta}(x_1) \). Assume \( u \in C_\text{loc}^\infty(\mathbb{R}^{d+1}) \) satisfies

\[
 u_t + (-1)^m \mathcal{L}_0 u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\]

in \( Q_{\kappa r} \). Then we have

\[
 (|U' - (U')_{Q_r}|)_{Q_r} + (|\Theta - (\Theta)_{Q_r}|)_{Q_r} \leq N \kappa^{-1/2}(U^2)_{Q_{kr}}^{1/2} + N \kappa^{m+\frac{d}{2}}(F^2)_{Q_{kr}}^{1/2}
\]

\[
 N^{-1} U \leq U' + \Theta \leq NU,
\]

where \( N = N(d, m, n, \delta) > 0 \).

**Proof.** The inequality (5.3) follows from the definitions of \( U, U' \) and \( \Theta \) as well as the fact that \( [a_{\alpha \beta}^j]_{\alpha, j=1}^n \) is positive definite. To prove (5.2), we adapt the idea in the proof of Theorem 7.1 in [28] and take into account the presence of \( \lambda \). We can certainly assume that \( u \) and \( f_\alpha \) have compact supports. In addition, we assume that \( a_{\alpha \beta} \) and \( f_\alpha \) are infinitely differentiable. If not, we take the standard mollifications and prove the estimate for the mollifications. Then we can pass to the limit because the constant \( N \) in the estimate (5.2) is independent of the regularity of \( a_{\alpha \beta} \) and \( f_\alpha \).
Take a \( \zeta \in C^\infty_0(\mathbb{R}^{d+1}) \) such that
\[
\zeta = 1 \quad \text{on} \quad Q_{\kappa r/2}, \quad \zeta = 0 \quad \text{outside} \quad (-\kappa r)^2, (\kappa r)^2 \times B_{\kappa r}.
\]

By Theorem 3.1 for \( \lambda > 0 \), there exists a unique solution \( H_2^m(\mathbb{R}^{d+1}) \) to the equation
\[
w_t + (-1)^m L_0 w + \lambda w = \sum_{|\alpha| \leq m} D^\alpha (\zeta f_\alpha).
\]

Since all functions and coefficients involved are infinitely differentiable, by the classical parabolic theory, \( w \) is infinitely differentiable. The function \( v := u - w \) is also infinitely differentiable and satisfies
\[
v_t + (-1)^m L_0 v + \lambda v = 0 \quad \text{in} \quad Q_{\kappa r/2}.
\]

We define \( V, V', W, \) and \( W' \) in the same way as \( U \) and \( U' \). Thus by Lemma 5.1 (note that \( \kappa/2 \geq 2 \))
\[
\left( |V' - (V')_{Q_r}| \right)_Q + \left( |\hat{\Theta} - (\hat{\Theta})_{Q_r}| \right)_Q \leq N \kappa^{-1/2} (V^2)_{Q_{\kappa r/2}}^{1/2},
\]
where \( \hat{\Theta} \) is defined in the same way as \( \Theta \) with \( u \) replaced by \( v \), i.e.
\[
\hat{\Theta} := \sum_{|\beta| = m} a_{\alpha \beta} D^\beta v, \quad \bar{\alpha} = m e_1.
\]

Next we estimate \( w \). By Theorem 3.1 we have
\[
\sum_{|\alpha| \leq m} \lambda^{1 - |\alpha|/m} \|D^\alpha w\|_{L^2(\mathbb{R}_0^d)} \leq N \sum_{|\alpha| \leq m} \lambda^{1 - |\alpha|/m} \|f_\alpha\|_{L^2(\mathbb{R}_0^d)}.
\]
In particular,
\[
(W^2)_{Q_r}^{1/2} \leq N \kappa^{-1/2} (F^2)_{Q_{\kappa r/2}}^{1/2}, \quad (W^2)_{Q_{\kappa r/2}}^{1/2} \leq N (F^2)_{Q_{\kappa r/2}}^{1/2}.
\]

Now we are ready to prove (5.2). From (5.4) and (5.5), and the fact that \( u = w + v \), we bound the left-hand side of (5.2) by
\[
\left( |V' - (V')_{Q_r}| \right)_Q + \left( |\hat{\Theta} - (\hat{\Theta})_{Q_r}| \right)_Q + \kappa - (W^2)_{Q_r}^{1/2} \\
\leq N \kappa^{-1/2} (V^2)_{Q_{\kappa r/2}}^{1/2} + N \kappa^{m+1/2} (F^2)_{Q_{\kappa r/2}}^{1/2},
\]
which is less than the right-hand side of (5.2).

Recall that the ellipticity condition 2.1 is invariant under any orthogonal transformation of the coordinates.

**Corollary 5.3.** Let \( r \in (0, \infty), \kappa \in [4, \infty), \lambda > 0, f_\alpha \in L_{2, \text{loc}}(\mathbb{R}^{d+1}), |\alpha| \leq m, \) and \( a_{\alpha \beta} = a_{\beta \alpha}(y_1) \), where \( \rho \) is a \( d \times d \) orthogonal matrix and \( y = \rho x \). Assume \( u \in C^\infty_0(\mathbb{R}^{d+1}) \) satisfies
\[
u_t + (-1)^m L_0 u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha \quad (5.6)
\]
in \( Q := Q_{\kappa r} \). Then there exist a function \( U^Q \) depending on \( Q \), and a constant \( N = N(d, m, n, \delta) > 0 \) such that

\[
N^{-1} U \leq U^Q \leq NU, \tag{5.7}
\]

\[
(|U^Q - (U^Q)_{Q_{\kappa r}}|)_{Q_{\kappa r}} \leq N\kappa^{-1/2}(U^2)^{1/2} + N\kappa^{m+\frac{d}{2}}(F^2)^{1/2}.
\]

Proof. Since \( u \) satisfies (5.6), we see that \( v(t, y) := u(t, \rho^{-1}y) \) satisfies

\[
v_t + (-1)^m D^\alpha (\tilde{a}_{\alpha \beta}(y_1)D^\beta v) + \lambda v = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\]

in \( Q \), where \( \tilde{a}_{\alpha \beta} \) are the corresponding coefficients in the \( y \)-coordinates and \( \tilde{f}_\alpha(t, y) \), \(|\alpha| = k\), is a linear combination of \( f_\alpha(t, \rho^{-1}y) \), \(|\alpha| = k\).

Set

\[
U^Q = V' + \tilde{\Theta},
\]

where \( V' \) and \( \tilde{\Theta} \) are defined as \( U' \) and \( \Theta \) in (4.3) and (4.6), but with \( v \) and \( \tilde{a}_{\alpha \beta} \) in place of \( u \) and \( a_{\alpha \beta} \), respectively. Then since the new operator also satisfies (2.1), the corollary follows from Lemma 5.2. \( \square \)

6. Proof of Theorem 2.2

In this section we finish the proof of Theorem 2.2. First we observe that by taking a sufficiently large \( \lambda_0 \) and using interpolation inequalities, we can move all the lower-order terms of \( L u \) to the right-hand side. Thus, in the sequel, we assume all the lower-order coefficients of \( L \) are zero. Recall the definitions of \( \mathcal{O} \) and \( \mathcal{A} \) above Assumption 2.1 and the constant \( R_0 \) from Assumption 2.1.

**Theorem 6.1.** Let \( \gamma \in (0, 1), \lambda > 0, \) and \( \tau, \sigma \in (1, \infty), 1/\tau + 1/\sigma = 1 \). Assume \( u \in C^\infty_{\text{loc}}(\mathbb{R}^{d+1}) \) vanishes outside \( Q_{\gamma R_0} \) and

\[
u_t + (-1)^m L u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\]

in \( Q_{\kappa r}(X_0) \), where \( f_\alpha \in L_2(\mathbb{R}^{d+1}) \). Then under Assumption 2.1 (\( \gamma \)), for each \( r \in (0, \infty), \kappa \geq 4, \) and \( X_0 := (t_0, x_0) \in \mathbb{R}^{d+1} \), there exists a function \( U^Q \) depending on \( Q := Q_{\kappa r}(X_0) \), such that we have (5.7) and

\[
\left( |U^Q - (U^Q)_{Q_{\kappa r}}| \right)_{Q_{\kappa r}} \leq N\kappa^{-1/2}(U^2)^{1/2} + N\kappa^{m+\frac{d}{2}}(F^2)^{1/2} + N\kappa^{m+\frac{d}{2}} \left[ (F^2)^{1/2} + \gamma^{1/2}\|U\|_{L^2}^{1/2} \right], \tag{6.1}
\]

where \( N = N(d, \delta, m, n, \tau) \).

**Proof.** Fix \( \kappa \geq 4, \) \( r \in (0, \infty) \), and \( X_0 \in \mathbb{R}^{d+1} \). First we consider the case when \( \kappa r < R_0 \). For \( Q = Q_{\kappa r}(X_0) \), from Assumption 2.1 (\( \gamma \)), we find \( \mathcal{T}_Q \in \mathcal{O} \) and \( \{a_{\alpha \beta}\}_{|\alpha| = \beta = m} \in \mathcal{A} \) satisfying (2.2). Then we see that \( u \) satisfies

\[
u_t + (-1)^m D^\alpha (\tilde{a}_{\alpha \beta} D^\beta u) + \lambda u = \sum_{|\alpha| \leq m} D^\alpha \tilde{f}_\alpha
\]
Assume that \( u = T_Q(x) \), and
\[
\bar{a}_{\alpha \beta} = \bar{a}_{\alpha \beta}(y_1), \quad y = T_Q(x),
\]
and
\[
f_\alpha = f_\alpha + 1_{|\alpha|=m} \sum_{|\beta|=m} (-1)^m (\bar{a}_{\alpha \beta} - a_{\alpha \beta}) D^\beta u.
\]

Using Corollary 5.3 with a shift of the coordinates, there exists a function \( U^Q \) satisfying (5.7) such that
\[
|U^Q - (U^Q)_{Q_r}(X_0)|_{Q_r}(X_0) \leq N\kappa^{-1/2}(U^2)^{1/2}_{Q_{\kappa r}}(X_0) + N\kappa^{m+\frac{d}{2}}(\bar{F}^2)^{1/2}_{Q_{\kappa r}}(X_0),
\]
where \( N = N(d, m, n, \delta) \) and \( \bar{F} \) is defined by using \( f_\alpha \) in the same way as \( F \). Observe that for \( |\alpha| = m \)
\[
\int_{Q_{\kappa r}} |f_\alpha|^2 dx \leq N \int_{Q_{\kappa r}} |f|^2 dx + NI,
\]
where
\[
I = \sum_{|\beta|=m} \int_{Q_{\kappa r}} |(\bar{a}_{\alpha \beta} - a_{\alpha \beta}) D^\beta u|^2 dx.
\]

By Hölder’s inequality, we have
\[
I \leq NJ_1^{1/\sigma} J_2^{1/\tau},
\]
where
\[
J_1 = \sum_{|\beta|=m} \int_{Q_{\kappa r}} |\bar{a}_{\alpha \beta} - a_{\alpha \beta}|^{2\sigma} dx, \quad J_2 = \int_{Q_{\kappa r}} |D^m u|^{2\tau} dx.
\]

Since \( \kappa \tau < R_0 \), by Assumption 2.1
\[
J_1 \leq N \sum_{|\beta|=m} \int_{Q_{\kappa r}} |\bar{a}_{\alpha \beta} - a_{\alpha \beta}| dx \leq N(\kappa r)^{d+2m\gamma},
\]
where \( N \) depends only on \( d, m, n, \delta \). From the above estimates for \( J_1 \) as well as the inequalities (6.2), (6.3), and (6.4), we conclude (6.1).

In case \( \kappa \tau \geq R_0 \), we take \( U^Q = U \). By the triangle inequality and Hölder’s inequality, the left-hand side of (6.1) is less than
\[
2(U^2)^{1/2}_{Q_{\kappa r}}(X_0) \leq N\kappa^{m+\frac{d}{2}}(U^2)^{1/2}_{Q_{\kappa r}}(X_0) = N\kappa^{m+\frac{d}{2}}(1_{Q_{\gamma r_0}} U^2)^{1/2}_{Q_{\kappa r}}(X_0)
\]
\[
\leq N\kappa^{m+\frac{d}{2}}(1_{Q_{\gamma r_0}})^{1/(2\sigma)} (U^{2\tau})^{1/(2\tau)}_{Q_{\kappa r}}(X_0) \leq N\kappa^{m+\frac{d}{2}} \gamma^{1/(2\sigma)} (U^{2\tau})^{1/(2\tau)}_{Q_{\kappa r}}(X_0),
\]
where \( N = N(d, m, n, \delta) \). The theorem is proved.

\[\square\]

**Corollary 6.2.** Let \( \gamma \in (0, 1) \), \( \lambda > 0 \), and \( \tau, \sigma \in (1, \infty) \), \( 1/\tau + 1/\sigma = 1 \). Assume that \( u \in C^\infty_0(\mathbb{R}^{d+1}) \) vanishes outside \( Q_{\gamma r_0} \) and satisfies
\[
u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\]
in $\mathbb{R}^{d+1}$, where $f_\alpha \in L_{2,1_{\text{loc}}} (\mathbb{R}^{d+1})$. Then under Assumption 2.1 $(\gamma)$, for each $l \in \mathbb{Z}$, $C \in C_l$, and $\kappa \geq 4$, there exists a function $U^C$ depending on $C$ such that $(6.4)$ is satisfied and

$$\left( |U^C - (U^C)_C| \right)_C \leq N (F_\kappa)_C,$$

where $N = N(d, \delta, m, n, \tau)$ and

$$F_\kappa (t, x) = \kappa^{-1/2} (\mathcal{M}(U^2))^{1/2}$$

$$+ \kappa^{m+\frac{d}{2}} \left[ (\mathcal{M}(F^2))^{1/2} + \gamma^{1/(2\tau)} (\mathcal{M}(U^2))^{1/(2\tau)} \right].$$

**Proof.** For each $\kappa \geq 4$ and $C \in C_l$, let $Q_r (X_0)$ be the smallest cylinder containing $C$. From Theorem 6.1 we fine $U^Q$ with $Q = Q_{\kappa r} (X_0)$. Take $U^C = U^Q$. Then by Theorem 6.1 as well as the facts that $C \subset Q_r (X_0)$ and the volumes of $C$ and $Q_r (X_0)$ are comparable, we have

$$\left( |U^C - (U^C)_C| \right)_C \leq N (d) I,$$

where $I$ is the right hand side of the inequality $(6.1)$. Note that, for example,

$$\left( U^2 \right)_{Q_{\kappa r} (X_0)} \leq \mathcal{M}(U^2)(X)$$

for any $X = (t, x) \in C$. Thus $I$ is less than a constant times $F_\kappa (X)$ for any $X \in C$, especially, it is less than a constant times $(F_\kappa)_C$. Hence we arrive at the inequality $(6.5)$. This finishes the proof of the corollary. \(\Box\)

**Theorem 6.3.** Let $p \in (2, \infty)$, $\lambda > 0$, and $f_\alpha \in L_p (\mathbb{R}^{d+1})$. There exist positive constants $\gamma \in (0, 1)$ and $N$, depending only on $d, \delta, m, n, \rho$, such that, for $u \in C^\infty_0 (\mathbb{R}^{d+1})$ vanishing outside $Q_{\gamma R_0}$ and satisfying

$$u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha,$$

we have

$$\|U\|_{L_p(\mathbb{R}^{d+1})} \leq N \|F\|_{L_p(\mathbb{R}^{d+1})},$$

where $N = N(d, \delta, m, n, \rho)$.

**Proof.** Let $\gamma > 0$ and $\kappa \geq 4$ be constants to be specified below. Take a constant $\tau$ such that $p > 2\tau > 2$. For each $l \in \mathbb{Z}$ and $C \in C_l$, let $U^C$ be the function from Corollary 6.2. We know that there exist positive $N_i$, $i = 1, 2$, depending only on $d$, $m$, $n$, and $\delta$, such that

$$U \leq N_1 U^C \leq N_2 U =: V$$

This along with Corollary 6.2 and Theorem 3.6 implies that

$$\|U\|^{p}_{L^p} \leq N \|F_\kappa\|_{L_p} \|V\|^{p-1}_{L^p} \leq N \|F_\kappa\|_{L_p} \|U\|^{p-1}_{L^p}.$$

Here we denote $L_p = L_p (\mathbb{R}^{d+1})$. The above inequalities readily give

$$\|U\|_{L_p} \leq N \|F_\kappa\|_{L_p}.$$  \(\Box\)
From the definition of $F_\kappa$ \eqref{6.6} and the Hardy-Littlewood maximal function theorem (recall that $p > 2\tau > 2$) it follows that

$$
\|F_\kappa\|_{L_p} \leq N\kappa^{-1/2}\|U\|_{L_p} + N\kappa^{m+\frac{d}{2}}\|F\|_{L_p} + N\kappa^{m+\frac{d}{2}}\gamma^{1/(2\sigma)}\|U\|_{L_p}.
$$

Using the above inequality and \eqref{6.7}, we have

$$
\|U\|_{L_p} \leq N\kappa^{-1/2}\|U\|_{L_p} + N\kappa^{m+\frac{d}{2}}\|F\|_{L_p} + N\kappa^{m+\frac{d}{2}}\gamma^{1/(2\sigma)}\|U\|_{L_p}.
$$

It only remains to choose a sufficiently big $\kappa$, then a sufficiently small $\gamma$ so that

$$
N\kappa^{-1/2} + N\kappa^{m+\frac{d}{2}}\gamma^{1/(2\sigma)} < 1/2.
$$

\[\square\]

\textit{Proof of Theorem 2.2.} Due to the duality argument and Theorem 3.1 it is enough to consider the case $p > 2$. We first prove the first two assertions for $T = +\infty$. In this case the estimate \eqref{2.4} is proved using Theorem 6.3 and the standard partition of unity argument. Then Assertion (ii) follows from the method of continuity and the existence of solutions to systems with simple coefficients, for instance, $a_{\alpha\beta} = \delta_{\alpha\beta}I_{m \times m}$. For $T < \infty$, we extend $f$ to be zero for $t \geq T$, and then find a unique solution $u \in \mathcal{H}_{L_p}^m(\Omega_\infty)$ of \eqref{2.3} in $\Omega_\infty$, the existence of which is guaranteed by the argument above. This in turn also yields the existence of a solution of \eqref{2.3} in $\Omega_T$ satisfying \eqref{2.4}. For the uniqueness, let $u \in \mathcal{H}_{L_p}^m(\Omega_T)$ be a solution of \eqref{2.3} with zero right-hand side in $\Omega_T$. Take $\tilde{u}$ to be the even extension of $u$ with respect to $t = T$. Then $\tilde{u} \in \mathcal{H}_{L_p}^m(\Omega_\infty)$ satisfies \eqref{2.3} in $\Omega_\infty$ with the right-hand side vanishing for $t < T$. It is easily seen from the method of continuity that $\tilde{u} \equiv 0$ for $t < T$. Finally, Assertion (iii) is due to a standard scaling argument. \[\square\]

7. \textbf{Boundary estimates}

This section is devoted to the Dirichlet problem for \eqref{1.1}. We shall follow the lines of Sections 3–5 to carry out the corresponding boundary estimates. As before, we denote $L_0$ to be the operator with zero lower-order coefficients. We introduce a few more notation. For any $t \in \mathbb{R}$, $x \in \mathbb{R}^d$ and $r > 0$, denote

$$
\text{dist}(x, \partial\Omega) = \inf_{y \in \partial\Omega} |x - y|, \quad \Omega_r(x) = \Omega \cap B_r(x),
$$

$$
\mathcal{C}_r(t, x) = (t - r^{2m}, t) \times \Omega_r(x),
$$

$$
B_r^+(x) = B_r(x) \cap \mathbb{R}^d_+, \quad Q_r^+(t, x) = (t - r^{2m}, t) \times B_r^+(x).
$$

7.1. \textbf{Boundary $L_2$-estimates.} Similar to Theorem 3.1 we have the following $L_2$-estimate on a half space or on a domain.

\textbf{Theorem 7.1.} Let $T \in (-\infty, \infty]$ and $\Omega$ be a half space or a domain.

(i) There exists $N = N(d, m, n, \delta)$ such that, for any $\lambda \geq 0$,

$$
\sum_{|\alpha| \leq m} \lambda^{1-\frac{|\alpha|}{2m}} \|D^\alpha u\|_{L_2(\Omega_T)} \leq N \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m}} \|f_\alpha\|_{L_2(\Omega_T)},
$$

\eqref{7.1}
provided that \( u \in \mathcal{H}_m^m(\Omega_T) \), \( f_\alpha \in L_2(\Omega_T) \), \( |\alpha| \leq m \), and in \( \Omega_T \)

\[
 u_t + (-1)^m L_0 u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha.
\] (7.2)

(ii) For any \( \lambda > 0 \) and \( f_\alpha \in L_2(\Omega_T) \), \( |\alpha| \leq m \), there exists a unique solution \( u \in \mathcal{H}_m^m(\Omega_T) \) to the equation (7.2). In the case that \( \Omega \) is a bounded domain, one can take \( \lambda = 0 \). In this case, \( N \) depends on \( \Omega \) as well.

Proof. The proof is similar to that of Theorem 3.1. The last assertion follows from the Poincaré inequality. \( \square \)

In the proof of Proposition 7.10 we will extend Theorem 7.1 to allow a more general right-hand side. In the remaining part of this section, we consider systems only on a half space.

First we prove the following boundary \( L_2 \)-estimate, the proof of which is almost the same as that of Lemma 3.2 and thus omitted.

**Lemma 7.2.** Let \( 0 < r < R < \infty \). Assume \( u \in C_\text{loc}^\infty(\mathbb{R}^{d+1}_+^\prime) \) satisfies

\[
 D^k u = 0 \quad \text{on} \quad \partial \mathbb{R}^d_+^\prime, \quad k = 0, 1, \ldots, m - 1,
\] (7.3)

and

\[
 u_t + (-1)^m L_0 u = 0
\] (7.4)

in \( Q^+_R \). Then there exists a constant \( N = N(d, m, n, \delta) \) such that for \( j = 1, \ldots, m \),

\[
 \| D^j u \|_{L_2(Q^+_R)} \leq N(R - r)^{-j} \| u \|_{L_2(Q^+_R)}.
\]

**Corollary 7.3.** Let \( 0 < r < R < \infty \) and \( a_{\alpha\beta} = a_{\alpha\beta}(x_1) \), \( |\alpha| = |\beta| = m \). Assume that \( u \in C_\text{loc}^\infty(\mathbb{R}^{d+1}_+^\prime) \) satisfies (7.3) and (7.4) in \( Q^+_R \). Then for any integers \( i \geq 1 \), \( j \geq 0 \), and any \( \alpha \) satisfying \( \alpha_1 \leq m \), we have

\[
 \| \partial_i^j u \|_{L_2(Q^+_R)} \leq N \| D^m u \|_{L_2(Q^+_R)},
\]

where \( N = N(d, m, n, \delta, R, r, \alpha, i, j) \).

Proof. Since \( D^\alpha u \) also satisfies (7.3) and (7.4), by applying Lemma 7.2 repeatedly, we obtain for any \( \alpha \) satisfying \( \alpha_1 \leq m \),

\[
 \| D^\alpha u \|_{L_2(Q^+_R)} \leq N \| u \|_{L_2(Q^+_R)},
\]

where \( R' = (R + r)/2 \). From this inequality and the boundary version of the Poincaré inequality along with the zero boundary condition (7.3) it follows that

\[
 \| D^\alpha u \|_{L_2(Q^+_R)} \leq N \| D^m u \|_{L_2(Q^+_R)}.
\]

The get the desired estimate, it suffices to use the argument in Lemma 3.5. \( \square \)

Recall that

\[
 \Theta := \sum_{|\alpha| = m} a_{\alpha\beta} D^\beta u, \quad \tilde{\alpha} = me_1.
\]
Lemma 7.4. Let \(0 < r < R < \infty\) and \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\). Assume \(u \in C^\infty_\text{loc}(\mathbb{R}^{d+1}_+)\) satisfies (7.3) and (7.4) in \(Q_R^+\). Then, for any nonnegative integers \(i\) and \(j\),
\[
\|\partial_i D^j_x \Theta\|_{L^2(Q_r^+)} + \|\partial_i D^j_x D_1 \Theta\|_{L^2(Q_r^+)} \leq N \|D^m u\|_{L^2(Q_R^+)},
\]
where \(N = N(d, m, r, R, \delta, i, j) > 0\).

Proof. Obviously, we have
\[
\|\Theta\|_{L^2(Q_r^+)} \leq N \|D^m u\|_{L^2(Q_r^+)}.
\]
(7.5)

As before, it suffices to prove that, for \(R' = (r + R)/2\),
\[
\|D_1 \Theta\|_{L^2(Q_r^+)} \leq N \|D^m u\|_{L^2(Q_R^+)}. 
\]
(7.6)

From (7.4), in \(Q_r^+\) we have
\[
D^m_1 \Theta = (-1)^{m+1} u_t - \sum_{|\alpha| = |\beta| = m, \alpha_1 < m} D_\alpha (a_{\alpha\beta} D_\beta u) 
\]
\[
= (-1)^{m+1} u_t - \sum_{|\alpha| = |\beta| = m, \alpha_1 < m} D^\alpha_1 (a_{\alpha\beta} D^\alpha_\gamma D^\gamma u) .
\]

Then the estimate (7.6) follows from Corollary 4.4 with a covering argument and Corollary 7.3. The lemma is proved. □

7.2. Boundary Hölder estimates and Hardy’s inequality. In the same fashion as in Section 4, we obtain

Lemma 7.5. Let \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\). Assume that \(u \in C^\infty_\text{loc}(\mathbb{R}^{d+1}_+)\) satisfies (7.3) and (7.4). Then for any \(\alpha\) satisfying \(|\alpha| = m\) and \(\alpha_1 < m\), we have
\[
\|D^\alpha u\|_{C^{1/2}(Q_r^+)} \leq N \|D^m u\|_{L^2(Q_r^+)},
\]
where \(N = N(d, m, n, \delta) > 0\).

Proof. We follow the proof of Lemma 4.1 by using Corollary 7.3 instead of Lemma 3.5. □

Corollary 7.6. Let \(a_{\alpha\beta} = a_{\alpha\beta}(x_1)\) and \(\lambda \geq 0\). Assume that \(u \in C^\infty_\text{loc}(\mathbb{R}^{d+1}_+)\) satisfies (7.3) and
\[
u_t + (-1)^m \mathcal{L}_0 u + \lambda u = 0
\]
in \(Q_r^+\). Then we have
\[
\|U\|_{C^{1/2}(Q_r^+)} \leq N \|U\|_{L^2(Q_r^+)},
\]
where \(N = N(d, m, n, \delta) > 0\), and \(U, U'\) are defined as in (4.3).

Proof. The corollary follows from Lemma 7.5 and Agmon’s idea as in the proof of Corollary 4.2. □

As an analogy of Lemma 4.6 we obtain
Lemma 7.7. Under the conditions of Corollary 7.6, we have
\[ \| \Theta \|_{C^{1/2}(Q^+_1)} \leq N \| U \|_{L^2(Q^+_1)}, \]
where \( N = N(d, m, n, \delta) > 0 \).

Similar to Corollary 4.7, Lemma 7.7 and Corollary 7.6 imply

Corollary 7.8. Under the conditions of Corollary 7.6, we have
\[ \| U \|_{L^\infty(Q^+_1)} \leq N \| U \|_{L^2(Q^+_1)}, \]
where \( N = N(d, m, n, \delta) > 0 \).

We will use the following Hardy type inequality.

Lemma 7.9. Let \( R \in (0, \infty) \), \( p \in (1, \infty) \), \( m \) be a positive integer, and \( f \in C^\infty([0, R]). \) Suppose that \( f(0) = Df(0) = \ldots = D^{m-1}f(0) = 0 \). Then we have
\[ \| x^{-k} D^{m-k} f(x) \|_{L_p([0, R])} \leq N \| D^m f \|_{L_p([0, R])}, \]
where \( N = N(p, k) > 0 \) is a constant. Furthermore, for any function \( g \in L_q([0, R]) \), \( q = p/(p-1) \), and \( \eta \in C^\infty_{loc}((0, R]) \) satisfying
\[ |D^k \eta(x)| \leq K x^{-k}, \quad x \in (0, R], \quad k = 0, 1, \ldots, m, \quad K > 0, \]
we have
\[ \| D^m(\eta f) \|_{L_p([0, R])} \leq N \| D^m f \|_{L_p(supp \eta)}, \]
\[ \| gD^m(\eta f) \|_{L_1([0, R])} \leq N \| g \|_{L_q(supp \eta)} \| D^m f \|_{L_p(supp \eta)}, \]
where \( N = N(p, m, K) > 0 \).

Proof. In the case \( k = 1 \), the inequality (7.7) is the classical Hardy’s inequality. For \( 1 < k \leq m \), the inequality is known in one form or another. Here we give a simple proof for completeness. By Taylor’s formula, for any \( x \in (0, R] \), we have
\[ x^{-k} D^{m-k} f(x) = (\Gamma(k))^{-1} \int_0^1 (1 - r)^{k-1} (D^m f)(rx) \, dr, \]
where \( \Gamma \) is the Gamma function. Thanks to Young’s inequality, we get
\[ \| x^{-k} D^{m-k} f(x) \|_{L_p([0, R])} \leq (\Gamma(k))^{-1} \int_0^1 (1 - r)^{k-1} \| (D^m f)(rx) \|_{L_p([0, R])} \, dr \]
\[ \leq (\Gamma(k))^{-1} \int_0^1 (1 - r)^{k-1} r^{1/p} \| D^m f \|_{L_p([0, R])} \, dr \]
\[ = \Gamma(1 - 1/p)(\Gamma(k + 1 - 1/p))^{-1} \| D^m f \|_{L_p([0, R])}. \]
The first assertion is proved. The second assertion follows easily from the first one by using the Leibniz rule and Hölder’s inequality. \( \square \)
7.3. Estimates of mean oscillations. Now we prove the following estimate of mean oscillations. As in Section 6, we assume that all the lower-order coefficients of \( \mathcal{L} \) are zero.

**Proposition 7.10.** Let \( t_0 \in \mathbb{R}, \ x_0 \in \mathbb{R}^d_+, \ X_0 = (t_0, x_0), \ r \in (0, \infty), \ \kappa \in [64, \infty), \ \lambda \geq 0, \ \nu \in (2, \infty), \ \nu' = 2\nu/(\nu - 2), \ \text{and} \ f_\alpha = (f_1^\alpha, \ldots, f_\kappa^\alpha)^{tr} \in L^2_{2,loc}(\mathbb{R}^{d+1}_+). \) Assume that \( \kappa r \leq R \) and \( u \in C^\infty_{loc}(\mathbb{R}^{d+1}_+) \) satisfies (7.3) and

\[
-\Delta u + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha
\]

in \( Q^+_{\kappa r}(X_0) \). Then under Assumption 2.3 (\( \gamma \)), there exists a function \( U^Q \) depending on \( Q^+ := Q^+_{\kappa r}(X_0) \) such that \( N^{-1} U \leq U^Q \leq NU \) and

\[
(|U^Q - (U^Q)_Q^+(X_0)|)^{Q^+_{\kappa r}}(X_0) \leq N(\kappa^{-1/2} + \kappa \gamma)
\]

\[
+ N \kappa^{m+\frac{d}{2}} \left[ (U^{\kappa^+})^{1/2}_{Q^+_{\kappa r}}(X_0) + \gamma^{1/\nu'}(U^{\kappa^+})^{1/\nu}_{Q^+_{\kappa r}}(X_0) \right],
\]

(7.8)

where \( N = N(d, m, n, \delta, \nu) > 0 \).

The proof of the proposition is split into two cases. As in the proof of Lemma 5.2, we assume that coefficients \( a_{\alpha\beta} \) and \( f_\alpha \) are infinitely differentiable.

**Case 1:** the first coordinate of \( x_0 \geq \kappa r/16 \). In this case, we have

\( Q^+_{\kappa r}(X_0) = Q_r(X_0) \subset Q_{\kappa r/16}(X_0) \subset \mathbb{R}^{d+1}_+ \).

Since \( \kappa/16 \geq 4 \), (7.8) follows immediately by applying Theorem 6.1 with \( \frac{\kappa}{16} \) in place of \( \kappa \). Note that Theorem 6.1 is proved under the assumption that \( u \) vanishes outside \( Q_{\gamma R_0} \). However, one can see that the proof of the theorem does not use this assumption in the case \( \kappa r < R_0 \), more precisely, \( \frac{\kappa}{16} r < R_0 \).

**Case 2:** \( 0 \leq \text{the first coordinate of } x_0 < \kappa r/16 \). Denote \( y_0 = (x_0', 0) \) and \( Y_0 = (t_0, y_0) \). Without loss of generality, one may assume \( Y_0 = (0, 0) \). Notice that in this case,

\( Q^+_{\kappa r}(X_0) \subset Q^+_{\kappa r/8} \subset Q^+_{\kappa r/4} \subset Q^+_{\kappa r/2} \subset Q^+_{\kappa r}(X_0). \)

(7.9)

Denote \( R = \kappa r/2(< R_0) \). Because of Assumption 2.3 after an orthogonal transformation \( y = \rho x \) centered at \( Y_0 = (0, 0) \), we may assume

\[
\{(y_1, y') : \gamma R < y_1 \} \cap B_R \subset \Omega \cap B_R \subset \{(y_1, y') : -\gamma R < y_1 \} \cap B_R,
\]

where \( \Omega \) is the image of \( \mathbb{R}^d_+ \) under the orthogonal transformation, and

\[
\sup_{|\alpha| = |\beta| = m} \int_{Q_R} |a_{\alpha\beta}(t, y) - \tilde{a}_{\alpha\beta}(y_1)| \, dx \, dt \leq \gamma |Q_R|.
\]

(7.10)

Let \( \tilde{X}_0 \) be the new coordinates of \( X_0 \) after the orthogonal transformation. Then (7.9) becomes

\[
C_r(\tilde{X}_0) \subset C_{R/4} \subset C_{R/2} \subset C_R \subset C_{\kappa r}(\tilde{X}_0).
\]

(7.11)
Without any confusion, in the new coordinate system we still denote the corresponding unknown function, the coefficients, and the data by $u$, $a_{\alpha\beta}$, and $f$, respectively. Take a smooth function $\chi$ defined on $\mathbb{R}$ such that
\[
\chi(y_1) \equiv 0 \quad \text{for } y_1 \leq \gamma R, \quad \chi(y_1) \equiv 1 \quad \text{for } y_1 \geq 2\gamma R,
\]
\[
|D^k \chi| \leq N(\gamma R)^{-k} \quad \text{for } k = 1, 2, \ldots, m.
\]

Below we present a few lemmas, which should be read as parts of the proof of the second case.

**Lemma 7.11.** Let $\hat{u} := \chi u$. Then $\hat{u}$ along with all its derivatives vanishes on $Q_R \cap \{y_1 \leq \gamma R\}$ and satisfies in $Q_{\gamma+} := Q_R \cap \{y_1 > \gamma R\}$,
\[
\hat{u}_t + (-1)^m \mathcal{L}_0 \hat{u} + \lambda \hat{u} = (-1)^m \sum_{|\alpha|=|\beta|=m} D^\alpha \left( (\bar{a}_{\alpha\beta} - a_{\alpha\beta}) D^\beta u \right)
\]
\[
+ \sum_{|\alpha| \leq m} \chi D^\alpha f_\alpha + (-1)^m g + (-1)^m h,
\]
(7.12)
where $\mathcal{L}_0$ is the differential operator with the coefficients $\bar{a}_{\alpha\beta}$ from (7.10), and
\[
g = \sum_{|\alpha|=|\beta|=m} D^\alpha (\bar{a}_{\alpha\beta} D^\beta ((\chi - 1) u)),
\]
\[
h = (1 - \chi) \sum_{|\alpha|=|\beta|=m} D^\alpha (a_{\alpha\beta} D^\beta u).
\]

**Proof.** This can be easily seen if one begins with multiplying the equation of $u$ by $\chi$ and then adding $(-1)^m h$ to the both sides. □

Now let $\hat{w}$ be the unique $\hat{H}_2^m(\mathbb{R} \times \{y : y_1 > \gamma R\})$ solution of
\[
\hat{w}_t + (-1)^m \mathcal{L}_0 \hat{w} + \lambda \hat{w} = (-1)^m \sum_{|\alpha|=|\beta|=m} D^\alpha \left( \varphi (\bar{a}_{\alpha\beta} - a_{\alpha\beta}) D^\beta u \right)
\]
\[
+ (-1)^m g + \sum_{|\alpha| \leq m} \chi D^\alpha (\varphi f_\alpha) + (-1)^m \hat{h},
\]
(7.13)
in $\mathbb{R} \times \{y : y_1 > \gamma R\}$, where $\varphi$ is an infinitely differentiable function such that
\[
0 \leq \varphi \leq 1, \quad \varphi = 1 \text{ on } Q_{R/2}, \quad \varphi = 0 \text{ outside } (-R^{2m}, R^{2m}) \times B_R,
\]
and
\[
\hat{g} = \sum_{|\alpha|=|\beta|=m} D^\alpha (\bar{a}_{\alpha\beta} \varphi D^\beta ((\chi - 1) u)),
\]
\[
\hat{h} = (1 - \chi) \sum_{|\alpha|=|\beta|=m} D^\alpha (a_{\alpha\beta} \varphi D^\beta u).
\]

Note that by the classical theory $\hat{w}$ is infinitely differentiable in $\mathbb{R} \times \{y : y_1 > \gamma R\}$. 

Lemma 7.12. Let $T \in (-\infty, \infty]$ and $\Omega' = \{ y \in \mathbb{R}^d : y_1 > \gamma R \}$. Then for the function $\hat{w}$ in (7.13), we have
\[
\sum_{|\alpha| \leq m} \lambda^{\frac{1}{2} - \frac{|\alpha|}{2m}} \| D^\alpha \hat{w} \|_{L^2(\Omega'_T)} \leq N \sum_{|\alpha| = |\beta| = m} \| \varphi(\tilde{a}_{\alpha \beta} - a_{\alpha \beta}) D^\beta u \|_{L^2(\Omega'_T)} + N \sum_{|\beta| = m} \| \varphi D^\beta ((\chi - 1) u) \|_{L^2(\Omega'_T)} + N \sum_{|\alpha| \leq m} \| \varphi D^\beta u \|_{L^2(\Omega'_T \cap \{(t, y) : \gamma R < y_1 < 2\gamma R\})},
\]
where $N = N(d, m, n, \delta)$.

Proof. The first two terms on the right-hand side result from a direct application of Theorem 7.1 with $\Omega'$ in place of $\mathbb{R}^d$. For the third term, due to the presence of the factor $\chi$, one cannot directly apply Theorem 7.1 to get the desired estimate. However, we observe that as in the proof of Theorem 3.1, after testing the equation by $\hat{w}$ and integrating by parts, the terms $D^\beta u$ on the right-hand side of (3.3) are now replaced by $D^\beta (\chi \hat{w})$. Notice that
\[
|D^k \chi| \leq N(y_1 - \gamma R)^{-k} \quad \text{for } k = 1, 2, \ldots, m.
\]
Then by Lemma 7.9 the $L^2$ norm of $D^\alpha (\chi \hat{w})$ is bounded above by the $L^2$ norm of $D^\alpha \hat{w}$, which implies that the same estimate as in Theorem 7.1 still holds true even with the presence of $\chi$. For the last term in the above estimate, we argue in the same way and also use the property that $\chi - 1$ is supported on $\{ y : y_1 \leq 2\gamma R \}$. \hfill \Box

Recall that
\[
U = \sum_{|\alpha| \leq m} \lambda^{\frac{1}{2} - \frac{|\alpha|}{2m}} |D^\alpha u|, \quad F = \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m} - \frac{1}{2}} |f_\alpha|.
\]

Lemma 7.13. For the function $\hat{w}$ in (7.13), we have
\[
\sum_{k=0}^{m} \lambda^{\frac{k}{2} - \frac{k}{2m}} (I_{Q^+_{2\gamma R}} |D^k \hat{w}|^2)_{C_R}^{1/2} \leq N \gamma^{1/\nu'} (U^\nu)_{C_R}^{1/\nu} + N (F^2)_{C_R}^{1/2}, \quad (7.14)
\]
where $\nu$ and $\nu'$ are from Proposition 7.10.

Proof. Note that $\varphi(t, y)$ vanishes on $\{ y : |y| \geq R, y_1 > \gamma R \}$. Thus by the estimate in Lemma 7.12 when $T = 0$, it follows that the left-hand side of (7.14) is less than a constant times
\[
\sum_{|\alpha| = |\beta| = m} \left( |(\tilde{a}_{\alpha \beta} - a_{\alpha \beta}) D^\beta u|^2 \right)_{C_R}^{1/2} + \sum_{|\beta| = m} \left( I_{Q^+_{2\gamma R}} |D^\beta ((\chi - 1) u)|^2 \right)_{C_R}^{1/2} + \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m} - \frac{1}{2}} (|f_\alpha|^2)_{C_R}^{1/2} + \sum_{|\beta| = m} \left( I_{\{\gamma R < y_1 < 2\gamma R\}} |D^\beta u|^2 \right)_{C_R}^{1/2} := I_1 + I_2 + I_3 + I_4.
\]
From this and the above estimates for $I$ and Hölder’s inequality as in (7.15), we see that $\hat{y}$−

Thus $I_4$ is also bounded by $N\gamma^{1/\nu}(U^\nu)^{1/\nu}$.

To estimate $I_2$, we notice that $\chi - 1 = 0$ for $y_1 \geq 2\gamma R$, $D^{3-\beta} \chi = 0$ in $(-\infty, \gamma R] \cap [2\gamma R, +\infty)$, and

$$|D^{3-\beta} \chi| \leq N(\gamma R)^{-|\beta|+|\hat{\beta}|}$$

in $(\gamma R, 2\gamma R)$, where $|\beta| = m$ and $|\hat{\beta}| \leq m - 1$. For any $(s, \gamma R, y') \in Q_R$, let $\hat{y}_1 = \hat{y}_1(s, y')$ be the largest number such that $(s, \hat{y}_1, y') \in \partial\Omega$. (Indeed, in this case $\hat{y}_1$ is uniquely determined as a function of $y'$.) Because $\hat{y}_1 \in (-\gamma R, \gamma R)$, the inequality (7.16) implies

$$|D^{3-\beta} \chi(s, y)| \leq N(y_1 - \hat{y}_1)^{-|\beta|+|\hat{\beta}|}. \quad (7.17)$$

We also notice that $u$, as a function of $y_1$, vanishes along with its derivatives up to $(m-1)$-th order at $(s, \hat{y}_1, y')$. Thus, by Lemma 7.9 together with (7.17),

$$\int_{\gamma R}^r |D^3((\chi - 1)u(s, y_1, y'))|^2 dy_1 \leq \int_{\hat{y}_1}^r |D^3((\chi - 1)u(s, y_1, y'))|^2 dy_1 \leq N \int_{\hat{y}_1}^r |D^m u(s, y_1, y')|^2 dy_1, \quad (7.18)$$

where $r = r(y') = \min\{2\gamma R, \sqrt{R^2 - |y'|^2}\}$. Integrating with respect to $s$ and $y'$ and using Hölder’s inequality as in (7.15), we estimate $I_2$ by

$$(I_{Q_R^+} |D^3((\chi - 1)u)|^{2/\nu}_{C_R})^{1/2} \leq N\gamma^{1/\nu}(U^\nu)^{1/\nu}. \quad (7.19)$$

From this and the above estimates for $I_i$, $i = 1, 3, 4$, we conclude (7.14). □

Now we are ready to complete the proof of Proposition 7.10. We extend $\hat{w}$ to be zero in $C_R \setminus Q_R^+$, so that $\hat{w} \in H^m_2(C_R)$, and let $w = \hat{w} + (1 - \chi)u$. Since $(1 - \chi)u$ vanishes for $\gamma R \geq 2\gamma R$, using the second inequality in (7.18) and Hölder’s inequality as in (7.15), we see that

$$\sum_{k=0}^m \lambda^{k - \frac{1}{2} - \frac{m}{2}} |D^k((1 - \chi)u)|^{2}_{C_R}^{1/2} \leq N\gamma^{1/\nu}(U^\nu)^{1/\nu}. \quad (7.14)$$

This combined with (7.14) shows that

$$\left(\int_{C_R} W^2 \right)^{1/2} \leq \chi^{1/\nu}(U^\nu)^{1/\nu} + \left(\int_{C_R} F^2 \right)^{1/2}. \quad (7.19)$$
Noting that $\mathcal{C}_r(\bar{X}_0) \subset \mathcal{C}_r$ and $|\mathcal{C}_r(\bar{X}_0)| \leq N(d)\kappa^{2m+d}$, we obtain from (7.19)
\[(W^v)^{1/2}_{\mathcal{C}_r(\bar{X}_0)} \leq N\kappa^{m+\frac{d}{2}} \left( \gamma^{1/\nu} (U^v)^{1/\nu}_{\mathcal{C}_r} + (F^2)^{1/2}_{\mathcal{C}_r} \right). \tag{7.20}\]

Next, we define $v = u - w$ in $\mathcal{C}_R$. It is easily seen that $v = 0$ in $\mathcal{C}_R \setminus Q^\gamma_R$ and $v$ satisfies
\[v_t + (-1)^m \mathcal{L}_0 v + \lambda v = 0\]
in $Q^\gamma_R \cap \{y_1 > \gamma R\}$ and vanishes along with its derivatives up to $(m-1)$-th order on $Q^\gamma_R \cap \{y_1 = \gamma R\}$. Denote
\[D_1 = \mathcal{C}_r(\bar{X}_0) \cap \{y_1 < \gamma R\}, \quad D_2 = \mathcal{C}_r(\bar{X}_0) \setminus D_1, \quad D_3 = Q^\gamma_R \cap \{y_1 > \gamma R\}.
\]
Because of (7.11), $|D_1| \leq N\kappa\gamma |\mathcal{C}_r(\bar{X}_0)|$. Thanks to the fact that $\tilde{w}$ is infinitely differentiable in $\mathbb{R} \times \{y_1 > \gamma R\}$, we see that $v$ is infinitely differentiable in $\mathcal{C}_R \cap \{y_1 > \gamma R\}$. Then applying Corollary 7.6 and Lemma 7.7 with a scaling argument, we compute
\[
\left( |V' - (V')_{\mathcal{C}_r(\bar{X}_0)}| \right)_{\mathcal{C}_r(\bar{X}_0)} + \left( |\tilde{\Theta} - (\tilde{\Theta})_{\mathcal{C}_r(\bar{X}_0)}| \right)_{\mathcal{C}_r(\bar{X}_0)}
\leq N\gamma (|V'|^1_{C^{1/2}(D_2)} + \left[ \tilde{\Theta} \right]_{C^{1/2}(D_2)}) + N\kappa|V|_{L_\infty(D_2)}
\leq N\gamma (|V'|^1_{C^{1/2}(D_2)} + \left[ \tilde{\Theta} \right]_{C^{1/2}(D_2)}) + N\kappa|V|_{L_\infty(D_4)}
\leq N(\gamma(\kappa^{1/2} + \kappa\gamma))\left( \frac{1}{2} \right)_{\mathcal{C}_r(\bar{X}_0)}^{1/2},
\]
which together with (7.19) and (7.20) yields (7.8). Indeed, we set $U^Q = U' + \Theta$. Then
\[
\left( |U^Q - (U^Q)_{\mathcal{C}_r(\bar{X}_0)}| \right)_{\mathcal{C}_r(\bar{X}_0)} \leq N\left( |V' - (V')_{\mathcal{C}_r(\bar{X}_0)}| \right)_{\mathcal{C}_r(\bar{X}_0)} + N\left( |\tilde{\Theta} - (\tilde{\Theta})_{\mathcal{C}_r(\bar{X}_0)}| \right)_{\mathcal{C}_r(\bar{X}_0)} + N\left( |W| \right)_{\mathcal{C}_r(\bar{X}_0)},
\]
where the last term is estimated by (7.20). As shown above, the first two terms on the right-hand side are estimated by $N(\kappa^{1/2} + \kappa\gamma)(V^2)^{1/2}_{\mathcal{C}_r(\bar{X}_0)}$, which is taken care of by (7.19) and the fact that $u = v + w$ in $\mathcal{C}_R$. Finally, we transform the obtained inequality back to the original coordinates to get the inequality (7.8). This completes the proof of Proposition 7.10.

7.4. Proof of Theorem 2.4. We finish the proof of Theorem 2.4 in this subsection. As in Section 6 we assume all the lower-order coefficients of $\mathcal{L}$ are zero.

Next in the measure space $\mathbb{R}^{d+1}_+$ endowed with the Borel $\sigma$-field and Lebesgue measure consider the filtration of dyadic parabolic cubes $\{C_l, l \in \mathbb{Z}\}$, where $\mathbb{Z} = \{0, \pm 1, \pm 2, ...\}$ and $C_l$ is the collection of cubes
\[(i_0 \theta_{-2m_l}, i_0 + 1) \times 2^{-l} \times ... \times (i_d \theta_{-2m_l}, i_d + 1) \times 2^{-l}],
\]
where $i_0, i_1, ..., i_d \in \mathbb{Z}, i_1 \geq 0$. Notice that if $X \subset C \subset Q^\gamma_r$, then for the smallest $r > 0$ such that $C \subset Q^\gamma_r(X)$ we have
\[
\mathcal{F} \int \mathcal{F} \int |g(Y) - g(Z)| dY dZ \leq N(d) \int_{Q^\gamma_r(X)} \int_{Q^\gamma_r(X)} |\tilde{\Theta}(Y) - \tilde{\Theta}(Z)| dY dZ.
\]
By using this, the following corollary is proved in the same manner as Corollary 6.2.

**Corollary 7.14.** Let $\gamma \in (0, 1/4)$, $\lambda > 0$, $\nu \in (2, \infty)$, $\nu' = 2\nu/(\nu - 2)$, and $Z_0 \in \mathbb{R}^{d+1}_+$. Assume that $u \in C^\infty_{\text{loc}}(\mathbb{R}^{d+1}_+)$ vanishes outside $Q_\gamma R_0(Z_0)$ and satisfies (7.3) as well as

$$u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha$$

in $\mathbb{R}^{d+1}_+$, where $f_\alpha \in L^2_{2, \text{loc}}(\mathbb{R}^{d+1}_+)$. Then under Assumption 2.3 ($\gamma$), for each $l \in \mathbb{Z}$, $C \in \mathbb{C}$, and $\nu$ such that $N^{-1}U \leq UC \leq NU$ and

$$(UC - (UC)_C)|C| \leq N (F_\kappa)_C,$$

where $N = N(d, \delta, m, n, \tau)$ and

$$F_\kappa = (\kappa^{-1/2} + \kappa \gamma) (\mathcal{M}(U^2))^{1/2} + \kappa^{m+d/2} \left[ (\mathcal{M}(\hat{F}^2))^{1/2} + \gamma^{1/\nu'} (\mathcal{M}(U^\nu))^{1/\nu} \right].$$

**Theorem 7.15.** Let $p \in (2, \infty)$, $\lambda > 0$, $Z_0 \in \mathbb{R}^{d+1}_+$, and $f_\alpha \in L^p_{2, \text{loc}}(\mathbb{R}^{d+1}_+)$. There exist positive constants $\gamma \in (0, 1/4)$ and $N$, depending only on $d$, $\delta$, $m$, $n$, $p$, such that under Assumption 2.3 ($\gamma$), for $u \in C^\infty_{\text{loc}}(\mathbb{R}^{d+1}_+)$ vanishing outside $Q_\gamma R(Z_0)$ and satisfying (7.3) as well as

$$u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha$$

in $\mathbb{R}^{d+1}_+$, we have

$$\|U\|_{L^p(\mathbb{R}^{d+1}_+)} \leq N \|F\|_{L^p(\mathbb{R}^{d+1}_+)},$$

where $N = N(d, \delta, m, n, p)$.

**Proof.** It follows from the proof of Theorem 6.3 by using Corollary 7.14 and Theorem 3.6. \[\square\]

**Proof of Theorem 2.4.** Due to the duality argument and Theorem 7.1 it is enough to consider the case $p > 2$. In this case the theorem is proved using Theorem 7.15 and the standard partition of unity argument. \[\square\]

8. Systems on Reifenberg flat domains

As an application, in this section we consider systems on a cylindrical domain $(0, T) \times \Omega$. Here $T \in (0, \infty)$ and $\Omega$ is a Reifenberg flat domain in $\mathbb{R}^d$, which is not necessarily to be bounded. Roughly speaking, the boundary of a Reifenberg flat domain is locally trapped in thin discs.

We impose a similar regularity assumption on $a_{\alpha\beta}$ as Assumption 2.1. Near the boundary, we require that in each small scale the direction in which the coefficients are only measurable coincides with the “normal” direction of a certain thin disc, which contains a portion of $\partial \Omega$. More precisely, we
assume the following, where the parameter \( \gamma \in (0, 1/20) \) will be determined later.

**Assumption 8.1** (\( \gamma \)). There is a constant \( R_0 \in (0, 1] \) such that the following holds.

(i) For any \( x \in \Omega, t \in \mathbb{R}, \) and any \( r \in (0, \min \{ R_0, \text{dist}(x, \partial \Omega)/2 \}) \) (so that \( B_r(x) \subset \Omega \)), there is a spatial coordinate system depending on \((t, x)\) and \( r \) such that in this new coordinate system, we have

\[
\int_{Q_r(t,x)} \left| a_{\alpha\beta}(s, y_1, y') - \int_{Q_r'(t,x')} a_{\alpha\beta}(\tau, y_1, z') \, dz' \, d\tau \right| \, dy \, ds \leq \gamma. \tag{8.1}
\]

(ii) For any \( u \in \partial \Omega, t \in \mathbb{R}, \) and any \( r \in (0, R_0) \), there is a spatial coordinate system depending on \((t, x)\) and \( r \) such that in this new coordinate system, we have \( \mathbf{S} \) and

\[
\{(y_1, y') : x_1 + \gamma r < y_1 \} \cap B_r(x) \subset \Omega_r(x) \subset \{(y_1, y') : x_1 - \gamma r < y_1 \} \cap B_r(x). \]

We remark that the boundary of a Reifenberg flat domain may have a fractal structure. In particular, if the boundary \( \partial \Omega \) is locally the graph of a Lipschitz continuous function with a small Lipschitz constant, then \( \Omega \) is Reifenberg flat. Thus all \( C^1 \) domains are Reifenberg flat for any \( \gamma > 0 \).

The next theorem is the main result of this section.

**Theorem 8.2.** Let \( T \in (0, \infty], \) \( \Omega \) be a domain in \( \mathbb{R}^d, \ p \in (1, \infty), \) and \( f_\alpha = (f_\alpha^1, \ldots, f_\alpha^n)^T \in L^p(\Omega_T), \ |\alpha| \leq m. \) Then there exists a constant \( \gamma = \gamma(d, n, m, p, \delta) \) such that, under Assumption 8.1 (\( \gamma \)), the following hold true.

(i) For any \( u \in \mathcal{H}^m_p(\Omega_T) \) satisfying

\[
 u_t + (-1)^m \mathcal{L} u + \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha \tag{8.2}
\]

in \( \Omega_T, \) we have

\[
 \sum_{|\alpha| \leq m} \lambda^{1-|\alpha|/m} \| D^\alpha u \|_{L^p(\Omega_T)} \leq N \sum_{|\alpha| \leq m} \lambda^{1/2m} \| f_\alpha \|_{L^p(\Omega_T)}, \tag{8.3}
\]

provided that \( \lambda \geq \lambda_0, \) where \( N \) and \( \lambda_0 \geq 0 \) depend only on \( d, n, p, \delta, K, \) and \( R_0. \)

(ii) For any \( \lambda > \lambda_0, \) there exists a unique \( u \in \mathcal{H}^m_p(\Omega_T) \) satisfying (8.2).

(iii) Let \( \lambda = 0 \) and suppose \( T \in (0, \infty). \) There exists a unique solution \( u \in \mathcal{H}^m_p((0, T) \times \Omega) \) of (8.2) with the initial condition \( u(0, \cdot) \equiv 0 \) in \( \Omega. \) Moreover, \( u \) satisfies

\[
 \| u \|_{\mathcal{H}^m_p((0, T) \times \Omega)} \leq N \sum_{|\alpha| \leq m} \| f_\alpha \|_{L^p((0, T) \times \Omega)},
\]

where \( N \) depends only on \( d, n, m, p, \delta, K, R_0, \) and \( T. \)

A similar result for second-order scalar elliptic equations with symmetric coefficient matrices in bounded Reifenberg flat domains was recently studied by Byun and Wang [6]. The proofs there are based on an approach...
developed by the same authors in [1], which in turn uses an idea of approximations originally due to Caffarelli; see [3]. This approach is quite suitable for studying equations on domains with rough boundaries. Here we adapt it to investigate higher-order systems. Our proofs, however, are in several aspects different from those in [3]. In particular, we do not use the reverse Hölder's inequality, the iteration argument or the maximum principle, the latter of which is not available in our case. Compared to [6], we consider more general operators and domains by allowing lower-order terms and unbounded domains.

The crucial ingredients of the proofs below are the interior and the boundary estimates established in Sections 4 and 7. By a scaling, we may assume $R_0 = 1$ in the sequel. Recall the definitions of $U$, $V$, $W$, and $F$ in Sections 4 and 5.

Lemma 8.3. Let $R \in (0, 1]$, $\lambda \in (0, \infty)$, $\nu \in (2, \infty)$, $\nu' = 2\nu/(\nu - 2)$, $f_\alpha = (f_\alpha^1, \ldots, f_\alpha^n) \in L_{2, loc}(\mathbb{R} \times \Omega)$, $|\alpha| \leq m$. Assume that $a_{\alpha\beta} = 0$ for any $\alpha, \beta$ satisfying $|\alpha| + |\beta| < 2m$ and that $u \in C_0^\infty(\mathbb{R} \times \Omega)$ satisfies (8.2). Then the following hold true.

(i) Suppose $0 \in \Omega$, $\text{dist}(0, \partial \Omega) \geq R$, and Assumption 8.4 (γ) (i) holds at the origin. Then $u$ admits a decomposition $u = v + w$ in $Q_R$, and $w$ and $v$ satisfy

\[
(W^2)^{1/2}_{Q_R} \leq N\gamma^{1/\nu'}(U^\nu)^{1/\nu}_{Q_R} + N(F^2)^{1/2}_{Q_R},
\]

and

\[
\|v\|_{L^\infty(Q_R/4)} \leq N\gamma^{1/\nu'}(U^\nu)^{1/\nu}_{Q_R} + N(F^2)^{1/2}_{Q_R} + N(U^2)^{1/2}_{Q_R},
\]

where $N = N(d, n, m, \delta, \nu) > 0$ is a constant.

(ii) Suppose $0 \in \partial \Omega$ and Assumption 8.7 (γ) (ii) holds at the origin. Then $u$ admits a decomposition $u = v + w$ in $C_R$, and $w$ and $v$ satisfy

\[
(W^2)^{1/2}_{C_R} \leq N\gamma^{1/\nu'}(U^\nu)^{1/\nu}_{C_R} + N(F^2)^{1/2}_{C_R},
\]

and

\[
\|v\|_{L^\infty(C_R/4)} \leq N\gamma^{1/\nu'}(U^\nu)^{1/\nu}_{C_R} + N(F^2)^{1/2}_{C_R} + N(U^2)^{1/2}_{C_R},
\]

where $N = N(d, n, m, \delta, \nu) > 0$ is a constant.

Proof. The proof is similar to that of Proposition 7.10 with some modifications. Without loss of generality, we may assume Assumption 8.1 holds in the original $(t, x)$-coordinates. First we prove Assertion (i). Define

\[
\tilde{a}_{\alpha\beta}(y_1) = \int_{Q_R} a_{\alpha\beta}(\tau, y_1, z') \, dz' \, d\tau,
\]

and $L_0$ be the operator with $\tilde{a}_{\alpha\beta}$ in place of $a_{\alpha\beta}$ in $L$. Then in $Q_R$, $u$ satisfies

\[
u_t + (-1)^m L_0 u + \lambda u = (-1)^m \sum_{|\alpha|=|\beta|=m} D^\alpha \left( (\tilde{a}_{\alpha\beta} - a_{\alpha\beta}) D\beta u \right) + \sum_{|\alpha| \leq m} D^\alpha f_\alpha.
\]
Now let $w$ be the unique $H^m_2(\mathbb{R}^{d+1})$ solution of
\[
    w_t + (-1)^m L_0 w + \lambda w = (1 - \chi) w - \psi \varepsilon \varepsilon
\]
with obvious modifications, we get
\[
    \|w\|_{L^2(\mathbb{R}^d)} \leq N \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m}} \|\wedge f\|_{L^2(\mathbb{R}^d)} + \|\phi\|_{L^2(\mathbb{R}^d)} \leq \|w\|_{L^2(\mathbb{R}^d)} + \|\phi\|_{L^2(\mathbb{R}^d)}.
\]
where $\mathbb{R}^d = (-\infty, 0) \times \mathbb{R}^d$. This together with Hölder’s inequality gives (8.4). Next, it is easily seen that $v := u - w$ satisfies in $Q_{R/2}$
\[
    v_t + (-1)^m L_0 v + \lambda v = 0. \tag{8.9}
\]
With a scaling, we apply Corollary 4.7 to (8.9) to get
\[
    \|V\|_{L^2(\mathbb{R}^{d+1})} \leq N(V^2)^{1/2}. \tag{8.10}
\]
The estimate above together with (8.4) leads to (8.5).

Next, we prove Assertion (ii). Define $a_{\alpha \beta}$ as above and notice that $u$ satisfies (8.8) in $C_R$. To apply Corollary 7.8, we need to locally cutoff $u$ so that the new function vanishes for $y_1 < \gamma R/2$. To this end, take the function $\chi$ from the proof of Proposition 7.10. Then $\hat{u} := \chi u$ along with all its derivatives vanishes on $y_1 \leq \gamma R$ and satisfies (7.12) in $Q_{R/2}^+ := Q_{R/2} \cap \{y_1 > \gamma R\}$. Let $\tilde{w}$ be the unique $H^m_2(\mathbb{R} \times \{y_1 > \gamma R\}) solution of (7.13)$ in $\mathbb{R} \times \{y_1 > \gamma R\}$. Following the argument in the proof of Proposition 7.10 with obvious modifications, we get
\[
    \sum_{k=0}^m \lambda^{\frac{k}{2m}} \|D^k \tilde{w}\|_{L^2(\mathbb{R}^{d+1})} \leq N \lambda^{1/2} (U^2)^{1/2} + N(F^2)^{1/2}. \tag{8.10}
\]
We extend $\tilde{w}$ to be zero in $C_R \setminus Q_{R/2}^+$, so that $\hat{w} \in H^m_2(C_R)$, and let $w = \hat{w} + (1 - \chi) u$. By Lemma 7.3 and Hölder’s inequality, we get (8.10).

Next, we define $v := u - w$ in $C_R$. It is easily seen that $v = 0$ in $C_R \setminus Q_{R/2}^+$ and $v$ satisfies
\[
    v_t + (-1)^m L_0 v + \lambda v = 0
\]
in $Q_{R/2} \cap \{y_1 > \gamma R\}$ and vanishes along with its derivatives up to $(m - 1)$-th order on $Q_{R} \cap \{y_1 = \gamma R\}$. Applying Corollary 7.8 we get
\[
    \|V\|_{L^2(C_R)} = \|V\|_{L^2(\mathbb{R}^{d+1})} \leq N(V^2)^{1/2}.
\]
which together with (8.6) gives (8.7). This completes the proof of the lemma.

For a function $f$ on a set $D \subset \mathbb{R}^{d+1}$, we define its maximal function $\mathcal{M}f$ by $\mathcal{M}f = \mathcal{M}(I_D f)$. For any $s > 0$, we introduce two level sets

$$
\mathcal{A}(s) = \{(t, x) \in \mathbb{R} \times \Omega : U > s\},
$$

$$
\mathcal{B}(s) = \{(t, x) \in \mathbb{R} \times \Omega : \gamma^{-1/\nu'} \left(\mathcal{M}(F^2)(t, x)\right)^{1/2} + \left(\mathcal{M}(U')^{1/\nu}\right) > s\}.
$$

With Lemma 8.3 in hand, we get the following corollary.

**Corollary 8.4.** Under the assumptions of Lemma 8.3, suppose $0 \in \bar{\Omega}$ and Assumption 8.7 $(\gamma)$ holds. Let $s \in (0, \infty)$ be a constant. Then there exists a constant $\kappa \in (1, \infty)$, depending only on $d$, $n$, $m$, $\delta$, and $\nu$, such that the following holds. If

$$
|C_{R/32} \cap \mathcal{A}(\kappa s)| > \gamma^{2/\nu'}|C_{R/32}|,
$$

then we have $C_{R/32} \subset \mathcal{B}(s)$.

**Proof.** By dividing $u$ and $f$ by $s$, we may assume $s = 1$. We prove by contradiction. Suppose at a point $(t, x) \in C_{R/32}$, we have

$$
\gamma^{-1/\nu'} \left(\mathcal{M}(F^2)(t, x)\right)^{1/2} + \left(\mathcal{M}(U')^{1/\nu}\right) \leq 1. \tag{8.12}
$$

Let us consider two cases.

**Case 1:** $\text{dist}(0, \partial \Omega) \geq R/8$. Notice that

$$(t, x) \in C_{R/32} = Q_{R/32} \subset Q_{R/8} \subset \mathbb{R} \times \Omega.$$

Due to Lemma 8.3 (i), we can write $u = \bar{u} + \bar{v}$ in $Q_{R/8}$ and, by (8.12),

$$
\|V\|_{L^\infty(Q_{R/32})} \leq N_1, \quad (W^2)_{Q_{R/8}}^{1/2} \leq N_1 \gamma^{1/\nu'}, \tag{8.13}
$$

where $N_1$ and constants $N_i$ below depend only on $d$, $n$, $m$, $\delta$, and $\nu$. By (8.13), the triangle inequality and Chebyshev’s inequality, we get

$$
|C_{R/32} \cap \mathcal{A}(\kappa)| = \left|\{(t, x) \in C_{R/32} : U > \kappa\}\right|
$$

$$
\leq \left|\{(t, x) \in C_{R/32} : W > \kappa - N_1\}\right| \leq (\kappa - N_1)^{-1} N_1^2 \gamma^{2/\nu'}|Q_{R/8}|,
$$

which contradicts with (8.11) if we choose $\kappa$ sufficiently large.

**Case 2:** $\text{dist}(0, \partial \Omega) < R/8$. We take $y \in \partial \Omega$ such that $|y| = \text{dist}(0, \partial \Omega)$. Notice that in this case we have

$$(t, x) \in C_{R/32} \subset C_{R/4}(0, y) \subset C_R(0, y).$$

Due to Lemma 8.3 (ii), we can write $u = \bar{u} + \bar{v}$ in $C_R(0, y)$ and, by (8.12),

$$
\|V\|_{L^\infty(C_R(0, y))} \leq N_2, \quad (W^2)_{C_{R}(0, y)}^{1/2} \leq N_2 \gamma^{1/\nu'} \tag{8.14}
$$

By (8.14), the triangle inequality and Chebyshev’s inequality, we get

$$
|C_{R/32} \cap \mathcal{A}(\kappa)| = \left|\{(t, x) \in C_{R/32} : U > \kappa\}\right|
$$

$$
\leq \left|\{(t, x) \in C_{R/32} : W > \kappa - N_2\}\right| \leq (\kappa - N_2)^{-1} N_2^2 \gamma^{2/\nu'}|C_R|.$$
which contradicts with \(8.11\) if we choose \(\kappa\) sufficiently large.

\[\]

**Theorem 8.5.** Let \(p \in (2, \infty), \lambda > 0, X_0 \in \mathbb{R}^{d+1}\) and \(f_\alpha \in L_p(\mathbb{R} \times \Omega)\). Suppose that \(a_{\alpha\beta} \equiv 0\) for any \(\alpha, \beta\) satisfying \(|\alpha| + |\beta| < 2m\), and \(u \in C_0^\infty(\mathbb{R} \times \Omega)\) vanishes outside \(Q_\gamma(X_0)\) and satisfies \(8.2\) in \(\mathbb{R} \times \Omega\). There exist positive constants \(\gamma \in (0, 1/20)\) and \(N\), depending only on \(d, \delta, m, n, p\), such that, under Assumption \(8.1\) \(\gamma\) we have

\[
\|U\|_{L_p(\mathbb{R} \times \Omega)} \leq N\|F\|_{L_p(\mathbb{R} \times \Omega)},
\]

where \(N = N(d, \delta, m, n, p)\).

**Proof.** We fix \(\nu = p/2 + 1\) and let \(\nu' = 2\nu/(\nu - 2)\). Let \(\kappa\) be the constant in Corollary \(8.4\). For any \(s > 0\), by Chebyshev’s inequality,

\[
|\mathcal{A}(\kappa s)| \leq (\kappa s)^{-\nu}\|\|L_2(\mathbb{R} \times \Omega)\|^{\frac{2}{\nu}}. \quad (8.16)
\]

From \(8.16\), Corollary \(8.4\) and a result from measure theory on the “crawling of ink spots” which can be found in \([36]\) or \([26\), Sect. 2], we have the following upper bound of the distribution of \(U\),

\[
|\mathcal{A}(\kappa s)| \leq N_1\gamma^{2/\nu'} |\mathcal{B}(s)|. \quad (8.17)
\]

For \(0 < \kappa s < \gamma^{-1/\nu'}\|U\|_{L_2(\mathbb{R} \times \Omega)}\), we simply bound the distribution function by \(8.16\). Now we use the elementary identity:

\[
\|f\|_{L_p(\mathcal{D})}^p = p \int_0^\infty \{\{t, x\} \in \mathcal{D} : |f(t, x)| > s\}\]s^{p-1} ds,
\]

to deduce from \(8.16\) and \(8.17\) that

\[
\|U\|_{L_p(\mathbb{R} \times \Omega)}^p \leq N_5\gamma^{(2-p)/\nu'} \left(\|U\|_{L_2(\mathbb{R} \times \Omega)}^p + \left(\|\mathcal{M}(F)\|_{L_p(\mathbb{R} \times \Omega)}\right)^{1/2}\right)
\]

\[
+ N_5\gamma^{2/\nu'} \left(\|\mathcal{M}(\mathcal{A})\|_{L_p(\mathbb{R} \times \Omega)}\right)^{1/\nu'}.
\]

By Hölder’s inequality,

\[
\|U\|_{L_2(\mathbb{R} \times \Omega)} = \|U\|_{L_2(Q_\gamma(X_0) \cap \mathbb{R} \times \Omega)} \leq N\|U\|_{L_p(\mathbb{R} \times \Omega)} \gamma^{(d+2m)(1/2-1/p)}. \quad (8.18)
\]

Since \(2 < \nu < p\), by the Hardy–Littlewood maximal function theorem and \(8.18\), we obtain

\[
\|U\|_{L_p(\mathbb{R} \times \Omega)}^p \leq N_6\gamma^{(2-p)/\nu'} \|F\|_{L_p(\mathbb{R} \times \Omega)}^p + N_6\gamma^{2/\nu'} \|U\|_{L_p(\mathbb{R} \times \Omega)}^p.
\]

To get the estimate \(8.15\), it suffices to take \(\gamma = \gamma(d, n, m, \delta, p) \in (0, 1/20)\) sufficiently small such that \(N_6\gamma^{2/\nu'} \leq 1/2\).

Now we are ready to give the proof of Theorem \(8.2\).

**Proof of Theorem 8.2.** We derive Assertion (i) from Theorem \(8.5\) as in the proof of Theorem \(2.2\). Assertion (ii) follows from Assertion (i), the method of continuity and an approximation argument. To prove Assertion (iii), let \(u = e^{t(\lambda_0 + 1)} \hat{u}\). Clearly \(\hat{u}\) satisfies \(8.2\) with \(\lambda_0 + 1\) and \(f_\alpha := e^{-t(\lambda_0 + 1)} f_\alpha\) in
place of $\lambda (= 0)$ and $f$ respectively. Therefore, to show the existence and uniqueness of $u$ is equivalent to show those of the solution $\tilde{u}$ to the equation

$$v_t + (-1)^m L v + (\lambda_0 + 1)v = \sum_{|\alpha| \leq m} D^\alpha \tilde{f}_\alpha$$

(8.19)

with the zero initial condition. We extend $\tilde{f}$ to be zero for $t \leq 0$. Using Assertion (ii), we find a unique $\hat{H}^m_p((0, T)\Omega)$ solution $v$ of (8.19) in $\Omega_T$.

Set $\tilde{u} := v$. By the uniqueness, $v \equiv 0$ for $t \leq 0$, which implies that $\tilde{u}$ satisfies the same equation with the zero initial condition at $t = 0$. This gives the existence. For the uniqueness, let $\tilde{u} \in \hat{H}^m_p((0, T)\Omega)$ be a solution to (8.19) with the zero initial condition and zero right-hand side. We extend $\tilde{u}$ to be zero for $t \leq 0$ and denote it by $v$. It is easily seen that $v$ satisfies (8.19) in $\Omega_T$.

Finally, the estimate of $u$ is deduced from the estimate of $\tilde{u}$, which in turn follows from Assertion (ii). The theorem is proved. \qed

We finish the paper by considering the corresponding Dirichlet boundary value problem for elliptic equations in the case that all the involved functions are independent of the time variable.

**Theorem 8.6.** Let $\Omega$ be a domain in $\mathbb{R}^d$, $p \in (1, \infty)$, and $f_\alpha = (f^1_\alpha, \ldots, f^n_\alpha)^T \in L_p(\Omega)$, $|\alpha| \leq m$. Then there exists a constant $\gamma = \gamma(d, n, m, p, \delta)$ such that, under Assumption 8.1 $(\gamma)$, the following hold true.

(i) For any $u \in \hat{\mathcal{H}}^m_p(\Omega)$ satisfying

$$Lu + (-1)^m \lambda u = \sum_{|\alpha| \leq m} D^\alpha f_\alpha \text{ in } \Omega,$$

(8.20)

we have

$$\sum_{|\alpha| \leq m} \lambda^{1 - \frac{|\alpha|}{2m}} \|D^\alpha u\|_{L_p(\Omega)} \leq N \sum_{|\alpha| \leq m} \lambda^{\frac{|\alpha|}{2m}} \|f_\alpha\|_{L_p(\Omega)},$$

provided that $\lambda \geq \lambda_0$, where $N$ and $\lambda_0 > 0$ depend only on $d$, $n$, $m$, $p$, $\delta$, $K$, and $R_0$.

(ii) For any $\lambda > \lambda_0$, there exists a unique $u \in \hat{W}^m_p(\Omega)$ satisfying (8.20).

(iii) Let $\lambda = 0$. Assume that $|\Omega| < \infty$ and that equation (8.20) admits a $W^m_2$ estimate, i.e., for any $u \in W^m_2(\Omega)$ satisfying (8.20) with $f_\alpha \in L_2(\Omega)$, we have

$$\|u\|_{W^m_2(\Omega)} \leq N \sum_{|\alpha| \leq m} \|f_\alpha\|_{L_2(\Omega)},$$

where $N$ depends only on $d$, $n$, $m$, $\delta$, $K$, $R_0$, and $|\Omega|$. Then there exists a unique solution $u \in \hat{W}^m_p(\Omega)$ of (8.20) and $u$ satisfies

$$\|u\|_{\hat{W}^m_p(\Omega)} \leq N \sum_{|\alpha| \leq m} \|f_\alpha\|_{L_p(\Omega)},$$

(8.21)

where $N$ depends only on $d$, $n$, $m$, $p$, $\delta$, $K$, $R_0$, and $|\Omega|$. \qed
Proof. The proofs of the first two assertions in Theorem 8.6 are completely analogous to those of Theorem 8.2 and are thus omitted.

For the last assertion, as before it is sufficient to show the a priori estimate (8.21) for \( u \in W^m_p(\Omega) \). Again, by a duality argument we may focus on the case \( p > 2 \). From Assertion (i), we have

\[
\|u\|_{W^m_p(\Omega)} \leq N \sum_{|\alpha| \leq m} \|f_\alpha\|_{L^p(\Omega)} + N_7 \|u\|_{L^p(\Omega)},
\]

(8.22)

Therefore, we only need to estimate \( \|u\|_{L^p(\Omega)} \). Take \( p_1 \in (p, \infty) \) such that \( 1 - d/p > -d/p_1 \). By Hölder’s inequality, Young’s inequality and the Poincaré-Sobolev inequality, we get for any \( \varepsilon > 0 \),

\[
\|u\|_{L^p(\Omega)} \leq N(\varepsilon)\|u\|_{L^2(\Omega)} + \varepsilon\|u\|_{L^p(\Omega)} \leq N(\varepsilon)\|u\|_{L^2(\Omega)} + N_8 \varepsilon\|D u\|_{L^p(\Omega)}.
\]

Choosing \( \varepsilon = 1/(2N_7N_8) \) and using (8.22), we obtain (8.21). The theorem is proved.

Remark 8.7. As an immediate corollary of Theorem 8.6, we obtain the \( W^m_p(\Omega) \) solvability of (8.20) with \( \lambda = 0 \) if, in addition, \( |\Omega| < \infty \) and the lower-order coefficients of \( L \) are all zero. Finally, for second-order scalar elliptic equations in the form

\[
D_j (a_{ij} D_i u) + D_i (a_i u) + b_i D_i u + cu = \text{div } g + f,
\]

under the same assumptions and the additional condition that \( D_i a_i + c \leq 0 \) in \( \Omega \) in the weak sense, we also get the \( W^1_p(\Omega) \) solvability by using the classical \( W^1_{p_1} \) estimate of the Dirichlet problem on a domain with a bounded measure; see [20, §8] or [14, Sect. 7]. This result generalizes Theorem 2.7 in [14], in which bounded Lipschitz domains are considered. It also extends the main result of [6] to equations with lower-order terms.
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