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Abstract: This paper presents an efficacious analytical and numerical method for solution of fractional differential equations. This technique, here in named \( q \)-HATM (\( q \)-homotopy analysis transform method) is applied to a one-dimensional fractional Fornberg–Whitham model and a two-dimensional fractional population model emanating from biological sciences. The overwhelming agreement of our analytical solution by the \( q \)-HATM technique with the exact solution indeed establishes the efficacy of \( q \)-HATM to solve the fractional Fornberg–Whitham model and the two-dimensional fractional population model. Furthermore, comparisons by means of extensive analysis using numerics, graphs and error analysis are presented to affirm the preference of \( q \)-HATM technique over other methods. A variant of the \( q \)-HATM using symmetry can also be considered to solve these problems.
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1. Introduction

The 17th century ushered in the discovery of calculus independently by both Gottfried Wilhelm Leibniz and Isaac Newton, with the former introducing the symbol \( D^n f = \frac{d^n f}{dx^n} \) meaning the \( n \)th derivative of a function \( f \), where \( n \) is a nonnegative integer. L'Hôpital, out of curiosity, had asked Leibniz if \( n \) could be allowed to take a fractional value. This question by l'Hôpital to Leibniz was going to become a future field of mathematics to find applications in different areas of human endeavors. For more on the history of fractional calculus, see [1] and references therein. Fractional calculus indeed comprises both fractional integrals and fractional derivatives. Its numerous applications have enticed many scientists and engineers to pay more attention to it in recent years. Practical applications were found in image and signal processing [2,3], biotechnology [4], nanotechnology [5] and viscoelasticity [6]. For more applications of fractional calculus, see [7–20], and more recently, [21–40]. It is extremely difficult in general to obtain an exact solution (in terms of a handy function) for a fractional differential equation. Therefore, several analytical methods were derived in order to find approximate solutions. This, in itself, raises the challenge of always trying to get an analytical solving method which is efficient, reliable, produces better approximations and guarantees faster rate of convergence. Thus, several methods have been proposed; these are the variational iteration method (VIM), Adomian’s decomposition method (ADM), the homotopy analysis method (HAM), the homotopy perturbation method (HPM), the differential transform method (DTM), the new iteration method (NIM), the least-squares...
residual power series method (LSRPSM), the residual power series method (RPSM) and several others. In 1992, Liao [41,42] introduced the HAM to solve fractional differential equations. However, there was still a need for another method that could guarantee faster convergence and give a more accurate approximation. This led to the proposition of a modification of the HAM to \( q \)-HAM, which uses the axillary parameter \( q \) to obtain a more refined approximate solution [10]. Solutions to some nonlinear fractional differential equations were obtained using \( q \)-HAM; see [12–14,28,32,43,44]. Recently, Singh et al. [30] introduced the \( q \)-homotopy analysis transform method (\( q \)-HATM). Actually, the \( q \)-HATM was derived from the combination of the Laplace transform and the \( q \)-HAM. This combination is an improvement on the \( q \)-HAM, in that some properties of the equation under consideration are still maintained as the \( q \)-HATM sorts for an approximate solution in a series form. The \( q \)-HAM also has an added advantage as it deploys a convergence parameter \( h \), which is effectively selected to guarantee faster convergence to the solution, gives a better degree of accuracy and provides adjustment and control of convergence regions. A number of researchers have solved various nonlinear fractional differential equations by using the \( q \)-HATM [31,33,34,45–47]. In contrast to some other methods, \( q \)-HATM does not need any sort of discretization or perturbation. It also does not need polynomials like in ADM and the homotopy perturbation transform method (HPTM), nor is a Lagrange multiplier needed as in the case of the VIM. In light of the aforementioned advantages that \( q \)-HATM brings to the fore, in this work, we sort to find approximate solutions by applying the \( q \)-HATM first to the Fornberg–Whitham equation and secondly to a fractional biological population model in two dimensions.

In mathematical physics, the Fornberg–Whitham equation is a significant model used in investigating the qualitative behavior of wave breaking [36]. It is given as

\[
\varphi_t - \varphi_{xxt} + \varphi_x = \varphi \varphi_{xxx} - \varphi \varphi_x + 3 \varphi_x \varphi_{xx},
\]

where \( \varphi(x,t) \) is the velocity of fluid. A peaked solution to Equation (1) was derived by Fornberg and Whitham [11] and is given as \( \varphi(x,t) = K e^{|z - \frac{2}{\lambda}|} \), where \( K \) is an arbitrary constant. Considering the enormous application of fractional calculus to diverse fields of sciences, researchers recently introduced the fractional derivative to obtain the following time-fractional Fornberg–Whitham equation

\[
D_t^\alpha \varphi - \varphi_{xxt} + \varphi_x = \varphi \varphi_{xxx} - \varphi \varphi_x + 3 \varphi_x \varphi_{xx}, \quad 0 < \alpha \leq 1, \quad t > 0,
\]

where \( D_t^\alpha \) represents the Caputo derivative in the variable \( t \) of order \( \alpha \). Various analytical approaches and methods have been employed by different authors in other to solve the classical Fornberg–Whitham equation (Equation (1)) (see [48,49]) and fractional Fornberg–Whitham equation (Equation (2)) (see [26,29,50–53]). Considering the simplicity in implementation, efficiency and reliability of the \( q \)-HATM (see [54]), we apply the \( q \)-HATM to solve Equation (2); then, taking advantage of the presence of a convergence parameter \( h \), we obtain a faster and more accurate approximate solution in few iterations. Our applied method outperformed existing methods that have been applied to solve Equation (2), in terms of ease of computations, faster convergence rate and more accurate approximate solution.

Secondly, we demonstrate the preference of the \( q \)-HATM over other methods in solving the time-fractional biological population model,

\[
D_t^\alpha \varphi(x,y,t) - q_x^2 (x,y,t) - q_y^2 (x,y,t) - \lambda \varphi(x,y,t) = 0, \quad 0 < \alpha \leq 1, \quad t > 0,
\]

where \( D_t^\alpha \) represents the Caputo derivative in the variable \( t \) of order \( \alpha \).

We organized the paper as follows. In Section 2, we present some basic tools needed in this work. Analysis of the \( q \)-HATM is given in Section 3. Application of the \( q \)-HATM to the fractional
Fornberg–Whitham equation is presented in Section 4. Application of the $q$-HATM to a fractional biological population model is presented in Section 5. Final remarks are stated in Section 6.

2. Preliminaries

In this section, we present some basic tools that will be used hereafter.

**Definition 1** (Riemann–Liouville integral). Given a function $q \in C_m$, $m \geq -1$, the Riemann–Liouville fractional integral of order $\alpha \geq 0$ of $q$ is defined as [55-57]

$$J^\alpha q(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-\eta)^{\alpha-1} q(\eta) d\eta, \quad \alpha, t > 0$$

(4)

where $J^0 q(t) = q(t)$ and $\Gamma$ is the known regular gamma function.

**Definition 2** (Caputo derivative). The fractional derivative of the function $q$ of order $\alpha$, for $n-1 < \alpha \leq n$, $n \in \mathbb{N}$ in the sense of Caputo is defined as [56,57]

$$D^\alpha_q q(t) := \begin{cases} 
q^{(n)}(t), & \alpha = n, \\
J^{n-\alpha}q^{(n)}(t), & n-1 < \alpha < n,
\end{cases}$$

(5)

where

$$J^{n-\alpha}q^{(n)}(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-\eta)^{n-\alpha-1} q^{(n)}(\eta) d\eta, \quad \alpha, t > 0.$$  

The Caputo derivative (Equation (5)) has the following properties:

(a) $D^\alpha_q (\delta_1 q(t) + \delta_2 q(t)) = \delta_1 D^\alpha_q q(t) + \delta_2 D^\alpha_q q(t), \quad \delta_1, \delta_2 \in \mathbb{R},$

(b) $D^\alpha_q J^\alpha q(t) = q(t),$

(c) $J^\alpha D^\alpha q(t) = q(t) - \sum_{k=0}^{n-1} q^{(k)}(i) \frac{t^k}{k!}.$

**Definition 3** (Laplace transform). The Laplace transform of the Caputo fractional derivative $D^\alpha_q q(t)$ is given as [55,58]

$$L_s[D^\alpha_q q(t)] = s^\alpha L_s[q(t)] - \sum_{k=0}^{n-1} s^{\alpha-k} q^{(k)}(0^+), \quad n-1 < \alpha \leq n.$$  

(6)

3. The $q$-HATM Technique

The general procedure and techniques for applying the $q$-HATM to an abstract nonlinear differential equation are presented here. Given the following abstract nonlinear time-fractional differential equation

$$D^\alpha_q q(x,t) + G(q(x,t)) + N(q(x,t)) = g(x,t), \quad n-1 < \alpha \leq n,$$

(7)

where $D^\alpha_q$ is the Caputo fractional derivative, $G$ is a linear differential operator, $N$ is a nonlinear differential operator, $g$ is the source term and $q$ is the unknown function, we apply the Laplace transform in the variable $t$ to both sides of Equation (7); keeping in mind Equation (6), we get

$$L_s[q(x,t)] - \frac{1}{s^\alpha} \sum_{i=0}^{n-1} s^{\alpha-i} q^{(i)}(0^+) + \frac{1}{s^\alpha} L_s[G(q(x,t)) + N(q(x,t)) - g(x,t)] = 0.$$  

(8)
For $0 \leq q \leq 1$, according to the homotopy method [41], the so-called zeroth-order deformation is given as

$$(1 - q)L_t(\psi(x, t; q) - \varphi_0(x, t)) = \hbar \mathcal{H}(x, t)\mathcal{Y}[\psi(x, t; q)],$$

where

$$\mathcal{Y}[\psi(x, t; q)] := \mathcal{L}_t[\psi(x, t; q)] - \frac{1}{s^a} \sum_{j=0}^{n-1} s^{a-j} \varphi^{(j)}(x, 0; q) + \frac{1}{s^a} \mathcal{L}_t[G(\psi(x, t; q)) + \mathcal{N}(\psi(x, t; q)) - g(x, t)].$$

\(\mathcal{H}(x, t) \neq 0\) represents an auxiliary function, \(h\) is an auxiliary parameter and \(q\) is an embedded parameter. It is easy to see that when \(q = 0\) and \(q = 1\), then from Equation (9), we can obtain, respectively,

$$\psi(x, t; 0) = \varphi_0(x, t) \quad \text{and} \quad \psi(x, t, q) = \varphi(x, t).$$

It follows according to Equation (11) that the solution \(\psi(x, t; q)\) of Equation (9) ranges from the initial guess \(\varphi_0(x, t)\) to the solution \(\varphi(x, t)\) of Equation (7) as \(q\) ranges from 0 to 1. Then, one chooses an appropriate \(\mathcal{H}\) such that the solution \(\psi(x, t; q)\) of Equation (9) is valid on \(0 \leq q \leq 1\). Next, with Equation (11) in mind, and the appropriate choice of \(\mathcal{H}\), we can expand \(\psi(x, t; q)\) in Taylor series [59] about \(q = 0\) to get

$$\psi(x, t; q) = \varphi_0(x, t) + \sum_{k=1}^{\infty} \varphi_k(x, t)q^k,$$

such that Equation (12) converges at \(q = 1\), where

$$\varphi_k(x, t) = \frac{1}{k!} \left\{ \frac{\partial^k \psi(x, t, q)}{\partial q^k} \right\}_{q=0};$$

see [41] and references therein. It follows that

$$\varphi(x, t) = \varphi_0(x, t) + \sum_{k=1}^{\infty} \varphi_k(x, t)q^k.$$

Performing \(k\)-times differentiation of Equation (9) with respect to \(q\), then evaluating at \(q = 0\) and dividing through by \(k!\), we get

$$\mathcal{L}_t \left[ \varphi_k(x, t) - \eta^k_k \varphi_{k-1}(x, t) \right] = \hbar \mathcal{H}(x, t)\mathcal{R}_k(\bar{\varphi}_{k-1}(x, t)),$$

where the vector \(\bar{\varphi}(x, t)\) is given as

$$\bar{\varphi}(x, t) = \left\{ \varphi_j(x, t) \right\}_{j=0}^{k},$$

with

$$\mathcal{R}_k(\bar{\varphi}_{k-1}(x, t)) = \mathcal{L}_t[\varphi_{k-1}(x, t)] - (1 - \eta^k_k) \left( \sum_{j=0}^{n-1} s^{a-j} \varphi^{(j)}(x, 0) + \frac{1}{s^a} \mathcal{L}_t[g(x, t)] \right) + \frac{1}{s^a} \mathcal{L}_t[G(\varphi(x, t)) + H_{k-1}]$$

(16)
and

$$\eta_k^* := \begin{cases} 0, & k \leq 1, \\ 1, & \text{otherwise.} \end{cases}$$

(17)

In Equation (16), \( H_k \) is given as

$$H_k = \frac{1}{k!} \frac{\partial^k \psi(x,t,q)}{\partial q^k} \bigg|_{q=0},$$

where

$$\psi(x,t,q) = \psi_0 + q\psi_1 + q^2\psi_2 + q^3\psi_3 + \cdots$$

is the homotopy polynomial.

Application of the inverse Laplace transform to Equation (15) yields

$$\phi_k(x,t) = \eta_k^* \phi_{k-1}(x,t) + \hbar \mathcal{L}^{-1} \left[ \mathcal{H}(x,t) \mathcal{R}_k(\bar{\phi}_{k-1}(x,t)) \right].$$

(18)

For the convergence analysis of the \( q \)-HATM, we present the following theorems; their proofs are given in [10,34,46].

**Theorem 1** (Convergence of \( q \)-HATM [34,46]). Let \( \mathcal{T} : \mathcal{B} \to \mathcal{B} \) be a nonlinear contraction mapping on a Banach space \( \mathcal{B} \), i.e., there exists \( 0 < K < 1 \) such that

$$\|\mathcal{T}(\varphi) - \mathcal{T}(\tilde{\varphi})\| \leq K\|\varphi - \tilde{\varphi}\|, \quad \varphi, \tilde{\varphi} \in \mathcal{B}.$$

By the Banach’s fixed point theorem [60], for any \( \varphi_0, \tilde{\varphi}_0 \in \mathcal{B} \), the sequence \( \{\varphi_k\} \) generated by the \( q \)-HATM converges to a fixed point of \( \mathcal{T} \). Furthermore,

$$\|\varphi_i - \varphi_k\| \leq \frac{K^i}{1 - K} \|\varphi_1 - \varphi_0\|.$$

**Theorem 2** (Error analysis [10,34]). Assume that the series solution

$$\sum_{k=0}^{\infty} \varphi_k(x,t)q^k$$

given by Equation (14) converges to \( \varphi(x,t) \) the solution of Equation (7) for specified values of \( \hbar \). Suppose there exists a real number \( 0 < \varepsilon < 1 \) such that

$$\|\varphi_{j+1}(x,t)\| \leq \varepsilon\|\varphi_j(x,t)\|, \quad \forall j.$$

If the sequence of partial sums

$$\varphi^{(N)}(x,t;q;\hbar) = \sum_{k=0}^{N} \varphi_k(x,t)q^k$$

is used as an approximation to the solution \( \varphi(x,t) \) of Equation (7), then the absolute error is bounded as follows

$$\|\varphi(x,t) - \varphi^{(N)}(x,t;q;\hbar)\| \leq \frac{\varepsilon^{N+1}}{1 - \varepsilon} \|\varphi_0(x,t)\|.$$

**Remark 1.** A critical part of the \( q \)-HATM technique lies in the appropriate and careful choice of \( \hbar \) which guarantees faster convergence of the approximate solution to the exact solution and greatly minimizes the absolute error. A classical way to find the best \( \hbar \) is by the use of the well-known \( \hbar \)-curves. The \( \hbar \)-curve is
drawn using certain quantities of the solution versus $\hbar$. The best choice of the convergence control parameter $\hbar$ is carefully made using the horizontal line test. This approach works quite well when an exact solution for a particular $\alpha$ value is known. However, in the case where no exact solution is known, there are different other ways to obtain a best $\hbar$ that guarantees faster and better convergence. One method is to minimize, with respect to $\hbar$, the norm of the discrete residual function at each order of HAM approximation [61]. Another approach is by applying optimization method to minimize the residual of the mth-order approximate solutions, with respect to the homotopy parameter $\hbar$ [37]. Hence, systematically, the optimal choice of $\hbar$ that minimizes error and gives better convergence speed at every order of HAM approximation can be obtained. See also [62] (Chapter 4) and [35] for other methods to obtain $\hbar$.

4. Application to the Fractional Fornberg–Whitham Equation

In this section, we apply the $q$-HATM to solve the Caputo time-fractional Fornberg–Whitham equation and compare our results with those obtained from other methods. Recently, in [63], LSRPSM was used to obtain an approximate solution for the fractional Fornberg–Whitham equation. It was established that LSRPSM outperformed other methods such as RPSM and VIM in terms of accuracy and rate of convergence. We consider the following fractional Fornberg–Whitham equation:

$$D^a_t \varphi - \varphi_{xxt} + \varphi_x = \varphi \varphi_{xxx} - \varphi \varphi_x + 3 \varphi_x \varphi_{xx}, \quad 0 < \alpha \leq 1, \quad t > 0,$$

with the initial data

$$\varphi(x,0) = \frac{4}{3} \exp \left( \frac{x}{2} \right).$$

The exact solution to Equation (19) when $\alpha = 1$ is given as

$$\varphi(x,t) = \frac{4}{3} \exp \left( \frac{x}{2} - \frac{2t}{3} \right).$$

We take the Laplace transform (in variable $t$) of Equation (19) and, keeping in mind Equation (20), we get

$$L_t[\varphi] - \frac{1}{s} \varphi(x,0) + \frac{1}{s^\alpha} \frac{\partial^2 \varphi}{\partial x^2}(x,0) - \frac{1}{s^{\alpha-1}} L_t \left[ \frac{\partial^2 \varphi}{\partial x^2} \right] + \frac{1}{s^\alpha} L_t \left[ \frac{\partial \varphi}{\partial x} - \varphi \frac{\partial^2 \varphi}{\partial x^2} + \varphi \frac{\partial \varphi}{\partial x} - 3 \frac{\partial \varphi}{\partial x} \frac{\partial^2 \varphi}{\partial x^2} \right] = 0.$$  (22)

Taking $\psi(x,t;q)$, we define the nonlinear function

$$Y(\psi(x,t;q)) = L_t[\psi] - \frac{1}{s} \psi(x,t;0) + \frac{1}{s^\alpha} \frac{\partial^2 \psi}{\partial x^2}(x,t;0) - \frac{1}{s^{\alpha-1}} L_t \left[ \frac{\partial^2 \psi}{\partial x^2} \right] + \frac{1}{s^\alpha} L_t \left[ \frac{\partial \psi}{\partial x} - \psi \frac{\partial^2 \psi}{\partial x^2} + \psi \frac{\partial \psi}{\partial x} - 3 \frac{\partial \psi}{\partial x} \frac{\partial^2 \psi}{\partial x^2} \right].$$

From Equation (15), taking $\mathcal{H} \equiv 1$, the kth-order deformation equation is given as

$$L_t[\varphi_k - \eta_k \varphi_{k-1}] = \hbar R_k(\varphi_{k-1}),$$

where
\[ \Re_k(\phi_{k-1}) = \mathcal{L}_t[\phi_{k-1}] - (1 - \eta^*_k) \left[ \frac{4}{3s} e^{x/2} - \frac{1}{3s^\alpha} e^{x/2} \right] - \frac{1}{s^{\alpha-1}} \mathcal{L}_t \left[ \frac{\partial^2 \phi_{k-1}}{\partial x^2} \right] \]
\[ + \frac{1}{s^{\alpha-1}} \mathcal{L}_t \left[ \frac{\partial \phi_{k-1}}{\partial x} \sum_{j=0}^{k-1} \phi_j - \frac{\partial^3 \phi_{k-1}}{\partial x^3} + \sum_{j=0}^{k-1} \phi_j \frac{\partial \phi_{k-1-j}}{\partial x} - 3 \sum_{j=0}^{k-1} \phi_j \frac{\partial^2 \phi_{k-1-j}}{\partial x^2} \right]. \] (24)

Taking the inverse Laplace transform of Equation (23), we get
\[ \phi_k = \eta^*_k \phi_{k-1} + \hbar \mathcal{L}_t^{-1} \left[ \Re_k(\phi_{k-1}) \right]. \] (25)

Therefore, making use of Equations (17) and (24) in Equation (25), we obtain the following iterations for the approximate solution:
\[
\begin{cases}
\phi_0(x, t) = \frac{4}{3} e^{x/2}, \\
\phi_1(x, t) = \frac{2h a \alpha}{3} e^{x/2}, \\
\phi_2(x, t) = (1 + \hbar) \phi_1 + \frac{\hbar^2 a \alpha - 1}{6} e^{x/2} - \frac{\hbar^2 a \alpha}{6} e^{x/2} + \frac{\hbar^2 a \alpha}{3} e^{x/2} + \frac{\hbar^2 a \alpha}{3} (2a + 1). 
\end{cases} \] (26)

Using Equation (26), we consider as our approximate solution the sequence of partial sums
\[ \phi^{(2)}(x, t) = \sum_{k=0}^{\infty} \phi_k(x, t) q^k. \]

Thus, taking \( q = 1 \), the approximate solution \( \phi^{(2)}(x, t) \) of Equation (19) is
\[
\phi^{(2)}(x, t) = \frac{4 e^{x/2}}{3} + \frac{h a \alpha - 1}{3} e^{x/2} + \frac{2h a \alpha}{6} e^{x/2} + \frac{2h(1 + \hbar) a \alpha}{3} e^{x/2} + \frac{2h(1 + \hbar) a \alpha}{3} (2a + 1). \] (27)

**Numerical Comparison**

In Table 1, we present numerical results (when \( \alpha = 1 \)) for some values of \( t \) and \( x \). The solutions obtained using the exact solution (Equation (25)), the \( q \)-HATM solution (Equation (27)) and absolute errors for the \( q \)-HATM and other methods (the LSRPSM [63], the RPSM [63] and the VIM [26]) are tabulated. In Table 1, “itr” means the number of iterations performed for the particular method. Table 2 shows different numerical results obtained by the \( q \)-HATM for different values of \( \alpha \) (\( \alpha = 0.25, 0.5, 0.75 \)), with \( x = -5, 5 \) and \( t = 0.1, 0.2, 0.3, 0.4, 0.5 \).
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Table 1. Numerical comparison when \( \alpha = 1 \) of the exact solution (Equation (21)), and the solutions obtained by the \( q \)-homotopy analysis transform method (\( q \)-HATM) with \( h = -1.28 \), the least-squares residual power series method (LSRPSM) [63], the residual power series method (RPSM) [63] and the variational iteration method (VIM) [26].

| \( x \) | \( t \) | \( \phi(x,t) \) Exact | \( q^{(2)}(x,t) \) \( q \)-HATM \( \text{itr} = 2 \) | \( \text{Abs Error} \) \( q \)-HATM \( \text{itr} = 2 \) | \( \text{Abs Error} \) LSRPSM [63] \( \text{itr} = 2 \) | \( \text{Abs Error} \) RPSM [63] \( \text{itr} = 5 \) | \( \text{Abs Error} \) VIM [26] \( \text{itr} = 2 \) |
|---|---|---|---|---|---|---|---|
| \( -10 \) | 0.1 | 0.00840435 0.00840436 | 1.70560 \times 10^{-7} | 1.21387 \times 10^{-5} | 1.41249 \times 10^{-4} | 1.75478 \times 10^{-2} |
| 0.3 | 0.0735542 0.0735561 | 1.90881 \times 10^{-7} | 1.35139 \times 10^{-5} | 3.77120 \times 10^{-4} | 1.66654 \times 10^{-2} |
| 0.4 | 0.0688843 0.06888436 | 5.38732 \times 10^{-6} | 7.41498 \times 10^{-6} | 4.74372 \times 10^{-4} | 1.62077 \times 10^{-2} |
| 0.5 | 0.0643727 0.0643505 | 1.6788 \times 10^{-5} | 3.47756 \times 10^{-7} | 5.94242 \times 10^{-4} | 1.57418 \times 10^{-2} |
| 0.1 | 0.10238812 0.10238604 | 2.07785 \times 10^{-8} | 1.47879 \times 10^{-4} | 1.72077 \times 10^{-3} | 2.13776 \times 10^{-1} |
| \( -5 \) | 0.2 | 0.09578480 0.09577371 | 1.10890 \times 10^{-5} | 1.92971 \times 10^{-4} | 3.24664 \times 10^{-3} | 2.08747 \times 10^{-1} |
| 0.3 | 0.08960735 0.08960968 | 2.32540 \times 10^{-8} | 1.64633 \times 10^{-4} | 4.59427 \times 10^{-4} | 2.03026 \times 10^{-3} |
| 0.4 | 0.08382830 0.08389393 | 6.56310 \times 10^{-5} | 9.03330 \times 10^{-5} | 5.77904 \times 10^{-4} | 1.97430 \times 10^{-3} |
| 0.5 | 0.07842196 0.07862648 | 2.04522 \times 10^{-4} | 4.23654 \times 10^{-6} | 6.81515 \times 10^{-4} | 1.91774 \times 10^{-3} |
| 0.1 | 0.05652038 0.05647862 | 4.13748 \times 10^{-5} | 2.97023 \times 10^{-3} | 3.45626 \times 10^{-2} | 4.29380 |
| 1 | 0.2 | 1.92388916 1.92366643 | 2.22729 \times 10^{-4} | 3.87592 \times 10^{-3} | 6.52104 \times 10^{-2} | 4.18737 |
| 0.3 | 1.79981174 1.79985845 | 4.67070 \times 10^{-5} | 3.30675 \times 10^{-3} | 9.22783 \times 10^{-2} | 4.07788 |
| 0.4 | 1.68373646 1.68505469 | 1.31823 \times 10^{-3} | 1.81439 \times 10^{-3} | 1.16075 \times 10^{-1} | 3.96588 |
| 0.5 | 1.57514722 1.57925515 | 4.10793 \times 10^{-3} | 8.50920 \times 10^{-5} | 1.36886 \times 10^{-1} | 3.85189 |

Table 2. Values of the approximate solution \( q^{(2)}(x,t) \) by the \( q \)-HATM, for different values of \( \alpha \).

| \( x \) | \( t \) | \( \alpha = 0.25 \) | \( \alpha = 0.5 \) | \( \alpha = 0.75 \) |
|---|---|---|---|---|
| 0.1 | 0.05416316 0.07351917 | 0.09275676 |
| 0.2 | 0.06583185 0.07054802 | 0.08474062 |
| \( -5 \) | 0.3 | 0.07288553 0.06931123 | 0.07890808 |
| 0.4 | 0.07719428 0.06897222 | 0.07438139 |
| 0.5 | 0.08054278 0.06920693 | 0.07085670 |
| 0.1 | 0.03852633 0.109112108 | 3.76632402 |
| 0.2 | 0.08162297 0.107025429 | 12.5762352 |
| 5 | 0.3 | 10.08171715 10.28669902 | 11.7084437 |
| 0.4 | 11.45664676 10.2368510 | 11.03917664 |
| 0.5 | 11.95360852 10.27121975 | 10.51606368 |

Remark 2. Observe that from Equation (26), we have only performed two iterations of the \( q \)-HATM. Moreover, as could be seen from Table 1, when \( \alpha = 1 \), and taking \( h = -1.28 \) (according to Figure 1), the numerical solution obtained by the \( q \)-HATM has a far-reaching match to the exact solution (with smallest absolute error) when compared to other methods presented in the table. Only in the case when \( t = 0.5 \) is the absolute error for the LSRPSM lesser than that of the \( q \)-HATM for this problem. Hence, with few iterations, our solution obtained by the \( q \)-HATM best approximates the exact solution to a high and appreciable number of significant digits. Moreover, the computations required to obtain our approximate solution \( q^{(2)}(x,t) \) are less strenuous compared to those of the LSRPSM [63], the RPSM [63] and the VIM [26].
Remark 3. (i) Figure 2 shows the similarity in 3D plot of the exact solution and the solution by the q-HATM for $0 \leq t \leq 1$ and $-10 \leq x \leq 10$. As can also be seen from Table 1, Figure 4a confirms the closed alignment between the exact solution and the solution by the q-HATM when $\alpha = 1$.

(ii) Figures 3 and 4b show the changes in the dynamics of the Fornberg–Whitham equation as the value of $\alpha$ changes. This, in essence, depicts why it is imperative to consider studying the fractional Fornberg–Whitham equation, as this will give additional information about the dynamics of the equation in real life situations.

(iii) In Figure 5, with Remark 1 in mind, the $h$-curve gives the convergence region of the q-HATM solution as $2 \leq h < 0$; then, by means of Figure 1, we make the optimal choice of $h = -1.28$.

Figure 1. Plots of the q-HATM solutions for different $h$-values and exact solution for $\alpha = 1$.

Figure 2. 3D plot of the exact solution and the q-HATM solution, with $\alpha = 1$, $h = -1.28$. 

Figure 3. 3D plot of the exact solution and the q-HATM solution, with $\alpha = 1$, $h = -1.28$.
**Figure 3.** 3D plot of the $q$-HATM solution with different $\alpha$ values and $\hbar = -1.28$.

**Figure 4.** (a) is the line plot of the exact and $q$-HATM solutions when $\alpha = 1$ at fixed $t = 0.2$ and $\hbar = -1.28$. (b) shows the effect of different values of $\alpha$ for fixed $x = -5$ and $\hbar = -1.28$.
Remark 4. Our attention was also drawn to methods presented in other papers—the HAM [58], NIM [51] and NDM (natural transform decomposition method) [50], which were also used to solve the fractional Fornberg–Whitham equation (Equation (2)) with different initial data \( \phi(x, 0) = e^{it^2} \). We also apply the \( q \)-HATM and compare its absolute error with those of the HAM [58], NIM [51] and NDM [50]; see Table 3 below.

Table 3. Numerical comparison when \( \alpha = 1 \) of the exact solution (Equation (21)) (with \( \phi(x, 0) = e^{i\frac{t^2}{2}} \)), and the solutions obtained by the \( q \)-HATM with \( h = -1.26 \), the homotopy analysis method (HAM) [58], the new iteration method (NIM) [51] and the natural transform decomposition method (NDM) [50].

| \( t \) | \( \phi(x, t) \) Exact | \( \phi^{(2)}(x, t) \) HAM | Abs Error | Abs Error | Abs Error | Abs Error |
|---|---|---|---|---|---|---|
| 0.1 | 0.00630340 | 0.06300348 | 8.43252 \times 10^{-8} | 1.25020 \times 10^{-4} | 9.1007 \times 10^{-5} | 4.86602 \times 10^{-6} |
| 0.2 | 0.0589687 | 0.0589576 | 1.11391 \times 10^{-6} | 5.33187 \times 10^{-4} | 1.84777 \times 10^{-5} | 6.13163 \times 10^{-6} |
| -10 | 0.00551656 | 0.0051478 | 1.78726 \times 10^{-6} | 1.22446 \times 10^{-3} | 2.56333 \times 10^{-5} | 4.76202 \times 10^{-6} |
| 0.4 | 0.0516078 | 0.00516034 | 2.44846 \times 10^{-7} | 2.19875 \times 10^{-3} | 3.12832 \times 10^{-4} | 1.60584 \times 10^{-6} |
| 0.5 | 0.0452975 | 0.0048305 | 3.09516 \times 10^{-6} | 3.45998 \times 10^{-3} | 3.53322 \times 10^{-4} | 2.59733 \times 10^{-6} |
| 0.1 | 0.07679109 | 0.0767912 | 1.02729 \times 10^{-6} | 1.52306 \times 10^{-3} | 1.20620 \times 10^{-5} | 5.92803 \times 10^{-6} |
| 0.2 | 0.0718386 | 0.07182503 | 1.35702 \times 10^{-5} | 6.49555 \times 10^{-3} | 2.25104 \times 10^{-4} | 7.46985 \times 10^{-5} |
| -5 | 0.06720551 | 0.06718374 | 2.17733 \times 10^{-5} | 1.49169 \times 10^{-2} | 3.12278 \times 10^{-3} | 5.80133 \times 10^{-5} |
| 0.4 | 0.06287123 | 0.06288244 | 2.92823 \times 10^{-6} | 2.67863 \times 10^{-2} | 3.81107 \times 10^{-3} | 1.95632 \times 10^{-5} |
| 0.5 | 0.05881467 | 0.0588754 | 6.20718 \times 10^{-5} | 4.21025 \times 10^{-2} | 4.30690 \times 10^{-3} | 3.16419 \times 10^{-5} |
| 0.1 | 1.54239027 | 1.5424109 | 2.06337 \times 10^{-5} | 3.05915 \times 10^{-2} | 2.42271 \times 10^{-3} | 1.19068 \times 10^{-3} |
| 0.2 | 1.44291867 | 1.44264430 | 2.72565 \times 10^{-4} | 1.30467 \times 10^{-6} | 4.931234 \times 10^{-6} | 1.50053 \times 10^{-6} |
| 1 | 1.34985881 | 1.34942148 | 4.37328 \times 10^{-4} | 2.99615 \times 10^{-1} | 6.72272 \times 10^{-2} | 1.1622 \times 10^{-3} |
| 0.4 | 1.26280234 | 1.26274243 | 5.99118 \times 10^{-5} | 5.38018 \times 10^{-1} | 7.65474 \times 10^{-2} | 3.92537 \times 10^{-4} |
| 0.5 | 1.18136041 | 1.18260716 | 1.24675 \times 10^{-3} | 8.45651 \times 10^{-1} | 8.65064 \times 10^{-2} | 6.35445 \times 10^{-4} |
Following similar steps leading to Equation (25), for the case where initial data is given as \( \varphi(x,0) = e^{x^2/2} \), we obtain the following iterations using the \( q \)-HATM:

\[
\begin{aligned}
\varphi_0(x,t) &= e^{x^2/2} \\
\varphi_1(x,t) &= \frac{ht^\alpha e^{x^2/2}}{2\Gamma(\alpha + 1)} \\
\varphi_2(x,t) &= -\frac{h^{2\alpha-1}t^{2\alpha} e^{x^2/2}}{8\Gamma(2\alpha)} + \frac{h(1 + h)t^{\alpha} e^{x^2/2}}{2\Gamma(\alpha + 1)} + \frac{h^{2\alpha}t^{\alpha} e^{x^2/2}}{4\Gamma(2\alpha + 1)}.
\end{aligned}
\]  

Using Equation (28), we consider as our approximate solution the sequence of partial sums

\[
\varphi^{(2)}(x,t) = \sum_{k=0}^{2} \varphi_k(x,t)q^k.
\]

Thus, taking \( q = 1 \), the approximate solution \( \varphi^{(2)}(x,t) \) of Equation (19) (with \( \varphi(x,0) = e^{x^2/2} \)) is

\[
\varphi^{(2)}(x,t) = e^{x^2/2} + \frac{ht^\alpha e^{x^2/2}}{2\Gamma(\alpha + 1)} - \frac{h^{2\alpha-1}t^{2\alpha} e^{x^2/2}}{8\Gamma(2\alpha)} + \frac{h(1 + h)t^{\alpha} e^{x^2/2}}{2\Gamma(\alpha + 1)} + \frac{h^{2\alpha}t^{\alpha} e^{x^2/2}}{4\Gamma(2\alpha + 1)}.
\]

In this case, when \( \varphi(x,0) = e^{x^2/2} \), the exact solution to Equation (19) when \( \alpha = 1 \) is given as

\[
\varphi(x,t) = \exp \left( x - \frac{2t}{3} \right).
\]

This time as well, we also notice from Table 3 that the \( q \)-HATM solutions appears to better approximate the exact solution than the other three techniques.

5. Application to a Fractional Biological Population Model

In this section, we are concerned with applying the \( q \)-HATM technique to obtain an approximate solution for the following Caputo time-fractional biological population model

\[
D^\alpha_t \varphi(x,y,t) - \varphi_{xx}^2(x,y,t) - \varphi_{yy}^2(x,y,t) - \lambda \varphi(x,y,t) = 0, \quad 0 < \alpha \leq 1, \quad t > 0,
\]

with the initial data

\[
\varphi(x,y,0) = \sqrt{\pi} y.
\]

The exact solution to Equation (31) when \( \alpha = 1 \) is given as

\[
\varphi(x,y,t) = \sqrt{\pi} y e^{\lambda t}.
\]

We take the Laplace transform (in variable \( t \)) of Equation (31) and, due to Equation (32), we get

\[
L_t[\varphi] - \frac{1}{s^\alpha} \varphi(x,y,0) - \frac{1}{s^\alpha} L_t \left[ \frac{\partial^2 \varphi}{\partial x^2} \right] + \frac{\partial^2 \varphi}{\partial y^2} + \lambda \varphi = 0.
\]

Taking \( \psi(x,y,t; q) \), we define the nonlinear function

\[
Y(\psi(x,y,t; q)) = L_t[\psi] - \frac{1}{s^\alpha} \psi(x,y,t; 0) - \frac{1}{s^\alpha} L_t \left[ \frac{\partial^2 \psi}{\partial x^2} \right] + \frac{\partial^2 \psi}{\partial y^2} + \lambda \psi.
\]
From Equation (15), taking $\mathcal{H} \equiv 1$, the $k$th-order deformation equation is given as

$$\mathcal{L}_t [\phi_k - \eta^*_k \phi_{k-1}] = h \mathcal{R}_k (\bar{\phi}_{k-1}),$$  \hspace{1cm} (35)

where

$$\mathcal{R}_k (\bar{\phi}_{k-1}) = \mathcal{L}_t [\phi_{k-1}] - (1 - \eta^*_k) \frac{1}{s} \sqrt{xy} - \frac{\lambda}{s^\alpha} \mathcal{L}_t [\phi_{k-1}]$$

$$- \frac{2}{s^\alpha} \mathcal{L}_t \left[ \sum_{j=0}^{k-1} \phi_j \frac{\partial^2 \phi_{k-1-j}}{\partial x^2} + \sum_{j=0}^{k-1} \frac{\partial \phi_j}{\partial x} \frac{\partial \phi_{k-1-j}}{\partial x} \right]$$

$$- \frac{2}{s^\alpha} \mathcal{L}_t \left[ \sum_{j=0}^{k-1} \phi_j \frac{\partial^2 \phi_{k-1-j}}{\partial y^2} + \sum_{j=0}^{k-1} \frac{\partial \phi_j}{\partial y} \frac{\partial \phi_{k-1-j}}{\partial y} \right].$$ \hspace{1cm} (36)

Taking the inverse Laplace transform of Equation (35), we get

$$\phi_k = \eta^*_k \phi_{k-1} + h \mathcal{L}_i^{-1} [\mathcal{R}_k (\bar{\phi}_{k-1})].$$ \hspace{1cm} (37)

Therefore, making use of Equations (17) and (36) in Equation (37), we obtain the following iterations for the approximate solution:

\[
\begin{align*}
\phi_0(x, y, t) &= \sqrt{xy}, \\
\phi_1(x, y, t) &= -\frac{\lambda t^\alpha \sqrt{xy}}{\Gamma(\alpha + 1)}, \\
\phi_2(x, y, t) &= -\frac{h(1 + h) \lambda t^\alpha \sqrt{xy}}{\Gamma(\alpha + 1)} + \frac{h^2 \lambda^2 t^{2\alpha} \sqrt{xy}}{\Gamma(2\alpha + 1)}. \\
\end{align*}
\] \hspace{1cm} (38)

Using Equation (38), we consider as our approximate solution the sequence of partial sums

$$\phi^{(2)}(x, y, t) = \sum_{k=0}^2 \phi_k(x, y, t) q^k.$$ 

Thus, taking $q = 1$, the approximate solution $\phi^{(2)}(x, y, t)$ of Equation (31) is

$$\phi^{(2)}(x, y, t) = \sqrt{xy} - \frac{\lambda t^\alpha \sqrt{xy}}{\Gamma(\alpha + 1)} - \frac{\lambda h(1 + h) t^\alpha \sqrt{xy}}{\Gamma(\alpha + 1)} + \frac{\lambda^2 h^2 t^{2\alpha} \sqrt{xy}}{\Gamma(2\alpha + 1)}.$$ \hspace{1cm} (39)

**Numerical Comparison**

We present in Table 4 the numerical results (when $\alpha = 1$) for $t = 1$ and some values of $x$ and $y$. The solutions obtained using the exact solution (Equation (37)), the $q$-HATM solution (Equation (39)) and absolute errors for the $q$-HATM and other methods (the LSRPSM [63], the RPSM [63] and the HPM [64]) are tabulated. In Table 4, “itr” means the number of iterations performed for the particular method. In addition, Table 5 shows different numerical result obtained by the $q$-HATM for different values of $a$ ($\alpha = 0.2, 0.6, 0.9$), with $t = 1$, $x = 0.3$, $y = 0.1$, $0.2$, $0.3$, $0.4$, $0.5$. 

Table 4. Numerical comparison when $α = 1$ of the exact solution (Equation (21)), and the solutions obtained by the $q$-HATM with $h = −1.1146$, the LSRPSM [63], the RPSM [63] and the homotopy perturbation method (HPM) [64]. We take $t = 1$, $λ = 0.5$.

| $x$  | $y$  | $q(x,y,t)$ Exact | $q^{(2)}(x,y,t)$ HATM itr = 2 | Abs Error $q$-HATM itr = 2 | Abs Error LSRPSM [63] itr = 2 | Abs Error RPSM [63] itr = 2 | Abs Error HPM [64] itr = 2 |
|------|------|------------------|-------------------------------|---------------------------|-----------------------------|-----------------------------|-----------------------------|
| 0.1  | 0.2  | 0.16487213       | 0.16487251                   | 3.7943 × 10$^{-7}$       | 9.62 × 10$^{-6}$           | 2.37 × 10$^{-3}$           | 2.3721 × 10$^{-3}$          |
| 0.3  | 0.4  | 0.28556690       | 0.28556756                   | 5.3660 × 10$^{-7}$       | 1.36 × 10$^{-5}$           | 3.35 × 10$^{-3}$           | 3.3547 × 10$^{-3}$          |
| 0.1  | 0.3  | 0.32974425       | 0.32974501                   | 7.5886 × 10$^{-7}$       | 1.92 × 10$^{-5}$           | 4.74 × 10$^{-3}$           | 4.7443 × 10$^{-3}$          |
| 0.5  | 0.2  | 0.36866528       | 0.36866613                   | 8.4843 × 10$^{-7}$       | 2.15 × 10$^{-5}$           | 5.30 × 10$^{-3}$           | 5.3042 × 10$^{-3}$          |
| 0.2  | 0.1  | 0.28556690       | 0.28556756                   | 6.5719 × 10$^{-7}$       | 1.67 × 10$^{-5}$           | 4.11 × 10$^{-3}$           | 4.1086 × 10$^{-3}$          |
| 0.3  | 0.4  | 0.49461638       | 0.49461752                   | 1.1383 × 10$^{-6}$       | 2.89 × 10$^{-5}$           | 7.12 × 10$^{-3}$           | 7.1164 × 10$^{-3}$          |
| 0.5  | 0.3  | 0.57113380       | 0.57113512                   | 1.3144 × 10$^{-6}$       | 3.33 × 10$^{-5}$           | 8.22 × 10$^{-3}$           | 8.2173 × 10$^{-3}$          |
| 0.1  | 0.5  | 0.63854700       | 0.63854847                   | 1.4695 × 10$^{-6}$       | 3.73 × 10$^{-5}$           | 9.19 × 10$^{-3}$           | 9.1872 × 10$^{-3}$          |
| 0.2  | 0.1  | 0.36866528       | 0.36866613                   | 8.4843 × 10$^{-7}$       | 2.15 × 10$^{-5}$           | 5.30 × 10$^{-3}$           | 5.3042 × 10$^{-3}$          |
| 0.3  | 0.5  | 0.52137144       | 0.52137264                   | 1.1999 × 10$^{-6}$       | 3.04 × 10$^{-5}$           | 7.50 × 10$^{-3}$           | 7.5013 × 10$^{-3}$          |
| 0.7  | 0.3  | 0.63854700       | 0.63854847                   | 1.4695 × 10$^{-6}$       | 3.73 × 10$^{-5}$           | 9.19 × 10$^{-3}$           | 9.1872 × 10$^{-3}$          |
| 1.0  | 0.4  | 0.73733057       | 0.73733226                   | 1.6969 × 10$^{-6}$       | 4.30 × 10$^{-5}$           | 1.06 × 10$^{-2}$           | 1.0608 × 10$^{-2}$          |
| 0.4  | 1.0  | 0.82436064       | 0.82436253                   | 1.8971 × 10$^{-6}$       | 4.81 × 10$^{-5}$           | 1.19 × 10$^{-2}$           | 1.1861 × 10$^{-2}$          |
| 1.0  | 0.1  | 0.52137144       | 0.52137264                   | 1.1999 × 10$^{-6}$       | 3.04 × 10$^{-5}$           | 7.50 × 10$^{-3}$           | 7.5013 × 10$^{-3}$          |
| 0.2  | 1.0  | 0.73733057       | 0.73733226                   | 1.6969 × 10$^{-6}$       | 4.30 × 10$^{-5}$           | 1.06 × 10$^{-2}$           | 1.0608 × 10$^{-2}$          |
| 0.3  | 1.0  | 0.90304183       | 0.90304391                   | 2.0782 × 10$^{-6}$       | 5.27 × 10$^{-5}$           | 1.30 × 10$^{-2}$           | 1.2993 × 10$^{-2}$          |
| 0.4  | 1.0  | 1.04274289       | 1.04274529                   | 2.3997 × 10$^{-6}$       | 6.09 × 10$^{-5}$           | 1.50 × 10$^{-2}$           | 1.5003 × 10$^{-2}$          |
| 0.5  | 1.0  | 1.16582199       | 1.16582467                   | 2.6830 × 10$^{-6}$       | 6.80 × 10$^{-5}$           | 1.68 × 10$^{-2}$           | 1.6773 × 10$^{-2}$          |

Table 5. Values of the approximate solution $q^{(2)}(x,t)$ by the $q$-HATM for different values of $α$, when $t = 1$.

| $x$  | $y$  | $α = 0.2$ | $α = 0.6$ | $α = 0.9$ |
|------|------|-----------|-----------|-----------|
| 0.1  | 0.2  | 0.32691706| 0.31769757| 0.29415547|
| 0.2  | 0.4  | 0.46233054| 0.44926700| 0.41599866|
| 0.3  | 0.6  | 0.56623696| 0.55023746| 0.50949222|
| 0.4  | 0.8  | 0.65383413| 0.63535949| 0.58831095|
| 0.5  | 1.0  | 0.73100878| 0.71035351| 0.65775163|
| 0.1  | 0.9  | 0.59686617| 0.54101229| 0.53705196|
| 0.2  | 1.0  | 0.84409623| 0.58001211| 0.75950617|
| 0.3  | 1.0  | 1.03832053| 0.71035351| 0.93020128|
| 0.4  | 1.0  | 1.19373233| 0.82024557| 1.07410392|
| 0.5  | 1.0  | 1.33463332| 0.91706243| 1.20088469|

Remark 5. Observe that from Equation (38), we have only performed two iterations of the $q$-HATM. Moreover, as can be seen from Table 4, when $α = 1$ and taking $h = −1.1146$ (according to Figure 6), $λ = 0.5$, $t = 1$, the numerical solution obtained by the $q$-HATM has a far-reaching match to the exact solution (with smallest absolute error) when compared to other methods presented in the table. Hence, with few iterations, our solution obtained by the $q$-HATM best approximates the exact solution to a high and appreciable number of significant digits. Moreover, the computations required to obtain our approximate solution $q^{(2)}(x,t)$ are less strenuous compared to those of the LSRPSM [63], the RPSM [63] and the HPM [64].
Figure 6. Plots of the $q$-HATM solutions for different $h$-values and exact solution, for $\alpha = 1$ and $t = 1$.

Remark 6. (i) Figure 7 shows the similarity in 3D plot of the exact solution and the solution by the $q$-HATM for $t = 1$, $\lambda = 0.5$, $0 \leq x \leq 1$ and $0 \leq y \leq 1$. As can also be seen from Table 4, Figure 8 confirms the closed alignment between the exact solution and the solution by the $q$-HATM when $\alpha = 1$.

(ii) Figures 9 and 10 shows the changes in the dynamics of the fractional biological population Equation (31) as the value of $\alpha$ changes. Thus, the fractional order $\alpha$ gives more information about the dynamics of the biological population model as it relates real life situations.

(iii) In Figure 11, in the light of Remark 1, the $h$-curve gives the convergence region of the $q$-HATM solution as $2 \leq h < 0$; then, by means of Figure 6, we make the optimal choice of $h = -1.1146$.
Figure 8. Line plot of the exact and $q$-HATM solutions with $\hbar = -1.1146$ when $\alpha = 1$, $t = 1$, $\lambda = 0.5$ and for fixed $x = 0.5$ (left) and fixed $y = 0.7$ (right).

Figure 9. 3D plot of the $q$-HATM solution for different $\alpha$ values, with $\hbar = -1.1146$, $\lambda = 0.5$, $t = 1$. 
Figure 10. Effects of different values of $\alpha$ for $t = 1$, $\lambda = 0.5$, $h = -1.1146$ and for fixed $x = 0.5$ (left) and fixed $y = 0.7$ (right).

Figure 11. $h$-curve plots for different values of $\alpha$.

6. Conclusions

In this work, we used the $q$-homotopy analysis transform method to analyze two Caputo time-fractional differential equations—the Fornberg–Whitham equation and a biological population model. By this method, we were able to obtain approximate solutions for these equations in the form of a series which was obtained from successive iterations. We were able to combine the Laplace transform and the homotopy analysis method (HAM) in an interesting way,
and obtained a satisfactory analytical solution of time-fractional nonlinear differential equations both in one space dimension and two space dimensions. Indeed, handling of the nonlinear terms by the applied method was interesting and delicate; perhaps this ensured a better approximate solution as witnessed. From Tables 1, 3 and 4, it is seen that our proposed method performed better than other methods under comparison. In addition, taking advantage of the convergence parameter \( \hbar \), only two iterations were sufficient to obtain higher accuracy with our method as against other methods which required more iterations. Comparisons were made between the solution obtained by our proposed method and exact solution, as well as solutions obtained by other methods. This showed that our proposed method converges faster and is more accurate to solve the problems considered in this work. It does appear that our proposed method is quite promising and should be considered to solve other nonlinear differential equations of integer or fractional derivative. In future works, while applying this method, our aim will be to find a better and easier way to obtain the convergence parameter \( \hbar \) which will guarantee faster convergence and minimum error. One may also consider other methods which also improve on the homotopy series solution, such as the approximate homotopy symmetry method see [39].
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