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Abstract: The quality of inter-network communication is often detrimentally affected by the large deployment of heterogeneous networks, including Long Fat Networks, as a result of wireless media introduction. Legacy transport protocols assume an independent wired connection to the network. When a loss occurs, the protocol considers it as a congestion loss, decreasing its throughput in order to reduce the network congestion without evaluating a possible channel failure. Distinct wireless transport protocols and their reference metrics are analyzed in order to design a mechanism that improves the Aggressive and Adaptative Transport Protocol (AATP) performance over Heterogeneous Long Fat Networks (HLFNs). In this paper, we present the Enhanced-AATP, which introduces the designed Loss Threshold Decision maker mechanism for the detection of different types of losses in the AATP operation. The degree to which the protocol can maintain throughput levels during channel losses or decrease production while congestion losses occur depends on the evolution of the smooth Jitter Ratio metric value. Moreover, the defined Weighted Fairness index enables the modification of protocol behavior and hence the prioritized fair use of the node’s resources. Different experiments are simulated over a network simulator to demonstrate the operation and performance improvement of the Enhanced-AATP. To conclude, the Enhanced-AATP performance is compared with other modern protocols.
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1. Introduction

Nowadays, communications take place over heterogeneous networks composed of wired and wireless sections. The number of wireless end devices connected to the Internet is increasing exponentially because of the massive use of mobile phones. Moreover, the bandwidth required is also increasing because of the global presence of the latest multimedia technologies such as 4K and Virtual Reality/Augmented Reality (VR/AR) [1]. The presence of the wireless sections directly influences the network’s characteristics and data transmission quality. The main inconveniences of using wireless connection for communication protocols are bandwidth degradation, the interruption of the transmission caused by the nature of the media, and the network resource inefficiency caused by obstacles, interferences, or the mobility of the node [2].

The presence of access wireless sections in the last mile of the Long Fat Networks (LFN), networks composed of core wired sections with high Bandwidth (BW), high values of Round-Trip Time (RTT), and a Bandwidth-Delay Product (BDP) greater than 12,500 bytes (105 bits) [3] is increasing the complexity of this type of networks, which are also denominated Heterogeneous Long Fat Networks (HLFNs).

Concretely, the transport layer protocols are affected because their semantics are end-to-end, meaning that there is a lack of awareness of the sections of the network at the endpoints. During the design of the first transport protocols, in the course of the Internet
conception in the 1970s [4], some premises were assumed. First of all, legacy transport protocols are not able to distinguish the cause of a packet loss episode, assuming that the packets are discarded by an intermediate router because of congestion; the possibility of this being caused by media inefficiencies is not considered. Furthermore, these traditional protocols assume that independent connections are wired without contemplating the possibility of sharing the media, as is the case in wireless environments. Finally, other related problems include the random multiple packet losses caused by interferences or the fading of a channel, or the introduced delay due to asymmetric link capabilities.

Consequently, increased traffic volumes and the large deployment of wireless networks are detrimentally affecting the transport protocol basis and its performance [5–8], as is the case of the worldwide used Transmission Control Protocol (TCP) [9,10] and some of its variants [11–13]. These limitations also affect Adaptative and Aggressive Transport Protocol (AATP) [14].

The goal of this work is to achieve a high-performance data transmission over a wired-wireless communication that fairly shares the network resources of a node, although real-time transfers are out of the scope because of the packet-burst operation of the AATP.

The main contributions of this paper are as follows. First, distinct wireless transport protocols are analyzed, and different metrics are examined to design a mechanism to differentiate between congestion and channel losses. Similarly, different fairness indices are considered to define a procedure for the fair distribution of the bandwidth among distinct flows connected to an endpoint. Second, the AATP is upgraded (Enhanced-AATP) by introducing the aforementioned features for wireless loss detection and for the controlled fair distribution of the network resources of an end-device. For this, the designed Loss Threshold Decisor (LTD) mechanism, based on the Jitter Ratio metric, is proposed for the decision-making process of the protocol to discern between the losses caused by network congestion or those caused by channel fault. In addition, the defined Weighted Fairness mechanism is introduced to enable the fair coexistence of multiple flows. Finally, the protocol is deployed over the network simulator Steelcentral Riverbed Modeler [15]. A set of tests are designed and run to demonstrate how the Enhanced-AATP outperforms HLFNs and its capacity to manage different flows from the point of view of an endpoint. In conclusion, its performance is compared with modern transport protocols.

The rest of this paper is structured as follows. In Section 2, the background of the paper is explained. In Section 3, the related work is presented, focusing on wireless transport protocols, their reference metrics, and their wireless mechanisms, also including distinct fairness indices. A review of the AATP protocol basis is provided in Section 4. Section 5 describes the Enhanced-AATP with the modifications and mechanisms introduced. Section 6 details the experiments deployed over the network simulator, showing the results of the improvements. Finally, Section 7 concludes the paper.

2. Background

The Adaptative and Aggressive Transport Protocol (AATP) [14] protocol was designed to work over LFNs, focusing on solving the Cloud Data Sharing Use Case defined by a Cloud company. Within this Use Case, servers from far separated Storage Area Network (SAN) regions exchange large amounts of data over high-speed networks through a private wired WAN. For recent deployments, this Cloud company decided to evolve the Use Case by introducing wireless access in the last mile of their client edges (Figure 1). A similar Use Case, more focused on processing, is discussed in [16].
In addition to transferring information between servers from different server farms, it also exchanges large amounts of stored data between cloud servers and endpoints. These end nodes can be connected through a wired or a short-range wireless connection. Given the short-range wireless connection and the endpoints’ data transfer profile (large amount of stored data), mobility during the transfer is not expected, nor are there a high number of intermediate nodes due to the network topology.

On the one hand, the AATP protocol provides a high-performance data transmission and quick recovery in case of a loss episode. However, on the other hand, its performance is affected over lossy wireless networks because the protocol does not recognize random channel losses. Its lower operation requires an adaptation to deal with the complexity of the Cloud Data Sharing Use Case over Heterogenous Long Fat Networks. In addition, given the possibility of having different AATP flows connected to the same end-device or server, the unfriendly behavior of the AATP is required to be modified to achieve intra-protocol fairness. To overcome these drawbacks, it is necessary to propose solutions for the paradigm of HLFNs.

For these reasons, a review of the State-of-the-Art of the most outstanding transport protocols designed for wireless networks is detailed. Specifically, it focuses on the operation of these protocols, the reference metrics, and their mechanisms to deal with the inconveniences of the radio media. Finally, different fairness indices are considered to define a mechanism for the fair distribution of the bandwidth among the distinct flows connected to an endpoint.

3. Related Work. Metrics Selection Process

The main cause of losses in wired networks is the congestion of one of the intermediate devices [17]. To correct this situation, the endpoint reduces its sending rate to reduce network saturation. However, when a loss occurs in a wireless network, it can be caused by a change in channel conditions (fading, interferences) [2]. In HLFNs [3], these drawbacks are more critical. In this section, distinct metrics are analyzed and selected to be included in the protocol for the decision-making process. Moreover, in the case of wireless shared media, the fair distribution of the network resources, from the nodes’ point of view is more difficult to control [18] because of its channel characteristics.

3.1. Wireless Oriented Transport Protocols. Wireless Channel-Loss Metric

Relating the actions taken by a protocol to network statistics is an interesting approach for the decision-making process on network events. The Performance-oriented Congestion
Control (PCC) [19], defined by Mo Dong et al., makes controlled decisions based on empirical evidence, pairing actions with directly observed performance results.

In order to evaluate the metrics and mechanisms for wireless loss-tolerant transmissions, diverse transport protocols solutions and their congestion controls have been studied. Cheng Peng Fu and S.C Liew proposed TCP Veno [20], based on TCP Reno and TCP Vegas [21,22]. This protocol calculates the Round-Trip Time (RTT) periodically, recording the minimum RTT of the communication, known as Base RTT or Best RTT, and the last RTT, known as Actual RTT. TCP Veno bases its loss episode decision on the comparison of these two RTT values, also taking into account the Congestion Window and the bottleneck of the connection.

A multipath feature is introduced in mVeno [23] by Pingping Dong et al. to improve the performance of the protocol by using the information from the subflows that belong to a TCP connection. The objective is to adaptively adjust the transmission rate of each subflow and acting over the congestion window, decreasing one-fifth of it, in the case of a packet loss event.

With reference to the TCP Reno mechanism, Taha Saedi and Hosam El-Ocla proposed the Congestion Control Enhancement for Random Loss (CERL) [24,25] and its revisited version, CERL+ [26], to improve the performance over wireless networks. CERL+ proposes a modification of TCP Reno at the sender-side by using a dynamic threshold of the RTT. With the average RTT, the protocol calculates the length of the bottleneck’s queue to evaluate the congestion status and distinguish a random loss. The main drawback pointed out by its authors is the requirement of precise time synchronization between the sender and receiver.

Saverio Mascolo et al. built TCP Westwood [27] and its evolution TCP Westwood+ [28]. This protocol differentiates the loss episodes by defining a coarse timeout for congestion loss and by setting the reception of three duplicated ACKs (DUPACKs) as the indicator of channel loss during the bandwidth estimation process. An upgraded slow-start for Westwood was proposed to improve its performance [29].

The Dynamic TCP (D-TCP) [30], proposed by Madhan Raj Kanagarathinam et al., extracts the end-to-end performance statistics (traffic intensity, link capacity, packet sending rate) of the connection to calculate the available bandwidth of the network. In case of abrupt changes or lossy conditions, D-TCP can adapt its operation by fixing a dynamic congestion window factor N. By adaptively modifying the CWND, based on the factor N, the protocol avoids losing performance during a spurious packet loss event.

Venkat Arun and Hari Balakrishnan defined Copa [31], a practical delay-based protocol. Even if it is not focused on wireless environments, this protocol proposes a mechanism by fixing a target rate. This target rate provides a reference for high throughput and low delay. By relating the minRTT (the minimum RTT calculated in a long period of time) to the standing RTT (the smallest RTT over a recent-time window), the protocol adjusts its congestion window in the direction of the reference target rate. Moreover, Copa has a competitive mode to compete with buffer-filling protocols, based on the information extracted from the last 5 RTTs to check if the queue has been emptied.

Yasir Zaki et al. presented Verus [32], which is a protocol that focuses on the delay over high variable cellular channels. This protocol establishes a delay profile, which reflects the relationship between the congestion window and the delay variations, which is determined through the RTT, over short epochs. Verus uses this relationship to increment or decrement the congestion window based on short-term packet delay variations.

Neal Cardwell et al. presented TCP BBR [33], one of the most high-performance TCP protocols, which manages the maximum BW with the minimum RTT. Given the inefficiency of BBR in exploiting the Wi-Fi bandwidth, a modification is proposed by Carlos Augusto Grazia et al., which is called BBRp [34]. This inefficiency lies in the impossibility of performing frame aggregation because TCP BBR implements its own solution of the TCP pacing algorithm. Tuning the BBR pacing speed allows the congestion control to correctly aggregate packets at the wireless bottleneck with almost optimal TCP throughput.
To fulfill the needs of high-bandwidth requirements of last multimedia technologies (4K, VR/AR) over wireless connections, Li Tong et al. presented the protocol TCP-TACK [35]. This protocol bases its operation on two types of ACKs, the Instant ACK (IACK) and the Tamed ACK (TACK). The first one, IACK, is meant to get rapid feedback, which provides information about instant events (loss, state update). The second one, TACK, is more focused on statistics (losses, available bandwidth, receipts, etc.). In this way, the number of ACKs sent to the network is reduced by over 90%, decreasing the overhead control and leading to an improvement of the goodput around 28%. Furthermore, TCP-TACK proposes an advanced way of calculating the minimum RTT using the smooth One-Way Delay (OWD) using relative values, reducing the information sent to the network without affecting the performance.

E. H. K. Wu and Mei-Zhen Chen designed Jitter TCP (JTCP) [36], which is based on the concept of the Jitter Ratio. Considering the sending time and receiving time of the packets, the Jitter ratio relates to the effect of the queued packets at the bottleneck the delay introduced between packets at the destination. The Jitter Ratio is compared to the Queue Decision maker (k/w), which is defined as the number of queued packets (k) considered as a congestion trace after all the packets of a congestion window (w) have been sent. If the Jitter Ratio is greater than the Queue Decision maker, this implies that the loss episode is due to congestion. If it is lower than Queue Decision maker, the loss episode is caused by the channel. JTCP defines one queued packet (k = 1) as a trace of congestion because TCP control flow increases its throughput by one packet per iteration. The operation with k > 1, more than one packet, is not analyzed or evaluated.

Jyh-Ming Chen et al. proposed an enhancement for the Stream Control Transmission Protocol called Jitter Stream Control Transmission Protocol (JSCTP) [37]. The JSCTP keeps the semantics and operation from the SCTP, adding a calculus of the aforementioned Jitter Ratio proposed in the JTCP for the loss episode decision. To filter the case Jr = 0, the Jitter Ratio is smoothed.

The TCP Jersey, presented by Kai Xu et al., [38], and its evolution, TCP New Jersey, estimate the total bandwidth of the connection and, with the information provided by the timestamps of the ACK received, decide if the loss episode is due to congestion or the channel. These protocols include the flag Explicit Congestion Notification (ECN), which uses the information provided by the intermediate routers on their queue status to make the final decision. Different protocols rely on these feedback mechanisms from the network devices, which are out of the scope of this paper because these functionalities are not usually enabled on the intermediate routers. V. B. Reddy and A. K. Sarje proposed TCP-Casablanca [39] for these types of mechanisms to decide the type of losses by considering the flag set by the intermediate routers. These routers have a biased queue management to identify the retransmitted packets.

New data-driven designed protocols are out of the scope of this work, as is the protocol algorithm Indigo [40] from Francis Y. Yan et al., which applies machine learning, given the requirements needed to train the protocol and the amount of data needed for this process. Indigo uses a machine-learned congestion control scheme from the data gathered from Pantheon [41], which is a community evaluation platform for academic research on congestion control from Stanford University. Indigo observes the network state each time an ACK is received, adjusting its congestion window every 10 ms while updating its internal state.

After analyzing the most outstanding transport protocols for wireless loss-tolerant transmissions, Table 1 depicts the wireless loss decision metrics used by each analyzed protocol. The analyzed protocols propose the combination of different metrics related to the Round-Trip Time (or Delay-based), Jitter, information from different flows and the queue, buffer, or congestion, and status of the network or the intermediate routers to find out the cause of a loss over a wired-wireless network.
The metrics related to the information provided by the network nodes (ECN) are discarded from the metric decision due to the fact that this information from the network may not be accessible. Data-driven machine learning techniques are also discarded, given the requirements requested to train the protocol and the amount of data needed for this process.

In addition, delay-based solutions are not considered because of the buffer-fill profile of the AATP protocol. The use of the Round-Trip Time is also discarded, given the high delay of HLFNs, the ACK actions, and the synchronization requirement.

Finally, given the packet burst operation of the AATP, the time difference among the packets received provides information about the status of the bottleneck, which can be directly related to the jitter. The jitter provides information about the intermediate nodes packet queue. None of the Jitter Ratio-based protocols consider the possibility of adding more than one packet per iteration.

In this paper, in order to overcome the aforementioned drawbacks, the Enhanced-AATP proposes a Loss Threshold Decision maker (LTD) mechanism. The LTD is compared to the Jitter Ratio, considering the possibility of adding more than one packet per iteration. The Jitter Ratio increments its value as the saturation of the intermediate nodes increases, providing information about a possible congestion episode.

3.2. Fairness Indices. Intra Fairness Multi-Flow Metric

The concept of fairness is analyzed, and distinct indices are evaluated by the AATP enhancement to obtain a controlled fair share of the network’s resources by different flows connected to the same node.

The fairness concept refers to how fair the treatment is between the different nodes that are sharing a specific resource. In the environment of networks and the Internet, the concept refers to the fairness in the distribution of the throughput that can reach each of the flows that share a point-to-point connection. Modern protocols have required the introduction of a fairness system as in the case of BRR.

Usually, most of the networks are IP best-effort, in which there is no point-to-point control of the resources and in which losses can occur due to congestion or channel failure, directly affecting the quality of the connection. However, to achieve proper fairness, the different flows must be treated fairly, equally, and impartially. Another possible approach is to give preferential treatment to the flows that require more resources at the request of the system or the user.

Shi, H. established in a way to measure the fairness of a system (or of the individuals in a system), where various types of indices are used to quantify this notion of equality.
and fair treatment. These indices quantify fairness based on certain metrics (throughput is one of the most used) that are evaluated by each of the flows. In this way, the initial assumption is made that there is a type of resource whose total is \( C \), which has to be distributed among \( n \) individuals. In this way, the location \( X = \{ x_1, x_2, \ldots, x_n \} \) is obtained, where \( x_i \) is the amount of the resource provided to element \( i \). Thus, \( \sum_{i=1}^{n} x_i \leq C \) must be satisfied, where \( C \) is the total amount of the resource that can be provided. In this way, a function \( f(X) \) must be defined to give a quantitative value of the system’s fairness. Said function \( f(X) \) should meet the following requirements:

- R1: \( f(X) \) should be continuous in \( X \in \mathbb{R}_+^n \).
- R2: \( f(X) \) should be independent of \( n \).
- R3: The range of values of \( f(X) \) should be mappable to \([0, 1]\).
- R4: \( f(X) \) should be scalable to multi-resource cases.
- R5: \( f(X) \) should be easy to implement.
- R6: \( f(X) \) should be sensitive enough to the variation of \( X \).

To compare the different fairness indices, other significant aspects are defined to consider:

- Definition: The index must meet the definition of fairness.
- Measurable: Fairness must be measurable quantitatively.
- Unfairness: The method should make it possible to detect which individuals are not treated fairly.
- Priorities/Weights: The method must allow weight assignment to give priority to some individuals over others.
- Control: Fairness control and possible index requirements for information on system data are also considered.
- Function \( f(X) \) requirements: The definition of the function \( f(X) \) meets the six aforementioned requirements (continuous, independent, mappable, scalable, implementable, and sensitive).

The indices analyzed are Jain’s Fairness Index, Entropy Fairness, Max-Min Fairness, Proportional Fairness, Tian Lan’s Index, and Envy-Based Fairness, which are compared in Table 2.

### Table 2. Fairness indices comparison [45].

| Index         | Jain’s | Proportional | Entropy | Tian Lan’s | Max-Min | Envy-Based |
|---------------|--------|--------------|---------|------------|---------|------------|
| Definition    | Yes    | Yes          | No      | Yes        | Yes     | Yes        |
| Measurable    | Yes    | No           | Yes     | No         | No      | Yes        |
| Unfairness    | No     | No           | No      | No         | No      | Yes        |
| Priorities/Weights | No  | Yes         | No      | No         | Yes     | No         |
| Control       | Centralized | Centralized | Centralized | Centralized | No      | No         |
| Function \( f(X) \) requirements | R1, R2, R3, R5, R6 | No | R1, R2, R5, R6 | R1, R2, R3, R6 | No | R1, R2, R3, R4 |

The index that meets the most requirements is Jain’s Fairness Index. The fairness calculation, according to Jain’s Fairness Index (JFI) is calculated from the \( J \) function:

\[
J = \frac{(\sum_{n=1}^{N} r_n)^2}{N \cdot \sum_{n=1}^{N} r_n^2}
\]

where \( r_n \) is the amount of the resource that is given to flow \( n \) for each of the \( N \) flows that make up the system. The values that the function can take are in the range \([0, 1]\). A value of \( J = 1 \) indicates that there is total fairness in the whole system, while a value of \( J = 0 \) indicates that the system is totally unfair. From this function, samples can be taken periodically.
to obtain a discrete function that depends on time and is able to analyze the trend of the system, obtaining the following equation:

\[ J(t) = \frac{\left( \sum_{n=1}^{N} r_n(t) \right)^2}{N} \sum_{n=1}^{N} r_n(t)^2. \]  

(2)

Although this method helps to give a general idea of the fairness of the system, not giving weights to the flows does not help us to find at which points the fairness is not fulfilled [46]. For example, it has been found that a difference between \( J = 0.9 \) and \( J = 0.8 \) has a different effect on the behavior of the different flows compared to a difference between \( J = 0.6 \) and \( J = 0.5 \); although in both cases, the difference is 0.1 [42]. Furthermore, the JFI assumes that all flows are equally capable of consuming the resources for which they are competing, although in reality, this may not be the case.

In this paper, a modification of the JFI is proposed for a Weighted Fairness (WF) calculation in the Enhanced-AATP, which considers the possibility of prioritizing flows.

The modifications proposed in this section for the improvement of the AATP over heterogeneous networks directly affect the base operation of the protocol, which is reviewed in the following section.

4. AATP Review

In this section, the Aggressive and Adaptative Transport Protocol (AATP) [14] is reviewed to provide a recap of the protocol operation and its mechanisms before introducing the improvements.

A specific Cloud company set high-level data exchange requirements between their servers’ farms deployed in Storage Area Networks (SANs) from remote branches in different regions. The AATP protocol was designed to overcome the limitations of transport protocols over Long Fat Networks [3]. In order to achieve an optimal communication performance, the protocol was designed with the following characteristics:

- **Connection-oriented:** The objective is to avoid TCP’s synchronicity and its rigid overhead. For this reason, the AATP proposes an in-band control of the packets over IP. Compared to TCP and UDP, the use of the Selective ACK and its control of the gaps (lost packets) provides an asynchronized controlled data exchange and lost packets are requested.

- **Efficient:** The Bandwidth Estimation process calculates the maximum bandwidth capacity of the communication, reaching the upper limit of the link during data transfer (>95%).

- **Adaptable:** The protocol reacts to a loss episode, reducing its throughput. After detecting the end of the loss episode, the protocol increases its throughput directly to reach 80% of the calculated link capacity. After that, the protocol increases it gradually to avoid causing congestion.

- **Friendly aggressive:** The protocol is focused on the maximum use of the capacity of the link (>80%), and the residual bandwidth is left for the other protocols (<20%).

For the initial BW estimation, 10 bursts are sent following the technique of packet trains (groups of two to 20 packets). The Source sends the packets of each block (burst) consecutively. After that, the Destination sends a confirmation message on receipt of the last packet of the block.

For each burst, the reception times of the first and last packets are recorded, and the difference \( Q_{b_i} \) is calculated. Once information on the size of the packets \( b \) in bits and the packets that have been received \( N \) is obtained, the bandwidth of the link \( BW_i \) for that burst can be calculated

\[ BW_i = \frac{b(N - 1)}{Q_{b_i}}. \]  

(3)
Once the Destination has received the ten bursts, ten values of the estimated bandwidth are obtained, using the arithmetic mean of these values as the definitive one ($BW$).

$$BW = \frac{\sum_{i=1}^{10} BW_i}{10}$$  \hspace{1cm} (4)

At the beginning of the data transfer, the initial transmission speed (Sending Rate—SR) is set, fixing it at a percentage of the maximum bandwidth one ($BW$). It depends on the desired aggressiveness.

The data are sent by bursts, which are separated by a period ($T_{burst}$) determined by the RTT or the minimum temporal resolution that can be offered by the operating system (OS) and the hardware (HW) on which the process operates. This time will be calculated in milliseconds or microseconds.

$$T_{burst} = \max(\frac{OS}{HW res.}, RTT)$$  \hspace{1cm} (5)

Once we know the speed at which the packets are initially sent (in packets per second) and have determined the separation between bursts, the number of packets sent in each burst is

$$\text{Packets}_{burst} = SR \times T_{burst}.$$  \hspace{1cm} (6)

The receiver decreases or increases the SR value depending on whether or not any packets have been lost in the last burst, which is calculated by

$$SR = \begin{cases} 
\frac{(T_{burst} \cdot SR) + Inc_p}{T_{burst}}, & \text{LostPackets} = \text{FALSE} \\
\frac{SR}{1 + 0.125 \cdot \frac{SR \cdot P_{size} \cdot 8}{BW}}, & \text{LostPackets} = \text{TRUE} 
\end{cases}$$  \hspace{1cm} (7)

where $P_{size}$ is the size of the packet in bytes. When losses are detected, the higher the use of the link, the greater the reduction in the SR.

The value of the $Inc_p$, packet increment (packets), follows the philosophy of UDT [47] and uses a DAIMD (AIMD with decreasing increases) logarithmic function. This function is based on the usage of the estimated link capacity. On the one hand, when the SR value (converted to bps) is far from the estimated link capacity (meaning low efficiency), the increase of packets per each burst is high to achieve greater throughputs fast. On the other hand, as the link utilization keeps growing (meaning higher efficiency), and the increase of packets to be sent per each burst gets smaller. This strategy has been proved to be stable and efficient [48]. The $Inc_p$ value is determined by

$$Inc_p = 10^\left(\log\left(\frac{BW}{SR \cdot P_{size} \cdot 8}\right) - M\right),$$  \hspace{1cm} (8)

cauising a logarithmic growth of the SR. In relative terms of the link’s capacity usage, the growth of the SR always experiences the same behavior (in a zero-loss scenario) thanks to the logarithmic function. $P_{size}$—in bytes—and 8 are conversion factors to get the SR value in bps. When the use of the link is low, the increase in the speed of transmission is greater, and vice versa.

The value $M$ is a magnitude modifier that reduces the orders of magnitude of the power function. It is necessary to reduce these orders of magnitude because if they were not reduced, the final SR value would be enormous and vastly surpass the estimated bandwidth. Thus, the $M$ value aims to adapt the number of packets to be increased per burst depending on the estimated bandwidth utilization. It is a design value that can be fine-tuned, but it should be large enough to moderate the results of Equation (8) and get reasonable SR values. As an example, the logarithmic function of UDT is always reduced by nine orders of magnitude. We do not use the same value because the UDT formula calculates packets per second, while the AATP formula calculates packets per burst. In our
case, after several iterations of simulations, we found that a value of 7 was big enough to achieve high increases in SR values in situations where the estimated link utilization was below the 80% of its estimated value. When the link’s utilization is equal to or greater than 80%, the order of magnitude to be reduced must decrease linearly as efficiency increases. This way, the M value helps to shape the SR logarithmic growth more aggressively at low-performance episodes and more steadily at high-performance ones. The calculation of M is based on the following formula

\[
M = \begin{cases} 
7, & \text{if } \frac{SR \cdot P_{size} \cdot 8}{BW} < 0.8 \\
(\frac{SR \cdot P_{size} \cdot 8}{BW} \cdot 10) - 1, & \text{if } \frac{SR \cdot P_{size} \cdot 8}{BW} \geq 0.8
\end{cases}
\]

being more aggressive when efficiency is worse than 80% to achieve high-throughput levels without saturating the connection. Figure 2 shows the growth of the SR value (in Mbps) over a 1 Gbps link in an ideal situation without losses and an estimated bandwidth of 1 Gbps.

![Figure 2. Sending Rate Growth Function over 1 Gbps link in an ideal situation without losses. Sending Rate (Blue).](image)

Although the objectives of the protocol are clear (efficient, adaptative, and friendly aggressive) and accomplished, the AATP presents two main drawbacks if the protocol is used over Heterogeneous Long Fat Networks:

- Lossy episodes are all assumed as a congestion episode, without differentiating channel losses from congestion losses in heterogeneous scenarios. The efficiency of the protocol decreases because the Sending Rate is reduced in a channel loss episode and the time to recover the high-performance throughput directly affects its capability.
- There is no fair flow prioritization to fairly share the node network resources efficiently without causing losses and instabilities because there is no control between both flows.

5. Enhanced-AATP

The Enhanced-AATP is an improvement of the AATP protocol, which proposes solutions to solve the aforementioned drawbacks of the protocol over Heterogeneous Long Fat Networks. As stated before, the protocol AATP is efficient and adaptable in networks with high bandwidth and high delays (LFNs), but when it is used in heterogeneous networks, it is not able to differentiate distinct types of losses. Moreover, because of its aggressiveness, the protocol is unfair with other AATP flows.

The objective of the Enhanced-AATP is to adapt the protocol to achieve high performance over HLFNs and fairly sharing the network resources with the other flows that coexist in the same node. In this section, the operation of the Enhanced-AATP, together with its two new functionalities, is presented:
- Loss differentiation mechanism. The protocol identifies if the loss episode is due to congestion or a channel failure through a Loss Threshold Decision maker (LTD), which bases its operation on a Jitter Ratio comparison.
- Prioritized fair share of node network resources. This mechanism manages the Enhanced-AATP flows exchanged information with one node to achieve the deserved speed for each of them regarding their prioritization.

These imply a modification of the data exchange process of the protocol and its mechanisms, introducing the Loss Threshold Decision maker functionality and the Weighted Fairness mechanism.

5.1. Data Exchange Process

The Enhanced-AATP data exchange process is detailed to show the data process and how the metrics are measured. Figure 3 shows the protocol operation and how the information is sent and processed.

Figure 3. Enhanced-AATP data exchange process.

Following the numbers (1) to (6) of Figure 3, the data exchange process of the Enhanced-AATP is explained:

1. After the connection is established and the Estimated Bandwidth is measured, the Sending Rate is decided (% of the Estimated Bandwidth). The Sender sends a burst to the Receiver, recording the timestamp of each packet sent.
2. The Receiver registers the time reception of each packet.
3. After receiving the last packet of the burst, the Jitter Ratio is calculated.
4. The Sender sends a SACK, the Receiver sends an ACK, and the RTT is recorded.
5. The Acknowledgment is sent, and the Sender waits for the next burst.
6. The cycle repeats.

Figure 3. Enhanced-AATP data exchange process.
$$J_r = \frac{(t_{rx\text{LastPkt}} - t_{rx\text{FirstPkt}}) - (t_{tx\text{LastPkt}} - t_{tx\text{FirstPkt}})}{(t_{rx\text{LastPkt}} - t_{rx\text{FirstPkt}})} = \frac{(z - x) - (c - a)}{(z - x)}.$$ \hspace{1cm} (10)

Given the aforementioned limitation of the case $J_r = 0$, the Enhanced-AATP will use the smooth$_{jr}$.

$$\text{smooth}_{jr} = (1 - \alpha) \cdot \text{smooth}_{jr} + \alpha \cdot J_r$$ \hspace{1cm} (11)

where $\alpha$ is an arbitrary value between 0 and 1. Depending on it, the weight of the last iteration will count proportional to the defined value.

(4) At this point, the Receiver sends a SACK message confirming the reception of the burst and the Jitter Ratio.

(5) The Sender registers the Jitter Ratio and the reception time to calculate its $RTT$. At the same time, he replies to the Receiver with an ACK message to confirm that it will adjust the Packets$_{burst}$ to the new SR and $T_{burst}$ ($RTT$).

$$RTT_{\text{Sender}} = t_{tx\text{SACK}} - t_{tx\text{LastPkt}} = d - c$$ \hspace{1cm} (12)

(6) The Selective ACK is acknowledged. The Receiver records the reception time to calculate its $RTT$. This information is taken for network statistics in case a transfer is initiated in the other way. The next burst is sent.

$$RTT_{\text{Receiver}} = t_{tx\text{ACK}} - t_{tx\text{SACK}} = v - w$$ \hspace{1cm} (13)

5.2. Loss Differentiation Mechanism—Loss Threshold Decision Maker (LTD)

After detailing the data exchange process, the operation of the loss differentiation mechanism is defined. The Enhanced-AATP introduces the Loss Threshold Decision maker (LTD) as a way to distinguish the cause of the losses produced during the communication. At this point, given the HLFNs characteristics, it is necessary to obtain a reference metric that is not affected by the high delay of this type of networks and that is asynchronous to the endpoints. The metric used for the loss decision is the smoothed Jitter Ratio ($\text{smooth}_{jr}$), which is defined in (11).

Since the Jitter Ratio is the reference metric to check the origin of a loss episode, it is necessary to determine the threshold. As soon as a queue is formed in the bottleneck device due to a saturation episode, it is detected by the Destination node through the value of the Jr, thus preventing an overflow in the buffer and packet discard. The Jr value calculation is increased because the time between packet arrivals at the Destination is greater as a result of the formation of queues at the bottleneck. Following the network’s operation process, if the bottleneck device is fully saturated after a new burst is sent and it starts to drop packets; these additional packets will provoke an overflow in the intermediate device, causing a congestion loss episode.

In the case of the aforementioned JTCP and JSCTP, the Jr is fixed to one packet over the congestion window because the basis is TCP. In the case of the Enhanced-AATP, this design value is different because of the way the protocol operates as it can increase its Sending Rate by more than one packet per burst. The Loss Threshold Decision maker (LTD) is defined by the number of increased packets in the burst over the total number of packets of the burst.

$$LTD = \frac{\#Inc_p}{\#\text{Packets}_{burst}}$$ \hspace{1cm} (14)

The reason for this LTD proposal is because in each iteration without losses, a number of new packets ($\#Inc_p$) are included in the burst ($\#\text{Packets}_{burst}$). If a congestion loss occurs, it means that the buffer of the bottleneck is overflowing as a result of the new packets included in the last burst.
The defined LTD is compared to the smooth \(_{jr}\). This comparison will differentiate when a loss episode is because of a misfunction of the channel or the congestion in the network or when the smooth \(_{jr}\) rises as the intermediate router generates a packet queue caused by saturation. When the smooth \(_{jr}\) remains stable because there are no packet queues in the intermediate router (no saturation), the channel has most likely suffered a failure (fading, interference).

Depending on the situation detected, the Enhanced-AATP reacts differently to the loss episode. Four different states are defined, which are detailed in Table 3 and described below.

**Table 3. Enhanced-AATP operation states.**

| State | Loss Episode | Smooth \(_{jr}\) vs. LTD | Process | Actions |
|-------|--------------|--------------------------|---------|---------|
| S0    | No           | smooth \(_{jr}\) \leq LTD | Sending Rate ↑ | No loss episode<br>Throughput increased |
| S1    | No           | smooth \(_{jr}\) > LTD    | Sending Rate ↑ | No loss episode<br> jr indicates possible congestion<br>Throughput moderately increased |
| S2    | Yes          | smooth \(_{jr}\) \leq LTD | Sending Rate ≡ | Loss episode due to channel<br>Throughput kept<br>Lost packet requested |
| S3    | Yes          | smooth \(_{jr}\) > LTD    | Sending Rate ↓ | Loss episode due to congestion<br>Throughput reduced<br>Lost packet requested |

(S0) **No loss episode and smooth \(_{jr}\) \leq LTD.** The sending rate is increased, depending on the efficiency registered.

\[
SR = \frac{(T_{burst} \cdot SR) + Inc_p}{T_{burst}},
\]

\[
Inc_p = 10^{\log (BW - (SR \cdot P_{size} \cdot 8))} - M,
\]

\[
M = \begin{cases} 
7, & \frac{SR \cdot P_{size} \cdot 8}{BW} < 0.8 \\
\left(\frac{SR \cdot P_{size} \cdot 8}{BW}\right)^2 \cdot 10 - 1, & \frac{SR \cdot P_{size} \cdot 8}{BW} \geq 0.8 
\end{cases}
\]  

(15)

(S1) **No loss episode and smooth \(_{jr}\) > LTD.** On receipt of this information, the sending rate is moderately increased (M = 9), as if the sending rate was reaching the limit.

\[
SR = \frac{(T_{burst} \cdot SR) + Inc_p}{T_{burst}},
\]

\[
Inc_p = 10^{\log (BW - (SR \cdot P_{size} \cdot 8))} - 9,
\]  

(16)

(S2) **Loss episode and smooth \(_{jr}\) \leq LTD, meaning a channel loss episode.** The sending rate is kept at the same speed. As soon as the communication starts working again without losses, the lost packets are requested again.

\[
SR = \frac{(T_{burst} \cdot SR) + Inc_p}{T_{burst}},
\]

\[
Inc_p = 0
\]  

(17)
Loss episode and smooth\textsubscript{eq} > LTD, meaning a congestion loss episode. The sending rate is reduced. As soon as the communication starts working again without losses, the sending rate is increased.

\[ SR = \frac{SR}{1 + 0.125 \cdot \frac{SK \cdot p_{\text{size}}}{BW} 8}, \]  

(18)

5.3. Fairness Mechanism

In order to procure a fair share of network resources from the destination, the fairness mechanism is presented. The adopted Fairness index is the Jain Fairness Index (JFI). The only requirement that is not fulfilled by the JFI is the weighted priorities of the flows. As a result of this reason, the JFI is modified to provide it to the Enhanced-AATP. The metrics to consider in the Weighted Fairness calculation are:

- Internal factors.
  - Number of Flows (\( N \)).
  - Priority of each flow \( n \) (\( p_n \)). Its value can be any integer between 1 and 8 (both inclusive). This way, the priority value can be mapped to other QoS classifications (IP Precedence and 802.1p).

- External factors.
  - Estimated Bandwidth (\( BW \)) [bps].
  - Network status (characteristics, statistics, and behavior).

- Real throughput of a flow \( n \) (\( V_n \)) [bps]. Where \( SR \) is the packets sent per second [packets/second], \( P_{\text{size}} \) is the packet size [Bytes] and 8 to convert bytes to bits.

\[ V_n = SR \cdot P_{\text{size}} \cdot 8 \]  

(19)

- Allocated throughput for a flow \( n \) (\( Vm_n \)) [bps]. This formula provides the allocated throughput assigned to the flow \( n \) regarding its priority (\( p_n \)), the sum of all priorities (\( \sum_{i=1}^{N} p_i \)), and the available bandwidth (\( BW \)).

\[ Vm_n = \frac{p_n}{\sum_{i=1}^{N} p_i} \cdot BW \]  

(20)

- Efficiency (\( r_n \)) of a flow \( n \). It determines the percentage of the throughput achieved by the flow regarding the allocated speed.

\[ r_n = \frac{V_n}{Vm_n} \]  

(21)

With these defined metrics, the Weighted Fairness (\( WF \)) can be calculated as follows, being the JFI the base:

\[ WF = \frac{\left( \sum_{n=1}^{N} r_n \right)^2}{N \cdot \left( \sum_{n=1}^{N} r_n^2 \right)} = \frac{\left( \sum_{n=1}^{N} \frac{V_n}{Vm_n} \right)^2}{N \cdot \left( \sum_{n=1}^{N} \left( \frac{V_n}{Vm_n} \right)^2 \right)} = \frac{\left( \sum_{n=1}^{N} \frac{V_n}{\sum_{i=1}^{N} p_i} \cdot BW \right)^2}{N \cdot \left( \sum_{n=1}^{N} \left( \frac{V_n}{\sum_{i=1}^{N} p_i} \cdot BW \right)^2 \right)}. \]  

(22)

If the \( WF \) value is 1, there is a fair share of the resources. Otherwise, if the \( WF \) value is 0, the system is not working properly. In contrast to the JFI, this way of calculating the fairness considers the real throughput of each flow, the priority provided to these flows, and their allocated throughput decided by the system, considering the estimated bandwidth.

The protocol is able to modify its operations and flow behavior because of the \( WF \) and its performance.
The main modification is the number of packets to be increased or reduced at the time of calculating the Sending Rate (no lossy episode; $S_0$ and $S_1$) to adapt the flow to the deserved speed. It is done with the Adapter ($\Delta n$).

$$\text{SR} = \frac{(T_{\text{burst}} \cdot \text{SR}) + c_p + \Delta n}{T_{\text{burst}}};$$

(23)

$$\Delta n = A \log_2 \left( \frac{V_m}{V_n} \right),$$

(24)

where $V_m$ is the allocated throughput of the flow, $V_n$ is the real throughput of the flow, and $A$ is the Transcendence factor. A logarithmic function is used to shape three different behaviors. Firstly, if the current throughput of the flow is below its maximum, packets per burst should be increased. This is achieved because, in this case, $\frac{V_m}{V_n} > 1$ so $\log_2 \left( \frac{V_m}{V_n} \right) > 0$. Secondly, if the current throughput of the flow is above its maximum, the number of packets per burst should decrease to achieve fairness. This is also possible because when $\frac{V_m}{V_n} < 1$, $\log_2 \left( \frac{V_m}{V_n} \right) < 0$. Thirdly, if the throughput of the flow is equal to its maximum, it behaves fairly, so packets per burst should not be increased or decreased. This behavior is also satisfied because when $\frac{V_m}{V_n} = 1$, $\log_2 \left( \frac{V_m}{V_n} \right) = 0$. A simple quotient $(\frac{V_m}{V_n})$ could not be used, because the result would always be positive, so packets per burst would always increase. A subtraction $(V_m - V_n)$ would satisfy the three behaviors, but it would depend on the absolute values of throughput instead of relative values of utilization, which would result in excessive values of $\Delta n$. For this reason, the use of a logarithmic function was chosen.

Despite that, the values obtained in the logarithmic function might be too small when compared to the values of $Inc_p$, making the fairness mechanism insignificant when compared to the congestion control. Thus, the Transcendence factor $A$ is needed to give relevant importance to the fairness mechanism, with a comparable influence on congestion control. The higher the value of $A$, which should be related to the $WF$, the higher the value of $\Delta n$. This implies a more aggressive increase in the Sending Rate or a decrease when $\Delta n$ is negative and $|\Delta n| > Inc_p$, reducing the convergence time to balance the weighted distribution of resources. This fact can affect the stability of the system due to sudden changes.

The value of $A$ is a design parameter that can be adjusted. The greater the value is, the greater the importance of the fairness mechanism over the congestion control. In our case, the $A$ factor is defined by

$$A = \frac{\gamma}{N} \cdot BW^{1+\beta} \cdot (WF - 1)^2,$$

(25)

thus, relating it to the $WF$, the number of flows ($N$), and the estimated bandwidth ($BW$). The $A$ factor is directly proportional to the estimated bandwidth because more packets can be sent per burst at a higher bandwidth. Moreover, it is inversely proportional to the number of flows because the packets to be increased or decreased per burst should be distributed among all flows. It is related to the $WF$ too, in a way that when the system is behaving more fairly ($WF$ value close to 1), the fairness mechanism has less relevance, while in unfair scenarios ($WF$ value not close to 1), it has a greater impact.

$\gamma$ and $\beta$ are design parameters that help to fine-tune the degree of aggressiveness of the Transcendence factor ($A$). $\gamma = 1$ and $\beta = 0$ are standard values to relate the $A$ factor directly to $BW$ and inversely to $N$. In our case, after several iterations of simulations, $\gamma = 5$ and $\beta = 0.05$ are the used values in our tests that provide a suitable balance between the $Inc_p$ and $\Delta n$ parameters as well as faster convergence in fairness.
Instability occurs when the designation of a Sending Rate is higher or lower than the ideal one, thus requiring a new iteration to achieve the ideal speed of each flow. The degree of instability is related to the suddenness of the change in the Sending Rate. If the value of $A$ is not high, the convergence time is longer, since slight modifications are made on the $SR$. However, the probability of instability in the system is reduced since there are no sudden changes in the Sending Rate, causing a fine-tuning.

Once the Weighted Fairness mechanism is introduced, the congestion control needs to slightly modify Equations (7)–(9) as each flow aims to reach its allocated throughput ($V_m$) and not the total Bandwidth of the link ($BW$).

$$SR = \begin{cases} 
\left(\frac{T_{burst} \cdot SR}{T_{burst}} + Inc_p + \Delta_n}{SR} \right), & S0 \\
S1 & S2 \\
S3 
\end{cases}$$

(26)

$$Inc_p = \begin{cases} 
10^{\log(V_m-V) - M}, & S0 \\
10^{\log(V_m-V) - 9}, & S1 \\
0, & S2 
\end{cases}$$

(27)

$$M = \begin{cases} 
7, & r < 0.8 \\
(r\cdot10) - 1, & r \geq 0.8 
\end{cases}$$

(28)

6. Enhanced-AATP Evaluation and Performance Simulations

In this section, the Enhanced-AATP protocol is simulated and evaluated by the Steel-central Riverbed Modeler [15]. The new functionalities are tested through different experiments to validate its operation and performance.

The Riverbed Modeler testbed scenario is detailed in Figure 4, which simulates a Long Fat Network with different possible configurations. In most scenarios, the bottleneck has a bandwidth of 148.608 Mbps (OC-3 link), and the maximum bottleneck capacity tested in the simulations is 1 Gbps. The packet size is fixed at the MTU of the media technology, and the propagation delay is the speed of light in the backbone. The minimum base RTT of the WAN link is 20 ms, so the Bandwidth-Delay Product (BDP) is always greater than 12,500 bytes ($10^5$ bits)).

Although the connection between both routers consists of a single link, distinct random generation seeds are defined in the simulator to introduce variability in the network. The environment is configured to simulate the characteristics and behavior of a Heterogeneous Long Fat backbone, depending on the requirements of the experiment (different speeds, random losses, delay depending on the distance).

The Testbed is composed of a Storage Area Network (SAN) region and a Client edge. In the SAN side, there are servers from the server farm connected through a wire to the gateway that gives access to the WAN (a), and in the Client edge, two nodes are deployed. One is an Enhanced-AATP node (eaatp_sender), and the other node (other_client) is introduced to provoke different scenarios (different types of cross-traffic, interference generation). The cross-traffic can be a TCP flow with a Variable Bit Rate (VBR) or a UDP flow with a Constant Bit Rate (CBR). These nodes from the Client side can be connected through a wire (b) or a short-range wireless (WiFi—802.11n) (c), while the speed and Ethernet technology can be varied depending on the experiment and the objective to be achieved.
The experiments and their objectives are listed below:

1. **Maximum performance in wireless.** The objective is to verify the efficiency of the protocol over wireless. This experiment exhibits the maximum performance of the Enhanced-AATP protocol over different wireless speed connections without other flows or random losses. The scenario is Figure 4a connected to Figure 4c.

2. **Random loss episode detection.** The objective of this experiment is to demonstrate the channel loss identification and the proper operation of the protocol in this specific case (Table 3—(S2) Channel loss). This experiment shows that the protocol identifies the different random loss episodes occurred and reacts by keeping its Throughput and Sending Rate. The scenario is Figure 4a connected to Figure 4c.

3. **Loss Threshold Decision maker (LTD).** The objective is to prove the correct differentiation of distinct types of losses. Moreover, the optimal LTD value is evaluated. In this experiment, distinct cross-traffic (load) and different random losses are introduced. The operation of the protocol and the LTD performance are presented, differentiating congestion losses and channel errors that occurred during the communication. The scenario is Figure 4a connected to Figure 4c.

4. **Fairness mechanism.** The objective of this experiment is to demonstrate the fair share of the network resources through the implementation of the weighted fairness mechanism. In this experiment, different flows are set in order to share the media. The scenario is Figure 4a connected to Figure 4b.
5. **Enhanced-AATP performance comparison.** The objective of this last experiment is to compare the Enhanced-AATP performance (throughput, one-way delay and losses) with the modern protocols analyzed. A specific scenario is deployed.

The outcomes shown are the mean results of different executions (around 1000 in total, 30 simulations run per test, except the LTD value test, which implied 650 simulations), assuring a maximum error deviation of ±1.5% with a confidence interval of 99%.

6.1. **Maximum Performance in Wireless Connections**

The performance of the Enhanced-AATP over heterogeneous networks without cross-traffic nor random losses is studied in this set of tests, where the bottleneck is the wireless section at different link speeds. The scenario is Figure 4a connected to Figure 4c.

Figure 5 exhibits the Enhanced-AATP performance, showing the average (orange) and the median with second and third quartiles (blue) of the Throughput and Sending Rate over different link speed scenarios. The selected wireless link speeds are 6.5 Mbps (a), 30 Mbps (b), 120 Mbps (c), 300 Mbps (d), and 600 Mbps (e). The duration of the transfer is 60 s.

![Figure 5. Cont.](image-url)
Figure 5. Enhanced-AATP performance over different wireless networks without cross-traffic and random losses. Average Throughput and Sending Rate (orange), the median with quartiles (blue). (a) 6.5 Mbps link capacity, (b) 30 Mbps link capacity, (c) 120 Mbps link capacity, (d) 300 Mbps link capacity, and (e) 600 Mbps link capacity. No losses occurred.
From Figure 5, the summary in Mbps is extracted in Table 4 to compare them with the maximum capacity of the link in each bottleneck situation. Given the limitation of the CSMA/CA, as Apoorva Jindal and Konstantinos Psounis presented in [49], in any realistic topology with geometric constraints because of the physical layer, the CSMA-CA is never lower than 30% of the optimal used to access the media in wireless. In the case of Enhanced-AATP, the maximum bandwidth used in these links goes from 72% to 80%, keeping to the aforementioned limitation and working with higher efficiency over high-bandwidth links due to the design of the protocol for Long Fat Networks.

| Link Capacity (Mbps) | Average Sending Rate (Mbps) | Efficiency (% over Maximum Link Capacity) |
|----------------------|----------------------------|------------------------------------------|
| 6.5                  | 4.68                       | 72.03%                                   |
| 30                   | 22.31                      | 74.37%                                   |
| 120                  | 90.47                      | 75.39%                                   |
| 300                  | 237.89                     | 79.30%                                   |
| 600                  | 482.71                     | 80.45%                                   |

6.2. Random Loss Episode Detection

In order to check the Enhanced-AATP mechanism to detect random losses, distinct tests are run simulating loss episodes of different periods of time. In this case, the bottleneck is placed on the wired section (OC-3 (148.608 Mbps)) to avoid the effect of the CSMA/CA shown in the previous set of tests, without affecting the loss detection mechanism and its performance. The scenario is Figure 4a connected to Figure 4c.

In order to depict the Enhanced-AATP's random loss identification and behavior using the LTD mechanism, its operation is shown together with other TCP protocol's behavior without the LTD maker (TCP Cubic). The main goal of this comparison is to show how the Enhanced-AATP identifies the channel losses occurred (fadings with 100% of losses), while TCP introduces load to the network and also reacts to the fading, reducing its throughput as it was caused due to a congestion in the network. It also affects the transmission time.

Figure 6 illustrates the Throughput obtained by the Enhanced-AATP, average (orange), and the median with second and third quartiles (blue) and TCP Cubic (green), and the time required to send 1 GB in different channel loss situations. First, a case without losses is shown (a) to be the reference in time spent and Throughput performances. After that, the random loss episodes experiments are 10 random losses of 0.5 s (b), 10 random losses of 1 s (c), and 5 random losses of 2 s (d).

Packet queues are not formed because no bottleneck saturation occurs, so the Jr value is not increased. When a channel loss episode occurs (100% of losses), through the LTD + smoothJr comparison, the protocol identifies it and keeps the Throughput achieved before the losses, as shown in the graphs above. Figure 6 shows the behavior of the Enhanced-AATP protocol in different random loss situations.
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Figure 6. Enhanced-AATP performance with random losses. Enhanced-AATP Throughput (orange), its median with quartiles (blue) and TCP Cubic Throughput (green). (a1) No random loss—Averaged Enhanced-AATP, (a2) No random loss—Enhanced-AATP and TCP Cubic, (b1) 10 random loss episodes of 0.5 s—Averaged Enhanced-AATP, (b2) 10 random loss episodes of 0.5 s—Enhanced-AATP and TCP-Cubic, (c1) 10 random loss episodes of 1 s—Averaged Enhanced-AATP, (c2) 10 random loss episodes of 1 s—Enhanced-AATP and TCP-Cubic, (d1) 5 random loss episodes of 2 s—Averaged Enhanced-AATP and (d2) 5 random loss episodes of 2 s—Enhanced-AATP and TCP-Cubic.

- Figure 6a is the reference performance for the protocol because no losses occur. The Enhanced-AATP spends 54 s with a mean throughput of 145.36 Mbps. TCP Cubic spends 57 s with a mean throughput of 140.96 Mbps.
- In Figure 6b, 10 episodes of 0.5 s of random losses are introduced, being a total channel loss time of 5 s. In Figure 6(b1), the protocol keeps the throughput (145.38 Mbps) and spends approximately 5 more seconds than the reference. In Figure 6(b2), the Enhanced-AATP operation is shown together with the TCP protocol (TCP-Cubic), which modifies its throughput (135.03 Mbps) due to the losses, spending 11 s more.
- In Figure 6c, 10 episodes of 1 s of random losses are introduced, being a total channel loss time of 10 s. In Figure 6(c1), the protocol keeps the throughput (145.38 Mbps) and spends approximately 10 more seconds than the reference. In Figure 6(b2), the Enhanced-AATP operation is shown together with the TCP protocol (TCP-Cubic), which modifies its throughput (129.29 Mbps) due to the losses, spending 24 s more.
- In Figure 6d, 5 episodes of 2 s of random losses are introduced, being a total channel loss time of 10 s. In Figure 6(d1), the protocol keeps the throughput (145.35 Mbps) and spends approximately 10 more seconds than the reference. Figure 6(d2) shows the Enhanced-AATP operation together with the TCP protocol (TCP-Cubic), which modifies its throughput (131.38 Mbps) due to the losses, spending 19 s more.

From Figure 6, the success detection rate for 100% channel losses (fading) is 1 because, compared with the TCP behavior shown, the Enhanced-AATP protocol keeps its throughput during a channel loss episode. If the detection was not successful (<1), the Enhanced-AATP’s throughput would experience decreasing episodes. Moreover, the performance of the Enhanced-AATP (Mbps) and the average transmission period (seconds) for each random loss episode test are extracted in Table 5. In addition, TCP Cubic’s performance (Mbps) and transmission period (seconds) are shown. Moreover, the time noted between parentheses in both Transmission period fields indicates the extra time dedicated by the protocol in reference to the case without random losses.
Table 5. Enhanced-AATP and TCP Cubic performance with different random loss episodes.

| Loss Episode                         | Enhanced-AATP (Mbps) | Transmission Period Enhanced-AATP (Seconds) | TCP Cubic (Mbps) | Transmission Period TCP Cubic (Seconds) |
|--------------------------------------|----------------------|---------------------------------------------|------------------|----------------------------------------|
| No random losses                     | 145.36               | 54                                          | 140.96           | 57                                     |
| 10 random loss episodes of 0.5 s     | 145.38               | 59 (+5 s)                                   | 135.03           | 68 (+11 s)                             |
| 10 random loss episodes of 1 s       | 145.38               | 64 (+10 s)                                  | 129.29           | 81 (+24 s)                             |
| 5 random loss episodes of 2 s        | 145.35               | 64 (+10 s)                                  | 131.38           | 76 (+19 s)                             |

In the case of the Enhanced-AATP, the average transmission period is equal to the average transmission period without loss episodes plus the channel losses’ duration, demonstrating the high performance (>97%) operation of the protocol during distinct channel loss situations (Figure 6b–d). The Enhanced-AATP depicted together with TCP Cubic provides a view about how the fadings affect the performance of TCP protocols (in Figure 6(c2), more than a 10 s difference is noted between the Enhanced-AATP and TCP Cubic). Thanks to this experiment, the proper operation of the Loss Threshold Decision maker mechanism to identify the random losses of the channel is demonstrated.

6.3. Loss Threshold Decision Maker (LTD)

In this experiment, the LTD – smoothjr comparison is tested to demonstrate the capacity of the Enhanced-AATP to differentiate the type of loss episode occurred. Distinct and varied loss episodes occur during the simulations run with best-effort TCP/UDP cross-traffic load is introduced. The control over the cross-traffic is limited because of simulator restrictions to manage the generic TCP (traffic trying to reach the maximum possible throughput, but with a Variable Bit Rate (VBR) traffic behavior profile due to its congestion control) and UDP flows (with a Constant Bit Rate (CBR) traffic behavior profile). The scenario is Figure 4a connected to Figure 4c.

Figure 7 shows the performance of the Enhanced-AATP with random losses episodes and cross-traffic sending a file of 1 GB, showing the average percentage of the link used by the Enhanced-AATP (blue) and the average percentage of the link used by the cross-traffic (gray). The experiments simulated are: no random losses with TCP VBR cross-traffic (a), no random losses with 20% UDP CBR cross-traffic (b), 1-s random loss (×5) with a TCP VBR cross-traffic flow (c), 1-s random loss (×5) with a 20% UDP CBR cross-traffic flow (d), 2-s random loss (×5) with a TCP VBR cross-traffic flow (e), and 2-s random loss (×5) with a 20% UDP CBR cross-traffic flow (f).

Figure 7 depicts the result of the Enhanced-AATP in distinct cross-traffic loads and random losses situations. The aggressive behavior of the VBR and CBR flows in Riverbed act without considering the status of the network.
Figure 7. Enhanced-AATP performance with TCP/UDP cross-traffic and random losses. Average percentage of the link used by the Enhanced-AATP (blue), Average percentage of the link used by the cross-traffic (gray). (a) No random loss episodes with TCP cross-traffic—11.65% of average losses, (b) No random loss episodes with 20% UDP cross-traffic—14.36% of average losses, (c) Five random loss episodes of 1 s with TCP cross-traffic—16.11% of average losses, (d) Five random loss episodes of 1 s with 20% UDP cross-traffic—18.48% of average losses, (e) Five random loss episodes of 2 s with TCP cross-traffic—20.14% of average losses, and (f) Five random loss episodes of 2 s with 20% UDP cross-traffic—22.29% of average losses.
• Figure 7a shows the result of the experiment when the Enhanced-AATP faces a TCP flow (trying to get the maximum bandwidth aggressively) without random losses. The TCP cross-traffic reaches around 24% of the residual bandwidth left by the Enhanced-AATP because of its aggressiveness, although TCP is trying to reach more. The improved protocol tries to take the maximum bandwidth possible, as the TCP flow tries to obtain the maximum bandwidth but in a less aggressive form, causing minor fluctuations of the Enhanced-AATP speed with a PLR of 11.65%. Considering the losses occurred because of the bandwidth conflict without random losses, in Figure 7c,e, the random losses are introduced (100%), and the PLR increases up to 16.11% (+4.46%, ≈5 s of 100% losses) in (c) and 20.14% (+8.49%, ≈10 s of 100% losses) in (e). The increment corresponds to the percentage of time while the random losses are occurring.

• Figure 7b shows the result of the experiment when the Enhanced-AATP faces a 20% UDP flow, which does not reduce its speed but directly affects the performance. In this case, the UDP does not modify its throughput, even when losses occur, generating moderate fluctuations of the Enhance-AATP throughput and more congestion losses, causing a PLR of 14.36%. Considering the losses occurred because of the bandwidth conflict without random losses, in Figure 7d,f, the random losses are introduced (100%) and the PLR increases up to 18.48% (+4.12%, ≈5 s of 100% losses) in (d) and 22.29% (+7.93%, ≈10 s of 100% losses) in (f). The increment corresponds to the percentage of time while the random losses are occurring.

From Figure 7, the success detection rate for 100% congestion losses is 1 because, during the coexistence between Enhanced-AATP with cross-traffic flows, the Enhanced-AATP tries to get the maximum bandwidth, reducing the throughput from the other flows. Due to this bandwidth’s conflict, a first level of convergence is reached (80%/20% distribution) and minor fluctuations occur due to the congestion produced by the two flows trying to obtain more bandwidth, which affects the network stability. In the case of a success detection rate lower than 1, the Enhanced-AATP’s throughput would be maintained, and more losses would occur due to a higher congestion of the network.

At this point, given the proper operation of the Enhanced-AATP protocol differentiating the type of losses, it is necessary to check if the LTD Formula (14) is optimal to identify the type of loss occurred.

In Figure 8, the LTD performance is evaluated by linking the transmission period (orange) and the lost packets (blue), modifying the LTD original value from ×0.9 to ×1.1 in steps of 0.01. As shown in the graph, if the smoothjr is compared with the 90% of the obtained LTD value, the transmission period is increased while the total number of lost packets decreases. This means that some random losses are considered as congestion losses. On the other hand, if the smoothjr is compared with the 110% of the obtained LTD value, the transmission period is reduced. However, the lost packets are incremented, meaning that some congestion losses are treated as random losses, generating more saturation and more packets loss.

The objective is to find the optimal working point of the LTD for the consequent status of the network. Thanks to Figure 8, the optimal point in order to reduce the losses generated without increasing the transmission period is shown. The trade-off point between the transmission period and lost packets is the LTD value obtained by relating directly the increased packets with the total burst. This result confirms the reasoning associated with the LTD design. After a congestion loss episode, the new packets included in the packet burst are the possible cause of the packet losses.
6.4. Fairness Mechanism

In this experiment, different priority levels are set to distinct Enhanced-AATP flows that share the destination endpoint. The scenario is Figure 4a connected to Figure 4b. The objective is to check the correct prioritized fair share of the network resources. The cases tested by priorities are: 1-1 (equal priority), 1-8 (maximum priority), and 2-4-6 (three flows). Figure 9 presents the results of the different cases.

- The first case, graphs Figure 9a,b, proposes two flows with the same priority (1-1). The flows share the bandwidth (Flow 1 (blue) and Flow 2 (orange), around 50% use each), and the $WF$ fluctuates only during the introduction of the second flow and at the end of the transmission, keeping the value of 1, which means a fair share of the resources.

- The second case, graphs Figure 9c,d, aims to have two flows with a maximum difference priority (1-8). The flows share the bandwidth (Flow 1 (blue—11%) and Flow 2 (orange—89%)), and the $WF$ is kept at 1, considering the prioritization established in its calculation.

- The last case, graphs Figure 9e,f, aim to launch three flows with different priorities (2-4-6). The flows share the bandwidth (Flow 1 (blue—16%), Flow 2 (orange—33%), and Flow 3 (gray—50%)), and its $WF$ has different fluctuations at the beginning before the flows converge to its assigned speed, always converging to 1, thus generating the fair share of resources.

The fairness mechanism introduced regulates the flows without large fluctuations in the system thanks to the modification of the Sending Rate Formula (19)–(20). The weighted fairness measures successfully ($WF = 1$) the correct fair share of the resources considering the priorities of the flows.

6.5. Enhanced-AATP Performance Comparison

The objective of this last experiment is to compare the Enhanced-AATP with other modern transport protocols. Concretely, the settled protocols TCP Cubic, BBR, Copa, Indigo, and Verus.

Pantheon of Congestion Control [41] is an evaluation platform for academic research on congestion control, so therefore, it is considered a scientific reference for transport protocol performance test. Furthermore, Pantheon directly assisted the publication of four other new algorithms [31,35,50,51]. Moreover, this platform is the source of the compared protocols’ code.
Figure 9. Fairness mechanism with priorities. Case 1-1: Sending Rate of Flow 1 (blue) and Flow 2 (orange) (a) and its Weighted Fairness 1-1 (blue) (b). Case 1-8: Sending Rate of Flow 1 (blue) and Flow 2 (orange) (c) and its Weighted Fairness 1-8 (blue) (d). Case 2-4-6: Sending Rate of Flow 1 (blue), Flow 2 (orange) and Flow 3 (gray) (e) and its Weighted Fairness 2-4-6 (blue) (f).
It is decided to emulate the most representative LFN scenarios from the last tests provided by the Pantheon platform over the Riverbed Modeler following its test methodology. The chosen LFN scenarios (Figure 10) to be emulated are:

- L–I: GCE London to GCE Iowa (Bandwidth of 1 Gbps; latency of 45 ms)
- S–I: GCE Sidney to GCE Iowa (Bandwidth of 1 Gbps; latency of 85 ms)
- S–L: GCE Sidney to GCE London (Bandwidth of 1 Gbps; latency of 130 ms).

Figure 10. CGE Iowa-CGE London-CGE Sidney Riverbed scenarios following the structure.

Once the test environment is defined and emulated, the tests are deployed following Pantheon’s methodology. This methodology consists of launching the same test five times over the three scenarios. Each test lasts for 30 s, running three flows using the same protocol with 10-s interval between two flows. The performance metrics results consider the three flows and average the results of the five runs. The performance metrics to be evaluated are the Average of the throughput achieved in percentage (29), the Delay Ratio (30), and the Packet Loss Ratio (PLR).

\[
\text{Mean Throughput} \, (\%) = \frac{\text{Average throughput} \, (\text{Mbps})}{\text{Bandwidth of the link} \, (\text{Mbps})} \times 100 \quad (29)
\]

In the case of the delay, the Delay Ratio is used, which is the average one-delay achieved related with the minimum one-way delay in order to check the introduced delay in the network by each protocol.

\[
\text{95}\text{th percentile one-way Delay Ratio} = \frac{\text{95}\text{th percentile average one-way delay} \, (\text{ms})}{\text{Latency of the link} \, (\text{ms})} \quad (30)
\]

For the Packet Loss Ratio (%), the lost packets sent are related to the total packets sent. This metric reflects the effects of the load produced by the three coexisting protocol flows that are trying to reach the maximum bandwidth.

\[
\text{Packet Loss Ratio} \, (\%) = \frac{\text{Lost packets sent}}{\text{Total packets sent}} \times 100 \quad (31)
\]

The first metric for the performance comparison is the throughput (Figure 11). From this graph, it can be extracted that the Enhanced-AATP achieves a mean throughput of the 80% of the bandwidth, providing better performance than most of the protocols. Similar behavior can be checked with TCP-Cubic, but performance decreases as the delay increases. BBR reaches better results, but these results are over the maximum bandwidth, which means that the protocol might be destabilizing the network.
In order to check how the throughput performance affects the network, the following figure (Figure 12) shows the Delay Ratio (average delay achieved compared with the minimum delay). In the case of the Enhanced-AATP, the delay introduced by the protocol is around 25% (1.25), which means that the network is stable. It can be seen that BBR destabilizes the network because its one-way delay multiplies per 4 the latency of the network in the lower delay scenario. Similar behavior can be seen with TCP Cubic, which doubles the one-way delay of the network (2.00) in the lower delay scenario.

The Packet Loss Ratio is checked in Figure 13 in order to confirm the effects of the protocols’ behavior regarding the throughput and the delay. The losses introduced by the Enhanced-AATP are low (0.02%), as it happens with the most of the protocols. It is confirmed that BBR achieves better throughput to the detriment of the introduced losses (from 3% to 7%).
Finally, with the information provided by the last three figures, the following graph (Figure 14) shows the protocols’ performance for each scenario, relating the 95th percentile one-way Delay Ratio and the Average Throughput achieved. Moreover, the Packet Loss Ratio is noted. This relativized view of the data enables us to contrast the protocols’ performance joining the three scenarios’ results. The objective is to provide a final performance comparison of the Enhanced-AATP with these protocols: TCP Cubic, BBR, Copa, Indigo, and Verus.

Figure 13. Packet Loss Ratio (%) comparison.

Figure 14. Protocol Performance Comparison (Throughput–Delay Ratio) over the three scenarios. Packet Loss Ratio (PLR) is noted. TCP Cubic: 0.24%; Enhanced-AATP: 0.02%; BBR: 5.30%; Copa: 0.06%; Indigo: 0.00%; Verus: 1.33%; Behavior Target: 0.00%.
The goal is to achieve the maximum throughput without affecting the delay neither causing losses. The Behavior Target (red circle) is the ideal protocol that achieves maximum throughput levels (100%) without affecting the congestion of the network (minimum one-way delay) nor generating losses during the data transfer. For the best performance, the protocols have to tend to the aforementioned behavior. Among the studied protocols, as the orange circle highlights, the Enhanced-AATP protocol achieves a high average throughput (80%) without destabilizing the network by slightly increasing (25%) the latency neither causing significant losses (0.02%).

Comparing the Enhanced-AATP with low delay protocols such as Indigo, the Enhanced-AATP obtains a greater throughput (Average Throughput: Indigo (35%)—Enhanced-AATP (82%)) causing a slightly increase of the delay (Delay Ratio: Indigo (1.1)—Enhanced-AATP (1.4)) without provoking significant losses (PLR: Indigo (0.00%)—Enhanced-AATP (0.02%)).

Moreover, comparing the Enhanced-AATP with high bandwidth protocols as BBR, the Enhanced-AATP does not reach that levels of throughput (Average Throughput: BBR (110%)—Enhanced-AATP (82%)) but has a stable behavior without strongly increasing the latency (Delay Ratio: BBR (2.8)—Enhanced-AATP (1.4)) and causing losses (PLR: BBR (5.30%)—Enhanced-AATP (0.02%)).

It can be concluded that the Enhanced-AATP protocol achieves the goal. The protocol maintains its throughput close to the limit without destabilizing the network thanks to the Bandwidth Estimation process, the LTD mechanism, and its operation states, which modify the Sending Rate depending on the network situation (Table 3). In addition, the Weighted Fairness mechanism provides a fairly controlled share of the network resources among the flows without causing significant losses due to the dispute of the bandwidth.

7. Conclusions

In this paper, we propose the Enhanced-AATP transport protocol as an improvement of the Aggressive and Adaptative Transport Protocol (AATP), which aims to modify operations and add new functionalities to achieve improved performance over fairly shared heterogeneous Long Fat Networks. One of these functionalities ensures the differentiation of the type of loss episode (congestion or channel), which then proposes a corresponding operation to solve the different types of loss. Moreover, a prioritized fair share of the network resources when multiple AATP flows are connected to the same node is achieved thanks to the new Weighted Fairness mechanism.

After analyzing the different proposals of distinct transport protocols, their metrics and mechanisms for wireless networks, the smooth Jitter Ratio ($\text{smooth}_{jr}$) is the reference metric chosen to distinguish the type of losses. The $\text{smooth}_{jr}$ relates the effect of the queued packets at the bottleneck and the delay among packets at the destination, also considering past values of the Jitter Ratio. This metric is not affected by the high delay introduced in the LFNs.

Having selected the Jitter Ratio metric, the Loss Threshold Decision maker (LTD) is designed. It is defined as the added number of packets in the burst over the total packet sent in the burst. By comparing it with the smooth Jitter Ratio ($\text{smooth}_{jr}$) of the received packets, the result of this comparison enables the protocol to discern between losses caused by network congestion or channel fault.

If the $\text{smooth}_{jr}$ is greater or equal to LTD, a congestion loss occurs; if the $\text{smooth}_{jr}$ is lower than the LTD, it is assumed that a channel failure caused the loss. As a result of this loss detection mechanism, the throughput is not reduced during a random loss episode, as it occurs during a congestion loss episode, thus reducing the loss recovery time and increasing the efficiency of the protocol.

The performance of the Enhanced-AATP and its operation over wireless connections is shown, as well as its capability to detect a random loss produced by the channel. Similarly, the capacity of the protocol to decide the type of loss occurred is exhibited over different scenarios. Finally, the optimal value of the LTD is demonstrated. All the experiments are deployed over the SteelCentral Riverbed Modeler simulator.
As a result of studying different indicators for a controlled fair share of the network resources of a node, the Jain Fairness Index (JFI) is chosen due to its characteristics and compliance with the requirements demanded. After adapting the JFI to consider the prioritization of the flows, the Weighted Fairness (WF) index is included in the operation of the Enhanced-AATP protocol. If the WF is equal to 1, it means that there is a fair share of resources; if not, it means that some unfair treatment is happening to one or more flows. Therefore, the protocol operation is adjusted to include a modifier related to the result of the WF to manage the flows for a fair system. Different simulations are run with different priorities and flows to demonstrate its performance. The WF suffers fluctuations during the beginning or end of a new flow.

It can be concluded that the Enhanced-AATP can effectively differentiate the types of losses occurred during a communication, adapting its operation to the situation, and assuring a fair sharing of the resources of the node over HLFNs. Finally, the Enhanced-AATP’s performance is compared with other transport protocols' performance. It should be highlighted that the protocol reaches a higher throughput than low delay protocols, slightly increasing the delay but keeping a similar low level of losses. Moreover, compared with high bandwidth protocols, the Enhanced-AATP reaches lower throughput levels (>80%) but does not destabilize the network, nor does it highly increase the latency (+25%) or cause significant losses (0.02%) as may occur with other protocols. This high performance is the result of including the proposed Loss Threshold Decision maker (in order to identify the type of losses occurred) and the Weighted Fairness mechanisms (fairly share of the server network resources) in the improved AATP operation, which modifies its behavior and, concretely, its Sending Rate depending on the network situation.

Our future work aims to introduce a way to detect the loss and recovery of the channel by way of preventing unnecessary packet transfers in order to save energy, and a method to create a distributed fairness system, as opposed to one that is controlled by the node where different Enhanced-AATP flows coexist. Finally, an exhaustive analysis of the relationship of the $\gamma$ and $\beta$ parameters of the Transcendence Factor (A) can be done to study its optimal performance and convergence.
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