Sampling and analysis of coarsely shredded mixed commercial waste. Part II: particle size-dependent element determination
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Abstract
In contemporary waste management, sampling of waste is essential whenever a specific parameter needs to be determined. Although sensor-based continuous analysis methods are being developed and enhanced, many parameters still require conventional analytics. Therefore, sampling procedures that provide representative samples of waste streams and enable sufficiently accurate analysis results are crucial. While Part I estimated the relative sampling variabilities for material classes in a replication experiment, Part II focuses on relative sampling variabilities for 30 chemical elements and the lower heating value of the same samples, i.e., 10 composite samples screened to yield 9 particle size classes (<5 mm–400 mm). Variabilities < 20% were achieved for 39% of element-particle size class combinations but ranged up to 203.5%. When calculated for the original composite samples, variabilities < 20% were found for 57% of the analysis parameters. High variabilities were observed for elements that are expectedly subject to high constitutional heterogeneity. Besides depending on the element, relative sampling variabilities were found to depend on particle size and the mass of the particle size fraction in the sample. Furthermore, Part I and Part II results were combined, and the correlations between material composition and element concentrations in the particle size classes were interpreted and discussed. For interpretation purposes, log-ratios were calculated from the material compositions. They were used to build a regression model predicting element concentration based on material composition only. In most cases, a prediction accuracy of ±20% of the expected value was reached, implying that a mathematical relationship exists.
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Introduction
The assessment of the quality and the categorization of waste are usually based on various analytical results. Chemical parameters that are particularly important for quality assessment are the concentrations of various heavy metals, metalloids, and other inorganic contaminants (cf. EC 2008a Annex III; EC 2008b Annex VI). These elements frequently occur in mixed commercial waste (MCW) and mixed municipal solid waste (MMSW) because they are present in various consumer goods and materials (e.g., Turner 2019; Turner and Filella 2017; Viczek et al. 2020). Their concentrations play a decisive role in various waste processing options (see “Importance of heavy metal and metalloid concentrations” section). However, because usually “analytical results are estimates of unknown quantities” (Gy 1995), they are subject to uncertainties, many of which are related to heterogeneity. Since mixed solid wastes are usually highly heterogeneous and tend to segregate (Pomberger et al. 2015), sampling of waste can be challenging.

Figure 1 shows an example of uncertainties related to the different steps of the analytical procedure at the example of lead (Pomberger et al. 2015). Flamme and Gallenkemper (2001) state even higher analysis uncertainties: the
uncertainty related to sampling can range up to 1000% if the sample is taken from a stationary waste pile, and uncertainties of 100–300% can be expected for sample preparation. While the propagation of uncertainties in all process steps leads to a general variance of the analysis results (Krämer et al. 2016), the contribution of primary sampling to the measurement uncertainty and variability is often dominant (Ellison and Williams 2012; Esbensen and Julius 2009; Ramsey et al. 2019). For this reason, reliable and representative sampling is crucial. Although various sampling standards exist, the sampling quality can still be influenced by on-site circumstances (e.g., the possibility to take the sample from the falling stream or a stationary pile).

Because of the effort, errors, and uncertainties related to the sampling of heterogeneous waste materials, researchers are also looking for continuous, real-time methods to determine specific parameters in waste. The investigated methods are usually sensor-based and aiming at ideally generating results without sampling and sample preparation procedures. Real-time methods for the characterization of solid waste are reviewed in detail by Vrancken et al. (2017) and include laser-induced breakdown spectroscopy (LIBS), X-ray, or near-infrared (NIR) technology. The most established of these techniques in the waste sector is NIR, which has been used for sorting purposes since the 1990s (Krämer et al. 2016). NIR technology was found to deliver good real-time results for solid recovered fuels for the higher heating value (HHV), lower heating value (LHV), water, ash, and Cl content. However, results achieved for Sb, Cd, Pb, and Cr are currently considered insufficient for quantitative analyses, and real-time measurements should be limited to qualitative analyses (Krämer et al. 2016; Krämer 2017).

However, as long as real-time technologies are not applicable for all relevant parameters, need further enhancement or comparison with results from conventional analyses, and are not state of the art in waste treatment plants, sampling remains crucial to determine the properties of waste streams and the related uncertainties need to be known and handled correctly.

Importance of heavy metal and metalloid concentrations

Concentrations of heavy metals and metalloids are not only relevant in the consumer products sector but also in the post-consumer regime. In the latter, contaminant concentrations play a significant role in determining suitable waste treatment pathways. Generally, contaminant concentrations determine whether or not a waste is considered hazardous (EC 2008a, b), and in the case of non-hazardous waste, which is in the focus of this study, they can be a decisive factor for the selection or applicability of several waste treatment options.

When landfilled, leaching of certain elements from waste can pose a possible risk to the environment (Kjeldsen et al. 2002). When composted, compost quality and composition depend on the purity of the input waste (e.g., separately collected organic waste or the separated undersize fraction from mechanical biological treatment of MSW) (Andersen et al. 2010; Smith 2009), and heavy metal limits for compost standards exist in several countries (Amlinger et al. 2004). When incinerated, the amount of inorganic contaminants in the gaseous emissions which have to comply with limit values (e.g., Industrial Emissions Directive (EC 2010)) is strongly related to their amounts in the input waste (Astrup et al. 2011; Brunner and Rechberger 2015; Morf et al. 2000).

Even when waste fractions are directed toward recycling, the concentration of inorganic contaminants can—among other factors—determine whether or not a particular material can indeed be recycled. Examples include plastics containing selected brominated flame retardants (Pivnenko et al. 2017; Slijkhuis 2018) or cadmium-containing PVC products (EC 2011). Another popular waste treatment option is to produce solid recovered fuels (SRF) for co-processing in cement kilns (Sarc et al. 2019). This option also requires the contaminants to be monitored because the contaminant concentrations in input fuel as well as the resulting output gaseous emissions and the product shall be kept at a low level (BMLFUW 2010). Depending on the country, compliance with limit values for certain chemical elements can either be requested directly by the cement manufacturers (Lorber et al. 2012), by quality marks (e.g., RAL GZ 724 quality mark for quality-assured SRF in Germany (Flamme and Geiping 2012)), or by the legislature (e.g., Austrian Waste Incineration Ordinance (WIO) (BMLFUW 2010)). Limit values for inorganic contaminants in SRF may be given in mg/MJ, taking the lower heating value (LHV) into account. This is the case for mercury in EN 15359 (ASI 2011d) and the eight heavy metals regulated by the Austrian WIO (BMLFUW 2010).

Due to the importance of contaminant concentrations for all these different waste treatment options, it is evident that knowledge on their distributions in waste and possibilities for
their removal before the final waste treatment is of interest. To gain this information, sampling is unavoidable and required to enable a sufficiently accurate examination of the analytes. MCW typically contains large items, e.g., mattresses or furniture parts, which is why coarse shredding followed by one or more screening stages is typically the first step of MCW processing. While this step significantly facilitates sampling, as a vision of Khodier et al. (2020), varying shredder parameters could enable waste processors to steer the concentration of different material and contaminant streams into certain particle size fractions. To assess whether this is possible, prior knowledge about sampling variability and sampling errors is required.

**Theory of sampling**

In the theory of sampling (TOS), variability and sampling errors can be expressed by the global estimation error (GEE), which is the relative difference between the obtained analytical result and the actual, unknown value of the parameter. It is furthermore defined as the sum of the total sampling errors (TSE) and the total analytical errors (TAE) (Gy 2004). For significantly heterogeneous materials, the TAE plays a minor role as the sum of all sampling errors is usually significantly larger. The TSE originates from the sampling process or material heterogeneity and consists of correct sampling errors (CSE) and incorrect sampling errors (ISE) (Wagner and Esbensen 2012).

CSEs are caused by heterogeneity (Wagner and Esbensen 2012), two types of which are distinguished in TOS: constitutional heterogeneity (CH) and distributional heterogeneity (DH) (Gy 2004). CH depends on the physical and/or chemical differences between individual fragments, i.e., the fact that single particles can contain small or only trace amounts of the analyte or can be almost entirely made of the analyte (e.g., iron traces in waste plastics vs. an iron particle in waste). With increasing compositional differences between the fractions, CH increases, thereby causing the fundamental sampling error. This correct sampling error can never be eliminated but can be decreased by comminution (Gy 1998; Wagner and Esbensen 2012). In contrast to CH being only dependent on material properties, DH reflects the irregular spatial distribution of the fragments in a lot (Esbensen and Wagner 2014; Wagner and Esbensen 2012). DH is caused by the tendency of fragments to locally segregate and group in space and time and is responsible for the second type of correct sampling error, the grouping, and segregation error. It can be counteracted by mixing and composite sampling, i.e., taking several small sample increments rather than fewer, larger sample increments (Wagner and Esbensen 2015).

While CSEs comprise material-specific errors that are always present in sampling situations, ISE concerns the sampling equipment and procedure (Wagner and Esbensen 2015). ISE needs to be minimized or eliminated where possible as they are generating bias (Wagner and Esbensen 2012). ISE consists of the increment delimitation error (IDE), the increment extraction error (IEE), and the increment preparation error (IPE). While IDE and IEE concern errors occurring during the sampling process, IPE comprises all changes to the sample during or after sampling stages, including the loss of material (moisture, dust) and contamination (Wagner and Esbensen 2015).

One approach to estimate the GEE is to conduct a replication experiment, as described in DS 3077 (DS 2013). The replication experiment yields the relative sampling variability (RSV), also referred to as the relative coefficient of variation CV$_{rel}$, a measure of the total sampling variance normalized by the arithmetic mean (Esbensen and Wagner 2014). RSV or CV$_{rel}$, respectively, represent the GEE and are calculated according to Eq. (1), with $s$ being the standard deviation and $\bar{x}$ being the average of a set of analytical results (DS 2013; Wagner and Esbensen 2012):

$$RSV[\%] = \left[\frac{s}{\bar{x}}\right] \times 100 = CV_{rel}$$

**Connection to part I and aim of the study**

Part I of this study presented by Khodier et al. (2020) introduced the theoretical background of the TOS in greater detail and reported the results of a replication experiment for MCW and the distribution of materials in terms of sorting fractions (e.g., metal, wood, paper, cardboard, plastics 2D, plastics 3D) among nine different particle size classes. The study reports RSVs of up to 231% and found that RSVs below 20%, which is the general consensus acceptance threshold according to DS 3077, can only be achieved for less than half of the examined fractions. Furthermore, a decrease of the RSV with increasing mass shares of the fractions was observed.

The current paper, Part II, focuses on the chemical analysis of the different particle size fractions examined in Part I. While the RSVs reported by Khodier et al. (2020) mostly result from DH, the chemical analyses presented in this paper are significantly influenced by CH as well. For example, different fragments that were merely classified as plastics for the material distribution can contain significantly different concentrations of heavy metals that will be reflected by the chemical analyses. Therefore, Part II determines the RSVs and thereby the GEEs for 30 elements and compares them with the results of Khodier et al. (2020). The current study focuses on sampling aspects; therefore, analysis results are only briefly summarized to facilitate interpretations of the results. The corresponding concentrations are presented and discussed in detail, focusing on SRF production in Vizeck et al. (2021b). Furthermore, the results of Part I and Part II are combined by investigating correlations between material composition...
and chemical analysis results, aiming to investigate whether a mathematical relationship between the element concentrations and the compositions determined by sorting analyses can be found. This may open up the opportunity to create models that enable predicting specific chemical analysis parameters based on online or manual sorting analyses. The corresponding experiments were conducted from October to December 2018 in Allerheiligen im Mürztal, Styria, Austria.

**Materials and methods**

**Samples**

A replication experiment was carried out sampling approximately 45 metric tons of MCW from the area of Graz, Austria, collected in October 2018. The waste was coarsely shredded using a mobile single-shaft coarse shredder (Komptech Terminator 5000 SD with F-type cutting unit) operating at 18.6 rpm (i.e., 60% of the maximum shaft rotation speed) and with a completely closed cutting gap. A wheel loader was used to feed the shredder that was slowly moving forward, forming a windrow of the discharge material via the shredder’s discharge conveyor belt. A total of 200 sample increments (with a mass of ~12 kg each) were taken from the falling waste stream at the end of the conveyor belt using sampling troughs (length x width x height: 1.17 × 0.37 × 0.30 m) in time intervals of 30 s. Ten composite samples (each with a mass of ~240 kg) were created by combining 20 sample increments taken in time intervals of 5 min. Each of the 10 composite samples was screened using a batch drum screen in multiple steps to generate 9 particle size fractions: 0–5 mm, 5–10 mm, 10–20 mm, 20–40 mm, 40–60 mm, 60–80 mm, 80–100 mm, 100–200 mm, 200–400 mm. In total, 90 samples were generated. After each screen cut, the mass of the screen underflow was determined, and the sample mass was reduced, if appropriate, see Fig. 2. Every particle size fraction > 20 mm was manually sorted to determine the material composition and was reunited for chemical analyses. For details on the procedure and calculations, cf. Khodier et al. (2020).

**Chemical analyses**

All 90 samples were chemically analyzed, for detailed analysis results cf. Viczek et al. (2021b). The samples were dried to
constant mass at 105 °C to determine the dry residue according to EN 14346 (process A) (ASI 2007). Hard impurities (e.g., metal parts, stones) were removed to avoid damages to the mills. The removed impurities were weighed and can be accounted for in terms of their weight, but they were not separately analyzed, which corresponds to common laboratory practice (for a more detailed discussion, cf. Viczék et al. (2020)). The effects of this practice are discussed in “Handling of hard impurities” section. Further sample processing included comminution to a size <0.5 mm using cutting mills, homogenization, and mass reduction.

Concentrations of silver (Ag), aluminum (Al), arsenic (As), barium (Ba), beryllium (Be), calcium (Ca), cadmium (Cd), cobalt (Co), chromium (Cr), copper (Cu), iron (Fe), mercury (Hg), potassium (K), lithium (Li), magnesium (Mg), manganese (Mn), molybdenum (Mo), sodium (Na), nickel (Ni), phosphorus (P), lead (Pb), palladium (Pd), antimony (Sb), selenium (Se), silicon (Si), tin (Sn), strontium (Sr), tellurium (Te), titanium (Ti), thallium (Tl), vanadium (V), tungsten (W), and zinc (Zn) were determined by ICP-MS (based on EN 15411 (ASI 2011a) and EN ISO 17294–2 (ASI 2017)) after microwave-assisted acid digestion with hydrofluoric acid (HF), nitric acid (HNO₃), and hydrochloric acid (HCl) (ÖNORM EN 13656 (ASI 2002)). Calorimetric digestion (ÖNORM EN 14582 (ASI 2016)) followed by ion chromatography (EN ISO 10304–1 (DIN, 2009)) was applied to determine the chlorine (Cl) content. The lower heating value (LHV) was calculated according to DIN 51900–1 (DIN, 2000), and the ash content was determined according to DIN 51719 (DIN 1997). Samples were measured as duplicates.

**Handling of hard impurities**

EN 15443 (ASI 2011c) states that it is essential that all materials are included in the sample when the particle size is reduced, as, e.g., removing metals significantly influences the results regarding these and other accompanying metals. However, the tools for particle size reductions listed in the standard are not suitable for the comminution of hard materials to particle sizes suitable for preparing tests or laboratory samples. According to EN 15413 (ASI 2011b), different visible fractions can be separately analyzed when this procedure enhances subsequent comminution, homogenization, or sub-sampling processes. In the case of non-shreddable materials being present, the standard suggests manual separation. The mass of every removed fraction needs to be documented to enable reporting a weighted combination of analysis results.

Separately analyzing the hard impurities is often not a viable option when either the equipment is not available to laboratories or suitable comminution aggregates require a minimum filling amount that cannot be reached. In the area of solid recovered fuels, the most common approach is to account for these fractions of hard impurities only in terms of their weight, which means the analyte concentration is considered zero. This is a legit assumption when the analysis results are not affected by the impurity, e.g., for iron parts and the lower heating value (LHV), which technically is zero for metals. However, if the analytes are heavy metals, this practice leads to a distortion of results.

**Calculations and data analysis**

**Correlations and RSVs**

To interpret the correlation through significant Pearson correlation coefficients normally distributed data are necessary. Spearman correlation coefficients allow interpretations if the data are distributed differently. Therefore, the logarithmic normal distribution of each analyte (element, LHV), as well as the normal distribution (α = 0.05) of the material fractions and log-ratios (see “Log-ratios” section) of the fractions, was tested separately in each particle size class above 20 mm using the Kolmogorov–Smirnov test (MathWorks 2020b) in MATLAB (version 9.6 R2019a). Statistically significant (p < 0.05) correlations (Pearson and Spearman coefficients) for elements and materials were calculated with RStudio (R version 4.0.2) using only particle size fractions above 20 mm, as the smaller fractions have not been manually sorted. Furthermore, the material classes “inert” and “metal” were excluded because they were not part of the chemical analyses. The detailed results of the sorting analyses summarized in Khodor et al. (2020) are given in Appendix E.

RSV values were calculated based on Formula 1 with concentrations (c) below the limit of quantification (L.O.Q.) being considered with c = L.O.Q. Correlation coefficients (Pearson r, Spearman ρ) for RSVs with other parameters, e.g., particle size classes (using the mean value for each particle size fraction, e.g., 7.5 mm for the fraction 5–10 mm) were calculated using OriginPro 2020 (version 9.7.0.188). The strength of the correlation was assessed based on Cohen (1988): strong (| r | > 0.5), moderate (0.3 < | r | < 0.5), and weak correlation (0.1 < | r | < 0.3).

---

1 Because of the volatility of elemental Hg, EN 15411 proposes not to expose samples to temperatures above 40 °C before determining the Hg content. However, the waste samples that are subject to chemical analyses in this study have already passed several process steps (coarse shredding, sieving, laboratory scale comminution).Temperatures exceeding 40 °C therefore cannot be excluded, especially during comminution steps. For this reason, and because elemental Hg is also volatilized when the samples are dried at 40 °C, the Hg that is determined in this study is somehow bound. Drying at 105 °C is therefore considered suitable for this purpose.
Log-ratios

To consider the fact that data from sorting analyses are compositional data providing information about relative values, log-ratios were calculated to interpret the influence on the element concentration of the varying composition of the material. In this case, the additive log-ratio transformation was used because it allows comprehensible interpretation for the given case since only two components are considered in one log-ratio. Here, one material fraction needs to be defined as the denominator of a set of logarithmic ratios (natural logarithms were used, following common practice) defined by the other material fraction as numerators (Greenacre 2019). In this case, each of the material fractions was once chosen as the denominator to allow to interpret the influence of all material fractions to each other individually, while the remaining fractions were used as the numerators, resulting in six ratios for each particle size class above 20 mm, i.e., the samples that were manually sorted. Similar to the interpretation of element–material correlations, the fractions “metal” and “inert” were not considered in the calculation since they were removed before chemical analyses. In general, “zero values” are problematic in a dataset for computing ratios, but several different options for replacing the zeros are available. In the given case, zero values were only present in the particle size class 200–400 mm in the material fractions wood, paper, and cardboard (see Appendix E), and they were replaced with the small value 0.005, which is a common method according to Greenacre (2019) (if a larger amount of zero values is present, a sensitivity analyses can be conducted to compare the effect of different zero replacement methods). With this adaption, the data were rescaled to 100%, which in the field of compositional data is called “closing the data” (Greenacre 2019) for the following calculations. To compare and interpret the correlations between material fractions and element concentration, the results were calculated in RStudio and consider the log-ratios of the material fractions and the element concentrations. The latter were calculated as logarithmic values (natural logarithm) for interpretation purposes.

Prediction models for element concentration and LHV

The prediction models aim to project the element concentration without chemical analysis, based on the information of material composition only, and are a possibility to combine the information from Part I and the results from the present paper. Since only materials above 20 mm were sorted in separate material classes, prediction models were only built considering the six particle size classes in 20–40 mm (20–40 mm, 40–60 mm, 60–80 mm, 80–100 mm, 100–200 mm, 200–400 mm). Since prior investigations during this work confirmed highly correlated multi-dimensional data, the partial least squares regression (PLS) was chosen. It enables to build a linear regression model from the original data by transforming the data in a new space, with the option to reduce dimensions for easier visualization. To find the ideal number of considered dimensions (factors), different approaches are possible. Here, the criterion was to consider the number of factors that lead to the smallest predicted residual sum of squares (PRESS) (Vandeginste et al. 1998) in the process of cross-validation. Cross-validation (CV), in general, is an option to evaluate the performance of the model and can be done in various ways. The underlying principle of all CV options is to split the dataset into two groups. One is used to build the model (calibration data), and the rest is used for evaluation (test data). Most methods use multiple rounds of CV to reduce variability by building different calibration and test datasets and calculate a combined result for the validation result over all the rounds (Massart et al. 1997). Since the given dataset, in this case, has a rather small amount of entries (31 measurements for 60 samples), the CV method “leave-one-out” was chosen. Here, one entry was chosen to be the test data, while the model was built on the residual data, and the PRESS for each considered dimension was calculated as the average of all rounds. From this, the ideal number of factors was evaluated by finding the value corresponding to the lowest PRESS, which was then used in MATLAB (version 9.6 R2019a) with the function “plsrregress” (MathWorks 2020c) to build the regression model and calculate regression coefficients. A list of the number of considered factors for each element is given in Appendix C. Esbensen et al. (2018) critically discuss the influence of the chosen number of rounds in each cross-validation on the model outcome. When considering the error of the model as a criterion for selecting the ideal number of factors, it must be noted that the model error decreases with an increase of rounds. Additionally, attention must be paid to select the ideal number of rounds. Different fields of research often prefer a different number of rounds, but for the best results, Esbensen et al. (2018) recommend investigating CV with a different number of rounds and comparing the validation results with each other for similarity. Hence, the chosen CV approach is not ideal in general, but necessary in this case due to the limited size of the dataset. With the underlying idea of developing a model for replacing chemical analyses with the involved sampling and preparation steps, the models were firstly built from the data for all particle size classes combined. It was found that the overall results highly improve when considering the particle size classes individually, due to the high variability of the element concentration in the individual particle size classes (see “RSV and GEE” section). This led to the development of six prediction models per element, which can predict the concentration of 29 individual elements (see “Chemical analyses” section, without Be, Pd, Se, Te, Tl (because values were mostly below L.O.Q.)) as well as the LHV based on the information from the calculated log-ratios.
In the case of the prediction model, the fraction of 3D-plastics was chosen as the denominator for the log-ratios since it showed plausible results in the correlation plot, while the fractions cardboard, paper, textile, wood, 2D-plastics, and residual fraction were used for the numerators. This resulted in six ratios for each particle size class above 20 mm, i.e., manually sorted fractions. Elements with concentrations < L.O.Q. were considered with the value for L.O.Q. to consider as many values as possible for the regression model. Especially for the elements Cd and Hg, a large proportion of the measured values was below L.O.Q. in the larger particle size fractions. Pd was overall excluded from the prediction because the chemical analysis found over 90% (cf. Viczek et al. 2021b) of the available values to be below L.O.Q., which would not allow a meaningful prediction. To further allow to find a model with good prediction purposes in most cases, outliers of the available element concentrations were removed for the creation of the model. These were identified when the value was more than three scaled standard median absolute deviations away from the median (MathWorks 2020a). In general, ten data points for each regression model were available, but because outliers were excluded for building the models, a smaller amount of data points was left in some cases. The minimum number of values necessary for the model was set to seven, since it allows to calculate and interpret the median values, which concluded that a prediction model was not possible for all elements in all particle size classes (e.g., Cr (200–400 mm) and Sn (80–100 mm)). A list with the number of the available datasets is given in Appendix C. The accuracy of the models was tested with the same data that was used to build the models. This is not an ideal approach to assess the models’ prediction abilities but was necessary since only a limited number of analyses were available.

Results and discussion

Possible incorrect sampling errors

Measures were set to minimize and eliminate incorrect sampling errors where possible during and after the experiment. However, due to the on-site circumstances and the duration of sample processing and analysis, IEE and especially IPE cannot be entirely excluded. Incorrect sampling errors during primary sampling, mass reduction, screening, and sorting were already discussed in Part I (Khodier et al. 2020). The loss of material and possible contamination of containers and equipment on-site were briefly discussed as well but require a more detailed discussion because these factors play an essential role in chemical analyses.

Material and water loss

One of the main IPEs occurring is the bias caused by material loss. Material may have been lost in the form of dust (e.g., during screening) or as single particles during sorting. This loss likely influences the analysis results as the dust may have contained the determined elements in different concentrations than the rest of the waste stream. Furthermore, water loss has occurred during the time-intensive sample processing and sorting steps. The water content of the primary sample or each particle size fraction was not determined directly, but in the laboratory, i.e., after several on-site processing steps (screening, sorting) and storage. For this reason, the exact water content at the time of the sampling is unknown. The extent of the water loss is expected to differ for each particle size fraction because of different processing steps. The small fractions < 20 mm were not sorted and were transported and stored in buckets with sealable lids (after being stored in closed disposal bins on-site). Particle size fractions > 20 mm were sorted, which was a time-consuming process. Because the sorting process of smaller particle size classes took longer, more water evaporation was expected to have taken place for smaller particle size fractions than larger ones. After being stored in closed disposal bins on site as well, these fractions were transported and stored in closed garbage bags before analysis. Consequently, it is assumed that the small fractions < 20 mm have experienced the smallest water loss. However, in contrast to the loss of dust, the IPE caused by water loss does not influence analysis results for chemical elements as they refer to mg/kg dry mass (DM).

IPEs caused by material and water losses, however, may influence the calculations of the overall analyte concentration in the initial waste mix or calculations regarding the removal of specific fractions (cf. Viczek et al. 2021b). The water evaporated during screening and sorting is not accounted for by the determination of the water content in the laboratory. This may lead to underestimating the water content for fractions > 20 mm based on the laboratory results and may cause an overestimation of the total load of an element in the larger fractions. For this reason, the concentrations in the waste mix were calculated using the final fraction weights after sorting instead of the fraction weights after screening. Because of the IPE caused by material and water loss, however, the exact original composition is unknown. With a total mass loss (i.e., dust, water) between screening and the final sorting results of 5.6% on average (range 4.6–7.2%), the losses are manageable.

Contamination of on-site equipment

Another critical incorrect sampling error is possible contamination during sample processing, as the containers and equipment on-site could only be cleaned using hand brushes. Cross-contamination between the 10 representative samples
and sub-samples (particle size fractions)—all originating from the same pile of waste—can therefore not be excluded entirely. However, potential contaminations are expected to be low due to small contact areas in relation to the sample masses.

Chemical analyses and subsampling

In addition to the possible errors discussed above and in Part I, additional sampling errors in Part II include sample processing in the laboratory (including subsampling) and the total analytical error (TAE). Besides the removal of hard impurities, which was discussed in “Handling of hard impurities” section, the errors occurring in the laboratory include the potential loss of analytes, for example, the potential loss of Hg while drying the samples in the oven at 105 °C, see “Chemical analyses” section for a brief discussion of this issue. However, as the volatility of Hg is well known, this error needs to be considered when interpreting the results, as is the case for hard impurities. Further errors may be caused by incomplete digestion, which was counteracted by choosing microwave-assisted acid digestion with HNO₃, HCl, and HF. Other errors that may occur, e.g., by subsampling, contamination by mills, were minimized by good laboratory practice in the EN ISO/IEC 17025 accredited laboratory performing the sample preparation and analyses.

Particle size-dependent distribution of elements

The analysis results for 30 elements, which the calculations in the present paper are based on, are presented in detail and discussed with respect to SRF production in Viczek et al. (2021b). Four elements were mostly below the limit of quantification (L.O.Q.: Be, Se: 2.5 mg/kg DM; Te, Tl: 0.25 mg/kg DM). Viczek et al. (2021b) identified three different groups based on the observed correlation patterns between ln(particle size) and ln(element concentration), see Fig. 3. A negative correlation between element concentrations and the particle size was the predominant pattern observed for 27 of the 30 investigated elements. The fine fraction < 5 mm was found to contain the highest concentrations and most considerable total amounts of these elements. The different distribution of these elements among different particle size classes, their industrial applications, and the corresponding implications regarding heterogeneity-induced sampling errors are expected to influence the observed RSVs, see “RSV and GEE” section.

RSV and GEE

Relative sampling variabilities (RSVs) were calculated for five cases: mg/kg₀DM without hard impurities, mg/kg₀DM including hard impurities, mg/kg₀OS including hard impurities, mg/MJ, and for the percentual share of the element concerning the total mass of the primary sample (dry mass without hard
impurities), thereby taking the mass of the particle size fraction into account. In all these scenarios, the lowest RSVs are observed for concentrations in mg/kg$_{DM}$ without hard impurities. RSVs increase with every additional factor involved, e.g., hard impurities, water content, or LHV, for which RSVs are substantially higher. Exact numbers for all scenarios are given in Appendix A. Applying the general consensus acceptance threshold of an RSV of 20% (DS 2013), Table A.1 in Appendix A shows that even in the best setting (mg/kg DM without hard impurities), this acceptance threshold can only be achieved for 19% of the element–fraction combinations.

**RSVs for different elements**

Box–Whisker diagrams of the relative sampling variabilities (RSV) observed for the investigated elements (mg/kg$_{DM}$ without hard impurities) in different particle size fractions are depicted in Fig. 4. The smallest RSVs are observed for Pd, which was often observed in concentrations below the L.O.Q. Therefore, the small RSVs originate from the fact that the same concentration, i.e., the L.O.Q, was assumed as the concentration in all these fractions. Small RSVs are furthermore observed for the LHV and Ti. In the case of the LHV, this is probably linked to the initial size and the comminution behavior of different materials, transferring them into certain particle size fractions. Furthermore, the range of possible values for the LHV is rather small compared to the possible range of element concentrations, especially considering that hard impurities with a potential LHV of 0 MJ/kg$_{DM}$ were removed from the larger fractions. Typical ranges for LHVs are 15–20 MJ/kg$_{DM}$ for paper, wood, and liquid packaging board; around 20–25 MJ/kg$_{DM}$ for PET, PVC, and textiles; and around 35–42 MJ/kg$_{DM}$ for PS, PE, and PP (Viczek et al. 2021a; Weissenbach and Sarc 2021). This indicates that the LHV of the most abundant materials in waste only differs by a factor of 2–3.

The low RSVs for Ti, in contrast, may be linked to its presence in similar concentrations among all particle size fractions (cf. Viczek et al. 2021b), indicating that the element is well distributed in the waste material. This is likely to result from the broad range of applications of titanium dioxide (TiO$_2$), which is present in most white or brightly tinted items, including paints, plastics, fibers, paper or cardboard, enamels, or ceramics (Holleman et al. 2007).

The example of Ti highlights the role distributional heterogeneity plays for chemical analyses of waste. The results of the elements for which the highest RSVs were observed additionally strongly reflect the large effect of constitutional heterogeneity. As illustrated in Fig. 4, the highest RSVs were observed for Cd, followed by Pb, Cu, W, Sn, and Cr. Concentrations of all these elements were highly variable in almost all particle size fractions. These elements are not broadly present in all typical materials occurring in waste but rather occur in high concentrations in specific materials or particles (cf. Viczek et al. 2020), which means a high constitutional heterogeneity is expected. For example, the Cu concentration in a copper wire fragment is a lot higher than in the surrounding particles. Consequently, single fragments of copper wire ending up in the sample significantly alter the analysis results. The case is similar for Cd, as it was formerly used as a pigment or stabilizer in plastics but has been banned for this purpose in the European Union (EC 2011). Therefore, it will be less abundant in plastic items that were produced in Europe more recently. As both distributional and constitutional
heterogeneity causes correct sampling errors, it has to be assumed that the correct sampling error and, consequently, the minimal possible error (MPE) are already high for certain chemical elements in mixed commercial waste analyses. For this reason, the sampling can only be improved with higher efforts (e.g., increasing the number of increments, increasing the total sample mass).

**RSVs for different particle size classes**

The smallest particle size fractions < 20 mm exhibit slightly better RSVs than larger fractions, indicating a better sampling quality for smaller particle size fractions (Fig. 5). The worst median RSVs are observed for the fraction 80–100 mm. Linear correlation analysis of \( \ln(\text{particle size}) \) vs. \( \ln(\text{RSV}) \) confirms that there is a statistically significant \( (p < 0.05) \) moderate positive correlation (Pearson \( r = 0.37 \), Spearman \( \rho = 0.31 \)) between the particle size and the RSV. Furthermore, a weak \( (r = -0.17, \rho = -0.12) \) but statistically significant \( (p < 0.05) \) negative correlation between the mass share of the particle size fraction and the RSV is observable, indicating that the RSV of element concentrations in a particle size fraction decreases with increasing mass shares of the particle size fraction. This is consistent with the observations reported in Part I, although a much smaller proportion of the initial sample mass was ultimately subject to chemical analyses.

However, higher concentrations alone do not cause better RSVs, as there is no statistically significant correlation between the RSV and the element concentration (average concentration in the particle size fraction in relation to the maximum observed average concentration: \( c/c_{\text{max}} \)).

**RSVs calculated for the original waste mix**

Combining the different particle size classes and calculating the RSVs for the overall concentrations of each element in the waste mix (gray line in Fig. 4) shows that despite the high RSVs in single fractions, good RSVs < 20% can be achieved for 15 of 30 elements (mg/kg DM) and the LHV, impurities, ash content, dry matter, and water content (Table A.6 in Appendix A). RSVs between 20 and 50% can be achieved for 11 elements. These RSVs are achieved even though the single fractions underwent additional processing (screening, sorting) and are therefore affected by additional errors, which leads to the suggestion that even better RSVs can be achieved when the original samples are directly analyzed.

**Mathematical relations for elements and material fractions**

**Interpretation of correlations via correlation plot**

Statistically significant \( (p < 0.05) \) correlations between chemical elements, LHV, and the mass share of materials listed in Appendix E (excluding metals and inert materials, see
“Handling of hard impurities” section) in the particle size classes above 20 mm are presented in Fig. 6. The correlation plot shows, inter alia, a negative correlation of the LHV with wood (WO), paper (PA), and the residual fraction (RE), and a positive correlation with 2D plastics (2D) and textile (TX). This may lead to the interpretation that a higher share of wood, paper, and residuals leads to a lower LHV, and a larger share of 2D plastics and textile increases the LHV, while the amount of 3D plastics (3D), as well as cardboard (CB), does not significantly influence the LHV. While the correlation between 2D plastics and the LHV is consistent with the observation that the LHV of waste plastics (especially PE from foils) is usually higher than that of wood, paper, or cardboard (Weissenbach and Sarc 2021), attention has to be paid to the fact that data from sorting analyses are compositional data. Therefore, the decrease of the LHV might not be entirely attributable to the increase of the mass fraction of wood, paper, and residuals, but rather to the fact that the increase of their share (in %) results in a decrease in the share (in %) of other materials, e.g., plastics 2D and 3D. This is also shown by the calculated log-ratios for the material fractions (Fig. 7, full results given in Appendix B), as strong negative correlations between the material ratios PA/3D, WO/3D, and the LHV are observed, indicating a lower LHV when the share of PA or WO is increasing compared to the amount of 3D (Fig. 7a). These observations are also consistent with the report of Weissenbach and Sarc (2021), as many of the plastics that may be present in the 3D fraction (e.g., PE, PP, PS) feature a higher LHV than wood and paper.

Additionally, Fig. 7b indicates a decreasing LHV when the share of WO increases compared to the share of PA. This statement contradicts literature results (e.g., Beilicke and Wesenigk 1987; Weissenbach and Sarc 2021) and makes an interpretation of compositional data only based on the correlation plots complex. Further, Fig. 7a shows that a higher share of wood compared to plastics 3D leads to a larger amount
of Al in the sample. At the same time, the ratios CB/3D, as well as PA/3D and RE/3D, are positively correlated with the ratio WO/3D. With this additional information, the increasing amount of Al cannot be clearly assigned to a rising share of wood in the sample but might also arise from the paper and/or cardboard and/or residual fraction. This is consistent with the literature review of Götze et al. (2016), indicating that the median Al concentrations in waste plastics are usually lower than in paper, gardening waste, combustibles, and the waste mix, suggesting that the observations in Fig. 7 may be connected to the low Al content of plastics. This emphasizes again that interpretations are possible, but their complexity often requires additional research and evaluation methods. Nevertheless, the results from the prediction models in “Possibilities for prediction models for element concentration and LHV” section state that the correlation between elements and material fractions is, in most cases, sufficient to forecast specific element concentrations for the median value.

Possibilities for prediction models for element concentration and LHV

To show the mathematical relation between element concentrations and sorting analyses, in total, prediction models for 29 elements and the LHV in six particle size classes were obtained. The log-ratios as observable variables, the original measured value of the element concentration as the predicted variable, as well as the ideal number of considered factors (based on cross-validation, see “Prediction models for element concentration and LHV” section) served as the input for the models. As an immediate result, the models calculated regression coefficients for predicting values for new data. The regression coefficients \( k \) for the individual models are given in Appendix C and are used in Eq. (2) for calculating the element concentration or the LHV. Here, the calculated concentration \( c_{j,PSC} \) of element \( j \) in the particle size class \( PSC \) is defined by the regression coefficients \( k \) and log-ratios for the material fractions \( w_{i,PSC} \).

\[
c_{j,PSC} = k_{0,PSC} + \sum_{i} k_{i,PSC} \cdot \ln \left( \frac{w_{i,PSC}}{w_{3D,PSC}} \right)
\]  

(2)

For the evaluation of the models, all the available data (including datasets that were previously identified as outliers) were applied to the models, and the calculated/predicted value of the element concentration/LHV was compared with the chemically determined value due to a limited number of samples (10 replicates). Additionally, the results for the predicted values in the whole sample in all particle size classes above 20 mm were calculated and compared with the original value as well. The results are presented in box plots, where each predicted value was compared with the original one \( (y_{\text{fit}}/y) \) to show the accuracy of the models in percent. Taking Fe as an example, Fig. 8 shows that most of the predicted Fe values for all particle size classes reach the original value in a range of ± 20%. Additionally, the mean values, as well as the median values, lie within that range too. The plots for the remaining elements as well as the LHV are given in Appendix D. As a summarized result of the models, the median values from the ten available samples for the reached percentage of the predicted values are presented in Table 1. Except for Ba, Cd, Cl, Cu, Mo, and W, all the medians for the individual particle size classes (20–40 mm, 40–60 mm, 60–80 mm, 80–100 mm, 100–200 mm, 200–400 mm) are in a range of ± 20% of a correct prediction, and the majority is even in a range of ± 10%. Considering the median values of the material mix with the particle size 20–400 mm, an even better accuracy was reached for most elements. By taking into account the median of the material mix, this approach would likely be the most practicable, e.g., for production plants of solid recovered fuels, since the quality must be defined for the overall output mix. Additionally, investigations for the consideration of the material fractions below 20 mm are required since they contain a high concentration and a large total amount of the analyte (Viczek et al. 2021b). Besides the quantitative determination of the element content, the technical limitations for optical detection of fine particles also require further research. Here, except for the elements Cd, Cr, Cu, Ni, Pb, Sn, the prediction of the median was approximately between 80 and 100% (Cr, Sn: no values because of too little available values for regression model). This clearly states that there is a relation between material composition and element concentration and a possibility to estimate the results from chemical analysis mathematically by just the information from sorting analyses. According to the literature from Krämer (2017), real-time measurements from NIR technology deliver insufficient quantitative analyses for several heavy metals (Cd, Cr, Sb, Pb). The presented method results show poor quality for the prediction of Cd and Pb in the material mix (20–400 mm, median value). This is probably linked to their uneven distribution, which is also reflected by the fact that the highest RSVs were calculated for these two elements (see “RSV and GEE” section). For Sb, in contrast, an over 80% accuracy in predicting the concentration of Sb in the material mix was achieved. Due to the high number of outliers, no regression model for the overall value in the material mix of Cr could be built. The evaluation of the concentration of Cl and the LHV over NIR technology was significantly better than for the heavy metals in the results from Krämer (2017). The determined results from the models also showed very good accuracy for the values from LHV in all particle size classes, and in most cases, for Cl.
Study limitations

The used dataset in this example is limited in its size, which is not typical for prediction models and shows in some cases a broad scattering of the values, which is typical for the considered waste material and its heterogeneity. However, such a detailed chemical analysis of a broad range of chemical elements and analytical parameters is rarely available for waste materials and a good opportunity to investigate the connections and correlations mentioned in the present article. Overall, the results show that a correlation between material composition and element concentration is recognizable, which might allow calculating chemical parameters based on information from, e.g., an NIR sorter combined with a model for sensor-based particle size determination. The latter was investigated on single particles in a mixed commercial waste stream by Kandlbauer et al. (2020). This combination could enable the evaluation of chemical properties without the expensive and time-consuming act of sampling, sample preparation, and chemical analysis since the information regarding material and particle size from NIR sorters and sensor-based particle size determination models could be evaluated, while the material is still in the treatment process (in-line analytics). Here, the necessity of in-line analytics is also reflected by the fact that the results from the prediction models are best for the median values of the individual samples, requiring a large number of samples for a good prediction of the actual values. Additionally, in-line analytics would allow timely results which, combined with suitable actuators in a processing plant, further enable influencing the quality and reacting to certain deviations by adapting treatment steps (screening, shredding).

Further investigations must deal with the fact that fine materials below 20 mm were not considered in the models but will contribute significantly to the heavy metal and metalloid content in waste samples. Here, methods to detect or determine the influence of particles that are smaller than a critical size determined by the camera resolution must be examined or may be considered with a correction factor in the models (Krämer 2017). Additionally, fractions with smaller particle sizes could be removed by a prior screening step, which would result in a decrease of the concentrations of most elements in the screen overflow. However, treatment options for the removed material streams need to be investigated (Viczek et al. 2021b, c).

Conclusion

While the applied procedure gives good results for some parameters, RSVs range up to 203.5% for others. This may be linked to the high distributional and constitutional heterogeneity caused by the industrial applications of the chemical elements and their compounds, leading to a high minimum possible errors (MPE) for these elements. However, better RSVs were achieved when calculated for the original waste stream rather than the single fractions, which would be the
usual way of sampling and analyzing waste or SRF. As the waste stream in this study has undergone some additional procedures, which are always accompanied by additional errors, the RSVs are expected to be lower when the waste is directly analyzed without additional screening or sorting steps. The conclusion of Part I, stating that the quality of the sampling can only be rated in relation to the analytical target, also applies to chemical analyses. The developed regression models show a first attempt to predict element concentrations based on data from sorting analyses. While the majority of the results for most elements showed good accuracy (± 20% of the original value), several aspects need to be further investigated. Firstly, the fact that the data come from one replication experiment and show high heterogeneity in material composition and element content concludes that several calibration datasets for different waste streams or waste streams with different origins must be available for a significant analysis of unknown datasets. This procedure is complex and time-consuming but must be considered if the need for a real-time method for chemical analysis should be continued. Nevertheless, the available data and the results from the regression models can be used to investigate and evaluate a model for a digital sampling procedure and interpret the effects of a varying number of samples, sample mass, and the time interval between sampling.
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| Element | 20–40 (mm) | 40–60 (mm) | 60–80 (mm) | 80–100 (mm) | 100–200 (Mm) | 200–400 (mm) | 20–400 (mm) |
|---------|------------|------------|------------|------------|-------------|-------------|------------|
| Ag      | 104.9      | 100.3      | 99.3       | 101.3      | 100.6       | 100.4       | 94.4       |
| Al      | 98.1       | 99.0       | 97.3       | 99.1       | 103.4       | 112.6       | 101.3      |
| As      | 106.0      | 106.6      | 105.1      | 111.6      | 102.4       | 104.1       | 101.2      |
| Ba      | 97.7       | 95.7       | 99.4       | 94.3       | 122.1       | 90.5        | 87.9       |
| Ca      | 96.6       | 98.9       | 102.6      | 119.2      | 96.7        | 97.2        | 97.1       |
| Cd      | 85.8       | 93.9       | 90.4       | 94.7       | 59.8        | 100.0       | 39.0       |
| Cl      | 100.5      | 94.6       | 103.3      | 95.2       | 79.9        | 104.5       | 89.5       |
| Co      | 93.9       | 100.5      | 102.8      | 97.7       | 99.6        | 98.0        | 94.0       |
| Cr      | 90.3       | 88.8       | 102.5      | 104.3      | 92.4        | –           | –          |
| Cu      | 67.8       | 82.6       | 99.5       | 81.3       | 103.5       | 95.7        | 60.2       |
| Fe      | 95.0       | 97.5       | 97.8       | 100.8      | 106.9       | 96.9        | 92.8       |
| Hg      | 96.9       | 100.0      | 100.0      | 100.0      | 100.0       | 92.84       |
| K       | 96.0       | 99.6       | 102.7      | 98.1       | 102.1       | 94.6        | 93.7       |
| Li      | 102.9      | 91.5       | 94.8       | 96.1       | 100.3       | 99.7        | 89.3       |
| Mg      | 93.9       | 98.2       | 97.9       | 90.7       | 95.7        | 99.3        | 94.3       |
| Mn      | 99.1       | 101.9      | 106.0      | 90.7       | 100.0       | 97.9        | 93.1       |
| Mo      | 97.8       | 98.7       | 108.3      | 96.4       | 112.5       | 124.3       | 91.4       |
| Na      | 91.5       | 99.9       | 101.8      | 99.1       | 93.6        | 117.1       | 88.0       |
| Ni      | 95.7       | 96.7       | 98.4       | 93.5       | 102.3       | 99.3        | 79.8       |
| P       | 96.9       | 99.8       | 103.5      | 99.6       | 104.7       | 106.4       | 94.8       |
| Pb      | 116.3      | 90.6       | 97.8       | 90.6       | 100.4       | 90.3        | 71.7       |
| Sb      | 92.4       | 102.0      | 81.2       | 95.7       | 98.2        | 105.3       | 83.3       |
| Si      | 96.2       | 98.8       | 113.9      | 101.7      | 92.6        | 105.5       | 92.5       |
| Sn      | 103.3      | 100.4      | 96.8       | –          | 103.5       | 101.6       | –          |
| Sr      | 90.4       | 99.9       | 107.9      | 94.2       | 100.3       | 101.7       | 88.9       |
| Ti      | 95.9       | 103.9      | 95.8       | 95.2       | 98.5        | 99.5        | 101.4      |
| V       | 101.9      | 102.3      | 101.1      | 91.5       | 97.3        | 123.6       | 99.1       |
| W       | 84.3       | 87.3       | 99.0       | 90.6       | 105.3       | 132.8       | 87.1       |
| Zn      | 97.5       | 98.6       | 97.5       | 91.1       | 96.6        | 97.7        | 102.2      |
| LHV     | 103.4      | 100.5      | 99.5       | 100.9      | 99.7        | 99.5        | 101.4      |
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