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Abstract In this paper, we present a new performance guarantee for the orthogonal matching pursuit (OMP) algorithm. We use mutual coherence as a metric for determining the suitability of an arbitrary overcomplete dictionary for exact recovery. Specifically, a lower bound for the probability of correctly identifying the support of a sparse signal with additive white Gaussian noise and an upper bound for the mean square error is derived. Compared to the previous work, the new bound takes into account the signal parameters such as dynamic range, noise variance, and sparsity. Numerical simulations show significant improvements over previous work and a much closer correlation to empirical results of OMP.
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1 Introduction

Estimating a sparse signal from noisy, and possibly random, measurements is now a well-studied field in signal processing [13]. There has been a large body of research dedicated to proposing efficient algorithms to tackle this problem, which we briefly overview in this section. A few applications where sparse signal recovery can be used include: estimating the direction of arrival in radar arrays [16,20,21], imaging [11], source separation [3,5], and inverse problems in image processing [14,24,34]. Indeed, the conditions under which a sparse recovery algorithm achieves exact reconstruction is of critical importance. Having such knowledge allows for designing efficient systems that take into account the effect of different signal parameters in the recovery process. In this paper, we will propose a new performance guarantee for a popular sparse recovery method, namely orthogonal matching pursuit (OMP). We start by formulating the problem.

Let \( s \in \mathbb{R}^N \) be an unknown variable that we would like to estimate from the measurements

\[
y = As + w,
\]

where \( A \in \mathbb{R}^{M \times N} \) is a deterministic matrix and \( w \in \mathbb{R}^M \) is a noise vector, often assumed to be white Gaussian noise with mean zero and covariance \( \sigma^2 I \), where \( I \) is the identity matrix. The matrix \( A \) is called a dictionary. We consider the case when \( A \) is overcomplete, i.e. \( N > M \); hence, uniqueness of the solution of (1) cannot be guaranteed. However, if most elements of \( s \) are zero, we can limit the space of possible solutions, or even obtain a unique one, by solving

\[
\hat{s} = \min_x \|x\|_0 \quad \text{s.t.} \quad \|y - Ax\|_2^2 \leq \epsilon,
\]

where \( \epsilon \) is a constant related to \( w \). The location of nonzero entries in \( s \) is known as the support set, which we denote by \( \Lambda \). In some applications, e.g. estimating the direction of arrival in antenna arrays [21], correctly identifying the support is more important than the accuracy of values in \( \hat{s} \). When the correct support is known, the solution of the least squares problem \( \|y - A_{\Lambda}x_{\Lambda}\|_2^2 \) gives \( \hat{s} \), where \( A_{\Lambda} \) is formed using the columns of \( A \) indexed by \( \Lambda \).

Solving (2) is an NP-hard problem, and several greedy algorithms have been proposed to compute an approximate solution of (2), see e.g. [22,25–27]. In contrast to greedy methods, convex relaxation algorithms replace the \( \ell_0 \) pseudo-norm in (2) with an \( \ell_1 \) norm, leading to a convex optimization problem known as the basis pursuit (BP) [6]:

\[
\hat{s} = \min_x \|x\|_1 \quad \text{s.t.} \quad \|y - Ax\|_2^2 \leq \epsilon,
\]

While convex relaxation methods require weaker conditions for exact recovery [9, 31], they are computationally more expensive than greedy methods, specially when \( N \gg M \) [19,23]. Many algorithms have been proposed to solve (3), see e.g. [12,17, ...
Thanks to convexity of (3), a unique solution can be guaranteed; however, it is not guaranteed that the solution of (3) is equivalent to the true solution of (2). Such equivalence conditions have been established in e.g. [7–9,31].

A common variant of (3) is known as the Lasso problem [29]:

\[
\hat{s} = \min_{x} \|y - Ax\|_2^2 \quad \text{s.t.} \quad \|x\|_1 \leq \lambda, \quad (4)
\]

where \(\lambda\) is a parameter related to SNR. Under certain conditions imposed on the dictionary, solutions of (3) and (4) are unique and the sparsest [31]. However, as it will be described in the next section, algorithms for solving (3) and (4) suffer from high computational burden.

The most important aspect of a sparse recovery algorithm is the uniqueness of the obtained solution. Many metrics have been proposed to evaluate the suitability of a dictionary for exact recovery. A few examples include mutual coherence (MC) [8], cumulative coherence [31], the spark [10], exact recovery coefficient [30], and restricted isometry constant [4]. Among these metrics, MC is the most efficient to compute and has shown to provide acceptable performance guarantees [1]. The mutual coherence of a dictionary \(A\), denoted \(\mu_{\text{max}}(A)\), is the maximum absolute cross-correlation of its columns [8]:

\[
\mu_{i,j}(A) = \langle A_i, A_j \rangle, \quad (5)
\]

\[
\mu_{\text{max}}(A) = \max_{1 \leq i \neq j \leq N} |\mu_{i,j}(A)|, \quad (6)
\]

where we have assumed, as with the rest of the paper, that \(\|A_i\|_2 = 1, i \in \{1, \ldots, N\}\).

As mentioned earlier, greedy algorithms are significantly faster than convex relaxation methods. Among greedy methods for solving (2), OMP provides a better trade-off between the computation complexity and the accuracy of the solution [13,15,23,28]. This method computes a matrix multiplication with the complexity of \(O(NL)\) in each iteration, while the computational complexity of \(\ell_1\) algorithms is in the order of \(O(N^2L)\) (using linear programming) or \(O(N^3)\) (using an interior-point method). On the other hand, OMP is a heuristic algorithm with theoretical guarantees that are not as accurate as those for \(\ell_1\) methods. The most recent coherence-based results regarding the convergence of OMP is reported in [1], where the authors also compare to commonly used \(\ell_1\) algorithms.

In this paper, we will improve the results of [1] and derive a new performance guarantee for the OMP algorithm based on MC. Specifically, a lower bound for the probability of correctly identifying the support of a sparse signal and an upper bound for the resulting mean square error (MSE) is derived. The new probability bound, unlike previous work, takes into account signal parameters such as dynamic range, sparsity, and the noise characteristics. To achieve this, we treat elements of the sparse signal as centered independent and identically distributed random variables with an arbitrary distribution. Our main contribution, namely Theorem 1, is presented in Sect. 2. We will analytically and numerically compare our results with [1]. Our numerical results show significant improvements with respect to the probability of successful support recovery of a sparse signal. Most importantly, our numerical results match the empirically
obtained results of OMP more closely. Section 3 will present the numerical results in more detail, followed by our conclusion in Sect. 4.

2 OMP Convergence Analysis

In this section, we present and prove the main result of the paper, namely Theorem 1. Numerical results will be presented in Sect. 3.

**Theorem 1** Let \( y = As + w \), where \( A \in \mathbb{R}^{M \times N} \), \( \tau = \|s\|_0 \) and \( w \sim \mathcal{N}(0, \sigma^2 I) \). Then, OMP identifies the true support with lower bound probability of

\[
\left( 1 - 2N \exp \left( \frac{-s_{\min}^2}{8\tau N (\tau \gamma^2 + \frac{\sigma^2}{N})} \right) \right) \left( 1 - N \sqrt{\frac{2}{\pi}} \frac{\sigma}{\beta} e^{-\beta^2/2\sigma^2} \right),
\]

(7)

where \( s_{\min} = \min(|s_i|) \), \( \gamma = \mu_{\max} s_{\max} \), and \( \beta \) is a positive constant satisfying \( |\langle A_j, w \rangle| \leq \beta \). Moreover, if the support is correctly identified, then the MSE of the estimated coefficients, \( \hat{s} \), is bounded from above by

\[
\frac{\tau \beta^2}{(1 - \mu_{\max}(\tau - 1))^2}.
\]

(8)

Let us compare Theorem 1 with the theoretical results reported in [1]. We observe that, if we set \( \beta \triangleq \sigma \sqrt{2(1 + \alpha) \log N} \), the second term in (7) becomes equivalent to the probability of success reported for OMP in [1]. However, the analysis of Ben-Haim et al. [1] imposes a condition that is dependent on signal parameters such as \( s_{\min} \) and \( \tau \). Therefore, the probability of success is dependent on the satisfaction of the aforementioned condition. In contrast, Theorem 1 does not impose any conditions on signal parameters. In fact, the effect of various signal parameters is modeled probabilistically by the first term of (7). Moreover, in our analysis, the first term of (7) is a function of \( s_{\max} \), among other parameters. This parameter, together with \( s_{\min} \), defines the dynamic range of the signal. In other words, our analysis takes the dynamic range of the signal into account. This is in contrast with [1], where only \( s_{\min} \) is taken into account by the condition imposed on parameters.

The following lemmas will provide us with the necessary tools for the proof of Theorem 1. The proof of the lemmas is postponed to Appendix.

**Lemma 1** Define \( \Gamma_j = |\langle A_j, As + w \rangle| \), where \( j \in \{1, \ldots, N\} \), then for some constant \( \xi \geq 0 \) we have

\[
\Pr \{ \Gamma_j \geq \xi \} \leq 2 \exp \left( \frac{-\xi^2}{2(N \nu + c \xi / 3)} \right),
\]

(9)
where
\[ x_n = \mu_{j,n}s_n + \frac{1}{N} \langle A_j, w \rangle \]  
\[ |x_n| \leq c, \quad n = 1, \ldots, N \]  
\[ E \{ x_n^2 \} \leq \nu, \quad n = 1, \ldots, N \]  
\[ E \{ x_n^2 \} \leq \frac{1}{N} \tau s_{\max}^2 + \sigma^2 \]  
\[ \mu_{\max} \]

The following lemma explicitly formulates the upper bounds \( c \) and \( \nu \) introduced in (11) and (12).

**Lemma 2** Let \( x_n = \mu_{j,n}s_n + N^{-1} \langle A_j, w \rangle \), for any \( n \in \{1, \ldots, N\} \) and a fixed index \( j \in \{1, \ldots, N\} \). Assume that \( w \sim N(0, \sigma^2 I) \), and \( |\langle A_j, w \rangle| \leq \beta, \forall j \in \{1, \ldots, N\} \). Then,

\[ |x_n| \leq \mu_{\max} s_{\max} + \frac{\beta}{N}, \]  
\[ E \{ x_n^2 \} \leq \frac{1}{N} \tau s_{\max}^2 + \sigma^2 \]  
\[ \nu \]

We can now state the proof of Theorem 1.

**Proof** (Proof of Theorem 1) It is shown in [1] that when \( |\langle A_j, w \rangle| \leq \beta, \forall j \in \{1, \ldots, N\} \), then OMP identifies \( \Lambda \) if

\[ \min_{j \in \Lambda} |\langle A_j, A_{\Lambda}s_{\Lambda} + w \rangle| \geq \max_{k \notin \Lambda} |\langle A_k, A_{\Lambda}s_{\Lambda} + w \rangle|. \]  
\[ \min \]

Using the triangle inequality on the left-hand side of (15), we have

\[ \min_{j \in \Lambda} |\langle A_j, A_{\Lambda}s_{\Lambda} + w \rangle| \]
\[ = \min_{j \in \Lambda} |s_j + \langle A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w \rangle| \]
\[ \geq \min_{j \in \Lambda} |s_j| - \max_{j \in \Lambda} |\langle A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w \rangle|. \]
\[ \min \]

From (15) and (16), we can see that the OMP algorithm identifies the true support if

\[ \left\{ \begin{array}{l}
\max_{k \notin \Lambda} \{ \Gamma_k \} < \min_{j \in \Lambda} \frac{|s_j|}{2}, \\
\max_{j \in \Lambda} |\langle A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w \rangle| < \min_{j \in \Lambda} \frac{|s_j|}{2}.
\end{array} \right. \]  
\[ \min \]

Using (17), we can define the probability of error for OMP as

\[ \Pr\{\text{error}\} = \Pr \left\{ \max_{j \in \Lambda} |\langle A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w \rangle| \geq \frac{s_{\min}}{2} \right\} + \Pr \left\{ \max_{k \notin \Lambda} \{ \Gamma_k \} \geq \frac{s_{\min}}{2} \right\}, \]  
\[ \min \]
with the upper bound

\[
\Pr\{\text{error}\} \leq \sum_{j \in A} \Pr\left\{ \|A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w\| \geq \frac{s_{\min}}{2} \right\} \\
+ \sum_{k \notin A} \Pr\left\{ \Gamma_k \geq \frac{s_{\min}}{2} \right\}.
\]  \hspace{1cm} (19)

For the first term on the right-hand side of (19), excluding the summation over indices in \(A\), from Lemma 1 we have

\[
\Pr_{j \in A} \left\{ \|A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w\| \geq \frac{s_{\min}}{2} \right\} \\
\leq 2 \exp \left( \frac{-s_{\min}^2}{8((\tau - 1)\nu + s_{\min}c/6)} \right).
\]  \hspace{1cm} (20)

Note that unlike Lemma 1, the dictionary \(A\) in (20) is supported on \(\Lambda \setminus \{j\}\), i.e. all the indices in the true support excluding \(j\). Therefore the term \((\tau - 1)\), instead of \(N\), appears in the denominator of (20). From Lemma 2, the upper bounds \(c\) and \(\nu\), defined in (11) and (12), respectively, are

\[
|x_n| \leq \mu_{\max}s_{\max} + \frac{\beta}{N},
\]  \hspace{1cm} (21)

\[
E\{x_n^2\} \leq \frac{\tau - 1}{N}\mu_{\max}^2s_{\max}^2 + \frac{\sigma^2}{N^2}.
\]  \hspace{1cm} (22)

Combining (21) and (22) with (20) yields

\[
\Pr_{j \in A} \left\{ \|A_j, A_{\Lambda \setminus \{j\}}s_{\Lambda \setminus \{j\}} + w\| \geq \frac{s_{\min}}{2} \right\} \\
\leq 2 \exp \left( \frac{-s_{\min}^2}{8((\tau - 1)\nu + s_{\min}c/6)} \right),
\]  \hspace{1cm} (23)

where we have defined \(\gamma = \mu_{\max}s_{\max}\) for notational brevity.

Applying the same procedure on the second term on the right-hand side of (19), excluding the summation, yields

\[
\Pr_{k \notin A} \left\{ \Gamma_k \geq \frac{s_{\min}}{2} \right\} \\
\leq 2 \exp \left( \frac{-s_{\min}^2}{8(\tau\nu + \frac{\sigma^2}{N}) + 4s_{\min}c(\gamma + \frac{\beta}{N})} \right),
\]  \hspace{1cm} (24)
Substituting (23) and (24) into (19), we obtain

$$\Pr\{\text{error}\} \leq \tau P_1 + (N - \tau) P_2 \leq NP_2,$$

(25)

where the last inequality follows since $P_2 > P_1$. So far we have assumed that $|\langle A_j, w \rangle| \leq \beta$, $\forall j$. The probability of success is the joint probability of $\Pr\{|\langle A_j, w \rangle| \leq \beta\}$ and the inverse of (25). The former can be bounded as follows

$$\Pr\{|\langle A_j, w \rangle| \leq \beta\} = 1 - 2 Q\left(\frac{\beta}{\sigma}\right) \geq 1 - \sqrt{\frac{2}{\pi}} \frac{\beta e^{-\beta^2/2\sigma^2}}{P_3},$$

(26)

where $Q(x)$ is the Gaussian tail probability. Since $|\langle A_j, w \rangle| \leq \beta$ should hold for all $j \in \{1, \ldots, N\}$, we have

$$\Pr_{j=1, \ldots, N}\{|\langle A_j, w \rangle| \leq \beta\} \geq (1 - P_3)^N \geq 1 - NP_3,$$

(27)

Inverting the probability event in (25) and combining with (27) yields (7).

To prove (8), we proceed similar to [1]. Using the triangle inequality, we have:

$$\|s - \hat{s}\|_2^2 \leq \|\hat{s}_{orc} - s\|_2^2 + \|\hat{s}_{orc} - \hat{s}\|_2^2,$$

(28)

where $\hat{s}_{orc}$ is the oracle estimator, i.e. an estimator that knows the true support of $s$, a priori. If the OMP algorithm identifies the true support, then the second term on right-hand side of (28) will be zero. For the first term, we have

$$\|\hat{s}_{orc} - s\|_2^2 = \left\| (A_{A_0}^T A_{A_0})^{-1} A_{A_0}^T w \right\|_2^2 \leq \left\| (A_{A_0}^T A_{A_0})^{-1} \right\|_2^2 \sum_{j \in A_0} |\langle A_j, w \rangle|^2$$

$$\leq \left\| (A_{A_0}^T A_{A_0})^{-1} \right\|_2^2 \tau \beta^2,$$

(29)

The term $\left\| (A_{A_0}^T A_{A_0})^{-1} \right\|$ will be smaller than the maximum eigenvalue of $(A_{A_0}^T A_{A_0})^{-1}$, which is equal to inverse of the minimum eigenvalue of $A_{A_0}^T A_{A_0}$. According to the Gershgorin circle theorem [18], this number will be larger than $(1 - \mu_{\text{max}}(\tau - 1))$. Substituting this into (29) completes the proof.

3 Numerical Results

In this section, we compare numerical results of Theorem 1 and Ben-Haim et al. [1] with the empirically obtained results of the OMP algorithm. Throughout this section, we will refer to the analysis of Ben-Haim et al. [1] as CBPG. Moreover, we will only
Fig. 1 Probability of successful recovery of the support compared to the sparsity of the signal. Parameters used are $N = 2048$, $M = 1024$, $s_{\min} = 0.5$, $s_{\max} = 1$, and $\mu_{\max} = 0.0313$. The CBPG method refers to Ben-Haim et al. [1].

Fig. 2 Same as Fig. 1 but with $N = 4096$ and $M = 2048$. Here, we have $\mu_{\max} = 0.0221$

compare the probability of success, i.e. Eq. (7), since extensive results on MSE have been reported in [1].

All the empirical results are obtained by performing the OMP algorithm 5000 times using a random signal with additive white Gaussian noise in each trial. The probability of success is the ratio of successful trials to the number of trials. We use the same dictionary as CBPG, defined $A = [I, H]$, where $H$ is the Hadamard
Parameters are $N = 1024$, $M = 512$, $\tau = 5$, $\sigma = 0.05$, $s_{\text{max}} = 1$

matrix. To construct the sparse noisy signal in each trials, we proceed as follows: The support of the signal is chosen uniformly at random from the set $\{1, 2, \ldots, N\}$, i.e. $\Lambda \in \{1, 2, \ldots, N\}$. The nonzero elements located at $\Lambda$ are drawn randomly from a uniform distribution on the interval $[s_{\text{min}}, s_{\text{max}}]$, multiplied randomly by $+1$ or $-1$. Once the sparse signal is constructed, the input to the OMP algorithm is obtained by evaluating (1).

In order to facilitate the comparison of our results with CBPG, we need to fix the value of $\beta$. To do this, we empirically calculate $\beta$ as $\max \max_{w} |\langle A_j, w \rangle|$, where the maximum over $w$ is computed using $10^4$ samples from $w \sim \mathcal{N}(0, \sigma^2 I)$. Note that CBPG uses another constant, termed $\alpha$, which is related to $\beta$ by the definition $\beta \triangleq \sigma \sqrt{2(1 + \alpha)} \log N$, see [1] for more details. Hence, we can calculate $\alpha$ from the empirically obtained value of $\beta$.

In Figures 1 and 2, we consider the effect of sparsity on the probability of success, where each figure considers a different signal dimensionality. The parameters used are similar to CBPG; specifically, we set $s_{\text{min}} = 0.5$, $s_{\text{max}} = 1$ and consider two values for noise variance: $\sigma^2 = 0.0025$ and $\sigma^2 = 0.0001$. While CBPG fails for larger noise variance, Theorem 1 produces valid results for both noise variances, with probability curves that are very close to each other; this shows that Theorem 1 has less sensitivity to noise, a result that is closer to empirical evaluation of OMP. Moreover, Theorem 1 reports high probabilities for a much larger range of values for $\tau$. Most importantly, we see that the shape of the probability curves is similar to that of empirical results, while CBPG behaves like a step function. This is due to the fact that the condition imposed by CBPG is not satisfied for a large range of $\tau$ values.

In Fig. 2, we double the size of the signal. In this case, the value of mutual coherence and $\beta$ decreases (we use the same noise variances). Hence, we expect that the probability of success increases in all cases. While the probability of success improves
a lot for the empirical curve, the results of CBPG do not change considerably. This is due to the fact that the condition imposed by CBPG is very sensitive to signal parameters; specifically, it is not satisfied for large values of \( \tau \). On the other hand, our analysis shows less sensitivity to \( \tau \) when the signal dimensionality is increased. This behavior is expected since the empirical results also demonstrate such patterns in the probability of success.

Finally, Fig. 3 presents the effect of signal dynamic range on the probability of support recovery. For this test, we set \( N = 1024, M = 512, \tau = 5, \sigma^2 = 0.0025, \) and \( s_{\text{max}} = 1 \), while varying \( s_{\text{min}} \in [0.01, 1] \). Here, we also see that Theorem 1 achieves results that match empirical results more closely compared to what is obtained using CBPG. This implies that Theorem 1 leads to valid results for signals with much higher dynamic range than CBPG. The MATLAB source code is provided for further analysis of the results, see Sect. 5.

4 Conclusion

We presented a new bound for the probability of correctly identifying the support of a noisy sparse signal using the OMP algorithm. This result was accompanied by an upper bound for MSE. Compared to previous work, specifically Ben-Haim et al. [1], our analysis replaces a sharp condition with a probabilistic bound. Comparisons to empirical results obtained by OMP show a much improved correlation than in the previous work. Indeed, the probability bound can be improved as the distance to empirical results is still significant.

Appendix

Proof (proof of Lemma 1) Expanding \( \Gamma_j \), we can show that

\[
\Gamma_j = \left| \langle A_j, As + w \rangle \right|
\]

\[
= \left| \sum_{m=1}^{M} A_{m,j} \left( \sum_{n=1}^{N} A_{m,n}s_n + w_m \right) \right|
\]

\[
= \left| \sum_{n=1}^{N} \left( \sum_{m=1}^{M} A_{m,j} A_{m,n}s_n + \frac{1}{N} \sum_{m=1}^{M} A_{m,j} w_m \right) \right|. \tag{30}
\]

Using (5), we have that

\[
\Gamma_j = \left| \sum_{n=1}^{N} \left( \mu_{j,n}s_n + \frac{1}{N} \langle A_j, w \rangle \right) \right| = \left| \sum_{n=1}^{N} x_n \right|. \tag{31}
\]

As mentioned in Sect. 1, we assume that the elements of the sparse vector \( s \) are centered random variables. Hence, the elements of \( s \) are either zero or zero-mean random variables, implying that \( \text{E}\{s_n\} = 0 \) for all \( n = 1, \ldots, N \). Together with the
fact that $E\{w\} = 0$, we have

$$E\{x_n\} = \mu_{j,n}E\{s_n\} + N^{-1}E\{\langle A_j, w \rangle\} = 0,$$

(32)

for all $n = 1, \ldots, N$. According to Bernstein’s inequality [2], if $x_1, \ldots, x_N$ are independent real random variables with mean zero, where $E\{x_n^2\} \leq \nu$, and $Pr\{|x_n| < c\} = 1$, then

$$Pr\left\{ \left| \sum_{n=1}^{N} x_n \right| \geq \xi \right\} \leq 2 \exp \left( -\frac{\xi^2}{2 \left( \sum_{n=1}^{N} E\{x_n^2\} + c\xi/3 \right)} \right) \leq 2 \exp \left( -\frac{\xi^2}{2(N\nu + c\xi/3)} \right),$$

(33)

where (33) follows using (12). This completes the proof.

Proof (proof of Lemma 2) Equation (13) follows trivially from the triangle inequality. For (14), we have

$$E\{x_n^2\} = \frac{1}{N} \sum_{n=1}^{N} E\{x_n^2\}$$

(34)

$$= \frac{1}{N} \sum_{n=1}^{N} \left[ \mu_{j,n}^2 s_n^2 + \frac{1}{N^2} \langle A_j, w \rangle^2 + \frac{2}{N} \mu_{j,n} s_n \langle A_j, w \rangle \right]$$

(35)

$$= \frac{1}{N} \sum_{n=1}^{N} \mu_{j,n}^2 E\{s_n^2\} + \frac{1}{N^2} E\{\langle A_j, w \rangle^2\} + \frac{2}{N} E\{\mu_{j,n} s_n \langle A_j, w \rangle\}$$

(36)

$$\leq \frac{\tau}{N} \mu_{\text{max}}^2 s_{\text{max}}^2 + \frac{1}{N^2} E\{\langle A_j, w \rangle^2\},$$

(37)

where the last term in (36) is zero since $E\{w\} = 0$, which implies $E\{\langle A_j, w \rangle\} = 0$. Moreover, we have

$$E\{\langle A_j, w \rangle^2\} = E\left\{ \left( \sum_{m=1}^{M} A_{m,j} w_m \right) \left( \sum_{m=1}^{M} A_{m,j} w_m \right) \right\}$$

$$= \sum_{m=1}^{M} A_{m,j} A_{m,j} E\{w_m w_m\} = \sigma^2.$$

(38)

Combining (37) and (38) completes the proof.
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