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Abstract: The article deals with queueing systems with random resource requirements modeled as bivariate Markov jump processes. One of the process components describes the service system with limited resources. Another component represents a random environment that submits multi-class requests for resources to the service system. If the resource request is lost, then the state of the service system does not change. The change in the state of the environment interacting with the service system depends on whether the resource request has been lost. Thus, unlike in known models, the service system provides feedback to the environment in response to resource requests. By analyzing the properties of the system of integral equations for the stationary distribution of the corresponding random process, we obtain the conditions for the stationary distribution to have a product form. These conditions are expressed in the form of three systems of nonlinear equations. Several special cases are explained in detail.
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1. Introduction

Parameters of queueing systems operating in a random environment can change under the influence of external factors. Such systems are described by two-component random processes, the first component of which represents the external environment and the second describes the service system itself. A Markov chain with a finite number of states is usually considered as a model of the environment. As for the service systems, their models are very diverse: from simple systems described by the birth and death processes [1,2] to more complex processes [3–10]. It is substantially easier to deal with such service systems if the stationary distribution of the underlying process is of product form. A loss system in which the rate of the Poisson arrival process and the service rate both depend on the states of the system and the environment was studied in [11]. The paper provided a condition under which the joint distribution of the environmental state and the set of busy servers has a product form. Product-form conditions for multi-server systems with finite waiting room were analyzed in [12,13]. The environmental state space of systems studied in [12,13] is partitioned into two disjoint subsets so that the service process is suspended or resumed depending on which subset of states the environment is in. The Stochastic Automata Network (SAN) formalism provides an efficient technique for studying quantitative characteristics of networks in which each node interacts with only a limited number of other nodes. The product form conditions for SAN in which transition rates in a node also depend on the states of other nodes were obtained in [14–16].

In this article we investigate the interaction between an external environment and a loss system, in which arriving customers may be lost due to lack of resources. Many papers were published since the first research in this area [17]. Numerous references to papers in this area can be found in [18–20]. Systems with random multi-resource requirements are
widely used in the analysis of modern wireless communication systems [20–23]. In [24]
the service process of loss systems with random resource requirements is represented by
means of a list of random length consisting of generally distributed random vectors of the
quantities of occupied resources. In this article we generalize this model. To specify the
considered system, we employ the concept of a “tentative state” [25]. Let all feasible states
of the service system form a subset of some set of tentative states. A local transition in
the environment does not affect the state of the service system, whereas so-called synchronized
transitions correspond to simultaneous state changes of the environment and the loss
system. At the time of a synchronized transition, a new state of the environmental process
and a tentative state of the loss system are chosen randomly. If the tentative state of the
loss system is feasible, then the chosen states are accepted and the transition is finalized.
Otherwise, a new state of the environment process is chosen, whereas the state of the
loss system remains unchanged. Thus, changes in the random environment at the time of
interaction depend on whether the tentative state of the loss system is feasible or not. This
provides feedback from the service system to the external environment.

In the next section we discuss stochastic lists of multiple resources, which are commonly used
to model queueing systems with random resource requirements. Section 3 introduces the model of a loss system in a random environment with synchronized transitions of several classes. In Section 4 we derive the conditions for the stationary distribution
of the underlying process to have a product form. Section 5 details the case of single-
class synchronized transitions, while in Section 6 we specifically address systems without
constraints. Section 7 concludes the article.
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2. Stochastic Lists of Resources
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Numerous operations can be performed on lists [26]. The most common are lists
with the operations of insertion and deletion of an element performed according to the
FIFO discipline. For such lists, insertion of element
results in the list
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generated by the sigma-algebras \( \mathcal{A}(S_n) \) see Figure 1.
Before an operation is finalized, its expected result called a \( n \), which describes resource allocation in the system, is some Markov jump process \( \zeta \). At some times, operations at all times satisfies the resource constraint \( \sigma(t) \in \mathcal{C} \). The set of tentative states \( Z_t \) is established. If the tentative state is such that the resource constraint \( \sigma(t) \in \mathcal{C} \) does not hold, then the operation is canceled and the list does not change. The state space \( S \) is a stochastic list of resources allocated at time \( t \)), \( \sigma(t) \) represents the state of the queueing system at time \( t \) and \( Y_t \) is a stochastic list of resources allocated at time \( t \). At some times, operations are performed on the list \( Y(t) \). Before an operation is finalized, its expected result called a tentative state is established. If the tentative state is such that the resource constraint \( \sigma(t) \in \mathcal{C} \) does not hold, then the operation is canceled and the list does not change. The state of the queueing system, \( X(t) \), changes at the time of the operation depending on whether or not the operation is finalized.

Various generalizations of the described model are possible. For instance, besides insertion and deletion, an operation of replacing a list element with another one can be introduced. Moreover, list elements of various classes can be considered and constraints can be placed upon both the number of elements of each class and the amount of resources they occupy. Therefore, in the sections that follow we consider a more general model and assume that \( Y(t) \), which describes resource allocation in the system, is some Markov jump process on the state space \( S \subset \mathcal{Y} \). The set of tentative states \( \mathcal{Y} \) is assumed closed with respect to supported operations but can include states that do not satisfy the constraints. Conversely, the set of all feasible states, \( S \), is formed by all the elements of \( \mathcal{Y} \) satisfying the constraints.

### 3. Loss Systems in a Random Environment with Feedback

Let \( (\Omega, \mathcal{F}, P) \) represent a probability space, and \( (Z, \mathcal{G}) \) be a measurable space. Consider a jump process \( Z(t) \) on \( (\Omega, \mathcal{F}, P) \) taking values in \( (Z, \mathcal{G}) \) and having right-continuous trajectories, and assume that for any given \( T \), there almost surely exist in \( (0,T] \) a finite number of points such that in the intervals between them \( Z(t) \) is constant. Such a process can be specified by a sequence \( Z_n, t_n, n = 0, 1, \ldots \), where \( Z_n = Z(t_n), t_0 = 0, \) and \( t_n, n \geq 1, \) are jump times. The difference \( \tau_n = t_{n+1} - t_n \) corresponds to a sojourn time of \( Z(t) \) in state \( Z_n \). Sojourn times in state \( z \) are exponentially distributed with parameter \( \eta(z) \), and upon leaving state \( z \) the process moves into a set of states \( G \in \mathcal{G} \) with probability \( P(z, G) \). Furthermore, for a homogeneous jump process we have

\[
P\{Z_{r+1} \in G, \tau_r < x \mid \tau_0 = x_0, \ldots, \tau_{r-1} = x_{r-1}, Z_0 = z_0, \ldots, Z_{r-1} = z_{r-1}, Z_r = z_r \} = (1 - e^{-x\eta(z)})P(z_r, G)
\]
for all states $z_0, z_1, \ldots, z_r \in \mathcal{Z}$, a subset $G \in \mathcal{G}$ and some scalars $x_0, x_1, \ldots, x_{r-1} > 0$ [27]. Here, $\eta(z)$ is a positive function, and $P(z, G)$ is a stochastic kernel. The stationary distribution, $p(G), G \in \mathcal{G}$, of $Z(t)$ solves the system of equilibrium equations

$$\int_G \eta(z)p(dz) = \int \eta(z)P(z, G)p(dz), \quad G \in \mathcal{G}. \quad (1)$$

Now, let $\mathcal{X}$ represent a non-empty finite set, $(\mathcal{Y}, \mathcal{B})$ a measurable space, $S \in \mathcal{B}$ a non-empty subset of $\mathcal{Y}$, $\mathcal{B}(S) = \{E \in \mathcal{B}|E \subset S\}$, and $S = \mathcal{Y}\setminus S$. Consider a loss system in a random environment governed by a homogeneous Markov jump process $Z(t) = (X(t), Y(t))$ on state space $\mathcal{Z} = \mathcal{X} \times S$ with the following properties: (1) the departure rate $\eta(i, y)$ of $Z(t)$ from any state $z = (i, y)$ depends on the value of its first component only, i.e., $\eta(i, y) = \nu(i)$, and (2) the transition probabilities $P_j(y, E) = P((i, y), \{j\} \times E)$ of $Z(t)$ at a jump time are given by

$$P_j(y, E) = \sum_{k=1}^K a_k(i) [p_k(i, j)G_k(y, E) + \nu_k(i, j)G_k(y, S)\chi(y, E))$$

$$+ a_0(i)p_0(i, j)\chi(y, E), \quad i, j \in \mathcal{X}, \quad y \in S, E \in \mathcal{B}(S). \quad (2)$$

where $a_0(i), a_1(i), \ldots, a_k(i)$ is some probability distribution, $\sum_{k=1}^K a_k(i) = 1$, $i \in \mathcal{X}$, $P_k = [p_k(i, j)]_{i, j \in \mathcal{X}}, 0 \leq k \leq K$, and $\nu_k = [\nu_k(i, j)]_{i, j \in \mathcal{X}}, 1 \leq k \leq K$, are stochastic matrices, and $G_k(y, E), y \in \mathcal{Y}, E \in \mathcal{B}, 1 \leq k \leq K$, are transition kernels.

The stochastic process $Z(t) = (X(t), Y(t))$ has state transitions of $K + 1$ classes. A jump from state $(i, y)$ results either in a local transition of the environmental state, with probability $a_0(i)$, or in a synchronized transition of class $k, 1 \leq k \leq K$, with probability $a_k(i)$. Local transitions of the environmental state are specified by the transition probability matrix $P_0$. Upon a synchronized transition of class $k, 1 \leq k \leq K$, of the environmental state, the tentative state of the service process are chosen according to transition probability matrix $P_k$ and probability kernel $G_k(y, E)$ respectively. If the tentative state of the service system belongs to $S$, these chosen states are accepted. If, on the contrary, the tentative state does not belong to $S$, then the environmental state change is governed by the transition probability matrix $P_k$, while the state of the service system remains unchanged.

The above model is particularly suitable for describing queueing systems with random resource requirements. While the process $X(t)$ represents the behavior of the external environment, the process $Y(t)$ models resource allocation to customers. Upon a synchronized transition, the service system receives a request for allocating or releasing resources needed for serving customers. The transition kernels $G_k(y, E)$ are used to determine new states of the service system. If the new state belongs to $S$, then the request is granted and the transition in the service system takes place. Otherwise, the request is rejected and the state of the service system remains unchanged. State changes of the environment are governed by either $P_k$ or $P_k$ providing feedback from the service system to the external environment.

In what follows, we will need matrices $A_k = [A_k(i, j)]_{i, j \in \mathcal{X}}$ and $\overline{A}_k = [\overline{A}_k(i, j)]_{i, j \in \mathcal{X}}$ whose elements are given by

$$A_0(i, j) = \nu(i)a_0(i)p_0(i, j) - \nu(i)\delta(i, j), \quad i, j \in \mathcal{X},$$

$$A_k(i, j) = \nu(i)a_k(i)p_k(i, j), \quad \overline{A}_k = \nu(i)a_k(i)\overline{P}_k(i, j), \quad i, j \in \mathcal{X}, \quad 1 \leq k \leq K. \quad (3)$$

4. Product Form of the Stationary Distribution

Let the stationary probabilities $p(i \times E), i \in \mathcal{X}, E \in \mathcal{B}(S)$, of $Z(t)$ form vectors $p(E) = (p(i \times E))_{i \in \mathcal{X}}$, and rewrite the equilibrium Equation (1) as

$$p(E)A_0 + \sum_{k=1}^K \left( \int_S G_k(y, E)p(dy)A_k + \int_S G_k(y, S)p(dy)\overline{A}_k \right) = 0, \quad E \in \mathcal{B}(S).$$
The following Theorem 1, which we prove in Appendix A, provides the necessary and sufficient conditions for the solution of (3) to be of product form.

**Theorem 1.** The stationary distribution of the process $Z(t) = (X(t), Y(t))$ is of a product form $p(E) = Q(E)q$, $E \in \mathcal{B}(S)$, where $q = (q_i)_{i \in K}$ and $Q(S) = 1$, if and only if the probability measure $Q(E)$, $E \in \mathcal{B}(S)$, and the stochastic vector $q$ satisfy

\[
q(A_0 + \sum_{k=1}^{K} (G_k(S)A_k + \overline{G}_k(S)\overline{A}_k)) = 0
\]  

(4)

\[
\lambda_0 Q(E) + \sum_{k=1}^{K} \lambda_k (G_k(E) + \overline{G}_k(E)) = 0, \quad E \in \mathcal{B}(S),
\]  

(5)

\[
\sum_{k=1}^{K} (G_k(E) - G_k(S) Q(E))(qA_k - \lambda_k q) + \sum_{k=1}^{K} (\overline{G}_k(E) - \overline{G}_k(S) Q(E))(q\overline{A}_k - \lambda_k q) = 0,
\]  

(6)

where

\[
\lambda_i = qA_i u, \quad 0 \leq i \leq K; \quad G_k(E) = \int_S G_k(y, E) Q(dy), \quad \overline{G}_k(E) = \int_E G_k(y, \overline{S}) Q(dy),
\]  

(7)

Condition (4) means that if the stationary distribution of $Z(t) = (X(t), Y(t))$ has the form $p(E) = Q(E)q$, then the stationary probabilities $q$ of the environmental states are the same as the stationary distribution of a Markov chain with the generator

\[
A = A_0 + \sum_{k=1}^{K} (G_k(S)A_k + \overline{G}_k(S)\overline{A}_k)
\]  

(8)

Here, $G_k(S)$ and $\overline{G}_k(S)$ are the probabilities that the tentative state chosen at a time of synchronized transition of class $k$ will be, respectively, accepted or rejected. According to (5), the stationary distribution $Q(E)$ of the service system’s states is the same as if it had Poisson arrivals of synchronized transition epochs with rates $\lambda_k$, $1 \leq k \leq K$.

5. The Case of Single-Class Synchronized Transitions

Assume now that the environment and the loss system interact with each other only via synchronized transitions forming a single class. Then, conditions (4)–(6) of Theorem 1 take on the form

\[
q(A_0 + \int_S G_1(y, S)Q(dy)A_1 + \int_S G_k(y, S)Q(dy)\overline{A}_1) = 0
\]  

(9)

\[
\lambda_0 Q(E) + \lambda_1 \left( \int_S G_1(y, E)Q(dy) + \int_E G_1(y, \overline{S})Q(dy) \right) = 0, \quad E \in \mathcal{B}(S);
\]  

(10)

\[
\left( \int_S G_1(y, E)Q(dy) - Q(E) \int_S G_1(y, S)Q(dy) \right)(qA_1 - \lambda_1 q) + \left( \int_E G_1(y, \overline{S})Q(dy) - Q(E) \int_S G_k(y, \overline{S})Q(dy) \right)(q\overline{A}_1 - \lambda_1 q) = 0, \quad E \in \mathcal{B}(S).
\]  

(11)

The following theorem, which specifies the product-form conditions for the system with single-class synchronized transitions, is proved in Appendix B.
Theorem 2. Let the number of classes K equal one, and let a stochastic vector \( q \) and a probability measure \( Q(E) \), \( E \in \mathcal{B}(S) \), solve Equations (9) and (10). Then, for the stationary distribution of the process \( Z(t) \) to be of product form, it is necessary and sufficient that at least one of the following conditions hold:

1. \( qA_1 = q\overline{A}_1 = \lambda_1 q \)
2. \( qA_1 = \lambda_1 q \) and \( \int G_1(y, S)Q(dy) = Q(E) \int G_1(y, S)Q(dy) \) for all \( E \in \mathcal{B}(S) \);
3. \( q\overline{A}_1 = \lambda_1 q \) and \( \int G_1(y, E)Q(dy) = Q(E) \int G_1(y, E)Q(dy) \) for all \( E \in \mathcal{B}(S) \);
4. \( \int G_1(y, E)Q(dy) = Q(E) \int G_1(y, S)Q(dy) \) and \( \int G_1(y, S)Q(dy) = Q(E) \int G_1(y, \overline{S})Q(dy) \) for all \( E \in \mathcal{B}(S) \);
5. There exists a constant \( \psi \neq 0 \) such that \( \sum_{i \in \mathcal{Y}} q(i)\overline{A}_1(i, i) - \lambda_1 q(i) \) for all \( j \in \mathcal{X} \) with \( \sum_{i \in \mathcal{Y}} q(i)\overline{A}_1(i, i) \neq \lambda_1 q(j) \), and \( Q(E) \int G_1(y, S)Q(dy) - \int G_1(y, E)Q(dy) = \psi(\int G_1(y, S)Q(dy) - Q(E) \int G_1(y, \overline{S})Q(dy)) \) for all \( E \in \mathcal{B}(S) \) with \( \int G_1(y, E)Q(dy) \neq Q(E) \int G_1(y, S)Q(dy) \).

6. Unconstrained Systems

If \( S = \mathcal{Y} \), then we refer to the model under study as unconstrained system. The transition probabilities of the underlying process \( Z(t) \) can then be obtained from (2) by letting \( G_k(y, \overline{S}) = 0 \), which yields

\[
P_{ij}(y, E) = a_0(i)p_0(i, j)\chi(y, E) + \sum_{k=1}^{K} a_k(i)p_k(i, j)G_k(y, E), \quad i, j \in \mathcal{X},
\]

\( y \in \mathcal{Y}, \ E \in \mathcal{B}. \)

For an unconstrained system, the following transition probabilities do not depend on \( y \):

\[
P_{ij}(y, \mathcal{Y}) = \sum_{k=0}^{K} a_k(i)p_k(i, j), \quad i, j \in \mathcal{X}, \ y \in \mathcal{Y}, \ E \in \mathcal{B}.
\]

Moreover, the departure rate \( \nu(i) \) of \( Z(t) \) from any state \( z = (i, y) \) depends only on the state of \( X(t) \). Hence, the process \( Z(t) = (X(t), Y(t)) \), which models an unconstrained system, is lumpable and its first component, \( X(t) \), is a Markov chain with a generator

\[
A = \sum_{k=0}^{K} A_k.
\]

Furthermore, the times of synchronized transitions form a Marked Markovian Arrival Process (MMAP) characterized by the matrices \( A_k, \ k = 0,1,\ldots,K \) [28–30].

In the case of an unconstraint system, we have \( S = \mathcal{Y}, \overline{S} = \varnothing, \ G_k(S) = 1 \) and \( \overline{G}_k(E) = 0 \) for all \( E \in \mathcal{B} \). Hence, conditions (4)–(6) of Theorem 1 assume the form

\[
qA = 0; \lambda_0Q(E) + \sum_{k=1}^{K} \lambda_k \int \overline{G}_k(y, E)Q(dy) = 0, \ E \in \mathcal{B};
\]

\[
\sum_{k=1}^{K} (\int \overline{G}_k(y, E)Q(dy) - Q(E))(qA_k - \lambda_k q) = 0, \ E \in \mathcal{B};
\]

Since the times of transitions of each class form a Markovian Arrival Process, the relationship \( qA_k = \lambda_k q \) holds only if the stream of epochs of class \( k \) synchronized transitions in steady state is Poisson with rate \( \lambda_k \) [30,31].
7. Conclusions

In this article, we have studied a loss system in a random environment such that upon receiving a request for resources from the environment, the service process informs the environment whether the request has been accepted. Upon a request arrival, a tentative state of the service system is randomly chosen from a set that contains its state space but may also include unfeasible states. If the chosen state is feasible, then the state change is accepted and the transition occurs. Otherwise, the state of the service system does not change. The way the environmental state changes depend on whether or not the state of the service system has changed. We have derived the necessary and sufficient conditions for the stationary probability distribution of the underlying Markov jump process to be of product form. In this case, the stationary distribution of the environmental state will be the same as if the probability of accepting feasible state depended only on the type of synchronized transition, and not on the state of the service process. Moreover, the stationary state distribution of the service system is the same as if synchronized transition epochs followed Poisson processes with rates depending of the transition type.

At first glance, the paper is purely theoretical. However, our work on various aspects of the theory of resource queueing systems has reveals a large area of applications thereof, namely for performance analysis of 5th generation wireless networks. Due to the limited space of the paper, we have not discussed examples of these highly interesting applications here. The reader is referred to articles [21–23], recently published in the IEEE series of journals, where one can find descriptions of system models, formulations of mathematical problems, methods for their analysis and numerical estimates of the metrics under study.
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Appendix A

Proof of Theorem 1. Assume that \( p(E) = Q(E)q \), where \( Q(S) = 1 \), for any \( E \in B(S) \). Then, it follows from (2) and (7) that the quantity (8) has the properties

\[
\bar{g}_k = 1 - g_k, \lambda_k = q\bar{A}_ku, 1 \leq k \leq K, \lambda_0 = -\sum_{k=1}^{K} \lambda_k. \tag{A1}
\]

Assuming \( p(E) = Q(E)q, E \in B(S) \), we can rewrite the equilibrium Equation (3) as

\[
Q(E)qA_0 + \sum_{k=1}^{K} (G_k(E)qA_k + \bar{G}_k(E)q\bar{A}_k) = 0 \tag{A2}
\]

By letting \( E = S \) in (A2) we obtain (4). In addition, by multiplying both sides of (A2) on the right by vector \( u \) we obtain (5). The conditions (4) and (5) are thus necessary for a product-form stationary distribution.

Let us now prove the necessity of (6). By letting \( E = S \) in (5) we have

\[
\lambda_0 + \sum_{k=1}^{K} (\lambda_k g_k + \lambda_k \bar{g}_k) = 0 \tag{A3}
\]
Now, we subtract from the left-hand and right-hand sides of (A2) the respective sides of (4) multiplied by \( Q(E) \), which yields

\[
\sum_{k=1}^{K} (G_k(E) - g_k Q(E)) q A_k + \sum_{k=1}^{K} (\overline{G}_k(E) - \overline{g}_k Q(E)) q \overline{A}_k = 0. \tag{A4}
\]

We then right multiply by \( q \) the left-hand and right-hand sides of (5) and subtract from the resulting relationships the respective sides of (A3) multiplied by \( Q(E)q \). This yields

\[
\sum_{k=1}^{K} \lambda_k (G_k(E) - g_k Q(E)) q + \sum_{k=1}^{K} \lambda_k (\overline{G}_k(E) - \overline{g}_k Q(E)) q = 0. \tag{A5}
\]

Finally, by subtracting from the left-hand and right-hand sides of (A2) the respective sides of (A6) we obtain (6). The condition (6) is thus necessary for the stationary distribution to be of product form.

We now prove that (4)–(6) are sufficient for (A2) to hold. By removing parentheses in (6) we have

\[
\sum_{k=1}^{K} G_k(E) q A_k - \sum_{k=1}^{K} g_k Q(E) q A_k - \sum_{k=1}^{K} \lambda_k G_k(E) q + \sum_{k=1}^{K} \lambda_k g_k Q(E) q + \sum_{k=1}^{K} \lambda_k \overline{G}_k(E) q + \sum_{k=1}^{K} \overline{g}_k Q(E) q = 0. \tag{A6}
\]

By using (4) and (8), this yields (A2), which proves the theorem. \( \square \)

**Appendix B**

**Proof of Theorem 2.** According to Theorem 1, for a product-form stationary distribution \( p(E) = Q(E)q, E \in \mathcal{B}(S) \), it is required that for any \( j \in \mathcal{X} \) and \( E \in \mathcal{B}(S) \) the following holds:

\[
h(j)H(E) + \overline{h}(j)\overline{P}(E) = 0, \tag{A7}
\]

where

\[
h(j) = \sum_{i \in \mathcal{X}} q(i)A_1(i,j) - \lambda_1 q(j), \quad \overline{h}(j) = \sum_{i \in \mathcal{X}} q(i)\overline{A}_1(i,j) - \lambda_1 q(j),
\]

\[
H(E) = \int_S G_1(y,E)Q(dy) - Q(E) \int_S G_1(y,S)Q(dy),
\]

\[
\overline{P}(E) = \int_S G_1(y,S)Q(dy) - Q(E) \int_S G_1(y,E)Q(dy).
\]

The sufficiency of each of the five conditions for a product-form stationary distribution \( p(E) \) is obvious. Let us prove that at least one of them is necessary for the stationary distribution to be of product form.

Suppose that the stationary distribution \( p(E) \) is of product form. From (A7), it follows that if one of the vectors \( h, \overline{h} \), is a zero vector or one of the functions \( H(E), \overline{P}(E) \), is identically zero, then there is another zero vector or function in the group \( h, \overline{h}, H(E), \overline{P}(E) \), such that one of the conditions (1)–(4) of Theorem 2 is fulfilled.

It remains to consider the case when all vectors \( h, \overline{h} \), and functions \( H(E), \overline{P}(E) \), are non-zero. Let \( \mathcal{V} \) be a set of \( j \in \mathcal{X} \) such that \( h(j) \neq 0 \), and let \( \mathcal{W} \) be a set of \( E \in \mathcal{B}(S) \) such that \( \overline{P}(E) \neq 0 \). Then, for all \( j \in \mathcal{V} \) and \( E \in \mathcal{W} \),

\[
\frac{\overline{h}(j)}{h(j)} = - \frac{H(E)}{\overline{P}(E)} \tag{A8}
\]
The left-hand side of (A8) does not depend on \( E \), while the right-hand side does not depend on \( j \), therefore, for all \( j \in \mathcal{Y} \) and \( E \in \mathcal{W} \), both sides of (A8) are equal to some constant \( \psi \), and hence
\[
\tilde{h}(j) = \psi h(j), j \in \mathcal{Y}, \quad H(E) = -\psi H(E), \quad E \in \mathcal{W}.
\]
Suppose now that \( \tilde{h}(j^*) = 0 \) for some \( j^* \in \mathcal{Y} \). Then it follows from (A7) that \( H(E) = 0 \) for all \( E \in \mathcal{B}(\mathcal{S}) \), which contradicts the assumption that the function \( H(E) \) is non-zero. Therefore, \( \tilde{h}(j) \neq 0 \) for all \( j \in \mathcal{Y} \) and thus \( \psi \neq 0 \), which proves the theorem. \( \square \)
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