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Abstract. As is known there is the wide class of methods for calculation of the definite integrals constructed by the well-known scientists as Newton, Gauss, Chebyshev, Cotes, Simpson, Krylov and etc. It seems that to receive a new result in this area is impossible. The aim of this work is the applied some general form of hybrid methods to computation of definite integral and compares that with the Gauss method. The generalization of the Gauss quadrature formula have been fulfilled in two directions. One of these directions is the using of the implicit methods and the other is the using of the advanced (forward-jumping) methods. Here have compared these methods by shown its advantages and disadvantages in the results of which have recommended to use the implicit method with the special structure. And also are constructed methods, which have applied to calculation of the definite integral with the symmetric bounders. As is known, one of the popular methods for calculation of the definite integrals with the symmetric bounders is the Chebyshev method. Therefore, here have defined some relations between of the above mentioned methods. For the application constructed, here methods are defined the necessary conditions for its convergence. The received results have illustrated by calculation the values for some model integral using the methods with the degree $p \leq 8$.

1. Introduction
As is known the first quadrature formula has been constructed by Newton. The other authors have developed the construction of quadrature formula by using different interpolation polynomials. By choosing of the interpolation polynomials the scientists constructed the quadrature methods with a higher order of exactness. There are numerous works dedicated to investigation of the definite integrals (see for example [1]-[12]). For the investigation of the definite integrals here have used subintervals method and constructed algorithms by using of which, one can compare results received here with the known.

Let us consider computation of the definite integral $I = \int_{a}^{b} f(x)dx$ which has been replaced by the computing of the values of some function. For example, let us consider the following function:

$y(x) = \int_{x}^{b} f(x)dx, a \leq x \leq b$
Here the sufficiently smooth function $f(x)$ is defined on the $[a, b]$.

From here receive that

$$ I = y(b) $$

and

$$ y(x_{i+1}) = y(x_i) + \int_{x_i}^{x_{i+1}} f(x)dx, (i = 0, 1, ..., n - 1), $$

$$ x_0 = a, x_n = b. $$

By the $x_i (i = 0, 1, ..., n)$ are denoted the nodal points. If we compare this formula with the composite known corresponding formulas, then receive that the formula has proposed here has some preference. By using this formula have constructed the methods, which are the same with the methods applied to solving of the initial-value problem for the ODE. Thus, the calculation of the definite integral has reduced to calculation of the integral on the subinterval, which has the length equal to $h$.

For the calculation of the values of the definite integrals, here proposed to use some of the hybrid methods, which have applied to solve the initial-value problem for the ODE of the first order. Taking into account that Gauss quadrature formula one of the more exact for the calculation of the values of the definite integrals, here give some comparison of Gauss method with the proposed here methods.

Note that, in some cases, determined the maximal exactness of the proposed method and constructed some concrete methods with the degree $p \leq 8$. It is known that in the application of the Riemann integrals, most popular is the definite integrals with the symmetric bounders. There are many methods for calculation of the next integral $\int_a^b f(x)dx$. Among them, we can be noted the Gauss and Chebyshev methods. Remark that the mentioned integral in basically have investigated for the value $a = 1$, which is related with the good studies of the linear independent systems on the segment $[-1, 1]$.

By using the wide application of the integrals with the symmetric bounders in the fields of mechanics, biology, communication, nuclear physics, earthquakes and natural periodic seismic processes and etc., here consider the application of the hybrid methods to the calculation of the definite integrals with the symmetric bounders(see for example [13]-[20]. The way proposed here has used some properties of the definite integrals with the symmetric bounders.

2. On the application of the hybrid methods to calculation of simple definite integral

Let For the calculation of the following integral

$$ I = \int_a^b f(x)dx, $$

let us use the next function:

$$ y(x) = \int_a^x f(s)ds, a \leq x \leq b. $$

It is obvious that $y(b) = I$. By taking into account that the correlation (2) is equality, therefore from (2) one can write:

$$ y'(x) = f(x). $$

It is not difficult to understand that the equality (2) and ordinary differential equation (3) is equivalent.

Thus the calculation of the integral (2) we replace by solving of the ODE of the first order.

For the finding, of the unique solution of the equation (3) let us in the equality (2) put $x = a$. Then receive:

$$ y(a) = 0. $$
The problem (3) and (4) is the initial-value problem, which fundamentally investigated by many authors (see for example [21]-[29]).

As is known one of the popular methods for solving problem (3) and (4) is the multistep method with the constant coefficients, which can be written as:

$$\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i f_{n+i},$$  \hspace{1cm} (5)

Here $\alpha_i, \beta_i (i=0,1,...,k)$ are some real numbers, $\alpha_k \neq 0$ and $y_m = y(x_m)$, $f_m = f(x_m)$, $(m=0,1,2,...)$.

Suppose that the coefficients $\alpha_i, \beta_i (i=0,1,...,k)$ satisfy the conditions A, B, and C from the work [21].

The last time for solving the problem (3) and (4) the scientists proposed to use the hybrid method, which in simple form can be written as:

$$\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i f_{n+i} + h \sum_{i=0}^{k} \gamma_i f_{n+i},$$  \hspace{1cm} (6)

It is known that all of the methods have its advantages and disadvantages. Therefore let us use the linear combination of the methods (5) and (6) for construction of the new methods with the best properties. For this, let us consider the investigation the following methods:

$$\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i f_{n+i} + h \sum_{i=0}^{k} \gamma_i f_{n+i},$$  \hspace{1cm} (7)

Usually, the points $x_{i+1} = x_i + (i+1)h$ call as the hybrid points. If we apply this method to the calculation of the integral (1), then receive:

$$\int_{a}^{b} f(x)dx = h \sum_{i=0}^{n} A_i f_i + h \sum_{i=0}^{n} B_i f_{i+1},$$  \hspace{1cm} (8)

If in this equality put $B_i = 0, (i=0,1,...,n)$, then receive the Newton-Cotes method and if put $A_i = 0, (i=0,1,...,n)$, then one can be received the Gauss or Chebyshev method. From here receives that the investigation of the method (8) is perspective. To show this, let us consider the comparison of the method (8), Gauss method and Chebyshev method in the next section by the calculation of the integral with the symmetric bounders. Therefore put $A_i = 0$ and denote by $x_i = x_i + \nu_i h, (i=0,1,...,n)$.

In this case to determine the coefficients $B_i$ and nodal points $x_i (i=0,1,...,n)$ of the Gauss method one can use the following nonlinear system of algebraic equations (see [7, p. 190-193]):

$$B_0 x_0 + B_1 x_1 + ... + B_n x_n = \mu_0,$$

$$B_0 x_0 + B_1 x_1 + ... + B_n x_n = \mu_1,$$

$$...$$

$$B_0 x_0^m + B_1 x_1^m + ... + B_n x_n^m = \mu_m.$$

(9)

Here $\mu_j (j=0,1,...,m)$ are the known. If the system (9) has the solution, then by using that one can construct the method of type (8) (Gauss method). But the investigation of this system is difficult, therefore in [7, p.191] proposed to use roots of the polynomial:

$$\omega(x) = (x-x_0)(x-x_1)...(x-x_n).$$  \hspace{1cm} (10)

For the determination of the values of the variables $A_i, B_i, \nu_i (i=0,1,...,n)$, here propose the other way. For the described this way let us apply the method (8) to solve the problem (3) and (4). Then receive:
\[
\sum_{i=0}^{k} \alpha_i y_{n+i} = h \sum_{i=0}^{k} \beta_i y'_{n+i} + h \sum_{i=0}^{k} \gamma_i y'_{n+i+v_i}.
\] (11)

It is not difficult to prove that to get the method (11) with the degree \( p \), the satisfying of its coefficients of the following conditions are necessary and sufficient:
\[
\sum_{i=0}^{k} \alpha_i = 0; \sum_{i=0}^{k} (i\alpha_i - \beta_i - \gamma_i) = 0; \sum_{i=0}^{k} \left( \frac{i^2}{2!} \alpha_i - i\beta_i - (i + \nu_i)\gamma_i \right) = 0;
\] (12)

\[
\sum_{i=0}^{k} \left( \frac{i^p}{p!} \alpha_i - \frac{i^{p-1}}{(p-1)!} \beta_i - \frac{(i + \nu_i)^{p-1}}{(p-1)!} \gamma_i \right) = 0.
\]

For the investigation of the system (12) let us consider the case \( k = 1 \). Then to determine the values of the unknown receive the following system:
\[
\gamma_0 + \gamma_1 = 1, \\
\nu_0\gamma_0 + (1 + \nu_i)\beta_1 = 1/2, \\
\nu_0^2\gamma_0 + (1 + \nu_i)^2\beta_1 = 1/3, \\
\nu_0^3\gamma_0 + (1 + \nu_i)^3\beta_1 = 1/4.
\] (13)

Let us note that from the conditions \( k = 1 \) follows that \( \alpha_0 + \alpha_1 = 0 \) and is known that for the finding from equality (6) the value \( y_{n+k} \) usually take \( \alpha_k = 1 \). Therefore receive \( \alpha_i = -\alpha_0 = 1 \). By taking these values in the system (12) receive the system of (13). By solving this system receive:
\[
\nu_0 + 1/6 = 0.
\] (14)

And the unknown \( v_i \) can be defined from the condition:
\[
\nu_0 + v_1 = 0.
\] (15)

Thus by solving the system (13) receive that
\[
\gamma_0 = \gamma_1 = 1/2, \\
\nu_0 = -v_1 = 1/2 - \sqrt{3}/6.
\]

In this case method (6) can be written as:
\[
y_{n+1} = y_n + h[f(x_n + h/2 - \sqrt{3}h/6) + f(x_n + h/2 + \sqrt{3}h/6)]/2.
\] (16)

If in the system of (13) added more than one equation, then receive that the receiving system has not any solution. Thus receive that the method (16) is unique and there is not the method with the degree \( p > 4 \).

Now let us construct the more exact methods by using the formula (7). For this put \( k = 1 \). Then for the determination of the values of the coefficients for the hybrid method receive the following system:
\[
\beta_i + \beta_0 + \gamma_1 + \gamma_0 = 1, \\
\beta_i + l_i\gamma_1 + l_i\gamma_0 = 1/(j + 1)
\] (17)

\((j = 1, 2, 3, 4, 5; l_i = i + \nu_i; i = 0, 1).\)
By using the solution of this system one can construct the stable methods with the degree \( p \leq 6 \). The method with the degree \( p = 6 \) can be written as:

\[
y_{i+1} = y_i + h(f_i + f_{i+1})/12 + 5h(f_{i+12} + f_{i+12})/12; \tag{18}
\]

\[
\beta = \sqrt{5}/10.
\]

For the construction the stable methods with the degree \( p > 6 \), let us consider the case \( k = 2 \) in the system of (12), then to define the system of algebraic equations for the finding of the values of the coefficient, receive the following system:

\[
\beta_1 + \beta_2 + \gamma_2 + \gamma_1 + \gamma_0 = 2^{i+1}\alpha_2 + \alpha_i.
\]

\[
2\beta_2 + \beta_0 + l_2 \gamma_2 + l_1 \gamma_1 + l_0 = (2^{i+1}\alpha_2 + \alpha_i)/j + 1)
\]

\[
(j = 1, 2, 3, 4, 5, 6, 7; l_i = i + 1).
\]

By using the solution of this system have constructed the following method when \( \alpha_2 = -\alpha_0 = 1, \alpha_1 = 0 \):

\[
y_{i+2} = y_i + h(9f_{i+2} + 64f_{i+1} + 9f_{i})/90 +
+h(49f_{i+12} + 49f_{i+17})/90,
\]

here \( l_2 = 1 + \sqrt{21}/14; l_0 = 1 - \sqrt{21}/14 \). This method is stable and has the degree \( p = 8 \). Remark that this can be rewritten as the one-step method. For this let us change \( h \) by the \( h/2 \), then receive:

\[
y_{i+1} = y_i + h(9f_{i+1} + 64f_{i+12} + 9f_{i})/180 +
+h(49f_{i+12} + 49f_{i+17})/180. \tag{19}
\]

This is one-step method with the degree \( p = 8 \) and in the application which to calculation of definite integrals are not arising any difficulties.

3. Computation of the definite integrals by using multistep hybrid methods of the forward-jumping type

As was noted above the aim of this work is the construction of more exact stable multistep methods. For this aim, in this section present to use the hybrid methods of the forward-jumping type.

It is known, that classic multistep method with constant coefficients has been constructed in two forms one of them is the method (5) and the second can be written as follows:

\[
\sum_{i=0}^{m} \alpha_i y_{i+1} = \sum_{i=0}^{m} \gamma_i f_{i+1}, \quad (i = 0, 1, ..., N-k), \quad m > 0, \tag{20}
\]

here \( y_m \) \((m \geq 0)\) is approximately values of the solution of the equation (3), the continuous function \( f(x) \) is given, but \( \alpha_i \), \((i = 0, 1, ..., k - m)\) and \( \gamma_i \), \((i = 0, 1, ..., k)\) are real numbers and \( \alpha_{k-m} \neq 0 \) . This condition related with that the solution of the finite-difference equation (20) is the value \( y_{n+k(m)} \). Coefficient for which must to satisfy the conditions \( \alpha_{k-m} \neq 0 \). And by using the method (20) constructed to found the value of \( y_{n+k-m} \)

Let us note that the class of the methods (5) and (20) is not intersection. In formally for the value \( m = 0 \) from the method (20) follows the method (5). But it is not correct. Forward-jumping method received in the case \( |\beta_1| + |\beta_{i+1}| + |\beta_{i+2}| = 0 \) and \( |\beta_0| + |\beta_{i+1}| + |\beta_{i+2}| = 0 \). Therefore the methods of the type (5) and (20) are independent object for investigation.

Note that the multistep method (5) was fundamentally investigated by Dahlquist (see [21]) and he prove that if the method (5) has the degree \( p \) then \( p \leq 2k \) is hold. But if the method (5) is stable and has the degree \( p \) then \( p \leq 2[k/2] + 2 \) and there are the stable methods with the degree \( p_{\max} \) for all values of \( k \).

Definition 1. The integer \( p \) is called as the degree for the method (5) if the following is hold:
The definition of stability can be given as follows:

Definition 2. The method (5) calls as stable if all roots of the polynomial

\[ \rho(\lambda) = \alpha_0 \lambda^k + \alpha_1 \lambda^{k-1} + \ldots + \alpha_{k-1} \lambda + \alpha_k \]

lie in the unit circle on the boundary of which there is no multiply root.

The notation degree and stable are defined for the method (20) by the same way. The method (20) fundamentally was investigated (see for example [22]) and prove that if the method (20) has the degree of \( p \) then \( p \leq 2k - m \) is hold and if the method (20) is stable then \( p \leq k + 1 + m \) \( (k \geq 3m) \). From here receive that the method (5) is more exact for unstable methods, but the method (20) is more exact for stable methods. In the class of methods (20) there are stable symmetric methods. These methods are effective in the application of them to solve the integral equations with the symmetric bounders (see [17]).

As was noted in the previous section one of the modern problems for Computational Mathematics is the construction of the method with the high exactness. And it is known that scientists have constructed the methods on intersection of the Runge-Kutta and Adams methods which is called as the hybrid methods. And prove that hybrid methods are more exact than Runge-Kutta and Adams methods. In previous section has been shown that there are stable hybrid methods which have the degree \( p \geq 2k \). By using the advantages of the hybrid methods have constructed and investigated the following multistep hybrid methods of forward-jumping type:

\[ \sum_{i=0}^{k} a_i y_i = \beta_1 y_{i-k-1} + \beta_2 y_{i-k} + \ldots + \beta_{k+1} y_i + \gamma_1 y_{i+1} + \ldots + \gamma_{k+1} y_i + O(h^{k+1}). \]  

For the investigation of this method let us begin from the determination of necessary condition imposed on the coefficients of the method (21) which can be written as follows:

The coefficients \( a_i, (i = 0,1,\ldots,m) \), \( \beta, \gamma, \nu, (i = 0,1,\ldots,k) \) are some real numbers and \( \alpha_{k-m} \neq 0 \).

The polynomials

\[ \rho(\lambda) = \sum_{i=0}^{k} a_i \lambda^i; \quad \sigma(\lambda) = h \sum_{i=0}^{k} \beta_i \lambda^i; \quad \gamma(\lambda) = h \sum_{i=0}^{k} \gamma_i \lambda^i \]

have no common factor different from constant.

The conditions \( \sigma(1) + \gamma(1) \neq 0 \) and \( p \geq 1 \) are hold.

The necessity of the condition \( \alpha_{k-m} \neq 0 \) have described above.

Therefore the condition \( A \) is evident. Let us consider proof of the necessity of the condition \( B \).

Assume the contrary and denote by \( \phi(\lambda) \) the common factor of these polynomials. Let us consider the following shift operator:

\[ E' y(x) = y(x + 1 h) \]

By using this operator the equality (21) let us write in the following form:

\[ \rho(E) y_i - h \sigma(E) y'_i - h \gamma(1) y_i' = 0. \]  

As is known from the theory of finite-difference equations that for the existence of the unique solution of the finite difference equation (22) should be known initial values \( y_0, y_1, \ldots, y_{k-1} \) of the function \( y(x) \). It is not difficult to understand that the equation (22) can be rewrite in the following form:

\[ \phi(E) \left( \rho_1(E) y_i - h \sigma_1(E) y_i' - h \gamma_1(E) y_i'' \right) = 0. \]  

here

\[ \rho_1(\lambda) = \rho(\lambda)/\phi(\lambda), \]

\[ \sigma_1(\lambda) = \sigma(\lambda)/\phi(\lambda), \]

\[ \gamma_1(\lambda) = \gamma(\lambda)/\phi(\lambda). \]

From here receive that
\[ \rho_i(E) y'_x - h \sigma_i(E) y'_x - h \gamma_i(E) y'_x = 0, \quad (24) \]

since \( \phi(\lambda) \neq \text{const} \).

It is evident that the order of difference equation (24) is at most \( k - 1 \), so that \( \phi(\lambda) \neq \text{const} \).

Therefore, taking into account the equivalent of equation (23), (24) we get that equation (22) has a unique solution if the \( k - 1 \) initial values are given, that contradict general theory of finite-difference equations. From here receive that the condition B is hold.

Now let us prove that if method (21) converges, then the condition C is hold. For this aim the equality (22) can be rewritten in the following form:

\[ \rho(E) y(x) = O(h), \quad (25) \]

Here \( x = x_0 + nh \) -fixed point.

Pass to the limit here for \( h \to 0 \) receive that:

\[ \rho(1) = 0 \quad (26) \]

This is necessary condition for the convergence of the method (21). By using the shift operator and the necessary condition of convergence for the multistep method we can write the relation (22) in the form:

\[ \rho_i(E)(y_i - y_{i+1}) - h \sigma_i(E) y'_i - h \gamma_i(E) y'_i = 0 \]

\[ (\rho_i(\lambda) = \rho(\lambda)(\lambda - 1)). \quad (27) \]

Here we change the parameter \( i \) from 1 to \( n \), and summing the obtained equalities. Then we get

\[ \rho_i(E)(y_i - y_{i+1}) - h \sigma_i(E) \sum_{j=1}^{n} y'_j - h \gamma_i(E) \sum_{j=1}^{n} y'_j = 0. \quad (28) \]

Passing to limit as \( h \to 0 \) and to use the properties of the integral sum, we have:

\[ \rho_i(1)(y_i - y_{i+1}) = (\sigma(1) + \gamma(1)) \int_y^{y_i} f(s) ds, \quad (29) \]

Here \( x = x_0 + nh \) is a fixed point.

By using the equality

\[ y(x) = y_0 + \int_y^{x} f(s) ds, \]

in the equality (29) receive the following:

\[ \rho_i(1) = \sigma(1) + \gamma(1). \quad (30) \]

By using the following

\[ \rho_i(\lambda) = \rho(\lambda)(\lambda - 1) \text{ and } \lim_{\lambda \to 1} \rho_i(\lambda) = \rho_i(1) \]

in the equality of (30) receive:

\[ \rho_i'(1) = \sigma(1) + \gamma(1). \]

By this description receive that \( \rho_i(1) = 0 \) and \( \rho'_i(1) = \sigma(1) + \gamma(1) \), that coincide with the first two equations of system (12) where from it follows that \( p \geq 1 \). Note that if \( \sigma(1) + \gamma(1) = 0 \), we get \( \rho_i(1) = 0 \). Hence it follows that method (21) is not stable. But it is known that the stability is a necessary and sufficient condition for the convergence of the method (5). Consequently the condition C holds. Thus we proved that the restrictions A,B,C are natural and suppose that they holds everywhere.

As was noted above, if method (20) is stable and has the degree \( p \), then \( p \leq 4k + 2m \). The method with the degree \( p = 6 \), obtained for \( k = 1 \) and \( m = 0 \) is stable. For \( k = 2 \) one can construct stable methods with the degree \( p = 8 \) and \( p = 9 \).

Let us note that method (19) has been constructed as the partial case of the method (7) for the value \( k = 2 \). The properties of the Gauss quadrature formula are hold for the method (19). The hybrid points for this method are located as symmetric to the center for the bounders of the integral and
corresponding coefficients are the same. But these properties are not satisfy to the method having the
degree \( p = 9 \). Therefore here basically have used the method (19):

And now let us consider the construction of the stable methods of the type (20) and (21). For this
aim, have been proposed some ways to find the values of the coefficients for the method (20) and (21).
By using the similarity (7) and (21) to find the values of the coefficients for the method (21) one can
be used the following system of algebraic equations:

\[
\sum_{i=0}^{n} \alpha_i = 0; \quad \sum_{i=0}^{n} (\beta_i + \gamma_i) = \sum_{i=0}^{n} \epsilon_i;
\]

\[
\sum_{i=0}^{n} (\beta_i + (l + \nu_i) \gamma_i) = \sum_{i=0}^{n} \frac{\epsilon_i}{21};
\]

\[
\sum_{i=0}^{n} \left( \frac{\epsilon_i}{(l-1)!} \beta_i + \frac{(i+\nu_i)^{\nu_i}}{(l-1)!} \gamma_i \right) = \frac{\sum_{i=0}^{n} \epsilon_i}{l!}; \quad (l = 3, 4, \ldots, p).
\]

If in this system consider the case \( \nu_i = 0 \) \( (i = 0, 1, \ldots, k) \) then from the system (31) receive the linear
system of the algebraic equation to find the values of the coefficients for the method (20). Note that
the system (31) is nonlinear. Let us consider the case \( m = 1 \). In this case receive that \( k - 1 > 0 \). It is
follow that \( k > 2 \). If put \( k = 2 \), then receive the following method:

\[
y_{n+1} = y + h(5f_n + 8f_{n+1} - f_{n+2})/12.
\]

This forward-jumping method is stable and has the degree \( p = 3 \). But for the value \( k = 2 \) from the
method (5) one can receive the stable method with the degree \( p = 4 \) which called as the Simpson’s
method. As was noted above if the method (5) is stable and has the degree \( \rho \), then for \( k = 3 \) the degree \( p \)
satisfies to the condition \( p \leq 4 \). But for the value \( k = 3 \) in the class of methods of the type (20) there
are stable methods with the degree \( p = 5 \), which can be written as:

\[
y_{n+1} = (11y_n + 8y_{n+1})/19 + h(10f_n + 57f_{n+1} + 24f_{n+2} - f_{n+3})/57.
\]

From here receive that the stable forward-jumping methods can be more exact than the implicit
methods so as the method (33) from the class of forward-jumping methods.

Note that one of disadvantages of the hybrid methods to contain the calculation of the values of the
function \( y(x) \) at the hybrid points. Therefore some specialists in construction of these methods
proposed to use only rational mesh points instead of hybrid points. Therefore let us construct the
hybrid method of the type (21) by using rational mesh points. For this let us put \( m = 1, k = 2 \) and
\( \alpha_i = -\alpha_{i-1}, \nu_0 = 1/2, \nu_1 = 0, \nu_2 = -1/2 \). In this case the amount of the unknowns will be decreases in result
receive that the amount of the unknowns equal to 5. Therefore has been constructed the stable method
by using the solution of the linear system (31) can be written as:

\[
y_{n+1} = y_n + h(29f_n + 24f_{n+1} - f_{n+2})/180 + h(62f_{n+1/2} + 2f_{n+3/2})/90.
\]

This method is stable and has the degree \( p = 5 \).

If compare the methods (32)-(34), then receive that the methods (32) and (34) can be taken as
symmetric. Because the value \( y_{n+1} \) find itself between the value \( y_n \) and \( y_{n+2} \).

Remark. Application of the constructed here methods depends from the function participated in the
right hand of the differential equation. If the differential equation given as \( y' = f(x, y) \), then in using of the
hybrid method arise some difficulties related on the calculation of the values \( y(x, +(i+\nu_i)h) \)
.Singularity in the case when the value \( \nu_i (i \geq 0) \) is irrational number. But in the application of hybrid
method to compute the definite integrals these questions aren’t arise. To illustrate this here applied the
method (19) to compute the definite integral given in the first exercise. Results have been tabulated in
the table 1.
4. Applications of the hybrid methods to computation of the definite integrals with the symmetric bounders

Now let us consider the calculation of the values for the definite integrals with the symmetric bounders by using the hybrid methods. For this aim consider the following equality:

\[ I_s = \int_{-1}^{1} f(s)ds = \int_{0}^{1} (f(s) + f(-s))ds. \]  

One of the popular methods for the calculation of the integral (35) is the Gauss method, which can be written as the following (see for example [4, p. 468]):

\[ I = f\left(-\frac{1}{\sqrt{3}}\right) + f\left(\frac{1}{\sqrt{3}}\right). \]  

If apply this method to the computation of the integral \( \int_{-1}^{1} f(s)ds + \int_{-1}^{1} f(s)ds \) to the determination of its values, then receives:

\[ I = f\left(-\frac{1}{\sqrt{3}}\right) + f\left(\frac{1}{\sqrt{3}}\right) / 2 + f\left(-\frac{1}{\sqrt{3}}\right) + f\left(-\frac{1}{\sqrt{3}}\right) / 2, \]

which concede with the value of (36).

If we compare the formulas (37) and (36) then receive that these results are the same. But now let us reduce calculation of the integral (35) to solving the initial-value problem for the ODE of the first order. For this aim let us consider the following function:

\[ y(x) = \int_{-1}^{1} f(s)ds, 0 \leq x \leq 1. \]

From here one can receive the following problem:

\[ y' = f(x) + f(-x), y(0) = 0. \]

For solving this problem let us consider the simple case and applied Euler’s method to solving of the problem (39). Then receive:

\[ y_{n+1} = y_n + hf'_n + hf_{n+1}. \]

From the theory of numerical methods which have applied to solve the initial-value problem for the ODE is known that the results received by the implicit methods are more exact than the results received by explicit methods. But in the application of these methods to the calculation of the values of definite integrals, there are free from these properties (the properties of explicit and implicit). Still in this case the implicit methods give the more exact results. To show this let us compare method (40) with the next trapezoidal rule:

\[ \int_{-h}^{h} f(s)ds = \sum_{i=0}^{n} (f(x_i) + f(-x_i))dx = h(f(x_i) + f(-x_i) + 2f(0)) / 2 \]

and by using the method (40) receive:

\[ \int_{-h}^{h} f(s)ds = 2hf(0). \]

As is known the method (41) is more exact than the explicit Euler’s method. And these methods with the point of view to fill out of computational works are the same. Therefore to replace the calculation of definite integral to solving of the initial-value problem for the ODE is expedient.

Now let us consider the application of the hybrid methods to calculation definite integrals with the symmetric bounders. For this aim let us consider the calculation of the definite integral in the subsegment \([x_i, x_{i+1}]\). In this case receive:

\[ y_i = \int_{x_i}^{x_{i+1}} f(s)ds \approx h \sum_{i=0}^{n} \beta_i f_i. \]
By using the above-described way we can calculate the values of the definite integrals with the symmetric bounders by using the methods which have applied to the calculation of the values of the integrals with the nonsymmetrical bounders. In this case, receive the following:

\[
\int_{a}^{b} f(s) ds = h \sum_{i=0}^{N} f_{i} + h \sum_{i=0}^{N} f_{i+1},
\]

here \( f_{m} = f(x_{m}), (m \geq 0) \).

Let us consider the partial case and put \( k = 1 \). Then receive the following:

\[
y_{i+1} = y_{i} + h(f(x_{i} + (3 - \sqrt{3})h / 6)) + f(x_{i+1} + (3 - \sqrt{3})h / 6) / 2 + h(f(-x_{i} - (3 - \sqrt{3})h / 6) + f(-x_{i+1} + (3 - \sqrt{3})h / 6) / 2, (i = 0, 1, ..., n).
\]

This method has the degree \( p = 4 \) and in the application of which are not arise any difficulties, if don’t count the calculation of the function of \( f(x) \) at the irrational points. Noted that the hybrid methods can be constructed without the participation of the irrational points, but in this case the values of the degree for these methods are decreases. As is follows from here the methods are constructed in the previous section can be applied to the calculation of the values of the definite integrals with the symmetric bounders.

Note that in the case \( k = 1 \) one can construct a more exact method than the method of (42). For example the following:

\[
y_{i+1} = y_{i} + h(f(x_{i} + f(x_{i+1}))/12 + h(f(x_{i} + (1 - 2\beta)h / 2) + f(x_{i+1} + (1 + 2\beta)h / 2)) / 12 + h(f(-x_{i} + f(-x_{i+1})) / 12 + h(f(-x_{i} - (1 - 2\beta)h / 2) + f(-x_{i+1} - (1 + 2\beta)h / 2)) / 12, \beta = \sqrt{5} / 10.
\]

This method is stable and has the degree \( p = 6 \). This method contains two parts. In the first part we have used the mesh points \( x_{i} = x_{0} + 10i \) and in the second part have used the hybrid points in the form \( x_{i} = x_{0} + 10i \).

For the illustration of the received here results let us consider the application of methods (42) to solving of some model definite integrals.

For the illustration of the results, received here let us to consider application of the method (16) to calculation of the following definite integrals:

1. \( \int_{0}^{1} \exp(\lambda s) ds \).

Corresponding problem is \( y^{'}(x) = \lambda \exp(\lambda x), \ y(0) = 0 \).

2. \( \int_{1}^{2} \exp(\lambda s) ds \).

Corresponding problem is \( y^{'}(x) = \lambda (\exp(\lambda x) + \exp(-\lambda x)), \ y(0) = 0 \).

Table 1. Results of example 1

| Variable x | \( \lambda = 1 \) | \( \lambda = 5 \) | \( \lambda = -1 \) | \( \lambda = -5 \) |
|------------|-----------------|-----------------|-----------------|-----------------|
| 0.1        | 2.43E-9         | 9.31E-6         | 2.20E-9         | 5.64E-6         |
| 0.4        | 1.13E-8         | 9.17E-5         | 7.62E-9         | 1.24E-5         |
| 0.7        | 2.34E-8         | 4.60E-4         | 1.16E-8         | 1.39E-5         |
| 1.0        | 3.97E-8         | 2.11E-3         | 1.46E-8         | 1.42E-5         |
Table 2. Results of example 2

| Variable | Step size $h = 0.1$ | $\lambda = 1$ | $\lambda = 5$ |
|----------|---------------------|---------------|---------------|
|          | $f(s)$              | $f(s)$        | $f(s)$        |
|          | $f(-s)$             | $f(-s)$       | $f(-s)$       |
|          | $f(s)+f(-s)$        | $f(s)+f(-s)$  | $f(s)+f(-s)$  |
| 0.1      | 2.43E-9             | 2.20E-9       | 2.31E-10      |
| 0.4      | 1.13E-8             | 7.62E-9       | 3.75E-9       |
| 0.7      | 2.34E-8             | 1.16E-8       | 1.18E-8       |
| 1.0      | 3.97E-8             | 1.46E-8       | 2.51E-8       |

As is follows from the contents of these tables the error for the values $\lambda > 0$ increases, but for the values $\lambda < 0$ decreases. These properties coincide with the corresponding theory of numerical methods. By the results, receiving in solving of the example 2 one can to assert that the error receiving in the solving of the example 2 is not worse than the error receiving in solving of the example 1.

5. Conclusion

As is known to study the initial-value problem for ODE may realize by using the Volterra integral equations. For example, prove of the theorem about on the existence and uniqueness of the solution of that problem, construction Euler’s method and etc. But here we used the contrary way and have considered to the application of the methods to the calculation of the definite integrals, which have constructed to solve the initial-value problem for the ODE. As is known one of the more exact methods for calculation of the definite integrals is the Gauss method.

Therefore, here have compares the hybrid and Gauss methods and determines their intersection parts. By using this way constructed the more exact methods for calculation of the definite integrals which have used the hybrid points. And also constructed some concrete hybrid methods, which have applied to calculation some model definite integrals.

Let us note that the receive results in the calculation of the model definite integrals have shown the advantages of the methods proposed here.
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