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Abstract
Edge computing is a novel technology, which is closely related to the concept of Internet of Things. This technology brings computing resources closer to the location where they are consumed by end-users—to the edge of the cloud. In this way, response time is shortened and lower network bandwidth is utilized. Workflow scheduling must be addressed to accomplish these goals. In this paper, we propose an enhanced firefly algorithm adapted for tackling workflow scheduling challenges in a cloud-edge environment. Our proposed approach overcomes observed deficiencies of original firefly metaheuristics by incorporating genetic operators and quasi-reflection-based learning procedure. First, we have validated the proposed improved algorithm on 10 modern standard benchmark instances and compared its performance with original and other improved state-of-the-art metaheuristics. Secondly, we have performed simulations for a workflow scheduling problem with two objectives—cost and makespan. We performed comparative analysis with other state-of-the-art approaches that were tested under the same experimental conditions. Algorithm proposed in this paper exhibits significant enhancements over the original firefly algorithm and other outstanding metaheuristics in terms of convergence speed and results’ quality. Based on the output of conducted simulations, the proposed improved firefly algorithm obtains prominent results and managed to establish improvement in solving workflow scheduling in cloud-edge by reducing makespan and cost compared to other approaches.
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1 Introduction

Internet of Things (IoT) provides a set of mechanisms aimed at offering an environment in which various remote devices are connected through the Internet. These devices should be able to collect, process, and share data. The IoT refers to the next generation of engineered systems that require tight integration of computing, communication, and control technologies to achieve stability, performance, reliability, robustness, and efficiency in dealing with physical systems of many application domains.

One of the main challenges in cloud-edge environments is to find an efficient task scheduling algorithm that is able to minimize completion time and cost simultaneously, as two contradictory objectives. In this paper, we address the workflow scheduling problem in cloud-edge environments, which is NP-hard by its nature. The solution space grows exponentially with an increase in the number of computing tasks. Thus, it becomes virtually impossible to find an optimal scheduling scheme [40]. Therefore, since in such scenarios classical deterministic algorithms cannot generate satisfying solutions within a reasonable period of time, different intelligent heuristic and metaheuristics approaches can be employed for finding solutions to this problem.

The main motivation behind the research proposed in this manuscript is to implement an efficient algorithm for workflow scheduling in hybrid cloud-edge environments. The basic assumption behind the conducted research is that solving an important challenge of workflow scheduling in cloud-edge can be further improved by using enhanced metaheuristics.

To efficiently address this challenge, we devised and implemented an enhanced firefly algorithm (FA). The FA is well-known and widely applied approach from the swarm intelligence family, that is able to successfully tackle a variety of NP-hard problems. The FA has proven as a robust optimizer and was successfully validated against many standard benchmarks [44], and practical problem instances [45].

Following the no free lunch theorem, an universal algorithm that solves all possible optimization problems does not exist. We have tested a considerable amount of famous swarm intelligence algorithms, both on this particular problem and on other different optimization problems in our previous research. FA metaheuristics has proven to show good exploitation capabilities, and in most cases it achieves solid performances. Based on our previous research, we have seen that FA can be further improved by utilizing different mechanisms, and that was the main motivation why we have selected it for solving this particular problem.

However, since the original implementation of the FA expresses some deficiencies in terms of insufficient exploration and inadequately established balance between intensification and diversification, which are elaborated in this paper, we devised an improved FA approach by introducing genetic operators and a quasi-reflection-based learning mechanism in its basic version.

According to the above statements, we formulated the following research question: “Is it viable to establish further improvements in addressing workflow scheduling in a hybrid cloud-edge environment by using improved state-of-the-art FA metaheuristics”. Based on the research question, the objectives, as well as contributions, of the conducted research are defined as follows:

- Devising enhanced version of the FA metaheuristics that outperforms basic implementation in terms of the quality of solutions and convergence speed and
- Improvements in solving workflow scheduling challenges in a cloud-edge environment by establishing efficient scheduling strategy based on the improved FA approach that obtains better values of performance indicators than strategies that are based on other state-of-the-art heuristics and metaheuristics.
- Validation of the efficiency of the proposed scheduling strategy throughout comprehensive simulations with different workflow samples, that can prove the superior performances of the proposed approach in comparison with other cutting-edge methods.

Following the most commonly used practice from modern computer science, the devised improved FA was firstly validated against a set of 10 modern CEC19 benchmarks and compared with the original FA and 9 other state-of-the-art metaheuristics. Afterward, the devised improved FA was utilized to solve the workflow scheduling task in cloud computing, that belongs to the group of classical NP-hard optimization challenges in computer science. The optimization of the workflow scheduling requires simultaneous accomplishment of several mutually conflicting goals, including the cost and makespan reduction. Consequently, 4 simulations for practical workflow scheduling in a cloud-edge environment were conducted and the performance of our improved FA was compared against the original FA, as well as with 8 other state-of-the-art metaheuristics and heuristics.

The remainder of the manuscript is structured as follows. In Sect. 2, the background of task scheduling and swarm intelligence along with the relevant literature review is presented. The mathematical formulation of the workflow scheduling model in the cloud-edge environment that was used in simulations is shown in Sect. 3. The original FA approach was described in Sect. 4, while a detailed description of our proposed enhanced FA’s inner workings
along with elaborated deficiencies of original FA is shown in Sect. 5. Section 6 is divided into two parts. In the first part, conducted empirical simulations for modern benchmarks are shown, while the second part provides details regarding the experiments conducted for practical workflow scheduling challenge. In both parts, a comparative analysis with other approaches is included. Finally, Sect. 7 concludes this manuscript and provides possible directions for future research in this prominent domain.

2 Background and related work

This section first provides the background for task and workflow scheduling in cloud systems. This is followed by a brief overview of the nature inspired metaheuristics and swarm intelligence, where the selected FA approach belongs to. Finally, this section is concluded by the survey of practical swarm intelligence solutions in the cloud/edge systems that are relevant for the research proposed within this paper.

2.1 Task scheduling

The objective of the task scheduling algorithm in cloud/cloud-edge environments is to minimize the performance indicators (makespan, mean response time, energy consumption costs, etc.) of the system to provide on-demand and timely satisfaction of end-users’ need for resources. Some of the simplest methods from this category include first come first served (FCFS), last come first served (LCFS), min-min, and join the shortest queue (JQS) policy. These methods can obtain satisfying results in tackling this challenge; for example, it is shown that JSQ, which assigns a new job to the server with the fewest tasks, in combination with FCFS minimizes the mean delay of the cloud system [22].

List-scheduling heuristics creates a list of tasks by assigning them some priority value. After that, the task with the highest priority is scheduled on the processor that allows the earliest start time. This procedure is repeated until the task-list is empty [12]. The earliest time first (ETF) algorithm adopts the strategy of selecting the task with the shortest start time on all processors. The starting time is determined by several factors: the completion time of preceding tasks, communication delay, and allocation of the task and its predecessors. The heterogeneous earliest-finish-time (HEFT) algorithm assigns a task from the list to the processor based on the task’s earliest estimated finish time.

2.2 Nature inspired and swarm intelligence metaheuristics

Many real-world challenges, such as cloud/cloud-edge scheduling, belong to the group of NP-hard problems that cannot be solved in polynomial time by utilizing any of the traditional (classical) deterministic methods. However, in this case, stochastic approaches, which include metaheuristics, by finding an approximate solution within a satisfactory reasonable time, can be applied.

Metaheuristics that have been inspired by nature (bio-inspired, nature-inspired) can be divided into two distinctive groups. Algorithms that belong to the first group are known as evolutionary algorithms (EA), while the second group are swarm intelligence algorithms. One famous representative of the EA is a genetic algorithm (GA), which has been applied to a large number of real-life NP-hard problems, including load balancing and scheduling challenges from the cloud computing paradigm [42].

On the other hand, swarm intelligence algorithms are inspired by social behavior, collaboration, and communication among groups of relatively primitive individuals such as bees, ants, bats, fish, and fireflies. Swarm intelligence approaches were utilized with great success in solving a broad range of real-world problems in practice, including prolonging the network lifetime, clustering, and sensor localization in wireless sensor networks [4, 48, 50], cloud optimization problems [2, 8, 10], artificial neural networks optimization [7, 20, 27, 36], machine learning-based COVID-19 cases prediction [49, 52], and MRI classification optimization to name a few [5, 9].

2.3 Swarm intelligence applications in the cloud scheduling domain

In the following few paragraphs, some of the selected swarm intelligence applications for cloud/cloud-edge scheduling are briefly shown. Research published in [26] proposes a novel task scheduling algorithm based on bacterial foraging optimization (BFO), with the goal to reduce the idle time of virtual machines. The proposed method obtained excellent results. In [33], the authors presented a quantum-behaved PSO (QPSO) algorithm for minimizing job completion time (makespan). The obtained results proved that, when compared to other well-known algorithms, this approach is effective in reducing makespan due to the small value of the observed relative deviation.

Xie et al. in their work [46] implemented a novel directional and non-local-convergent particle swarm optimization (DNCPSO) algorithm for solving workflow scheduling in a cloud-edge environment. By using DNCPSO, the authors were able to dramatically reduce the
task completion time and cost. The results show that this method can obtain better performance than other PSO variants, as well as other state-of-the-art heuristics and metaheuristics methods. Some of the other swarm algorithms that were adopted for cloud computing scheduling include whale optimization algorithm (WOA) [34], elephant herding optimization (EHO) [35], and artificial flora (AF) [3].

Cloud workflow scheduling problem was also recently targeted by metaheuristics approaches. An improved variant of Harris’ hawks optimization (HHO) was used in [51] to solve the workflow scheduling in cloud-edge systems with very promising results. The experiments were executed by using CloudSim environment and benchmark workflow models with a goal to minimize cost and makespan. Research presented in [28] used improved chaotic binary variant of gray wolf optimizer (GWO) to improve the workflow scheduling in green cloud systems. The proposed approach was tested with CloudSim with a goal to minimize cost, makespan, and energy consumption. Another approach based on the self-adaptive fruit fly algorithm (SA-FFOA) was utilized in [1]. The proposed method was tested against traditional metaheuristics approaches, and experimental findings have shown superior performance in terms of cost and flow time. Finally, a whale optimizer (WOA) variant was used in another recent publication [37] to tackle the workflow scheduling. The findings indicate that the WOA-based approach outperformed other traditional methods for both makespan and overall cost.

The are several technical gaps that were observed in existing works related to workflow scheduling, and that inspired the design proposed in this paper. The geographical distribution of data, the emerging cloud-edge technology, heterogeneous data, and the efficient management of distributed data pose an important set of challenges even for large companies with a lot of resources at their disposal [18]. The enormous amount of workload must be processed, with the request to accomplish multiple often conflicting criteria, such as load balancing, cost reduction, overall execution time reduction, energy efficiency and green operation (reduction in the carbon pollution) [17, 19]. These challenges must be tackled with the development of the new algorithms tailored to address multiple opposing goals while keeping in mind scalability as one of the priorities.

3 System model formulation

The general structure of cloud-edge computing is formed by three distinctive layers. The end-user layer consists of smart IoT devices (human wearable devices, phones, etc.) that send requests for service to the devices in the edge-layer. Edge devices can process time-sensitive tasks and reduce latency to the minimum. On the top side, the edge-layer is connected to the cloud system which contains the infrastructure for providing on-demand resource availability and data storage.

Edge cloud computing has undoubtedly offered numerous advantages; however, it still has serious challenges that need to be addressed. The first challenge in such a complex environment, consisting of numerous resources of different types, is scheduling business tasks. This challenge typically considers execution in real-time, together with a huge amount of flowing data in this complex environment. Therefore, it is required to find a scheduling approach that is effective in making all tasks completed on time, resulting in real-time execution. The second challenge considers processing business workflows, with the goal of complete execution of workflows by taking into account QoS (quality of service) requirements (for example cost and deadline).

Additionally, some tasks are flexible in terms of resource allocation, while others with real-time and location requirements are considered inflexible. Therefore, the scheduling algorithm must be able to efficiently determine resource allocation for every task, while minimizing the cost and required deadline for task completion. Workflow scheduling in the cloud-edge environment, which is the focus of research conducted within this paper, is considered by nature to be an NP-hard problem by nature.

As part of the research published in [46], the authors have provided a good example to illustrate the business workflow scheduling problem in a cloud-edge environment. They consider a video surveillance/object tracking (VSOT) application, under the scenario with two requirements: mobile and geo-distribution, respectively. Two main features that must be taken into account for different types of applications are real-time execution and transmission-intensive requirement.

In the context of the given example, workflow scheduling in the cloud-edge system can be formulated as follows—how to assign different type resources and different processing powers to the tasks belonging to workflow, in order to minimize the overall completion time and cost.

Generally speaking, a typical workflow contains multiple repeatable business activities which usually provide services for business applications. It is a sequence of several different tasks, which can be represented in the form of a directed acyclic graph (DAG). Therefore, the DAG model can be directly utilized to represent a workflow application, as shown in the example given in Fig. 1. Every task is represented as a node in DAG, while every dependency relation is denoted with an edge.
DAG can be formally defined as \( G = (T, E) \), where \( T \) denotes a collection of tasks, and \( E \) stands for the set of temporal dependencies and communication constraints between individual tasks. Every task in the set of tasks, \( t_i \in T(T = \{t_1, t_2, \ldots, t_n\}) \), has a specified computational workload \( \text{cw}_i \). The edges in DAG are directed, and edge \( e_{ij} = (t_i, t_j) \) denotes that the task \( t_j \) must be executed after the task \( t_i \) has been completed. Additionally, edge \( e_{ij} \) has an assigned weight, \( \text{cv}_{ij} \), which is a non-negative value that represents the amount of data transfer from the task \( t_i \) to the task \( t_j \).

The observed VSOT scenario given in [46] assumes numerous business workflows that result in a specific set of requirements needed to be addressed, including a real-time response, a deadline for the completion of tasks, a balanced usage of different cloud and edge resources, etc. Therefore, the proposed model must take into account makespan, cost, and objective function.

In the given context, makespan can be defined as the maximum time for execution of the observed workflow application. In the observed scenario, the cloud-edge resources can be separated into two distinctive groups, namely cloud servers, and edge servers. Each task belonging to the observed workflow can be executed on both types of servers, based on the chosen resource allocation strategy. When a task \( t_i \) has been allocated to a specific server, its execution time is calculated as given in Eq. (1):

\[
T^l_{ts} = \frac{\text{cw}_i}{\delta_l}
\]  

(1)

where \( \delta_l \) denotes the processing rate of the server \( l \) and \( \text{cw}_i \) represents the computational workload. If we take that \( ct(e^l_{ij}) \) is the time required for data transfer from the task \( t_i \) to the task \( t_j \), it can be calculated as given in Eq. (2):

\[
ct(e^l_{ij}) = \frac{\text{cv}_{ij}}{B}
\]

(2)

In the previous equation, \( \text{cv}_{ij} \) specifies the amount of data transfer between tasks \( i \) and \( j \), and \( B \) denotes the network bandwidth between the servers where tasks are allocated. Every task \( t_i \) is allocated to exactly one server; it has the start time \( ST_{ts} \), given with Eq. (3), and finish time \( FT_{ts} \), calculated with Eq. (4).

\[
ST_{ts} =\max\{FT_{tp} + ct(e^l_{ps}), t_p \in \text{pre}(t_i)\}
\]

(3)

\[
FT_{ts} = ST_{ts} + T^l_{ts}
\]

(4)

In Eq. (3), \( \text{pre}(t_i) \) marks the collection of tasks that are direct predecessors of the observed task \( t_i \). When observing an application workflow as a whole, the total amount of time required for workflow completion can be calculated as the time from the start of the first task in the workflow, until the completion of the last task, as given in Eq. (5):

\[
T_{total} = \max\{FT_{ts}, t_s \in T\}
\]

(5)

The second important parameter, namely the cost, can be considered twofold in the given context. For both cloud and edge resources, computational cost and communication cost can be identified. The first type of cost, the computational cost from the task \( t_i \) to the task \( t_j \) on the server \( l \), can be calculated by using Eq. (6):

\[
C^l_i = \text{pp}_l \cdot (FT_{ts} - ST_{ts})
\]

(6)

where \( \text{pp}_l \) represents the price for the processing unit on the observed server \( l \).

The second type of cost, communication cost from the task \( t_i \) to the task \( t_j \) on the server \( l \), can be calculated by using Eq. (7):

\[
cc(e^l_{ij}) = \text{cp}_l \cdot ct(e^l_{ij})
\]

(7)

where \( \text{cp}_l \) represents the price of the communication unit on the observed server \( l \).

The total cost can be calculated as the sum of computational and communication costs by using Eq. (8):

\[
C_{total} = \sum_{l=1}^{m} \sum_{s=1}^{n} C^l_i + \sum cc(e^l_{ij})
\]

(8)

Finally, after defining the calculation method for both the makespan and the cost, it is possible to define the combined objective function that takes into account the makespan and the total cost, in the observed cloud-edge system, as given in Eq. (9):

\[
f = \kappa T_{total} + (1 - \kappa) \cdot C_{total}
\]

(9)
As it can be seen from Eq. (9), the weighted sum approach is used for defining the objective function. The value $\kappa$ is a coefficient between 0 and 1, and it is used to determine the relative weights of each objective. The goal is to find the function value $f$ that minimizes these two main components, therefore helping to achieve the balance (trade-off) between the makespan and the cost for the observed workflow scheduling problem.

4 Original FA

The firefly algorithm (FA) was first introduced by Yang in [44]. This well-known algorithm was inspired by the fireflies, more precisely, their social behavior and flashing characteristics. Since the real firefly ecosystem is very complex and sophisticated, the FA metaheuristic is its approximation.

The actual formulation of attractiveness is a crucial challenge that should be addressed in the implementation of the FA. Typically, the attractiveness of the firefly depends on its brightness, which in turn depends on the objective function. For minimization problems, the brightness of the firefly on the location $x$ can be calculated by using Eq. (10) [44]:

$$I(x) = \begin{cases} \frac{1}{f(x)}, & \text{if } f(x) > 0 \\ 1 + |f(x)|, & \text{otherwise} \end{cases}$$

where $I(x)$ denotes the attractiveness, and $f(x)$ represents the value of the objective function at the location $x$. It is clear that Eq. (10) represents fitness functions.

If we observe mathematical properties, both light intensity and attractiveness are monotonously decreasing functions, as the distance from the source of light increases, the light intensity, and the attractiveness will drop. This can be expressed with Eq. (11):

$$I(r) = \frac{I_0}{1 + \gamma r^2}$$

where $I(r)$ represents the intensity of light, $r$ denotes the distance, and $I_0$ stands for the light intensity at the source location. Additionally, light is partially absorbed by the surrounding air, causing light to become weaker. These phenomena can be modeled by the light absorption coefficient $\gamma$.

According to the literature survey, almost all implementations of the FA take into account the combined impact of both the inverse square law for the distance and absorption of light, by approximating them with the following Gaussian form [44]:

$$I(r) = I_0 \cdot e^{-\gamma r^2}$$

Attractiveness $\beta$ of an individual firefly is relative depending on the distance between the observer and the target firefly. On the other hand, the attractiveness is directly proportional to the light intensity of the given firefly, which can be calculated with Eq. (12):

$$\beta(r) = \frac{\beta_0}{1 + \gamma r^2}$$

where the parameter $\beta_0$ denotes the attractiveness at a distance $r = 0$. Eq. (13) also helps in determining the characteristic distance $\Gamma = 1/\sqrt{\gamma}$ where the attractiveness of the firefly changes significantly from $\beta_0$ to $\beta_0 e^{-1}$. However, in practice, Eq. (13) is often replaced by Eq. (14) [44]:

$$\beta(r) = \frac{\beta_0}{1 + \gamma r^2}$$

The arbitrary firefly $i$ moves to the new position (in the next iteration $t + 1$) in the direction of the brighter, more attractive firefly $j$, which can be modeled as:

$$x_i^{t+1} = x_i^t + \beta_0 \cdot e^{-\gamma r_{ij}} (x_j^t - x_i^t) + \alpha(k - 0.5)$$

where $\beta_0$ denotes the attractiveness at a distance $r = 0$, $\alpha$ marks a randomization parameter, $k$ represents a random number drawn from either uniform or Gaussian distribution, and $r_{ij}$ represents the distance between two observed fireflies $i$ and $j$. The positions of fireflies are updated sequentially, by comparison and update of each pair of fireflies in each iteration.

The distance between two observed fireflies $i$ and $j$ can be calculated by using the Cartesian distance, as shown in Eq. (17):

$$r_{ij} = ||x_i - x_j|| = \sqrt{\sum_{k=1}^{D}(x_{i,k} - x_{j,k})^2}$$

where $D$ marks the number of parameters for the given problem. The appropriate values for most problems are $\beta_0 = 1$ and $\alpha \in [0, 1]$. 
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5 Improved FA metaheuristics

In this section, we first describe the drawbacks of the original FA metaheuristics. Afterward, we justify and provide details of mechanisms that we incorporated in the basic FA to overcome the observed deficiencies. Finally, we present the implementation details and inner workings of the proposed improved FA version.

5.1 Drawbacks of the basic FA

It can observed that in early iterations the basic FA algorithm may be stuck in sub-optimal search space domains due to the lack of exploration power. As a consequence of this deficiency, in some runs, the search process converges to under optimum solutions and the mean results’ quality is not satisfying.

The basic FA version does not employ a clearly emphasized diversification equation. The balance between intensification and exploration is established by utilizing the randomization parameter (step size) $a$, as the third component of the FA’s search equation (Eq. 16).

The value of parameter $a$ has a great influence on the searching ability. If its value is larger, the global search (diversification) is more emphasized. In the original FA implementation, the value of $a$ was fixed during the whole run time, taking values from the interval $[0, 1]$ [44], and the distance between individuals that is decreasing in later iterations was not taken into account [23]. In some improved versions, this parameter is set to be dynamic by gradually decreasing during the course of execution [41]. However, the dynamic behavior of this parameter alone is not sufficient for establishing a balanced trade-off between exploitation and exploration, which is moved toward (in favor of) exploitation.

Moreover, on top of these deficiencies, the intensification process of the original FA can be further enhanced. The utilization of dynamic parameter $a$ is not sufficient enough to overcome these deficiencies and some other mechanisms are needed.

5.2 Proposed improvements

To address the observed drawbacks of the original FA and to further improve intensification, our proposed upgraded implementation incorporates the following in its basic version:

- Genetic operators—uniform crossover and Gaussian mutation and
- Quasi-reflection-based learning mechanism.

All proposed changes address both—the absence of explicit diversification and the inappropriate balance between intensification and diversification of the basic FA, and also make the exploitation process more efficient.

Genetic operators help in improving exploration in early iterations of the algorithm’s run when the search process did not converge to the region where an optimum solution resides. This has direct implications for the convergence (mean values). On the contrary, in later iterations, with the premise that the promising domain of the search space is identified, applying genetic operators enables fine exploitation around the current best solutions and this influences the quality of the final result (the best solution).

According to previous researches, by incorporating quasi-reflection-based learning in metaheuristics, both solutions diversity and convergence rate can be improved [16]. In the initialization phase, as well as in early iterations of a run, quasi-reflection-based learning may increase population diversity, while at the later phases, this mechanism enhances convergence speed.

Moreover, we have also utilized a dynamically adjusted step size parameter $a$. In early iterations, this parameter is larger and is directed toward the global search (exploration). As iterations progress, the value of this parameter decreases and is more oriented toward exploitation (local search).

Inspired by included upgrades, proposed improved FA metaheuristics is named genetic operators quasi-reflected FA (GOQRFA).

5.2.1 Genetic operators

As noted, in our proposed GOQRFA we have incorporated uniform crossover and Gaussian mutation genetic operators to efficiently combine existing and/or random solutions with the goal of improving exploration and exploitation processes. With that in mind, we introduce terminology from the GA in our approach.

The GA approach represents each potential problem solution as a chromosome, which is further divided into genes. For example, an objective function that should be minimized/maximized is represented as a chromosome, while each parameter denotes one gene. In our approach, we have applied the probability of crossover and mutation on the gene level (gene probability—GP).

In our approach, we utilized a uniform crossover operator. In this type of crossover, each gene (solution parameter) with a probability $p$ will be exchanged between two parent solutions. If the value of $p$ is close to 0.5, then the gene exchange will be frequent and the uniform crossover will show global (exploratory) behavior.
However, if the value of \( p \) is closer to 0 or 1, the fewer number of genes will be exchanged between two parents and the uniform crossover will exhibit local tendency (exploitation).

In our proposed approach, by applying uniform crossover to each pair of parents, only one offspring solution is created. Here, we also adapt different terminology, and call offspring a hybrid solution. For example, if two best solutions \( x_{\text{best}1} \) and \( x_{\text{best}2} \) from the population are combined, each parameter \( j \) of the hybrid solution \( x_{\text{hyb}} \) is calculated in the following way:

\[
x_{\text{hyb},j} = \begin{cases} x_{\text{best}1,j}, & \text{if } \phi \leq p \\ x_{\text{best}2,j}, & \text{otherwise} \end{cases} \tag{18}
\]

where \( \phi \) is a pseudo-random number drawn from the uniform distribution.

When such a hybrid solution is generated, it is being subdued to mutation. Among various types of mutations used in methods from modern literature, uniform, polynomial, and Gaussian are considered to be classical ones [13]. Since the Gaussian mutation operator proved to be very efficient for tackling NP-hard problems by preventing the loss of diversity during the search process, we used this operator to overcome deficiencies of the original FA.

Gaussian mutation, that was first proposed by Bäck and Schwefel [6], is based on the Gaussian density function defined as:

\[
f_{\text{gaussian}}(0,\sigma^2)(\theta) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{\theta^2}{2\sigma^2}} \tag{19}
\]

where the variance of candidate solutions is denoted as \( \sigma^2 \).

Gaussian density function can be reduced for the mean of 0 and the standard deviation \( \sigma \) of 1. In the context of our proposed approach, Gaussian distributed random vector \( G(\theta) \) can be generated and applied for each parameter \( j \) of the solution \( x_{\text{hyb}} \):

\[
x_{\text{hyb},j} = x_{\text{hyb},j} \cdot (1 + G(\theta_j)) \tag{20}
\]

### 5.2.2 Quasi-reflection-based learning

The basic assumption that inspired us to incorporate this modification in the original FA is that when generating new solutions by using opposite numbers, there is more chance that such solutions will be close to the optimum region, than the random ones. The idea is to generate the opposite solution of the feasible solution created by using the metaheuristics search process, to evaluate the opposite solution, and to select the better one.

The first mechanism that supports this logic is opposition-based learning (OBL) introduced in [38]. The OBL proved to be an efficient technique that can substantially enhance the metaheuristics search process.

Let \( x_j \) denotes \( j \)-the parameter of the solution \( x \) and the \( x'_j \) represents its opposite number. The opposite number of the \( j \)-th parameter of an individual \( x \) can be calculated as follows:

\[
x'_j = lb_j + ub_j - x_j \tag{21}
\]

where \( x_j \in [lb_j, ub_j] \) and \( lb_j, ub_j \in R, \forall j \in 1, 2, 3, \ldots D \). Notations \( lb_j \) and \( ub_j \) represent lower and upper bound of the \( j \)-th parameter, respectively, and \( D \) denotes the number of solution dimensions (parameters).

One instance of OBL that also proved to be very effective is quasi-opposition-based learning (QOBL), introduced by [32]. Research work presented in the modern literature proved that quasi-opposite numbers can be more effective in tackling NP-hard continuous problems than the opposite numbers. A quasi-opposite number \( x_{j}^{qo} \) of \( x_j \) can be expressed as:

\[
x_{j}^{qo} = \text{md}\left(\frac{lb_j + ub_j}{2}, x_j\right) \tag{22}
\]

where \( \frac{lb_j + ub_j}{2} \) represents the arithmetic mean (center) of the interval \([lb_j, ub_j]\), while \( \text{md}\left(\frac{lb_j + ub_j}{2}, x_j\right) \) generates uniformly distributed pseudo-random from the interval \([\frac{lb_j + ub_j}{2}, x_j]\).

Finally, an improved mechanism called quasi-reflection-based learning (QRBL) was proposed recently by [15], based on the QOBL principles.

The quasi-reflected component \( j \) of the solution \( x \) \( (x'_j) \) can be determined as a reflection of \( x_{j}^{qo} \) in the following way:

\[
x'_j = \text{md}\left(\frac{lb_j + ub_j}{2}, x_j\right) \tag{23}
\]

where \( \frac{lb_j + ub_j}{2} \) represents the arithmetic mean (center) of the interval \([lb_j, ub_j]\), while \( \text{md}\left(\frac{lb_j + ub_j}{2}, x_j\right) \) generates uniformly distributed pseudo-random from the interval \([\frac{lb_j + ub_j}{2}, x_j]\).

### 5.2.3 Dynamic parameter \( \alpha \)

As already pointed out, with the larger parameter \( \alpha \) in the FA’s basic search equation (Eq. (16)), the global search
(exploration) dominates. As the algorithm converges to the optimum regions during iterations, the value of this parameter should decrease with the goal of gradually redirecting the search from global to local (exploitation).

Due to this reason, we have adopted a dynamic step $\alpha$ from [41], which gradually decreases from its initial value $\alpha_0$, until it reaches the minimum threshold $\alpha_{\text{min}}$ as iterations advance, in our approach:

$$\alpha^{t+1} = \alpha^t \cdot \left(1 - \frac{t}{\text{MaxIter}}\right)$$  \hspace{1cm} (24)

where $t$ and $t + 1$ denote current and next iterations, respectively, while the $\text{MaxIter}$ is the maximum iteration number in one run of an algorithm.

5.3 Working details of proposed GOQRFA

Taking into account the improvements of the original FA metaheuristics showed in Sect. 5.2, details of the proposed GOQRFA can be given.

First, the exploration–exploitation trade-off is enhanced by using uniform crossover and Gaussian mutation genetic operators. However, in early iterations, exploration should be amplified, while in later cycles, with the assumption that search has converged to optimum region, fine-tuned exploitation around the current best solutions should be dominant.

For that reason, we employed two different uniform crossover mechanisms—one for exploration and one for exploitation. We introduced two additional control parameters: the number of replaced solutions $nrs$, which is used for adjusting the number of worst solutions from the population that are replaced with hybrid solutions, and exploration break point ($ebp$) that controls which of the above-mentioned crossover mechanisms will be triggered.

In the first $ebp$ iterations, the diversification uniform crossover ($DUC$) mechanism is triggered in the following way: $nrs$ worst solutions from the population are replaced with the hybrid solutions generated by performing recombination between the completely random solution ($x_{\text{rand}}$) from the search domain and randomly chosen existing solutions from the population ($x_{\text{rand}}$) by using Eq. (18) with probability $p$ on the gene level. A completely random solution is created in the same way as in the initialization phase (Eq. 28).

After $ebp$, with the goal of improving exploitation around the current best solutions, intensification uniform crossover ($IUC$) mechanism is triggered as follows: $nrs$ worst solutions from the population are replaced with the hybrid solutions generated by performing recombination between the first best ($x_{\text{best1}}$) and the second-best ($x_{\text{best2}}$) solutions from the population by utilizing Eq. (18) with uniform crossover probability $p$ on the gene level. If $nrs > 1$, then for each replaced solution, the new hybrid is generated. By conducting extensive empirical simulations, we have observed that if the $IUC$ is triggered too frequently, the population may lose diversity and may converge to sub-optimal solutions. As the iterations progress, the $IUC$ frequency should increase because the algorithm is progressing toward the optimum region of the search space.

To control this behavior, in each iteration, the $IUC$ is executed with probability $IUCp$ ($IUC$ probability), which is increasing directly proportionally to the current iteration from the initial value $IUCp_0$. We modeled this behavior similarly as in the case of dynamic parameter $\alpha$:

$$IUCp^{t+1} = IUCp^t \cdot \left(1 + \frac{t}{\text{MaxIter}}\right)$$  \hspace{1cm} (25)

In both cases ($IUC$ and $DUC$), Gaussian mutation on the gene level (gene probability - GP) is performed for each hybrid solution by applying Eq. (20). However, different mutation probabilities are applied for each gene (solution’s parameter)—mutation probability for diversification ($mpd$) and mutation probability for intensification ($mpi$) for hybrids generated during $DUC$ and $IUC$ phases, respectively. Since stronger exploration is required in the first $ebp$ iterations, the $mpd$ is higher than $mpi$. We have empirically determined best values for $mpd$ and $mpi$, as shown in Eqs. (26) and (27), respectively:

$$mpd = \frac{1}{D}$$  \hspace{1cm} (26)

$$mpi = \frac{1}{2D}$$  \hspace{1cm} (27)

where $D$ represents the number of solutions’ parameters (gene numbers in the context of GA).

Moreover, to further improve solutions’ diversity and convergence speed we incorporated the QRBL strategy. This procedure is first added in the initialization phase to improve the diversity of the initial population. The QRBL is also introduced in the solutions’ position update phase with the goal of enhancing the search process convergence rate.

In the initialization phase, each solution parameter $j$ for every solution $x_i$ from the initial population ($P_{\text{init}} = \{x_{ij}, i = 1, 2, 3, ...; NS; j = 1, 2, ..., D\}$) is generated by using standard initialization expression [39]:

$$x_{ij} = lb_j + (ub_j - lb_j) \cdot \text{rand}$$  \hspace{1cm} (28)

where rand is an uniformly distributed random number from the interval $[0, 1]$. 
Then, the QRBL is applied (Eq. 23) to determine quasi-reflective solution of each individual from the population, and quasi-reflective initial population \( P_{init}^{qr} = \{X_{qr}^{(j)}, i = 1, 2, 3, ..., NS; j = 1, 2, ..., D\} \) is generated. Both populations are then merged together \((P_{init} \cup P_{init}^{qr})\) and sorted in descending order according to the fitness value and \(NS\) best solutions are selected as the new initial population.

Similarly, during the update phase, in each iteration, quasi-reflective population \(P^{qr}\) of updated population \(P\) is created. Also, like in the initialization phase, populations are then merged \((P \cup P^{qr})\) and sorted in descending order according to the fitness value, and \(NS\) best solutions are selected to propagate to the next iteration.

Pseudo-code for generating quasi-reflective population in the update phase is given in Algorithm 1. The same can be applied for creating \(P_{init}^{qr}\).

Algorithm 1: Updating phase by using QRBL mechanism

Generate updated population \( P^{qr} \) by employing the standard FA search and genetic operators.
for i = 1 to \(NS\) do
  for j = 1 to \(D\) do
    if \(x_{ij} < \frac{\beta_{ij} + \mu_{ij}}{2}\) then
      \(x_{ij} = x_{ij} + \left(\frac{\beta_{ij} + \mu_{ij}}{2} - x_{ij}\right) \cdot \text{rand}\)
    else
      \(x_{ij} = \frac{\beta_{ij} + \mu_{ij}}{2} + \left(x_{ij} - \frac{\beta_{ij} + \mu_{ij}}{2}\right) \cdot \text{rand}\)
  end if
end for
Add solution \(x_{ij}\) to \(P^{qr}\)
end for
Merge \(P\) and \(P^{qr}\) \((P \cup P^{qr})\)
Select \(NS\) best solutions

The basic search procedure is the same as in the original FA metaheuristics (Eq. 16), as described in Sect. 4.

Control parameters of proposed GOQRFA are summarized in Table 1. Besides parameter description and notation, in the third column, we show parameter origin (FA standard or GOQRFA specific) and type (static or dynamic).

High-level steps of proposed GOQRFA can be summarized as follows:

1. Initialize main metaheuristics parameters, search space and GOQRFA control parameters
2. Generate random population \(P_{init}\) and apply QRBL mechanism to create quasi-reflective population \(P_{init}^{qr}\). Select best \(NS\) solutions from \(P_{init} \cup P_{init}^{qr}\) and form population \(P\)
3. Perform solutions’ update phase in population \(P\) by using the FA search equation
4. Execute DUC or IUC mechanisms and replace \(nrs\) worst solutions from the population with hybrid individuals
5. Generate quasi-reflective population \(P^{qr}\) from the current population \(P\), merge two populations and select the best \(NS\) individuals
6. Output the best solution if the number of iterations reaches MaxIter, otherwise return to (3)

Detailed pseudo-code of proposed GOQRFA metaheuristics is given in Algorithm 2, while the visual representation of GOQRFA steps in the form of a flowchart diagram is depicted in Fig. 2.

Table 1: GOQRFA control parameters summary

| Parameter Description                                      | Notation | Type                      |
|-----------------------------------------------------------|----------|---------------------------|
| Number of solutions in population                         | \(NS\)   | FA standard (static)      |
| Maximum iteration number                                  | MaxIter  | FA standard (static)      |
| Absorption coefficient                                    | \(\gamma\) | FA standard (static)      |
| Attractiveness parameter at \(r = 0\)                     | \(\beta_0\) | FA standard (static)      |
| Randomization (step) parameter                            | \(\mu\)   | FA standard (dynamic)*    |
| Initial value of step parameter                           | \(\alpha_0\) | FA standard (static)      |
| Minimum value of step parameter                           | \(\alpha_{min}\) | FA standard (static)      |
| Exploration break point                                   | \(ebp\)  | GOQRFA specific (static)  |
| Number of replaced solutions                              | \(nrs\)  | GOQRFA specific (static)  |
| Uniform crossover probability                             | \(p\)    | GOQRFA specific (static)  |
| Intensification uniform crossover probability             | \(IUCp_0\) | GOQRFA specific (static)  |
| Initial value of intensification uniform crossover probability | \(IUCp_0\) | GOQRFA specific (static)  |
| Mutation probability for diversification                  | \(mpd\)  | GOQRFA specific (fixed)   |
| Mutation probability for intensification                  | \(mpi\)  | GOQRFA specific (fixed)   |

*Changes according to Eq. (24)
**Changes according to Eq. (25)
5.3.1 Algorithm complexity

The number of objective function evaluations is usually taken to calculate swarm intelligence algorithm complexity [45]. In the basic FA algorithm, fitness is calculated in the initialization phase and in the solutions’ updating phase. In the updating phase, the basic FA has one main loop for iterations \( t \) and two inner loops going through \( NS \) solutions [45].

Thus, including the initialization phase, the complexity in the worst case of the basic FA metaheuristics is \( O(NS) + O(NS^2t) \). However, if \( NS \) is relatively large, it is possible to use one inner loop by ranking the attractiveness or brightness of all fireflies using sorting algorithms, and in this case complexity is \( O(NS) + O(NS_t \log (NS)) \) [45].

The complexity of the GOQRFA is higher than the original FA due to the application of the QRBL mechanism. The UCD and UCI mechanisms are not counted since in these phases, objective function evaluations are performed only \( nrs \) times in each iteration, and \( nrs \) is typically small (1 or 2). The QRBL is applied in the initialization phase and after the solution’s update phase in each iteration, and in both cases, an additional \( NS \) number of function evaluations are performed. Therefore, the complexity of the proposed GOQRFA in the worst-case scenario can be expressed as: \( 2 \cdot O(NS) + O(NS^2t) + O(SN_t) \).

Also, it should be noted that the GOQRFA employs more control parameters than the basic FA. Therefore, it requires more time to obtain the suboptimal set of parameters. However, substantial performance improvements of GOQRFA over the original FA, as it is shown in Sect. 6, justify more control parameters.

6 Simulations and discussion

Following the good practice from modern computer science literature, the simulations, and experimental section is divided into two parts. In the first part, we show simulations on a modern set of ten CEC 2019 benchmarks, where we compare our proposed GOQRFA with the basic FA implementation and nine other state-of-the-art metaheuristics, as it was performed in [29] (Sect. 6.1). Later, in the second part of this section, we show the evaluation of proposed metaheuristics for business workflow scheduling in the heterogeneous cloud-edge environment by conducting several categories of experiments, similarly as in [46] (Sect. 6.2).
To validate improvements of GOQRFA over the original FA, we have implemented and tested both metaheuristics for the purpose of this research. For each algorithm, we created two implementations—one in Python and one in Java. Moreover, with the goal of visualizing the results, we have employed data science Python libraries: scipy, pandas, pyplot, and seaborn. Unconstrained benchmarks’ simulations were conducted with both implementations and generated results, which are reported in the experimental section, are the same. However, since the simulator used for cloud-edge scheduling experiments is implemented in Java, we have utilized only Java GOQRFA and FA implementations in these experiments.

We did not implement and tested metaheuristics and heuristics, that were taken for the comparative analysis, and its results were retrieved from [29] and [46] for unconstrained benchmarks and cloud-edge workflow scheduling comparative analysis, respectively.

All experiments were conducted on Intel® Core™ i7-8700K CPU and 32GB of RAM running under Windows 10 x64 operating system computer platform.

6.1 CEC 2019 modern benchmarks simulations

The performances of the proposed GOQRFA approach were validated against the most recent and challenging benchmark test functions suite, known as CEC 2019 benchmarks [31]. This suite of benchmark functions was created with a goal to evaluate metaheuristics for single-objective optimizing problems. All ten provided functions are minimization problems.

Benchmark CEC01, CEC02 and CEC03 have the dimensionality of 9, 16 and 18, with boundaries $\frac{1}{2}/8192; 8192/C0$, $\frac{1}{2}/16384; 16384/C138$ and $\frac{1}{2}/4; 4/C0$, respectively. All remaining benchmarks have ten dimensions and the boundaries $\frac{1}{2}/100; 100/C138$, and they are shifted and rotated [31].

The performances of the suggested GOQRFA method on CEC 2019 test suite were evaluated and compared with the original FA metaheuristics, and nine other state-of-the-art metaheuristics, namely EHOI, EHO, SCA, SSA, GOA, WOA, BBO, MFO and PSO, whose results were taken from the [29]. In order to provide fair comparative analysis, we have utilized the same setup as in [29]. For all metaheuristics, the initial population size was set to fifty, while the maximal amount of iterations was limited to 500. Every algorithm was executed 30 times on each benchmark. The
mean and standard deviation of fitness values are noted and presented in Table 3, where the best mean values are in boldface.

The GOQRFA control parameter values that were used in experiments are summarized in Table 2.

The results from Table 3 clearly indicate that the proposed GOQRFA metaheuristics achieved the best fitness value on most of the modern CEC 2019 benchmarks over 30 independent runs. Only in case of two functions, GOQRFA is the second best approach.

A statistical Friedman’s nonparametric test was executed in order to prove the significant difference between the suggested GOQRFA, the basic FA and other metaheuristics algorithms that were included in the comparative analysis. This statistical test utilizes rank information of the data in order to verify significant differences, as stated in [21]. In accordance with the Friedman’s test rank, the algorithms that have lower rankings are considered more efficient than the algorithms that have a higher ranking.

Table 4 summarizes the results of the applied Friedman test. It can be seen that the ranking of the proposed GOQRFA over different benchmark functions has small values, in comparison with the basic FA and other metaheuristics included in the analysis.

Additionally, Holm’s step-down procedure is used as a post hoc procedure to analyze the significance level of the compared algorithms. The Holm’s step-down procedure result is reported in Table 5, which shows that the proposed method outperforms all other comparable methods, at 0.05, as well as at 0.1 significance level.

Figure 3 presents the convergence graph of the original FA and the proposed GOQRFA algorithms on the 10 CEC 2019 benchmark functions. Based on the convergence graph, we can conclude that GOQRFA improves the convergence of the original FA.

### 6.2 Workflow scheduling in cloud-edge environment simulations

In this subsection, we first show the simulation environment and workflow models utilized in experiments along with the GOQRFA control parameters’ setup. Afterward, we present the solutions encoding strategy and adaptations of GOQRFA for this practical challenge and discuss the weight coefficient of the makespan and the total cost objectives. Finally, we present a comparative analysis with other state-of-the-art heuristics and metaheuristics that were tested for the same workflow scheduling in cloud-edge environment problem instances and under the same experimental conditions.

#### 6.2.1 Simulation environment, workflow models and parameters’ setup

To validate the performance of the proposed GOQRFA on the real-world problem of workflow-scheduling in a cloud-edge environment and to make an objective comparative analysis with results of state-of-the-art heuristics and metaheuristics that were showed in [46], we used the same simulation environment and workflow models (datasets) as in this paper, that was published in an outstanding international journal.

To simulate a real-world distributed cloud-edge environment, we have employed WorkflowSim-1.0 in all experiments, which is a well-known open-source workflow simulator, created by the Pegasus WMS group at the University of Southern California [14]. This simulator was chosen as it generates an environment very similar to the real distributed system. Additionally, it provides numerous algorithms for clustering, task scheduling, provisioning of the resources, and so on, making it ideal for experiments.

**Table 2** GOQRFA control parameters value utilized in simulations

| Parameter and notation | Value |
|------------------------|-------|
| Absorption coefficient $\gamma$ | 1.0 |
| Attractiveness parameter at $r = 0 b_0$ | 1.0 |
| Randomization (step) parameter $\alpha$ | Eq. (24) |
| Initial value of step parameter $\alpha_0$ | 0.5 |
| Minimum value of step parameter $\alpha_{\text{min}}$ | 0.1 |
| Exploration break point $ebp$ | MaxIter/3 |
| Number of replaced solutions $nrs$ | 1 |
| Uniform crossover probability $p$ | 0.5 |
| Intensification uniform crossover probability $IUCp$ | Eq. (25) |
| Initial value of intensification uniform crossover probability $IUCp_0$ | 0.2 |
| Mutation probability for diversification $mpd$ | Eq. (26) |
| Mutation probability for intensification $mpi$ | Eq. (27) |
### Table 3  Comparative analysis of the results achieved by the basic FA and proposed GOQRFA with other metaheuristics algorithms on 10 modern CEC 2019 benchmark functions

| Function | Stats | EHOI | EHO | SCA | SSA | GOA | WOA | BBO | MFO | PSO | FA | GOQRFA |
|----------|-------|------|-----|-----|-----|-----|-----|-----|-----|-----|----|--------|
| CEC01    | Mean  | 4.69E+04 | 1.41E+07 | 9.54E+09 | 2.73E+09 | 1.53E+10 | 1.08E+10 | 3.40E+10 | 6.65E+09 | 8.67E+11 | 2.58E+05 | **4.22E+04** |
|          | Std   | 2.87E+03 | 7.78E+06 | 7.88E+09 | 2.58E+09 | 3.05E+10 | 8.72E+09 | 2.58E+10 | 8.51E+09 | 9.23E+11 | 5.15E+04 | 2.81E+05 |
| CEC02    | Mean  | 1.73E+01 | 1.73E+01 | 1.73E+01 | 1.74E+01 | 1.73E+01 | 9.19E+01 | 9.19E+01 | 9.99E+03 | 3.81E+01 | **1.28E+00** |
|          | Std   | 1.18E-15 | 4.59E-15 | 4.22E-02 | 7.98E-05 | 1.49E-02 | 2.82E-03 | 2.68E+01 | 3.74E-15 | 3.84E+03 | 2.55E-01 | 1.31E+01 |
| CEC03    | Mean  | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | 1.27E+01 | **1.00E+01** |
|          | Std   | 1.87E-15 | 1.87E-15 | 1.04E-04 | 2.37E-15 | 1.17E-04 | 1.44E-07 | 2.63E-07 | 3.48E-05 | 6.52E-04 | 4.71E-01 | 1.06E+00 |
| CEC04    | Mean  | 1.27E+01 | 1.52E+01 | 1.08E+03 | 3.3E+01 | 1.47E+02 | 3.10E+02 | 7.84E+01 | 1.34E+02 | 7.30E+01 | **3.62E+00** |
|          | Std   | 3.95E+00 | 6.26E+00 | 3.91E+02 | 1.18E+01 | 1.98E+02 | 1.24E+02 | 2.64E+01 | 1.78E+02 | 7.77E+00 | 4.69E-01 | 1.01E+00 |
| CEC05    | Mean  | 1.04E+00 | 1.04E+00 | 2.19E+00 | 1.21E+00 | 1.34E+00 | 1.61E+00 | 1.28E+00 | 1.14E+00 | 1.53E+00 | **1.05E+00** |
|          | Std   | 2.12E-02 | 2.22E-02 | 7.65E-02 | 1.15E-01 | 1.25E-01 | 4.04E-01 | 9.84E-02 | 7.99E-02 | 1.21E-01 | 1.51E-02 | 1.89E-02 |
| CEC06    | Mean  | 8.29E+00 | 9.52E+00 | 1.08E+01 | 3.69E+00 | 6.22E+00 | 8.98E+00 | 5.84E+00 | 5.30E+00 | 1.06E+01 | **1.75E+00** |
|          | Std   | 8.19E+00 | 1.27E+00 | 7.42E+01 | 1.43E+00 | 1.29E+00 | 1.07E+00 | 6.48E+00 | 2.18E+00 | 6.69E+00 | **1.49E+02** |
| CEC07    | Mean  | 1.40E+02 | 1.84E+02 | 6.56E+02 | 2.88E+02 | 2.96E+02 | 4.48E+02 | **4.82E+00** | 3.16E+02 | 6.14E+02 | 9.24E+01 | 5.12E+00 |
|          | Std   | 1.04E+02 | 1.47E+02 | 1.46E+02 | 2.27E+02 | 1.71E+02 | 2.22E+02 | 1.26E+02 | 1.26E+02 | 1.61E+02 | **2.92E+00** |
| CEC08    | Mean  | 2.72E+00 | 2.84E+00 | 6.03E+00 | 5.16E+00 | 5.47E+00 | 5.79E+00 | 4.65E+00 | 5.73E+00 | 5.15E+00 | **2.08E+00** |
|          | Std   | 8.77E-01 | 1.15E+00 | 5.43E+01 | 6.35E+01 | 8.04E+01 | 7.88E+01 | 1.12E+00 | 5.84E-01 | 7.42E-01 | **3.21E+00** |
| CEC09    | Mean  | 2.35E+00 | 2.36E+00 | 9.99E+01 | 2.43E+00 | 2.47E+00 | 4.73E+00 | 3.49E+00 | 2.55E+00 | 2.88E+00 | **1.41E+00** |
|          | Std   | 6.23E-03 | 1.29E-02 | 9.30E+01 | 4.46E-02 | 7.25E-02 | 7.77E-01 | 2.30E-01 | 6.01E-02 | 9.67E-02 | **2.03E-01** |
| CEC10    | Mean  | 1.98E+01 | 2.03E+01 | 2.05E+01 | 2.00E+01 | 2.01E+01 | 2.02E+01 | 2.01E+01 | 2.02E+01 | 2.04E+01 | **2.10E+01** |
|          | Std   | 1.50E+00 | 9.77E-02 | 8.13E-02 | 8.35E-02 | 9.07E-02 | 4.86E-02 | 2.36E-02 | 1.46E-01 | 9.96E-02 | **4.85E-04** | 1.50E-05 |
and simulations of the workflow scheduling in the cloud-edge environment. This simulator is widely used by the academic society for numerous other fields of research as well, such as fault tolerance, energy consumption, and resource scheduling.

As in [46], we utilized Pegasus’s workflow generators in the conducted experiments. The Pegasus group has implemented a collection of workflow generators, based on the available data gathered from the real-life execution environments of numerous real-world scientific workflows. Workflow models that have been released by the Pegasus group and freely available in the workflow generator include CyberShake, Epigenomics, Inspiral, Montage, and Sipht.

For each of the implemented workflows, the properties which specify the number of nodes and edges, the average size of data, and mean task reference time based on Xeon@2.33 GHz CPU (cu = 8) are presented in Table 6 [47]. Each of the workflows has a characteristic DAG structure. For instance, CyberShake has three options for the number of task nodes, 30, 50, and 100. This can be observed as DAG structures with low, medium, and high number of task nodes in the conducted experiments. As those workflows are frequently utilized in practical applications, we have used them in conducted experiments in order to be able to measure the performance, evaluate and compare scheduling algorithms.

The structures of all employed workflows (CyberShake, Epigenomics, Inspiral, Montage, and Sipht) are available on https://confluence.pegasus.isi.edu/display/pegasus/WorkflowHub.

The parameters for the cloud/edge servers, with different processing power and communication capabilities, that were used in simulations, are given in Table 7. There are six cloud and four edge servers in the system, and their characteristics include the following: processing rate and cost, available bandwidth, and the cost of communication. Again, we have used cloud and edge servers with the same characteristics as in [46].

Finally, since by conducting empirical simulations on standard unconstrained benchmarks (Subsection 6.1), we have established satisfying control parameters’ adjustments for the proposed GOQRFA, and since adaptations of the GOQRFA for practical workflow scheduling do not include modifying metaheuristics for discrete optimization, in all simulations we used GOQRFA parameters as shown in Table 2. Similarly, we used the same settings of the original FA as it is shown in Table 2.

| Function | EHOI | EHO | SCA | SSA | GOA | WOA | BBO | MFO | PSO | FA | GOQRFA |
|----------|------|-----|-----|-----|-----|-----|-----|-----|-----|----|--------|
| CEC01    | 2    | 4   | 7   | 5   | 9   | 8   | 10  | 6   | 11  | 3  | 1     |
| CEC02    | 4    | 4   | 8   | 4   | 7   | 4   | 10  | 4   | 11  | 9  | 1     |
| CEC03    | 7    | 7   | 7   | 7   | 7   | 7   | 7   | 7   | 2   | 1  |       |
| CEC04    | 3    | 4   | 11  | 5   | 9   | 10  | 7   | 8   | 6   | 2  | 1     |
| CEC05    | 2.5  | 2.5 | 11  | 6   | 8   | 10  | 7   | 5   | 9   | 4  | 1     |
| CEC06    | 7    | 9   | 11  | 3   | 6   | 8   | 5   | 4   | 10  | 2  | 1     |
| CEC07    | 4    | 5   | 11  | 6   | 7   | 9   | 1   | 8   | 10  | 3  | 2     |
| CEC08    | 3    | 4   | 11  | 7   | 8   | 10  | 5   | 9   | 6   | 2  | 1     |
| CEC09    | 3    | 4   | 11  | 5   | 6   | 10  | 9   | 7   | 8   | 1  | 2     |
| CEC10    | 2    | 8   | 10  | 3   | 4.5 | 6.5 | 4.5 | 6.5 | 9   | 11 | 1     |
| Mean     | 3.75 | 5.15| 9.8 | 5.1 | 7.15| 8.25| 6.55| 6.45| 8.7 | 3.9| 1.2    |
| Rank     | 2    | 5   | 11  | 4   | 8   | 9   | 7   | 6   | 10  | 3  | 1     |
| Statistic| 56.96818182 | 7.91E-13 |

Table 4 Comparative analysis of Friedman Test results for 10 modern CEC2019 benchmark functions

| Comparison | p value | Rank | 0.05/(k-i) | 0.1/(k-i) |
|------------|---------|------|------------|-----------|
| GOQRFA vs SCA | 3.35E-09 | 0    | 0.00500    | 0.01000   |
| GOQRFA vs PSO | 2.14E-07 | 1    | 0.00556    | 0.01111   |
| GOQRFA vs WOA | 1.00E-06 | 2    | 0.00625    | 0.01250   |
| GOQRFA vs GOA | 3.02E-05 | 3    | 0.00714    | 0.01428   |
| GOQRFA vs BBO | 1.55E-04 | 4    | 0.00833    | 0.01667   |
| GOQRFA vs MFO | 2.00E-04 | 5    | 0.01000    | 0.02000   |
| GOQRFA vs EHO | 3.87E-03 | 6    | 0.01250    | 0.02500   |
| GOQRFA vs SSA | 4.28E-03 | 7    | 0.01667    | 0.03333   |
| GOQRFA vs FA  | 3.44E-02 | 8    | 0.02500    | 0.05000   |
| GOQRFA vs EHOI | 4.28E-02 | 9    | 0.05000    | 0.10000   |

Table 5 Holm’s step-down procedure result
Moreover, for the purpose of objective comparative analysis with approaches presented in [46], we have executed both metaheuristics (GOQRFA and original FA with dynamic step size) in 300 iterations (MaxIter=300) with 45 and 50 individuals in the population (NS=45, NS=50) for GOQRFA and basic FA, respectively. Approaches shown in [46] were tested with a population size of 50, however, based on the GOQRFA complexity in terms of function evaluations, we decreased the population size to make a fair comparative analysis. To neutralize the impact of randomness on algorithms’ performance, each algorithm is executed in 30 independent runs, and mean results were recorded.

6.2.2 Encoding and adaptations of proposed algorithm

To adapt the proposed GOQRFA for workflow scheduling in a cloud-edge environment, we used a similar encoding strategy as in [46] and [34]. Each potential solution (GOARFA individual) represents a scheduling plan for the tasks submitted by end-users to the cloud-edge system. The length of each solution is equal to the number of tasks in the workflow (DAG), for example, if there are 10 tasks in the workflow, consequently the solution’s dimension (D) is 10.

In the algorithm, each task in a solution (workflow) is mapped to the cloud or the edge server’s ID. The assigned server is responsible for the task execution. The ID of the servers is from 0 to 9. The cloud servers have IDs from 0 to 5, while the edge servers have IDs from 6 to 9 and their configuration is detailed in Table 7. An example of the solution encoding is illustrated in Fig. 4a, where a workflow contains 10 tasks, and each task is assigned to a server ID.

However, some of the submitted tasks should be executed in almost real-time, and such tasks must be assigned to edge servers for fast processing because the transfer time between the end-user device and the edge server is significantly lower than from the end-user device and the cloud server. We implemented this similarly as in [46] by setting priorities for these tasks to differentiate them from the common tasks that can be executed on either cloud or the edge server. An example of tasks with priority is given in Fig. 4b, where tasks 3 and 7 have real-time requirements and were scheduled for execution on edge servers with ids 8 and 7, respectively. All tasks with priority can only be assigned, at initialization as well as at each update, to a server with ID between 6 and 9.

In the state-of-the-art approach presented in [46], the authors used combined objective function \( f \) (Eq. (9)) for fitness. In our GOQRFA proposed approach, the fitness of each solution is determined in the same way as it is expressed brightness in the original FA approach:

\[
\text{fit}(x) = \begin{cases} 
\frac{1}{f(x)}, & \text{if } f(x) > 0 \\
1 + |f(x)|, & \text{otherwise} 
\end{cases}
\]  

where \( \text{fit}(x) \) and \( f(x) \) denote the fitness and objective function value for solution \( x \), respectively. The scheduling algorithm implementation is detailed in Algorithm 3.
According to the analysis of the results from Table 8 and Fig. 5 using an “elbow” method, the optimal value of \( \kappa \), that generates the lowest combined objective value, is 0.8.

The same conclusion was derived in [46], where DNCPSO was tested for the same Montage 100 workflow. With the increase of \( \kappa \), the influence of makespan in the combined objective is increasing, while the influence of cost is decreasing. Moreover, by analyzing the results from Table 8, it can be seen that the makespan is more susceptible to changes in \( \kappa \) than the cost. For example, the variance of the makespan of our proposed GOQRFA is 71.80, while the same value for the cost is only 1.20. It further means that on average, the makespan has a higher influence on the combined objective than the cost and it is better to set a large weight coefficient \( \kappa \) for the makespan in the combined objective function (Eq. 9).

Moreover, by observing the results from Table 8 and Fig. 5, it can be seen that for all values of weight coefficient \( \kappa \), our proposed GOQRFA obtains better results for makespan, cost, and combined objective than both—the original FA and DNCPSO. It is also interesting to note that the DNCPSO proved to be significantly better meta-heuristics than the original FA by reaching better results for all three metrics.

Since we concluded that the value of \( \kappa = 0.8 \) obtains the best objective function value, by significantly minimizing makespan and only slightly increasing the cost, we used this setting for the purpose of comparative analysis with other state-of-the-art approaches, that was given in Sect. 6.2.4.
6.2.4 Comparative analysis and discussion

In this subsection, we show a comparative analysis with other state-of-the-art metaheuristics and heuristics that were tested under the same conditions for the same workflow models (Table 6).

Following practice from [46], we have first compared the proposed GOQRFA with the original FA, DNCPSO [46] and other classical state-of-the-art metaheuristics and heuristics by using five workflow DAGs with fewer number of task nodes: CyberShake, Epigenomics, Inspiral, Montage and Sipht with 30, 24, 30, 25 and 30 task nodes, respectively. Heuristics that were taken for the comparative analysis are heterogeneous earliest finish time (HEFT) [11] and MIN-MIN [43]. Moreover, besides the two above-mentioned metaheuristics approaches (the original FA and DNCPSO), we have also included PSO and GA in the analysis.

The objective function for all approaches included in the comparative analysis was adjusted with $\kappa = 0.8$ according to Eq. (9). As already mentioned, for the purpose of comparative analysis, we implemented and integrated into WorkflowSim the proposed GOQRFA and the original FA, while simulation results for other heuristics and metaheuristics were retrieved from [46].

---

Table 6 Properties of the DAGs in practice

| DAG          | Nodes | Edges | Average data size (MB) | Average task runtime (per time unit) |
|--------------|-------|-------|------------------------|--------------------------------------|
| CyberShake_30 | 30    | 112   | 747.48                 | 23.77                                |
| CyberShake_50 | 50    | 188   | 864.74                 | 29.32                                |
| CyberShake_100 | 100   | 380   | 849.60                 | 31.53                                |
| Epigenomics_24 | 24    | 75    | 116.20                 | 681.54                               |
| Epigenomics_46 | 46    | 148   | 104.81                 | 844.93                               |
| Epigenomics_100 | 100   | 322   | 395.10                 | 3954.90                              |
| Inspiral_30   | 30    | 95    | 9.00                   | 206.78                               |
| Inspiral_50   | 50    | 160   | 9.16                   | 226.19                               |
| Inspiral_100  | 100   | 319   | 8.93                   | 206.12                               |
| Montage_25    | 25    | 95    | 3.43                   | 8.44                                 |
| Montage_50    | 50    | 206   | 3.36                   | 9.78                                 |
| Montage_100   | 100   | 433   | 3.23                   | 10.58                                |
| Sipht_30      | 30    | 91    | 7.73                   | 178.92                               |
| Sipht_60      | 60    | 198   | 6.95                   | 194.48                               |
| Sipht_100     | 100   | 335   | 6.27                   | 175.55                               |

Table 7 Parameter list of cloud and edge computing resource used in simulations

| Server type | Server ID | Processing rate (MIPS) | Processing cost (time unit) | Bandwidth (Mbps) | Communication cost (time unit) |
|-------------|-----------|------------------------|----------------------------|-----------------|------------------------------|
| Cloud servers | 0        | 5,000                  | 0.5                        | 800             | 0.5                          |
|             | 1        | 5,000                  | 0.5                        | 500             | 0.4                          |
|             | 2        | 3,500                  | 0.4                        | 800             | 0.5                          |
|             | 3        | 3,500                  | 0.4                        | 500             | 0.4                          |
|             | 4        | 2,500                  | 0.3                        | 800             | 0.5                          |
|             | 5        | 2,500                  | 0.3                        | 500             | 0.4                          |
| Edge servers | 6        | 1,500                  | 0.2                        | 1,500           | 0.7                          |
|             | 7        | 1,500                  | 0.2                        | 1,000           | 0.6                          |
|             | 8        | 1,000                  | 0.1                        | 1,500           | 0.7                          |
|             | 9        | 1,000                  | 0.1                        | 1,000           | 0.6                          |

Fig. 4 Solutions encoding: (a) mapping between common tasks and servers (b) mapping between priority tasks and servers

6.2.4 Comparative analysis and discussion

In this subsection, we show a comparative analysis with other state-of-the-art metaheuristics and heuristics that were tested under the same conditions for the same workflow models (Table 6).

Following practice from [46], we have first compared the proposed GOQRFA with the original FA, DNCPSO [46] and other classical state-of-the-art metaheuristics and heuristics by using five workflow DAGs with fewer
A visual representation of comparative analysis for the makespan, the cost, and the combined objective is shown in Fig. 6.

On average, according to the simulation results from Fig. 6, by taking into account all test instances, the proposed GOQRFA establishes the best performance in terms of all three metrics (the makespan, the cost, and the combined objective). By comparing metaheuristics approaches, it can be concluded that the original PSO obtains a worse performance. This is expected since the PSO does not employ an efficient mechanism for exploration and it is susceptible to being trapped in some of the sub-optimal regions of the search space. The GA establishes a better performance than the original PSO because by using a proper encoding strategy, GA can be easily adapted for discrete optimization problems such as cloud-edge workflow scheduling. The original FA metaheuristics obtains slightly better results than the original PSO. Based on the observed drawbacks of the basic FA (Subsection 5.1), like PSO, FA can easily be trapped in sub-optimal domains of the search region due to the lack of exploration power. However, the exploitation procedure of the original FA is better than in the case of PSO and the FA manages to establish a better performance in this type of challenge.

The DNCPSO as efficient state-of-the-art metaheuristics overcomes deficiencies of the original PSO and proves to be an effective optimizer for cloud-edge workflow scheduling [46]. However, our proposed GOQRFA proved to be even more efficient. For example, in the case of Cybershake 30 instance, GOQRFA and DNCPSO both establish the same makespan value, but GOQRFA obtains a lower objective because it manages to slightly improve the cost compared to the DNCPSO. On the other hand, in the case of Inspiral 30 and Sipht 30 benchmarks, GOQRFA obtains a slightly higher cost than the DNCPSO, but a lower combined objective due to the shorter makespan. In the test instance, Montage 25 GOQRFA establishes a better makespan, while both approaches generate the same cost value and finally, for the benchmark Epigenomics 24, GOQRFA obtains better values for the makespan and the cost and consequently for the combined objective.

The comparison between metaheuristics and HEFT and MIN-MIN heuristics is biased in favor of heuristics due to the experiment setup. Heuristics, as static scheduling algorithms, allocate resources to tasks before the start of the scheduling process, and they are oriented toward
minimizing the makespan. As a consequence, the makespan for HEFT and MIN-MIN is generally short; however, the cost is relatively high. An exception from this is the span for HEFT and MIN-MIN is generally short; however, minimizing the makespan. As a consequence, the makespan indicator is higher. With the established value of $\kappa = 0.8$, the makespan has much more influence on the combined objective than the cost and the value of this indicator for both heuristics is relatively low.

Despite the good makespan and the combined objective values of HEFT and MIN-MIN heuristics, the cost is high which is not acceptable in real-work workflow applications. Metaheuristics, as dynamic scheduling algorithms, obtain more stable results than heuristics and provide a better balance between the makespan and the cost and that is why they are more suitable for real-world environments.

In the second experiment suite, we have compared GOQRFA with DNCPSO, three other state-of-the-art improved PSO metaheuristics and the original FA for five workflows with more task nodes: CyberShake 100, Epigenomics 100, Inspiral 100, Montage 100 and Sipht 100. In this simulation, we wanted to see how our approach performs on larger datasets.

Besides the original FA and DNCPSO in the comparative analysis, we have included the following enhanced metaheuristics: a multi-objective PSO (MPSO) [30], a hybrid GA-PSO (HGAPSO) [25], and a cooperative multi-swarm PSO (DMXPSOCLS) [24]. The results for DNCPSO, MPSO, HGAPSO, and DMXPSOCLS were retrieved from [46], while the results for GOQRFA and FA were generated by running simulations.

Based on the empirical simulation results, which are visualized in Fig. 7, like in the first comparative analysis, on average our proposed GAQRFA performs better than the other state-of-the-art metaheuristics included in the analysis. Again, the second-best approach is DNCPSO. For Epigenomics 100 and Montage 100 workflows, GOQRFS obtained better results for all three indicators: the makespan, the cost, and the combined objective than DNCPSO. In the Inspiral 100 test instance, the GOQRFS established a better makespan with a slightly higher cost than the DNCPSO and better combined objective value. Only in CyberShake 100 and Sipht 100 DNCPSO slightly outperformed our GOQRFA. As expected, the original FA obtained substantially worse performance metrics than GOQRFA for all the test instances. On average, FA performed similarly as HGAPSO.

The goal of the third conducted simulation is to validate the convergence speed of the proposed GOQRFA against the original FA. For this purpose, we employed five DAGs with medium number of task nodes: CyberShake, Epigenomics, Inspiral, Montage and Sipht with 50, 46, 50, 50 and 60 task nodes, respectively. Based on the obtained results in 10 independent runs, we have generated convergence speed graphs for the combined objective function, which are shown in Fig. 8.

From the presented graphs, it can be stated that the GOQRFA substantially enhances the convergence rate of the original FA. After the initialization phase (iteration 0), the QRBL mechanism of GOQRFA establishes better solutions’ diversity with a better objective function value in all the test instances, as can be seen from the graphs. As iterations progress, GOQRFA converges much faster than the original FA and obtains the best solution within fewer iterations. In all simulations, GOQRFA manages to reach the best solution within 50-150 iterations. In contrast, the original FA reached the best solution in most simulations in the last 30% iterations. For example, in

### Table 8: Makespan, cost and combined objective function values for different $\kappa$ weight coefficients

| $\kappa$ | Metric | DNCPSO | FA | GOQRFA |
|----------|--------|--------|----|--------|
| 0.1      | makespan | 134.15 | 143.75 | 125.21 |
|          | cost     | 129.02 | 135.70 | 126.32 |
|          | combined objective | 129.53 | 136.50 | 126.20 |
| 0.2      | makespan | 116.52 | 125.11 | 111.17 |
|          | cost     | 131.13 | 138.43 | 126.43 |
|          | combined objective | 128.20 | 135.77 | 123.38 |
| 0.3      | makespan | 116.16 | 121.92 | 107.34 |
|          | cost     | 131.62 | 139.29 | 126.67 |
|          | combined objective | 126.98 | 134.07 | 120.87 |
| 0.4      | makespan | 105.03 | 112.7 | 98.12 |
|          | cost     | 131.95 | 141.45 | 127.34 |
|          | combined objective | 121.18 | 129.95 | 115.65 |
| 0.5      | makespan | 106.96 | 117.32 | 102.98 |
|          | cost     | 131.56 | 142.02 | 126.95 |
|          | combined objective | 119.26 | 129.67 | 114.97 |
| 0.6      | makespan | 111.41 | 121.67 | 106.42 |
|          | cost     | 131.72 | 142.60 | 127.55 |
|          | combined objective | 119.53 | 130.04 | 114.87 |
| 0.7      | makespan | 119.19 | 127.25 | 110.11 |
|          | cost     | 132.35 | 143.17 | 128.15 |
|          | combined objective | 123.14 | 132.02 | 115.52 |
| 0.8      | makespan | 101.96 | 115.43 | 98.45 |
|          | cost     | 132.72 | 145.19 | 130.66 |
|          | combined objective | 108.11 | 121.38 | 104.89 |
| 0.9      | makespan | 113.03 | 123.05 | 107.21 |
|          | cost     | 133.95 | 147.3 | 129.59 |
|          | combined objective | 115.12 | 125.47 | 109.45 |
CyberShake 50 simulation, GOQRFA converges to the best solution after the first 100 iterations, while the basic FA obtained the best solution after all available 300 iterations. Both metaheuristics showed good performance in Sipht 60 test instance, where the GOQRFA reached the best solutions after 50 and the original FA after 100 iterations.

Also, the presented graphs show the influence of the novel GOQRFA’s exploration mechanism DUC (refer to Sect. 5), which is triggered in the first 100 iterations, according to the ebp parameter adjustment (refer to Table 2). The experimental results illustrate that the DUC enables GOQRFA to quickly converge to optimal regions of the search domain in the early iterations. Afterward, the IUC mechanism that conducts a fine search in the optimum region is triggered.

Finally, motivated by the conducted simulations in [46], we have experimented with randomly generated workflow by DAG generator to validate the efficiency of the proposed GOQRFA for minimizing the communication cost and time against the original FA approach. The comparative analysis between GOQRFA and the original FA for communication time and cost indicators for the random workflow is shown in Fig. 9.

From the presented figure, it can be clearly seen that for both indicators (communication time and cost) the proposed GOQRFA substantially outperforms the original FA by establishing lower values for these indicators. The
GOQRFA generates a more efficient scheduling plan than the original FA by establishing better utilization of edge computing resources. The scheduling strategy generated by the original FA transfers more tasks for execution on the cloud and as a consequence, communication time and cost are higher.

### 7 Conclusion

In the research shown in this manuscript, we have proposed and implemented a novel efficient algorithm to tackle the problem of workflow scheduling in an edge-cloud environment. The main challenge in such environments is to find an efficient scheduling algorithm that can simultaneously minimize contradictory objectives, which are in the case of this experiment completion time (makespan) and cost. Since the solution space grows exponentially with the increase in computing tasks, it is practically impossible to find an optimal scheduling plan. Although many metaheuristics have already been implemented to solve this challenge, results still can be improved by utilizing enhanced methods.

To solve the problem of workflow scheduling, we have implemented an enhanced version of well-known FA swarm intelligence metaheuristics. We have chosen FA
over other state-of-the-art algorithms because it has proven to be an efficient optimizer in numerous practical domains. Furthermore, we have identified the deficiencies of the original FA, which can be summarized as the lack of explicit exploration and not a well-adjusted trade-off between intensification and diversification. Based on the observed deficiencies, we have devised and implemented an improved FA approach GOQRFA that overcomes observed drawbacks by incorporating genetic operators and quasi-reflective-based learning in the original implementation.

Following the usual practice from the modern computer science literature, the proposed GOQRFA was first tested on ten modern CEC 2019 benchmarks and compared with other outstanding methods. Afterward, practical experiments (simulations) along with comparative analysis with
other heuristics and metaheuristics for practical cloud-edge workflow scheduling challenge were performed. In both cases, GOQRFA outperformed the original FA and other state-of-the-art approaches used in the analysis.

The main contribution of this research is twofold. First, we have developed enhanced FA metaheuristics that establishes substantial improvements in terms of the solution quality and convergence than the basic FA and also obtains a better performance than other-state-of-the-art approaches. The proposed GOQRFA, such as any other hybridized or improved metaheuristic method, has the disadvantage of having more control parameters, which should be fine-tuned by the researcher. However, substantial performance improvements of GOQRFA over the original FA justify more control parameters. Second, we have managed to improve tackling workflow scheduling in cloud-edge environments by obtaining better results for the makespan, the cost, the combined objective, communication, and transfer costs than the results that are already published in the literature. The GOQRFA scheduler is capable of seeking the correlated balance between makespan and cost criteria, and at the same time, satisfying the real-time requirements.

There are many possible future research directions in this domain of computer sciences. We plan to continue our research with swarm intelligence by improving other outstanding algorithms either by hybridization with other heuristics/metaheuristics or by introducing minor changes (additional control parameters, search procedure modifications, etc.). Moreover, as part of future research, we will also try to simulate other scheduling scenarios in cloud-edge/cloud environments and establish improvements in generated scheduling plans.
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