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ABSTRACT
In a Gray-Box Optimization (GBO) setting that allows for partial evaluations, the fitness of an individual can be updated efficiently after a subset of its variables has been modified. This enables more efficient evolutionary optimization with the Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) due to its key strength: Gene-pool Optimal Mixing (GOM). For each solution, GOM performs variation for many (small) sets of variables. To improve efficiency even further, parallel computing can be leveraged. For EAs, typically, this comprises population-wise parallelization. However, unless population sizes are large, this offers limited gains. For large GBO problems, parallelizing GOM-based variation holds greater speed-up potential, regardless of population size. However, this potential cannot be directly exploited because of dependencies between variables. We show how graph coloring can be used to group sets of variables that can undergo variation in parallel without violating dependencies. We test the performance of a CUDA implementation of parallel GOM on a Graphics Processing Unit (GPU) for the Max-Cut problem, a well-known problem for which the dependency structure can be controlled. We find that, for sufficiently large graphs with limited connectivity, finding high-quality solutions can be achieved up to 100 times faster, showcasing the great potential of our approach.
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1 INTRODUCTION
Evolutionary computation has been used to tackle many real-world problems in the past, including engineering problems [12], vehicle routing [16, 17], and even the treatment of cancer [9, 20]. Though Evolutionary Algorithms (EAs) are historically most often considered as Black-Box Optimization (BBO) algorithms, many real-world problems exist where some domain knowledge about the problem, or even the entire problem definition, is known, eliminating the necessity of tackling the problem in a BBO setting. Instead, the problem can then be optimized in a Gray-Box Optimization (GBO) setting, where (a limited amount of) domain knowledge is used to improve the effectiveness or the efficiency of the optimization algorithm. Having such information available does not mean that the problem is not complex and can be solved using simple heuristics or convex optimization techniques. Acknowledging this, EAs have, for example, previously used custom recombination operators [13], problem decompositions [11], or partial evaluations [6], to achieve great success where other optimization methods failed. In this paper, we specifically consider a GBO setting where partial evaluations, by which we mean that evaluating the change in fitness after only a few variables have changed, can be done (proportionally) more efficiently than when a full evaluation is performed.

For the optimization of many real-world problems, it is furthermore important that the total computation time is minimized, e.g., in the case where a patient is waiting to be treated for cancer [20]. For this reason, and because EAs naturally lend themselves to parallelization due to their population-based approach, meaning that the entire population can be evaluated in parallel, much successful research has been done into the application of parallel computing techniques and EAs [1, 25]. More recently, much of this research has been focused on large-scale parallelization using Graphics Processing Units (GPUs) [19, 30], because the clock frequencies of Central Processing Units (CPUs) are nearing their physical limits [2, 8], meaning that it is more effective to increase the number of parallel cores rather than increasing the frequency of each of these cores.

In comparison to parallelization on a number of CPUs, the application of GPUs is generally required to be much more fine-grained, however, because of the thousands of cores present in modern GPUs, and the Single Instruction, Multiple Data (SIMD) computational model used, which requires groups of threads on the GPU to perform the same (computational) instructions simultaneously. Therefore, unless population sizes are vast, only evaluating the population in parallel will not have a high enough degree of parallelizability to fully utilize the computational resources of a GPU.

The Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) [27] has excellent synergy with a GBO setting, because the variation steps of GOMEA, performed with the Gene-pool Optimal Mixing (GOM) variation operator, are applied to subsets of variables, and only accepted if they do not decrease the fitness of the parent. Moreover, often, many relatively small such subsets are used. In a GBO setting, such modifications to subsets of variables can be efficiently evaluated using partial evaluations. Such a GBO setting can be further exploited by using the fact that separate steps in GOM, which consider different subsets, are independent when the respective sets of variables that are modified are mutually independent. Therefore, if such dependence information is known, a higher degree of parallelizability can be achieved by performing conditionally independent partial evaluations in parallel. This means that, for each solution in the population, a large number of variation steps can be evaluated in parallel, as long as these subsets of variables are conditionally independent. This was previously showcased in the domain of continuous optimization and applied to the real-world
problem of deformable image registration, where these independent
subsets could be manually identified and hard-coded a priori [7].

In this paper, we introduce the parallel application of GOM in
the discrete domain. Moreover, we introduce a general method
using graph coloring to identify conditionally independent subsets
of variables, removing the need to hard-code these for a specific
problem instance a priori. Such conditionally independent subsets
of variables can be found by applying graph coloring to the Variable
Interaction Graph (VIG) [28], i.e., the graph that describes problem
variables as vertices and mutual dependencies between pairs of
problem variables as edges, which can be derived from any problem
to which partial evaluations can be applied. We create a CUDA [23]
implementation of parallel GOM, and apply it to the well-known NP-
hard Max-Cut problem [18], because the graph describing a MaxCut
instance directly translates to the VIG, making it a problem with an
easily controllable dependency structure. However, everything we
described here that is needed to make the CUDA implementation
work, may be applied to any problem that allows for a GBO setting
where partial evaluations can be applied. We analyze the benefit of
parallel GOM for graphs with different structures, and compare it
to the original non-parallelized GOMEA.

2 GRAY-BOX OPTIMIZATION

2.1 Decomposable Fitness Functions

We define the (discrete) optimization function \( f(x) : \mathbb{Z}^t \to \mathbb{R} \) as the
optimization function of interest that is subject to maximization.
This optimization function maps a solution \( x = [x_1, x_2, \ldots, x_t] \),
i.e., an instantiation of the set of all \( t \) problem variables \( X = [X_1, X_2, \ldots, X_t] \), to a fitness value \( f(x) \in \mathbb{R} \). The set of problem
variables is indexed through \( I = \{1, 2, \ldots, t\} \).

In this paper, we specifically consider a GBO setting that allows
for partial evaluations, previously defined for a continuous opti-
mization setting [5]. This means that the fitness of a solution can
be efficiently updated after a modification to a small number of
variables has been made. For partial evaluations to be performed, it
must be known (from domain knowledge or otherwise) how the fit-
ess function is constructed from any number of subfunctions.
For this purpose, we define the set of \( q \) subfunctions \( F = \{f_1, f_2, \ldots, f_q\} \)
that compose the fitness function \( f \). Each subfunction \( f_j \in F \) is a function
of a subset of problem variables of \( x \), where the indices of
\( x \) that this subfunction is restricted to, are defined by \( I_j \). We use
the notation \( x_Y \) with \( Y \subseteq I \) to denote the subset of variables of
\( x \) restricted to the indices in \( Y \), i.e., \( x_Y = [x_{y_1}, x_{y_2}, \ldots, x_{y|Y|}] \) with
\( Y = \{y_1, y_2, \ldots, y_{|Y|}\} \). The set \( I = \{I_1, I_2, \ldots, I_q\} \) is given by the
problem definition, and determines which variables are required as
input for each of the subfunctions. Consequently, each subfunction
\( f_j \), defined as \( f_j : \mathbb{Z}^{|I_j|} \to \mathbb{R} \), is assumed to be non-separable, and is
furthermore treated as a black box. The GBO fitness function \( f \) is
then defined as an aggregation over all subfunctions, as follows:

\[
\begin{align*}
    f(x) &= g(f_1(x_{I_1}) \oplus f_2(x_{I_2}) \oplus \cdots \oplus f_q(x_{I_q})),
\end{align*}
\]

with \( \oplus \) a binary commutative operator that has a known inverse
\( \ominus \), e.g., addition or multiplication, and \( g : \mathbb{R} \to \mathbb{R} \) named
the mapping function, any (possibly non-linear) function aggregating
the output of all subfunctions to the domain of the fitness function.

Note that the domain of the output of each subfunction, and
that of the input of the mapping function \( g \), are not required to
be the continuous domain \( \mathbb{R} \). Instead, it could be any (possibly high-dimensional) domain \( \mathbb{D}^k \), or a product of different domains,
as long as the output domain of each subfunction is identical to the
domain of the input of the mapping function \( g \), i.e., \( f_j : \mathbb{Z}^t \to \mathbb{D}^k \)
and \( g : \mathbb{D}^k \to \mathbb{R} \). In this paper, for the sake of simplicity, and the
fact that it applies to most (real-world) GBO problems, we restrict
the definition of GBO to the domain where the output of each
subfunction is in the continuous domain.

2.2 Partial Evaluations

After the modification of a variable \( x_i \) of a solution \( x \), the fitness of
the modified solution \( x' \) can be efficiently computed through a
partial evaluation. This partial evaluation requires the computation
of all subfunctions \( f_j \) that require \( x_i \) as an input variable, i.e., all \( f_j \)
for which \( i \in I_j \). If the mapping function \( g \) is the identity function,
updating the fitness value of the solution is done by subtracting
(more generally, using the \( \ominus \) operator) the previous contribution
of the subfunction to the fitness, and adding (more generally, using
the \( \oplus \) operator) the current contribution of the subfunction to the
fitness. If \( g \) is not the identity function, it is required to keep track of
the sum of all subfunctions, i.e., \( f_1(x_{I_1}) \ominus f_2(x_{I_2}) \ominus \cdots \ominus f_q(x_{I_q}) \),
for each individual in the population. The subtractions and additions
of subfunctions are then applied to this sum, and used as input for
the mapping function to find the fitness value.

2.3 Variable Interaction Graph

The structure of (variable interactions in) an optimization problem
that can be captured in the VIG [28]. This graph \( \text{VIG} = (V_{\text{VIG}}, E_{\text{VIG}}) \)
consists of a set of vertices \( V_{\text{VIG}} \), one for each problem variable,
and a set of edges \( E_{\text{VIG}} \). Each edge \((u, v) \in E_{\text{VIG}}\) denotes that
variables \( X_u \) and \( X_v \) are dependent, i.e., a subfunction \( f_i \in F \) exists
that requires both \( X_u \) and \( X_v \) as input. An example of a VIG of a
5-dimensional problem is displayed in Figure 1.

![Figure 1: Example of a VIG of a 5-dimensional problem.](image-url)
the Single Instruction/Multiple Data (SIMD) computational model, which limits the flexibility of the computations compared to a regular, serial computational model. Executing computations on the GPU is done through kernels, which are functions that are executed in parallel for a large number of threads organized in a grid. Within such a grid, threads are distributed into thread blocks, for which the size must be specified in the CUDA code. Each of these threads execute the exact same code, but may access different data by using the thread ID, i.e., the location of the thread in the grid.

It is beyond the scope of this paper to provide more details of GPU architectures and computation models for which we refer the interested reader to relevant literature [22, 23].

4 GENE-POOL OPTIMAL MIXING EVOLUTIONARY ALGORITHM

The Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) [27] is a Model-Based Evolutionary Algorithm (MBEA), of which the main strength is the Gene-pool Optimal Mixing (GOM) variation operator. This variation operator uses an explicit linkage model, describing interactions between problem variables in terms of groups of variables called linkage sets, to perform crossover with groups of highly dependent variables, and only accepting variation operations that do not decrease the fitness of the solution. As such, dependencies in the optimization problem are exploited, because important building blocks are not disrupted, yet mixed well.

A population $P$ of size $n$ is maintained by GOMEA, which is typically initialized uniformly at random, although problem-specific information can be leveraged here as well. During each generation of GOMEA, GOM is applied to each individual in the population, for each linkage set in the linkage model. Pseudo-code for GOMEA is displayed in Algorithm 1.

Algorithm 1 GOMEA

1: procedure GOMEA($n$)
2: $P \leftarrow$ InitializePopulation($n$)
3: while not TerminationCriterionSatisfied() do
4: $F \leftarrow$ LearnLinkageModel($P$)
5: $O \leftarrow 0$
6: for $x \in P$ do
7: $o \leftarrow$ clone($x$)
8: for $F_i \in F$ do
9: $\Delta f'_{o} = \text{PartialEvaluation}(o', o, F_i)$
10: if $\Delta f'_{o} > 0$ then
11: $f_o \leftarrow f_o + \Delta f'_{o}$
12: acceptVariation $\leftarrow$ True
13: $O \leftarrow O \cup o$
14: end if
15: end for
16: end for
17: end while

In Algorithm 1, the InitializePopulation function initializes a population $P$ of size $n$ uniformly at random. At the start of each generation, a linkage model is learned based on the population $P$. In a GBO setting, however, it may be possible to learn a linkage model offline, before optimization, based on domain knowledge, and keeping it constant throughout a run of GOMEA. In this setting, the linkage model learning procedure at the start of each generation would therefore be omitted. The SelectDonorFromPopulation function randomly selects a donor from the population for which the genotype, restricted to the problem variables in the respective linkage set, are not equal to that of the parent solution $o$. If no such donor is present in the population, GOM is not performed for the current linkage set, and continues to the next iteration. The ApplyForcedImprovement function applies the Forced Improvement (FI) [4] procedure to solutions for which no variation step of GOM in the current generation was accepted, or for which the fitness has not improved for a certain number of generations. During the FI procedure, the respective solution $o$ undergoes variation with GOM for each linkage model. However, instead of randomly selecting a donor from the population, the elitist solution is used as the donor. Moreover, if any such variation step of GOM improves the fitness of $o$, the FI procedure is terminated. If instead, at the end of the FI procedure, no improvement was made to $o$, a copy of the elitist solution $x^{\text{elite}}$ takes its place in the population.

4.1 Linkage Model

The linkage model used by GOMEA is a Family Of Subsets (FOS) $F = \{F_1, F_2, \ldots, F_m\}$, with $F_i \subseteq I$ for each $F_i \in F$. Each element $F_i$ of the linkage model, named a linkage set, defines a subset of variables that is considered to be strongly dependent. Note that, each FOS used to describe a linkage model should be complete, i.e., contain each problem variable in at least one linkage set.

Various linkage models exist. The model most commonly adopted, especially in a BBO setting, is the Linkage Tree (LT). An LT can capture hierarchical dependencies and consists of linkage sets of various sizes, from just a single variable, up to a linkage set of at most $\ell - 1$ variables. An LT firstly consists of all univariate elements, while all larger linkage sets are the union of exactly two linkage sets. This hierarchical model is constructed using the hierarchical Unweighted Pair Grouping Method with Arithmetic mean (UPGMA) [15] clustering algorithm, continuously merging the pairs of linkage sets that are considered to be the most strongly dependent. Dependence between sets is defined as the pairwise average notion of dependence between all variables in one set and all variables in the other set. Formally stated, for each linkage set $F_j \in F$ of size larger than 1, there exists exactly one pair of linkage sets $F_j, F_k \in F$ such that $F_j \cap F_k = \emptyset$ and $F_j \cup F_k = F_j$. An example of an LT is shown in Figure 2. Note that the linkage set containing all problem variables is not included in the LT, because using this set as a crossover mask would simply result in the copying of the donor solution.

Algorithm 2 Gene-pool Optimal Mixing

1: procedure GOM($o$, $d$, $F_j$)
2: $o' \leftarrow d[F_j]$ \hspace{1cm} \Comment{Variables of $d$ restricted to indices in $F_j$}
3: $\Delta f'_{o} = \text{PartialEvaluation}(o', o, F_j)$
4: $f_o' \leftarrow f_o + \Delta f'_{o}$
5: acceptVariation $\leftarrow$ False
6: if $f'_{o} > f_o$ then
7: acceptVariation $\leftarrow$ True
8: else if $f'_{o} = f_o$ and not EqualGenotype($o$, $x^{\text{elite}}$) then
9: acceptVariation $\leftarrow$ True
10: if acceptVariation then
11: $f_o \leftarrow f_o + \Delta f'_{o}$ \hspace{1cm} \Comment{Update fitness of $o$}
12: $o[F_j] \leftarrow o'$ \hspace{1cm} \Comment{Update genotype for indices in $F_j$}

An LT is generally learned at the start of each generation based on mutual information in the population [27], though it is possible to learn an LT prior to the optimization process based on domain knowledge. Such an LT is generally referred to as a Fixed Linkage Tree (FLT). In particular, this is interesting in a GBO setting that allows for partial evaluations, because it is known from the VIG which variables are (in)dependent. Furthermore, an LT may be bounded, in which case, merges of linkage sets that would create linkage sets above the maximum linkage set size would be avoided, and the learning process halts when no more linkage sets with an allowed size can be created. In this case, the LT is referred to as a Bounded Fixed Linkage Tree (BFLT).

![Figure 2: An example of an LT for 5 problem variables, where each node indicates that a linkage set exists containing the problem variables with the denoted indices.](image)

**Figure 2: An example of an LT for 5 problem variables, where each node indicates that a linkage set exists containing the problem variables with the denoted indices.**

### 4.2 Gene-pool Optimal Mixing

The key strength of GOMEA comes from its use of the GOM variation operator, with which variation is applied to subsets of variables at a time, determined by the linkage model, and variation steps that lead to a deterioration of the fitness of the parent are rejected. During each generation of GOMEA, the GOM operator is applied to each individual \( x \) in the population \( \mathcal{P} \), using each linkage \( \mathcal{F}_i \) set in the linkage model \( \mathcal{F} \). Before applying GOM to the parent solution \( x \), a donor solution is randomly selected from the population. A requirement for this donor is that its genotype, restricted to the variables included in the linkage set \( \mathcal{F}_i \), is not identical to that of the parent solution \( x \). If no individual in the population adheres to this requirement, this iteration of GOM, i.e., with specified linkage set \( \mathcal{F}_i \) for the specified parent \( x \), is not applied during this generation. When GOM is applied to the parent solution \( x \) using linkage set \( \mathcal{F}_i \) and donor solution \( d \), all genes specified by the linkage set \( \mathcal{F}_i \) are copied from the donor \( d \) to the parent \( x \), and the modification is then evaluated, if possible using a partial evaluation. Pseudo-code of GOM is displayed in Algorithm 2.

## 5 PARALLEL GENE-POOL OPTIMAL MIXING

### 5.1 Identifying Parallelization Potential

When GOM is applied to a specified subset of variables \( \mathcal{F}_i \), a partial evaluation is required that depends only on a subset of variables. In particular, it depends on all variables in \( \mathcal{F}_i \), and any other variable for which a connection exists in the VIG to a variable in \( \mathcal{F}_i \). It does not depend on any other variables. Therefore, a number of such partial evaluations may be performed in parallel. When the mapping function \( g \) in Equation 1 is the identity function, the decision whether each of these variation steps needs to be accepted, is also independent, allowing them to be performed in parallel as well.

Moreover, this means that two applications of GOM that do not share any dependent variables, are completely independent, and can therefore be performed in parallel. For large-scale problems with relatively sparse VIGs, it is possible that many such applications of GOM are mutually independent, and may therefore be performed in parallel in the procedure that we name parallel GOM. Moreover, since partial evaluations within different individuals in the population are also independent, there are potentially many parallel steps possible, which fits well with the computing architecture of GPUs.

Prior to performing parallel GOM, we divide all linkage sets into \( k \) groups of mutually independent linkage sets, where we aim to minimize \( k \) in order to maximize the potential for parallelizability. Since each linkage set in such a group is independent of all other linkage sets within the same group, all iterations of GOM with linkage sets within the same group may be performed in parallel. For this purpose, we define the set \( G = \{G_1, G_2, \ldots, G_\kappa\} \) with \( G_j \subseteq \mathcal{F} \) and \( G_\iota \cap G_j = \emptyset \) for each \( G_\iota, G_j \in G \). Furthermore, because all linkage sets are distributed into groups, for each linkage set \( \mathcal{F}_j \in \mathcal{F} \), there exists exactly one \( G_\iota \in G \) that contains \( \mathcal{F}_j \).

### 5.2 Operationalizing Parallelization Potential

In order to divide the linkage model into the smallest possible number of mutually independent sets, we first create a graph \( L \) similar to the VIG of the optimization problem. In contrast to the VIG, the graph \( L \) shows interactions between linkage sets instead of interactions between variables. We therefore name this graph the Linkage Model Interaction Graph (LMIG). We define the graph \( L = (V, E) \) with \( V = \{1,2, \ldots, |\mathcal{F}|\} \) and \( E \) such that there exists an edge \((i,j) \in E \) iff linkage sets \( \mathcal{F}_i \) and \( \mathcal{F}_j \) are dependent. Two linkage sets \( \mathcal{F}_i \) and \( \mathcal{F}_j \) are dependent when \( \mathcal{F}_i \cap \mathcal{F}_j \neq \emptyset \), or an edge \((u,v) \in E \) exists in the VIG such that \( u \in \mathcal{F}_i \) and \( v \in \mathcal{F}_j \). The problem of finding the minimum number of mutually independent sets within the linkage model \( \mathcal{F} \) is now equivalent to finding the minimum graph coloring of \( L \). The application of graph coloring for this purpose within GOMEA was previously suggested in [7], and was, in a similar way, applied to a parallel hill climber for the optimization of NK-landscapes [14]. Because graph coloring is an NP-complete problem, finding the optimal minimum graph coloring would be computationally infeasible. Therefore, we use the greedy Welsh-Powell algorithm [29] to find a graph coloring. An example of a colored LMIG, given the VIG displayed in Figure 1 and the linkage model displayed in Figure 2, is shown in Figure 3.

### 5.3 GPU Implementation

Pseudo-code of parallel GOMEA is displayed in Algorithm 3. In the function DetermineAndInsertDonorGenes, firstly, a suitable donor from the population \( \mathcal{P} \) is selected for each of the \( n[G_i] \) iterations of GOM, and inserted into a copy of the offspring \( O' \). The selection of the donor for a specific GOM iteration, i.e., for a specific individual and a specific linkage set, is done by one thread block, because this enables the use of all threads within the thread block to check whether the donor is equal to the parent, which is required by GOM. Secondly, once a donor has been found that is not equal to the parent, a copy of its genes, restricted to those in the specified linkage set, are inserted into the parent within a copy of the offspring population, named \( O' \). The partial
which of the variation steps must be accepted, which is done in the

though this requires a larger amount of memory.

The thrust library [3] is then used to apply a parallel reduction
by key, using the keys matrix and the fitness value contribution
matrix. This results in a pair of vectors, one with all occurring keys,
and one with the total sum of all fitness contributions for each of
the occurring keys. These vectors are transformed to the matrix
\( \Delta F_O \) such that each element contains the change in fitness caused
the one variation step of GOM applied to a particular solution in the
population.

Algorithm 3 Parallel GOMEA (GBO)

```plaintext
1: procedure Par-GOMEA(n, VIG)
2: \( P \leftarrow \text{InitializePopulation}(n) \)
3: \( F \leftarrow \text{LearnLinkageModel}(\text{VIG}) \)
4: \( G \leftarrow \text{GraphColoring}(F) \)
5: while not TerminationCriterionSatisfied() do
6: \( O \leftarrow \text{Clone}(P) \)
7: for \( g_i \in G \) do \( > \text{Random order} \)
8: \( O \leftarrow \text{DetermineAndInsertDonorGenes}(g_i, O, P) \)
9: \( \Delta F_O \leftarrow \text{ParallelPartialEvaluations}(g_i, O, O') \)
10: \( M^{\text{dep}} \leftarrow \text{DetermineImprovements}(g_i, O', \Delta F_O) \)
11: \( O' \leftarrow \text{ResetNonImprovements}(g_i, O, M^{\text{dep}}) \)
12: \( O \leftarrow \text{InsertImprovements}(g_i, O', M^{\text{dep}}) \)
13: \( P \leftarrow O \)
```

Algorithm 4 Parallel Partial Evaluations

```plaintext
1: procedure ParallelPartialEvaluations(\( g_i, O, O' \))
2: \( F^{\text{dep}}, K^{\text{dep}}, M^{\text{dep}}, \Delta F_O \leftarrow \) \[
3: \]
4: // Determine subfunctions to be evaluated
5: for \( f_j \in g_i \) do
6: \( F_j \leftarrow \emptyset \)
7: for \( u \in f_j \) do \( > \text{Dependent subfunctions of } f_j \)
8: \( F_j \leftarrow F_j \cup \text{DependentSubfunctions}(u) \)
9: for \( u \in f_j \) do \( > \text{Dependent subfunctions} \)
10: \( K^{\text{dep}}, \text{append}(u) \)
11: // Create matrix of unique keys
12: \( \text{parfor } u \in [1, 2, \ldots, |K^{\text{dep}}|] \) do
13: \( \text{parfor } v \in [1, 2, \ldots, |O'|] \) do
14: \( M^{\text{dep}}[u, v] \leftarrow K^{\text{dep}}[u] + v : |K^{\text{dep}}| \)
15: // Evaluate dependent subfunctions
16: \( \text{parfor } u \in [1, 2, \ldots, |O'|] \) do \( > O \text{ and } O' \text{ have equal sizes} \)
17: \( \text{parfor } v \in F^{\text{dep}} \) do \( > \text{Dependent subfunctions} \)
18: \( F_O^{\text{part}}[u, v] \leftarrow \text{EvaluateSubfunction}(O_u, o) \)
19: \( F_O'[u, v] \leftarrow \text{EvaluateSubfunction}(O'_u, o) \)
20: // Determine sum of evaluated subfunctions
21: \( F_O^{\text{out}} \leftarrow \text{ReduceByKey}(F_O^{\text{part}}, M^{\text{dep}}) \)
22: \( F_O'[\text{out}] \leftarrow \text{ReduceByKey}(F_O'[\text{part}], M^{\text{dep}}) \)
23: // Matrix of fitness change for all variation steps
24: \( \text{parfor } u \in [1, 2, \ldots, |K^{\text{dep}}|] \) do
25: \( \text{parfor } v \in [1, 2, \ldots, |O'|] \) do
26: \( \text{ind}_f \leftarrow K^{\text{dep}}[u] + v : |K^{\text{dep}}| \)
27: \( \Delta F_O[u, v] \leftarrow F_O^{\text{out}}[\text{ind}_f] - F_O'[\text{ind}_f] \)
28: return \( \Delta F_O[u, v] \)
```

Figure 3: The LMIG of a 5-dimensional problem, given the
VIG displayed in Figure 1, and the linkage model displayed in
Figure 2. A possible graph coloring is shown that defines the
distribution of linkage sets into the groups \( G = \{(F_1, F_2), (F_3, F_4, F_5), (F_0), (F_6), (F_8)\}. Note that there is a
limited number of linkage sets with the same color, because
this example is very small.

fitness contributions for each of the \( n|G| \) modifications caused
by DetermineAndInsertDonorGenes are then evaluated in parallel
in the ParallelPartialEvaluations function. For each of the
modifications, the fitness of the parent is updated, and the fitness
contribution is stored in the \( n \times |G| \) matrix \( \Delta F_O \), which stores the
contribution of the GOM iteration with linkage set \( F_j \) applied to
individual \( P[i] \) at position \( [i, j] \). This matrix is then used to determine
which of the variation steps must be accepted, which is done in the
function DetermineImprovements. In this function, the \( n \times |G| \)
matrix \( M^{\text{dep}} \) is computed, which contains a 1 at position \( [i, j] \) when
the GOM iteration linkage set \( F_j \) applied to individual \( P[i] \) must be
accepted. This is the case when \( \Delta F_O[i, j] \) is larger than 0, or when
\( \Delta F_O[i, j] \) is equal to 0 and the individual \( P[i] \) is not equal to the
elitist solution. Otherwise, the GOM iteration must be rejected, and
a 0 is placed in position \( [i, j] \) of the matrix \( M^{\text{dep}} \). Since all variation
steps, those that are accepted and those that are rejected, have been
applied to \( O' \) in the function DetermineAndInsertDonorGenes,
the rejected variation steps now need to be restored to their backup
state \( O \), which is done in the function ResetNonImprovements.
Similarly, in the function InsertImprovements, all accepted variation
steps are applied to the population, meaning that the offspring
\( O \) and its copy \( O' \) are now exact copies again.

In particular, pseudocode for the ParallelPartialEvaluations
is displayed in Algorithm 4. This procedure starts with finding all
subfunctions dependent on the linkage sets to which GOM is
applied in parallel, and the initialization of a matrix of keys for each
of these sets subfunctions, such that each subfunction has a key
that uniquely depends on the dependent linkage set and the parent
solution. All subfunctions in the list of dependent subfunctions are
then evaluated in parallel for all solutions in the offspring, i.e., the
solutions to which variation has been applied and are required to be
evaluated, and their results stored in a matrix of fitness value
contributions. In parallel, for all solutions in the population, the
values of all dependent subfunctions are evaluated. These results
are then subtracted from the matrix of fitness value contributions,
meaning that this matrix now describes, for each subfunction, the
difference in fitness contribution caused by the respective variation
step. Note that it is possible to store the fitness contribution values
of all subfunctions of the population to avoid their recalculation,
though this requires a larger amount of memory.
5.4 Differences with Serial GOM

Due to the serial nature of GOM, and the SIMD architecture of GPUs, some aspects of GOMEA do not translate well to GPUs. Therefore, some of these aspects of GOMEA have been adapted or left out, because they would have a large impact on the parallelization potential of GOMEA when left unchanged.

Firstly, in the serial GOMEA, GOM is applied to one individual with all linkage sets, before moving to the next individual. Because this order of operations would leave the parallelization potential of the population unused, this order is changed in the parallel GOM, opening the possibility that a large number of steps of GOM are performed for each of the solutions in the population in parallel. Additionally, because linkage sets are divided into mutually independent groups, the order in which GOM is applied to the population is no longer uniformly at random. Instead, only the order of the groups is uniformly at random, which can potentially introduce a bias. These changes in the order of GOM are, however, unavoidable to enable parallelization.

Secondly, learning an LT based on the population at the start of each generation is computationally expensive, easily becoming a bottleneck when the amount of computation time dedicated to GOM is largely reduced. Instead, a fixed LT can be learned prior to optimization based on domain knowledge, greatly reducing required computation time. It is, however, possible to parallelize the UPGMA procedure that is used for the construction of the LT [10], which we consider a potential topic of future work.

Thirdly, the Forced Improvement (FI) procedure is disabled in the parallel version of GOMEA, because it is by nature a serial procedure that halts as soon as one of the steps results in an improvement. Furthermore, FI is generally applied to only a small number of solutions at once, unlike GOM. We consider the design of a procedure akin to FI that is more amenable to parallelization also a topic of future work.

Any of these changes may have a potential effect on the convergence of GOMEA. Therefore, they are evaluated in Section 6.6.

6 EXPERIMENTS

In this section, we benchmark the performance of parallel GOM, and compare it to that of the original, serial, GOMEA. The set-up of these experiments is first described in Section 6.1, followed by the description of the benchmark problems in Section 6.2. We then described various experiments in Sections 6.3 through 6.5.

6.1 Overall Set-up

All experiments with the serial version of GOMEA are executed on an Intel Xeon CPU E5-2630 v4 core with a clock frequency of 2.20GHz. The experiments performed on a GPU are executed on an NVIDIA GeForce RTX 2080 Ti, which consists of 4352 CUDA cores at a frequency of 1.54 GHz, and 11 GB of global memory. For the population size parameter, we use the Interleaved Multi-start Scheme (IMS) (see Section 6.3). Unless otherwise mentioned, all versions of GOMEA use an LT learned based on the Max-Cut graph with UPGMA using the weights of the graph as a notion of similarity. Furthermore, default parameters are used unless specified. We refer to the CUDA implementation of GOMEA, using parallel GOM, as parallel GOMEA, and the original, serial version of GOMEA, as serial GOMEA.

6.2 Benchmark Problems

We focus on the well-known NP-complete (Weighted) Maximum Cut (Max-Cut) problem [18], because it has a clearly defined dependency structure that allows for a clear demonstration of the use of parallel GOM. Furthermore, all techniques introduced in this paper directly apply to other optimization problems for which partial evaluations are possible, and, consequently, the VIG is known.

The objective of the Max-Cut problem is, given a weighted graph $G = (V, E)$, to assign each vertex in $V$ to a set $S$ or its complement, and to maximize the total sum of weights of the edges between vertices in complementing sets. Formally, given a graph $G = (V, E)$, the weight function $w(i, j)$ that defines the weight of the edge between each pair of vertices $i$ and $j$ in $V$, and a binary solution $x$ of length $l = |V|$, the optimization function, subject to maximization, of the Max-Cut problem is defined as follows:

$$\max \; f^{\text{Max-Cut}}(x) = \frac{1}{2} \sum_{(i, j) \in E} w_{ij} (1 - x_i x_j),$$

subject to $w_{ij} \in \mathbb{R}, \quad i, j \in V, \quad x_i, x_j \in \{-1, 1\}, \quad i, j \in V.$

Generally speaking, in a GA, each solution $x$ has binary variables $x_i \in \{0, 1\}$, but this is trivially mapped to the domain $[-1, 1]$. For our experiments, we use three sets of Max-Cut instances with different properties: Set A, Set B, and Set C.

- Set A consists of fully connected graphs with 6 up to 200 vertices, and 15 up to 19,900 edges. For each graph in Set A, the connectivity, i.e., number of connected edges, of each vertex is equal to 4.
- Set B consists of graphs on a 2D torus, i.e., a 2D grid with wrap-around on all edges, with 9 up to 1600 vertices, and 18 up to 3200 edges. For each graph in Set B, the connectivity, i.e., number of connected edges, of each vertex is equal to 4.
- Set C consists of a selection of graphs from the BiQMAC library [24], named g1, g22, g55, g60, g65, g66, g72, g77, and g81. These graphs contain 800, 2000, 5000, 7000, 8000, 9000, 10000, 14000, and 20000 vertices, respectively. A table of all properties is included in the supplementary material.

6.3 Interleaved Multi-start Scheme

To prevent having to tune the population size of each of the algorithms by hand, we use the Interleaved Multi-start Scheme (IMS) [6]. In this scheme, the generations of multiple populations of different sizes are performed in an interleaved way, with smaller populations iterating through generations at a higher frequency. The smallest population in the IMS, denoted $P_1$, starts at the base population size $n^\text{base}$, and each newly initialized population is double the size of the previously largest population, i.e., $|P_i| = 2^{i-1} n^\text{base}$. Generations of all populations are performed recursively, such that one generation of population $P_i$ is performed as soon as population $P_{i-1}$ has performed $c^\text{IMS}$ generations.

Though $n^\text{base}$ and $c^\text{IMS}$ are still parameters that may be tuned, their effect on the performance of an EA is much smaller than that of the population size parameter, because a population size that is too small may lead to premature convergence, while this is not
the case within the IMS. In this paper, we use the default setting of \(c_{\text{IMS}} = 4\), and we show the difference in performance of parallel GOMEA for \(n_{\text{base}}\) in Figure 4. This figure shows convergence for different population sizes on different instances in set C, using a time limit of an hour. For each of the settings, a fixed LT was used. Based on Figure 4, we find that the setting of \(n_{\text{base}}\) has only a marginal impact on the performance of parallel GOMEA, with only \(n_{\text{base}} = 8\) giving slightly worse results. Similar results were found for different instances. We therefore use \(n_{\text{base}} = 16\) in the remainder of our experiments.

![Figure 4: Median and interdecile range (30 runs) of fitness values achieved of different settings for \(n_{\text{base}}\) in the IMS for parallel GOMEA using a fixed LT, for g1 and g65 (Set C), respectively.](image)

6.4 Scalability

In this section, we test the scalability GOMEA with and without the use of parallel GOM. This is done on instances from Set A and Set B, because these instances have a fixed structure, allowing us to scale up the number of vertices while keeping the structure of the instances constant. In Figure 5 we show what the effect of parallel GOM is on the scalability of GOMEA.

No efficiency improvement was observed for fully connected graphs (see Figure 5a), because no iterations of GOM may be performed in parallel. Though GOM may still be performed in parallel for different individuals in the population, this leaves a large part of the GPU idle, while keeping the overhead from copying memory to and from the GPU device. Therefore, we find that the GPU implementation of GOMEA performs worse than the serial version of GOMEA on fully connected graphs. For graphs with a torus-like structure, as displayed in Figure 5b, many POS elements can be subjected to GOM in parallel. Concordantly, we observe a clear difference in scalability. Still, within the scope of available problem sizes, only a small increase in performance is observed over serial GOMEA. No optimum was known for graphs with more than 1600 nodes, prohibiting extending the scalability analysis, although from the results it is to be expected that large speed-ups may well be possible for larger graphs, which we consider in the next subsection.

![Figure 5: Scalability of serial and parallel GOMEA, showing the median and interdecile range (30 runs) of the time required to find the optimum, for the instances in set A and set B, respectively.](image)

6.5 Convergence Speed

In this section, we analyze how the use of parallel GOMEA influences the speed of convergence of GOMEA and whether on larger graphs, GOMEA with the best settings within our time budget can still be run faster on a GPU. Firstly, for 2 instances, we show convergence plots in Figure 6, comparing GOMEA with and without the use of parallel GOM. Convergence plots for the other instances are provided in the supplementary material.

Secondly, in Figure 7, we show speed-ups achieved by using parallel GOMEA, compared to serial GOMEA. This Figure is split, showing speed-ups for the five smallest instances on the left, and speed-ups for the four largest instances on the right. For the smaller instances, a time limit of 1 hour was used for both serial and parallel GOMEA. For the larger instances, a time limit of 6 hours was used for serial GOMEA, and 1 hour for parallel GOMEA. On the horizontal axis, we show the (median of 30 runs) amount of time required by parallel GOMEA to reach a certain fitness value. The vertical axis shows the factor by which serial GOMEA required more time (median of 30 runs) than parallel GOMEA, to achieve the same fitness value, i.e., the parallel GOMEA speed-up factor.

We find that, for large instances, speed-ups up to a factor of 100 can be achieved. Likely, if run even longer and for even larger instances, the speed-up factor could be even larger. On the five smallest instances, parallel GOMEA generally achieves a speed-up at the start of the optimization process, but this speed-up decreases over time. This is likely a consequence of the differences between serial and parallel GOMEA, as discussed in Section 5.4.

![Figure 6: Median and interdecile range (30 runs) of fitness values achieved by serial and parallel GOMEA for g1 and g65 (Set C), respectively.](image)

6.6 Parallel and Serial GOMEA Differences

In this section, we analyze the difference in convergence for parallel and serial GOMEA from an algorithmic point of view. That is, all experiments in this Section are run with a serial version of GOMEA, but with changes to some of its operations to reflect algorithmic differences with the GPU parallel version of GOMEA.
Figure 7: Median (30 runs) speed-up achieved by parallel GOMEA, compared to serial GOMEA, for set C.

Firstly, we test the impact of using different linkage models. This includes a Linkage Tree (LT) learned from the population using mutual information at the start of each generation, an FLT learned using UPGMA with weights of the Max-Cut graph as a similarity measure, and BFLTs bounded by 10 and 100. Convergence results pertaining to different linkage models are shown in Figure 8. This Figure shows that, in particular for instance g65, using a static linkage tree may lead to premature convergence, as using the linkage tree that is learned at the start of every generation clearly performs better, which is in-line with existing literature that showed better performance using learned LTs versus fixed LTs on linkage benchmark problems [26]. However, better results are obtained much later in terms of time due to the need to, every generation, estimate a large mutual information matrix and, based on this, create an LT. Results on instance g55 show that the added value of learning an LT during search may come even later in the search process, as within our time limit it led to the worst results.

Figure 8: Median and interdecile range (30 runs) of fitness values achieved by serial GOMEA using different linkage models for g55 and g65 (Set C), respectively.

Secondly, in Figure 9, we show how the order of GOM and the FI procedure, which are different in the parallel GOMEA as discussed in Section 5.4, influence performance. Note that these figures are zoomed in to the later stages of convergence (after 100 seconds). We observe that, while the graph-coloring-based group-wise order of processing the FOS needed to realize large-scale parallelization does not appear to have an impact on performance of GOMEA, the FI procedure does, allowing it to converge to better fitness values in the very late stages of the optimization process. This is also the reason why the speed-ups obtained by parallel GOMEA as observed in Figure 7, disappear at a later stage of the search process. Even though the parallel GOMEA then still performs many more evaluations per second than the serial GOMEA, this benefit is outweighed by the algorithmic added value of FI.

Figure 9: Median and interdecile range (30 runs) of fitness values achieved by serial GOMEA using a random FOS order, or one dictated by parallel GOM (parOrder), and with FI enabled or disabled, for g1 and g65 (Set C), respectively.

7 DISCUSSION AND CONCLUSION

The main purpose of this paper was to show the potential of parallel GOM, for which the Max-Cut problem was selected as a benchmark, because it is a well-known problem with a clear structure that enables a GBO setting. Even so, we note that it is likely that parallel GOM is outperformed by various other methods that are considered state-of-the-art for the Max-Cut problem. Furthermore, though it is not within the scope of this paper, the performance of GOMEA on the Max-Cut problem may be greatly improved by the addition of (Iterated) Local Search (ILS). Similar to how graph coloring is applied to find independent sets for the application of parallel GOMEA, this can be done to parallelize (ILS) to create a hybrid parallel GOMEA, which is an interesting direction for future work.

In this paper, we showed how the GOM variation operator of the state-of-the-art model-based EA known as GOMEA may be applied in a large-scale parallel manner to apply variation steps to a large number of non-trivial-sized subsets of problem variables for each individual in the population. Using a CUDA implementation of the so-constructed parallel GOMEA on a GPU, we were able to speed up the performance of GOMEA on the well-known MaxCut problem up to a factor of 100. Likely, larger speed-up factors are possible if even larger graph instances would be used. Moreover, we identified additional potential improvements. Altogether, this paper contributes to the body of empirical evidence that shows that the use of GPUs holds vast potential to accelerate modern, powerful EAs on contemporary computing hardware and have an important impact to the field of EC in general, similar to how they propelled the field of deep learning to new heights [21].
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