Partial Least Squares Improved Multivariate Adaptive Regression Splines for Visible and Near-Infrared-Based Soil Organic Matter Estimation Considering Spatial Heterogeneity
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Abstract: Under the influence of complex environmental conditions, the spatial heterogeneity of soil organic matter (SOM) is inevitable, and the relationship between SOM and visible and near-infrared (VNIR) spectra has the potential to be nonlinear. However, conventional VNIR-based methods for soil organic matter estimation cannot simultaneously consider the potential nonlinear relationship between the explanatory variables and predictors and the spatial heterogeneity of the relationship. Thus, the regional application of existing VNIR spectra-based SOM estimation methods is limited. This study combines the proposed partial least squares–based multivariate adaptive regression spline (PLS–MARS) method and a regional multi-variable associate rule mining and Rank–Kennard–Stone method (MVARC-R-KS) to construct a nonlinear prediction model to realize local optimality considering spatial heterogeneity. First, the MVARC-R-KS method is utilized to select representative samples and alleviate the sample global underrepresentation caused by spatial heterogeneity. Second, the PLS–MARS method is proposed to construct a nonlinear VNIR spectra-based estimation model with local optimization based on selected representative samples. PLS–MARS combined with the MVARC-R-KS method is illustrated and validated through a case study of Jianghan Plain in Hubei Province, China. Results showed that the proposed method far outweighs some available methods in terms of accuracy and robustness, suggesting the reliability of the proposed prediction model.
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1. Introduction

Soil organic matter (SOM) content is significantly relevant to soil fertility, biological productivity, and agricultural sustainable development [1,2]. Accurate prediction of SOM content is of great significance for land management [1,3]. Extensive studies have fully affirmed the capability of SOM prediction methods based on visible and near-infrared (VNIR) spectra [4,5]. However, the function relation between SOM content and VNIR spectra should be established because of the strong soil spatial heterogeneity under the influence of complex environmental conditions. In addition, the formation, variation, and decomposition of SOM are generally influenced by various factors, and the VNIR spectra are comprehensively related to various soil properties; hence, the relation of SOM content to VNIR spectra is complex with high nonlinearity [6,7]. Therefore, further exploration of VNIR spectra-based SOM prediction models is needed to improve simulation and prediction accuracies.

An extensive literature review demonstrates that previous methods for predicting soil properties can be categorized into linear and nonlinear prediction methods. For example,
multiple linear regression (MLR), partial least squares (PLS) regression, and geographic weighted regression (GWR) are typical linear prediction methods. These methods have been extensively used in many previous studies because they are easily accessible in most software packages [4]. A common characteristic of these prediction methods is that they assume, either explicitly or implicitly, a linear relationship among the analyzed data sets. A nonlinear relationship, however, is prevalent in practice between SOM content and VNIR spectra. Thus, a series of nonlinear prediction methods has been proposed to estimate nonlinear relationships, including, but not limited to, local weighted regression (LWR) [8,9], artificial neural network [10,11], and support vector machine (SVM) methods [12,13]. Although these methods can efficiently determine nonlinear relationships in certain situations, they lead to models based on global optimization and disregard the spatial heterogeneity of the nonlinear relationship. This underlying principle will cause the accuracy of existing methods to easily change with different samples and have difficulty for application to other regions. Therefore, nonlinear estimation methods considering spatial heterogeneity are needed for SOM content prediction.

The multivariate adaptive regression spline (MARS) method is a nonlinear prediction method that considers the effects of local difference. The MARS method is the expansion of splines, thereby providing immense flexibility by automatically determining the splines (i.e., the number of basis functions (BFs) and locations of knots) without human interference. This method has been successfully applied to various fields, such as geotechnical engineering and soil liquefaction assessment [14–16]. The MARS method has proven to be advantageous due to its adaptation to nonlinear relationships and to its adaptive model construction process, while considering the natural local difference in the training data sets. These characteristics of the MARS method indicate its considerable potential to represent the relationships between VNIR spectra and SOM content. Although tracked records of the application of the MARS model to soil property prediction are available in literature [11,17], these records are not well received. The possible reason may be that most of the applications implicitly or explicitly consider the explanatory variables as mutually independent, which is often not the case in reality. In fact, the VNIR spectra of soil samples are the comprehensive representation of soil properties, and thus multicollinearity inevitably exists. As such, multicollinearity should be removed to obtain relatively independent variables when constructing a MARS model. The multicollinearity-removing strategy from PLS regression is verified to be beneficial by reducing the dimensionality, considering the high dimensionality and correlated representations [4,18]. Therefore, this research proposes the utilization of partial least squares regression to remove multicollinearity and obtain extensive information on the explanatory variables; the resultant principal components (PCs) from the PLS regression are used as a replacement for the original explanatory variables to construct a MARS model, thereby overcoming the weakness of the available MARS model for prediction of soil properties. For simplicity, the entire process is referred to as the partial least squares–based multivariate adaptive regression spline (PLS–MARS) method herein. The proposed PLS–MARS method can effectively represent the nonlinear relationship between the data with local difference and numerous variables, as will be discussed in Section 3.

The accuracy of the prediction model relies significantly on calibrated samples. Underrepresentation of calibrated samples will lead to a biased prediction model due to soil spatial heterogeneity. However, preceding studies (e.g., [8,9,11,12]) focused exclusively on developing new prediction models for estimating soil properties, disregarding the influence of the calibration sets on the reliability of the prediction models. In particular, the calibration sets in most of these studies were selected randomly or from several available methods, such as the concentration gradient method (C method) [19,20]. The prediction model may be biased if inappropriate calibration sets are adopted [3]. Hence, reasonable calibration sets should be selected before they are applied to construct prediction models. Accordingly, our newly developed multi-variable analysis method (i.e., regional multi-variable associate rule mining and Rank–Kennard-Stone (MVARC-R-KS) method) [3] was
Accordingly, our newly developed multi-variable analysis method (MVARC) was adopted to select calibration sets in the current study (see Subsection III-A for elaboration). The MVARC-R-KS method was used due to the following two reasons. (1) This method is effective in enhancing the accuracy of linear prediction methods, such as PLS regression (Wang, Chen, Guo and Liu [3]), thereby providing the confidence to extend it for nonlinear prediction methods (e.g., the proposed PLS–MARS method in this study). (2) The MVARC-R-KS method can consider multiple influential factors (e.g., chemical component, spectrographic information, and environmental factors) and select a representative calibration set, which makes the VNIR-spectrum–based SOM prediction model calibrated from such a calibration set as to be an extensively applicable one [3]. Three commonly used calibration set selection methods, namely, component concentration representative methods (e.g., the C method [19,20]), spectrum representative methods (e.g., the Kennard–Stone (KS) method [21]), and component concentration and spectrum representative methods (e.g., the Rank–Kennard–Stone (Rank–KS) method [22]), are also utilized and compared with the MVARC-R-KS method to investigate their influences on the prediction models and further verify the effectiveness of the proposed method. To the best of our knowledge, such a systematic comparison of the influences of different calibration set selection methods on the performance of SOM prediction models, particularly nonlinear prediction models, such as the proposed PLS–MARS model herein, appears to be original. This comparison is expected to guide the calibration set selection for a specific prediction model in the future.

The remainder of the paper is structured as follows. The study area and materials for this study are introduced in Section 2. The calibration set selection methods and the proposed PLS–MARS prediction method are described in Section 3. Experiments on the simulated data set and real application are discussed in Section 4, illustrating and validating the proposed method. The principal contributions and observations of this study are discussed in Section 5. Section 6 concludes this research.

2. Study Area and Materials

2.1. Study Area

Sampling was done in Jianghan Plain in Hubei Province, China. Jianghan Plain is an important agricultural region because of the humid climate and fertile soil. However, in recent years, the ecological system of the plain has become unstable, and the SOM content has decreased due to long-term agricultural activities. Therefore, estimating the SOM content with high accuracy in this plain is necessary and beneficial to land resource management. To this end, 260 topsoil samples (i.e., 0 cm to 30 cm; see Figure 1) were obtained from this area in June 2014. The samples were taken at least 100 m apart from one another. All samples were partitioned into two parts for chemical study and spectral measurement.
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Figure 1. Distribution of the soil samples.
2.2. SOM Content and Spectral Measurement

SOM content was measured by following the analysis and calculation methods in literature [3,23]. An ASD FieldSpec3 portable spectral radiometer was used to measure spectral reflectance, which ranged from 350 nm to 2500 nm with a sampling interval from 1.4 nm to 2 nm. The measurement procedures were carried out in the dark to decrease the interference of external light. The light source was from a standardized white halogen light, which had a 45° incident angle and was at a distance of 45 cm.

3. Methods

VNIR spectra-based SOM content prediction generally consists of the following three parts. Part 1 is the spectral preprocessing. Spectral reflectance is unavoidably impacted by random noises, baseline drift, and scattering effects because of the influence of error from the experimental instruments and ambient noises; thus, the stability of the constructed VNIR-spectrum–based prediction model is affected [3]. Hence, spectral preprocessing is a prerequisite for the construction of the prediction model, which will be detailed in Section 3.1. In part 2, the representative calibration set is selected using methods such as the MVARC-R-KS method [3], which will be detailed in Section 3.2. Part 3 aims to build an SOM prediction model based on the VNIR spectra, such as by using typical prediction methods and the proposed PLS–MARS method, which will be elaborated in Section 3.3.1. Lastly, in Section 3.3.2, the accuracy of the constructed prediction model is evaluated by several assessment indices, as will be described in Section 3.3.2.

3.1. Spectral Preprocessing

According to the characteristics of the spectra, spectral preprocessing was conducted as follows. The spectra ranging from 400 mm to 2350 mm was retained to reduce the interference of noises (Liu et al., 2014b; Liu et al., 2016) (Figure 2a). In addition, continuum removed spectral curves exhibited several diminutive absorption valleys (Figure 2b), which could interfere with the prediction based on the VNIR spectra. Hence, Savitzky–Golay (SG) smoothing was used to denoise this interference. Furthermore, multiplicative scatter correction (MSC) and mean center (MC) operations were utilized to reduce the influence of the unavoidable scattering. In short, the spectra were preprocessed successively through SG smoothing, MSC operation, and MC operation.
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3.2. Calibration Set and Validation Set Selection Methods

The MVARC-R-KS method [3] aimed at adaptively selecting the calibration set through multivariate analysis. The procedure of selecting the calibration set using the MVARC-R-KS method comprised two phases [3]. Phase 1 initially mined the clustering distribution zones using the MVARC method, which integrated the a priori algorithm, a density-based clustering algorithm, and the Delaunay triangulation [3]. The association between the SOM content and VNIR spectra may vary according to location and surrounding environment, contributing to the generally strong spatial variability of soil samples. Hence, to open out the spatial heterogeneity of soil samples, environmental variables and SOM content were set as input data for the MVARC method. The spatial heterogeneity of soil samples was checked by Moran’s I; results are given in Table 1. Samples in the same cluster mined by the MVARC method were relatively similar with respect to the impact of the surrounding environment. In addition, the influence of environmental variables on SOM in clusters presented significant differences. Phase 2 utilized the Rank–KS algorithm [22] to select the calibration set from the clustering zones. The eventually selected calibration set was an internal component concentration and spectrum representations, as well as an external environment representation. In addition, the size of the calibration set was set as approximately 70% of the soil samples, and the remaining 30% of the samples were used as the validation set, referring to previous studies [23,24].

Table 1. Moran’s I index and z-score of data related with prediction models calibrated by different calibration set selection methods.

| Prediction Model                                             | Selection Method                                      | Original Data | Predicted Data | Residuals |
|--------------------------------------------------------------|-------------------------------------------------------|---------------|----------------|-----------|
| Partial least squares–based geographic weighted regression (PLS-GWR) | Concentration gradient (C) method                    | 1.15          | 6.33           | 1.06      | 5.83     | 0.01 | 0.20 |
|                                                             | Kennard-Stone (KS) method                            | 1.28          | 5.87           | 1.15      | 5.23     | −0.07 | −1.27 |
|                                                             | Rank–Kennard-Stone (Rank–KS) method                  | 1.33          | 6.30           | 1.28      | 6.03     | −0.10 | −1.35 |
|                                                             | Regional multi-variable associate rule mining and Rank–Kennard-Stone (MVARC-R-KS) method | 1.39          | 6.17           | 1.24      | 5.49     | −0.07 | −0.96 |
| Partial least squares–based multivariate adaptive regression (PLS–MARS) | C                                                    | 1.15          | 6.33           | 1.03      | 5.69     | −0.01 | 0.06 |
|                                                             | KS                                                   | 1.28          | 5.87           | 1.12      | 5.15     | 0.07  | 1.42 |
|                                                             | Rank–KS                                              | 1.33          | 6.30           | 1.12      | 5.30     | −0.01 | 0.01 |
|                                                             | MVARC-R-KS                                            | 1.39          | 6.17           | 1.17      | 5.23     | 0.08  | 1.33 |

Apart from the MVARC-R-KS method, three commonly used calibration set and validation set selection methods—C method, KS method, and Rank–KS method—were utilized for comparison to verify the representation of the selected calibration set.

3.3. VNIR-Based Prediction Methods

According to the VNIR-based SOM predicting demands, the PLS–MARS method was proposed to effectively represent the nonlinear relationship between the data with local difference and numerous variables (see Section 3.3.1). To verify the effectiveness of the proposed PLS–MARS method, typical prediction methods, such as MLR, SVM, PLS, and GWR, were used to construct VNIR-based SOM prediction models. To realize a more comparative analysis with the proposed PLS–MARS method, the GWR method was also combined with PLS (named PLS–GWR) to construct a prediction model. Eventually, a series of evaluation indices was used to evaluate the simulation and prediction performance of the prediction models, which is described in detail in Section 3.3.2.
3.3.1. PLS–MARS Method

The PLS–MARS method is a combination of PLS and MARS methods that constructs a nonlinear prediction model with local regression. The flow of PLS–MARS comprises two parts (Figure 3). Part 1 removes the multicollinearity of the explanatory variables by obtaining PCs using a PLS regression method. Part 2 constructs the MARS model based on the predictors and PCs obtained in Part 1. The details of PLS–MARS are described as follows.

Figure 3. Procedure of constructing the partial least squares–based multivariate adaptive regression spline (PLS–MARS) model.

PCs were abstracted in Part 1. The explanatory variables and predictors were labeled as $E_0$ and $F_0$, respectively. The procedure of obtaining PCs was to abstract the PCs first. Thereafter, a series of PLS regression models based on the obtained PCs and predictors was built. Lastly, the accuracy of the models was evaluated. The model with the highest accuracy was selected, and the corresponding PCs were output as the eventual PCs. The steps of this procedure are described in detail as follows.

Step 1: The PC $t_1$ of the explanatory variables $E_0$ and PC $u_1$ of the predictors $F_0$ were extracted. The estimated values of PCs can be expressed in accordance with Equation (1). The abstracted PCs should represent sufficient information of the variables, and the PCs $t_1$
and \( u_1 \) should be highly correlated. The preceding calculation targets imply that \( t_1 \) and \( u_1 \) can be calculated based on the conditions in Equation (2) by using the Lagrange multipliers.

\[
\begin{align*}
\begin{cases}
    t_1 &= E_0 v_1 \\
    u_1 &= F_0 v_1
\end{cases}
\end{align*}
\tag{1}
\]

\[
\begin{align*}
\begin{cases}
    \langle t_1, u_1 \rangle &= \langle E_0 v_1, F_0 v_1 \rangle = \bar{w}_1^T E_0^T F_0 \Rightarrow \text{Max} \\
    \bar{w}_1^T w_1 &= 1, \quad v_1^T v_1 = 1
\end{cases}
\end{align*}
\tag{2}
\]

Step 2: The regression (i.e., Equation (3)) was constructed based on \( t_1 \) and \( u_1 \); the model is expressed as follows:

\[
\begin{align*}
\begin{cases}
    E_0 &= t_1 \alpha_1^T + E_1 \\
    F_0 &= u_1 \beta_1^T + F_1
\end{cases}
\end{align*}
\tag{3}
\]

where \( \alpha_1 \) and \( \beta_1 \) are the model parameters to ensure the high correlation between \( t_1 \) and \( u_1 \), which can be estimated using least squares criterion; \( E_1 \) and \( F_1 \) are the residual matrixes.

Step 3: The residual matrixes \( E_1 \) and \( F_1 \) were set as the explanatory variables and predictors, respectively. Step 1 was iteratively repeated until the count of the selected PCs reached \( h \) (i.e., the matrix rank of \( E_0 \) (Equation (4))). The PCs \( t \) of the explanatory variables can be calculated using Equation (2).

\[
\begin{align*}
\begin{cases}
    E_0 &= t_1 \alpha_1^T + \cdots + t_h \alpha_h^T + E_h \\
    F_0 &= u_1 \beta_1^T + \cdots + u_h \beta_h^T + F_h
\end{cases}
\end{align*}
\tag{4}
\]

Step 4: The first \( \delta \) principal component PCs (\( 0 < \delta \leq h \)) were successively selected. In addition, the corresponding PLS regression model between the predictors and extracted PCs of the explanatory variables was constructed.

Step 5: The precision of the PLS model was evaluated using the root-mean-square error (RMSEV) calculated by the cross-validation method (leave-one-out sample). High precision of the PLS regression model led to a small value of RMSEV. The PCs \( t = \{ t_1, \cdots, t_p \} \) for constructing the PLS regression model with the highest precision were output as PCs for constructing the following the MARS model.

In Part 2, the MARS prediction model was built based on the explanatory variables \( \{ t_1, \cdots, t_p \} \) and predictors. The MARS model was established based on several BFs in the form of an expansion of splines. The estimation of a true function \( f(t) \) utilizing the MARS method [16] based on BFs is expressed as follows:

\[
\hat{f}(t_1, \cdots, t_p) = \sum_{m=0}^{M} a_m B_m(t_1, \cdots, t_p)
\tag{5}
\]

where coefficient \( a_m \) is obtained using the least squares method and \( B_m(t_1, \cdots, t_p) \) (Equation (6)) is one of the BFs, which is multiplied by several \( b_{k,m} \) as shown in Equation (7).

\[
B_m(t_1, \cdots, t_p) = \prod_{k=1}^{K_m} b_{k,m} \left( t_v(k,m) \mid P_{k,m} \right)
\tag{6}
\]

where \( K_m \) is the number of \( b_{k,m} \) (Equation (7)), which is a bilateral truncation power function decided by the parameters \( P_{k,m} \) and explanatory variables \( t_v(k,m) \) that correspond to the \( k \)th truncated spline BF (SBF) in the \( m \)th term of Equation (6).

\[
b_{k,m} \left( t_v(k,m) \mid P_{k,m} \right) = \left[ S_{k,m} \times \left( t_v(k,m) - r_{k,m} \right) \right]^q_+ = \max(0, S_{k,m} \times \left( t_v(k,m) - r_{k,m} \right)^q)
\tag{7}
\]

where \( P_{k,m} = (S_{k,m}, r_{k,m}) \), truncation direction \( S_{k,m} = \pm 1 \), \( r_{k,m} \) is the knot of the BF \( b_{k,m} \left( t_v(k,m) \mid P_{k,m} \right) \), and \( q \) is the power of SBF reflecting the degree of smoothness of the resulting MARS estimation [16]. In this study, \( q \) was set as 1 to simplify the process.
The process of constructing a MARS model consisted of forward selection and backward pruning. In forward selection, four steps were conducted, as follows:

Step 1: BF was set as $B_0(t) = 1$, and the threshold of the number of BFs and the threshold of the model precision were set.

Step 2: Two new adaptive BFs that yielded the minimum training error were iteratively created.

Step 3: Step 2 was repeated until the number of BFs reached the number threshold or the model precision reached the threshold.

Step 4: All BFs and related parameters were provided.

In forward selection, permission was limited to adding BFs. Accordingly, several BFs were used merely for constructing succeeding BFs and contributed insignificantly to the eventual model. The threshold of the number of BFs was generally set as high in the forward selection procession. Hence, the backward pruning for deleting redundant BFs was necessary.

In backward pruning, the model was simplified by deleting one least important BF (based on generalized cross-validation (GCV)) at each step until no more BFs were available to be deleted. A new model was rebuilt at each step; the model with the minimum GCV was selected as the eventual prediction model. GCV is computed in accordance with Equation (8).

$$GCV = \frac{1}{N} \sum_{i=1}^{N} \left[ y_i - \hat{f}(t_i) \right]^2 \left[ 1 - \frac{M + d \times \left( \frac{M-1}{2} \right)^2}{N} \right]$$ \hspace{1cm} (8)

where $N$ is the size of the calibration set, $M$ is the number of BFs in the model, $d$ is a penalizing factor, which is set as 3 in this study according to a report [16,25], and $(M - 1)/2$ denotes the number of the hinge function knots. Consequently, the function penalizes the model for its number of BFs and knots.

In establishing a MARS model, a series of threshold values was preset to realize the adaptive operation and obtain a suitable result. Accordingly, the model with the minimum GCV was selected as the eventual model. The implementation of the PLS–MARS method was realized using MATLAB software.

3.3.2. Fitness Assessment of the VNIR-Based Prediction Model

The prediction model can be evaluated by several assessment indices: the corrected Akaike information criterion (AICc) [26,27], the coefficient of determination of simulation analysis ($R^2_s$), the coefficient of determination of prediction analysis ($R^2_p$), root of mean square simulation error (RMSEV), root of mean square prediction error (RMSEP), relative percent deviation (RPD), and Moran’s I. AICc estimates the relative amount of information lost by a given model. When comparing a series of models for the same data, the less information a model loses with a lower AICc value, the higher the quality of that model. $R^2_s$ and RMSEV are used to analyze the simulation precision and stabilization of the model. When comparing a series of models for the same data, the less information a model loses with a lower AICc value, the higher the quality of that model. $R^2_p$ and RMSEP are used to analyze the simulation precision and stabilization of the model. A low RMSEV value and high $R^2_p$ value indicate the high stabilization and simulation precision of the model. The prediction precision of the model is estimated by $R^2_p$, RMSEP, and RPD. If RMSEP is low and $R^2_p$ is high, then the predictive capability of the model is considered good. In soil spectrographic analysis, if the RRP is less than 1, then the model is not recommended due to poor prediction capability; if the RPD is larger than 1 and less than 1.4, then the prediction capability is still deemed as poor; if the RPD is between 1.4 and 1.8, then the model can be used to perform prediction analysis; if the RPD is larger than 1.8, then the model should have very good prediction capability [28,29]. Moran’s I is utilized to test the randomness of residuals. A good model will yield a random series of residuals without autocorrelation [30].
4. Results

4.1. Verification of PLS–MARS Method Based on a Simulated Data Set

An illustrative function (Equation (9)) was set to validate the performance of the proposed PLS–MARS method. The method was proposed mainly for nonlinear prediction applications with numerous explanatory variables. Hence, the size of the explanatory variables in the illustrative function in Equation (9) was set as $N$ ($N = 100; N = 500$), and the corresponding relationship between explanatory variables and the predictor was nonlinear. For comparison, MLR, PLS, and SVM methods were also utilized to estimate the illustrative function. Each prediction model was calibrated by 500 samples generated by the Latin hypercube sampling method [16] and tested using 1000 randomly generated samples.

$$f = x_1 \times \sin(x_1) + x_2 \times \sin(x_2) + \cdots + x_{100} \times \sin(x_N)$$  \hspace{1cm} (9)

The performance of the models was evaluated by fitness assessment indices (e.g., $R^2_c$, RMSEV, $R^2_p$, RMSEP, and RPD) (Table 2). The results showed that the MLR model performed well when estimating Equation (9) with 100 explanatory variables, but performed poorly when estimating Equation (9) with 500 explanatory variables. These results suggest the accuracy of the constructed MLR model decreases as the complexity and size of explanatory variables increase. Compared with the MLR model, the PLS method had relatively high accuracy due to the suitability of its equations with numerous explanatory variables. However, SVM and PLS–MARS methods (i.e., as nonlinear prediction methods) had the highest estimation and prediction accuracies when they were used to estimate the relationship in Equation (9).

| Illustrative Functions | Explanatory Variable Size | Prediction Model | Coefficient of Determination of Simulation Analysis ($R^2_c$) | Root of Mean Square Error (RMSEV) (g kg$^{-1}$) | Coefficient of Determination of Prediction Analysis ($R^2_p$) | Root of Mean Square Prediction Error (RMSEP) (g kg$^{-1}$) | Relative Percent Deviation (RPD) |
|------------------------|---------------------------|------------------|---------------------------------------------------------------|----------------------------------|---------------------------------------------------------------|----------------------------------|---------------------------------|
| $f$                    | 100                       | Multiple linear regression (MLR) | 0.92 | 1.08 | 0.93 | 0.99 | 3.9 |
|                        |                           | partial least squares regression (PLS) | 0.92 | 1.02 | 0.93 | 0.93 | 4.2 |
|                        |                           | Support vector machine (SVM) | 0.96 | 0.71 | 0.97 | 0.61 | 6.4 |
|                        |                           | PLS–MARS | 0.94 | 0.89 | 0.96 | 0.69 | 5.7 |
|                        | 500                       | MLR | 0.56 | 4.29 | 0.02 | 31.2 | 0.2 |
|                        |                           | PLS | 0.64 | 3.33 | 0.75 | 2.98 | 1.9 |
|                        |                           | SVM | 0.69 | 3.09 | 0.78 | 2.79 | 2.2 |
|                        |                           | PLS–MARS | 0.65 | 3.21 | 0.76 | 2.93 | 2.1 |

In summary, the comparison experiments on the simulated data set verified that the PLS–MARS method exhibits a high performance for estimating nonlinear relationships to numerous explanatory variables.

4.2. Case Study of PLS–MARS Method

In this subsection, the PLS–MARS method was used to construct a prediction model between VNIR spectra and SOM content based on the representative calibration set in the study area introduced in Section 2. The study area was utilized as a demonstration zone to...
validate the effectiveness and accuracies of the PLS–MARS method. Three missions were carried out as follows.

Mission 1 selected the representative calibration set by utilizing the MVARC-R-KS method [3], which is specified in Section 4.2.1. Mission 2 (in Section 4.2.2) constructed the PLS–MARS method, which was calibrated by the selected calibration set using the MVARC-R-KS method [3]. Typical prediction methods based on typical calibration sample selection methods were utilized to predict SOM content in the research area to verify the effectiveness of the proposed PLS–MARS method and the influence of the calibration set. These comparison experiments are elaborated in Section 4.2.3.

4.2.1. Calibration Set Selected Using MVARC-R-KS Method

The procedure of selecting the calibration set using the MVARC-R-KS method comprised two phases [3]. Phase 1 consisted of obtaining clustering zones with similar influences of the environment on SOM content. Phase 2 utilized the Rank–KS method to select representative samples from the clustering zones. The selected samples were eventually merged as the calibration set (Figure 4). Typical methods, such as C, KS, and Rank–KS methods, were used for comparison to verify the representation of the calibration set. If the calibration set was representative, then the distribution characteristics of the calibration set would be similar to the entire samples. The statistical values of SOM content and the spectral reflectance information of the calibration sets selected by the aforementioned methods were calculated and are shown in Figure 5 and Table 3. The results showed that the mean and median values of the SOM content in the calibration set selected by the KS method were lower than those in the entire samples. In contrast to the KS method, the C, Rank–KS, and MVARC-R-KS methods obtained calibration sets having a considerably similar distribution to the entire samples for SOM content. Compared with the calibration sets selected by the KS, Rank–KS, and MVARC-R-KS methods, the calibration set selected by the C method had less similar spectral reflectance information to that of the entire samples. Compared with the C, KS, and Rank–KS methods, the MVARC-R-KS method further took into consideration the spatial variation and impacts of the environmental variables [3].
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Figure 4. Calibration and validation samples selected utilizing the regional multi-variable associate rule mining and Rank–Kennard-Stone (MVARC-R-KS) method.
Figure 5. Statistics of the soil organic matter (SOM) content in the following samples: (1) all samples; (2) samples selected utilizing the concentration gradient (C) method; (3) samples selected utilizing the Rank–Kennard-Stone (Rank–KS) method; (4) samples selected using the Rank method; (5) samples selected utilizing the MVARC-R-KS method.

Table 3. Statistical values of the spectral reflectance information in the samples.

| Statistic Values | All Samples | C | Rank–KS | KS | MVARC-R-KS |
|------------------|-------------|---|---------|----|------------|
| Mean             | 0.3542      | 0.3495 | 0.3563 | 0.3561 | 0.3541     |
| Variation        | 0.0369      | 0.0360 | 0.0404 | 0.0401 | 0.0405     |

In summary, the calibration set selected by the MVARC-R-KS method was the SOM content, spectrum representative, and environment representative [3]. Hence, the MVARC-R-KS method seemed to be reasonable to select a representative calibration set.

4.2.2. Performance of the PLS–MARS Model Calibrated by the Calibration Set Selected Utilizing the MVARC-R-KS Method

The PLS–MARS method was used to build the SOM prediction model based on the VNIR spectra in accordance with the selected calibration set (Figure 4). PCs were first calculated and selected. The count of PCs was set at 10, with the highest precision (i.e., RMSEV) of the constructed regression model (Figure 6) based on the PC selection procedure described in Phase 1 of Section 3.2. Thereafter, the PLS–MARS model was constructed based on the PCs and SOM content. The PLS–MARS model was eventually evaluated. Table 4 shows the fit assessments of the prediction model. The result indicated that the PLS–MARS model calibrated by the samples selected utilizing the MVARC-R-KS method [3] could estimate SOM content with high stability and prediction precision.
4.2.3. Comparison of the PLS–MARS Model with Typical Prediction Models

The MLR, PLS, SVM, and PLS–GWR methods were utilized to construct the SOM prediction model based on the VNIR spectra in the research region to verify the availability of the PLS–MARS method. The precision of the prediction method was substantially correlated with the selected calibration set. Hence, the C, KS, Rank–KS, and MVARC-R-KS methods were introduced to obtain the representative calibration sets.

The performance of the models was evaluated using fitness assessment indices (e.g., AICc, $R^2_c$, RMSEV, $R^2_p$, RMSEP, and RPD) (Table 4). Two conclusions could be drawn. One was that the performance of the prediction models highly relied on the selected calibration sets; such performance was achieved for the following reasons. The results imply that the accuracies of the models based on different calibration sets fluctuated heavily. For example, the prediction models calibrated using the calibration sets selected by the C and KS methods had poor prediction capabilities. The Rank–KS method selected the calibration...
set for building prediction models with relatively higher accuracies than those of the C and KS methods. The prediction models calibrated by the samples obtained utilizing the MVARC-R-KS method had the highest prediction accuracies. These results sufficiently verified the dependency of the performance of the prediction models on the selected calibration sets. Because the PLS–GWR model was a local prediction model, the calibration sets had less effect on the prediction results. Another conclusion was that the PLS–MARS method outperformed the typical prediction models for estimating VNIR-spectrum–based SOM content in the study area. The following results support this conclusion. The results in Table 4 show that the MLR model had poor prediction accuracies and thus could not be used to predict SOM content in the study area. The possible reason is due to the inapplicability of these methods for complex high-dimension data sets. Although the PLS and SVM models had relatively higher simulation and prediction accuracies, their model accuracies were lower than the PLS–GWR and PLS–MARS models that considered the local difference. The Moran’s I indexes in Table 1 indicate that both the PLS–MARS model and PLS–GWR model could maintain the spatial heterogeneity distribution characteristics of data. In addition, random spatial residuals without autocorrelation could further verify the effectiveness of the PLS–GWR model and the PLS–MARS model. Compared with the PLS–GWR model, the PLS–MARS model, which considered the nonlinear relationship between SOM content and VNIR spectra, had the highest simulation and prediction accuracies among the prediction models. Since PLS–GWR and PLS–MARS were constructed based on the same PCs, their AICc values were comparable. Nevertheless, the AICc values indicated that the proposed PLS–MARS model had higher model quality than the PLS–GWR model. In summary, the PLS–MARS model calibrated by the samples obtained utilizing the MVARC-R-KS method indicated immense potential for building a prediction model of SOM content based on the VNIR spectra in the riverside region.

5. Discussion

Intrinsic strategies for the prediction method and selected calibration set were significant factors that affected the performance of the constructed prediction model. The influence of the calibration set on model performance, and the good performance of the MVARC-R-KS method and the proposed PLS–MARS prediction method will be discussed in Sections 5.1 and 5.2, respectively.

5.1. Influence of the Calibration Set on the Model Performance

If the calibration set can well represent the relation of the SOM content with VNIR spectra, then the prediction model calibrated using this calibration set will have a good prediction performance. Table 4 shows that the prediction models calibrated using the calibration sets selected by the classical C and KS methods lacked good prediction performance, whereas the prediction models based on the Rank–KS method could build models with considerably high $R^2_p$ and RPD in the study area. This phenomenon was mainly due to the fact that the calibration set obtained utilizing the C or KS method was representative of either the SOM content or the spectrographic information. By contrast, the calibration set obtained utilizing the Rank–KS method was both SOM content and spectral information representative. These results also indicated that the component concentrations and spectrographic information should be simultaneously taken into account to obtain the representative calibration set to accurately build a VNIR-spectrum–based SOM prediction model. However, in comparison with the Rank–KS method, the MVARC-R-KS method could select the more representative calibration sets, which could calibrate the prediction models with the highest accuracy. This result could be attributed to the consideration of the impact of the surrounding environment and spatial heterogeneity on the samples in the MVARC-R-KS method, which were substantially consistent with real situations.

In summary, the prediction models depended substantially on the selected calibration sets. A representative calibration set instead of a randomly selected calibration set should be obtained in advance to construct a prediction model with good performance. Hence,
calibration set selection should be taken seriously during the construction of the prediction models. This study suggests that the MVARC-R-KS method [3] can be set as the optimal choice in the riverside region. This is because this method simultaneously considers the influence of multiple influential factors (i.e., chemical components, spectrographic information, and environmental factors), thereby making the VNIR-spectrum–based SOM prediction model calibrated by the selected calibration set an extensively applicable one.

5.2. Strategies of the PLS–MARS Method

The performance of the PLS–MARS method was analyzed using the simulated data set and real application. In addition, the effectiveness and accuracy of PLS–MARS were compared with those of several commonly used prediction methods (i.e., MLR, PLS, SVM and PLS–GWR methods) in literature. The results in the simulated application implied that the PLS, SVM, and PLS–MARS methods could efficiently estimate the relationship between numerous explanatory variables and their responses. However, if the relationship exhibited significantly non-linear features and spatial heterogeneity, such as the relation of the SOM content with VNIR spectra in the study area, then the PLS–MARS method produced more accurate results than the rest of the prediction methods tested. This superiority is generally due to the consideration of the natural local difference of data sets, and the construction of a local non-linear optimization model in the PLS–MARS method rather than the global non-linear optimization characteristics of the other prediction methods. The adaptive strategy of the PLS–MARS method also facilitated the automatic estimation of natural relationships and supported their promotion. Thus, the PLS–MARS method has immense potential for estimating the complex nonlinear relationships of geographical data with numerous explanatory variables, and the PLS–MARS method calibrated by the samples obtained utilizing the MVARC-R-KS method shows great potential in estimating significantly nonlinear relationships in spatial and non-spatial domains.

6. Conclusions

The PLS–MARS method was proposed to construct a nonlinear model for SOM content prediction, in which the MVARC-R-KS method was adopted to select the optimal calibration set. Several commonly used calibration set selection methods were applied to calibrate the PLS–MARS model, and their influences on the prediction precision of the established model were investigated. The implementation procedure for the proposed method was described in detail. The proposed approach was illustrated and validated through a simulated data set and practical application in the Jianghan Plain. A comparative study with conventional prediction methods indicated that the proposed PLS–MARS method presents the following advantages: (1) the proposed method can efficiently estimate the nonlinear relationship underlying data with numerous variables; (2) the proposed method can accurately construct the highly nonlinear relationship of the SOM content with VNIR spectra, with consideration of the spatial heterogeneity of the relationship; (3) the proposed method can automatically construct a prediction model without substantial prior knowledge of the data set.

The following new findings were obtained based on the application of the PLS–MARS method to estimate SOM content in the Jianghan Plain in China: (1) the accuracy of prediction models, including the PLS–MARS model, depends significantly on the selected calibration sets; (2) the combined PLS–MARS and MVARC-R-KS methods have immense stability and prediction capabilities when estimating the relation of SOM content with VNIR spectra in the study area.

In general, the proposed PLS–MARS method can accurately estimate the nonlinear relationship with local differences. The PLS–MARS method calibrated by the samples obtained utilizing the MVARC-R-KS method has considerable potential for estimating SOM. Furthermore, the PLS–MARS method is conceptually simple and easily executed via a programming language, thereby ensuring easy application.

Future studies will focus on further practical applications of the PLS–MARS method. For example, a PLS–MARS model calibrated by the calibration set selected utilizing...
MVARC-R-KS method can serve as a potential prediction model to estimate other soil properties (e.g., iron content, copper content, and soil organic C) based on the VNIR spectra in the study area or other areas. The proposed PLS–MARS method can also be used to characterize the nonlinear relationships of other geographic phenomena.
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