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Abstract. We prove that an open set \( \Omega \subset \mathbb{R}^n \) can be approximated by smooth sets of uniformly bounded perimeter from the interior if and only if the open set \( \Omega \) satisfies
\[
\mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) < \infty,
\]
where \( \Omega^0 \) is the measure-theoretic exterior of \( \Omega \). Furthermore, we show that condition (*) implies that the open set \( \Omega \) is an extension domain for bounded divergence-measure fields, which improves the previous results that require a strong condition that \( \mathcal{H}^{n-1}(\partial \Omega) < \infty \). As an application, we establish a Gauss-Green formula up to the boundary on any open set \( \Omega \) satisfying condition (*) for bounded divergence-measure fields, for which the corresponding normal trace is shown to be a bounded function concentrated on \( \partial \Omega \setminus \Omega^0 \). This new formula does not require the set of integration to be compactly contained in the domain where the vector field is defined. In addition, we also analyze the solvability of the divergence equation on a rough domain with prescribed trace on the boundary, as well as the extension domains for bounded BV functions.

1. Introduction

We are concerned with necessary and sufficient conditions for open sets to be approximated by smooth sets of uniformly bounded perimeter from their interior. One of the motivations is from the crack problems in elasticity and materials science, in which the domains under consideration often have lower dimensional cracks. In this paper, we identify the following condition on a general open set \( \Omega \) in the form:
\[
\mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) < \infty \tag{1.1}
\]
with \( \Omega^0 \) as the measure-theoretic exterior of \( \Omega \), and prove that \( \text{(1.1)} \) is a necessary and sufficient condition for the open set \( \Omega \) to be approximated by smooth sets of uniformly bounded perimeter from its interior. Furthermore, we show that condition \( \text{(1.1)} \) implies that not only the open set \( \Omega \) is an extension domain for bounded divergence-measure fields, but also a Gauss-Green formula holds up to the boundary of \( \Omega \) for bounded divergence-measure fields, for which the corresponding normal trace is shown to be a bounded function concentrated on \( \partial \Omega \setminus \Omega^0 \). This new formula does not require the set of integration to be compactly contained in the domain where the vector field is defined. Our formula takes
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integrate by parts, not to account for cracks, since the integration takes place in \( \Omega \), instead of \( \Omega^1 \) (measure-theoretic interior) as in the previously established formula (2.11) below.

More precisely, the Gauss-Green formula is a fundamental formula in analysis in order to perform integration by parts. In the simplest form, it can be stated for a smooth vector field \( F \) and a smooth bounded open set \( E \) as follows:

\[
\int_E \text{div} F \, dx = -\int_{\partial E} F(y) \cdot \nu_E(y) \, dH^{n-1}(y),
\]

(1.2)

where \( \nu_E \) is the interior unit normal to \( E \). However, in many applications, it is necessary to integrate by parts for vector fields that are only weakly differentiable and on domains with less regularity. Then a fundamental question is how formula (1.2) can be generalized to rough open sets and weakly differentiable vector fields. The first classical generalization is obtained by considering the left side of (1.2) as a linear functional acting on vector fields \( F \in C^1_c(\mathbb{R}^n) \). If \( E \) is such that

\[
\sup_{F \in C^1_c(\mathbb{R}^n)} \int_E \text{div} F \, dx < \infty,
\]

(1.3)

then the Riesz representation theorem implies that there exists a vector-valued Radon measure \( \mu_E \) such that

\[
\int_E \text{div} F \, dx = \int_{\mathbb{R}^n} F \cdot d\mu_E \quad \text{for all } F \in C^1_c(\mathbb{R}^n).
\]

(1.4)

A set \( E \) that satisfies (1.3) is called a set of finite perimeter in \( \mathbb{R}^n \). The structure theorem of De Giorgi (see also [37, Theorem 15.9] and [47, §5.5–§5.7]) shows that a set \( E \) of finite perimeter has many regularity properties. In particular, the topological boundary of \( E \), denoted as \( \partial E \), contains an \((n - 1)\)-rectifiable set that is known as the reduced boundary of \( E \), denoted as \( \partial^* E \). It can be shown that every \( x \in \partial^* E \) has an inner unit normal \( \nu_E(x) \) and a tangent plane in the measure-theoretic sense (see [47, Theorem 5.6.5]). Moreover, the Radon measure \( \mu_E \) has the following structure:

\[
\mu_E = -\nu_E \mathcal{H}^{n-1} \lfloor \partial^* E
\]

(1.5)

such that (1.4) reduces to

\[
\int_E \text{div} F \, dx = -\int_{\partial^* E} F(y) \cdot \nu_E(y) \, d\mathcal{H}^{n-1}(y).
\]

(1.6)

The Gauss-Green formula (1.6) is also true for Lipschitz and \( BV \) vector fields over any set \( E \) of finite perimeter (see De Giorgi [18,19], Federer [23,24], and Burago-Maz’ya [8]). The Gauss-Green formula for bounded vector fields \( F \) with \( \text{div} F \) as a measure on bounded Lipschitz domains was studied by Anzellotti in [5,6].

In the context of hyperbolic conservation laws, the question of extending the Gauss-Green formula to divergence-measure vector fields was first addressed in Chen-Frid [10,11], as required in the analysis of weak entropy solutions obeying the Lax entropy inequality. In general, divergence-measure fields are vector fields \( F \in L^p, 1 \leq p \leq \infty \), such that the distributional divergence \( \text{div} F \) is a measure, which are much wider than \( BV \) vector fields. The theory of divergence-measure fields is distinct in nature depending on whether \( F \in L^\infty \), or \( F \in L^p \) for \( p \neq \infty \). The Gauss-Green formula for divergence-measure fields in \( L^\infty \) over sets of finite perimeter was obtained simultaneously and independently by Chen-Torres [12] and Šilhavý [45] in 2005 via different approaches. The approach developed in [12] is to employ a product rule for bounded divergence-measure fields to obtain a measure
concentrated on $\partial^* E$ which is absolutely continuous with respect to $\mathcal{H}^{n-1}$ and whose density is the normal trace. In Šilhavý [45], a formula for the normal trace is provided, which is defined for $\mathcal{H}^{n-1}$-a.e. $x \in \partial^* E$ as a limit of averages on balls $B(x, r)$. Motivated by hyperbolic conservation laws and the insights in [10,11], the interior and exterior normal traces need to be constructed as the limit of classical normal traces on one-sided smooth approximations of the set of finite perimeter, respectively, so that the surface of a shock wave can be approximated with smooth surfaces to obtain the interior and exterior fluxes on the shock wave. In order to accomplish this, a new approximation theorem for sets of finite perimeter was developed in Chen-Torres-Ziemer [13] and Comi-Torres [15] which shows that $k \to \infty$ \begin{equation*} \frac{d}{dt} \chi_{E}(t) \leq \chi_{E}(s) \chi_{H}^{n-1}(1.8) \end{equation*}

for $0 < t < \frac{1}{2}$, and the level set $\chi_{E}(t)$ with a suitable fixed $0 < t < \frac{1}{2}$ can intersect the measure-theoretic exterior $E^0$ of $E$. A critical step in the proof is to show that $\mathcal{H}^{n-1}(\chi_{E}^{-1}(t) \cap E^0) \to 0$ as $k \to \infty$, which is obtained by using the tangential properties of blow-ups around the points on the reduced boundary of the sets of finite perimeter.

Given $F \in DM^p(\Omega)$ for $1 \leq p \leq \infty$ and a bounded Borel set $E \subset \Omega$, we can define the normal trace of $F$ on $\partial E$ as the following distribution:

\begin{equation*} (F \cdot \nu, \phi)_{\partial E} := \int_{E} \phi \, d\text{div} F + \int_{E} F \cdot \nabla \phi \, dx \quad \text{for any } \phi \in \text{Lip}_{c}(\mathbb{R}^n). \tag{1.7} \end{equation*}

If $\tilde{E}$ is any Borel set such that $\mathcal{L}^{n}(E \setminus \tilde{E}) = 0$, then

\begin{equation*} (F \cdot \nu, \phi)_{\partial E} \neq (F \cdot \nu, \phi)_{\partial \tilde{E}}, \tag{1.8} \end{equation*}

unless $|\text{div} F| \ll \mathcal{L}^{n}$. In particular, if $E \subset \Omega$ is an open set with smooth boundary, then $\partial E = \partial \Omega$; however, if $|\text{div} F|(\partial E) \neq 0$, the normal traces of $F$ on the boundary of $E$ and $\tilde{E}$ are different in general. The normal trace is a distribution concentrated on the topological boundary $\partial E$ (see [9, §4]).

If $F \in DM^p_{\text{loc}}(\Omega)$, and $E \Subset \Omega$ is a set of finite perimeter, and if $\tilde{E} = E^1$ or $\tilde{E} = E^1 \cup \partial^* E$, then $|\langle F \cdot \nu, \cdot \rangle_{\partial E}| \ll \mathcal{H}^{n-1}(\partial^* E; \mathcal{H}^{n-1})$. Thus, for any $\phi \in \text{Lip}_{c}(\Omega)$,

\begin{equation*} (F \cdot \nu, \phi)_{\partial E^1} = -\int_{\partial^* E} \phi \, \mathfrak{F}_{\nu} \cdot \nu_{E} \, d\mathcal{H}^{n-1}, \tag{1.8} \end{equation*}

\begin{equation*} (F \cdot \nu, \phi)_{\partial (E \setminus \partial^* E)} = -\int_{\partial^* E} \phi \, \mathfrak{F}_{\nu} \cdot \nu_{E} \, d\mathcal{H}^{n-1}, \tag{1.9} \end{equation*}

where $\mathfrak{F}_{\nu}$, $\mathfrak{F}_{\nu} \cdot \nu_{E} \in L^{\infty}(\partial^* E; \mathcal{H}^{n-1})$ are the interior and exterior normal traces of $F$ as introduced in [13, Theorem 5.3].

A Gauss-Green formula for divergence-measure fields $F \in L^p$, $p \neq \infty$, and extended divergence-measure fields (i.e., $F$ is a vector-valued measure whose divergence is a Radon measure) was first obtained in Chen-Frid [11] for Lipschitz domains. In Šilhavý [46], a Gauss-Green formula for extended divergence-measure fields was proved to be held over general open sets, which is the most general result presently available so far. A formula for the normal trace distribution is given in [16, Theorem 2.4, (2.5)] and Chen-Frid [11, Theorem 3.1, (3.2)] as the limit of averages over the neighborhoods of the boundary.

Motivated by hyperbolic conservation laws and the approach developed in [13], the Gauss-Green formulas for divergence-measure fields in $L^p$ for $p \neq \infty$ on general open sets was
further studied in Chen-Comi-Torres [9]. One of the main objectives in [9] is to represent
the normal trace as the limit of classical normal traces over smooth approximations of the
domain. Roughly speaking, the approach in [9] is to differentiate under the integral sign
in the formulas [46, Theorem 2.4, (2.5)] and Chen-Frid [11, Theorem 3.1, (3.2)] in order to
represent the normal trace as the limit of boundary integrals (i.e. integrals of the classical
normal traces \(F \cdot \nu\) over appropriate smooth approximations of the domain).

The existence of Lipschitz deformable boundaries and the problem of characterizing vec-
tor fields in \(L^p, p \neq \infty\), so that the normal trace (1.7) can be represented by a measur-
e may not be a measure.

One of the main purposes of this paper is to analyze bounded open sets of finite perimeter
satisfying (1.1) and to prove that any \(F \in \mathcal{DM}^\infty(\Omega)\) has a normal trace that is an
\(L^\infty\) function concentrated on \(\partial \Omega \setminus \Omega^0\), without further assuming that \(F\) is defined
outside \(\Omega\).

If \(\Omega\) is a bounded open set satisfying (1.1), the normal trace as a distribution is:

\[
\langle F \cdot \nu, \phi \rangle_{\partial \Omega} := \int_{\Omega} \phi \, d\text{div} F + \int_{\Omega} F \cdot \nabla \phi \, dx
\]

for any \(\phi \in \text{Lip}_c(\mathbb{R}^n)\).

A simple example of an open set satisfying (1.1) in two-dimensions is:

\[
\Omega := \{ x : |x| < 1, \ x_2 \neq 0 \ \text{when} \ x_1 > 0 \}.
\]

Segment \(L := \{ x : 0 < x_1 < 1, \ x_2 = 0 \}\) could represent a fracture in the open set \(\Omega\). \(L\)
is a subset of \(\Omega^1\), which is the measure-theoretic interior of \(\Omega\) as defined in (2.1) below;
however, \(L\) is also a part of the topological boundary of \(\Omega\). Note that formula (1.8) does not recognize the fracture since \(\Omega^1 = \{ x : |x| < 1 \}\), so that the integration by parts happens in
the whole open disk, and not in the desired domain \(\Omega\), thus losing the information on the
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and \( u \in BV(\Omega) \cap L^\infty(\Omega) \), there exists \( u^* \in L^\infty(\partial^* \Omega) \) (which is the trace of \( u \)) such that, for \( \mathcal{H}^{n-1} \)-a.e. \( x \in \partial^* \Omega \) and any \( \phi \in C_0^1(\mathbb{R}^n, \mathbb{R}^n) \), the following integration by parts formula holds:

\[
\int_\Omega \phi \cdot Du \, dx + \int_\Omega u \, \text{div} \phi \, dx = - \int_{\partial^* \Omega} u^* \cdot \nu_\Omega \, d\mathcal{H}^{n-1}
\]

with

\[
\lim_{r \to 0} \frac{1}{r^n} \int_{B_r(x) \cap \Omega} |u(y) - u^*(x)| \, dy = 0 \quad \text{a.e. } x \in \partial^* \Omega.
\]

Proposition 7.7 has applications to the shape optimization problem of the form:

\[
\inf_{u \in H^1(\Omega; S^{n-1})} J(u, \Omega) \quad (1.12)
\]

with

\[
J(u, \Omega) := \int_\Omega |\nabla u|^2 \, dx + \int_{\partial^* \Omega} f u \cdot \nu_\Omega \, d\mathcal{H}^{n-1}, \quad (1.13)
\]

where the minimization takes place over rough sets satisfying \( \text{(1.11)} \) and \( f \) is a given function that depends on the particular optimization problem. The fact that the traces (up to the boundary) of bounded \( BV \) functions can be defined on the reduced boundary of \( \Omega \) allows to show that the surface energy \( (1.12)-(1.13) \), involving the traces of bounded \( H^1 \) vector fields, is well posed for the sets satisfying \( \text{(1.11)} \) (see Li-Wang [36]). In particular, Lipschitz domains and outward minimizing sets (see Definition 2.1) satisfy condition \( \text{(1.11)} \).

This paper is organized as follows: In \( \S \) 2, we introduce some notations and basic properties of divergence-measure fields. In \( \S \) 3, we prove that \( \text{(1.1)} \) characterizes the sets that can be approximated by the sets of uniformly bounded perimeter from the interior. In \( \S \) 4, we prove that the sets satisfying \( \text{(1.1)} \) are extension domains for bounded divergence-measure fields. We also show the weak convergence properties of the trace operator which will be used to establish Theorem 5.2. In \( \S \) 5, we prove our Gauss-Green formula up to the boundary on extension domains for bounded divergence-measure fields. We also re-discovered the classical Gauss-Green formula, Theorem 2.9 obtained in [12, 13, 15, 45]. In \( \S \) 6, using our previous results, we analyze the solvability of the equation: \( \text{div} F = 0 \) on rough domains, with prescribed trace on \( \partial \Omega \). In \( \S \) 7, we analyze extension domains for bounded \( BV \) functions and show that \( \text{(1.1)} \) is a sufficient (but not a necessary) condition for \( \Omega \) to be an extension domain for bounded \( BV \) functions.

2. Basic Notations and Properties of Divergence-Measure Fields

In this section, we present some basic notations and properties of divergence-measure fields for the subsequent development.

Given \( E \subset \mathbb{R}^n \), the Lebesgue measure of \( E \) is denoted as \( \mathcal{L}^n(E) \) or \( |E| \). The set of points of density \( \alpha \) of \( E \) is defined as

\[
E^\alpha := \{ x \in \mathbb{R}^n : \lim_{r \to 0} \frac{|B_r(x) \cap E|}{|B_r(x)|} = \alpha \}. \quad (2.1)
\]

We also define

\[
\partial^m E := \mathbb{R}^n \setminus (E^1 \cup E^0), \quad (2.2)
\]

which is the measure-theoretic boundary of \( E \).

Note that \( E^0 = (\mathbb{R}^n \setminus E)^1 \). For the reduced boundary \( \partial^* E \) of \( E \),

\[
\partial^* E \subset \partial^m E \subset \partial E,
\]
where \( \partial E \) is the topological boundary of \( E \). The perimeter of \( E \) in \( \Omega \) is denoted as
\[
P(E; \Omega) := \mathcal{H}^{n-1}(\partial E \cap \Omega).
\]
If \( \Omega = \mathbb{R}^n \), we simply write \( P(E) \). For more details, see [3, 21, 30, 37, 47].

Throughout this paper, we use \( \rho \in C^\infty_c \) to denote the standard symmetric mollifier, and \( \omega_n \) to be the volume of the unit ball in \( \mathbb{R}^n \). For a Radon measure \( \mu \), we use \( |\mu| \) to denote its total variation. We also use symbol \( a \lesssim_n b \) to represent that \( a \leq C(n)b \), where \( C(n) \) is a constant depending only on \( n \). For simplicity of exposition, we assume in this paper that \( \Omega \) is always a bounded set, but most of our results can be generalized to unbounded sets.

**Definition 2.1.** We say that \( E \) is an outward minimizing set (or pseudoconvex) in \( \mathbb{R}^n \) if \( P(F) \geq P(E) \) for any \( F \supseteq E \).

The outward minimizing sets, which are the sets of nonnegative variational mean curvature, satisfy condition (1.11). The outward minimizing sets are natural generalizations of convex sets. For example, if \( n = 2 \), a connected outward minimizing set is equivalent to a convex set; see [26]. This class of sets may have very rough boundary: For example, for \( n \geq 3 \), an outward minimizing set can have a boundary of positive Lebesgue measure, as shown in [7].

**Definition 2.2.** Given an integrable vector field \( F \) on the open set \( \Omega \), \( \text{div} F \) is a distribution acting on \( C^\infty_c(\Omega) \) such that, for any test function \( \phi \in C^\infty_c(\Omega) \),
\[
\langle \text{div} F, \phi \rangle := -\int_\Omega F \cdot \nabla \phi \, dx. \tag{2.3}
\]
We say that \( F \) is an \( L^p \) divergence-measure field in the open set \( \Omega \) for \( 1 \leq p \leq \infty \) if \( F \in L^p(\Omega) \) and
\[
\sup \left\{ \int_\Omega F \cdot \nabla \phi \, dx : \phi \in C^1_c(\Omega), |\phi| \leq 1 \right\} < \infty. \tag{2.4}
\]
Condition (2.4) implies that \( \text{div} F \) is a finite Radon measure in \( \Omega \) (i.e. \( |\text{div} F|(\Omega) < \infty \)) so that
\[
\langle \text{div} F, \phi \rangle = \int_\Omega \phi \, d\text{div} F = -\int_\Omega F \cdot \nabla \phi \, dx. \tag{2.5}
\]

The Banach space \( DM^p(\Omega) \) consists of all \( L^p \) divergence-measure fields on \( \Omega \) for any \( 1 \leq p \leq \infty \).

A product rule between essentially bounded divergence-measure fields and scalar functions of bounded variations was first proved in Chen-Frid [10, Theorem 3.1] (also see [27]).

**Theorem 2.3** (Chen-Frid [10]). Let \( g \in BV(\Omega) \cap L^\infty(\Omega) \) and \( F \in DM^\infty(\Omega) \). Then \( gF \in DM^\infty(\Omega) \) and
\[
\text{div}(gF) = g^* \text{div} F + \mathcal{F} \cdot Dg \tag{2.6}
\]
in the sense of Radon measures on \( \Omega \), where \( g^* \) is the precise representative of \( g \), and \( \mathcal{F} \cdot Dg \) is a Radon measure which is the weak-star limit of \( \mathcal{F} \cdot \nabla g_\varepsilon \) for some mollification \( g_\varepsilon := g^* \rho_\varepsilon \) and is absolutely continuous with respect to \( |Dg| \). In addition,
\[
|\mathcal{F} \cdot Dg| \leq \|\mathcal{F}\|_{L^\infty(\Omega; \mathbb{R}^n)} |Dg|.
\]
Let $F \in \mathcal{DM}^p(\Omega)$ for $1 \leq p \leq \infty$, and let $g \in L^\infty(\Omega) \cap BV(\Omega)$. If $p = \infty$, then
\[ |\text{div} F| + |\text{div}(gF)| \ll \mathcal{H}^{n-1}, \] (2.7)
as observed first in [10, Proposition 3.1]. If $p \in \left[ \frac{n}{n-1}, \infty \right)$,
\[ |\text{div} F|(B) = |\text{div}(gF)|(B) = 0 \]
for any Borel set $B$ with $\sigma$ finite $\mathcal{H}^{n-p'}$ measure (see [15, Theorem 3.2]).

We will use the following approximation result, whose proof is similar to the analogous result for $BV$ functions (see [10, 11, 30]).

**Proposition 2.4.** Let $F \in \mathcal{DM}^p(\Omega)$ for $1 \leq p \leq \infty$ and a bounded domain $\Omega$. Then there exists $F_j \in C^\infty(\Omega; \mathbb{R}^n)$ such that
\[ \lim_{j \to \infty} |\text{div} F_j|(\Omega) = |\text{div} F|(\Omega), \quad \lim_{j \to \infty} \|F_j - F\|_{L^1(\Omega)} = 0 \] (2.8)
with
\[ \sup_j \|F_j\|_{L^p(\Omega)} < \infty. \] (2.9)

**Remark 2.5.** In fact, we can choose $F_j$ with the additional property that $\|F_j\|_{L^p} \leq \|F\|_{L^p}$ for all $1 \leq p \leq \infty$ in Proposition 2.4. This follows from the proof of Proposition 2.4 as in [10, 11] and the Young inequality for the convolutions.

We will frequently apply the following two theorems due to Federer (cf. [25]), which can also be found in [3, 21, 37, 47].

**Theorem 2.6.** If $E$ is a set of finite perimeter in $\mathbb{R}^n$, then $\mathbb{R}^n = E^1 \cup E^0 \cup \partial^m E$ and $\mathcal{H}^{n-1}(\partial^m E \setminus \partial^* E) = 0$.

**Theorem 2.7** (Criteria for sets of finite perimeter). If $E \subset \mathbb{R}^n$ satisfies $\mathcal{H}^{n-1}(\partial^m E) < \infty$, then $E$ is a set of finite perimeter.

Next, we introduce the definition of normal traces:

**Definition 2.8.** Given $F \in \mathcal{DM}^p(\Omega)$ for $1 \leq p \leq \infty$, and a bounded Borel set $E \subset \Omega$, then the normal trace of $F$ on $\partial E$ is defined as
\[ \langle F \cdot \nu, \phi \rangle_{\partial E} := \int_E \phi \text{ddiv} F + \int_E F \cdot \nabla \phi \, dx \quad \text{for any } \phi \in \text{Lip}_c(\mathbb{R}^n). \] (2.10)

The following theorem was proved in [12, 45] (see also [13, 15]):

**Theorem 2.9.** If $E \subset \Omega$ is a set of finite perimeter, and if $F \in \mathcal{DM}^\infty(\Omega)$, then there exists $\mathcal{H}^n \cdot \nu_E \in L^\infty(\partial^* E; \mathcal{H}^{n-1})$ such that
\[ \int_{E^1} \text{ddiv} F = -2\chi_E F \cdot D\chi_E(\partial^* E) = -\int_{\partial^* E} \mathcal{H}^n \cdot \nu_E \, d\mathcal{H}^{n-1} \] (2.11)
where $\chi_E F \cdot D\chi_E$ is the weak-star limit of measures $\chi_E F \cdot \nabla(\chi_E * \rho_\lambda)$. 

3. Interior Approximation by Sets of Uniformly Bounded Perimeter

In this section, we prove that (1.1) characterizes the sets that can be approximated by sets of uniformly bounded perimeter from the interior.

**Theorem 3.1.** Let $\Omega$ be a bounded set with $|\Omega| > 0$. Then there exists smooth sets $E_k \Subset \Omega$ such that $E_k \to \Omega$ in $L^1$ and $\sup_k P(E_k) < \infty$ if and only if (1.1) is satisfied.

**Proof.** We divide the proof into two steps.

1. We first show the “only if” part. Let $E_i$ be the assumed approximating sequence. Then, by the lower semicontinuity of $P(\cdot)$ (see [47, Theorem 5.2.1]), we know that $\Omega$ is of finite perimeter. In order to obtain (1.1), by Theorem 2.6, it suffices to show

$$h_n^{-1}(\partial \Omega \cap \Omega^1) < \infty,$$

(3.1)

since $\partial \Omega \setminus \Omega^0 = (\partial \Omega \cap \Omega^1) \cup \partial^m \Omega$.

Since $E_i \Subset \Omega$ for each $i$, by definition of the measure-theoretic interior, we have

$$\lim_{r \to 0} \frac{|B_r(x) \cap (\Omega \setminus E_i)|}{\omega_n r^n} = 1 \quad \text{for all} \quad x \in \partial \Omega \cap \Omega^1.$$

Therefore, for any $x \in \partial \Omega \cap \Omega^1$, we can choose $0 < r < \infty$ such that

$$\frac{|B_r(x) \cap (\Omega \setminus E_i)|}{\omega_n r^n} = \frac{1}{2}.$$

From the relative isoperimetric inequality (see e.g. [37, Remark 12.38]), we have

$$P(\Omega \setminus E_i; B_r(x)) \geq c(n) \min \{|B_r(x) \cap (\Omega \setminus E_i)|^{\frac{n-1}{n}}, |B_r(x) \setminus (\Omega \setminus E_i)|^{\frac{n-1}{n}}\}$$

$$= c_1(n) r^{n-1}.$$

(3.2)

Thus, by Vitali’s covering theorem, we can find a family of countable disjoint balls $B_{r_j}(x_j)$ such that

$$\partial \Omega \cap \Omega^1 \subset \bigcup_j B_{5r_j}(x_j),$$

(3.3)

$$\frac{|B_{r_j}(x_j) \cap (\Omega \setminus E_i)|}{\omega_n r_j^n} = \frac{1}{2},$$

(3.4)

$$r_j^{n-1} \leq c_2 \cdot P(\Omega \setminus E_i; B_{r_j}(x_j)).$$

(3.5)

Let $\delta_i = \sup_j r_j$. By (3.3)–(3.5), we have

$$\mathcal{H}^{n-1}_{\delta_i}(\partial \Omega \cap \Omega^1) \leq n \omega_n 5^{n-1} \sum_j r_j^{n-1} \leq n \sum_j P(\Omega \setminus E_i; B_{r_j}(x_j)) \leq P(\Omega \setminus E_i) \leq P(\Omega) + P(E_i),$$

(3.6)

where we have used that $\{B_{r_j}(x_j)\}_j$ are disjoint for the last inequality.

By (3.4), we have

$$\lim_{i \to \infty} \delta_i \lesssim_n \left(\frac{2}{\omega_n}\right)^{\frac{1}{n}} \limsup_{i \to \infty} |\Omega \setminus E_i|^{\frac{1}{n}} = 0.$$
Therefore, by definition of the Hausdorff measure and from the discussion above, we have
\[ \mathcal{H}^{n-1}(\partial \Omega \cap \Omega^1) = \lim_{i \to \infty} \mathcal{H}^{n-1}_{\delta_i}(\partial \Omega \cap \Omega^1) \lesssim_n P(\Omega) + \limsup_{i \to \infty} P(E_i) < \infty. \quad (3.7) \]

2. Now we show the “if” part. By Theorem 2.7 under this assumption, \( \Omega \) is of finite perimeter.

For any \( \delta > 0 \) and \( x \in \partial \Omega \cap \Omega^0 \), by definition of the measure-theoretic exterior, we can choose \( 0 < r < \delta \) such that
\[ \frac{|\Omega \cap B_r(x)|}{|B_r(x)|} < \frac{1}{2}. \quad (3.8) \]

By the relative isoperimetric inequality (see e.g. [37, Proposition 12.37]), there is a constant \( c(n) \) such that
\[ |\Omega \cap B_r(x)|^{\frac{n-1}{n}} \leq c(n)P(\Omega; B_r(x)). \quad (3.9) \]

From the coarea formula, it follows that there exists a constant \( r \) such that \( \mathcal{H}^{n-1}(\partial B_r(x) \cap \partial^* \Omega) = 0 \), while \( (3.8) \)–\( (3.9) \) still hold. Therefore, applying the classical Gauss-Green formula \( \text{(1.6)} \) to the vector field \( F(y) = y - x \) on the set of finite perimeter \( \Omega \cap B_r(x) \) and using [37, Theorem 16.3], we have
\[ n|\Omega \cap B_r(x)| = \int_{\Omega \cap B_r(x)} \text{div}_y(y - x) \, dy \]
\[ = -\int_{\Omega \cap \partial B_r(x)} (y - x) \cdot \nu_{B_r(x)}(y) \, d\mathcal{H}^{n-1} - \int_{B_r(x) \cap \partial^* \Omega} (y - x) \cdot \nu_{\Omega}(y) \, d\mathcal{H}^{n-1} \]
\[ \geq r\mathcal{H}^{n-1}(\Omega^1 \cap \partial B_r(x)) - rP(\Omega; B_r(x)). \quad (3.10) \]

This implies
\[ r\mathcal{H}^{n-1}(\Omega^1 \cap \partial B_r(x)) \leq n|\Omega \cap B_r(x)| + rP(\Omega; B_r(x)). \quad (3.11) \]

Moreover, it is clear that
\[ \frac{|\Omega \cap B_r(x)|^{\frac{1}{n}}}{r} \leq \frac{1}{\omega_n^n}. \quad (3.12) \]

Combining \( (3.9) \) with \( (3.11) \)–\( (3.12) \), we have
\[ \mathcal{H}^{n-1}(\Omega^1 \cap \partial B_r(x)) \leq \frac{n|\Omega \cap B_r(x)|}{r} + P(\Omega; B_r(x)) \]
\[ = \frac{n|\Omega \cap B_r(x)|^{\frac{n-1}{n}}}{r} \left( \frac{|\Omega \cap B_r(x)|^{\frac{1}{n}}}{r} + P(\Omega; B_r(x)) \right) \]
\[ \leq nc(n)\omega_n^{\frac{1}{n}}P(\Omega; B_r(x)) + P(\Omega; B_r(x)). \quad (3.13) \]

that is,
\[ \mathcal{H}^{n-1}(\Omega^1 \cap \partial B_r(x)) \lesssim_n P(\Omega; B_r(x)). \quad (3.14) \]

From Besicovitch’s covering theorem (see e.g. [37, Theorem 5.1]), it follows that there exist \( F_i, i = 1, 2, \ldots, \xi(n) \), so that each family \( F_i \) contains countably disjoint balls with radius less than \( \delta \) satisfying
\[ \partial \Omega \cap \Omega^0 \subset \bigcup_{i=1}^{\xi(n)} \bigcup_{B \in F_i} B \]
and, for each $B_r(x) \in \bigcup_{i=1}^{\xi(n)} F_i$, (3.14) holds. Our assumption (1.1) implies the existence of a family $F_0$ of balls such that

$$\sup_{B \in F_0} \text{diam}(B) \leq 2\delta,$$

$$\partial \Omega \setminus \Omega^0 \subset \bigcup_{B \in F_0} B,$$

$$\sum_{B \in F_0} \mathcal{H}^{n-1}(\partial B) \lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0).$$

We may also require that, for any $B_r(x) \in F_0$,

$$\mathcal{H}^{n-1}(\partial B_r(x) \cap \partial^* \Omega) = 0.$$

Since there are countably many balls in $\bigcup_{i=0}^{\xi(n)} F_i$, we can assume that (3.18) holds for any $B_r(x) \in \bigcup_{i=0}^{\xi(n)} F_i$.

Since $\partial \Omega$ is a compact set, we may find finite balls $\{B_{r_k}(z_k)\}_{k=1}^N \subset \bigcup_{i=0}^{\xi(n)} F_i$ covering $\partial \Omega$. Let $E = \Omega \setminus \bigcup_{k=1}^N B_{r_k}(z_k)$ so that $E \subset \Omega$. We estimate

$$P(E) = P\left(\Omega \setminus \bigcup_{k=1}^N B_{r_k}(z_k)\right)$$
$$= P\left(\bigcup_{k=1}^N B_{r_k}(z_k); \Omega^1\right) + P\left(\Omega; \mathbb{R}^n \setminus \bigcup_{k=1}^N B_{r_k}(z_k)\right)$$
$$= P\left(\bigcup_{k=1}^N B_{r_k}(z_k); \Omega^1\right)$$
$$\leq \sum_{k=1}^N P(B_{r_k}(z_k); \Omega^1)$$
$$\leq \sum_{i=1}^{\xi(n)} \sum_{B \in F_i} \mathcal{H}^{n-1}(\partial B \cap \Omega^1) + \sum_{B \in F_0} \mathcal{H}^{n-1}(\partial B \cap \Omega^1),$$

where we have used (3.18), [37 Theorem 16.3, (16.11)], and $\partial \Omega \subset \bigcup_{k=1}^N B_{r_k}(z_k)$. Using (3.14), (3.17), and the fact that the balls in $F_i$ are disjoint for $1 \leq i \leq \xi(n)$, we have

$$P(E) \lesssim_n \sum_{i=1}^{\xi(n)} \sum_{B \in F_i} P(\Omega; B) + \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0)$$
$$\lesssim_n \xi(n) P(\Omega) + \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0)$$
$$\lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0).$$
Since $0 < r < \delta$ for any $B_r(x)$ in the cover of $\partial \Omega$, we can estimate

\[
|\Omega \setminus E| \leq \sum_{i=0}^{\xi(n)} \sum_{B \in F_i} |B \cap \Omega| \leq \sum_{i=1}^{\xi(n)} \sum_{B \in F_i} |B \cap \Omega|^\frac{1}{n} |\Omega|^\frac{n-1}{n} + \delta \sum_{B \in F_0} \mathcal{H}^{n-1}(\partial B)
\]

\[
\lesssim_n \delta \left( \sum_{i=1}^{\xi(n)} \sum_{B \in F_i} P(\Omega; B) + \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) \right)
\]

\[
\lesssim_n \delta \left( \xi(n) P(\Omega) + \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) \right)
\]

\[
\lesssim_n \delta \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0),
\]

where we have used (3.9), (3.12), (3.17), and the fact that the balls in $F_i$ are disjoint for $1 \leq i \leq \xi(n)$. Since $|\Omega| > 0$, the previous construction shows that, for each $\delta > 0$ small, we can construct a set $E_\delta \neq \emptyset$ such that

\[
E_\delta \subset \Omega, \quad |\Omega \setminus E_\delta| \lesssim_n \delta \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0),
\]

and

\[
P(E_\delta) \lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0). \tag{3.19}
\]

Choosing a sequence $\delta_k \to 0$ yields that Theorem 3.1 holds for sets $E_{\delta_k}$ with Lipschitz boundary.

Then we can employ the standard smoothing arguments (e.g. [37]) for sets $E_{\delta_k}$ to conclude that smooth sets $E_k$ can be chosen so that Theorem 3.1 holds for $E_k$. \hfill \Box

Similarly, we have

**Corollary 3.2.** Let $\Omega$ be a bounded set. Then there exist smooth sets $F_k \supset \Omega$ such that $F_k \to \Omega$ in $L^1$ and $\sup_k P(F_k) < \infty$ if and only if

\[
\mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^1) < \infty.
\]

As a direct consequence of Theorem 3.1 and Corollary 3.2, we have

**Corollary 3.3.** Let $\Omega$ be a bounded set with $|\Omega| > 0$. Then

\[
\mathcal{H}^{n-1}(\partial \Omega) < \infty
\]

if and only if there exist sets $E_k \subset \Omega \subset F_k$ such that

\[
\sup_k P(E_k) + \sup_k P(F_k) < \infty, \quad E_k \to \Omega, \quad F_k \to \Omega \quad \text{in } L^1.
\]

**Remark 3.4.** From the second part of the proof of Theorem 3.1, we have shown that, if $\Omega$ satisfies (1.1) with $|\Omega| > 0$, then there exist smooth $E_k \subset \Omega$ such that $E_k \to \Omega$ in $L^1$ and

\[
P(E_k) \lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0).
\]
4. Extension Domains and Continuity of Traces for Bounded Divergence-measure Fields

In this section, we prove that the sets satisfying (1.1) are extension domains for $L^{\infty}$ divergence-measure fields. We also show the weak convergence properties of the trace operator which will be used to establish Theorem 5.2 in §5.

4.1. Extension domains. Throughout the rest of the paper, given $F \in \mathcal{D}M^{\infty}(\Omega)$, the extension of $F$ is defined as

$$\tilde{F}(x) := \begin{cases} F(x) & \text{for } x \in \Omega, \\ 0 & \text{for } x \notin \Omega. \end{cases}$$

(4.1)

Definition 4.1. We say that $\Omega$ is an extension domain for bounded divergence-measure fields if, for any $F \in \mathcal{D}M^{\infty}(\Omega)$, $\tilde{F}$ is a divergence-measure field in $\mathbb{R}^n$; that is, (2.4) holds with $\Omega = \mathbb{R}^n$ and

$$|\text{div}\tilde{F}|(\mathbb{R}^n) < \infty.$$  

(4.2)

The next theorem extends [13, Theorem 8.4].

Theorem 4.2. If $\Omega$ is a bounded open set satisfying (1.1), then $\Omega$ is an extension domain for bounded divergence-measure fields.

Proof. Let $\tilde{F}_{\epsilon}$ be the standard mollification of $\tilde{F}$. Using the area formula, we see that, for any $x \in \mathbb{R}^n$,

$$\lim_{\epsilon \to 0} \int_{\partial B_r(x)} |\tilde{F}_{\epsilon}(y) - \tilde{F}(y)| \, d\mathcal{H}^{n-1}(y) dr = \lim_{\epsilon \to 0} \int_{B_1(x)} |\tilde{F}_{\epsilon}(y) - \tilde{F}(y)| \, dy = 0.$$  

From Fatou’s lemma, there is a subsequence $\epsilon_j \to 0$ such that

$$\lim_{j \to \infty} \int_{\partial B_r(x)} |\tilde{F}_{\epsilon_j}(y) - \tilde{F}(y)| \, d\mathcal{H}^{n-1}(y) = 0 \quad \text{for a.e. } r > 0. \quad (4.3)$$

Also, since $\text{div}\tilde{F} = \text{div}F$ is a finite measure on $\Omega$, we have

$$|\text{div}\tilde{F}|(\partial B_r(x) \cap \Omega) = 0 \quad \text{for a.e. } r > 0. \quad (4.4)$$

From Theorem 3.1, there exist sets $E_k \subseteq \Omega$ such that $E_k \to \Omega$ in $L^1$ and

$$P(E_k) \lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0).$$

We note from the proof of Theorem 3.1 that each $E_k$ can be chosen with form $\Omega \setminus \bigcup_{i=1}^{N_k} B_{r_i}(x_i^k)$, where $x_i^k \in \partial \Omega$. As explained in the proof of Theorem 3.1, $B_{r_i}(x_i^k) \in \{B_{r_i}(x_i^k)\}_{1 \leq i \leq N_k}$ can be chosen so that (3.8) and (3.17)–(3.18) hold. We can also choose $r$ such that (4.3)–(4.4) hold. Since $\partial E_k \subseteq \bigcup_{i=1}^{N_k} (\partial B_{r_i}(x_i^k) \cap \Omega)$, we can choose $E_k \subseteq \Omega$ such that

$$\lim_{j \to \infty} \int_{\partial E_k} |\tilde{F}_{\epsilon_j}(y) - \tilde{F}(y)| \, d\mathcal{H}^{n-1}(y) = 0, \quad (4.5)$$

$$|\text{div}\tilde{F}|(\partial E_k) = 0, \quad (4.6)$$

$$E_k \to \Omega \quad \text{in } L^1, \quad (4.7)$$

$$P(E_k) \lesssim_n \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0). \quad (4.8)$$
Applying the divergence theorem for smooth vector fields on sets of finite perimeter, we know that, for any \( \phi \in C^1_c(\mathbb{R}^n) \) with \( |\phi| \leq 1 \),

\[
\int_{E_k} \tilde{F}_{\epsilon_j} \cdot \nabla \phi \, dy = -\int_{E_k} \phi \, dd\tilde{F}_{\epsilon_j} - \int_{\partial^* E_k} \phi \tilde{F}_{\epsilon_j} \cdot \nu_{E_k} \, d\mathcal{H}^{n-1}. \tag{4.9}
\]

Since \( \tilde{F}_{\epsilon_j} \to \tilde{F} \) in \( L^1 \), we have

\[
div\tilde{F}_{\epsilon_j} \rightharpoonup^* div\tilde{F}.
\]

By (4.6), for any \( \phi \in C^1_c(\mathbb{R}^n) \) and \( |\phi| \leq 1 \), it follows that

\[
\phi \, div\tilde{F}_{\epsilon_j} \rightharpoonup^* \phi \, div\tilde{F}; \quad |\phi \, div\tilde{F}|(\partial E_k) = 0,
\]

so that

\[
\lim_{j \to \infty} \int_{E_k} \phi \, dd\tilde{F}_{\epsilon_j} = \int_{E_k} \phi \, dd\tilde{F}. \tag{4.10}
\]

Using (4.5), (4.10), and the fact that \( \mathcal{H}^{n-1}(\partial E_k \setminus \partial^* E_k) = 0 \) and \( div\tilde{F} = divF \) on \( \Omega \), and letting \( j \to \infty \) in (4.9) yield

\[
\int_{E_k} F \cdot \nabla \phi \, dy = -\int_{E_k} \phi \, ddF - \int_{\partial^* E_k} \phi F \cdot \nu_{E_k} \, d\mathcal{H}^{n-1}. \tag{4.11}
\]

Letting \( k \to \infty \) in (4.11), we have

\[
\left| \int_{\Omega} F \cdot \nabla \phi \, dy \right| = \lim_{k \to \infty} \left| \int_{E_k} F \cdot \nabla \phi \, dy \right|
\leq \limsup_{k \to \infty} \left( \left| \int_{E_k} \phi \, ddF \right| + \left| \int_{\partial^* E_k} \phi F \cdot \nu_{E_k} \, d\mathcal{H}^{n-1} \right| \right)
\leq |divF|(\Omega) + \|F\|_{L^\infty(\Omega)} \sup_k P(E_k)
\lesssim_n |divF|(\Omega) + \|F\|_{L^\infty(\Omega)} \mathcal{H}^{n-1}(\partial\Omega \setminus \Omega^0).
\]

Then

\[
|div\tilde{F}|(\mathbb{R}^n) = \sup \left\{ -\int_{\mathbb{R}^n} F \cdot \nabla \phi \, dy : \phi \in C^1_c(\mathbb{R}^n), |\phi| \leq 1 \right\}
\lesssim_n |divF|(\Omega) + \|F\|_{L^\infty(\Omega)} \mathcal{H}^{n-1}(\partial\Omega \setminus \Omega^0) < \infty.
\]

This completes the proof. \( \square \)

### 4.2. Weak convergence of the trace operator

Let \( F_j, F \in \mathcal{D}M^p(\Omega) \) for \( 1 \leq p < \infty \) and \( j = 1, 2, \ldots \), and let \( \Omega \) be a bounded open set. From the definition of normal traces (see Definition 2.8), we have

\[
|\langle F \cdot \nu, \phi \rangle_{\partial\Omega}| \leq \|\phi\|_{L^\infty(\Omega)} |divF|(\Omega) + \|F\|_{L^p(\Omega)} \|\nabla \phi\|_{L^{p'}(\Omega)} \quad \text{for any } \phi \in \text{Lip}_c(\mathbb{R}^n), \tag{4.12}
\]

where \( p' \) is the conjugate to \( p \), i.e., \( \frac{1}{p} + \frac{1}{p'} = 1 \).

Since (4.12) holds especially for any \( \phi \in \text{Lip}_c(\Omega) \), the normal trace \( \langle F \cdot \nu, \cdot \rangle \) is also a distribution in \( \Omega \). From Definition 2.8, it follows that

\[
\langle F \cdot \nu, \phi \rangle_{\partial\Omega} = div(\phi F)(\Omega)
\]
so that the trace can be extended to a functional in the dual of the space:

\[ X := \{ \phi \in C^0(\Omega) \cap L^\infty(\Omega) : \nabla \phi \in L^{p'}(\Omega) \}, \]

with norm \( \| \phi \|_X = \| \phi \|_{L^\infty(\Omega)} + \| \nabla \phi \|_{L^{p'}(\Omega)} \). We now introduce the following definition:

**Definition 4.3.** We say that \( \langle F_j \cdot \nu, \cdot \rangle_{\partial \Omega} \) converges in the weak* topology to \( \langle F \cdot \nu, \cdot \rangle_{\partial \Omega} \), i.e. \( \langle F_j \cdot \nu, \cdot \rangle_{\partial \Omega} \rightharpoonup \langle F \cdot \nu, \cdot \rangle_{\partial \Omega} \), provided that, for any \( \phi \in X \),

\[ \langle F_j \cdot \nu, \phi \rangle_{\partial \Omega} \to \langle F \cdot \nu, \phi \rangle_{\partial \Omega} \quad \text{as } j \to \infty. \] (4.13)

In this subsection, we prove that, if \( F_j \) and \( F \) are as in (2.8)–(2.9), then the normal trace sequence of \( F_j \) converges in the weak-star topology to the normal trace of \( F \). This result will be used to prove the Gauss-Green formula up to the boundary; see Theorem 5.2 in §5 below.

**Lemma 4.4.** Let \( F_j, F \in DM^p(\Omega) \), where \( \Omega \) is a bounded open set, \( 1 \leq p \leq \infty \), and \( j = 1, 2, \ldots \). If

\[ |\text{div} F_j|(\Omega) \to |\text{div} F|(\Omega), \quad \| F_j - F \|_{L^1(\Omega)} \to 0 \quad \text{as } j \to \infty \] (4.14)

with \( \sup_j \| F_j \|_{L^p(\Omega)} < \infty \), then there exists a subsequence \( F_{j_k} \) such that, for any \( \phi \in X \),

\[ \int_{\Omega} \phi \text{div} F_{j_k} \to \int_{\Omega} \phi \text{div} F \quad \text{as } k \to \infty. \] (4.15)

**Proof.** Let \( d(x) := \text{dist}(x, \partial \Omega) \) be the standard distance function. Define

\[ U^\varepsilon := \{ x \in \Omega : d(x) > \varepsilon \}. \]

For a.e. \( \varepsilon > 0 \), \( U^\varepsilon \) is a set of finite perimeter. Clearly, \( U^\varepsilon \subset \subset \Omega, U^\varepsilon \to \Omega \) in \( L^1 \), and there exists a subsequence (still denoted as) \( \{ F_{j_k} \} \) such that, for a.e. \( \varepsilon > 0 \),

\[ \lim_{j \to \infty} \int_{\partial U^\varepsilon} |F_{j_k} - F| \, d\mathcal{H}^{n-1} = 0. \] (4.16)

Indeed, (4.16) can be derived from the coarea formula (see [9] Theorem 2.1) and the fact that \( |\nabla d(x)| = 1 \) for a.e. \( x \in \Omega \) (see [9] Lemma 5.1]). Since \( \text{div} F \) is a finite measure, we also have

\[ |\text{div} F_{j_k}|_{(\partial U^\varepsilon)} = |\text{div} F|_{(\partial U^\varepsilon)} = 0 \quad \text{for a.e. } \varepsilon > 0, \ j = 1, 2, \ldots . \] (4.17)

After possibly discarding a set of \( L^1 \)-measure zero, the following Gauss-Green formulas hold for a.e. \( \varepsilon > 0 \) (see [9] Lemma 5.3 and Remark 5.10 for a detailed proof):

\[ \int_{U^\varepsilon} \phi \text{div} F = - \int_{U^\varepsilon} F \cdot \nabla \phi \, dx - \int_{\partial U^\varepsilon} \phi F \cdot \nu_{E_k} \, d\mathcal{H}^{n-1}, \] (4.18)

and

\[ \int_{U^\varepsilon} \phi \text{div} F_{j_k} = - \int_{U^\varepsilon} F_{j_k} \cdot \nabla \phi \, dx - \int_{\partial U^\varepsilon} \phi F_{j_k} \cdot \nu_{E_k} \, d\mathcal{H}^{n-1}. \] (4.19)

Let \( \varepsilon_k \to 0 \) be a sequence so that (4.16)–(4.19) hold when \( \varepsilon = \varepsilon_k, k = 1, 2, \ldots \). Since \( \text{div} F \) is a measure, then

\[ |\text{div} F|(\Omega \setminus U^{\varepsilon_k}) < \frac{1}{k} \quad \text{for } k \text{ large enough.} \] (4.20)
Since \( \lim_{j \to \infty} |\text{div} F_j|(\Omega) = |\text{div} F|(\Omega) \), it follows from (4.17) that, for each \( k \),
\[
\lim_{j \to \infty} |\text{div} F_j|\left(\Omega \setminus U^{\epsilon_k}\right) = |\text{div} F|\left(\Omega \setminus U^{\epsilon_k}\right).
\] (4.21)

Therefore, by (4.16) and (4.21), we can choose \( j_k \) such that
\[
|\text{div} F_{j_k}|\left(\Omega \setminus U^{\epsilon_k}\right) < |\text{div} F|\left(\Omega \setminus U^{\epsilon_k}\right) + \frac{1}{k} < \frac{2}{k},
\] (4.22)
\[
\int_{\partial U^{\epsilon_k}} |F_{j_k} - F| \, d\mathcal{H}^{n-1} < \frac{1}{k},
\] (4.23)
\[
F_{j_k} \rightharpoonup F \text{ in } L^p \text{ for } p \in (1, \infty) \text{ and } F_{j_k} \rightharpoonup^* F \text{ in } L^\infty \text{ as } k \to \infty.
\] (4.24)

Finally, from (4.18)–(4.19) and (4.22)–(4.23), we have
\[
\int_{\Omega} \phi \, d\text{div} F_{j_k} - \int_{\Omega} \phi \, d\text{div} F
\leq
\|\phi\|_{L^\infty(\Omega)} \left( |\text{div} F_{j_k}|\left(\Omega \setminus U^{\epsilon_k}\right) + |\text{div} F|\left(\Omega \setminus U^{\epsilon_k}\right) \right) + \left| \int_{U^{\epsilon_k}} \phi \, d\text{div} F_{j_k} - \int_{U^{\epsilon_k}} \phi \, d\text{div} F \right|
\leq
\frac{3}{k} \|\phi\|_{L^\infty(\Omega)} + \left| \int_{U^{\epsilon_k}} (F - F_{j_k}) \cdot \nabla \phi \, dx - \int_{\partial U^{\epsilon_k}} \phi (F_{j_k} - F) \cdot \nu_{E_k} \, d\mathcal{H}^{n-1} \right|
\leq
\frac{4}{k} \|\phi\|_{L^\infty(\Omega)} + \left| \int_{U^{\epsilon_k}} (F - F_{j_k}) \cdot \nabla \phi \, dx \right|
\to
0 \quad \text{as } k \to \infty,
\]
where we have used (4.13) and (4.24) in the last limit. \(\square\)

From Lemma 4.4, we have the following result:

**Theorem 4.5.** Let \( F_j, F \in \mathcal{D}M^p(\Omega) \), where \( \Omega \) is a bounded open set, \( 1 \leq p \leq \infty \), and \( j = 1, 2, \ldots \). If
\[
|\text{div} F_j|\left(\Omega\right) \to |\text{div} F|\left(\Omega\right), \quad \|F_j - F\|_{L^p(\Omega)} \to 0 \quad \text{as } j \to \infty
\]
with \( \sup_j \|F_j\|_{L^p(\Omega)} < \infty \), then
\[
(F_j \cdot \nu, \cdot)_{\partial \Omega} \Rightarrow (F \cdot \nu, \cdot)_{\partial \Omega} \quad \text{as } j \to \infty.
\]
In particular, this result holds for \( F \) and \( F_j \) given as in Proposition 2.4.

**Proof.** Given \( \phi \in X \), by Lemma 4.4 we find that, for any subsequence of \( \{F_j\} \), there exists another subsequence \( \{F_{j_k}\} \) such that
\[
\lim_{k \to \infty} \int_{\Omega} \phi \, d\text{div} F_{j_k} = \int_{\Omega} \phi \, d\text{div} F,
\]
so that
\[
\lim_{k \to \infty} \left( \int_{\Omega} \phi \, d\text{div} F_{j_k} + \int_{\Omega} F_{j_k} \cdot \nabla \phi \, dx \right) = \int_{\Omega} \phi \, d\text{div} F + \int_{\Omega} F \cdot \nabla \phi \, dx.
\]
That is, as \( k \to \infty \),
\[
(F_{j_k} \cdot \nu, \phi)_{\partial \Omega} \to (F \cdot \nu, \phi)_{\partial \Omega}.
\]

Since the limit is unique, we conclude
\[
(F_j \cdot \nu, \cdot)_{\partial \Omega} \Rightarrow (F \cdot \nu, \cdot)_{\partial \Omega}.
\] \(\square\)
5. Gauss-Green Formula up to the Boundary on Extension Domains for Bounded Divergence-Measure Fields

We begin this section with the following simple example, which says that, if $F \in \mathcal{DM}^\infty(\Omega)$, and $\Omega$ is a bounded open set, then $\langle F \cdot \nu, \cdot \rangle_{\partial \Omega}$ may not be concentrated on $\partial^* \Omega$.

**Example 5.1.** Let $\Omega = D \setminus S$, where $D = (-1,1) \times (-1,1)$ and $S = (-1,1) \times \{0\}$. We define

$$F(x_1, x_2) := \begin{cases} (0,1) & \text{for } x_2 > 0, \\ (0,-1) & \text{for } x_2 < 0. \end{cases} \quad (5.1)$$

Let $\Omega^+ = D \cap \{x_2 > 0\}$ and $\Omega^- = D \cap \{x_2 < 0\}$, and let $S_1 := (-1,1) \times \{1\}$ and $S_2 := (-1,1) \times \{-1\}$. Then, for any $\phi \in C^1_c(\mathbb{R}^2)$, we have

$$\int_{\Omega} F \cdot \nabla \phi \, dx = \int_{\Omega^+} F \cdot \nabla \phi \, dx + \int_{\Omega^-} F \cdot \nabla \phi \, dx$$

$$= \int_{\Omega^+} \partial_{x_2} \phi \, dx - \int_{\Omega^-} \partial_{x_2} \phi \, dx$$

$$= \int_{S} (-\phi) \, d\mathcal{H}^{n-1} - \int_{S} \phi \, d\mathcal{H}^{n-1} + \int_{S_1 \cup S_2} \phi \, d\mathcal{H}^{n-1}$$

$$= -2 \int_{S} \phi \, d\mathcal{H}^{n-1} + \int_{S_1 \cup S_2} \phi \, d\mathcal{H}^{n-1},$$

where we have used the classical Gauss-Green formula.

Since $\text{div} F = 0$ on $\Omega$, the previous computation yields

$$\langle F \cdot \nu, \phi \rangle_{\partial \Omega} = \int_{\Omega} \phi \, d\text{div} F + \int_{\Omega} F \cdot \nabla \phi \, dx = -2 \int_{S} \phi \, d\mathcal{H}^{n-1} + \int_{S_1 \cup S_2} \phi \, d\mathcal{H}^{n-1}.$$  

Therefore, $\langle F \cdot \nu, \cdot \rangle_{\partial \Omega}$ is a measure $\mu := -2\mathcal{H}^1 \llcorner S + \mathcal{H}^1 \llcorner (S_1 \cup S_2)$.

Motivated by Example 5.1, in order to study the normal trace $\langle F \cdot \nu, \cdot \rangle_{\partial \Omega}$ for a bounded divergence-measure field $F$ and an extension domain $\Omega$, the measure-theoretic interior part of the topological boundary has to be considered. This example has motivated us to study the characterization of domains satisfying (5.1) and to formulate and prove the following theorem.

**Theorem 5.2.** Let $\Omega$ be a bounded open set of finite perimeter that is an extension domain for $F \in \mathcal{DM}^\infty(\Omega)$, and let $\Omega$ be as in (1.2). Then, the trace operator $\langle F \cdot \nu, \cdot \rangle_{\partial \Omega}$ is a finite Radon measure $\mu$ concentrated on $\partial \Omega \setminus \Omega^0$ with

$$\mu = -\text{div} \hat{F} \llcorner (\partial \Omega \cap \Omega^1) \cup \partial^* \Omega = -\text{div} \hat{F} \llcorner (\partial \Omega \cap \Omega^1) - 2\hat{F} \cdot D\chi_{\Omega}, \quad (5.2)$$

where $\hat{F} \cdot D\chi_{\Omega}$ is a measure concentrated on $\partial^* \Omega$ defined as in Theorem 2.3.

Since $\mu \ll \mathcal{H}^{n-1} \llcorner (\partial \Omega \cap \Omega^1) \cup \partial^* \Omega$, there exists $g \in L^1(\partial \Omega \cap \Omega^0; \mathcal{H}^{n-1})$ such that the following Gauss-Green formula up to the boundary holds:

$$\int_{\Omega} \phi \, d\text{div} F + \int_{\Omega} F \cdot \nabla \phi \, dx = \int_{\partial \Omega \cap \Omega^0} \phi(x) g(x) \, d\mathcal{H}^{n-1}(x), \quad (5.3)$$

for any $\phi \in C^1_c(\mathbb{R}^n)$. In particular, if $\Omega$ is a bounded open set satisfying (1.1), then (5.3) holds and, in this case, $g \in L^\infty(\partial \Omega \cap \Omega^0; \mathcal{H}^{n-1})$. 

Proof. For any \( \phi \in C_c^1(\mathbb{R}^n) \), using the classical product rule:

\[
\text{div}(\phi \tilde{F}) = \phi \text{div} \tilde{F} + \nabla \phi \cdot \tilde{F},
\]

which is a particular case of (2.6), we have

\[
\int_{\mathbb{R}^n} (\chi_\Omega \ast \rho_\epsilon) \phi \, d\text{div} \tilde{F} + \int_{\mathbb{R}^n} (\chi_\Omega \ast \rho_\epsilon) \nabla \phi \cdot \tilde{F} \, dx = -\int_{\mathbb{R}^n} \phi \tilde{F} \cdot \nabla (\chi_\Omega \ast \rho_\epsilon) \, dx.
\]

(5.4)

Since, for \( H^{n-1} \)-a.e. \( x \in \mathbb{R}^n \),

\[
\lim_{\epsilon \to 0} (\chi_\Omega \ast \rho_\epsilon)(x) = \begin{cases} 
1 & \text{for } x \in \Omega^1, \\
\frac{1}{2} & \text{for } x \in \partial^* \Omega, \\
0 & \text{for } x \in \Omega^0,
\end{cases}
\]

(5.6)

and \( \text{div} \tilde{F} \ll H^{n-1} \) as stated in (2.7), letting \( \epsilon \to 0 \) in (5.5) yields

\[
\int_\Omega \phi \, d\text{div} \tilde{F} + \int_{\Omega \cap \partial \Omega} \phi \, d\text{div} \tilde{F} + \frac{1}{2} \int_{\partial^* \Omega} \phi \, d\text{div} \tilde{F} = -\int_{\mathbb{R}^n} \phi \, d\tilde{F} \cdot D\chi_\Omega,
\]

(5.7)

so that

\[
-\int_\Omega \tilde{F} \cdot \nabla \phi \, dx = \int_\Omega \phi \, d\text{div} \tilde{F} + \int_{\Omega \cap \partial \Omega} \phi \, d\text{div} \tilde{F} + \frac{1}{2} \int_{\partial^* \Omega} \phi \, d\text{div} \tilde{F} + \int_{\partial^* \Omega} \phi \, d\tilde{F} \cdot D\chi_\Omega.
\]

(5.8)

It is well known that \( \tilde{F} \cdot D\chi_\Omega \) is a finite Radon measure concentrated on \( \partial^* \Omega \) (see [12], Page 251) for a proof. Therefore, it follows from (5.8) that \( \text{div} \tilde{F} \) is a measure concentrated on \( \Omega^1 \cup \partial^* \Omega \). Since

\[
\Omega^1 \cup \partial^* \Omega = \Omega \cup (\Omega^1 \cap \partial \Omega) \cup \partial^* \Omega,
\]

(5.9)

we have

\[
-\int_\Omega \tilde{F} \cdot \nabla \phi \, dx = -\int_{\mathbb{R}^n} \tilde{F} \cdot \nabla \phi \, dx
\]

\[
= \int_{\mathbb{R}^n} \phi \, d\text{div} \tilde{F}
\]

\[
= \int_\Omega \phi \, d\text{div} \tilde{F} + \int_{\Omega^1 \cap \partial \Omega} \phi \, d\text{div} \tilde{F} + \int_{\partial^* \Omega} \phi \, d\text{div} \tilde{F},
\]

which, together with (5.8), implies

\[
\text{div} \tilde{F} \ll \partial^* \Omega = 2 \tilde{F} \cdot D\chi_\Omega.
\]

(5.10)

Since \( \text{div} \tilde{F} \ll \partial^* \Omega = \text{div} F \ll \partial \Omega \), the definition of normal traces and (5.7) imply that \( (F \cdot \nu, \cdot)_{\partial \Omega} \) is a measure \( \mu \) concentrated on \( (\partial \Omega \cap \Omega^1) \cup \partial^* \Omega \) so that

\[
\int_{\mathbb{R}^n} \phi \, d\mu = -\int_{\Omega^1 \cap \partial \Omega} \phi \, d\text{div} \tilde{F} - \frac{1}{2} \int_{\partial^* \Omega} \phi \, d\text{div} \tilde{F} - \int_{\partial^* \Omega} \phi \, d\tilde{F} \cdot D\chi_\Omega.
\]

(5.11)

A combination of (5.9)–(5.11) gives (5.2).
Since $\Omega$ is an extension domain, $\text{div}\mathbf{F}$ is a Radon measure. By (2.7), $\mu$ is a finite measure and $\mu \ll \mathcal{H}^{n-1}|_{\partial\Omega \setminus \partial^*\Omega}$ so that, by the Riesz representation theorem and Theorem 2.6 there exists $g \in L^1(\partial\Omega \setminus \Omega^0; \mathcal{H}^{n-1})$ such that
\[
\int_{\mathbb{R}^n} \phi \, d\mu = \int_{\partial\Omega \setminus \Omega^0} g\phi \, d\mathcal{H}^{n-1}.
\] (5.12)

If $\Omega$ satisfies (1.1), then, by Theorem 4.2, $\Omega$ is an extension domain for bounded divergence-measure fields so that the above results hold. In order to show that $g \in L^\infty(\partial\Omega \setminus \Omega^0; \mathcal{H}^{n-1})$ in this case, we use the Lebesgue differentiation theorem and the argument in the proof of Theorem 3.1 as follows:

Given $x \in \partial\Omega \setminus \Omega^0$, then, for any $r > 0$, proceeding as in the proof of Theorem 3.1 especially the derivation of (3.19), there exist $E_k \subseteq \Omega$ such that $E_k \to \Omega$ in $L^1$ and
\[
P(E_k; B_r(x)) \leq_n \mathcal{H}^{n-1}( (\partial\Omega \setminus \Omega^0) \cap B_r(x)) .
\] (5.13)

Let $F_j$ be the sequence given in Proposition 2.4. Since $F \in DM^\infty(\Omega)$, the Gauss-Green formulas (1.18) – (1.19) hold for any $\phi \in C^1_c(\mathbb{R}^n)$ so that Theorem 4.5 gives
\[
\langle F_j \cdot \nu, \phi \rangle_{\partial\Omega} \to \langle F \cdot \nu, \phi \rangle_{\partial\Omega} = \int_{\mathbb{R}^n} \phi \, d\mu.
\] (5.14)

Then, for any $\phi \in C^1_c(B_r(x))$ with $|\phi| \leq 1$, we compute
\[
\int_{\mathbb{R}^n} \phi \, d\mu = \lim_{j \to \infty} \langle F_j \cdot \nu, \phi \rangle_{\partial\Omega}
\]
\[
= \lim_{j \to \infty} \int_{\Omega} \text{div}(\phi F_j)
\]
\[
= \lim_{j \to \infty} \lim_{k \to \infty} \int_{E_k} \text{div}(\phi F_j)
\]
\[
= \lim_{j \to \infty} \lim_{k \to \infty} \left( - \int_{\partial^* E_k \cap B_r(x)} \phi F_j \cdot \nu_{E_k} \, d\mathcal{H}^{n-1} \right)
\]
\[
\leq \lim_{j \to \infty} \lim_{k \to \infty} \|F_j\|_\infty P(E_k; B_r(x))
\]
\[
\lesssim_n \|F\|_\infty \mathcal{H}^{n-1}( (\partial\Omega \setminus \Omega^0) \cap B_r(x)) ,
\]
where we have used (4.19), (5.13) – (5.14), and the fact that $E_k \to \Omega$ in $L^1$. Therefore, for $\mathcal{H}^{n-1}$-a.e. $x \in \partial\Omega \setminus \Omega^0$, the Lebesgue differentiation theorem yields
\[
|g(x)| = \lim_{r \to 0} \frac{\mu(B_r(x))}{| (\partial\Omega \setminus \Omega^0) \cap B_r(x) |} \lesssim_n \|F\|_\infty .
\]

This completes the proof. \hfill \Box

Using the same method as in Theorem 5.2 we now provide a new elementary proof (see Theorem 5.10 below) of the Gauss-Green formula (2.11).

We recall the following product rule, which is a particular case of (2.6):

**Proposition 5.3.** Let $G \in DM^\infty(\Omega)$ and $\phi \in C^1_c(\Omega)$, then $\text{div}(\phi G) \in DM^\infty(\Omega)$ with
\[
\text{div}(\phi G) = \phi \text{div} G + \nabla \phi \cdot G.
\] (5.15)

Then we have the following key proposition:
Proposition 5.4. Let $\Omega \subset \mathbb{R}^n$ be an open set, and let $E$ be a set of finite perimeter with $E \Subset \Omega$. Assume that $G \in \mathcal{DM}^\infty(\Omega)$. Then
\[
\int_{E^1} \text{div}(\phi G) + \frac{1}{2} \int_{\partial^* E} d\phi G = - \int_{\partial^* E} \phi d\frac{G \cdot D\chi_E}{D}\quad \text{for any } \phi \in C^1_c(\Omega). \tag{5.16}
\]
Equivalently,
\[
\int_E G \cdot \nabla \phi \, dx + \int_{E^1} \phi \, d\text{div} G + \frac{1}{2} \int_{\partial^* E} d\phi G = - \int_{\partial^* E} \phi \, d\frac{G \cdot D\chi_E}{D}\tag{5.17}
\]
for any $\phi \in C^1_c(\Omega)$.

Proof. Notice that
\[
\int \chi_E^* \rho_\epsilon \, d\text{div}(\phi G) = - \int \phi \, G \cdot \nabla (\chi_E^* \rho_\epsilon) \, dx. \tag{5.18}
\]
Since, for $\mathcal{H}^{n-1}$ a.e. $x \in \mathbb{R}^n$,
\[
\lim_{\epsilon \to 0} (\chi_E^* \rho_\epsilon)(x) = \begin{cases} 1 & \text{for } x \in E^1, \\ \frac{1}{2} & \text{for } x \in \partial^* E, \\ 0 & \text{for } x \in E^0, \end{cases} \tag{5.19}
\]
and (2.7) holds, then letting $\epsilon \to 0$ in (5.18) yields (5.16), where we have used the known fact that $\overline{G \cdot D\chi_E}$ is a bounded measure concentrated on $\partial^* E$; see [12, page 251] for a proof.

Note that (5.17) is equivalent to (5.16) in view of (5.15) and the fact that $|E^1 \Delta E| = 0$. □

Corollary 5.5. Let $E \Subset \Omega$ and $G \in \mathcal{DM}^\infty(\Omega)$ with $G = 0$ outside $E$. Then div $G$ is a measure concentrated on $E^1 \cup \partial^* E$:
\[
\text{div} G = \text{div} G \mathcal{L}(E^1 \cup \partial^* E). \tag{5.20}
\]

Proof. For any $\phi \in C^1_c(\mathbb{R}^n)$, we employ (5.17) to obtain
\[
\int_{\mathbb{R}^n} \phi \, d\text{div} G = - \int_{\mathbb{R}^n} G \cdot \nabla \phi \, dx = - \int_E G \cdot \nabla \phi \, dx
\]
\[= \int_{E^1} \phi \, d\text{div} G + \frac{1}{2} \int_{\partial^* E} \phi \, d\text{div} G + \int_{\partial^* E} \phi \, d\frac{G \cdot D\chi_E}{D}.
\]
This completes the proof. □

We note that, in the case of BV functions, we have the following similar result, as shown in [3, Theorem 3.84].

Remark 5.6. Let $f \in BV(\Omega)$ and $E \Subset \Omega$. If $f = 0$ on $E^c$, then
\[
Df = Df \mathcal{L}(E^1 \cup \partial^* E). \tag{5.21}
\]

Remark 5.7. The result above does not require the boundedness of BV functions, thanks to the coarea formula. It would be interesting to prove Corollary 5.5 for divergence-measure fields without the boundedness assumption.

The following statement is a consequence of Proposition 5.4 and Corollary 5.5.

Lemma 5.8. Let $E \Subset \Omega$ and $G \in \mathcal{DM}^\infty(\Omega)$. Then
\[
\int_{\partial^* E} \phi \, d(\chi_E - \chi_{E^c}) \frac{G \cdot D\chi_E}{D} = \frac{1}{2} \int_{\partial^* E} d\phi G \quad \text{for any } \phi \in C^1_c(\Omega). \tag{5.22}
\]
Proof. By Corollary 5.5 and Proposition 2.3, \( \text{div}(\phi \chi_E G) \) is a measure concentrated on \( E^1 \cup \partial^* E \) so that

\[
0 = \int_{\Omega} \text{div}(\phi \chi_E G) = \int_{E^1 \cup \partial^* E} \text{div}(\phi \chi_E G).
\]

Hence, (5.16) and (5.23) imply

\[
\int_{\partial^* E} \phi \frac{\partial \chi_E G}{\partial x_i} = \frac{1}{2} \int_{\partial^* E} \text{div}(\phi \chi_E G).
\]

On the other hand, \( \chi_{E_0}G = 0 \) on \( E \). Then, again by Corollary 5.5, \( \text{div}(\phi \chi_{E^c}G) \) is a measure on \((E^c)^1 \cup \partial^*(E^c) = E^0 \cup \partial^* E \). With \( G \) replaced by \( \chi_{E^c}G \) in (5.16), the first term vanishes so that

\[
- \int_{\partial^* E} \phi \frac{\partial \chi_{E^c} G}{\partial x_i} = \frac{1}{2} \int_{\partial^* E} \text{div}(\phi \chi_{E^c} G).
\]

Adding (5.24)–(5.25) together gives (5.22). \( \square \)

As a byproduct, the following result is immediate from Proposition 5.3 and Lemma 5.8:

**Corollary 5.9.** Let \( G \in \mathcal{DM}^\infty(\Omega) \), and let \( E \Subset \Omega \) be a set of finite perimeter. Then the following identity holds:

\[
(\chi_E - \chi_{E^c})G \cdot \frac{\partial \chi_E}{\partial x_i} = \frac{1}{2} \text{div} G \mathbf{1}_{\partial^* E}.
\]

Plugging (5.26), with \( G \) replaced by \( F \), into (5.17) immediately yields the following Gauss-Green formula on sets of finite perimeter:

**Theorem 5.10.** Let \( \Omega \subset \mathbb{R}^n \) be an open set, and let \( E \Subset \Omega \) be a set of finite perimeter with \( E \Subset \Omega \). Assume that \( F \in \mathcal{DM}^\infty(\Omega) \). Then, for any \( \phi \in C^1_c(\Omega) \),

\[
\int_E F \cdot \nabla \phi \, dx + \int_{E^1} \phi \text{div} F = -2 \int_{\partial^* E} \phi \frac{\partial \chi_E F}{\partial x_i} \cdot D \chi_E.
\]

**Remark 5.11.** It is well known that measure \( 2 \chi_{E^c} \frac{F}{\partial x_i} \cdot D \chi_E \), which is concentrated on \( \partial^* E \), corresponds to an \( L^\infty \) function on \( \partial^* E \). This \( L^\infty \) function is called the interior normal trace of \( F \) on \( E \), denoted by \( \widetilde{\mathbf{1}} \cdot \nu_E \).

Applying the previous arguments to \( \widetilde{F} \) and viewing \( \Omega \) as a set that is compactly contained in \( \mathbb{R}^n \), we now give the following up to the boundary Gauss-Green formula corresponding to \( (F \cdot \nu, \cdot)_{\partial E} \) that does not require \( E \Subset \Omega \):

**Theorem 5.12.** Let \( \Omega \) be a bounded open set satisfying (1.1), and let \( F \in \mathcal{DM}^\infty(\Omega) \). Then, for any set \( E \subset \Omega \) of locally finite perimeter and \( \phi \in C^1_c(\mathbb{R}^n) \),

\[
\int_{E^1} \phi \text{div} F + \int_E F \cdot \nabla \phi \, dx = -\int_{\partial^* E} \phi \frac{\partial \mathbf{1}_E}{\partial x_i} \cdot \nu_E \, d\mathcal{H}^{n-1},
\]

where \( \mathbf{1}_E \cdot \nu_E \in L^\infty(\partial^* E; \mathcal{H}^{n-1}) \) is the interior normal trace, which also satisfies

\[
\int_{\partial^* E} \phi \frac{\partial \mathbf{1}_E}{\partial x_i} \cdot \nu_E \, d\mathcal{H}^{n-1} = 2 \int_{\partial^* E} \phi \frac{\partial \chi_E F}{\partial x_i} \cdot D \chi_E.
\]

**Proof.** By Theorem 5.10

\[
\int_E F \cdot \nabla \phi \, dx + \int_{E^1} \phi \text{div} F = -2 \int_{\partial^* E} \phi \frac{\partial \chi_E F}{\partial x_i} \cdot D \chi_E,
\]

where \( \widetilde{F} \) is as in (1.1). Since \( E \subset \Omega \), \( \chi_E \widetilde{F} = \chi_E F \). This implies (5.28). \( \square \)
6. Solvability of the Divergence Equation with Prescribed $L^\infty$ Normal Trace

In §5, we have shown that, if a bounded open set $\Omega$ satisfies (1.1), then, for any $F \in DM^\infty(\Omega)$, the normal trace of $F$ is an $L^\infty$ function $g$ concentrated on $\partial \Omega \setminus \Omega^0$ (see Theorem 5.2). In the opposite direction, given $g \in L^\infty(\partial \Omega \setminus \Omega^0; H^{n-1})$, we would like to know whether there exists $F \in DM^\infty(\Omega)$ such that the normal trace of $F$ is $g$. Thus, in this section, we consider the problem of solving the divergence equation with prescribed $L^\infty$ normal trace. Let us first introduce the following definition.

**Definition 6.1.** Let $\Gamma \subset \mathbb{R}^n$. We say that $\Gamma$ satisfies the upper $(n-1)$–Ahlfors regular condition if there exists a constant $C > 0$ such that, for any $x \in \Gamma$ and $r > 0$,

$$\mathcal{H}^{n-1}(\Gamma \cap B_r(x)) \leq Cr^{n-1}. \quad (6.1)$$

Then we have

**Theorem 6.2.** Let $\Omega$ be a bounded open set such that $\partial \Omega \setminus \Omega^0$ is $(n-1)$–Ahlfors regular. Then, for any $g \in L^\infty(\partial \Omega \setminus \Omega^0; H^{n-1})$ with the compatibility condition:

$$\int_{\partial \Omega \setminus \Omega^0} g \,d\mathcal{H}^{n-1} = 0, \quad (6.2)$$

the problem of finding $F \in DM^\infty(\Omega)$ such that

$$\begin{cases}
\text{div} F = 0 & \text{in } \Omega, \\
\langle F \cdot \nu, \cdot \rangle_{\partial \Omega} = g \in L^\infty(\partial \Omega \setminus \Omega^0)
\end{cases} \quad (6.3)$$

is equivalent to the problem of finding $F \in DM^\infty(\Omega)$ such that

$$\begin{cases}
\text{div} F = 0 & \text{in } \Omega, \\
\langle F \cdot \nu, \cdot \rangle_{\partial \Omega} = h \in L^\infty(\partial^* \Omega) \text{ with } \int_{\partial^* \Omega} h \,d\mathcal{H}^{n-1} = 0.
\end{cases} \quad (6.4)$$

**Proof.** Clearly, if problem (6.3) is solvable, then problem (6.4) is also solvable. We assume now that (6.4) is solvable.

Let $\mu := g \mathcal{H}^{n-1} 1(\partial \Omega \setminus \Omega^0)$. Since $g \in L^\infty$, and (6.1) holds, we see that, for any $x \in \mathbb{R}^n$,

$$|\mu|(B_r(x)) \leq 2^{n-1}C \|g\|_\infty r^{n-1} \quad \text{for any } r > 0. \quad (6.5)$$

Thus, for any $\phi \in C^1_c(\mathbb{R}^n)$ with $\phi \geq 0$, we have

$$\left| \int_{\mathbb{R}^n} \phi \,d\mu \right| \leq \int_0^\infty |\mu| \left( \{ \phi > t \} \right) \,dt \leq_n C \|g\|_\infty \int_0^\infty P \left( \{ \phi > t \} \right) \,dt \leq_n C \|g\|_\infty \int_{\mathbb{R}^n} |\nabla \phi| \,dx,$$

where we have used (6.5) and the boxing inequality for the second inequality, and the coarea formula for the third inequality.

For any $\phi \in C^1_c(\mathbb{R}^n)$, we may write $\phi = \phi^+ - \phi^-$ to conclude as above that

$$\left| \int_{\mathbb{R}^n} \phi \,d\mu \right| \leq_n C \|g\|_\infty \int_{\mathbb{R}^n} |\nabla \phi| \,dx.$$
Thus, by Pluc-Torres [38, Theorem 3.3], there exists \( G \in L^\infty(\mathbb{R}^n; \mathbb{R}^n) \) such that
\[
\text{div} \, G = -\mu = -g \mathcal{H}^{n-1}(\partial\Omega \setminus \Omega^0),
\]
that is, for any \( \phi \in C^1_c(\mathbb{R}^n) \),
\[
\int_{\mathbb{R}^n} G \cdot \nabla \phi \, dx = \int_{\partial\Omega \setminus \Omega^0} g \phi \, d\mathcal{H}^{n-1}. \tag{6.6}
\]
From (6.6), we have
\[
\int_{\Omega^c} G \cdot \nabla \phi \, dx + \int_{\Omega^c} G \cdot \nabla \phi \, dx = \int_{\partial\Omega \setminus \Omega^0} g \phi \, d\mathcal{H}^{n-1} \tag{6.7}
\]
so that
\[
\langle G \cdot \nu, \phi \rangle_{\partial\Omega} = \int_{\Omega} G \cdot \nabla \phi \, dx + \int_{\Omega} \phi \, d\text{div} \, G = \int_{\Omega} G \cdot \nabla \phi \, dx,
\]
since \( |\text{div} \, G| (\Omega) = 0 \). Thus, from (6.7), we conclude
\[
\langle G \cdot \nu, \phi \rangle_{\partial\Omega} = \int_{\partial\Omega \setminus \Omega^0} g \phi \, d\mathcal{H}^{n-1} - \int_{\Omega^c} G \cdot \nabla \phi \, dx. \tag{6.8}
\]
From Theorem 5.10, it follows that \( G \) has an exterior normal trace \( h \in L^\infty(\partial^* \Omega; \mathcal{H}^{n-1}) \) such that, for any \( \phi \in C^1_c(\mathbb{R}^n) \),
\[
\int_{\Omega^c} G \cdot \nabla \phi \, dx + \int_{\Omega^c} \phi \, d\text{div} \, G = \int_{\partial^* \Omega} h \phi \, d\mathcal{H}^{n-1}(y). \tag{6.9}
\]
Since \( |\text{div} \, G| (\Omega^0) = 0 \) and \( \mathcal{L}^n(\Omega^c \setminus \Omega^0) = \mathcal{L}^n(\partial\Omega \setminus \Omega^0) = 0 \), we conclude that (6.9) reduces to
\[
\int_{\Omega^c} G \cdot \nabla \phi \, dx = \int_{\partial^* \Omega} h \phi \, d\mathcal{H}^{n-1}. \tag{6.10}
\]
We define \( \tilde{G} := G\chi_B \), where \( B \) is a large ball such that \( \Omega \Subset B \). From Theorem 2.3, we have
\[
\text{div} \, \tilde{G} = \chi_B^* \text{div} \, G + \overline{G \cdot \nabla \chi_B},
\]
where \( \overline{G \cdot \nabla \chi_B} \) is concentrated on \( \partial B \) and \( \chi_B^* \equiv 1 \) on \( B \). Formulas (6.9)–(6.10) also hold for \( \tilde{G} \). Thus, for any \( \phi \in C^1_c(\mathbb{R}^n) \),
\[
\int_{\Omega^c} \tilde{G} \cdot \nabla \phi \, dx = \int_{\partial^* \Omega} h \phi \, d\mathcal{H}^{n-1}. \tag{6.11}
\]
Since \( \tilde{G} \equiv 0 \) outside \( B \), we can choose a test function \( \phi \in C^1_c(\mathbb{R}^n) \) with \( \phi \equiv 1 \) on \( B \) for (6.11) to obtain
\[
\int_{\partial^* \Omega} h \, d\mathcal{H}^{n-1} = 0.
\]
This compatibility condition and our assumption that problem (6.4) is solvable imply the existence of a vector field \( \hat{F} \) such that \( \text{div} \, \hat{F} = 0 \) in \( \Omega \) and
\[
\langle \hat{F} \cdot \nu, \phi \rangle_{\partial\Omega} = \int_{\partial^* \Omega} h \phi \, d\mathcal{H}^{n-1} \quad \text{for every} \ \phi \in C^1_c(\mathbb{R}^n). \tag{6.12}
\]
We now define $F := G + \hat{F}$, and note that $F$ is a solution of (6.3). Indeed, it is clear that $\text{div} F = \text{div} G + \text{div} \hat{F} = 0$ in $\Omega$. Moreover, for any $\phi \in C_0^1(\mathbb{R}^n)$,

$$\langle F \cdot \nu, \phi \rangle_{\partial \Omega} = \int_{\partial \Omega} \phi \text{div} G + \int_{\Omega} G \cdot \nabla \phi \, dx + \int_{\Omega} \phi \text{div} \hat{F} + \int_{\Omega} \hat{F} \cdot \nabla \phi \, dx$$

$$= \langle G \cdot \nu, \phi \rangle_{\partial \Omega} + \langle \hat{F} \cdot \nu, \phi \rangle_{\partial \Omega}$$

$$= \int_{\partial \Omega \backslash \Omega^0} g \phi \, dH^{n-1} - \int_{\Omega^c} G \cdot \nabla \phi \, dx + \langle \hat{F} \cdot \nu, \phi \rangle_{\partial \Omega}$$

$$= \int_{\partial \Omega \backslash \Omega^0} g \phi \, dH^{n-1} - \int_{\partial^* \Omega} \phi h \, dH^{n-1} + \langle \hat{F} \cdot \nu, \phi \rangle_{\partial \Omega}$$

$$= \int_{\partial \Omega \backslash \Omega^0} g \phi \, dH^{n-1} - \int_{\partial^* \Omega} \phi h \, dH^{n-1} + \langle \hat{F} \cdot \nu, \phi \rangle_{\partial \Omega}$$

where we have used (6.8) for the third equality, (6.10) for the fourth equality, (6.12) for the fifth equality, as well as the fact that $\hat{F}$ solves (6.4). This shows that the distributional normal trace $\langle F \cdot \nu, \cdot \rangle_{\partial \Omega} = g \in L^\infty(\partial \Omega \backslash \Omega^0)$. Therefore, $F$ solves (6.3).

**Remark 6.3.** Theorem 6.2 can be useful for the problems whose domains have interior fractures as it is the case of the two-dimensional example $\Omega := \{ x : |x| < 1, \, x_2 \neq 0 \text{ when } x_1 > 0 \}$ discussed in the introduction. Given any data trace: $g \in L^\infty(\{|x| = 1\} \cup \{0 < x_1 < 1, \, x_2 = 0\})$,

then the solution of (6.3) can be found, provided that we know how (6.4) can be solved, which has a simpler geometry since $\partial^* \Omega = \{|x| = 1\}$ is just the unit circle.

\[\Box\]

7. Applications and Remarks Related to Traces and Extension Domains for Bounded BV Functions and Divergence-Measure Fields

In this section, we analyze extension domains for bounded $BV$ functions and show that (1.1) is a sufficient (but not a necessary) condition for $\Omega$ to be an extension domain for bounded $BV$ functions. We also give some remarks on the traces and extension domains for bounded $BV$ functions and divergence-measure fields.

### 7.1. Extension domains for bounded BV functions

We can similarly define the extension domain for bounded BV functions.

**Definition 7.1.** We say that an open set $\Omega$ is an extension domain for bounded BV functions if, for any $u \in BV(\Omega) \cap L^\infty(\Omega)$, the corresponding function $\hat{u}$, defined as $u$ inside $\Omega$ and zero otherwise, also belongs to $BV(\mathbb{R}^n)$.

Since divergence-measure fields are a generalization of $BV$ vector fields, the following corollary is direct from Theorem 1.2.

**Corollary 7.2.** Let $\Omega$ be an open set satisfying (1.1). Then $\Omega$ is an extension domain for bounded BV functions. In particular,

$$P(E) < \infty \quad \text{for any } E \subset \Omega \text{ with } P(E; \Omega) < \infty. \quad (7.1)$$
In fact, (1.1) can directly imply (7.1). Indeed, let $E \subset \Omega$ be a set of finite perimeter in $\Omega$, and let $\partial^m E$ denote the measure-theoretic boundary of $E$. Since $E \subset \Omega$, we have $\partial^m E \cap \Omega^0 = \emptyset$. Thus, using $\mathcal{H}^{n-1}(\partial^m E) = \mathcal{H}^{n-1}(\partial^m E \cap \Omega^1) + \mathcal{H}^{n-1}(\partial^m E \cap \partial^m \Omega)$, we have

$$\mathcal{H}^{n-1}(\partial^m E) = \mathcal{H}^{n-1}(\partial^m E \cap \Omega^1) + \mathcal{H}^{n-1}(\partial^m E \cap \partial^m \Omega) \leq \mathcal{H}^{n-1}((\partial^m E \cap \Omega) + \mathcal{H}^{n-1}(\partial^m \Omega \cap \Omega^1) + P(\Omega) = P(E; \Omega) + \mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) < \infty.$$  

By Theorem 2.7, $E$ is a set of finite perimeter in $\mathbb{R}^n$.

Then a natural followup question is whether (1.1) is equivalent to (7.1). In the rest of this subsection, we answer this question negatively, by giving an example showing that there exists an open set $\Omega$ with (7.1), but $\mathcal{H}^{n-1}(\partial \Omega \setminus \Omega^0) = \infty$.

We first introduce the so-called Sobolev extension domain.

**Definition 7.3.** We say that $\Omega$ is a Sobolev extension domain if, for any $u \in W^{1,p}(\Omega)$, there is a bounded operator $E : W^{1,p}(\Omega) \to W^{1,p}(\mathbb{R}^n)$ and a constant $C(\Omega) > 0$ such that

$$Eu(x) = u(x) \quad \text{for all } x \in \Omega,$$

and

$$\|Eu\|_{W^{1,p}(\mathbb{R}^n)} \leq C(\Omega)\|u\|_{W^{1,p}(\Omega)}.$$

The Sobolev extension domains include Lipschitz domains, but can be much more general. By [29,34], a uniform domain is a Sobolev extension domain. The uniform domains can have purely un-rectifiable boundary, for example, the complement of 4-corner Cantor set in a ball. See also Definition 7.5 and Example 7.6 below for the definition and a concrete example of uniform domains.

The next proposition says that a Sobolev extension domain must be an extension domain for bounded BV functions.

**Proposition 7.4.** Let $\Omega$ be a Sobolev extension domain of finite perimeter. Then $\Omega$ is an extension domain for bounded BV functions.

**Proof.** Let $u \in BV(\Omega)$. By [3] Theorem 3.9, there exist $u_j \in C^\infty(\Omega), j = 1, 2, \cdots$, such that $u_j \to u$ in $L^1(\Omega)$ and $|Du_j|(\Omega) \to |Du|(\Omega)$. We may also assume that $\|u_j\|_\infty \leq \|u\|_\infty$ and $|Du_j|(\Omega) \leq 2|Du|(\Omega)$. We extend $u_j \in W^{1,1}(\Omega)$ outside as $\tilde{u}_j$, with

$$\|\tilde{u}_j\|_{W^{1,1}(\mathbb{R}^n)} \leq C\|u_j\|_{W^{1,1}(\Omega)} = C\|u_j\|_{BV(\Omega)} \leq 2C\|u\|_{BV(\Omega)},$$

where $C$ is the constant in the definition of Sobolev extension domains.

By the standard mollification, we can actually choose $w_j \in C^\infty_c(\mathbb{R}^n)$ with $\|w_j\|_\infty \leq \|u\|_\infty$ such that $w_j \to u$ in $L^1(\Omega)$ and $|Dw_j|(\mathbb{R}^n) \leq C|Du|(\Omega)$. Thus, for any $\phi \in C^1_c(\mathbb{R}^n, \mathbb{R}^n)$ with $|\phi| \leq 1$, by the classical divergence theorem on sets of finite perimeter, we have

$$-\int_\Omega \tilde{u} \div \phi \, dx = -\int_\Omega u \div \phi \, dx = -\lim_{j \to \infty} \int_\Omega w_j \div \phi \, dx = \lim_{j \to \infty} \left( \int_\Omega Dw_j \cdot \phi \, dx + \int_{\partial \Omega} w_j \phi \cdot \nu_\Omega \, dx \right) \leq \limsup_{j \to \infty} \left( |Dw_j|(\Omega) + \|w_j\|_\infty P(\Omega) \right) < \infty.$$
This completes the proof. □

In order to construct an example to answer the question negatively, we consider the following natural class of Sobolev extension domains, the so-called $M$–uniform domains.

Recall the following equivalent definition of $M$–uniform domains, which was first introduced in [29] and [34].

**Definition 7.5.** Let $M > 1$. We say that $\Omega$ is an $M$–uniform domain if, for any $x_1, x_2 \in \overline{\Omega}$, there is a rectifiable curve $\gamma : [0, 1] \to \overline{\Omega}$ with $\gamma(0) = x_1$ and $\gamma(1) = x_2$ such that

(i) $\mathcal{H}^1(\gamma) \leq M|x_1 - x_2|,

(ii) $d(\gamma(t), \partial \Omega) \geq \frac{1}{M} \min\{|\gamma(t) - x_1|, |\gamma(t) - x_2|\}$ for all $t \in [0, 1]$.

It was proved in [34] that, for an $M$–uniform domain, constant $C$ in the definition of Sobolev extension domains depends only on $M$ and $n$.

Then the next example answers the question negatively.

**Example 7.6.** Let $S$ be the classical Cantor ternary set defined in the closed interval $[0, 1]$, by removing the middle thirds of the remaining interval in each step. Let $\Omega = B_2((0, 0)) \setminus (S \times S)$. We observe that $\mathcal{H}^1(S \times S) = \infty$ and $|S \times S| = 0$. Since $\Omega$ is $\mathcal{H}^n$ equivalent to $B_2$, then $\Omega$ is a set of finite perimeter. It is well known that $\Omega$ is a uniform domain so that, by Proposition 7.4, $\Omega$ is an extension domain for bounded BV functions satisfying (7.1). However, it is easy to check that $S \times S \subset \partial \Omega \cap \Omega^{0}$ so that $\mathcal{H}^1(\partial \Omega \setminus \Omega^{0}) \geq \mathcal{H}^1(S \times S) = \infty$.

7.2. Traces for bounded BV functions and Sobolev functions on extension domains. For $u \in BV(\Omega)$, we can similarly define trace $Tu$ of $u$ in the sense of distributions:

$$Tu(\phi) := \int_{\Omega} \phi \cdot dDu + \int_{\Omega} u \div \phi \, dx.$$

From Example 5.1, we know that even the trace of a bounded BV vector field is not necessarily concentrated on the reduced boundary of its domain. However, if $\Omega$ satisfies

$$\mathcal{H}^{n-1}(\Omega^1 \cap \partial \Omega) = 0,$$

then the trace of a bounded BV function $u$ is a function on $\partial^* \Omega$.

**Proposition 7.7.** Let $u \in BV(\Omega) \cap L^\infty(\Omega)$. If $\Omega$ is an open set of finite perimeter satisfying (7.2), then there exists $u^* \in L^\infty(\partial^* \Omega)$ such that, for any $\phi \in C_c(\mathbb{R}^n, \mathbb{R}^n)$, the following integration by part formula holds:

$$\int_{\Omega} \phi \cdot dDu + \int_{\Omega} u \div \phi \, dx = -\int_{\partial^* \Omega} u^* \phi \cdot \nu_{\Omega} \, d\mathcal{H}^{n-1}. \quad (7.3)$$

In addition,

$$\lim_{r \to 0} \frac{\int_{B_r(x) \cap \Omega} |u(y) - u^*(x)| \, dy}{r^n} = 0 \quad a.e. \ x \in \partial^* \Omega. \quad (7.4)$$

**Proof.** Let

$$\tilde{u}(x) = \begin{cases} u(x) & \text{for } x \in \Omega, \\ 0 & \text{for } x \in \Omega^c. \end{cases}$$
By Corollary 7.2, \( \tilde{u} \in BV(\mathbb{R}^n) \). By [3, Theorem 3.84],

\[
D\tilde{u} = D\tilde{u} \mathbf{L} \Omega^1 + u^* \nu_\Omega \mathcal{H}^{n-1} \mathbf{L} \partial^* \Omega,
\]

where \( u^* \) satisfies (7.4). Using (7.2) and \( D\tilde{u} \ll \mathcal{H}^{n-1} \), we have

\[
D\tilde{u} = D\tilde{u} \mathbf{L} \Omega + u^* \nu_\Omega \mathcal{H}^{n-1} \mathbf{L} \partial^* \Omega = Du \mathbf{L} \Omega + u^* \nu_\Omega \mathcal{H}^{n-1} \mathbf{L} \partial^* \Omega.
\]

Then, for any \( \phi \in C^1_c(\mathbb{R}^n; \mathbb{R}^n) \),

\[
\int_{\Omega} u \text{div} \phi \, dx = \int_{\mathbb{R}^n} \tilde{u} \text{div} \phi \, dx = - \int_{\mathbb{R}^n} \phi \cdot dD\tilde{u} = - \int_{\Omega} \phi \cdot dDu - \int_{\partial^* \Omega} u \phi \cdot \nu_\Omega \, d\mathcal{H}^{n-1}.
\]

This completes the proof. \( \square \)

Even though Proposition 7.7 above is an immediate consequence of Corollary 7.2 and the standard results for BV functions, to our knowledge, it has not been known in the literature yet since (1.1) as a sufficient condition for extension domains for bounded BV functions was unknown before.

The next remark says that the trace of \( W^{1,1} \) functions is defined on the reduced boundary of any Sobolev extension domain, which do not necessarily satisfy (7.2).

**Remark 7.8.** If \( \Omega \) is a Sobolev extension domain and \( u \in W^{1,1}(\Omega) \), then there exists \( u^* \) defined \( \mathcal{H}^{n-1} \)-a.e. \( x \in \partial^* \Omega \) such that, for any \( \phi \in C^1_c(\mathbb{R}^n, \mathbb{R}^n) \), the following integration by parts formula holds:

\[
\int_{\Omega} \phi \cdot dDu + \int_{\Omega} u \text{div} \phi \, dy = - \int_{\partial^* \Omega} u^* \phi \cdot \nu_\Omega \, d\mathcal{H}^{n-1}.
\]

(7.6)

In addition,

\[
\lim_{r \to 0} \frac{\int_{B_r(x) \cap \Omega} |u(y) - u^*(x)| \, dy}{r^n} = 0 \quad \mathcal{H}^{n-1} \text{-a.e. } x \in \partial^* \Omega.
\]

(7.7)

**Proof.** Since \( \Omega \) is a Sobolev extension domain, then there exists \( E : W^{1,1}(\Omega) \to W^{1,1}(\mathbb{R}^n) \) such that \( Eu = u \) in \( \Omega \). Let

\[
\tilde{u}(x) = Eu \chi_\Omega.
\]

Again, by [3, Theorem 3.84], we have

\[
D\tilde{u} = (Du) \mathbf{L} \Omega^1 + u \nu_\Omega \mathcal{H}^{n-1} \mathbf{L} \partial^* \Omega
\]

\[
= Du \mathbf{L} \Omega + u \nu_\Omega \mathcal{H}^{n-1} \mathbf{L} \partial^* \Omega
\]

where we have used that \( Du \ll \mathcal{H}^n \), \( \Omega \) is open, and \( Eu = u \) in \( \Omega \).

Therefore, for any \( \phi \in C^1_c(\mathbb{R}^n; \mathbb{R}^n) \),

\[
\int_{\Omega} u \text{div} \phi \, dy = \int_{\mathbb{R}^n} \tilde{u} \text{div} \phi \, dy = - \int_{\mathbb{R}^n} \phi \cdot dD\tilde{u} = - \int_{\Omega} \phi \cdot dDu - \int_{\partial^* \Omega} u \phi \cdot \nu_\Omega \, d\mathcal{H}^{n-1}.
\]

(7.7)

**Remark 7.9.** It would be interesting to study further the relations between extension domains for bounded BV functions, bounded sets of finite perimeter, and bounded divergence-measure fields. In particular, these include the questions whether the following statements hold:
(i) A Sobolev extension domain of finite perimeter is still an extension domain for bounded divergence-measure fields.

(ii) Condition (1.1) is also a necessary condition for an open set $\Omega$ to be an extension domain for bounded divergence-measure fields.

(iii) Condition (7.1) is sufficient for an open set $\Omega$ to be an extension domain for bounded BV functions.

(iv) Any extension domain for bounded BV functions is still an extension domain for bounded divergence-measure fields.

(v) The property, $g \in L^\infty (\partial \Omega \setminus \Omega^0; \mathcal{H}^{n-1})$, still holds, provided that the open set $\Omega$ is required to be only an extension domain for bounded divergence-measure fields, without assuming condition (1.1).

**Remark 7.10.** Let $\Omega$ be an open set satisfying (1.1). We prescribe any $g \in L^\infty (\partial \Omega \setminus \Omega^0; \mathcal{H}^{n-1})$. An interesting question is whether there exists a vector field $F \in DM^\infty (\Omega)$ such that the normal trace of $F$ on $\partial \Omega$ corresponding to $g$. Furthermore, for such $g$, it is important to know whether problem (6.3) without the upper $(n-1)$–Ahlfors condition can be solved. Note that, with the upper $(n-1)$–Ahlfors regular condition imposed, we have proved in Theorem 6.2 that the solvability of the divergence equation with prescribed $L^\infty$ boundary data on $\partial \Omega \setminus \Omega^0$ is equivalent to the solvability of problem (6.4) that could be potentially easier to be solved owing to the nice structure of the reduced boundaries, as indicated in Remark 6.3. On the other hand, the solvability question for problem (6.4) in general domains is still open.

**Acknowledgements.** The research of Gui-Qiang G. Chen was supported in part by the UK Engineering and Physical Sciences Research Council Award EP/E035027/1 and EP/L015811/1, and the Royal Society–Wolfson Research Merit Award (UK). The research of Qinfeng Li was supported in part by the Purdue PRF Grant. The research of Monica Torres was supported in part by the Simons Foundation Award No. 524190 and by the National Science Foundation Award # 1813695. The authors would like to thank Professor Changyou Wang for useful discussions on extension domains for Sobolev spaces.

**References**

[1] D. Adams and L. Hedberg, *Function Spaces and Potential Theory*, Springer-Verlag: Berlin, 1996.

[2] L. Ambrosio, G. Crippa, and S. Maniglia, Traces and fine properties of a BD class of vector fields and applications, *Ann. Fac. Sci. Toulouse Math.* (6), 14 (2005), 527–561.

[3] L. Ambrosio, N. Fusco, and D. Pallara, *Functions of Bounded Variation and Free Discontinuity Problems*, Oxford University Press: New York, 2000.

[4] L. Ambrosio and P. Tilli, *Topics on Analysis in Metric Spaces*, Oxford University Press: Oxford, 2004.

[5] G. Anzellotti, Pairings between measures and bounded functions and compensated compactness, *Ann. Mat. Pura Appl.* 135 (1983), 293–318.

[6] G. Anzellotti, Traces of bounded vector-fields and the divergence theorem, *Preprint*, 1983.

[7] E. Barozzi, E. Gonzalez, and U. Massari, Pseudoconvex sets, *Ann. Univ. Ferrara*. 55 (2009), 23–35.

[8] Y. D. Burago and V. G. Maz’ya, *Potential Theory and Function Theory for Irregular Regions*, Translated from Russian. *Seminars in Mathematics, V. A. Steklov Mathematical Institute*, Leningrad, Vol. 3. Consultants Bureau: New York, 1969.

[9] G.-Q. Chen, G. E. Comi, and M. Torres, Gauss-Green formulas for Cauchy fluxes and divergence-measure fields over general open sets, *Arch. Ration. Mech. Anal.* 233 (2019), 87–166.

[10] G.-Q. Chen and H. Frid, Divergence-measure fields and hyperbolic conservation laws, *Arch. Ration. Mech. Anal.* 147 (1999), 89–118.

[11] G.-Q. Chen and H. Frid, Extended divergence-measure fields and the Euler equations for gas dynamics, *Commun. Math. Phys.* 236 (2003), 251–280.
[12] G.-Q. Chen and M. Torres, Divergence-measure fields, sets of finite perimeter, and conservation laws, *Arch. Ration. Mech. Anal.* **175** (2005), 245–267.

[13] G.-Q. Chen, M. Torres, and W. P. Ziemer, Gauss–Green theorem for weakly differentiable vector fields, sets of finite perimeter, and balance laws, *Comm. Pure Appl. Math.* **62** (2009), 242–304.

[14] E. De Giorgi, Frontiere orientate di misura minima, *Seminario di Matematica della Scuola Normale Superiore di Pisa*, 1960–61. Editrice Tecnico Scientifica, Pisa, 1961.

[15] H. Federer, Geometric Measure Theory, Springer-Verlag: New York, 1969.

[16] J. Franchi and B. M. Tyson, Uniform domains and the quasihyperbolic metric, *J. Anal. Math.* **36** (1980), 51–75.

[17] F. Maggi, *Sets of Finite Perimeter and Geometric Variational Problems*, University Cambridge Press: Cambridge, 2011.
[43] M. Šilhavý, The existence of the flux vector and the divergence theorem for general Cauchy fluxes, *Arch. Ration. Mech. Anal.* **90** (1985), 195–212.

[44] M. Šilhavý, Cauchy’s stress theorem and tensor fields with divergences in $L^p$, *Arch. Ration. Mech. Anal.* **116** (1991), 223–255.

[45] M. Šilhavý, Divergence-measure fields and Cauchy’s stress theorem, *Rend. Sem. Mat Padova*, **113** (2005), 15–45.

[46] M. Šilhavý, The divergence theorem for divergence measure vectorfields on sets with fractal boundaries, *Math. Mech. Solids*, **14** (2009), 445–455.

[47] W. P. Ziemer, *Weakly Differentiable Functions*, Springer-Verlag: New York, 1989.

Gui-Qiang G. Chen, Mathematical Institute, University of Oxford, Oxford, OX2 6GG, UK  
E-mail address: chengq@maths.ox.ac.uk

Qinfeng Li, Department of Mathematics, University of Texas at San Antonio, San Antonio, TX 78249, USA  
E-mail address: liqinfeng1989@gmail.com

Monica Torres, Department of Mathematics, Purdue University, West Lafayette, IN 47907-2067, USA  
E-mail address: torres@math.purdue.edu