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I. INTRODUCTION

Floquet drives (also known as periodic drives) in quantum many-body systems are well-known mechanisms for creating nonequilibrium states of matter, such as Floquet topological insulators [1–5] and time crystals [6,7]. They also provide a fruitful setting to study a range of active problems in physics, including nonequilibrium topological properties [8–11], many-body-localization transitions [12–15], prethermalization [16–19], and driven lattice vibrations [20–23]. However, despite these recent advances, Floquet many-body systems remain challenging to study theoretically by exact analytical means.

One framework amenable to exact analytical solutions is given by conformal field theory (CFT) in $1 + 1$ dimensions. Here, we focus on the recent concept of inhomogeneous CFT, whose applications include effective descriptions of trapped ultracold atoms, inhomogeneous gapless spin chains, and quantum fluctuations in generalized hydrodynamics [24–31]. An example of such a Floquet system is a two-step drive alternating between two different CFTs. This was recently studied for the special case of homogeneous and sine-square-deformed (SSD) CFTs using Möbius transformations [32–35]. Yet general deformations have not been considered until now. This is an important extension since generic deformations would be more realistic for experiments (as engineering too specific deformations is likely beyond experimental control). To do this, more powerful tools are needed, which we develop here based on [27,29,36]. Our main result is a new geometric approach to Floquet systems, which allows one to generate a rich structure of phase diagrams, among others exhibiting new nonequilibrium analogues of Lifshitz phase transitions [37], and we argue that this approach and the underlying ideas are relevant even beyond CFT.

In this paper, for simplicity, we present our approach by using it to study two-step Floquet drives for general smoothly deformed CFTs with periodic boundary conditions. The time evolution is under a Hamiltonian that equals $H_1$ or $H_2$ for times $t_1, t_2 \in \mathbb{R}$ [38], respectively, see Fig. 1(a). The associated Floquet operator is

$$U_F = e^{-iH_1t}e^{-iH_2t},$$

and the period for a full cycle is $t_{cyc} = |t_1| + |t_2|$. Here, $H_1$ and $H_2$ are given by any smooth deformation of standard Minkowskian CFT on the cylinder $\mathbb{R} \times [-L/2, L/2]$.

We refer to the above general smoothly deformed CFT as 

inhomogeneous CFT [27–29]. They are defined by

$$H_{1,2} = \int_{-L/2}^{L/2} dx v_{1,2}(x)[T_+(x) + T_-(x)].$$

FIG. 1. Illustrations for our inhomogeneous Floquet drive.
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for smooth velocity functions \( v_{1,2}(x) = v_{1,2}(x + L) > 0 \), see Fig. 1(b), where \( T_\pm(x) = T_{1,2}(x + L) \) are the usual light-cone components of the energy-momentum tensor of a two-dimensional Minkowskian CFT. These satisfy

\[
[T_\pm(x), T_\mp(y)] = \mp 2i\delta(x-y)T_\pm(y) \pm i\delta(x-y)T'_\pm(y) \\
\pm (c/24\pi)i\delta'''(x-y)
\]

and \([T_\pm(x), T_\mp(y)] = 0\), where \( c \) is the central charge of the CFT and the subscript \( (+/-) \) denotes the right- (left-) moving component. These commutation relations correspond to two commuting copies of the Virasoro algebra \([39]\). We will use this full infinite-dimensional algebra, which generalizes previous works on Floquet drives in deformed CFTs that involved only its finite-dimensional \( sl(2) \) subalgebra, cf. also \([40]\).

The deformations in our inhomogeneous CFTs are contained in \( v_{1,2}(x) \), with constant velocity corresponding to standard homogeneous CFT. It is convenient to write \( v_{1,2}(x) = v_{1,2}w_{1,2}(x/L) \) for constants \( v_{1,2} > 0 \) and dimensionless functions \( w_{1,2}(\xi) \) of \( \xi = x/L \), see Table I for a selection of examples. We also introduce dimensionless times \( \tau_{1,2} = v_{1,2}T_{1,2}/L \) as the true independent parameters used to plot phase diagrams, see Fig. 2. The general structure of such phase diagrams is as follows: There are leaf-shaped regions where the system heats up, characterized by fixed or higher-periodic points of coordinate transformations encoding the time evolution, surrounded by regions where the system does not heat up. Moreover, the diagrams are invariant under the following:

1. changing \((\tau_1, \tau_2)\) to \((-\tau_1, -\tau_2)\),
2. translations in \( \tau_1 \) by \( 1/k_1w_{1,0} \),
3. translations in \( \tau_2 \) by \( 1/k_2w_{2,0} \),

where \( w_{j,0} \) is given by \( w_{j,0} = \int_{-1/2}^{1/2} d\xi \ w_j(\xi)^{-1} \) and \( k_j \) is the period of \( w_j(\xi) \) for \( j = 1, 2 \). [If \( w_j(\xi) \) is constant, we set \( k_j = 1 \).] The above follow from general properties for our periodic points (see Sec. III C) that we will prove.

The geometric approach we propose is precisely the above-mentioned reduction to studying coordinate transformations. Here, these transformations will be shown to be given by orientation-preserving diffeomorphisms of the circle obtained directly from the velocities \( v_{1,2}(x) \). We stress that the choice of a two-step drive is for concreteness and simplicity: Our geometric approach is straightforwardly applicable to more general drives, including multistep, random, chaotic, and quasiperiodic ones, cf. \([42-44]\). Indeed, how to use our tools to study random deformations was recently demonstrated in \([28]\). It can also be generalized to several coupled or

---

**TABLE I.** Examples of deformations \( w(\xi) \) for \( \xi = x/L \), including SSD CFT (obtained from Ex. 1 as \( g \to 1^- \)) and by a Gaussian (Ex. 2). Periodicity is imposed at \( \xi = \pm 1/2 \) if not manifest.

| Example | \( w(\xi) \) | Parameters |
|---------|-------------|------------|
| Ex. 1   | \( 1 + g(2\cos^2(\pi\xi) - 1) \) | \( g \in [0, 1) \) |
| Ex. 2   | \( Ae^{-|d|/d} \) | \( A, d \in \mathbb{R}^+ \) |
| Ex. 3   | \( 1/(1 - g\cosh(\xi/d)^2) \) | \( g \in (-1, 1), d \in \mathbb{R}^+ \) |
| Ex. 4   | \( a/[b + \sin(2\pi k\xi) + \cos(2\pi \xi)] \) | \( a > 0, b > 2, k \in \mathbb{Z}^+ \) |

---

**FIG. 2.** Phase diagrams in \((\tau_1, \tau_2)\)-space for \( H_1 \) with \( v_1(x) = v_1 \) and \( H_2 \) with \( v_2(x) = v_2w_2(x/L) \) in Table I: (a, b) Ex. 1, (c) Ex. 2, and (d) Ex. 3. Blue lines signify transitions between nonheating (white regions) and heating (pink regions) \([41]\), obtained by solving (4) and (5) analytically. Black dashed lines are given by \( \tau_2 = m/k_1w_{2,0}^{-1}(k_2w_{1,0}/k_1w_{2,0})\tau_1, m \in \mathbb{Z} \).
uncoupled CFTs with different deformations and drives (the case here is equivalent to two uncoupled chiral CFTs with the same drive).

As is well known, an inescapable issue is that a CFT description of a given condensed matter system, in general, starts to lose validity as it heats up since the system exits the low-temperature regime. Nonetheless, we expect that our approach and underlying ideas have wider applicability, even beyond CFT. For instance, periodic points in the CFT description may prove to be robust to higher excitations, or the latter may be taken into account by other means. Our approach is also suitable for numerical implementations, and we hope that it can be adapted or serve as inspiration for a wide range of other Floquet systems, e.g., for driven Bose-Einstein condensates [45–47] or fields in modulated cavities [48].

The rest of this paper is organized as follows. In Sec. II we describe our approach and briefly summarize our results. Our main tools are explained in Sec. III and used to lay the mathematical foundations for our approach. In Sec. IV we derive exact analytical results for the energy density and the flow of excitations. The corresponding results for entanglement entropy and mutual information are given in Secs. V and VI, respectively. Lastly, Sec. VII contains concluding remarks. Proofs of properties for the periodic points, which imply the symmetries of the phase diagrams illustrated in Fig. 2, and computational details for certain results are deferred to Appendices A–E.

II. APPROACH AND SUMMARY OF RESULTS

The key step is to establish an exact correspondence with dynamical systems on the circle, see, e.g., [49], in the sense that the Floquet time evolution can be fully encoded into coordinate transformations given by orientation-preserving diffeomorphisms of the circle, see Sec. III. These diffeomorphisms \( f_{\pm}(x) \) are obtained directly from the velocity functions \( v_{1,2}(x) \) [see (12)].

We specifically show that the system can be either nonheating or heating, with heating phases characterized by periodic points \( x_{sp}^{\pm} \) of \( f_{\pm} \) with period \( p \in \mathbb{Z}^+ \):

\[
x_{sp}^{\pm} = f_{\pm}^p(x_{sp}^{\pm}), \quad f_{\pm}^p = f_{\pm} \circ \cdots \circ f_{\pm},
\]

where the function composition \( \circ \) is repeated \( p \) times. Of these, \( x_{sp}^{\pm} \) are fixed points of \( f_{\pm} \), while \( x_{sp}^{\pm} \) for \( p > 1 \) can be viewed as fixed points of \( f_{\pm}^p \) for the smallest possible \( p \).

On general grounds, since the deformations are the same in both terms in (2), \( f_{\pm} \) have equally many periodic points with stable and unstable ones coming in pairs. Mergers of such pairs correspond to critical values \( x_{cp}^{\pm} = x_{sp}^{\pm} \) denoting periodic points that also satisfy

\[
1 = f''_{\pm}(x_{cp}^{\pm}) = \frac{d}{dx} f'_{\pm}(x) \bigg|_{x=x_{cp}^{\pm}}.
\]

Unstable points play a predominant role as their presence will imply that the system is heating up: The picture is that energy and excitations flow to these points, which follows from exact analytical results for the evolution of the energy density and correlation functions, see Sec. IV.

Let \( 2N_p \) be the number of periodic points \( x_{sp}^{\pm} \) of \( f_{\pm} \) with period \( p \) \((i = 1, \ldots, 2N_p)\). We will show that the heating rate \( v \) is given by [50]

\[
v = \max_{p \in \mathbb{Z}^+, \, r \in \{0, \ldots, 2N_p\}} 2\nu_{\text{cyc}}^{-1} p^{-1} \log \left[ f_{r}^{p}(x_{sp}^{\pm}) \right]. \tag{6}
\]

If all \( N_p = 0 \), then \( v = 0 \), corresponding to nonheating, while \( v > 0 \) indicates heating. Thus, knowledge of \( f_{\pm} \) and (6) is all one needs to draw phase diagrams in \((\tau_1, \tau_2)\)-space, such as in Figs. 2 and 3; see, e.g., Appendix B for how equation systems of the form in (4) and (5) can be solved in practice for phases due to fixed points. We stress that Fig. 2(b) is obtained as \( g \to 1^{-} \) for Ex. 1 in Table I [51] and agrees perfectly with Fig. 1(c) in [33], which can be verified analytically, see Appendix C I.

![Phase diagram and heating rate for \( H_1 \) given by homogeneous CFT and \( H_2 \) by Ex. 4 in Table I with \( a = b, \ b = 3 \), and \( k = 2 \). (a) Phase diagram in \((\tau_1, \tau_2) \in [0, 1] \times [0, 1/w_{2,0}] \) (cf. Fig. 2) due to fixed points (center leaf) computed analytically and periodic points with period 2 (leaves on each side of the center) computed numerically. Regions with two and four unstable periodic points are light and dark pink, respectively. (There are regions due to periodic points with period 3 not shown, and possibly also due to ones with period \( p > 3 \).) (b, c) Rescaled heating rate \( v \nu_{\text{cyc}} \) as function of \((\tau_1, \tau_2) \) and along rays with fixed \( \tau_2 \), respectively.](image-url)
The heating rate serves as the natural order parameter for phase transitions between heating and nonheating. However, we will also show that regions with different numbers of unstable periodic points can be distinguished by kinks in the entanglement entropy, reminiscent of Lifshitz phase transitions, see Sec. VI. To better understand the entanglement pattern, we will also compute the so-called mutual information, and these results show that only neighboring unstable periodic points share linearly growing entanglement in the heating phase, see Sec. VI.

We emphasize that, due to the maximum in (6) over essentially \( \sum_p 4N_p \) different functions of \((\tau_1, \tau_2)\), both smooth and nonanalytic behaviors are possible. Crucially, one can have cusps in \( \nu \) also within the overall heating phase, see Fig. 3, and this possibility can also be demonstrated analytically, see Appendix C 2, but in general there can also be paths that avoid such cusps.

Finally, we note that heating phases, since they are given by periodic points, correspond precisely to so-called Arnold tongues, well known in the study of classical dynamical systems [49].

III. MAIN TOOLS

Below we show how to use the tools in [27,29] to analytically study the Floquet drive given by (1) and (2).

A. Diffeomorphism representations

First, we introduce

\[
\begin{align*}
 f_j(x) &= \int_0^x \frac{v_{j,0}}{v_j(x')} \, dx' = \frac{1}{L} \int_{-L/2}^{L/2} \frac{dx'}{v_j(x')} \\
\end{align*}
\]

for \( j = 1, 2 \). These are diffeomorphisms satisfying \( f_j(x + L) = f_j(x) + L \) and \( f_j(x) > 0 \). More specifically, \( f_j \) lie in the covering group \( \text{Diff}^+(S^1) \) of orientation-preserving diffeomorphisms of the circle \( S^1 \) such that

\[
U_+(f_j)U_-(f_j)HJU_-(f_j)U_+(f_j)^{-1}
\]

\[
= \int_{-L/2}^{L/2} dx v_{j,0} [T_+(x) + T_-(x)] + \text{const},
\]

using the projective unitary representations \( U_\pm(f) \) of \( f \in \text{Diff}^+_+(S^1) \) in [27,29]. We note that their generators are precisely the energy-momentum components \( T_\pm(x) \):

\[
U_\pm(f) = 1 \mp i \epsilon \int_{-L/2}^{L/2} dx \xi(x) T_\pm(x) + o(\epsilon)
\]

for infinitesimal \( f(x) = x + \epsilon \xi(x) \).

Second, similar to [29], the diffeomorphisms in (7) can be used to compute exact analytical results for the Floquet time evolution of local observables

\[
\mathcal{O}(x; t) = U_{-n}^T \mathcal{O}(x) U_n, \quad t = nt_{\text{cyc}}, \quad n \in \mathbb{Z}.
\]

It follows from (8) and known results for the adjoint action of \( U_\pm(f_j) \) [52] that the time evolution is encoded into generalized light-cone coordinates \( x^\mp_j(x) \) given by [53]

\[
x^\mp_{j+t_{\text{cyc}}}(x) = f_j(x^\mp_j(x)), \quad x^\mp_0(x) = x,
\]

using

\[
f_\pm(x) = f_2^{-1} \left( f_1^{-1} (f_1(x) \mp v_{1,0} t_1) \mp v_{2,0} t_2 \right).
\]

By definition, \( f_\pm \in \text{Diff}^+_-(S^1) \), and this also implies that \( f_\pm^p \in \text{Diff}^+_+(S^1) \) for \( f_\pm^p \) defined in (4).

For instance, for a primary field \( \Phi(x) = \Phi(x, x) \) with conformal weights \((\Delta^+, \Delta^-)\) [54],

\[
\Phi(x; t) = \left[ \begin{array}{c} \partial \Phi(x^+(x)) / \partial x^+ \\ \partial \Phi(x^-(x)) / \partial x^- \end{array} \right] \Phi(x^+(x), x^-(x)),
\]

and for the components of the energy-momentum tensor,

\[
T_\pm(x; t) = \left[ \begin{array}{cc} \partial x^\pm_j(x) / \partial x^- \end{array} \right] T_\pm(x^\pm_j(x)) - \frac{c}{24\pi} \{ x^\pm_j(x), x \},
\]

where \( \partial x^\pm_j(x)/\partial x = \prod_{m=0}^{p-1} f_m(x^\mp_j(x)) \) for \( n > 0 \) and \( \{ f(x), x \} \) denotes the Schwarzian derivative of \( f(x) \) with respect to \( x \). Both results are important as they will allow us to compute correlation functions and the heating rate.

B. Periodic points

Periodic points are solutions \( x^\pm_j \) to (4) and correspond to intersections between the straight line \( y = x \) and \( y = f_j^p(x) \) (up to integer multiples of \( L \) since we are on the circle). This is illustrated in Fig. 4 using the case in Fig. 3 as an example. Note that a periodic point of \( f_j \) with period \( p > 1 \) can be viewed as a fixed point of \( f_j^p \), and vice versa.

The following definition will be important: Assuming \( x^\pm_{j+p} \) solves (4), we say that it is

(1) stable if \( f_j^p(x^\pm_j) < 1 \),

(2) unstable if \( f_j^p(x^\pm_j) > 1 \), or

(3) a tangent point if \( f_j^p(x^\pm_j) = 1 \).

As a trivial example, note that \( t_1 = t_2 = 0 \), or equivalently \( \tau_1 = \tau_2 = 0 \), corresponds to a tangent point.

FIG. 4. Illustration of fixed points as intersections between the (black solid) curve \( y = f_j(x) \) and the straight (black dotted) line \( y = x \) (up to integer multiples of \( L \)). Stable and unstable fixed points are indicated by empty blue and filled red circles, respectively. [The plotted curve is for the case in Fig. 3 at \( (\tau_1, \tau_2) = (0.10, 0.45) \), which corresponds to a point in one of the darker leaves within the center leaf in Fig. 3(a), see also column (i) in Figs. 5 and 7.]
In Sec. III C we state a number of general properties for our periodic points. In particular, apart from tangent points, they must come in pairs, one stable and one unstable. Their existence dramatically affects the dynamics, see Fig. 5 for typical examples. To understand this, suppose that $x$ is a periodic point $x_{tp}^\pm$, then $\partial x^\pm \partial x = f_p^\pm (x_{tp}^\pm)^{1/p}$ for $t = n \text{cyc}$, with $n$ a multiple of $p$. Thus, if $f_p^\pm (x_{tp}^\pm) > 1 < 1)$, this factor diverges (vanishes) exponentially as $t \to \infty$.

At $(t_1, t_2)$ where pairs of stable and unstable periodic points merge, the straight line and the $f_p^\pm$ curve are tangent at some $x_{tp}^\pm = x_{tp}'^\pm$ solving (4) and (5). This yields an equation system for $t_1$ and $t_2$ for each tangent point, cf. Appendix B. Crucially, such tangent points correspond to curves separating regions in $(t_1, t_2)$-space with different numbers of periodic points. These regions (accounting for the symmetries illustrated in Fig. 2) typically have the shape of nested leaves and together give the overall heating phase, see, e.g., Figs. 2 and 3. Additional examples of heating phases due to fixed points only are given in Fig. 9 in Appendix C.

C. Properties of periodic points

The solutions $x_{tp}^\pm$ to (4) have the following properties:

(i) For each of the two $f_p^\pm$, stable and unstable periodic points come in pairs. Moreover, up to tangent points (which can be viewed as a pair), periodic points must alternate between stable and unstable, i.e., there is always a stable point between two unstable ones and vice versa.

(ii) The convergence of $x_{tp}^\pm(x)$ to a stable periodic point $x_{sp}^\pm$ (viewed as the evolution under $f_p^\pm$ covering $p$ integer time steps) is exponentially fast, with the rate given by $\log |f_p^\pm (x_{tp}^\pm)|$.

(iii) For each solution of (4) for given $(t_1, t_2)$, there is also a solution for $(-t_1, -t_2)$.

(iv) Shifts of $t_1$ by $L/k_2 v_{1, 0}$ and $t_2$ by $L/k_1 v_{2, 0}$ leave (4) invariant, where $L/k_j$ for $j \in \mathbb{Z}^+$ are the periods of $v_j(x)$; we set $k_j = 1$ if $v_j(x)$ is constant.

Proofs are given in Appendix A.

We stress that Properties (iii) and (iv) imply the symmetries illustrated in Fig. 2 by considering $t_{1, 2} = v_{1, 2} t_{1, 2}/L$ instead of $t_{1, 2}$.

For regions in $(t_1, t_2)$-space with periodic points with period $p$, it is sometimes natural to consider the evolution in units of $p$ integer time steps. Note that, on general grounds, since we work with smooth deformations defining circle diffeomorphisms, a given region in the phase diagram cannot have periodic points with different periods [49].

IV. ENERGY DENSITY AND FLOW OF EXCITATIONS

The time-evolved energy density corresponding to $H_1$ in (2) is

$$\mathcal{E}_1(x; t) = v_1(x)[T_\pm(x; t) + T_\pm(x; t)].$$

For simplicity, we will use this quantity to study the flow of energy in our Floquet system. Note that we may as well use $\mathcal{E}_{\pm}(x; t)$ with $v_1(x)$ replaced by $v_2(x)$; indeed, for our purposes, the exact choice is less important as long as it is a linear combination of both $T_\pm(x; t)$.

The properties of our periodic points and (15) together with (14) imply that the energy density $\mathcal{E}_1(x; t)$ grows (decays) exponentially in time at unstable (stable) such points. Moreover, if there are periodic points, all $x$ except the unstable points flow exponentially fast to the stable ones, see Figs. 5(a) and 5(b) for typical examples of this behavior. This follows from the general properties of our periodic points in Sec. III C. As a consequence, the whole system is cooling apart from the exceptions which are heating exponentially, see Fig. 5(c) where we plot $\mathcal{E}_1(x; t)$ in (15) up to the Schwarzian-derivative terms in (14); these terms do not affect the existence or location of periodic points, cf. [27,29,55] for discussions of similar Schwarzian-derivative contributions. It follows by integrating $\mathcal{E}_1(x; t)$ over $x \in [-L/2, L/2]$ that the presence of unstable points leads to an overall heating of the system with the heating rate $\nu$ determined by the unstable point with the steepest slope, which implies (6). On the other hand, the absence of periodic points implies $\nu = 0$ by definition, which characterizes the nonheating phase, and pseudoperiodic evolution of all trajectories [56].

Lastly, by computing two-point correlation functions for primary fields one can study the flow of excitations in the system. These follow from (13) and known results for homogeneous CFT. To compute correlation functions for any primary field, all that is needed is knowledge about the corresponding correlation function for homogeneous CFT, cf. [27,29]. For simplicity, consider the ground state $|0\rangle$ of the homogeneous theory. Then, under our Floquet time evolution, the results for two-point correlation functions with respect to $|0\rangle$ are

$$\langle 0| \Phi(x; t) \Phi(x'; t') |0\rangle = \frac{1}{2} \left[ \frac{\partial x_1^{-}\partial x_1^{+}}{\partial x'} - \frac{\partial x_1^{+}\partial x_1^{-}}{\partial x'} \right]^{\Delta^+} \times \left( \frac{L \sin(\pi [x_1^-(x') - x_1^{+}(x') + \text{i}0^+] / L)}{L \sin(\pi [x_1^-(x') - x_1^{+}(x') - \text{i}0^+] / L)} \right)^{2\Delta^+}$$

$$\times \left( \frac{L \sin(\pi [x_2^-(x') - x_2^{+}(x') + \text{i}0^+] / L)}{L \sin(\pi [x_2^-(x') - x_2^{+}(x') - \text{i}0^+] / L)} \right)^{2\Delta^-}$$

for finite $L$. This result together with the properties in Sec. III C shows that, while almost all $x^\pm(x)$-trajectories flow to stable periodic points in the heating phase, the probability density of excitations flow exponentially fast to the unstable ones, see Fig. 5(d) for examples of this.

V. ENTANGLEMENT ENTROPY

As is commonplace, the von Neumann entanglement entropy $S_A(t)$ for the subsystem on the interval $A = [x, y]$ with the rest can be computed from correlation functions for twist fields [57,58]. We show in Appendix D that

$$S_A(t) = \frac{c}{12} [S_+(t) + S_-(t)],$$

$$S_\pm(t) = -\log \left[ \frac{\partial x_1^{\pm} \partial y_1^{\mp}}{\partial x' y_1^{\mp}} \left( \frac{\pm \text{i} \pi}{L \sin(\frac{\pi}{2}[x_1^\pm - y_1^{\pm} + \text{i}0^+] / L)} \right)^2 \right].$$
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FIG. 5. Plots for the case in Fig. 3 at (i) $(\tau_1, \tau_2) = (0.10, 0.45)$ in the left column and (ii) $(\tau_1, \tau_2) = (0.35, 0.08)$ in the right column. In (i) and (ii) there are eight fixed points and eight periodic points with period 2, respectively. (a, b) $x_t^\pm (x)$-trajectories. (c) Energy-density expectation $\langle E(x; t) \rangle$ with respect to an arbitrary translation-invariant state. (d) Correlation functions $\langle \Phi^\dagger_r(x; t) \Phi_r(x_0, 0) \rangle$ with respect to the ground state $|0\rangle$ of $H_1$ for primary fields $\Phi_r(x; t)$ with $\Delta_r = \delta_{r, \pm}$ for $r = \pm$, averaged over $x_0 \in [-L/2, L/2]$ uniformly distributed, setting $L = 50$. Stable and unstable periodic points are indicated by empty blue and filled red circles, respectively.

In (i) and (ii) there are eight fixed points and eight periodic points with period 2, respectively. (a, b) $x_t^\pm (x)$-trajectories. (c) Energy-density expectation $\langle E(x; t) \rangle$ for $E(x; t) = E_1(x; t) + (cv_1/24\pi)[[x^-_1(x), x] + [x^+_1(x), x]]$ given by (15) with respect to an arbitrary translation-invariant state. (d) Correlation functions $\langle \Phi^\dagger_r(x; t) \Phi_r(x_0, 0) \rangle$ with respect to the ground state $|0\rangle$ of $H_1$ for primary fields $\Phi_r(x; t)$ with $\Delta_r = \delta_{r, \pm}$ for $r = \pm$, averaged over $x_0 \in [-L/2, L/2]$ uniformly distributed, setting $L = 50$. Stable and unstable periodic points are indicated by empty blue and filled red circles, respectively.
with $x_+^\pm = x_5^\pm (x)$ and $y_+^\pm = x_6^\pm (y)$. Its behavior is different depending on the absence or presence of periodic points. In the nonheating phase, as mentioned, there is an underlying pseudoperiodicity in time. On the other hand, when heating, the situation is drastically different.

Using the properties of our periodic points in Sec. III C, we can study the behavior of $S_A(t)$ in the heating phase. We consider the following two cases, illustrated in Fig. 6: A contains (a) at least one of (but not all) the unstable periodic points or (b) no (or all) unstable periodic points. (Containing “no” or “all” points are equivalent due to our periodic boundary conditions.) For simplicity, and without loss of generality since the two ±-components commute, we consider only the right-moving (+) component:

(a) Due to Property (i) in Sec. III C, $x^-_+$ and $y^-_+$ flow to two different stable periodic points, denoted $x^-_{sp}$ and $y^-_{sp}$, respectively. (For simplicity, we consider the flow in units of $p$ integer time steps.) Since $x^-_p \neq y^-_p$, the difference $x^-_+ - y^-_+$ in (17) remains finite as $t \to \infty$, while the derivative factors decay exponentially to 0 as $x^-_+$ and $y^-_+$ flow to their respective stable periodic points. It follows that the leading contribution to $S_+(t)$ is

$$\frac{- \log [f^{sp}_+(x^-_p)] + \log [f^{sp}_+(y^-_p)]}{p \ell_{cyc}} t,$$

i.e., $S_+(t)$ grows linearly in time for large $t$.

(b) Due to the same property as in (a), $x^{-}_{tp}$ and $y^{-}_{tp}$ flow to the same stable periodic point, denoted $x^{-}_{spA}$. It follows from this and Property (ii) in Sec. III C that $x^-_+ - y^-_+$ in (17) decays exponentially at a rate that exactly cancels the exponential decay of the derivative factors, implying that $S_+(t)$ becomes constant for large $t$.

Note that, for all cases, if $t = 0$, then $x^+_0 (x) = x$, which means that (17) yields

$$S_A(0) = (c/3) \log [(L/\pi) \sin (\pi \ell/L)]$$

for $\ell = x - y > 0$. This is precisely the usual equilibrium result in the case of periodic boundary conditions.

The exact analytical results in (17) give rise to a remarkable structure of kinks in the entanglement entropy $S_{1-L/2} (t)$ that brings to mind Lifshitz phase transitions [37], see Fig. 7 for examples of such structures. Indeed, when crossing a transition line between regions with different numbers of unstable periodic points, cf. Fig. 3(a), the number of kinks in $S_{1-L/2} (t)$ changes by an even integer. This can be viewed as a nonequilibrium analogue of a Lifshitz phase transition: Instead of jumps or cusps [37] there are, in general, kinks in the entanglement entropy induced by the unstable periodic points. Note that such transitions within the heating phase are local and do not affect global properties such as the heating rate.

**VI. MUTUAL INFORMATION**

To understand the entanglement-entropy pattern, we study the mutual information $I_{A,B}(t) = S_A(t) + S_B(t) - S_{A∪B}(t)$ for two intervals $A = [x_1, x_2]$ and $B = [x_3, x_4]$. One can show that $I_{A,B}(t)$ evolves nontrivially in time if and only if $A$ and $B$ contain at least one unstable periodic point each, separated by a single stable point (with respect to the same component). As in Sec. V, for simplicity, and without loss of generality, we consider only the contributions from the right-moving component.

More specifically, in Appendix E, we compute $I_{A,B}(t)$ for the following two cases, illustrated in Fig. 8:

(a) Suppose that $A$ and $B$ are neighbors, i.e., that there is only one stable periodic point, denoted $x^-_{spAB}$, between them, see Fig. 8(a). It follows that $x^-_+(x_2)$ and $x^-_+(x_3)$ flow to $x^-_{spAB}$, while $x^-_+(x_1)$ and $x^-_+(x_4)$ flow to two other different stable periodic points, denoted $x^-_{sp1}$ and $x^-_{sp2}$, respectively. In this case, we show that the leading contribution to $I_{A,B}(t)$ from the right-moving component is

$$\frac{-c \log [f^{sp}_+(x^-_{spAB})]}{6 \ell_{cyc}} t,$$

i.e., it grows linearly in time with a rate given by the stable periodic point between $A$ and $B$.

(b) Suppose that $A$ and $B$ are not neighbors, i.e., there is not only a single stable periodic point separating them, see Fig. 8(b). (Such a situation can only occur if there are at least
four unstable periodic points for each component.) In this case, all \( x_j(t) \) \((j = 1, 2, 3, 4)\) flow to four different stable periodic points. We show that this leads to a cancellation between \( S_{A \cup B}(t) \) and \( S_A(t) + S_B(t) \) such that the contribution from the right-moving component to \( I_{A,B}(t) \) does not change with time for large \( t \).

As a special case, suppose that \( A \) and \( B \) contain exactly one unstable point each. Our results then imply that only neighboring unstable periodic points share entanglement that grows linearly at late times. This generalizes previous results obtained in [34] for the special case of \( s(2) \)-deformations to inhomogeneous CFT with general smooth deformations. Moreover, if the number of such points for each component is even [59], then the entanglement entropy is “bipartite” [60].

VII. CONCLUDING REMARKS

We studied two-step Floquet drives in 1 + 1-dimensional many-body systems described by inhomogeneous CFT, generalizing previous results for a subfamily of similar systems to general smooth deformations. To do this, we developed a new geometric approach based on an exact correspondence with dynamical systems on the circle: We showed that one can encode the time evolution into coordinate transformations given by orientation-preserving diffeomorphisms of the circle obtained directly from the deformations. In addition, we emphasized that our drive is a simple example and that our approach can be straightforwardly applied to, e.g., multistep, random, chaotic, and quasiperiodic drives. We then showed that the presence of fixed or higher-periodic points of these transformations implies that the system is heating, with (nested) leaf-shaped heating phases characterized by unstable such points, while their absence means that the system is in a nonheating phase. The heating rate was identified as the natural order parameter and shown to be determined by the “most unstable” periodic point, implying that it can change nonanalytically even within the overall heating phase. As an example of a local property we computed two-point correlation functions and used this to show that excitations (as well as energy) concentrate exponentially fast at unstable periodic points. Lastly, we studied the entanglement entropy and the mutual information. We showed that unstable periodic points lead to a remarkable structure of kinks in the entanglement entropy, reminiscent of Lifshitz phase transitions, and that only neighboring unstable periodic points share linearly growing entanglement.

We remark that our approach is suitable for numerical implementations (cf. Fig. 3, where parts of the phase diagram were obtained numerically). As argued, we also expect that our approach and underlying ideas are useful practically and as inspiration even beyond CFT. It would be interesting to explore this further and to compare with exact numerical results, e.g., for inhomogeneous \( XXZ \) spin chains. Additionally,
it would be interesting to study effects of different boundary conditions.

Essential inspiration to our geometric approach comes from minimal surfaces: Similar equations appear when fitting such a surface to given boundary conditions [61] and the existence of fixed-point solutions corresponds to when it extremizes the surface area. It would be interesting to explore if there are deeper such connections with variational problems. Moreover, as our geometric approach is applicable to any 1 + 1-dimensional CFT, it should also be applicable to large-central-charge ones. These classes of CFTs are often studied using holography, as predicted by the AdS/CFT correspondence. It would therefore be desirable to obtain the AdS dual to such CFTs in our Floquet setup and to understand the emergence of heating and nonheating phases from a gravitational point of view. Finally, it would be interesting to use, e.g., some of the many fixed-point theorems in the mathematics literature to develop a potential complete characterization of phase diagrams.
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APPENDIX A: PROOF OF PROPERTIES FOR PERIODIC POINTS

In what follows, we give brief proofs of the properties of our periodic points listed in Sec. III C. For simplicity, we prove them for fixed points $x_1^\pm = x_{1\pm}^\pm$; the properties for periodic points with period $p = 2, 3, \ldots$ follow by replacing $f_{\pm}$ in (12) by $f_{\pm}^p$ in (4).

To prove (i), we note that $f_{\pm}(-L/2) \leq -L/2$ is equivalent to $f_{\pm}(L/2) \leq L/2$ since $f_{\pm} \in \text{Diff}_+(S^1)$, and thus, if the curve $y = f_{\pm}(x)$ crosses the straight line $y = x$ at a point where $f_{\pm} \geq 1$, it must cross this line again at another point where $f_{\pm} \leq 1$. Continuity of $f_{\pm}$ ensures the alternating appearance of the fixed points. (ii) is a standard property of stable fixed points; to find the rate, one can use the mean value theorem to conclude that $\lim_{m \to \infty} |x_m^\pm|_{v_1} = \lim_{m \to \infty} |x_m^\pm|_{v_1} \leq 1$. To prove (iii), note that if $x_1^\pm = f_{\pm}(x_1^\pm)$ then also $x_1^\pm = f_{\pm}^{-1}(f_{\pm}(x_1^\pm))$ and rearranging. (iv) follows using (7), (12), and $f_{\pm} \in \text{Diff}_+(S^1)$.

APPENDIX B: PRACTICAL EQUATIONS FOR FIXED POINTS

For $p = 1$, the formulas in (4) and (5) can be written in a symmetric way for both $\pm$-components as follows. First, define

$$F_j(x) = \int_0^x \frac{1}{w_j(x)} \, dx \quad (B1)$$

for $j = 1, 2$. It follows that $F_1(x) = (v_1/Lv_{1,0})f_1(xL)$. Second, define $\xi_1$ by $L(v_1, 0)\xi_1 = f_1(x_1^\pm + v_1, 0)/2$. Using this, any fixed points $x_1^\pm = x_{1\pm}^\pm$ can be expressed as

$$x_1^\pm = f_{1}^{-1}(Lv_1, 0)\xi_1 + v_1, 0)/2 = LF_{1}^{-1}(\xi_1 \pm \tau_1/2). \quad (B2)$$

Third, inserting (B2) into (4) and rearranging implies that $x_1^\pm$ are given by solutions $\xi_1$ to

$$\tau_2 = \int_{\xi_1 + \tau_1/2}^{\xi_1 - \tau_1/2} \frac{1}{w_2(\xi)} \, d\xi \quad (B3)$$

for given $(\tau_1, \tau_2)$. Fourth, from (12) and the above, it follows that (5) is equivalent to that tangent points $x_1^\pm = x_{1\pm}^\pm$ are given by (B2) with $\xi_1 = \xi_1$ that also solves

$$w_2(F_{1}^{-1}(\xi_1 - \tau_1/2)) w_1(F_{1}^{-1}(\xi_1 + \tau_1/2)) = w_1(F_{1}^{-1}(\xi_1 + \tau_1/2)). \quad (B4)$$

Combining (B3) and (B4) gives an equation system for $(\tau_1, \tau_2)$ for each solution $\xi_1$.

For the special case when $v_1(x) = v_1$ is constant, (4) and (5) for $p = 1$ can be written as

$$\tau_2 = \int_{\xi_1 + \tau_1/2}^{\xi_1 - \tau_1/2} \frac{1}{w_2(\xi)} \, d\xi = F_2(\xi_1 - \tau_1/2) - F_2(\xi_1 + \tau_1/2) \quad (B5)$$

and

$$w_2(\xi_1 - \tau_1/2) = w_2(\xi_1 + \tau_1/2). \quad (B6)$$

respectively.

In general, it follows from the above that any fixed points for the right- and left-moving components (in addition to appearing in pairs of stable and unstable points within a component) come in pairs $x_1^\pm$ given by (B2) split between the components. This together with (12) implies

$$f_{\pm}^{p}(x_1^\pm) = \frac{v_2(x_1^\pm)}{v_1(x_1^\pm)} \, v_1(x_1^\pm), \quad (B7)$$

and thus $f_{\pm}^{p}(x_1^\pm) f_{\pm}^{-p}(x_1^\pm) = 1$ for each such pair. In other words, if one of these fixed points is stable, then the other is unstable, and vice versa.

The above equations are useful for practical computations, but we emphasize that one must take into account the symmetries for $\tau_1$ and $\tau_2$ when working with them, see Sec. I and Properties (iii) and (iv) in Sec. III C.

APPENDIX C: ANALYTICAL RESULTS FOR SPECIAL CASES

Below we study in greater detail two special cases of our two-step Floquet drive with $H_1$ homogeneous and $H_2$ given first by Ex. 1 and second by Ex. 4 in Table I.
1. Phase-transition lines for Ex. 1 in Table I

Consider $H_2$ given by the deformation of Ex. 1 in Table I, i.e.,

$$w_2(\xi) = 1 + g[2 \cos^2(\pi \xi) - 1],$$  \hspace{1cm} (C1)

which can be seen as a regularization of SSD CFT. From (B1) and $w_{f,0} = w_{j,0}/v_j$, we obtain $F_2(\xi) = F_{\text{SSD}}(\xi)$ and $w_{2,0} = w_{g,\text{SSD,0}}$ with

$$F_{\text{SSD}}(\xi) = \frac{\arctan\left(\frac{\sqrt{1 - g}}{1 + g}\tan(\pi \xi)\right)}{\pi \sqrt{1 - g^2}},$$ \hspace{1cm} (C2a)

$$w_{g,\text{SSD,0}} = \sqrt{1 - g^2}. $$ \hspace{1cm} (C2b)

It is straightforward to check that

$$F_{\text{g,SSD}}(\xi) \xrightarrow{g \rightarrow 1^-} F_{\text{SSD}}(\xi) = \frac{\tan(\pi \xi)}{2\pi},$$ \hspace{1cm} (C3a)

$$w_{g,\text{SSD,0}} \xrightarrow{g \rightarrow 1^-} w_{\text{SSD,0}} = 0,$$ \hspace{1cm} (C3b)

and

$$F_{\text{g,SSD}}(\xi) \xrightarrow{g \rightarrow 0^+} \xi, \quad w_{g,\text{SSD,0}} \xrightarrow{g \rightarrow 0^+} 1.$$ \hspace{1cm} (C4)

The limiting case in (C3) explains why a regularization of SSD CFT is necessary: For instance, $w_{2,0} = v_2 w_{g,\text{SSD,0}}$ vanishes as $g \rightarrow 1^-$, meaning that $f_2$ in (7) would not be well defined and thus not be an element of $\text{Diff}_+(\mathbb{S}^1)$, cf. Sec. III.

For $g > 0$, the only nontrivial solutions to (B6) are $\xi_k = -1/2$ and 0. Inserting this together with (C2) into (B5) and making our translation symmetries in $(\tau_1, \tau_2)$-space manifest yields

$$\tau_2 = \frac{n}{\sqrt{1 - g^2}} + \frac{2 \arctan\left(\frac{\sqrt{1 - g^2}}{1 + g}\tan(\pi m - \tau_1/2)\right)}{\pi \sqrt{1 - g^2}}$$ \hspace{1cm} (C5)

for $m, n \in \mathbb{Z}$. Clearly, it suffices to look at $(\tau_1, \tau_2) \in (0, 1) \times (0, 1/w_{g,\text{SSD,0}})$, and in this “unit cell” the transition lines are given by

$$\tau_2 = \frac{2 \arctan\left(\frac{\sqrt{1 - g^2}}{1 + g}\tan(\pi [1 - \tau_1]/2)\right)}{\pi \sqrt{1 - g^2}},$$ \hspace{1cm} (C6a)

$$\tau_2 = \frac{1}{\sqrt{1 - g^2}} - \frac{2 \arctan\left(\frac{\sqrt{1 - g^2}}{1 + g}\tan(\pi \tau_1/2)\right)}{\pi \sqrt{1 - g^2}}.$$ \hspace{1cm} (C6b)

In the limit $g \rightarrow 1^-$, similar to (C3), it follows from (C6a) that

$$\tau_2 = \frac{\tan(\pi [1 - \tau_1]/2)}{\pi}.$$ \hspace{1cm} (C7)

while (C6b) disappears to infinity [except for $\tau_1 \in \mathbb{Z}$ that give rise to straight vertical lines, see Fig. 2(b)]. In the other limiting case, $g \rightarrow 0^+$, similar to (C4), both (C6a) and (C6b) become

$$\tau_2 = 1 - \tau_1,$$ \hspace{1cm} (C8)

i.e., the phase diagram consists of a straight “double” line describing an “empty” transition.

The results in (C6) and (C7) are plotted in Figs. 2(a) and 2(b) (invoking the symmetries in $\tau_1$ and $\tau_2$). As stressed in the main text, Fig. 2(b) agrees perfectly with Fig. 1(c) in [33], and one can even analytically show that (C7) gives the same results as in the cited reference (using that the transition lines for SSD CFT in [33] are implicitly given by $[1 - (\pi \tau_2)^2] \sin^2(\pi \tau_1) + \pi \tau_2 \sin(2\pi \tau_1) = 0$ with $\tau_1 = T_0/L$ and $\tau_2 = T_1/L$, translating the notation in [33] to ours).

2. Phase diagrams due to fixed points and cusps in the heating rate for Ex. 4 in Table I

Consider $H_2$ given by the deformation of Ex. 4 in Table I, i.e.,

$$w_2(\xi) = \frac{a}{b + \cos(2\pi \xi) + \sin(2\pi k \xi)}$$ \hspace{1cm} (C9)

for $a > 0$, $b > 2$, and $k \in \mathbb{Z}^+$. As we will show, this case has the advantage of analytical tractability at the same time as the parts of the phase diagram due to only fixed points allow for interesting internal structure: There can be cusps in the heating rate and regions with different number of unstable fixed points.

For clarity, we stress that we will consider only fixed-point ($p = 1$) solutions to (4) in what follows.

First, we compute the transition lines between regions with different number of unstable fixed points. To do so, we note that (B6) can be written as

$$\sin(\pi k \tau_1) \cos(2\pi k \xi_+ \tau_1) \sin(2\pi \xi_+)$$ \hspace{1cm} (C10)

which has 2$k$ solutions. Inserting these into (B5) gives the transition lines. The obtained heating phases due to only fixed points are shown in Fig. 9 for $a = 6$, $b = 3$, and different $k$. One can observe a simple pattern: If $k$ increases by one, the number of leaf-shaped regions at the extremities of the phase diagram increases by one. Such leaves correspond to regions with four unstable fixed points (two for each component). Whenever these leaves intersect, their intersections have six unstable fixed points, and higher-order intersections will have more unstable fixed points. In the middle of the overall heating phase, some leaves also appear, but they do not intersect and therefore have four unstable fixed points each.

Second, we analytically show the existence of a cusp in the heating rate for the deformation in (C9) with $a = 6$, $b = 3$, and $k = 2$. We focus on the large center leaf in Fig. 3(a) [equivalently, Fig. 9(a)] due to fixed points only: The heating rate is then obtained by finding all $\xi_+$ solving (B5), computing the corresponding $x^+_\tau$, inserting these into (B7) to obtain the derivatives, and finally inserting the latter into (6). For our particular choice of deformation, finding fixed points is equivalent to solving

$$2 \sin(\pi \tau_1) \cos(2\pi \xi_+ \tau_1) + \sin(2\pi \tau_1) \sin(4\pi \xi_+)$$

$$= -12\pi \left(\tau_2 + \frac{\tau_1}{2}\right).$$ \hspace{1cm} (C11)

In this case, the periodicities in the $\tau_1$- and $\tau_2$-directions are 1 and 1/2, respectively. Thus, the center of the phase diagram in Fig. 9(a) is $(\tau_1, \tau_2) = (1/2, 1/4)$, and Fig. 3(c) indicates that it corresponds to a cusp in the heating rate. Note that $(\tau_1, \tau_2) = (1/2, 1/4)$ lies in a heating phase with two unstable fixed points $x^{-}_{\tau_1,1}$ and $x^{+}_{\tau_1,1}$, one for each of the ±-components, and is equivalent to $(1/2, -1/4)$ due to the symmetries illustrated in Fig. 2. To interpret the equations
we use $\tau_2 \in [-1/2, 0]$ in practice:

\[
\begin{align*}
\xi^1 &= + (1/2\pi) \arccos (-3\pi [1 + 4\tau_2]/2), \\
\xi^2 &= - (1/2\pi) \arccos (-3\pi [1 + 4\tau_2]/2).
\end{align*}
\]

(C12)

The corresponding $f'_c(x^{-}_1)$ and $f'_c(x^{+}_2)$ are plotted in Fig. 10 as functions of $\tau_2$. Using (B7), we obtain

\[
\lim_{\tau_2 \to -1/4} \partial_{\tau_2} f'_c(x^{-}_1) = -6\pi,
\]

\[
\lim_{\tau_2 \to -1/4} \partial_{\tau_2} f'_c(x^{+}_2) = +6\pi,
\]

(C13)

implying that the maximum of $f'_c(x^{-}_1)$ and $f'_c(x^{+}_2)$ is not differentiable at $(\tau_1, \tau_2) = (1/2, 1/4)$. This together with (6) proves the existence of a cusp in the heating rate, and thus that this is a possibility in general.

APPENDIX D: COMPUTATION OF ENTANGLEMENT ENTROPY

In what follows, we compute the von Neumann entanglement entropy $S_A(t)$ for a subsystem on the interval $A = [x, y]$ with the rest of the system. This can be defined as

\[
S_A(t) = \lim_{m \to 1} \frac{1}{1 - m} \log (\text{Tr} [\hat{\rho}_A(t)^m]),
\]

(D1)

where $\hat{\rho}_A(t) = U_t^n \hat{\rho}_A U_t^{-n}$ for $t = nt_{\text{cyc}}$ and $\hat{\rho}_A$ is the reduced density matrix for the subsystem on $A$.

The computation of $S_A(t)$ can be done with the help of twist fields $\Phi_m(x; t)$, whose conformal weights are $\Delta_m = (c/24)(m - 1/m)$ [57]:

\[
S_A(t) = \lim_{m \to 1} \frac{1}{1 - m} \log \langle 0 | \Phi_m(x; t) \Phi_m(y; t) | 0 \rangle.
\]

(D2)

see [58] for a review. Using the result in (16) and taking the limit yields (17).

We conclude with two remarks.

First, for the more general case where the two components in the Hamiltonian have different drives, we note that the entanglement entropy can also decay linearly in time, different from cases (a) and (b) in Sec. V. For example, this can happen in the following case:
where the deformed Hamiltonian is a linear combination of points with period (by definition, there cannot be only one periodic point). Moreover, it follows from Sec. 11, the entanglement entropy grows linearly if the two boundary conditions, the right- and left-moving components commute. Furthermore, for the special case of $t = 0$, the entanglement entropy is the same as before. The derivative terms $S_A(t)$ and $S_B(t)$ can be computed using (17). To compute $S_{A:B}(t)$ requires a four-point correlation function of twist fields (cf. Appendix D) of the form

$$S_A(t) = \frac{\log \left[ f_+^{(p)}(x_{sp,1}) \right] + \log \left[ f_+^{(p)}(x_{sp,2}) \right]}{pl_{cyc}} t + o(t),$$

$$S_B(t) = o(t).$$

FIG. 11. Illustration of the additional case (c) described in the text [cf. (D3)] for the entanglement entropy $S_A(t)$ in the heating phase. See the caption to Fig. 6 for further details.

(c) Suppose that there are at least two unstable periodic points $x_{sp,1}$ and $x_{sp,2}$ with respect to the right-moving component, while the left-moving component remains undriven (or vice versa), and that the interval is chosen as $A = [x_{sp,1}, x_{sp,2}]$, see Fig. 11. In this case,

$$S_A(t) = \frac{\log \left[ f_+^{(p)}(x_{sp,1}) \right] + \log \left[ f_+^{(p)}(x_{sp,2}) \right]}{pl_{cyc}} t + o(t),$$

$$S_B(t) = o(t).$$

Since $f_+^{(p)}(x_{sp,1})$ and $f_+^{(p)}(x_{sp,2}) > 1$, the entanglement entropy decays linearly in time. We stress that the system is still heating, i.e., the total energy grows exponentially even though the entanglement entropy decreases. This generalizes previous results in [43] for Floquet drives in deformed CFTs where the Hamiltonian is a linear combination of the Virasoro generators $L_0^\pm, L_1^\pm$ for some $m \in Z^+$ [39] to inhomogeneous CFT with general smooth deformations.

Second, if there is only one unstable fixed point per component (by definition, there cannot be only one periodic point with period $p > 1$, if such exists), the entanglement entropy cannot grow for long times in the case of periodic boundary conditions (which we have here). However, using open boundary conditions, the right- and left-moving components are connected and the entanglement entropy grows linearly in time if $A$ contains one of the two unstable fixed points, as discussed for the special case of $sl(2)$-deformations in [32,34], where the deformed Hamiltonian is a linear combination of the Virasoro generators $L_0^\pm, L_1^\pm, L_{-1}^\pm$ [39].

APPENDIX E: COMPUTATION OF MUTUAL INFORMATION

Below we compute the mutual information $I_{A:B}(t) = S_A(t) + S_B(t) - S_{A:B}(t)$ for two intervals $A = [x_1, x_2]$ and $B = [x_3, x_4]$. We give details only for the right-moving component (without loss of generality, since the two ±-components commute). Moreover, it follows from Sec. V that the result is nontrivial if and only if $A$ and $B$ contain at least one unstable periodic point each, denoted $x_{A,B}^-$ and $x_{A,B}^+$, respectively, see Fig. 8; we will assume this in what follows.

Computing $S_A(t)$ and $S_B(t)$ can be done using (17). To compute $S_{A:B}(t)$ requires a four-point correlation function of twist fields (cf. Appendix D) of the form

$$\left( \prod_{j=1}^4 \left[ \frac{\partial x_j^-}{\partial x} \right]^{\Delta_j^+} \right) \left( \frac{i\pi}{L \sin(\pi x_j^-(x_1) - x_j^-(x_4) + i0^+)/L} \right)^2 \times \left( \frac{i\pi}{L \sin(\pi x_j^-(x_2) - x_j^-(x_3) + i0^+)/L} \right)^2 \mathcal{F}(u),$$

where $\mathcal{F}(u)$ is the conformal block, which depends on the operator content of the theory, and

$$u = \frac{\sin(\pi x_j^-(x_1) - x_j^-(x_4) + i0^+)/L}{\sin(\pi x_j^-(x_1) - x_j^-(x_2) + i0^+)/L} \times \frac{\sin(\pi x_j^-(x_2) - x_j^-(x_3) + i0^+)/L}{\sin(\pi x_j^-(x_4) - x_j^-(x_3) + i0^+)/L}$$

is the so-called cross ratio. We will use that the conformal block $\mathcal{F}(u)$ does not contribute if $u$ tends to a constant finite value different from 1, see, e.g., Appendix B of [34].

For the two cases (a) and (b) described in Sec. VI the following holds:

(a) Since $x_j^-(x_2)$ and $x_j^-(x_3)$ flow to $x_{sp,AB}^-$ while $x_j^-(x_1)$ and $x_j^-(x_4)$ flow to two other different stable periodic points $x_{sp,1}$ and $x_{sp,4}$, it follows that $u$ tends to 0, implying that $\mathcal{F}(u)$ does not contribute for large $t$ and can be neglected in what follows. Due to Property (ii) in Sec. III C, the contributions to the von Neumann entanglement entropy $S_{A:B}(t)$ from $x_j^-(x_2)$ and $x_j^-(x_3)$ cancel [see the argument for the case (b) in Sec. V], and thus the leading contribution from the right-moving component to $S_{A:B}(t)$ is

$$\frac{-c}{12} \log \left[ \frac{\partial x_j^-}{\partial x} \frac{\partial x_j^-}{\partial x} \right] \left( \frac{i\pi}{L \sin(\pi x_j^-(x_1) - x_j^-(x_4) + i0^+)/L} \right)^2.$$

The derivative factors above decay exponentially as $x_j^-(x_1)$ and $x_j^-(x_4)$ flow to their respective stable periodic points, which implies that (E3) goes as

$$\frac{-c}{12} \log \left[ f_+^{(p)}(x_{sp,1}) \right] + \log \left[ f_+^{(p)}(x_{sp,4}) \right] t + o(t)$$

for large $t$. This and the results for $S_A(t)$ and $S_B(t)$ [cf. (18)] imply that the leading contribution to $I_{A:B}(t)$ from the right-moving component is given by (20).

(b) We can repeat the argument in (a), recalling that $x_j^-(x_j)$ ($j = 1, 2, 3, 4$) flow to four different stable periodic points. Again, $u$ tends to a constant different from 1, and thus $\mathcal{F}(u)$ does not contribute for large $t$, as before. The derivative terms in (E1) will all decay exponentially, while the denominators...
stay finite. It follows that the leading contribution to $S_{A,B}(t)$ is canceled by the corresponding ones to $S_1(t)+S_2(t)$, meaning that the contribution from the right-moving component to $I_{A,B}(t)$ does not change with time for large $t$.

To summarize, the intervals $A$ and $B$ have to contain at least one unstable periodic point each and to be separated by a single stable periodic point for $I_{A,B}(t)$ to grow linearly in time for large $t$.
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