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Abstract. We present an adaptive learning Intelligent Tutoring System, which uses model-based reinforcement learning in the form of contextual bandits to assign learning activities to students. The model is trained on the trajectories of thousands of students in order to maximize their exercise completion rates and continues to learn online, automatically adjusting itself to new activities. A randomized controlled trial with students shows that our model leads to superior completion rates and significantly improved student engagement when compared to other approaches. Our approach is fully-automated unlocking new opportunities for learning experience personalization.
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1 Introduction

Intelligent Tutoring Systems (ITS) aim to provide personalized tutoring in a computer-based environment and are capable of selecting problems on an individual basis \cite{14}. Many ITS consider the development of personalized curricula: a recommended sequence of learning activities adapted in real-time to the needs of each individual student \cite{1,16}. Investigating novel methods for developing personalized curricula that can adapt to millions of students and thousands of courses or domains in real-time is key to further improvements in the learning experience of students interacting with ITS.

We present \textit{Korbit}, an adaptive learning ITS leveraging reinforcement learning (RL) in order to automatically assign learning activities to students. \textit{Korbit} is an online learning platform, where students follow a blended-learning framework combining problem-solving activities, lecture videos, Socratic tutoring and project-based learning \cite{17}. We focus on ordering the text-based problem-solving activities, which students can answer in free-form text or as multiple-choice questions (MCQs). If the student answers correctly, they move on to a different exercise; otherwise, they are given feedback and may try again or skip the activity and move on. The ordering of exercises and all other activities within the same continuous topic (called \textit{learning unit}) is determined by a model-based RL system employing the LinUCB algorithm \cite{10}.

The main contributions of this paper are two-fold: (1) we present the design and implementation of a model-based RL system for ordering learning activities based on the LinUCB algorithm; (2) we evaluate this model in a randomized controlled trial and show that it attains superior completion rates and improved student engagement when compared to alternative approaches.
2 Background

Personalization is key to effective learning [2][4]. In computer-based learning environments (CBLEs), ITS have been shown to dramatically improve student learning outcomes and engagement [8][18] due to their ability to address individual needs and develop personalized feedback [1][5][13]. One of the most powerful families of algorithms deployed in CBLEs are RL algorithms, which have been successfully applied to personalize the curriculum and learning activities [7][9][12] and to assess different educational interventions through the use of multi-armed bandits [11][19][20].

In multi-armed bandit problems, an agent sequentially selects an action and observes a reward from it, with the ultimate goal of maximizing cumulative reward over the long term. Since actions taken by the agent at any particular time may be suboptimal, a mix between exploration (trying out new strategies) and exploitation (picking the action deemed optimal at the time) is required in practice to maximize observed long-term reward. Agents are evaluated using regret, which is defined as the cumulative expected difference between the rewards of the optimal action and the selected actions.

The contextual bandit model presents an agent with information about the current context that it can use to inform its decision. The LinUCB algorithm [10], which we use in this work, achieves the theoretical regret bound of $O(\sqrt{T})$ (where $T$ is the number of timesteps), while being relatively easy to implement and less prone to numerical instability issues throughout its runtime than alternatives [3]. At each timestep $t = 1, \ldots, T$, the LinUCB agent observes the current user $u_t$, a set $A_t$ of actions, and a feature vector $x_{t,a}$ for each $a \in A_t$. Each feature vector contains information about both the user $u_t$ and its corresponding action $a$, and is referred to as a context. The algorithm then computes a score $p_{t,a}$ for each action, based on its expected reward and uncertainty determined by the context vectors and its internal parameters. It receives a reward $r_t$ and uses it to update its internal parameters, thus improving its selection strategy.

The approach proposed here combines the LinUCB algorithm with model-based RL, where an internal model of the environment is learned by the RL agent. By learning an internal environment model the agent may be able to reduce the amount of trial-and-error learning and better generalize across states and actions. In particular, the internal environment model may be learned from historical data, if such is available. Several researchers have also investigated the application of model-based reinforcement learning for ITS, including learning effective pedagogical policies, selecting effective instructional sequences and personalizing curricula for students [6][7][15].

3 Methodology

We train a model that can predict a student’s performance on an exercise and then use it to simulate student trajectories to pre-train the LinUCB exercise selection model. Dataset: We first extract all previous solution attempts across all 1,977 students that created their accounts between November 2020 and July 2021 and that have attempted at least one exercise. We retrieve 129,000 exercise attempts across 971 unique exercises and 61 learning units. The majority of students on the platform at the time were free users, so we separate the free users and the customers in further experiments.
Exercise Affinity Model: The five possible outcomes for an interaction between a student and an exercise on our platform are defined as follows:

- **Instant success**: The student solved the exercise correctly on the first try.
- **Eventual success**: It took the student multiple attempts to get to a correct solution.
- **Eventual failure**: The exercise was attempted unsuccessfully until a solution was provided to the student.
- **Instant skip**: The exercise was skipped without any attempt.
- **Eventual skip**: The exercise was attempted but eventually skipped.

First, we build a logistic regression model that uses exercise features and students’ performance on previous exercises to predict the outcome on future exercises. This model will act as the “world model” in the context of model-based RL, and will provide the agent with the outcomes when it offers an exercise to a student. We train this model by first extracting a student’s exercise attempt history, which contains all of a student’s attempts at solving the exercises they were presented with (both successful and unsuccessful). We then mask out an attempt on an exercise, and have the model predict the outcome of the student’s attempt on this exercise. The model’s input features relate to the student behavior and skills (including the student’s performance on the previous exercise in the learning unit, the student’s skip rate in the learning unit, and whether or not the student has watched the video that covers the learning unit), exercise difficulty (the historic success rate across all students on the exercise), and the exercise type (a one-hot encoding of the expected solution form and the context in which the exercise could be applied). We show an example of a free-form question in Figure 1.
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**Fig. 1:** Example of a free-form question on our platform.

We train the model on approximately 129,000 examples and evaluate it using 5-fold cross-validation, observing an accuracy of 66%. A baseline model that selects the majority class 100% of the time achieves an accuracy of 60%. Although the prediction model can be refined and improved, we believe that it is good enough to be used in the context of pre-training a bandit model. We then use this model to predict students’ performance on all unattempted exercises on topics that they have started. This prediction takes the form of a probability vector across the 5 possible outcomes. A total of 165,000 exercise attempts are predicted. These predictions allow us to simulate what would happen if the student receives an exercise that we have no record of them attempting. To train the bandit model, we draw samples from the predictions.
**Bandit Model**: Using the dataset of student trajectories and attempt predictions, we train a bandit model with LinUCB. At each timestep, it selects which exercise to present to the student and whether it should be a MCQ or a free-form question. For each action, we compute a feature vector that encodes information about both the student and the exercise using the same features as the exercise prediction model. To simulate students’ progressing through various learning units, for each unit a student has started we let the model sequentially select exercises to present to them. We define our reward function such that more desirable outcomes receive higher rewards, with the ultimate goal of maximizing average success rate for the students in the dataset, while restricting the frequency of MCQs. While doing a grid search, we observed that rewarding instant success higher than eventual success led to a higher average completion rate on the dataset. Our final reward function is as follows: 1.5 for instant success, 1 for eventual success, 0.5 for eventual failure, and 0 for instant and eventual skips. To discourage the model from always presenting an MCQ, we penalize the observed reward for MCQs by reducing it by 0.4. Since students are more likely to correctly answer such questions, the model is more likely to observe a positive outcome when presenting them. However, the free-form questions lead to higher learning outcomes and engagement in students. For a given \((\text{student}, \text{exercise})\) pair, we use the observed outcome if the student has attempted that exercise in our dataset. Otherwise, we sample an outcome from the probabilities computed by our prediction model.

We compare overall success rates of 3 policies on our dataset:

- **RANDOM** uniformly selects a new non-MCQ exercise from the current topic.
- **HEURISTIC** sorts available exercises from easiest to hardest, offers a “medium” difficulty one at the start, decreases difficulty upon skip or failure and increases it upon success. If a student fails multiple times in a row, it begins to offer MCQs.
- **LinUCB**: this policy is learned by our LinUCB model.

For each policy, we simulate every student attempting the exercise presented by the policy, and keep track of the average success rate. Due to randomness, we do this 20 times. We observe an average success rate of 58% for the RANDOM policy, 60% for the HEURISTIC policy, and 64% for LinUCB. These values are consistent throughout each run, deviating by no more than 0.5%. Both the HEURISTIC and LinUCB policies offered a MCQ 12% of the time. In conclusion, in our simulated environment, LinUCB noticeably improves student success rate compared to the other two policies.

### 4 Experiments

Following the successful experiments in a simulated environment, we perform a randomized controlled trial on students that have signed up on the platform between December 2021 and February 2022. On sign-up, each student is assigned exercises either by the adaptive HEURISTIC or by the LinUCB model. We study 2 cohorts of students: **free users**, a diverse set of 44 students (21 under LinUCB and 23 under the heuristic policy) from around the world who signed up on the learning platform for free, and users from a **customer** organization (15 assigned to the HEURISTIC and 11 to the LinUCB policy) using the platform to upskill in data science as part of a broader training program. Students from the second cohort have mandated modules they...
must finish and tend to be highly motivated regardless of selection policy. Within each cohort, we compare completion rates, skip rates, and study time. Completion and skip rates are local indicators that the exercises we give students are relevant, interesting, and achievable, while study time is a global indicator that the policy is effective at engaging students and motivating them to study on the platform for a longer duration.

**Completion and Skip Rates:** As Table 1 demonstrates, the students from both cohorts have a substantially higher success rate under LinUCB than the adaptive Heuristic model. We also observe that for both cohorts, students under the LinUCB policy have a substantially lower skip rate than under the adaptive heuristic baseline. These results demonstrate that the LinUCB model improves student outcomes and thus does a better job offering more relevant, interesting and achievable exercises to students than the Heuristic model.

| Cohort  | Policy  | Skip     | Fail     | Success |
|---------|---------|----------|----------|----------|
| Free    | LinUCB  | 7.8±0.8% | 4.8±0.5% | 87.4±1.3%|
|         | Heuristic| 12.5±1.4% | 5.2±0.8% | 82.4±1.8%|
| Customer| LinUCB  | 5.6±0.4% | 5.7±0.4% | 88.6±0.9%|
|         | Heuristic| 8.3±0.4% | 5.8±0.3% | 85.9±0.7%|

**Study Time:** Finally, we also observe that students under LinUCB across the free cohort spend noticeably more time on the learning platform: the average study time under the adaptive Heuristic model is 109 minutes, and the average study time under the LinUCB policy is 174 minutes. For the students in the customer cohort, the average study time under the adaptive Heuristic is 265 minutes, and the average study time under the LinUCB policy is 258 minutes.

## 5 Conclusions

We have provided a framework for developing a model-based reinforcement learning agent based on the LinUCB algorithm, which is capable of both learning from historical student data and online. This approach outperformed competitive models by achieving significantly higher completion rates, while reducing the rate at which exercises are skipped in two diverse cohorts of students, while also leading to increased study time across cohorts. These findings demonstrate that the model leads to substantially higher engagement in students. In addition, we note that the reinforcement learning model learns autonomously and is expected to improve automatically as more and more students sign up, thus ensuring its scalability and continuous improvement.

In the future, we plan to validate our findings with a larger sample size. In addition, we will address one of the limitations of the this bandit model – the requirement that all available exercises pertain to the same topic and that sufficient data is available to reach a point where the bandit can mostly exploit rather than explore. Finally, we plan to explore application of more sophisticated bandit algorithms, such as those that incorporate collaborative filtering.
References

1. Albacete, P., Jordan, P., Katz, S., Chounta, I.A., McLaren, B.M.: The Impact of Student Model Updates on Contingent Scaffolding in a Natural-Language Tutoring System. In: International Conference on Artificial Intelligence in Education. pp. 37–47. Springer (2019)
2. Anania, J.: The influence of instructional conditions on student learning and achievement. Evaluation in Education: An International Review Series 7(1), 3–76 (1983)
3. Auer, P.: Using confidence bounds for exploitation-exploration trade-offs. Journal of Machine Learning Research 3, 397–422 (2002)
4. Bloom, B.S.: The 2 sigma problem: The search for methods of group instruction as effective as one-to-one tutoring. Educational researcher 13(6), 4–16 (1984)
5. Brunskill, E., Mu, T., Goel, K., Bragg, J.: Automatic Curriculum Generation Applied to Teaching Novices a Short Bach Piano Segment. In: NeurIPS Demonstrations (2018)
6. Chi, M., VanLehn, K., Litman, D., Jordan, P.: Empirically evaluating the application of reinforcement learning to the induction of effective and adaptive pedagogical strategies. User Modeling and User-Adapted Interaction 21(1), 137–180 (2011)
7. Doroudi, S., Aleven, V., Brunskill, E.: Where’s the reward? International Journal of Artificial Intelligence in Education 29(4), 568–620 (2019)
8. Kulik, J.A., Fletcher, J.: Effectiveness of intelligent tutoring systems: a meta-analytic review. Review of educational research 86(1), 42–78 (2016)
9. Lan, A.S., Baraniuk, R.G.: A contextual bandits framework for personalized learning action selection. In: EDM. pp. 424–429 (2016)
10. Li, L., Chu, W., Langford, J., Schapire, R.E.: A contextual-bandit approach to personalized news article recommendation. Proceedings of the 19th international conference on World wide web - WWW ’10 (2010)
11. Liu, Y.E., Mandel, T., Brunskill, E., Popovic, Z.: Trading off scientific knowledge and user learning with multi-armed bandits. In: EDM (2014)
12. Lopes, M., Clement, B., Roy, D., Oudeyer, P.: Multi-armed bandits for intelligent tutoring systems (2013), http://arxiv.org/abs/1310.3174
13. Mu, T., Wang, S., Andersen, E., Brunskill, E.: Combining adaptivity with progression ordering for intelligent tutoring systems. In: Proceedings of the fifth annual ACM conference on learning at scale. pp. 1–4 (2018)
14. Nye, B.D., Graesser, A.C., Hu, X.: AutoTutor and family: A review of 17 years of natural language tutoring. IJAIED 24(4), 427–469 (2014)
15. Rowe, J.P., Lester, J.C.: Improving student problem solving in narrative-centered learning environments: A modular reinforcement learning framework. In: International conference on artificial intelligence in education. pp. 419–428. Springer (2015)
16. Rus, V., Stefanescu, D., Niraula, N., Graesser, A.C.: DeepTutor: towards macro-and micro-adaptive conversational intelligent tutoring at scale. In: Proceedings of the first ACM conference on Learning@ scale conference. pp. 209–210 (2014)
17. Serban, I.V., Gupta, V., Kochmar, E., Vu, D.D., Belfer, R., Pineau, J., Courville, A., Charlin, L., Bengio, Y.: A large-scale, open-domain, mixed-interface dialogue-based its for stem. In: AIED, pp. 387–392. Springer (2020)
18. VanLehn, K.: The Relative Effectiveness of Human Tutoring, Intelligent Tutoring Systems, and Other Tutoring Systems. Educational Psychologist 46(4), 197–221 (2011)
19. Whitehill, J., Movellan, J.: Approximately optimal teaching of approximately optimal learners. IEEE Transactions on Learning Technologies 11(2), 152–164 (2017)
20. Williams, J.J., Rafferty, A.N., Tingley, D., Ang, A., Lasecki, W.S., Kim, J.: Enhancing Online Problems Through Instructor-Centered Tools for Randomized Experiments, p. 1–12. Association for Computing Machinery, New York, NY, USA (2018)