Measuring information transfer in a soft robotic arm
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Abstract. Soft robots can exhibit diverse behaviors with simple types of actuation by partially outsourcing control to the morphological and material properties of their soft bodies, which is made possible by the tight coupling between control, body, and environment. In this paper, we present a method that will quantitatively characterize these diverse spatiotemporal dynamics of a soft body based on the information-theoretic approach. In particular, soft bodies have the ability to propagate the effect of actuation through the entire body, with a certain time delay, due to their elasticity. Our goal is to capture this delayed interaction in a quantitative manner based on a measure called momentary information transfer. We extend this measure to soft robotic applications and demonstrate its power using a physical soft robotic platform inspired by the octopus. Our approach is illustrated in two ways. First, we statistically characterize the delayed actuation propagation through the body as a strength of information transfer. Second, we capture this information propagation directly as local information dynamics. As a result, we show that our approach can successfully characterize the spatiotemporal dynamics of the soft robotic platform, explicitly visualizing how information transfers through the entire body with delays. Further extension scenarios of our approach are discussed for soft robotic applications in general.
1. Introduction

Recently, soft materials have been widely used to incorporate flexible elements into robots’ bodies. These robots are called soft robots and have significant advantages over traditional articulated robots in terms of morphological deformability and interactional safety [1]. They can adapt their morphology to unstructured environments and carry and touch fragile objects without causing damage, which makes them especially applicable for rescue and interaction with humans [2, 3]. In addition, in [4], it has been demonstrated that they can generate complex behaviors with simple types of actuation by partially outsourcing control to the morphological and material properties of their soft bodies. This is enabled by the dynamic coupling between control, body, and environment, which is enhanced by the soft and flexible body [5, 6, 7].

One important difference between conventional rigid robots and soft robots is found in their body dynamics. In general, soft body dynamics exhibit diverse properties, such as high-dimensionality, nonlinearity, and a certain amount of “sluggishness” with memory, due to their elastic nature [2]. These properties usually make the robots difficult to control with methods from conventional control theory. However, in nature, some animals have soft bodies and control them in a sophisticated manner. The octopus serves as an extreme example [8]. It does not have any rigid components in its body, which can execute in virtually infinite degrees of freedom. Its motion control is far reaching in terms of conventional control framework [9, 10]. Accordingly, roboticists have been investigating how the octopus enables its motion control, searching for a novel control principle for soft robot control [3]. For example, a soft robotic arm has been proposed, inspired by the characteristic muscular structure of the octopus called muscular hydrostat, which enables behaviors such as reaching and grasping [11, 12, 13]. Furthermore, exploiting a material characteristic of a soft body, a robot that can crawl toward a target position in an underwater environment by coordinating the arms has been proposed in [14, 15]. A novel control scheme inspired by the organization of the octopus’s nervous system has been also proposed in [16], and has been tested and implemented both in a simulator [17] and a physical platform [18, 19]. In addition, it has been recently demonstrated that the characteristic structure of the octopus arm can serve as a computational resource, which can be used as a part of a computational device [20, 21]. All of these examples are motivated to positively exploit the material characteristics of the octopus body and the diverse dynamics that the soft body generates. Based on this context, in this paper, we propose a scheme that effectively and quantitatively characterizes these soft body dynamics.

Our scheme presented in this paper is based on the information-theoretic approach. This approach is capable of analyzing nonlinear systems, and does not require precise information about the focused system beforehand, which is appropriate when the precise equations of the system are unknown (this is called a model-free approach). Due to these properties, it has been actively applied in a wide range of research fields, such as physics, neuroscience [22], economy [23], and geological physics [24, 25, 26]. In robotics,
to characterize the interaction modality of the dynamical coupling between controller, body, and environment, information-theoretic measures, such as mutual information (MI) and transfer entropy (TE) [27], have been effectively applied [28, 29]. In this paper, we demonstrate that the information-theoretic approach can be successfully applied for soft robots. In particular, when the soft body is actuated, it can propagate the effect of this actuation through the entire body with a certain amount of time delay. We specifically focus on capturing this delayed interaction regime intrinsic to soft body dynamics. We use a recently proposed measure called momentary information transfer (MIT) [24], which is particularly suited to detect delayed couplings among time series, and introduce several variations of this measure to cope with practical requirements when applied to soft robotic platforms. Using a physical soft robotic platform, we demonstrate the power of our proposed measures from two aspects. First, we infer the delayed interaction regime as a strength of information transfer from a statistical point of view. This aspect is useful for evaluating an intrinsic property corresponding to the soft robotic platform in use. Second, we monitor and visualize how the information propagates through the body dynamically. This scheme is beneficial for detecting how external damage in a spatiotemporal point spreads through the entire body, which would be difficult to characterize only by looking at the behavior and the dynamics of the body.

This paper is organized as follows. In the following section, we present the measure MIT and discuss why this measure can perform better than the conventional TE in inferring delayed information transfer. Then, we modify this measure systematically to meet specific requirements in real-world applications. Here, we propose several variants of MIT, which will be used for our analyses. Next, we introduce a soft robotic platform inspired by the octopus and explain the experimental procedures to apply these measures. We demonstrate the effectiveness of our proposed scheme in revealing the delayed information transfer in the soft robotic platform. Finally, we give concluding remarks, including a possible extension scenario of our approach for general applications to soft robots, and discuss future work.

2. Methods

2.1. Information theoretic approach for delayed information transfer in spatiotemporal dynamics

In this section, we begin with a brief overview of the information-theoretic concepts required in this paper. The Shannon entropy [30] is one of the basic quantities in information theory, which defines the average uncertainty associated with the state $x$ of a random variable $X$ as

$$H(X) = - \sum_x p(x) \log_2 p(x),$$

where $p(x)$ denotes a probability distribution of $X$. The base of the logarithm is taken as 2 throughout this paper. Thus, the unit of all measures presented here is unified as
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bit. The MI between two variables $X$ and $Y$ measures the average information gained about $X$ by knowing $Y$, or vice versa, as follows:

$$M_{XY} = \sum_{x,y} p(x, y) \log \frac{p(x, y)}{p(x)p(y)},$$  \hspace{1cm} (2)

where $p(x, y)$ is a joint probability distribution of variables $X$ and $Y$ \[^{[30]}\]. For statistically independent distributions, $p(x, y) = p(x)p(y)$ and $M_{XY} = 0$. If statistical dependencies exist, $M_{XY} > 0$. MI is a fundamental measure in information theory and used to evaluate an association between two or more variables, which naturally encompass linear and nonlinear dependencies. However, as can be seen from the equation, MI is intrinsically symmetric under the exchange of the two variables $X$ and $Y$, which means that MI does not contain any directional information.

In this paper, we focus on the notion of information transfer, which requires capturing both directional and dynamic relations from an information source to a receiver. Therefore, MI is insufficient for this purpose. There are several measures proposed to address these inadequacies. A well-known measure is TE, proposed by Schreiber \[^{[27]}\]. TE is a measure of the information transfer from the driving system ($Y$) to the responding system ($X$). Let us write $x_t$ and $y_t$ for the values of two temporal processes $X_t$ and $Y_t$, respectively. TE essentially quantifies the deviation from the generalized Markov property: $p(x_{t+1}|x_t^{(K)}) = p(x_{t+1}|x_t^{(K)}, y_t^{(L)})$, where $p(x_{t+1}|x_t^{(K)})$ denotes a transition probability from $x_t^{(K)}$ to $x_{t+1}$, and $K$ and $L$ are the length of the embedding vectors. If the deviation from a generalized Markov process is small, then the state $y_t^{(L)}$ can be assumed to have little relevance to the transition probabilities from $x_t^{(K)}$ to $x_{t+1}$. If the deviation is large, however, then the assumption of a Markov process is not valid. The incorrectness of the assumption can be expressed by the TE, formulated as a specific version of the Kullback-Leibler entropy \[^{[27, 30]}\]:

$$TE_{Y \rightarrow X} = \sum_{x_{t+1},x_t^{(K)},y_t^{(L)}} p(x_{t+1},x_t^{(K)},y_t^{(L)}) \log \frac{p(x_{t+1}|x_t^{(K)},y_t^{(L)})}{p(x_{t+1}|x_t^{(K)})},$$  \hspace{1cm} (3)

where the index $TE_{Y \rightarrow X}$ indicates the influence of $Y$ on $X$ and can thus be used to detect the directed information transfer. In other words, TE measures how well we can predict the transition of system $X$ by knowing system $Y$. TE is non-negative, and any information transfer between the two variables results in $TE_{Y \rightarrow X} > 0$. If the state $y_t^{(L)}$ has no influence on the transition probabilities from $x_t^{(K)}$ to $x_{t+1}$, or if the two time series are completely synchronized, then $TE_{Y \rightarrow X} = 0$. By introducing a time delay $\tau$, TE has been used to infer delayed couplings such as

$$TE_{Y \rightarrow X}(\tau) = \sum_{x_{t+\tau},x_t^{(K)},y_t^{(L)}} p(x_{t+\tau},x_t^{(K)},y_t^{(L)}) \log \frac{p(x_{t+\tau}|x_t^{(K)},y_t^{(L)})}{p(x_{t+\tau}|x_t^{(K)})},$$  \hspace{1cm} (4)

where the index $TE_{Y \rightarrow X}$ indicates the influence of $Y$ on $X$ with a delay $\tau$ ($\tau = 1, 2, \ldots$).

A weak point of TE is that it fails at detecting delayed couplings \[^{[24, 31]}\]. One attempt to overcome this drawback, and to capture delayed information transfer, has
been presented in [24], where the authors proposed the measure MIT, defined as

$$MIT_{Y \to X}(\tau) = \sum_{x_{t+\tau}^{(K+1)}, y_{t}^{(L)}} p(x_{t+\tau}^{(K+1)}, y_{t}^{(L)}) \log \frac{p(x_{t+\tau}^{(K)}|x_{t+\tau-1}^{(K)}, y_{t}^{(L-1)})}{p(x_{t+\tau}^{(K)}|x_{t+\tau-1}^{(K)}, y_{t-1}^{(L-1)})},$$  

where the index $MIT_{Y \to X}(\tau)$ indicates the MIT from $y_t$ to $x_{t+\tau}$ and $\tau$ ($\tau = 1, 2, ...$) denotes a time delay. Note that, in the equation, $(x_{t+\tau}^{(K+1)}, y_{t}^{(L)})$ and $(y_{t}^{(L-1)})$ are unified into $x_{t+\tau}^{(K+1)}$ and $y_{t}^{(L)}$, respectively, for simplicity. It is obvious from the equation that MIT represents the information transfer from $y_t$ to $x_{t+\tau}$ under the condition of the joint past of $y_t$ and $x_{t+\tau}$. This specific type of conditioning enables MIT to have a better resolution for detecting point-to-point information transfer in a temporal dimension. Similar considerations have also been presented in [32, 33]. Further details on the performance of MIT in a real-world time series, and on the comparisons with TE are given in [24].

Our aim in this paper is to apply information-theoretic measures to spatiotemporal time series in a physical soft robot platform. In particular, we are interested in capturing the delayed information transfer through soft body dynamics and characterizing how it propagates through the entire body. A number of useful methods for this purpose have been proposed in the literature in different contexts. Based on MIT, we will systematically place specific conditions for our requirements and explain how to incorporate these methods and obtain feasible measures for our purpose. This will help us to understand how each extension clearly meets our requirement and assist in applying our approach to any soft robotic platform in use. A rough sketch of our requirements and modification strategies of the measure are given next, which will be explained in detail in the following sections.

The first requirement is for ease in handling the measure for a real-world time series. As previously explained, the information-theoretic measures are functionals of probability distributions, and there are variations to methods proposed to estimate the distributions from an obtained time series. In a real-world time series, this procedure often requires careful preprocessing of the data, setting of the distribution estimators, and fine-tuning their parameters, due to environmental and observational noises. Furthermore, the obtained results are usually not easy to reproduce without specifying the details of these methods. One of the well-known treatments for these issues is to introduce a class of the probability distribution estimator based on permutation partitioning for the values of the data. The corresponding uncertainty measure, permutation entropy (PE), is introduced in [34] and quantifies the uncertainty of the local orderings of values, unlike the usual entropy, which quantifies the uncertainty of the values themselves. This approach enables a natural discretization for time series data that does not require any knowledge about the range of values of the time series beforehand. It can be applied to raw data without further model assumptions, because the permutation orderings refer only the local and neighboring values in time series data. The information-theoretic measures based on the permutation partitioning have been demonstrated to be easy to implement relative to the other traditional methods.
fast to compute \cite{35}, robust against noise \cite{34, 36, 37, 38, 39}, and applicable to non-stationary and transient time series data \cite{10}, which meets our requirement.

The second requirement is to make the measure applicable to a multivariate time series. Body dynamics generated by soft robotic platforms often reveal high-dimensional spatiotemporal dynamics compared with rigid ones. As we saw for MIT, measuring delayed couplings in high resolution needs special care in conditioning the past time series, both for the information source and receiver. We will explain how to deal with this conditioning for multivariate time series data in detail, specifically for data obtained from the physical platform.

The final requirement is to make it possible for the measure to characterize a local information transfer profile within the spatiotemporal dynamics. It is valuable to track and visualize how the information dynamically propagates through the entire body, along with its corresponding body dynamics. However, just like other information-theoretic measures, due to their statistical nature, MIT only provides an expectation value of the amount of information transferred that originates from the global average, which does not directly correspond to the body dynamics themselves. We will explain in detail, a method to make MIT applicable for our purpose by localizing it to each spatiotemporal point of the body dynamics.

2.1.1. Momentary sorting information transfer: Permutation analogue of MIT As previously explained, PE quantifies the uncertainty of the local orderings of values, instead of the uncertainty of the values themselves. Let \( x_t^{(L)} \) represent an \( L \)-dimensional embedding vector from the obtained time series \( x' \), and \( \hat{x}_t^{(L)} \) be a sequence of numbers representing the orderings of \( x_t^{(L)} \). Based on the permutations of the values, \( \hat{x}_t^{(L)} \) is generated as follows: \( x_t^{(L)} = (x_t', x_{t-1}', ..., x_{t-(L-1)}') \), and the values are arranged in ascending order, \( x_t'_{-(o_t(1)-1)} \leq x_t'_{-(o_t(2)-1)} \leq ... \leq x_t'_{-(o_t(L)-1)} \). A symbol is thus defined as \( \hat{x}_t^{(L)} \equiv (o_t(1), o_t(2), ..., o_t(L)) \in \hat{X}_t \), where \( \hat{X}_t \) is the set of symbols generated in the temporal process \( X_t \). Based on the generated symbols \( \hat{x}_t^{(L)} \), PE is expressed as:

\[
H(\hat{X}_t) = -\sum_{\hat{x}_t^{(L)}} p(\hat{x}_t^{(L)}) \log p(\hat{x}_t^{(L)}),
\]

where \( p(\hat{x}_t^{(L)}) \) is the probability of the occurrence of \( \hat{x}_t^{(L)} \) in the set of symbols \( \hat{X}_t \). In spite of the differences between the procedures, it was proven that the PE rate is equal to the usual entropy rate for some conditions \cite{41, 42, 43, 44, 45}.

A number of permutation analogues for the information-theoretic measures have been proposed and the relations with their original measure have been investigated (e.g., systematic investigations on Kolmogorov-Sinai entropy can be found in \cite{46, 47, 48, 49, 50, 51} and investigations on TE and its related measures can be found in \cite{52, 53, 54}). Similar to MIT, its permutation version, proposed in \cite{24}, is called momentary sorting information transfer (MSIT), expressed as:

\[
MSIT_{Y \rightarrow X}(\tau) = \sum_{\hat{x}_t^{(K+1)}, \hat{y}_t^{(L)}} p(\hat{x}_t^{(K+1)}, \hat{y}_t^{(L)}) \log \frac{p(\hat{x}_{t+\tau}^{(K)}|\hat{x}_{t+\tau-1}^{(K)}, \hat{y}_t^{(L)})}{p(\hat{x}_{t+\tau}|\hat{x}_{t+\tau-1}, \hat{y}_{t-1}^{(L-1)})},
\]
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where, similar with MIT, the index $MSIT_{Y \rightarrow X}(\tau)$ indicates the MSIT of $\hat{y}_t$ to $\hat{x}_{t+\tau}$ and $\tau$ ($\tau = 1, 2, ...$) denotes a time delay. Note that for $\hat{x}_{t+\tau}$, the permutation orderings among $\hat{x}^{(K+1)}_{t+\tau}$ are considered, because when we calculate the measure, we first obtain the joint entropies from the corresponding probability distributions, namely $p(\hat{x}^{(K+1)}_{t+\tau}, \hat{y}_t)$ and $p(\hat{x}^{(L)}_{t+\tau}, \hat{y}_{t-1})$, with the obtained time series. A similar treatment has been also adopted in [55].

In the next section, we will show how MSIT can be extended for the case of multivariate time series.

2.1.2. MSIT for multivariate time series As we saw in the case for M(S)IT, it is important to employ a conditioning for the information receiver and sender in focus. This guarantees to yield a high-resolution measure for the bivariate time series. When we extend the measure for the multivariate case, we have to take particular care of the conditioning, because other possible causal information contributors—apart from the information source under consideration—may be involved in the time series as well. It is therefore important to “filter out” the effect of these other information sources, which might otherwise occlude effect of the source in question. There have been several studies to address these issues. In [25, 26], the generalized MIT has been proposed, a method to infer all causal contributors to the receiver, based on the graphical model approach. Their approach is general, because the method allows reconstruction of an interaction modality of the multivariate data in terms of a process graph. This graph is built from scratch without having any knowledge about the dynamical property of the underlying system in focus (such as network topology of the system).

In this paper, we will adopt their approach only partially. We take into account a physical constraint of the soft robotic platform, as a support for estimating the other causal information contributors, apart from the information source. We first assume that the experimenter knows where each time series comes from in space, namely the location in the physical body. We further assume that the degree of information transfer depends on the relative spatial and temporal distance; if the information source and receiver are more distant and delayed, then the strength of the information transfer decreases, which would be a natural assumption, especially when the information transfer substrates are mediated with physical materials. Based on these assumptions, we introduce a simple one-dimensional space as an example, where each point in space is expressed as cell $i$ ($i = 1, 2, ..., N$), resulting in $N$ time series. Accordingly, the senders and receivers are denoted as spatially ordered cells, the MSIT for spatiotemporal time series from cell $i$ to cell $j$ can be expressed as

$$MSIT_{i \rightarrow j}(\tau) = \sum_{\hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t}, \hat{v}_{i,j,t}} p(\hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t}, \hat{v}_{i,j,t}) \log \frac{p(\hat{x}^{(K+1)}_{j,t+\tau}, \hat{y}_{t+\tau}, \hat{v}_{i,j,t})}{p(\hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t}, \hat{v}_{i,j,t})}, \quad (8)$$

$$\hat{v}_{i,j,t} = \{\hat{x}^{(M)}_{q,t+\tau} | \forall (q, \tau'), 1 \leq q \leq N, \tau' < \tau \text{ (except } \hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t})\}.$$.  

$$\hat{x}^{(M)}_{q,t+\tau} = \{\hat{x}^{(M)}_{q,t+\tau} | \forall (q, \tau'), 1 \leq q \leq N, \tau' < \tau \text{ (except } \hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t})\}.$$ 

$$\hat{v}_{i,j,t} = \{\hat{x}^{(M)}_{q,t+\tau} | \forall (q, \tau'), 1 \leq q \leq N, \tau' < \tau \text{ (except } \hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t})\}.$$ 

$$\hat{v}_{i,j,t} = \{\hat{x}^{(M)}_{q,t+\tau} | \forall (q, \tau'), 1 \leq q \leq N, \tau' < \tau \text{ (except } \hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t})\}.$$ 

$$\hat{v}_{i,j,t} = \{\hat{x}^{(M)}_{q,t+\tau} | \forall (q, \tau'), 1 \leq q \leq N, \tau' < \tau \text{ (except } \hat{x}^{(K+1)}_{j,t+\tau}, \hat{x}^{(L)}_{i,t})\}.$$
where \( \hat{v}_{i,j,t} \) denotes possible information sources to cell \( j \) excluding \( \hat{x}_{i,j,t}^{(K+1)} \) and \( \hat{x}_{i,j,t}^{(L)} \), and \( M, q, \) and \( \tau' \) denote their embedding dimension, cell number, and a time delay, respectively. One could adjust these parameters for each information source; for example, if there are overlapping sources in a temporal dimension, such as \( \{\hat{x}_{q,t+1}^{(M)}, \hat{x}_{q,t}^{(M)}\} \), we can combine them into one as \( \hat{x}_{q,t+1}^{(M+1)} \). Note that it is possible to condition information sources for \( \hat{x}_{i,j,t}^{(L)} \) to sharpen the point-to-point MIT, but in this paper, we only consider \( \hat{x}_{i,j,t} \) under the condition of its direct past \( \hat{x}_{i,j,t-1}^{(L-1)} \) for simplicity. Now, we specify the conditions of Equations (8) and (9) for our spatiotemporal constraint, expressed as

\[
MSIT_{i\rightarrow j}^{ST}(\tau) = \sum_{\hat{x}_{i,j,t}^{(K+1)\rightarrow \hat{x}_{i,j,t}^{(L)}\rightarrow \hat{x}_{i,j,t}, v_{i,j,t}^{ST}}} p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST}) \log \frac{p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST})}{p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST})},
\]

where \( \hat{x}_{i,j,t}^{(M)} \) and \( \hat{v}_{i,j,t}^{ST} \) represent the MIT from \( i \) to \( j \) with delay \( \tau \) and the possible information sources to cell \( j \) under the spatiotemporal constraint, respectively, parameters \( r \) and \( \tau_r \) determine a cell and a time delay for possible information sources to cell \( j \) excluding \( \hat{x}_{j,t+\tau}^{(K+1)} \) and \( \hat{v}_{i,j,t}^{(L)} \), and \( N_r \) and \( T_r \) specify the spatial and temporal range around the information receiver, respectively; if \( r \) and \( \tau_r \) get larger, then the possible information source is more spatiotemporally distant from the receiver. Figure I visualizes the \( MSIT_{i\rightarrow j}^{ST}(\tau) \) and summarizes the effects of the different parameters involved.

Note that \( MSIT_{i\rightarrow j}^{ST}(\tau) \) can be also denoted as a sum of permutation joint entropies:

\[
MSIT_{i\rightarrow j}^{ST}(\tau) = -H(\hat{X}_{t+\tau}^{j} | \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j}) + H(\hat{X}_{t+\tau}^{i}, \hat{V}_{t}^{i,j})
\]

\[
- H(\hat{X}_{t+\tau}^{i}, \hat{X}_{t-1}^{i}, \hat{V}_{t}^{i,j}) + H(\hat{X}_{t+\tau}^{i}, \hat{X}_{t-1}^{i}, \hat{V}_{t}^{i,j}),
\]

where \( \hat{X}_{t+\tau}^{i}, \hat{X}_{t-1}^{i}, \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j} \) are the temporal processes for the values of \( \hat{x}_{i,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(K+1)}, \hat{x}_{i,t-1}^{(L)}, \) and \( v_{i,j,t}^{ST} \), respectively, and \( H(\hat{X}_{t+\tau}^{j}, \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j}) \), \( H(\hat{X}_{t+\tau}^{j}, \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j}) \), \( H(\hat{X}_{t+\tau}^{i}, \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j}) \), and \( H(\hat{X}_{t+\tau}^{i}, \hat{X}_{t}^{i}, \hat{V}_{t}^{i,j}) \) are joint entropies of corresponding temporal processes. When we calculate the value of \( MSIT_{i\rightarrow j}^{ST}(\tau) \), we first calculate the joint and single entropies on the right side of this equation from the corresponding probability distributions, namely \( p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST}) \), \( p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST}) \), and \( p(\hat{x}_{j,t+\tau}^{(K+1)}, \hat{x}_{i,t}^{(L)}, \hat{v}_{i,j,t}^{ST}) \), with the obtained time series.

2.1.3. Localizing MSIT for spatiotemporal systems In this section, we present the procedure for making MSIT local. This procedure makes it possible to reveal an information transfer profile for each spatiotemporal point by directly corresponding the measure to the observed time series, which would be especially useful for monitoring the interaction modality of the local dynamics from the information-theoretic point of view. We keep carrying on the physical constraint introduced in the previous section and explain the procedure based on the measure in Equations (10) and (11).
In [56], Lizier et al. focused on the fact that, in calculating the information-theoretic measure from the experimental data, the associated probability \( p(x) \) is operationally equivalent to the ratio of the count of observations \( c(x) \) of states, to the total number of observations \( O \) made. In applications to time series data for MSIT, the number of observations is finite, and \( p(x) \) in Equation (10) can be expressed as \( p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t}) = \frac{c(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{O} \). Then, MSIT in Equation (10) can be expressed as follows:

\[
MSIT_{i\rightarrow j}^{ST}(\tau) = \frac{1}{O} \sum_{\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t}} \left( \frac{c(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{\sum_{a=1}^{O} 1} \right) \log \frac{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}.
\]

By considering that a double sum running over each actual observation \( a \) for each possible tuple observation \( (\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t}) \) is nothing but a single sum over all \( O \) observations, we obtain the following:

\[
MSIT_{i\rightarrow j}^{ST}(\tau) = \frac{1}{O} \sum_{\text{all observations}} \log \frac{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}.
\]

Thus, we can write MSIT as the global average over local momentary sorting information transfer (LMSIT), \( LMSIT_{i\rightarrow j}^{ST}(\tau) \), defined as,

\[
MST_{i\rightarrow j}^{ST}(\tau) = \langle LMSIT_{i\rightarrow j}^{ST}(\tau) \rangle,
\]

\[
LMSIT_{i\rightarrow j}^{ST}(\tau) = \log \frac{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})},
\]

where \( \langle X \rangle \) denotes the expectation value of \( X \). The term \( \hat{v}_{i,j,t}^{ST} \) takes the same expression as Equation (11). Note that LMSIT can have a negative value. The negative value of LMSIT means that the sender is misleading about the prediction of the receiver’s next state [56]. This measure is defined for every spatiotemporal receiver \((j, t + \tau)\), forming a spatiotemporal profile for every information source \( i \) in focus. Thus, in a practical sense, as we see later, it would be more reasonable to adjust the time index for the information receiver as \( (j, t) \). This can be easily done by simply shifting the time index without altering the important factor of the measure as

\[
LMSIT_{i\rightarrow j}^{ST}(\tau) = \log \frac{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})}{p(\hat{x}_{j,t+\tau}, \hat{x}_{i,t}, \hat{v}_{i,j,t})},
\]

\[
\hat{v}_{i,j,t}^{ST} = \{ \hat{x}_{j,t+\tau}, \{ \forall (r, \tau_r), 1 \leq r \leq N_r, 1 \leq \tau_r \leq T_r \text{ (except } \hat{x}_{j,t}, \hat{x}_{i,t+\tau} \}) \}.
\]

This forms the expression of LMSIT addressed throughout this paper. Similar local measures have been proposed in our earlier works [39, 57], which are based on the permutation version of TE called symbolic transfer entropy (STE) [55]. Our proposed measures extend our previous measures in terms of the condition of the information sender, which is expected to sharpen resolution, especially for detecting delayed information transfer. As in the case with \( MSIT_{i\rightarrow j}^{ST}(\tau) \), to calculate the
value of \( L_{MSIT}^{ST_i \rightarrow j}(\tau) \), we calculate the joint and single probability distributions, namely \( p(\hat{x}_{j,t}^{(K+1)}\hat{x}_{i,t-\tau}^{(L)}, \hat{v}_{i,j,t-\tau}^{ST}) \), \( p(\hat{x}_{j,t-1}^{(K+1)}\hat{x}_{i,t-\tau}^{(L)}, \hat{v}_{i,j,t-\tau}^{ST}) \), \( p(\hat{x}_{j,t}^{(K+1)}\hat{x}_{i,t-\tau}^{(L)}, \hat{v}_{i,j,t-\tau}^{ST}) \), and \( p(\hat{x}_{j,t-1}^{(L)}\hat{x}_{i,t-\tau-1}^{ST}, \hat{v}_{i,j,t-\tau}^{ST}) \), with the obtained time series.

In this section, we introduced MSIT and LMSIT with spatiotemporal constraints to meet our requirements. In the next section, we will explain our physical platform with soft robotic arm, and by using the body dynamics generated by the arm, we illustrate how these measures can capture the characteristic properties of soft body dynamics, in particular, the delayed information transfer, and demonstrate the power of the measures.

2.2. Experimental setup

In this section, our experimental platform, equipped with a soft robotic arm, is presented and the experimental procedures are explained.

2.2.1. Platform The experimental platform consists of a soft robotic arm, its actuation, sensing, control systems, and a water tank containing fresh water as the underwater environment (Fig. 2 (a)). There are several soft robotic arms proposed in the literature (see, e.g., [12, 14, 11, 13]). Our soft robotic arm is based on the arm proposed in [12], which mimics the morphology and material characteristics of the octopus arm, and is made of commercially available silicone rubber (ECOFLEX™00-30). The arm embeds two nonextensible fishing cables symmetrically to the center of the arm, as shown by the dashed lines in Fig. 2 (b). By pulling these two cables via servo motors (Dynamixel™AX-12A+), the arm is actuated (Fig. 2(a)). The total length of the cone-shaped soft arm is 310 mm. The active part of the arm is 80 mm and the remaining 230 mm part of the arm is completely passive. Two force sensors measure the tension of the cables. The force sensor signals are amplified and sent to a PC serial port through an Arduino™UNO board, with ADC outputs integer values between 0 and 1024, which correspond linearly to forces of 0 to 10 N (Fig. 2(a)). A camera (Logitech™Webcame Pro 9000) is placed on the top of the platform to record the motion of the soft silicone arm (Fig. 2 (a)).

A java program running on a laptop PC sends the motor commands to the motors. The unit representing “time” in this paper is a “timestep” based on the sensing and actuation loop in the program (this is about 0.03 s in a physical time). For each timestep, a motor command is sent to each motor and the cable tensions are recorded. According to the motor command, the servo motor angle is adjusted. In this paper, motor commands are set as binary values, \( M = \{+1, -1\} \). If the command gives +1 or −1, then the motor is controlled to move from the current position toward the maximum position (\( L_{\text{max}} \)) or the relaxed position (\( L_{\text{relax}} \)), respectively. For each motor, \( L_{\text{max}} \) was determined to avoid the tip of the arm touching the water tank while moving. Note that, in the current setting, the motor command does not always take the roller position to \( L_{\text{max}} \) or \( L_{\text{relax}} \), but rather decides the direction in which to move for each timestep. If the command gives +1 or −1 when the current position is in \( L_{\text{max}} \) or \( L_{\text{relax}} \), respectively,
then the position will not change from the current position.

For the analyses, we collected the time series of the two motor commands (M1 and M2) and two force sensors (f1 and f2) for each timestep and tracked the positions of the reference points on the arm (R) in the x-y plane, by using the tracker proposed in [58] (Fig. 2 (b) and Fig. 3). The tracked time series were manually aligned to the motor command time series after each run. For the analyses in this paper, we used only 6 reference points, which are indexed from R1 to R6, from the base to the tip. The nearest reference point to the tip was too fast to allow stable tracking of the motion and was not used for the analyses. Based on these 6 reference points for each timestep, we fitted the points with a 5th order polynomial curve and for each interval between two neighboring reference points, we segmented the curve into 20 equidistant fragments, resulting in 101 endpoints for fragments, including the reference points (Fig. 3 and see detailed procedures in Appendix). The dynamics of these 101 points are used as a representation of the arm’s body dynamics (S), which are indexed from S1 to S101 from the base to the tip. For the body dynamics S, we used only the y-coordinate for the information-theoretic analysis, which reflects the motion of the arm better than the x-coordinate (Fig. 2 (c)).

2.2.2. Experimental procedures We conducted two groups of experiments, where all the experiments were based on open-loop control. Experiment 1 was designed to reveal the informational structure intrinsic to the soft robotic arm in our platform setting. As explained in the previous section, the arm is controlled by two cables embedded in the arm. First, we investigated how the effects of these actuations transfer through the entire body. Second, we investigated how each body part transfers the information to the other parts of the body. These two investigations employ the MSIT, which measures delayed couplings. In this experiment, to avoid correlations induced by coordinated motor commands, we sent random motor commands to each motor for each timestep. By doing this, we moved each roller in random positions from $L_{\text{relax}}$ to $L_{\text{max}}$ over time, and effectively detect the coupling regime intrinsic to the setting. We ran the experiment for 5 trials with 5000 timesteps each, starting from the same initial arm configuration (Fig. 2 (c)).

In Experiment 2, we investigated a local information transfer profile in the spatiotemporal dynamics of our soft robotic arm. We set a simple oscillatory motor command and observed the behavior with an obstacle in the water tank (Fig. 2 (c)). In this experiment, we aimed to capture how the environmental impact spreads dynamically through the entire body. This is difficult to reveal directly with a measure that deals with a global average of information transfer, because the effect of damage or contact to the body is usually not a constant event, but rather one that occurs at a specific point of time and space. We placed a round plastic tube (obstacle) next to the arm, which was set to affect the behavior of the arm (Fig. 2 (c)). For the motor commands, +1 and -1 were set for T timesteps in alternate shifts in an opposite phase each. The time window T was set to the maximum timesteps needed for the motor to rotate from the relaxed
position to the maximum one, which, in our setting, was 10 timesteps. Accordingly, one cycle resulted in 20 timesteps. We ran the system for 5000 timesteps, which were 250 cycles, from the initial arm configuration depicted in Fig. 2 (c). In the experiment, we also ran the system with random motor commands and the same oscillatory motor command without the obstacle and compared the results.

Note that, for both experiments, the experimental condition is designed to make the time series data stationary, and the probability distributions of the variables required to calculate measures, MSIT and LMSIT, are estimated via relative frequencies obtained from the data. Accordingly, in each experimental trial for both experiments, first 100 timesteps are discarded to avoid the initial transients in the time series data for the analyses. This procedure is used for all the experimental trials throughout this paper.

Preliminary investigations of information-theoretic analyses on a soft robotic platform have been performed in [57, 59] without considering the effect of delayed information transfer. In these works, the analyses were conducted based on STE. However, as explained earlier, STE has drawbacks in detecting delayed information transfer. In this paper, by introducing MSIT, we have largely extended our previous approach.

3. Results

In this section we present the results for both Experiment 1 and 2 in detail. As explained in the previous section, Experiment 1 is focused on revealing the delayed information transfer intrinsic to the soft robotic arm. For the analysis of this experiment, we make use of MSIT expressed in Equation (10) and (11) (that is, $MSIT_{ST_{i\rightarrow j}}(\tau)$). In Experiment 2, unlike the analysis in Experiment 1, we aim to reveal how the information propagates dynamically through the body by visualizing the local information transfer in each spatiotemporal point. This analysis is conducted by using LMSIT expressed in Equation (18) and (19) (that is, $LMSIT_{ST_{i\rightarrow j}}^{ST}(\tau)$). Throughout our analyses, the embedding dimensions of the measures are set as $(K, L, M) = (2, 3, 2)$. As explained in the earlier sections, to calculate the measures we should first estimate the joint and single probability distributions from the obtained time series. To get a reliable estimate within the limitation of the finite data set, it is preferable to keep the embedding dimensions relatively short [24].

3.1. Experiment 1

In this experiment, we see how MSIT can quantitatively characterize the information-theoretic structure intrinsic to the soft robotic arm. For this purpose, we adopted a random motor command for the actuation of the system to avoid additional correlations provided by the external. Figure 4 shows the example of the time series of the random motor commands $(M1(t), M2(t))$, the corresponding force sensory values $(f1(t), f2(t), f1(t) - f2(t))$, and the y-coordinates of the body parts $S_i$. By using these
obtained time series, we aim to analyze the following: (I) information transfers from the time series of the cable tension to that of each body part \( (MSIT_{f \rightarrow S_i}^{ST}(\tau)) \) and (II) information transfers between the time series of each body part \( (MSIT_{S_i \rightarrow S_j}^{ST}(\tau)) \). In (I), since the cable tensions are driven by the motor command, this analysis is to see how the external actuation to the system transfers the information through the body. For the analysis, we used the time series \( f(t) = f_1(t) - f_2(t) \) for the force sensors, and calculated \( MSIT_{f \rightarrow S_i}^{ST}(\tau) \) for each body part \( i \) and varying delay \( \tau \). In (II), we can characterize how one body part transfers information to another. For the analysis, we calculated \( MSIT_{S_i \rightarrow S_j}^{ST}(\tau) \) for each pair of body parts \( (i,j) \) and varying delay \( \tau \). Note that we excluded the case when \( i = j \). For both analyses (I) and (II), \( (N_R,T_R) \) is set to \((1,1)\) throughout the analysis and, to avoid the bias due to the finite data set, for each analysis of \( MSIT_{i \rightarrow j}^{ST}(\tau) \) we have also calculated the measure with temporally shuffled time series, and by iterating this procedure for 50 times and obtaining the averaged value, we have subtracted this value from the \( MSIT_{i \rightarrow j}^{ST}(\tau) \) in focus. For each experimental setting, we performed this procedure for 5 trials of experimental data and used the averaged \( MSIT_{i \rightarrow j}^{ST}(\tau) \) as a result. In addition, when the information sender is within the range specified by \( N_R \) and \( T_R \), we need to take special care in defining \( \hat{v}_{i,j,t}^{ST} \). Details for this procedure are given in the Appendix. Also, according to the setting of \( N_R \) and \( T_R \), we have excluded the case where the information receiver or sender is \( S_1 \) or \( S_{101} \).

Figure 5 (a) plots the results for the averaged \( MSIT_{f \rightarrow S_i}^{ST}(\tau) \) by varying the body part \( i \) and the delay \( \tau \). We can clearly see that for body part closer to the base, more delayed MSIT is detected than for those closer to the tip. Figure 5 (b) overlays several cross sections of Fig. 5 (a) in delay and space (body part). As can be seen from the figure, in the body part near the arm base MSIT with shorter delay is dominant, while in the body part near the arm tip MSIT with relatively longer delay is dominant. In addition, the strength of MSIT tends to decrease from the base to the tip. To see this tendency in more detail, we have collected the maximum values of MSIT \( (MSIT_{max}) \) among delays and the delay \( \tau_{max} \) that shows \( MSIT_{max} \) for each body part and calculated the average for each \( (\text{Fig. } 5 \text{ (c))}. \) As a result, we found that \( \tau_{max} \) almost grows linearly as the body part changes from the base toward the tip and at around the tip \( \tau_{max} \) took approximately 6 timesteps \( (\text{Fig. } 5 \text{ (c), left plot}). \) In addition, the corresponding \( MSIT_{max} \) showed about \( 2.2 \times 10^{-2} \) bit at around the base \( (S_2) \), while the \( MSIT_{max} \) showed a lower value of about \( 1.2 \times 10^{-2} \) bit at around the tip \( (S_{100}) \). Considering that 1 timestep is approximately 0.03 s in real physical time and the entire body is 310 mm long, this result implies that the dominant information transfer propagates with about \( 1.7 \) m/s in velocity through the body by losing the information for around \( 1.0 \times 10^{-2} \) bit.

Next, let us see how information transfers between each body part. Here, for each information sender \( S_i \) and receiver \( S_j \) in the body parts, we calculated \( MSIT_{S_i \rightarrow S_j}^{ST}(\tau) \) by varying \( \tau \) from 1 to 12 and obtained the averaged MSIT \( (MSIT_{average}) \) as \( MSIT_{average} = \frac{1}{12} \sum_{\tau=1}^{12} MSIT_{S_i \rightarrow S_j}^{ST}(\tau) \) for each trial. As in the previous experiments, we also collected
the maximum MSIT ($MSIT_{\text{max}}$) among delays and the delay $\tau_{\text{max}}$ that takes $MSIT_{\text{max}}$ for each $(i, j)$ in each trial. Figure 6 (a) shows the averaged $MSIT_{\text{average}}$, $MSIT_{\text{max}}$, and $\tau_{\text{max}}$ over 5 trials for each $(i, j)$. In the plot for the $MSIT_{\text{average}}$ and $MSIT_{\text{max}}$, we can clearly see that high MSIT values are observed only in the region of $i < j$. This suggests that the information is transferring in the direction from the base to the tip but not from the tip to the base. This result is understandable when considering the experimental conditions of our platform, and is consistent with the results from the previous experiments. Furthermore, from both plots we can confirm that, as the value for $j - i$ increases in the region of $i < j$, the values of $MSIT_{\text{average}}$ and $MSIT_{\text{max}}$ get gradually smaller. This implies that, for each body part, information strongly transfers toward the nearest neighbor in the direction from the base to the tip. For the results of $\tau_{\text{max}}$, large $\tau_{\text{max}}$ values are observed in the region for the smaller $i$ and the larger $j$. This means that the information transfer takes longer time when the body parts are further away from each other. It is noticeable that the largest $\tau_{\text{max}}$ in this region takes approximately 6 timesteps, which is also consistent with our previous results. To see these tendencies in further detail, by fixing the information receiver to several body parts we observed the behavior of $MSIT_{S_i \rightarrow S_j}^{ST}(\tau)$ by varying the location of the information sender in the body $j$ and the delay $\tau$ (Fig. 6 (b)). We can clearly confirm from the plot that, for each information receiver, the largest information transfers with the shortest delay from neighboring body parts located in the base side (Fig. 6 (b)).

In this experiment, we have demonstrated how the measure MSIT can be effectively used to reveal the delayed information transfer in the soft robotic arm. In the next experiment, we move on to characterize a local information transfer profile in the spatiotemporal dynamics of the soft body using LMSIT.

3.2. Experiment 2

Due to the soft flexible bodies, soft robots are sensitive to environmental/external stimulus in general. If the body receives some stimulus from the environment, the behavior of the body changes drastically and immediately. This type of event often occurs at a specific point in time and space, which makes it difficult to detect and evaluate the effect of the stimulus using statistical methods based on the global average over the entire collected time series. In those cases, it would be beneficial if we could monitor what is happening locally at each spatiotemporal point in the dynamics. In this experiment, we will see that LMSIT can be used effectively for this purpose. LMSIT is defined for each information receiver and can measure the amount of information transferred from the sender at each spatiotemporal point. Thus, the local information transfer profile in the spatiotemporal dynamics can be characterized. As explained earlier, in this experiment, we drive the arm with the oscillatory motor command with an obstacle in the environment. We will see how the LMSIT ($LMSIT_{S_i \rightarrow S_j}^{ST}(\tau)$) captures this effect from the environment on the soft robotic arm. As a comparison, we will also drive the system without an obstacle in the environment with random motor commands.
and the same oscillatory motor command for 5000 timesteps and measure the LMSIT. In this experiment, we focus on the information transfer in the direction from the base to the tip (that is, $i < j$) by skipping the case when the time series of $S_1$ and $S_{101}$ becomes the information sender or receiver under consideration, taking into account the results of experiment 1. In addition, similar to the setting of MSIT in experiment 1, $N_R$ and $T_R$ are both set to 1. If the information sender $S_i$ is in the neighboring point of $S_j$, we need to adjust the corresponding $\hat{v}^{ST}_{i,j,t-\tau}$. Again, this procedure is described in the Appendix.

We start by observing the result for $LMSIT_{S_i \rightarrow S_j}^{ST}(\tau)$ when $i = j - 1$ and $\tau = 1$. Results are shown in the upper two plots of each row in Fig. 7 (a). The first upper line shows the example of the time series in the case of the random motor command, the oscillatory motor command, and the same oscillatory motor command with the obstacle, from left to right. The second upper line shows the corresponding $LMSIT_{S_i \rightarrow S_j}^{ST}(\tau)$ with $i = j - 1$ and $\tau = 1$. In each plot, we observe high $LMSIT_{S_i \rightarrow S_j}^{ST}(\tau)$ instantaneously in several spatiotemporal points. However, the pattern of the information structure is not obvious. To visualize the information transfer profile more clearly, by varying the delay $\tau$ from 1 to 20 and the information sender $S_i$ for all the body parts in $i < j$, we measured the average LMSIT ($LMSIT_{\text{average}}(j) = \frac{1}{20} \sum_{\tau=1}^{20} \frac{1}{j-1} \sum_{d=1}^{j-1} LMSIT_{S_j \rightarrow S_{j-d}}^{ST}(\tau)$) and the maximum LMSIT ($LMSIT_{\text{max}}(j) = \max_{1 \leq \tau \leq 20, 1 \leq d \leq j-1} [LMSIT_{S_j \rightarrow S_{j-d}}^{ST}(\tau)]$) for each information receiver $S_j$. The results for $LMSIT_{\text{average}}(j)$ and $LMSIT_{\text{max}}(j)$ are shown in the lower two plots in Fig. 7 (a). In the case for the random motor command, we can clearly observe a high information propagation wave from the base toward the tip at the irregular temporal point. In the case of the oscillatory motor command, we observe a similar high information propagation wave from the base toward the tip two times in each oscillatory cycle at the specific timing. In the case of the oscillatory motor command with the obstacle, we observe a clear high information propagation wave from the base toward the tip similar to the case with the oscillatory motor command without the obstacle in half of each oscillatory cycle, but when the arm hits the obstacle in the other half of each oscillatory cycle, we see the fluctuating information propagation wave, where sometimes the wave splits into two, from the base toward the tip.

To see this fluctuating information propagation wave in detail, we averaged the $LMSIT_{\text{average}}(j)$ and $LMSIT_{\text{max}}(j)$ for each spatiotemporal point using 150 oscillation cycles for the oscillatory motor command with and without an obstacle (Fig. 7 (b)). As is obvious from the plots, in the case without the obstacle, we can clearly confirm two strong information propagation waves from the base toward the tip at specific timing, as we saw in Fig. 7 (a). In the case with the obstacle, we see that at the onset of the obstacle crush (around timestep 5), two spatially split strong information transfers are detected around the contact point of the object with the arm, and this information propagates toward the tip. We speculate that one propagation wave from the base to the tip (wave 1) represents the propagation of the motor actuation through the body, and the other wave (wave 2) represents the fast shock wave due to the contact to the obstacle. Furthermore, we can see that the velocity of wave 1 is modulated at the contact.
point (Fig. 7(b)). This implies that the environmental damage provided by the crush to the obstacle induces a qualitatively different information transfer profile through the body from the one generated by the motor actuation. We expect that LMSIT is capable of detecting the shock wave for the case of multiple-point contact as long as its effect is reflected in the body dynamics.

4. Discussion

In this paper, by using the physical soft robotic arm platform, we demonstrated that the information-theoretic approach can be effective in characterizing the diverse spatiotemporal dynamics of soft bodies especially with delayed interaction. Currently, TE is one of the most applied measures to assess information transfers in robotics. However, it has drawbacks in capturing delayed interaction and applying to multivariate time series. In fact, these points are the major properties of soft body dynamics, which have high-dimensionality and memory. To overcome these weak points, in this paper, we have introduced measures MSIT and LMSIT for applications to spatiotemporal dynamics of soft robots. By using MSIT, we showed that the actuation to the arm transfers the information toward the tip with a specific time delay, and we evaluated this information transfer velocity. Furthermore, we captured the delayed information transfer between each body part in detail. By using LMSIT, we visualized the dynamic information transfer profile hidden in the spatiotemporal dynamics of the soft body, and characterized the environmental damage that spreads throughout the entire body. These measures and the scheme can be applied effectively to soft robotic platforms in general.

Although we illustrated one possible scenario to characterize the information structure in a soft robotic platform, our approach can be extended in several ways taking into account each soft robotic platform in use and each experimental condition. For example, in our experiment, we set the relation between space and time based on the sampling rate of the experimental devices. However, the ratio between the experimentally observed space (the points in the body) and time does not always match the underlying physical dynamics, and this may make our proposed scheme ineffective. In those situations, experimenters should control the spatiotemporal scale of the experimentally obtained data. In addition, as we saw in the definition of M(S)IT, that one important point to capture the delayed information transfer was to condition on other causal contributors. Although we have introduced a reasonable physical assumption for conditioning, considering that soft robots can take unconventional morphology, it would be valuable in some situations to apply a method for reconstructing all the causal contributors from scratch only by using the obtained time series, which is introduced in [25, 26]. On the use of MIT, it has been recently reported in [31] that there is a case in which MIT does not effectively work in capturing the delayed couplings. In [31], an alternative measure called $TE_{SPO}$, where $SPO$ stands for self-prediction optimality, has been proposed to measure the delayed information transfer.
Their approach can be also applied for the analyses. Nevertheless, their measure is defined for the bivariate case. To extend the measure for the multivariate case, the concept presented in [25, 26] would be definitely useful and inevitable.

5. Conclusion

The behavior of animals or robots is generated by the dynamic coupling between the brain (controller), the body, and the environment. These dynamic interactions between components are usually described based on separately defined dynamical systems (such as the neural network for the brain and physics and mechanics for the body). When illustrating a consistent view of the dynamic interaction modality among these components, several difficulties will arise, for example, in determining the time scales among the components and the threshold for modeling the physical contact. In this case, the information-theoretic approach can provide an effective method for giving a consistent view to characterize these dynamic couplings as information transfers, since the scheme is intrinsically based on a model-free approach. In particular, it has been recently shown that soft bodies can be exploited as a computational resource (see, e.g., [20, 21]). In this case, the soft body itself acts similarly to a huge recurrent neural network. Although the brain has the apparent anatomical structure (network topology) to realize interactions among neurons, the body does not contain this type of explicit interaction pathway but has a characteristic morphology and can physically interact with the environment. Our approach presented here would be also useful to reveal how each body part interacts with another, which is usually hidden in the dynamics, and to reconstruct a functional network topology within the body. This type of analysis would be valuable to infer the information processing capacity of the body and is included in our future work. Moreover, it would be valuable to investigate how the body morphology and the controller of soft robots self-organize in a given environment, guided by information transfers [60]. For example, by focusing on several variables in a soft robotic platform and by maximizing the information transfer between these variables, we can investigate how the design of the robot and the controller co-evolves [61], which would reveal the relations between the dynamic coupling and the resulting behavioral generation and help understanding a design principle for soft robots.
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Appendix

Time series data preparation

In this Appendix, we provide details on the time series preparation for S. As explained in the main text, we first track the positions of 6 reference points in the body, \((x_{ Ri}, y_{ Ri})\) \((i = 1, 2, ..., 6)\), for each timestep (Fig. 3 (a)) and fitted these points with a 5th order polynomial curve, expressed as

\[
y = a_5 x^5 + a_4 x^4 + a_3 x^3 + a_2 x^2 + a_1 x + a_0,
\]

(20)

where \(a_5, a_4, a_3, a_2, a_1, \) and \(a_0\) are the constant parameters to be tuned (Fig. 3 (b)). The choice of the order of a polynomial curve was determined by observing the arm motion, where the number of bends does not exceed what can be expressed as a 5th order polynomial curve. Let us introduce a vector expression for these parameters, \(A = [a_5, a_4, a_3, a_2, a_1, a_0]^T\). By using the x-coordinates of the collected reference points, a matrix \(X\) is denoted as

\[
X = \begin{bmatrix}
x_{R1}^5 & x_{R1}^4 & x_{R1}^3 & x_{R1}^2 & x_{R1} & 1 \\
x_{R2}^5 & x_{R2}^4 & x_{R2}^3 & x_{R2}^2 & x_{R2} & 1 \\
x_{R3}^5 & x_{R3}^4 & x_{R3}^3 & x_{R3}^2 & x_{R3} & 1 \\
x_{R4}^5 & x_{R4}^4 & x_{R4}^3 & x_{R4}^2 & x_{R4} & 1 \\
x_{R5}^5 & x_{R5}^4 & x_{R5}^3 & x_{R5}^2 & x_{R5} & 1 \\
x_{R6}^5 & x_{R6}^4 & x_{R6}^3 & x_{R6}^2 & x_{R6} & 1 
\end{bmatrix}.
\]

Then, denoting the y-coordinates of the collected reference points as \(Y = [y_{R1}, y_{R2}, y_{R3}, y_{R4}, y_{R5}, y_{R6}]^T\), we can approximate the constant parameters using the Moore-Penrose pseudo-inverse as \(A = X^{-1}Y\). Using the fitted curve, we fragmented the interval of each neighboring reference point into 20 equidistant segments along the curve (Fig. 3 (c)). The resulting 101 endpoints for these segments are denoted from \(S_1\) to \(S_{101}\) from the base to the tip, including the reference points. By iterating these procedures for each timestep, we collect y-coordinates for these endpoints resulting in 101 time series for \(S_1, ..., S_{101}\) (Fig. 3 (c)). These time series are the representation of the body dynamics and are used for the analyses.

Settings of possible information sources in our analyses

Here, we explain how we set the condition of possible information sources \(\hat{v}_{i,j,t-\tau}^{ST}(\hat{v}_{i,j,t}^{ST})\) in our analyses. For descriptive purposes, we unify the expression of possible information sources as \(\hat{v}_{i,j,t-\tau}^{ST}\) in this section. In our analyses, if the information sender has an overlap with \(\hat{v}_{i,j,t-\tau}^{ST}\) through embedding dimensions, then we discarded the term containing the overlap in \(\hat{v}_{i,j,t-\tau}^{ST}\). Typical cases for this setting are exemplified in Fig. 8.
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Figure 1. Schematic expressing the MSIT in a spatiotemporal system. The black arrow shows the information transfer under consideration and the gray arrow shows the other causal contributors to the destination cell. The MSIT for the case when $(\tau, K, L, M, N_r, T_r) = (4, 5, 2, 2, 1)$ is shown.
Figure 2. Experimental setups. (a) An overall experimental platform. It consists of a laptop PC (i), two servo motors (ii), one video camera (iii), two force sensors (iv), and a soft robotic arm (v). (b) Close-up image of the soft robotic arm used in this paper. Dashed lines represent the cables embedded in the arm. Red dots and black lines on the arm are references for visual tracking. (c) Initial arm configurations of Experiment 1 (upper figure) and Experiment 2 with the obstacle (lower figure). In each experiment, the arm is set to the relaxed position. In Experiment 2 with the obstacle, the obstacle is made of a transparent plastic tube on a black mount and is set near the R3 of the arm to affect its behavior. The obstacle is fixed so that the arm motion cannot change the position of the obstacle. The base point of the x-y coordinates for the tracking is set to near R4 of the arm in both experiments.
Figure 3. Schematics showing the procedures to prepare the time series representing the soft body dynamics. (a) For each timestep, the (x, y)-coordinates for 6 reference points are tracked using the tracking system [58]. Note that the nearest reference point to the tip is not used for this analysis (see the main text for details). (b) The 5th order polynomial curve fitting the body posture based on the obtained coordinates of the reference points. (c) Close-up of the curve between R6 and R5 as an example for the preparation of S. For each neighboring reference point, the curve is segmented into 20 equidistant fragments, and the endpoints of the fragments are indexed from \( S_1 \) to \( S_{101} \) from the base to the tip, including the reference points, and their (x, y)-coordinates are collected for each timestep. The dynamics of the y-coordinates of these endpoints are the representation of the body dynamics in this paper.
Figure 4. Typical examples of the time series for the random motor commands $(M_1(t), M_2(t))$ (upper plot), force sensors $(f_1(t), f_2(t), f_1(t) - f_2(t))$ (middle plot), and the body parts $S_i$ (lower plot) in Experiment 1. For the plots of the body parts, 101 time series (from $S_1$ to $S_{101}$) are overlaid and 6 reference tracking points are expressed in red lines.
Figure 5. Results for MSIT from force sensors to the body parts. (a) Plot showing the averaged $MSIT_{f \rightarrow S_i}(\tau)$ in $i-\tau$ plane. (b) Plots overlaying several typical cross sections of (a) in $\tau$ axis (upper figure) and in $i$ axis (lower figure). (c) Plots showing $\tau_{max}$ (left figure) and $MSIT_{max}$ (right figure) according to each body part $i$. $\tau_{max}$ and $MSIT_{max}$ represent the $\tau$, where the MSIT is maximum, and the maximum MSIT over all delays $\tau$, respectively. For (b) and (c), the error bars show standard deviations.
Figure 6. Results for MSIT between the body parts. (a) Plots showing the averaged $MSIT_{\text{average}}$ (left), $MSIT_{\text{max}}$ (middle), and $\tau_{\text{max}}$ (right) for each $(i,j)$ over 5 trials. See the main text for details. (b) Plots showing the averaged $MSIT_{f \rightarrow S_i}^{ST}(\tau)$ over 5 trials according to each delay $\tau$ and the location of the information sender $i$ by fixing the location of the information receiver to $j = 41, 61, 81,$ and $99$. The error bars show standard deviations.
Figure 7. Results for the LMSIT analyses. (a) Typical LMSIT profiles corresponding to the body dynamics for the case of the random motor command (left row), the oscillatory motor command (middle row), and the oscillatory motor command with an obstacle (right row). For each row, the overlaid plot for the $S_i$ time series, the corresponding LMSIT profile with $i = j - 1$ and $\tau = 1$, LMSIT$_{average}$ profile, and LMSIT$_{max}$ are presented from the top to the bottom. (b) The average LMSIT$_{average}$ and LMSIT$_{max}$ profile for the case with the oscillatory motor command without (left side) and with the obstacle (right side). Note that the timesteps when the motor commands switch to drive the arm toward the lower ($y < 0$) and the upper ($y > 0$) region in the screen correspond to timestep 5 and timestep 15, respectively, in both cases. The white line in the case with the obstacle represents the position of the contact point in relation to the obstacle. The white closures in the case with the obstacle depicts two spatially split information propagation waves, which we call wave 1 and wave 2, respectively. See the main text for details.
Figure 8. Schematics explaining the setting of $\hat{v}^{ST}_{i,j,t-\tau}$ when the information sender $i$ is overlapped with $\hat{v}^{ST}_{i,j,t-\tau}$ through embedding dimensions. Here, $\hat{v}^{ST}_{i,j,t-\tau}$ is usually set as $\hat{v}^{ST}_{i,j,t-\tau} = \{x_{j+1,t}, x_{j-1,t}\}$ from the definition. (a) Schematic expressing information transfer from the sender $i = j - 1$ to the receiver $j$ with delay $\tau = 2$. In this case, $\hat{v}^{ST}_{i,j,t-\tau}$ becomes to $\hat{v}^{ST}_{i,j,t-\tau} = \{x_{j-1,t}\}$. (b) Schematic expressing information transfer from the sender $i = j + 1$ to the receiver $j$ with delay $\tau = 1$. In this case, $\hat{v}^{ST}_{i,j,t-\tau}$ becomes to $\hat{v}^{ST}_{i,j,t-\tau} = \{x_{j-1,t}\}$. For each information sender and receiver, the circle expresses the condition under its own past. Note that, in the figure, $(K, L, M, N_r, T_r) = (2, 3, 2, 1, 1)$. 