Linear dust polarization during the embedded phase of protostar formation

Synthetic observations of bridge structures
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ABSTRACT

Context. Measuring polarization from thermal dust emission can provide important constraints on the magnetic field structure around embedded protostars. However, interpreting the observations is challenging without models that consistently account for both the complexity of the turbulent protostellar birth environment and polarization mechanisms.

Aims. We aim to provide a better understanding of dust polarization maps of embedded protostars with a focus on bridge-like structures such as the structure observed toward the protostellar multiple system IRAS 16293–2422 by comparing synthetic polarization maps of thermal reemission with recent observations.

Methods. We analyzed the magnetic field morphology and properties associated with the formation of a protostellar multiple based on ideal magnetohydrodynamic 3D zoom-in simulations carried out with the RAMSES code. To compare the models with observations, we postprocessed a snapshot of a bridge-like structure that is associated with a forming triple star system with the radiative transfer code POLARIS and produced multicolor dust polarization maps.

Results. The typical density in the most prominent bridge of our sample is about \(10^{-16}\) g cm\(^{-3}\), and the magnetic field strength in the bridge is about 1 to 2 mG. Inside the bridge, the magnetic field structure has an elongated toroidal morphology, and the dust polarization maps trace the complex morphology. In contrast, the magnetic field strength associated with the launching of asymmetric bipolar outflows is significantly more magnetized (\(\sim 100\) mG). At \(\lambda = 1.3\) mm, and the orientation of the grains in the bridge is very similar for the case accounting for radiative alignment torques (RATs) compared to perfect alignment with magnetic field lines. However, the polarization fraction in the bridge is three times smaller for the RAT scenario than when perfect alignment is assumed. At shorter wavelength (\(\lambda \lesssim 200\) \(\mu\)m), however, dust polarization does not trace the magnetic field because other effects such as self-scattering and dichroic extinction dominate the orientation of the polarization.

Conclusions. Compared to the launching region of protostellar outflows, the magnetic field in bridge-like structures is weak. Synthetic dust polarization maps of ALMA Bands 6 and 7 (1.3 mm and 870 \(\mu\)m, respectively) can be used as a tracer of the complex morphology of elongated toroidal magnetic fields associated with bridges.
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1. Introduction

Theory suggests that magnetic fields play an important role in star formation (see the review by Pudritz & Ray 2019, and references therein). For example, magnetic fields can transport angular momentum from the forming disk to the larger scales through a process called magnetic braking during the protostellar collapse phase (Lüst & Schlüter 1955; Mestel & Spitzer 1956). Moreover, magnetic fields can lead to the launching of outflows such as bipolar jets and disk winds (Blandford & Payne 1982; Pudritz & Norman 1983). With (sub-)millimeter long-baseline interferometers, it became possible to resolve low- and high-velocity outflows together with Keplerian disks of protostellar objects (Sargent & Beckwith 1987; Agra-Amboage et al. 2011; Bjerkeli et al. 2016; Chen et al. 2016b; Hirota et al. 2017; Lee et al. 2017). In the classical model of low-mass star formation, a single protostar forms from the collapse of a spherical prestellar core (Shu 1977). As the magnetic field is coupled to the gas, models predict a characteristic hour-glass shape during the collapse, which is followed by the launching of symmetrical bipolar outflows with a corresponding symmetrical magnetic field structure (e.g., Allen et al. 2003). However, high-resolution observations of protostars show a more complex pattern during the star formation process (e.g., Le Gouellec et al. 2019). The reason is that stars neither form as isolated entities nor in a...
static medium, as assumed in classical models. Stars form from collapsing prestellar cores that are the densest parts of a filamentary giant molecular cloud (GMC; André et al. 2010), and turbulence causes significant deviations from symmetry (Padoan & Nordlund 2002; Mac Low & Klessen 2004). Moreover, observations show that a significant portion of stars are parts of binary or higher order systems (Duquennoy & Mayor 1991; Conelley et al. 2008; Raghavan et al. 2010), indicating that stars often form together with companions, as seen in surveys of Class 0 young stellar objects (YSOs; Chen et al. 2013; Tobin et al. 2016, 2020; Maury et al. 2019). However, constraining the role of magnetic fields observationally is challenging as the magnetic fields themselves are invisible. Therefore we are forced to trace magnetic fields indirectly in observations. A powerful method for constraining the magnetic field structure is through polarization observations of thermal dust emission, at least at lower densities beyond \( \approx 100 \) AU from the star (Girart et al. 2006; Rao et al. 2009; Stephens et al. 2013; Qiu et al. 2014; Hull et al. 2014, 2017a; Sadavoy et al. 2019). At smaller radial distances from the star, dust grows in the disk to \( \geq 10 \) \( \mu \)m, and hence the polarization of dust grains is likely a result of self-scattering (Kataoka et al. 2015; Yang et al. 2016).

Kuffmeier et al. (2019) presented the first zoom-in simulations of the formation of a protostellar triple system, where the companions form with a wide separation of \( \approx 1000 \) AU in distance. In agreement with observations of such systems as the protostellar multiple IRAS 16293–2422 (Pineda et al. 2012; Jacobsen et al. 2018; van der Wiel et al. 2019), two of the protostellar companions are connected with transient bridge structures. In this paper we follow up on that work and analyze the magnetic properties of the forming triple system. Furthermore, we produce synthetic polarization maps using the radiative transfer code POLARIS\(^1\) (Reissl et al. 2016) to allow appropriate comparisons of the bridge in our model with observations.

Section 2 describes the magnetohydrodynamical (MHD) zoom-in simulations using the adaptive mesh refinement (AMR) code RAMSES and the postprocessing using the radiative transfer code POLARIS. The magnetic field structure associated with the prominent bridge-structure and the corresponding synthetic maps of polarized dust for different wavelengths are presented in Sect. 3. In Sect. 4 we discuss the limitations of our model and elaborate on the implications by comparing our results with observations. Section 5 presents a summary of the key results and the conclusions of this study.

### 2. Methods

#### 2.1. MHD zoom-in simulations

We carried out the MHD zoom-in simulations with a modified version of the AMR code RAMSES (Teyssier 2002; Fromang et al. 2006). A detailed description of the simulations can be found in Kuffmeier et al. (2016, 2017); we briefly summarize the main parameters of the zoom-in model here. The cubical box size of the GMC is \( (40 \) pc\(^3\)), and the cloud evolves for about 5 Myr with a highest resolution of 16 levels of refinement with respect to the box length, which corresponds to a minimum cell size of \( \Delta x = 2^{-16} \times 40 \) pc = 126 AU. The stars are modeled as sink particles, and we use an accretion recipe similar to that of Federrath et al. (2011), as explained in detail in Haugbølle et al. (2018). The turbulence in our box is driven by supernova explosions of type II from massive stars (Kuffmeier et al. 2016). At the end of their mass-dependent lifetime, energy is injected into the box at the location of the type II supernova explosion. To account for the thermodynamics in the GMC, we use heating and cooling tables that are based on models of Gnedin & Hollon (2012), who used CLOUDY models (Ferland et al. 1998) (optically thin cooling), as explained in Kuffmeier et al. (2017, 2019). To account for UV shielding of photoelectric heating at higher densities, the temperature is tapered down exponentially to \( T \approx 10 \) K for number densities \( n > 200 \) cm\(^{-3}\) (see also Padoan et al. 2016). As protostellar heating is ignored in our model, most of the gas in the densest regions is quasi-isothermal and cold.

For the zoom-in, we select individual stars that have accreted less than \( 2 \) \( M_\odot \) by the end of the simulation. For each zoom-in simulation, we run the simulation again from the snapshot prior to the formation of the selected sink and apply higher resolution in the region where this star forms, while the rest of the box is evolved at coarser resolution. We do not excise part of the box, but keep the full domain of \( (40 \) pc\(^3\)). In the case of the zoom-in simulation of the protostellar multiple in this paper, we used a minimum cell size of \( \Delta x \approx 2 \) AU until about \( t = 43 \) kyr, and then continued with a coarser resolution of \( \Delta x \approx 4 \) AU afterward. Generally, using the zoom-in method circumvents the simplified assumption of modeling a dense core as a collapsing sphere that is detached from the GMC environment. The zoom-in procedure provides adequate initial conditions of the dynamically evolving prestellar cores, and prevents assuming possibly ill-defined boundary conditions.

In this paper, we focus on the most prominent bridge-structure introduced in Kuffmeier et al. (2019) (see Fig. 1). At this snapshot, the primary protostar is \( \approx 70 \) kyr old and the secondary protostar is \( \approx 27 \) kyr old. At the time of its formation, the secondary protostar is located at a distance of \( \approx 1500 \) AU from the primary. Afterward, it migrates toward the primary, and the two protostars orbit each other with high eccentricities and a separation of \( \approx 100 \) AU at this time. The mass of the primary

---

\(^1\) [http://www1.astrophysik.uni-kiel.de/~polaris/](http://www1.astrophysik.uni-kiel.de/~polaris/)
is $=0.49 \, M_\odot$ and the secondary has a mass of $=0.25 \, M_\odot$. The blue star illustrates the location at which the third protostar forms 4 kyr after this snapshot.

### 2.2. Dust model

The dust in the interstellar medium (ISM) is canonically modeled by a dust mixture of 62.5% silicate and 37.5% graphite following a power-law size distribution of $N(a) \propto a^{-\beta}$ (Mathis et al. 1977; Li & Draine 2001). Within the ISM, the range of grain sizes is usually assumed to be between a minimum and maximum size cutoff of $a_{\text{min}} = 5 \, \text{nm}$ and $a_{\text{max}} = 250 \, \text{nm}$, where the quantity $a$ is the effective radius of a dust grain corresponding to a sphere of equivalent volume.

However, dust scattering models of circumstellar disks and protostellar sources suggest maximum grain sizes of about 50–300 $\mu$m (Kataoka et al. 2015, 2017; Hull et al. 2017a; Ueda et al. 2020). While studies based on the dust opacity index $\beta = (\log_{10} \kappa(\lambda_1) - \log_{10} \kappa(\lambda_2)) / (\log_{10} \lambda_1 - \log_{10} \lambda_2)$, originally suggested millimeter- to centimeter-sized grains, these grain sizes are expected to be erroneous because the studies ignored the scattering opacity (Lin et al. 2020; Liu 2019; Zhu et al. 2019). However, millimeter-sized grains are believed to play a role in shielding from line emission in disks.

A further complication is that the growth of the grains is a complex process, and the redistribution of the size distribution remains a field of ongoing research that has many unanswered questions (Ossenkopf & Henning 1994; Hoang et al. 2019; McKinnon et al. 2019; Kannan et al. 2020; Vogelsberger et al. 2020). We therefore applied a two-component dust model to distinguish between dense and ambient regions. Dense regions are defined by the threshold of the number density $n = 3 \times 10^7 \, \text{cm}^{-3}$ ($\rho_{\text{gas}} \approx 1.2 \times 10^{-16} \, \text{g cm}^{-3}$ for a mean molecular mass of $\mu = 2.37$). The maximum cutoff size is $a_{\text{max}} = 100 \, \mu$m in dense regions with a mixture of graphite and silicate of 1 : 1 and a power-law index of $q = 3.9$. For the surrounding, we assumed ISM conditions, but with an upper cutoff of $a_{\text{max}} = 6 \, \mu$m (see the review by Draine 2003). In detail, we assumed that grain growth takes place predominantly within the densest regions. We therefore chose the exact value of the density such that most of the large dust grains are located within these dense regions and not in the surrounding material. Consequently, the disks are more saturated with micrometer-sized grains and nanometer-sized grains are sparse. However, micrometer-sized grains are also assumed to be sparsely present within the bridge itself. For the dust-to-gas mass ratio we applied the canonical value of $\rho_{\text{dust}}/\rho_{\text{gas}} \approx 1\%$ for both components (Mathis et al. 1977; Bohlin et al. 1978). The field of measuring grain sizes is rapidly developing, therefore we also produced synthetic maps assuming an upper grain size of $a_{\text{max}} = 3 \, \mu$m for the dense regime. In Appendix A we show results for synthetic maps of emitted radiation, scattered radiation, polarization including radiative alignment torques (RATs), and perfect alignment for 53 $\mu$m, 214 $\mu$m, and 1.3 mm wavelength as based on an upper grain size of $a_{\text{max}} = 100 \, \mu$m (Fig. A.1) and $a_{\text{max}} = 3 \, \mu$m (Fig. A.2).

In Fig. 2 we show the resulting opacities $\kappa$ of extinction, absorption, and scattering for the dust components with an upper dust radius of $a_{\text{max}} = 6 \, \mu$m and $a_{\text{max}} = 100 \, \mu$m. The dust components have an opacity index $\beta$ of 0.8 and 1.3, respectively, which is typical for the natal environment of young stars (Lommen et al. 2007, 2009).

### 2.3. Synthetic simulations with the radiative transfer code POLARIS

To compare the MHD simulation with observations of dust polarization, we postprocessed the simulation data with the publicly available radiative transfer code POLARIS (Reissl et al. 2016). The code performs photon propagation by means of the Monte Carlo (MC) method and includes dust scattering and absorption considering various photon-emitting sources. To calculate the dust temperature and the grain alignment efficiency, polarization including radiative alignment torques (RATs), and perfect alignment for 53 $\mu$m, 214 $\mu$m, and 1.3 mm wavelength as based on an upper grain size of $a_{\text{max}} = 100 \, \mu$m (Fig. A.1) and $a_{\text{max}} = 3 \, \mu$m (Fig. A.2).
adopt the native grid structure of the RAMSES simulations. MC
runs that consider the full radiation field have a high cost in
memory. To avoid extensive memory use, we excised a subre-
gion in which the protostars form with a side length of about
$3.232 \times 10^5$ AU, which corresponds to an octree refinement level
of 13.

We considered as protostellar heating sources the prop-
erties of the protostars, which we call S1 and S2 hereafter.
We computed their temperature and radii based on the accre-
tion rates with the stellar evolution code MESA (Paxton et al.
2011). (For more details on using MESA for RAMSES simula-
tions, see Kuffmeier et al. 2018; Jensen & Haugbølle 2018).
The resulting effective temperatures and subsequent luminosities are
$T = 4776$ K and $L = 4.27 L_\odot$ for source S1 and $T = 4336$ K
and $L = 2.57 L_\odot$ for S2. In addition to the protostars, we
assumed a diffuse interstellar radiation field (ISRF) in order
to obtain realistic dust temperatures at larger distances from
the protostars. The ISRF uses a parameterization of the spec-
tral energy distribution (SED) as presented in Mathis et al.
(1983), which is typical for the ISM. To guarantee an optimal
signal-to-noise ratio, we performed the MC simulations with
3 $\times$ 10$^8$ photons per wavelength and source.

Using the dust as introduced in the previous section, we
ran the radiative transfer postprocessing with POLARIS for the
snapshots shown in Figs. 1, 3, and 4 as input to determine the radiation field. POLARIS assumes an energy equilibrium between
absorbed radiation and grain emission in order to calculate the dust temperature (Lucy 1999; Bjorkman & Wood 2001; Reissl
et al. 2016). Furthermore, knowing the radiation field allows
us to determine the efficiency of grain alignment according to
the RAT theory$^2$ (Lazarian & Hoang 2007; Hoang & Lazarian
2014). According to the RAT, irregular grains experience a net
torque when exposed to an anisotropic radiation field, and the
grains start to spin up with an angular velocity of $\omega_{\text{rad}}$. In order
to determine whether a grain may align with its minor princi-
pal axis with the magnetic field orientation, we must account for
random collisions with the gas. The latter process results in a
grain rotation with an angular velocity $\omega_{\text{gas}}$, whereas the direc-
tion of rotation remains randomized for each grain. A common
parameterization for a stable grain alignment is $\omega_{\text{rad}}^2/\omega_{\text{gas}}^2 > 3$
(see Hoang & Lazarian 2014, and references therein). This
parameterization enables us to calculate a characteristic grain-size
threshold $a_{\text{alg}}$ at which all paramagnetic grains may have a stable
alignment (Hoang & Lazarian 2014; Reissl et al. 2020).

A second criterion for alignment with the magnetic field
direction is related to the Larmor process timescale. This cri-
terion may prevent grains at the larger end of the size distribution
to randomize. However, within the MHD zoom-in simulation, we
have a field strength of up to 100 mG and grains can always align
as long as $a > a_{\text{alg}}$ (see Reissl et al. 2020, for details). We
also note that the paramagnetic properties of silicate and graphite
materials are different by about six orders of magnitude (see,
e.g., Draine 1996; Hoang et al. 2014). We therefore considered
the graphite to be randomized in our radiative transfer postpro-
cessing. In principle, the direction of grain alignment may also be
dominated by the radiation field, as reported by Lazarian &
Hoang (2007). However, such a change in direction typically
occurs only in close proximity of a star on scales of the innermost
$\sim 10$ AU (Lazarian & Hoang 2007; Tazaki et al. 2017). We did not
take this effect into account for our synthetic observations, where
we observe an object spanning thousands of AU.

Aligned dust grains may contribute to polarization in two dif-
ferent ways. For dichroic extinction, any background radiation is
most efficiently blocked by the grain in the direction of its major
principal axis. If the grain were aligned with its minor princi-
pal axis with the magnetic field orientation, the radiation would
become polarized along the field lines (see, e.g., Martin 1974).
For a wavelength where dust emission becomes relevant, the dust
grain preferentially emits thermal radiation along its major axis.
This means that the emitted radiation traces the magnetic field
orientation rotated by 90° (for details, we refer to Brauer et al.
2016, and references therein). POLARIS solves the radiative trans-
fer problem by simultaneously taking grain alignment, dichroic
extinction, and thermal emission into account (Reissl et al. 2016,
2020).

Finally, we created dust intensity and polarization maps with
POLARIS using two different modes. For pure dust extinction
and emission, we considered the dust grains to be oblate spheroids
with an aspect ratio of 1/2. For dust self-scattering processes,
we assumed spherical grains and applied the Mie scattering
theory, where we also considered multiple scattering events.$^3$
In this case, the polarization signal carries no information about
the magnetic field morphology. We assumed an object-observer dis-
tance of 120 pc (see Jacobsen et al. 2018, and references therein)
for the synthetic maps and smoothed them with a Gaussian beam
with a full width at half-maximum of 8″ $\times$ 8″, corresponding to
9.6 AU $\times$ 9.6 AU.

POLARIS delivers its results as a four-component Stokes vector
$S = (I, Q, U, V)^T$, where $I$ is the total intensity, $Q$ and
$U$ are the components of the linear polarization, and $V$ is the
circular polarization. Consequently, linear dust polarization is
completely described by the degree of polarization $P_{\text{frac}} =
(Q^2 + U^2)^{1/2}/I$ and its orientation angle $\phi_{\text{pol}} =
0.5 \arctan (-U/Q)$. We emphasize that this angle needs to
be rotated by 90° in the far-IR, submillimeter, and millimeter
wavelength regime in order to infer the magnetic field ori-
entation from the polarization signal. However, in the densest
regions, scattering might dominate the polarization angle.

3. Results

In this section, we present the properties associated with the
magnetic field in the bridge structure. Section 3.1 provides the
magnetic field properties as directly obtained from the MHD
simulation, and in Sect. 3.2 we present the results of the synthetic
observations.

3.1. Magnetic field structure

3.1.1. Magnetic tower around the primary and bipolar outflow

In Fig. 3, we show 3D visualizations of the density and the
strongest magnetic fields that are associated with the bridge
shown in Fig. 1 that was first presented in Kuffmeier et al. (2019),
seen along each of the three coordinate axes as lines of sight. We
used the visualization tool VAPOR (Clyne & Rast 2005; Clyne
et al. 2007) for the illustrations. We excised a cubical region of
$\approx 4100$ AU in length around the bridge. To show the structure
of the magnetic field, we used the bias function of flow lines in
VAPOR. The software computes $N \times 2^{36}$ field lines of which the
strongest or weakest $N$ are visualized for positive or negative bias

$^2$ A detailed description of the latest implementation of the RAT
alignment theory in POLARIS is outlined in Reissl et al. (2020).

$^3$ A code with a consistent treatment of scattering on nonspherical
dust grains that are partially aligned with the magnetic field direction
is not yet available. However, a paper providing information on this is
in preparation.
Fig. 3. Density distribution in the bridge and around forming protostars. The panels illustrate the density distribution and the pattern of the strong magnetic fields associated with the primary in the negative direction of the axes. The bridge is shown in the left panels along the x-axis, in the middle panels along the y-axis, and in the right panels along the z-axis. The orientation is also illustrated with the red, green, and blue axes (for the x, y, and z direction). To show the bridge more clearly, we only plot densities above $10^{-16}$ g cm$^{-3}$ and gradually increase the opacity of the gas from 0 to 100% for densities $\rho_{\text{gas}} > 10^{-14}$ g cm$^{-3}$. The illustration is based on a cubical box of 2048 AU in length around the center, computed as $(r_A + r_C)/2$ at the time of formation of the third companion $\approx 4$ kyr later.

Fig. 4. Left panel: contour shows the density above a threshold of $10^{-16}$ g cm$^{-3}$ in the bridge, and the flow lines correspond to the 100 weakest flow lines of $10^2 \times 2^{10}$ computed flow lines in the region of the bridge. Right panel: contour shows $|B|$ on an isosurface of density $10^{-16}$ g cm$^{-3}$.

3.1.2. Weakly magnetized bridge

Figure 4 illustrates the magnetic properties of the bridge in more detail. In the left panel, we show the density together with the magnetic field structure associated with the bridge. For this purpose, we visualized 100 flow lines by again using the bias function in VAPOR. Here, the bias was set to $b = -10$, such that the weakest $N = 100$ of $N \times 2^{10}$ computed flow lines are displayed. To emphasize the magnetization of the bridge, we map the magnetic field strength $|B|$ on an isosurface of the typical density in the bridge of $10^{-16}$ g cm$^{-3}$ in the right panel of Fig. 4. The visualizations show that the bridge is weakly magnetized, with a typical field strength of 1 to 2 mG, while the gas located closer to the protostars ($r < 100$ AU) is much more magnetized, with a field strength of $\gg 5$ mG (see Fig. 3).

3.1.3. Distribution of the B-field strength

Figure 5 shows the magnetic field strength $|B_{\text{rms}}|$ of cells located within 4000 AU from the primary over cell density. The color indicates the radial distance from the individual cells to the primary, and the plot shows a wide distribution of the field strength. As multiple cells can fall in the same bin of density $\rho$ and magnetic field strength $B$, a companion diagram in Appendix B (Fig. B.1) shows how many cells are located in each bin. We show the volume-averaged field strength per density bin. The overall trend of increasing field strength with increasing density in the vicinity of the primary protostar is consistent with flux-freezing. This means that the highest field-strengths occur at the highest densities close to the protostar. At lower densities $\rho < \sim 10^{-15}$, the profile is noticeably more shallow. Such a shallow profile at lower densities and a steeper $B-\rho$ relation at higher
densities is in good agreement with results from colliding-flow simulations presented in Fig. 2 of Chen et al. (2016a). The profile at lower densities indicates that gravity is subdominant at lower densities until the magnetic field has funneled enough material into dense filaments. The prestellar cores form in the filaments (André et al. 2010), and self-gravity of the gas becomes dominant, leading to a steeper $B \propto \rho$ relation as a result of flux-freezing. This profile is in good agreement with observations (Crutcher et al. 2010) and also with recent results by Kuznetsova et al. (2020).

For comparison, we also show the scaling of $B \propto \rho^{1/2}$, where $\xi$ is a characteristic parameter typically in the range of $\frac{1}{2}$ and 2 that is expected for the collapse of an isolated sphere (Hennebelle & Fromang 2008; Masson et al. 2016). As the protostar is embedded in a turbulent filamentary environment and does not form from a collapsing isolated symmetrical core, there is significant scatter in the magnetic field strength at given density and no distinct narrow distribution along neither of the lines at this stage (for a discussion of the observed large spreads in magnetic field strength, see Crutcher 2012). The maximum field strength in the model occurs close to the primary protostar, and it is $\approx 0.1 \, \text{G}$, which is similar to the upper limit determined for protostellar collapse with ambipolar diffusion (Hennebelle et al. 2016). Masson et al. (2016) showed that in core-collapse simulations without turbulence and when the equations of ideal MHD are solved, the magnetic field strength rises to values of $>1 \, \text{G}$ at densities $\rho_{\text{gas}} > 10^{-15} \, \text{g/cm}^3$, while the field strength reaches a plateau value of $=0.1 \, \text{G}$ at most when ambipolar diffusion is accounted for.

The field strength is not as high in our simulation because the field is quenched as a result of the limited resolution for a minimum cell size of 4 AU, and turbulence hampers the pile-up of the magnetic field in our model, similar to the recent results by Guszejnov et al. (2020). If we resolved the vicinity of the young star in more detail, we would reach higher densities and higher magnetic field strengths as a consequence of flux-freezing. However, considering the low levels of ionization on these scales, field strength of $|B| > 0.1 \, \text{G}$ are unrealistic on radial distances in the range of $10 \, \text{AU} \lesssim r \lesssim 0.1 \, \text{AU}$ from the individual protostars as shown in non-ideal MHD simulations (e.g., Tsukamoto et al. 2015; Masson et al. 2016; Vaytet et al. 2018).

### 3.2. Synthetic dust-polarization maps

#### 3.2.1. Dust emission and polarization

Figure 6 illustrates the dust emission map of the natal structure of the bridge that connects the forming tertiary protostar (location: $x \approx -500 \, \text{AU}$, $y \approx 1500 \, \text{AU}$) with the secondary (location: $x \approx -1250 \, \text{AU}$, $y \approx -1100 \, \text{AU}$) along the $z$-axis. The upper panels show the Stokes $I$ component of the 1.3 mm dust emission, and the lower panels show the linear dust polarization $P_{\text{lin}}$. The panels on the left-hand side correspond to the case of RAT grain alignment, and the plots on the right show the scenario where all grain sizes are perfectly aligned. The length and orientation of the cyan pseudovectors show the alignment and polarization degree of the dust emission. To allow a more direct comparison with the $B$ field, the displayed pseudovectors are rotated by 90° with respect to the orientation of the grains.

The density enhancement in the bridge also correlates with a higher intensity measured by the Stokes $I$ component. Considering the orientation of the dust grains, we find a pattern that is consistent with the projected morphology of the toroidal magnetic field lines associated with the bridge (see Fig. 4).

When we compare the scenarios of RAT alignment with perfect alignment (all grain sizes are aligned), the orientation angle $\phi_{\text{pol}}$ of the dust grains is virtually unaffected. However, the relative degree of dust polarization is typically lower for high column densities when RAT is accounted for. The relative difference in polarization between the two scenarios is even more pronounced inside the bridge. The lower panels of Fig. 6 show that we would expect a maximum polarization fraction of $P_{\text{lin}}$ of up to 30% in the bridge for the case of perfect alignment, but only up to 10% when the RAT effect is accounted for, which is expected from theory at these spatial scales. In detail, the RAT alignment and the subsequent polarization increase with a larger radiation field and decreases with higher densities. As shown in Fig. 6, the dust polarization with RATs shows no particular response to the presence of $S_1$ and $S_2$ in the disk. The RATs seem to be driven by the ISRF and the density alone, but not by the local radiation field of the protostars. Because the polarization fraction from RATs is substantially smaller than perfect alignment, this would indicate that grains are significantly more randomized toward the denser regions. This would explain the lower degree of polarization for RAT alignment within the vicinity of the protostars and the bridge compared to perfect alignment.

#### 3.2.2. Dust self-scattering

The polarization of dust grains may not be exclusively caused by the magnetic field, but also by self-scattering of large dust grains. Especially, the dust polarization on scales $|\mathbf{B}| > 0.1 \, \text{G}$ is quenched as a result of the limited resolution for a minimum cell size of 4 AU, and turbulence hampers the pile-up of the magnetic field in our model, similar to the recent results by Guszejnov et al. (2020). If we resolved the vicinity of the young star in more detail, we would reach higher densities and higher magnetic field strengths as a consequence of flux-freezing. However, considering the low levels of ionization on these scales, field strength of $|\mathbf{B}| > 0.1 \, \text{G}$ are unrealistic on radial distances in the range of $10 \, \text{AU} \lesssim r \lesssim 0.1 \, \text{AU}$ from the individual protostars as shown in non-ideal MHD simulations (e.g., Tsukamoto et al. 2015; Masson et al. 2016; Vaytet et al. 2018).
The right panel in Fig. 7 also demonstrates that the relative radiation due to self-scattering is highest in the vicinity of the forming protostars. Compared to the radiation that is induced by dust emission, radiation from self-scattering is only a minor contributor at 1.3 mm wavelength. Self-scattering is only responsible for <1% of the polarization in the bridge, and even in the vicinity of the protostars, it only contributes ~10% at most to the polarized emission at 1.3 mm.

3.2.3. Polarization-intensity dependences

Numerous observations of cores in the submillimeter regime show a significant depolarization in the most luminous regions (Henning et al. 2001; Wolf et al. 2003; Gonçalves et al. 2005; Brauer et al. 2016). This (anti)correlation is commonly fitted by the polarization-intensity (PI) relation $P_{\text{frac}} \propto I^n$ (Henning et al. 2001). In this section we investigate how the polarization in distinct regions behaves dependent on the different mechanisms of dust polarization. We plot the PI for a wavelength of 1.3 mm considering the cases of RATs, the combined intensity using RATs and self-scattering, and perfect alignment. The resulting PI relations for the these regions (marked, e.g., in Fig. 6) are shown in Fig. 8. We determined the slope $n$ with a least-squares fit in log-space. When the PI is plotted for the entire map, the value of $n$ for the combined intensity of the polarization $P_{\text{frac}}$ is slightly higher than that of RAT alignment, demonstrating a minor contribution of scattered radiation to the total polarization at 1.3 mm. In perfect alignment, the PI relation is completely lost. When we compare the values of the degree to those derived from real polarization measurements, we have to take the limited dynamic range (concerning the intensity) and the minimum reliable polarization degree (typically a few 0.1%) into account. Consequently, the observed degree is dominated by the densest, that is, (sub-)millimeter brightest regions.

In the bridge alone, all three polarization cases barely depend on intensity. However, for the case of perfect alignment, the

---

**Fig. 6.** Top row: Stokes $I$ component of the 1.3 mm dust emission considering RAT grain alignment (left) in comparison with perfect alignment (right). White contours show the logarithmic column density, while the length and orientation of the pseudovectors represent the degree and angle of the linear dust polarization. The polarization vectors are rotated by 90° to match the actual magnetic field direction. The area of the bridge structure is enclosed by purple lines, while the natal structures that harbor the primary and secondary (D1) are shown in yellow and the natal structure of the tertiary (D2) is plotted in green. The borders follow the contour line of $I = 4.24$ mJy beam$^{-1}$. Bottom row: same as the top row, but the color-scale now shows the polarized fraction, $P_{\text{frac}}$. 
Fig. 7. **Left panel**: Stokes I and the polarization result considering dust self-scattering at 1.3 mm only. **Right panel**: logarithmic ratio of scattered radiation $I_{\text{scat}}$ to the emitted radiation $I_{\text{em}}$ corresponding to the intensity maps shown in Fig. 6 and on the left side.

Fig. 8. PI relation at a wavelength of 1.3 mm for the entire dust emission map (**top left**) shown in Fig. 6 and the regions of the bridge (**top right**), D1 (**bottom left**), and D2 (**bottom right**). We compare the fitted trends of the PI relation $P_{\text{frac}} \propto I^\alpha$ for the cases of RAT alignment (long-dashed red), RAT plus scattering (solid blue), and perfect grain alignment (short-dashed black). The gray-scaled counts represent the pixels of the maps in Fig. 6 considering only RAT alignment.
degree of polarization is roughly ten times higher than in the other two cases.

For dense cores, the slope $\alpha$ is typically 0.5–1.5 (Henning et al. 2001; Matthews & Wilson 2002). We see this behavior also for the regions D1 and D2. Here, the exception is the case of perfect alignment, which even shows a slightly positive slope for D1 and the bridge. We note that the exact value of $\alpha$ strongly depends on the upper grain size $d_{\text{max}}$. Because we introduced grains up to 100 $\mu$m into the denser regions, we can always expect some aligned grains with $a > d_{\text{max}}$ (see Sect. 2.3), and subsequently, some polarization, even though the radiation field may not fully penetrate these regions. A steeper slope may be achieved by considering smaller grains.

We note that we did not account for a possible detection limit of polarization in Fig. 8. However, the trends we show are rather robust even if we were to limit our analysis to a hypothetical detection limit of $P_{\text{frac}} > 1\%$.

### 3.2.4. Multiwavelength dust polarimetry

In order to evaluate the detectability of the magnetic field geometry, we created a series of synthetic observations for 53 $\mu$m, 89 $\mu$m, 154 $\mu$m, 214 $\mu$m, 550 $\mu$m, 880 $\mu$m, and 1.3 mm, which is typical for instruments such as the High-resolution Airborne Wideband Camera Plus (HAWC+) at the Stratospheric Observatory for Infrared Astronomy (SOFIA; Dowell et al. 2010; Harper et al. 2018), Herschel (Pilbratt et al. 2010; Rodenhaus et al. 2012), the SubMillimeter Array (SMA; Ho et al. 2004; Marrone & Rao 2008), or the Atacama Large (sub-) Millimeter Array (ALMA; Brown et al. 2004). Fig. 9 shows the ratio of scattered $I_{\text{scat}}$ to emitted radiation $I_{\text{em}}$. For a wavelength of 89 $\mu$m, all three cases show a similar intensity ratio $I_{\text{scat}}/I_{\text{em}}$. We note that the relative angles may also be analyzed by means of the histogram of relative orientation (HRO) technique (Solér et al. 2013) or the projected Rayleigh statistic (PRS; Jow et al. 2018). These statistical techniques quantify the relative angles purely dependent on column density. However, in this paper we intend to provide some comparison of distinct regions similar to the observations presented in Sadavoy et al. (2018). We emphasize that the exact choice of data representation does not affect the conclusions drawn in the following sections.

In Fig. 12 we consider the three cases of RAT alignment, RAT alignment and self-scattering combined, and perfect alignment. The analyzed regions D1, D2, and the bridge are marked in Fig. 6. For 1.3 mm observations, all three cases show a similar intensity ratio $I_{\text{scat}}/I_{\text{em}}$. We present these trends more systematically in Fig. 10. Here, we show the range of polarization caused by RATs, perfect alignment, and scattering as a function of wavelength. Yet again, we evaluated the polarization for the entire map, the bridge, and regions D1 and D2 separately. In all regions we see comparable trends, where perfect alignment tends to overestimate the degree of polarization. From the near-IR to the millimeter regime of wavelengths, the polarization is governed by RATs but scattering contributes only marginally, except for the densest regions. We strongly emphasize that because polarization is caused by RAT-aligned grains we cannot infer whether emission or dichroic extinction is most dominant. This needs to be evaluated separately (see below). In the different regions, scattering starts to considerably affect the polarization pattern between 100 $\mu$m and 200 $\mu$m. This becomes more obvious in Fig. 11 where we show the ratio $I_{\text{scat}}/I_{\text{em}}$, and the optical depth $\tau_1$ over wavelength. In the millimeter regime, only region D2 is partly optically thick and emission is mostly due to aligned dust grains. At 200 $\mu$m, most of the regions start to become optically thick. Consequently, scattering or dichroic extinction contributes most to the polarization signal.

### 3.2.5. Angle between the intensity gradient and magnetic field

Analogously to Fig. 7 in Sadavoy et al. (2018), Fig. 12 shows the difference $\Delta \phi = |\phi_{\text{pol}} - \phi_{\text{he}}|$ between the angle $\phi_{\text{he}}$ of the intensity gradient and the projected magnetic field direction $\phi_{\text{pol}}$ inferred from the synthetic dust maps at 89 $\mu$m and 1.3 mm. We note that the relative angles may also be analyzed by means of the histogram of relative orientation (HRO) technique (Solér et al. 2013) or the projected Rayleigh statistic (PRS; Jow et al. 2018). These statistical techniques quantify the relative angles purely dependent on column density. However, in this paper we intend to provide some comparison of distinct regions similar to the observations presented in Sadavoy et al. (2018). We emphasize that the exact choice of data representation does not affect the conclusions drawn in the following sections.

In Fig. 12 we consider the three cases of RAT alignment, RAT alignment and self-scattering combined, and perfect alignment. The analyzed regions D1, D2, and the bridge are marked in Fig. 6. For 1.3 mm observations, all three cases show a similar intensity ratio $I_{\text{scat}}/I_{\text{em}}$. We present these trends more systematically in Fig. 10. Here, we show the range of polarization caused by RATs, perfect alignment, and scattering as a function of wavelength. Yet again, we evaluated the polarization for the entire map, the bridge, and regions D1 and D2 separately. In all regions we see comparable trends, where perfect alignment tends to overestimate the degree of polarization. From the near-IR to the millimeter regime of wavelengths, the polarization is governed by RATs but scattering contributes only marginally, except for the densest regions. We strongly emphasize that because polarization is caused by RAT-aligned grains we cannot infer whether emission or dichroic extinction is most dominant. This needs to be evaluated separately (see below). In the different regions, scattering starts to considerably affect the polarization pattern between 100 $\mu$m and 200 $\mu$m. This becomes more obvious in Fig. 11 where we show the ratio $I_{\text{scat}}/I_{\text{em}}$, and the optical depth $\tau_1$ over wavelength. In the millimeter regime, only region D2 is partly optically thick and emission is mostly due to aligned dust grains. At 200 $\mu$m, most of the regions start to become optically thick. Consequently, scattering or dichroic extinction contributes most to the polarization signal.
Fig. 10. Degree of linear polarization $P_{\text{pol}}$ dependent on wavelength assuming RAT-aligned grains (long-dashed red), perfect alignment (short-dashed black), and scattering (solid blue) for the entire maps of intensity $I$ (top left) shown in Figs. 6 and 7, together with the bridge (top right) and the regions D1 (bottom left) and D2 (bottom right). The lines represent the average values of the entire region, while the corresponding shaded areas indicate the range between maximum and minimum values.

Fig. 11. Left panel: wavelength-dependent ratio of scattered intensity $I_{\text{scat}}$ to emitted intensity $I_{\text{em}}$ of the entire map (dash-dotted yellow) shown in Fig. 6 assuming RAT alignment in comparison with the regions D1 (solid blue), D2 (short-dashed green), and the bridge structure (long-dashed red). Right panel: same as the right panel, but for the optical depth $\tau_\lambda$.

Pattern. Altogether, $\Delta \phi$ is rather evenly distributed, with a slight bulge toward $\Delta \phi = 0^\circ$. This is consistent with the winding of the magnetic field lines that is associated with the bipolar outflows. This means that intensity gradient and dust polarization are not clearly correlated. D2 and the bridge in turn show an aggregation of $\Delta \phi$ close to $15^\circ$. We speculate that the peaks correspond to the increase in intensity from the surrounding area toward the center, where the magnetic field has a relatively strongly ordered component throughout D2 and the bridge region (see Fig. 4).

A comparison of the three cases of dust polarization (RAT alignment, self-scattering, and perfect alignment) with each other shows that when we consider RATs with or without the
effects of self-scattering, the amplitudes of the angle distribution are changed only marginally, while the general pattern is almost identical. The angle distribution corresponding only to perfect alignment is similar to the other two curves, but with a higher amplitude. However, these differences are only minor and indicate that the assumption of perfect alignment of dust grains in the millimeter regime allows us to draw conclusions about the magnetic field structure in disk and bridge-like structures.

The observations at 89 μm draw a vastly different picture than the observations at 1.3 mm. The distributions of the angular difference Δθ of each polarization mechanism no longer show a consistent trend within the distinct region. The most physical dust polarization model is represented by the case of RATs plus scattering, but the polarization pattern no longer allows us to infer any information about the magnetic field orientation. This is because the contribution of scattering, dichroic extinction, and thermal emission are on the same order at 89 μm. We also note that the trends for the perfect alignment case are almost identical at 89 μm and 1.3 mm. Dust polarization modeling assuming perfect alignment seems to fail for wavelengths ≤200 μm.

4. Discussion

4.1. Asymmetric outflows

As pointed out in the description of Fig. 3, the magnetic fields cause a bipolar outflow from the primary protostar. Following the primary protostar during its evolution, we find that outflows are launched intermittently, while the outflow direction evolves dynamically. Evolving outflow directions have been observed for instance for L1157, where the outflow is precessing (Tafalla et al. 2015; Podio et al. 2016). Considering the direction of the bipolar outflow, we find that the outflows are usually asymmetric, which is consistent with the perturbations of the prestellar core in the turbulent birth environment. Although asymmetric outflows disagree with predictions from symmetrical core-collapse models with an initial alignment of angular momentum and magnetic field vector (e.g., Matsumoto & Tomisaka 2004; Banerjee & Pudritz 2006), asymmetric outflows are consistent with observations of Class 0 objects such as Serpens SMM1-a and b (Hull et al. 2016; Le Rouellec et al. 2019), or OMC-3 MMS 6 (Takahashi et al. 2019), as well as several sources in Perseus (Stephens et al. 2018, 2019). Asymmetric outflows have also been observed for multiple Class II objects, such as jets associated with DG Tauri B (Mundt et al. 1987; Podio et al. 2011), RW Aur (Hamann 1994; Hirahata et al. 1994), AS 353 A (Hamann 1994), L1551-IRS 5 (Mundt et al. 1991), DO Tau (Hirth et al. 1997), or Haro 6-5 B (Mundt et al. 1991).

Machida et al. (2020) recently studied the properties of outflows in an initial setup of different angles between magnetic field lines and rotational axis. They found similar outflow asymmetries for initially misaligned cases. Our zoom-in models demonstrate that turbulence in GMCs can in fact cause such deviations from symmetry of prestellar cores and thereby affect the accretion process of forming protostars. Moreover, we know from our previous models (Kuffmeier et al. 2017) that outflows launched around stars that form from the collapse of more isolated prestellar cores tend to be more symmetric than outflows associated with more embedded protostars such as the protostellar multiple system studied in this paper. Asymmetric bipolar outflows are therefore a direct consequence of star formation in locations of GMCs with complex inhomogeneous velocity patterns.

4.2. Ideal MHD limit

Theory (Hennebelle et al. 2016) and nonideal MHD simulations (Tsukamoto et al. 2015; Masson et al. 2016; Vayet et al. 2018) suggest a characteristic plateau value of ~0.1 G for the initial collapse phase of a single protostar as a consequence of ambipolar diffusion, considering ionization rates of ~10^{-17} s^{-1}. Because only a few cells exceed the plateau value of 0.1 G (see...
Fig. 5), we are confident that accounting for ambipolar diffusion would change the properties of the bridge and the corresponding formation of the protostellar multiple marginally at most. However, resolving the disk and its inner physical properties requires higher refinement. Modeling the disk around the primary with high enough resolution requires studying the structure of the disk and therefore requires incorporating ambipolar diffusion, considering a moderate level of the ionization fraction due to cosmic rays with ionization rates of $10^{-17}$–$10^{-16}$ s$^{-1}$ (Caselli et al. 1998; Padovani et al. 2018). For a detailed model with nonideal MHD, we would also need to account for effects of the grain size distribution on the resistivities that dominate on radial distances of $r \lesssim 10$ AU (Zhao et al. 2018). Moreover, we consider a different physical state in this study compared to the early-collapse phase of a single star with a multiple system in which the primary protostar is 70 kyr old, the secondary is 27 kyr old, and the tertiary protostar forms about 4 kyr after the snapshot that is analyzed. For a study investigating synthetic maps of polarized dust continuum emission based on spherical collapse simulations that account for nonideal MHD, we refer to Valdivia et al. (2019).

4.3. Bridge formation

The differences in magnetization shown in Fig. 4 cannot solely be explained by flux-freezing in a $|\mathbf{B}| \propto \rho_{\text{gas}}^{1/2}$ manner because the differences in $|\mathbf{B}|$ shown in the right panel correspond to the same constant density. As shown in Fig. 3, the strongest field lines do not correlate with the bridge. Figure 4 shows that the bridge is weakly magnetized compared to the gas of equal density located at smaller radial distances of $r \lesssim 100$ AU from the forming protostars.

Previous analyses of colliding flows in 3D setups (Chen & Ostriker 2015; Chen et al. 2016a, 2019) that used the ATHENA code (Stone et al. 2008) showed the formation of dense filamentary structures as a consequence of gas collisions. Similarly, the bridge-structures in our model emerge on a smaller scale as a result of colliding flows, leading to the compression of an initially larger filament, as first described in Kuffmeier et al. (2019).

To quantify the comparison of the flow to the magnetic field, we computed the average Alfvenic Mach number $M_A = |v|/|v_A|$ in a region within 4000 AU from the center of mass of the primary and secondary protostar. The velocity $v$ was computed relative to the velocity of the mass-weighted velocity of the binary star, and the Alfvén velocity was defined as $v_A = B/\sqrt{\mu_0 \rho_{\text{gas}}}$. As the speed of the gas in the region is predominantly super-Alfvénic (the mass-weighted average is $M_A \approx 5.3$ and the volume-weighted average is $M_A \approx 2.2$), we conclude that the formation of such bridges is driven by the gas dynamics. The field lines are dragged along with the gas motion, but do not provide substantial magnetic support.

4.4. Density and magnetic field strength in the bridge compared to observations

Our model shows that the typical density in the bridge is $\rho_{\text{gas}} \approx 10^{-16}$ g cm$^{-3}$. When we assume a mean molecular weight of 2.8 (Kauffmann et al. 2008), $\rho_{\text{gas}}$ corresponds to a number density of $n_b = 2.1 \times 10^{3}$ cm$^{-3}$ (van der Wiel et al. 2019) carried out radiative transfer models accounting for dust continuum and gas molecular line tracers in the bridge of IRAS 16293–2422. Based on their study, they expect the number density in the bridge of IRAS 16293–2422 to be typically in the range of $4 \times 10^{3}$ cm$^{-3}$ and $3 \times 10^{5}$ cm$^{-3}$. $n_b$ is in good agreement with this estimate, and van der Wiel et al. (2019) also reported higher peak number densities in the bridge of $7.5 \times 10^{4}$ cm$^{-3}$, which is consistent with the densest parts in the synthetic bridge.

In our synthetic bridge, we determined the typical magnetic field strength to be in the range of 1–2 mG. Using the Davis-Chandrasekhar-Fermi method (Davis & Greenstein 1951; Chandrasekhar & Fermi 1953), Sadavoy et al. (2018) determined the magnetic field strength in IRAS 16293–2422 to be in the range of $23–78$ mG, which is significantly higher than the field strength in our model. The magnetic field strength is based on the assumption of a typical number density of $5.6 \times 10^{4}$ cm$^{-3}$ for the bridge, which is more than an order of magnitude 10 higher than $n_b$. However, Sadavoy et al. (2018) acknowledged that the density may well be overestimated using only a modified blackbody function (Eq. (7) in their paper) given the uncertainties on the grain size distribution, the dust temperature, and the dust-to-gas ratio. van der Wiel et al. (2019) argued that the density is in fact lower than $10^{6}$ cm$^{-3}$ because high-density tracers such as o-H$_2$CO 5$_{1,3}$–4$_{1,4}$ (critical density of $7.5 \times 10^{7}$ cm$^{-3}$) or H$_2$ CN 4–3 (critical density of $1.2 \times 10^{4}$ cm$^{-3}$) are not detected. Sadavoy et al. (2018) pointed out that when a lower number density of $3 \times 10^{3}$ cm$^{-3}$ were assumed, the field strength would be expected to be about 6–20 mG, which is only a factor of a few more than the field strength in our model. The analysis therefore suggests that the environment, in particular the bridge structure, of IRAS 16293–2422 is more magnetized by a factor of a few than the protostellar multiple considered in the model.

A higher magnetization of IRAS 16293–2422 than in the model is also consistent with a smoother pattern of the polarization vectors in IRAS 16293–2422. For the lower magnetic field strength in the model, the turbulent motions that cause the formation of the bridge can more easily drag the magnetic field lines with them, and hence lead to the more perturbed polarization pattern in the bridge of the model compared to the more magnetized region in IRAS 16293–2422. Furthermore, we speculate that IRAS 16293–2422 is in general more magnetized than other sources of similar age that show a weaker and more chaotic pattern of dust polarization, as suggested by Sadavoy et al. (2019). This interpretation is also in agreement with the polarization pattern obtained in models by Hull et al. (2017b), where the polarization pattern becomes more regular for increasing levels of magnetization (see Fig. 2 in their paper).

Recently, other studies have emphasized the difference in polarization fraction depending on the orientation of the mean magnetic field with respect to the viewing angle of the observer (King et al. 2018). In this study, we predominantly analyzed the bridge along one line of sight, motivated by the resemblance of the structure with IRAS 16293–2422 when seen from this viewing angle. In our synthetic observation, the polarization pattern and fraction also depends on the viewing angle. However, the magnetic field structure in the bridge is generally more perturbed and toroidal (as illustrated in Fig. 4) than in more idealized parameter studies. This shows that the viewing angle only mildly affects the polarization fraction in the bridge, although the bridge structure becomes less visible when seen from an angle along the elongation.

4.5. Origin of dust polarization

The degree of polarization for IRAS 16293–2422 reported in Sadavoy et al. (2018) may reach peak values of more than 20% near source B at 1.3 mm wavelength. This is somewhat higher
than the peak polarization of 8% we find around the protostars and the bridge in our synthetic observations when RATSs and self-scattering are included. One factor may be a difference in the radiation field. The models of Jacobsen et al. (2018) suggest sources with luminosities up to 18 $L_\odot$ within IRAS 16293–2422, whereas sources S1 and S2 have only $2.54-4.27 L_\odot$. However, POLARIS runs with higher luminosities reveal that the radiation field is still dominated by the ISRF alone because S1 and S2 are embedded in dense core-like structures. By evaluating the 3D dust temperature distribution and the intensity maps presented in this paper, we estimate that the range of influence of S1 and S2 is between 50–200 AU.

Perfect grain alignment would in turn overestimate the degree of polarization. This finding concerning grain alignment is consistent with the parsec-scale synthetic radiative transfer observations of the ISM presented in Seifried et al. (2019) and Reissl et al. (2020). Because it is known that under realistic conditions, grains are not perfectly aligned, previous models have typically accounted for the imperfection by multiplying the degree of polarization with an efficiency factor of about 0.1 to 0.2, which is introduced as h as a proxy to match observations (e.g., Fiege & Pudritz 2000). However, by solving the underlying equation of grain alignment, POLARIS consistently accounts for the efficiency of grain alignment. To ensure an appropriate comparison of perfect alignment to the effects of RATSs, we assumed 100% efficiency in the perfect alignment scenario. Because of the higher estimated degree of polarization, perfect alignment would violate the PI relation, that is, depolarization towards high-density regions. King et al. (2018) reported that the perfect alignment case (or “homogeneous grain alignment” in their nomenclature) cannot reproduce the correlation between column density and polarization. King et al. (2018) highlighted the importance of properly treating grain alignment physics in modeling synthetic observations. Corrections for mimicking RAT alignment were later investigated in King et al. (2019) without invoking the full complexity of RAT physics.

We note a somewhat lower polarization fraction in our synthetic observations than in the observations of the ISM presented in IRAS 16293–2422 system (see section above). We attribute the difference in polarization to higher magnetization in IRAS 16293–2422. Because our bridge is less magnetized than IRAS 16293–2422, it shows a lower resistance to perturbations. Consequently, we have more twisted magnetic field lines in the bridge, and they are even more twisted in the vicinity of the stars on scales $\lesssim 100$ AU from the individual sources. The huge effect of twisted magnetic field lines on the polarization was demonstrated in Reissl et al. (2020) by comparing synthetic dust observations of regular and irregular fields. Hence, the emission may become depolarized along its way to the observer, leading to the overall lower degree of polarization. Moreover, polarization fractions of a few up to $\sim 10\%$ are in agreement with observations by Galametz et al. (2018), who used the SMA for envelopes of 12 Class 0 objects.

The synthetic observations at 1.3 mm wavelength show that self-scattering causes additional radiation toward the observer mostly from the dense regions around the protostars. For most of the simulation domain, we find dust temperatures $T_{\text{dust}}$ of about 6–18 K. The emission in sources S1 and S2 with their effective temperatures $T_e$ of 4776 K and 4336 K, respectively, peaks at about 600 nm, and this emission would be $\sim\!450$ times higher than the 1.3 mm dust emission for $T_{\text{dust}} = 15$ K. However, this stellar radiation is well shielded by the dense envelope in which S1 and S2 are embedded. This means that most of the radiation shown in Fig. 7 is due to dust self-scattering from the interstellar radiation field. Scattering of stellar radiation on dust is only dominant within radial distances of a few AU from the individual sources. However, compared to polarized dust emission, self-scattering is not the dominant factor of polarization in our synthetic observations.

This contradicts the finding reported in Sadavoy et al. (2018) that the polarization in the disk associated with source B in IRAS 16293–2422 is mostly due to self-scattering. However, this may not be universally true. The multiwavelength study of HL Tau by Stephens et al. (2017) suggests wavelength-dependent transitions between regimes where distinct polarization mechanisms may become dominant. We note that such transitions would also be highly dependent on the grain properties. Determining the exact boundaries of parameters where aligned dust grains may trace the magnetic field lines is beyond the scope of this paper. For the time being, studies like that of Stephens et al. (2017) raise serious doubts about the reliability of dust for inferring the magnetic field geometry on scales $\lesssim 100$ AU from individual stars. In disks, it can be particularly misleading to us dust polarization at these low wavelengths as a tracer for the magnetic field structure, as was shown by Kataoka et al. (2015).

### 4.6. Ideal observational conditions

The importance of considering dichroic extinction and thermal emission simultaneously in multiwavelength observations has been emphasized in Reissl et al. (2014, 2016, 2017). In particular, Reissl et al. (2014) presented a simple criterion for estimating the transition regime between dichroic extinction and emission. When the quantities $\tau_\lambda = \rho_{\text{dust}}\ell \times k_{\lambda}$ and $\Delta\tau_\lambda = \rho_{\text{dust}}\ell \times \Delta k_{\lambda}$ are introduced, the inequality $1 \leq \tau_\lambda \tanh^{-1}(\Delta\tau_\lambda/\tau_\lambda)$ indicates where emission (>) and extinction (<) become dominant. Here, $\Delta k_{\lambda}$ is the difference of extinction along the major and minor principal axis of a nonspherical dust grain. A similar relation for fluxes instead of optical depth was discussed in Brauer et al. (2016). However, the inequality assumes that the dust density $\rho_{\text{dust}}$ is constant along the path $\ell$. The corresponding regimes are shown in Fig. 2 for the two considered dust components assuming a constant product of $\rho_{\text{dust}} \times \ell$. We note that this inequality just estimated the most dominant mechanism. It does not imply that other mechanisms may not also contribute to polarization. Furthermore, for any complex model, the inequality may change its sign multiple times along a single line of sight. The exact polarization vector may therefore only be determined by a radiative transfer simulation.

Altogether, polarization vectors already start to rotate for a wavelength of 200 $\mu$m for our particular MHD simulation. This is consistent with the synthetic observations of a molecular outflow presented in Reissl et al. (2017). However, this case study did not include scattering. In this paper we quantified that for wavelengths $<200$ $\mu$m, scattering increasingly contributes to polarization, while for $>500$ $\mu$m, the polarization is completely due to emission. Consequently, the polarization pattern remains stable. Hence, the magnetic field structure can best be probed in the far-IR to millimeter regime. Neither the SOFIA/HAWC+ bands nor the lower Herschel bands seem to be suitable for this task.

First and foremost, this result emphasizes the importance of a realistic dust polarization modeling for an accurate prediction of polarimetric observations. Especially at low wavelengths, modeling the structure based on a simplified alignment assumption may lead to fundamentally incorrect conclusions about the magnetic field structure.
5. Conclusion

We have investigated the magnetic properties of a bridge-like structure that is associated with the formation of a protostellar triple system in an MHD zoom-in simulation. To compare our results with observations, we postprocessed the simulation data with the radiative transfer code POLARIS to produce synthetic dust polarization maps. We determined the density of the bridge to a typical value of $\rho_{\text{gas}} \sim 10^{-16} \text{g cm}^{-3}$, corresponding to a number density $n_{\text{H}}$ in the range of 2 to $3 \times 10^3$ cm$^{-3}$. This density agrees well with estimates for the density in observed bridge-like structures, such as the protostellar multiple system IRAS 16293–2422 (van der Wiel et al. 2019). We find that the bridge in our model is only weakly magnetized with 1 to 2 mG, while in the vicinity of the forming protostars, field strengths are rising to $\sim 100$ mG, which is consistent with flux-freezing. The magnetic field in the bridge has an elongated toroidal morphology that is nonuniform because the sources are embedded in a turbulent environment of the GMC. The results indicate that the bridge in IRAS 16293–2422 is more magnetized than the bridge in our model. Therefore the polarization pattern is smoother in IRAS 16293–2422 because the magnetic field lines provide more resistance to perturbations than the more weakly magnetized case of our model.

When we consider that the bridge structure in our model has a similar density to the structure in IRAS 16293–2422, but most likely a different magnetization, this emphasizes that transient bridge structures are primarily a result of larger-scale colliding flows that are caused by turbulence in GMCs. Apparently, the magnetic field is dynamically unimportant for the formation of these structures. However, magnetic fields play an important role on smaller scales because they are responsible for the magnetic braking of disks and for the launching of bipolar outflows. Although we only marginally resolved the outflows in the model, our results show that asymmetric bipolar outflows such as are observed for Serpens SMM1-a and b, or OMC-3 MMS 6, are launched during embedded star formation in the more complex environments of GMCs.

For observations at larger wavelength ($\gtrsim 200 \mu$m, i.e., SMA and ALMA bands), we find that assuming perfect alignment is a good approximation for estimating the orientation of the magnetic field on scales of $\sim 100$ to $\sim 1000$ AU from the protostars. However, the synthetic observations demonstrate that compared to the scenarios that account for RATs, assuming only perfect alignment leads to an overestimate of the polarization fraction of a factor of 2–3. Especially accounting for RATs in the denser parts, that is, inside the bridge, is crucial for estimating the polarization fraction appropriately. Moreover, considering perfect alignment violates the relation in the PI diagram, whereas the slope of the PI relation is consistent with observations for the scenario with RATs. We also tested the effect of self-scattering and found that its contribution to the polarization of the dust grains in the bridge is $\sim 10\%$, which is minor but non-negligible.

At smaller wavelength ($\lesssim 100 \mu$m, i.e., short-wavelength bands of SOFIA/HAWC+ as well as the lower Herschel bands), scattering and dichroic extinction have to be considered when constraints of the underlying magnetic field are derived. The synthetic observations show that the smaller wavelengths predominantly trace the alignment of dust grains that is induced by scattering and dichroic extinction in the bridge. Scattering and dichroic extinction contribute more substantially to the alignment at shorter wavelength because the optical depth is about unity or higher for wavelengths $\lesssim 200 \mu$m, while it is optically thin for (sub-)millimeter wavelengths in the denser regions.

In general, these results show the difficulties and possible confusion in interpreting the results from dust polarization measurements. However, the results of this study also demonstrate the prospects of mult wavelength dust polarization because the different wavelengths trace different physical processes. For the magnetic field structure, our results show that observations of dust polarization at $\sim 1$ mm wavelength are good tracers in star-forming regions on scales beyond $\sim 100$ AU from the protostars.
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Appendix A: Wavelength dependence of polarization measurements

To study the effect of the assumed grain size distribution, we also carried out radiative transfer models assuming an upper dust grain size of 3 mm instead of 100 µm for the dense region. Figure A.1 shows results for an upper dust grain size of 100 µm as assumed in the paper, and Fig. A.2 shows the results for an upper grain size of 3 mm. Both figures show synthetic maps of emitted radiation, scattered radiation, dust polarization accounting for RATs, polarization assuming perfect alignment, and the ratio of scattered to emitted radiation observed at 53 µm wavelength, 214 µm wavelength, and 880 µm wavelength. The figures show that for a larger maximum grain size $a_{\text{max}}$, the radiation at larger wavelength (here 880 µm) is higher, especially the scattering part. We emphasize that the polarization patterns of scattering and RATs are rather similar for the two grain sizes. In contrast to this, the perfect alignment case predicts much more polarization for larger grains in the dense regions.

Fig. A.1. Emitted radiation (outer left), scattered radiation (center left), dust polarization assuming RATs (center), polarization assuming perfect grain alignment (center right), and the ratio of scattered to emitted radiation (outer right) observed at a wavelength of 53 µm (top row), 214 µm (bottom row), and 880 µm (bottom row), respectively. Here, the maximum radius is $a_{\text{max}} = 100$ µm for the dense component.

Fig. A.2. Same as Fig. A.1 but with $a_{\text{max}} = 3$ mm for the dense dust component.
Appendix B: \( \rho - B \) relation in the region

In Fig. 5 we show the magnetic field strength \( B \) over density \( \rho \) within a region of \( 10^4 \) au. The colors in the plot illustrate the radial distance from the primary protostar. Because multiple cells can have the same combination of \( \Delta \rho \) and \( \Delta B \), not all cells are displayed in this figure. To show the number of cells per combination of \( \rho \) and \( B \), Fig. B.1 displays the number of cells per bin. Note that the blue solid line shows the volume-averaged average as the cells in our model can have varying size depending on their level of refinement. In the selected region within \( 10^4 \) au from the primary protostar, the smallest cells are \( \Delta x \approx 4 \) au, and the largest cells are \( \Delta x \approx 504 \) au in length.

**Fig. B.1.** Same as Fig. 5, but instead of the radius, the number of cells for each combination of density \( \rho \) and magnetic field strength \( B \) is shown in gray.