Numerical Study of Rotating Thermal Convection on a Hemisphere
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Abstract: Numerical simulations of rotating two-dimensional turbulent thermal convection on a hemisphere are presented in this paper. Previous experiments on a half soap bubble located on a heated plate have been used for studying thermal convection as well as the effects of rotation on a curved surface. Here, two different methods have been used to produce the rotation of the hemisphere: the classical rotation term added to the velocity equation, and a non-zero azimuthal velocity boundary condition. This latter method is more adapted to the soap bubble experiments. These two methods of forcing the rotation of the hemisphere induce different fluid dynamics. While the first method is classically used for describing rotating Rayleigh–Bénard convection experiments, the second method seems to be more adapted for describing rotating flows where a shear layer may be dominant. This is particularly the case where the fluid is not contained in a closed container and the rotation is imposed on only one side of it. Four different diagnostics have been used to compare the two methods: the Nusselt number, the effective computation of the convective heat flux, the velocity and temperature fluctuations root mean square (RMS) generation of vertically aligned vortex tubes (to evaluate the boundary layers) and the energy/enstrophy/temperature spectra/fluxes. We observe that the dynamics of the convective heat flux is strongly inhibited by high rotations for the two different forcing methods. Also, and contrary to classical three-dimensional rotating Rayleigh–Bénard convection experiments, almost no significant improvement of the convective heat flux has been observed when adding a rotation term in the velocity equation. However, moderate rotations induced by non-zero velocity boundary conditions induce a significant enhancement of the convective heat flux. This enhancement is closely related to the presence of a shear layer and to the thermal boundary layer just above the equator.

Keywords: computational fluid dynamics; turbulence; rotating thermal convection; Rayleigh–Bénard

1. Introduction

Many atmospheric and geophysical flows are actually fluid flows on curved surfaces and can be modeled by two-dimensional thermal convection. In nature and technological applications [1], many physical phenomena are actually related to buoyancy-driven flows whether affected by background rotation or not. In particular, buoyancy driven by temperature, and affected by the rotation of the Earth, is one of the leading force in oceans [2–4] and atmosphere. The combined effects of rotation and buoyancy lead to the formation of large structures called cells (such as polar, Ferrel or Hadley [5] cells). Large scale flows generated by rotation and buoyancy are also observed in the outer core of the earth [6–9]. These large scale zonal flows are also observed on the Sun and other planets of our solar system [10,11]. The Rayleigh–Bénard convection model is commonly used
for studying such physical phenomena. This model consists, in general, in a cylindrical convection cell on a rotating table [12–19]. Much insight about the role of rotation on such flows has been gained from such an experimental model. Other systems have been proposed to study the role of rotation on thermal convection and notably in a curved geometry which bears some relevance to atmospheric flows. A half soap bubble heated at the equator has been recently proposed in some numerical and physical experiments [20,21] to study thermal convection. Indeed, in these experiments, thermal convection and the movement of large scale structures have been observed on the surface of the bubble. The results obtained in these experiments have shown some strong similarities with atmospheric flows [20–22]. It has been shown in particular in these studies that the dynamics of vortices on the bubble surface and tropical cyclones [20–22] present the same statistical behavior. Heating on one side (the equator) is responsible for the creation of intense thermal convection leading to turbulent velocity and temperature fields whose statistical properties can be described by theories of turbulent thermal convection elaborated by Corrsin, Obukhov and Bolgiano [20,21]. Further and by subjecting the bubble to rotation, strong effects of the rotation have been observed on the nature of the fluctuations. These experiments of hemispherical bubbles heated at the equator allow to study thermal convection without the presence of lateral walls. A variety of physical phenomena of relevance to atmospheric and geophysical flows can be explored with such numerical and experimental setup.

We here consider such a hemispherical system numerically and explore two different ways for forcing the rotation of the bubble. The first method to force a rotation on a system is to add a rotation term in the mathematical model. This method is classically used in numerical simulations of rotating Rayleigh–Bénard convection where the cells (top and bottom plates, lateral walls) are submitted to a rotating force. It has also been used in our first study of rotating half soap bubble where second-order temperature structure functions have been used to compare the numerical simulations to the physical experiments [23]. However, this solid rotation does not exactly correspond to the experimental protocol where the bubble is located on a rotating table (it does not correspond to classical rotating Rayleigh–Bénard convection experiments either since, in this case, it is the boundaries, both upper and lower as well as lateral, of the container which produce the rotation of the fluid). In the experiments on rotating half soap bubbles, only the equator is subjected to the rotation force leading to the presence of a shear layer. The effects of this forcing as well as the differences with a global rotation forcing are the subject of this paper. As we will see below, the two methods affect the flow but their effects are markedly different from each other. The mathematical way to reproduce this phenomenon is to impose a non-zero azimuthal velocity at the equator. We will show in the sequel that these two different ways for forcing the half bubble into rotation, global rotation and azimuthal velocity at the equator, lead to different flow behaviors.

Even if our setup is different from the classical Rayleigh–Bénard setting, we will however compare our results with those obtained with classical rotating Raleigh–Bénard experiments. A stereographic transform, fully described in our previous papers, allows us to project the Navier–Stokes equations onto the equatorial plane. Regular Cartesian grid based methods can then be used to numerically solve the equations. The two rotation forcing models are described in Section 2 and the results are analyzed and discussed in Sections 3–6. In these sections, we will present and discuss the effects of rotation on the Nusselt number, the convective heat flux, the temperature and velocity fluctuations, and the spectral properties.
2. Mathematical Model and Numerical Computations

We first describe the mathematical model corresponding to the non-rotating case \([24]\). The equations for two-dimensional thermal convection under the Boussinesq approximation \([25]\) can be used to describe the fluid behavior which does not depend on the coordinate system:

\[
\begin{align*}
\frac{DU}{Dt} & = -\frac{1}{\rho} \nabla p + \nu \nabla^2 U - \beta Tg - FU \\
\nabla \cdot U & = 0 \\
\frac{DT}{Dt} & = \alpha \nabla^2 T - ST
\end{align*}
\]

where \( \frac{D}{Dt} \equiv \frac{\partial}{\partial t} + (U \cdot \nabla) \) is the total time derivative, \( U \) denotes the velocity, \( p \) the pressure, \( \rho \) the mass density, \( \nu \) the kinematic viscosity, \( \beta \) the coefficient of thermal expansion, \( g \) the gravity field, \( T \) the temperature of the fluid, \( \alpha \) the coefficient of thermal diffusion, \( F \) is the friction factor and \( S \) is the thermal dissipation coefficient. Unlike Rayleigh–Bénard convection, two additional terms, \( FU \) and \( ST \), have been added in order to compensate respectively the injection of kinetic and thermal energies.

As explained in \([24]\), if the parameters \( F \) and \( S \) are kept equal to zero, an accumulation of kinetic and thermal energies leading to a numerical burst of the bubble can be observed. Indeed, in usual Rayleigh–Bénard experiments, the top plate is cooled allowing to keep a constant global averaged temperature. In the experiments on soap bubbles, we do not have a specific cooling process. Only the exchange of heat between the bubble and the surrounding air and the friction with the air stabilize experimental conditions. We have to take into consideration these interactions with the air in the numerical simulations to stabilize the computations. This is why we have to artificially remove a small part of thermal and kinetic energies in the equations. This stabilization process can be interpreted as a way to take into consideration the interaction between the bubble and the surrounding air. See \([24]\) for more details about this stabilization process.

As mentioned in the introduction, the purpose of this paper is the study of two different methods for mathematically rotating a hemispherical cap subjected to a thermal gradient:

- Method 1: adding a rotation term \( 2 \Omega \times U \) in the velocity equation, where \( \Omega \) denotes the rotation vector
- Method 2: adding a non-zero azimuthal velocity boundary condition \( U_f \) at the equator.

The equations with the rotation forcing term has to be written in a non-dimensional form. Using \( L \), \( \delta T \) and the characteristic velocity \( U = \sqrt{\beta g \delta T L} \) (where \( \delta T \) denotes the difference of temperature between the pole and the equator, and \( L \) the characteristic length equal to the radius of the bubble \( (L = r) \)), the equations can be made non-dimensional. As in many papers about thermal convection, the control parameters in our numerical simulations are the Rayleigh number \( Ra = \frac{g \beta L^3 \delta T}{\nu \alpha} \) and the Prandtl number \( Pr = \frac{\nu}{\alpha} \). Various values for the Rayleigh and Prandtl numbers have been used, but the only numerical results presented in this article are for \( Ra = 3.10^8 \) and \( Pr = 7 \). We also have to define the corresponding dimensionless friction factor \( \tilde{F} = \frac{FL}{U} \) and the dimensionless thermal dissipation coefficient \( \tilde{S} = \frac{SL}{U} \). We remind here that the goal of these dimensionless factors is to take into consideration the interaction between the bubble and the air. The empirical evaluation of their respective values has been described in \([24]\) and we chose here \( \tilde{F} = \tilde{S} = 0.06 \), which leads to a stationary state in the non-rotating case. Using the same notation for the dimensionless pressure,
velocity and temperature, the non-dimensional equations, with a rotation forcing term (Method 1), can thus be written as:

\[
\begin{align*}
\frac{DU}{Dt} &= -\nabla p + \sqrt{PrRa} \nabla^2 U + Tk_0 - \frac{1}{Ro} k_0 \times U - F_U \\
\nabla \cdot U &= 0 \\
\frac{DT}{Dt} &= \frac{1}{\sqrt{PrRa}} \nabla^2 T - \tilde{S}T
\end{align*}
\]

(2)

where \( R_0 = \sqrt{\frac{\beta \delta TL}{2 \Omega L}} \) denotes the Rossby number, \( \Omega = |\Omega| \) the rotation rate and \( k_0 \) the vertical unit vector. Adding a rotation term in the equation is classically used for modeling rotating Rayleigh–Bénard experiments. However, method 2 best describes our physical experiment where the bubble lays on top of a rotating table. Only the part of the bubble in contact with the table is submitted to the rotation forcing thus creating a shear stress and possibly shear induced instabilities. Both methods induce a rotation of the bubble but the corresponding flows present different physical behaviors in terms of the capacity of convecting the heat flux. Four analysis tools will be used in the next parts to compare both methods:

- the Nusselt number criterion
- the convective heat flux (defined in the sequel)
- the velocity and temperature fluctuations RMS (to evaluate the shear and thermal boundary layers)
- the energy/enstrophy/temperature spectra and fluxes

Two kinds of coordinate systems are considered here: \( C_0(x_0, y_0, z_0) \) the usual 3D orthogonal Cartesian coordinates and \( C(x, y) \) a 2D orthogonal Cartesian coordinate system obtained by a stereographic projection onto the equatorial plane. The stereographic projection is a well known mapping allowing to project a sphere onto a plane. Usually, the projection is defined on the entire sphere, but in the present study we do not need to described the whole sphere. Thus, we use in this study a version of the stereographic projection restricted to the northern hemisphere. It can be shown that this mapping is bijective and preserves the angles. The consequences being that a Cartesian grid on the plane corresponds to a Cartesian grid on the surface of the sphere. The two kind of coordinates are related to each other by the following equalities:

\[
\begin{align*}
x_0 &= \frac{2xr^2}{r^2 + x^2 + y^2} \\
y_0 &= \frac{2yr^2}{r^2 + x^2 + y^2} \\
z_0 &= \frac{r^2 - (x^2 + y^2)}{r^2 + x^2 + y^2}
\end{align*}
\]

(3)

and

\[
\begin{align*}
x &= \frac{rx_0}{r + \sqrt{r^2 - (x_0^2 + y_0^2)}} \\
y &= \frac{ry_0}{r + \sqrt{r^2 - (x_0^2 + y_0^2)}}
\end{align*}
\]

(4)

where \( r \) denotes the radius of the sphere. Figure 1 illustrates the stereographic projection where a point \( P \) on the sphere is projected on \( P' \) on the equatorial plane. Using the stereographic coordinates and the
calculations detailed in [24], the Navier–Stokes Equation (2) for a hemisphere of radius $r = 1$ can thus be written using stereographic coordinates:

$$
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \frac{2}{1 + x^2 + y^2} \left(-xu^2 - 2yu^2 + xv^2\right) = \\
\sqrt{\frac{\beta}{\alpha}} \left(1 + x^2 + y^2\right) \left(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}\right) - u \left(1 + x^2 + y^2\right) \left(x \frac{\partial u}{\partial x} + y \frac{\partial u}{\partial y} + y \frac{\partial v}{\partial y} - x \frac{\partial v}{\partial y}\right)
$$

(5)

$$
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \frac{2}{1 + x^2 + y^2} \left(yv^2 - 2xuv - yv^2\right) = \\
\sqrt{\frac{\beta}{\alpha}} \left(1 + x^2 + y^2\right) \left(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}\right) - v \left(1 + x^2 + y^2\right) \left(x \frac{\partial u}{\partial x} + y \frac{\partial u}{\partial y} + x \frac{\partial v}{\partial y} + y \frac{\partial v}{\partial y}\right)
$$

(6)

$$
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{1}{\sqrt{PrRa}} \left(1 + x^2 + y^2\right) \left(\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2}\right) - \delta T
$$

(7)

where $(u, v)$ are the two components of the velocity field in the $(x, y)$ stereographic coordinates. As can be noticed, the stereographic projection of the Navier–Stokes equations induced much more complicated expressions, with a couple of extra terms, compared to the usual cartesian coordinates formulation. But since the stereographic coordinates form a two-dimensional orthogonal basis, traditional numerical methods to solve the equations on cartesian grids can be used. The circular domain in the equatorial plane, a no-slip boundary condition on the equator, as well as a Dirichlet boundary condition for $T$ are defined by using a $L^2$-penalization method. This kind of method consists in adding two penalization terms: $\frac{T - T_b}{\epsilon}$, in the temperature equation and $\frac{U - U_b}{\epsilon}$, in the momentum equation and to consider the set of equations on the whole square domain. The boundaries are then considered like a porous medium of very low permeability [26]. In our numerical simulations, $C$ is set equal to $10^{16}$ in the bubble, and equal to $10^{-10}$ outside. The boundary conditions are then imposed by taking $U_b = 0$ and $T_b = 1$ for method (1) and $U_b = U_T$ and $T_b = 1$ for method (2). When $C = 10^{16}$ in the bubble, these extra terms vanish and we solve the regular Equation (1), and when $C = 10^{-10}$ outside the bubble, all the other terms are numerically very small compared to the extra terms except the pressure gradient. There is a coupling between these terms and the pressure gradient to yield Darcy equations and we get $U = U_T$ and $T = 1$ at the boundary. Finite differences schemes have been chosen for solving the equations described in the previous part. A staggered uniform Cartesian grid with a mesh size $l = \delta x = \delta y$, where $\delta x$ and $\delta y$ are the discretization steps in each direction on the projection plane, is used to discretize the spatial domain. The corresponding uniform time steps is denoted $\delta t$. The unsteady term in the governing equations is solved by using a second-order Gear scheme. The convection terms are solved using an explicit scheme whereas the linear terms are solved using an implicit one. If one denotes by $U^n$ the approximation of $U$ at time $t_n = n\delta t$, then the approximation of the total derivative of a general variable $\phi$ using the second-order Gear scheme can be written as:

$$
\frac{D\phi}{Dt} \approx \frac{3\phi^n}{2\delta t} - \frac{4\phi^{n-1} - \phi^{n-2}}{2\delta t} + 2(U^{n-1} \cdot \nabla)\phi^{n-1} - (U^{n-2} \cdot \nabla)\phi^{n-2}
$$

(8)
Figure 1. Stereographic projection: the point P of coordinates \((x_0, y_0, z_0)\) on the sphere is projected on \(P'\) of coordinates \((x, y)\) on the plane. N and S denote respectively the north and south poles. (Reproduced with permission from [24]).

As shown in Figure 2, the discrete values of the velocity field are located at the middle of the cell sides and the discrete values of the pressure \(p\) and the temperature \(T\) are located at the center of each cell. A Murman-like scheme is used for the approximation of the convection terms. This kind of scheme has been fully described in [27]. A time splitting has been used to first solve the temperature equation and then the coupled pressure and velocity equations since the temperature equation can be solved separately. A parallel process by Message Passing Interface (MPI) is used to solve both of them. A linear system of equations \(AT = E\), where \(A\) is a pentadiagonal matrix, \(T\) is the temperature vector and \(E\) the explicit part of the discretized temperature equation is obtained by the discretization of the temperature equation. The matrix \(A\) being not a self-adjoint matrix anymore in our present curved surface problem, we have to solve this linear problem using a biconjugated gradient method. The discretization of the coupled velocity-pressure system of equations leads to solving a discrete linear system \(L_l V^n_l = B^n_{l-1}\) where \(L_l\) represents the discrete operator, \(B^n_{l-1}\) is the discrete equivalent of the right hand side of (8) and \(V^n_l = (U^n_l, P_{l+1/2}^n)\) is the approximate solution we are looking for.

All the numerical results presented in the following have been obtained with \(Ra = 3 \times 10^8\), \(Pr = 7\) on a \(1024 \times 1024\) grid. A grid convergence analysis in order to verify that the grid is dense enough to describe a turbulent flow had been carried out in [24]. We had computed the global temperature on the bubble for different sizes of the grid and for a given Rayleigh number. The results obtained with the grids \(1024 \times 1024\) and \(2048 \times 2048\) for various values of the Rayleigh number, and various values of the rotation rates, were almost exactly the same, whereas the results obtained with coarser grids (\(256 \times 256\) and \(512 \times 512\)) were slightly different. As shown in [24], a fine grid (\(2048 \times 2048\)) would be better to describe the boundary layer at the equator, but would not modify the global behavior of the fluid in the bubble. The grid \(1024 \times 1024\) has thus been chosen in the present study for performing the various numerical simulations. Different values for the parameters \(\tilde{F}\) and \(\tilde{S}\) have been tested in [24] to stabilize the computations. The bubble can be stabilized with \(\tilde{F} = 0.06\) and \(\tilde{S} = 0.06\) which are the values used in the numerical simulations. Examples, in the non-rotating case, for the temperature and the vorticity fields are given in Figure 3 for two different times: at the beginning of the simulation (top) and in the stationary state (bottom). We can observe in Figure 3 thermal plumes emerging at the base of the bubble. The experiment is similar to a long two-dimensional toric Bénard cell in the beginning of our simulation: the cold fluid is heated from below, and the plumes are convected upward. In the beginning, there is no interaction between the plumes and the center of the domain remains empty. We can also observe these small thermal structures emerging from the heated equator on the vorticity field. The plumes continue to grow over time and start to interact with each other. As can be observed in Figure 3, the small structures along the equator are now giving birth to vortices that move along the bubble surface. A stationary state can be achieved and the results presented in the sequel have been obtained in this regime of the numerical experiments.
Figure 2. Description of numerical spatial cell: the velocity components are computed in the middle of the cell borders whereas the pressure and the temperature are computed at the center of the cell. (Reproduced with permission from [24]).

Figure 3. Top: Beginning of the simulations; mushroom shape structures are created at the equator. Bottom: Stationary state; plumes move up on the bubble and the structures start to interact with each other. Left: Temperature fields. Right: Vorticity fields.

3. Nusselt Number Criterion

The Nusselt number is usually defined as the ratio of the total vertical heat flux and the conductive heat flux, and can be evaluated on any horizontal plane in a Rayleigh–Bénard cell. But since our experiment is not a Rayleigh–Bénard cell, we have to first define a local Nusselt number and then compute the average of all the local Nusselt numbers on the bubble. For a given latitude \( l \), we can define the local Nusselt number \( Nu(l) \) as:

\[
Nu(l) = \frac{\langle U_k T \rangle_l - \alpha \delta T}{\alpha \delta T L^{-1}}
\]  

(9)
where $U_{k0}$ denotes the vertical component of the velocity, along the vertical unit vector $k_0$, $T$ is the temperature, and $\langle \cdot \rangle_l$ stand for a temporal average in time over a latitude $l$. We can then obtain a global Nusselt number $Nu$ by averaging the local Nusselt numbers over all latitudes. In classical Rayleigh–Bénard experiments a constant heat transfer is established between the two plates and the difference between “local” vs. “global” Nusselt numbers is meaningless. In these cases, it is possible to calculate a Nusselt number by averaging over any horizontal plane. However, local and global Nusselt numbers are important physical values to evaluate when the heat transfer depends on the height, as in an open channel or in our bubble experiment (see Equations (4) and (5) in [28] for instance). The global Nusselt number has to be understood as a global indicator of the convection vs conduction balance in the cell.

Physical and numerical experiments found in the literature show that the rotation introduces three different regimes [12,14–19] in three-dimensional Rayleigh–Bénard experiments. The three regimes can be characterized using the Nusselt number. For low rotation (small $\Omega$ and large $Ro$), the flow remains almost unaffected by the rotation. The heat transfer measured by the Nusselt number does not change in this regime and a large scale circulation is observed in the cell. For moderate rotations, the flow is affected by the rotation leading to an enhancement of the heat flux. In this regime, in 3D, the large scale circulation is replaced by vortical structures (also called plumes in the literature). The enhanced convective heat flux is directly related to the vortical structures created by the moderate rotation of the system. For high rotation, the fluid is totally dominated by the rotation forcing and the convective heat flux is decreased. The transition between the moderate and the high rotation regimes is defined in [29] as the rotation for which the Nusselt number is maximum.

In our results, we also observe three different regimes. The ratio $Nu(Ro)/Nu(\infty)$ for various values of $Ro$ and the ratio $Nu(U_f)/Nu(0)$ for various values of $U_f$ are reported in Figure 4. The relative Nusselt number is hardly affected for high values of $Ro$ or small azimuthal velocities. For low values of $Ro$ or high values of the azimuthal velocity, the relative Nusselt number decreases, showing that the flow is dominated by rotation. For intermediate values of both control parameters, the relative Nusselt number is greater than 1. As can be observed, the rotation created with the rotation forcing term (Method 1) does not significantly increase the heat flux. The maximum increase being less than 5%.

However, an increase of more than 15% is observed when the rotation is created by a moderate azimuthal velocity boundary condition (Method 2). This increase of the convective heat flux is of the same order as the one observed in the 3D rotating Rayleigh–Bénard case [12,14–19]. Note here that the Nusselt number ratio does not present a narrow maximum as in 3D experiments and simulations but a wide and plateau-like region, making it difficult to define an exact transition limit as in [29] between the regime where the Nusselt number is enhanced by rotation and the regime where the Nusselt number is decreased at high rotation rates. So we use a slightly modified definition for this transition in our study and define the three regimes by comparison to the non-rotational case as:

- Regime I where the Nusselt number is unchanged: low rotation,
- Regime II where the Nusselt number is increased: moderate rotation,
- Regime III where the Nusselt number is decreased: high rotation.

Considering the results shown in Figure 4, this definition for the transition from Regime II to Regime III seems to be more natural and better adapted for the functional shape of the variation of the relative Nusselt number versus $Ro$ or $U_f$. The structures responsible for the Nusselt enhancement in regime II will be described in the next part.
4. Convective Heat Flux

The convective heat flux, created by the buoyant forces, corresponds to the transport of heat by
the movement of the fluid from hot areas (at the equator) to cold ones (north pole). In classical
Rayleigh–Bénard experiments, the structures responsible for the convective heat flux are called
“plumes” [13,30] and are usually characterized by a strong correlation between the temperature
fluctuations $\theta = T - \langle T \rangle$ (where $\langle \cdot \rangle$ denotes the overall time and space average) and the vertical
velocity. In our numerical simulations, the vertical velocity is replaced by the radial component
(pointing to the north pole) $U_R$ of the velocity, and the convective heat flux is then defined by
$\Phi(l) = \langle \theta U_R \rangle$ where $l$ denotes the latitude in radians. This mathematical object precisely measures
the heat that is moved upward from the equator to the north pole. We obtain with our convective heat
flux $\Phi(l)$ the same kind of information as the plumes counting described by Pieri et al. (see Figures 5
and 6 in [13]). Our results for various values of the Rossby number (Method 1) and of the velocity
boundary condition $U_f$ (Method 2) are summarized in Figure 5.

![Figure 5](image_url)

**Figure 5.** Left: Convective heat flux $\Phi(l)$ for various values of the Rossby number and of velocity
boundary condition $U_f$. Right: Zoom close to the equator with $\mu = 0.01$.

The first striking observation is that moderate velocity rotations induced by the non-zero velocity
boundary condition (Method 2) create increases of the convective heat flux at the equator, and this
initial bonus of heat flux is then maintained in the bulk of the bubble. This increase is observed for all the values of $U_f$ for which the Nusselt number was increased ($Nu(U_f)/Nu(+\infty)$ ratio larger than 1). It can be observed that the profile of the heat flux for $U_f = 0.2$ is the same as the profile of the heat flux without rotation confirming the result obtained with the Nusselt number criterion. Relatively strong velocity rotations in Method 2 decrease the convective heat flux at the equator leading to a decrease of the Nusselt number. This observation can be linked to our analysis about the instabilities and thermal boundary layers of the next part. Thermal plumes are created at the edge of the thermal boundary layer. When the shear layer is thinner than the thermal boundary layer then the “new born” plumes are boosted by a non-zero average velocity field. But when the shear layer limit reaches the thermal boundary layer limit, the “new born” plumes are swept by the rotations.

No increase is observed with the rotations induced by Method 1, and we even observe that the convective heat flux is strongly decreased in the bulk. Again, this result will be discussed in light of the analysis of the RMS of velocity fluctuations in the next section: high velocity rotations prevent the structures from reaching the high latitude areas. However, we can observe in the equator area (Figure 5 right) that very high velocity rotations ($Ro = 0.05$ for instance) induce the same kind of increase as those obtained with Method 2. But, since the global rotations also completely inhibit the dynamics in the bulk, the benefit of the increase is immediately erased as we get farther from the equator. The extra convective heat flux in the equator area is not sufficient to compensate the lack of heat flux in the bulk. Thus, the overall balance in this situation is negative and leads to a Nusselt number lower than the one obtained in the no-rotation case.

We can also visualize the plumes responsible for the convective heat flux in the convective heat fields $\theta U_R$ for various values of the parameters $Ro$ and $U_f$. In Figure 6, mushroom-shaped plumes can be observed in the non-rotating case. Short and medium sized plumes are present all around the bubble. The effects of rotation through Method 1 for $Ro = 0.2$ can be observed in Figure 6. The long plumes have completely been suppressed and only the short plumes are present very close to the equator. Most of the surface of the bubble is now completely free of structures. In the case of Method 2, moderate velocity rotations increase the length of the plumes as can be observed in Figure 6. However, for high velocity rotations (top Figure 7), long plume structures are still present but are very localized in a small part of the bubble. For very high rotations (bottom Figure 7), very few and very localized structures can be observed almost reaching the north pole. This is a completely different phenomenon from what we can observe with a very small Rossby number in Method 1. With Method 1, the long plumes are suppressed but short plumes are still present all over the bubble. With Method 2, however, short plumes are absent and a few, localized, and weak heat structures succeed in detaching from the equator to escape to the north pole. This is a clear observation of the intermittent character of the dynamics induced by the rotations created by Method 2.

Even if our setup is completely different we can make a parallel with two new studies about 3D rotating Rayleigh–Bénard Convection. Rajaei et al. [31] recently published new results about the rotation dominated regime in rapidly rotating Rayleigh–Bénard convection. They found that the transition to the rotation dominated regime coincides with the suppression of vertical motions, the strong penetration of vortical plumes into the bulk and a reduced interaction of vortical plumes with their surroundings. In Alards et al. [32], the authors study in detail, with a Lagrangian approach, the transition from the rotation-unaffected regime, where the heat transfer is constant, to the rotation-affected regime, where the heat is enhanced. They found a sharp transition in the horizontal acceleration statistics near the top plane at a Rossby number lower ($Ro \approx 2.25$) than the one typically found for the transition between rotation-unaffected/affected regimes ($Ro \approx 2.7$). According to their study, the steepening of the velocity gradients at the boundary and the generation of swirling convective flows in the boundary layers are two partially separate processes: heat transfer enhancement at $Ro \approx 2.7$ and generation of vertically aligned vortex tubes at $Ro \approx 2.25$. They also observe a crossing between the thermal and the Ekman layers for a Rossby number equal to 1.4 whereas the maximum of the Nusselt enhancement is located for $Ro$ between 0.1 and 0.2.
Figure 6. Convective heat flux fields. Top: No-rotation case. Middle: Method 1 with $Ro = 0.2$. Bottom: Method 2 with $U_f = 0.12$. Left: Side view. Right: North pole view.
Figure 7. Convective heat flux fields with method 2. Top: $U_f = 0.3$. Middle: $U_f = 0.5$. Left: Side view. Right: North pole view.

5. Velocity and Temperature Fluctuations RMS

It has been shown in Section 3 that the Nusselt number is greatly influenced by the way the rotation is forced on the bubble. The difference between the two methods is that in one case the rotation is imposed on the whole bubble (Method 1 with the rotation term in the equation) whereas in the other method the rotation is imposed at the equator only (Method 2). The latter method creates a shear layer that might be responsible for the Nusselt number enhancement. So in this part, the RMS of the fluctuations of azimuthal (parallel to the equator) and radial (pointing to the north pole) velocity components are studied and compared to the thermal boundary layer (evaluated with the temperature fluctuations RMS as in [24]).

It can be noticed in Figure 8 that the rotations created by Method 1 significantly change the temperature fluctuations in the bulk of the bubble, but not so much at the equator. Indeed, in the bulk, the temperature fluctuations are suppressed by high rotation whereas close to the equator the location and the height of the maximum of the RMS is not significantly modified by the rotation forcing. This can be also observed in Figure 9 (top), where no difference can be observed in the temperature profiles at the equator, except a small increase beyond the thermal boundary layer for very high rotations.
From this first observation, we can conclude that the rotations induced by Method 1 do not modify the thermal boundary layer, but suppress the temperature fluctuations in the bulk of the bubble. Let us now turn to Method 2. Moderate rotations forced by the velocity boundary condition $U_f$ (Method 2) slightly increase the temperature fluctuations in the bulk but significantly modify them close to the equator. Indeed, a shift of the maximum location of the RMS away from the equator can be observed. This shift is accompanied by a small increase of the maximum for moderate rotations, and a strong decrease for high rotations. The shift is also more important for large rotation velocity $U_f$ (bottom of Figure 8). The temperature increases at the equator can be also verified in Figure 9 (bottom) where the temperature is directly related to the rotation velocity values $U_f$. So Method 1 influences the flow essentially in the bulk of the bubble while Method 2 essentially influences the thermal boundary layer which grows with the forcing velocity and which eventually also influences the bulk.

The study of the radial (pointing to the north pole) $U_R$ and azimuthal (parallel to the equator) $U_A$ velocity components fluctuations can complete this analysis.

As can be observed in Figure 10, rotations created by Method 1 significantly decrease the velocity fluctuations (both radial $U_R$ and azimuthal $U_A$). The size of the area where the fluctuations are the largest decreases with the increase of the rotation speed. It can also be observed that the azimuthal velocity component fluctuations present a “double bump” shape. This particular shape corresponds in fact to clockwise and counterclockwise fluctuations. This aspect can be verified by visualizing the averaged azimuthal velocity component Figure 11 (Left). We can observe three bands: close to the equator the average motion is in the same direction as the forcing (counterclockwise), then in the other direction and finally again in the same direction as the forcing. The bandwidth is decreasing as the rotation is increasing. This phenomenon, also highlighted in the soap bubble experiments, might be related to the circulation cells in the atmosphere where easterly and westerly winds are observed.
Figure 9. Temperature profiles. Top: Method 1 for various values of the Rossby number. Bottom: Method 2 for various values of the forcing $U_f$. Right: Zoom around the equator; $\eta = 0.01$.

Figure 10. Method 1. Left: Radial velocity component fluctuations RMS for various values of the Rossby number $Ro$. Right: Azimuthal velocity component fluctuations RMS for various values of the Rossby number $Ro$. 
Figure 11. Azimuthal velocity profiles. Left: Method 1 for various values of the Rossby number $Ro$; Right: Method 2 for various values of $U_f$.

With Method 2, the influence of the rotation forcing $U_f$ on the fluid can be observed in Figure 12. Except for very large forcings ($U_f = 0.5$ for instance), the radial velocity component fluctuations are increased around the pole. Moderate rotations with Method 2 seem to push more fluid to the pole than the convection alone without rotation. A close look at the area above the equator (Figure 12 right) allows us to remark that the RMS profiles present a minimum when $U_f \neq 0$. We conjecture that this minimum corresponds in fact to the limit of a shear layer, only present with this way of rotating the bubble, and has to be compared to the limit of the thermal boundary layer (BL). The size of these two layers for various values of the rotation forcing $U_f$ are summarized in Figure 13. Two linear fits obtained from the first six values of $U_f$, from $U_f = 0$ to $U_f = 0.3$, are also materialized in this figure. We note a linear growth of this shear layer thickness with the velocity forcing. The slope of the linear fit for the shear layer thickness is estimated at $3.5 \times 10^{-2}$, whereas the slope for the thermal boundary layer one is about $3.7 \times 10^{-3}$. The shear layer thickness grows faster than the thermal layer, but we could not find any theoretical explanations for the values of these linear growth.

The thermal boundary layer size increases slowly while the shear layer size increases faster. When the size of this shear layer reaches the size of the thermal boundary layer near $U_f \approx 0.25$ both keep the same size and continue to grow with increasing forcing velocity $U_f$. This observation might be related to the phenomenon discussed in the previous part: the Nusselt number increases for moderate velocity rotations up to $U_f \approx 0.2$. As long as the shear layer size is smaller than the thermal boundary layer size the convective heat flux is enhanced by the rotation forcing, leading to an enhancement of the Nusselt number. But when the shear layer is the same size as the thermal boundary layer then the enhancement is stopped, and the Nusselt number starts to decrease.

This kind of competition between different characteristic scales has been also observed in three-dimensional Rayleigh–Bénard numerical experiments in [29,33,34] in the context of the transition between a regime where the heat transfer is not significantly affected by rotation and a rotationally controlled regime. In the non-rotationally affected regime, Rajaei observed that the kinematic boundary layer thickness remains constant and then starts to decrease when the rotation dominates the dynamics (see Figure 3.4 in [29]). This transition corresponds to a transition from a Prandtl–Blasius type layer to an Ekman type layer. The boundary layer related to the low velocity rotation regime (where they observe a Large Scale Circulation) is of Prandtl–Blasius type and the one related to the moderate velocity rotations regime is of Ekman type. Other observations were provided by King et al. [33] (see in particular Figure 3b) who found that the transition from non-rotating to rotationally controlled heat transfer occurs when the thermal boundary layer and the Ekman layer thicknesses are crossing each other.

Our observations show that for the transition between our Regime II and our Regime III, the thickness of this shear layer (found with Method 2 only) becomes comparable to the thickness of
the thermal boundary layer. In fact, this transition corresponds to the progressive disappearance of the thermal plumes described in the previous part. Also, compared to Method 1, we do not observe the “double bumps” in the azimuthal velocity component RMS which was related to circulation cells. This can be also verified in the azimuthal velocity profiles in Figure 11 (right) where we do not find the characteristic three bands. This phenomenon seems thus to be a consequence of the global rotation of the system like in the Earth’s system, and cannot be reproduced with Method 2. Also in Figure 11 (right), we can clearly observe that the azimuthal velocity at the equator is directly linked to the forcing value $U_f$. In short, in the context of our two-dimensional numerical experiments, the convective heat enhancement (measured by the Nusselt number) can be produced by Method 2. Method 1 can produce a very small enhancement of the Nusselt number (less than 5%). Large circulations, detected in the azimuthal velocity component, can be produced with Method 1 but not with Method 2. As it will be shown in the next part, more insight into the dynamics of the flow can be obtained using global physical properties like spectra and fluxes.

![Figure 12.](image-url) Velocity fluctuations RMS for various values of $U_f$ (method 2). Top: Radial velocity component. Bottom: Azimuthal velocity component. Right: Zoom close to the equator; $\mu = 0.05$. 
6. Spectra and Fluxes

Energy, enstrophy and temperature spectra/fluxes are commonly used to study two or three-dimensional turbulence as well as Rayleigh–Bénard convection cells. Indeed, according to the corresponding theories, it is well known that inverse or direct cascades of energy/enstrophy in 2D or 3D turbulence or the presence of a Bolgiano–Obukhov regime in Rayleigh–Bénard convection can be detected using energy/enstrophy/temperature spectra and fluxes [24]. Very recently, Sharma et al. [35,36] published new results on rapidly rotating forced and decaying turbulence. Their studies are based on numerical simulations in a cube of size \((2\pi)^3\) with periodic boundary conditions on all the sides. In the decaying case, they observed that the turbulent flow evolves in time with a real Rossby number decreasing to \(\sim 10^{-3}\) and the flow becoming quasi two-dimensional with strong coherent columnar structures arising due to the inverse cascade of energy (as in classical two-dimensional turbulence where strong vortices are observed). They propose a new scaling for the energy spectrum of three-dimensional rapidly decaying turbulence: \(E(k) = C \epsilon_\omega^{2/3} k^{-3} \exp \left(-C (k/k_d)^2\right)\), where \(\epsilon_\omega\) is the enstrophy dissipation rate, \(k_d\) the enstrophy dissipation number, and \(C\) a positive real constant. For the rapidly rotating forced turbulence, they propose a scaling split into two components related to the horizontal plane and the vertical rotation axis in the range of wavenumbers smaller than the forcing scale: \(E(k_{\perp},k_{\parallel}) \approx k_{\perp}^{-5/2}k_{\parallel}^{-1/2}\), where \(\perp\) and \(\parallel\) denote the directions perpendicular and parallel to the vertical rotation axis. However, our numerical setup being different, and our rotation speed being weaker, we cannot expect to obtain the same results.

Mathematical tools specifically designed for spherical problems has to be used to obtain global properties, such as spectra or fluxes, for our numerical simulations. The definitions of the spherical harmonics decomposition are first recalled and then used to compute these various physical indicators (spectra and fluxes) of interest.
Any function $f$ with spherical symmetry can be easily written as a linear combination of special functions $\{Y^m_k\}$,
\[
f(\theta, \varphi) = \sum_{k=0}^{+\infty} \sum_{m=-k}^{+k} f^m_k Y^m_k(\theta, \varphi),
\]
the so-called spherical harmonics defined by:
\[
Y^m_k(\theta, \varphi) = \sqrt{\frac{2k+1}{4\pi} \frac{(k-m)!}{(k+m)!}} P^m_k(\cos(\theta)) \, e^{im\varphi}.
\]

Here, $P^m_k(\cdot)$ denotes the associated Legendre polynomials. The expansion coefficients $f^m_k$ are then obtained by projection of $f$ onto the spherical harmonics:
\[
f^m_k = \int_0^{2\pi} \int_0^{\pi/2} f(\theta, \varphi) Y^m_k(\theta, \varphi) \sin(\theta) d\theta d\varphi
\]
\[
= \sqrt{\frac{2k+1}{4\pi} \frac{(k-m)!}{(k+m)!}} \int_0^{2\pi} \int_0^{\pi/2} f(\theta, \varphi) P^m_k(\cos(\theta)) \, e^{im\varphi} \sin(\theta) d\theta d\varphi
\]
\]

The integration over $\varphi$ is actually a Fourier transform and is numerically computed with a traditional routine. The power spectrum can then be computed from the coefficients $f^m_k$:
\[
||f||^2 = \sum_{k=0}^{+\infty} f^2_k = \sum_{k=0}^{+\infty} \sum_{m=-k}^{+k} |f^m_k|^2.
\]

The coefficients $f^m_k$ are thus equivalent to the Fourier coefficients and the coefficients $f_k$ are equivalent to the Fourier wavenumbers in a traditional Fourier power spectrum. For instance, the thermal energy is defined as:
\[
||T||^2 = \sum_{k=0}^{+\infty} T^2(k) = \sum_{k=0}^{+\infty} \sum_{m=-k}^{+k} |T^m_k|^2,
\]
where
\[
T^m_k = \int_0^{2\pi} \int_0^{\pi/2} T(\theta, \varphi) Y^m_k(\theta, \varphi) \sin(\theta) d\theta d\varphi
\]

Energy, enstrophy and thermal fluxes can be also computed using the spherical harmonics coefficients. The energy flux is usually computed in the Fourier domain from the nonlinear term in the Navier–Stokes equation:
\[
\Pi_E(k) = \int_k^{+\infty} S_E(k') dk'
\]
where $S_E(k)$ is the nonlinear energy transfer function and is obtained by angular integration of $\bar{U}^* \cdot (\nabla U) \bar{U}(k)$. Here, the symbol $\bar{\cdot}$ denotes the usual Fourier transform. The enstrophy and thermal fluxes are obtained in the same way:
\[
\Pi_Z(k) = \int_k^{+\infty} S_Z(k') dk'
\]
\[
\Pi_T(k) = \int_k^{+\infty} S_T(k') dk'
\]
where $S_Z(k)$ and $S_T(k)$ are the enstrophy and thermal transfer functions. They are obtained by angular integration of $\bar{w}^* \cdot (\nabla \bar{w}) \bar{w}(k)$ and $\bar{T}^* \cdot (\nabla \bar{T}) \bar{T}(k)$.

So, in our study, we replace the usual Fourier decompositions by spherical harmonics decompositions, and the angular integration of the Fourier coefficients by a summation of the spherical
coefficients $f^m_k$ over the degree $m = -k$ to $m = k$. The results are strictly equivalent to classical energy, enstrophy and thermal fluxes and can be considered as such.

Energy, enstrophy and temperature spectra and fluxes are given in three separate Figures 14–16 for relatively strong ($Ro = 0.75$ and $U_f = 0.3$), moderate ($Ro = 6$ and $U_f = 0.15$) and no rotations. The values for relatively strong rotations are those leading to 80% of the initial (without rotation) Nusselt number, and the values for moderate rotations are those leading to the highest enhancement of the Nusselt number.

Figure 14. First and second rows: Energy spectra and fluxes for strong, moderate and no rotation for methods 1 and 2. Third and fourth rows: Tukey windowed energy spectra and fluxes for strong rotations. Method 1 with $Ro = 0.75$. Method 2 with $U_f = 0.3$. Radius of the window $R = 0.98$. 
Figure 15. First and second rows: Enstrophy spectra and fluxes for strong, moderate and no rotation for methods 1 and 2. Third and fourth rows: Tukey windowed enstrophy spectra and fluxes for strong rotations. Method 1 $Ro = 0.75$. Method 2 $U_f = 0.3$. Radius of the window $R = 0.98$. 
Figure 16. First and second rows: Temperature spectra and fluxes for strong, moderate and no rotation for methods 1 and 2. Third and fourth rows: Tukey windowed temperature spectra and fluxes for strong rotations. Method 1 $Ro = 0.75$. Method 2 $U_f = 0.3$. Radius of the window $R = 0.98$.

6.1. Energy Spectra and Fluxes

The first observation is that the energy spectra corresponding to the rotating bubbles are above the spectrum of the non-rotating one at large and small scales (except at large scales for the case $Ro = 0.75$. As previously noticed, strong rotations with Method 1 prevent large structures to develop towards the pole). One can also notice that the slope of the energy spectrum (observed for moderate wave numbers) is not modified by the rotations. Rotations created by Method 2 induce an energy increase at large scales. The third observation concerns the small scales. Rotations created by Method 1 do not modify the energy spectrum at small scales whereas strong oscillations are detected for rotations created by Method 2. This pattern had been previously observed in temperature spectra and it had been proven that it is due to the boundary conditions at the equator [24]. These oscillations in the energy spectra are due to the non-zero velocity boundary condition. What we observe here is that Method 2 intensifies
the shear layer and now the energy spectrum is also affected by these instabilities. These oscillations can be removed by excluding the shear layer above the equator from the computations. This can be done by using a circular version of a Tukey window [37] to smoothly remove the shear layer without introducing spurious artifacts. We recall here that a Tukey window allows to smooth a step from 1 to 0 with a cosine function shape decrease. We present in bottom of Figure 14 the effects of this windowing process on the energy spectra and fluxes for the strong rotations cases ($Ro = 0.75$ and $U_f = 0.3$). The windowed and non-windowed non-rotating cases are also shown in this figure. The radius from which the window decreases has been chosen equal to $R = 0.98$. Even if it is a very short window, it still allows to significantly reduce the oscillations. It had been shown in [37] that a larger window would allow to completely remove them. As expected, the windowing process affects particularly the results obtained with Method 2 where a strong shear layer is present whereas it does not significantly modify the results obtained with Method 1 where there are kinematic and thermal layers but almost no shear layer.

In our previous paper, we have shown that, in absence of rotation, as the Rayleigh number increases, the energy (resp. enstrophy) spectra tend to follow a $k^{-11/5}$ (resp. $k^{-1/5}$) scaling corresponding to the Bolgiano regime [38–41]. Our results were consistent with Verma et al. [40] and Kumar et al. [41] confirming the two-dimensional nature of our experiment with a strong kinetic energy inverse cascade. In our present numerical simulations with an intermediate Rayleigh number ($Ra = 3 \times 10^8$) we observe a $k^{-3}$ slope at intermediate scale, and the rotations created with method 2 tend to strengthen the buoyancy and a $k^{-11/5}$ slope is observed. Particularly at large scales. The shape of the energy fluxes remains essentially the same, and we can observe that the strongest inverse energy transfer correspond to the highest Nusselt number enhancement. Strong rotations created by Method 1 lead to a weaker energy flux.

### 6.2. Enstrophy Spectra and Fluxes

We can observe in the enstrophy spectra that strong rotations created by Method 1 decrease the quantity of enstrophy at large scales whereas strong or moderate rotations created by Method 2 increase the quantity of enstrophy in this range of scales (first and second rows of Figure 15). This can be explained by the fact that in Method 2 very long structures stretching from the equator to the pole appear in the bubble, while Method 1 rotations pack the structures in a band above the equator. The size of this band depends on the rotation velocity. As already observed in the energy spectra, the rotations created with Method 2 strengthen the buoyancy and enable a Bolgiano regime at large scales where a $k^{-1/5}$ can be observed. At intermediate scales, a Kraichnan-like regime with a $k^{-1}$ slope takes place. As mentioned above, the rotations created with Method 1 weaken the buoyancy at large scales.

We can also observe in Figure 15 that Method 2 substantially modifies the enstrophy flux in the bubble. Method 1 does not really change the enstrophy flux, but Method 2 strongly increases it. In particular, it can be noticed the appearance of a bump at small scales around $k = 400$. The higher the azimuthal velocity, the higher the bump. We believe that this bump is created by instabilities in the shear layer, and can be removed by excluding the shear layer above the equator from the computations. Again, this can be done by using the circular version of a Tukey window [37] to smoothly remove the shear layer without introducing spurious artifacts. We present in Figure 15 (third and fourth rows) the effects of this windowing process on the enstrophy spectra and fluxes for the strong rotations cases ($Ro = 0.75$ and $U_f = 0.3$). The non-rotating non-windowed case is also shown in this figure. The size of the window has been chosen as $R = 0.98$. The windowing process does not significantly change the enstrophy spectra at large scales. But we can verify that the instabilities in the shear layer are responsible for the shape of the spectrum at very small scales (in particular for Method 2). The difference is even more striking in the enstrophy flux. We can observe that the small shear layer is influencing the whole flux, and is in particular responsible for the bump located at $k = 400$. If we remove from the figure the flux obtained with $U_f = 0.3, R = 1$, we can zoom and observe that the
remaining fluxes are very similar at small scales (Figure 17). It can be noticed that concerning Method 1 the windowed enstrophy flux is very similar to the windowed non-rotating enstrophy flux. Even in the non-rotating case the boundary layer plays an important role in the transfer of enstrophy through scales. Thus we can conclude that the shear layer is really dominant in our experiments, for both methods of rotation, but in particular when rotating the bubble with Method 2.

![Enstrophy flux graph](image)

**Figure 17.** Tukey windowed enstrophy fluxes for strong rotations. Method 1 $Ro = 0.75$. Method 2 $U_f = 0.3$ with radius of the window $R = 0.98$ only.

6.3. Temperature Spectra and Fluxes

The temperature spectra are composed of two branches leading to an oscillatory behavior. This characteristic feature has been studied and explained in detail in [24]. It was shown that the temperature spectrum presents dual branches because the mean temperature profile has a steep variation near the equator. These oscillations can be removed by subtracting the average temperature profile from the temperature fields.

Here, we observe that the rotations created by Method 1 do not significantly modify the temperature spectrum, whereas the rotations created by Method 2 largely increase the oscillations, in particular at small scales. This is consistent with our previous results since rotations induced by Method 2 strengthen the instabilities in the shear layer and thus enhance its influence in the fluid. Without rotation, we can observe a $k^{-1/2}$ scaling in the temperature spectrum. This scaling changes slightly with rotation values and a $k^{-1/5}$ for strong rotation with Method 2 ($U_f = 0.3$) is observed. We do not have any explanation for these results. We can observe in the temperature fluxes that the rotation leading to the highest enhancement of the Nusselt number (for $U_f = 0.15$) has the highest temperature flux. Once again the influence of the instabilities in the shear layer can be studied by removing them with the Tukey windowing process. The results are summarized in Figure 16 (third and fourth rows). Again, removing the shear layer allows to reduce the oscillations as observed in [24]. However, here we just remove a very small area above the equator whereas in [24] the average profile of temperature was removed. We can also observe that the windowing significantly modifies the temperature fluxes in the non-rotating case and also in the case of the rotation induced by Method 1. The effect is actually the same for both cases.
In conclusion, we observe a mix of the Bolgiano and Kraichnan regimes. The rotations created by Method 2 strengthen the buoyancy at large scales and the Bolgiano regime seems to be dominant in this range of scales. This is particularly observed in the enstrophy spectra where a $k^{-1/5}$ slope is detected in the results for Method 2. Also, two characteristics seem to play a very important role: the boundary layers that clearly influence the whole flow, and the intermittency induced by the shear layer in Method 2. Different physical mechanisms can be responsible for these phenomena and can be different in two and three-dimensional thermal turbulence: for instance, tubes of vorticity can clearly not be produced in two-dimensional experiments. However, plumes of convective heat can still be produced in two-dimensional experiments.

7. Conclusions

We have presented numerical simulations of a rotating thermal convection experiment. The results for the non-rotating version of this experiment have been reported in [20–22,24]. The purpose of the present paper was to analyze the reaction of the fluid when two different kinds of rotation are applied to the bubble: a solid rotation forced by a rotation term in the equations (Method 1), and a global rotation forced by a non-zero azimuthal velocity boundary condition at the equator (Method 2). The second-order temperature structure functions have already been analyzed in [23] for a rotating bubble with Method 1 for various values of the Rossby number. Three different regimes were observed in the temperature structure functions depending on the Rossby number. We have also found in the present study three different regimes when analyzing the convective heat transfer: regime I when the Nusselt number is unchanged, regime II when the Nusselt number is increased, and regime III when the Nusselt number is decreased. Three-dimensional Rayleigh–Bénard experiments also present three different regimes depending on the Rossby number [12,14–19]. In our numerical simulations, when the velocity is low (Regime I), the fluid remains unaffected and we do not observe any increase of the heat transfer. For moderate velocity rotations (Regime II), the convective heat transfer from the equator to the north pole is improved by about 5% with Method 1 and more than 15% with Method 2. For relatively high rotations (Regime III), we observe a large drop in the heat transfer efficiency with both methods. These numerical simulations have been analyzed with four different tools: the Nusselt number, the convective heat flux, the RMS of velocity and temperature fluctuations, and the energy/enstrophy/temperature spectra/fluxes. The enhancement of the heat transfer, measured by the Nusselt number, is created by the elongation of the plumes that stretch from the equator to the north pole for moderate rotations. These plumes are completely suppressed by high rotations induced by Method 1 and strongly inhibited by high rotations induced by Method 2. Rotations induced by Method 2 create a shear layer with strong velocity fluctuations near the equator.

We have shown that the Nusselt number enhancement is controlled by the relative thicknesses of the thermal and shear layers, in the same way as in [33] where they compare the thermal and the viscous layers. When the thermal boundary layer is larger than the shear layer, the heat transfer is enhanced by the rotation and we observe an increase of 15–18% of the Nusselt number compared to the non-rotating case (Regime II). When the thickness of the shear layer reaches that of the thermal boundary layer, the creation of the plumes is affected by the rotation and we observe shorter plumes in the bulk of the bubble. With Method 2, when the velocity rotation is relatively high, most of the plumes are suppressed but intermittent and rare very long structures that stretch from the equator to the pole are present. In this case, the dynamics of the fluid is completely modified and the global Nusselt number is decreased compared to the non-rotating one. The analysis of the energy/enstrophy/temperature spectra and fluxes also confirms that the small shear layer, strengthened by high azimuthal velocity rotations, plays a very important role in the statistical properties of the bubble. This method for producing the rotations strengthens the buoyancy leading to a Bolgiano-like scaling at large scales. At intermediate scales, a Kraichnan-like scaling is observed in the energy and enstrophy spectra. We also observe a dominant inverse cascade of energy and a dominant direct cascade of enstrophy.
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