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Abstract—Deep Neural Networks (DNNs) are acknowledged as vulnerable to adversarial attacks, while the existing black-box attacks require extensive queries on the victim DNN to achieve high success rates. For query-efficiency, surrogate models of the victim are used to generate transferable Adversarial Examples (AEs) because of their Gradient Similarity (GS), i.e., surrogates’ attack gradients are similar to the victim’s ones. However, it is generally neglected to exploit their similarity on outputs, namely the Prediction Similarity (PS), to filter out inefficient queries by surrogates without querying the victim. To jointly utilize and also optimize surrogates’ GS and PS, we develop QueryNet, a unified attack framework that can significantly reduce queries. QueryNet creatively attacks by multi-identity surrogates, i.e., crafts several AEs for one sample by different surrogates, and also uses surrogates to decide on the most promising AE for the query. After that, the victim’s query feedback is accumulated to optimize not only surrogates’ parameters but also their architectures, enhancing both the GS and the PS. Although QueryNet has no access to pre-trained surrogates’ prior, it reduces queries by averagely about an order of magnitude compared to alternatives within an acceptable time, according to our comprehensive experiments: 11 victims (including two commercial models) on MNIST/CIFAR10/ImageNet, allowing only 8-bit image queries, and no access to the victim’s training data. The code is available at https://github.com/Sizhe-Chen/QueryNet.

Impact Statement—Deep Neural Networks (DNNs) have been validated as vulnerable, while they are much harder to attack in real-world black-box settings. Existing methods require hundreds of queries on the victim DNN to perform an effective attack. By proposing a new perspective that gradient and prediction similarity are fundamentally different, this paper fosters the query-based attackers via stealing the victim model using neural architecture search with a novel sample evaluation. Our unified attack framework, namely QueryNet, reduces the average query times to break a DNN by an order of magnitude from current baselines. Because practical DNNs are inevitably subject to intense queries, our work reveals the significant adversarial threat in DNN applications and advocates for attention to securing DNNs in deployment. Our view on DNN similarities may also inspire future work on attacks and defenses by surrogate models.
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We propose QueryNet, a unified attack framework, where surrogates’ GS and PS are jointly exploited in forward propagation and optimized in backward propagation.

We design a novel AE evaluation mechanism in QueryNet’s forward propagation and creatively optimize surrogates by NAS in the backward propagation, forming an extremely query-efficient score-based attack.

We comprehensively evaluate QueryNet under real-world settings, demonstrating that QueryNet reduces queries by averagely about an order of magnitude compared to recent SOTA methods while maintaining the highest fooling rate.

The rest of this paper is organized as follows. In Section II, we will briefly introduce adversarial attacks, especially black-box query attacks and the surrogate models. The QueryNet is described in detail in Section III. Section IV evaluates QueryNet with baselines, presenting visual and numerical results to show QueryNet’s superiority. In Section V, a conclusion is given to end this paper with potential future work.

**II. RELATED WORK**

Adversarial attacks craft human-imperceptible perturbations on the input to mislead the victim DNN to make incorrect predictions. Since its proposal [37], many white-box attacks are developed [6–9], using the gradients of the victim to adversarially update the input, i.e., to increase the training loss, so that the victim produces false outputs with high confidence. White-box attacks generally achieve high success rates since the victim’s complete information is accessible, otherwise one has to adopt black-box attacks, which are generally categorized into transfer attacks [23], [24], [28], [38], [39] and query attacks [16–22]. Transfer attacks conduct white-box attacks on the surrogate model of the victim and expect the yielded AEs to hurt the victim, which is referred to as the attack transferability. The surrogate and the victim are both accurate, and thus are very similar in the prediction, but the attack transferability remains relatively low. In contrast, query attacks target a specific victim and update AEs iteratively according to the victim’s output feedback. They generally enjoy high success rates, but the number of queries leaves much to be reduced. According to the accessibility of the victim’s output, query attacks are further divided into score-based attacks [16–22] and decision-based ones [40–42]. The former ones provide the
probability vectors of the victim’s output for attackers, while the latter ones only allow access to the victim’s decisions, i.e., the top-1 predictions.

Score-based query attacks are our focus. Early studies try to estimate the victim’s gradients by additional queries around the sample [17], [43] inspired by white-box attacks, but this strategy is very query-intensive. Besides gradient estimation, fast pure random-search methods are also validated effective [21], [24], [44], which greedily update AEs only if the perturbation makes the sample more adversarial to the victim. Parallel methods introduce the surrogate model in transfer attacks to generate the transfer-prior, i.e., the initial adversarial perturbations [19], before querying the victim. Based on this idea, [25] regards surrogates’ transfer-prior as subspaces to reduce the query searching space; [26] adopts meta-learning to approximate the victim; [27] proposes to learn the victim’s (estimated) gradients via high-order computation graph. The aforementioned methods only exploit surrogates’ GS towards the victim to generate AEs. Recently, [28] uses surrogates’ PS for virtual queries on the victim, but it does not consider the GS and is resource-consuming due to the meta-training. Moreover, transfer attacks and random-search query attacks are still developing separately to the best of our knowledge.

Surrogates in query attacks can be trained differently. Most works train surrogates in a traditional way, i.e., decreasing the cross-entropy loss on the victim’s training data [19], [45] or external data [25]. Recently, [26], [29] propose to adopt meta-training to imitate the victim; [27] alters the loss to explicitly learn the victim’s (estimated) gradients; [30] trains a high-transferable AE generator from queries of no natural data; [46] models the conditional adversarial distribution by a conditional generative flow. The methods above consider the query data pair besides the victim’s training data. Comparatively, we only resort to query pairs. Also, we introduce NAS in training, because NAS optimizes the network in a larger space, i.e., modifying architectures besides parameters, which matches our need to precisely approximate the victim. Early NAS methods [47–49] consume much GPU resources. Differential ARCHitecture Search (DARTS [50]) greatly reduces the cost of NAS by relaxing the search space to be continuous. Partially-Connected DARTS (PC-DARTS [51]) samples a small component of super-network to reduce the memory consumption without hurting the performance.

III. THE PROPOSED QUERYNET

In this section, we first introduce our notations and terminologies, then state our motivation to consider GS and PS by analyzing existing methods. After that, we present the design of QueryNet, especially the novel AE mechanism in the forward path and the creative NAS optimizing in the backward path. Finally, we summarize our QueryNet and the iterative query strategy in Alg. 1 and Alg. 2 respectively.

A. Preliminaries

The black-box attack problem is formulated as below. For an original $x^{org}$ that is correctly predicted by the victim as its ground truth class $y^{org}$ by a $K$-classifier victim $V$, the goal of the untargeted score-based query attack is to achieve

$$\begin{align*}
\arg\max_{x^{adv}} \left( V(x^{adv}) \right) & \neq y^{org}, \\
\|x^{adv} - x^{org}\|_p & \leq \varepsilon, \\
#V(x) & \leq N,
\end{align*}$$

(1)

where $V(x) : \mathbb{R}^d \rightarrow \mathbb{R}^K$ represents the victim DNN with the prediction $[V_1(x), \ldots, V_K(x)]^T$.

The first condition in (1) means fooling the victim. In our QueryNet, we use the following margin loss

$$L(V(x), y) = V_y(x) - \max_{k \neq y} V_k(x),$$

(2)

which stands for the smallest difference between victim’s output on the correct class and that on incorrect classes, and this is a simplified C&W attack loss [8]. If $L(V(x), y^{adv}) < 0$, the sample $x$ becomes an AE. Since the query times for different samples vary a lot [52], the attack performance is generally evaluated on several images. Thus, in descriptions below, we uniformly denote a set of AEs as $X^{adv} = \{x^{adv}_k\}$, and its counterpart original samples as $X^{org}$. Similarly, $V(X)$ contains all predictions, and $L = L(V(X), Y)$ is the loss.

The second condition in (1) guarantees the attack imperceptibility, i.e., the perturbations are $\ell_p$-norm bounded by $\varepsilon$, where $p$ is commonly set as $2$ or $\infty$. The last condition in (1) is the budget for queries, meaning that the victim’s output $V(x)$ is allowed to be accessed for no more than $N$ times.

Besides our notations, we also summarize terminologies appeared in the introduction for a clear subsequent presentation.

- **gradient similarity (GS):** A surrogate has high GS if its gradients are similar to the victim, which is quantified by the attack transferability of its AEs towards the victim.
- **transferable attacker:** A surrogate is a transferable attacker if we use its gradients to generate AEs for the victim, i.e., exploiting its GS towards the victim.
- **prediction similarity (PS):** A surrogate has high PS if its predictions are similar to the victim, which is quantified by its prediction consistency with the victim.
- **transferability evaluator:** A surrogate is a transferability evaluator if we use it to evaluate and estimate the adversarial transferability of AEs, i.e., exploiting its PS towards the victim.
- **multiple identities:** refer to that surrogates are multiply exploited as transferable attackers and transferability evaluators in QueryNet.
- **candidate AEs:** crafted from the same original samples by different attackers, sent to the transferability evaluators as candidates for query samples.

B. Motivation

To attack in a query-efficient manner, surrogate models of the victim DNN have been adopted. The basic idea herein is to imitate the victim by the complete accessible surrogates at the attacker’s hands. The imitation is based on the similarity between the surrogate and the victim, which could be roughly divided into three levels.
TABLE I: Comparison with existing methods

| Method     | trainable components | attack by S (exploit GS) | predict by S (exploit PS) |
|------------|----------------------|--------------------------|---------------------------|
| Bandits    | ×                    | ×                         | ×                         |
| NES        | ×                    | ×                         | ×                         |
| RGF        | ×                    | ×                         | ×                         |
| Transfer   | ×                    | ✓                         | ×                         |
| P-RGF      | ×                    | ✓                         | ×                         |
| DaST       | S                    | ✓                         | ×                         |
| Meta       | S                    | ✓                         | ×                         |
| LeBA       | S                    | ✓                         | ×                         |
| DPD        | distribution         | ✓                         | ×                         |
| CAD        | distribution         | ✓                         | ×                         |
| Subspace   | ×                    | ✓                         | ×                         |
| Simulator  | S                    | ✓                         | ✓                         |
| QueryNet (ours) | S, w | multiple | ✓                         |

Complete PS: The surrogate predicts exactly the same as the victim, leading to complete PS and GS. This unobtainable setting degrades black-box attacks to white-box ones.

High PS, Low GS: The surrogates’ outputs are quite similar to that of the victim, but their gradients differ distinctively. A direct example is the transfer attack, where surrogates share similar predictions with the victim due to the training on the same data, but surrogate’s AEs may not transfer to the victim since their GS is low. Although in this case, the attack transferability is not good, the high PS makes it promising to use the surrogate to decide whether an AE would hurt the victim or not [29]. This setting is achievable by training surrogates with victim’s training data or sufficient data labeled by the victim, which is similar to knowledge distillation [53] or model stealing attacks [54, 55].

Low PS, High GS: The attacker has little knowledge about the victim’s exact predictions, but could accurately guess its gradients, which could be realized without [17], [43] or with [19], [25] surrogates. Under this setting, white-box attacks on the surrogates are promising to craft transferable and efficient AE pairs towards the victim. But since the PS is low, the exact outputs of the victim cannot be well known and numerous queries are still needed.

According to the description above, we roughly categorize existing attacks in Table I. Commonly, the attack methods use one surrogate. More importantly, every surrogate only carries a single identity, i.e., is exploited either as an attacker due to their GS (column 3), or as a virtual predictor for their PS (column 4). Accordingly, the surrogate is utilized from a limited perspective, leading to great room for improving the attack performance. In this regard, it is imperative to develop a method that exploits multi-identity surrogates for both their GS and PS, and improves their GS and PS by accurate self-adjustments.

C. Craft queries by QueryNet: exploit GS and PS

In this paper, we propose a novel attack framework QueryNet. As illustrated in Fig. I, QueryNet crafts the query samples by multi-identity surrogates in the forward propagation, and uses NAS to adjust surrogates by the victim’s feedback in the backward propagation.

Concretely, QueryNet first exploits surrogates’ GS and PS by generating various candidate AEs for one sample, and then selecting one of them with the highest (estimated) attack transferability $X^q$ for the query. This novel usage of surrogates yields diverse AEs but only queries the victim with the most effective ones, reducing extensive query times. After that, QueryNet improves surrogates’ GS and PS by creatively adopting NAS to optimize the surrogates $S$, so that we could attack with better surrogates in the next query.

In the forward propagation, QueryNet first crafts diverse candidate AEs $X_i$ by attacker $A_i$ as $X_i = A_i^w (X, \cdot)$. After that comes the most significant and distinctive part of QueryNet, the self-evaluation of potential candidate AEs. The idea is to estimate an AE’s transferability towards the victim by its transferability towards all surrogates, which is accessible and quantifiable as a weighted sum of surrogates’ loss values. Accordingly, the overall forward propagation to craft the $k^{th}$ query sample at one iteration could be expressed as

$$X^q_k = X_{\alpha_k,k} = A^w_{\alpha_k} (X_k, \cdot),$$

$$\alpha_k = \text{argmin}_{i} \sum_{j=1}^{n} w_j \mathcal{L}(S_j(A^w_i (X_k, \cdot)), Y^\text{org}_j).$$

The first equation means that the query sample $X^q_k$ is from attacker $\alpha_k$, because, according to the second equation, it produces the AE with the lowest weighted surrogates’ loss, i.e., the highest transferability towards surrogates. Here $i, j$ stand for the indexes of the attacker, evaluator respectively, $w_j$ is the evaluation weight for surrogate $S_j$, and $\alpha$ is a vector containing indexes of the samples.

In this way, QueryNet constructs a novel strategy to exploit not only surrogates’ GS to craft AEs but also their PS to filter out ineffective queries. Next, we discuss how we creatively improve GS and PS by query feedback to further reduce queries.

D. Self-adjustments in QueryNet: improve GS and PS

In the backward propagation, QueryNet adjusts its surrogates by the victim’s output. Instead of using pre-trained surrogates prior knowledge [19], [25], [27], our surrogates approximate $V$ by training only on past query pairs $D = (X^q, V(X^q))$ to minimize an MSE loss as in [26], [27], [29], i.e.,

$$\min_S \sum_{j=1}^{n} \left\| S_j(x) - V(x) \right\|_2^2, \; x \in D.$$ 

Unlike existing methods [26], [27], QueryNet exploits multi-identity surrogates by using them as transferable attackers and transferability evaluators, pursuing high similarity on both prediction and gradient, which raises a higher requirement on surrogate’s approximation of the victim than focusing on one part. Therefore, in the self-adjustment of QueryNet, we alter also surrogates’ architectures by NAS. NAS optimizes DNN’s parameters and architecture by the training data and validation data respectively. QueryNet optimizes surrogates by an increasing amount of data, so we train both parameters and architecture by randomly sampled past query pairs. This step is denoted as $S' = O(S, D)$, meaning that the surrogate is trained from $S$ to $S'$ until convergence. In this paper, PC-DARTS [51]
Fig. 2: The trend of surrogates’ consistency (PS), the attack transferability (GS) after every attack iteration (querying all 10K test samples). The consistency refers to the rate of similar predictions made by V and S on all past queries. The transferability is calculated by the victim’s error rates on the surrogate’s AEs from all original test samples, and we normalize them to make the largest value as 1 for a clear demonstration. The results are generated from attacking DenseNet40 [59] on MNIST with $\ell_2 = 3$.

is adopted here for its high performance and efficiency on time and memory.

Through our novel NAS training for attackers, the PS and GS of surrogates both increase during the attack, leading to a precise approximation for the victim. We demonstrate this by an example in Fig. 2. The PS (indicated by consistency) and GS (indicated by transferability) quickly increase after a few attack iterations, validating the effectiveness of our NAS optimization. The query time here means average query for each sample, and since attackers generally produce many AEs [27], [29], [58], the data is sufficient for convergence on a good solution.

Algorithm 1 QueryNet

Input: Pre-update amplex $X$, labels $Y$, victim’s loss $L$, attack bound $\varepsilon$, victim $V$, surrogates $S$, past query pairs $D$, evaluation weights $w$, NAS method $O$, attackers $A$.

Output: query samples $X^q$

1: $X_i = A_i^L(X, \cdot)$ # craft candidate AEs with or without $S$
2: $a_k = \text{argmin} \sum_{j=1}^n w_j L(S_j(A_i^j(X_k, \cdot)), Y_{org}^k)$
3: $X^q_i = X_{a_k, k}$ # select AEs with the highest transferability
4: $D = D \cup (X^q, V(X^q))$ # store the query feedback
5: $S_i = O(S_i, D)$ for $i = 1 \rightarrow n$ # NAS on $S$ by [4]
6: Update $w$ according to [4] # estimate surrogates’ quality
7: return $X^q$

E. QueryNet algorithm: a summary

The aforementioned QueryNet, including the forward propagation and backward propagation, is summarized in Alg. 1. In the forward propagation, we design a novel strategy to evaluate diverse candidate AEs, which are generated by various attackers. Among them, surrogate attackers are used for their GS to attack by FGSM [6]. Besides, two model-independent attacks are also involved to diversify the attack, which are the excellent Square attack [22] and Square+, a variant of Square attack designed by us. Details of all attackers are presented in Appendix A. In the backward propagation, we creatively adopt NAS to optimize surrogates by the query pairs. In this way, surrogates’ GS and PS increase quickly during the attack as in Fig. 2. Besides improving the quality of a surrogate, we also pay attention to calibrating its quality. Thus, we also learn surrogates’ evaluation weights $w$ by the victim’s feedback, which is specified in Appendix B.

Before we have discussed how to attack in one iteration by QueryNet, next we present the iterative query attack strategy for QueryNet in Alg. 2. The procedure starts by training randomly initialized surrogates with query pairs of original samples $(X^\text{org}, V(X^\text{org}))$. At each attack iteration, we only focus on unsuccessful AEs $X$, i.e., those correctly predicted by $V$ (line 6 in Alg. 2). Then we use QueryNet to craft $X^q$ to query the victim. Finally, we update our AEs by those that become more adversarial to the victim (line 8 in Alg. 2), i.e., always hold the “most adversarial” examples with the smallest victim’s loss.

By the iterative implementation, QueryNet’s novel AE evaluation mechanism and creative NAS training dramatically increase the query-efficiency by exploiting and improving multi-identity surrogates’ GS and PS in a unified framework, which is validated by our extensive experiments below.

IV. EXPERIMENTS

A. Setup

Baselines. We evaluate QueryNet along with several SOTA attacks proposed after 2019, which are Bandits [18], Subspace [25], LeBA [27], PPBA [44], SimBA [21], and Square [22]. Notice that most of the attacks are originally tested on CIFAR10 and we select the most efficient ones, including Bandits, PPBA, Subspace, and Square for MNIST and ImageNet. For the compared methods, we generally inherit the default hyper-parameters from their papers, seeing Appendix C. Results show that QueryNet, using only randomly-initialized surrogates, outperforms all baselines, even those using pre-trained surrogates’ prior knowledge [25], [27].

Metrics. In all empirical studies, we conduct untargeted attack until iteration $N = 10000$, i.e., the maximum query
times, and report the victim’s remaining accuracy on all samples (Acc.), the average query times (A.Q.), and the median query times (M.Q.) for only successful AEs, which is also the setting in [16], [21]. A.Q., rather than the total queries, is the main concern for query-based attacks. The reason herein is that A.Q. directly signifies the concealment of attacks. High A.Q. means many queries with similar AEs from the same original sample, which are highly detectable by defenders. By contrast, low A.Q. means queries with samples of mostly different objects, which behave like normal usage of DNNs. Thus, it is reasonable for [27], [29], [58] and us to reduce A.Q. by using different query samples to train surrogates. And the data for NAS training is sufficient, e.g., 2 A.Q. for 10K test images in MNIST yields 20K training data for surrogates.

Victims. We attack various victims including WideResNet10 (WRN10 [53]), ResNet with Pre-activation (RNp [60]), and DenseNet40 (DN40 [59]) for MNIST, WideResNet28 (WRN28 [33]), GDAS [61], and PyramidNet272 (PyrN272 [62]) for CIFAR10, InceptionV3 (IncV3 [63]), ResNetX101 (RNX101 [64]), and MNASNet (MNASN [56]) for ImageNet. Victims are pre-trained models from Torchvision [65] for ImageNet, official repositories for CIFAR10, and our training for MNIST from [66]. To evaluate QueryNet on real-world black-box settings, we also attack 2 commercial APIs from Baidu EasyDL [32], where we have no knowledge about the victims but could only get its output probability. We use PyTorch [65] platform with 4 NVIDIA Tesla V100 GPUs, and the report of QueryNet’s time consumption is based on these devices.

Dataset. Information about the dataset and the attack bound $\varepsilon$ is specified in Table I, where columns 3 and 4 show the sample number in the dataset and our evaluation, respectively. For ImageNet, we randomly select one image from each of the 1K categories in the validation set and resize the samples into 224 resolution for the victim’s and surrogates’ inputs. We use all 10K samples in the MNIST/CIFAR10 test set. To the best of our knowledge, no such large-scale experiment has been conducted for query-based attacks. For attack bounds, we mostly adopt common values (columns 5 and 6 in Table I).

B. Results

The attack performance is reported in Table IV, where “*” indicates the method uses surrogates pre-trained on the victim’s training set. Overall, QueryNet achieves a significant reduction in queries from the SOTA attacks, while maintaining the highest success rates. On MNIST, the A.Q. decreases from 192.0 to an amazing 5.3 in attacking WRN10, surpassing baselines by an order of magnitude. Since MNIST classification is an easy task, the attack is difficult. But QueryNet reduces the victim’s accuracy from over 99.4% to below 0.7% in all conducted evaluations. Note that the attack performance is not good when A.Q. is small with a high Acc., e.g., PPBA in MNIST, because the calculation of A.Q. and M.Q. neglects failed AEs.

On CIFAR10, a similar trend could be observed. QueryNet cuts down about 50% to 70% queries in $\ell_\infty$ attacks and 75% to 85% queries in $\ell_2$ attacks from Square attack, which is already verified excellent. In all evaluations, QueryNet achieves a definite fooling within 30 A.Q. for each sample. The reduction of queries by QueryNet is significant in $\ell_2$ attacks, indicating that DNNs are vulnerable to $\ell_\infty$-unrestricted AEs.

QueryNet’s impact on decreasing A.Q. on ImageNet is also obvious, especially in $\ell_2$ attacks. It also decreases the M.Q., reducing the victim’s accuracy very fast in initial iterations. Due to the computational consumption of NAS on ImageNet, we train the surrogates only once and do not finetune them later; thus only revealing QueryNet’s partial potential here. Still, QueryNet outperforms all baselines, especially in $\ell_2$ attacks. For further reference, we also report results with pre-trained surrogates (DN121 [59], DN169 [59], and RN50 [67]) as QueryNet*, but that is not our main focus.

| Dataset | Image Size | Data | Test Data | $\varepsilon$ ($\ell_\infty$) | $\varepsilon$ ($\ell_2$) |
|---------|------------|------|-----------|-----------------|-----------------|
| MNIST   | 28 $\times$ 28 $\times$ 1 | 70K  | 10K       | 0.3             | 3               |
| CIFAR10 | 32 $\times$ 32 $\times$ 3 | 60K  | 10K       | 16 / 255        | 3               |
| ImageNet| 224 $\times$ 224 $\times$ 3 | 1300K| 1K        | 0.05            | 5               |

| TABLE III: Influence of the 8-bit setting: study on ImageNet by ResNet50 (clean accuracy 87.91%) |
|------------------------------------------|------------------------------------------|------------------------------------------|
| $\ell_\infty$ | Acc. | A.Q. | M.Q. | $\ell_2$ | Acc. | A.Q. | M.Q. |
|----------------|------|------|------|---------|------|------|------|
| SimBA          | 10.2%| 179.3| 56   | SimBA   | 10.1%| 178.4| 54   |
| SimBA+         | 4.0% | 140.6| 40   | SimBA++ | 29.0%| 405.3| 56   |
| LeBA           | 1.1% | 120.6| 27   | LeBA    | 1.1% | 120.6| 27   |

The mean and the variance of the dataset in pre-processing.

NAS. In PC-DARTS, we inherit most hyper-parameters in [51], but change the number of layers for the diversity of surrogates. Concretely, we choose # layers as 6, 8, 10 for three surrogates on CIFAR10, and 3, 4, 5 for smaller surrogates on MNIST. We train by all past query pairs as randomly sampled mini-batches until convergence, i.e., the training MSE loss is lower than 2 after 30 iterations. If the loss does not decrease quickly enough, we also stop the training after 100 batches for time-efficiency, and we alter 100 to 1500 in the first iteration when surrogates should be thoroughly trained from scratch. The batch size is 300 for MNIST and 128 for CIFAR10.
TABLE IV: The attack performance on MNIST, CIFAR10, and ImageNet

|                | MNIST |                  | CIFAR10 |                  | ImageNet |                  |
|----------------|-------|------------------|---------|------------------|----------|------------------|
|                | WRN10 (99.41%) | RNP (99.59%) | DN40 (99.46%) | WRN28 (95.97%) | GDAS (97.19%) | PyrN272 (98.44%) |
| \( \ell_\infty \) |       |                  |         |                  |          |                  |
| Bandits        | 9.7%  | 149.7            | 26      | 13.9%            | 56.8     | 22               |
| PPBA           | 7.7%  | 49.6             | 2       | 3.0%             | 205.8    | 2                |
| Square         | 5.1%  | 50.2             | 28      | 1.1%             | 13.9     | 1                |
| QueryNet       | 0.1%  | 3.9              | 2       | 0.7%             | 7.6      | 1                |
| \( \ell_2 \)   |       |                  |         |                  |          |                  |
| Bandits        | 29.7% | 963.3            | 28      | 40.2%            | 1894.7   | 39               |
| PPBA           | 7.0%  | 41.4             | 2       | 9.3%             | 14.6     | 2                |
| Square         | 3.8%  | 192.0            | 58      | 3.2%             | 411.7    | 90               |
| QueryNet       | 0.5%  | 5.3              | 4       | 0.4%             | 18.6     | 5                |

TABLE V: Ablation study on different attack bounds (CIFAR10, WRN28)

| \( \epsilon \) | Acc. | A.Q. | M.Q. | Acc. | A.Q. | M.Q. | Acc. | A.Q. | M.Q. | Acc. | A.Q. | M.Q. |
|----------------|------|------|------|------|------|------|------|------|------|------|------|------|
| 4 / 255        | 4.3% | 1372 | 675  | 3.8% | 1300 | 612  | 3.7% | 1292 | 595  | 3.2% | 1103 | 380  |
| 8 / 255        | 0.2% | 365.6 | 119  | 0.1% | 336.0 | 89   | 0.1% | 323.5 | 89   | 0.1% | 210.0 | 30   |
| 12 / 255       | 0.0% | 129.4 | 37   | 0.0% | 102.9 | 20   | 0.0% | 100.0 | 19   | 0.0% | 47.6   | 3    |
| 16 / 255       | 0.0% | 53.1  | 13   | 0.0% | 35.3  | 3    | 0.0% | 33.6 | 3    | 0.0% | 16.0   | 2    |
| 20 / 255       | 0.0% | 27.1  | 4    | 0.0% | 15.5  | 2    | 0.0% | 15.6 | 2    | 0.0% | 6.7    | 2    |
| \( \ell_2 \)  |      |      |      |      |      |      |      |      |      |      |      |      |
| 1              | 3.1% | 807.5 | 256  | 3.1% | 778.6 | 240  | 3.3% | 762.0 | 245  | 2.4% | 554.2 | 96   |
| 2              | 0.2% | 194.6 | 53   | 0.1% | 168.2 | 41   | 0.1% | 155.8 | 38   | 0.0% | 26.8    | 4    |
| 3              | 0.0% | 70.0  | 22   | 0.0% | 44.0  | 6    | 0.0% | 42.7 | 7    | 0.0% | 9.5    | 2    |
| 4              | 0.0% | 34.0  | 10   | 0.0% | 16.7  | 3    | 0.0% | 14.0 | 3    | 0.0% | 5.0    | 2    |
| 5              | 0.0% | 17.5  | 4    | 0.0% | 8.5   | 2    | 0.0% | 7.0  | 2    | 0.0% | 3.5    | 2    |
Fig. 3: The trend of attack success rates for different methods on CIFAR10 in Table IV. Top figures are for $\ell_\infty$ attacks and bottom ones are for $\ell_2$ attacks.

Fig. 4: The trend of attack success rates for Table V in logarithmic axis.
TABLE VI: The attack performance and GPU hours with different $n$ values (CIFAR10, WRN28, $\ell_\infty = \frac{16}{255}$, $\ell_2 = 3$)

| $n$ # Layers | Acc. | A.Q. | M.Q. | GPU |
|--------------|------|------|------|-----|
| $\ell_\infty$ | 1 10 | 0.0% | 16.85 ± 0.59 | 2 | 0.8 |
| 3 6,810 | 0.0% | 14.61 ± 0.29 | 2 | 2.3 |
| 5 4,6,...,12 | 0.0% | 13.29 ± 0.13 | 2 | 8.9 |
| $\ell_2$ | 1 10 | 0.0% | 12.65 ± 0.29 | 3 | 1.3 |
| 3 6,810 | 0.0% | 8.76 ± 0.25 | 2 | 3.7 |
| 5 4,6,...,12 | 0.0% | 7.56 ± 0.22 | 2 | 15.7 |

Baidu EasyDL [32] provides a platform for black-box attack evaluation, which is fair and more convincing, since no one can access the neural networks’ knowledge. For those models in Baidu EasyDL, both Square and QueryNet achieve definite fooling quickly, but the required number of queries in QueryNet is significantly smaller. Our experiments demonstrate that QueryNet remains very query-efficient in complete black-box settings, where we have no idea how the victims are built and trained. This experiment sounds alarmed that the existing commercial models on the platform are not robust and can be attacked within only a few queries, so that the defender is hard to detect the attack simply based on the query times.

For a deeper illustration, we present the attack success rates after every query iteration in Fig. 3. In all performed experiments, QueryNet achieves high success rates very quickly in initial queries, resulting in low M.Q., and also efficiently modifies the remaining robust samples for the victim, leading to low A.Q. and Acc. The striking performance is obtained by our novel design to focus on surrogates’ PS and GS.

C. Ablation study

To investigate the influence of our major designs, we here conduct the ablation studies under different attack bounds. First, we exclude Square+ and NAS from QueryNet and report the performance using trainable surrogates (DenseNet121, DenseNet169, and ResNet50) in column 3 of Table VII. One could observe that our strategy of surrogates’ multiple identities, ensemble, and learnable self-evaluation, and adjustable surrogates, could significantly reduce queries from Square attack baseline. Second, we additionally equip the Square+ attacker, and the attack performance is further improved (column 4). Finally, the complete QueryNet (column 5) obtains dramatic improvement, showing that NAS could lead to much better GS/PS and thus greatly contribute to the quality of surrogates. The success rate is plotted in Fig. 4. Every four lines with the same color also show that our novel designs all positively contribute to the final amazing performance.

To investigate the influence of the number of surrogates $n$, we construct different numbers of diverse surrogates by altering the number of layers in PC-DARTS, and perform each evaluation 5 times to reduce interference from randomness. The results are reported in Table VI. A natural conclusion here is that more surrogates lead to better and more stable attacks, but require more computation. For a trade-off, we select $n = 3$ in all remaining experiments in this paper. Notice that in the previous experiments, only one trial is tested.

D. Computation analysis

For adversarial attacks, the computation time is not very strict [68]. The proposed QueryNet indeed needs high computation due to the adoption of NAS. But QueryNet can be well implemented using parallel computing on data and model with early-stopping, then the overall time consumption is still acceptable. As in Table VII, QueryNet crafts one AE under common bounds within only 0.5 to 2.6 GPU seconds, i.e., 0.15s to 0.65s using 4 GPUs on average. In comparison, the recent Simulator attack [29] requires over 72 GPU hours to train the meta attacker before the first query. Bandits, Subspace, LeBA, PPBA, and SimBA all conduct no data parallelism. Therefore, QueryNet has no significant disadvantage on computation time.

V. CONCLUSION AND FUTURE WORK

We develop the QueryNet to exploit and improve both the GS and PS of surrogates to achieve great attack performance. The query-efficient comes from the novel usage of multi-identity surrogates as transferable attackers for their GS and transferability evaluators due to the PS. In our unified framework, surrogates are also creatively trained by NAS, further improving the performance. QueryNet reduces queries by about an order of magnitude while maintaining the highest fooling rate in our comprehensive and realistic evaluations.

In the future, it is possible to design other attackers on QueryNet, e.g., by adopting more extensible architecture space, more transferable white-box attacks, and more advanced NAS strategies. However, our attack is only applicable in digital space and thus does not exert imminent impacts to the deployed DNNs on life-concerning systems like physical attacks, which demand a stable invasion across cameras and sensors.
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A. Attackers in QueryNet

In the forward propagation of QueryNet, one could flexibly choose diverse attackers. Here we specify a feasible and efficient design of attackers, which contain model-dependent and model-independent attacks.

Model-dependent attacks are to attack surrogates and generate AEs based on the attack transferability. Here we want a fast attack to accelerate the fooling, and thus choose FGSM [6], which is also preferred due to its good transferability [69]. Multi-step attacks, like Projected Gradient Descend [9] and its transferability enhance techniques [23], [33], have been tested in QueryNet but are not as efficient as FGSM. With FGSM, line 1 in Alg. 1 is specified as

\[
X_i = \begin{cases} 
\text{clip}_{\text{org}}(X + 2\varepsilon \cdot \text{sign}(\nabla_x \mathcal{L}(S_i(X), Y))) & p = \infty, \\
\text{rescale}_{\text{org}}(X + 2\varepsilon \cdot \frac{\nabla_x \mathcal{L}(S_i(X), Y)}{\|\nabla_x \mathcal{L}(S_i(X), Y)\|_2}) & p = 2, 
\end{cases}
\]

where \(\text{clip}(\cdot)\) denotes that the pixels being directly clipped into the bound \(\varepsilon\) as in [9], and \(\text{rescale}(\cdot)\) means the perturbation \(X' - X\) is rescaled to the \(\ell_2\) bound as in [22], [27]. We modify the step size to \(2\varepsilon\) to ensure that every pixel reaches the bound at all iterations, enhancing the transferability [70].

Model-independent attacks, mainly referring to random-search attacks [21], [22], [44], do not rely on surrogates. In our study, we select the excellent SOTA Square attack [22], which adds a random-generated square to the current perturbation in each iteration. Square attack initializes the perturbation by random vertical stripes to boost the fooling, which is also adopted in QueryNet.

In this random-search attack, past query pairs from the same original sample are not taken into account for reducing queries. To take full use of this information, we resort to the sequential search approach for black-box optimization problems, where the goal, similar to the iterative query, is to find the optimum search approach for black-box optimization problems, where

\[
A_1 \rightarrow A_{n+1}, \quad w_{n+1} = \max(w_1 \rightarrow w_n), \\
A_{n+1}, A_{n+2}, \quad \max(w_1 \rightarrow w_n) < w_{n+1} < w_{n+1} < w_{n+2}, \\
A_{n+2}, \quad w_{n+3} = \max(w_1 \rightarrow w_{n+1}).
\]

We illustrate the process above by an example in Fig. 5 QueryNet adaptively selects the most efficient attacker for every AE, so different methods work on a dynamic proportion of samples. Although this strategy is heuristically designed, it generalizes to different settings without careful modification.

B. The attacker evaluation weights

In the backward propagation of QueryNet, the surrogates’ weights for ensemble and evaluation \(w\) can also be calibrated by the query information. The weight reflects the quality of a surrogate. Accordingly, we set it as the ratio of its yielded AEs that become more adversarial to \(V\) as

\[
w_i = \frac{a_i(i)}{\#a_i(i)}, \quad I = \{k : \mathcal{L}(V(X_k^q), Y_k^{\text{org}}) < L_k\},
\]

where \(a_i\) is the selected attacker index in the forward propagation [5], and \(\#a_i(i)\) denotes the times that \(i\) appears in \(a_i\), i.e., the number of \(X^q\) that come from candidate AEs \(X_i\) crafted by \(A_i\). \(\#a_i(i)\) refers to the number of \(X^q\) from \(X_i\) that become more adversarial to the victim, because the set \(I\) contains the indexes of the query samples that decrease the victim’s loss \(L\). Generally, if AEs from one attacker are frequently selected, its evaluation weight would be large. In an extreme case, \(w_i = 0\) if \(\#a_i(i) = 0\), i.e., no candidate AE from \(S_i\) is selected, so its quality is low. The evaluation weight for a surrogate signifies its quality compared to others. Thus, in the beginning, all \(n\) surrogates are considered equally important with the same weight, namely \(w_1, w_2, \ldots, w_n = 1\).

By calibrating surrogates’ quality, QueryNet’s AE evaluation mechanism [3] becomes more accurate. Besides evaluation, it is interesting to notice that [6] is also applicable to measure the quality of model-independent attackers. Based on this, we design a strategy to balance different attackers for good query-efﬁciency and time-efﬁciency. We initialize the attacker weight for Square+ (attacker \(n + 1\)) and Square (attacker \(n + 2\)) as zero. In the beginning, the prior knowledge is important, so we adopt surrogate attackers and Square+ since they are based on past query information. After the surrogate attackers’ quality becomes lower than random-search attacks, we resort to Square+ and Square. Finally, the estimated Lipschitz in Square+ would be also inaccurate [71], and we use only Square, where it would be unnecessary to evaluate candidate AEs generated from one method, so the computational costly training of surrogates is terminated. This strategy could be expressed as

\[
\begin{align*}
A_1 & \rightarrow A_{n+1}, \quad w_{n+1} = \max(w_1 \rightarrow w_n), \\
A_{n+1}, A_{n+2}, & \quad \max(w_1 \rightarrow w_n) < w_{n+1} < w_{n+1} < w_{n+2}, \\
A_{n+2}, & \quad w_{n+3} = \max(w_1 \rightarrow w_{n+1}).
\end{align*}
\]

C. Hyper-parameters for baselines

For a fair and unbiased comparison, we inherit most hyper-parameters but carefully tune crucial ones in all compared methods for good performance.

**Bandits** is a gradient estimation query attack, so we mainly tune the finite-diﬀerence step size. Considering its low query-efﬁciency, we only evaluate the step size 0.1 (original) and 1.0 for CIFAR10 in our 8-bit query setting. The attack success rate is higher at 0.1, while the A.Q. is lower at 1.0. For a trade-off,
we set the finite-difference step size 0.1 on both CIFAR10 and MNIST for $\ell_2$ and $\ell_\infty$ attacks.

**SimBA** is a random-search attack. For MNIST, its attack step size 1.0 makes a significant improvement of high attack success rate and low average query times compared with the original step size 0.1, so we choose 1.0 in all evaluations.

**LeBA** is based on SimBA with additional surrogate models. We set the step size following SimBA and pay more attention to the choice of surrogate models. We comprehensively evaluate ResNet152, DenseNet121, and DenseNet201 for CIFAR10 and select the best-performed ResNet152.

**PPBA** is a random-search attack. We mainly tune the dimension of the measurement vectors and the change of vector amplitude value $\rho$. We set the dimension as 1500 for ImageNet following the original settings and also for CIFAR10, but we reduce the dimension to 350 for MNIST. We also try to explore the most effective $\rho$ in our 8-bit query setting by evaluating $\rho = 0.01, 0.03, 0.05$ for $\ell_2$ attacks and $\rho = 0.01, 0.03, 0.1, 0.3, 1.0, 3.0$ for $\ell_\infty$ attacks. Based on the results, we set the best $\rho = 0.01$ for $\ell_2$ attacks and $\rho = 1.0$ for $\ell_\infty$ attacks in MNIST, CIFAR10, and ImageNet.

**Subspace** is a gradient estimation query attack with surrogates. We use all pre-trained surrogates in the official implementation, i.e., AlexNet and VGGNets for CIFAR10 and ResNet-18/34/50 for ImageNet. We also evaluate the finite-difference step size of 0.1 (original), 1.0, and 2.0 for CIFAR10 and 0.1, 0.5, 1.0, 3.0 for ImageNet. We finally set step size as 1.0 for CIFAR10 and step size as 3.0 and 1.0 for ImageNet on $\ell_2$ and $\ell_\infty$ attacks respectively.

**Square** is a random-search attack. We inherit the official strategy to gradually decrease the size of squares but set the probability of changing a coordinate $p = 0.05$ for all attacks, which is validated better against the original $p = 0.1$ in $\ell_2$ attacks.

---

Fig. 5: Proportion of functional attackers. In iteration $0 \rightarrow 4$, we adopt surrogate attackers and Square+. As surrogates’ transferability effect decreases, QueryNet automatically switches to Square+ and Square in iteration $4 \rightarrow 7$. Finally, the Square takes the lead, generating the most effective AEs, and are thus used solely after iteration 7. The results are produced by WRN28 on CIFAR10 with $\ell_2 = 3$.

SimBA is a random-search attack. For MNIST, its attack step size 1.0 makes a significant improvement of high attack success rate and low average query times compared with the original step size 0.1, so we choose 1.0 in all evaluations.

LeBA is based on SimBA with additional surrogate models. We set the step size following SimBA and pay more attention to the choice of surrogate models. We comprehensively evaluate ResNet152, DenseNet121, and DenseNet201 for CIFAR10 and select the best-performed ResNet152.

PPBA is a random-search attack. We mainly tune the dimension of the measurement vectors and the change of vector amplitude value $\rho$. We set the dimension as 1500 for ImageNet following the original settings and also for CIFAR10, but we reduce the dimension to 350 for MNIST. We also try to explore the most effective $\rho$ in our 8-bit query setting by evaluating $\rho = 0.01, 0.03, 0.05$ for $\ell_2$ attacks and $\rho = 0.01, 0.03, 0.1, 0.3, 1.0, 3.0$ for $\ell_\infty$ attacks. Based on the results, we set the best $\rho = 0.01$ for $\ell_2$ attacks and $\rho = 1.0$ for $\ell_\infty$ attacks in MNIST, CIFAR10, and ImageNet.

Subspace is a gradient estimation query attack with surrogates. We use all pre-trained surrogates in the official implementation, i.e., AlexNet and VGGNets for CIFAR10 and ResNet-18/34/50 for ImageNet. We also evaluate the finite-difference step size of 0.1 (original), 1.0, and 2.0 for CIFAR10 and 0.1, 0.5, 1.0, 3.0 for ImageNet. We finally set step size as 1.0 for CIFAR10 and step size as 3.0 and 1.0 for ImageNet on $\ell_2$ and $\ell_\infty$ attacks respectively.

Square is a random-search attack. We inherit the official strategy to gradually decrease the size of squares but set the probability of changing a coordinate $p = 0.05$ for all attacks, which is validated better against the original $p = 0.1$ in $\ell_2$ attacks.

---

**D. QueryNet adversarial examples**

We visualize the adversarial examples generated by QueryNet in Fig. 6, where it is interesting to see the balanced effect of Square attack and FGSM, i.e., the perturbations are constructed by squares and adversarial noise. It illustrates that QueryNet improves the query-efficiency by a dynamic and learnable balance between random-search attack and transfer attack.