Fluid polyamorphism, the existence of multiple amorphous fluid states in a single-component system, has been observed or predicted in a variety of substances. A remarkable example of this phenomenon is the fluid-fluid phase transition in high-pressure hydrogen between insulating and conducting high-density fluids. This transition is induced by the reversible dimerization/dissociation of the molecular and atomic states of hydrogen. In this work, we present the first attempt to thermodynamically model the fluid-fluid phase transition in hydrogen at extreme conditions. Our predictions for the phase coexistence and the reaction equilibrium of the two alternative forms of fluid hydrogen are based on experimental data and supported by the results of simulations. Remarkably, we find that the law of corresponding states can be utilized to construct a unified equation of state combining the available computational results for different models of hydrogen and the experimental data.

There is a remarkable analogy between the challenges in thermodynamic modeling of fluid polyamorphism in hydrogen and that in supercooled water. In both cases, there is a reasonable agreement on the shape of the phase change line, while the position of the fluid-fluid critical point (FFCP) is highly uncertain and a subject of current debate in the literature. The uncertainty, in both hydrogen and water, is due to the extreme conditions of the phenomena. In supercooled water, the liquid-liquid transition is hidden below the temperature of spontaneous ice formation, while in hydrogen, the fluid-fluid transition occurs at immensely high pressures (millions of atm). Consequently, it is not surprising that the available computational or experimental data are scarce. We show that despite the uncertainty in determining the location of the FFCP in hydrogen, thermodynamic modeling provides a principle direction to predict the equation of state for the system. Remarkably, we find that the law of corresponding states can be utilized to reconcile the different computational models of hydrogen and experiment into a unified equation of state. We introduce an additional parameter to generalize the law of corresponding states, the entropy at the critical point ($S_c$), which provides the opportunity for further studies of hydrogen, both experimental and computational, to be unified under the general approach presented in this work.

The suggested global phase diagram of hydrogen, based only on the available experimental evidence for the fluid-fluid phase transition, the solid-liquid melting transition, and the location of solid-metallic hydrogen, is shown in Fig. 1a. It illustrates the fact that a huge pressure gap separates the liquid-gas and fluid-fluid phase transitions in hydrogen.

Our adopted locations of the FFCP and the solid-fluid-fluid triple point (SFF-TP) are based on the available experimental data and on discussions present in the literature (Table I). We note that the exact location of the FFCP is uncer-
tain, as the interpretation of both the Zaghoov et al.\textsuperscript{9} and Ohta et al.\textsuperscript{8} experimental data have been highly debated\textsuperscript{48,54–56}. Most authors suggest that the experimental data of Ohta et al.\textsuperscript{8}, on the anomalies of the heating efficiency, are obtained in the supercritical region\textsuperscript{48}. We interpret the results observed by Ohta et al.\textsuperscript{8} as the anomalies of the heating efficiency along the "Widom line", the line corresponding to the maximum of the fluctuations of the order parameter, which emanates from the critical point\textsuperscript{4,30,83}.

In classical thermodynamics, the reference value for the entropy is arbitrary. Commonly, the value, $S_c$, is adopted as $S_c = \partial S / \partial T|_{P=0}$, which was found to be $S_c = 0.8$ for all QMC simulations.

Thermodynamically, the phenomenon of the fluid-fluid transition in hydrogen can be modeled through the interconversion reaction, $A \rightleftharpoons B$, where state A represents the free atoms of hydrogen and state B represents dimerized hydrogen atoms. The total Gibbs energy per hydrogen atom (reduced by $R T_c$, where $R$ is the ideal-gas constant) is

$$G = G_A + x G_{BA} + G_{mix}(x)$$

where $G_{BA} = G_B - G_A$, such that $G_A$ and $G_B$ are the Gibbs energies of hydrogen in the monatomic or diatomic states, respectively, $x$ is the fraction of hydrogen atoms in the diatomic state, and $G_{mix}$ is the Gibbs energy of mixing of these two alternative states. We model $G_{mix}$ as a sum of two parts: an asymmetric quasi-ideal mixing of diatomic and monatomic hydrogen and a non-ideal excess Gibbs energy of mixing in the form

$$G_{mix}(x) = \hat{T} \left[ \frac{x}{2} \ln \frac{x}{2} + (1-x) \ln (1-x) \right] + \omega(\hat{T}, \hat{P}) x(1-x)$$

We approximate the dimensionless non-ideality parameter, $\omega = \omega(\hat{T}, \hat{P})$, up to first order in $\Delta \hat{T}$ and $\Delta \hat{P}$, as

$$\omega(T, P) = \omega_0 - \omega_1 T \Delta \hat{T} + \omega_2 T \Delta \hat{P}$$

where $\Delta \hat{T} = \hat{T} - 1$ and $\Delta \hat{P} = \hat{P} - 1$.

The FFCP parameters are determined from the thermodynamic stability criteria that $\partial^2 G / \partial x^2 = 0$ and $\partial^3 G / \partial x^3 = 0$, where $x$ is the fraction of hydrogen atoms in the diatomic state.

![FIG. 1. The global pressure-temperature phase diagram for hydrogen. (a) The full range from low to extreme pressures in logarithmic scale. The crosses indicate the experimental data for the solid-liquid melting transition presented in Diatschenko et al.\textsuperscript{57} (blue), Datchi et al.\textsuperscript{58} (cyan), Gregoryanz et al.\textsuperscript{59} (pink), and Zha et al.\textsuperscript{60} (purple). The solid black curves at low pressure ($P \leq 0.1$GPa) are the liquid-gas-solid phase transitions\textsuperscript{61}, while the solid black curve at high pressure ($P > 0.1$GPa) is the Kechin equation\textsuperscript{62} as reported in ref.\textsuperscript{60}. The black dashed curve is the predicted continuation of the melting line based on experimental and computational evidence\textsuperscript{50,60,63}, while the dotted lines represent the highly-debated prediction\textsuperscript{64–70} of the domain of solid metallic hydrogen\textsuperscript{64,65,70–75}. The red line is the first-order fluid-fluid phase transition adopted in this work. (b) The phase diagram of hydrogen at extreme conditions, in the area of the box in (a). The open circles are experimental data presented in Zaghoov et al.\textsuperscript{9} (light brown), McWilliams et al.\textsuperscript{10} (light brown), and Ohta et al.\textsuperscript{10} (orange). Simulation results\textsuperscript{62,43,46–51,53} are spread within the grey area and shown in detail in Fig. 2. The fluid-fluid phase transition (solid red) and Widom line (dotted red) are represented by Eq. (4). The red star is the location of the fluid-fluid critical point (FFCP) as adopted in this work.]

| FFCP | 105 | 1900 | 0.8 |
| SFF-TP | 250 | 600 | - |

TABLE I. The suggested locations of the FFCP and the SFF-TP.
such that the critical fraction of hydrogen atoms is \( x_c = \sqrt{2} - 1 \), and the critical temperature is \( T_c = 2(2 - \sqrt{2})^2 \omega_0 \).

We note that the first study to apply the two-state thermodynamic approach to high-pressure hydrogen was presented by Cheng et al.\textsuperscript{30}. While the predictions of Cheng et al. for the FFPT are not in agreement with the results of all other simulations and experimental studies\textsuperscript{51}, their study provides a reasonable idea for how the non-ideality parameter, \( \omega \), might depend on pressure and temperature. Based on the suggested trend, we optimized \( \omega_f \) and \( \omega_r \) to agree with the behavior of hydrogen from the available computational data\textsuperscript{14-49,53} and consequently, adopted these parameters as \( \omega_f = 2.062 \) and \( \omega_r = -0.175 \). The asymmetric Gibbs energy of mixing is illustrated in Fig. 3a along with the fluid-fluid coexistence, calculated via the common tangent method, and the limit of absolute stability (spinodal), calculated via the thermodynamic stability conditions.

The condition for chemical-reaction equilibrium is given by \( \partial G / \partial x = 0 \), resulting in the balance of the Gibbs energy of reaction, \( G_{BA} \), and the exchange chemical potential of mixing, \( \mu_{\text{mix}} = \partial G_{\text{mix}} / \partial x |_{\hat{T}, \hat{P}} \), such that thermodynamic equilibrium follows from

\[
G_{BA} = -\mu_{\text{mix}} \tag{4}
\]

We approximate the Gibbs energy of reaction, \( G_{BA} = G_{BA}(\hat{T}, \hat{P}) \), up to second order in \( \hat{T} \) and \( \hat{P} \), as

\[
G_{BA} = \varepsilon - \alpha \hat{T} + \beta \hat{P} + \gamma \hat{T} \hat{P} + \frac{\delta}{2} \hat{T}^2 - \frac{k}{2} \hat{P}^2 \tag{5}
\]

where \( \varepsilon \), \( \alpha \), and \( \beta \) are the energy, entropy, and volume changes of the reaction, while \( \gamma \), \( \delta \), and \( \kappa \) are proportional to the volumetric expansivity, isobaric heat capacity, and isothermal compressibility changes of the reaction, respectively. To balance the Gibbs energy of reaction, Eq. (5), with the derivative of the Gibbs energy of mixing, we express \( G_{BA} \) as an expansion in \( \Delta \hat{T} \) and \( \Delta \hat{P} \) as

\[
G_{BA} = u - a \Delta \hat{T} + b \Delta \hat{P} + g \Delta \hat{T} \Delta \hat{P} + \frac{d}{2} (\Delta \hat{T})^2 - \frac{k}{2} (\Delta \hat{P})^2 \tag{6}
\]

where the modified coefficients of the thermodynamic balance, Eq. (6), are related to the coefficients of reaction, Eq. (5), as:

\[
\varepsilon = u + a - b + g + \frac{d}{2} - \frac{k}{2} \tag{7}
\]

\[
\alpha = a + g + d \tag{7a}
\]

\[
\beta = b - g + k \tag{7b}
\]

along with \( \gamma = g \), \( \delta = d \), and \( \kappa = k \).

If the Gibbs energy of mixing, \( G_{\text{mix}} \), would be symmetric with respect to \( x \), then \( G_{BA} = -\mu_{\text{mix}} = 0 \), could describe the conditions for both reaction equilibrium and fluid-fluid phase equilibrium\textsuperscript{4}. However, since the monatomic and diatomic mixing is asymmetric, the condition for the balance of phase and reaction equilibrium, Eq. (4), is given through

\[
\frac{\mu_{\text{mix}}}{T} = a_2 \left( \frac{\omega(T, P)}{T} - \omega_0 \right)^2 + a_1 \left( \frac{\omega(T, P)}{T} - \omega_0 \right) + a_0 \tag{8}
\]

where the coefficients \( a_0 = -0.502 \), \( a_1 = 0.166 \), and \( a_2 = -0.071 \).

The developed equation of state is formulated through the Gibbs energy for the system as a function of temperature and pressure. Due to the interconverting nature, the two-states of hydrogen are thermodynamically equivalent to a single component system. Consequently, this produces an equation of

FIG. 2. Unifying the different simulation results with experimental data of hydrogen by the generalized law of corresponding states. (a) Experimental and simulation results for the fluid-fluid phase transition (FFPT). (b) Unified representation of the FFPT by reducing pressure, \( \hat{P} = P / P_c \), temperature, \( \hat{T} = T / T_c \), and the critical value of the entropy, \( \hat{S} = S / S_c \). In (a) and (b), the open circles are the experimental data of Zagho\textit{o} et\textit{al.}\textsuperscript{9,40,41} (dark brown), Mc\textit{W}illiams \textit{et al.}\textsuperscript{10} (light brown), and \textit{Ohta} \textit{et al.}\textsuperscript{8} (orange). The computational results are indicated by the triangles: blue tints correspond to the Density Functional Theory (DFT) simulations of Bonev \textit{et al.}\textsuperscript{79} (dark blue), Morales \textit{et al.}\textsuperscript{1} (blue), Hinz \textit{et al.}\textsuperscript{39} (sky blue), and Karasiev \textit{et al.}\textsuperscript{31} (light blue). Meanwhile, green tints correspond to the Quantum Monte Carlo (QMC) simulations of Morales \textit{et al.}\textsuperscript{1} (dark sea green), Lorenzen \textit{et al.}\textsuperscript{42} (green), Peri\textit{oni} \textit{et al.}\textsuperscript{46} (dark green), Mozzola \textit{et al.}\textsuperscript{47} (lime green), and Tirelli \textit{et al.}\textsuperscript{53} (yellow green). The colored stars correspond to the reported (or adopted in this work) critical points for each data set. The solid black curve is the solid-fluid phase transition line as discussed in Fig. 1, and the red solid line is the FFPT predicted in this work.
state in terms of the equilibrium fraction of dimerized atoms, \( x_d = x_c(T, P) \), and the density of the system, \( \rho = \rho(T, P) \). Our equation of state contains seven adjustable parameters: five from the Gibbs energy of reaction, \( G_{BA} \), (\( u, a, b, g, \text{ and } k \)), Eq. (5) and two from the non-ideality parameter in the Gibbs energy of mixing (\( \omega_f \) and \( \omega_p \)), Eq. (3). We reduce the number of adjustable parameters from the following analysis of the available computational data on hydrogen in the vicinity of the fluid-fluid critical point.

From the computational heat capacity data presented by Karasiev et al.\textsuperscript{51}, we approximate the heat-capacity change of reaction to be \( \delta c \approx 0 \), and from the computational isothermal-compressibility data presented in the supplementary material of Pierleoni et al.\textsuperscript{46}, we approximate \( \kappa \approx 0.625 \text{ [mm}^3/\text{GPa} \cdot \text{mol]} \). Additionally, we adopt \( \varepsilon = -108 \text{ [kJ/mol]} \) based on the known value of the bond dissociation energy of \( \text{H}_2 \).\textsuperscript{57} As discussed above, we adopt \( \omega_f = 2.062 \) and \( \omega_p = -0.175 \).

From these findings, we have reduced the number of free parameters to three: \( a, b, \text{ and } g \). We determined the values of the remaining free parameters as \( a = -4.95, b = 0.044 \), and \( g = 0.0124 \) from the computational and experimental data utilizing the generalized law of corresponding states (Fig. 2).

Using the relations between these parameters and the physical parameters in Eq. (5), we estimate: the entropy change of the reaction as \( \alpha = -34.0 \text{ [J/K} \cdot \text{mol]} \), the volume change of the reaction \( \hat{\beta} = 393 \text{ [mm}^3/\text{mol]} \), and the volume-expansivity change of the reaction \( \gamma = 0.0677 \text{ [mm}^3/\text{K} \cdot \text{mol]} \). The Gibbs energy change of reaction is shown in Fig. 3b. It demonstrates that the pressure is the major factor in the behavior of \( G_{BA} \).

Using the Gibbs energy of mixing, Eq. (2), the Gibbs energy of reaction, Eq (5), and the variables determined from the universal phase diagram, the equilibrium fraction of hydrogen atoms in the dimerized state, \( x_d \), is determined from Eq. (4).

\[
\hat{\rho}(\hat{P}, \hat{T}) = \left( \frac{\partial G}{\partial \hat{P}} \right)_{\hat{T}}^{-1} = \left[ \frac{1}{\hat{\rho}_A} + x_c \left( \frac{\partial G_{BA}}{\partial \hat{P}} + \frac{\partial \omega}{\partial \hat{P}} x_c (1 - x_c) \right) \right]^{-1}
\]  

(9)

where \( \hat{\rho}_A = \rho_A(\hat{P}, \hat{T}) \) is the volume of the monatomic hydrogen state, and may be expressed to second-order in \( \Delta \hat{T} \) and \( \Delta \hat{P} \) as

\[
\hat{\rho}_A = \hat{\rho}_c - \rho_1 \Delta \hat{T} + \rho_1 \Delta \hat{P} + \rho_2 \Delta \hat{T} \Delta \hat{P} - \rho_3 (\Delta \hat{P})^2 + \rho_4 (\Delta \hat{T})^2
\]  

(10)

Using the most recent QMC simulations presented in Tirelli et al.\textsuperscript{33}, \( \hat{\rho}_c \) is estimated by Eq. (10) with coefficients: \( \hat{\rho}_c = 1.01, \hat{\rho}_0 = 0.25, \hat{\rho}_1 = 0.56, \hat{\rho}_2 = 0.56, \hat{\rho}_3 = 0.21, \text{ and } \hat{\rho}_4 = 0.12 \). The corresponding pressure-density phase diagram is presented in Fig. 5, and demonstrates a good agreement with the computational data in the vicinity of the FFCP.

We note that the properties observed in experimental studies (e.g., conductivity, reflectivity, thermal efficiency, etc.) could be indirectly related to the proper order parameter for the FFPT in hydrogen. In the thermodynamic scheme presented in this work, the corresponding order parameter is the difference between the fraction of dimerization and its critical value, \( x - x_c \). The measurable quantities (such as density or conductivity) are coupled to the order parameter.

The rate of dimerization/dissociation could also affect the observation of the FFPT in hydrogen. Recent simulations by Geng et al.\textsuperscript{48} indicate that the interconversion between \( \text{H}_2 \) and \( \text{H} \) is fast compared to the self-diffusion of species.\textsuperscript{48} This effect of interconversion could produce the phenomenon of phase amplification, the growth of one phase at the expense of the other.\textsuperscript{55,88} Phase amplification occurs to avoid the formation of an energetically unfavorable interface between alternative stable phase domains. In macroscopic systems, where the interfacial energy is much smaller than the bulk energy, the
formation of a metastable interface becomes less unfavorable, and the possibility that the system would form an interface drastically increases. Lastly, depending on the simulation conditions, due to a non-zero volume of the dimerization reaction, phase amplification may or may not occur depending on the simulation ensemble. These factors could contribute to the challenge in observing the FFPT in hydrogen.

In conclusion, hydrogen at extreme conditions is an example of a polyamorphic fluid. There is a remarkable analogy between the challenges in thermodynamically modeling the fluid-fluid phase transition in hydrogen and other polyamorphic substances, such as supercooled water. In this work, we have outlined the steps to thermodynamically model the FFPT in hydrogen. Using the most recent computational and experimental studies, we provide the first attempt to develop the equation of state for high-pressure hydrogen near the FFPT. We demonstrate that by using a generalized law of corresponding states (via reducing the pressure, temperature, and entropy by their critical values), the results of simulations can be reconciled. We also provide estimates of the entropy, volume, and volume-expansivity change of the reaction.

In its current form, our equation of state has been optimized in the vicinity of the fluid-fluid critical point, but in the future, the proposed thermodynamic scheme could be refined upon the arrival of more comprehensive experimental and computational data for hydrogen at extreme conditions. In particular, with more accurate estimates of the heat and volume change of the transitions from the solid-hydrogen phase to the alternative coexisting fluid phases, it could be possible to predict the change in the slope of the melting curve at the SFF-triple point. In addition, it would be desirable to investigate the dynamics of phase growth and its relation with the rate of dimerization in high-pressure hydrogen.
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