Neyman-Pearson Detection of Gauss-Markov Signals in Noise: Closed-Form Error Exponent and Properties
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Abstract— The performance of Neyman-Pearson detection of correlated stochastic signals using noisy observations is investigated via the error exponent for the miss probability with a fixed level. Using the state-space structure of the signal and observation model, a closed-form expression for the error exponent is derived, and the connection between the asymptotic behavior of the optimal detector and that of the Kalman filter is established. The properties of the error exponent are investigated for the scalar case. It is shown that the error exponent has distinct characteristics with respect to correlation strength: for signal-to-noise ratio (SNR) characteristics with respect to correlation strength: for SNR the asymptotic behavior of the optimal detector and that of the Kalman filter is established. The properties of the error exponent are investigated for the scalar case. It is shown that the error exponent has distinct characteristics with respect to correlation strength: for signal-to-noise ratio (SNR) characteristics with respect to correlation strength: for SNR
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In this paper, we are interested in the large-sample error performance of the Neyman-Pearson detector for the hypotheses \( H_0 \) with a given level. In many cases, the miss probability \( P_M \) with a fixed size decays exponentially as the sample size increases, and the error exponent is defined as the rate of exponential decay, i.e.,

\[
K \equiv \lim_{n \to \infty} \frac{1}{n} \log P_M
\]

under the given size constraint (i.e., the false alarm probability \( P_F \leq \alpha \)). The error exponent is a good performance index for detectors in the large sample regime since it gives an estimate of the number of samples required for a given detector performance; faster decay rate implies that fewer samples are needed for a given miss probability. For the case of i.i.d. samples where each sample is drawn independently from the common null probability density \( p_0 \) or alternative density \( p_1 \), the error exponent under the fixed size constraint is given by the Kullback-Leibler distance \( D(p_0||p_1) \) between the two densities \( p_0 \) and \( p_1 \) (C. Stein [23]). For more general cases, the error exponent is given by the asymptotic Kullback-Leibler rate defined as the almost-sure limit of

\[
\frac{1}{n} \log \frac{p_{0,n}}{p_{1,n}}(y_1, \ldots, y_n) \quad \text{as} \quad n \to \infty,
\]

under \( p_{0,n} \), where \( p_{0,n} \) and \( p_{1,n} \) are the null and alternative joint densities of \( y_1, \ldots, y_n \), respectively, assuming that the limit exists [24]–[28]. However, the closed-form calculation of (5) is available only for restricted cases. One such example is the discrimination between two autoregressive (AR) signals with distinct parameters under the two hypotheses [26], [27]. In this case, the joint density, \( p_{1,n} \), is easily decomposed using the Markov property under each hypothesis, and the calculation of the rate is straightforward. However, for the problem of (5) this approach is not tractable since the observation samples under the alternative hypothesis do not possess the Markov property due to the additive noise.

A. Summary of Results

Our approach to this problem is to exploit the state-space model. The state-space approach in detection is well established in calculation of the log-likelihood ratio (LLR) for correlated signals [6], [10]. With the state-space model, the LLR is expressed through the innovations representation [9] and the innovations are easily obtained by the Kalman filter. The key idea for the closed-form calculation of the error exponent for the hidden Markov model is based on the properties of innovations. Since the innovations process is independent from time to time, the joint density under \( H_1 \) is given by the product of marginal densities of the innovations, and the LLR is given by a function of the sum of squares of the innovations; this functional form facilitates the closed-form calculation of (5).
By applying this state-space approach, we derive a closed-form expression for the error exponent $K$ for the miss probability of the Neyman-Pearson detector for $\{y_i\}$ of fixed size $\alpha$ and interpret the derived error exponent by making a connection with the empirical distribution in a finite alphabet case. We also make a connection between the state-space approach and the spectral domain approach via the canonical spectral factorization.

We next investigate the properties of the error exponent via the obtained closed-form expression. We show that the error exponent $K$ is a function of the SNR and the correlation, and has distinct behavior with respect to (w.r.t.) the correlation strength depending on the SNR. We show a sharp phase transition at SNR $= 1$: at high SNR, $K$ decreases monotonically as a function of the correlation, while at low SNR, on the other hand, there exists an optimal correlation value that yields the maximal $K$.

We also make a connection between the asymptotic behavior of the Kalman filter and that of the Neyman-Pearson detector. It is shown that the error exponent is determined by the asymptotic (or steady-state) variances of the innovations under $H_0$ and $H_1$ together with the noise variance.

B. Related Work

The detection of Gaussian-Markov processes in Gaussian noise is a classical problem. See [5] and references therein. Our work focuses on the performance analysis as measured by the error exponent, and relies on the connection between the likelihood ratio and the innovations process as described by Schweppe [6]. In addition to the calculation of the LLR, the state-space approach has been used in the performance analysis in this detection problem. Exploiting the state-space model, Schweppe obtained a differential equation for the Bhattacharyya distance between two Gaussian processes [8], which gives an upper bound on the average error probability under a Bayesian formulation [7].

There is an extensive literature on the large deviations approach to the analysis of the detection of Gaussian-Markov processes [16]-[22]. Most of these results rely on the extension of Cramer’s theorem by Gärtnert and Ellis [13], [14], [15] and the properties of the asymptotic eigenvalue distributions of Toeplitz matrices [11], [12]. To find the rate function, however, this approach usually involves an optimization that requires nontrivial numerical methods except in some simple cases, and the rate is given as an integral of the spectrum of the observation process; closed-form expressions are difficult to obtain except for the case of a noiseless AR process in discrete-time and its continuous-time counterpart, the Ornstein-Uhlenbeck process [20], [21]. In addition, most results have been obtained for a fixed threshold for the normalized LLR test, which results in expressions for the rate as a function of the threshold. For ergodic cases, however, the normalized LLR converges to a constant under the null hypothesis and the false alarm probability also decays exponentially for a fixed threshold. Hence, a detector with a fixed threshold is not optimal in the Neyman-Pearson sense since it does not use the level constraint fully; i.e., the optimal threshold is a function of sample size.

II. ERROR EXPONENT AND PROPERTIES

In this section, we present a closed-form expression of the error exponent $K$ of miss probability defined in $\{y_i\}$ and examine the properties of the error exponent w.r.t. correlation strength and the SNR of observations.

Theorem 1 (Error exponent): For the Neyman-Pearson detector of the hypotheses $H_0$ $H_1$ with level $\alpha \in (0, 1)$ (i.e. $P_F \leq \alpha$) and $0 \leq a \leq 1$, the error exponent of miss probability is independent of $\alpha$ and is given by

$$K = -\frac{1}{2} \log \frac{\sigma^2}{R_e} + \frac{1}{2} \frac{\tilde{R_e}}{R_e} - \frac{1}{2},$$

where $R_e$ and $\tilde{R_e}$ are the steady-state variances of the innovations process of $\{y_i\}$ calculated under $H_1$ and $H_0$, respectively. Specifically, $R_e$ and $\tilde{R_e}$ are given by

$$R_e = P + \sigma^2,$$

$$\tilde{R_e} = \sigma^2 \left(1 + \frac{P^2 + 2\sigma^2 P - (1-a^2)\sigma^4}{Q} \right),$$

$$P = \sqrt{\sigma^2(1-a^2) - Q},$$

$$Q = \frac{1}{2} (1-a^2)^2 + 4\sigma^2 Q - \sigma^2 (1-a^2)^2 + Q.$$  

In the frequency domain,

$$K = \frac{1}{2\pi} \int_0^{2\pi} D(N(0, \sigma^2)|N(0, S_{\nu}(\omega))) \, d\omega,$$

where $D(\cdot|\cdot)$ is the Kullback-Leibler distance, and the spectrum $S_{\nu}(\omega)$ of $\{y_i\}$ under $H_1$ is given by

$$S_{\nu}(\omega) = \sigma^2 + \frac{\Pi_0(1-a^2)}{1-2\alpha \cos \omega + a^2}.$$  

Proof: See [29].

Theorem 1 follows from the fact that the almost-sure limit (5) of the normalized log-likelihood ratio under $H_1$ is the error exponent for general ergodic cases [24]-[27]. To obtain the closed-form calculation of error exponent for the hidden Markov structure of $\{y_i\}$, we express the log-likelihood ratio through the innovations representation [6]; the log-likelihood ratio is given by a function of the sum of squares of the innovations on which the strong law of large numbers (SLLN) is applied. The calculated innovations are true in the sense that they actually come from the state-space model. It is worth noting that $\tilde{R_e}$ is the steady-state variance of the “innovations” calculated as if the observations result from the alternative, but it is actually from the null hypothesis. In this case, the “innovation” sequence becomes the output of a recursive filter driven by an i.i.d. process $\{y_i\}$ since the Kalman filter converges to the recursive Wiener filter for time-invariant stable systems.

Our innovations approach provides an interpretation for the error exponent in Theorem 1. We can rewrite (7) as

$$K = \frac{1}{2} \log \frac{\tilde{R_e}}{\sigma^2} + \left( -\frac{1}{2} \log \frac{\tilde{R_e}}{R_e} + \frac{1}{2} \frac{\tilde{R_e}}{R_e} - \frac{1}{2} \right),$$

where the normalized entropy $\tilde{H}(p_0) \Delta \frac{1}{2} \log \frac{\tilde{R_e}}{\sigma^2}$ so that the differential entropy becomes zero when $R_e = \sigma^2$, and the normalized marginal null and alternative distributions in the steady-state innovations domain $p_0 = N(0, \frac{\tilde{R_e}}{\sigma^2})$ and $p_1 = N(0, \frac{R_e}{\sigma^2})$. Now, consider a finite alphabet case where $X_i$ is drawn i.i.d. from a distribution

![Fig. 1. Interpretation via whitening filter.](image-url)
Q defined on a set $X = \{a_1, \cdots , a_X\}$. It is well known that
the probability that a sequence $x_n \overset{\Delta}{=} \{X_1, \cdots , X_n\}$ has empirical
distribution $P_x$ is given by [4]
\[
\Pr\{x_n \text{ has empirical distribution } P_x\} = 2^{-n(H(P_x) + D(P_x||Q))}
\]
(13)

Note that the i.i.d. assumption is required only for the true underlying
distribution $Q$ not for the empirical distribution $P_x$ in (13). In our
Neyman-Pearson problem the error exponent in Theorem 1 is for the
probability of a miss event for which the true distribution for $y_i$ is not
i.i.d. In the innovations domain, however, the observation process is
whitened and the variance of the innovation converges eventually so
that the innovations process becomes an i.i.d. sequence with variance $R_e$
in the steady state under $H_1$. Thus, the derived error exponent (14)
expressed by the marginal distributions in the steady-state innovations
domain matches the exponent in (14), which implies that the error
function of the correlation coefficient $\gamma$ is positive for any SNR and
$\gamma$ decreases monotonically as the correlation strength increases (i.e. $\gamma \uparrow 1$);

(ii) For SNR $< 1$, there exists a non-zero value $\gamma^*$ of the correlation
coefficient that achieves the maximal $K$, and $\gamma^*$ is given by the solution of the following equation.
\[
\frac{1}{\gamma^*} + \gamma^* \left[ 1 - \gamma^* \right] - 2 \left( \frac{r_e}{\gamma^*} + \frac{\sigma^2}{\gamma^*} \right) = 0,
\]
(15)
where $r_e = R_e/\sigma^2$. Furthermore, $\gamma^*$ converges to one as SNR
decreases to zero.

Proof: See [29].

We first note that Theorem 3 implies that an i.i.d. signal gives the best error performance for a given SNR $> 1$ with the maximal error exponent being $D(N(0, 1)||N(0, 1 + 1))$. The intuition behind this result is that the innovations (new information about the signal process) provide more benefit to the detector than the noise averaging effect present for correlated observations since the signal component in the observation is strong at high SNR. Fig. 2 (left) shows the error exponent as a function of the correlation coefficient $\gamma$. The monotonicity of the error exponent is clearly seen.

In contrast, the error exponent does not decreases monotonically at SNR $< 1$, and there exists an optimal correlation as shown in Fig. 2 (right). It is seen that the i.i.d. case no longer gives the best error performance for a given SNR. The error exponent initially increases as $\gamma$ increases, and then decreases to zero as $\gamma$ approaches one. As the SNR further decreases (see the cases of -6 dB and -9dB) the error exponent decreases for a fixed correlation strength, and the value of $\gamma$ achieving the maximal error exponent is shifted closer to one. At low SNR the noise in the observations dominates. So, intuitively, making the signal more correlated provides the benefit of noise averaging. However, excessive correlation does not provide new information by observation, and the error exponent ultimately converges to zero as $\gamma$ approaches one, as predicted by Theorem 3 (i). Notice that the ratio of the error exponent for the optimal correlation to that for the i.i.d. case becomes large as SNR decreases. Hence, the improvement due to optimal correlation can be large for low SNR cases. Fig. 3 shows

A. Properties of Error Exponent

First, it is easily seen from Theorem 1 that $K$ is a continuous function of the correlation coefficient $\gamma$ ($0 \leq \gamma \leq 1$) for a given SNR, and is positive for all values of SNR and $0 \leq \gamma < 1$.

Theorem 2: The error exponent is positive for any SNR and $0 \leq \gamma < 1$. Furthermore,

(i) for i.i.d. observations ($\gamma = 0$), the error exponent reduces to the
Kullback-Leibler distance $D(p_0||p_1)$ where $p_0 \sim N'(0, \sigma^2)$ and $p_1 \sim N'(0, 1 + \sigma^2)$;

(ii) for perfectly correlated signal ($\gamma = 1$), the error exponent is
zero for any SNR, and the miss probability is bounded by
\[
\left( \frac{1}{\sqrt{2\pi}} - D \right) c n^{-1/2} \leq P_M \leq \frac{1}{\sqrt{2\pi}} c n^{-1/2}
\]
(14)
for sufficiently large $n$, where $c$ and $D \in (0, \frac{1}{\sqrt{2\pi}})$ are positive constants.

Proof: See [29].

When $\gamma = 0$ the theorem corresponds to Stein’s lemma for the i.i.d.
case. For the perfectly correlated case ($\gamma = 1$), the miss detection
does not decay exponentially; it decays with $\Theta(n^{-1/2})$.

Having obtained the behavior of the error exponent at two extreme
correlation cases, we now investigate the error behavior for intermediate values of correlation, and show that the error exponent has distinct characteristics in different SNR regimes.

Theorem 3 ($K$ vs. correlation): The error exponent as a function of correlation strength is characterized by the following:

The output of the whitening filter provides a sufficient statistic for the problem.
the value of \(a\) that maximizes the error exponent as a function of SNR. As shown in the figure, unit SNR is a transition point between two different behavioral regimes of the error exponent with respect to correlation strength, and the transition is very sharp; the optimal correlation \(a^*\) approaches one rapidly when SNR becomes smaller than one.

Finally, we investigate the behavior of the error exponent with respect to SNR.

**Theorem 4 (K vs. SNR):** The error exponent \(K\) increases monotonically as SNR increases for a given correlation coefficient \(0 \leq a < 1\). Moreover, at high SNR the error exponent \(K\) increases linearly with respect to \(\frac{1}{2} \log(1 + \text{SNR}(1 - a^2))\).

*Proof:* See [29].

The log SNR increase of \(K\) w.r.t. SNR is analogous to similar error-rate behavior arising in diversity combining of versions of a communications signal arriving over independent Rayleigh-faded paths in additive noise, since the signal component is stochastic in both cases. The log SNR behavior of the optimal Neyman-Pearson detector for random signals applies to general correlations as well. Comparing with the detection of a deterministic signal in noise, the error exponent w.r.t. SNR is much slower for the case of a stochastic signal in noise. Fig. 4 shows the error exponent with respect to SNR for a given correlation strength. The log SNR behavior is evident at high SNR.

![Error exponent, K versus SNR (a = e⁻¹)](image)

**Fig. 4.** \(K\) versus SNR \((a = e^{-1})\)

### III. Extension to The Vector Case

In order to treat general cases in which the signal is a higher order AR process or the signal is determined by a linear combination of several underlying phenomena, we now consider a vector state-space model. The hypotheses for the vector case are given by

\[
\begin{align*}
H_0 & : \ y_i = w_i, & i = 1, 2, \ldots, n, \\
H_1 & : \ y_i = h^T s_i + w_i, & i = 1, 2, \ldots, n.
\end{align*}
\]

(16)

where \(h\) is a known vector and \(s_i \triangleq [s_{i1}, s_{i2}, \ldots, s_{im}]^T\) is the state of an \(m\)-dimensional process at time \(i\) following the state-space model

\[
\begin{align*}
\mathbf{s}_{i+1} &= A \mathbf{s}_i + \mathbf{B} \mathbf{u}_i, \\
\mathbf{s}_1 & \sim N(0, \mathbf{P}_0), \\
\mathbf{u}_i & \overset{i.i.d.}{\sim} N(0, \mathbf{Q}), & \mathbf{Q} \geq 0.
\end{align*}
\]

(17)

We assume that the feedback and input matrices, \(A\) and \(B\), are known with the matrix \(A\) being stable, and the process noise \(\{\mathbf{u}_i\}\) independent of the measurement noise \(\{w_i\}\). We also assume that

the initial state \(s_1\) is uncorrelated with \(u_i\), for all \(i\), and the initial covariance \(\mathbf{P}_0\) satisfies the following Lyapunov equation

\[
\mathbf{P}_0 = A \mathbf{P}_0 A^T + B \mathbf{Q} B^T.
\]

(18)

Thus, the signal sequence \(\{s_i\}\) forms a stationary vector process. In this case the SNR is defined similarly to \(\sigma^2_i\) as \(\frac{h^T h}{\sigma^2_i}\). The error exponent for the vector model is given by the following theorem.

**Theorem 5 (Error exponent):** For the Neyman-Pearson detector for the hypotheses \((16, 17)\) with level \(\alpha \in (0, 1)\) and a stable matrix \(A\), the error exponent of the miss probability is given by \(\sigma^2_i\) independently of the value of \(\alpha\). The steady-state variances of the innovation process \(R_e\) and \(\tilde{R}_e\) calculated under \(H_1\) and \(H_0\), respectively, are given by

\[
R_e = \sigma^2 + h^T \mathbf{P}_h,
\]

(19)

where \(\mathbf{P}\) is the unique stabilizing solution of the discrete-time algebraic Riccati equation

\[
\mathbf{P} = A \mathbf{P} A^T + B \mathbf{Q} B^T - A \mathbf{P} h^T \mathbf{P} h^T A^T - \frac{1}{\sigma^2}.
\]

(20)

and

\[
\tilde{R}_e = \sigma^2 (1 + h^T \tilde{\mathbf{P}} h),
\]

(21)

where \(\tilde{\mathbf{P}}\) is the unique positive-semidefinite solution of the following Lyapunov equation

\[
\tilde{\mathbf{P}} = (A - K_p h^T) \tilde{\mathbf{P}} (A - K_p h^T)^T + K_p K_p^T.
\]

(22)

and \(K_p = \mathbf{A} \mathbf{P} \mathbf{R}_e^{-1}\).

In spectral form, \(K\) is given by \(10\), where \(S_p (\omega)\) is given by

\[
S_p (\omega) = [h^T (e^{-j\omega} I - A)^{-1} h]^{-1} [Q - \sigma^2]^{-1} (e^{-j\omega} I - A)^{-1} h.
\]

(23)

*Proof:* See [29].

For this vector model, simple results describing the properties of the error exponent are not tractable since the relevant expressions depend on the multiple eigenvalues of the matrix \(A\). However, \(\mathbf{K}\) provide closed-form expressions for the error exponent which can easily be explored numerically.

### IV. Simulation Results

We considered the Neyman-Pearson detection of a first-order autoregressive signal described by \(2\). We considered SNR values of 10 dB and -3 dB, and several values of \(a\) for each SNR. The probability of false alarm was set at 0.1% for all cases. Fig. 5 shows

![Probability of false alarm, P_{FA} vs. number of samples (SNR=10dB)](image)

**Fig. 5.** \(P_{FA}\) vs. number of samples \((\text{SNR}=10\text{dB})\)
SNR. It is shown that the i.i.d. case ($a = 0$) has the largest slope for error performance, and the slope of error decay is monotonically decreasing as $a$ increases to one. Notice that the error performance for the same number of samples is significantly different for different correlation strengths even for the same SNR, and the performance for weak correlation is not much different from the i.i.d. case predicted by Fig. 6 (left). (We can see that the slope decreases suddenly near $a = 1$.) It is seen that the behavior of the miss probability for the highly correlated case ($a = 1$) deviates considerably from exponential decay. The error performance for SNR of -3 dB is shown in Fig. 6. It is clearly seen that the behavior of the miss probability for the highly correlated case ($a = 1$) deviates considerably from exponential decay.

\[ P_{M} \text{ vs. number of samples (SNR=-3dB)} \]

is seen that the slope increases as $a$ increases from zero, and reaches a maximum with a sudden decrease after the maximum. Notice that the error curve is still not a straight line in the low SNR case due to the $\alpha(n)$ term in the exponent. Since the error exponent increases only with $\frac{1}{2} \log$ SNR, the required number of sensors for -3 dB SNR is much larger than for 10 dB SNR for the same miss probability. It is clearly seen that $P_{M}$ is still larger than $10^{-2}$ for 200 samples whereas it is $10^{-4}$ with 20 samples for the 10 dB SNR case.

\[ \text{V. Conclusions} \]

We have considered the detection of correlated signals in noisy observations. We have derived the error exponent for the Neyman-Pearson detector with a given level using the innovations and the spectral domain approaches. We have also provided the error exponent in closed form for a vector state-space model. We have further examined the properties of the error exponent. We have shown that the error exponent is a function of SNR and correlation strength, and the behavior of the error exponent w.r.t. correlation strength is sharply divided into two regions depending on SNR. For SNR > 1 the error exponent decreases monotonically as correlation becomes stronger, whereas there exists a nonzero correlation strength that gives the maximum slope when SNR < 1.
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