NONEXISTENCE OF NONCONSTANT GLOBAL MINIMIZERS WITH LIMIT AT $\infty$ OF SEMILINEAR ELLIPTIC EQUATIONS IN ALL OF $\mathbb{R}^N$  
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ABSTRACT. We prove nonexistence of nonconstant global minimizers with limit at infinity of the semilinear elliptic equation $-\Delta u = f(u)$ in the whole $\mathbb{R}^N$, where $f \in C^1(\mathbb{R})$ is a general nonlinearity and $N \geq 1$ is any dimension. As a corollary of this result, we establish nonexistence of nonconstant bounded radial global minimizers of the previous equation. 

1. INTRODUCTION AND MAIN RESULTS  

For $N \geq 1$ and $f \in C^1(\mathbb{R})$, consider the equation

\begin{equation} 
- \Delta u = f(u) \quad \text{in } \mathbb{R}^N. 
\end{equation}

We consider classical solutions $u \in C^2(\mathbb{R}^N)$. Equation (1.1) is the Euler-Lagrange equation associated to the energy functional

\[ E_\Omega(u) = \int_\Omega \left( \frac{1}{2} |\nabla u|^2 + G(u) \right) \, dx, \]

where $G' = -f$ and $\Omega \subset \mathbb{R}^N$ is a bounded domain.

In this note we prove nonexistence of nonconstant global minimizers of (1.1) satisfying $\lim_{|x| \to \infty} u(x) = u_\infty \in \mathbb{R}$, for every dimension $N \geq 1$. By a global minimizer we mean an absolute minimizer of the energy functional with respect to compactly supported perturbations. In this way, we have 

**Definition 1.1.** We say that $u \in C^1(\mathbb{R}^N)$ is a global minimizer of (1.1) if for every smooth bounded domain $\Omega \subset \mathbb{R}^N$ we have

\[ E_\Omega(u) \leq E_\Omega(w), \]

for every function $w \in C^{0,1}(\overline{\Omega})$ such that $w = u$ on $\partial \Omega$.

It is well known that every global minimizer $u$ of (1.1) is a classical $C^2$ solution of this equation.
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Clearly, if we consider \( v \in C^\infty(\mathbb{R}^N) \) with compact support in a smooth bounded domain \( \Omega \subset \mathbb{R}^N \) and take \( w = u + tv \) in Definition 1.1, we obtain that \( t = 0 \) is an absolute minimizer of the one variable function \( t \mapsto E_\Omega(u + tv) \). In particular, the second derivative of this function at \( t = 0 \) is nonnegative, which yields

\[
(1.2) \quad \int_{\mathbb{R}^N} (|\nabla v|^2 - f'(u)v^2) \, dx \geq 0.
\]

A solution \( u \in C^2(\mathbb{R}^N) \) of (1.1) satisfying (1.2) for every \( v \in C^\infty(\mathbb{R}^N) \) with compact support in \( \mathbb{R}^N \) is called stable. Hence, every global minimizer is a stable solution.

We now consider radial solutions of (1.1). By abuse of notation, we write \( u(r) \) instead of \( u(x) \), where \( r = |x| \) and \( x \in \mathbb{R}^N \). Nonexistence of nonconstant bounded radial stable solutions of (1.1) has been proved by Cabré and Capella [4] for every \( f \in C^1(\mathbb{R}) \), if \( N \leq 8 \). The same result holds for \( 9 \leq N \leq 10 \), by a result of the author [13]. Moreover, in [13] it is established that for every nonconstant bounded radial stable solution of (1.1), there exists \( M > 0 \) such that \( |u(r) - u_\infty| \geq Mr^{-N/2+\sqrt{N-1}+2}, \forall r \geq 1 \), where \( u_\infty = \lim_{r \to \infty} u(r) \) (the existence of this limit is implied by the stability of \( u \)). On the other hand, for \( N \geq 11 \), [4] constructs a polynomial \( f \) which admits a nonconstant bounded radial stable solution of (1.1) (see also [13] for a large class of nonconstant bounded radial stable solutions of problems of the type (1.1) for \( N \geq 11 \)).

A natural question is whether these examples of nonconstant bounded radial stable solutions of problems of the type (1.1) are also global minimizers (of course, to avoid simple situations, we can always truncate the nonlinearities out of the values of the solutions, and consider bounded nonlinearities). More generally, for which dimensions \( N \) (necessarily \( N \geq 11 \)) does problem (1.1) admit a nonconstant bounded radial global minimizer? In this note, we show that the answer to this question is always negative for every dimension \( N \geq 1 \). In fact, this a consequence of a more general result.

**Theorem 1.2.** Let \( f \in C^1(\mathbb{R}) \) and \( N \geq 1 \). Then equation (1.1) has no nonconstant global minimizers satisfying \( \lim_{|x| \to \infty} u(x) = u_\infty \in \mathbb{R} \).

**Corollary 1.3.** Let \( f \in C^1(\mathbb{R}) \) and \( N \geq 1 \). Then equation (1.1) has no nonconstant bounded radial global minimizers.

The existence of nonconstant bounded global minimizers with some symmetry properties in certain dimensions is related to the existence of a counterexample of De Giorgi's conjecture [7]: the level sets of every bounded, monotone in one direction, solution of the Allen-Cahn equation

\[
(1.3) \quad -\Delta u = u - u^3 \quad \text{in} \ \mathbb{R}^N,
\]
must be hyperplanes, at least if \( N \leq 8 \). The conjecture was proved by Ghoussoub and Gui [9] in dimension \( N = 2 \), and by Ambrosio and Cabré [2] in dimension \( N = 3 \). For \( 4 \leq N \leq 8 \) and assuming an additional limiting condition on \( u \), it has been established by Savin [12]. Recently, Del Pino, Kowalczyk and Wei [8] have found a counter-example of De Giorgi’s conjecture for \( N \geq 9 \), based on a minimal graph \( \Gamma \) which is not a hyperplane, found by Bombieri, De Giorgi and Giusti [3] in \( \mathbb{R}^N \), \( N \geq 9 \). Before this recent work, Jerison and Monneau [10] showed that the existence of a counter-example of the conjecture in \( \mathbb{R}^{N+1} \) would be established if one could prove the existence of a global minimizer \( v \) of (1.3), with \( |v| < 1 \), which is even with respect to each coordinate. In [5], the instability properties of saddle-shaped solutions of (1.3) in low dimensions are studied, and some computations contained in this work suggest the possibility of finding saddle-shaped global minimizers in higher dimensions, in order to apply Jerison and Monneau’s result. On the other hand, Savin [12] has proved that, for \( N \leq 7 \), every global minimizer is a function of only one Euclidean variable. Hence, as it is expected, the result of Jerison and Monneau cannot provide a counter-example of the conjecture for \( N \leq 8 \). Indeed, by a result of Alberti, Ambrosio and Cabré [1], the solutions of (1.3) which are monotone functions of only one Euclidean variable, are in fact global minimizers in every dimension.

2. Proof of the main results

In this section we prove our main results using a result of Modica [11] and a preliminary lemma. In [11] Modica proved the following pointwise gradient bound for global solutions of semilinear elliptic equations.

**Theorem 2.1. (Modica [11])** Let \( G \in C^2(\mathbb{R}) \) be a nonnegative function and \( u \) be a bounded solution of \( \Delta u - G'(u) = 0 \) in \( \mathbb{R}^N \). Then,

\[
\frac{\|\nabla u\|^2}{2} \leq G(u) \quad \text{in} \quad \mathbb{R}^N.
\]

In addition, if \( G(u(x_0)) = 0 \) for some \( x_0 \in \mathbb{R}^N \), then \( u \) is constant.

In [11] this bound was proved under the hypothesis \( u \in C^3(\mathbb{R}^N) \). The result as stated above, which applies to all solutions — recall that every solution is \( C^{2,\alpha}(\mathbb{R}^N) \) since \( G \in C^2(\mathbb{R}) \) — was established in [6].

**Lemma 2.2.** Let \( f \in C^1(\mathbb{R}) \) and \( N \geq 1 \). Let \( u \) be a nonconstant global minimizer of (1.1) satisfying \( \lim_{|x| \to \infty} u(x) = u_\infty \in \mathbb{R} \). Then

\[
G(s) \geq G(u_\infty) \quad \forall s \in \mathbb{R}.
\]

**Proof.** Fix \( s \in \mathbb{R} \) and consider \( R > 1 \). Let \( w \in C^{0,1}(\overline{B_R}) \) the function defined by \( w(r) = s \), if \( |x| \leq R - 1 \); and \( w(x) = (u(x) - s)(|x| - R + 1) + s \), if \( R - 1 < |x| \leq R \). Observe that \( w(x) = u(x) \) on \( \partial B_R \). Taking into account
the boundedness of $u$ and $|\nabla u|$ in $\mathbb{R}^N$ and evaluating the energy of $w$ in $B_R$, we obtain

$$E_{B_R}(w) = G(s) \frac{\omega_N}{N} (R-1)^N + E_{B_R \setminus B_{R-1}}(w) \leq G(s) \frac{\omega_N}{N} (R-1)^N + MR^{N-1},$$

where $M > 0$ depends only on $u$ and $s$, but not on $R > 1$.

By the definition of global minimizer we can assert that

$$\int_{B_R} G(u) \frac{\omega_N}{N} \leq E_{B_R}(u) \leq E_{B_R \setminus B_{R-1}}(w) \leq G(s) \frac{\omega_N}{N} (R-1)^N + MR^{N-1},$$

and the lemma follows.

**Proof of Theorem 1.2**

Suppose, contrary to our claim, that there exists a nonconstant global minimizer $u$ of (1.1) satisfying $\lim_{|x| \to \infty} u(x) = u_\infty \in \mathbb{R}$. Without loss of generality we can assume that $sup u > u_\infty$ (otherwise, replace $u$ by $-u$).

Take $x_0 \in \mathbb{R}^N$ such that $u(x_0) \geq u(x)$, $\forall x \in \mathbb{R}^N$. Choose $G \in C^2(\mathbb{R})$ such that $G' = -f$ and $G(u_\infty) = 0$. From Theorem 2.1 and Lemma 2.2 it follows that $G(u(x_0)) > G(u_\infty) = 0$. Consider $s_0 \in (u_\infty, u(x_0))$ such that $G(s_0) < G(u(x_0))$ and take $s_1 \in [s_0, u(x_0)]$ satisfying $G(s_1) = \min_{s \in [s_0, u(x_0)]} G(s)$. It follows immediately that

$$s_1 \in (u_\infty, u(x_0)), \quad G(s) \geq G(s_1) \quad \forall s \in [s_1, u(x_0)].$$

Define $\Omega_{s_1} = \{ x \in \mathbb{R}^N : u(x) > s_1 \}$. It is obvious that $\Omega_{s_1}$ is a nonempty bounded open set of $\mathbb{R}^N$. Consider $\Omega$ the connected component of $\Omega_{s_1}$ containing $x_0$. Thus $\Omega$ is a bounded domain satisfying $u \equiv s_1$ on $\partial \Omega$.

Therefore, we can consider in Definition 1.1 the function $w \equiv s_1$ in $\Omega$. Applying (2.2) we obtain

$$E_{\Omega}(w) = \int_{\Omega} G(s_1) dx \leq \int_{\Omega} G(u(x)) dx < E_{\Omega}(u),$$

which contradicts Definition 1.1.

**Proof of Corollary 1.3**

We first recall (see [4, Lem. 2.3]) that $u_r$, the usual radial derivative of $u$, does not vanish in $(0, \infty)$ for every nonconstant radial stable solution of (1.1). Then, since every global minimizer is a stable solution, we deduce the existence of $u_\infty = \lim_{r \to \infty} u(r)$ for every bounded radial global minimizer $u$ of (1.1). Applying Theorem 1.2 the proof is complete.
Remark 1. To avoid simple situations, we have not considered constant global minimizers. In fact, it is easily seen that $u = k$ is a global minimizer of (1.1) if, and only if, $G(s) \geq G(k), \forall s \in \mathbb{R}$. The necessary condition follows from Lemma 2.2. To see that this condition is also sufficient, consider a smooth bounded domain $\Omega \subset \mathbb{R}^N$ and a function $w \in C^1(\Omega)$ (not necessarily satisfying $w = k$ on $\partial \Omega$). Thus $E_\Omega(w) \geq \int_\Omega G(w(x)) \, dx \geq \int_\Omega G(k) \, dx = E_\Omega(u)$, which is our claim.

Remark 2. We can consider unbounded radial global minimizers of (1.1). Such solutions exist in every dimension $N \geq 1$. Take, for instance, $f \equiv 1$ and $u_0(x) = -\|x\|^2/(2N)$. To see that $u_0$ is a global minimizer of $-\Delta u = 1$ in $\mathbb{R}^N$, consider a smooth bounded domain $\Omega \subset \mathbb{R}^N$. It is a simple matter to check that the energy functional $E_\Omega(u) = \int_{\Omega} (|\nabla u|^2/2 - u) \, dx$ has an absolute minimizer in $X = \{u \in H^1(\Omega) : u(x) = u_0(x), \forall x \in \partial \Omega\}$. Such an absolute minimizer $w_0$ must satisfy $-\Delta w_0 = 1$ in $\Omega$; $w_0 = u_0$ on $\partial \Omega$. But it is obvious that this problem has a unique solution. Then $w_0 = u_0$ in $\Omega$, and consequently $u_0$ is an absolute minimizer of $E_\Omega$ in $X$, which is the desired conclusion.

Acknowledgment. The author would like to thank Xavier Cabrè for suggesting the problem.

References

[1] Alberti, G., Ambrosio, L., Cabrè, X.: On a long-standing conjecture of E. De Giorgi: symmetry in 3D for general nonlinearities and a local minimality property, Acta Appl. Math. 65, 9-33 (2001)
[2] Ambrosio, L., Cabrè, X.: Entire solutions of semilinear elliptic equations in $\mathbb{R}^3$ and a conjecture of De Giorgi, J. Amer. Math. Soc. 13, 725-739 (2000)
[3] Bombieri, E., De Giorgi, E., Giusti, E.: Minimal cones and the Bernstein problem, Invent. Math. 7, 243-268 (1969)
[4] Cabrè, X., Capella, A.: On the stability of radial solutions of semilinear elliptic equations in all of $\mathbb{R}^n$, C. R. Math. Acad. Sci. Paris 338, 769-774 (2004)
[5] Cabrè, X., Terra, J.: Saddle-shaped solutions of bistable diffusion equation in all of $\mathbb{R}^{2n}$, to appear in J. Eur. Math. Soc. (JEMS)
[6] Caffarelli, L., Garofalo, N., Segàla, F.: A gradient bound for entire solutions of quasilinear equations and its consequences, Comm. Pure Appl. Math. 47, 1457-1473 (1994)
[7] De Giorgi, E.: Convergence problems for functionals and operators, Proc. Int. Meeting on Recent Methods in Nonlinear Analysis (Rome, 1978), 131-138, Pitagora, Bologna (1979)
[8] Del Pino, M., Kowalczyk, M., Wei, J.: On De Giorgi Conjecture in Dimension $N \geq 9$, arXiv:0806.3141v1 [math.AP] (19 Jun 2008)
[9] Ghoussoub, N., Gui, C.: On a conjecture of De Giorgi and some related problems, Math. Ann. 311, 481-491 (1998)
[10] Jerison, D., Monneau, R.: Towards a counter-example to a conjecture of De Giorgi in high dimensions, Ann. Mat. Pura Appl. 183, 439-467 (2004)
[11] Modica, L.: A gradient bound and a Liouville theorem for nonlinear Poisson equations, Comm. Pure Appl. Math. 38, 679-684 (1985)
[12] Savin, O.: Regularity of flat level sets in phase transitions, Ann. of Math. 169, 41-78 (2009)
[13] Villegas, S.: Asymptotic behavior of stable radial solutions of semilinear elliptic equations in $\mathbb{R}^N$, J. Math. Pures Appl. 88, 241-250 (2007)

Departamento de Análisis Matemático, Universidad de Granada, 18071 Granada, Spain.

E-mail address: svillega@ugr.es