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Abstract

Sparse PCA is the optimization problem obtained from PCA by adding a sparsity constraint on the principal components. Sparse PCA is NP-hard and hard to approximate even in the single-component case. In this paper we settle the computational complexity of sparse PCA with respect to the rank of the covariance matrix. We show that, if the rank of the covariance matrix is a fixed value, then there is an algorithm that solves sparse PCA to global optimality, whose running time is polynomial in the number of features. We also prove a similar result for the version of sparse PCA which requires the principal components to have disjoint supports.
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1 Introduction

Principal component analysis is one of the oldest and most popular dimensionality reduction techniques and it is used in a wide array of scientific disciplines. In principal component analysis, we are given a positive integer \( d \) and an \( n \times m \) data matrix \( Q \), where each column represents an independent sample from data population, and each row gives a particular kind of feature. Our task is to find \( d \) linear combinations of the \( n \) features, called principal components, that correspond to directions of maximal variance in the data. The \( d \) principal components typically explain most of the variance present in the data, even if the number \( d \) is chosen to be much lower than the number of features \( n \) in the original dataset. Typically, principal component analysis is formulated in terms of the covariance matrix, which is the \( n \times n \) positive semidefinite matrix \( K := 1/m \cdot (Q - E[Q])(Q - E[Q])^T \). Formally, in principal component analysis we are given an \( n \times n \) positive semidefinite matrix \( K \), a positive integer \( d \) smaller than \( n \), and we seek an optimal solution to the optimization problem

\[
\max_{X \in \mathbb{R}^{n \times d}, \ X^TX=I_d} \text{trace}(X^TKX), \quad \text{(PCA)}
\]
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where $I_d$ denotes the $d \times d$ identity matrix. The $d$ principal components correspond to the $d$ columns of an optimal solution $X$. It is well-known that PCA can be efficiently solved. In fact, an optimal solution is the matrix $X$ whose columns are the $d$ eigenvectors of $K$ corresponding to the largest $d$ eigenvalues. This optimal solution to PCA can be found in $O(n^3)$ time by computing an eigenvalue decomposition of $K$. We refer the reader to [29] for an introduction to principal component analysis.

### 1.1 Sparse PCA

A potential disadvantage of PCA is that the principal components are usually linear combinations of all features. This often makes the derived principal components difficult to interpret. Sparse principal component analysis overcomes this disadvantage by requiring the principal components to be linear combinations of just a few features. A direct consequence is that sparse principal component analysis generally provides higher data interpretability as well as better generalization error [7, 18, 16, 35, 6]. A natural formulation of sparse principal component analysis is obtained by adding to PCA a sparsity constraint on the principal components. Formally, in sparse principal component analysis we are given an $n \times n$ positive semidefinite matrix $K$, positive integers $d, s$ smaller than $n$, and we seek an optimal solution to the optimization problem

$$\max_{X \in \mathbb{R}^{n \times d}} \; \frac{\text{trace}(X^T K X)}{X^T X = I_d, \; |\text{supp}(X)| \leq s}, \quad (\text{SPCA})$$

where $\text{supp}(X)$ denotes the index set of the nonzero rows of the matrix $X$. Throughout this paper we will often discuss the special cases of PCA and SPCA with $d = 1$. We refer to these cases, where we only seek one principal component, as the single-component cases.

**SPCA** is NP-hard and hard to approximate [8, 24] even in the single component case. Successful approaches for SPCA include replacing the $\ell_0$-norm constraint with an $\ell_1$-norm constraint or $\ell_1$ penalty [18, 35, 32], branch-and bound [25, 4], semidefinite programming [11, 9, 34, 10], and convex integer programming [12]. A number of other specialized algorithms have been proposed in, e.g., [30, 17, 19, 6, 1, 33, 27]. Only few of these papers directly deal with the general version of SPCA as defined in this paper [6]. In fact, most known algorithms are based on an iterative approach where the principal components are estimated in a one-at-a-time fashion with some sort of deflation step between iterations [23].

The main challenge in solving SPCA to global optimality lies in identifying an optimal support of SPCA among all the $\binom{n}{s}$ index sets of cardinality $s$, where an optimal support of SPCA is defined as an index set $S^* \subseteq \{1, \ldots, n\}$ of cardinality $s$ such that $\text{supp}(X^*) \subseteq S^*$ for an optimal solution $X^*$ to SPCA. Asteris et al. [2] show that, in the single-component case, it is possible to design an algorithm that identifies $O(n^r)$ candidate supports in $O(n^{r+1})$ time, where $r$ denotes the rank of the matrix $K$, among which lies an optimal support. Therefore, if one considers matrices $K$ whose rank $r$ is a fixed value, both the number of candidate supports constructed and the running time of the algorithm are polynomial in $n$. In this paper, we confirm that fixing the rank $r$ of $K$ is key in solving
in polynomial time, and not just in the single-component case, but for any number
$d$ of principal components. Next, we formally state our first main result.

**Theorem 1.** There is an algorithm that finds an optimal solution to SPCA in time

$$O\left( n^{\min\{d,r\}(r^2+r)}(\min\{d,r\}m^2 + n \log n) \right),$$

where $r$ denotes the rank of the input matrix $K$. In particular, the algorithm constructs
$O(n^{\min\{d,r\}(r^2+r)})$ candidate supports among which lies an optimal support.

If the rank $r$ of $K$ is a fixed value, then both the number of candidate supports
constructed and the running time of the algorithm are polynomial in $n$. Theorem 1
constitutes the first polynomial-time algorithm for SPCA, for any fixed value of
$r$. We remark that the running time exponential dependence on $r$ is expected, since SPCA is
NP-hard in its full generality. The proof of Theorem 1 is given in Section 3.

### 1.2 Sparse PCA with disjoint supports

In this paper, we study also sparse principal component analysis with disjoint supports,
which is a different version of sparse principal component analysis which has been con-
sidered in the literature (see, e.g., [1]). Also in this model each principal component is a
linear combination of at most $s$ features, but here no feature can be used by two different
principal components. Given a matrix $X$, we denote by $x_i$ its $i$th column. Furthermore,
for a nonnegative integer $d$, we let $[d] := \{1, \ldots, d\}$. With this notation, we can denote by
$X$ the set of feasible matrices

$$X := \{ X \in \mathbb{R}^{n \times d} : |\text{supp}(x_i)| \leq s, \|x_i\|_2 = 1, \forall i \in [d], \text{ supp}(x_i) \cap \text{ supp}(x_{i'}) = \emptyset, \forall i \neq i' \in [d] \}.$$  

Formally, in sparse principal component analysis with disjoint supports we are given an
$n \times n$ positive semidefinite matrix $K$, positive integers $d, s$ smaller than $n$, and we seek an
optimal solution to the optimization problem

$$\max_{X \in \mathcal{X}} \text{trace}(X^T K X). \quad \text{(SPCA-DS)}$$

We remark that single-component SPCA is also a special case of SPCA-DS obtained by
setting $d = 1$. Therefore, also SPCA-DS is NP-hard and hard to approximate.

Similarly to SPCA, the main difficulty in SPCA-DS consists in finding an optimal
support of SPCA-DS among all the $O(n^d)$ families of $d$ index sets of cardinality at most
$s$, where an optimal support of SPCA-DS is defined as a family of index sets $\{S^*_i\}_{i \in [d]}$ with
$S^*_i \subseteq [n], |S^*_i| \leq s, \forall i \in [d], S^*_i \cap \bigcup_{i \neq i'} S^*_i = \emptyset, \forall i \neq i' \in [d]$, and such that supp$(x^*_i) \subseteq S^*_i$, $\forall i \in [d]$, for an optimal solution $X^*$ to SPCA-DS. Our second main result, stated below,
implies that we can construct $O((dn)^d(r^2+r)/2)$ candidate supports, among which lies an
optimal one.

**Theorem 2.** There is an algorithm that finds an optimal solution to SPCA-DS in time

$$O\left( (dn)^d(r^2+r)/2(dnr^2 + d^3n^5 \log n) \right),$$
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where $r$ denotes the rank of the input matrix $K$. In particular, the algorithm constructs $O((dn)^{d^2(r^2+r)/2})$ candidate supports, among which lies an optimal support.

If $r$ and $d$ are fixed values, then both the number of candidate supports constructed and the running time of the algorithm are polynomial in $n$. Theorem 2 then yields the first polynomial-time algorithm for $\text{SPCA-DS}$ for any fixed values of $r$ and $d$. To the best of our knowledge, the only other algorithm for $\text{SPCA-DS}$ with theoretical guarantees is given in [3], where the authors propose an algorithm that finds an $\epsilon$-approximate solution with running time polynomial in $n$ and $1/\epsilon$, provided that $r$ and $d$ are fixed. The proof of Theorem 2 can be found in Section 5.

1.3 Techniques

We briefly explain the main techniques used in our two algorithms. To simplify the exposition, we assume that $r$ is a fixed value in $\text{SPCA}$ and that both $r$ and $d$ are fixed in $\text{SPCA-DS}$.

The first technique that we introduce is a dimensionality reduction approach which allows us, in both problems, to replace our original matrix $X$ of variables with a new matrix $Y$ of variables which has the advantage of having only a fixed number of entries. This approach can be seen as a multi-component generalization of the auxiliary unit vector technique [22, 31, 26, 21, 20, 2], and has strong connections with procedures used in principal component analysis when the original dimensionality $n$ of the data is much larger than the number of data vectors (see Section 23.1.1 in [29]).

The next technique is a tool from discrete geometry known as the hyperplane arrangement theorem. A set $\mathcal{H}$ of $p$ hyperplanes in a $q$-dimensional Euclidean space determines a partition of the space called the arrangement of $\mathcal{H}$. The hyperplane arrangement theorem states that this arrangement consists of $O(p^q)$ full-dimensional polyhedra and can be constructed in time $O(p^q)$. For more details, we refer the reader to [13], and in particular to Theorem 3.3 therein. In both our algorithms, this theorem is employed to partition an extended version of the space of variables $Y$ in a polynomial number of polyhedra. Each one will correspond to a candidate support that we construct, and at least one of them will be optimal to the problem.

Finally, in the proof of Theorem 2 we reduce a restricted version of $\text{SPCA-DS}$ to a maximum-profit integer circulation problem. This allows us to make use of the optimality conditions for this problem and of the strongly polynomial-time algorithm by Goldberg and Tarjan [14, 15]. First, the optimality conditions are exploited to obtain the arrangement discussed above. Next, for each polyhedron in the arrangement, we select a vector in its interior and apply Goldberg and Tarjan’s algorithm to the corresponding instance. The output of the algorithm allows us to obtain the candidate support $\{S_i\}_{i \in [d]}$ associated with the polyhedron.

1.4 Computational complexity and practical applicability of our algorithms

We remark that we do not expect that a direct implementation of our algorithms will lead to practical algorithms for solving $\text{SPCA}$ and $\text{SPCA-DS}$. Rather, our results demonstrate
that these problems are efficiently solvable from a theoretical point of view in the settings considered. This is important, because once a problem is shown to be efficiently solvable, usually practical algorithms follow (see, e.g., [5]).

We remark that our analysis of the algorithms can be improved in several ways to obtain marginally better running times. For example, the hyperplane arrangement theorem is always used with a set $\mathcal{H}$ of $p$ hyperplanes that pass through the origin in a $q$-dimensional Euclidean space. In this special case, it is known that the arrangement consists of $O((p-1)^q)$ full-dimensional polyhedra and can be constructed in time $O((p-1)^q)$.

2 A useful lemma

Before proving our main results, we present a lemma that uses standard eigenvalue arguments. This lemma plays a crucial role in the dimensionality reduction performed by both our algorithms. In particular, it implies that the optimal value of a PCA problem with an input matrix of fixed rank can be obtained by solving a different PCA problem with an input matrix of fixed dimensions. In this paper, we denote by $\|\cdot\|_F$ the Frobenius norm.

Lemma 1. Let $M$ be an $s \times r$ matrix, let $d$ be a positive integer, and let $d' := \min\{d, r\}$. Then

$$\max_{X \in \mathbb{R}^{s \times d}} \|M^T X\|_F^2 = \max_{X \in \mathbb{R}^{s \times d'}} \|M^T X\|_F^2 = \max_{Y \in \mathbb{R}^{r \times d'}} \|MY\|_F^2.$$

Proof. Denote by $\lambda_j$, for $j \in [s]$, the eigenvalues of the $s \times s$ positive semidefinite matrix $MM^T$, and assume without loss of generality that $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_s \geq 0$. Then

$$\max_{X \in \mathbb{R}^{s \times d}} \|M^T X\|_F^2 = \max_{X \in \mathbb{R}^{s \times d'}} \|M^T X\|_F^2 = \sum_{j=1}^d \lambda_j,$$

where in the first equality we used the definition of Frobenius norm and the second is well known (see, e.g., [29]).

Symmetrically, we obtain

$$\max_{X \in \mathbb{R}^{s \times d'}} \|M^T X\|_F^2 = \max_{X \in \mathbb{R}^{s \times d'}} \|M^T X\|_F^2 = \sum_{j=1}^{d'} \lambda_j.$$

Since the nonzero eigenvalues of $MM^T$ are at most $\text{rank}(MM^T) = \text{rank}(M) \leq r$, we have $\sum_{j=1}^d \lambda_j = \sum_{j=1}^{d'} \lambda_j$. Thus (1) and (2) coincide and we have shown the first equality in the statement of the lemma.

Denote by $\mu_k$, for $k \in [r]$, the eigenvalues of the $r \times r$ positive semidefinite matrix $M^T M$, and assume without loss of generality that $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_r \geq 0$. Similarly to our previous derivations, we have

$$\max_{Y \in \mathbb{R}^{r \times d'}} \|MY\|_F^2 = \max_{Y \in \mathbb{R}^{r \times d'}} \|MY\|_F^2 = \sum_{k=1}^{d'} \mu_k.$$
Since the nonzero eigenvalues of $MM^T$ and $M^TM$ are the same, we have $\sum_{j=1}^{d'} \lambda_j = \sum_{k=1}^{d'} \mu_k$. Thus [2] and [3] coincide and we have shown the second equality in the statement of the lemma.

3 Proof of Theorem 1

Consider SPCA where the input matrix $K \in \mathbb{R}^{n \times n}$ has rank $r$. Since the matrix $K$ is positive semidefinite, it is well known that we can compute an $n \times r$ matrix $R$ such that $K = RR^T$ in $O(n^3)$ time, for instance using the Cholesky decomposition with complete pivoting. Using the definition of Frobenius norm, SPCA takes the form

$$\max_{X \in \mathbb{R}^{n \times d}} \|R^T X\|_F^2.$$  (4)

We introduce some notation that will be used in this proof. For $j \in [n]$, we denote by $R_j$ the $j$th row of $R$. Similarly, for $S \subseteq [n]$, $R_S$ denotes the $|S| \times r$ submatrix of $R$ containing only the rows indexed by $S$. We also denote by $d' := \min\{d, r\}$.

As discussed in Section 1.1, the main difficulty in solving Problem (4) consists in finding an optimal support $S^*$ of Problem (4). In fact, once $S^*$ is determined, an optimal solution $X^*$ to Problem (4) can be obtained by setting to zero the rows of $X^*$ with indices not in $S^*$, while the other rows of $X^*$ can be obtained by solving the optimization problem

$$\max_{X \in \mathbb{R}^{s \times d'}} \|R_{S^*}^T X\|_F^2.$$  (5)

This is a PCA problem with an $s \times s$ input matrix. In particular, the input matrix $R_{S^*}R_{S^*}^T$ can be constructed in $O(s^2r)$ time and an optimal solution can be found in $O(s^3)$ time. Based on this discussion, in the remainder of the proof it suffices to find an optimal support $S^*$ of Problem (4).

The next claim uses Lemma 1 to replace our matrix of variables $X \in \mathbb{R}^{n \times d}$ in Problem (4) with an $r \times d'$ matrix of variables, that we denote by $Y$. In the claim we consider the following two optimization problems:

$$\max_{S \subseteq [n]} \max_{|S|=s} \left\| (R_S)^T X \right\|_F^2,$$  (6)

$$\max_{S \subseteq [n]} \max_{|S|=s} \left\| R_S Y \right\|_F^2.$$  (7)

We say that $S^*$ is an optimal support of Problem (6) if there exists $X^*$ such that $(S^*, X^*)$ is an optimal solution to Problem (6). Similarly, we say that $S^*$ is an optimal support of Problem (7) if there exists $Y^*$ such that $(S^*, Y^*)$ is an optimal solution to Problem (7).

Claim 1. The optimal supports of Problems (4), (6), (7) coincide.
We denote this restricted problem by $\text{RST}(Y)$ and only if $S$. Let

Claim 2. \[ \text{Proof of claim.} \] This claim follows trivially by writing Problem $\text{RST}(Y)$ in the form

$$
\max_{S \subseteq [n], |S| = s} \sum_{j \in S} ||R_j Y||_2^2.
$$

Claim 2 implies that in order to find an optimal solution to Problem $\text{RST}(Y)$, it is sufficient to order all values $||R_j Y||_2^2$, for $j \in [n]$. Therefore, our next task is to partition all matrices $Y \in \mathbb{R}^{r \times d'}$ based on the order of the values $||R_j Y||_2^2$, for every $j \in [n]$, that they yield. Each $||R_j Y||_2^2$, for $j \in [n]$, is a quadratic polynomial in the entries of $Y$ and every monomial is a constant times the product of two variables in the same column of $Y$, i.e., $y_{ki}y_{k'i}$, for $k, k' \in [r], i \in [d']$. Since we wish to obtain a polyhedral partition, we introduce a new space of variables that allows us to write each $||R_j Y||_2^2$, for $j \in [n]$, as a linear function. Formally, we define the space $\mathcal{E}$ that contains one variable for each $y_{ki}y_{k'i}$, for $k, k' \in [r], i \in [d']$. The dimension of the space $\mathcal{E}$ is therefore $d' \cdot (r^2 + r)/2$. 
Note that, for each \( Y \in \mathbb{R}^{d' \times d} \), there exists a unique corresponding point in \( \mathcal{E} \), that we denote by \( \text{ext}(Y) \), obtained by computing all the products \( y_{ki}y_{k'i} \), for \( k, k' \in [r] \), \( i \in [d'] \).

For each \( j \in [n] \), we can now write in time \( O(d'^2r^2) \) a linear function \( \ell_j : \mathcal{E} \to \mathbb{R} \) such that
\[
\ell_j(\text{ext}(Y)) = \|R_jY\|_2^2
\]
for every matrix \( Y \in \mathbb{R}^{d' \times d} \).

**Claim 3.** There exist a finite index set \( T \) of cardinality \( O(n^{d'(r^2+r)}) \), full-dimensional polyhedra \( P^t \subseteq \mathcal{E} \), for \( t \in T \), that cover \( \mathcal{E} \), and index sets \( S^t \), for \( t \in T \), with the following property: For every \( t \in T \), and for every \( Y \) such that \( \text{ext}(Y) \in P^t \), \( S^t \) is an optimal solution to Problem RST(\( Y \)). The polyhedra \( P^t \), for \( t \in T \), can be constructed in \( O(n^{d'(r^2+r)}) \) time. Furthermore, for each \( t \in T \), \( S^t \) can be computed in \( O(d'n^2 + n\log n) \) time.

**Proof of claim.** For every two distinct indices \( j, j' \in [n] \), the hyperplane
\[
H_{j,j'} := \{ z \in \mathcal{E} : \ell_j(z) = \ell_{j'}(z) \}
\]
partitions all points \( z \in \mathcal{E} \) based on which of the two values \( \ell_j(z) \) and \( \ell_{j'}(z) \) is larger. By considering the hyperplane \( H_{j,j'} \) for all distinct pairs of indices \( j, j' \in [n] \), we obtain a set \( \mathcal{H} \) of \( (n^2 - n)/2 \leq n^2 \) hyperplanes in \( \mathcal{E} \). By the hyperplane arrangement theorem, the arrangement of \( \mathcal{H} \) consists of \( O(n^{\dim \mathcal{E}}) = O(n^{d'(r^2+r)}) \) full-dimensional polyhedra, and can be constructed in \( O(n^{d'(r^2+r)}) \) time. We denote by \( P^t \), for \( t \in T \), the polyhedra in the arrangement, where \( T \) is a finite index set of cardinality \( O(n^{d'(r^2+r)}) \). From the definition of the hyperplanes \( (8) \) we have that, if for some \( t \in T \) there exists a vector \( z' \in P^t \) that satisfies \( \ell_j(z') > \ell_{j'}(z') \) for two distinct indices \( j, j' \in [n] \), then every vector \( z \in P^t \) must satisfy \( \ell_j(z) \geq \ell_{j'}(z) \).

Next, we explain how the index sets \( S^t \), for \( t \in T \), are constructed. To do so, we fix one polyhedron \( P^t \), for some \( t \in T \), until the end of the proof of the claim. The hyperplane arrangement theorem also returns explicitly a vector \( z^t \) in the interior of \( P^t \). We then compute \( \ell_j(z^t) \) for every \( j \in [n] \) in time \( O(d'n^2) \). Since \( z^t \) is in the interior of \( P^t \), in time \( O(n \log n) \) we can find an ordering \( j_1, j_2, \ldots, j_n \) of the indices \( 1, \ldots, n \) such that
\[
\ell_{j_1}(z^t) > \ell_{j_2}(z^t) > \cdots > \ell_{j_n}(z^t).
\]

From the property of the polyhedra in the arrangement we have that, for every \( z \) with \( z \in P^t \),
\[
\ell_{j_1}(z) \geq \ell_{j_2}(z) \geq \cdots \geq \ell_{j_n}(z).
\]

In particular, for every \( Y \) with \( \text{ext}(Y) \in P^t \), we have
\[
\ell_{j_1}(\text{ext}(Y)) \geq \ell_{j_2}(\text{ext}(Y)) \geq \cdots \geq \ell_{j_n}(\text{ext}(Y)),
\]
thus
\[
\|R_{j_1}Y\|_2^2 \geq \|R_{j_2}Y\|_2^2 \geq \cdots \geq \|R_{j_n}Y\|_2^2.
\]
Claim [2] then implies that for each \( Y \) such that \( \text{ext}(Y) \in P^t \), the set \( S^t := \{j_1, j_2, \ldots, j_n\} \) is an optimal solution to Problem RST(\( Y \)).
Let $\mathcal{S}$ be the family of all index sets $S^t$ obtained in Claim 3, namely

$$\mathcal{S} := \{S^t\}_{t \in T}.$$ 

Claim 4. The family $\mathcal{S}$ contains an optimal support of Problem (7).

Proof of claim. Let $(S^*, Y^*)$ be an optimal solution to Problem (7). Then $S^*$ is an optimal solution to the restricted Problem $\text{RST}(Y^*)$. Let $P^t$, for $t \in T$, be a polyhedron such that $\text{ext}(Y^*) \in P^t$, and let $S^t \in \mathcal{S}$ be the corresponding index set. From Claim 3, $S^t$ is an optimal solution to Problem $\text{RST}(Y^*)$. This implies that the solution $(S^t, Y^*)$ is also optimal to Problem (7). $\diamond$

Claim 4 implies that, in order to find an optimal support of Problem (7), it suffices to solve the $|T|$ optimization problems

$$\max_{Y \in \mathbb{R}^{d'}} \|R_{S^t} Y\|_F^2 \quad \forall t \in T. \quad (9)$$

In fact, an index set $S^t$, for $t \in T$, which yields the maximum optimal value among Problems (9) is then an optimal support of Problem (7). Each Problem (9) is a PCA problem with an $r \times r$ input matrix. In particular, the input matrix $R_{S^t} R_{S^t}$ can be constructed in $O(s r^2)$ time and an optimal solution can be found in $O(r^3)$ time. This completes the description of the algorithm and the proof of its correctness.

Next, we analyze the total running time of the algorithm presented. The matrix $R$ is computed in $O(n^3)$ time, the linear functions $\ell_j$, for $j \in [n]$, are obtained in $O(d'nr^2)$ time, the polyhedra $P^t$, for $t \in T$, are constructed $O(|T|)$ time, the sets $S^t$, for $t \in T$, are computed in $O(|T|(d'nr^2 + n \log n))$ time, the $|T|$ PCA Problems (9) are solved in $O(|T|(sr^2 + r^3))$ time, and the PCA Problem (5) is solved in $O(s^2 r + s^3)$ time. The total running time is therefore

$$O \left( |T|(d'nr^2 + n \log n) \right) = O \left( n^{d'(r^2 + r)}(d'nr^2 + n \log n) \right).$$

This concludes the proof of Theorem 1. $\square$

4 The maximum-profit integer circulation problem

In the proof of Theorem 2 we will consider the maximum-profit integer circulation problem. Hence, before proceeding with the proof, we give a brief overview of this problem and we present optimality conditions and a strongly polynomial-time algorithm to solve it.

Let $D = (V, A)$ be a directed graph. A vector $f \in \mathbb{R}^A$ is called a circulation if $f(\delta^\text{in}(v)) = f(\delta^\text{out}(v))$ for each vertex $v \in V$, where $\delta^\text{in}(v) = \{vw \in A\}$ and $\delta^\text{out}(v) = \{vw \in A\}$. A circulation $f$ is said to be integer if $f$ has all integer entries. In a maximum-profit integer circulation problem we are given a directed graph $D = (V, A)$, arc capacities $u \in \mathbb{Z}_+^A$, and arc profits $p \in \mathbb{Q}^A$. We say that $f$ is a feasible circulation if $f$ is an integer circulation in the directed graph $D$ subject to $0 \leq f \leq u$. The profit of a feasible
circulation \( f \) is \( p^T f \). The goal of the maximum-profit integer circulation problems is that of finding an optimal circulation, which is a feasible circulation of maximum profit. We refer the reader to Chapters 11 and 12 in [28] for a thorough presentation of circulations problems. We refer the reader to the same book [28] for standard graph theory definitions including that of directed circuit and undirected circuit.

To state the optimality conditions for a maximum-profit integer circulation problem, it will be useful to consider the residual directed graph \( D_f = (V, A_f) \) of a circulation \( f \), where

\[
A_f := \{a : a \in A, f_a < u_a\} \cup \{a^- : a \in A, f_a > 0\}.
\]

Here \( a^- := uw \) if \( a = uw \). For a directed circuit \( C \) in \( D_f \), we define \( \chi^C \in \{0, \pm 1\}^A \) by:

\[
\chi^C_a := \begin{cases} 
1 & \text{if } C \text{ traverses } a, \\
-1 & \text{if } C \text{ traverses } a^- , \\
0 & \text{if } C \text{ traverses neither } a \text{ nor } a^- .
\end{cases}
\]

We then define, for every directed circuit \( C \) in \( D_f \) its profit as

\[
p(C) = \sum_{a \in A} \chi^C_a p_a.
\]

We are now ready to state the optimality conditions, which follow, for example, from Theorem 12.1 in [28].

**Proposition 1.** A feasible circulation \( f \) is optimal if and only if each directed circuit in \( D_f \) has nonpositive profit.

The above optimality conditions are at the basis of Goldberg and Tarjan’s strongly polynomial-time algorithm to solve the maximum-profit integer circulation problem [14, 15]. We refer the reader to Section 12.3 in [28] for a description of the algorithm.

**Proposition 2** (Corollary 12.2a in [28]). An optimal circulation can be found in \( O(|V|^2|A|^3 \log |V|) \) time.

### 5 Proof of Theorem 2

Consider SPCA-DS where the input matrix \( K \in \mathbb{R}^{n \times n} \) has rank \( r \). Since the matrix \( K \) is positive semidefinite, we can compute an \( n \times r \) matrix \( R \) such that \( K = RR^T \) in \( O(n^3) \) time, for example using the Cholesky decomposition with complete pivoting. The objective function of SPCA-DS can then be written as \( \text{trace}(X^TKX) = \|R^TX\|_F^2 = \sum_{i=1}^d \|R^T x_i\|_2^2 \) and SPCA-DS takes the form

\[
\max_{X \in \mathcal{X}} \sum_{i=1}^d \|R^T x_i\|_2^2. \tag{10}
\]
In this proof we use some of the notation introduced in the proof of Theorem 1. Namely, for \( j \in [n], R_j \) denotes the \( j \)th row of \( R \) and, for \( S \subseteq [n], R_S \) denotes the \( |S| \times r \) submatrix of \( R \) containing only the rows indexed by \( S \).

As discussed in Section 1.2, the main difficulty in solving Problem (10) consists in finding an optimal support \( \{ S_i^* \}_{i \in [d]} \) of Problem (10). In fact, once \( \{ S_i^* \}_{i \in [d]} \) is determined, each optimal vector \( x_i^* \), for \( i \in [d] \), can be obtained by setting to zero the entries of \( x_i^* \) with indices not in \( S_i^* \), while the other entries of \( x_i^* \) can be obtained by solving the optimization problem

\[
\max_{x_i \in \mathbb{R}^{|S_i^*|}} \frac{\|R_{S_i^*}^T x_i\|_2^2}{\|x_i\|_2}.
\] (11)

This is a single-component PCA problem with an input matrix of dimension at most \( s \times s \). In particular, the input matrix \( R_{S_i^*} R_{S_i^*}^T \) can be constructed in \( O(s^2r) \) time and an optimal solution can be found in \( O(s^3) \) time. Based on this discussion, in the remainder of the proof it suffices to find an optimal support \( \{ S_i^* \}_{i \in [d]} \) of Problem (10).

The next claim uses Lemma 1 to replace each vector of variables \( x_i \in \mathbb{R}^n \) in Problem (10) with a vector of variables \( y_i \in \mathbb{R}^r \). In the claim we consider the following two optimization problems:

\[
\max_{S_i \subseteq [n], |S_i| \leq s, \forall i \in [d]} \sum_{i=1}^d \| (R_{S_i})^T x_i \|_2^2, \quad \max_{S_i \subseteq [n], |S_i| \leq s, \forall i \in [d]} \sum_{i=1}^d \| R_{S_i} y_i \|_2^2.
\] (12)

We say that \( \{ S_i^* \}_{i \in [d]} \) is an optimal support of Problem (12) if there exist \( x_i^* \), for \( i \in [d] \), such that \( \{(S_i^*, x_i^*)\}_{i \in [d]} \) is an optimal solution to Problem (12). Similarly, we say that \( \{ S_i^* \}_{i \in [d]} \) is an optimal support of Problem (13) if there exist \( y_i^* \), for \( i \in [d] \), such that \( \{(S_i^*, y_i^*)\}_{i \in [d]} \) is an optimal solution to Problem (13).

**Claim 5.** The optimal supports of Problems (10), (12), (13) coincide.

**Proof of claim.** Lemma 1, applied \( d \) times with \( M := R_{S_i^*} \) for \( i \in [d] \), implies that the optimal supports of Problems (12) and (13) coincide. Thus we only need to show that the optimal supports of Problems (10) and (12) coincide. To do so, it suffices to prove the following two statements: (i) For every feasible solution \( \{(S_i, x_i)\}_{i \in [d]} \) to Problem (12) with objective function value \( \gamma \), there is a feasible solution \( \{(\tilde{S}_i, \tilde{x}_i)\}_{i \in [d]} \) to Problem (10) with objective function value \( \gamma \) such that \( \text{supp}(\tilde{x}_i) \subseteq S_i \forall i \in [d] \); (ii) For every feasible solution \( \{\tilde{x}_i\}_{i \in [d]} \) to Problem (10) with objective function value \( \gamma \), there is a feasible solution \( \{(S_i, x_i)\}_{i \in [d]} \) to Problem (12) with objective function value \( \gamma \) such that \( \text{supp}(\tilde{x}_i) \subseteq S_i \forall i \in [d] \).
(i). Let \( \{(S_i, x_i)\}_{i \in [d]} \) be a feasible solution to Problem (12) with objective function value \( \gamma \). For each \( i \in [d] \), let \( \tilde{x}_i \in \mathbb{R}^n \) be obtained from \( x_i \) by adding zero entries corresponding to the indices not in \( S_i \). Then \( \{\tilde{x}_i\}_{i \in [d]} \) is a feasible solution to Problem (10) with objective function value \( \gamma \) such that \( \text{supp}(\tilde{x}_i) \subseteq S_i \) \( \forall i \in [d] \).

(ii). Let \( \{\tilde{x}_i\}_{i \in [d]} \) be a feasible solution to Problem (10) with objective function value \( \gamma \). Let \( S_i := \text{supp}(\tilde{x}_i) \), for every \( i \in [d] \). Let \( x_i \) be obtained from \( \tilde{x}_i \) by dropping the (zero) entries with indices not in \( S_i \). Then \( \{(S_i, x_i)\}_{i \in [d]} \) is a feasible solution to Problem (12) with objective function value \( \gamma \) such that \( \text{supp}(\tilde{x}_i) \subseteq S_i \) \( \forall i \in [d] \).

Due to Claim 5 in the rest of the proof our goal will be finding an optimal support of Problem (13).

5.1 The restricted problem

In this section we study the restricted version of Problem (13) obtained by fixing the \( d \) vectors of variables \( y_i \in \mathbb{R}^r \), for \( i \in [d] \). We denote this restricted problem by \( \text{RST}(\{y_i\}_{i \in [d]}) \), and formally define it as

\[
\max_{S_i \subseteq [n], |S_i| \leq s, \forall i \in [d]} \sum_{i=1}^{d} \|R_{S_i} y_i\|_2^2.
\]

Our next goal is to provide a characterization of the optimal solutions to Problem \( \text{RST}(\{y_i\}_{i \in [d]}) \) based on a maximum-profit integer circulation problem. We refer the reader to Section 4 for a brief introduction to the maximum-profit integer circulation problem.

In the remainder of the proof, we denote by \( D = (V, A) \) the directed graph with vertices \( V = U \cup W \cup \{t\} \), where \( U = \{u_1, \ldots, u_d\} \), \( W = \{w_1, \ldots, w_n\} \), and with arcs \( A = A_0 \cup A_U \cup A_W \), where \( A_0 = \{u_iw_j : i \in [d], j \in [n]\} \), \( A_U = \{tu_i : i \in [d]\} \), \( A_W = \{w_jt : j \in [n]\} \). The directed graph \( D \) is depicted in Figure 1. We define arc capacities \( u \in \mathbb{Z}_A^+ \) as \( u_a := 1 \) if \( a \in A_0 \cup A_W \), \( u_a := s \) if \( a \in A_U \). We also define arc

![Figure 1: The directed graph \( D = (V, A) \) considered in Section 5.1](image-url)
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To prove the claim, it suffices to prove the following two statements:
(i) For every feasible solution \( \{S_i\}_{i \in [d]} \) to Problem RST(\( \{y_i\}_{i \in [d]} \)) with objective function value \( \gamma \), there is a feasible circulation \( f \) to CRC(\( \{y_i\}_{i \in [d]} \)) with profit \( \gamma \) such that \( S_i = \{ j \in [n] : f_{u_iw_j} = 1 \} \) \( \forall i \in [d] \); (ii) For every feasible circulation \( f \) to CRC(\( \{y_i\}_{i \in [d]} \)) with profit \( \gamma \), the solution \( \{S_i\}_{i \in [d]} \) defined by \( S_i := \{ j \in [n] : f_{u_iw_j} = 1 \} \) \( \forall i \in [d] \), is feasible to Problem RST(\( \{y_i\}_{i \in [d]} \)) and has objective function value \( \gamma \). In the following, we first discuss the mapping between solutions and circulations in (i) and (ii), and then we discuss the correspondence of objective function values and profits in both (i) and (ii).

(i). Let \( \{S_i\}_{i \in [d]} \) be a feasible solution to Problem RST(\( \{y_i\}_{i \in [d]} \)), i.e., \( S_i \subseteq [n] \), \( |S_i| \leq s \) \( \forall i \in [d] \), and \( S_i \cap S_{i'} = \emptyset \), \( \forall i \neq i' \in [d] \). For every pair \( i, j \) such that \( j \in S_i \), define \( f_{u_iw_j} := 1 \), \( f_{w_jt} := 1 \), and set \( f_a := 0 \) for every other \( a \in A_U \cup A_W \). For every \( i \in [d] \), define \( f_{u_i} := |S_i| \). It can be easily checked that \( f \) is a feasible circulation to CRC(\( \{y_i\}_{i \in [d]} \)) such that \( S_i = \{ j \in [n] : f_{u_iw_j} = 1 \} \) \( \forall i \in [d] \).

(ii). Vice versa, let \( f \) be a feasible circulation to CRC(\( \{y_i\}_{i \in [d]} \)). Since \( u_a = 1 \) for every \( a \in A_0 \), we have \( f_a \in \{0, 1\} \) for every \( a \in A_0 \). For every \( i \in [d] \), define \( S_i := \{ j \in [n] : f_{u_iw_j} = 1 \} \). \( u_a = 1 \) for every \( a \in A_W \) implies that no \( j \in [n] \) is in more than one set \( S_i \), thus \( S_i \cap S_{i'} = \emptyset \), \( \forall i \neq i' \in [d] \). Since \( u_a = s \) for every \( a \in A_U \), we also have \( |S_i| \leq s \) for every \( i \in [d] \). Therefore, \( \{S_i\}_{i \in [d]} \) is a feasible solution to Problem RST(\( \{y_i\}_{i \in [d]} \)).

The claim follows since objective function values and profits coincide in both mappings (i) and (ii):

\[
p^T f = \sum_{i=1}^{d} \sum_{j=1}^{n} p_{u_iw_j} f_{u_iw_j} = \sum_{i=1}^{d} \sum_{j \in S_i} p_{u_iw_j} = \sum_{i=1}^{d} \sum_{j \in S_i} (R_j y_i)^2 = \sum_{i=1}^{d} \|R_S y_i\|^2.
\]

5.2 A polynomial arrangement

Claim 6 implies that in order to find an optimal solution to Problem RST(\( \{y_i\}_{i \in [d]} \)), it is sufficient to find an optimal circulation to Problem CRC(\( \{y_i\}_{i \in [d]} \)). Thus we now focus on the latter problem. The optimality conditions stated in Proposition 1 imply that in order to understand an optimal circulation to Problem CRC(\( \{y_i\}_{i \in [d]} \)), it is important to understand the sign of the profits of all directed circuits in \( D_f \), for any feasible circulation \( f \). Note that any directed circuit \( C \) in \( D_f \), for a feasible circulation \( f \), gives an undirected
circuit $C'$ in $D$. For an undirected circuit $C'$ in $D$, we define $\chi^{C'} \in \{0, \pm 1\}^A$ by:

$$\chi^{C'}_a := \begin{cases} 
1 & \text{if } C' \text{ traverses } a \text{ forward,} \\
-1 & \text{if } C' \text{ traverses } a \text{ backward,} \\
0 & \text{if } C' \text{ does not traverse } a.
\end{cases}$$

We then define, for every undirected circuit $C'$ in $D$, its profit as

$$p(C') = \sum_{a \in A} \chi^{C'}_a p_a.$$ 

In this way we obtain that, if a directed circuit $C$ in $D_f$, for some feasible circulation $f$, gives the undirected circuit $C'$ in $D$, then we have $p(C) = p(C')$. From the above discussion, in order to understand the sign of the profits of all directed circuits in $D_f$, for any feasible circulation $f$, it suffices to understand the signs of the profits of all undirected circuits in $D$. From now on, we denote by $C$ the set of undirected circuits in $D$. The structure of the directed graph $D$ implies that each undirected circuit in $C$ can contain at most $d$ vertices in $W$. Thus we obtain $|C| = O((dn)^d)$.

Our next task is to partition the $dr$-dimensional space of all $d$ vectors $\{y_i\}_{i \in [d]}$, where each $y_i$ is in $\mathbb{R}^r$, based on the sign of the values $p(C')$, for every $C' \in C$, that they yield. Each $p(C')$, for $C' \in C$, can be written as a linear function of arc profits

$$p(C') = \sum_{a \in A} \chi^{C'}_a p_a = \sum_{u_i, w_j \in A_0} \chi^{C'}_{u_i, w_j} p_{u_i, w_j}.$$ 

Each arc profit $p_{u_i, w_j} = (R_j y_i)^2$, for $i \in [d], j \in [n]$, is a quadratic polynomial in the entries of the vector $y_i$, and every monomial is a constant times the product of two variables in the vector $y_i$, i.e., $(y_i)_k (y_i)_{k'}$, for $k, k' \in [r]$. Since we wish to obtain a polyhedral partition, we introduce a new space of variables that allows us to write each $p(C')$, for $C' \in C$, as a linear function. Formally, we define the space $E$ that contains one variable for each $(y_i)_k (y_i)_{k'}$, for $i \in [d], k, k' \in [r]$. The dimension of the space $E$ is therefore $d \cdot (r^2 + r)/2$. Note that, for every $d$ vectors $\{y_i\}_{i \in [d]}$, where each $y_i$ is in $\mathbb{R}^r$, there exists a unique corresponding point in $E$, that we denote by $\text{ext}(\{y_i\}_{i \in [d]})$, obtained by computing all the products $(y_i)_k (y_i)_{k'}$, for $i \in [d], k, k' \in [r]$. For each arc $u_i w_j$, $i \in [d], j \in [n]$, we can now write in time $O(r^2)$ a linear function $\ell_{u_i, w_j} : E \to \mathbb{R}$ such that $\ell_{u_i, w_j}(\text{ext}(\{y_i\}_{i \in [d]})) = (R_j y_i)^2$ for every $\{y_i\}_{i \in [d]}$.

As a consequence, for each $C' \in C$, we can write a linear function $\ell_{C'} : E \to \mathbb{R}$ such that $\ell_{C'}(\text{ext}(\{y_i\}_{i \in [d]})) = p(C')$ for every $\{y_i\}_{i \in [d]}$. Note that all these linear functions can be constructed in time $O(dnr^2 + dr^2 |C|) = O(dnr^2 + d^d + r^2 n^d)$.

**Claim 7.** There exist a finite index set $T$ of cardinality $O((dn)^d (r^2 + r)/2)$, full-dimensional polyhedra $P^t \subseteq E$, for $t \in T$, that cover $E$, and index sets $\{S^t_i\}_{i \in [d]}$, for $t \in T$, with the following property: For every $t \in T$, and for every $\{y_i\}_{i \in [d]}$ such that $\text{ext}(\{y_i\}_{i \in [d]}) \in P^t$, $\{S^t_i\}_{i \in [d]}$ is an optimal solution to Problem RST($\{y_i\}_{i \in [d]}$). The polyhedra $P^t$, for $t \in T$, can be constructed in $O((dn)^d (r^2 + r)/2)$ time. Furthermore, for each $t \in T$, $\{S^t_i\}_{i \in [d]}$ can be computed in $O(dnr^2 + d^3 n^5 \log n)$ time.
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Proof of claim. For every \( C' \in \mathcal{C} \), the hyperplane
\[
H_{C'} := \{ z \in \mathcal{E} : \ell_{C'}(z) = 0 \}
\]  
(partitions all points \( z \in \mathcal{E} \) based on the sign of \( \ell_{C'}(z) \). By considering the hyperplane \( H_{C'} \) for all \( C' \in \mathcal{C} \), we obtain a set \( \mathcal{H} \) of \( |\mathcal{C}| = O((dn)^d) \) hyperplanes in \( \mathcal{E} \). By the hyperplane arrangement theorem, the arrangement of \( \mathcal{H} \) consists of \( O((dn)^{d \dim \mathcal{E}}) = O((dn)^{d^2(r^2+r)/2}) \) full-dimensional polyhedra, and can be constructed in \( O((dn)^{d^2(r^2+r)/2}) \) time. We denote by \( P^t \), for \( t \in T \), the polyhedra in the arrangement, where \( T \) is a finite index set of cardinality \( O((dn)^{d^2(r^2+r)/2}) \). From the definition of the hyperplanes (14) we have that, if for some \( t \in T \) there exists a vector \( z^t \in P^t \) that satisfies \( \ell_{C'}(z^t) < 0 \) for some \( C' \in \mathcal{C} \), then every vector \( z \in P^t \) must satisfy \( \ell_{C'}(z) \leq 0 \).

Next, we explain how the index sets \( \{ S^t_i \}_{i \in [d]} \), for \( t \in T \), are constructed. To do so, we fix one polyhedron \( P^t \), for some \( t \in T \), until the end of the proof of the claim. Due to Claim 6, it suffices to show that we can construct a circulation \( f \) that is an optimal circulation to every Problem CRC(\( \{ y_i \}_{i \in [d]} \)) for all \( \{ y_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ y_i \}_{i \in [d]}) \in P^t \). To obtain this optimal circulation we will use a vector \( z^t \) in the interior of \( P^t \), which is returned explicitly by the hyperplane arrangement theorem (13). Then, we define Problem CRC(\( z^t \)) as the problem obtained from Problem CRC(\( \{ y_i \}_{i \in [d]} \)) for any \( \{ y_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ y_i \}_{i \in [d]}) \in P^t \), by replacing the arc profits with the one induced by \( z^t \). Precisely, Problem CRC(\( z^t \)) is the maximum-profit integer circulation problem on the directed graph \( D = (V, A) \) defined in Section 5.1 with arc capacities \( u \in \mathbb{Z}_+^A \) defined in Section 5.1 and arc profits \( p^t \in \mathbb{Q}^A \) defined by \( p^t_a := \ell_{u, w}(z^t) \) if \( a = u_i w_j \in A \), \( p^t_a := 0 \) if \( a \in A_U \cup A_W \). Note that these arc profits can be computed in time \( O(dnr^2) \).

From Proposition \( \mathbb{E} \) an optimal circulation \( f^* \) to Problem CRC(\( z^t \)) can be found in \( O(|V|^2 |A|^3 \log |V|) \) time. Since \( |V| = O(n) \) and \( |A| = O(dn) \), we can obtain \( f^* \) in \( O(d^3 n^5 \log n) \) time. We now show that \( f^* \) is an optimal circulation to every Problem CRC(\( \{ y_i \}_{i \in [d]} \)) for all \( \{ y_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ y_i \}_{i \in [d]}) \in P^t \). So we fix an arbitrary \( \{ \bar{y}_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ \bar{y}_i \}_{i \in [d]}) \in P^t \). In the remainder of the proof we will denote by \( p^t \) the profits in Problem CRC(\( z^t \)) and by \( \bar{p} \) the profits in Problem CRC(\( \{ \bar{y}_i \}_{i \in [d]} \)). Since \( f^* \) is a feasible circulation to Problem CRC(\( z^t \)), it is also a feasible circulation to Problem CRC(\( \{ \bar{y}_i \}_{i \in [d]} \)). This is because the two problems share the same directed graph and the same arc capacities. Furthermore, the residual directed graph \( D_{f^*} \) is the same in both problems. From the optimality conditions stated in Proposition \( \mathbb{L} \) we know that \( p^t(C) \leq 0 \) for every directed circuit \( C \) in \( D_{f^*} \). From the definition of the hyperplanes (14) and the fact that \( z^t \) is in the interior of \( P^t \), we obtain that \( \bar{p}(C) < 0 \) for every directed circuit \( C \) in \( D_{f^*} \). Since \( \mathrm{ext}(\{ \bar{y}_i \}_{i \in [d]}) \in P^t \), we then have \( \bar{p}(C) \leq 0 \) for every directed circuit \( C \) in \( D_{f^*} \). Again from the optimality conditions in Proposition \( \mathbb{L} \) we obtain that \( f^* \) is an optimal circulation to Problem CRC(\( \{ \bar{y}_i \}_{i \in [d]} \)). We have thereby shown that \( f^* \) is an optimal circulation to every Problem CRC(\( \{ y_i \}_{i \in [d]} \)) for all \( \{ y_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ y_i \}_{i \in [d]}) \in P^t \). An optimal solution to all Problems RST(\( \{ y_i \}_{i \in [d]} \)) for all \( \{ y_i \}_{i \in [d]} \) with \( \mathrm{ext}(\{ y_i \}_{i \in [d]}) \in P^t \) can then be obtained as described in Claim 6. The total running time to compute \( \{ S^t_i \}_{i \in [d]} \) is \( O(dnr^2 + d^3 n^5 \log n) \).

Let \( \mathcal{S} \) be the family of all index sets \( \{ S^t_i \}_{i \in [d]} \) obtained in Claim 7 namely
\[
\mathcal{S} := \{ \{ S^t_i \}_{i \in [d]} \}_{t \in T}.
\]  

Claim 8. The family $S$ contains an optimal support of Problem [13].

Proof of claim. Let $\{(S^t_r, y^t_r)\}_{i \in [d]}$ be an optimal solution to Problem [13]. Then $\{S_r^t\}_{i \in [d]}$ is an optimal solution to the restricted Problem RST($\{y^t_r\}_{i \in [d]}$). Let $P^t$, for $t \in T$, be a polyhedron such that $\text{ext}(\{y^t_r\}_{i \in [d]}) \in P^t$, and let $\{S_r^t\}_{i \in [d]} \in S$ be the corresponding index sets. From Claim 7, $\{S_r^t\}_{i \in [d]}$ is an optimal solution to Problem RST($\{y^t_r\}_{i \in [d]}$). This implies that the solution $\{(S^t_r, y^t_r)\}_{i \in [d]}$ is also optimal to Problem [13]. $\diamond$

Claim 8 implies that, in order to find an optimal support of Problem [13], it suffices to solve the $|T|$ optimization problems

$$\max_{y_i \in \mathbb{R}^r, \|y_i\|_2 = 1, \forall i \in [d]} \sum_{i=1}^d \|R_{S_r^ty_i}\|_2^2 \quad \forall t \in T. \quad (15)$$

In fact, a $\{S_r^t\}_{i \in [d]}$, for $t \in T$, which yields the maximum optimal value among Problems (15) is then an optimal support of Problem [13]. Each Problem (15) can be decomposed into the $d$ optimization problems

$$\max_{y_i \in \mathbb{R}^r, \|y_i\|_2 = 1} \|R_{S_r^ty_i}\|_2^2 \quad \forall i \in [d]. \quad (16)$$

Each Problem (16) is a single-component PCA problem with an $r \times r$ input matrix. In particular, the input matrix $R_{S_r^ty_i}$ can be constructed in $O(sr^2)$ time and an optimal solution can be found in $O(r^3)$ time. This completes the description of the algorithm and the proof of its correctness.

Next, we analyze the total running time of the algorithm presented. The matrix $R$ is computed in $O(n^3)$ time, the linear functions $\ell_{C_r}$, for $C_r \in C$, are constructed in $O(dn^2 + d^{d+1}r^2n^d)$ time, the polyhedra $P^t$, for $t \in T$, are constructed $O(|T|)$ time, the sets $\{S_r^t\}_{i \in [d]}$, for $t \in T$, are computed in $O(|T|(dn^2 + d^4n^5 \log n))$ time, the $|T|d$ PCA Problems (16) are solved in $O(|T|(dr^2 + r^3))$ time, and the $d$ PCA Problems (11) are solved in $O(d(s^2r + s^3))$ time. The total running time is therefore

$$O \left( |T|(dnr^2 + d^3n^5 \log n) \right) = O \left( (dn)^{d^2(r^2+r)/2}(dr^2 + d^3n^5 \log n) \right).$$

This concludes the proof of Theorem 2. $\square$
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