Optimal learning rate schedules in high-dimensional non-convex optimization problems
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Abstract

Learning rate schedules are ubiquitously used to speed up and improve optimisation. Many different policies have been introduced on an empirical basis, and theoretical analyses have been developed for convex settings. However, in many realistic problems the loss-landscape is high-dimensional and non convex – a case for which results are scarce. In this paper we present a first analytical study of the role of learning rate scheduling in this setting, focusing on Langevin optimization with a learning rate decaying as $\eta(t) = t^{-\beta}$. We begin by considering models where the loss is a Gaussian random function on the $N$-dimensional sphere ($N \to \infty$), featuring an extensive number of critical points. We find that to speed up optimization without getting stuck in saddles, one must choose a decay rate $\beta < 1$, contrary to convex setups where $\beta = 1$ is generally optimal. We then add to the problem a signal to be recovered. In this setting, the dynamics decompose into two phases: an exploration phase where the dynamics navigates through rough parts of the landscape, followed by a convergence phase where the signal is detected and the dynamics enter a convex basin. In this case, it is optimal to keep a large learning rate during the exploration phase to escape the non-convex region as quickly as possible, then use the convex criterion $\beta = 1$ to converge rapidly to the solution. Finally, we demonstrate that our conclusions hold in a common regression task involving neural networks.

Introduction

Learning rate schedules are used across all areas of modern machine learning, yet very little is known on which schedule is most suited for a given problem. This question has been thoroughly studied for convex problems, where the optimal learning rate schedule generally goes as $\eta(t) \sim 1/t$ [1, 2]. However, deep neural networks and other high-dimensional modern optimization problems are known to operate in highly non-convex loss landscapes [3, 4]. Developing a theory to understand the impact of scheduling in this setting remains a crucial challenge.

In this work we present, to the best of our knowledge, the first analytical study of this problem for gradient-based algorithms. We focus on the high-dimensional inference problem of retrieving a ground truth signal $x^* \in \mathbb{R}^N$ from observations via a noisy channel. When the noise dominates the signal, the loss simply boils down to a Gaussian random function on the $N$-dimensional sphere ($N \to \infty$). This optimization problem has been studied in the literature for constant learning rate, both using rigorous methods and techniques from statistical physics, see [5–9] and references therein.

Setup Learning rate decay is generally used to reduce the noise induced by optimization schemes used in practice. For example, SGD with batch size $B$ typically induces a noise which scales as the
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where the signal is additionally observed through its contraction with a random tensor of order unity. We are considering gradient-free optimisation algorithms and our results are confirmed by experiments performed with gradient descent.

The higher degree of non-convexity of the latter requires the learning rate to be decayed more slowly; we generalize these findings by leveraging results from out-of-equilibrium physics. Note that here we are considering gradient-flow - our results are confirmed by experiments performed with gradient descent.

We consider two models for the loss $L$: the (planted) Sherrington-Kirkpatrick (SK) model [19], where the signal is scrambled by a random matrix, and the more involved spiked matrix-tensor (SMT) model [20], where the signal is additionally observed through its contraction with a random tensor of order $p$. The first setup is analytically tractable both at infinite and finite dimensions [21, 22], and its landscape features a number of critical points which grows linearly with the dimension. The second setup is more involved and requires a mean-field treatment in the infinite dimensional limit [20, 23, 24]. The number of critical points grows exponentially with the dimension and has been studied analytically with the Kac-Rice method [25, 26]. This distinction allows us to grasp how the amount of non-convexity impacts the optimal decay of the learning rate.

**Contributions** We begin by considering the purely non-convex setup where the signal is undetectable (left panel of Fig. 1). The loss is then a Gaussian random function on the $N$-dimensional sphere with zero mean and a covariance $\mathbb{E}[L(x)L(x')] \propto (x \cdot x')^p$. We determine the optimal learning rate to reach the lowest value of the loss function on an arbitrarily large (but finite) time in the high-dimensional limit. For the $p = 2$ case, corresponding to the spherical SK model, we find $\beta = 1/2$ whereas for $p > 2$ we obtain $\beta = 2/5$. The higher degree of non-convexity of the latter requires the learning rate to be decayed more slowly; we generalize these findings by leveraging results from out-of-equilibrium physics. Note

**Figure 1:** The optimal learning rate schedule depends on the structure of the landscape. (Left): in the purely non-convex landscapes of Sec. 2, the learning rate must be decayed as $\eta(t) = \eta_0/t^\beta$ with $\beta < 1$ to speed up optimization. (Right): the landscapes of Secs. 3 and 4 feature basins of attraction due to the presence of a signal to recover. One must first keep a large constant learning rate to escape the rough parts of the landscape as quickly as possible, then decay the learning rate as $\eta(t) = \eta_0/t$ once inside a convex basin.
that inverse square root decay is commonly used among practitioners in state-of-the-art endeavours such as training Transformers [27]; our analysis provides theoretical evidence for its soundness in a particular class of non-convex landscapes.

We then study the influence of a detectable signal (right panel of Fig. 1), and we determine the optimal learning rate schedule to find the signal in the shortest amount of time. In this case, a crossover time emerges between two phases [28]: a search phase, where the signal is weak and the dynamics travel through a rugged landscape, followed by a convergence phase the signal is detected and the problem becomes locally convex. We show that the optimal schedule is to keep a large constant learning rate during the first phase to speed up the search, then, once in the convex basin, to decay the learning rate as \(1/t\). This protocol allows to speed up convergence and find lower loss solutions, and is reminiscent of schedules used in practice.

Finally, we show through experiments that these insights are reflected in practice when training neural networks on a teacher-student regression task with SGD.

Related work Typically, learning rate schedules consist in a large learning rate phase followed by a decay phase. A body of works have shown that this allows to learn easy patterns early on and complex patterns later [29, 30]. Although stepwise decays of the learning rate were used for a long time [31, 32], most recent works have turned to smooth decays such as inverse square root [27] and cosine annealing [33], which involve less hyperparameters to tune. Other possibilities include cyclical learning rates [34] and automatic schedulers [35].

The use of a warmup [36] before decaying the learning rate has shown to be effective in avoiding instabilities arising from large learning rates [37, 38]. Another common practice is to use adaptive optimizers, which select a different learning rate for each learning parameter [39–41], although these have been shown to often degrade generalization [42–44].

On the theoretical side, several works have studied Langevin dynamics for mean-field spin glasses. Particularly relevant to us are those which focus on the spherical SK setup [21, 22], as well as those showing the existence of a search and a convergence phase for the SMT model [20]. However, to the best of our knowledge, no previous works have studied these kind of highly non-convex optimization problems in the context of a non-constant learning rate. Our analysis is based on common methods in theoretical physics which have been to a large extent made rigorous in recent years [5, 6, 24, 25], and is confirmed by numerical experiments.

Reproducibility The code to reproduce the figures in this paper is available at https://github.com/mariaref/nonconvex-lr.

1 The speed-noise trade-off in a simple convex problem

Before studying non-convex problems, it is instructive to recall the effect learning rate decay has on optimisation in a simple 1D convex basin of curvature \(\kappa\), for which \(L(x) = \frac{1}{2}\kappa x^2\). The Langevin equation (Eq. 1) can easily be solved and yields (see App. A):

\[
\langle L(t) \rangle = \kappa x(t_0)^2 e^{-2\kappa \int_{t_0}^t dt' \eta(t')} \\
\frac{\delta L(t)}{2} e^{-2\kappa \int_{t_0}^t dt' \eta(t')} = \kappa T \frac{1}{2} \int_{t_0}^t \frac{dt'}{1} \eta(t')^2 e^{-2\kappa \int_{t_0}^t dt' \eta(t')} \\
+ \frac{\kappa T}{2} \int_{t_0}^t \frac{dt'}{1} \eta(t')^2 e^{-2\kappa \int_{t_0}^t dt' \eta(t')} \\
\delta L(t)
\]

where \(\langle \cdot \rangle\) denotes an average over the noise \(\xi\). The first term is an optimization term, which amounts to forgetting the initial condition \(x(t_0)\). It is present in absence of noise (\(T = 0\)) and its decrease is
related to the way the dynamics descend in the loss landscape. The second term is a noise term, which is proportional to the strength of the noise $T$, and reflects the impact Langevin noise has on optimization.

To converge to the solution $x = 0$ as quickly as possible, one is faced with a dilemma: reducing the learning rate suppresses the effect of the noise term $\delta L$, but also slows down the dynamics, leading to a larger optimization term $\bar{L}$. The ideal tradeoff is found when these two effects are comparable. By taking $\eta(t) = \eta_0/t$ we obtain:

$$
\bar{L}(t) \propto t^{-2} \eta_0 \kappa, \quad \delta L(t) \propto 1/t.
$$

(3)

Hence, the loss decays to zero as $1/t$ if we take $\eta_0 \geq 1/2 \kappa$, as found in many previous works [1, 2]. Note that if we take a slower decay such as $\eta(t) \sim 1/t^\beta$ with $\beta < 1$, $\bar{L}(t)$ converges to 0 exponentially fast, but $\delta L(t) \propto \eta(t)$ decays slower and bottlenecks the loss. Conversely, if we take a faster schedule, i.e. $\beta > 1$, then the noise term decays faster, but the dynamics stop before reaching the solution, as $\bar{L}(t)$ does not converge to zero when $t \to \infty$.

This simple example illustrates the trade-off between the speed of optimisation and the noise suppressing effect, which will be the cornerstone of proper scheduling in the high-dimensional non-convex settings studied below.

## 2 Optimal decay rates in random landscapes

In this section, we consider purely non-convex optimization landscapes, where the loss $L$ is a Gaussian random function defined on the $N$-dimensional sphere, with zero mean and covariance:

$$
E[L(x)L(x')] = N \frac{1}{2} (x \cdot x')^p, \quad p \geq 2.
$$

This setup, which has been studied in great detail in the context of statistical physics, can be viewed as a special case of the inference problems of Sec. 3 where the noise is too strong for the signal to be detectable. The aim is not to retrieve a signal, but simply to decrease the loss as quickly as possible on an arbitrarily large (but finite) time.

### 2.1 Sherrington-Kirkpatrick model

We start by focusing on the case $p = 2$. This can be achieved with the spherical version of the spin glass model introduced by Sherrington & Kirkpatrick [19]. Here, the variables $x_i$ and $x_j$ interact with each other via random symmetric couplings $1 J_{ij} \sim N(0, 1)$, and, as throughout the paper, are required to satisfy the spherical constraint $\|x(t)\|^2 = N$. The loss function is given by:

$$
L(x) = -\frac{1}{\sqrt{N}} \sum_{i<j}^N J_{ij} x_i x_j.
$$

(4)

In this section, we consider the high-dimensional limit $N \to \infty$; finite-dimensional effects are discussed in Sec. 3.1.

**Solving the dynamics** To obtain the value of the loss function at all times, we multiply the original Langevin equation by $x_i$ and sum over all components. Using Ito’s lemma, and the concentration of $z(t)$ in the $N \to \infty$ limit, leads to the simple relation:

$$
0 = \left\langle \frac{\partial \|x\|^2}{\partial t} \right\rangle = \eta(t) \left[ -2L(t) - Nz(t) \right] + N\eta(t)^2 T
$$

$$
\Rightarrow \bar{L}(t) = -\frac{N}{2} (z(t) - \eta(t) T)
$$

(5)

As discussed in App. B, due to the universality typical of random matrix theory distributions, our results hold for a broad class of distributions for the couplings. Note also that the diagonal terms do not matter in the large $N$ limit but for simplicity we take $J_{ii} \sim N(0, 2)$.
Figure 2: In the SK model, the optimal decay rate is $\beta_{\text{opt}} = 0.5$. (Left) Loss curves of the SK model when decaying the learning rate as $\eta(t) = \eta_0/t^\beta$ for various values of $\beta$ (colored lines). (Right) Decay exponent of $\ell - \ell_{GS}$ at long times as a function of $\beta$. We recognize a decay exponent of $\min(\beta, 1 - \beta)$ as predicted by Eq. 7, which is fastest for $\beta_{\text{opt}} = 1/2$. Parameters: $N = 3000$, $T = 1$, $\eta_0 = 0.1$.

As in the convex setup, we find a competition between an optimization term and a noise term. Since the temperature is fixed, the latter decays as $\eta(t)$. To obtain the value of the Lagrange multiplier $z(t)$, we impose the spherical constraint at all times, yielding (see App. B):

$$z(t) = 2 - \frac{3(1 - \beta)}{4t^{1-\beta}}.$$  \hspace{1cm} (6)

Hence, the scaled loss $\ell = \ell/N$ converges to the ground state (global minimum) $\ell_{GS} = -1$ as a sum of power-laws:

$$\ell(t) - \ell_{GS} = \frac{\eta_0 T}{2t^\beta} \begin{cases} 
\frac{3(1-\beta)}{8\eta_0 t^{1-\beta}}, & \beta < 1 \\
\frac{3}{8\eta_0 \log t}, & \beta = 1.
\end{cases}$$  \hspace{1cm} (7)

**Optimal decay rate** At long times, Eq. 7 implies a power-law decay of the loss with an exponent $\min(\beta, 1 - \beta)$ due to the speed-noise tradeoff. Hence, the optimal decay rate at long times is $\beta_{\text{opt}} = 1/2$. This is confirmed by numerical simulations at finite size, see Fig. 2. Note that this decay rate is empirically chosen to train many state-of-the-art neural networks such as the original Transformer [27], but, to the best of our knowledge, has never been justified from a theoretical point-of-view in a non-convex high-dimensional setting.

**Curvature analysis** To gain better understanding, it is informative to study the local curvature of the effective landscape the dynamics take place in. To do so, one needs to compute the spectrum of the effective Hessian taking into account the spherical constraint of Eq. 1, defined as:

$$\text{Hess} = \frac{1}{\sqrt{N}} J + z(t) I.$$  \hspace{1cm} (8)

In the the $N \to \infty$ limit, the spectral density of the first term, defined as $\rho(\mu) = \sum_{i=1}^{N} \delta(\mu - \mu_i)$, converges to a semi-circle law [45]:

$$\rho_{\text{sc}}(\mu) = \frac{1}{2\pi} \sqrt{4 - \mu^2}, \quad \forall \mu \in [-2, 2].$$  \hspace{1cm} (9)

The spectral density of Hess is shifted to the right during the dynamics by the Lagrange multiplier $z(t)$, reflecting the way in which the local curvature changes with $t$. As show in Fig 3 and known from previous works [21], there remains negative eigenvalues at any finite time: the right edge of the spectrum only reaches 0 asymptotically as $t \to \infty$, since $z(t) \to 2$.

Hence, the dynamics never completely escape the saddles of the landscape at $N \to \infty$. This ruggedness of the landscape entails slow “glassy” dynamics, characterized by a power-law decay of the optimization term for any $\beta < 1$, contrary to the exponential decay obtained in the convex setup (Sec. 1).
Figure 3: **In the SK model, the dynamics never reach a convex region.** During training, the local curvature, i.e. the spectral density of the Hessian (Eq. 8) shifts to the right. The left hand side of the spectrum only reaches 0 at $t \to \infty$, signalling that there remains negative eigenvalues at any finite time.

**Parameters:** $N = 3000$, $T = 1$, $\eta_0 = 0.1$, $\beta = 0.8$.

### 2.2 The $p$-spin model

We now turn to the analysis of the $p$-spin model which has been extensively studied in physics as a model of structural glasses, see e.g. [46]. To us, it is an ideal candidate as it corresponds to a random Gaussian landscape (with $p > 2$) for which the Kac-Rice approach rigorously shows the existence of a number of critical points growing exponentially with the dimension [47]. It is thus intrinsically harder, i.e. more strongly non-convex than the SK model above. The loss of the $p$-spin model (for $p > 2$) is written as:

$$
\mathcal{L} = -\sqrt{\frac{(p-1)!}{N^{p-1}}} \sum_{i_1 < \ldots < i_p} J_{i_1 \ldots i_p} x_{i_1} \ldots x_{i_p},
$$

(10)

**Solving the dynamics** In the high-dimensional limit $N \to \infty$, the Langevin dynamics of the system can be reduced to a closed set of PDEs for a set of "macroscopic" quantities, which concentrate with respect to the randomness in the couplings $J$ and the thermal noise in the dynamics $\xi$, as shown rigorously in [5]. These quantities are the two-point correlation $C(t, t')$ of the system at times $t, t'$ and the response $R(t, t')$ of the system at time $t$ to a perturbation in the loss function at an earlier time $t'$:

$$
C(t, t') = \lim_{N \to \infty} \frac{1}{N} \sum_{i_1=1}^{N} x_i(t) x_i(t'),
$$

(11)

$$
R(t, t') = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \frac{\delta x_i(t)}{\delta \xi_i(t')},
$$

(12)

Their dynamics is described by a closed set of integro-differential equations, dubbed the Crisanti-Horner-Somers-Cugliandolo-Kurchan (CHSCK) equations [5, 23, 48]. We extend these equations to the non-constant learning rate case using the methods reviewed in [49]:

$$
\frac{\partial R(t_1, t_2)}{\partial t_1} = F^p_R(z, R, C, \eta),
$$

(13)

$$
\frac{\partial C(t_1, t_2)}{\partial t_1} = F^p_C(z, R, C, \eta),
$$

(14)

$$
z(t) = T \eta(t) + p \int dt_2 \eta(t_2) R(t_2, t) C^{p-1}(t_2, t),
$$

(15)

where we deferred the full expression of the update functions $F^p_R$ and $F^p_C$, as well as their derivation to App. D.1.
Figure 4: In the p-spin model, the optimal decay rate is \( \beta_{\text{opt}} = 0.4 \). (Left) Loss curves of the 3-spin model at \( T = 1 \) when decaying the learning rate as \( \eta(t) = \eta_0/t^\beta \) for various values of \( \beta \) (colored lines). (Right) Decay exponent of \( \ell - \ell_{\text{th}} \) at long times, for various \( p \), as a function of \( \beta \). We recognize a decay exponent of \( \min(\beta, \gamma(1-\beta)) \), as predicted by Eq. 18, which is fastest for \( \beta_{\text{opt}} = 2/5 \). Parameters: \( dt = 10^{-2}, \eta_0 = 0.5, T = 1 \).

Optimal decay rate Here again we find that two competing terms contribute to the loss, the first related to optimisation and the second to noise. By choosing a learning rate \( \eta(t) = \eta_0/t^\beta \), the later decays as \( t^{-\beta} \). The decay of the former is more complex due to the high complexity of the landscape. It can be shown [23] that the system never reaches the ground state, instead remaining trapped in so-called threshold states where the Hessian has many zero eigenvalues (the density of eigenvalues is a Wigner semicircle whose left edge is zero as in the SK model). The loss is then given by:

\[
\ell_{\text{th}} = -\sqrt{4(p-1)/p} > \ell_{\text{GS}}.
\]  

The relaxation towards the threshold states is characterised by a power-law due to the rough energy landscape, but with a different exponent this time: \( z_{\text{th}} - z(t) \propto t^{-\gamma} \), with \( \gamma = 2/3 \) at \( T = 0 \) [50]. Using the CHSCK equations (13), we analytically show in App. C that with decaying learning rate the exponent becomes \( \gamma(1-\beta) \). Hence, similarly to the SK model, the decay of the loss is controlled by a competition between two power-laws:

\[
\ell(t) - \ell_{\text{th}} \sim t^{-\min(\beta, \gamma(1-\beta))}
\]

\[
\Rightarrow \beta_{\text{opt}} = \frac{\gamma}{1+\gamma} = \frac{2}{5}.
\]  

In Fig. 4, we numerically integrate Eqs. 13 for \( p = 3, 4, 6 \), confirming that the optimal decay rate to balance the noise and the optimization terms is \( \beta_{\text{opt}} = 2/5 \). The numerical integration is non-trivial and we implement it using the tools developed in [20].

2.3 Relation with annealing in physics

The results found in this section can be put in a very general framework that was developed in physics of out of equilibrium systems. As shown in App. C.1, using a learning rate schedule is equivalent to annealing the temperature of the physical system as a power-law \( t^{-\beta/(1-\beta)} \). Thus, finding the optimal learning rate schedule to minimize the loss is equivalent to determining the optimal annealing protocol to decrease the energy. A key ingredient in the solution is how fast the dynamics descend in the loss...
landscape in absence of noise. In physical systems, this optimization term generally follows a power-law decay with exponent $\gamma$ [51–53].

At finite temperature, the speed-noise tradeoff requires this decay rate to be equal to that of the temperature, $\beta/1-\beta$, leading to $\beta_{\text{opt}} = \gamma/1+\gamma$. The exponent $\gamma$ has been determined in many statistical physics problems, corresponding to different high-dimensional non-convex landscapes, and typically ranges from zero (logarithmic relaxation) to one. Our results extend to all these problems and, and predict optimal annealing exponents varying between 0 and $1/2$.

3 Recovering a signal: the two phases of learning

We now move to the setup where there is a signal $x^*$ in the problem, which the algorithm aims to retrieve in the shortest time possible. In addition to the random Gaussian function, the loss now contains a deterministic term forming an attraction basin in the landscape, as sketched in the right panel of Fig. 1.

3.1 Spiked Sherrington-Kirkpatrick model

We first consider the so-called planted SK model, where the objective is to retrieve a ground truth $x^*$ such that $\|x^*\|^2 = N$, i.e. maximize the overlap with the signal $m = \sum_i x_i x_i^* / N$. We enforce as before the spherical constraint $\|x\|^2 = N$ which induces $m \in [-1, 1]$, and sample randomly the initial configuration of $x$, such that the initial overlap is of order $1/\sqrt{N}$. The loss function takes the form:

$$L(x) = -\frac{N}{2} m^2 - \frac{\Delta}{\sqrt{N}} \sum_{i<j} J_{ij} x_i x_j = \frac{1}{2} x^T H x,$$

with $H = -\frac{\Delta}{\sqrt{N}} J - \frac{1}{N} x^* x^{*\top}$.

Decreasing $\Delta$ makes the signal easier to detect, leading to an easier problem. For $\Delta < 1/2$, an eigenvalue of $H$ pops out of the semicircle law (9) as a BBP transition takes place [54], leading to the follow spectrum:

$$\rho(\mu) = \left( 1 - \frac{1}{N} \right) \rho_{\text{sc}}(\mu/\Delta) + \frac{1}{N} \rho(\mu-1)$$

(20)

This is the regime in which the signal overcomes the noise, i.e. the global minimum of the loss has a finite overlap with the signal, which can then be retrieved by gradient flow (or gradient descent).

In the following, we assume that $\Delta < 1/2$, and define the gap between the largest and second largest eigenvalue as $\kappa \equiv 1 - 2\Delta$. In App. B, we analytically show the emergence of a crossover time,

$$t_{\text{cross}} = \left( \log \frac{N}{2\eta_0 \kappa} \right)^{\frac{1}{1-\beta}}.$$

(21)

Before $t_{\text{cross}}$, the system behaves as if the signal was absent, i.e. as in Sec. 2.1: this is the search phase. After $t_{\text{cross}}$, the signal is detected: this is the convergence phase. The loss becomes:

$$\ell(t) - \ell_{\text{GS}} = \frac{\eta_0 T}{2\beta} + \begin{cases} \mathcal{O}(e^{-2\eta_0 t^{1-\beta}}), & \beta < 1 \\ \mathcal{O}(t^{-2\eta_0 \kappa}), & \beta = 1 \end{cases}$$

(22)

with $\ell_{\text{GS}} = -1$. We recognize here the exact same result as obtained in the convex setup of Eq. 3: as long as $\eta_0 > 1/2\kappa$, the optimal learning rate schedule is $\eta = \eta_0 / t$. This indicates that the dynamics has entered a convex basin of curvature $\kappa$. 
Optimal learning rate schedule To speed up the initial phase where the signal hasn’t yet aligned with the signal, one needs to reduce $t_{\text{cross}}$, which is achieved by using a large learning rate $\eta_0$ without any decay ($\beta = 0$). Passed this crossover, the system enters a convex basin, and the optimal exponent becomes $\beta = 1$. Ergo, the best schedule is to keep the learning rate constant up to $t_{\text{cross}}$, then to decay it with $\beta = 1$, in contrast with the case without signal where $\beta = 1/2$ was optimal, see Sec. 2.1. This is confirmed by the numerical experiments of Fig. 5, where we start decaying the learning rate as $\eta_0/(t-t_s)^{\beta}$ for different "switch" times $t_s$. Decaying too early, with $t_s < t_{\text{cross}}$, slows down the dynamics, whereas $t_s > t_{\text{cross}}$ enables the system to reach the ground state at a rate $t^{-\beta}$.

Finite-dimensional effects The two phases in the dynamics are a general feature when there is a finite gap $\kappa$ between the largest and second largest eigenvalue of $H$. In the $N \to \infty$ limit, this only occurs when $\Delta < 1/2$. However, when $\Delta > 1/2$, there is a finite gap at finite $N$ due to the discrete nature of the spectrum, which scales as $\kappa \sim N^{-2/3}$ [55]. This induces a crossover time $t_{\text{cross}} \sim N^{2/3}$. Hence, decaying the learning rate as $\beta_{\text{opt}}$ remains optimal for any finite time budget $t < t_{\text{cross}}$, but for a large budget $t > t_{\text{cross}}$, using the two-step schedule described in this section becomes optimal.

![Figure 5: Emergence of a crossover time in the planted SK model. The dashed black show the loss (left) and overlap with the signal (right) at constant learning rate $\eta_0 = 0.1$. The colored lines, show the result of keeping the learning rate constant until $t_s$ and then decaying as $\eta(t) = \eta_0/(t-t_s)^{\beta}$ (as shown in the inset). The dashed vertical line marks the theoretical crossover time $t_{\text{cross}} = \log N/2\eta_0 \kappa$, it matches with the time at which the loss, at constant learning rate, saturates. Before the crossover, decaying the learning rate is detrimental. After the crossover, it allows the model to converge to zero loss as $t^{-\beta}$ and to perfectly recover the signal. We set $N = 3000$, $T = 1$, $\eta_0 = 0.1$, $\beta = 0.8$, $\kappa = 0.5$.](image)

3.2 Spiked Matrix-Tensor model

We finally move to the analysis of the SMT model for which the loss function is [24]:

$$
\mathcal{L}(x) = -\frac{N}{2\Delta_2} \sigma^2 - \sqrt{\frac{1}{\Delta_2 N}} \sum_{i<j} J_{ij} x_i x_j - \frac{N}{p \Delta_p} \sigma^p - \sqrt{\frac{(p-1)!}{\Delta_p N^{p-1}}} \sum_{i_1 < \ldots < i_p} J_{i_1 \ldots i_p} x_{i_1} \ldots x_{i_p},
$$

where both $J_{ij}$ and $J_{i_1 \ldots i_p}$ sampled i.i.d. from $\mathcal{N}(0, 1)$. As understood from the loss function, the signal is observed through its contraction with a matrix and a tensor of order $p$. This model is a natural next step for our analysis: its loss landscape is extremely non-convex, but its dynamics are exactly solvable in the $N \to \infty$ limit. They can be described by a closed set of PDEs describing the dynamical evolution of the quantities $m(t)$, $C(t, t')$, $R(t, t')$ and $z(t)$ described in Sec. 2.2. The derivation of these equations is deferred to the appendix D.1.
The difficulty of the problem is controlled by the values of $\Delta_2$ and $\Delta_p$. Here, we focus on the Langevin easy phase, defined in [24], where a randomly initialized system recovers the signal and the overlap converges to a value of order one. The dynamics in this setting have been well understood at constant learning rate in [20], and are shown as a black line in Fig. 6 for $\eta_0 = 1$: the system remains trapped in the exponentially many threshold states until a time $t_{\text{cross}}$. At $t_{\text{cross}}$, the system finally detects the signal and the overlap jumps to a value $m_{\text{gs}}$ of order one. This behavior is reminiscent of the grokking phenomenon observed for neural networks [57].

The colored lines of Fig. 6 show that decaying the learning rate from a time $t_s$ affects optimisation in two different ways. (i) If we choose $t_s < t_{\text{cross}}$, the loss actually starts by dropping, in contrast with what was observed in Fig. 5. However, this drop in the loss does not yield an increase of the overlap with the signal, and the system rapidly gets stuck, remaining in a state of low overlap even after $t_{\text{cross}}$. (ii) If we choose $t_s > t_{\text{cross}}$, once the signal is detected, the noise is suppressed, allowing the system to converge to the ground state and the overlap to increase. Hence, the optimal schedule is again to keep a constant large learning rate during the search phase (i.e. until $t_{\text{cross}}$) then decay with $\beta = 1$. We provide further theoretical justification for this behavior in App. D.2.

**Figure 6: Emergence of a crossover time in the SMT model.** By fixing $\beta$ from start, or anytime before $t_{\text{cross}}$, a randomly initialised system will remain stuck at threshold states at high loss until $t_{\text{cross}}$ which is minimal for constant learning rate $\beta = 0$. In contrast, by decaying the learning rate at long times allows to reach lower loss solutions (left) with higher overlap with the signal (right). The optimal schedule is to keep $\eta$ constant until $t_{\text{cross}}$ and then set $\beta = 1$. By doing so, we get the best of both worlds: the first phase minimises $t_{\text{cross}}$ while the second allows to reach more informative solutions. Parameter: $\beta = 0.8$, $\Delta_2 = 0.2$, $\Delta_p = 6$, $\eta_0 = 1$, $T = 1$, $dt = 10^{-2}$, $m_0 = 10^{-10}$.

## 4 Turning to SGD: teacher-student regression

Our work has demonstrated the emergence of a crossover time in a class of inference problems, before which one should keep the learning rate constant and after which it becomes useful to decay the learning rate.

We now investigate these findings in a setup that is more realistic but simple enough to be amenable to analytical treatment in the near future. We consider a teacher-student regression problem in which a student network is trained to mimick the outputs of a teacher by minimising the mean-squared error (mse) over a dataset of $P$ input-outputs observations $\{x_\mu, y_\mu\} \in \{\mathbb{R}^N, \mathbb{R}\}$. Here both the student $S$ and the teacher $T$ are two-layer networks:

$$S(x) = \sum_{k=1}^{K} v_k g \left( \frac{w_m \cdot x}{\sqrt{N}} \right) \quad T(x) = \sum_{m=1}^{M} v_m^* g \left( \frac{w_m^* \cdot x}{\sqrt{N}} \right).$$

*We must start from a very small initial overlap $m_0 = 10^{-10}$ as explained in [20], since $m_0 = 0$ would cause the system to remain stuck in the $N \to \infty$ limit considered here [56].
We train on i.i.d. gaussian inputs $x_i \sim \mathcal{N}(0, 1)$ via SGD, by minimising the $\text{mse}$ over mini-batches of size $B$:

$$\text{mse} = \frac{1}{B} \sum_{\mu=1}^{B} (S(x_\mu) - T(x_\mu))^2,$$  \hspace{1cm} (24)

The optimisation noise is controlled by the batch size $B$ and is absent for full batch SGD. To study the effect of learning rate scheduling, we focus on a mini-batch of size 1 for which optimisation noise is high.

Fig. 7 shows the $\text{mse}$ (calculated over the whole training set) of a student with $K = 2$ hidden units learning from a teacher with $M = 2$ hidden units (results with different sizes are presented in App. E). As before, we keep the learning rate constant $\eta_0$ until a time $t_s$ then decay it as $\eta(t) \sim (t-t_s)^{-\beta}$. The phenomenology is remarkably similar to that of Sec. 3: there exists a cross-over time $t_{\text{cross}}$ such that if the learning rate is decayed before $t_{\text{cross}}$, optimisation remains stuck at high $\text{mse}$. In contrast, decaying the learning rate after after $t_{\text{cross}}$ enables to tame the noise associated with optimisation and converge to lower loss solutions.

![Figure 7](image_url)

**Figure 7**: The crossover time is also reflected in a regression task with SGD. A $K$ hidden nodes 2 layer neural network student is trained to reproduce the output of her $M$ hidden nodes teacher on gaussian inputs in $N$ dimensions. As before, we find that decaying the learning rate before the loss plateaus performance, but decaying as $\eta(t) \sim t^{-1}$ once the plateau is reached allows to reach zero loss. **Parameters**: $N = 500$, $P = 10^4$, $\eta_0 = 10^{-1}$, $M = K = 2$, $\beta = 0.8$.

**Conclusion**

In this work, we have analyzed learning scheduling in a variety of high-dimensional non-convex optimization problems. First, we focused on purely non-convex problems (without any basins of attraction), and showed that the optimal learning rate decay in the high-dimensional limit has an exponent smaller than one, which varies according to the degree of non-convexity of the problem at hand (ranging from 0.4 to 0.5 in the problems considered here). Then, we studied models where a signal must be recovered in presence of noise. In this case, what is important is not how fast we decay the learning rate, but when we start decaying it. It is better to keep a large learning rate in the search phase to find the convex basin as quickly as possible, and only then start decaying the learning rate.

These theoretical findings are remarkably reminiscent of learning rate schedules used in practice. Establishing a tighter connection is an important direction for future work: could the $1/\sqrt{t}$ decay commonly used to train transformers reflect the properties of the landscape the dynamics take place in? Conversely, could one predict the optimal decay rate by inspecting the properties of the landscape? Establishing such connections in simple settings such as that of Sec. 4 is certainly within reach thanks to the recent analytical tools developed in [58–62].
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A Dynamics of the convex model

Here we give additional details and steps in the computations on the convex model of Sec. 1. The loss function is given by

\[ L(x) = \kappa x^2. \]

Integrating the Langevin equation (Eq. 1) from \( t_0 \) to \( t \) for \( x \) yields:

\[
x(t) = x(t_0)e^{-\kappa \int_{t_0}^t d\tau \eta(\tau)} + \int_{t_0}^t dt' e^{-\kappa \int_{t_0}^{t'} d\tau \eta(\tau)} \eta(t') \xi(t').
\] (A.1)

In order to obtain a typical realisation of the loss which does not depend on the optimisation noise \( \xi \), we take the expectation over \( \xi \). This gives for the loss \( \mathcal{L} \):

\[
\langle \mathcal{L}(t) \rangle = \frac{\kappa}{2} \left( \langle \bar{x}(t)^2 \rangle + \langle \delta x(t)^2 \rangle + 2 \langle \bar{x}(t) \delta x(t) \rangle \right)
\] (A.2)

\[
= \frac{\kappa}{2} \left( x(t_0)^2 e^{-2\kappa \int_{t_0}^t d\tau \eta(\tau)} + 2T \int_{t_0}^t dt' \eta(t')^2 e^{-2\kappa \int_{t_0}^{t'} d\tau \eta(\tau)} \right)
\] (A.3)

The first term is an optimisation term while the second is the contribution of the noise inherent to the optimisation algorithm. Thus, to converge to the solution as quickly as possible, one has to find the trade-off between decreasing the impact of the noise term while not slowing down optimisation excessively. The ideal schedule is determined by requiring these two effects are comparable. Defining \( \eta(t) = \eta_0/t \), we obtain

\[
\tilde{\mathcal{L}}(t) \propto e^{-2\eta_0 \kappa \log(t)} \propto t^{-2\eta_0 \kappa}
\] (A.4)

\[
\delta \mathcal{L}(t) \int_{t_0}^t dt' \frac{1}{t'^2} \left( \frac{t'}{T} \right)^{2\eta_0 \kappa} \propto 1/t.
\] (A.5)

If \( \eta_0 > 1/2\kappa \), the loss is dominated by the noise term \( \delta \mathcal{L} \) and decays as \( 1/t \). If \( \eta_0 < 1/2\kappa \), the loss is dominated by the optimization term \( \delta \mathcal{L} \) and decays as \( t^{-2\eta_0 \kappa} \).

B Dynamics of the Sherrington-Kirkpatrick model

In this section, we provide derivations for the results obtained in the SK model.

B.1 Unplanted model

The loss function is given by:

\[
\mathcal{L}(x) = -\frac{1}{\sqrt{N}} \sum_{i<j}^N J_{ij}x_i x_j.
\] (B.1)

**Solving the dynamics** Following Cugliandolo & Dean [21], we express the spin configurations in the eigenbasis of \( J \) and define \( x_\mu = x \cdot J_\mu / \sqrt{N} \) as the projection of \( x \) onto the eigenvector \( J_\mu \). \( x_\mu \) evolves as:

\[
\frac{\partial x_\mu(t)}{\partial t} = \eta(t) \left( \left( \mu - z(t) \right) x_\mu(t) + \xi_\mu(t) \right).
\] (B.2)


Integrating this equation yields again two terms, one related to the optimisation and the second related to the noise:

\[ x_\mu(t) = x_\mu(0) e^{-\int_0^t d\tau \eta(\tau) (\mu - z(\tau))} + \int_0^t dt'' e^{-\int_0^{t''} d\tau' \eta(\tau') (z(\tau') - \mu)} \eta(t'') \xi_\mu(t''). \] (B.3)

In the \( t \to \infty \) limit, a non-exploding \( \bar{x}_\mu \) requires \( \mu - z(t) \) to be negative for all \( \mu \) in the support of \( \rho \), implying \( z(t) < 2 \). We must also impose \( z(t) \to t \to \infty 2 \), otherwise \( x_\mu(t) \to 0 \) in contradistinction with the spherical constraint. To comply with these two requirements we define \( z(t) = 2 - f(t) \), with \( f(t) \to t \to \infty 0 \).

In the constant learning rate setup \( \eta(t) = 1 \) we know from [21] that \( f(t) = 3/(4t) \). With \( \eta(t) = \eta_0/t^\beta \), a natural ansatz is \( f(t) = c/t^{1-\beta} \). To determine \( c \), we impose the spherical constraint:

\[ 1 = \left( \int \frac{d\mu}{N} \rho(\mu) x_\mu(t)^2 \right) = t^{2\sigma_0} \int_{-2}^2 d\mu \sqrt{4 - \mu^2} e^{2\eta_0(\mu - 2)t^{1-\beta}} \]
\[ = t^{2\sigma_0 - 3(1-\beta)/2} \int_0^\infty d\epsilon \sqrt{2\epsilon} e^{-2\eta_0 \epsilon} \propto t^{2\epsilon_0 - 3(1-\beta)/2} \Rightarrow c = \frac{3(1-\beta)}{4\eta_0}. \]

For \( \beta = 1 \), we instead use the ansatz \( z(t) = 2 - c/\log(t) \):

\[ 1 = \int_{-2}^2 d\mu \sqrt{4 - \mu^2} e^{2\eta_0(\mu - 2) \log(t) e^{2\eta_0 \log(t)}} \]
\[ = (\log(t))^{2\sigma_0 - 3/2} \int_0^\infty d\epsilon \sqrt{2\epsilon} e^{-2\eta_0 \epsilon} \propto (\log(t))^{2\epsilon_0 - 3/2} \Rightarrow c = \frac{3}{4\eta_0}. \]

Hence, the scaled loss \( \ell = \mathcal{L}/N \) converges to the ground state (global minimum) \( \ell_{GS} = -1 \) as a sum of power-laws:

\[ \ell(t) - \ell_{GS} = \frac{\eta_0 T}{2t^\beta} + \begin{cases} \frac{3(1-\beta)}{8\eta_0 t^{1-\beta}}, & \beta < 1 \\ \frac{3}{8\eta_0 \log(t)}, & \beta = 1 \end{cases}. \] (B.4)

**Dependency on the spectrum of \( J \)** One may naturally ask whether our conclusions are affected by changing the spectrum of the coupling matrix \( J \). Notice that the key to solving the self-consistent equation is the behavior of the spectrum near its right edge. For the semi-circle law considered here, the right edge of the spectrum behaves as a square root. This law applies to a rather wide range of random matrix ensembles. Besides, many other common spectral densities, such as the Marcenko-Pastur law, also exhibit a same square root behavior on their right edge. Hence we expect our results to hold for a wide range of random matrix ensembles.

**B.2 Planted model**

The loss function is given by:

\[ \mathcal{L}(x) = -\frac{N}{2} m^2 - \frac{\Delta}{\sqrt{N}} \sum_{i<j} J_{ij} x_i x_j. \] (B.5)
Solving the dynamics  Again we choose \( \eta(t) = \eta_0/t^\beta \) and consider the high signal-to-noise setting, \( \Delta < \frac{1}{2} \). Writing \( z(t) = 1 - f(t) \), we obtain:

\[
1 = \left( \int \frac{d\mu}{N} \rho(\mu) (x_\mu(t))^2 \right) 
= \frac{N}{N-1} \int_{-2}^{2} d\mu \rho_{sc}(\mu) e^{2\int_{t_0}^{t} d\tau \eta(\tau)(\mu - 1)} e^{2\int_{t_0}^{t} d\tau \eta(\tau) f(t)} + \frac{1}{N} \int_{-2}^{2} d\mu \rho_{sc}(\mu) e^{2\int_{\mu}^{\infty} d\eta(t)(\mu - 2\Delta) t + 1} 
= e^{2\int_{t_0}^{t} d\tau \eta(\tau) f(\tau)} \left( \int_{-2}^{2} d\mu \rho_{sc}(\mu) e^{2\int_{t_0}^{t} d\tau \eta(t)(\mu - 2\Delta) t + 1} \right) \quad (B.7)
\]

The expression above involves two terms. The first is of order one but decays exponentially over time; using results above, we obtain that

\[
A(t) \sim t^{-3(1-\beta)/2} e^{-2\eta_0 \kappa t^{1-\beta}} \quad (B.9)
\]

Hence, there is a crossover time at which the first term becomes smaller than the second term, given by:

\[
A(t) \sim 1 \Rightarrow t_{\text{cross}} = \left( \frac{\log N}{2\eta_0 \kappa} \right)^{\frac{1}{1-\beta}} \quad (B.10)
\]

Before \( t_{\text{cross}} \), the signal is not detected and we have as before \( z(t) = 2\Delta - c/t^{1-\beta} \). After \( t_{\text{cross}} \), we have \( A(t) \ll 1/N \). Multiply Eq. B.8 by \( N \) and taking the log, we obtain:

\[
\log N = 2 \int_{t_0}^{t} d\tau f(\tau) t^{-\beta} + \log (1 + NA(t)) 
\sim 2 \int_{t_0}^{t} d\tau f(\tau) t^{-\beta} + NA(t) \quad (B.11)
\]

Taking the derivative with respect to \( t \), we find the following asymptotics for late times:

\[
f(t) \sim \frac{-NA'(t)t^{\beta}}{2} \sim t^{-5(1-\beta)/2} e^{-2\eta_0 \kappa t^{1-\beta}} \quad (B.13)
\]

Hence,

\[
\ell(t) - \ell_{GS} = \frac{\eta_0 T}{2t^{\beta}} + \frac{1}{2} f(t) \quad (B.14)
\]

with \( \ell_{GS} = 1 \). As previously, it is straightforward to extend this to the setup \( \beta = 1 \), for which we obtain \( f(t) \sim t^{-2\eta_0 \kappa} \).

Curvature analysis  As before, the spectrum of interest to study the landscape is that of \( H \) shifted to the right by the spherical constraint \( z(t) \), depicted in Fig. 8. The crossover time \( t_{\text{cross}} \) corresponds to the time at which the left edge of the semi-circle reaches 0. Thanks to the presence of the signal, the dynamics do not stop at this point; they continue until the eigenvalue corresponding to the signal reaches zero (which as achieved at \( t \rightarrow \infty \)). After the \( t_{\text{cross}} \), the landscape becomes locally convex: the only negative eigenvalue is in the direction of the signal. Due to the spherical constraint, the effective Hessian (of dimension \( N - 1 \)) does not feel this negative eigenvalue when \( x \) is close to \( x^* \).
C Dynamics of the p-spin model

C.1 Rescaling the temperature

Introducing a learning rate schedule is equivalent to changing the “clock” directly in the Langevin (Eq. 1) as \( d\tilde{t} = \eta(t) dt \). Then, for \( \beta < 1 \) we have:

\[
\delta(\tilde{t}) d\tilde{t} = \delta(t) dt \Rightarrow \delta(t) = \delta(\tilde{t}) \left( \frac{\eta_0}{1 - \beta} \right)^{\frac{1 - \beta}{1 - \beta}}
\]  

(C.1)

The Langevin equation becomes:

\[
\frac{dx_i(t)}{dt} = -\left( \frac{\partial L(x, x^*)}{\partial x_i} + \xi_i(t) + z(t)x_i(t) \right), \quad \langle \xi(t)\xi(t') \rangle = 2T\eta_0 \tilde{T}^{-\beta/1-\beta} \delta(t - t'),
\]  

(C.2)

where we defined \( \tilde{\eta}_0 = \left( \frac{\eta_0}{1 - \beta} \right)^{\frac{1 - \beta}{1 - \beta}} \). This equation reveals that the process optimised with a varying learning rate is equivalent to a process at an effective temperature:

\[
\tilde{T} = \tilde{\eta}_0 t^{-\beta/1-\beta} T.
\]  

(C.3)

This equation corresponds to the physical protocol in which the temperature \( \tilde{T} \) is annealed as a power law. As we show for the \( p \)-spin model in the next section, the solution is governed by a speed-noise trade-off.

C.2 Application to the \( p \)-spin model

For the \( p \)-spin model the loss can therefore be written:

\[
L(t; \tilde{T}) = -\frac{N}{p} \left( \tilde{z}(t) - \tilde{T} \right) = L(t; T = 0) + L_{th}(\tilde{T})
\]  

(C.4)

where we assumed that, at all times, the temperature dependent contribution to the loss has time to equilibrate in the threshold states.

To find \( L_{th}(\tilde{T}) \), we assume that, since we are looking at long times, we have \( \tilde{T} \ll 1 \). We can consider the loss by performing an expansion around the \( \tilde{T} = 0 \) minimum i.e. considering that the motion is oscillatory around the minimum. At \( T = 0 \), the threshold overlap is given by \( q_{th} = 1 \). At \( T \ll 1 \), we thus write \( q = 1 - \chi T \). Performing a similar matching argument as the one of [20], described in more details in Sec. D.4, we find that the close to the threshold, the loss is given by Eq. D.41:

\[
L_{th}(T) = -\frac{1}{p} \left[ \sqrt{(p - 1)q^{p-2}} + \frac{1}{T\sqrt{\frac{2}{p}}} (1 - q^{p-1}) \right]
\]  

(C.5)
In addition, we can expand the threshold overlap solution around \( T = 0 \) [24]:

\[
q_\text{th}^{p-2}(1-q_\text{th})^2 = \frac{T^2}{p-1} \tag{C.6}
\]

\[\Rightarrow \chi = \sqrt{\frac{1}{p-1}}\]

Replacing this solution in Eq. C.5, we find:

\[
\mathcal{L}_\text{th}(T) = -\frac{\sqrt{4(p-1)}}{p} + \frac{p-2}{\mathcal{L}_\text{th}(T=0)} + \frac{p}{\propto T} \tag{C.7}
\]

We see that \( \mathcal{L}_\text{th}(T) \) is composed of a constant term, which is the same as the threshold loss defined in Eq. 17 and a term scaling linearly with \( T \). Thus:

\[
\mathcal{L}_\text{th}(\tilde{T}) - \mathcal{L}_\text{th} \propto \tilde{T} \propto t^{-\beta/1-\beta}. \tag{C.8}
\]

We find again the two competing term in the speed of optimisation. On the one hand, the noiseless term, which is the same as the zero temperature loss, decays as \( \mathcal{L}(t; T = 0) \propto t^{-\gamma} \). On the other hand, the temperature dependent term, which blocks the dynamics at loss \( \mathcal{L}_\text{th}(\tilde{T}) \), which decays as \( t^{-\beta/1-\beta} \). The loss decays as \( t^{-\text{min}(\gamma, \frac{\beta}{1-\beta})} \). Equaling the two exponents gives the optimal value of \( \beta_{\text{opt}} = \frac{2}{5} \).

\section{D Dynamics of the Spiked Matrix-Tensor model}

\subsection{D.1 Derivation of the PDE equations}

For simplicity, we detail the derivation of the \textit{p-spin model} without the spike as studied in Sec. 2.2 in the case \( p = 3 \). The derivation for the full spiked tensor model is similar and can be found in [24]. The Langevin equation for each spin \( x \) is given by:

\[
\dot{x}_i(t) = -z(t)\eta(t) - \eta(t)\partial_x \mathcal{L} + \eta(t)x_i(t) \tag{D.1}
\]

where \( \xi \in \mathbb{R}^N \) is the Langevin noise with distribution \( \langle \xi_i(t) \rangle = 0 \) and \( \langle \xi_i(t)\xi_j(t') \rangle = 2T\delta_{ij}\delta(t-t') \). The solution \( x \) to the Langevin equation depends on the realisation of the noise. We can obtain a probability distribution over \( x \) given the distribution of \( \xi \) by considering the expectation of an observable \( A(t) \):

\[
\langle A(x) \rangle = \int D\xi P(\xi)A(x_\xi) = \int dx \left[ \int D\xi P(\xi)\delta(\dot{x} + \eta(t)\partial_x \mathcal{L} - \eta(t)x) \right] A(x) = \int dx P(x)A(x) \tag{D.2}
\]

We are now interested in considering \( P(x) \) when averaged over the quenched disorder \( J \). We therefore resort to:

\[
1 \equiv Z = \int DxP(x) = \int DxD\hat{x}D\xi \text{exp} \left[ -\frac{1}{2} \int dt dt' \xi(t)D_0^{-1}(t, t') \xi(t') + i \int dt \dot{\xi}(t) (\partial_x + \eta(t)\partial_x \mathcal{L}) - i \int dt \eta(t)\dot{x}(t)\xi(t) \right] = \int DxD\hat{x} \text{exp} \left[ -\frac{1}{2} \int dt dt' \eta(t)D_0(t, t') \eta(t') + i \int dt \dot{x}(t) (\partial_x + \eta(t)\partial_x \mathcal{L}) \right] = \int DxD\hat{x} \text{exp} [S(x, \dot{x})] \tag{D.3}
\]
where we defined \( D_0(t, t') = 2T \delta(t - t') \). Crucially, \( S(x, \dot{x}) \) acts as a generating functional and allows to obtain correlation functions by a term \( \int dt \dot{\delta}(t) \dot{h}(t) + x(t) \dot{h}(t) \). We can thus define

\[
\langle x(t) \dot{x}(t') \rangle = \partial_{h(t')} \langle x(t) \rangle \equiv R(t, t') \quad \langle x(t) x(t') \rangle = \partial_{h(t')} \langle x(t) \rangle \equiv C(t, t') \quad (D.4)
\]

We now want to average the partition function over the quenched disorder. We note that the only time depend term in the exponent is \( i \dot{z}(t) \eta(t) \partial_x \mathcal{L} \). We thus have to compute:

\[
e^{i \dot{z}(t) \eta(t) \partial_x \mathcal{L}} \equiv e^{\Delta(x, \dot{x})} \quad (D.5)
\]

The average over the disorder will induce corrections both to the propagator \( D_0 \) and to the interaction term \( \dot{x}(t) x(t') \) i.e. \( \Delta(x, \dot{x}) = -\frac{1}{2} \dot{x} D_1(x, \dot{x}) \dot{x} + \dot{x} \mathcal{L}_1(x, \dot{x}) \). By performing the average we obtain:

\[
\overline{i \dot{x}_i(t) \eta \partial_{x_i} \mathcal{L}} = \prod_{i>k>l} dJ_{kl} \exp \left\{ -\frac{1}{2} J_{kl}^2 - \sqrt{\frac{(p-1)!}{N^{p-1}}} \int dt \eta(t) \left[ i \dot{x_i} x_k x_l + x_i \dot{x_k} x_l + x_i x_k i \dot{x_l} \right] \right\} = \exp \left\{ \int \frac{dtdt'}{2N^{p-1}} \eta(t) \eta(t') \left[ (i \dot{x} \cdot i \dot{x}) (x \cdot x)^{p-1} + (p-1)(i \dot{x} \cdot x)(x \cdot i \dot{x})(x \cdot x)^2 \right] \right\} \quad (D.6)
\]

where we introduced the notation \( x \cdot x = \sum_{i=1}^N x_i(t) x_i(t') \). We now introduce dynamical overlaps \( Q_1, Q_2, Q_3 \) and \( Q_4 \) as:

\[
\overline{i \dot{x}_i(t) \eta \partial_{x_i} \mathcal{L}} = \int \mathcal{D}Q \delta \left( NQ_1 - \sum_{k} i \dot{x}_k(t) i \dot{x}_k (t') \right) \delta \left( NQ_2 - \sum_{k} x_k(t) x_k (t') \right) \cdot \delta \left( NQ_3 - \sum_{k} i \dot{x}_k(t) x_k (t') \right) \delta \left( NQ_4 - \sum_{k} x_k(t) i \dot{x}_k (t') \right) \cdot \exp \left\{ \frac{N}{2} \int dtdt' \eta(t) \eta(t') \left[ Q_1 (t, t') Q_2 (t, t')^{p-1} + (p-1)Q_3 (t, t') Q_4 (t, t') Q_2 (t, t')^{p-2} \right] \right\} \quad (D.7)
\]

We can easily see that we have the correspondence \( Q_1(t, t') = 0, Q_2(t, t') = C(t, t'), Q_3(t, t') = R(t', t) \) and \( Q_4(t, t') = R(t', t) \). By using the exponential form of the delta function and solving the fix point equations for the conjugate fields \( \dot{Q}_1, \dot{Q}_2, \dot{Q}_3 \) and \( \dot{Q}_4 \) we find:

\[
\begin{aligned}
\dot{Q}_1 & = \frac{1}{2} \eta(t) \eta(t') Q_2^{p-1} \\
\dot{Q}_2 & = \frac{p-1}{2} \eta(t) \eta(t') Q_1 Q_2^{p-2} + \frac{(p-1)(p-2)}{2} \eta(t) \eta(t') Q_3 Q_4 Q_2^{p-3} \equiv 0 \\
\dot{Q}_3 & = \frac{p-1}{2} \eta(t) \eta(t') Q_4 Q_2^{p-2} \\
\dot{Q}_4 & = \frac{p-1}{2} \eta(t) \eta(t') Q_3 Q_2^{p-2}
\end{aligned} \quad (D.8)
\]

From the definition of the \( \dot{Q} \)’s we find the new term in the generating functional as:

\[
\Delta = \sum_k \int dtdt' \eta(t) \eta(t') \left\{ -\frac{1}{2} C(t, t')^{p-1} \dot{x}_k(t) \dot{x}_k (t') - (p-1)R(t, t') C(t, t')^{p-2} i \dot{x}_k(t) x_k (t') \right\} \quad (D.9)
\]

This allows us to write an effective Langevin equation for a scalar degree of freedom \( x \):

\[
\dot{x}(t) = -z(t) \eta(t) x(t) + \eta(t)(p-1) \int dtd'' \eta(t') R(t, t'') C(t, t'')^{p-2} \sigma(t''') + \eta(t) \tilde{x}(t), \quad (D.10)
\]

with:

\[
\langle \tilde{x}(t) \tilde{x}(t') \rangle = 2T \delta(t - t') + C^{p-1}(t, t'). \quad (D.11)
\]
In order to write down a set of PDE’s for $R$ and $C$, note the useful relations:

\[
\langle \frac{\partial x(t)}{\partial \xi(t')} \rangle = -i \langle x(t) \dot{x}(t') \rangle \\
\langle x(t) \xi(t') \rangle = 2T \eta(t') R(t, t') \\
\langle \dot{\xi}(t_1) x(t_2) \rangle = 2T \eta(t_1) R(t_1, t_2) + \int dt'' \eta(t'') R(t'', t_2) C^{p-1}(t'', t_1)
\]

We therefore find:

\[
\frac{\partial R(t_1, t_2)}{\partial t_1} = \langle \frac{\delta \dot{x}(t_1)}{\delta \xi(t_2)} \rangle \\
= -z(t_1) \eta(t_1) R(t_1, t_2) + \eta(t_1) \delta(t_1, t_2) \\
+ (p-1) \eta(t_1) \int_{t_1}^{t_2} dt'' \eta(t'') R(t_1, t'') C^{p-2}(t_1, t'') R(t'', t_2)
\]

\[
\frac{\partial C(t_1, t_2)}{\partial t_1} = \langle \dot{x}(t_1) x(t_2) \rangle \\
= -\eta(t_1) z(t_1) C(t_1, t_2) + 2T \eta(t_1)^2 R(t_1, t_2) \\
+ (p-1) \eta(t_1) \int_{t_1}^{t_2} dt'' \eta(t'') R(t_1, t'') C^{p-2}(t_1, t'') C(t'', t_2) \\
+ \eta(t_1) \int_{-\infty}^{t_1} dt'' \eta(t'') R(t'', t_2) C^{p-1}(t'', t_1)
\]

The equation for $z(t)$ is given by differentiation $C(1, 1) = 1$, i.e. $[\partial_t C(t, t') + \partial_{t'} C(t, t')]_{t, t' = s} = 0$:

\[
z(t_1) = T \eta(t_1) + p \int dt_2 \eta(t_2) R(t_2, t_1) C^{p-1}(t_2, t_1).
\]

The loss at all times is found by using the It\'o identity:

\[
\frac{1}{N} \frac{d}{dt} \sum_i x_i^2(t) = \frac{2}{N} \sum_i x_i(t) \dot{x}_i(t) + 2
\]

which yields:

\[
\mathcal{L}(t) = \frac{N}{p} (T \eta(t) - z(t))
\]

**Spiked matrix-tensor model** The derivation of the PDEs describing the dynamics of $C$, $R$ and $z$ in the spiked matrix-tensor model are similar as the ones for the $p$-spin. In addition, one also needs to keep track of the evolution of the overlap of the estimate with the signal i.e. the magnetisation $m = x \cdot x^*/N$. Using the same method as before we find:
\[
\frac{\partial}{\partial t} C(t, t') = -z(t) \eta(t) C(t, t') + \eta(t) Q'(m(t)) m(t') \\
+ \eta(t) \int_0^t \eta(t') R(t, t'') Q''(C(t, t'')) C(t', t'') dt'' \\
+ \eta(t) \int_0^t \eta(t') R(t', t'') Q'(C(t, t'')) dt'' + 2T \eta(t)^2 R(t, t')
\]

\[
\frac{\partial}{\partial t} R(t, t') = -z(t) \eta(t) R(t, t') + \delta(t - t') \eta(t) \\
+ \eta(t) \int_0^t \eta(t') R(t, t'') Q''(C(t, t'')) R(t'', t') dt''
\]

\[
\frac{d}{dt} m(t) = -\eta(t) z(t) m(t) + \eta(t) Q'(m(t)) \\
+ \eta(t) \int_0^t \eta(t') R(t, t'') m(t'') Q''(C(t, t'')) dt'' \\
z(t) = \eta(t) T + Q'(m(t)) m(t) \\
+ \int_0^t \eta(t') R(t, t'') [Q'(C(t, t'')) + Q''(C(t, t'')) C(t, t'')] dt''
\]

where we defined \(Q(x) = Q_1(x) + Q_2(x) = \frac{x^p}{p \Delta_p} + \frac{x^2}{2 \Delta_2}\). The loss is related to \(z(t)\) via:

\[
z(t) = T \eta(t) - \frac{L_1}{N} - 2 \frac{L_2}{N},
\]

with \(L_2\), respectively \(L_2\) are the loss associated with the matrix, respectively tensor, channel.

The Langevin easy phase As explained in [20], one finds different phases in the two dimensional space spanned by the noise intensities \(\Delta_2\) and \(\Delta_p\). In the Langevin easy phase, a system initialised with a magnetisation \(m \sim O(1/\sqrt{N})\) recovers the signal and converges to an overlap of order 1. It is delimited by \(\Delta_2 < \Delta_2^*\), where \(\Delta_2^*\) is the solution to the implicit equation:

\[
\Delta_2 < \Delta_2^* = \sqrt[3]{\frac{\Delta_p}{(p-1)(1-\Delta_2^*)^{p-3}}}
\]

In contrast, in the Langevin hard and Langevin impossible phase, i.e. \(\Delta_2 > \Delta_2^*\), the dynamics fail to recover the signal and remain at low magnetisation. More details in [24].

D.2 Derivation of the Ground-state Loss

In order to derive the ground state properties of the system, we resort to the replica method, developed in physics as a tool to deal with random systems. Using these tools, involves performing a mapping between the optimisation problem, an inference problem and a physical system. We can consider the estimator \(x\) as a guess on the planted signal \(x^*\) and \(y\) be the observations. The, using Bayes formula we can express the posterior probability of the estimator \(x\) given the observation \(y\):

\[
P[x|y] = \frac{1}{P[y]} P[x] P[y|x] \approx_{\beta=1} \frac{1}{P[y]} P[x] P[y|x]^{-\beta} = \frac{1}{Z(y)} e^{-\beta \mathcal{L}}.
\]

We can identify the last terms with a Gibbs distribution at temperature \(\beta = 1/T\) and \(Z\) is a normalisation constant named the partition function. At \(\beta = 1\), the posterior D.21 is the exact posterior of the problem. At \(\beta \to \infty\), the distribution is dominated by the spin configuration minimizing the loss, i.e. the maximum likely hood approximator of the problem. The partition function, and its logarithm the free energy:

\[
\Phi = -\frac{1}{N} \log Z.
\]
act as a generating functional. I.e. they encapsulate all the relevant information needed to describe of the system. Notably, all observables can be obtained by taking derivatives of it. In particular, the loss and the overlap with the signal are given by:

\[
L = \frac{1}{N} \int_{S^{N-1}} \mathcal{L} e^{-\beta \mathcal{L}} = \frac{-1}{N} \frac{\partial \log \mathcal{Z}}{\partial \beta} = \frac{\partial \Phi}{\partial \beta}
\]

\[
m = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\mathcal{Z}} \int_{S^{N-1}} x_i x_i^* e^{-\beta \mathcal{L} + B_h x} |_{B_h=0} = -x^* \cdot \nabla_{B_h} \Phi.
\]

The spiked tensor model is rendered more complex due to the randomness associated with the couplings. We need to evaluate the averaged logarithm of the partition function \( \log \mathcal{Z} \) which is in general prohibitive. To deal with this problem, physics have developed the heuristic replica method based on the equality:

\[
\log \mathcal{Z} = \lim_{n \to 0} \frac{\mathcal{Z}^n - 1}{n}.
\]

In practice, one computes \( \mathcal{Z}^n \) for \( n \in \mathbb{N} \) and then extends the result to real \( n \). The problem can be viewed as introducing \( n \) identical, replicated, copies of the system. As we will see, averaging over the random couplings introduces correlation between the copies. \( \mathcal{Z}^n \) can easily be evaluated as:

\[
\mathcal{Z}^n = \mathbb{E} \int e^{\frac{N}{n} \sum_{a=1}^{n} x^{(a)}_i x_i^*} \prod_{a=1}^{n} dx^{(a)}
\]

\[
= \int_{S^n} e^{\beta S(Q)} \prod_{a=1}^{n} dx^{(a)}
\]

\[
= \int_{S^{n(N-1)}} e^{n \beta S(Q)} \prod_{a=1}^{n} dx^{(a)},
\]

where we introduced \( Q(x) = x^2/2\Delta_x + x^p/\Delta_x \). The second term in the exponent carries the interaction between the different copies obtained after averaging out the random couplings. It depends on the overlap \( Q \) having entries \( Q_{ab} = \sum_i \frac{x_i^{(a)} x_i^{(b)}}{N} \). We associate the index \( a = 0 \) with the ground truth signal \( x^* \). Using the exponential representation of the Dirac delta function, we introduce the overlap matrix into the partition function. After some manipulation we obtain:

\[
\mathcal{Z}^n = \int e^{n \beta S(Q)}
\]

\[
\beta S(Q) = \frac{1}{2} \log \det Q + \beta^2 \sum_{a,b=1}^{n} Q_{ab} + \beta \sum_{a=1}^{n} Q(Q_{ab}).
\]

The factor \( N \) in the exponential in the integrand, implies that in the \( N \to \infty \) limit, the integral is dominated by the matrix \( Q \) maximising the action \( S \). In order to progress, we make a replica symmetric ansatz\(^3\): i.e. we assume the different systems have overlaps \( q \) between each other and \( m \) with the ground truth. This imposes a matrix \( Q \) has the form:

\[
Q = \begin{pmatrix}
1 & m & m \\
m & 1 & q \\
m & q & 1
\end{pmatrix}
\]

\(^3\)Since we only consider the Langevin easy phase, where there is no ergodicity breaking, we do not need to consider a 1RSB ansatz.
Replacing this overlap matrix in \ref{eq:D.27} and taking $n \to 0$, we obtain:

\[
\beta S_{RS}(q, m) = n \left\{ \frac{1}{2} \frac{q - m^2}{1 - q} + \frac{1}{2} \log(1 - q) + \frac{\beta^2}{2} Q(1) - \frac{\beta^2}{2} Q(q) + \beta Q(m) \right\} \quad (D.29)
\]

We now maximise $S$ with respect to $m$ and $q$ and obtain the saddle point equations:

\[
\frac{S_{RS}(q, m)}{\partial m} = -m \frac{1}{1 - q} + \beta Q'(m) \quad (D.30)
\]

\[
\frac{S_{RS}(q, m)}{\partial q} = \frac{q - m^2}{(q - 1)^2} + \beta^2 Q'(q) \quad (D.31)
\]

The expression of the loss as a function of the overlaps $m$ and $q$ is given by using Eq. \ref{eq:D.23}:

\[
\mathcal{L}(m, q) = -\beta (Q(1) - Q(q)) + Q(m) \quad (D.32)
\]

By evaluating the above at the solutions Eqs. \ref{eq:D.31}, we obtain the ground state loss at a given temperature.

$T = 1$ solution \quad At $T = 1$ (i.e. $\beta = 1$) the posterior Eq. \ref{eq:D.21} is exact and we can use the Nishimori identity stating that the distribution of the estimator is the same as the one of the signal implying $m = q$. Replacing the identity in Eq. \ref{eq:D.31} and in Eq. \ref{eq:D.32} we have:

\[
m = (1 - m)Q'(m), \quad \mathcal{L}_{gs}^{T=1} = -Q(1). \quad (D.33)
\]

$T = 0$ solution \quad We can think of the 0 temperature system (i.e. $\beta \to \infty$) as physical system coupled to a thermal bath. As the temperature goes to 0, all particles collapse to a point at the minimum of the loss. Thus, the overlap tends to 1. However, we check that Eqs. \ref{eq:D.31} are singular at $q = 1$. To properly take the limit, we perform a linear expansion in the temperature by replacing $q = 1 - \chi T$ in the equations and linearising in $T$. We then obtain the equation for $m$:

\[
\chi = \sqrt{\frac{1 - m^2}{Q'(1)}} \quad (D.34)
\]

and the ground state loss:

\[
\mathcal{L}_{gs}^{T \to 0} = (-Q(m) - \chi Q'(1)) \quad (D.35)
\]

D.3 \quad Additional results on the optimal learning rate schedule in the SMT model

In this section, we give additional results confirming the optimal decay of the learning rate in the spiked-matrix tensor model. We have seen in the main text, that there is a crossover time $t_{cross}$ before which the learning rate should be kept fixed as the system is in the search phase. After $t_{cross}$, the dynamics enter a convex basin and one should decay the learning rate as $\eta(t) \sim t^{-\beta}$. To verify that $\beta = 1$ leads to the lowest loss, in the right panel of Fig. 9, we keep a constant learning rate until $t_s$ after which we vary the exponent with which the learning rate is decayed. We check that $\beta = -1$ allows to reach the best solutions. However, the left panel shows that if the learning rate is decayed from start, the dynamics take much longer to converge towards the signal and remain stuck at high loss for very long.

D.4 \quad Separation of time scales and matching solution

The long time dynamics, i.e. $t \to \infty$ of the $p$-spin model can be separated into two regimes:
We are ultimately interested in determining the threshold loss, a static quantity, and can hence perform we skip all the computations and refer the reader to [24] (Appendix B) for additional details.

\[
\text{Parameter: } \beta = 0.8, \Delta_2 = 0.2, \Delta_p = 6, \eta_0 = 1, T = 1, dt = 10^{-2}, m_0 = 10^{-10}.
\]

- For all times \( t, t \to \infty \) with \( \frac{t_0 - t'}{T} \to 0 \) the system is stationary. Here, the dynamics are time-translation invariant (TTI) and the fluctuation-dissipation theorem (FDT) holds. The two time functions \( C(t, t') \) and \( R(t, t') \) are thus only a function of the time difference \( \tau = t - t' \). In this regime, we define \( C_{\text{TTI}}(\tau) \equiv C(t - t', 0) \) and \( R_{\text{TTI}}(\tau) \equiv R(t - t', 0) \). The FDT gives \( R_{\text{TTI}}(\tau) = -\frac{1}{T} \frac{dC_{\text{TTI}}(\tau)}{d\tau} \).

As a consequence, the equations for \( R \) and \( C \) collapse into a single equation.

- For all times \( t, t \to \infty \) with \( \frac{t_0 - t'}{T} = O(1) \) the system ages i.e. the dynamics remain trapped in metastable states and does not lose memory of its history. The relevant variable to consider in this regime is \( \lambda = \frac{t_0 - t'}{t} \). The correlation and response functions can be rescaled as \( R(\lambda) = tR(t, t') \) and \( qC(\lambda) = C(t, t') \) with \( q = \lim_{\tau \to \infty} C_{\text{TTI}}(\tau) \). In this aging regime, a generalised form of the FDT holds and \( R(\lambda) = \frac{1}{\tau} q \frac{dC(\lambda)}{d\lambda} \). The violation parameter \( x \) is found by matching i.e. considering the equations for the response and the correlation separately. \( q \) is found by imposing \( q = \lim_{\tau \to \infty} C_{\text{TTI}}(\tau) \) in the equation of the TTI regime.

In order to derive analytical results, we use the hypothesis of these two times regimes to split the time integrals in Eqs. 13. For compactness we also define \( Q(x) = x^p/2 \). As noted in the main text, we can re-scale time according to \( \tilde{t} = \eta(t) dt \) and obtain a system at an effective temperature \( \tilde{T} = (1/\beta) \frac{T}{\eta^{1/p}} \).

We are ultimately interested in determining the threshold loss, a static quantity, and can hence perform its derivation using a constant learning rate. This analysis is a special case of the more general on performed in [24]. Here, we show it for the special case of the \( p \)-spin model with no signal. In particular, we skip all the computations and refer the reader to [24] (Appendix B) for additional details.

**Lagrange multiplier in the long time-limit** Let us start to illustrate how to proceed by computing the long time limit of the loss \( z_\infty = \lim_{t \to \infty} z(t) \) using Eqs. 13:

\[
\begin{align*}
\frac{z_\infty(T) - T}{p} &= \int_0^t dt' R(t', t) Q'(C(t', t)) \\
&= -\int_0^\infty t \frac{d}{dT} Q(C_{\text{TTI}}(\tilde{t})) \, d\tilde{t} + \int_0^1 \mathcal{R}(\lambda) Q'(qC(\lambda)) \, d\lambda \\
&\leftrightarrow z_\infty = \frac{1 - q^p}{2T} + \int_0^1 \mathcal{R}(\lambda) Q'(qC(\lambda)) \, d\lambda,
\end{align*}
\]

**Figure 9:** Emergence of a crossover time in the SMT model. By fixing \( \beta \) from start, a randomly initialised system will remain stuck at threshold states of 0 overlap until \( t_{\text{cross}} \) which is minimal for \( \beta = 0 \). Higher \( \beta \), allow to reach lower loss solutions but require much longer to converge. (Right) The optimal schedule is to keep \( \eta \) constant until \( t_{\text{cross}} \) and then setting \( \beta = 1 \). By doing so, we the best of both worlds: the first phase minimises \( t_{\text{cross}} \) while the second allows to reach more informative solutions. (Inset) \( m - m_{\text{gs}} \) shows that choosing higher \( \beta \) after \( t_{\text{cross}} \) allows to reach more informative minima.
where we used the fact that by definition \( C_{TTI}(\infty) = q \) and \( C_{TTI}(0) = 1 \). Also note that we neglected all the finite time contribution to the integrals. We are going to determine \( z_\infty \) using this equation.

**Stationary regime** In order to find the dynamical equations in the stationary regime, we proceed as before and separate the contributions of the TTI regime from those of the aging regime in the integrals. Since both equations for the response and the correlation collapse into a single equation, we consider only the evolution of the correlation \( C_{TTI} \). Using Eqs. 13 we have:

\[
(z_\infty + \partial_\tau)C_{TTI}(\tau) = \int_0^{t_1} dt'' R(t_1, t'') Q''(C(t_1, t'')) C(t'', t_2) + \int_0^{t_2} dt'' R(t'', t_2)Q'(C(t'', t_1))
\]

(D.37)

Using Eqs. 62 of [24], we have:

\[
\partial_\tau C_{TTI}(\tau) + \left( \frac{1}{T} Q'(1) - \mu_\infty \right) [1 - C_{TTI}(\tau)] + T = -\frac{1}{T} \int_0^\tau Q'(C_{TTI}(\tau - \tau'')) \frac{d}{d\tau''} C_{TTI}(\tau'') d\tau''
\]

(D.38)

When \( \tau \to \infty \), the time variations of \( C_{TTI}(\tau) \) are negligible. Taking this limit in the above equation gives:

\[
z_\infty = \sqrt{Q''(q) + \frac{Q'(1) - Q'(q)}{T}}
\]

(D.39)

This equation allows to determine the threshold loss, i.e. the loss at the plateau reached by the system before the recovery of the signal. We notice that the equality above holds for all \( \Delta_2, \Delta_p \) and hence also if one of the two is sent to infinity. Therefore, we have:

\[
\ell_{th} = \ell_p + \ell_2,
\]

(D.40)

with \( \ell_2 = \frac{1}{2}(\eta(t) - z_\infty; \Delta_p \to \infty) \) and similarly for \( \ell_p \). Thus, by defining \( Q_k(x) = x^k/k\Delta_k \), we obtain:

\[
\ell_k = \frac{1}{k} \left( \eta(t) - \sqrt{Q_k'(q)} - \frac{Q_k'(1) - Q_k'(q)}{T} \right)
\]

(D.41)

Using this equation, and performing an expansion around 0 for \( T \) and 1 for \( q \), we can determine that at low temperatures, the threshold energy scales linearly with \( T \).
E Additional results for the Teacher-Student Regression Task

In this section we give additional results on the teacher-student regression task discussed in Sec. 4. The setting is the same as in the main text: a $K$ hidden nodes 2 layer neural network student is trained to reproduce the output of her 2 layer neural network teacher of $M$ nodes on gaussian inputs. We train the model with on a finite dataset of $P$ examples using a mini-batch size $B = 1$. Fig. 10 verifies that the conclusions drawn in the main text hold for different values of $K$ and $M$. The optimal schedule is to keep the learning rate constant until $t_{\text{cross}}$ and to then decay it as $1/t$. If the learning rate is decayed too soon, i.e. at $t_s < t_{\text{cross}}$, learning remains stuck at high loss values. Decaying after $t_{\text{cross}}$ instead allows to reduce the noise in optimisation and reach lower loss solutions. We verify that in both these cases, $t_{\text{cross}}$ matches the end of the "specialisation" transition, where the loss achieved student trained at constant learning rate plateaus.

![Figure 10: The crossover time is also reflected in a regression task with SGD. A student with $K$ hidden nodes is trained to reproduce the output of her $M$ hidden nodes. (Left) $K = M = 5$. (Right) $K = M = 20$. As in the main text, before, we find that decaying the learning rate before the loss plateaus performance, but decaying as $\eta(t) \sim t^{-1}$ once the plateau is reached allows to reach zero loss. Parameters: $N = 500$, $P = 10^4$, $\eta_0 = 10^{-1}$, $\beta = 0.8.$](image)