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1 Introduction  

In knot theory, the first polynomial invariant to be discovered was the Alexander polynomial by J.W. Alexander[3]. It was until 1985 the New Zealand mathematician, Vaughan Jones announced a new invariant for knots and links called the Jones polynomial[18, 19]. He had noticed some relations in the field of operator theory that appeared similar to relations among knots. The Jones polynomial as an advantage over the Alexander is able to distinguish between a knot or link and it’s mirror image (i.e. detects chirality) and importantly it is able to detect more accurately whether a knot is knotted or a link is linked. A fundamental open problem in knot theory specifically the theory of Jones polynomial is as to whether there exists a non-trivial knot whose Jones polynomial is the same as the unknot. In this project we follow the method in [14] by Louis H. Kauffman, Morwen B. Thistlethwaite and Shalom Ehiahou with more detail to construct links whose linking is not detectable by the Jones polynomial.  

In section 2, we discuss briefly some elementary definitions and notions in knot theory including some common knots invariants. We give an exposition to the Kauffman bracket model of the Jones polynomial in section 3 and also discuss how the bracket applies to double stranded knots and links. In section 4 we introduce some definitions and notations in tangle
theory and apply tangle calculus in proving some relevant propositions associated with our method. We conclude by finally describing the method with an example to illustrate an infinite sequence of a 2-component link whose linking is not detectable by the Jones polynomial and also showing how the Thistlethwaite’s link discovered by Morwen B. Thistlethwaite in [15] fits into our construction.

2 Elementary Terminologies

2.1 Knots and Links

Definition 2.1. A knot is an isotopy class of an embedding of a circle in $\mathbb{R}^3$. We assume that knots can be given a piecewise linear representation.

Definition 2.2. An isotopy from a knot or link $K$ to $K'$ is a family of embedding $K_t$, $0 \leq t \leq 1$ such that $K_0 = K$ and $K_1 = K'$.

Definition 2.3. Two knots $K$ and $K'$ are equivalent if there exists an orientation preserving homeomorphism, $h : \mathbb{R}^3 \rightarrow \mathbb{R}^3$ such that $h(K) = K'$. Here $K, K' \in \mathbb{R}^3$ are embedding of circle into the three-sphere $S^3$.

It is a fact that two piecewise linear knots are isotopic if and only if they are equivalent. (See [1, 16])

Definition 2.4. A link is the nonempty union of a finite number of disjoint knots.

Since the components in a link are disjoint, the knots in a link are the connected components of that link. In particular, a knot is a special case of a link with one component. Some well-known links are shown in Figure 1.

![Examples of link](image)

(a) hopf link  (b) Borromean rings  (c) Whitehead link

Figure 1: Examples of link

A useful way to visualize and manipulate a knot is to project it onto a plane. Think of the knot casting a shadow on that plane. A small change in the direction of projection will ensure that it is one-to-one except at the double points, called crossings where the "shadow" of
the knot crosses itself once transversely. At each crossing, to be able to recreate the original knot, the over-strand must be distinguished from the under-strand. This is often done by creating a break in the strand going underneath. The resulting diagram is an immersed plane curve with the additional data of which strand is over and which strand is under at each crossing. These diagrams are called knot diagrams when they represent a knot and link diagrams when they represent a link.

**Definition 2.5.** A trivial knot is a knot that is equivalent to a circle in a plane. A trivial link is a link that is equivalent to the union of disjoint circles lying in a plane.

### 2.2 Reidemeister moves

**Definition 2.6.** Consider a triangle $ABC$ with side $AC$ matching one of the line segments of a knot. In the plane determined by the triangle, we require that the region bounded $ABC$ intersects $K$ only in the edge $AC$. A triangular detour involves replacing the edge $AC$ of the knot $K$ with the two edges $AB$ and $BC$ to produce a new knot $L$. With the same notation, a triangle shortcut involves replacing the two edges $AB$ and $BC$ of knot $L$ with the single edge $AC$ to produce knot $K$. A triangular move is either a triangular detour or a triangular shortcut.

![Figure 2: A triangular detour on $K$; a triangular shortcut on knot $L$](image)

Although a triangular move is a simple enough step in transforming one knot into an equivalent knot, such a change in a knot can significantly alter the diagram of the knot. We would like to consider triangular moves that only affect the knot diagram one vertex or one edge at a time. This enables us to analyze the effect of the move on some quantity we are trying to establish as a knot invariant.

In the 1920s Kurt Reidemeister realized that the triangular moves can be broken down so the effect on the knot diagram is one of three simple modifications or their inverses. We designate the Reidemeister moves as Type $I$ (add or remove a curl), Type $II$ (remove or add two consecutive under cover crossings) and Type $III$ (triangular move).
II. 

III.  

Reidemeister proved in the 1920s that these three moves (in conjunction with planar topological equivalence of the underlying universe) are sufficient to generate spatial isotopy. In other words Reidemeister proved that two knots (links) in space can be deformed into each other (ambient isotopy) if and only if their diagrams can be transformed into one another by planar isotopy and the three moves. By planar isotopy we mean a motion of the diagram in the plane that preserves the structure of the underlying universe.

Definition 2.7. A knot invariant is a mathematical property or quantity associated with a knot that does not change as we perform Reidemeister moves on the knot.

Definition 2.8. An orientation of a link is a choice of direction to travel around each component of the link. Consider a crossing in a regular projection of an oriented link. Stand on the overpass and face in the direction of the orientation. The crossing is right-handed if and only if traffic on the underpass goes from right to left; the crossing is left-handed if and only if traffic on the underpass goes from left to right. In a regular projection of an oriented link of two components, we assign +1 to right-handed crossing and −1 to left-handed crossing.

Given an oriented link of \( n \) components, one half of the sum of the signs of crossing with the exemption of self crossings is termed the total linking number.

Let \( \alpha \) and \( \beta \) be two components of a link. Denoting the set of crossing of the component \( \alpha \) with the component \( \beta \) by \( \alpha \cap \beta \) (thus \( \alpha \cap \beta \) does not include self crossing of \( \alpha \) or of \( \beta \)). Then the linking number of \( \alpha \) and \( \beta \) is defined by the formula:

\[
\text{lk}(\alpha, \beta) = \frac{1}{2} \sum_{p \in \alpha \cap \beta} \varepsilon(p). \tag{1}
\]

where

\[
\varepsilon(p) = \begin{cases} 
+1 & p = \begin{array}{c} \uparrow \downarrow \end{array} \\
-1 & p = \begin{array}{c} \downarrow \uparrow \end{array} 
\end{cases}
\]
Example 2.9 ([10]). The linking number of the Whitehead link (Figure 4) below can be calculated as:

\[ lk(\alpha, \beta) = \frac{1}{2}(1 + 1 - 1 - 1) = 0 \]

The above example gives the linking number of the Whitehead link, and even though it has linking number zero, it is linked.

Remark 2.3. The linking number is an invariant of an oriented link of two components. We can check this by how Reidemeister moves affect the linking number.

A move of type I generates a new crossing of a link component with itself. These are ignored in computing the linking number. Thus there is no change to this quantity.

A move of type II generates two crossings, both involving the same component or components of the link. One crossing will be assigned +1 and the other will be assigned −1. Thus even if the crossing involve both components of the link, the sum of the numbers will not change.

A move of type III merely alters the relative positions of the three crossing without changing the components or orientation involved. Hence, there is no change to the linking number.

2.4 Alexander Polynomial

In 1928, J.W Alexander introduced a polynomial invariant that is straightforward to compute, has a moderately easy proof and yet is fairly good at distinguishing among different knots. In his approach, the knot diagram gives entries of a matrix whose determinant is the Alexander Polynomial. Alexander determined the entries of a matrix from the crossings and arcs of the diagram.

At each crossing of the knot diagram, the breaks in the lower strand divide the curve into arcs that begin and end at crossing. Since each arc has two ends and each crossing involves the ends of the arcs, the number of arcs is equal to the number of crossing. In our notation, we index the crossing \( x_1, x_2, \ldots, x_n \) and index the arcs \( a_1, a_2, \ldots, a_n \). Next we choose an orientation of the knot. As you travel around the knot, stand on the overpass of each crossing and face in the direction of the orientation. Label the three strands of the knot diagram that form this crossing: put \( 1 - t \) on the overpass itself, label the end of the
underpass arc on your left $t$ and label the end of the underpass arc on your right with -1.

We then form an $n \times n$ matrix by writing the label on arc $a_j$ at crossing $x_i$ as $ij$-entry of the matrix. If an arc has more than one of its labels at the crossing, put the sum of the labels at the entry of the matrix. If the arc is not involved in forming the crossing, put a 0 as the entry. This matrix is the crossing/arc matrix of the knot diagram. Next we delete one column and one row of the matrix and compute the determinant of the resulting $(n-1) \times (n-1)$ matrix. This will be a polynomial in the variable $t$ which depends on quite a few choices: the index system for the crossing and arcs, the orientation of the knot, the selection of a row and column to eliminate, to say nothing of the choice of the knot diagram. Alexander’s amazing discovery is that although these choices may produce different polynomials, any one of them will be plus or minus a power of $t$ times any other. Thus if we normalize the polynomial to have a positive constant term, the resulting Alexander Polynomial will be a knot invariant.

In [17] one can find the proof showing that the Alexander polynomial does not depend on the indexing of crossings and arcs. It does not also depend on the row and column eliminated from the crossing/arc matrix. In the same text one can see how to use the Skein relation discovered by John Conway in 1969 to compute the Alexander polynomial. The Alexander polynomial is invariant up to multiplication by $\pm t^N$ where $N$ is some integer.

Example 2.10 ([17]).

The crossing/arc matrix of the above oriented knot diagram (Figure 5) is given as:

$$
\begin{pmatrix}
1 - t & 0 & -1 & t & 0 \\
- t & 1 - t & 0 & 0 & -1 \\
0 & 0 & 1 - t & -1 & t \\
-1 & t & 0 & 1 - t & 0 \\
0 & -1 & t & 0 & 1 - t
\end{pmatrix}
$$

We then eliminate the fourth row and the last column and compute the determinant of the resulting $4 \times 4$ matrix as:
Finally we multiply the resulting determinant by \( t^{-1} \) to normalize this polynomial in order to have a positive constant term. Thus \( 2t^2 - 3t + 2 \) is the Alexander polynomial of this knot.

### 3 The Kauffman Bracket Polynomial Model of the Jones Polynomial

In this chapter, we focus on the definition of the Jones polynomial as constructed by Louis Kauffman in terms of his bracket polynomial. The bracket polynomial is in general a Laurent polynomial since it contains terms with negative exponent.

#### 3.1 The Rules for the Kauffman Bracket Polynomial

The Kauffman bracket polynomial of a regular projection of a link, say \( L \) is denoted by \( \langle L \rangle \) and \( \langle L \rangle \in \mathbb{Z}[A, A^{-1}] \) \[10\]. It satisfies the following rules;

1. The bracket of a diagram consisting of \( n \) disjoint simple closed curves in the plane is \( \delta^{n-1} \), where \( \delta = -A^{-2} - A^2 \).

2. \( \langle \begin{array}{c} \\ \end{array} \begin{array}{c} \\ \end{array} \rangle = A \langle \begin{array}{c} \\ \end{array} \rangle + A^{-1} \langle \begin{array}{c} \\ \end{array} \rangle \)

3. \( \langle L \sqcup O \rangle = \delta \langle L \rangle \), where \( O \) is a simple closed curve.

A useful consequence of rule 2 is the following switching formula;

\[
A \langle \begin{array}{c} \\ \end{array} \begin{array}{c} \\ \end{array} \rangle - A^{-1} \langle \begin{array}{c} \\ \end{array} \begin{array}{c} \\ \end{array} \rangle = (A^2 - A^{-2}) \langle \begin{array}{c} \\ \end{array} \rangle
\]  

(2)

This formula is useful since some computations will simplify quite quickly with the proper choices of switching and smoothing.
At this point we check the invariance of the bracket polynomial using the Reidemeister moves. We first consider the type II Reidemeister move;

\[
\langle \circ \circ \rangle = A \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle \\
= A \left[ A \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle \right] + A^{-1} \left[ A \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle \right] \\
= A^2 \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle \\
= A^2 \langle \circ \circ \rangle + (-A^2 - A^{-2}) \langle \circ \circ \rangle + A^{-1} \langle \circ \circ \rangle + A^{-2} \langle \circ \circ \rangle \\
= (A^2 - A^2 - A^{-2} + A^{-2}) \langle \circ \circ \rangle + \langle \circ \circ \rangle \langle \circ \circ \rangle \\
= \langle \circ \circ \rangle \langle \circ \circ \rangle 
\]

Checking the invariance under type III moves is easy since we can use the invariance under type II moves to slide some arcs around a little.

\[
\langle \times \times \rangle = A \langle \times \times \rangle + A^{-1} \langle \times \times \rangle \\
= A \langle \times \times \rangle + A^{-1} \langle \times \times \rangle \\
= A \langle \times \times \rangle + A^{-1} \langle \times \times \rangle \\
= \langle \times \times \rangle 
\]

**Definition 3.1.** Two knot or link diagrams are defined to be **regular isotopic** if one can be obtained from the other by a combination of planar isotopy and the second and third Reidemeister moves.

The bracket polynomial is therefore a regular isotopy invariant as it is not invariant under type I Reidemeister moves. This can be seen as follows;

For the curl with a right-handed crossing we have,

\[
\langle \downarrow \circ \rangle = A \langle \downarrow \circ \rangle + A^{-1} \langle \downarrow \circ \rangle \\
= A(-A^{-2} - A^2) \langle \downarrow \rangle + A^{-1} \langle \downarrow \circ \rangle \\
= (-A^3 - A^{-1} + A^{-1}) \langle \downarrow \rangle \\
= -A^3 \langle \downarrow \rangle 
\]
and for the curl with a left-handed crossing we have,

\[
\langle \begin{array}{c}
\end{array} \rangle = A \langle \begin{array}{c}
\end{array} \rangle + A^{-1} \langle \begin{array}{c}
\end{array} \rangle
\]

\[
= A \langle \begin{array}{c}
\end{array} \rangle + A^{-1}(-A^{-2} - A^2) \langle \begin{array}{c}
\end{array} \rangle
\]

\[
= (A - A - A^{-3}) \langle \begin{array}{c}
\end{array} \rangle
\]

\[
= -A^{-3} \langle \begin{array}{c}
\end{array} \rangle
\]

Example 3.2. The first diagram in Figure 6 indicated as \( K \) is the right-handed trefoil. We wish to compute its bracket polynomial.

By switching and smoothening one of its crossings, we can write a switching formula as in Equation (2),

\[
A^{-1}\langle K \rangle - A \langle K' \rangle = (A^{-2} - A^2)\langle K'' \rangle
\]

Applying regular isotopy to the diagram \( K' \) we obtain an unknot with a right-handed crossing, so then \( \langle K' \rangle = -A^3 \). Similarly the diagram \( K'' \) is an unknot with two left-handed crossings so then \( \langle K'' \rangle = (-A^{-3})^2 = A^{-6} \). We therefore obtain,

\[
A^{-1}\langle K \rangle - A(-A^3) = (A^{-2} - A^2)(A^{-6})
\]

Hence

\[
A^{-1}\langle K \rangle = A^{-8} - A^{-4} - A^4
\]

So

\[
\langle K \rangle = A^{-7} - A^{-3} - A^5
\]

Definition 3.3. The writhe, \( w(L) \) of the regular projection \( L \) of a link is the number of right-handed crossings minus the number of left-handed crossings.

As we have seen, a type I move that eliminates a right-handed crossing will introduce a factor \(-A^3\) into the bracket and a type I move that eliminates a left-handed crossing will introduce a factor \(-A^{-3}\) into the bracket.
The bracket polynomial of the regular projection $L$ of a link can thus be normalized by multiplying by the factor $(-A)^{-3w(L)}$. The normalized bracket polynomial denoted by $X_L$ is therefore written as:

$$X_L = (-A)^{-3w(L)}\langle L \rangle$$

(4)

Let $L$ and $L'$ differ by a single first Reidemeister move,

$$X_L = (-A)^{-3w(L)}\langle L \rangle$$

$$= (-A)^{-3(w(L')+1)}(-A^3)\langle L' \rangle$$

$$= (-A)^{-3w(L')} \cdot (A^{-3}) \cdot (A^3)\langle L' \rangle$$

$$= (-A)^{-3w(L')}\langle L' \rangle$$

$$= X_{L'}$$

We have shown that the bracket polynomial is invariant under type II and type III Reidemeister moves. Also by direct verification we can as well see that the writhe is invariant under type II and type III Reidemeister moves. We can therefore conclude that the normalized bracket polynomial is a knot invariant.

**Definition 3.4.** The Jones polynomial $V_L$ of a link $L$ is obtained by making the substitution $A = t^{-\frac{1}{4}}$ in the polynomial $X_L$.

The writhe of the trefoil diagram, $K$ in Figure 6 is +3 so then its normalized bracket polynomial is given as,

$$X_K(A) = (-A)^{-3(3)}(A^{-7} - A^{-3} - A^5)$$

$$= -A^{-16} + A^{-12} + A^{-4}$$

The Jones polynomial of the right-handed trefoil is therefore

$$V_K(t) = X_K(t^{-\frac{1}{4}}) = -t^4 + t^3 + t$$

(5)

### 3.2 Calculating the Bracket Polynomial of Double Stranded Knots and Links.

In this section, we apply the basic bracket expansion formula to create a switching formula for calculating double stranded links and doubles of knots. (refer to [13][8])

By expanding on all four vertices, one finds the following formula for the bracket invariant;

$$\langle \begin{array}{c|c} \end{array} \rangle = A^4 \langle \begin{array}{c|c} \end{array} \rangle + A^{-4} \langle \begin{array}{c|c} \end{array} \rangle + A^2 \left[ \langle \begin{array}{c|c} \end{array} \rangle + \langle \begin{array}{c|c} \end{array} \rangle \right] + A^{-2} \left[ \langle \begin{array}{c|c} \end{array} \rangle + \langle \begin{array}{c|c} \end{array} \rangle \right]$$

$$+ (A^2 + A^{-2}) \langle \begin{array}{c|c} \end{array} \rangle + A^0 \left[ \langle \begin{array}{c|c} \end{array} \rangle + \langle \begin{array}{c|c} \end{array} \rangle + \langle \begin{array}{c|c} \end{array} \rangle + \langle \begin{array}{c|c} \end{array} \rangle \right]$$
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\[
\langle \frac{\mp}{\mp} \rangle = A^4 \langle \frac{\nu}{\nu} \rangle + A^{-4} \langle \frac{\nu}{\nu} \rangle + A^2 \left[ \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle \right] + A^{-2} \left[ \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle \right] \\
+ (A^2 + A^{-2}) \langle \frac{\nu}{\nu} \rangle + A^0 \left[ \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle \right]
\]

The above two expansion formula immediately leads to the switching identity;

\[
\langle \frac{\mp}{\mp} \rangle - \langle \frac{\mp}{\mp} \rangle = (A^4 - A^{-4}) \left[ \langle \frac{\nu}{\nu} \rangle - \langle \frac{\nu}{\nu} \rangle \right] + (A^2 - A^{-2}) \left[ \langle \frac{\nu}{\nu} \rangle + \langle \frac{\nu}{\nu} \rangle \right]
\]

This identity will help us to compute the bracket polynomial and eventually the Jones polynomial of a double stranded link.

In other to do the calculation with much ease, we adapt a short hand notation of the above formula. We have that,

\[
\langle \frac{\mp}{\mp} \rangle = \langle \langle \frac{\mp}{\mp} \rangle \rangle
\]

and

\[
\langle \frac{\nu}{\nu} \rangle = \langle \langle \frac{\nu}{\nu} \rangle \rangle
\]

while

\[
\langle \frac{\nu}{\nu} \rangle = \langle \langle \frac{\nu}{\nu} \rangle \rangle
\]

Our expansion formula will thus be written as:

\[
\langle \frac{\mp}{\mp} \rangle = A^4 \langle \langle \frac{\nu}{\nu} \rangle \rangle + A^{-4} \langle \langle \frac{\nu}{\nu} \rangle \rangle + A^2 \left[ \langle \langle \frac{\nu}{\nu} \rangle \rangle + \langle \langle \frac{\nu}{\nu} \rangle \rangle \right] \\
+ A^{-2} \left[ \langle \langle \frac{\nu}{\nu} \rangle \rangle + \langle \langle \frac{\nu}{\nu} \rangle \rangle \right] + (A^2 + A^{-2}) \langle \langle \frac{\nu}{\nu} \rangle \rangle \\
+ A^0 \left[ \langle \langle \frac{\nu}{\nu} \rangle \rangle + \langle \langle \frac{\nu}{\nu} \rangle \rangle + \langle \langle \frac{\nu}{\nu} \rangle \rangle + \langle \langle \frac{\nu}{\nu} \rangle \rangle \right]
\]

Noting for example that,

\[
\langle \langle \frac{\mp}{\mp} \rangle \rangle = \langle \langle \frac{\mp}{\mp} \rangle \rangle
\]
\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle = \left( A^4 - A^{-4} \right) \left[ \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \right] \\
+ \left( A^2 - A^{-2} \right) \left[ \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle + \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle - \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \right]
\]

Below are also some rules that can facilitate the calculation.

\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = A^8 \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle + (A^6 - A^2) \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \tag{10}
\]

\[
\left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle = A^{-8} \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle + (A^{-6} - A^{-2}) \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \tag{11}
\]

\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = 1 \tag{12}
\]

\[
\left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle = \delta \tag{13}
\]

\[
\left\langle \begin{array}{c}
\dashv
\end{array} K \end{array} \right\rangle = \delta \left\langle \begin{array}{c}
K \end{array} \right\rangle \tag{14}
\]

\[
\left\langle \begin{array}{c}
\vdash
\end{array} K \end{array} \right\rangle = \delta^2 \left\langle \begin{array}{c}
K \end{array} \right\rangle \tag{15}
\]

**Example 3.5.** We wish to calculate the bracket polynomial of the 2-strand diagram of the standard Hopf link.

Let us note that:

\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = \delta^3 \tag{16}
\]

Now applying the switching formula we have,

\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle = \left( A^4 - A^{-4} \right) \left[ \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \right] \\
+ \left( A^2 - A^{-2} \right) \left[ \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle + \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle - \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \right]
\]

Therefore,

\[
\left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle = \delta^3 + \left( A^4 - A^{-4} \right) \left[ \left\langle \begin{array}{c}
\vdash
\end{array} \right\rangle - \left\langle \begin{array}{c}
\dashv
\end{array} \right\rangle \right] \tag{17}
\]
We have that
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Let $T$ be a tangle in a knot or link projection, then by convention we denote $-T$ to be its reflection (or mirror image). For a twist of $(n)$ crossings proceeding from west to east, we use the twist that is right-handed for $n > 0$ and left-handed for $n < 0$.

Given a tangle $T(\overleftarrow{\text{ }} )$, we obtain the **numerator**, $T^N$ by attaching the (top) $NW$ and $NE$ edges of $T$ together and attaching the (bottom) $SW$ and $SE$ edges together. Also the **denominator**, $T^D$ is obtained by attaching the (left side) $NW$ and $SW$ edges together and attaching the (right side) $NE$ and $SE$ edges together.

Given tangles $T(\overleftarrow{\text{ }} )$ and $U(\overleftarrow{\text{ }} )$, one defines the **sum**, denoted $T + U$ by placing the diagram for $U$ to the right of the diagram for $T$ and attaching the $NE$ edge of $T$ to the $NW$ edge of $U$, and the $SE$ edge of $T$ to the $SW$ edge of $S$. The resulting tangle $T + U$ has exterior edges corresponding to the $NW$ and $SW$ edges of $T$ and the $NE$ and $SE$ edges of $U$. We shall also have occasion to consider the ”**vertical sum**” of two tangles say $T$ and $U$ by placing the diagram for $U$ below the diagram for $T$ and attaching the $SE$ edge of $T$ to the $NE$ edge of $U$, and the $SW$ edge of $T$ to the $NW$ edge of $U$. The resulting tangle $T \ast U$ has exterior edges corresponding to the $NW$ and $NE$ edges of $T$ and the $SW$ and $SE$ edges of $U$.

![Figure 8](image)

(a) 3

(b) $-3$

Figure 8

Figure 9: Numerator tangle of $T$, $T^N$

Figure 10: Denominator tangle of $T$, $T^D$

Figure 11: Tangle $T + S$

Figure 12: Tangle $T \ast S$
We note that the "integer" tangle \(-n\) is indeed an additive inverse of the tangle \(n\), in that their sum is \(0 = \ddots\).

We shall denote by \(T^{-1}\), the reflection of \(T\) in a \(NW-SE\) axis. In other words rotating all of it’s edges through 90° counter-clockwise and finding the mirror image. We define the product of two tangles, \(T.U\) as the tangle sum \(T^{-1} + U\). Note that \(T.0 = T^{-1}\). Traditionally for \(n \in \mathbb{Z}, n \neq 0\), the tangle \(n^{-1}\) is denoted \(\frac{1}{n}\) and \(0^{-1} = \) is denoted \(\infty\).

![Figure 13](image)

(a) \(3^{-1}\)  
(b) \(3 \cdot 2\)

Regarding iterated "product", we follow the standard convention that \(T \cdot U \cdot V\) is to be interpreted as \((T \cdot U) \cdot V\), i.e

\[
T \cdot U \cdot V = (T \cdot U) \cdot V \\
= (T^{-1} + U) \cdot V \\
= [(T^{-1} + U)]^{-1} + V
\]

The class of examples that we consider in this paper are each denoted by \(H(T,U)\), where \(T\) and \(U\) are each tangles and \(H(T,U)\) is a satellite of the Hopf link that conforms to the pattern shown in Figure 14 below.

![Figure 14: \(H(T,U)\)](image)

### 4.2 The Bracket Polynomial of \(H(T,U)\)

Given a tangle, \(T\), the bracket expansion formula:

\[
\langle \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \rangle = A \langle \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \rangle + A^{-1} \langle \begin{array}{c}
\begin{array}{c}
\end{array}
\end{array} \rangle
\]

together with the rule, \(\langle L \sqcup O \rangle = \delta \langle L \rangle\) (applicable also to link diagrams) allows us to express
the symbol $\langle T \rangle$ as a formal linear combination. We have that $\langle T \rangle = f(T)\langle 0 \rangle + g(T)\langle \infty \rangle$, where $\langle 0 \rangle, \langle \infty \rangle$ are regarded as primitive objects and the coefficient $f(T), g(T)$ are in the ring $\mathbb{Z}[A, A^{-1}]$.

We define the bracket vector of $T$ to be the ordered pair $(f(T), g(T))$ and denote it by $br(T)$. For example $br(1) = (A, A^{-1})$. Where appropriate, we shall consider $br(T)$ as the column vector $\begin{pmatrix} f(T) \\ g(T) \end{pmatrix}$.

**Example 4.2.** Let us consider the tangle 2 and obtain its bracket vector.

Traditionally we know that the tangle 2 is represented by the diagram, $\bigotimes$ and we can compute its bracket polynomial as follows,

$$\langle \bigotimes \rangle = A \langle \bigotimes \rangle + A^{-1} \langle \bigotimes \rangle$$

$$= A \begin{bmatrix} A \langle \bigotimes \rangle + A^{-1} \langle \bigotimes \rangle \\ A \langle \bigotimes \rangle + A^{-1} \langle \bigotimes \rangle + A^{-1} \langle \bigotimes \rangle \end{bmatrix}$$

$$= A^2 \langle \bigotimes \rangle + (2 + A^{-2}(-A^{-2} - A^2)) \langle \bigotimes \rangle$$

$$= A^2 \langle \bigotimes \rangle + (2 - A^{-4} - 1) \langle \bigotimes \rangle$$

$$= A^2 \langle \bigotimes \rangle + (1 - A^{-4}) \langle \bigotimes \rangle$$

$$= A^2 \langle 0 \rangle + (1 - A^{-4}) \langle \infty \rangle$$

In this example we have that $f(T) = A^2$ and $g(T) = (1 - A^{-4})$. Our bracket vector is therefore given as $br(2) = \begin{pmatrix} A^2 \\ 1 - A^{-4} \end{pmatrix}$.

**Proposition 4.3** ([14]).

1. $\begin{pmatrix} \langle T^N \rangle \\ \langle T_D \rangle \end{pmatrix} = \begin{pmatrix} \delta & 1 \\ 1 & \delta \end{pmatrix} br(T)$

2. $br(T + U) = \begin{pmatrix} f(U) \\ g(U) \end{pmatrix} + \begin{pmatrix} 0 \\ \delta g(U) \end{pmatrix} br(T)$.

$br(T * U) = \begin{pmatrix} \delta f(U) + g(U) \\ f(U) \end{pmatrix} br(T)$. 
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Proof. 1. From the above expression of the bracket polynomial of $T$, we know that;

$$\langle T \rangle = f(T)\langle 0 \rangle + g(T)\langle \infty \rangle,$$

where $0 = \underbrace{\quad \quad \quad}, \infty = \quad \quad \quad$.

We also note that $T^N = \underbrace{\quad \quad \quad}$ and $T^D = \underbrace{\quad \quad \quad}$.

$$\langle T^N \rangle = \langle \underbrace{\quad \quad \quad} \rangle = f(T)\langle \underbrace{\quad \quad \quad} \rangle + g(T)\langle 0 \rangle = \delta f(T) + g(T)$$

Also,

$$\langle T^D \rangle = \langle \underbrace{\quad \quad \quad} \rangle = f(T)\langle \underbrace{\quad \quad \quad} \rangle + g(T)\langle 00 \rangle = f(T) + \delta g(T)$$

therefore,

$$\begin{pmatrix} \langle T^N \rangle \\ \langle T^D \rangle \end{pmatrix} = \begin{pmatrix} \delta & 1 \\ 1 & \delta \end{pmatrix} \begin{pmatrix} f(T) \\ g(T) \end{pmatrix} = \begin{pmatrix} \delta & 1 \\ 1 & \delta \end{pmatrix} \text{br}(T)$$

2. We know that $T + U$ is denoted as $\underbrace{\quad \quad \quad \quad \quad}$. 

$$\langle T + U \rangle = \langle \underbrace{\quad \quad \quad \quad \quad} \rangle = f(T)\langle \underbrace{\quad \quad \quad \quad \quad} \rangle + g(T)\langle \underbrace{\quad \quad \quad \quad \quad} \rangle$$

$$= f(T)[f(U)\langle \underbrace{\quad \quad \quad} \rangle + g(U)\langle \quad \rangle] + g(T)[f(U)\langle \quad \rangle]$$

$$+ g(U)\langle \underbrace{\quad \quad \quad} \rangle$$

$$= f(T)[f(U)\langle \underbrace{\quad \quad \quad} \rangle + g(U)\langle \quad \rangle] + g(T)[f(U)\langle \quad \rangle]$$

$$+ \delta g(U)\langle \quad \rangle$$

$$= f(T)f(U)\langle \underbrace{\quad \quad \quad} \rangle + [f(T)g(U) + g(T)f(U) + \delta g(T)g(U)]\langle \quad \rangle$$

$$\implies f(T + U) = f(T)f(U) \text{ and } g(T + U) = f(T)g(U) + g(T)f(U) + \delta g(T)g(U)$$
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therefore,
\[
\text{br}(T + U) = \left( f(T)g(U) + g(T)f(U) + \delta g(T)g(U) \right) = \left( \begin{array}{cc}
    f(U) & 0 \\
    g(U) & f(U) + \delta g(U)
\end{array} \right) \left( \begin{array}{c}
    f(T) \\
    g(T)
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
    f(U) & 0 \\
    g(U) & f(U) + \delta g(U)
\end{array} \right) \text{br}(T)
\]

Also, we know that \( T \ast U \) is denoted as

\[
\langle T \ast U \rangle = \left\langle \begin{array}{c}
    T \\
    U
\end{array} \right\rangle
\]

\[
\langle T \ast U \rangle = f(T)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle
\]
\[
= f(T)[f(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle] + g(T)[f(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle]
\]
\[
= \delta f(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle] + g(T)[f(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle]
\]
\[
= \left[ \delta f(T)f(U) + f(T)g(U) + g(T)f(U) \right] \left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle + g(T)g(U)\left\langle \begin{array}{c}
    \bigcirc \\
    \bigcirc
\end{array} \right\rangle
\]

\[
\Rightarrow f(T \ast U) = \delta f(T)f(U) + f(T)g(U) + g(T)f(U) \text{ and } g(T \ast U) = g(T)g(U)
\]

therefore,
\[
\text{br}(T \ast U) = \left( \begin{array}{c}
    \delta f(T)f(U) + f(T)g(U) + g(T)f(U) \\
    g(T)g(U)
\end{array} \right) = \left( \begin{array}{cc}
    \delta f(U) + g(U) & f(U) \\
    0 & g(U)
\end{array} \right) \left( \begin{array}{c}
    f(T) \\
    g(T)
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
    \delta f(U) + g(U) & f(U) \\
    0 & g(U)
\end{array} \right) \text{br}(T)
\]

Now considering the class of link under study, \( H(T, U) \). We observe that if we take \( (T, U) = (0, 0) \) we obtain the 2-strand parallel of the standard diagram of the Hopf link. The bracket polynomial of that diagram was computed in Example 3.5 of the previous chapter to be;

\[
-(A^{-14} + A^{-6} + 2A^{-2} + 2A^2 + A^6 + A^{14})
\]
The choice \((T, U) = (0, \infty)\) or \((T, U) = (\infty, 0)\) yields a diagram with writhe 0 of the unlink with 3 components and \((T, U) = (\infty, \infty)\) gives a diagram with writhe 0 of the unlink with 2 components. Therefore the bracket polynomial of \(H(0, \infty)\), \(H(\infty, \infty)\) are \(\delta^2, \delta\) respectively.

Let us define:

\[
\begin{align*}
    h_{00} &= \langle H(0, 0) \rangle = -(A^{-14} + A^{-6} + 2A^{-2} + 2A^2 + A^6 + A^{14}) \\
    h_{01} &= h_{10} = \langle H(0, \infty) \rangle = \delta^2 \\
    h_{11} &= \langle H(\infty, \infty) \rangle = \delta
\end{align*}
\]

and let \(M\) denote the matrix, \(
\begin{pmatrix}
    h_{00} & h_{01} \\
    h_{10} & h_{11}
\end{pmatrix}
\)

**Proposition 4.4** ([14]). \(\langle H(T, U) \rangle = h_{00}f(T)f(U) + h_{01}[f(T)g(U) + g(T)f(U)] + h_{11}g(T)g(U)\) or in the matrix notation, 
\(\langle H(T, U) \rangle = br(T)^t \cdot M \cdot br(U)\)

**Proof.**

\[
H(T, U) = \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle
\]

\[
= f(T) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle + g(T) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle
\]

\[
= f(T) \left[ f(U) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle + g(U) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle \right] + g(T) \left[ f(U) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle + g(U) \left\langle \begin{array}{c}
    \\
\end{array} \right\rangle \right]
\]

\[
= f(T)f(U) \langle H(0, 0) \rangle + f(T)g(U) \langle H(0, \infty) \rangle + g(T)f(U) \langle H(\infty, 0) \rangle + g(T)g(U) \langle H(\infty, \infty) \rangle
\]

\[
= h_{00}f(T)f(U) + h_{01}[f(T)g(U) + g(T)f(U)] + h_{11}g(T)g(U)
\]

We can now check that \(br(T)^t \cdot M \cdot br(U) = h_{00}f(T)f(U) + h_{01}(f(T)g(U) + g(T)f(U)) + h_{11}g(T)g(U)\)

\[
br(T)^t \cdot M \cdot br(U) = br(T)^t \cdot (M \cdot br(U))
\]

\[
= br(T)^t \cdot \left[ \begin{pmatrix}
    h_{00} & h_{01} \\
    h_{10} & h_{11}
\end{pmatrix} \cdot \left( f(U) \right) \right]
\]

\[
= (f(T) \ g(T)) \cdot \left( h_{00}f(U) + h_{01}g(U) \right)
\]

\[
= f(T)[h_{00}f(U) + h_{01}g(U)] + g(T)[h_{10}f(U) + h_{11}g(U)]
\]

\[
= h_{00}f(T)f(U) + h_{01}[f(T)g(U) + g(T)f(U)] + h_{11}g(T)g(U)
\]

\[\blacksquare\]
5 The Present Status of Links with Trivial Jones Polynomial

5.1 The Omega Operation.

We apply a method based on the transformation \( H(T, U) \rightarrow H(T, U)^\omega \) to construct links with trivial Jones polynomial. In this transformation, tangles \( T \) and \( U \) are cut out and re-glued by certain specific homeomorphisms of the tangle boundaries. The transformation \( \omega \) has a property of preserving the Kauffman bracket polynomial. It is however, effective in generating examples, as a trivial link can be transformed to a prime link and repeated application yields an infinite sequence of inequivalent links.

**Definition 5.1 ([14])**. Given a tangle \( T \), \( T^\omega \) denotes the tangle \((T + 2).1.2\) and \( T^\bar{\omega} \) the tangle \((T - 2).(-1).(-2)\).

![Figure 15: \( T^\omega \) and \( T^\bar{\omega} \)](image)

Using the ”vertical sum” operation introduced in chapter 3, we can as well write,

\[
T^\omega = ((T + 2) \ast 1) + 2
\]

\[
T^\bar{\omega} = ((T - 2) \ast (-1)) - 2
\]

At this point we determine the effect that the operation \( \omega \) and \( \bar{\omega} \) have on bracket vector of a tangle.

From Proposition 4.3 2 we have,

\[
br(T + 1) = \begin{pmatrix} A \\ A^{-1} \end{pmatrix} \begin{pmatrix} 0 & A + \delta A^{-1} \end{pmatrix} br(T), \quad \text{where} \quad \delta = -A^2 - A^{-2}
\]

\[
= \begin{pmatrix} A \\ A^{-1} \end{pmatrix} \begin{pmatrix} 0 & -A^{-3} \end{pmatrix} br(T)
\]

and

\[
br(T \ast 1) = \begin{pmatrix} \delta A + A^{-1} \\ 0 \end{pmatrix} \begin{pmatrix} A \\ A^{-1} \end{pmatrix} br(T), \quad \text{where} \quad \delta = -A^2 - A^{-2}
\]

\[
= \begin{pmatrix} -A^3 \\ 0 \end{pmatrix} \begin{pmatrix} A \\ A^{-1} \end{pmatrix} br(T)
\]

Similarly we have that,

\[
br(T + (-1)) = M_+^{-1} \cdot br(T)
\]
\[ br(T * (-1)) = M_*^{-1} \cdot br(T) \]  \hspace{1cm} (25)\

where
\[
M_+ = \begin{pmatrix} A & 0 \\ A^{-1} & -A^{-3} \end{pmatrix}, \quad M_* = \begin{pmatrix} -A^3 & A \\ 0 & A^{-1} \end{pmatrix}
\]

In this context it is natural to introduce the \(2 \times 2\) matrix,
\[
\Omega = M_+ M_* M_+^2 = \begin{pmatrix} -A^{-1} + A^3 - A^7 & A^{-3} \\ -A^{-11} + 2A^{-7} - 2A^{-9} + 2A - A^5 & A^{-13} - A^{-9} + A^{-5} \end{pmatrix} \hspace{1cm} (26)
\]

**Proposition 5.2** ([14]).

1. \(br(T^\omega) = \Omega \cdot br(T)\)

2. \(br(T^\omega) = \Omega^{-1} \cdot br(T)\)

**Proof.**

\[
br(T^\omega) = br(((T + 2) * 1) + 2) = M_+ \cdot br(((T + 2) * 1) + 1) = M_+^2 \cdot br((T + 2) * 1) = M_+^2 M_* \cdot br(T + 2) = M_+^2 M_* M_+ \cdot br(T + 1) = M_+^2 M_* M_+^2 \cdot br(T) = \Omega \cdot br(T)
\]

\[
br(T^\omega) = br(((T - 2) * (-1)) - 2) = M_+^{-1} \cdot br(((T - 2) * (-1)) - 1) = M_+^{-2} \cdot br((T - 2) * (-1)) = M_+^{-2} M_*^{-1} \cdot br(T - 2) = M_+^{-2} M_*^{-1} M_+ \cdot br(T - 1) = M_+^{-2} M_*^{-1} M_*^{-2} \cdot br(T) = \Omega^{-1} \cdot br(T)
\]

**Definition 5.3** ([14]). Given tangles \(T, U\), \(H(T, U)^\omega\) denotes the diagram \(H(T^\omega, U^\omega)\) (i.e. \(H(T, U)^\omega = H(T^\omega, U^\omega)\)).

In this context we designate \(H(T, U)^\omega = H(T^\omega, U^\omega)\) as the diagram obtained by replacing \(T\) by \(T^\omega\) and \(U\) by \(U^\omega\).

**Theorem 5.4** ([14]). Let \(T, U\) be any tangles. Then the bracket polynomials of \(H(T, U)\) and \(H(T, U)^\omega\) are equal.

**Proof.**

\[
\langle H(T^\omega, U^\omega) \rangle = br(T^\omega)^t \cdot M \cdot br(U^\omega) = (\Omega \cdot br(T))^t \cdot M \cdot \Omega^{-1} \cdot br(U) = (br(T))^t \cdot \Omega^t \cdot M \cdot \Omega^{-1} \cdot br(U)
\]
We now need to verify that \( \Omega^t \cdot M \cdot \Omega^{-1} = M \), where

\[
M = \begin{pmatrix}
-A^{-14} + A^{-6} + 2A^{-2} + 2A^2 + A^6 + A^{14} & A^{-4} + A^4 + 2 \\
A^{-4} + A^4 + 2 & -A^{-2} - A^2
\end{pmatrix}
\]

(27)

Considering the matrix \( \Omega \) in Equation (26)

\[
\Omega^t = \begin{pmatrix}
-A^{-1} + A^3 - A^7 & -A^{-11} + 2A^{-7} - 2A^{-3} + 2A - A^5 \\
A^{-3} & A^{-13} - A^{-9} + A^5
\end{pmatrix}
\]

(28)

\[
\Omega^{-1} = -\frac{1}{A^{-6}} \begin{pmatrix}
-A^{-13} - A^{-9} + A^{-5} & A^{-3} \\
A^{-11} - 2A^{-7} + 2A^{-3} - 2A + A^5 & -A^{-1} + A^3 - A^7
\end{pmatrix}
\]

\[
= \begin{pmatrix}
-A^{-7} + A^{-3} - A^1 & A^3 \\
-A^{-5} + 2A^{-1} - 2A^3 + 2A^7 - A^{11} & A^5 - A^9 + A^{13}
\end{pmatrix}
\]

Now by direct matrix multiplication we have that,

\[
\Omega^t \cdot M = \begin{pmatrix}
-A^{-11} + 3A^{-7} + A^{-3} + 2A + A^5 + 2A^{13} - A^{17} + A^{21} & A^{-13} - A^{-9} - A^{-5} - A^{-1} - A^3 - A^{11} \\
A^{-13} - A^{-9} - A^{-5} - A^{-1} - A^3 - A^{11} & -A^{-15} + A^{-7} + A^{-3} + A
\end{pmatrix}
\]

(29)

and hence

\[
(H(T^\omega, U^\omega)) = (br(T))^t \cdot \Omega^t \cdot M \cdot \Omega^{-1} \cdot br(U) = (br(T))^t \cdot M \cdot br(U) = \langle H(T, U) \rangle
\]

5.2 Thistlethwaite’s Example

The figure [16] below is a version of a link discovered by Morwen Thistlethwaite [15] in December 2000. This is an example of a link which is linked but whose linking cannot be detected by the Jones polynomial. This fact can be verified using a computer program or a polynomial invariant like the Kauffman polynomial.

It interesting to note that we can verify that the Thistlethwaite’s link fits into the structure we consider in this paper. This can be done by choosing tangle \( T \) as \(-1\) and tangle \( U \) as \( \infty + 2 \) resulting in the figure [17] below with writhe \(-3\).

We perform the omega transformation on the tangles \( T \) and \( U \) and make use of regular isotopy as shown in (30) and (31).
We therefore obtain the Thistlewaite's link, figure 16 by replacing the new tangles in figure 17. It is not difficult to see that the writhe of the Thistlewaite's link is $-3$. This shows how the first example of Thistlethwaite fits the construction.
5.3 A family of 2-component link with trivial Jones polynomial

In this section we consider a sequence of 2-component links generated by \( T = \infty - 2 \) and \( U = -T = \infty + 2 \). The diagram \( H(\infty - 2, \infty + 2) \) in figure 18 is a 2-component link of writhe 0; therefore a repeated application of the omega operation on the tangle \( T = \infty - 2 \) yields a sequence of tangles \( T_0 = \infty - 2, T_1 = 3, T_2 = 5 \cdot 1 \cdot 2, T_3 = 5 \cdot 1 \cdot 4 \cdot 1 \cdot 2, \ldots \) such that \( \langle H(T_n, -T_n) \rangle = \delta \) for all \( n \geq 0 \).

![Figure 18: H(∞ − 2, ∞ + 2)](image)

**Definition 5.5.** \( S(n) = H(T_n, -T_n) \), where the tangle \( T_n \) is the result of \( n \) applications of the omega operation.

It is easy to verify that the writhe of \( H(T_n, -T_n) \) is zero for even \( n \) and for odd \( n \) the writhe is \( \pm 8 \), the sign depends on the choice of orientation.

**Theorem 5.6.** The Jones polynomial, \( V_{S(n)}(t) = u \), for even \( n \) and \( V_{S(n)}(t) = t^{\pm 6}u \), for odd \( n \) where the sign depending on the choice of orientation and \( u = -t^{-\frac{1}{2}} - t^{\frac{1}{2}} \).

**Proof.** For even \( n \); writhe of \( S(n) \) is zero.

\[
V_{S(n)}(t) = (-t^{\frac{1}{2}})^{-3 \cdot 0} u = u
\]

and for odd \( n \); writhe of \( S(n) \) is \( \pm 8 \).

\[
V_{S(n)}(t) = (-t^{\frac{1}{2}})^{-3 \cdot \pm 8} u = (-t)^{\pm 6} u = t^{\pm 6} u
\]

\[\square\]
Figure 19: The first three terms of the sequence, $S(n)$.

The sequence $S(n)$ for positive even $n$ is therefore an infinite sequence of pairwise distinct non-trivial links whose linking cannot be detected by the Jones polynomial.
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