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Abstract

We study \((\epsilon, \delta)\)-PAC best arm identification, where a decision-maker must identify an \(\epsilon\)-optimal arm with probability at least \(1 - \delta\), while minimizing the number of arm pulls (samples). Most of the work on this topic is in the sequential setting, where there is no constraint on the time taken to identify such an arm; this allows the decision-maker to pull one arm at a time. In this work, the decision-maker is given a deadline of \(T\) rounds, where, on each round, it can adaptively choose which arms to pull and how many times to pull them; this distinguishes the number of decisions made (i.e., time or number of rounds) from the number of samples acquired (cost). Such situations occur in clinical trials, where one may need to identify a promising treatment under a deadline while minimizing the number of test subjects, or in simulation-based studies run on the cloud, where we can elastically scale up or down the number of virtual machines to conduct as many experiments as we wish, but need to pay for the resource-time used. As the decision-maker can only make \(T\) decisions, she may need to pull some arms excessively relative to a sequential algorithm in order to perform well on all possible problems. We formalize this added difficulty with two hardness results that indicate that unlike sequential settings, the ability to adapt to the problem difficulty is constrained by the finite deadline. We propose Elastic Batch Racing (EBR), a novel algorithm for this setting and bound its sample complexity, showing that EBR is optimal with respect to both hardness results. We present simulations evaluating EBR in this setting, where it outperforms baselines by several orders of magnitude.

1 Introduction

In best arm identification (BAI), a decision-maker draws samples from a bandit model \(\nu = (\nu_1, \ldots, \nu_n)\) of \(n\) arms, where, upon pulling arm \(i\), it receives a stochastic reward drawn from a real-valued \(\sigma\) sub-Gaussian distribution \(\nu_i\), with mean \(\mu_i\). The goal is to identify the best or at least a good arm, i.e., an arm with large \(\mu_i\). In the \((\epsilon, \delta)\)-PAC (probably approximately correct) version of this problem, we wish to identify an \(\epsilon\)-optimal arm with probability at least \(1 - \delta\), while minimizing the number of arm pulls (i.e. number of samples or cost). Most of the literature on this topic is restricted to the sequential setting, where the decision-maker adaptively draws samples one at a time. In this work, we instead study PAC BAI when the decision-maker needs to complete its experimentation under a deadline of \(T\) rounds. In order to be able to fulfill the \((\epsilon, \delta)\) performance requirement, executing multiple arm pulls per round is allowed, where this decision can be made adaptively based on past information. This setting has recently received attention in the literature \([1, 15]\), driven by emerging opportunities and challenges in various applications. We list some below:

Clinical trials: Consider identifying, among \(n\) candidates, a good vaccine for a viral disease. Each arm pull consists of administering the vaccine to a test subject and monitoring the subject’s health for a period of time, say two months. Given \((\epsilon, \delta)\) performance requirements, we wish to identify the candidate in under a year (i.e. \(T = 6\)), while reducing the number of arm pulls for ethical reasons and to reduce cost. Similar use cases arise when conducting experiments to identify a good candidate

Preprint. Under review.
with the advent of cloud computing we have the opportunity to elastically scale up or down the samples needs to be minimized to reduce the cost of reagents \cite{3, 8}.

This setting can be viewed as an intermediary between passive (completely non-adaptive, i.e., \( T = 1 \)) and sequential (completely adaptive, i.e., \( T = \infty \)) BAI. See Fig. 1 for an illustration. In the passive case, we have no option but to pull each arm \( \epsilon^{-2} \) times, since, in the hardest case, all sub-optimal arms could be arbitrarily close to being \( \epsilon \) away from the optimal arm\(^1\). This requires \( \Theta(n\epsilon^{-2}) \) samples regardless of the difficulty of the specific problem (bandit model) \( \nu \). In the sequential setting, an agent may pull one arm at a time and incorporate information from previous pulls to decide which arm to pull next. In this case, the sample complexity on a bandit model \( \nu \) is known to be \( \Theta(H(\nu)) \), where \( H(\nu) \), defined below, characterizes the difficulty of problem \( \nu \) \cite{21, 24}. We have:

\[
H(\nu) = \sum_{i=1}^{n} N^*_i, \quad N^*_i = \begin{cases} \epsilon^{-2} \left( \Delta_i + \epsilon \right)^{-2} & \text{if } \Delta_i < \epsilon \\ \text{otherwise} \end{cases}, \quad \Delta_i = \begin{cases} \mu_{[1]} - \mu_i & \text{if } i \neq [1] \\ \mu_{[1]} - \mu_{[2]} & \text{if } i = [1] \end{cases}. \tag{1}
\]

Here\(^2\), the arm with the \( j \)-th highest mean is denoted by \([j] \); \( \Delta_i \) denotes the gap between the \( i \)-th arm and the best arm, except when \( i \) is the best arm in which case it denotes the gap between itself and the next best arm; \( N^*_i \) quantifies the (order of the) number of samples required from arm \( i \) to determine if it is optimal. This shows that when compared to the passive setting, sequential algorithms can be significantly cheaper in terms of the number of samples (arm pulls), as they are able to adapt to problem difficulty. In particular, when the gap \( \Delta_i \) is large, \( N^*_i \ll \epsilon^{-2} \). Unfortunately, this takes as many rounds as the number of samples which can be prohibitive for practical use cases.

The \( 1 < T < \infty \) case, which reflects most practical settings for BAI, was surprisingly only recently studied in the literature \cite{1, 15}. Here, we are allowed to be adaptive, but to a limited extent, and therefore need to be prudent in how we use this adaptivity. If we choose to invest few arm pulls per arm in the early rounds in the hope that we can eliminate some easy (large \( \Delta_i \)) arms at low cost, we risk not eliminating arms with intermediate difficulty. In contrast, if we allocate too many pulls for all arms early on, we may have already spent too much to eliminate the easy arms. We show the number of samples required in this setting falls in between the results for the \( T = 1 \) and \( T = \infty \) cases.

\(^1\)Recall that \( \tilde{\Theta}(\Delta^{-2}) \) samples are both sufficient and necessary to distinguish between two 1-sub-Gaussian random variables whose means are \( \Delta \) apart with constant probability \cite{7, 10, 21}.

\(^2\)Prior results for sequential \((\epsilon, \delta)\)-PAC BAI, use slightly different expressions for \( H(\nu) \), e.g. Remark 5 in Kaufmann et al. \cite{21}. These expressions are not fundamentally different from (1) with the upper and lower bounds only differing by constants.
Our contributions: (i) In Section 2, we formalize the problem, and in Section 3, we describe Elastic Batch Racing (EBR), a racing-style algorithm for this problem. We provide two upper bounds on its sample complexity. The first partitions the problem space into progressively harder problems, and bounds the number of samples required by EBR uniformly for each partition. This partitioning, which depends on $\epsilon$ and $T$, approaches individual problems as $T \to \infty$. Our second upper bound is problem-dependent, showing that no more than $\tilde{O}(e^{-2/\epsilon}H(\nu))$ samples are required on a bandit model $\nu$. (ii) In Section 4, we provide two types of hardness results for this problem which match the two upper bounds presented above, thus establishing optimality of EBR. The first is a bound on the sample complexity of hardest problem in each set of the partitioning. The second establishes that the worst-case ratio between the sample complexity of a finite $T$ algorithm and $H(\nu)$ can be as large as $e^{-2/\epsilon}$. (iii) In Section 5, we corroborate these theoretical insights on simulation experiments and show that the proposed algorithm outperforms other baselines by several orders of magnitude.

1.1 Related work
Multi-armed bandits are a popular framework to model the exploration-exploitation tradeoffs that arise in decision-making under uncertainty [2, 26, 30]. In such problems, a decision-maker must adaptively sample arms from a bandit model $\nu$, so as to fulfill a certain goal. There is a long line of work on best arm identification, where, at the end of the sampling process, the decision-maker must output a prediction for the arm with the highest (or a high) mean [4–6, 11, 12, 14, 20, 27]. In addition to the PAC version, there are other variants for BAI: the $\delta$-probably correct (a.k.a fixed confidence) version identifies the best arm with probability at least $1 - \delta$, the fixed budget version minimises the probability of mis-identifying the best arm under a budget of arm pulls, and some formulations minimize a loss function based on the probability of selecting an arm and its gap $\Delta_i$ (1). In addition, prior work has also studied top-$k$ variants in all of the above formulations where we wish to identify the best $k$ arms instead of simply the best arm [13, 15, 16, 21]. All of the ideas in this paper carry through to the top-$k$ setting, but we focus on top-1 for simplicity.

Our setting is distinctly different from other BAI work where arms can be pulled in parallel. Jun et al. [16] and Grover et al. [13] study batch best arm identification where the agent can pull up to a fixed batch size $b$ of pulls in parallel, and the goal is to minimize the number of rounds taken, to identify the best arm with probability at least $1 - \delta$. Thananjeyan et al. [29] consider a slightly different version where there is a fixed amount of a resource to pull the arms, but the time taken to execute pulls is a function of the number of resources assigned to it. In contrast to this prior work, in our setting, both time (number of rounds) and failure probability $\delta$ are fixed, but we may execute a variable number of arm pulls on each round with the goal of satisfying the $(\epsilon, \delta)$ requirement while minimizing the cost.

To the best of our knowledge, settings similar to ours have only been studied before in a small number of papers, including work by Agarwal et al. [1] and Jin et al. [15]. We will discuss their results in further detail in Sections 3 and 4. The main difference in our results relative to these works is that we can adapt to problem difficulty more effectively. Indeed, both of the above papers provide $\tilde{O}(n\epsilon^{-2})$ upper and lower bounds on the worst-case sample complexity, which is obtained for the hardest problem in the problem class. Additionally, the algorithm in Agarwal et al. [1] requires knowledge of the smallest arm gap $\Delta_{[1]}$, which can be a significant limitation in practice. Finally, as we will see in Section 5, our algorithm empirically performs much better.

2 Problem setup
First, let us describe the environment that is studied in this paper. We have $n$ arms, and refer to arms by their index $i \in [n]$. Arm $i$ is associated with a distribution $\nu_i$ with mean $\mu_i = \mathbb{E}_{X \sim \nu_i}[X] \in [0, 1]$, and pulling the arm generates an independent sample from this distribution. Unless otherwise stated, we will let $P$ be the set of $n$ $\sigma$-sub-Gaussian distributions with mean in $[0, 1]$, and $\nu \in P$ be the distribution corresponding to a set of $n$ arms. Recall that the arm with the $i$-th highest mean is denoted by $[i]$, so that $\mu_{[1]} \leq \mu_{[2]} \leq \cdots \leq \mu_{[n]}$. Let the gaps $\{\Delta_i\}_{i \in [n]}$ be as defined in (1).

In this paper, we are given a maximum error probability $\delta \in (0, 1)$, error tolerance $\epsilon \in (0, 1)$, and a deadline $T \in \mathbb{N}_+$ on the number of rounds. Our goal is to find an $\epsilon$-optimal arm$^3$ with probability at

---

$^3$While some BAI work in the sequential setting require that the algorithm output the best arm, we study an $\epsilon$-optimal version to enable the problem to be feasible. For example, when $T = 1$, any algorithm will simply
least $1 - \delta$ in at most $T$ rounds while minimizing the number of arm pulls (number of samples or cost). An $\epsilon$-optimal arm $i$ is one that has mean that is within $\epsilon$ of $\mu_{[1]}$: $\mu_i > \mu_{[1]} - \epsilon$.

An algorithm is defined by a sampling rule and a recommendation rule. The sampling rule $\{A_t\}_{t=1}^T$, determines the arms to be sampled and the number of times they need to be sampled. Here, $A_t = \{N_{i,t}\}_{i=1}^n$, where $N_{i,t}$ is the number of times to sample arm $i$ at round $t$. At the end of round $t$, the algorithm receives observations $O_t = \{X_{i,t,j}\}_{i,j=1}^N$ where $X_{i,t,j}$ is the $j$-th sample at time $t$ from arm $i$. $A_t$ can depend on past observations and is $\mathcal{F}_{t-1}$ measurable, where $\mathcal{F}_{t-1} = \sigma(\{X_{i,t}\}_{s=1}^{t-1})$ is the $\sigma$-field generated by observations up to round $t - 1$. The recommendation rule $\hat{I}$ outputs an arm in $[n]$, and is $\mathcal{F}_T$ measurable. Denote $\tilde{N}_{i,t} = \sum_{k=1}^t N_{i,k}$ to be the number of times arm $i$ is pulled through time $t$ and $\tilde{N}_i = \sum_{t=1}^T \tilde{N}_{i,t}$ to be the total number of pulls in $t$ rounds.

**Challenges:** We begin by providing an intuitive explanation of the challenges in our setting. Consider a simple two-armed bandit model $\nu = (\nu_1, \nu_2)$ where $\nu_1 = N(\mu_1, \sigma^2)$ has a known mean of $\mu_1 = 1/2$ while $\nu_2 = N(\mu_2, \sigma^2)$ with $\mu_2 < 1/2 - \epsilon$ (although this is unknown) so that $\Delta_{[1]} = 1/2 - \mu_2$. We will take $T = 2$ and assume $\epsilon \ll 1/2$. As $\mu_1$ is known, an algorithm for this setting pulls arm 2 some number of times on the first round, and then uses that information to determine how many more times to pull in the second round. Assume an algorithm pulled $x$ number of times on the first round. If the problem was very easy, i.e., $x \gg \tilde{O}(\epsilon^{-2})$, then we have already over-pulled on the first round for this problem. On the other hand, if $\mu_2$ was such that $x$ number of pulls was insufficient to determine it was sub-optimal, then the algorithm will need to pull at least $\Omega(\epsilon^{-2}) - x$ times at round 2 to ensure that it satisfies the $(\epsilon, \delta)$ requirements even on the hardest problems (i.e., very small $\Delta_{[1]}$). If however, only slightly more pulls than $x$ were necessary on this problem, we will have over-pulled again, this time in the second round. We make this intuition rigorous in Section 4.1 and the proof of Theorem 4. Ideally, we would like to pull exactly $\Theta(\epsilon^{-2})$ times. While a sequential algorithm can achieve this by executing the pulls one at a time, this is not possible when we only have finite rounds.

This example also illustrates why problem-dependent hardness results are not possible in our setup. Hence, any hardness result will necessarily need to consider the hardness over a class of problems. However, we find that using a worst case sample complexity of $\tilde{O}(n\epsilon^{-2})$ is warranted only when $T = 1$, i.e., the passive case. When $1 < T < \infty$, we are able to adapt to problem difficulty, but as explained above, this ability is necessarily constrained by the finite deadline.

**Summary of Results:** Our results in this regard come in two flavors:

1. First, we show that we can partition the problem space in a way that there is a partial ordering between different sets in the partition. Our proposed algorithm will require fewer samples for problems that are easier in this partial ordering (Theorem 1). We complement this with a matching hardness result (Theorem 3) showing that the above sample complexity matches that of the hardest problem in each partition. This partitioning is given in Definition 1.

2. Second, we consider the ratio $N_T / H(\nu)$, which is the total number of samples required by a $T$ round algorithm, relative to the problem complexity $H(\nu)$. Intuitively, if this ratio is uniformly small over all problems, then a $T$-round algorithm does not do significantly worse than a sequential one on any problem. EBR achieves a ratio of at most $\tilde{O}(\epsilon^{-2}/T)$ on any problem (Theorem 2). While we are unable to provide a completely matching hardness result, we provide two partial results which suggest that this ratio cannot be improved in general. The first result (Theorem 4) shows that for the special case of $T = 2, n = 2$, the worst case ratio over all problems in $\mathcal{P}$ could be as large as $\Omega(\epsilon^{-2}/T)$. The second result (Theorem 5) establishes the same lower bound for $n = 2$ and general $T$, but for a restricted class of algorithms.

**Definition 1 (A partitioning of the problem space).** Let $\gamma \in [T]^n$ be an index for each set in the partition, so that $\mathcal{P} = \bigcup_{\gamma \in [T]^n} \mathcal{P}_\gamma$ and $\mathcal{P}_\gamma \cup \mathcal{P}_{\gamma'} = \emptyset$ for $\gamma \neq \gamma'$. For any $\nu \in \mathcal{P}$, we can obtain its pull all the arms some number of times $N$ without prior information; we can always render exact best arm identification infeasible for any algorithm by choosing a hard problem where $\Delta_{[1]} \in o(1/\sqrt{N})$.

4We have $O( (\Delta_{[1]} + \epsilon)^{-2} )$ and not $O( (\Delta_{[1]}^2) )$ since, we only need to verify $\mu_2 < 1/2 - \epsilon$ in order to output $\hat{I} = 1$ as an $\epsilon$-optimal arm.
We then define \( P \).

We now describe our algorithm for this setting. In Algorithm 1, we propose Elastic Batch Racing (EBR).

**Algorithm 1** Elastic Batch Racing (EBR)

**Input:** Deadline \( T \), error probability \( \delta \), error tolerance \( \epsilon \)

\[ S_0 \leftarrow \{ n \} \]

for rounds \( t = 1 \) to \( T \) do

\[ N_{i,t} \leftarrow 80 \log \left( \frac{nT}{\delta} \right) \epsilon^{-\frac{4}{2}} - \sum_{s=1}^{t-1} N_{i,s} \] for each arm \( i \in S_t \).

Pull each arm in \( S_t \) \( N_{i,t} \) times in parallel.

\[ R_t \leftarrow \{ i \in S_t \mid U_i(t, \delta) < \max_{j \in S_t} L_j(t, \delta) + \frac{\epsilon}{\min(n, T)} \} \]. \hspace{1cm} \text{// See (2)}

if \( |S_t| = 1 \) then

Return arm in \( S_t \)

\[ S_{t+1} \leftarrow S_t \setminus R_t \]

Return \( \arg \max_{i \in S_T} \tilde{\mu}_{i,t} \)

\[ \gamma_i(\nu) = \begin{cases} 1 & \text{if } \Delta_i \in [\epsilon^\frac{1}{k}, 1] \\ k & \text{if } \Delta_i \in [\epsilon^\frac{1}{k}, \epsilon^{\frac{1}{k+1}}) \text{ for some } k \in \{2, \ldots, T-1\} \\ T & \text{if } \Delta_i \in (0, \epsilon^{\frac{1}{T}}). \end{cases} \]

We then define \( P_\gamma = \{ \nu \in P \mid \gamma(\nu) = \gamma \} \) to be the set of distributions \( \nu \) such that each arm gap \( \Delta_i \) falls in the set of possible gap values mapped to by \( \gamma_i \).

This partitioning has a partial order in the following sense: if \( \gamma, \gamma' \in [T]^n \) are such that \( \gamma \prec \gamma' \) (elementwise), then for any \( \nu \in P_\gamma \) and \( \nu' \in P_{\gamma'} \), \( H(\nu) < H(\nu') \); similarly, if \( \gamma \leq \gamma' \), then \( \sup_{\nu \in P_\gamma} H(\nu) \leq \sup_{\nu' \in P_{\gamma'}} H(\nu) \). When the indices in \( \gamma \) are large, the problems \( \nu \) in \( P_\gamma \) are harder.

The hardest partition, \( P_T, \ldots, T \), contains problems with arms with means close to each other, while the easiest partition, \( P_1, \ldots, 1 \), contains problems where all sub-optimal arms are far away from \( \mu_{[1]} \).

### 3 Algorithm and upper bounds

We now describe our algorithm for this setting. In Algorithm 1, we propose Elastic Batch Racing (EBR), a racing-style algorithm. To describe it, let us first define a few quantities. Recall that \( N_{i,t} \) denotes the number of times arm \( i \) is pulled on round \( t \), \( \tilde{N}_{i,t} \) is the number of times \( i \) was pulled from rounds \( 1, \ldots, t \), and \( X_{i,t,j} \) denotes the \( j \)-th reward of arm \( i \) on round \( t \). Now define:

\[ \tilde{\mu}_{i,t} := \frac{\sum_{k=1}^t \sum_{j=1}^{N_{i,t}} X_{i,k,j}}{N_{i,t}} \]

\[ D(\tau, \delta) := \sigma \sqrt{\frac{(4 + 2 \log(2)) \log(nT/\delta)}{\tau}} \]

\[ L_i(t, \delta) := \tilde{\mu}_{i,t} - D(\tilde{N}_{i,t}, \delta) \]

\[ U_i(t, \delta) := \tilde{\mu}_{i,t} + D(\tilde{N}_{i,t}, \delta) \]

(2)

Here, \( \tilde{\mu}_{i,t} \) is the empirical mean for arm \( i \) at the end of round \( t \). \( D(\tau, \delta) \) is a deviation function, while \( L_i(t, \delta) \) and \( U_i(t, \delta) \) are lower and upper confidence bounds for arm \( i \) after round \( t \).

Algorithm 1 proceeds in \( T \) rounds and maintains a set of surviving arms based on the above confidence intervals. In round \( t \), it pulls each surviving arm \( N_t \) times and eliminates any arm whose upper confidence bound lies below the lower confidence bound of any arm plus \( \epsilon / \min(n, T) \). If all of the confidence intervals trap the true means, we show that the algorithm can only reject \( \epsilon \)-optimal arms if another \( \epsilon \)-optimal arm will remain in \( S_{t+1} \). This prevents the algorithm from rejecting all \( \epsilon \)-optimal arms. At round \( t \), the algorithm ensures that each surviving arm has been pulled at least \( O(\epsilon^{-\frac{2}{T}}) \) times, resulting in a geometric increase in each surviving arm’s pull count over time. This allows it to quickly allocate more samples to arms that survive longer, and therefore likely need more samples to distinguish, while avoiding over-committing to arms that can be eliminated with few samples. The algorithm terminates either at the end of the \( T \)-th round or if at some point \( |S_t| = 1 \), at which point it returns the surviving arm with the highest empirical mean as the recommendation \( \hat{I} \).

Our first result below bounds the number of samples required uniformly in each set of the partition.
Theorem 1. The following is true for all $\gamma \in [T]^n$ and all $\nu \in P_\gamma$ (see Definition 1) with probability at least $1 - \delta$. Algorithm 1 returns a recommendation $\hat{I} \in [n]$ where $\mu_1 - \mu_\hat{I} < \epsilon$ in time at most $T$ where the number of arm pulls $\tilde{N}_T$ is at most

$$\tilde{N}_T \leq 80\sigma^2 \log \left( \frac{nT}{\delta} \right) \sum_{i=1}^{n} \epsilon^{-2\gamma_i} \leq 320\sigma^2 \log \left( \frac{nT}{\delta} \right) \sup_{\nu \in P_\gamma} H(\nu).$$

While in general, the above result provides the tightest bound on the number of samples required by EBR on a problem $\nu$, our next result establishes a straightforward relation between the number of pulls $\tilde{N}_T$ and $H(\nu)$. Recall the definition of $N_\ast$ from (1).

Theorem 2. The following is true for all $\nu \in P$ with probability at least $1 - \delta$. Algorithm 1 returns a recommendation $\hat{I} \in [n]$ where $\mu_1 - \mu_\hat{I} < \epsilon$ in at most $T$ rounds where the cost $\tilde{N}_T$ is at most

$$\tilde{N}_T \leq 640\sigma^2 \epsilon^{-2} \log \left( \frac{nT}{\delta} \right) \sum_{i=1}^{n} N_\ast \leq 640\sigma^2 \epsilon^{-2} \log \left( \frac{nT}{\delta} \right) H(\nu).$$

Remark 1. Observe that if $T \geq 2 \log (1/\epsilon)$, then $\epsilon^{-2} \leq \epsilon$. In this case, $\tilde{N}_T \leq 640\sigma^2 H(\nu) \log \left( \frac{nT}{\delta} \right)$. While $\epsilon^{-2}$ is the added cost due to the lack of opportunities to behave adaptively, this cost is bounded by a constant factor when $T \geq 2 \log (1/\epsilon)$.

Comparison to prior work [1, 15]: Jin et al. [15] study the exact setting of this paper and propose an algorithm with a cost $O \left( n\epsilon^{-2} \left( \log(1/\delta) + \log_{1/\beta}(n) \right) \right)$, where $\log^T(n)$ is defined recursively as follows: $\log^1(n) = \log(n)$ and $\log^T(n) = \log(n) + 1$ for $T > 0$, and $\log^0(n) = n$. Agarwal et al. [1] study exact best arm identification, but when $\Delta_1$ is known. Their upper bound has a similar flavor to the one in [15], but with $\epsilon$ replaced with $\Delta_1$. Therefore, we will focus on the above bound from [15]. This bound, while capturing the worst case complexity, does not demonstrate adaptability to problem instance. In fact, the passive strategy of pulling all arms $\tilde{O}(1/\epsilon^2)$ number of times in a single round achieves the same bound as above, with the improvements mostly in the lower order $\log_{1/\beta}(n)$ term.

The bounds in both works are not an artifact of their proof: both algorithms pull each arm $\tilde{O}(\epsilon^{-2})$ times in the very first round and hence the $\tilde{O}(n\epsilon^{-2})$ cost is unavoidable.

Proof sketch for Theorems 1 and 2: We condition all of our upper bound analysis on the event that the confidence intervals always trap the true mean for all arms on all rounds, which we show occurs with probability at least $1 - \delta$. Under this event, suboptimal arms will be correctly eliminated as long as they are pulled sufficiently many times, which sufficiently shrinks the confidence intervals to distinguish them from more promising arms. This will be accomplished in at most $\tilde{O} \left( (\epsilon + \Delta_1)^{-2} \right)$ pulls, which can be significantly less than $\tilde{O} \left( \epsilon^{-2} \right)$. For the first result, we identify the hardest problem instance in $P_\gamma$ and show that if the confidence intervals always trap the true means, the algorithm will not overpull any arms relative to $N_\ast$. For the second result, we show that because there are only limited opportunities for adaptive behavior, there may be a problem instance where the algorithm will overpull arms in order to eliminate them. However, since the rate of pulls increases by a factor of $\epsilon^{-2}$ each round, this is the maximum factor any arm can be overpulled relative to $N_\ast$.

4 Lower bounds

In this section, we state our hardness results. Our first result provides a lower bound on the worst case complexity in each set $P_\gamma$ of the partition. We provide a lower bound on the expected number of pulls and additionally, a high probability lower bound when $n = 2$.

Theorem 3. Let $n \geq 2$ and $\delta \leq 0.15$ be given. Let $A$ be a $T$ round algorithm that is $(\epsilon, \delta)$-PAC. Then for all $\gamma \in [T]^n$,

$$\inf_{A \in (\epsilon, \delta)} \sup_{\nu \in P_\gamma} E_A,\nu [\tilde{N}_T] \geq 2\sigma^2 \log \left( \frac{1}{2.4\delta} \right) \sup_{\nu \in P_\gamma} H(\nu) \geq \frac{\sigma^2}{2} \log \left( \frac{1}{2.4\delta} \right) \sum_{i=1}^{n} \epsilon^{-2\gamma_i}.$$
Moreover, when \( n = 2 \), for all \( \gamma \in [T]^2 \), there exists \( \nu \in \mathcal{P}_\gamma \) such that with probability at least \( 1/6 \),
\[
\tilde{N}_T \geq \frac{2\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \sup_{\nu \in \mathcal{P}_\gamma} \text{H}(\nu) \geq \frac{\sigma^2}{6} \log \left( \frac{1}{2\delta} \right) e^{-2\gamma}. \]

The above lower bound matches the upper bound in Theorem 1 up to constant and logarithmic terms. This shows that EBR is minimax optimal within each \( \mathcal{P}_\gamma \). In the second claim, the probability can be made arbitrarily close to 1/2 (with worse constants); we can also obtain a looser bound without the \( \log(1/(2\delta)) \) term with probability arbitrarily close to 1. We should emphasize that the upper bound and the lower bounds are, strictly speaking, not comparable. Theorem 1, in addition to showing \((\epsilon, \delta)\)-PAC properties, also bounds the number of pulls with probability \( 1 - \delta \). In contrast, the above theorem lower bounds the number of pulls in expectation or with constant probability. This discrepancy between upper and lower bounds is not uncommon in the BAI literature [14, 20, 21, 29].

Next, while we are unable to provide a corresponding hardness result for Theorem 2, we provide two partial results. The first of these bounds the worst case ratio \( \tilde{N}_T / \text{H}(\nu) \) when \( T = 2 \) and \( n = 2 \).

**Theorem 4.** Fix \( n = 2 \). Let \( \epsilon < \frac{1}{10} \), \( \delta < \frac{1}{10} \). Let \( A \) be any \((\epsilon, \delta)\)-PAC algorithm for \( T = 2 \) rounds. Then, there exists \( \nu \in \mathcal{P} \) such that with probability at least \( \frac{1}{8} \), the total number of pulls \( \tilde{N}_2 \) satisfies,
\[
\frac{\tilde{N}_2}{\text{H}(\nu)} \geq \frac{\sigma^2}{100} \epsilon^{-1}.
\]

If the ratio \( \tilde{N}_T / \text{H}(\nu) \) is uniformly small across all problems in \( \mathcal{P} \), it means that a \( T \)-round algorithm does not do significantly worse than its sequential counterpart on any problem. While Theorem 2 upper bounds this ratio by \( \tilde{O}(\epsilon^{-2}) \) on all problems, the lower bound shows that, at least for this simple setting, this ratio could be as large on some problems, up to constant and logarithmic factors.

We generalize the previous result for general \( T \), but for a restricted class of algorithms. Let \( \tilde{A} \) be the class of \((\epsilon, \delta)\)-PAC algorithms that run for \( T \) rounds and choose values \( \{Q_i,s\} s \in [T] \} \) in \( [n] \) ahead of time. Then, they adaptively choose on which rounds to pull each arm \( i \in [n] \), but if it pulls arm \( i \) on round \( t \), it must pull it \( Q_{i,t} \) times. That is, \( N_{i,t} \in \{0, Q_{i,t}\} \). We have the following result.

**Theorem 5.** Fix \( n = 2 \) and \( T \). Let \( n = 2 \) and let \( \delta \leq \frac{1}{6} \), \( \epsilon \leq 2^{-(T+1)} \) be given and let \( A \in \tilde{A} \). Then, there exists \( \nu \in \mathcal{P} \) such that with probability at least \( \frac{1}{6} \),
\[
\frac{\tilde{N}_T}{\text{H}(\nu)} \geq \frac{\sigma^2}{192} \log \left( \frac{1}{2\delta} \right) e^{-\frac{n}{2\epsilon}}.
\]

Once again, we find that this result matches Theorem 2 up to constant and logarithmic factors. Note that EBR is in the class \( \tilde{A} \). The two previous high probability lower bounds can be easily converted into results in terms of the expected number of pulls \( \mathbb{E}_{A,\nu}[\tilde{N}_T] \), as in the following corollary.

**Corollary 6** (Corollary to Theorems 4 and 5). Let \( \mathcal{P} \) be the class of 2-armed bandit models with \( \sigma \) sub-Gaussian rewards. Then, (i) Under the assumptions of Theorem 4,
\[
\inf_{A \in (\epsilon, \delta)\text{-PAC}} \sup_{\nu \in \mathcal{P}} \frac{\mathbb{E}_{A,\nu}[\tilde{N}_2]}{\text{H}(\nu)} \geq \frac{\sigma^2}{800} \epsilon^{-1}.
\]

(ii) Under the assumptions of Theorem 5,
\[
\inf_{A \in \tilde{A}} \sup_{\nu \in \mathcal{P}} \frac{\mathbb{E}_{A,\nu}[\tilde{N}_T]}{\text{H}(\nu)} \geq \frac{\sigma^2}{144} \log \left( \frac{1}{2\delta} \right) e^{-\frac{n}{2\epsilon}}.
\]

**Comparison to prior work:** Kalyanakrishnan et al. [17], who study the sequential setting, establish a \( \tilde{O}(n/c^2) \) worst case complexity for \((\epsilon, \delta)\)-PAC BAI. Agarwal et al. [1] provide a \( \tilde{O}\left(\frac{\sqrt{n}}{T^2} \text{log}(T(n))\right) \) lower bound on the worst case complexity for their problem of finding the best arm with known \( \Delta_{[n]} \) in \( T \) rounds. However, this bound is better than \( n/\Delta_{[1]}^2 \) only for \( T \) such that \( T^4 \in o(\text{ilog}(T)) \), which severely limits its applicability. Crucially, these results do not capture the main advantage adaptivity has to offer: the ability to adapt to problem difficulty. While our lower bounds also consider the worst case over a class of problems, we do so either over smaller classes depending on \( T \), or study the worst case ratio relative to the problem’s complexity term \( \text{H}(\nu) \).
4.1 Proof sketches for Theorems 3, 4, and 5

An important ingredient in most lower bound analyses is a change of measure lemma. We use one provided in Kaufmann et al. [21] (While their lemma was given for the sequential setting, it is straightforward to establish a similar result for $T < \infty$). However, as this lemma only allows us to upper bound the expected number of arm pulls, it is not sufficient for our purposes. In particular, the proofs of Theorems 4 and 5 rely on showing that the number of pulls will be large for some arms with constant probability. Therefore, we first show that on a two-armed problem $\tilde{N}_{i,t} \geq \Omega((\Delta_i + \epsilon)^{-2})$ with constant probability. Our proof, which uses the change of measure lemma, shows by contradiction that if the number of pulls is small, an alternative algorithm which does not execute as many arm pulls will do well on the problem. We will refer to this result as HPCM (high probability change of measure). Unfortunately, an HPCM result for general $n$ appears difficult and hence Theorems 4 and 5 are stated for 2-armed problems. A result for general $n$ can be obtained using the same intuitions we outline below, but with an HPCM for arbitrary $n$.

The proof of Theorem 3 simply applies the change of measure lemma and HPCM to the hardest problem in each subclass, i.e., when all gaps are as small as possible. The main novelty in this proof, when taken in conjunction with Theorem 1, is in the design of the partitioning (Definition 1). For Theorem 5, we use HPCM to first argue that any algorithm in $\mathcal{A}$ must have $\sum_i Q_{i,t} \in \Omega(\epsilon^{-2})$ for all $i \in [2]$. Then, we show that any sequence of $Q_{i,t}$ values which satisfy this constraint will have a gap of at least $\Omega(\epsilon^{-2}/T)$ between the possible values that can be generated by summing any subset of these values. A problem $\nu$ with difficulty falling in this gap will pay this additional cost, as the only way to pull arms sufficiently to be $(\epsilon, \delta)$-PAC will be to overpull arms by at least this amount.

For Theorem 4, we use HPCM to show that when the arms are exactly $\epsilon$ away, $\Omega(\epsilon^{-2})$ pulls are necessary. We then use the high probability version of Pinsker’s inequality to show that if an arm only pulls $O(\epsilon^{-1})$ times on the first round, then with constant probability, it may not be able to distinguish between a hard problem where a sub-optimal arm is $\epsilon$ away, and an easier problem where the sub-optimal arm is $\sqrt{\epsilon}$ away. Under this event, it has to pull at least $\Omega(\epsilon^{-2})$ times. Therefore, if an algorithm pulls less than $O(\epsilon^{-1})$ times, then it has a large $\tilde{N}_T/H(\nu)$ ratio on problems where the sub-optimal arm is $\sqrt{\epsilon}$ away. If however, it pulls more than $O(\epsilon^{-1})$ times in the first round, it has a poor ratio on problems where $\Delta_{[1]}$ is very large, so that $H(\nu)$ is a constant.

5 Simulations

We evaluate EBR on a set of simulation experiments against a set of baselines. The purpose of these experiments is to study whether Elastic Batch Racing is able to effectively reduce its cost as the number of rounds or error tolerance are increased, as suggested by the theoretical results.

Baselines: We compare Elastic Batch Racing to the following baseline $(\epsilon, \delta)$-PAC algorithms:

1. **Top-$k$ $\delta$-Elimination with Limited Rounds** ($k - \delta$ER): an elimination-style algorithm proposed for this setting in [15].
2. **Aggressive Elimination** (AE): an elimination-style algorithm proposed by Agarwal et al. [1] in a similar setting, but where $\Delta_{[1]}$ is known. We provide the algorithm $\epsilon$ instead of $\Delta_{[1]}$, which is typically difficult to know in practice.
3. $T = \infty$ (Sequential): a sequential algorithm that pulls arms sequentially, and has elimination condition as EBR. We use the deviation function from Jun et al. [16] to construct confidence bounds, which does not increase with $T$, but is initially more conservative than ours. Naively setting $T = \infty$ with the deviation function in EBR, results in unbounded confidence intervals.
4. $T = 1$ (Passive): a passive algorithm that pulls all arms $\tilde{N}_t(\delta) = \frac{80\sigma^2}{\Delta^2} \log \left( \frac{n}{\delta} \right)$ times in a single round, then outputs the arm with the highest empirical mean $A_t$ per our confidence intervals, $\tilde{N}_t(\delta)$ samples are sufficient to identify an $\epsilon$-optimal arm in the passive setting.

Experimental setup: We provide two types of experiments. In the first, we fix $\epsilon = 0.01$, and vary the deadline $T$. In the second, we fix $T = 15$ and vary $\epsilon$. In all experiments, we use $\delta = 0.01$. We consider two bandit models, with $n = 100$ arms and Bernoulli rewards, designed as follows.

1. Setup 1 (evenly spaced arms): The arm means form an arithmetic sequence from 0.1 to 0.9.
2. Setup 2 (all arms are close): The arm means form an arithmetic sequence from 0.65 to 0.9.
Simulation experiments: In the top row, we have shown how the number of pulls varies with the deadline $T$ when $\epsilon = 0.01$ is fixed on the two setups. In the bottom row we show how the number of pulls varies with the error tolerance $\epsilon$ when $T = 15$ is fixed. Each point on the curves was obtained by averaging over 100 runs and error bars indicate one standard error. The experimental setups subject the algorithms to a variety of conditions, where all, some, or a few arms will need to be pulled many times before a decision can be made with high confidence.

Results: While the algorithms are only required to identify an $\epsilon$-optimal arm with probability at least $1 - \delta$, we find that they all identify such an arm in every trial. This is consistent with prior work which suggest that these confidence intervals can be conservative in practice [18, 29, 33]. They can be tuned for better empirical performance, but we will not delve into this in this work. Therefore, we do not report success rate, and instead focus on the cost, i.e the number of samples, in Figure 2. We find that EBR is able to outperform baselines on all tasks, except for the sequential oracle algorithm, which has infinite time budget. In the sweep over number of rounds, EBR quickly reduces the number of pulls it requires by several orders of magnitude when given additional time. In the sweep over $\epsilon$, EBR consistently stays within an order of magnitude of the sequential algorithm and is at least an order of magnitude more efficient than the passive EBR and $k\delta$-ER. In our experiments, we found that AE does not eliminate arms until the last few rounds, after which it aggressively does so; therefore, increasing its number of rounds actually increases its number of pulls. While $k\delta$-ER aggressively eliminates arms immediately, the number of pulls is dominated by the first round, where $\tilde{O}\left(\frac{n}{\epsilon^2}\right)$ pulls are executed. So, even as $T$ is increased, it does not perform much better.

6 Conclusion

We study PAC BAI under a deadline where a decision-maker must identify an $\epsilon$-optimal arm while minimizing the number of pulls, or cost, to do so. When the deadline is short, the ability to behave adaptively is limited; our upper and lower bounds tightly quantify this phenomenon. Our proposed algorithm, EBR, has several optimality properties and outperforms baselines in our simulations. One avenue for future work is to generalize Theorem 4 to work for general $n$ and $T$. Another interesting area of future work is studying BAI with a fixed cost and deadline $T$ (instead of fixing $\delta$ and $T$ as in this paper), and minimizing the probability of mis-identifying the best arm, which is a finite round variation of the sequential fixed budget problem.
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A Proof of Theorems 1 and 2

In this section, we will prove the upper bounds on cost of EBR in Theorems 1 and 2. We will first introduce a few preliminary results.

A.1 Correctness of confidence intervals

Denote, $E_i(\delta) = \{ \forall t \in [T], L_i(t, \delta) \leq \mu_i \leq U_i(t, \delta) \}$, which is the event that the confidence bounds capture the true mean $\mu_i$ of arm $i$ at all rounds of the algorithm. Let $E = \bigcap_{i \in [n]} E_i(\delta)$ be the event that this is true for all arms. We will first show that $E$ occurs with probability at least $1 - \delta$.

We will use the following lemma to show that the confidence intervals in Algorithm 1 trap the true means at all rounds of the algorithm.

**Lemma 7.** Define $\rho = \sigma^2(4 + 2 \log(2))$ and assume $\log \left( \frac{\delta}{nT} \right) \geq 2$. Let $P$ be the set of $n$ sub-Gaussian random variables, and let $\nu \in P$. If Algorithm 1 is run on $\nu$, for any $t \in [T]$ and any $i \in [n]$,

$$\mathbb{P}_{A,\nu} \left( \mu_i \in \left( \hat{\mu}_{i,t} \pm \sqrt{\frac{\rho \log \left( \frac{nT}{\delta} \right)}{N_{i,t}}} \right) \right) \geq 1 - \frac{\delta}{nT}$$

To prove this lemma, we require the following result from [9].

**Lemma 8.** (de la Peña et al. [9], Corollary 2.2) Let $A, B$ be random variables such that $A \geq 0$ a.s. and $\mathbb{E} \left( e^{\nu B - \frac{\nu^2 A^2}{2}} \right) \leq 1$ for all $\nu \in \mathbb{R}$. Then, $\forall c \geq 2, \mathbb{P} \left( |B| > cA \sqrt{2 + \log(2)} \right) \leq e^{-\frac{n^2}{2}}$.

**Proof of Lemma 7:** We want to show that $\mathbb{P}_{A,\nu} \left( \mu_i \in \left( \hat{\mu}_{i,t} \pm \sqrt{\frac{\rho \log \left( \frac{nT}{\delta} \right)}{N_{i,t}}} \right) \right) \geq 1 - \frac{\delta}{nT}$ by applying Lemma 8. However, we will need to find random variables $A$ and $B$ that satisfy its preconditions such that the resulting inequality in the lemma’s implication proves our result. For this, define

$$B = \sum_{s=1}^{N_{i,1}} (X_{i,1,s} - \mu_i) + \sum_{s=1}^{N_{i,2}} (X_{i,2,s} - \mu_i) + \cdots + \sum_{s=1}^{N_{i,t}} (X_{i,t,s} - \mu_i)$$

$$A^2 = \sum_{s=1}^{N_{i,t}} \sigma^2 = \sigma^2 \hat{N}_{i,t} = \sigma^2 + \sum_{s=1}^{N_{i,2}} \sigma^2 + \cdots + \sum_{s=1}^{N_{i,t}} \sigma^2$$

Now, expand

$$\nu B - \frac{\nu^2 A^2}{2} = \sum_{j=1}^{t} \left( \nu \sum_{s=1}^{N_{i,j}} (X_{i,j,s} - \mu_i) - \frac{\sigma^2 t^2}{2} \hat{N}_{i,j} \right)$$

$$= \sum_{j=1}^{t} Q_j$$

where $Q_j = \left( \nu \sum_{s=1}^{N_{i,j}} (X_{i,j,s} - \mu_i) - \frac{\sigma^2 t^2}{2} \hat{N}_{i,j} \right)$. Recall that $\mathcal{F}_{t-1}$ is the $\sigma$-algebra generated by the observations up to time $t$. Observe that

$$\mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t} Q_j} \right] = \mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t-1} Q_j} \mathbb{E}_{A,\nu} \left[ e^{Q_t} | \mathcal{F}_{t-1} \right] \right]$$

$$= \mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t-1} Q_j} \mathbb{E}_{A,\nu} \left[ e^{Q_t} | \mathcal{F}_{t-1} \right] \right]$$

$$= e^{-\frac{\sigma^2 t^2}{2} \hat{N}_{i,t}} \mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t-1} Q_j} \mathbb{E}_{A,\nu} \left[ e^{Q_t} | \mathcal{F}_{t-1} \right] \right]$$

$$\leq e^{-\frac{\sigma^2 t^2}{2} \hat{N}_{i,t}} \mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t-1} Q_j} \right] = \mathbb{E}_{A,\nu} \left[ e^{\sum_{j=1}^{t-1} Q_j} \right]$$
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Repeatedly expanding the last term in the sum as above, we have that:

$$\mathbb{E}_{A,\nu} \left[ e^{\sum_{i=1}^{r} Q_i} \right] \leq 1.$$  

We can now apply Lemma 8, which states that:

$$\mathbb{P}_{A,\nu} \left( \sum_{j=1}^{t} \sum_{s=1}^{N_{i,j}} (X_{i,j,s} - \mu_i) \right) \geq c \sqrt{N_{i,t}} \sigma \sqrt{2 + \log(2)} \leq e^{-\frac{c^2}{2}}$$

Rearranging, we have that

$$\mathbb{P}_{A,\nu} \left( |\hat{\mu}_i - \mu_i| \right) \geq \frac{c \sigma \sqrt{2 + \log(2)}}{\sqrt{N_{i,t}}} \leq e^{-\frac{c^2}{2}}$$

Setting $e^{-\frac{c^2}{2}} = \frac{\delta}{nT}$ and solving for $c$, we have that:

$$\mathbb{P}_{A,\nu} \left( |\hat{\mu}_i - \mu_i| \right) \geq \frac{\sigma^2 (4 + 2 \log(2)) \log \left( \frac{nT}{\delta} \right)}{N_{i,t}} \leq \frac{\delta}{nT}$$

proving the claim. \hfill \square

By Lemma 7 and the union bound, $\mathbb{P}_{A,\nu} \left[ \cap_{i=1}^{T} \mathcal{E}_i (\delta) \right] \geq 1 - \delta$. Hereafter, we will assume $\mathcal{E}$ and show that the algorithm always outputs an $\epsilon$-optimal arm in this event and bound its cost.

### A.2 Arm elimination correctness

We will show now that, conditioned on $\mathcal{E}$, if EBR eliminates an arm, another surviving arm has mean close to it.

**Lemma 9.** Assume $\mathcal{E}$ and $\log \left( \frac{\Delta_i}{\epsilon nT} \right) \geq 2$. In Algorithm 1, define $j_{\text{max},t} = \arg \max_{j \in S_t} L_j(t, \delta) + \eta$. Then

$$U_i(t, \delta) < L_{j_{\text{max},t}}(t, \delta) + \eta \implies \mu_i - \mu_{j_{\text{max},t}} \leq \eta$$

**Proof.** By conditioning on $\mathcal{E}$, we know that $\mu_i \leq U_i(t, \delta)$ and $\mu_{j_{\text{max},t}} \geq L_{j_{\text{max},t}}(t, \delta)$. So, $\mu_i - \mu_{j_{\text{max},t}} \leq U_i(t, \delta) - L_{j_{\text{max},t}}(t, \delta) \leq \eta$. \hfill \square

**Lemma 10.** Assume $\mathcal{E}$ and $\log \left( \frac{\Delta_i}{\epsilon^2 nT} \right) \geq 2$. In Algorithm 1, $S_T$ contains an $\epsilon$-optimal arm.

**Proof.** At time $t$, let $\mu_{\text{max},t}$ be the highest surviving arm mean. By Lemma 9, if an arm is eliminated at time $t$, then $\mu_{\text{max},t+1} \geq \mu_{\text{max},t} - \frac{\epsilon}{\sqrt{T}}$. If an arm is not eliminated, $\mu_{\text{max},t+1} = \mu_{\text{max},t}$. Since only $n$ arms can be eliminated, $\mu_{\text{max},T} \geq \mu_{[1]} - \epsilon$ if $T \geq n$, since $\mu_{\text{max},1} = \mu_{[1]}$. If $T < n$, then by a similar argument, each round will let an arm that is within $\epsilon/T$ of the previously best surviving arm survive. Since there are only $T$ rounds, an $\epsilon$-optimal arm will survive all rounds. \hfill \square

So, conditioned on $\mathcal{E}$, EBR will not eliminate the only remaining $\epsilon$-optimal arm. Let us now focus on how many pulls are required to eliminate all $\epsilon$-suboptimal arms.

**Remark 2.** The additional $+\epsilon/(n \wedge T)$ term in the rejection condition of EBR does not affect correctness and overall cost of the algorithm. It is, however, a small optimization that preserves these properties while reducing cost in practice.

### A.3 Arm elimination cost

Conditioned on $\mathcal{E}$, we introduce the following result that guarantees elimination of arms after a gap-dependent number of pulls.

**Lemma 11.** Assume $\mathcal{E}$, $\log \left( \frac{\Delta_i}{\epsilon^2 nT} \right) \geq 2$, and let $\tilde{N}_i := \frac{80\sigma^2 \log \left( \frac{nT}{\Delta_i^2} \right)}{\Delta_i^2}$. In Algorithm 1, let $N'(t) = \min_{i \in S_{t-1}} N_i(r)$. Then,

$$\forall r, i, \left( N'(t) \geq \tilde{N}_i, \mu_i \leq \mu_{[1]} - \epsilon \implies U_i(r, \delta) < \max_{j \in S_{t-1}} L_j(r, \delta) + \epsilon/(n \wedge T) \right)$$

(4)
So, as long as \( \mathbb{P}(\cap_{i=1}^{n} \mathcal{E}_i) \geq 1 - \delta \), the algorithm will output the correct set of arms after each surviving arm has been pulled \( N_i \) times with probability at least \( 1 - \delta \). This lemma is similar to Lemma 2 from Jun et al. [16], but with a modification to \( N_i \) and the elimination condition to incorporate the \( \epsilon \) error tolerance in this setting in addition to more aggressive confidence bounds.

**Proof.** For brevity, let \( L_i(t) \) and \( U_i(t) \) denote \( L_i(t, \delta) \) and \( U_i(t, \delta) \). We will show this result in the case that no arms have been eliminated yet. Generalizing to the case where arms have been eliminated is equivalent to showing the claim for an alternate problem where we ignore the arms that have already been eliminated from contention and reuse all samples from the old problem to eliminate the next easiest arm.

Let us start with the implication in 4. Let \( \hat{\mu}_{1,t} \) denote the arm with the highest empirical mean at round \( t \). Assume that the RHS is false: \( U_i(t, \delta) \geq \max_{j \in S_i} L_j(t, \delta) + \epsilon/(n \wedge T) \). Because \( D(\bar{N}_{i,t}, \delta) \leq D(N'(t), \delta) \),

\[
U_i(t) \leq \hat{\mu}_{i,t} + D(N'(t), \delta) \leq \mu_i + 2D(N'(t), \delta),
\]

and

\[
U_i(t) \geq \max_{j \in S_i} L_j(t) + \epsilon/(n \wedge T) = L_1(t) + \epsilon/(n \wedge T) \geq \hat{\mu}_{1,t} - D(N'(t), \delta) + \epsilon/(n \wedge T),
\]

\[
\implies \mu_i + 2D(N'(t), \delta) \geq \hat{\mu}_{1,t} - D(N'(t), \delta) + \epsilon/(n \wedge T).
\]

Because \( \hat{\mu}_{1,t} \geq \mu_k - D(N'(t), \delta) \) under \( \mathcal{E} \),

\[
\mu_i + 2D(N'(t), \delta) \geq \mu_1 - 2D(N'(t), \delta) + \epsilon/n
\]

\[
\implies \Delta_i + \epsilon/(n \wedge T) \leq 4D(N'(t), \delta)
\]

Rearranging, we then have that

\[
N'(t) \leq \frac{80\sigma^2 \log \left( \frac{2nT}{\Delta_i} \right)}{(\Delta_i + \epsilon/(n \wedge T))^2} \leq \frac{80\sigma^2 \log \left( \frac{nT}{\Delta_i^2} \right)}{\Delta_i^2} \quad (5)
\]

This part of the lemma states, that as long as all surviving arms have been pulled sufficiently, a suboptimal arm \( i \) can be eliminated correctly using the elimination rule in EBR. Since the best possible arm that must be eliminated has gap \( \epsilon \), the EBR must pull arms at most \( \frac{80 \log \left( \frac{nT}{\Delta_i^2} \right)}{\epsilon^2} \leq \bar{N}_i(\delta) \) times.

The above lemma suggests that all suboptimal arms will be eliminated after pulling at most \( \bar{N}_i(\delta) \) times, leaving only \( \epsilon \)-optimal arms, which will exist by Lemma 10. So, EBR outputs an \( \epsilon \)-optimal arm with probability at least \( 1 - \delta \). However, some arms can be eliminated after pulling them \( N_i \) times, which may be significantly less than \( \bar{N}_i(\delta) \). We must now bound the cost of the algorithm to show that it performs well on a wide range of problem instances.

### A.4 Proof of Theorem 1

**Proof.** Let \( \nu \in \mathcal{P}_\gamma \). From the previous results, we know that the confidence bounds of EBR capture the true means with probability at least \( 1 - \delta \) (Lemma 7). We will again condition on the event that the confidence bounds capture the true means. Conditioned on this event, we also know that if suboptimal, the \( i \)-th arm can be correctly eliminated after pulling all remaining arms \( \frac{80 \log \left( \frac{nT}{\Delta_i^2} \right)}{\epsilon^2} \) times (Eq. 5). Since \( \nu \in \mathcal{P}_\gamma \),

\[
\frac{80\sigma^2 \log \left( \frac{nT}{\Delta_i^2} \right)}{\Delta_i^2} \leq \frac{80\sigma^2 \log \left( \frac{nT}{\Delta_i^2} \right)}{\epsilon^2 \gamma_i}.
\]
We know that all surviving arms at the end of round $\gamma_i$, have been pulled at least this many times. So, with probability at least $1 - \delta$, EBR identifies an $\epsilon$-optimal arm with at most

$$\tilde{N}_T \leq \sum_{i=1}^{n} \frac{80\sigma^2 \log \left( \frac{nT}{\delta} \right)}{\epsilon^2}$$

$$\leq 320\sigma^2 H(\nu) \log \left( \frac{nT}{\delta} \right)$$

where $\nu_i \in \mathcal{P}$, has $\Delta_i = \epsilon^{\frac{1}{2}}$.

\section{Proof of Theorem 2}

We will now use the above results to prove Theorem 2. We will condition on $\mathcal{E}$, which occurs with probability at least $1 - \delta$ (Lemma 7). By the previous discussion, we know the algorithm outputs an $\epsilon$-optimal arm with probability at least $1 - \delta$. However, we still need to bound its cost.

Here, define $\tilde{N}_i := 320\sigma^2 \log \left( \frac{nT}{\delta} \right) N_i^\ast$, $\beta = \epsilon^{- \frac{1}{2}}$, and $B_0 = 80\sigma^2 \log \left( \frac{nT}{\delta} \right)$. Suppose a suboptimal arm $i$ is pulled at least $\tilde{N}_i$ times after $k$ rounds and fewer than $\tilde{N}_i$ times after $k - 1$ rounds. By Lemma 11, we will eliminate arm $i$ after the $k$-th round at the latest. Then, it was pulled $\sum_{t=0}^{k} \tilde{N}_{i,t}$ times, and we have that:

$$\beta^{k-1} \leq \tilde{N}_i/B_0 \leq 2\beta^k \implies \left[ \beta^k B_0 \right] \leq 2\beta \tilde{N}_i$$

So, the algorithm can overshoot by a factor of at most $2\beta$ in each round, assuming it did not overshoot in the first round. If it overshot in the first round, it did so by a factor of at most $B_0$. The total cost again can be computed by upper bounding the number of pulls for each arm and summing them up:

$$\tilde{N}_T \leq \sum_{\{i: \Delta_i \geq \epsilon\}} 2\beta \tilde{N}_i \lor B_0 + \sum_{\{i: \Delta_i < \epsilon\}} \tilde{N}_i(\delta)$$

$$= 640\sigma^2 \log \left( \frac{nT}{\delta} \right) \epsilon^{- \frac{1}{2}} \sum_{\{i: \Delta_i \geq \epsilon\}} \tilde{N}_i + \sum_{\{i: \Delta_i < \epsilon\}} \tilde{N}_i(\delta)$$

$$\leq 640\sigma^2 \log \left( \frac{nT}{\delta} \right) \epsilon^{- \frac{1}{2}} H(\nu)$$

\section{Proof of Theorems 3, 4, and 5}

In this section, we will prove the lower bounds for this problem setting in Section 4. First, let us begin by refreshing some notation. Recall that at round $t$, algorithm $A$ takes action $A_t = \{N_{i,t}\}_{i=1}^{n} \in \mathbb{N}^n$.

Let $\tilde{N}_i = \sum_{i=1}^{n} N_{i,t}$ denote the total number of pulls at round $t$. We will assume that the samples for each arm $i$ are generated an infinite number of times at each round. When action $A_t$ is executed, we will observe the first $N_{i,t}$ samples from each arm $i$. In addition, recall that denote the samples observed at round $t$.

Let us write down the log-likelihood ratio at round $t$ between bandit models $\nu$ and $\nu'$, which are absolutely continuous wrt each other and have densities $(f_1, \ldots, f_n)$ and $(f'_{1}, \ldots, f'_{n})$ respectively:

$$L_t = L \left( \{A_s\}_{s=1}^{t}, \{O_t\}_{s=1}^{t} \right) = L(A_{1:t}, Z_{1:t}) = \sum_{i=1}^{n} \sum_{s=1}^{t} \sum_{k=1}^{N_{i,s}} \log \left( \frac{f_i(X_{i,s,k})}{f'_{i}(X_{i,s,k})} \right)$$

In this section, we will denote the binary relative entropy as $d(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y))$ and we define $d(0, 0) = d(1, 1) = 0$.

The following change of measure lemma will be useful in our analysis. It is based off of Lemma 1 in Kaufmann et al. [21] who prove an identical result for the sequential setting. Its proof, which also uses very similar techniques to Kaufmann et al. [21], is given at the end in Appendix B.4.
Lemma 12. Let \( A \) be an algorithm and let \( \nu, \nu' \) be two bandit models from \( \mathcal{P} \) with \( n \) arms s.t. \( \forall i \in [n], \nu_i, \nu'_i \) are absolutely continuous w.r.t. each other. Then, for all \( t \in [T] \), we have,

\[
\sum_{i \in [n]} \mathbb{E}_\nu [\tilde{N}_{i,t}] D_{KL}(\nu_i, \nu'_i) \geq \sup_{\mathcal{E} \in \mathcal{F}_i} d(\mathbb{P}_\nu(\mathcal{E}), \mathbb{P}_{\nu'}(\mathcal{E})).
\]

where \( d(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y)) \) and we define \( d(0, 0) = d(1, 1) = 0 \).

In the next lemma, we will require the following fact:

Fact 13. Let \( x, y \in [0, 1] \) and \( d(x, y) = x \log(x/y) + (1 - x) \log((1 - x)/(1 - y)) \). We have that

\[
d\left( \frac{2}{3}, x \right) = \frac{2}{3} \log\left( \frac{2}{3x} \right) + \frac{1}{3} \log\left( \frac{1}{3(1-x)} \right) \geq \frac{1}{3} \log\left( \frac{1}{2x} \right) + \frac{1}{3} \log\left( \frac{4}{3} \right) \geq \frac{1}{3} \log\left( \frac{32}{27} \right) > 0
\]

where we used the fact that \( x(1-x) \leq 0.25 \). \( \square \)

The following lemma will be useful in establishing Theorem 5, and the high probability result in Theorem 3. It uses the above change of measure lemma to argue that the probability of pulling an arm a large number of times will be large.

Lemma 14. Let \( \mathcal{P} \) be the set of \( n \)-armed bandits with normally distributed rewards, whose mean is in \([0, 1]\) and variance is \( \sigma^2 \). Let \( A \) be a \((\epsilon, \delta)\)-PAC algorithm on \( \mathcal{P} \), with \( \delta \leq \frac{1}{6} \). Define \( c = \frac{2}{3} \log\left( \frac{1}{25} \right) \) and \( \Delta_i(\nu) = \frac{\Delta_i(\nu)+\epsilon}{\sigma} \). Let \( \nu \in \mathcal{P} \), such that \( \mu_{[1]} \leq 1 - \epsilon \) and \( \Delta_i \geq \epsilon \). For any \( i \in \{1, \ldots, n\} \setminus \{[1]\} \),

\[
\mathbb{P}_{A,\nu} (\tilde{N}_{i,T} \geq c\hat{\Delta}_i(\nu)^{-2}) \geq \frac{1}{6}.
\]

Proof. Define \( \alpha = \frac{2}{3} \). Assume, by way of contradiction that

\[
\mathbb{P}_{A,\nu} (\tilde{N}_{i,T} < c\hat{\Delta}_i(\nu)^{-2}) \geq \frac{5}{6}.
\]

Because \( A \) is \((\epsilon, \delta)\)-PAC, we also have that

\[
\mathbb{P}_{A,\nu} (\hat{I} = [1]) \geq 1 - \delta.
\]

Since \( \delta \leq \frac{1}{6} \), the above two conclusions imply that:

\[
\mathbb{P}_{A,\nu} (\hat{I} = [1] \cap \tilde{N}_{i,T} < c\hat{\Delta}_i(\nu)^{-2}) \geq \alpha \tag{6}
\]

Let \( \nu' \) be an alternate model with

\[
\nu'_j = \begin{cases} 
\nu_j & \text{if } j \neq i \\
\mathcal{N}(\mu_{[1]} + \epsilon, \sigma^2) & \text{if } j = i.
\end{cases}
\]

Again, since \( A \) is \((\epsilon, \delta)\)-PAC,

\[
\mathbb{P}_{A,\nu'} (\hat{I} = [1]) < \delta \implies \mathbb{P}_{A,\nu'} (\hat{I} = [1] \cap \tilde{N}_{i,T} < c\hat{\Delta}_i(\nu)^{-2}) < \delta \tag{7}
\]

No, we will consider the following alternative algorithm \( \tilde{A} \) that operates exactly as \( A \), but ensures that \( \tilde{N}_i \leq c\Delta_i(\nu)^{-2} \). If a decision cannot be arrived with this many pulls, it stops and outputs
We can apply this to any suboptimal $i$ where we use the definition of the KL-divergence of two normal distributions in the first step and the following fact that $\nu = \frac{\nu - \Delta}{2}$. Applying Lemma 20, we have

$$\mathbb{P}_{A,\nu}(\hat{I} = [1]) \geq \alpha, \quad \mathbb{P}_{A,\nu}(\hat{I} = [1]) < \delta$$

Applying Lemma 12, we have that $\mathbb{E}_{A,\nu}[\tilde{N}_{i,T}] D_{KL}(\mathcal{N}(\mu_{1}\epsilon, \sigma^2), \mathcal{N}(\mu_{1} + \epsilon, \sigma^2)) \geq d \left( \mathbb{P}_{A,\nu}(\hat{I} = [1]), \mathbb{P}_{A,\nu'}(\hat{I} = [1]) \right) \geq d \left( \frac{2}{3}, \delta \right) \geq \frac{1}{3} \log \left( \frac{1}{2\delta} \right) = \frac{c}{2}$.

Moving the KL-divergence term to the RHS, we have

$$\mathbb{E}_{A,\nu}[\tilde{N}_{i,T}] \geq \frac{c}{2D_{KL}(\mathcal{N}(\mu_{1}\epsilon, \sigma^2), \mathcal{N}(\mu_{1} + \epsilon, \sigma^2))} \geq c\Delta_{i}(\nu)^{-2}$$

resulting in a contradiction as $\mathbb{E}_{A,\nu}[\tilde{N}_{i,T}] < c\Delta_{i}(\nu)^{-2}$ by design. \qed

Remark 3. The high probability lower bound also applies to arm $[1]$, if it is the only $\epsilon$-optimal arm in $\nu$. The proof is almost identical, but the alternate model pushes down $\mu_{1} + \epsilon$ instead, making it no longer $\epsilon$-optimal. This requires the additional assumption that $\mu_{2} \geq \epsilon$.

B.1 Proof of Theorem 3

Proof. Expectation lower bound: Here, we will prove the lower bound in Theorem 3 on the expected number of pulls of an algorithm. Let $\nu \in \mathcal{P}$, such that $\mu_{1} \leq 1 - \epsilon$ and $\mu_{1} - \epsilon \geq \mu_{2} \geq \epsilon$. Furthermore, let $\nu_{i}$ be a $\sigma^2$-variance normal distribution. Fix $i \in [n]$ such that $i \neq [1]$ (arm $i$ is not $\epsilon$-optimal). Let $\nu_{k,\alpha}$ denote the distribution $\nu_{k}$ shifted up by $\alpha$. Define the alternative model $\nu'$, where $\nu'_{j} = \nu'_{j}$ for all $j \neq i$ and $\nu'_{i} = \nu'_{1} + \Delta_{1} - \epsilon$. Observe that in $\nu'$, the only $\epsilon$-optimal arm is arm $i$. Let $A$ be an $(\epsilon, \delta)$-PAC algorithm. Then,

$$\mathbb{P}_{A,\nu}(\hat{I} = i) \leq \delta$$

$$\mathbb{P}_{A,\nu'}(\hat{I} = i) \geq 1 - \delta$$

Applying Lemma 12, we have that

$$\mathbb{E}_{A,\nu}[\tilde{N}_{i,T}] \geq \frac{d(\delta, 1 - \delta)}{D_{KL}(\nu_{i}, \nu'_{i})} = \frac{2\sigma^2 d(\delta, 1 - \delta)}{(\Delta_{i}(\nu) + \epsilon)^2} \geq \frac{2\sigma^2}{(\Delta_{i}(\nu) + \epsilon)^2} \log \left( \frac{1}{2\delta} \right)$$

where we use the definition of the KL-divergence of two normal distributions in the first step and the fact that $d(\delta, 1 - \delta) \geq \log \left( \frac{1}{2\delta} \right)$ in the last step.

We can apply this to any suboptimal $i$, and perform an identical argument for the optimal arm $[1]$ by shifting down $\nu_{1} + \epsilon$ ($\nu'_{1} = \nu_{1} + \Delta_{1} - \epsilon$). We sum over the individual arm’s pulls to get:

$$\mathbb{E}_{A,\nu}[\tilde{N}_{T}] = \sum_{i \in [n]} \mathbb{E}_{A,\nu}[\tilde{N}_{i,T}] \geq \sum_{i \in [n]} \frac{2\sigma^2}{(\Delta_{i}(\nu) + \epsilon)^2} \log \left( \frac{1}{2\delta} \right)$$

$$= 2\sigma^2 \log \left( \frac{1}{2\delta} \right) H(\nu)$$
Now, let $\nu \in \mathcal{P}_{\gamma}$, for any non-empty $\mathcal{P}_{\gamma}$, such that $\Delta_i = \epsilon^2$, $\mu_{[1]} \leq 1 - \epsilon$, and $\mu_{[1]} - \epsilon \geq \mu_{[2]} \geq \epsilon$. Since $H(\nu)$ is a decreasing function of each of the arm gaps, $\nu = \arg\max_{\nu \in \mathcal{P}_{\gamma}} H(\nu)$. Applying inequality 8, we have that:

$$
\mathbb{E}_{A,\nu} [\tilde{N}_T] \geq \sum_{i \in [n]} \frac{2\sigma^2}{\Delta_i(\nu) + \epsilon^2} \log \left( \frac{1}{2.4\delta} \right) \\
= \frac{\epsilon^2}{2} \log \left( \frac{1}{2.4\delta} \right) \sum_{i \in [n]} \epsilon^{2\gamma_i} 
$$

In the last step, we used the fact that $\epsilon \leq \epsilon^2$.

**Probability lower bound:** By Lemma 14 and because we assume $n = 2$ in this part, we use the fact that $H(\nu) = 2 \frac{1}{(\Delta_1 + \epsilon)^2}$ to show that

$$
P_{A,\nu} \left( \tilde{N}_T > \frac{2\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \frac{1}{(\Delta_1 + \epsilon)^2} \right) \geq P_{A,\nu} \left( \tilde{N}_{[2],T} > \frac{2\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \frac{1}{(\Delta_1 + \epsilon)^2} \right) \\
= \frac{1}{6}
$$

As in the previous part, for nonempty partition $P_{\gamma}$, we can find $\nu$ with $\Delta_1 = \Delta_2 = \epsilon^2$, which maximizes $H(\nu)$ over $P_{\gamma}$. Plugging this into the above inequality yields

$$
P_{A,\nu} \left( \tilde{N}_T > \frac{\sigma^2}{6} \log \left( \frac{1}{2\delta} \right) \epsilon^{-2\gamma_1} \right) \geq \frac{1}{6}
$$

Since $\epsilon^2 \geq \epsilon$, this also means that

$$
P_{A,\nu} \left( \tilde{N}_T > \frac{\sigma^2}{6} \log \left( \frac{1}{2\delta} \right) \epsilon^{-2\gamma_1} \right) \geq \frac{1}{6}
$$

\[ \square \]

**B.2 Proof of Theorem 5**

We will now prove the high probability lower bound over the restricted class of algorithms $\tilde{A}$ in Theorem 5. We will first require the following lemma, which is used to bound the best possible way to schedule batches of parallel arm pulls. First, define the following set $Q$. Here, $N_Q, R_Q \geq 1$ are quantities that we will define shortly.

$Q = \left\{ Q = \left\{ Q^{(1)}, Q^{(2)}, \ldots, Q^{(T)} \right\} \in R_+^T : Q^{(i)} \leq Q^{(j)} \text{ for } i \leq j, Q^{(1)} \geq R_Q, \sum_{s \in [T]} Q^{(s)} \geq N_Q \right\}.$

As we will see shortly, for appropriately chosen $N_Q, R_Q$, an $(\epsilon, \delta)$-PAC algorithm in $\tilde{A}$ will be a subset of the algorithms that choose some $Q \in Q$ and then set $\{Q(i)\}_{t=1}^T$ to be some permutation of $Q$. Next, For $Q \in Q$, let $2^Q$ be all the subsets of $Q$, (therefore $|2^Q| = 2^T$). Now, define the following function $\phi : 2^Q \rightarrow R_+$ s.t.

$\phi(Q) = R_Q,$

$\phi(Q) = \sum_{q \in Q} q.$

The following technical result about $Q$ will be useful going forward. Its proof is given in Appendix B.2.1.
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Lemma 15. Assume $R_Q \geq 1$ and $\left( \frac{N_Q}{R_Q} \right)^{1/T} > 4$. We have,

$$\inf_{Q \in \mathcal{Q}} \sup_{x \in \{R_Q, N_Q\}} \min_{Q \in 2^\mathcal{Q}, \phi(Q) > x} \frac{\phi(Q)}{x} \geq \frac{1}{8} \left( \frac{N_Q}{R_Q} \right)^{1/T}$$

We will now prove Theorem 5.

Proof. By Lemma 20, we have that w.p. at least 1/6,

$$\tilde{N}_{i,T} > \frac{\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \frac{1}{(\Delta_i + \epsilon)^2}$$

Define $N_0 = \frac{1}{12} \log \left( \frac{1}{25} \right) \frac{1}{\epsilon^2}$. Since the pull lower bound has to be true for all $\nu \in \mathcal{P}$, there exists $\nu \in \mathcal{P}$ such that $\tilde{N}_{i,T} > N_0$ (by setting $\Delta_i = \epsilon$). We must show that such a $\nu$ exists. Consider $\nu = (\mathcal{N}(\mu_1, \sigma^2), \mathcal{N}(\mu_1 - \epsilon, \sigma^2))$ where $\nu \in \mathcal{P}$. In this problem, $[1] = 1$, and arm 1 is the only $\epsilon$-optimal arm.

Define $\tilde{Q}_{i,t} = \sum_{s=1}^t Q_{i,s}$. Since $A$ cannot pull arm $i$ more than $\tilde{Q}_{i,T}$ times, it is necessarily the case that $\tilde{Q}_{i,T} > N_0$ in order to satisfy the lower bound's condition that the algorithm will pull at least $N_0$ times on the above problem $\nu$ with probability at least $\frac{1}{6}$. Now define

$$P_{i,\nu} = \frac{\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \frac{1}{(\Delta_i + \epsilon)^2}$$

Recall from Lemma 14, that with probability at least $\frac{1}{6}$, $A$ must pull arm $i$ more than $P_{i,\nu}$ times. Define

$$P_{\min,i,\nu} = \min_{\nu \in 2^{\{Q_{i,t}\}_{t=1}^T}, \phi(Q) > P_{i,\nu}} \phi(Q).$$

This is the most efficient way to pull arm $i$ over $P_{i,\nu}$ times, given the predetermined sequence $\{Q_{i,t}\}_{t=1}^T$. Now, observe that we can find a distribution $\nu \in \mathcal{P}$ that has $\Delta_i \in [\epsilon, 1]$ such that

$$P_{i,\nu} = \frac{\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \frac{1}{(\Delta_i + \epsilon)^2} \leq \frac{\sigma^2}{3} \log \left( \frac{1}{2\delta} \right) \left[ \frac{1}{(1 + \epsilon)^2} \left( \frac{1}{4\epsilon^2} \right) \right]$$

We will now apply Lemma 15 to this interval, letting $R_Q = \frac{\sigma^2}{3(1 + \epsilon)^2} \log \left( \frac{1}{2\delta} \right)$ and $N_Q = \frac{\sigma^2}{3(1 + \epsilon)^2} \log \left( \frac{1}{2\delta} \right) \left( \frac{1 + \epsilon}{2 \epsilon} \right)^2$. The precondition for Lemma 15 is satisfied, because $\epsilon \leq 2^{-(T+1)}$ by assumption. The result states that no matter how the $Q_{i,t}$ values are selected, we will be able to find $\nu \in \mathcal{P}$ such that

$$\frac{P_{\min,i,\nu}}{P_{i,\nu}} \geq \frac{1}{8} \left( \frac{1 + \epsilon}{2 \epsilon} \right)^{\frac{T}{2}}$$

for any $i$. The last step uses the fact that $T \geq 1$. Since $P_{i,\nu} = \frac{\sigma^2}{6} \log \left( \frac{1}{2\delta} \right) \mathcal{H}(\nu)$, there will always exist $\nu \in \mathcal{P}$ such that

$$\frac{P_{\min,i,\nu}}{\mathcal{H}(\nu)} \geq \frac{\sigma^2}{192} \log \left( \frac{1}{2\delta} \right) \epsilon^{-\frac{T}{2}}$$

Since $\tilde{N}_{i,T} > P_{i,\nu}$ with probability at least $1/6$, and since in these cases, the only way to pull arm $i$ at least $P_{i,\nu}$ times is to pull at least $P_{\min,i,\nu}$ times,

$$\tilde{N}_{T,\nu} \geq \frac{\sigma^2}{192} \log \left( \frac{1}{2\delta} \right) \epsilon^{-\frac{T}{2}}$$

with probability at least $\frac{1}{6}$. □
B.2.1 Proof of Lemma 15

Let $Q \in Q$ be given. We need to show that $\exists x \in [R_Q, N_Q]$ s.t.
\[
\min_{Q \in 2^Q, \phi(Q) \geq x} \frac{\phi(Q)}{x} \geq 1 \left( \frac{N_Q}{R_Q} \right)^{1/T} \tag{9}
\]
We will show this via contradiction. Assume that Inequality 9 is not true. That is,
\[
\min_{Q \in 2^Q, \phi(Q) \geq x} \frac{\phi(Q)}{x} < 1 \left( \frac{N_Q}{R_Q} \right)^{1/T} \tag{10}
\]
Denote $\beta = \frac{1}{4} \left( \frac{N_Q}{R_Q} \right)^{1/T}$, which is greater than 1 by our assumption.

**Part 1:** We will first show that $Q^{(t)} < \beta \sum_{s=1}^{t-1} Q^{(s)}$. Assume instead that $Q^{(t)} \geq \beta \sum_{s=1}^{t-1} Q^{(s)}$.
Then, by choosing $x = \sum_{s=1}^{t-1} Q^{(s)} + 1$, we have that
\[
\min_{Q \in 2^Q, \phi(Q) \geq x} \frac{\phi(Q)}{x} \geq \frac{Q^{(t)}}{\sum_{s=1}^{t-1} Q^{(s)} + 1}
\]
\[
\geq \frac{\beta(\sum_{s=1}^{t-1} Q^{(s)} + 1)}{\sum_{s=1}^{t-1} Q^{(s)} + 1} - \frac{\beta}{\sum_{s=1}^{t-1} Q^{(s)} + 1}
\]
\[
\geq \beta - \frac{\beta}{\sum_{s=1}^{t-1} Q^{(s)} + 1}
\]
\[
\geq \frac{1}{2} \beta
\]
\[
\geq \frac{1}{8} \left( \frac{N_Q}{R_Q} \right)^{1/T}
\]
The first step uses the fact that the value for $\phi(Q)$, must exceed $\sum_{s=1}^{t-1} Q^{(s)} + 1$, and this cannot be done by picking a subset with sum less than $Q^{(t)}$. The second step plugs in the assumption that $Q^{(t)} \geq \beta \sum_{s=1}^{t-1} Q^{(s)}$. This contradicts our first assumption in Inequality 10, so the assumption made in this part must be incorrect. Therefore, $Q^{(t)} < \beta \sum_{s=1}^{t-1} Q^{(s)}$.

Observe that for $t = 1$, this part translates to $Q^{(1)} < R_Q \beta$.

**Part 2:** We now claim that:
\[
Q^{(1)} < R_Q \beta \leq R_Q (\beta + 1)
\]
\[
Q^{(2)} < R_Q \beta^2 \leq R_Q (\beta + 1)^2
\]
\[
Q^{(s)} < R_Q \beta^2 (\beta + 1)^{s-2} \leq R_Q (\beta + 1)^s, \forall s \geq 3
\]
This can be shown by a simple inductive argument and the observation that $Q^{(s+1)} < Q^{(s-1)} + \beta Q^{(s)}$.

Suppose the claim holds for some $s \geq 3$. Then
\[
Q^{(s+1)} < Q^{(s-1)} + \beta Q^{(s)}
\]
\[
< R_Q (\beta^2 + \beta^2) (\beta + 1)^{s-2}
\]
\[
= R_Q \beta^2 (\beta + 1)^{s-1}
\]
proving the claim.

**Part 3:** We have that
\[
N_Q \leq \sum_{t=1}^{T} Q^{(t)} < R_Q \sum_{t=1}^{T} (\beta + 1)^t < 2R_Q (\beta + 1)^T, < 2^{T+1} R_Q \beta^T
\]
\[
= 2^{T+1} R_Q \left( \frac{1}{4} \left( \frac{N_Q}{R_Q} \right)^{1/T} \right)^T = \frac{1}{2^{T-1}} N_Q < N_Q.
\]
We use the fact that $\beta > 1$ in the third and fourth steps. This results in a contradiction, as by definition, $\sum_{i=1}^{T} Q^{(i)} \geq N_2$.

\section*{B.3 Proof of Theorem 4}

Finally, we will prove Theorem 4. We will require the following lemma from Tsybakov \cite{31}, which can be interpreted as a high probability version of Pinsker’s inequality.

\begin{lemma} \text{(Tsybakov \cite{31}, Lemmas 2.1 and 2.6)} \label{lem:tsybakov}
Let $P, Q$ be probabilities such that $Q$ is absolutely continuous with respect to $P$ and with support $X$. Let $\phi : X \to \{0,1\}$. Then,
\begin{equation*}
P(\phi(X) = 1) + Q(\phi(X) = 1) \geq \frac{1}{2} \exp \left( -D_{KL}(P, Q) \right).
\end{equation*}
\end{lemma}

\begin{proof}[Proof of Theorem 4]
We will consider 4 problems with 2 arms, $\nu(i) = (\nu_1(i), \nu_2(i))$, where $i \in [3]$. $\nu(i)$ is a 2-armed bandit problem with $\nu_j(i) = N(\mu_j(i), \sigma^2)$ and $\mu_2(i) = \frac{1}{2}$ for all $i$. Let
\begin{align*}
\mu_1^{(1)} &= \frac{1}{2} - \epsilon \\
\mu_1^{(2)} &= \frac{1}{2} - \epsilon - \sqrt{\epsilon} \\
\mu_1^{(3)} &= 0
\end{align*}
Since $\epsilon < \frac{1}{10}$, we have that $\mu_2 \geq \mu_1^{(1)} \geq \mu_1^{(2)} \geq \mu_1^{(3)}$. We will assume that $\mu_2^{(3)}$ is known, so the algorithm only needs to pull arm 1 to decide whether $\mu_1 \leq \frac{1}{2} - \epsilon$, $\mu_1 \in (\frac{1}{2} - \epsilon, \frac{1}{2} + \epsilon)$, or $\mu_1 \geq \frac{1}{2} + \epsilon$ to make its decision. We will assume, for simplicity, that the algorithm chooses the number of pulls in the first round deterministically (see Remark 4 for more details). Therefore, it plays a certain number of times on the first round without prior information, and then chooses how many times to pull in the second round based on information obtained in the first round.

\textbf{Part 1:} We will first prove the following claim. For any bandit model $\nu$, with $\mu_1 \leq \mu_2 - \epsilon$, we have that
\begin{equation*}
P_{A,\nu} \left( \tilde{N}_{12} \geq \frac{2\sigma^2}{25\Delta(\nu)^2} \right) \geq \frac{7}{8}
\end{equation*}
where $\Delta(\nu) = \mu_2(\nu) - \mu_1(\nu)$. This is equivalent to showing that:
\begin{equation*}
P_{A,\nu} \left( \tilde{N}_{12} < \frac{2\sigma^2}{25\Delta(\nu)^2} \right) < \frac{1}{8}
\end{equation*}
This part of the proof will be similar to the intuition used in the proof of Lemma 14. Recall that $\delta < \frac{1}{32}$ by our assumptions. Assume by way of contradiction that
\begin{equation*}
P_{A,\nu} \left( \tilde{N}_{12} < \frac{2\sigma^2}{25\Delta(\nu)^2} \right) \geq \frac{3}{32} + \delta
\end{equation*}
Since $A$ is $(\epsilon, \delta)$-PAC,
\begin{equation*}
P_{A,\nu} \left( \hat{I} = 2 \right) \geq 1 - \delta
\end{equation*}
which implies that
\begin{equation*}
P_{A,\nu} \left( \hat{I} = 2 \cap \tilde{N}_{12} < \frac{2\sigma^2}{25\Delta(\nu)^2} \right) \geq \frac{3}{32}
\end{equation*}
Consider an alternative model $\nu'$ where $\mu_1 = \frac{1}{2} + \epsilon$. Then
\begin{equation*}
P_{A,\nu'} \left( \hat{I} = 2 \right) < \delta \implies P_{A,\nu'} \left( \hat{I} = 2 \cap \tilde{N}_{12} < \frac{\sigma^2}{25\Delta(\nu)^2} \right) < \delta
\end{equation*}
Let \( \tilde{A} \) be an alternate algorithm that runs exactly as \( A \), but terminates just before reaching \( \frac{2\sigma^2}{\Delta(\nu)} \) pulls if necessary. Observe that
\[
\mathbb{P}_{\tilde{A},\nu}(\hat{t} = 2) \geq \frac{3}{32}
\]
\[
\mathbb{P}_{\tilde{A},\nu'}(\hat{t} = 2) \leq \delta
\]
By Lemma 12, and using the fact that \( \delta < \frac{1}{32} \), we have
\[
\mathbb{E}_{\tilde{A},\nu} \left[ \tilde{N}_{12} \right] D_{KL}(\nu_1, \nu') \geq d \left( \frac{3}{32}, \delta \right) \geq d \left( \frac{3}{32}, \frac{1}{32} \right) \geq \frac{1}{25}.
\]
Since \( D_{KL}(\nu_1, \nu') = \frac{\Delta(\nu)}{2\sigma^2} \), this implies that
\[
\mathbb{E}_{\tilde{A},\nu} \left[ \tilde{N}_{12} \right] \geq \frac{2\sigma^2}{25\Delta(\nu)}
\]
resulting in a contradiction.

Recall that an algorithm chooses the number of pulls for the second round at the end of the first round. Let \( E \) denote the \( \mathcal{F}_1 \)-measurable event that \( \tilde{N}_{12} > \sigma^2 \frac{25\epsilon^2}{16} \), which is equivalent to the event that \( N_{12} > \sigma^2 \frac{25\epsilon^2}{16} - N_{11} \).

**Part 2:** We will prove the following for problem \( \nu^{(2)} \). If \( N_{11} \leq \frac{2\sigma^2 \log(2)}{(\mu_1^{(1)} - \mu_2^{(1)})^2} = \frac{2\sigma^2 \log(2)}{\epsilon} \), then
\[
\mathbb{P}_{A,\nu^{(2)}}(E) \geq \frac{1}{8}.
\]
Assume that \( N_{11} \leq \frac{2\sigma^2 \log(2)}{(\mu_1^{(1)} - \mu_2^{(1)})^2} = \frac{2\sigma^2 \log(2)}{\epsilon} \). Recall that \( E \) is \( \mathcal{F}_1 \)-measurable. Then applying Lemma 16 with \( \phi(\cdot) = \mathbb{1}_E(\cdot) \), we have,
\[
\mathbb{P}_{A,\nu^{(1)}}(E^c) + \mathbb{P}_{A,\nu^{(2)}}(E) \geq \frac{1}{2} \exp \left( D_{KL}(\mathbb{P}_{A,\nu^{(1)}}, \mathbb{P}_{A,\nu^{(2)}}) \right)
\]
\[
\geq \frac{1}{2} \exp \left( -\log(2) \right)
\]
\[
\geq \frac{1}{4}
\]
where we use the lower bound on \( N_{11} \) in the second inequality. By part 1, \( \mathbb{P}_{A,\nu^{(1)}}(E^c) \leq \frac{1}{8} \). So,
\[
\mathbb{P}_{A,\nu^{(2)}}(E) \geq \frac{1}{8}
\]

**Part 3:** Suppose the algorithm had chosen \( N_{11} \geq \frac{\sigma^2 \log(2)}{\epsilon} \). Then, on problem \( \nu^{(3)} \), \( H(\nu^{(3)}) = 2 \frac{1}{(1/2 + \epsilon)^2} \leq 2 \frac{1}{4} = 8 \). So,
\[
\tilde{N}_{12} \geq \frac{\sigma^2 \log(2)}{8\epsilon}
\]
\[
= \frac{\sigma^2 \log(2)}{4\epsilon}.
\]
Suppose the policy had chosen \( N_{11} < \frac{\sigma^2 \log(2)}{\epsilon} \). Recall that on problem \( \nu^{(2)} \), \( H(\nu^{(2)}) = 2 \frac{1}{(2\epsilon + \sqrt{\epsilon})^2} \leq \frac{2}{\epsilon} \). From part 2, with probability at least \( 1/8 \),
\[
\tilde{N}_{12} \geq \frac{\sigma^2}{50\epsilon^2} \times \frac{\epsilon}{2}
\]

**Remark 4.** Our proof above assumes that the number of pulls in the first round is chosen deterministically. If it were randomized based on some (external) source of randomness \( U \), then the statement of the theorem holds for every possible realization of \( U \). The second statement in Corollary 6 holds, simply by taking an expectation over \( U \).
B.4 Proof of the change of measure lemma

In this subsection, we prove Lemma 12. The proof uses essentially the same intuition as the proof of Lemma 1 in Kaufmann et al. [21], but due to the changes in the set up, we need to verify some intermediate results. The following lemma is an adaptation of a claim in Lemma 18 of Kaufmann et al. [21].

**Lemma 17.** Fix an algorithm $A$ and consider any $t \in [T]$. Consider any function $g : \mathcal{S}_t \to \mathbb{R}$ that is measurable w.r.t. $\mathcal{F}_t$, where $\mathcal{S}_t$ is the space of all observations in $t$ rounds. Then,

$$
\mathbb{E}_{\nu'} [g(O_{1:t})] = \mathbb{E}_{\nu} [g(O_{1:t}) \exp \left( -L(A_{1:t}, O_{1:t}) \right)]
$$

**Proof.** Write $\mathcal{S}_t = \mathcal{G}'$, where $\mathcal{G} = \bigcup_{t \in [n]} \bigcup_{j=0}^{\infty} \mathbb{R}^j$ is the space of possible observations for a single round. Let $\mathcal{A}_1 = \mathbb{N}^n$ be the space of possible actions. We will prove the claim via induction. Define $Y_{a,t} = \bigcup_{i=1}^{n} \left\{ X_{i,t}, j \right\}_{j=1}^{N_{i,t}}$ to be the set of samples revealed at round $t$ if action $a$ was executed, where $N_{i,t}$ is the number of pulls for arm $i$ by action $a$.

Let $O_1 \in \mathcal{S}_1$.

\[
\begin{align*}
\mathbb{E}_{\nu'} [g(O_1)] &= \mathbb{E}_{\nu'} \left[ \sum_{a \in \mathcal{A}_1} \mathbb{1}(A_1 = a)g(Y_{a,1}) \right] \\
&= \sum_{a \in \mathcal{A}_1} \mathbb{E}_{\nu'} \left[ \mathbb{1}(A_1 = a)g(Y_{a,1}) \right] \\
&= \sum_{a \in \mathcal{A}_1} \mathbb{E}_{\nu'} \left[ \mathbb{1}(A_1 = a) \mathbb{E}_{\nu'} [g(Y_{a,1}) | \mathcal{F}_0] \right] \\
&= \sum_{a \in \mathcal{A}_1} \mathbb{P}_{\nu'} (A_1 = a) \mathbb{E}_{\nu'} [g(Y_{a,1})] \\
&= \mathbb{E}_{\nu'} \left[ \sum_{a \in \mathcal{A}_1} \mathbb{1}(A_1 = a)g(Y_{a,1}) \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \frac{f'_i(X_{i,1,j})}{f_i(X_{i,1,j})} \right] \\
&= \mathbb{E}_{\nu} \left[ g(O_1) \sum_{a \in \mathcal{A}_1} \mathbb{1}(A_1 = a) \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \frac{f'_i(X_{i,1,j})}{f_i(X_{i,1,j})} \right] \\
&= \mathbb{E}_{\nu} \left[ g(O_1) \exp \left( \log \left( \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \frac{f'_i(X_{i,1,j})}{f_i(X_{i,1,j})} \right) \right) \right] \\
&= \mathbb{E}_{\nu} \left[ g(O_1) \exp \left( \sum_{a \in \mathcal{A}_1} \mathbb{1}(A_1 = a) \log \left( \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \frac{f'_i(X_{i,1,j})}{f_i(X_{i,1,j})} \right) \right) \right] \\
&= \mathbb{E}_{\nu} \left[ g(O_1) \exp \left( -L_1 \right) \right]
\end{align*}
\]

Now, assume that the statement holds for some $t \in [T - 1]$. Let us prove that it holds for $t + 1$.

\[
\begin{align*}
\mathbb{E}_{\nu'} [g(O_{1:t+1})] &= \mathbb{E}_{\nu'} \left[ \mathbb{E}_{\nu'} [g(O_{1:t+1}) | \mathcal{F}_t] \right] \\
&= \mathbb{E}_{\nu} \left[ \mathbb{E}_{\nu'} [g(O_{1:t+1}) | \mathcal{F}_t] \exp \left( -L_t \right) \right] \\
&= \mathbb{E}_{\nu} \left[ \sum_{a \in \mathcal{A}_1} \mathbb{1}(A_{t+1} = a) \mathbb{E}_{\nu'} [g(O_{1:t} \cup Y_{a,t+1}) | \mathcal{F}_t] \exp \left( -L_t \right) \right]
\end{align*}
\]
We are now ready to prove Lemma 12.

This result follows by setting

**Proof.**

We will first show that

**Lemma 18.** Let \( A \) be any algorithm and let \( t \in [T] \). For all events \( \mathcal{E} \in \mathcal{F}_t \),

\[
\mathbb{P}_{\nu'}(\mathcal{E}) = \mathbb{E}_{\nu'} [ \mathbb{1}_E \exp(-L_t)] .
\]

**Proof.** This result follows by setting \( g = \mathbb{1}_E \in \mathbb{L} \) in Lemma 17.

**Lemma 19.** Let \( A \) be any algorithm. Then,

\[
\mathbb{E}_{\nu} [L_t] = \sum_{i \in [n]} \mathbb{E}_{\nu} \left[ \tilde{N}_{i,t} D_{KL}(\nu_i, \nu'_i) \right].
\]

**Proof.**

\[
\mathbb{E}_{\nu} [L_t] = \mathbb{E}_{\nu} [L(A_{1:t}, O_{1:t})] \\
= \sum_{i \in [n]} \sum_{s=1}^{t} \mathbb{E}_{\nu} \left[ \sum_{i=1}^{N_{i,s}} \log \left( \frac{f_i(X_{i,s,t})}{f'_i(X_{i,s,t})} \right) \right] \\
= \sum_{i \in [n]} \sum_{s=1}^{t} \mathbb{E} \left[ \mathbb{E}_{\nu} \left[ \sum_{i=1}^{N_{i,s}} \log \left( \frac{f_i(X_{i,s,t})}{f'_i(X_{i,s,t})} \right) \right] | \mathcal{F}_{s-1} \right] \\
= \sum_{i \in [n]} \mathbb{E} \left[ N_{i,s} D_{KL}(\nu_i, \nu'_i) \right] \\
= \sum_{i \in [n]} D_{KL}(\nu_i, \nu'_i) \mathbb{E} \left[ \tilde{N}_{i,t} \right]
\]

This lemma characterizes the variation between expected number of pulls of any algorithm \( A \) between any two bandit models \( \nu \) and \( \nu' \).

**Lemma 20.** Let \( A \) be any algorithm and let \( \nu, \nu' \) be two bandit models from \( \mathcal{P} \) with \( n \) arms such that for all \( i \in [n] \), \( \nu_i \) and \( \nu'_i \) are absolutely continuous w.r.t. each other. Then, for every event \( \mathcal{E} \in \mathcal{F}_t \),

\[
\mathbb{E}_{A,\nu} [L_t] \geq d \left( \mathbb{P}_{\nu}(\mathcal{E}), \mathbb{P}_{\nu'}(\mathcal{E}) \right).
\]

**Proof.** This proof is identical the proof of Lemma 19 of Kaufmann et al. [21], except it uses \( \mathcal{F}_t \) and Lemma 18.

We are now ready to prove Lemma 12.

**Proof of Lemma 12:** We will first show that \( \mathbb{E}_{A,\nu} [L_t] = \sum_{i \in [n]} \mathbb{E}_{\nu_i} \left[ \tilde{N}_{i,t} D_{KL}(\nu_i, \nu'_i) \right] \)

\[
\mathbb{E}_{A,\nu} [L_t] = \sum_{i=1}^{n} \sum_{s=1}^{t} \mathbb{E}_{\nu_i} \left[ \sum_{k=1}^{N_{i,s}} \log \left( \frac{f_i(X_{i,s,k})}{f'_i(X_{i,s,k})} \right) \right] \\
= \sum_{i=1}^{n} \sum_{s=1}^{t} \mathbb{E}_{\nu_i} \left[ \sum_{k=1}^{N_{i,s}} \log \left( \frac{f_i(X_{i,s,k})}{f'_i(X_{i,s,k})} \right) | \mathcal{F}_{s-1} \right]
\]
\[
\begin{align*}
&= \sum_{i=1}^{n} \sum_{s=1}^{t} \mathbb{E}_{\nu}[N_{i,s}] \mathbb{E}_{\nu}[\log \left( \frac{f_i(X_{i,s,k})}{f_i(X_{i,s,k})} \right) | \mathcal{F}_{s-1}]
\end{align*}
\]

\[
= \sum_{i=1}^{n} \sum_{s=1}^{t} \mathbb{E}_{\nu}[N_{i,s}D_{KL}(\nu_i, \nu_i')]
\]

\[
= \sum_{i=1}^{n} \mathbb{E}_{\nu} \left[ \sum_{s=1}^{t} N_{i,s} \right] D_{KL}(\nu_i, \nu_i')
\]

\[
= \sum_{i=1}^{n} \mathbb{E}_{\nu} \left[ \tilde{N}_{i,s} \right] D_{KL}(\nu_i, \nu_i')
\]

Applying Lemma 20 finishes the proof.

\[\square\]

C Baseline implementation details

We use the following hyperparameters when implementing the baseline algorithms used for comparison.

C.1 Top-k δ-Elimination with Limited Rounds:

In order to implement this algorithm from Jin et al. [15], we use the following hyperparameters, which provide \((\epsilon, \delta)\)-PAC guarantees. We set \(Q = \frac{52}{\epsilon^2}, k = 1, R = T, \) and \(S = [n]\).

C.2 Aggressive Elimination

This algorithm from Agarwal et al. [1] assumes that \(\Delta_1\) is known. Because it is not known to other algorithms, we instead set \(\Delta_1 = \epsilon\) when running this algorithm. We set the initial set of candidates \(S = [n]\), number of arms to output \(k = 1\), and initial time \(r = T\).

C.3 \(T = \infty\) (Sequential)

Because the confidence intervals scale with \(T\), they can become too aggressively large and conservative with \(T\) is large. To implement this baseline, we instead use the confidence intervals from Batch Racing [16], as these still provide \((\epsilon, \delta)\)-PAC guarantees without suffering this problem. Arms are pulled one at a time, and the same elimination condition is used as in EBR.

C.4 \(T = 1\) (Passive)

This algorithm simply runs EBR with \(T = 1\).