Learnable Spectral Wavelets on Dynamic Graphs to Capture Global Interactions
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Abstract

Learning on evolving(dynamic) graphs has caught the attention of researchers as static methods exhibit limited performance in this setting. The existing methods for dynamic graphs learn spatial features by local neighborhood aggregation, which essentially only captures the low pass signals and local interactions. In this work, we go beyond current approaches to incorporate global features for effectively learning representations of a dynamically evolving graph. We propose to do so by capturing the spectrum of the dynamic graph. Since static methods to learn the graph spectrum would not consider the history of the evolution of the spectrum as the graph evolves with time, we propose a novel approach to learn the graph wavelets to capture this evolving spectra. Further, we propose a framework that integrates the dynamically captured spectra in the form of these learnable wavelets into spatial features for incorporating local and global interactions. Experiments on eight standard datasets show that our method significantly outperforms related methods on various tasks for dynamic graphs.

Introduction

Recently there has been tremendous progress in the domain of Graph Representation Learning (Khosraftar and An 2022). The aim here is to develop novel methods to learn the features of graphs in a vector space. Such approaches have successful applications in the domain of image recognition (Han et al. 2022), computational chemistry (Ying et al. 2021), drug discovery (Stärrk et al. 2022) and Natural Language processing (Wu et al. 2021a). Although effective, the underlying graphs are static in nature.

In many real-world scenarios, graphs are dynamic, for example, social networks, citation graphs, bank transactions, etc. For such cases, various approaches have been developed (see survey by Kazemi et al. (2020)). Broadly, these methods aim to learn the evolving nature of graphs through spatial features relying on local neighborhood aggregation (local dependencies) (Pareja et al. 2020; Goyal, Chhetri, and Canedo 2020). For example, researchers (Pareja et al. 2020; Shi et al. 2021) have resorted to using GNNs along with RNNs to capture the dynamic evolving nature of graphs. With initial successes, these methods are inherently limited to capturing local interactions, missing out on other important information. For example, in the case of a dynamic money transaction graph, having a skewed representation of fraud users among genuine users, there would exist links between these fraud and genuine users, thus, giving rise to high-frequency signals. In the case of local neighborhood aggregation (attending to low-frequency signals), the majority node(genuine) pattern will cause the fraudulent pattern to diminish. Thus, capturing global properties becomes necessary. Here, the global information would help identify the fraud pattern eventually assisting in identifying the criminal. Similarly, in the citation graph, the local properties will help to understand the category of paper. In contrast, global properties will help to understand the amount of interdisciplinary research across research domains. Hence, learning the global dependencies is crucial for dynamic graphs which is a relatively unexplored area in its scientific literature.

In this paper we aim to encompass global dependencies in dynamic graphs, beyond local neighborhood aggregation, and view it through the lens of spectral graph theory (Hammond, Vanderheynst, and Gribonval 2019). For the same, we introduce a novel concept of learnable spectral graph wavelets to capture global interactions of dynamic graphs. The concept of learnable wavelet has following motivation: (i) Computing the spectra using full eigen decomposition is computationally expensive and requires $O(N^3)$ time. Moreover, this gets even more computationally costly by a factor of the number of timesteps($T$) considered for dynamic graphs that evolve over every timestep. Spectral graph wavelets can be computed efficiently in $O(N + |E|)$ as we shall see in the following sections. (ii) Wavelets are sparser as compared to the graph Fourier transform adding to the computational benefits (Tremblay and Borgnat 2014). (iii) Wavelets give a sense of localization in the vertex domain of the graphs thus enabling interpretability of the convolutions while also being able to capture the global properties of the graph by changing the scale parameter (c.f., Figure 1). (iv) Focusing on dynamic learnable wavelets helps in capturing global properties in that evolving spectra as the graph changes with time, where static and non-learnable wavelet methods (Xu et al. 2019a) show empirical limitations.

Furthermore, build on the recent success of capturing neighborhood features for evolving graphs, we propose to learn homogeneous representation of spatial and spectral...
Our key contributions are two-fold: 1) a novel approach to learning spectral wavelets on dynamic graphs for capturing global dependencies (with its theoretical foundations), 2) a novel framework named DEFT that combines spectral features obtained using learnable wavelets into spatial features of the evolving graphs. For effective use in downstream tasks, DEFT integrates the spatial and spectral features into homogeneous representations which allows capturing shift invariance (Oppenheim and Schafer 1975) among the node features that could arise from the temporal nature.

**Related Works**

There has been considerable work on static graphs from the spatial and spectral domain perspective. Some works such as (Kipf and Welling 2017; Hamilton, Ying, and Leskovec 2020) have looked at graphs from a spectral perspective. GWNN (Xu et al. 2019a) has proposed to use spectral graph wavelets on static graphs. However, it obtains static wavelets using heat kernel-based filters. Unlike GWNN, we learn spectral graph wavelets for dynamically evolving graphs. We observe in the experiment section that learnable wavelets perform significantly better for dynamic graphs compared to static wavelet methods.

One straight-forward way to use methods developed for static graphs on evolving dynamic graphs is to use RNN modules such as GRU and LSTM in addition to GNN modules to capture the evolving graph dynamism. This idea has been explored in works such as (Seo et al. 2016; Narayan and Roe 2018; Manessi, Rozza, and Manzo 2020). However, these models suffer a performance drop if new nodes are introduced in the graph; the GNNs may not be able to adapt to the evolving graph structure. Thus, EvolveGCN (Pareja et al. 2020) has introduced to use RNNs to learn the parameters of the evolving GNN. The GNN, a GCN (Kipf and Welling 2017) in this case, is thus used ahead of the RNN module that captures the graph dynamism and offers promising results on dynamic graphs. EvolveGCN has limitation that it generalizes to unseen nodes in future timesteps, which is not always the case in real-world scenarios. Xu et al. (2019c) proposed similar approach by learning parameters of a GAT with an RNN that focus on graph topology discrepancies.

Furthermore, autoencoder-based methods have been introduced, such as in (Goyal et al. 2017; Goyal, Chhetri, and Canedo 2020; Xu, Singh, and Karniadakis 2022) that focus on reconstructing the graphs in future timesteps as an objective. Xiang, Huang, and Wang (2022) proposed a meta-learning framework in which the objective is to predict the graph at future timestep. However, these works focus only on learning spatial properties to capture local dependencies and ignores the global dependencies that may emerge due to dynamic nature of the graph.

**Preliminaries**

Consider a graph with vertices and edges as \((V, E)\) and adjacency matrix \(A\). The laplacian \((L = D - A)\) can be decomposed into its orthogonal basis, namely the eigenvectors \((U)\) and eigenvalues \((\Lambda)\) as: \(L = U \Lambda U^*\). Let \(X \in \mathbb{R}^{N \times d}\) be the signal on the nodes of the graph. The Fourier Transform \(\hat{X}\) of \(X\) is then given as: \(\hat{X} = U^* X\).

Spectral graph wavelet transforms (Hammond, Vandergheynst, and Gribonval 2011) are obtained by functions of the laplacian \(L\). Consider a linear self-adjoint operator \(g(L)\) that acts on each component in the spectral space. We define a parameter \(s\) for the scaling in the spectral space. The spectral graph wavelet at any given vertex \(n\) is defined as the impulse\((\delta_n)\) response of the wavelet operator.
at vertex $n$:

$$\psi_{s,n}(m) = \sum_{k=1}^{N} g(s \lambda_k) U_0^k(n) U_k(m)$$

The $n$-th wavelet coefficients at scale $s$ represented as $W_f(s, n)$ can be obtained by taking the inner product of the function $f$ in the vertex domain with these wavelets as

$$W_f(s, n) = \langle \psi_{s,n}, f \rangle = \sum_{k=1}^{N} g(s \lambda_k) \tilde{f}(k) U_k(m) \quad (1)$$

In our work, we propose to learn the wavelet coefficients for dynamic graphs, where the exact form of the scaling function $g(s \lambda_k)$ is parameterized.

**Method**

Figure 2 illustrates the proposed DEFT (Dynamic wavElets For global inTeractions) framework that comprises the following modules: 1) Spectral component: focuses on global features of the graph in the form of learnable spectral graph wavelets. 2) Spatial component: the necessity of this component is to mitigate the unsmooth spectrum phenomenon i.e. the node features gets correlated with eigenvectors corresponding to high frequencies causing information loss (Yang et al. 2022). To resolve this, spatial module focus on the local neighborhood of the graph in addition to that captured by the wavelets. 3) Integration module: Finally, for a homogeneous representation of the global properties captured by the spectral component and the local properties learned by the spatial component, we propose to learn invariant representations and use these in an aggregation module.

**Spectral Module**

We aim to capture global features without requiring the full eigen decomposition of the laplacian. Here, we propose to approximate the wavelet operator using some function. We use the Chebyshev polynomials to be consistent with the literature (Hammond, Vandergheynst, and Gribonval 2011). It is known that for any function $h$ with domain $y \in [-1, 1]$ there exists a convergent Chebyshev series:

$$h(y) = \sum_{k=0}^{\infty} c_k T_k(y)$$

with the Chebyshev polynomials satisfying the recurrence relation $T_k(y) = 2yT_{k-1}(y) - T_{k-2}(y), T_0 = 1, T_1 = y$ and the coefficients $c_k$ are given by:

$$c_k = \frac{2}{\pi} \int_{-1}^{1} \frac{T_k(y)h(y)}{\sqrt{1 - y^2}} dy = \frac{2}{\pi} \int_{0}^{\pi} \cos(k\theta)h(\cos(\theta))d\theta$$

In order to approximate the function $g(s_j x)$ for each scale $j$, we need to bring the domain $x \in [-1, 1]$. Noting that $0 \leq x \leq \lambda_{\text{max}}$ for the laplacian $L$, we perform the transform $y = \frac{x - a}{\lambda_{\text{max}}} a = \frac{\lambda_{\text{max}}}{2}$. We now define $T_k(x) = T_k(y) = T_k(\frac{x-a}{\lambda_{\text{max}}})$ and the approximation for $g$ looks as below

$$g(s_j x) = \sum_{k=0}^{\infty} c_{j,k} T_k(x) \quad (2)$$

with the coefficients given by,

$$c_{j,k} = \frac{2}{\pi} \int_{0}^{\pi} \cos(k\theta)g(s_j(a(\cos(\theta) + 1)))d\theta$$

We truncate the polynomial to $M$ terms, which is the filter order. The coefficients $c_{j,k}$ which are analytical coefficients of the filter function as desired are approximated using functions parameterized by GNNs and MLPs, as we shall see next. $f^e_{s}$ is the parameterized form of it, obtained in spectral module at scale $s$. A GNN is used to perform message passing over the input graph along with the node features $v$ at layer $l$ for neighborhood $N$.

$$v^l_{im} = A_f(v^l_{j} | v_j \in N(v_i)), \quad v^{l+1} = U_f(v^l_{j}, v^l_{im})$$

Here, $A_f, U_f$ are the aggregation and update functions, respectively. The update function could contain a non-linearity such as leaky ReLU for better expressivity of the learned function. Since we intend to learn the filter coefficients $f_e \in R^M$ for the concerned graph $G$, we apply a pooling layer to get an intermediate vector representation ($v_G \in \mathbb{R}^{d_l}$) from the output of the GNN. The pooling layer converts a set of vectors(one for each node of the graph) to a single vector representation. For the final filter coefficients $f_e$, we apply a two-layer MLP with activation($\sigma$) to $v_G$

$$f_e = W_2 \sigma(W_1 v_G) \quad (3)$$

where $W_1 \in \mathbb{R}^{d_l \times d}$, $W_2 \in \mathbb{R}^{d_2 \times M}$ are learnable weights. Since the two-layer MLP is a universal approximator (Hornik 1991) we can be assured of the existence of a function in this space that learns the desired mapping to the filter coefficients. In principle, any message passing GNN can be used to perform the update and aggregation steps. This process can be repeated with multiple GNNs for learning multiple filter functions. As we consider dynamic graphs, we would like to evolve the parameters of the GNN with time (Dynamic Parameter learning Module of Figure 2, common for both spectral and spatial components). Inspired from (Pareja et al. 2020), we use an RNN module for generating the parameters for the GNN in layer $l$ at time $t$:

$$W^l_t = RNN(H^l_t, W^l_{t-1}) \quad (4)$$

where $H^l_t$ and $W^l_t$ are the hidden state and input at layer $l$ and time $t$ of the RNN. In the below pseudo code, we outline our method to evolve the Spectral Module($ESpectral$) for dynamically learning filter coefficients per timestep

1: function $f_{\text{ext}} = ESpectral(A_t, H^l_t, W^l_{t-1})$
2: $W^l_{t+1} = RNN(W^l_{t+1})$
3: $H^l_{t+1} = GNN(A_t, H^l_{t}, W^l_{t+1})$
4: $v_G = Pool(A_t, H^l_{t+1})$
5: $f_{\text{ext}} = W_2 \sigma(W_1 v_G)$

6: end function

After learning GNN parameters, we need to learn filter coefficients for evolving graph. Learning the filter coefficients $f^e_{s}$ at a given timestep, we can obtain the wavelet operator $g(L)$ at scale $s = 1$ using equation 2. For operators at a given scale
s > 0, we could learn different parameterizations of the filter function at every scale. Note that approximating the functions at different scales in this manner would incur a storage cost of $O(JN)$ for the filter coefficients. Along with this the storage and computation complexity would increase $J$ times for dynamically computing the filter coefficients from the GNNs. Thus we propose a “rescaling trick” wherein to obtain the operator at any scale the GNNs. Thus we propose a “rescaling trick” wherein to rescale the storage and computation complexity would increase $J$ times for dynamically computing the filter coefficients from the GNNs. Thus we propose a “rescaling trick” wherein to do appropriate change of variables in equation 2 to get $g(sL)$, keeping the coefficients $c_{j,k}$ fixed. That is for a scale $s$, instead of mapping $\lambda \rightarrow g(\lambda)$ it would be mapped to $\lambda \rightarrow g(s\lambda)$. It helps maintain parameter efficiency (by a factor of $J$) as the GNN weights (and also filter coefficients) are tied across all the scales. Note here the exact filter learned would vary since the maximum frequency is the same. Hence, a bandpass at scale ‘one’ may get converted to a highpass at scale ‘two’. Once we approximate $g(\lambda)$, we use it in learning the wavelet coefficients (output of spectral module) $W_f(s, n)$ as described in equation 1.

**Lemma 1.** Consider $G^t(\lambda)$ to be the filter function at time $t$. Assume the Markov property to hold in the dynamic setting where the desired filter function ($G^{t+1}(\lambda)$) at time $t+1$ depends on the past state at time $t$ ($G^t(\lambda)$). Consider this mapping between the past state and the current states to be captured by an arbitrary functional $f$ such that $G^{t+1}(\lambda) = f(G^t(\lambda_1), G^t(\lambda_2), \ldots, G^t(\lambda_N), \lambda)$ and we assume $f$ to be $L$ Lipschitz continuous. Further, let $C_t = U_t G^t(\lambda) U_t^T \in \mathbb{R}^N \times N$ represents the convolution support of the desired spectral filter and $C^a_t$ be the learnt convolution support at time $t$. Then, we have:

(i) $\|C^a_{t+1} - C_{t+1}\|_F \leq LN^2 \|C^a_t - C_t\|_F + \epsilon_2^a + \epsilon_f$ 

(ii) $\|C^a_{t+1} - C_{t+1}\|_F \leq \|C^a_{t+1} - C^a_t\|_F + 2\sqrt{N} \epsilon_2^a$ 

where $\epsilon_2^a$ and $\epsilon_f$ are the filter polynomial (Chebyshev) and function approximation errors and depends on the order of the polynomial, number of training samples, model size etc.

Above result gives us a relation between the error at times $t$ and $t+1$ and has a factor of $N^2 L$. Thus it requires the filter function to be smooth ($L < \frac{1}{\sqrt{N}}$) for convergence because under the given Markov assumptions, the past errors could accumulate in future timesteps. Hence, GRU/LSTM in the Dynamic Parameter Generation module is used to decouple the approximation of the filter function at a given timestep from the error in previous timesteps.

**Spatial Module**

Yang et al. (2022) concluded that high-frequency components of the signal on the graph get strengthened with a high correlation with each other, and the smooth signals become weak (unsmooth spectrum) i.e., the cosine similarity between the transformed signal and the low eigenvector reduces with the layers. In our setting, we illustrate that the factor by which the signal corresponding to the low-frequency component gets weakened is directly proportional to the magnitude of the frequency response at that frequency.

**Lemma 2.** Let $G(\lambda)$ be the frequency response at frequency $\lambda$. Let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$ be the eigenvalues in descending order and $p_1, p_2, \ldots, p_l$ be the corresponding eigenvectors of the Laplacian of the graph. Define $\lambda_{\max}$ to be the eigenvalue at which $G(\lambda)$ is maximum. Let $C^l$ represent the convolution support $U G(\lambda) U^T$ of the spectral filter at layer $l$. Then the factor by which the cosine similarity between consecutive layers dampens is $\lim_{l \to \infty} \frac{\|\cos(C^{l+1} h, p_l)\|}{\|\cos(C^l h, p_l)\|} = \frac{G(\lambda_{\max})}{G(\lambda_{\max})}$.

If $\lambda_{\max}$ belongs to higher regions of the spectrum and $G(\lambda_{\max})$ is lower, then as the layers increase, the signals will lose the low-frequency information. Since the Spectral Module aims to capture the high-frequency components that may lead to an unsmooth spectrum, we explicitly strengthen the low-frequency components by using local neighborhood aggregation. For this, we inherit the message passing GNNs, the parameters of which are generated using the RNN module inspired from (Pareja et al. 2020). The process to evolve the spatial module ($E_{Spatial}$) is:

1. function $[H_t^{(l+1)}, W_t^{(l)}] = E_{Spatial}(A_t, H_t^{(l)}, W_t^{(l-1)})$
2. $W_t^{(l)} = RNN(W_{t-1}^{(l)})$
3: \( H_t^{(l+1)} = GNN(A_t, H_t^{(l)}, W_t^{(l)}) \)

4: end function

**Integration Module**

**Homogeneous representation Module (HRM):** aims to achieve homogeneous representations from the spatial and spectral properties along with time features, which is essential for its usage in downstream tasks. A straightforward way is by concatenating two representations. However, due to the dynamic nature of the graph that evolves with time, we propose a learnable module that provides a notion of distance between the representations and helps induce position/structural information. Due to graph dynamism, it is important for the features to satisfy the shift invariance property:

**Definition 1 (Shift Invariance (Li et al. 2021)).** Any two vectors \( v_i = f_1(v'_i) \) and \( v_j = f_1(v'_j) \) satisfy the shift invariance property if the inner product \( \langle v_i, v_j \rangle \) is a function of \( v_i - v_j \) i.e. \( \langle v_i, v_j \rangle = f_2(v'_i - v'_j) \).

\( f_1 \) is an arbitrary function and \( f_2 \) is a linear transformation of \( f_1 \). Above property ensures that the relative distance between two nodes is maintained in the inner product space even if their absolute positions change (for example with addition of new nodes in the graph due to time). Inspired from Fourier features (Rahimi and Recht 2007, 2008), for a node \( i \), the spectral \((v_{gi} \in R^{d(i)})\) and spatial \((v_{gi} \in R^{d(i)})\) embeddings are concatenated along with the timestamp \( (t \in R) \) information if available. Then, it is passed to an MLP.

\[ v_{gni} = MLP(v_{gi}[||v_i||t]) \]

In order to obtain Fourier features \((v_{ff})\) from above intermediate representation, we take the element-wise sine, cosine and concatenate the two:

\[ v_{ff} = \sin(v_{gi})||\cos(v_{gi}) \]

**Property 1.** The vector \( v \) obtained by concatenation of the element wise sine and cosine of another vector \( v' \) i.e. \( v = (\sin(v'))||\cos(v') \), satisfies the shift invariance property.

The property 1 can be readily noted by observing that \( \cos(a-b) = \cos(a)\cos(b) + \sin(a)\sin(b) \). Taking the inner product of the above for two features for two nodes \( i, j \) gives

\[ \langle v_{ff_i}, v_{ff_j} \rangle = \sum_{t} \cos(W_{r}(v_{gi} - v_{gj})) = f_{w}(v_{gi} - v_{gj}) \]

Property 1 is beneficial if these representations are used in an attention-based model such as (Vaswani et al. 2017; Velickovic et al. 2018) as we get a notion of closeness (similarity) in the embedding space. The final homogeneous representation for node \( i \) \((v_{hr})\) is obtained as:

\[ v_{hr} = W_{hr2} \sigma(W_{hr1}(\sin(v_{gi})||\cos(v_{gi}))) \]

where \( W_{hr2} \in R^{d \times d}, W_{hr1} \in R^{d \times (d_g + d_i + d_t)} \) are learnable weights and \( \sigma \) is the activation function.

**Aggregation (AM):** Once we achieve homogeneous representations for the features, we can use these in the downstream task by applying a layer of MLP. However, we also perform another level of aggregation to learn effective representations. While, in principle, we could use any of the existing message passing frameworks for this aggregation, we adopt a sparse variant of the attention mechanism inspired by (Vaswani et al. 2017) for computational benefits. Specifically, consider \( X \in R^{N \times d} \) to be the node feature learned from the spatial and spectral modules. Now we define for the \( l \)-th layer, \( W_l^t, W_l^f \in R^{d \times d \times d} \) to be the learnable weight matrices for the query and key of the self-attention respectively. We apply self attention on the transformed features followed by softmax to get the aggregation weights \( w_{ij}^l = softmax(\sum_{d_i} w_{ij}^l) \) between nodes \( i, j \), where \( w_{ij}^l = \frac{W_l^f X_{[i]}^T \odot W_l^k X_{[j]}^T}{d_{max}} \) if nodes \( i \) and \( j \) are connected in the graph and 0 otherwise.

**Overall Complexity**

The complexity of spectral module is \( O(|E| + N \sum_{j=0}^{N} M_j) \) (cf., appendix) where \( M_j \) is the order of the polynomial of the \( j \)-th filter head. The spatial modules can compute the features in a \( O(|E| + N) \) complexity. The integration module further has two components: HRM and AM. The HRM module would have a computational complexity of \( O(N^2) \) whereas for the AM, it depends on the underlying aggregator. In our choices, it would be an \( O(|E| + N) \) complexity. Thus the overall computational complexity comes to \( O(3|E| + N(3 + \sum_{j=0}^{N} M_j)) = O(|E| + N) \), for bounded degree graphs further reduces to \( O(N) \) for a given snapshot at time \( t \).

**Experiments**

Now, we present comprehensive experiments to evaluate our proposed framework. We borrow datasets and its preprocessing/splitting settings used in previous best baselines (Xiang, Huang, and Wang 2022; Pareja et al. 2020).

**Datasets:** Table ?? summarizes eight datasets for link prediction, edge classification, and node classification. Each dataset contains a sequence of time-ordered graphs. SBM is a synthetic dataset to simulate evolving community structures. BC-O TC is a who-trusts-whom transaction network where the node represents users, and the edges represent the ratings that a member gives others in a range of -10(maximum distrust) to +10(maximum trust). BC-Alpha is similar to BC-O TC, albeit the transactions are on a different bitcoin network. UCI dataset is a student community network where nodes represent the students, and the edges represent the messages exchanged between them. AS dataset summarizes a temporal communication network indicating traffic flow between routers. In the Reddit dataset, nodes are the source and target subreddits, and the edges represent the sentiment’s polarity between users. The Elliptic dataset represents licit vs illicit transactions on the elliptic network of bitcoin transactions. The nodes represent transactions and edges represent payment flows. Finally, for Brain dataset, nodes represent tiny regions/cubes in the brain, and the edges are their connectivity.

**Baselines:** In order to show the efficacy of our framework, we compare with the following competitive baselines: (1) Static graph methods: GCN (Kipf and Welling 2017), GAT (Velickovic et al. 2018). (2) Dynamic graph
methods such as GCN-GRU (Pareja et al. 2020), DynGEM (Goyal et al. 2017), GAEN (Shi et al. 2021), the variants of dyngraph2vec (Goyal, Chhetri, and Canedo 2020): DG2vec v1 and DG2vec v2, the best performing variants of EvolveGCN (Pareja et al. 2020): EGCN-O and EGCN-H, and the two variants of LEDG (Xiang, Huang, and Wang 2022): LEDG-GCN and LEDG-GAT.

Task and Experiment Settings: For the link prediction task, we report mean reciprocal rank (MRR) and mean average precision (MAP) as in the baselines. For each of the given nodes $u, v$, our model gives embeddings in the final layer $h_u^t, h_v^t$ respectively. We predict the link between these nodes by concatenating the vectors for the corresponding nodes. Following the standard practices, we perform negative sampling and optimize the cross entropy loss function. For edge classification, our model classifies the edges between two nodes $(u, v)$ by concatenating the vectors for the corresponding nodes at time $t$ and we report the micro F1 score. For node classification similar to the baselines, our model reports micro F1 (Brain dataset) or minority class F1 (Elliptic dataset) by classifying given node nodes $(u)$ as belonging to a certain class at time $t$.

The best hyperparameters search has the range as: Number of layers $∈ \{1, 2\}$, Hidden dimension $∈ \{32, 64, 128\}$, Number of heads $∈ \{4, 8, 16\}$, Filter order $∈ \{4, 8, 16\}$, Wavelet scales $∈ \{0.1, 1.0\}$, the rest of the parameters and settings are borrowed from previous works (Pareja et al. 2020; Xiang, Huang, and Wang 2022).

Variants of our Framework: In the main results we show three variants of our method with different aggregators. We use the MLP (DEFT-MLP), GAT (DEFT-GAT) and sparse Transformer (DEFT-T) as aggregators. The rationale behind selecting GAT and MLP in addition to the proposed transformer aggregator is to contrast it with a less expressive static attention mechanism in GAT and a control in MLP.

Results

Results on Link Prediction

Table 2 summarizes link prediction results. The key results are: 1) across datasets, our model (DEFT-T) significantly outperform all baselines which focus on learning local dependencies (in static and dynamic graph settings). It illustrates our framework’s effectiveness in learning homoge-

| Datasets | Metrics | BC-OTC | BC-Alpa | Reddit | Elliptic | Brain |
|----------|---------|--------|---------|--------|---------|-------|
|          | MAP     | MRR    | MAP     | MRR    | MAP     | MRR   |
| GCN      | 0.189   | 0.041  | 0.0001  | 0.047  | 0.002   | 0.181 |
| GAT      | 0.175   | 0.013  | 0.0010  | 0.047  | 0.020   | 0.139 |
| DynGEM   | 0.168   | 0.014  | 0.021   | 0.106  | 0.053   | 0.103 |
| GCN-GAU  | 0.190   | 0.012  | 0.011   | 0.099  | 0.071   | 0.339 |
| DG2vec v1| 0.098   | 0.008  | 0.004   | 0.054  | 0.033   | 0.070 |
| DG2vec v2| 0.159   | 0.012  | 0.021   | 0.071  | 0.071   | 0.050 |
| GAEN     | 0.183   | 0.008  | 0.0001  | 0.049  | 0.130   | 0.051 |
| EGCN-H   | 0.195   | 0.014  | 0.013   | 0.090  | 0.153   | 0.363 |
| EGCN-O   | 0.199   | 0.014  | 0.027   | 0.138  | 0.114   | 0.275 |
| LEDG-GCN | 0.196   | 0.015  | 0.032   | 0.163  | 0.193   | 0.469 |
| LEDG-GAT | 0.182   | 0.012  | 0.026   | 0.149  | 0.233   | 0.384 |
| DEFT-MLP | 0.166   | 0.012  | 0.054   | 0.172  | 0.174   | 0.357 |
| DEFT-GAT | 0.097   | 0.008  | 0.050   | 0.170  | 0.051   | 0.093 |
| DEFT-T   | 0.242   | 0.022  | 0.050   | 0.201  | 0.588   | 0.647 |

Figure 3: Performance of edge classification and node classification, with F1 scores on the y-axis.

Results on Edge Classification

The results of edge classification on the three datasets (BC-OTC, BC-Alpha, Reddit) are given in Figure 3 and show the micro averaged F1 score. We observe from the results that at least one variant of our method outperforms the best baselines variants: EvolveGCN and LEDG. Our MLP-based configuration achieves better results than baselines on UCI and AS datasets (including ones for dynamic graphs).

3) The transformer variant (DEFT-T) gives consistently better results than the GAT and MLP variants indicating the aggregation using the sparse self-attention of transformers is essential for the framework on these datasets.

Results on Node Classification

Figure 3 shows the results of node classification on Brain (homophily ratio (Zhu et al. 2020): 26%) and Elliptic (homophily ratio: 96%) datasets. DEFT would consider...
the brain structure on the Brain dataset while capturing global interactions. DEFT has a substantial performance gain on the Brain dataset, which has a high heterophily ratio requiring capturing global interactions in graphs compared to existing models that only perform local aggregation. On the homophilic Elliptic dataset, DEFT also performs good by capturing low-frequency signals. It confirms that when the spatial and spectral properties are combined using an optimal aggregator to learn the local and global dependencies, the model results in robust performance across tasks.

**Ablation Studies**

| Datasets       | SBM | UCI |
|----------------|-----|-----|
| Metrics        | MAP | MRR | MAP | MRR |
| GWNN           | 0.1789 | 0.0121 | 0.0076 | 0.0820 |
| Transformer    | 0.2052 | 0.0174 | 0.0308 | 0.1441 |
| GT             | 0.2166 | 0.01805 | 0.0310 | 0.1414 |
| SAN            | 0.2143 | 0.0180 | 0.0388 | 0.1822 |
| DEFT-woSpectral| 0.2123 | 0.0171 | 0.0460 | 0.1764 |
| DEFT-woSpatial | 0.2083 | 0.0171 | 0.0421 | 0.1806 |
| DEFT-woHRM     | 0.2410 | 0.0217 | 0.0429 | 0.1588 |
| DEFT-staticSpectral | 0.2297 | 0.0198 | 0.0419 | 0.1506 |
| **DEFT-T**     | 0.2421 | 0.0220 | 0.0501 | 0.2007 |

Table 3: Table shows the link prediction results for the static wavelet and transformer architectures along with ablations of individual components of our model.

**Model Ablation Study:** To study the effect of each module of DEFT, we systematically remove modules and create several sub-configuration of our best performing model (DEFT-T): (i) **DEFT-woSpectral** does not have the spectral module (ii) **DEFT-woSpatial** does not have the spatial module (iii) **DEFT-woHRM** with the Homogeneous Representation Module removed (the spatial and spectral features are simply added). (iv) **DEFT-staticSpectral** has the spectral wavelets that are learnable but do not evolve with time and in a graph-specific manner. We also compare our best model with recent transformer-based models used for static graphs such as transformer (Vaswani et al. 2017), SAN (Kreuzer et al. 2021), GT (Dwivedi and Bresson 2020), and static wavelet baseline GWNN (Xu et al. 2019a).

The ablation study (Table 3) provides several key insights to understand proposed DEFT framework. Firstly, the lesser values reported by static (non-learnable) wavelet GNN (i.e., GWNN) and the static (but learnable) variant of our model (i.e., DEFT-staticSpectral) conclude that learning dynamic wavelets benefits in the case of evolving graphs. Secondly, the significant drop in performance when the spatial or spectral module is removed provides an essential finding that for dynamic graphs, these modules learn useful and orthogonal representations. When these modules are combined using an effectively learned homogeneous representation, the model (DEFT-T) provides significantly superior performance than its variants. Lastly, the static transformer models consistently report lesser values than our model.

**Filter parameter selection:** In spectral module, there are two parameters to be tuned: filter (polynomial) order and the wavelet scale. In this study, we try to understand how selection of parameters affects model performance. From Figure 4 illustrating results on Brain and Elliptic datasets, we make the following observations: (1) **Wavelet scales:** In Brain dataset, the result dips with higher scale and then increases. For Elliptic, a general increasing trend is observed. In the case of the learnt filters for the given graphs, it seems that as the scales decrease the aggregation range of the spectral GNN increases (as in figure 1). Thus, brain dataset being heterophilic seems to benefit from scales in the lower region. Larger scales may work well for the homophilic Elliptic dataset as the aggregation focuses on a relatively smaller neighborhood, while also capturing the heterophily signals in the minority illicit transactions. (2) **Filter order:** On Brain dataset, there is a decreasing trend with increasing filter order, whereas, for Elliptic, an optimal result is attained in the middle region. This could be because the Brain dataset being small needs simpler filters (such as single mode band reject etc.); with higher filter order, it may have overfit. The larger Elliptic dataset, on the other hand, benefits from a larger filter order. Despite being homophilic for the majority nodes, it may need complex filters to handle the minority nodes due to the peculiar and global nature of illicit transactions. Thus, it benefits from relatively higher filter orders. These observations conclude that the parameters of the order of polynomial and the wavelet scales are dataset dependent.

**Conclusion**

Our work proposes a concept of learnable spectral graph wavelets to capture global dependencies by omitting the need for full eigen decomposition of dynamic graphs. Furthermore, we implement it in the DEFT framework that integrates the graph’s spectral and spatial properties for dynamic graphs. From the results on a wide range of tasks for dynamic graphs, we infer that the proposed method is able to capture the local (short range) and global (extended range) properties effectively. Also, it can capture a broad range of interactions respecting the graph structure, thus avoiding noise while being sparse (computationally efficient). Future works could build upon frameworks for joint time and graph Fourier transform for dynamic graphs to generate wavelets and study if these could be used for graph sampling to provide computational efficiency on extremely large graphs.
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