Multi-site Event Discrimination in Large Liquid Scintillation Detectors

Jack Dunger*, Steven D. Biller

Department of Physics, University of Oxford, Oxford OX1 3RH, UK

Abstract

Simulation studies have been carried out to explore the ability to discriminate between single-site and multi-site energy depositions in large scale liquid scintillation detectors. A robust approach has been found that is predicted to lead to a significant statistical separation for a large variety of event classes, providing a powerful tool to discriminate against backgrounds and break important degeneracies in signal extraction. This has particularly relevant implications for liquid scintillator searches for neutrinoless double beta decay ($0\nu\beta\beta$) from $^{130}$Te and $^{136}$Xe, where it is possible for a true $0\nu\beta\beta$ signal to be distinguished from most radioactive backgrounds (including those from cosmogenic production) as well as unknown gamma lines from the target isotope.
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1. Introduction

Many of the physics signals targeted by large scale liquid scintillation detectors, such as solar neutrinos or neutrinoless double beta decay ($0\nu\beta\beta$), only involve charged particles that deposit their energy over a relatively short length of track. By contrast, many of the relevant backgrounds often involve the production of gamma rays that can travel measurable distances before Compton scattering, thus producing ionisation at separated sites. The separation between such single-site and multi-site event classes has been utilised to great effect in a number of other detector technologies [1, 2] but has so far not been particularly strongly exploited in liquid scintillator, except for ortho-positronium events [3] and some limited exploration of other specific backgrounds [4, 5]. Modern large scale liquid scintillation detectors with large photocathode coverage and relatively fast photomultiplier tubes (PMTs) can generally resolve the position of light generation from timing information to a precision smaller in scale than a typical Compton interaction length. Thus, the timing information carries
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significant potential to discriminate between single-site and multi-site events. Even the statistical separation of these classes can have a substantial impact in breaking important degeneracies in signal extraction.

The simulation studies presented here are based on a detector model very similar to SNO+, but the results are applicable to any existing or proposed large scintillator detector, including Borexino, KamLAND-Zen, JUNO, THEIA and the Jinping Neutrino Experiment. To aid such comparisons, we also consider variants of the model with different levels of light collection and PMTs with different transit time spreads (TTS).

2. Model

The analysis techniques presented here were tested on events simulated in a SNO+-like detector. A comprehensive description of the detector is given in [6, 7]. This section outlines only the features most relevant to the study.

The target volume of the detector is a 12m diameter acrylic sphere housing \( \approx 800 \) t of liquid scintillator. Charged particles produced inside the target excite \( \pi \) orbital electrons in nearby scintillator molecules. The relaxation of these electrons produces light along the particle track which is isotropic and emitted according to a time profile intrinsic to the scintillator. Here, the scintillator considered is Linear Alkyl Benzene (LAB) doped with 2g/L 2,5-Diphenyloxazole (PPO) and 15mg/L of 1,4-Bis(2-methylstyryl)benzene (bisMSB). The \( \beta \) timing profile can be approximated by the sum of three exponentials:

\[
P(t_{em}) = 0.7 \times e^{-\frac{(t_{em} - t_0)}{3.4 ns}} + 0.24 \times e^{-\frac{(t_{em} - t_0)}{12.0 ns}} + 0.06 \times e^{-\frac{(t_{em} - t_0)}{120.0 ns}} (1)
\]

where \( t_0 \) is the excitation time and \( t_{em} \) is the photon emission time.

Light produced in the scintillator is detected by 9300 inward facing 8" Hamamatsu R1408 PMTs installed 8.39m from the target centre. The PMTs have a peak efficiency of 13.5% at 440nm and a transit time spread of 3.7ns FWHM. Reflective concentrators fitted to each PMT produce an effective photocathode-coverage of around 50% [7]. For 2.5MeV events in the central 3.5m of the detector, the light yield is 380 PMT hits/MeV.

The R1408 is far from the cutting edge, so this work also considers what could be achieved if they were were replaced with more modern 8" variants (section 4.5). The PMT referred to as HQE (High Quantum Efficiency) uses efficiency curves and charge distributions measured for the Hamamatsu R5912[8]. The HQE + FastTTS model further modifies the transit time distribution so that it has a prompt-peak TTS (transit time spread) of 1ns FWHM; prototypes with close to this performance have already been produced by Hamamatsu [9].

\[\text{collection efficiency} \times \text{quantum efficiency}\]

\[\text{the pre-pulsing and after-pulsing behaviour is the same as the R1408}.
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Events were simulated using the SNO+ version of the RAT software package\cite{10}. It contains a GL4Sim\cite{11} simulation that handles the production of scintillation photons and a full Geant4\cite{12} detector simulation that individually tracks each photon through the geometry, accounting for reflection, refraction, scattering, absorption and re-emission. The PMTs and concentrators are modelled as 3D objects and the front-end and trigger system are simulated in full, including electronics noise. Radioactive decays are generated using a version of Decay0\cite{13} and custom code is used to handle ortho-positronium formation at the end of positron tracks \cite{14}.

3. Event Classification

Particles travelling through liquid scintillator form tracks whose length and shape are determined by the relevant energy loss processes. In any given event, there may be several individual tracks and the scintillation light produced along each will create an energy deposition region in time and space. If this region is much smaller than the detector’s vertex resolution (typically 5-10cm, 1ns), the event will be indistinguishable from a point-like deposition and the event is considered ‘single-site’. Conversely, if the size of the region is comparable to, or greater than, the vertex resolution, the detector will be sensitive to the exact form of the deposition and the event is considered ‘multi-site’. The following section categorises several important event sources as ‘single-site’ or ‘multi-site’.

3.1. Single-site

Electron multiple scattering ensures that electrons at 2.5MeV, the $0\nu\beta\beta$ energy in $^{130}$Te and $^{136}$Xe, create tracks in liquid scintillator that are less than 1.5cm in length (figure 1). This is significantly smaller than a typical vertex resolution, so these events appear single-site. In liquid scintillator, solar neutrinos are primarily detected via the single electrons produced in $\nu - e$ elastic scattering, so the solar neutrino signal will be single-site. $2\nu\beta\beta$ and $0\nu\beta\beta$ events will also be single-site because vertex resolution makes two short electron tracks indistinguishable from one.

3.2. Multi-site

Chargeless $\gamma$ do not scintillate directly, but are detectable via secondaries produced in interactions with the scintillator. For a mostly carbon target, the interaction cross-section of $\mathcal{O}(1\text{MeV})$ $\gamma$ is dominated by Compton scattering \cite{15}, which produces scintillating electrons.

In LAB, the Compton length for a 1MeV $\gamma$ is close to 18cm \cite{14}. This is notably larger than the typical vertex resolution so, even if $\gamma$s only scattered once, one would expect a measurable effect. In fact, each $\gamma$ scatters several times, extending the track past the first scatter. Indeed, figure 1 shows the track lengths of 1MeV and 2.5MeV $\gamma$: the averages are 43cm and 57cm, respectively. These are significantly larger than the vertex resolution and there is a tail that extends past 1m ($20\sigma_{\text{vtx}}$). The time between scatters is also significant: LAB
Figure 1: Simulated electron and gamma track lengths in liquid scintillator. The track length is defined as the distance between the start and the end of the track. 

has a refractive index of $\approx 1.5$ for optical wavelengths, so 40cm corresponds to a time delay of $\sim 2\text{ns}$. This is comparable to TTS modern PMTS (including each of those considered here) and the dominant scintillation decay constants.

A positron scintillates identically to an electron until the end of its track, where it will annihilate with a nearby electron to produce two 511keV $\gamma$. The multiple Compton scattering of these $\gamma$ will give these events a multi-site component. Furthermore, in some LAB cocktails loaded with tellurium, for example, there is a 36% chance of producing a long-lived ortho-positronium (o-Ps) state that has a lifetime of 2.7ns \cite{16}. If o-Ps is formed at the end of the positron track, the annihilation $\gamma$ will be delayed by the decay time of o-Ps. The average delay is large compared with the vertex time resolution, and will be comfortably detectable in many cases.

Radioactive $\beta^{\pm}$ decays are often followed by one or more nuclear de-excitation $\gamma$ after picosecond time scales. For these events, the multi-site nature is actually more pronounced than pure $\gamma$. This is because the time taken to reach the first Compton scatter is typically the longest (the Compton length falls with energy) and so it produces the largest time delay. In pure $\gamma$ events, this largest delay is unobservable because light is not emitted until the first scatter occurs and so the event appears to start then. However, in $\beta^{\pm}\gamma$ decays, the $\beta$ emits light immediately and so the delay before the first scatter can be observed, as the delay between the first light from the $\beta$ and the first light from the $\gamma$.

4. Time Residuals and Discrimination Statistic

This section outlines how to practically exploit the timing differences described in section \cite{3}. First, it shows that multi-site events have broader PDFs
in the PMT hit times after they are corrected for photon time of flight. Second, it demonstrates that likelihood-ratio tests using these distributions can be used to statistically separate $e^-$ from $\gamma, e^+$ and $0\nu\beta\beta$ from more complicated $\beta^\pm\gamma$ decays.

4.1. Time Residuals

The PMT hit times are strongly dependent on the time and position of the event, but it is possible to remove this dependence, to first order, by correcting for the apparent time of flight of each photon. These ‘time residuals’ are defined by equation 2:

$$t_{res}^i \equiv t_{hit}^i - t_0 - t_{flight}^i$$

where $t_0$ is the global event time, relative to the trigger, and $t_{res}^i, t_{hit}^i$ and $t_{flight}^i$ are the time residual, hit time and calculated time of flight for the $i$th hit, respectively. In order to calculate time of flight, the event time and position must first be estimated. This is achieved using a maximum likelihood fit based on the simulated time profiles of $3\text{MeV } e^-$ [17, 14]. Typical vertex fitters, including the one employed here, are tuned to reconstruct point-like depositions from short-range tracks, but they also work well for reconstructing an energy weighted average position for multi-site events such as $\gamma$ and $e^+$. On average, $2.5\text{MeV}$ electrons events are reconstructed $92\text{mm}$ from the true event position; for positrons with the same number of hits the distance is $98\text{mm}$.

Up to inaccuracies caused by the PMT TTS, non-straight photon paths produced by reflection and refraction and finite vertex resolution, an event’s time residuals are an estimate of the emission times of its scintillation photons. Therefore they should be sensitive to the single-site or multi-site nature of events.

Figure 2 shows the time residuals of $e^-$, $e^+$ and $\gamma$ events in the scintillator. The $e^-$ distribution is close to the scintillator’s emission curve because the deposition is point-like and instantaneous, but the distributions of $e^+$ and $\gamma$ events are broader. This happens for two reasons: first, the individual depositions are separated in time by $\gamma$ free-streaming and the $\alpha$-Ps lifetime. Second, the depositions are separated in space around the reconstructed vertex. This broadens the PMT hit times in a way that cannot be accounted for by the time of flight correction in equation 2 because it uses the reconstructed vertex as the sole point of origin for all of the photons.

It is important to recognise that, although differences in the individual distributions may appear to be modest, the sampling of these distributions in an event is large because modern detectors collect many hundreds of PMT hits per MeV, or more. The profile shape is therefore extremely well determined over the whole event, allowing significant discrimination power.

Note that the broadening is apparent on both the late and early sides of the peak, even though $\alpha$-Ps formation and $\gamma$ free-streaming can only make photon emission later. This is a reconstruction effect: by demanding that events match the expected $e^-$ hit times, the reconstruction algorithm always chooses a vertex
Figure 2: Simulated time residual distributions for $e^-$, $e^+$ and $\gamma$ uniformly generated inside the scintillator. $T_{fit} < 3.5 \text{m}, 2.31 \text{MeV} < E_{fit} < 2.68 \text{MeV}$. Particle energies were selected such that the three event classes had the same average number of PMT hits as a 2.5MeV $e^-$. Inset: the same distributions viewed over a wider range. The distributions have been averaged over 40,000 events and normalised to 1 hit.
that produces a peak at 3ns, where it appears for $e^-$ events. To achieve this, the
time residuals of $\gamma$ and $e^+$ events are effectively shifted to earlier times, which
produces an excess at small $t_{res}$.

4.2. Discrimination

The obvious way to test events against the distributions shown in figure 2 is
to employ a likelihood-ratio, which guarantees optimal cut performance and is
easy to calculate, provided the hits are independent

$$\Delta \log \mathcal{L} = \sum_{i=0}^{N_{hit}} \log \frac{P_S(t_{res}^i)}{P_B(t_{res}^i)}$$

where $t_{res}^i$ is the time residual of the $i$th hit, $N_{hit}$ is the number of hits and
$P_S/B$ is the probability of observing a hit with time residual $t_{res}^i$ in a sig-
nal/background events, respectively (figure 2).

Figure 3 shows these distributions with $S = e^-$, $B = e^+/\gamma$. The distri-
butions do not permit efficient event-by-event separation, but the differences
between the two populations can be well discriminated statistically. In both
plots the populations are mostly Gaussian, but there is also a long tail on the
$\gamma$ and $e^+$ distributions that are caused by non-Poissonian event-to-event varia-
tion. The events in the tails are those that have particularly long $\gamma$ tracks or
particularly long-lived o-Ps states.

One could make use of the separations in figure 3 by cutting on $\Delta \log \mathcal{L}$ to
eliminate particles of a given type. In principle, one such discriminant would
be required for each possible background, but the following section shows that
they generalise well between radioactive backgrounds with similar topologies.

4.3. Radioactive decays

Most naturally occurring backgrounds in the region of a few MeV have a
much richer structure than single $\gamma$ or $e^+$ emission and often involve a number
of different decay branches. This section investigates a more practical use case:
distinguishing single-site $0\nu\beta\beta$ events from multi-site backgrounds produced by
the decay of isotopes resulting from the cosmogenic activation of tellurium. The
most dangerous of these isotopes are those that have $O(1$yr) half-lives and re-
constructed energy spectra that overlap strongly with $0\nu\beta\beta$ in $^{130}$Te. Using
these criteria, $^{22}$Na, $^{60}$Co, $^{88}$Y, $^{214}$Sb, $^{44}$Sc and $^{110}$Ag(m) were identified as the
most problematic isotopes (detailed discussions are given in [14, 18]). Each
decay involves multiple branches, but the isotopes can be separated into two
distinct groups by the type of the highest energy emitted particle(s). First, the
$\gamma$ emitters: $^{60}$Co, $^{110}$Ag(m), $^{124}$Sb and $^{88}$Y are $\beta^-\gamma$ decays that, for energies
near 2.5MeV, deposit a majority of their energy in $\gamma$s. Second, the $\beta^+\gamma$ emitters:
$^{22}$Na and $^{44}$Sc are $\beta^+$ decays that produce $\gamma$s at 1.2MeV and 1.3MeV,

\footnote{we found that accounting for correlations provided little benefit for these event types.}
Figure 3: $\Delta \log L$ distributions for discriminating $\gamma$ and $e^+$ from $e^-$. $r < 3500\text{mm}$, $2.31\text{MeV} < E_{fit} < 2.68\text{MeV}$. A PDF specific to the background considered was used in each case. Particle energies were selected such that the three event classes had the same average number of PMT hits as a 2.5MeV $e^-$. 
respectively. In these decays, there are comparable deposits from both $\beta^+$ and $\gamma$.

Figure 4 shows the $\Delta \log L$ distributions for the backgrounds in these two groups, with $S = 0\nu\beta\beta$. The $\gamma$ and $\beta^+\gamma$ dominated decays can be separated from $0\nu\beta\beta$ by 1 and 1.5 RMS widths, respectively. Most significantly, the variation between the backgrounds in each group is very small. This demonstrates that the technique is robust: the separation power is dominated by the physics of the highest energy emitted particles rather than the exact details the decay. Indeed, using a single PDF for each group (testing $^{44}$Sc events using the $^{22}$Na PDF and $^{88}$Y events using a $^{60}$Co PDF etc.) leads to no observable cost in efficiency [14] and even testing the $\beta^+\gamma$ events using a $\beta^-\gamma$ PDF still gives reasonable performance. Critically, this means that multi-site discrimination can be applied to a wide range of possible backgrounds without the need to tailor a discriminant for each.

4.4. Dependence on event energy and radius

Exploiting $\Delta \log L$ in signal extraction requires an understanding of how it depends on the event radius and energy, the typical observables used in a $0\nu\beta\beta$ likelihood fit. Figure 5 shows these dependencies explicitly for $S = 0\nu\beta\beta$ and $B = ^{60}$Co, $^{22}$Na; the pattern is mirrored for other backgrounds. The patterns emerge because the shape of the time residuals for both $S$ and $B$ change with event energy and event radius, but the PDFs they are compared with in $\Delta \log L$ are fixed averages over an energy window around 2.5MeV and $r < 3.5$m.

In particular, the time residuals for both $S$ and $B$ become more strongly peaked as the event position moves away from the detector centre. This is because solid angle and optical effects concentrate the PMT hits on the near side of the detector. These hits are from photons that have travelled shorter distances and are therefore less prone to optical effects that delay arrival at a PMT, relative to a straight line path. For this particular detector model, this trend is reversed above 5m: in this region there are total internal reflection effects that broaden the time residuals (more non-straight line paths) making both seem more background-like.

There is a similar, but less pronounced, trend with event energy. More energetic events appear more signal-like because, at higher energies, a greater fraction of PMTs are hit by more than one photon. On average, these ‘multi-hits’ produce earlier hit-times and therefore more peaked time residuals. Critically, the separation of the $S$ and $B$ hypotheses is constant around the $0\nu\beta\beta$ region of interest in $^{130}$Te (2.5MeV).

---

5 The electronics modelled here do not resolve individual photo-electrons (p.e.) but rather measure the first time each PMT charge signal crosses a threshold. If several p.e. are created on a PMT, the threshold will be crossed, on average, earlier. To confirm this, it was explicitly verified that the creation times of individual p.e. do not depend on event energy.
Figure 4: $\Delta \log \mathcal{L}$ distributions comparing cosmogenic isotope decays with $0\nu\beta\beta$. Dotted lines: $0\nu\beta\beta$ events. Solid lines: background events. The colour of the dotted $0\nu\beta\beta$ lines indicate the background event PDF used to calculate the likelihood ratio. Left: $\gamma$ dominated decays. Right: $\beta^+\gamma$ dominated decays. $r < 3500\text{mm}, 2.31\text{MeV} < E_{fit} < 2.68\text{MeV}$. 
Figure 5: The dependence of $\Delta \log L$ on reconstructed energy (left, $r_{fit} < 3.5 \text{m}$) and reconstructed radius (right, $2.31 \text{MeV} < E_{fit} < 2.68 \text{MeV}$). Comparing $0\nu\beta\beta$ events with $^{60}\text{Co}$ (top) and $^{22}\text{Na}$ (bottom) events. The error bars are the standard error on the mean; the shaded region shows the RMS. The edge of the acrylic vessel sits at 6m.
4.5. Upgraded PMTs

It is useful to ask what could be achieved in future experiments with improved PMTs. Modern quantum efficiencies would allow better sampling of the distributions in Figure 2 and faster PMTs would be able to better resolve the photon arrival times, increasing the difference between the distributions themselves.

Figure 6 shows the $\Delta \log L$ distributions with $S = 0\nu\beta\beta$ and $B = ^{60}Co$ using HQE PMTs and HQE + FastTTS PMTs. It also shows the signal and background efficiencies that could be achieved by cutting on those distributions. As expected, both increased efficiency and reduced TTS improve the separation of the distributions, but the effect is especially marked for the faster PMTs, where event-by-event discrimination becomes efficient enough that one could reject 75% of $^{60}Co$ events with a negligible sacrifice of $0\nu\beta\beta$.

5. In-situ Calibration of the technique

Given the small expected difference between the single-site and multi-site time residual spectra, care must be taken to accurately calibrate both in-situ. One way of achieving this is through the deployment tagged calibration sources.
An alternative approach, described here, makes use of backgrounds that naturally occur in the detector.

5.1. Natural internal sources

Despite their extreme radio-purity, liquid scintillator detectors contain many sources of radioactivity [6]. Almost all of these decays involve the emission of one or more $\gamma$ particles, so there are many candidates for calibrating the multi-site response. The most useful of these can be independently tagged using the method of delayed coincidences.

The first examples are the coincidences produced by uranium/thorium chain contaminants in which a $^{212/214}$Bi $\beta\gamma$ decay is followed by a $^{212/214}$Po $\alpha$ decay after 0.3/164$\mu$s. These events can be tagged with high efficiency using the characteristic delay between the two [6]. Usefully, the $^{212/214}$Bi decays have broad energy spectra that overlap significantly with the $0\nu\beta\beta$ region of interest for $^{130}$Te and $^{136}$Xe. A second calibration source comes from 2.2MeV $\gamma$ emitted after neutron capture on hydrogen. The biggest source of free neutrons in liquid scintillator is ($\alpha,n$) events, where $\alpha$ emitted in radioactive decay are absorbed on carbon nuclei, which then decay via neutron emission. ($\alpha,n$) events can be tagged using the delayed coincidence between the initial $\alpha$ decay and the neutron capture signal, which is delayed by the neutron thermalisation time ($\approx$ 220$\mu$s) [6]. Finally, one can tag the delay of 3.1 min between parent $^{212}$Bi $\alpha$ decays and daughter $^{208}$Tl $\beta\gamma$ decays. $^{208}$Tl decays dominate the background budget in the centre of the detector with energies 2.5 - 3MeV, so a pure sample should be readily obtainable despite the longer delay time.

Figure 7 shows the time residual spectra for these tagged calibration sources alongside two multi-site backgrounds: $^{60}$Co (a $\gamma$ dominated cosmogenic isotope decay) and $^{22}$Na (a $\beta^+\gamma$ cosmogenic isotope decay). It is clear that the multi-site spectra are much more similar to one another than to single-site $0\nu\beta\beta$, again showing the generality of the technique. If the three tagged samples with different energies can be faithfully reproduced in Monte Carlo, one could reasonably expect to extrapolate to the particles produced by $^{60}$Co, $^{22}$Na etc.

Calibrating the single-site response is more difficult because pure $\beta$ decays are relatively rare at MeV energies and there no delayed coincidences to employ. However, for $0\nu\beta\beta$ experiments using deployed $^{130}$Te or $^{136}$Xe, there will be a strong source of $2\nu\beta\beta$ decays that can be isolated with an energy cut. Near the centre of the SNO+ and KamLAND-ZEN detectors, the $2\nu\beta\beta$ background will dominate over all other backgrounds combined in an energy window just below the $0\nu\beta\beta$ region of interest. Simply selecting events in this region would yield a highly enriched sample of $2\nu\beta\beta$ events that could be used to measure the single-site time residual spectrum. An additional source of single-site events comes from solar neutrino elastic scattering events, which dominate the energy spectrum at energies above energies of 3 - 5MeV. Single electron and $0\nu\beta\beta$ events produce scintillation pulses which are indistinguishable in a SNO+-like detector.

For a calibration of the $\beta^+$ response, one could use muon-following $^{11}$C decays. These events can be tagged using the three-fold-coincidence technique
Figure 7: Time residual spectra for single-site $0\nu\beta\beta$ and multi-site $0\nu\beta\beta$ backgrounds ($^{60}$Co, $^{22}$Na) compared with internal backgrounds that can be tagged via delayed coincidences ($^{208}$Tl, $^{214}$Bi, and 2.2MeV $\gamma$). $r_{fit} < 3.5m$, $3.5\text{MeV} < E_{fit} < 4\text{MeV}$ ($^{208}$Tl), $2\text{MeV} < E_{fit} < 2.2\text{MeV}$ (2.2MeV $\gamma$), $2.31\text{MeV} < E_{fit} < 2.68\text{MeV}$ (others).
well exploited by Borexino (e.g. [19]).

5.2. Further Cross-checks

Another powerful probe of the multi-site response comes from the distance between the reconstructed position of Bi and Po events in tagged coincidences:

$$\Delta R = \| \vec{x}_{Bi}^{fit} - \vec{x}_{Po}^{fit} \|$$

(4)

$\Delta R$ is useful because it is related to the track lengths of high energy $\gamma$ emitted in the $^{214}$Bi decay. After a Bi decay, the daughter Po will diffuse a negligible distance during its sub-second lifetime, so the $\beta$ and $\alpha$ decays occur in the same place. Any separation between the two events is therefore dominated by reconstruction $\mathcal{O}(10\text{cm})$ or $\gamma$ free streaming (up to $2\text{m}$). Events with large $\Delta R$ will tend to be from events where the Bi emitted a high energy $\gamma$ that travelled a large distance before scattering. Thus events with large $\Delta R$ are more multi-site, whereas events with small $\Delta R$ will appear to be more single-site.

Figures 8 and 9 show the time residual spectra and corresponding $\Delta \log L$ distributions for $S = 0\nu\beta\beta$ and $B = ^{214}\text{Bi}$ in the $0\nu\beta\beta$ region of interest. The $0\nu\beta\beta$ distributions in figure 9 have been shown only for comparison with single-site events: their timing response must be calibrated separately. As expected, larger $\Delta R$ events produce broader time residuals and are easier to distinguish.
Figure 9: Likelihood ratios comparing $0\nu\beta\beta$ events with $^{214}\text{BiPo}$ events binned in $\Delta R$ (the distance between the reconstructed position of the $\beta$ and $\alpha$ decays).
from single-site $0\nu\beta\beta$ events. Correctly replicating this behaviour would give a high degree of confidence in the accuracy of the model.

It is also important to calibrate how the single-site and multi-site responses vary with reconstructed energy and reconstructed event radius. This can be achieved using the $^{214/212}\text{Bi}$ and $2\nu\beta\beta$ samples: both have broad energy spectra that extend up to, or past, the $0\nu\beta\beta$ region of interest and, like $0\nu\beta\beta$, both are distributed throughout the entire detector volume.

6. $0\nu\beta\beta$ Signal Extraction

Isotopes like $^{60}\text{Co}$, $^{88}\text{Y}$ and $^{22}\text{Na}$ can be produced by $\mu$ spallation on Te. These three isotopes are particularly dangerous because they have reconstructed energy spectra that overlap strongly with $0\nu\beta\beta$ and, if present, they are expected to have the same radial distribution as a $0\nu\beta\beta$ signal. Worse still, their half-lives are $\mathcal{O}(1\text{ yr})$, which is too long to simply let ‘cool-down’ but short enough to produce a significant decay rate.

Underground purification can almost completely remove these isotopes from the loaded tellurium but, in the event of a positive $0\nu\beta\beta$ signal, one cannot rule out a small contamination of these isotopes without means to distinguish them from $0\nu\beta\beta$. This section examines data from a hypothetical SNO+-like experiment which observes a $3\sigma$ excess above expected background, asking if, in the presence of a such a signal, the techniques outlined in this paper would allow a true $0\nu\beta\beta$ signal to be discriminated from cosmogenic contamination. It explicitly demonstrates that a fit in energy and radius alone is insufficient to rule out cosmogenic contamination and that adding $\Delta \log L$ as a third fit dimension breaks the degeneracy between signal and background, allowing the signal to be identified as $0\nu\beta\beta$ with close to the full $3\sigma$ significance.

To demonstrate this, simulations including many possible backgrounds were produced. The data was then divided into two parts: the first was used to produce PDFs for the fit and the second to produce a representative (‘Asimov’) data set [20], assuming a three year live-time. The scintillator background rates were chosen to match Borexino phase I [3]. The assumed background rates from the loaded tellurium are given in [14], they include negligible rates for the cosmogenic isotopes [14]. A $0\nu\beta\beta$ signal was included, with a size equal to a $3\sigma$ fluctuation above expected background. Several standard analysis cuts were applied to remove mis-reconstructions, BiPo coincidences etc. [14].

The $0\nu\beta\beta$ signal was extracted using a Bayesian fit that floats the normalisations of all backgrounds that are expected to contribute more than 1 count/yr in the fit region ($1.8\text{MeV} < E_{\text{fit}} < 3\text{MeV}, r_{\text{fit}} < 5.5\text{m}$), along with the normalisations of $0\nu\beta\beta$, $^{88}\text{Y}$, $^{60}\text{Co}$ and $^{22}\text{Na}$. The joint posterior probability of these normalisations was estimated using a standard extended-likelihood, flat priors for positive normalisations and Markov Chain Monte Carlo. The analysis was performed with and without multi-site discrimination: first, using 2D PDFs in $E_{\text{fit}}$ and $r_{\text{corr}} = (r_{\text{fit}}/6\text{m})^3$ and, second, using 3D PDFs with an additional $\Delta \log L$ dimension, calculated using the $0\nu\beta\beta$ and $^{60}\text{Co}$ time residual spectra. The PDFs were only extended around the $0\nu\beta\beta$ region of interest.
Figure 10 shows posteriors extracted from the fits, marginalised to show degeneracies between signal and the cosmogenic backgrounds. As expected, the 2D fits exhibit strong degeneracies between the signal and the backgrounds, particularly $^{60}$Co. This leads to an underestimation of the $0\nu\beta\beta$ signal, and uncertainties that make the $0\nu\beta\beta$ consistent with 0; without multi-site discrimination, one could not claim a discovery. On the other hand, the 3D fits with multi-site discrimination show no such degeneracy and a positive signal can be claimed with close to the $3\sigma$ significance possible with perfect cosmogenic constraints. The slight underestimation of the signal is due to the finite statistics used to create the Asimov dataset and the PDFs.

This work indicates that the light collection and timing resolution of modern liquid scintillator detectors makes them sensitive to the characteristics of multi-site deposition for events involving $\gamma$ and $\beta^+$, including cascade decays from internal uranium/thorium chain contamination and cosmogenic activity. Furthermore, the multi-site nature of unwanted radioactive backgrounds involving $\gamma$ and $\beta^+$ allows them to be statistically separated from the single-site electron-like signals of interest in $0\nu\beta\beta$ and solar neutrino experiments. A reasonable degree of event-by-event separation is also possible for detectors with larger light collection and/or faster PMTs. The technique is insensitive to the particulars of individual decays and can be calibrated using many in-situ backgrounds. The consequences for $0\nu\beta\beta$ searches are particularly significant, permitting loaded liquid scintillation detectors to become true ‘discovery’ experiments by breaking key degeneracies with potential backgrounds.
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