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Abstract

Cancer cells have fundamentally altered cellular metabolism that is associated with their tumorigenicity and malignancy. In addition to the widely studied Warburg effect, several new key metabolic alterations in cancer have been established over the last decade, leading to the recognition that altered tumor metabolism is one of the hallmarks of cancer. Deciphering the full scope and functional implications of the dysregulated metabolism in cancer requires both the advancement of a variety of omics measurements and the advancement of computational approaches for the analysis and contextualization of the accumulated data. Encouragingly, while the metabolic network is highly interconnected and complex, it is at the same time probably the best characterized cellular network. Following, this review discusses the challenges that genome-scale modeling of cancer metabolism has been facing. We survey several recent studies demonstrating the first strides that have been done, testifying to the value of this approach in portraying a network-level view of the cancer metabolism and in identifying novel drug targets and biomarkers. Finally, we outline a few new steps that may further advance this field.
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Introduction

Recent cancer genome studies have led to the identification of multiple cancer-associated genes and pathways (Cibulskis et al, 2013; Lawrence et al, 2014). It is clear now that cancer initiation and progression are controlled by a host of mutational events in these genes, combined together to support cancerous phenotypes. Furthermore, next-generation sequencing technologies have enabled the screening of numerous cancer types and subtypes, uncovering both inter and intratumor heterogeneity (Lawrence et al, 2013). Despite this large diversity in dysregulated cellular processes, many key neoplastic events are converged to alter tumor cell metabolism. Indeed, cancer cells were found to have a metabolism that is remarkably different from the tissues from which they originated, due to their high demand for proteins, lipids, nucleotides and energy, all necessary for enhanced growth and proliferation (Vander Heiden et al, 2009). This fundamental characteristic of cancer cells has led to the development of the first chemotherapy treatment, methotrexate, already in the early 1950s (Li et al, 1956), in an attempt to target cancer cell proliferation. This drug is designed as an antimetabolite that interferes with the use of folic acid by cancer cells, thus blocking DNA synthesis and halting cell growth. This common denominator among cancer cells together with additional accumulating evidences reviewed below has recently led to the recognition of altered tumor metabolism as one of the hallmarks of cancer (Hanahan & Weinberg, 2011).

Cellular metabolism is finely tuned by integrating signals from the intracellular and extracellular environments. The metabolic switch promoting deregulated growth is often triggered by mutations in signaling pathways that rest at the crux of anabolic and energetic homeostasis, such as HIF-1α, PI3K/AKT, mTOR and AMPK (Shaw & Cantley, 2006; Guertin & Sabatini, 2007; Wise et al, 2008; Semenza, 2010). The mutated pathways result in constitutively active growth signals that induce cells to proliferate uncontrollably. In addition to the intracellular genetic modifications, the abnormal environmental conditions also play a major role in modifying cellular metabolism. Heterogeneity in oxygenation, pH levels and nutrient availability are combined with intrinsically altered tumor metabolism, optimizing for a continuous supply of building blocks and redox potential that allow cancer cells to survive and proliferate under strict selective pressure (Cairns et al, 2011).

Recent years have significantly advanced our understanding of the genetic and molecular events underlying the metabolic functional phenotype of cancer cells. This has been achieved due to the considerable leap forward in omics measurement technologies, enabling the genome-wide characterization of different altered cellular processes. Accumulating data of gene sequences and gene methylation patterns, gene, protein and microRNA expression measurements, as well as metabolites levels, have revealed a comprehensive and complex picture of dysregulated cellular processes. Nonetheless, the entire metabolic network is comprised of more than a hundred different subsystems, spanning a few thousands of biochemical transformations. To comprehensively understand how the different cellular components interact with each other, as well as figuring how the metabolic network responds to different genetic and environmental perturbations as a whole,
computational tools come in hand. In particular, computer simulations enabling the investigation of the network’s state under diverse conditions and on a genome-wide level are helpful for studying both normal and cancerous cellular metabolism, and for advancing our ability to identify potential drug targets and biomarkers. Following, this review will discuss our current knowledge of altered tumor metabolism and the challenges in modeling these alterations, through the integration of high-throughput molecular data with state-of-the-art metabolic modeling approaches.

Metabolic alterations associated with cancer

To set up the stage for our discussion, we first provide a brief overview of the metabolic alterations reported to occur in cancer. For more detailed reviews of the latter see, Cairns et al (2011), Vander Heiden et al (2009) and Ward and Thompson (2012). One of the most conspicuous features of cancer metabolism was already discovered more than fifty years ago by Otto Warburg, showing that most cancer cells utilize high amounts of glucose and secrete it as lactate even in the presence of oxygen, a phenomenon that is referred to as aerobic glycolysis or “the Warburg effect” (Warburg, 1956). This is in difference from normal cells that metabolize glucose in the mitochondria via the tricarboxylic acid (TCA) cycle and revert to anaerobic metabolism only under low oxygen conditions. Today, this dramatic increase in glucose uptake by cancer cells is exploited clinically to visualize tumors by (18F)-2-deoxy-D-glucose positron emission tomography (FDG-PET) (Som et al, 1980). Following these early discoveries, the role of glycolysis in cancer cells has been studied extensively and several glycolytic reactions were found to be key regulators of cancer metabolism (Fig 1).

Beyond the Warburg effect, major alterations in cancer have been identified in key pathways involved in the production of key biomass components. As expected given the highly proliferative nature of cancer cells (and evidenced by antimetabolite-based chemotherapy treatment), the biosynthesis of building blocks for nucleotide synthesis, as well as NADPH by the oxidative pentose phosphate pathway (PPP, branching from glycolysis), is essential in rapidly proliferating cells. Another pathway that branches from glycolysis is serine biosynthesis, which is crucial for amino acids, lipids and nucleotide synthesis. The up-regulation of this pathway has been associated with the ability of breast cancer cells to metastasize (Pollari et al, 2011). Furthermore, a functional genomics screen found that some breast cancer cells rely on endogenous serine production to sustain proliferation. Importantly, the gene encoding for phosphoglycerate dehydrogenase (PGDH), the enzyme that catalyses the first committed step of serine biosynthesis, is amplified and highly expressed in some cancers, and melanoma and breast cancer cells with PHGDH amplification divert large amounts of glucose-derived carbons into serine and glycine biosynthesis (Locasale et al, 2011; Possemato et al, 2011) (Fig 1).

Many cancer cells undergoing aerobic glycolysis require glutamine carbons to replenish the TCA cycle and sustain accelerated anabolism. In addition, glutamine is also an important nitrogen source for cells (DeBerardinis et al, 2008). Glutamine can be deaminated by one of the two glutaminases (GLS1 or GLS2) producing glutamate and ammonia. Under some conditions (e.g. hypoxia), α-ketoglutarate produced from glutamate can undergo reductive carboxylation to generate citrate, oxaloacetate and acetyl-CoA to support anabolic processes anaerobically (Fig 1) (Mullen et al, 2012). As expected, GLS was found to be overexpressed in a number of tumors, and its inhibition delays tumor growth (Lobo et al, 2000; Wise et al, 2008).

The role of metabolism in cancer is not limited to the metabolic adaptation to environmental changes or higher proliferation rates. In fact, mutations affecting key metabolic pathways have recently been found in hereditary forms of cancer or shown to increase tumor predisposition, revealing that aberrant metabolism could also be, in some cases, the cause of cancer. Thus, mutations in any of the genes encoding succinate dehydrogenase (SDH) complex subunits were found to be the underlying cause of hereditary paraganglioma, a neuronal crest-derived cancer syndrome (Frezza et al, 2011a). Soon after this seminal discovery, fumarate hydratase (FH), the enzyme that converts fumarate to malate, was found mutated in hereditary leiomyomatosis and renal cell cancer (HLRCC) (Kiuru et al, 2002; Tomlinson et al, 2002). Mutations in these TCA cycle enzymes force cells to rely on a truncated TCA cycle and to accumulate high amounts of succinate or fumarate. It is thought that the resulting stabilization of the oxygen-dependent labile subunit of the hypoxia-inducible transcription factor HIFα, even in the presence of oxygen, gives rise to a pseudo-hypoxic and aerobic glycolysis phenotypes. Another key TCA cycle-related enzyme that was found to be mutated in cancer cells is isocitrate dehydrogenase (IDH) (Fig 1). An integrated genomic analysis found recurrent heterozygous mutations in the active site of IDH1 and IDH2 isoforms in high proportion of low-grade glioma and acute myeloid leukemia (AML) patients (Parsons et al, 2008; Mardis et al, 2009; Yen et al, 2010). It was shown that mutant IDH not only has reduced capacity to convert isocitrate to α-ketoglutarate but also acquires a novel reductive activity utilizing α-ketoglutarate to produce 2 hydroxyglutarate (2HG) (Dang et al, 2009), which is tumorigenic in glioma and AML. Specific chemical inhibitors against mutant IDH1 and IDH2 have been designed and are currently tested in clinical trials (Wang et al, 2013). Taking these findings together, fumarate, succinate and 2HG have been dubbed as “oncometabolites,” giving rise to the possibility that other oncometabolites exist and await discovery.

Targeting tumor metabolism

As identifying new cancer drug targets is one of the main goals of metabolic modeling in cancer, let us review the current state of efforts to target cancer metabolism in the clinic in some detail. The great number of dysregulated metabolic pathways provides the opportunity for targeting these pathways pharmacologically. A major challenge is however that the vast majority of metabolic pathways used by cancer cells are also essential for the survival of normal ones, as reflected by the undesirable side effects of several chemotherapy agents. Nonetheless, the presence of tumor-specific enzyme isoforms or changes in the activity of a pathway may allow preferential targeting of cancer cells. Indeed, the therapeutic effects of targeting several metabolic enzymes have been investigated in recent years. For instance, glycolytic inhibitors such as GLUT1 inhibitor and 2-deoxyglucose underwent clinical trials (Chan et al, 2011; Cheong et al, 2012; Gautier et al, 2013). Their effect though was found to be limited, potentially due to the strong increase in glutaminolysis displayed by some tumors, and the ability of tumors with functional mitochondria to produce ATP by oxidative
phosphorylation. Several inhibitors of amino acid metabolism have also been studied. The main targeted amino acid is glutamine, which can be depleted directly from the blood of cancer patients. Phenylacetate reduces glutamine availability thus inhibiting cancer cell proliferation and promoting differentiation (Samid et al, 1993; Wise & Thompson, 2010). However, the removal of glutamine directly from the plasma may also increase the rate at which the body depletes its own muscle stores (cachexia). Another approach is to target GLS directly (Seltzer et al, 2010). Further to glutamine, asparagine and arginine biosynthesis can also be targeted by different compounds. Although asparagine is not usually an essential amino acid in humans due to the presence of asparagine synthetase (ASSN), certain tumor types like leukemia have little ASSN activity and require exogenous asparagine (Fig 1). This has led to the use of asparaginase, the enzyme that converts asparagine to aspartate and ammonia, for the treatment of childhood acute lymphoblastic leukemia (ALL) (Haskell et al, 1969; Pieters et al, 2011). Likewise, while in normal tissue arginine is not an essential amino acid, some
hepatocellular carcinoma (HCC), mesothelioma and melanomas do not express argininosuccinate synthetase (ASS) and therefore are auxotrophic for arginine and sensitive to its depletion in plasma (Fig 1). Arginine deiminase has proved beneficial in the treatment of unresectable melanoma, and it is currently being tested in several other tumor types (Feun & Savaraj, 2006; Delage et al, 2010).

Going beyond amino acid metabolism, several inhibitors of fatty acid synthesis have also been developed and studied. Endogenous fatty acids are synthesized from TCA cycle-derived citrate and NADPH, which can be produced by the PPP and other enzymes. Once in the cytosol, citrate is broken down into acetyl-CoA and oxaloacetate by ATP citrate lyase (ACL). Fatty acid synthesis starts with acetyl-CoA carboxylase (ACC) converting acetyl-CoA to malonyl-CoA, and this is followed by a series of steps in which malonyl-CoA and acetyl-CoA are converted to palmitate by fatty acid synthase (FASN) (Fig 1). Many tumors therefore express high levels of FASN, including breast, colorectal and endometrial cancers (Alo et al, 1996), and FASN inhibitors either kill tumor cells directly or sensitize them to other therapies such as 5-fluorouracil and trastuzumab (Herceptin) (Kridel et al, 2004; Menendez et al, 2006; Vazquez-Martin et al, 2007). The inhibition of other enzymes in the de novo lipogenic pathway, such as ACL, choline kinase, ACC, monoglyceride lipase (MGLL) and 3-hydroxy-3-methylglutaryl-CoA reductase (HMGR), has proved effective as cancer treatment in preclinical settings and these enzymes are in the focus of drug development, and some of them, for example, statins, are currently undergoing clinical trials (Brusselmans et al, 2005; Glunde et al, 2005; Hatzivassiliou et al, 2005; Nomura et al, 2010; Bjarnadottir et al, 2013).

Mapping the cancer metabolome
One of the most prominent technology advancements for studying dysregulated tumor metabolism has been the development of metabolomics, a discipline that aims to measure the concentration and relative abundance of small molecule metabolites (< 1.5 kDa) present in biological systems (e.g. cells, tissues or body fluids) and is currently allowing for the simultaneous measurement of hundreds of metabolites (Dunn et al, 2005; Lane et al, 2009). The use of metabolic profiling in cancer provides an additional layer of pathological information beyond genomic data. Initial metabolomics approaches were based on nuclear magnetic resonance (NMR) but are now complemented with the use of mass spectrometry (MS), which provides higher sensitivity and a wider range of metabolites detection (Griffiths et al, 2010). MS also offers the possibility to perform targeted analyses of metabolic pathways by using 13C-labeled metabolites such as glucose and glutamine. This strategy allows for the measurement of intracellular metabolic fluxes and, by making use of partially labeled substrates, for the identification of alternative metabolic pathways (Zamboni & Sauer, 2009). By applying these recent advances in the context of cancer research, metabolic alterations have been observed in a wide variety of tumors, identifying adaptations and vulnerabilities that open new possibilities for the development of cancer therapies.

For instance, LC-MS has been used to study the metabolic alterations associated with the M2 isoform of pyruvate kinase, showing significant differences in glycolytic intermediates (Christofk et al, 2008). The same technology was used later on to show that these glycolytic metabolites are fed into serine synthesis, allowing them to proliferate in serine-depleted medium (Ye et al, 2012). Other metabolomics flux experiments have employed GC–MS to trace central carbon metabolism. Such studies include the finding that the reductive metabolism of α-ketoglutarate contributes to de novo lipogenesis (Metallo et al, 2012), the characterization of FH-deficient cells in renal cancer (Frezza et al, 2011b), the study of glutamine dynamics in pancreatic ductal adenocarcinoma (PDAC) (Son et al, 2013), as well as the study of glutamine-associated changes in glioma cells during impaired mitochondrial pyruvate transport (Yang et al, 2014). Metabolomic approaches have been additionally used to detect cancer-specific biomarkers in body fluids. This includes the discovery of long-chain fatty acids in the serum of colorectal cancer patients (Ritchie et al, 2010); significant changes in amino acids, bile acids and polar lipids in plasma samples of pancreatic cancer patients (Urayama et al, 2010); increased levels of sarcosine in urine samples of prostate cancer patients (Soliman et al, 2012); and more (Armitage & Barbas, 2014).

Clearly, a great amount of data describing the metabolic alterations in cancer cells has gathered in recent years, and there is a growing need for its analysis and contextualization on a genome-wide cellular level. A central key approach for addressing these challenges is genome-scale metabolic modeling (GSMM), as reviewed below.

Genome-scale modeling of cellular metabolism
One of the ultimate goals of Computational Systems Biology is to build an in silico model of a living cell that will include all its components and will have a predictive value in simulating all cellular processes. A key difficulty is the lack of sufficient comprehensive knowledge on the pertaining biological processes and associated detailed kinetics. However, despite these difficulties, there is one domain where under simplifying assumptions, and due to two hundred years of biochemistry research, we are able to make first meaningful steps toward realizing this in silico vision, and that is cellular metabolism (Kuepfer, 2010). Metabolism is by now the most studied and well-known cellular process across many species, including humans. Over the last decade, recent strides in the computational study of metabolism have enabled its computational investigation on a genome scale in an accelerating pace (Herrgard et al, 2008; Bordbar & Palsson, 2012; Mardinoglu & Nielsen, 2012; de Oliveira Dal’Molin & Nielsen, 2013; Bordbar et al, 2014).

As reviewed above, recent technological advancements have enabled the genome-wide quantification of gene, enzyme and metabolite levels, thus providing cues to an organism’s metabolic state. However, despite this considerable progress, the most direct measure of activity in a metabolic network, the reaction flux rates, can be measured today for only a few dozens of reactions in central metabolism (Niklas et al, 2010). The analysis of GSMMs aims to bridge this gap and facilitate the prediction of the network’s inner and outer (uptake and secretion) flux rates, thus characterizing the organism’s metabolic state on a large scale. Furthermore, GSMM enables the integration of various omics data to obtain context-specific metabolic descriptions, and the simulation of different genetic and environmental perturbations under which the metabolic state can be iteratively re-evaluated.
 Genome-scale metabolic model reconstruction is a manual, bottom-up process, in which all the biochemical transformations taking place within a specific target organism or cell are assembled into a metabolic network (Thiele & Palsson, 2010). This network is represented mathematically by a stoichiometric matrix that comprises the stoichiometric coefficients of the metabolic reactions included in the network, and is concomitantly accompanied by a detailed mapping of the genes and proteins to their catalyzed reactions (Orth et al., 2010). GSMMs typically form complex models encompassing thousands of genes, proteins, reactions and metabolites.

The analysis of GSMMs is performed via a constraint-based modeling (CBM) approach that imposes a set of physico-chemical constraints on the space of possible metabolic behaviors, including mass balance, thermodynamic (directionality) and maximal flux capacity constraints, while optimizing for a cellular objective function such as maximization of biomass yield or ATP production. The latter is conventionally done via a flux balance analysis (FBA) method. This approach has been extensively and quite successfully applied for more than a decade now to study the metabolism of microorganisms and has been rapidly expanding to dozens of manually curated models for both pro- and eukaryotes (Monk et al., 2014).

Despite its considerable predictive signal, it should be acknowledged that the CBM approach makes a few simplifying assumptions to achieve modeling on a genome scale. First and foremost, it assumes that the system modeled is in a quasi-steady state; that is, while internal metabolites may be generated and consumed, their overall levels remain unchanged (while metabolites that are exchanged with the environment may be taken up or secreted). This assumption needs to be made since the kinetic parameters governing the dynamics of the thousands of enzymes in the network are mostly unknown. Second, to obtain a physiological meaningful flux space, an additional objective function needs to be assumed. By and large two different classes of objective functions are assumed—(a) maximizing an assumed “cellular” objective or (b) maximizing the fit between the predicted metabolic state and context-specific molecular omics data. As for (a), maximizing biomass production (a corollary of proliferation rate) is typically used and is appealing in the context of modeling proliferating cells like bacteria and cancer cells. Regarding (b), a variety of approaches exist aiming to best fit the predicted metabolic state to measured flux data, transcriptomics and proteomics, or a combination of the latter (Machado & Herrgård, 2014). A detailed discussion of the latter is beyond the scope of this review, but see some related notes in brief in Box 1. Furthermore, it should be explicitly noted that the models built encompass just the enzymatic reactions that directly modify the metabolites and thus, at least in the context of human metabolism (and in most bacterial models), do not explicitly include interconnected cellular processes such a transcriptional regulation and signaling pathways that regulate metabolism. Including the latter information raises serious computational challenges as assuming steady state is problematic in this context, but even more so, they are simply yet not known at a sufficient level of details. Additionally, while when simulating cell line experiments the growth media is well characterized, regrettably, in simulating in vivo systems (like the metabolism of healthy or tumor tissue) the environment is not well characterized and one needs to make some bold assumptions regarding its composition. Finally, in the key application of GSMMs to predict new cancer drug targets, one should note that many relevant factors are actually out of the scope of such an endeavor, including the “druggability” of a predicted target, its cellular localization, its three-dimensional structure and its potential binding with known classes of inhibitors (Hopkins & Groom, 2002; Bunnger, 2011).

**Box 1: Building tissue/cell-specific human GSMMs**

In general, methods for integrating omics datasets can be classified into those that use a discrete representation of the input data and those that utilize a more quantitative approach.

The first type categorizes the model’s reactions into two groups: those associated with highly and those associated with lowly expressed genes. They then apply different types of objective functions aiming to maximize the similarity between this discrete representation and the model’s reaction activity state (Becker & Palsson, 2008, Jerby et al., 2010, Shlomi et al., 2012; Agren et al., 2012, Wang et al., 2012b) (Fig 2). This discrete representation of the expression state might not be sensitive enough for modeling the differences between cells that exhibit only subtle variations in their expression level. Despite some limitations, these approaches have been successfully used as a basis for generating context-specific models of tissues and cells through which both normal and diseased human metabolism have been studied (Bordbar & Palsson, 2012; Mardinoglu et al., 2013b; Oberhardt et al., 2013).

The second, non-discretized approach utilizes the absolute gene expression levels to derive a flux description of a specific metabolic state (Lee et al., 2012), or for constraining reactions’ maximal flux capacity for the purpose of building a specific model (Colijn et al., 2009, Fig 2). While these approaches maintain the basic structure of the network and are more sensitive to subtle differences in expression levels, their drawback is in their underlying implicit assumption that there is a strong monotonic positive association between gene expression levels and flux rates, an assumption that is known to hold only partially (Bordel et al., 2010). Applying this approach while utilizing proteomic data can potentially improve model accuracy. These approaches have so far mostly been applied for studying microorganisms. Their application to the study of higher organisms in the context of mammalian physiology and cancer metabolism has only recently been established (Yizhak et al., 2014a).

**Genome-scale modeling of human metabolism**

Genome-scale metabolic models of human metabolism (Table 1) have been reconstructed to represent the collection of all the metabolic reactions known to occur in human cells (Duarte et al., 2007; Ma et al., 2007; Mardinoglu et al., 2013a, 2014; Thiele et al., 2013). These models have been utilized for modeling both normal and diseased human metabolism, as comprehensively reviewed by Bordbar and Palsson (2012), Mardinoglu and Nielsen (2012). In contrast to the modeling of microorganisms, two crucial points should be taken into consideration when utilizing these human reconstructions: (i) First, the models are not specific to any tissue or cell type. As they encompass the set of all possibly occurring human metabolic reactions, their solution space contains multiple feasible metabolic behaviors that should be further constrained to achieve a level of cell or tissue specificity; (ii) second, the objective function (s) of different human tissues and cells is more difficult to determine (or perhaps even does not exist), especially for those cells that are non-proliferating (and hence maximal biomass yield cannot be assumed). Considering these challenges, the question is then how
can we utilize these reconstructions to study normal and diseased human metabolism?

**Simulating genetic and environmental perturbations**

Once a specific metabolic model has been reconstructed, it can be utilized to predict cellular responses to genetic and environmental perturbations. The set of genetic perturbations that can be simulated via a GSMM includes both complete (knockout) and partial (knockdown) gene deletions (Orth et al, 2010), as well as gene over expression (Wagner et al, 2013). Environmental perturbations may be simulated by changing media composition, modifying the quantities of available metabolites as well as enforcing their uptake into the cell (Mo et al, 2009) (Fig 2). Another type of perturbation is at the intracellular metabolite level, where a metabolite deficiency is simulated by its removal from the network (Kim et al, 2007). The various perturbations described above can be simulated in all

| Human model reconstruction | Size | Cancer type | Application | References |
|---------------------------|------|-------------|-------------|------------|
| Recon 1 (Duarte et al, 2007) | 1,905 | 3,742 | 2,766 | Generic | Studying the association between cell proliferation and the Warburg effect | Shlomi et al (2011) |
| | | | | Generic | Pathway contribution to NADPH production in cancer | Fan et al (2014) |
| | | | | Generic | Identification of cancer-selective drug targets | Folger et al (2011) |
| | | | | Generic | Predicting combinations of anti-cancer drugs with minimal side effects | Facchetti et al (2012) |
| | | 26 tumor tissues | | | Identifying cancer-specific metabolic pathways | Wang et al (2012b) |
| | | Liver cancer cell line | | | Identifying PS3-associated metabolic changes | Goldstein et al (2013) |
| | | The NCI-60 cell line collection | | | Studying the association between cell proliferation and nutrients uptake rates | Dolfi et al (2013) |
| | | Breast cancer | | | Studying the metabolic differences associated with tumor stage and type | Jerby et al (2012) |
| | | Clear cell renal cell carcinoma (ccRCC) | | | Identifying synthetic lethal interaction in FH-deficient cells | Frezza et al (2011b) |
| | | The NCI-60 cell line collection | | | Predicting drug-reaction interactions | Li et al (2010) |
| | | The NCI-60 cell line collection and breast/lung cancer clinical samples | | | Personalized prediction of metabolic phenotypes and identification of selective drug targets | Yizhak et al (2014a) |
| | | The NCI-60 cell line collection | | | Association of the Warburg effect with cell migration and identification of anti-migratory drug targets | Yizhak et al (2014b) |
| | | Hepatocellular carcinoma | | | miRNA was simulated to predict their ability to reduce cancer cell growth | Wu & Chan (2014) |
| | | The Edinburgh Model | Colon and breast cancer cell lines | Metabolomic network correlations | Kotze et al (2013) |
| | | Recon 2 (Thiele et al, 2013) | 5,063 | Identification of oncometabolites | Nam et al (2014) |
| | | HMR (Mardinoglu et al, 2013a, 2014) | 9,311 | 16 cancer tissues | Identifying cancer-specific metabolic features | Agren et al (2012) |
| | | | | Breast, bladder, liver, lung and renal cancer | Topological analysis of ccRCC-specific metabolic processes | Gatto et al (2014) |
| | | | | Hepatocellular carcinoma | Personalized model reconstruction and selective drug target identification | Agren et al (2014) |
| | | | | 15 cancer cell types | Studying the topological features of anti-cancer metabolic drugs | Asgari et al (2013) |
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possible combinations, and each time the resulting metabolic state of the cell can be re-evaluated. However, the question is what can we assume about the cellular objective function following such perturbations?

Similar to the simulation of wild-type states, the maximization of biomass yield and ATP production have been extensively used for evaluating the post-perturbation metabolic state (Orth et al., 2010), both in microorganisms and in cancer cells (Fig 2). However, alternative objective functions have also been applied, suggesting that in the perturbed state the cell tries to minimize the deviation from its previous wild-type state (Segre et al., 2002; Shlomi et al., 2005). Interestingly, it was shown that while the first approach represents the outcome of long-term evolutionary pressure, the second one is more suitable for cases that do not possess a mechanism for immediate regulation of fluxes toward the optimal growth configuration (Segre et al., 2002). Despite the fact that these approaches do not consider any condition-specific high-throughput data, they have been successfully used for various drug discovery applications (Kim et al., 2010; Shen et al., 2010; Folger et al., 2011), as well as in metabolic engineering tasks (Bro et al., 2006; Anesiadis et al., 2008), reductive evolution simulations (Pál et al., 2006; Yizhak et al., 2011), gene essentiality predictions (Duarte et al., 2004; Oh et al., 2007; Orth et al., 2011) and more (Oberhardt et al., 2009). Nonetheless, the era of large-scale omics data provides an opportunity for determining the perturbed state without the need to assume a pre-defined objective function (Fig 2). Yizhak et al (2013) have developed a new algorithm that utilizes source and target gene expression data to predict perturbations that are most likely to transform the metabolic state from one state to the other. The algorithm was applied to study yeast and mammalian aging and led to the identification of novel lifespan-extending genes.

Genome-scale modeling studies of cancer metabolism

In recent years, many systems biology studies have been collecting molecular omics and phenotypic data for studying cancer. The availability of such high-throughput omics data provides the opportunity of integrating this data within a generic human GSMM to infer the metabolic activity state characterized by these measurements, in a cell-specific and condition-dependent manner (Jerby & Ruppin, 2012; Lewis & Abdel-Haleem, 2013) and, importantly, without the need to define a cellular objective function see (Machado & Herrgård, 2014), Box 1). Omics integration has been mainly used toward two main goals: (i) characterizing the metabolic state of different cancer cells and studying fundamental cancer-related phenomena and (ii) identifying cancer metabolic drug targets and biomarkers in a context- and type-specific manner (Fig 3).

Studying cancer-related metabolic phenotypes

To describe the metabolic alterations in cancer, several GSMM studies have looked into alterations in central metabolism that are common among tumors, such as aerobic glycolysis (the Warburg effect) and enhanced biomass production and proliferation (Resendis-Antonio et al., 2010; Folger et al., 2011; Shlomi et al., 2011; Vazquez & Olvai, 2011). By utilizing a metabolic model of central metabolism Vazquez et al (2010) and Vazquez and Olvai (2011) have shown that at low glucose uptake rates mitochondrial respiration is indeed the most efficient pathway for ATP generation. However, above a threshold of metabolic rate, activation of aerobic glycolysis is favoured because it provides higher ATP production per volume density than mitochondrial oxidative phosphorylation. Studying this phenomenon on a genome scale Shlomi et al (2011) have shown that the Warburg effect may be a direct consequence of the metabolic adaptation of cancer cells to increased biomass production rate. Their model captured a three-phase metabolic behavior that is observed experimentally during oncogenic progression. Recently, Yizhak et al have studied the role of the Warburg effect in supporting cancer cell migration, trying to extend our understanding of this phenomenon beyond its association with cellular proliferation. Computing the predicted ratio of glycolytic ATP flux rate versus the oxidative one across different cancer cell lines, a strong positive significant association with cell migration was identified, thereby suggesting an additional role of the Warburg effect in supporting later stages of tumor progression. Apart from the Warburg effect, the generic human model has been recently used to study the relative contribution of different metabolic pathways to NADPH production, showing that 40% of NADPH production is predicted to come from one-carbon metabolism mediated by tetrahydrofolate (THF), an observation that was thoroughly experimentally verified in this study (Fan et al., 2014; Fig 3).

Other GSMM studies have integrated cancer omics data to characterize a cancer-specific metabolic behavior. The first step in this direction was taken by Folger et al, who have generated a generic genome-scale model of cancer metabolism based on a core set of cancer-related enzymes. This model captured the main metabolic functions shared by many cancer types and has shown to successfully identify genes that are essential for tumor growth (Folger et al., 2011). Moving toward tumor-specific GSMMs (Agren et al., 2012; Wang et al, 2012b), Agren et al have constructed metabolic models for 16 cancer types and their parent tissues, predicting metabolites that are significantly more involved in the metabolism of cancer
cells, such as polyamines, isoprenoid and eicosanoid metabolites, in correspondence with recent reports in the literature (Fig 3). Later on, the same group has used a more comprehensive human model reconstruction (Mardinoglu et al, 2013a) to build tumor-specific models for breast, bladder, liver, lung and renal cancer tissues based on their proteomic signatures. A topological network analysis of these models has shown that clear cell renal cancer demonstrates a metabolic shift that associates differential down-regulation of one-carbon metabolism enzymes with poor clinical outcome. Interestingly, specific defects in nucleotides, one-carbon and glycerophospholipid metabolism that are unique to this type of cancer could be explained by loss of heterozygosity in multiple metabolic genes adjacent to the von Hippel-Lindau (VHL) tumor suppressor, which is frequently deleted in this type of cancer (Gatto et al, 2014). An alternative custom-built set of 26 tumor models was used by Wang et al (2012b) to identify tumor-enriched pathways according to model-based flux distributions, going beyond those predicted using differential gene expression alone. Lastly, focusing on specific cancerous mutations Goldstein et al (2013) have used the generic human metabolic network to characterize the metabolic state of liver-derived cancerous cells with a varying p53 status, with their results suggesting that P53 diverts glucose away from growth-promoting pathways to gluconeogenesis, thereby inhibiting oncogenesis (Fig 3).

Moving toward the analysis of larger cohorts of cancer cells, Dolfi et al (2013) have integrated cell volume measurements,
estimated DNA content and exchange fluxes of the NCI-60 cell lines, and showed that nutrient exchange rates are correlated with cell proliferation only when the variability in cell size is taken under consideration (Fig 3). At the intersection of cancer cell lines and clinical samples, Feizi et al have identified metabolic subnetworks based on the generic human model and gene expression levels collected from both the NCI-60 cell lines collection and colon cancers. Interestingly, many of the major subnetworks that were found to be positively and significantly associated with cancer cell line proliferation were found to be negatively associated with patients’ survival (Feizi & Bordel, 2013). On the clinical side, Jerby et al have used gene expression and proteomics derived from breast cancer patients to perform a GSMM analysis of their tumors, showing that advanced breast cancers have an increased flux in glycolysis, lactate production and ROS detoxification. The model’s predictions of proliferation rates, ROS production and biomarkers were experimentally validated. The latter investigation also revealed a fundamental inherent stoichiometric trade-off between serine and glutamine metabolism, which underlies key metabolic differences between the ER+ and ER− subtypes (Jerby et al, 2012).

Identifying perturbations targeting cancer metabolism

The analysis of different cancerous cells and states provides the opportunity for predicting new cytotoxic drug targets through the genome-scale predicted effects of various cellular perturbations. A deeper analysis involving richer datasets can extend upon that and address more complex challenges such as drug selectivity and drug resistance, as well as the targeting of other metabolically related cancerous alterations.

Several studies aiming to accomplish these goals have been published in recent years. The generic cancer model built by Folger et al (2011) has been used to predict 52 cytostatic drug targets, of which 40% were targeted by either approved or experimental anti-cancer drugs at the time of its publication. The same approach has later been used by Frezza et al (2011b) to build a cancer cell-specific model of newly characterized genetically modified kidney mouse cells in which Fh1 has been deleted, thus studying the germline mutation of fumarate hydratase (FH) responsible for HLRCC. The HLRCC model has been used for identifying selective drug targets through a synthetic lethality (SL) approach and led to the identification of enzymes along the heme biosynthesis pathway as potential SL-pair targets of FH. Indeed, experimental validation of such a target, HMOX, was shown to selectively kill FH-deficient cells while sparing the normal ones (Fig 3).

Exploring the effects of currently available drugs Facchetti et al (2012) have developed a novel GSMM-based method to investigate potential synergies between metabolic drugs, thus predicting optimal combinations of anti-cancer drugs with minimal side effects on normal human cell. Li et al (2010) have similarly utilized information on existing drugs and investigated flux predictions for the NCI-60 set of cell lines. This investigation identified drug-reaction interactions that were then used to predict new targets for approved anti-cancer drugs. Further along these lines Asgari et al (2013) have performed a topological analysis for 15 normal and cancer-specific metabolic networks, showing that approved anticancer metabolic drugs are not associated with highly connected enzymes, as may have been expected.

Recently, Agren et al have searched for antimetabolites aiming to target multiple enzymes simultaneously. Applying this approach for personalized models of six hepatocellular carcinoma patients has predicted 147 such potential antimetabolites. Out of which, the analogs of l-carnitine were studied experimentally by examining the effect of perhexiline, an inhibitor of carnitine palmitoyltransferase 1 (CPT1) on the proliferation of a HepG2 cell line, showing reduced viability of these cells (Agren et al, 2014) (Fig 3). In a recent study, cell-specific models of a few hundreds of normally proliferating and cancerous cell lines were built by the quantitative integration of their gene expression levels (Yizhak et al, 2014a). These cell-specific models were then shown to successfully predict metabolic phenotypes on an individual level, including cellular proliferation rate, biomarkers and drug response. These models were also used to identify selective drug targets, which has led to the experimental validation of a top predicted selective target, MLYCD, in both a leukemia and kidney cancer cell lines versus their normal counterpart. A mechanistic investigation of the cytotoxic effect induced by MLYCD deficiency has demonstrated the potential role of oxidative stress in this process (Yizhak et al, 2014a; Fig 3). As briefly described above, these cancer models were then used to predict the ratio between glycolytic and oxidative ATP production rate, showing its positive association with cell migration. Following, a dozen of novel gene perturbations that were predicted to reduce this ratio were found experimentally to significantly attenuate cell migration, while having almost no effect on cellular proliferation, as predicted. Importantly, such targets may reduce cytotoxic-related clonal selection of more aggressive cancer cells and the likelihood of emerging resistance (Yizhak et al, 2014b; Fig 3).

Taken together, these studies clearly demonstrate the considerable potential value of GSMMs in deciphering the metabolic underpinnings of different tumorigenic phenotypes. Those include the fundamental characteristic of increased cell proliferation, as well as less metabolically direct cancerous phenotypes such as increased cellular migration and invasion. In addition, the various drug targets and biomarkers already revealed by GSMM-based studies and further validated experimentally testify for their ability to capture network-wide level effects that could not have been identified by data analysis alone.

Future challenges in the modeling cancer metabolism—what lies ahead?

While there has been a remarkable progress in the last 4 years in the genome-scale modeling of cancer metabolism, additional challenges lie ahead in terms of both methodological and translational advancements. These include the utilization of richer datasets from both cell lines and clinical samples, the consideration of different cellular regulatory mechanisms, the modeling of cancer cell environment including its interactions with surrounding cells, and studying and assessing the potential of emergent drug resistance to metabolic cancer drugs. Further in the future, as more detailed kinetic information on specific central metabolism in humans is gathered, one may begin to address the challenge of building integrated kinetic and stoichiometric models of cancer metabolism.
Integrating additional omics data sources

As reviewed above, the GSMM framework is a platform for omics data integration that can be of significant value. Nonetheless, transcriptomics and proteomics have been the main data source for deciphering metabolic phenotypes, while other data sources have been rarely used.

New technology for next-generation sequencing (NGS) has enabled a systematic cataloging of cancer genomes through national and international genomics projects (Simon & Roychowdhury, 2013). The Cancer Genome Atlas and the International Cancer Genomics Consortium are examples for such comprehensive resources where mutational signatures and potentially new therapeutic targets across cancer types have been identified (Alexandrov et al., 2013; Yang et al., 2013a). By focusing on the subset of mutated metabolic enzymes and evaluating their effect on protein function, one can potentially use these datasets to model multiple cancer subtypes and identify their unique metabolic vulnerabilities (Fig 4). A first step in this direction has been recently taken by Nam et al (2014). In this study, the authors integrated genetic mutation data from more than 1,700 cancer genomes along with their gene expression levels. Predicted flux changes between normal and cancer cells were then evaluated by simulating loss-of-function mutations in metabolic enzymes, leading to the prediction of 15 predicted oncometabolites, reassuringly including the well-known oncometabolites succinate and fumarate.

Apart from genomics, metabolomics is an additional accumulating data resource for studying cancer biology. Metabolomic profiles...
of cancer cells have been widely used for the past several years to distinguish between different cell lines and tumor types both in vitro and in vivo (Florian et al., 1995; Tate et al., 1998). Furthermore, cancer-associated mutations in certain metabolic genes were found to induce an abnormal accumulation of oncometabolites (Yang et al., 2013b). For instance, as already described above, mutations in IDH1 and IDH2 result in the generation of 2-hydroxyglutarate (2HG), which alters gene transcription through DNA modifications and histone methylation (McCarthy, 2013). The ability to both integrate and predict metabolite concentrations on a genome-scale level is therefore of major importance in studying cancer metabolism (Fig 3). While information on extracellular metabolites has been used to constrain a given GSMM (Agren et al., 2012; Schmidt et al., 2013), the prediction and/or integration of intracellular metabolite levels requires the usage of thermodynamic information and the knowledge of the kinetic parameters (Yizhak et al., 2010; Cotten & Reed, 2013), which are largely unknown. The utilization of metabolomic data for analyzing GSMMs therefore calls for new, more sophisticated methodologies designed to address these emerging challenges.

Accounting for different cellular regulatory mechanisms

The great majority of GSMM-based cancer studies rely solely on the metabolic–stoichiometric aspects of the human network and its integration with different omics datasets. The next step extending upon that is the integration of different regulatory mechanisms, including transcriptional and post-transcriptional regulation (Fig 4). Methods for developing integrated metabolic–regulatory GSMMs have already been developed and studied in microorganism (Covert et al., 2004; Herrgard et al., 2006; Shlomi et al., 2007). The computational machinery for achieving this goal can therefore be readily used for higher organisms as well. Nonetheless, information on the architecture of the human regulatory network and its complexity has only recently been starting to accumulate through projects such as the ENCODE (Consortium, 2012). Utilizing these newly incoming rich data resources to reconstruct a human metabolic–regulatory network model is of tremendous potential in accelerating the modeling of human metabolism in general, and cancer metabolism in particular.

Additional genomic regulatory information that can be accounted for different cancerous cellular states is microRNA (miRNA) levels and epigenetic modifications. miRNA alterations were already found to be involved in the initiation and progression of human cancer, as reflected by the widespread differential expression of miRNA genes in malignant compared to normal cells (Calin & Croce, 2006). Recently, Wu & Chan (2014) have integrated miRNA-target prediction, metabolic modeling and context-specific gene expression data to predict therapeutic miRNAs that could reduce the growth of cancer. This approach has been applied to human hepatocellular carcinoma (HCC) wherein overexpression of each miRNA was simulated to predict their ability to reduce cancer cell growth. Remarkably, the overall accuracy in predicting the miRNAs that could suppress metastasis and progression of liver cancer was > 80%. An additional type of regulation that has not been widely studied yet is that of allosteric regulation. The incorporation of allosteric (in)activation information concerning metabolic enzymes is currently missing from the basic GSMM analysis and can certainly boost its predictive power (Fig 3).

Modeling cancer cells environment and interactions

While many studies have focused on growing cancer cells in vitro and out of their tumorigenic context, it is now widely accepted that the tumor microenvironment plays an important role in defining and reprogramming cancer cell metabolism (Morandi & Chiarugi, 2014). The computational study of cell and tissue interactions via GSMMs has already been demonstrated in both microorganisms and human tissues (Bordbar et al., 2011; Freilich et al., 2011; Zomorrodi & Maranas, 2012), but has not been explored in the context of cancer cells and supporting cells in their environment. Modeling the dynamic exchange of material between these different cells can bring us closer to a more accurate modeling of tumors in vivo and reveal metabolically related phenotypes that could not have been discovered by the modeling of each cancer cell alone (Fig 4).

Apart from the interaction with other cells in their microenvironment, cancer cells are also exposed to varying oxygen and pH levels. These factors play a key role in tumor development and are known to affect tumor cell metabolism (Helmlinger et al., 1997). While oxygen and nutrient availability in general can be simulated directly via GSMMs, the simulation of environmental factors such as pH is less straightforward. One possible approach for addressing this challenge is by applying structural analysis to predict the effect induced by pH levels over the activity of metabolic enzymes (Fig 4). Interestingly, a conceptually somewhat analogous analysis has been applied to study Escherichia coli response to diverse temperatures, revealing protein activities that limit network function at higher temperatures and providing mechanistic interpretations of mutations found in strains adapted to heat (Chang et al., 2013).

Studying the emergence of resistance to metabolic drug targets

Resistance to chemotherapy and molecularly targeted therapies is a major problem facing current cancer research, and the mechanisms for its acquisition are diverse (Gottesman, 2002). GSMMs can be utilized in this context to identify promiscuous functions of existing metabolic enzymes, thus revealing alternative pathways capable of bypassing the targeted oncogenic reaction(s). Furthermore, this approach can be used to identify gain-of-function enzyme mutations and increase our understanding of enzymes’ catalytic side activities (Fig 4). Promiscuous functions of metabolic enzymes have already been studied by GSMM of Escherichia coli, both revealing fundamental features of these enzymes (Nam et al., 2012) and identifying novel metabolic pathways that produce precursors for cell growth under diverse environmental conditions (Notebaart et al., 2014). In addition to that, the GSMM framework also enables the simulation of multiple perturbations simultaneously and can thus facilitate the investigation of drug combinations therapy and SL-based treatments. These investigations provide an opportunity for achieving greater selectivity and specificity, offering tremendous potential for improved prognoses.

In closing, one should note that in addition to GSMMs, other more early approaches exist for the modeling of biological processes, including large-scale topological and Boolean networks, and the more classic, small-scale analyses through ordinary differential equations (ODE) (Resendis-Antonio et al., 2014). The detailed review of these approaches is beyond the scope of the current paper. Here we just note in brief that topological networks have been used
for studying how genes coordinate their expression in various biological states, and were applied to identify drug targets in different contexts, including glioblastoma, breast and cervical cancers (Horvath et al., 2006; Higareda-Almaraz et al., 2011; Wu & Stein, 2012). On the other hand, Boolean network analyses involve the modeling of the dynamics of transcription regulatory and signaling networks (Wang et al., 2012a), and were used for identifying genes driving the transitions between different tumor progression stages, and determining driver mutations that promote cancerous phenotypic transitions as a function of the cell’s microenvironment (Fumià & Martins, 2013; Srihari et al., 2014). ODE models were mainly used in this context for studying the dynamics of tumor growth (Laird, 1964) and understanding tumors’ response to therapy (Lankelma et al., 2013). Though challenging, the combination of these different approaches can bring us closer toward the holy grail of whole-cell modeling, which we proceed to discuss in our concluding remarks.

Conclusions

As evident, genome-scale metabolic modeling provides valuable insights into cancer metabolism and holds promise for many more interesting and clinically relevant applications to come. Importantly, GSMM is a stepping stone for whole-cell modeling, and this vision, which was already firstly realized by Karr et al. (2012) in bacteria, should inspire us to aim at modeling the entire cellular dynamics of different cancer cells. While clearly cancer cells represent a much more complex system, we should bear in mind that the enormous amount of data accumulated by the scientific community about cancer, and the pace in which it grows, is orders of magnitude larger than any other cellular system. The initial strides discussed here for GSMMs demonstrate that, perhaps, “yes, we can.”

Acknowledgements

KY is grateful to the Azrieli Foundation for the award of an Azrieli Fellowship. ER’s research on cancer metabolism is supported by a grant from the Israeli Science Foundation (ISF) and Israeli Cancer Research Fund (ICRF) to ER and by the I-CORE Program of the Planning and Budgeting Committee and The Israel Science Foundation (Grant No. 41/11).

Conflict of interest

The authors declare that they have no conflict of interest.

References

Agren R, Bordel S, Mardinoglu A, Pornputtapong N, Nookaew I, Nielsen J (2012) Reconstruction of genome-scale active metabolic networks for 69 human cell types and 16 cancer types using INIT. PLoS Comput Biol 8: e1002518

Agren R, Mardinoglu A, Asplund A, Kampf C, Uhlen M, Nielsen J (2014) Identification of anticancer drugs for hepatocellular carcinoma through personalized genome-scale metabolic modeling. Mol Syst Biol 10: 721

Alexandrov LB, Nik-Zainal S, Wedge DC, Aparicio SAJR, Behjati S, Biankin AV, Bignelli GR, Bolli N, Borg A, Borresen-Dale AL, Boyault S, Burkhardt B, Butler AP, Caldas C, Davies HR, Desmedt C, Eils R, Eyfjord JE, Foekens JA, Greaves M et al (2013) Signatures of mutational processes in human cancer. Nature 500: 415 – 421

Alo PL, Visca P, Marcì A, Mangoni A, Botti C, Di Tondo U (1996) Expression of fatty acid synthase (FAS) as a predictor of recurrence in stage I breast carcinoma patients. Cancer 77: 474 – 482

Anesiadis N, Cluett WR, Mahadevan R (2008) Dynamic metabolic engineering for increasing bioprocess productivity. Metab Eng 10: 255 – 266

Artimiega EG, Barbas C (2014) Metabolomics in cancer biomarker discovery: current trends and future perspectives. J Pharm Biomed Anal 87: 1 – 11

Asagari Y, Salehzadeh-Yazdi A, Schreiber F, Masoudi-Nejad A (2013) Controllability in cancer metabolic networks according to drug targets as driver nodes. PLoS ONE 8: e79979

Becker SA, Palsson BO (2008) Context-specific metabolic networks are consistent with experiments. PLoS Comput Biol 4: e1000082

Bjarnadottir O, Romero Q, Bendahl P-O, Jirström K, Rydén L, Loman N, Uhlén M, Johannesson H, Rose C, Grabau D, Borgquist S (2013) Targeting HMG-CoA reductase with statins in a window-of-opportunity breast cancer trial. Breast Cancer Res Treat 138: 499 – 508

Bordbar A, Feist A, Usaiete-Black R, Woodcock J, Palsson B, Famili I (2011) A multi-tissue type genome-scale metabolic network for analysis of whole-body systems physiology. BMC Syst Biol 5: 180

Bordbar A, Palsson BO (2012) Using the reconstructed genome-scale human metabolic network to study physiology and pathology. J Intern Med 271: 131 – 141

Bordbar A, Monk JM, King ZA, Palsson BO (2014) Constraint-based models predict metabolic and associated cellular functions. Nat Rev Genet 15: 107 – 120

Bordel S, Agren R, Nielsen J (2010) Sampling the solution space in genome-scale metabolic networks reveals transcriptional regulation in key enzymes. PLoS Comput Biol 6: e1000859

Bro C, Regenberg B, Forster J, Nielsen J (2006) In silico aided metabolic engineering of Saccharomyces cerevisiae for improved bioethanol production. Metab Eng 8: 102 – 111

Brusselmans K, De Schrijver E, Verhoeven G, Swinnen JV (2005) RNA interference-mediated silencing of the Acetyl-CoA-Carboxylase-α gene induces growth inhibition and apoptosis of prostate cancer cells. Cancer Res 65: 6719 – 6725

Bunnage ME (2011) Getting pharmaceutical R&D back on target. Nat Chem Biol 7: 335 – 339

Caims RA, Harris IS, Mak TW (2011) Regulation of cancer cell metabolism. Nat Rev Cancer 11: 85 – 95

Calin GA, Croce CM (2006) MicroRNA signatures in human cancers. Nat Rev Cancer 6: 857 – 866

Chan DA, Sutphin PD, Nguyen P, Turcotte S, Lai EW, Banh A, Reynolds GE, Chi j-T, Wu J, Solow-Cordero DE, Bonnet M, Flanagan JU, Bouley DM, Graves EE, Denny WA, Hay MP, Giaccia AJ (2011) Targeting GLUT1 and the warburg effect in renal cell carcinoma by chemical synthetic lethality. Sci Transl Med 3: 94ra70

Chang RL, Andrews K, Kim D, Li Z, Godzik A, Palsson BO (2013) Structural systems biology evaluation of metabolic tolerancem in Escherichia Coli. Science 340: 1220 – 1223

Cheong H, Lu C, Lindsten T, Thompson CB (2012) Therapeutic targets in cancer cell metabolism and autophagy. Nat Biotechnol 30: 671 – 678

Christofk HR, Vander Heiden MG, Harris MH, Ramanathan A, Gerszten RE, Wei R, Fleming MD, Schreiber SL, Cantley LC (2008) The M2 splice isoform of pyruvate kinase is important for cancer metabolism and tumour growth. Nature 452: 230 – 233

Clibulis K, Lawrence MS, Carter SL, Sivachenko A, Jaffe D, Sougnez C, Gabriel S, Meyerson M, Lander ES, Getz G (2013) Sensitive detection of somatic
point mutations in impure and heterogeneous cancer samples. Nat Biotech 31: 213 – 219
Colijn C, Brandes A, Zucker J, Lun DS, Weiner B, Farhat MR, Cheng T-Y, Moody DB, Murray M, Galagan JE (2009) Interpreting expression data with metabolic flux models: predicting mycobacterium tuberculosis mycolic acid production. PLoS Comput Biol 5: e1000489
Consortium TEP (2012) An integrated encyclopedia of DNA elements in the human genome. Nature 489: 57 – 74
Cotten C, Reed J (2013) Mechanistic analysis of multi-omics datasets to generate kinetic parameters for constraint-based metabolic models. BMC Bioinformatics 14: 32
Covert MW, Knight EM, Reed JL, Herrgard MJ, Palsson BO (2004) Integrating high-throughput and computational data elucidates bacterial networks. Nature 429: 92 – 96
Dang L, White DW, Gross S, Bennett BD, Bittinger MA, Driggers EM, Fantin VR, Jang HG, Jin S, Keenan MC, Marks KM, Prins RM, Ward PS, Yen KE, Liu LM, Rabinowitz JD, Cantley LC, Thompson CB, Vander Heiden MG, Su SM (2009) Cancer-associated IDH mutations produce 2-hydroxyglutarate. Nature 462: 739 – 744
DeBerardinis RJ, Lum JJ, Hatzivassiliou G, Thompson CB (2008) The biology of cancer: metabolic reprogramming fuels cell growth and proliferation. Cell Metab 7: 11 – 20
Delage B, Fennell DA, Nicholson L, McNeilis I, Lemoine NR, Crook T, Szosarek PW (2010) Arginine deprivation and argininosuccinate synthetase expression in the treatment of cancer. Int J Cancer 126: 2762 – 2772
Dolfi S, Chan I, Qiu J, Tedeschi P, Bertini J, Hirshfield K, Olvazi V, Vazquez A (2013) The metabolic demands of cancer cells are coupled to their size and protein synthesis rates. Cancer Metab 1: 20
Duarte NC, Herrgard MJ, Palsson BO (2004) Reconstruction and validation of Saccharomyces cerevisiae iND750, a fully compartmentalized genome-scale metabolic model. Genome Res 14: 1298 – 1309
Duarte N, Becker S, Jamshidi N, Thiele I, Mo M, Vo T, Srinvas R, Palsson B (2007) Global reconstruction of the human metabolic network based on genomic and bibliomic data. Proc Natl Acad Sci USA 104: 1777 – 1782
Dunn WB, Bailey NJC, Johnson HE (2005) Measuring the metabolome: current analytical technologies. Analyst 130: 606 – 625
Facchetti C, Zampieri M, Alfar I C (2012) Predicting and characterizing selective multiple drug treatments for metabolic diseases and cancer. BMC Syst Biol 6: 115
Fan J, Ye J, Kamphorst jj, Shlomi T, Thompson CB, Rabinowitz JD (2014) Quantitative flux analysis reveals folate-dependent NADPH production. Nature 510: 298 – 302
Feizi A, Bordel S (2013) Metabolic and protein interaction sub-networks controlling the proliferation rate of cancer cells and their impact on patient survival. Sci Rep 3: 3041
Feun L, Savaraj N (2006) Pegylated arginine deiminase: a novel anticancer enzyme agent. Expert Opin Investig Drugs 15: 815 – 812
Florian CL, Preece NE, Bhakoo KK, Williams SR, Noble M (1995) Characteristic metabolic profiles revealed by 1H NMR spectroscopy for three types of human brain and nervous system tumours. NMR Biomed 8: 253 – 264
Folger O, Jerby L, Frezza C, Gottlieb E, Ruppin E, Shlomi T (2011) Predicting selective drug targets in cancer through metabolic networks. Mol Syst Biol 7: 501
Freilich S, Zarecki R, Eilam O, Segal ES, Heny CS, Kupiec M, Gophna U, Sharan R, Ruppin E (2011) Competitive and cooperative metabolic interactions in bacterial communities. Nat Commun 2: 589
Frezza C, Pollard P, Gottlieb E (2011a) Inborn and acquired metabolic defects in cancer. J Mol Med 89: 213 – 220
Frezza C, Zheng L, Folger O, Rajagopalan KN, MacKenzie ED, Jerby L, Micaroni M, Chaneton B, Adam J, Hedley A, Kalina C, Tomlinson IPM, Pollard PJ, Watson DG, Deberardinis RJ, Shlomi T, Ruppin E, Gottlieb E (2011b) Haem oxygenase is synthetically lethal with the tumour suppressor fumarate hydratase. Nature 477: 225 – 228
Fumiä HF, Martins ML (2013) Boolean network model for cancer pathways: predicting carcinogenesis and targeted therapy outcomes. PLoS ONE 8: e69008
Gatto F, Nookaew I, Nielsen J (2014) Chromosome 3p loss of heterozygosity is associated with a unique metabolic network in clear cell renal carcinoma. Proc Natl Acad Sci USA 111: E866 – E875
Gautier EL, Westerterp M, Bhagwat N, Cremers S, Shih A, Abdel-Wahab O, Lütjohann D, Randolph GJ, Levine RL, Tall AR, Yuan-Charchet L (2013) HDL and Glut1 inhibition reverse a hypermetabolic state in mouse models of myeloproliferative disorders. J Exp Med 210: 339 – 353
Gunde K, Raman V, Mori N, Bhujwala ZM (2005) RNA interference-mediated choline kinase suppression in breast cancer cells induces differentiation and reduces proliferation. Cancer Res 65: 11034 – 11043
Goldstein I, Yizhak K, Madar S, Goldfinger N, Ruppin E, Rotter V (2013) p53 promotes the expression of gluconeogenesis-related genes and enhances hepatic glucose production. Cancer Metab 1: 9
Gottesman MM (2002) Mechanisms of cancer drug resistance. Annu Rev Med 53: 615 – 627
Griffiths WJ, Koal T, Wang Y, Kohl M, Enot DP, Deigner H-P (2010) Targeted metabolomics for biomarker discovery. Angew Chem Int Ed 49: 5426 – 5445
Guertin DA, Sabatini DM (2007) Defining the role of mTOR in cancer. Cancer Cell 12: 9 – 22
Hanahan D, Weinberg RA (2011) Hallmarks of cancer: the next generation. Cell 144: 644 – 674
Haskell CM, Canellos GP, Leventhal BG, Carbone PP, Block JB, Serpick AA, Selawry OS (1969) L-Asparaginase. New Engl J Med 281: 1028 – 1034
Hatzivassiliou G, Zhao F, Bauer DE, Andreadis C, Shaw AN, Dhanak D, Helmlinger G, Yuan F, Dellian M, Jain RK (2013) Chromosome 10p loss of heterozygosity is associated with a unique metabolic network in clear cell renal carcinoma. Mol Syst Biol 9: 353
Hilfiker R, Middendorf M, Vingron M (2008) A consensus yeast regulatory and metabolic networks reveals novel regulatory mechanisms controlling the proliferation rate of cancer cells and their impact on patient survival. Sci Rep 3: 3041
Herrgard MJ, Lee BS, Portnoy V, Palsson BO (2006) Integrated analysis of regulatory and metabolic networks reveals novel regulatory mechanisms in Saccharomyces cerevisiae. Genome Res 16: 627 – 635
Herrgard MJ, Swainston N, Bolcs B, Dunn WB, Arga KY, Arvas M, Bluthgen N, Borges S, Costenoble R, Heinemann M (2008) A consensus yeast metabolic network reconstruction obtained from a community approach to systems biology. Nat Biotechnol 26: 1155 – 1160
Hiraga-Elmaraz J, Enriquez-Gasca M, Hernandez-Ortiz M, Resendis-Antonio O, Encarnacion-Guevara S (2011) Proteomic patterns of cervical cancer cell lines, a network perspective. BMC Syst Biol 5: 96
Hopkins AL, Groom CR (2002) The druggable genome. Nat Rev Drug Discov 1: 727 – 730
Horvath S, Zhang B, Carlson M, Lu KV, Zhu S, Felciano RM, Laurance MF, Zhao W, Qi S, Chen Z, Lee Y, Scheck AC, Liu LM, Wu H, Geschwind DH, Febo PC, Kornblum HI, Cloughesy TF, Nelson SF, Mischel PS (2006) Analysis of oncogenic signaling networks in glioblastoma identifies ASPM as a molecular target. Proc Natl Acad Sci USA 103: 17402 – 17407
Jerby L, Shlomi T, Ruppin E (2010) Computational reconstruction of tissue-specific metabolic models: application to human liver metabolism. Mol Syst Biol 6: 401

Jerby L, Ruppin E (2012) Predicting drug targets and biomarkers of cancer via genome-scale metabolic modeling. Clin Cancer Res 18: 5572 – 5584

Jerby L, Wolf L, Denkert C, Stein GY, Hilvo M, Oresic M, Geiger T, Ruppin E (2012) Metabolic associations of reduced proliferation and oxidative stress in advanced breast cancer. Cancer Res 72: 5712 – 5720

Karr JR, Sanghvi Jayodita C, Macklin Derek N, Gutschow Miriam V, Jacobs Jared M, Bolival B Jr, Assad-Garcia N, Glass John I, Covert Markus W (2012) A whole-cell computational model predicts phenotype from genotype. Cell 150: 389 – 401

Kim P-J, Lee D-Y, Kim TY, Jeong H, Lee SY, Park S (2007) Metabolite essentiality elucidates robustness of Escherichia coli metabolism. Proc Natl Acad Sci USA 104: 13638 – 13642

Kim HU, Kim TY, Lee SY (2010) Genome-scale metabolic network analysis and drug targeting of multi-drug resistant pathogen Acinetobacter baumannii AYE. Mol BioSyst 6: 339 – 348

Kliewer S, Axelrod F, Rozenkrantz N, Smith JW (2007) Arterial nitric oxide mediates lipogenesis under hypoxia. J Biol Chem 282: 38378 – 38386

Kotze H, Armitage E, Sharkey K, Allwood J, Dunn W, Williams K, Goodacre R (2013) A novel untargeted metabolomics correlation-based network analysis incorporating human metabolic reconstructions. BMC Syst Biol 7: 107

Kripel SJ, Axelrod F, Rozenkrantz N, Smith JW (2012) Arterial nitric oxide mediates lipogenesis under hypoxia. J Biol Chem 282: 38378 – 38386

Kotze H, Armitage E, Sharkey K, Allwood J, Dunn W, Williams K, Goodacre R (2013) A novel untargeted metabolomics correlation-based network analysis incorporating human metabolic reconstructions. BMC Syst Biol 7: 107

Kriel SJ, Axelrod F, Rozenkrantz N, Smith JW (2004) Orlistat is a novel inhibitor of fatty acid synthase with antitumor activity. Cancer Res 64: 2070 – 2075

Kuepfer L (2010) Towards whole-body systems physiology. Mol Syst Biol 6: 409

Laird AK (1964) Dynamics of tumor growth. Br J Cancer 18: 490 – 502

Lane AN, Fan TWM, Higashi RM, Tan J, Bousamra M, Miller DM (2009) Prospects for clinical cancer metabolomics using stable isotope tracers. Exp Mol Pathol 86: 165 – 173

Lankelma J, Fernández Luque R, Dekker H, van den Berg J, Kooy B (2013) A new mathematical pharmacodynamic model of clonogenic cancer cell death by doxorubicin. J Pharmacokin Pharmacodyn 40: 513 – 525

Lawrence MS, Stojanov P, Polak P, Kryukov GV, Cibulskis K, Sivachenko A, Carter SL, Stewart C, Mermel CH, Roberts SA, Kiezun A, Hammerman PS, McKenna A, Drier Y, Zou L, Ramos AH, Pugh TJ, Stranksy N, Helman E, Kim J et al (2013) Mutational heterogeneity in cancer and the search for new cancer-associated genes. Nature 499: 214 – 218

Lawrence MS, Stojanov P, Mermel CH, Robinson JT, Garraway LA, Golub TR, Meyerson M, Gabriel SB, Lander ES, Getz G (2014) Discovery and saturation analysis of cancer genes across 21 tumour types. Nature 505: 459 – 461

Lee D, Smallbone K, Dunn W, Murabito E, Winder C, Kell D, Mendes P, Swainston N (2012) Improving metabolic flux predictions using absolute gene expression data. BMC Syst Biol 6: 73

Lewis NE, Abdel-Haleem AM (2013) The evolution of genome-scale models of cancer metabolism. Front Physiol 4: 237

Li MC, Hertz R, Spencer DB (1956) Effect of methotrexate therapy upon choriocarcinoma and choriadenoma. Exp Biol Med 93: 361 – 366

Li L, Zhou X, Ching W-K, Wang P (2010) Predicting enzyme targets for cancer drugs by profiling human Metabolic reactions in NCI-60 cell lines. BMC Bioinformatics 11: 501

Lobo C, Ruiz-Bellido MA, Aledo JC, Márquez J, Núñez De Castro I, Alonso FJ (2000) Inhibition of glutaminase expression by antisense mRNA decreases growth and tumourigenicity of tumour cells. Biochem J 348(Pt 2): 257 – 261

Locasale JW, Grassian AR, Melman T, Lyssiotis CA, Mattaini KR, Bass AJ, Heffron G, Metcallo CM, Munaran T, Shafir H, Sasaki AT, Anastasiou D, Mulliary E, Vokes NI, Sasaki M, Beroukhim R, Stephanopoulos G, Ligon AH, Meyerson M, Richardson AL et al (2011) Phosphoglycerate dehydrogenase diverts glycolytic flux and contributes to oncogenesis. Nat Genet 43: 869 – 874

Ma H, Sorokin A, Mazein A, Selkov A, Selkov E, Demin O, Goryanin I (2007) The Edinburgh human metabolic network reconstruction and its functional analysis. Mol Syst Biol 3: 135

Machado D, Herrgård M (2014) Systematic evaluation of methods for integration of transcriptomic data into constraint-based models of metabolism. PLoS Comput Biol 10: e1003580

Mardinoglu A, Nielsen J (2012) Systems medicine and metabolic modelling. J Intern Med 271: 142 – 154

Mardinoglu A, Agren R, Kampf C, Asplund A, Nielsen J (2013a) Integration of clinical data with a genome-scale metabolic model of the human adipocyte. Mol Syst Biol 9: 649

Mardinoglu A, Gatto F, Nielsen J (2013b) Genome-scale modeling of human metabolism – a systems biology approach. Biotechnol J 8: 985 – 996

Mardinoglu A, Agren R, Kampf C, Asplund A, Uhlen M, Nielsen J (2014) Genome-scale metabolic modelling of hepatocytes reveals serine deficiency in patients with non-alcoholic fatty liver disease. Nat Commun 5: 3083

Mardis ER, Ding L, Dooling DJ, Larson DE, McLellan MD, Chen K, Koboldt DC, Fulton RS, Delehaunty KD, McGrath SD, Fulton LA, Locke DP, Magrini VJ, Abbott RM, Vickery TL, Reed JS, Robinson JS, Wylie T, Smith SM, Carmichael L et al (2009) Recurring mutations found by sequencing an acute myeloid leukemia genome. N Engl J Med 361: 1058 – 1066

McCarthy N (2013) Therapeutics: targeting an oncometabolite. Nat Rev Cancer 13: 383 – 383

Menendez JA, Vellon L, Lupu R (2006) The antiobesity drug Orlistat induces cytotoxic effects, suppresses Her-2/neu (erbB-2) oncogene overexpression, and synergistically interacts with trastuzumab (Herceptin) in chemoresistant ovarian cancer cells. Int J Cancer 126: 146 – 153

Mcinnis GA, Ballinger DG, England JM, Timp AD, Rennick DR, Davies ME, Begin L, Datta S, Gallinger S, Crabtree GR et al (2006) Metabolic profiling of human breast cancer identifies clinicopathological correlates. Breast Cancer Res 8: R56 – R68

Merendino M, Viale G, Ciardo S, Fedir F, Scarpa A, Ponzoni M (2011) Clonogenic potential of advanced breast cancer cells. Breast Cancer Res 13: R71 – R82

Mo M, Palsson B, Hergard M (2009) Connecting extracellular metabolic measurements to intracellular flux states in yeast. BMC Syst Biol 3: 37

Monk J, Nogales J, Palsson BO (2014) Optimizing genome-scale network reconstructions. Nat Biotechnol 32: 447 – 452

Morandi A, Chiarugi P (2014) Metabolic implication of tumor:stroma crosstalk in breast cancer. J Mol Med 92: 117 – 126

Muller E, Wehenkart J, Kandt M, Bauer M, Kersten S, Schmitz O, Lage K, Schilling C, Obermair A et al (2013) Metabolic adaptations in tumor cells under energy deprivation. Nat Commun 4: 1554 – 1562

Mulliary E, Vokes NI, Sasaki M, Beroukhim R, Stephanopoulos G, Ligon AH, Meyerson M, Richardson AL et al (2011) Phosphoglycerate dehydrogenase diverts glycolytic flux and contributes to oncogenesis. Nat Genet 43: 869 – 874

Nam H, Campodonico M, Bordbar A, Hyduke DR, Kim S, Zilinskas DC, Palsson BO (2014) A systems approach to predict oncometabolites via context-specific genome-scale metabolic networks. PLoS Comput Biol 10: e1003837
Niklas J, Schneider K, Heinzel E (2010) Metabolic flux analysis in eukaryotes. Curr Opin Biotechnol 21: 63–69
Nomura DK, Long JZ, Niessen S, Hoover HS, Ng S-W, Cravatt BF (2010) Monoacylglycerol lipase regulates a fatty acid network that promotes cancer pathogenesis. Cell 140: 49–61
Notebaart RA, Szappanos B, Kintsbes B, Pål F, Gyrkei Á, Bogos B, Lázár V, Spohn R, Csörgő B, Wagner A, Ruppern E, Pål C, Papp B (2014) Network-level architecture and the evolutionary potential of underground metabolism. Proc Natl Acad Sci USA 111: 11762–11767
Oberhardt MA, Palsson BO, Papin JA (2009) Applications of genome-scale metabolic reconstructions. Mol Syst Biol 5: 320
Oberhardt MA, Yizhak K, Ruppin E (2013) Metabolically re-modeling the drug pipeline. Curr Opin Pharmacol 13: 778–785
Oh YK, Palsson BO, Park SM, Schilling CH, Mahadevan R (2007) Genome-scale reconstruction of metabolic network in bacillus subtilis based on high-throughput phenotyping and gene essentiality data. J Biol Chem 282: 28791–28799
de Oliveira DaT Molin CG, Nielsen LK (2013) Plant genome-scale metabolic reconstruction and modelling. Curr Opin Biotechnol 24: 271–277
Orth JD, Thiele I, Palsson BO (2010) What is flux balance analysis? Nat Biotech 28: 245–248
Orth JD, Conrad TM, Na J, Lerman JA, Vist W, Olvai ZN (2010) Blueprint for antimicrobial hit discovery targeting metabolic networks. Proc Natl Acad Sci USA 107: 1082–1087
Shlomi T, Berkman O, Ruppin E (2005) Regulatory on/off minimization of metabolic flux changes after genetic perturbations. Proc Natl Acad Sci USA 102: 7695–7700
Shlomi T, Eisenberg Y, Sharan R, Ruppin E (2007) A genome-scale computational study of the interplay between transcriptional regulation and metabolism. Mol Syst Biol 3: 101
Shlomi T, Benyamini T, Gottlieb E, Sharan R, Ruppin E (2011) Genome-scale metabolic modeling elucidates the role of proliferative adaptation in causing the warburg effect. PLoS Comput Biol 7: e1002018
Simon R, Roychowdhury S (2013) Implementing personalized cancer genomics in clinical trials. Nat Rev Drug Discov 12: 358–369
Soliman LC, Hui Y, Hewsavitharanaka AK, Chen DYY (2012) Monitoring potential prostate cancer biomarkers in urine by capillary electrophoresis–tandem mass spectrometry. J Chromatogr A 1267: 162–169
Som P, Atkins HL, Bandyopadhyay D, Fowler JS, MacGregor RR, Matsui K, Oster ZH, Sacker DF, Shieue CY, Turner H, Wat C-N, Wolf AP, Zabinski SV (1980) A fluorinated glucose analog, 2-fluoro-2-deoxy-D-glucose (F-18): nontoxic tracer for rapid tumor detection. J Nucl Med 21: 670–675
Son J, Lyssiotis CA, Ying H, Wang X, Hua S, Ligorio M, Perera RM, Ferrone CR, Mullarky E, Shyh-Chang N, Kang Y, Fleming JB, Bardeesy N, Asara JM, Haigis MC, DePinho RA, Cantley LC, Kimmelman AC (2012) Glutamine supports pancreatic cancer growth through a KRAS-regulated metabolic pathway. Nature 496: 101–105
Sririn S, Raman V, Wai Leong H, Ragan MA (2014) Evolution and controllability of cancer networks: a boolean perspective. IEEE/ACM Trans Comput Biol Bioinform 11: 83–94
Tate AR, Griffiths JR, Martinez-Pérez I, Moreno A, Barba I, Cañasas ME, Watson D, Alonso J, Bartumeus F, Isamat F, Ferrer I, Vila F, Ferrer E, Capdevila A, Arús C (1998) Towards a method for automated classification of 1H MRS spectra from brain tumours. NMR Biomed 11: 177–191
Thiele I, Palsson BO (2010) A protocol for generating a high-quality genome-scale metabolic reconstruction. Nat Protoc 5: 93–121
Thiele I, Swainston N, Fleming RMT, Hoppe A, Sahoo S, Aurich MK, Haraldsdottir H, Mo ML, Rolfsson O, Stobbe MD, Thorleifsson SG, Agren R, Bolling C, Bordel S, Chavali AK, Dobson P, Dunn WB, Endler L, Hala D, Hucka M et al (2013) A community-driven global reconstruction of human metabolism. Nat Biotechnol 31: 419–425
Tomlinson I, Alam N, Rowan A (2002) Germline mutations in FH predispose to dominantly inherited uterine fiбросids, skin leiomyomata and papillary renal cell cancer. Nat Genet 30: 406 – 410

Uranyama S, Zou W, Brooks K, Tolstikov V (2010) Comprehensive mass spectrometry based metabolic profiling of blood plasma reveals potent discriminatory classifiers of pancreatic cancer. Rapid Commun Mass Spectrum 24: 613 – 620

Vander Heiden MG, Cantley LC, Thompson CB (2009) Understanding the Warburg effect: the metabolic requirements of cell proliferation. Science 324: 1029 – 1033

Vazquez A, Liu J, Zhou Y, Oltvai ZN (2010) Catabolic efficiency of aerobic glycolysis: the warburg effect revisited. BMC Biol 4: 58

Vazquez A, Oltvai ZN (2013) Molecular crowding defines a common origin for the warburg effect in proliferating cells and the lactate threshold in muscle physiology. PLoS ONE 6: e19538

Vazquez-Martin A, Ropero S, Brunet J, Colomer R, Menendez JA (2007) Inhibition of Fatty Acid Synthase (FASN) synergistically enhances the efficacy of 5-fluorouracil in breast carcinoma cells. Oncol Rep 18: 973 – 980

Wagner A, Zarecki R, Reshef L, Gochev C, Sorek R, Gophna U, Ruppin E (2013) Computational evaluation of cellular metabolic costs successfully predicts genes whose expression is deleterious. Proc Natl Acad Sci USA 110: 19166 – 19171

Wang R-S, Saadatpour A, Albert R (2012a) Boolean modeling in systems biology: an overview of methodology and applications. Phys Biol 9: 055001

Wang Y, Eddy J, Price N (2012b) Reconstruction of genome-scale metabolic models for 126 human tissues using mCADRE. BMC Syst Biol 6: 153

Wang F, Travins J, DeLaBarre B, Penard-Lacronique V, Schalm S, Hansen E, Straley K, Kernytsky A, Liu W, Gisler C, Yang H, Gross S, Artin E, Saada V, Mylonas E, Quiviron C, Popovic-Muller J, Saunders JO, Salituro FG, Yan S et al (2013) Targeted inhibition of mutant IDH2 in leukemia cells induces cellular differentiation. Science 340: 622 – 626

Warburg O (1956) On the origin of cancer cells. Science 123: 309 – 314

Ward PS, Thompson CB (2012) Metabolic reprogramming: a cancer hallmark even warburg did not anticipate. Cancer Cell 21: 297 – 308

Wise DR, DeBerardinis RJ, Mancuso A, Sayed N, Zhang XY, Pfeiffer HK, Nissim I, Daikhin E, Yudkoff M, McMahon SB, Thompson CB (2008) Myc regulates a transcriptional program that stimulates mitochondrial glutaminolysis and leads to glutamine addiction. Proc Natl Acad Sci USA 105: 18782 – 18787

Wise DR, Thompson CB (2010) Glutamine addiction: a new therapeutic target in cancer. Trends Biochem Sci 35: 427 – 433

Wu G, Stein L (2012) A network module-based method for identifying cancer prognostic signatures. Genome Biol 13: R112

Wu M, Chan C (2014) Prediction of therapeutic microRNA based on the human metabolic network. Bioinformatics doi: 10.1093/bioinformatics/btt751

Yang D, Sun Y, Hu L, Zheng H, Ji P, Pecot Chad V, Zhao Y, Reynolds S, Cheng H, Rupaimoole R, Cogdell D, Nykter M, Broadus R, Rodriguez-Aguayo C, Lopez-Berestein G, Liu J, Shmulevich I, Sood Anil K, Chen K, Zhang W (2013a) Integrated analyses identify a master MicroRNA regulatory network for the mesenchymal subtype in serous ovarian cancer. Cancer Cell 23: 186 – 199

Yang M, Soga T, Pollard PJ (2013b) Oncometabolites: linking altered metabolism with cancer. J Clin Invest 123: 3652 – 3658

Yang C, Ko B, Hensley Christopher T, Jiang L, Wasti Ajla T, Kim J, Sudderth J, Calvaruso Maria A, Lumata L, Mitsche M, Rutter J, Merritt Matthew E, DeBerardinis Ralph J (2014) Glutamine oxidation maintains the TCA cycle and cell survival during impaired mitochondrial pyruvate transport. Mol Cell 56: 414 – 424

Ye J, Mancuso A, Tong X, Ward PS, Fan J, Rabinowitz JD, Thompson CB (2012) Pyruvate kinase M2 promotes de novo serine synthesis to sustain mTORC1 activity and cell proliferation. Proc Natl Acad Sci USA 109: 6904 – 6909

Yen KE, Bittinger MA, Su SM, Fantin VR (2010) Cancer-associated IDH mutations: biomarker and therapeutic opportunities. Oncogene 29: 6409 – 6417

Yizhak K, Benyamini T, Liebermeister W, Ruppin E, Shlomi T (2010) Integrating quantitative proteomics and metabolomics with a genome-scale metabolic network model. Bioinformatics 26: i255 – i260

Yizhak K, Tuller T, Papp B, Ruppin E (2011) Metabolic modeling of endosymbiont genome reduction on a temporal scale. Mol Syst Biol 7: 479

Yizhak K, Gabay O, Cohen H, Ruppin E (2013) Model-based identification of drug targets that revert disrupted metabolism and its application to ageing. Nat Commun 4: 2632

Yizhak K, Gaude E, Le Dévédec S, Waldman YY, Stein GY, van de Water B, Fresza C, Ruppin E (2014a) Phenotype-based cell-specific metabolic modeling reveals metabolic liabilities of cancer. eLife 3: doi: 10.7554/ eLife.03641

Yizhak K, Le Dévédec SE, Rogkoti VM, Baenke F, de Boer VC, Fresza C, Schulze A, van de Water B, Ruppin E (2014b) A computational study of the Warburg effect identifies metabolic targets inhibiting cancer migration. Mol Syst Biol 10: 744

Zamboni N, Sauer U (2009) Novel biological insights through metabolomics and 13C-flux analysis.Curr Opin Microbiol 12: 553 – 558

Zomorrodi AR, Maranas CD (2012) OptCom: a multi-level optimization framework for the metabolic modeling and analysis of microbial communities. PLoS Comput Biol 8: e1002363

License: This is an open access article under the terms of the Creative Commons Attribution 4.0 License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited.