Abstract—Diabetes is one of the chronic diseases that have been discovered for decades. However, several cases are diagnosed in their late stages. Every one in eleven of the world’s adult population has diabetes. Forty-six percent of people with diabetes have not been diagnosed. Diabetes can develop several other severe diseases that can lead to patient death. Developing and rural areas suffer the most due to the limited medical providers and financial situations. This paper proposed a novel approach based on an extreme learning machine for diabetes prediction based on a data questionnaire that can early alert the users to seek medical assistance and prevent late diagnoses and severe illness development.
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I. INTRODUCTION

Diabetes is one of the diseases that has aggressively spread the world for several decades. Diabetes is a metabolic chronic disease caused by the malfunction of the pancreas production of the insulin hormone. This is characterized by elevated levels of blood sugar (or blood glucose) that the insulin hormone responsible for entering it to the cells to produce energy [1], [2]. One in eleven of the world’s adult population is suffering from diabetes. 46% of people with diabetes are undiagnosed. According to the American Diabetes Association, Figure 3 shows the number of adults that have been diagnosed with diabetes in each state in the United States [3]. Untreated and uncontrolled diabetes leads over time to severe damage to body organs, especially blood vessels, brain, heart, eye, nerves, and kidneys [4]. Besides, it can lead to strokes and sudden death [5], [6]. Figure 1 shows the national diabetes diagnosis rate over the past 16 years.

Diabetes can be categorized into one of the following types: type 1 diabetes, type 2 diabetes [6], gestational diabetes, prediabetes, monogenic diabetes [7], and cystic fibrosis-related diabetes [8].

Type 1 diabetes is a chronic condition in which the pancreas produces little or no insulin, which is thought to be caused by an autoimmune system reaction that destroys beta cells; however, The exact cause of type 1 diabetes is unknown [9], [10]. Insulin is a hormone needed to allow glucose to enter cells to produce energy. Glucose comes from food and liver stored exceed glucose as glycogen. When the glucose levels are low, such as when a person fasten, the liver breaks down the stored glycogen into glucose to keep the person’s glucose levels within a normal range. Type 1 diabetes is usually diagnosed in children between four and seven years old and in children between 10 and 14 years old. Approximately 5-10 percent of people with diabetes have type 1 [11]. In type 1 diabetes (T1D), glucose does not reach cells, causing a high concentration of sugar in the blood, and the body cells starve. Over time, T1D can affect major organs in a person’s body, including the heart, blood vessels, nerves, and eyes. T1D can dramatically increase the risk of heart and blood vessel disease, nerve damage (neuropathy), kidney damage (nephropathy), foot damage, skin conditions, and pregnancy complications.

Type 2 diabetes (T2D) is a chronic condition that affects the way your body uses insulin the way it should be (Figure 2). Usually, T2D is known as adult-onset diabetes that may occur due to previous obesity where the body becomes resistant to insulin or when the pancreas is unable to produce enough insulin [13], [14]. It is the most common type of diabetes. There are about 29 million people in the U.S. with type 2. Another 84 million have pre-diabetes [15].

Long-term complications of diabetes develop gradually; however, they can eventually be disabling or even life-threatening because high blood sugar can damage and cause problems with Heart and blood vessels, kidneys, nerves, skin, sleep, brain at higher risk of Alzheimer’s disease and depression. Figure 7 shows the rate of diabetes diagnoses.

The other types of diabetes could be curable or temporary. For example, Gestational Diabetes Mellitus (GDM) is a type of diabetes first seen in a pregnant woman with no
preexisting diabetes condition before pregnancy. GMD usually shows up in the middle of pregnancy (between 24 and 28 weeks) \[16\], \[17\]. GMD generates problems for the mother and the baby, including an extra-large baby, cesarean section surgery, Preeclampsia, Hypoglycemia, polyhydramnios, macrosomia, organomegaly, fetal hypoxia respiratory distress syndrome in the newborn, hypoglycemia, polycythemia, hyperbilirubinemia, and the risk of developing T2D. Therefore, early diagnosis is essential to indicate adequate medical follow-up and treatment in a timely manner \[18\].

Prediabetes is a health condition in which blood sugar levels are higher than normal but not high enough to be diagnosed as type 2 diabetes. More than one in three have Americans have prediabetes where \(>84\%\) do not know they have it. Prediabetes increases the risk of developing type 2 diabetes, heart disease, and stroke. However, prediabetes can be cured and prevented early via making lifestyle changes to prevent or delay the complications \[19\]. Thus early prediction and high sensitivity accurate diagnosis are critical.

Monogenic diabetes (MD) is a rare form that combines the characteristics of both T1D and T2D. MD is often misdiagnosed as it results from mutations or changes in a single gene and is called monogenic \[20\]. In counts for \(1\%\) to \(4\%\) of all cases of diabetes in the United States \[21\], MD appears in several forms and most often affects young people, mainly \(<25\) years. In most forms of the disease, the body is less able to make insulin. MC can be in the founding of two forms: a Maturity-Onset Diabetes of the Young (MODY) \[22\], which is the most common form, or Neonatal diabetes that is usually in infants \((<6\) months old) can be permanent of a transient. Genetic testing can diagnose most forms of monogenic diabetes starting as early as six months old. A correct diagnosis with proper treatment should lead to better glucose control and improved health in the long term \[23\].

Cystic fibrosis-related diabetes (CFRD) is caused by thick, sticky mucus that is characteristic of the disease that causes scarring of the pancreas \[24\]. This scarring prevents the pancreas from producing normal amounts of insulin-making the illusion “insulin resistant.” CFRD is the most common disorder in Caucasian populations affecting \(\sim70,000\) globally \[25\]. Some CFRD patients may not experience any symptoms. However, many people with CFRD do not know they have CFRD until they are tested for diabetes. Treatment may be effective at an earlier stage to prevent deterioration of lung function \[26\].

Due to life commitments, financial constraints, and the limited number of medical providers, especially in rural and development areas, populations are not seeking regular health checkups that lead to late diagnoses of diseases that may cause severe illness due to untreated or late treatment \[27\], \[28\]. Moreover, due to the COVID-19 pandemic, the medical providers are overwhelmed with the COVID-19 cases, which postpone several non-urgent medical procedures and visits, which may delay the detection of several diseases, especially diabetes.

In this paper, we proposed a novel model to predict diabetes from a questionnaire that users can use, which raises a health alarm to seek medical assistance and check diabetes. This model is inexpensive from the implementation and user aspects, and the model can even be used by medical personnel as an assistant for finding diabetes. We used the extreme learning machine (ELM) as a rapid and cost inexpensive model to implement and design as well as it showed a significant accuracy. The model has been employed within a user-friendly application to simplify the application use. Therefore, the model could be efficiently used on various data sources, which increases the usability of the proposed model.

II. EXTREME LEARNING MACHINE (ELM)

The Single-Hidden-Layer Feedforward Network (SLFN) is the simplest type of feedforward network which architecture design consists of a single-hidden-layer perceptron \[29\]. The first Extreme Learning Machine (ELM) was proposed by Huang et al. \[30\] as a simple learning algorithm for a Single Hidden Layer feedforward neural network (SLFN) with \(N\) hidden nodes \[31\], \[32\]. The inputs to the SLFN are directly fit into the outputs through a single series of a set of weights. The sum of weights and input products are calculated in each node. The activation function of the SLFN neurons uses the linear
threshold unit principles \cite{29}. The SLFN can differentiate between two to \( N \) observations using any non-linear activation functions such as hyperbolic tangent (tanh) or hard limit (hardlim). Nevertheless, it mainly depends on the number of neurons within the single hidden layer. When the SLFN consists of \( N \) hidden neurons, it can precisely differentiate between \( N \) distinct observations \cite{33}, \cite{34}. However, the main issue of the SLFN is the generalization problems which is a significant drawback of creating such a model using traditional learning algorithms.

During the training process, the ELM randomly selects the hidden layer nodes. Therefore, the ELM algorithm revs the learning process and obtains a better generalization performance than the other traditional feedforward network learning algorithms \cite{30}.

Figure 4 shows the network architecture of a single hidden layer of ELM network ith \( L \) neurons. \( x_j \) is the \( j^{th} \) input vector of the training sample \( x \) of size \( N \) and \( O_j \) is the \( j^{th} \) output of the ELM hidden neuron. The output weight of the \( i^{th} \) hidden neuron (node) is denoted by \( \beta_i \). \( a_i \) and \( b_i \) are the input weight vector and the bias vector for the hidden neuron \( i \), respectively. Accordingly, the output function of the ELM can be calculated as follows:

\[
f_L(x) = \sum_{i=1}^{L} \beta_i h_i(x)
\]

where \( h_i(x) \) is the output function of the \( i^{th} \) hidden node.

The ELM has shown a significant success in different applications such as text categorization \cite{35}, classification and arrhythmia detection of electrocardiogram signals \cite{36}, \cite{37}, image segmentation \cite{38}, and regression problems \cite{39}. The ELM algorithm’s main characteristics tend to find the smallest norm of weights that leads to a robust generalization performance of the network \cite{30}, \cite{40} in addition to the tendency to find the smallest training error, which only focuses on the traditional feedforward network learning algorithms \cite{30}. Moreover, the ELM acts like a sort of neural network regularization but with non-tuned hidden layer mappings \cite{41}. Thus, the ELM has a smaller overall training error, robust generalization performance, and a faster learning process than traditional multilayered feedforward neural networks. In addition, during our empirical design of the detection model.

III. PROPOSED MODEL

The proposed ELM-based model is designed and implemented to predict diabetes based on questionnaire responses. We intentionally developed the ELM-based model as a simple model with high detection performance to accelerate the learning process and reduce the hardware processing requirements. Therefore, the model is cheaper to implement, and it helps to reduce the CO2 footprint \cite{42}. The model architecture of the proposed ELM-based model for diabetes prediction is shown in Figure 5. The model consists of two main stages: data preparation and the ELM-learning component. In the data preparation stage, the questionnaire responses are normalized, and the text responses are converted to the corresponding numeric values. Then, the data after the preprocessing is used to train the ELM model to predict diabetes. Finally, the
A. Experiments and results

IV. DATASET

We designed our model using the Early Stage Diabetes Risk Prediction dataset benchmark. The data set is available in the IEEE Dataport [43] and the UCI Machine Learning Repository [44]. The dataset is a multivariate dataset that contains the sign and symptom data of newly diabetic or would-be diabetic patients. The dataset has been collected using direct questionnaires from the patients of Sylhet Diabetes Hospital in Sylhet, Bangladesh, and approved by a doctor. The participants of the dataset questionnaire represent male and female genders and the age range between 20 to 65 years old. The dataset consists of 17 attributes representing different health-related questions and the class attribute (diabetes or non-diabetes). The dataset questionnaire attributes and their corresponding possible values are shown in Table I.

During the data preparations stage, the age attribute has been normalized, the questions with yes or no possible responses were converted to binary values (zero and one) where zero represents no, and one represents yes. The class diabetes was represented as category one and the normal as category zero. Then, we split the dataset to train, validation, and test sets with ratios 70%, 10%, and 20%, respectively.

A. Model Setup and Results

The model was implemented using Python 3.8, Sklearn 0.24.1, and Numpy 1.19.5 on an Intel(R) i7-9750H CPU @2.60GHz processor, 32 GB RAM, and 64-bit Microsoft Windows 10 operating system. We used the extended Sklearn library to implement the ELM model. We set the number of hidden neurons to 50. The $\alpha$ mixing parameter was set to 1.0 to achieve a 100% input activation. We used the RBF multiquadratic transfer function [45] which can be calculated by:

$$\varphi(r) = e^{-\left(\frac{r}{\epsilon}\right)^2}$$

(2)

where $\varphi : [0, \infty) \to \mathbb{R}$ is the RBF multiquadratic activation function. We set the choice on the RBF multiquadratic function based on empirical evaluation of using different activations functions such as the hard limit (hardlim), the hyperbolic tangent (tanh), sine, triangular basis (tribas), and gaussian functions. The RBF multiquadratic activation function shows the highest accuracy for diabetes prediction with a minimal false-positive rate.

Table II shows the prediction accuracy of the ELM model using different transfer functions. In addition, it shows the precision, recall, F1-score, and the train time (in seconds) where the precision, recall, and F1-score are calculated using (3), (4), and (5), respectively. Table II also shows the time efficiency of training the proposed ELM-based model regardless of the selected transfer function.

$$precision = \frac{TruePositive}{TruePositive + FalsePositive}$$

(3)

$$recall = \frac{TruePositive}{TruePositive + FalseNegative}$$

(4)

$$F1-score = 2 \times \frac{precision \times recall}{precision + recall}$$

(5)
The confusion matrix of the proposed EML-based model for predicting diabetes applying the multiquadratic transfer function is shown in Fig. 6 where the label 0 indicates the normal and label 1 indicates diabetes. The model achieved zero false positive rates and only 1.9% of the false negative rate.

The proposed model showed a significant accuracy for predicting diabetes using non-expensive hardware support.

V. CONCLUSION AND DISCUSSION

Diabetes is a silent killer disease that attacks different people from different age categories and genders. Late detection of diabetes may occur in severe, long-term, life-threatening diseases. Due to the COVID-19 pandemic, there is a significant shortage of medical providers and long waiting lines for medical services. In addition, many people postpone their health checkups due to life commitments such as work and family, as well as due to financial-related aspects. Moreover, there is a shortage of professional labs in rural and development areas, and seeking a healthcare provider may require traveling, which requires extra cost. In this paper, we proposed a machine learning model that is implemented using the ELM network, which, based on health questionnaire data, can predict diabetes in adults. The model achieved 98.07% accuracy with zero false-positive rates. In addition, the model can be easily implemented, and it is inexpensive from the implementation and hardware requirements aspect. The model does not replace the medical provider. However, it can provide an early alarm to the user to seek professional medical support, early detect diabetes, and receive the needed treatment. The proposed model will be employed within a user-friendly application that can be used in different regions and areas, especially the rural and development areas.
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