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Abstract—This work proposes a new method for real-time dense 3D reconstruction for common 360° action cams, which can be mounted on small scouting UAVs during USAR missions. The proposed method extends a feature-based Visual monocular SLAM (OpenVSLAM, based on the popular ORB-SLAM) for robust long-term localization on equirectangular video input by adding an additional densification thread that computes dense correspondences for any given keyframe with respect to a local keyframe-neighborhood using a PatchMatch-Stereo-approach. While PatchMatch-Stereo-types of algorithms are considered state of the art for large-scale Multi-View-Stereo they had not been adapted so far for real-time dense 3D reconstruction tasks. This work describes a new massively parallel variant of the PatchMatch-Stereo-algorithm that differs from current approaches in two ways: First it supports the equirectangular camera model while other solutions are limited to the pinhole camera model. Second it is optimized for low latency while keeping a high level of completeness and accuracy. To achieve this it operates only on small sequences of keyframes, but employs techniques to compensate for the potential loss of accuracy due to the limited number of frames. Results demonstrate that dense 3D reconstruction is possible on a consumer grade laptop with a recent mobile GPU and that it is possible with improved accuracy and completeness over common offline-MVS solutions with comparable quality settings.
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I. INTRODUCTION

First responders have to make critical decisions to cope with disaster scenarios such as earthquakes, fires or floods [1], [2]. Furthermore, the information about the situation is inaccurate and incomplete and decisions have to be taken under time pressure. At the same time they regularly expose themselves to a high level of risk. When searching for and rescuing trapped people from a building in danger of collapsing, the information must first be determined, where they are and what their state of health is. Only then can the actual rescue operation begin. If rescuers enter the building to gather information and perform the rescue and a collapse occurs during the ongoing search, this also endangers the lives of the rescuers.

Effective information gathering by robots promises to significantly minimize the risk to rescuers and increase the effectiveness of the rescue operation, such as during an operation following a flood disaster [3]. The range of capabilities of current robotic systems is still limited. However, individual robots usually have specialized forms of information gathering or specialized environmental manipulation capabilities. But technical issues are not the only ones at play. Since robots are to be involved in critical decision-making processes, a holistic research and development process is needed that involves the rescue workers. For routine deployment, they must use the robots as an extension of their own range of capabilities.

Such a holistic approach is being within the framework of the joint research project establishment of the German Rescue Robotics Center (A-DRZ) [4]. It combines the competences of rescue services and fire departments with the robotics competences of different research groups and institutions. Realistic rescue scenarios are defined and the development of robotic systems is geared to these scenarios. At the same time, rescue forces get to know the application of robots.

Small (≈35cm) and lightweight (≈1kg) UAVs (Unmanned Aerial Vehicle) make an important contribution to the current
rescue research [5] and have been used in both TRADR [2] and A-DRZ [6] for rapid indoor and outdoor reconnaissance. In both cases, commercial solutions were used, which are inexpensive and already have a wide range of capabilities. These UAVs are teleoperated and their primary sensor is a high-resolution camera. They can be used very flexibly. At high altitudes, they can autonomously fly over large areas and provide a rapid overview of the threat situation. Nevertheless, due to their stable flight attitude, simple control and small size, they are suitable for the navigation in closed indoor spaces and take images. 3D models can be reconstructed from these images, which help the rescuers to assess the building conditions.

A major disadvantage of image acquisition with the onboard cameras of UAVs is the limited field of view (≈90°). In the recent past, inexpensive and lightweight 360° action cams have appeared that are small and light enough to be mounted on the UAV. These can store high-resolution 360° videos (≈5.7k) at 30 fps on an internal SD card, or stream a low-resolution video over a wireless interface. With the panoramas, a complete 360° view is possible, which pushes the fast inspection of indoor spaces forward.

There is also a great interest to obtain dense 3d data from scouting UAVs or UGVs (Unmanned Ground Vehicle) for the purpose of distance measurement and path planning for other (potentially heavier and bigger) robots following up. However, 3d data is not provided by panoramic images alone, but can be reconstructed with photogrammetric methods.

One can identify two types of applications: Monocular Visual SLAM methods for online-localization on live video and Multi-View-Stereo (MVS) dense reconstruction on large scale unordered image data sets. While SLAM is mostly concerned with accurate visual odometry (VO) and long term consistent mapping under poor image quality in real time, only sparse or semi-dense pointclouds are reconstructed as a byproduct. On the other hand, MVS-densification methods are optimized for high level of accuracy and completeness. Image details and quality might vary, but should generally be as good as possible to improve the reconstruction results. Memory and computational complexity is also of great interest to improve scalability for ever larger image datasets with ever larger image sizes.

So far there is no method for real time dense 3d reconstruction on a panoramic video that might be recorded or streamed by any common 360° action cam during active operation e.g. in indoor search and rescue missions (e.g. mounted on a scouting UAV). Image quality might not be ideal in such a case: Rapid movements might blur the image. This, as well, can happen due to vibrations from the rotors of an UAV. Image resolution might need to be reduced to process data in time. Furthermore, textureless environments or repeating structures are very common and harden the reconstruction tasks.

This work describes a method to obtain a dense 3d reconstruction from monocular panoramic video in real time by combining the two domains of VSLAM and MVS: It relies on OpenVSLAM [7] for accurate and robust long-term tracking and localization of an equirectangular camera and extends this by a novel variant of PatchMatch-Stereo [8] [9] that is optimized for low latency densification on small sequences of equirectangular keyframes. Results demonstrate that real time reconstruction is possible on a consumer grade laptop to which the panoramic video can either be streamed or transferred immediately after mission return. Examples can be found at: https://github.com/RoblabWh/PatchMatch.

II. RELATED WORK

Monocular VSLAM is an active research field in mobile robotics. The methods include two distinct areas: Feature based and direct methods. Feature based methods attempt to match sparse, but robust features among multiple images and then derive position and orientation of these images and the positions of the features by minimizing a reprojection error with respect to a given camera model. ORB-SLAM [10] is one of the best known and successful representatives of this category with support for the pinhole camera model with limited field of view. Several iterations and derivatives have since emerged. ORB-SLAM2 [11] is an extension of the original method that adds support for RGBD sensory and stereo camera systems. A publicly available implementation has been released under open source license. OpenVSLAM [7] is an independent derivative of the original ORB-SLAM that adds support for fisheye cameras and equirectangular 360° panoramas. It is a flexible open source framework that is easily expandable while having very much in common with the original ORB-SLAM. Its capability to process 360° panoramas though is an effective counter for tracking losses in feature less environments and under rapid camera movements as it often appears in real scenarios (see figure 2). The procedure in [12] is an extension of ORB-SLAM2 with a special focus on processing equirectangular 360° panoramas which ORB-SLAM3 did not have. Instead of still using ORB features as OpenVSLAM, it uses SPHORB (Spherical Oriented FAST and Rotated BRIEF) features, more adapt to equirectangular distortion. ORB-SLAM3 [13] further extends ORB-SLAM2 by adding support for fisheye...
camera models, IMU sensor data fusion and multi-map capabilities. In conjunction with further enhanced relocation abilities, ORB-SLAM3 outperforms its predecessors and other comparable methods in terms of accuracy and long-term operational capabilities, including direct methods such as DSO [14].

Direct methods operate directly on pixel intensities and optimize the camera pose by minimizing a photometric error. These methods can be further divided into dense (all pixels), semi-dense (pixels with strong gradients) and sparse procedures (specially selected pixels with strong gradients). DPPTAM (Dense Piecewise Planar Tracking and Mapping from a Monocular Sequence) [15] is a dense method that tries to reconstruct texture-rich regions with a semi-dense approach and low-texture regions by approximating surfaces. This procedure is real time capable on a CPU, but it is a pure VO method and thus suffers from accumulative errors. The best known semi-dense method are LSD-SLAM (Large-Scale Direct SLAM) [16] and SVO (Semi-Direct-Visual Odometry) [17]. The latter is a pure VO method and has inferior localization capability, but latency is very low even on a CPU. DSO (Direct Sparse Odometry) [14] is a direct but sparse VO method. This method attempts to detect particularly robust pixel correspondencies among a number of consecutive keyframes. Similar to the indirect-feature-based SLAM method, a sparse point cloud is reconstructed in the process. DSO is as well capable of real time execution on a CPU. DSO and its numerous variants represent the current state of the art for direct VO methods. LDSO [18] extends DSO with loop-closing capabilities and pose-graph optimization, better competing with recent feature based SLAM methods.

III. PROPOSED METHOD

The approach chosen here uses OpenVSLAM for the localization of the UAV (360° camera) and extends it with a 360° implementation of the PatchMatch-Stereo [8] [9] algorithm to process three consecutive keyframes to a dense 360° depth image on the graphics card. Figure 3 shows the overview of the approach. Top left shows the original OpenVSLAM algorithm whereas our extension is shown at the right and bottom part and starts with the blue line using the keyframes of OpenVSLAM.

It is a noteworthy point that OpenVSLAM can perform SLAM with an equirectangular camera and extends ORB2SLAM. We start our explanation which a short review of the OpenVSLAM block. With ORB-SLAM, each frame of the video is localized by a map containing reconstructed points, keyframes, and information about associated features. Keyframes are a special selection of frames that allow a particularly robust feature assignment. Since effects with a negative influence on the image quality such as motion blur, overexposure or underexposure, noise or pronounced texture blur, the the corresponding images are indirectly filtered in this way. Furthermore, with that there is sufficient perspective variation for stereo reconstruction, since it is already ensured that these are suitable for localization. The number of keyframes is much smaller than the number of all frames of a video. Accordingly, the spatial and temporal distances between keyframes are higher, and the latency requirements for a dense a later densification component are correspondingly lower. The selection of keyframes and their parameters are regularly updated during the mapping process to accommodate only those with high information content. The set of keyframes is kept sparse, the map as a whole contains comparatively few parameters, so that global optimization tasks can be performed. This concerns for example for the loop closing, which uses a trajectory with a loop shape to resolve inconsistencies between the start and end points of the loop by means of an error re-projection. If a frame is declared to be a keyframe, then an initial pose estimation and parameter estimation is already available. Furthermore, pose parameters, 3D points and further camera parameters for this keyframe are estimated based on a set of neighboring keyframes with common feature points by a bundle adjustment (BA) step. This process has a comparatively high latency, which is why ORB-SLAM and OpenVSLAM separate the initial position estimation in one tracking thread and the local BA for the selected key frame neighbors in a local mapping thread. The local mapping thread effectively has a stream of well localized 360° panoramas, which are presumably well suited for dense 3D reconstruction.

The extended cuda implementation of the PatchMatchStereo algorithm for 360° images takes every keyframe of OpenVSLAM at separated depth map compute thread. The keyframes came out of OpenVSLAM with a much lower frame rate than the original 30 fps of a video. First, the keyframes are filtered and queued. If 3 frames are available a complete depth image is calculated and the resulted depth image is also queued. If five depth maps are available the current depth image is filtered with a consistency filter and a locally consistent dense frame is taken to a further dense point cloud thread. Due to the filtering outliers are removed and the resulting depth map is not complete any more. The dense point cloud thread buffers 4 locally consistent dense keyframes and erases duplicates. The resulting 3D points are added to the dense map.

So, lets take a closer look to the PatchMatch-Stereo and the filtering. Previous PatchMatch solutions only support the pinhole camera model. Current 3D reconstruction software like OpenDroneMap (ODM) [19] is able to reconstruct equirectangular panoramas. In this case, the densification is done with a PatchMatch-Stereo algorithm, but with pinhole camera images. Therefore, panoramas are transformed into pinhole images by an equirectangular to cubemap transformation which contains six faces (cube faces). These 6 single images are treated as independent shots by the current PatchMatch-Stereo implementations. In the process of neighborhood determination to the images of a video, the belongingness of the images to a panorama and to the neighbors is lost. However, a basic principle of the PatchMatch algorithm is the interaction of exploration through randomized hypothesis generation and propagation of good hypotheses to neighboring pixels. By processing individual cube faces
independently, propagation is artificially interrupted at the boundary lines of the cube faces.

A. View Filter

The view filter has the task of deciding for a keyframe from the queue whether it should be added to the sliding buffer for keyframes to be densified. The decision is based on an evaluation of the presumed suitability of the keyframe for stereo reconstruction in conjunction with the currently most recent keyframe already in the sliding buffer. The View Filter component proved to be extremely useful, since the keyframes originating from the local mapping thread do have about enough stereo for localization and scene reconstruction from the point of view of SLAM parameter optimization in the context of a local map of neighboring keyframes. But just for a limited number of neighbors and especially at the beginning of the mapping, where the keyframe density is high and their distances are small. Checking the stereo constraints of the keyframe candidate to the most recent keyframe in the buffer is done by SLAM using the sparse point cloud. Let:

$$\theta_p = \arccos((t_{KA} - p)(t_{KB} - p), \sqrt{(t_{KA} - p)^2(t_{KB} - p)^2}),$$

$$\forall p \in AB,$$ with $K_A, K_B$ are two keyframes and $t_{KA}, t_{KB}$ are the positions of $K_A$ and $K_B$ in world coordinates and $\theta_p \in [6^\circ, 60^\circ]$. If the relative number of 20% of the key points exceeds the angle conditions than the keyframe is excepted.

B. Initialisation

Initialization of the plane map is a key component for the success of the process. The basis is the random initialization, which is common for PatchMatch-Stereo methods. However, due to the special circumstance of operating on a small keyframe sequence, this is supplemented by further initialization steps. The first one is plane warping. To reduce computation time, the stereo groups for densification are kept small. Thereby the images, even after view - filtering, often still contain a high degree of visual correspondence due to perspective correlation. Due to temporal proximity with respect to image acquisition, similar lighting conditions are to be expected, any motion blur due to abrupt movement of the camera or vibrations transmitted from the UAV to the camera are more likely to span adjacent keyframes of a temporally constrained sequence. To counteract these drawbacks without increasing the number of frames in a stereo group, the initialization of the plane map of the current keyframe can be done by transferring the optimization result of the preceding keyframe by plane map warping. This was already suggested by [20] as a possibility for accelerated convergence (Figure. 4).

C. Parallel 360° PatchMatch

The implemented PatchMatch-Stereo algorithm differs from the classical only in the fact that a rectangular patch is selected in the reference keyframe, but it can assume any shape in the two neighboring frames due to the equirectangular projection. Furthermore, a parallel propagation scheme according to [21] is used. Fig. 5 illustrates the scheme.
For this work, an 8-neighborhood is used. Unlike in [21], however, the inner neighbors are shifted one position to the outside. In addition, the following points are also be implemented:

1) A random refinement routine is implemented, which is based on the PatchMatch-Stereo implementation of OpenSfM. A total of six random hypothesis tests are undertaken and with each step the search space is further restricted.

2) In the course of post-processing, a median filter is applied to a copy of the depth image. The filtered image is compared with the original image. If the deviation is above a certain threshold value, the depth value is removed.

IV. EVALUATION

To evaluate the implementation we compare it on a sample flight in DRZ Hall (Fig. 6). For this purpose we generate dense point clouds with OpenSfM\textsuperscript{1} and OpenMVS\textsuperscript{2}. Both methods split a 360° panorama into six frames and then apply the classical PatchMatch algorithm for pinhole cameras. In addition, we show the effect of plane warping, which does not play a role in the other methods. Besides the quality mode, we also show the result of an online run which is not possible with the other methods. The scenario corresponds to a rapid exploration of an industrial hall with a UAV equipped with a 360° camera. For this purpose, a UAV of the type DJI Phantom (Fig. 1) is equipped with an Insta360 One X camera and flown in a straight line to the end of the hall at the German rescue robotics center in Dortmund - and just as straight line back again. This is intended to recreate the case of “quickly in and out again” (Fig. 7). The special feature of this scenario is that scene objects are primarily captured as they fly past; a more elaborate recording of a location in the scene from different angles is explicitly avoided, saving time and resources in data acquisition. Further examples in real rescue missions can be found here\textsuperscript{3}. The evaluation was done at an AMD Ryzen 9 5950X (16 cores, 64 GB RAM) with a NVIDIA GeForce RTX 2060 SUPER. The length of the video is 110 seconds.

Figure 8 and Figure 9 compares the reconstruction by the developed method with warping to a reconstruction for which warping was deactivated. It can be clearly seen that the warping mechanism causes a significant increase in point density. Furthermore, a comparison with the point clouds by OpenMVS and OpenSfM shows that a higher completeness was achieved in the reconstruction of the scene (with active warping). In OpenMVS, the points are more homogeneous. OpenMVS has a special strategy for the post processing of the densification results, where point gaps are selectively filled. This could be the high density and homogeneous structure of the point cloud. The point cloud by OpenSfM is much sparser. For the online mode the video (30fps) has a resolution of 1920x960 and for the quality mode the full resolution of 5760x2880. In that mode the localization of OpenVSLAM goes down to \(\sim 6\)Hz.

\textsuperscript{1}https://opensfm.org/
\textsuperscript{2}https://github.com/cdcseacave/openMVS
\textsuperscript{3}A video of the dense mapping after a major fire of an industrial hall with hazardous substance is given at (minute 3:00 ff): https://www.youtube.com/watch?v=mR05-akD4BE
Figure 10 confirms this impression quantitatively. A depth image is calculated at each keyframe position. The ratio of the pixels on which a 3D point was projected and the total number of pixels contained. This can be understood as a measure for local, keyframe related completeness of the point cloud. The depth panoramas are rendered at a resolution of 720x360 pixels. For the PatchMatch-Stereo panorama with warping, the completeness is the highest of all comparison methods (~75%) and the point cloud contains the most points (over 8 million). Without warping the method drops to the last place, the completeness is then only about 50% and the score drops to 3.5 million. Even fewer points were reconstructed by OpenSfM. The gain in completeness by warping is about 50%, the gain in number of points is over 120%. OpenMVS and OpenSfM position themselves in the middle in terms of completeness. OpenMVS is in front of OpenSfM in the middle video section, at the beginning and at the end both are about the same. OpenMVS has an advantage due to its ability to fill gaps in the point clouds. The number of points is higher by a factor of 3, but only reaches 50% of the number of points of our online method.

Table I shows the calculation time of the respective algorithms in online mode. For the localization we used the VSLAM time. OpenSfM and OpenMVS can also process unordered images, but then the computing time for the localization is an order of magnitude higher. Export and data conversion times are ignored. Since our densification is running together with OpenVSLAM no extra time is necessary.

| Mode: real time | SLAM | densification | total |
|----------------|------|---------------|-------|
| 110s video     |      |               |       |
| PatchMatchDense (ours) | 119s | +40 | 119s |
| OpenSfM         | 119s | +148s | 267s |
| OpenMVS         | 119s | +48s  | 167s |

V. CONCLUSIONS

We presented a real time dense SLAM system with a novel design that couples visual SLAM and PatchMatch Multi-View-Stereo for equirectangular images implemented on a graphic card. In particular, the use of 360° panoramic videos enables a robust and stable localization. Especially outside of research labs like in urban search and rescue
environments, images with negative influence on the image quality like motion blur, over- or underexposure, noise or pronounced texture blur occur and prevent localization when only monocular cameras are used. The approach presented here manages the localization and the generation of a depth image even in a long uniform tube (Fig. 11).

Needles to say a lot of work remains to be done. The PatchMatch-Stereo panorama determines dense correspondence relations already during SLAM localization. In addition to a possible application for online densification, these correspondences could serve as initial estimation for subsequent, more computationally intensive methods. Another interesting aspect with regard to the reuse of found correspondences is the possible reselection of selected images of the input video by relocating them based on the built map of the SLAM procedure and using them for the targeted improvement of a current densification result.
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