Designing optimal linear detectors—a bottom-up approach
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This paper develops a systematic approach to realising linear detectors with an optimised sensitivity, allowing for the detection of extremely weak signals. First, general constraints are derived on a specific class of input-output transfer functions of a linear detector. Then a physical realization of transfer functions in that class is found using the quantum network synthesis technique, which allows for the inference of the physical setup directly from the input-output transfer function. By exploring a minimal realization which has the minimum number of internal modes, it is shown that the optimal such detectors are internal squeezing schemes. Then, investigating non-minimal realizations, which is motivated by the parity-time symmetric systems, a quantum non-demolition measurement is systematically recovered.

I. INTRODUCTION

The sensitivity of high-precision optical measurements, such as those performed in advanced gravitational wave (GW) detectors [1, 2], is ultimately limited by the fundamental fluctuations of the quantum vacuum, known as the quantum noise. For GW detectors, increasing the quantum-noise limited sensitivity will allow us to detect sources arising from a greater volume of the universe, as well as the full neutron star inspiral waveform, allowing for the determination of the neutron star equation of state [3, 4]. The sensitivity of linear detectors is ultimately constrained by the quantum Cramer-Rao Bound (QCRB) which states that the variance of the measured signal due to noise is inversely proportional to the variance $\sigma_{NN}$ of the photon number of the probe degree of freedom coupled to the signal [5–10].

For vacuum or coherent (laser) states of light, this quantity is ultimately bounded to a value less than $N^2$, which states that the uncertainty scales quadratically with the number of resources available (for optical detectors $N$ is the mean number of photons in the probe degree of freedom) although for resonant detectors it is often constrained by stronger shot-noise limit (also called the standard quantum limit in quantum metrology): $\sigma_{NN} = N$ [11]. This shot-noise limit can be surpassed using techniques such as bandwidth broadening via negative dispersion [12–15], however in this case the Heisenberg limit is not saturated since $\sigma_{NN}$ is explicitly bounded to a value less than $N^2$. Previously the Heisenberg limit for phase measurement has been saturated in a non-resonant detector using a combination of entanglement, multiple sampling, and probabilistic adaptive measurements [16]. Theoretical examples of systems that saturate the limit have also been derived for exotic non-classical states [17, 18] and using quantum error correction [19]. Here we instead focus on a linear optical phase measurement, and focus on maximising $\sigma_{NN}$, however we cannot claim to saturate the Heisenberg limit due to our approximation of a linearized coupling of the signal to the detector. We call a linear detector with a maximal $\sigma_{NN}$ an optimal linear detector since as we will see it also optimises the sensitivity to a linearly coupled classical signal. In this paper we then introduce a general approach to realising an optimal linear detector directly from its input-output transfer function.

A brief outline of the approach is as follows. First, we start with a physically realizable transfer function with order $n$ in frequency. This order sets a limit on the complexity of the system, since the corresponding physical realisation will have a number of internal modes limited by this order. Then, from this realization, we investigate to which internal mode a signal should be coupled in order to gain a maximum signal-to-noise ratio, corresponding to the internal mode to which the input vacuum fluctuations have the maximum coupling, thus giving an optimal $n$-th order detector.

This approach leads to both minimal and non-minimal realizations: the minimal realization of a first-order transfer function that is active (has non-unity gain) exhibits internal squeezing, directly increasing the photon number fluctuation in the probe degree of freedom, as explored in [20–22]; the non-minimal realization begins with the minimal realization of a first-order lossless passive detector that is shot-noise limited, then adds a pair of auxiliary modes that result in an infinite signal amplification at DC (i.e. for low frequency signals). The latter is motivated by the parity-time (PT) symmetric system explored in [23, 24]. In both cases, we use the systematic realization framework developed in [25] to realize the simplest single degree-of-freedom system with squeezing, which can be extended to arbitrarily many degrees-of-freedom using this framework. For the signal amplification case, the input-output relation must remain...
the same so that additional noise channels are not added, and we derive the corresponding conditions for modifying a system’s internal dynamics without affecting its input-output transfer function. Additionally we show that this is related to an ideal QND (quantum non-demolition) measurement [26, 27], and quantum-mechanics-free subsystems [28, §III], [29, Appendix D], [30, 31]. Further we show how the dynamics can be arbitrarily modified by adding additional hidden modes while maintaining the QND property of the variable, for example so that the detector’s most sensitive frequency can be tuned to a specific frequency, not limited to DC. As discussed, in all cases we start with the system’s transfer function, and how the resulting detector’s performance can be evaluated using the two-photon formalism described by Caves and Schumaker [35, 36]. The output y has the decomposition \( y = y_n + y_f \), where \( y_n \) and \( y_f \) are the natural response and forced response, respectively, given by:

\[
y_n(t) = Ce^{At}x(0^-),
\]

\[
y_f(t) = \int_{0^-}^{t} Ce^{A(t-\tau)}Bu(\tau)d\tau + Du(t),
\]

where \( x(0^-) \) is the initial condition for \( x \) at time \( t = 0^- \) just before \( t = 0 \). The natural response only depends on the initial condition \( x(0^-) \) but not the input \( u \) while the forced response is the system’s output response to the input \( u \) and does not depend on \( x(0^-) \).

For causal systems, the impulse response or Green’s function \( h \) for the system is given by \( h(t) = Ce^{At}B\Theta(t)+D\delta(t) \) where \( \Theta(t) \) is the Heaviside step function and \( \delta(t) \) is the Dirac delta function. Note that \( y_f \) is the convolution of \( h \) with \( u \). If \( h(t) = O(e^{\sigma t}) \) then the system’s transfer function is a complex function defined by:

\[
H(\Omega) = \int_{0^-}^{\infty} h(t)e^{i\Omega t}dt, \quad 3\Omega > \sigma.
\]

To conclude this section, we note that the transfer function coincides with the unilateral (one-sided) Laplace transform \( \mathcal{L}[h](s) = \int_{0^-}^{\infty} h(t)e^{st}dt \) of \( h \) with the identification \( s = i\Omega \) (note that in many fields, for example in engineering as in [37][33, Chapter 2], the Laplace transform is defined with \( s \) replaced by \(-s\)).

### II. THE TRANSFER FUNCTION OF LINEAR SYSTEMS

In this work we are concerned with quantum systems with linear dynamics in the Heisenberg picture [33]. In this section we briefly review some of the relevant concepts with further details deferred to Appendix A. We consider finite-dimensional linear quantum systems (in the sense that there are only a finite number of internal modes) with their dynamics given in the general form

\[
\dot{x} = Ax + Bu \quad y = Cx + Du,
\]

where \( x \) is a column vector containing the operators for the internal modes, \( u \) is a column vector of input operators to the system, and \( y \) is column vector of output operators from the system; \( A, B, C, \) and \( D \) are complex matrices of the appropriate dimensions compatible with \( u, x, \) and \( y \). In particular, \( A \) is a square matrix. More generally, \( A, B, C \) and \( D \) could potentially be integrodifferential operators rather than constant matrices. In some cases this may be rewritten in the form (1) by introducing a finite number of additional degrees of freedom. However, in general it may be necessary to introduce an infinite number of additional degrees of freedom, corresponding to \( A, B, C \) and \( D \) having an infinite number of rows and columns. An example is a model of linear gradient echo memories considered in [34], a model involving continuous spatial degrees of freedom. For the purposes of this work, we are interested solely in the finite-dimensional case as given by (1).

In this paper we will restrict the analysis to single-input single-output (SISO) quantum systems with the input and output fields each described by a pair of bosonic annihilation and creation operators or quadratures in the two-photon formalism described by Caves and Schumaker [35, 36]. The output \( y \) has the decomposition \( y = y_n + y_f \), where \( y_n \) and \( y_f \) are the natural response and forced response, respectively, given by:

\[
y_n(t) = Ce^{At}x(0^-),
\]

\[
y_f(t) = \int_{0^-}^{t} Ce^{A(t-\tau)}Bu(\tau)d\tau + Du(t),
\]

where \( x(0^-) \) is the initial condition for \( x \) at time \( t = 0^- \) just before \( t = 0 \). The natural response only depends on the initial condition \( x(0^-) \) but not the input \( u \) while the forced response is the system’s output response to the input \( u \) and does not depend on \( x(0^-) \).

For causal systems, the impulse response or Green’s function \( h \) for the system is given by \( h(t) = Ce^{At}B\Theta(t)+D\delta(t) \) where \( \Theta(t) \) is the Heaviside step function and \( \delta(t) \) is the Dirac delta function. Note that \( y_f \) is the convolution of \( h \) with \( u \). If \( h(t) = O(e^{\sigma t}) \) then the system’s transfer function is a complex function defined by:

\[
H(\Omega) = \int_{0^-}^{\infty} h(t)e^{i\Omega t}dt, \quad 3\Omega > \sigma.
\]

To conclude this section, we note that the transfer function coincides with the unilateral (one-sided) Laplace transform \( \mathcal{L}[h](s) = \int_{0^-}^{\infty} h(t)e^{st}dt \) of \( h \) with the identification \( s = i\Omega \) (note that in many fields, for example in engineering as in [37][33, Chapter 2], the Laplace transform is defined with \( s \) replaced by \(-s\)).

### III. QUANTUM CRAMÉR-RAO BOUND

In this section we show how an optimal detector can be engineered by minimising the Quantum Cramér-Rao Bound (QCRB) [38]. This is performed by engineering
diverging transfer functions from the vacuum input to the probe degree-of-freedom. As stressed previously, any divergent response we engineer is a result of our approximations of a linear signal coupling, as well as a more specific approximation arising from the specific physical realization of each system which we will treat as we come to them.

The QCRB sets a lower limit on the variance of an unbiased estimator of a classical signal $x_c(t)$ coupled to a detector linearly via $\hat{H}_{\text{int}} = -\hat{F}x_c(t)$,

$$S_{xx}(\Omega) > \frac{\hbar^2}{S_{FF}(\Omega)} = \sigma_{xx}^{\text{QCRB}}(\Omega),$$

where $S_{xx}(\Omega)$ is the single-sided displacement power spectral density and $S_{FF}(\Omega)$ is the spectral density describing the quantum fluctuations of the degree of freedom $\hat{F}$ that couples to the classical signal. In this paper we consider lossless systems, and so the spectral density of $\hat{F}$ is given by,

$$S_{FF}(\Omega) = S_{uu}(\Omega)|G_{uF}(\Omega)|^2 = |G_{uF}(\Omega)|^2,$$

where $G_{uF}(\Omega)$ is the open-loop transfer function from the input $\hat{u}$ to the internal degree-of-freedom $\hat{F}$ which belongs to the vector of internal modes $\hat{x}$. With external squeezing we decrease the QCRB by increasing $S_{uu}(\Omega)$ which is a well known technique, so here we have restricted the input to a unsqueezed vacuum input: $S_{uu}(\Omega) = 1$.

We illustrate the general process using an optical interferometer with a Fabry-Pérot cavity which detects small modulations of the cavity lengths $x_c(t) = \Delta L(t)$, equivalent to differential displacement of the mirrors [39]. In this case after linearizing the radiation pressure force of the light on the mirrors (as discussed in Section V) we arrive at a linear coupling of this length modulation to the amplitude quadrature of the cavity, so that the probe degree of freedom is $\hat{F} \propto \hat{a}^\dagger \equiv \hat{a} + \hat{\tilde{a}}^\dagger$ where $\hat{a}$ is the annihilation operator of the cavity mode. Here the probe fluctuation is related to the intracavity photon number fluctuation by,

$$S_{FF}(\Omega) = |G_{uF}(\Omega)|^2 = \frac{\hbar^2 \omega_0^2}{L^2} S_{NN}(\Omega),$$

where $S_{NN}(\Omega)$ is the spectral density describing the photon number fluctuations, $\omega_0$ is the laser carrier frequency, and $L$ is the arm cavity length. In this case we measure the displacement $x_c(t)$ and therefore a good figure of merit is the signal-to-noise ratio,

$$\text{SNR} = \int_0^\infty d\Omega \frac{|x_c(\Omega)|^2}{2\pi S_{xx}(\Omega)},$$

where $x_c(\Omega)$ is the Fourier transform of the classical signal. For a displacement spectrum that is flat (frequency independent): $|x_c(\Omega)| = |x_c|$, this SNR is bound by the QCRB,

$$\text{SNR} \leq \int_0^\infty d\Omega \frac{|x_c|}{2\pi \sigma_{xx}^{\text{QCRB}}(\Omega)} = \frac{\hbar^2}{\omega_0^2} \int_0^\infty d\Omega \frac{\omega_0^2 |x_c|^2}{L^2} \sigma_{NN},$$

and $\sigma_{NN}$ is total variance of the photon number of the probe degree of freedom. Therefore by maximizing $|G_{uF}(\Omega)|^2$, we maximize the probe fluctuation $S_{FF}(\Omega)$ and the photon number variance $\sigma_{NN}$, therefore minimizing the QCRB and maximizing the SNR.

The general approach for realising an optimal detector is then performed as follows. First, as shown in [25], we can synthesise any $n$ degree-of-freedom system directly from its input-output transfer function, so long as it obeys certain conditions which will be discussed in Section IV. Then, labelling each internal degree-of-freedom of the realization as $\hat{F}_i$, $i = 1,\ldots,n$ we can then calculate the open-loop transfer functions from the input to those degrees of freedom, $G_{uF_i}(\Omega)$. Finally, we can then maximise the right-hand-side of Eq. (7) by maximising $G_{uF_i}(\Omega)$ for the optimal system parameters and also choosing the optimal internal degree-of-freedom $\hat{F}_i$ to couple the signal $x(t)$ to, giving us a systematic way of optimising the detector design given the input-output transfer function.

## IV. General Constraints on the Input-Output Relations of Linear Detectors

In this section we will derive some general constraints on a certain class of transfer functions by investigating their physical realizability. We do this by investigating whether or not they can lead to dynamics that preserve the commutation relations of the input-output operators [28, 37].

In this work we consider a class of quadrature-picture rational transfer functions (i.e., with scalar rational transfer functions as entries) that can be transformed into diagonal form with rational entries through multiplication by unitary transfer functions on the left and on the right. However, in doing this we lose some generality, since not all transfer functions can be transformed into this form. In general, one can transform transfer functions into a diagonal form with non-rational entries (by applying the symplectic decomposition in [40] to each value of $\Omega$). Nonetheless, non-rational transfer functions can be approximated arbitrary closely with rational transfer functions by using methods such as Padé approximation [41] and requiring that the approximation satisfy the physical realizability condition (11) below.

Let $\hat{y}^{1,2}$ and $\hat{u}^{1,2}$ be the output and input fields respectively in the two-photon quadrature formalism [35, 36]. Then they are related by a transfer function $G_\eta$ (a $\mathbb{C}^{2\times2}$-
valued complex function as
\[
\begin{bmatrix}
\hat{y}_1(\Omega)
\hat{y}_2(\Omega)
\end{bmatrix}
= \mathbf{G}_q(\Omega)
\begin{bmatrix}
\hat{u}_1(\Omega)
\hat{u}_2(\Omega)
\end{bmatrix},
\]
where, as mentioned, we assume \( \mathbf{G}_q \) to be a diagonal matrix with rational elements,
\[
\mathbf{G}_q(\Omega) = \begin{bmatrix}
G_{11}(\Omega) & 0 \\
0 & G_{22}(\Omega)
\end{bmatrix}
\]
(9)

One special case is where \( |G_{11}(\Omega)|^2 = |G_{22}(\Omega)|^2 = 1 \) in which case we have no squeezing (see Section VI).

To parameterise the transfer function, we consider an \( n \) degree-of-freedom pole-zero form,
\[
G_{11}(\Omega) = \prod_{j=1}^{n}(i\Omega - z_j)
\]
\[
\prod_{k=1}^{n}(i\Omega - p_k),
\]
(10)
where \( \{z_j \in \mathbb{C} | j = 1, \ldots, n\} \) and \( \{p_k \in \mathbb{C} | k = 1, \ldots, n\} \) are the zeros and poles respectively, without any element in common between the zeros and poles. The expansion to \( n \) is chosen as the minimal state-space realization of an \( n \)-th order pole-zero transfer function in this case will have \( n \) internal modes, setting a limit on the complexity of the resulting realization, however applying the realization framework may result in additional auxiliary modes [25]. As shown in [37] the transfer function is physically realizable if,
\[
\mathbf{G}_q^\dagger(-\Omega^*) \Theta \mathbf{G}_q(-\Omega) = \Theta,
\]
and,
\[
\Theta = \begin{bmatrix}
0 & i \\
-i & 0
\end{bmatrix},
\]
(12)
which up to a factor of \( i \) is the simplest matrix that takes part in the symplectic condition. This condition restricts the conjugate transfer function to,
\[
G_{22}(\Omega) = \prod_{j=1}^{n}(i\Omega - z_j^*)
\]
\[
\prod_{k=1}^{n}(i\Omega - p_k^*),
\]
(13)
and so the poles/zeroes of \( G_{22} \) are the conjugates of the zeroes/poles of \( G_{11} \) respectively and the sign of the frequency is flipped. Since the real and imaginary parts of the poles and zeroes are independent we have in total \( 4n \) independent parameters specifying our system.

The possible poles and zeroes can be further reduced by noting that the quadrature operators are real in the time-domain and so the transfer function must obey \( \mathbf{G}_q(-\Omega) = \mathbf{G}_q^\dagger(\Omega) \), which leads to the equation,
\[
\prod_{j,k=1}^{n}(i\Omega - p_k)(i\Omega - z_j^*) = \prod_{j,k=1}^{n}(i\Omega - p_k^*)(i\Omega - z_j),
\]
(14)
which can be expanded as,
\[
\sum_{j=1}^{2n} a_j(i\Omega)^{j-1} = 0,
\]
(15)
where \( a_j \) are algebraic combinations of the poles and zeroes. Therefore we have \( a_j = 0, j = 1, \ldots, 2n \) and the number of independent parameters is reduced to \( 2n \).

V. INTERNAL SQUEEZING

FIG. 1. The setup for the squeezing of one quadrature via internal squeezing within the cavity, achieving an SNR that diverges at DC. The OPA (optical parametric amplifier) is pumped by the classical pump beam.

In this section we consider the minimal realization of a first-order input-output transfer function exhibiting squeezing, i.e. \( |G(\Omega)| \neq 1 \) for the quadrature operators, and the off-diagonal terms are non-zero for the sideband operators. We will see that the internal squeezing schemes are optimal for a classical signal coupled linearly to the cavity mode. We will choose the classical signal to be a displacement of the cavity length, as discussed in Section III, although the analysis is general to linear detectors. According to the previous section, the most general first-order transfer function that is rational is quantified by two independent real parameters, and is given in the quadrature picture by,
\[
\mathbf{G}^q(\Omega) = \begin{bmatrix}
\alpha + i\Omega & 0 \\
0 & \beta + i\Omega
\end{bmatrix},
\]
(16)
which obeys Eq. (11). In Appendix B we derive the physically realizable state-space directly from the above transfer function giving,
\[
A = \frac{1}{2} \begin{bmatrix}
-\alpha - \beta & \alpha - \beta \\
\alpha - \beta & -\alpha - \beta
\end{bmatrix},
\]
(17)
\[
B = \sqrt{\alpha + \beta} \ I_{2 \times 2},
\]
\[
C = -\sqrt{\alpha + \beta} \ I_{2 \times 2}, \quad D = I_{2 \times 2}.
\]

The physical realization of this system has one internal degree of freedom and in the generalized open oscillator formalism (discussed extensively in [32]) is given by,
\[
S = I_{2 \times 2},
\]
(18)
\[
\hat{L} = \sqrt{\alpha + \beta} \hat{a},
\]
(19)
\[
\hat{H} = -\frac{i}{4} \hbar(\alpha - \beta)(\hat{a}\hat{a}^\dagger - \hat{a}^\dagger\hat{a}),
\]
(20)
where \( \hat{a} \) is the annihilation operator of the cavity mode. Here \( S \) is the input-output direct scattering matrix, \( \hat{L} \) is the coupling operator to the external continuum, and finally \( \hat{H} \) is the system’s internal Hamiltonian in the rotating frame at the laser carrier frequency. As shown in [25] this corresponds to a tuned cavity with coupling coefficient \( \gamma \equiv (\alpha + \beta)/2 \) containing a non-linear crystal with coupling frequency \( \chi \equiv (\alpha - \beta)/2 \), which is related to the single-pass squeezing factor by \( r = 2\chi L/c \) where
\(L\) is the cavity length. Inverting these relations gives \(\alpha = \gamma + \chi\) and \(\beta = \gamma - \chi\).

The quadrature picture transfer function from the inputs to the internal degree of freedom is given by,

\[
\begin{bmatrix}
\hat{a}^1 \\
\hat{a}^2
\end{bmatrix} = \begin{bmatrix}
\frac{\sqrt{2\gamma}}{\gamma - \chi - i\Omega} & 0 \\
0 & \frac{\sqrt{2\gamma}}{\gamma + \chi - i\Omega}
\end{bmatrix}
\begin{bmatrix}
\hat{a}_\text{in}^1 \\
\hat{a}_\text{in}^2
\end{bmatrix}.
\]

(21)

In this case, the classical signal \(x_c\), whose variance is lower-bounded by the QCRB in Eq. (3), is the length modulation of the cavity, and is coupled to the probe degree of freedom linearly. This probe degree of freedom is, in turn, proportional to the probe amplitude quadrature \(\hat{a}^1\). The linear coupling requires the application of a linearization procedure of the radiation pressure as performed in [42], which specifically requires that any fluctuations of the field are much smaller than the mean. Fixing the proportional constant (the actual value does not affect the optimization), we have \(\hat{F} \equiv (\hbar \omega_0 \sqrt{2N}/L)\hat{a}^1\) with \(N\) the mean photon number and the input field is \(\hat{a} \equiv \hat{a}_\text{in}^1\) giving the input-to-probe transfer function,

\[
G_{uF}(\Omega) = \left(\frac{\hbar \omega_0 \sqrt{2N}}{L}\right) \frac{\sqrt{2\gamma}}{\gamma - \chi - i\Omega}.
\]

The probe photon fluctuation is given by the integral in Eq. (7),

\[
\sigma_{NN} = 2N \int_0^\infty d\Omega \frac{2\gamma}{2\pi \left|\gamma - \chi - i\Omega\right|^2}.
\]

(23)

Clearly at \(\gamma = \chi\) the integrand diverges at \(\Omega = 0\) and thus the total probe fluctuation will diverge, corresponding to an increase in the signal response. As stressed previously, the probe fluctuation is only valid up to the point where it approaches the mean. This corresponds to the threshold case where the cavity acts as an optical parametric oscillator, since the damping of the cavity mode exactly compensates the pumping due to the non-linear crystal interaction. We have made the approximation that the pump will never be depleted, in practise as \(\gamma\) approaches \(\chi\), the latter will always change due to the decrease in pump power. At \(\gamma \neq \chi\) the integral is solved trivially as,

\[
\sigma_{NN} = \frac{N\gamma}{|\gamma - \chi|},
\]

(24)

which is shot-noise limited at \(\chi = 0\), i.e. at no internal squeezing, but can be made to surpass it for \(\chi > 0\). We have therefore recovered the internal squeezing approach to enhancing the quantum-limited sensitivity previously developed in [20–22].

In Appendix. C we demonstrate this approach starting with a second-order transfer function, arriving again at an internal squeezing design, with the same condition \(\gamma = \chi\) resulting in a divergent response.

![FIG. 2. A schematic representation of the most complex realization developed in Section. VI. The modes \(b\) and \(\hat{c}\) are coupled to the mode \(\hat{a}\) via a squeezing-like interaction and beamsplitter-like interaction respectively with the same coupling frequency \(g\), with the signal \(h\) being coupled to mode \(\hat{c}\). In this setup the signal response diverges at DC. We then add two additional modes \(d\) and \(\hat{c}\) coupled to the modes \(\hat{b}\) and \(\hat{c}\) respectively, both via beamsplitter-like couplings with coupling frequency \(\omega’\) which shifts the signal response resonance to \(\Omega = \omega’\).](image)

VI. REALIZATION OF QND VIA SIGNAL AMPLIFICATION

In this section we will consider the non-minimal realization of a passive first-order transfer function, showing that the shot-noise limit can be surpassed for a classical signal coupled linearly to one of the modes via the addition of hidden internal modes that internally amplify the signal. We will again choose the classical signal to be a displacement of the cavity length, as discussed in Section. III, although the analysis remains general to all linear detectors. We will first show that the minimal realization of a first-order system without squeezing is constrained by the Mizuno limit [43], and use the recent discovery that an infinite DC signal response can be achieved by adding a pair of modes that do not manifest in the input-output dynamics [23] and thus do not add any additional noise. We will show how this is the simplest case of a general class of such non-minimal realizations, and that a quantum-mechanics-free subspace is formed allowing for arbitrary modification of the system dynamics. By asserting that the input-output behaviour remain the same, we have internal signal amplification without adding additional noise channels.

First, considering the case of Eq. (16) without squeezing with \(\alpha = \beta \equiv \gamma\), the physically realizable state-space is given by,

\[
G^q(\Omega) = \begin{bmatrix}
\frac{\Omega - i\gamma}{\Omega + i\gamma} & 0 \\
0 & \frac{\Omega - i\gamma}{\Omega + i\gamma}
\end{bmatrix}.
\]

(25)

The corresponding generalized open oscillator is given by,

\[
S = I_{2 \times 2}, \quad \hat{L} = -\sqrt{2\gamma}\hat{a}, \quad \hat{H} = 0,
\]

(26)

and the corresponding minimal realization is a simple tuned cavity where \(\gamma\) is the cavity bandwidth. We can express the dynamics in the sideband picture by
the Langevin equation and associated input-output relation, [42, 44–46]

\begin{align}
\dot{a} &= -\gamma a + \sqrt{2\gamma} a_{in} \\
\hat{a}_{out} &= \hat{a}_{in} - \sqrt{2\gamma} \hat{a}.
\end{align}

As before, we choose the classical signal $x_c$ to be the length modulation of the $\hat{a}$ cavity, which is coupled linearly to the amplitude quadrature of the cavity, and therefore apply the aforementioned linearization process to the radiation pressure coupling. The transfer function from the input vacuum to the amplitude quadrature is given by,

$$
G_{uF}(\Omega) = \frac{\sqrt{2\gamma}}{\gamma - i\Omega}.
$$

Integrating this over all frequencies gives $2\pi$ and thus the total SNR will be bounded by a constant independent of the bandwidth. This fact is the aforementioned Mizuno limit. Specifically, the detector is limited by the shot-noise limit $\sigma_{NN} = N$ where $N$ is the average photon number, giving $\text{SNR} = \omega_0^2 N^2/2 = E^2/(2\hbar^2)$ where $E$ is the average energy. Generally passive resonant detectors exhibit such a limit: dependent on the average stored energy, but independent of the parameters.

We now consider adding two auxiliary modes $\hat{b}$ and $\hat{c}$ as shown in Fig. 2 and discussed in [23], without modifying the input-output dynamics. In Appendix D we derive a general approach by which such hidden auxiliary modes can be added. The general condition is given by,

$$
T^{(a)}(\Omega) \equiv \begin{bmatrix} i g_b & -ig_b \omega \end{bmatrix} T^{(b)}(\Omega) \begin{bmatrix} i g_c \\ ig_c \omega \end{bmatrix} T^{(c)}(\Omega) = 0. 
$$

where $T^{(b)}(\Omega)$ and $T^{(c)}(\Omega)$ are transfer functions given in Eq. (D15) and (D16) respectively, and the most general linear Hamiltonian with two extra possibly-hidden modes is given by,

$$
-\hbar g_b (\hat{a}^{\dagger} \hat{b} + \hat{a} \hat{b}^{\dagger}) - \hbar g_c (\hat{a}^{\dagger} \hat{c} + \hat{a} \hat{c}^{\dagger}).
$$

The terms with coupling rates $g_b$ and $g_c$ are coupled to $\hat{a}$ via a beamsplitter, and the terms with coupling rates $g_b^{\dagger}$ and $g_c^{\dagger}$ via a non-linear crystal (or equivalently an optomechanical interaction with optomechanical coupling frequency $g$, as discussed in [15, 23]). Each auxiliary mode has just one degree of freedom, and thus the transfer functions are given by,

$$
T^{(b)}(\Omega) = \frac{1}{-i\Omega} \begin{bmatrix} ig_b & -ig_b \omega \\ ig_b^{\dagger} & -ig_b^{\dagger} \omega \end{bmatrix},
$$

$$
T^{(c)}(\Omega) = \frac{1}{-i\Omega} \begin{bmatrix} ig_c & -ig_c \omega \\ ig_c^{\dagger} & -ig_c^{\dagger} \omega \end{bmatrix}.
$$

This gives,

$$
T^{(a)}(\Omega) \equiv \frac{1}{-i\Omega} (-g_b^2 + g_b^2 \omega^2 - g_c^2 + g_c^2 \omega^2) I_{2\times 2}. 
$$

If we now choose cavity mode $\hat{c}$ to be coupled to mode $\hat{a}$ purely by a beamsplitter-like interaction, then we have $g_c = \omega_s$ with $\omega_s$ being the sloshing frequency between the mode $\hat{c}$ and mode $\hat{a}$ and no non-linear coupling: $g_c = 0$. Therefore the input-output dynamics are left invariant if $g_b = 0$ and $g_b = \omega_s$, and so mode $\hat{b}$ should be coupled to mode $\hat{a}$ via a non-linear interaction (e.g. a non-linear crystal if $\hat{b}$ is an optical mode) with the same coupling constant as the $\hat{c}$ mode: $g \equiv g_{bi} = \omega_s$. The most general Hamiltonian with two hidden modes is thus given by,

$$
\hat{H}_0 = -\hbar g (\hat{a}^{\dagger} \hat{c} + \hat{a} \hat{c}^{\dagger}) - \hbar g (\hat{a} \hat{b}^{\dagger} + \hat{a}^{\dagger} \hat{b}^{\dagger}).
$$

Such a system is known as being PT(parity-time)-symmetric as the Hamiltonian is invariant under the parity operation (reversing modes $\hat{c}$ and $\hat{b}$ via $\hat{c} \leftrightarrow \hat{b}^{\dagger}$, $\hat{c}^{\dagger} \leftrightarrow \hat{b}$) together with the time reversal operation ($\hat{c} \leftrightarrow \hat{c}^{\dagger}$, $\hat{b}^{\dagger} \leftrightarrow \hat{b}$) [47]. The equations of motion are given by,

$$
\dot{\hat{a}} = -\gamma \hat{a} + ig \hat{c} + ig \hat{b}^{\dagger} + \sqrt{2\gamma} \hat{a}_{in}, \quad (35)
$$

$$
\dot{\hat{b}}^{\dagger} = -i g \hat{a}, \quad (36)
$$

$$
\dot{\hat{c}} = i g \hat{a}. \quad (37)
$$

In this case, we have the probe degree of freedom proportional to the amplitude quadrature of the $\hat{c}$ mode cavity $F \propto \langle \hat{c} + \hat{c}^{\dagger} \rangle / \sqrt{2}$ and the input as the amplitude quadrature $\hat{a} = (\hat{a}_{in} + \hat{a}_{in}^{\dagger})/\sqrt{2}$. Solving in the frequency domain we can find the input-to-probe transfer function,

$$
G_{uF}(\Omega) \propto \frac{g}{\Omega} \frac{\sqrt{2\gamma}}{\gamma - i\Omega},
$$

and therefore the probe fluctuation $S_{FF}$ diverges at DC and thus $\sigma_{NN}$ diverges and the detector is optimised in the regime where the photon number fluctuation is less than the mean. In this case we are not necessarily operating at or above threshold and thus the pump depletion approximation mentioned in the internal squeezing case is not relevant here.

We can show that the diverging probe fluctuation occurs due to the setup realising an ideal QND (quantum non-demolition) measurement [26], in which case the probe degree of freedom has infinite fluctuation as it is conjugate to a conserved QND quantity. Re-writing Eq. (34),

$$
\hat{H}_0 = -\hbar g (\hat{\hat{c}}^{\dagger} (\hat{c} + \hat{b}^{\dagger}) + \hat{a} (\hat{c}^{\dagger} + \hat{b}^{\dagger})),
$$

it can be seen that the composite quantity $\hat{c} + \hat{b}^{\dagger}$ is conserved, since

$$
\frac{d}{dt} (\hat{c} + \hat{b}^{\dagger}) \propto [\hat{c} + \hat{b}^{\dagger}, \hat{c}^{\dagger} + \hat{b}] = 0.
$$
This further implies two conserved quantities $\hat{X}_+ \equiv (\hat{X}_c + \hat{X}_b)/\sqrt{2}$, $\hat{Y}_- \equiv (\hat{Y}_c - \hat{Y}_b)/\sqrt{2}$ in terms of amplitude and phase quadratures $\hat{X}_c \equiv (\hat{c} + \hat{c}^\dagger)/\sqrt{2}$, $\hat{Y}_c \equiv (\hat{c} - \hat{c}^\dagger)/\sqrt{2}i$ (and similarly for $\hat{a}$ and $\hat{b}$). Additionally we also define $\hat{X}_- \equiv (\hat{X}_c - \hat{X}_b)/\sqrt{2}$. Rewriting the Hamiltonian in terms of these quantities gives,

$$\hat{H}_0 = \hbar g (\hat{Y}_a \hat{X}_+ - \hat{X}_b \hat{Y}_-) - \hbar (\alpha/\sqrt{2})(\hat{X}_+ + \hat{X}_-)\hbar,$$

(41)

The relevant residue part leading to detection of the signal $x_c$ reads:

$$\hat{H}_\text{res} = -\hbar g \hat{X}_- - \hbar (\alpha/\sqrt{2})\hat{X}_- x_c,$$

(42)

with $\hat{Y}_-$ being the conserved QND observable and $\hat{X}_-$ being the probe degree-of-freedom thus having infinite variance and therefore giving infinite signal response. In frequency-domain, $\hat{Y}_-$ exhibits the divergence at DC:

$$\hat{Y}_-(\Omega) = \frac{i\alpha}{\sqrt{2}\Omega} x_c(\Omega).$$

(43)

As discovered above, the operators $\hat{X}_+$ and $\hat{Y}_-$ are constants of motion and therefore act form a quantum-mechanics-free subsystem [28, III], [29, Appendix D], [30, 31]. The dynamics can be arbitrarily modified while keeping this subsystem quantum-mechanics-free so long as the simultaneous measurability condition is kept,

$$[\hat{X}_+(t), \hat{X}_+(t')] = [\hat{Y}_-(t), \hat{Y}_-(t')] = 0.$$  

(44)

We can then modify the dynamics such that the signal response appears to diverge under the approximations of our analysis. As an example, we can shift the divergent response from DC to another frequency $\omega'$ by adding an extra pair of modes $d$ and $\hat{e}$ which couple to $\hat{b}$ and $\hat{c}$ respectively. In this case the interaction Hamiltonian gains the following terms,

$$-\hbar \omega'(\hat{b}d^\dagger + \hat{b}^\dagger d + \hat{c}^\dagger \hat{e} + \hat{c}\hat{e}^\dagger)$$

$$= i\hbar \omega'(\hat{X}_+ \hat{Q}_+ + \hat{Y}_+ \hat{P}_+ - \hat{Y}_- \hat{P}_- + \hat{X}_- \hat{Q}_-),$$

which satisfies the general condition given in Eq. (30) and thus does not affect the input-output dynamics, and where we have defined,

$$\hat{Q}_{\pm} \equiv \frac{\hat{X}_d \pm \hat{X}_e}{\sqrt{2}}, \quad \hat{P}_{\pm} \equiv \frac{\hat{Y}_d \pm \hat{Y}_e}{\sqrt{2}}.$$  

(45)

The residue part relevant to signal detection gains the term,

$$\hbar \omega' (\hat{X}_- \hat{Q}_- - \hat{Y}_- \hat{P}_-).$$

(46)

The latter term modifies the dynamics of $\hat{Y}_-$ to become,

$$\dot{\hat{Y}}_- = -\omega' \hat{Q}_- + \frac{\alpha}{\sqrt{2}} x_c,$$

(47)

$$\dot{\hat{Q}}_- = \omega' \hat{Y}_-,$$

(48)

and so eliminating $\hat{Q}_-$ in the frequency domain we obtain,

$$\hat{Y}_-(\Omega) = \frac{i\alpha \Omega}{\sqrt{2}(\Omega^2 - \omega'^2)} x_c(\Omega).$$

(49)

We see that the signal response now diverges at $\Omega = \omega'$ rather than at DC, and that the PT symmetric case shown in Eq. (43) is recovered for $\omega' = 0$. The final phase quadrature input-output relation is given by,

$$\hat{Y}_\text{out}(\Omega) = \frac{-\Omega - i\gamma}{\Omega + i\gamma} \hat{Y}_\text{in}(\Omega) + \frac{\sqrt{\alpha g \Omega} x_c(\Omega)}{(\Omega^2 - \omega'^2)(\Omega + i\gamma)},$$

(50)

and so via the divergent signal amplification we now have an infinite signal response at a chosen frequency.

VII. DISCUSSION

We have demonstrated a systematic method for constructing detectors that are optimal up to the approximation that the photon number fluctuation approaches the mean, specifically investigating the first-order transfer function. Investigating minimal realizations of the transfer function, we showed that the optimal designs use internal squeezing. Considering non-minimal realizations, we investigated PT symmetric systems and showed that such systems realize a QND measurement and are optimal, further showing how their dynamics can be modified without losing this property.

Another further exploration will be a systematic realization of the transmission-readout setup presented in [15], however this requires systematically realising a $4 \times 4$ MIMO (multi-input multi-output) transfer function with third order elements, which will be complicated to realize directly using the aforementioned framework. Further, we can consider experimental demonstrations of the aforementioned PT-symmetric setups. Optomechanical realizations are currently in development, however there is also the open possibility for an all-optical demonstration that avoids the strict thermal noise requirements expected in the optomechanical design. Finally, the aforementioned signal amplification readout is less susceptible to output loss at the photodiode than the internal squeezing setup due to the amplification of the signal, so different realizations have different responses to loss and thus we can choose the specific realization to minimise the impact of loss on the SNR. One future approach would be a full analysis taking loss into account from the start by adding the additional loss channels to a MIMO transfer function, fixing the loss coefficient to be small, and then using the framework to systematically realize this transfer function.
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Appendix A: Linear Systems

The general solution for $x$ and $y$ of the linear system (1) is:

$$x(t) = e^{At}x(0) + \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau,$$

$$y(t) = Ce^{At}x(0) + \int_0^t Ce^{A(t-\tau)}Bu(\tau)d\tau + Du(t).$$

Taking the initial condition to be at $t = 0^-$ allows the consideration of impulse inputs $\delta(t)$ and a step discontinuity in $x$ from $t = 0^-$ to $t = 0^+$ (the time just after $t = 0$).

The system is asymptotically stable if the matrix $A$ is Hurwitz, that is, all its eigenvalues have a real part $< 0$. In an asymptotically stable system, the natural response asymptotically decays to zero, $\lim_{t \to \infty} e^{At}x(0^-) = 0$ for any initial condition $x(0^-)$. The impulse response $h$ for an asymptotically stable system also decays to zero as $t \to \infty$.

For a sinusoid input $u(t) = b(\Omega)e^{-i\Omega t}$, where $\Omega$ is real and $b(\Omega)$ is a fixed column vector of operators (in our case this vector contains the quantized modes of an input quantum field), the asymptotic output as $t \to \infty$ of an asymptotically stable system only has the forced response and is given by:

$$y(t) = H(\Omega)b(\Omega)e^{-i\Omega t},$$

where $H(\Omega)$ is as given in (2) with $\sigma > 0$. In this case, $H$ is coincides with the Fourier transform of $h$ and is called the system’s frequency response. For an input $u(t) = \int_{-\infty}^\infty b(\Omega)e^{-i\Omega t}d\Omega$, by linearity of the system the asymptotic response is $y(t) = \int_{-\infty}^\infty H(\Omega)b(\Omega)e^{-i\Omega t}d\Omega$.

For a system that is not asymptotically stable, the impulse response may not be integrable, $\int_{-\infty}^\infty |h(t)|dt = \infty$, and the frequency response $H$ not well-defined. For such systems, the forced response to a sinusoid input may not have an asymptotic solution. However, for $h(t) = O(e^{\sigma t})$, with $\sigma > 0$, it can have an asymptotic solution for inputs of the form $u(t) = b(\Omega)e^{-i\Omega t}$ for all complex $\Omega$ with $\Im\{\Omega\} > \sigma$ and with $b(\Omega)$ some fixed vector of operators as before. In this case, the asymptotic forced response is again given by the right hand side of (A1) but $\Omega$ is now complex. For more general inputs of the form $u(t) = \int_{-\infty}^\infty b(\omega + i\sigma_0)e^{-i(\omega + i\sigma_0)t}d\omega$, with $\sigma_0 > \sigma$, by linearity the forced response is given by:

$$y_f(t) = \int_{-\infty}^\infty H(\omega + i\sigma_0)b(\omega + i\sigma_0)e^{-i(\omega + i\sigma_0)t}d\omega.$$

Appendix B: Physically Realizable State-Space Realization for Internal Squeezing

We will now follow the steps given in [25] to systematically construct the physically realizable state space of the internal squeezing setup whose transfer function is shown in Eq. 16. First we define a de-dimensionalised frequency with respect to $\alpha$ by making the transformation $\Omega \rightarrow \alpha\Omega$, so that the aforementioned transfer function becomes,

$$G^q(\Omega) = \begin{bmatrix} \frac{1 + \eta(\Omega)}{r - \eta(\Omega)} & 0 \\ \frac{r + \eta(\Omega)}{r - \eta(\Omega)} & 1 \end{bmatrix},$$

where $\Gamma \equiv \beta/\alpha$. The recovery of a linear quantum system (1) with $G^q(\Omega)$ as its transfer function is studied in modern control theory as a fundamental topic known as realization theory; see, e.g., [48] for a review. We do not describe the calculations for finding a state-space realization for the transfer function given above but we describe below how it may can computed with Mathematica routines.

Assuming that the amplitude quadrature is squeezed, i.e., $\Gamma < 1$, we can compute the canonical state-space realization using Mathematica. The Mathematica function `StateSpaceModel` when applied to a transfer function returns a state space in the controllable canonical form [49, 50]. The returned state space may have more internal degrees of freedom than is necessary to represent the system. This is remedied by applying the function `MinimalStateSpaceModel` [51] to the state space to find the minimal state space [52]. Using these functions we calculate,

$$A' = \frac{1}{3 + \gamma^2} \begin{bmatrix} -(1 + \Gamma)^2 & c_1 \\ c_1 & -2 - \Gamma - \Gamma^3 \end{bmatrix},$$

$$B' = \begin{bmatrix} 0 \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) 

\begin{bmatrix} 0 \\ \frac{1}{2} \sqrt{\frac{2(1+\Gamma)^2}{1+\Gamma^2}} \right) 

D' = -I_{2 \times 2}.$$

where $c_1 = \sqrt{2(1+\Gamma)^2[\Gamma - 1]}$ and $I_{2 \times 2}$ is the $2 \times 2$ identity matrix. This state-space does not currently fulfil the physical realizability condition, given by [25]

$$AJ + JA^\dagger + BJB^\dagger = 0,$$

$$JC^\dagger + BJD^\dagger = 0,$$

where,

$$J = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$
To find the transformation from the unrealizable state-space \( (A', B', C', D') \) to the realizable state-space \((A, B, C, D)\) we look for the matrix \( X \) that satisfies,

\[
A'X + X(A')^\dagger + B'(B')^\dagger = 0, \tag{B9}
\]

\[
X(C')^\dagger + B'(D')^\dagger = 0. \tag{B10}
\]

In this case one such matrix is given by,

\[
X = \begin{bmatrix}
\frac{2}{3+3i} & \frac{2}{3+3i} \frac{\sqrt{2(1+i^2)(3+3i)^2}}{3+3i+1+i^2} \\
\frac{2}{3+3i} & \frac{2}{3+3i} \frac{\sqrt{2(1+i^2)(3+3i)^2}}{3+3i+1+i^2}
\end{bmatrix}. \tag{B11}
\]

We then look for the similarity transformation matrix \( T \) satisfying \( X = TJT^\dagger \), which in this case is given by,

\[
T = \frac{1}{\sqrt{1+i^2}} \begin{bmatrix}
0 & \frac{2}{3+3i} \frac{\sqrt{2(1+i^2)(3+3i)^2}}{3+3i+1+i^2} \\
\frac{2}{3+3i} & \frac{2}{3+3i} \frac{\sqrt{2(1+i^2)(3+3i)^2}}{3+3i+1+i^2}
\end{bmatrix}. \tag{B12}
\]

We can apply this transformation by the standard state-space transformation,

\[
A = T^{-1}A'T, \quad B = T^{-1}B', \quad C = C'T, \quad D = D'. \tag{B13}
\]

which gives the state-space,

\[
A = \frac{1}{2} \begin{bmatrix}
-1 - \Gamma & 1 - \Gamma \\
-1 + \Gamma & 1 - \Gamma
\end{bmatrix}, \tag{B14}
\]

\[
B = \sqrt{1+\Gamma} I_{2\times2}, \tag{B15}
\]

\[
C = \sqrt{1+\Gamma} I_{2\times2}, \tag{B16}
\]

\[
D = -I_{2\times2}. \tag{B17}
\]

To slightly simplify the physical realization without loss of generality we can add a \( \pi \) phase shift for the input-output reflection, resulting in transforming the state space via \( C \rightarrow -C \) and \( D \rightarrow -D \). Substituting \( \Gamma = \beta/\alpha \) and reversing the de-dimensionalisation via \( \Omega \rightarrow \Omega/\alpha \) we obtain the physically realizable state-space which obeys Eqs. (B6) and (B7),

\[
A = \frac{1}{2} \begin{bmatrix}
-\alpha - \beta & \alpha - \beta \\
\alpha - \beta & -\alpha - \beta
\end{bmatrix}, \tag{B18}
\]

\[
B = \sqrt{\alpha + \beta} I_{2\times2}, \tag{B19}
\]

\[
C = -\sqrt{\alpha + \beta} I_{2\times2}, \quad D = I_{2\times2}. \tag{B20}
\]

### Appendix C: Quantum Expander

In this appendix we consider a second-order input-output transfer function, showing that the optimal sensitivity is achieved when the parameters match that of the so-called quantum expander first explored in [22], a setup which, similarly to the transmission-readout setup discussed in [15], can directly increase the detection bandwidth of a gravitational wave interferometer. This setup, shown in Figure. 3, consists of a tuned, signal-recycled Michelson interferometer with internal squeezing in the signal recycling cavity. The signal-recycled Michelson can be mapped to an equivalent coupled-cavity [53]. We show that the quantum expander is the optimal detector for any second-order quadrature-picture-transfer function obeying the constraints in Section. IV.

Thus we start with the most general rational and proper second-order input-output transfer function that is diagonal and rational,

\[
G^q(\Omega) = \begin{bmatrix}
(\Omega - \omega_0)(\Omega - \beta_1) & 0 \\
(\Omega - \omega_0)(\Omega - \beta_2) & 0 \\
0 & 0
\end{bmatrix}, \tag{C1}
\]

where \( \alpha_1, \alpha_2, \beta_1, \beta_2 \in \mathbb{R} \). Requiring that there is no gain at DC we also obtain the condition \( \alpha_1 \beta_1 = \alpha_2 \beta_2 \). We then follow the same procedure as in Appendix. B for finding the physically realizable state-space, obtaining,

\[
A = \begin{bmatrix}
0 & 0 & -i\omega_s & 0 \\
0 & 0 & 0 & i\omega_s \\
-i\omega_s & 0 & -\gamma & -\chi \\
0 & i\omega_s & -\chi & -\gamma
\end{bmatrix}, \tag{C2}
\]

\[
B = \begin{bmatrix}
0 & 0 \\
0 & 0 \\
\sqrt{2\sqrt{\gamma}} & 0 \\
0 & \sqrt{2\sqrt{\gamma}}
\end{bmatrix}, \tag{C3}
\]

\[
C = \begin{bmatrix}
0 & 0 & -\sqrt{2\sqrt{\gamma}} & 0 \\
0 & 0 & 0 & -\sqrt{2\sqrt{\gamma}}
\end{bmatrix}, \quad D = I_{2\times2},
\]

where \( \gamma = \frac{1}{2}(-\alpha_1 + \alpha_2 - \beta_1 + \beta_2) \), \( \chi = \frac{1}{2}(\alpha_1 + \alpha_2 \beta_1 + \beta_2) \), and \( \omega_s = \sqrt{2\sqrt{\gamma}} \). This corresponds to the dynamics derived from Hamiltonian for the quantum expander first described in [22]. In this case since we have a two degree-of-freedom we have to apply the separation theorem of [32] to separate it into two separated one degree-of-freedom systems. The corresponding quantum network is given by \( N = \{ G_1, G_2 \} \), \( H^d, S \) where \( S = G_2 \preceq G_1 \) represents the series product [29], i.e. the output of \( G_1 \) is fed into \( G_2 \). The two generalized open oscillators are given by,

\[
G_1 = (I_{2\times2}, 0, 0), \tag{C3}
\]

\[
G_2 = \left( I_{2\times2}, -\sqrt{2\gamma} \hat{a}_q, \frac{i}{\hbar} \chi \left( \hat{a}_q \hat{a}_q^\dagger + \hat{a}_q^\dagger \hat{a}_q \right) \right), \tag{C4}
\]

where \( I_{2\times2} \) is the \( 2 \times 2 \) identity matrix, \( \gamma \) is the coupling frequency of the continuum to the cavity mode described by annihilation operator \( \hat{a}_q \), and \( \chi \) is the strength.
of the non-linear interaction. The Hamiltonian coupling the two cavities is given by $H^d = \hbar \omega_s (\hat{a}_q \hat{a}_d^\dagger + \hat{a}_d^\dagger \hat{a}_q)$ where $\hat{a}_q$ is the cavity mode of the second cavity, and is therefore a simple beamsplitter-like coupling between the two cavities. Note that $G_1$ is not coupled to the external continuum and therefore it is only coupled to $G_2$ via $H^d$. In total we have two tuned cavities coupled by a beamsplitter-like interaction, with the first cavity coupled to the external continuum and exhibiting internal squeezing, and have thus recovered the quantum expander realization pictured in Fig. 3.

The quadrature transfer function from the input to the arm cavity mode $\hat{a}_q$ was found to be,

$$
\begin{bmatrix}
\hat{a}_1^1 \\
\hat{a}_1^2
\end{bmatrix} = 
\begin{bmatrix}
0 & \frac{\sqrt{\tau} \omega_s}{\omega_s (\chi - \gamma) + \omega_s^2 - \omega^2} \\
-\frac{\sqrt{\tau} \omega_s}{\omega_s (\chi - \gamma) + \omega_s^2 - \omega^2} & 0
\end{bmatrix}
\begin{bmatrix}
\hat{a}_m^1 \\
\hat{a}_m^2
\end{bmatrix}.
$$

(C5)

Using Eq. (7) we see that the SNR for a signal coupled to the amplitude quadrature is given by $2\pi \gamma / |\chi - \gamma|$, which diverges as $\chi \to \gamma$. At $\chi \gg \gamma$ the SNR approaches zero since the non-linear interaction totally depletes the amplitude quadrature fluctuations in the cavity. The SNR for the phase quadrature is given by $2\pi \gamma / (|\gamma + \chi|)$ which is maximal at $\chi = 0$ where it is equal to $2\pi$ and is thus constrained by the Mizuno limit.

For the signal recycling cavity mode $\hat{a}_q$, we also see the divergence at $\chi \to \gamma$, except in this case the SNR for the phase quadrature diverges rather than the amplitude quadrature,

$$
\begin{bmatrix}
\hat{a}_q^1 \\
\hat{a}_q^2
\end{bmatrix} = 
\begin{bmatrix}
\frac{\sqrt{\tau} \omega_s}{\omega_s (\chi - \gamma) + \omega_s^2 - \omega^2} & 0 \\
0 & -\frac{\sqrt{\tau} \omega_s}{\omega_s (\chi - \gamma) + \omega_s^2 - \omega^2}
\end{bmatrix}
\begin{bmatrix}
\hat{a}_m^1 \\
\hat{a}_m^2
\end{bmatrix}.
$$

(C6)

In this case the SNR for the amplitude quadrature is given by $2\pi \gamma / (|\gamma + \chi|)$ and for the phase quadrature is given by $2\pi \gamma / |\gamma - \chi|$ i.e. the role of the amplitude and phase quadrature are swapped compared to the arm cavity mode.

### Appendix D: Auxiliary Mode Dynamics.

In this section we will discuss how the dynamics of added auxiliary modes, shown in Fig. 2, can be inferred by requiring that the frequency-domain input-output relation remain unchanged by the addition of them. Each auxiliary mode is coupled to a set of $n_d$ internal modes $\hat{d}_j$ and $n_e$ internal modes $\hat{e}_j$ adding the following terms to the Hamiltonian,

$$
\begin{align*}
\sum_j & - \hbar g_{d_j}(\hat{b}\hat{d}_j^\dagger + \hat{b}^\dagger \hat{d}_j) - \hbar g_{d_j}(\hat{a}\hat{d}_j^\dagger + \hat{a}^\dagger \hat{d}_j) \\
& - \hbar g_{e_j}(\hat{\epsilon}\hat{e}_j^\dagger + \hat{\epsilon}^\dagger \hat{e}_j) - \hbar g_{e_j}(\hat{\epsilon}\hat{e}_j^\dagger + \hat{\epsilon}^\dagger \hat{e}_j) \\
& + \sum_{i \neq j} \hbar g_{d_i,d_j}(\hat{d}_i \hat{d}_j^\dagger + \hat{d}_i^\dagger \hat{d}_j) + \hbar g_{d_i,d_j}(\hat{d}_i \hat{d}_j^\dagger + \hat{d}_i^\dagger \hat{d}_j) \\
& + \sum_{i \neq j} \hbar g_{e_i,e_j}(\hat{\epsilon}_i \hat{\epsilon}_j^\dagger + \hat{\epsilon}_j^\dagger \hat{\epsilon}_i) + \hbar g_{e_i,e_j}(\hat{\epsilon}_i \hat{\epsilon}_j^\dagger + \hat{\epsilon}_j^\dagger \hat{\epsilon}_i),
\end{align*}
$$

where $g_{d_i,d_j}$ and $g_{d_i,d_j}$ respectively quantify the beamsplitter-like and non-linear coupling between modes $\hat{d}_i$ and $\hat{d}_j$, and similarly for the $\hat{e}_j$ modes. Note that there is no direct coupling between the $\hat{d}$ and $\hat{e}$ modes.

The full set of equations of motion are,

$$
\begin{align*}
\dot{\hat{a}} &= -\gamma \hat{a} + \sqrt{2\gamma} \hat{a}_m \\
&- ig_{d} \hat{b} + ig_{d} \hat{b}^\dagger - ig_{e} \hat{\epsilon} + ig_{e} \hat{\epsilon}^\dagger, \\
\dot{\hat{b}} &= ig_{d} \hat{a} - ig_{d} \hat{a}_d + \sum_j g_{d_j} \hat{d}_j - \sum_j g_{d_j} \hat{d}_j^\dagger, \\
\dot{\hat{d}} &= g_{d_i} \hat{b} + ig_{d_i} \hat{b}^\dagger - \sum_j g_{d_i} \hat{d}_j - \sum_j g_{d_i} \hat{d}_j^\dagger, \\
\dot{\hat{\epsilon}} &= ig_{e} \hat{a} - ig_{e} \hat{a}_e + \sum_j g_{e_j} \hat{\epsilon}_j - \sum_j g_{e_j} \hat{\epsilon}_j^\dagger, \\
\dot{\hat{\epsilon}} &= ig_{e} \hat{a} + ig_{e} \hat{a}_e - \sum_j g_{e_j} \hat{\epsilon}_j - \sum_j g_{e_j} \hat{\epsilon}_j^\dagger,
\end{align*}
$$

(D1)-(D5)

Focussing on $\hat{d}_j$, the frequency-domain expression is given by,

$$
-i\Omega \hat{d}(\Omega) = \hat{g}_d \hat{b}(\Omega) + \hat{g}_d \hat{b}^\dagger(-\Omega) - iG\hat{\Omega}(\Omega),
$$

(D6)

where,

$$
\begin{bmatrix}
\hat{g}_d \\
\hat{g}_d^\dagger
\end{bmatrix} = (ig_{d_1}, -ig_{d_1}^\dagger, \ldots, ig_{d_{nd}}, -ig_{d_{nd}}^\dagger)^T,
$$

(D7)

and where,

$$
\begin{bmatrix}
\hat{d}(\Omega) \\
\hat{d}^\dagger(-\Omega)
\end{bmatrix} = (\hat{d}_1(\Omega), \ldots, \hat{d}_n(\Omega); \hat{d}_1^\dagger(-\Omega), \ldots, \hat{d}_n^\dagger(-\Omega))^T.
$$

(D9)

and where in block form,

$$
G(d) = \begin{bmatrix}
G_{d,1} \\
\vdots \\
G_{d,n_d}
\end{bmatrix} \in \mathbb{C}^{2n_d \times 2n_d},
$$

(D10)

where,

$$
G_{d,j}^{(d)} = \begin{bmatrix}
g_{d_1,d_j}^* & \cdots & g_{d_1,d_j}^* & \cdots & g_{d_{nd},d_j}^* \\
g_{d_2,d_j}^* & \cdots & g_{d_2,d_j}^* & \cdots & g_{d_{nd},d_j}^*
\end{bmatrix},
$$

(D11)
with $g_{d_jd_j} = g_{d_jd_j'} = 0$. Solving for $\Tilde{d}(\Omega)$ gives,

$$
\Tilde{d}(\Omega) = (-i\Omega I_{2n_d \times 2n_d} + iG^{(d)})^{-1} \begin{bmatrix} \Tilde{a}(\Omega) \\ \Tilde{b}(\Omega) \end{bmatrix},
$$

where $I_{2n_d \times 2n_d}$ is the $2n_d \times 2n_d$ identity matrix, and $M^{(d)} \in \mathbb{C}^{2n_d \times 2n_d}$.

The frequency domain expression for $\Tilde{b}$ is given by,

$$
-i\Omega \begin{bmatrix} \Tilde{b}(\Omega) \\ \Tilde{b}^T(-\Omega) \end{bmatrix} = \begin{bmatrix} ig_b & -ig_b \\ ig_b^* & -ig_b^* \end{bmatrix} \begin{bmatrix} \Tilde{a}(\Omega) \\ \Tilde{a}^T(-\Omega) \end{bmatrix} + iD^{(d)}\Tilde{d}(\Omega),
$$

where,

$$
D^{(d)} = \begin{bmatrix} g_{d_1d_1} & \cdots & g_{d_{n_d}d_{n_d}} & -g_{d_1d_1'} & \cdots & -g_{d_{n_d}d_{n_d}'} \g_{d_1d_1'} & \cdots & g_{d_{n_d}d_{n_d}'} & -g_{d_1d_1} & \cdots & -g_{d_{n_d}d_{n_d}} \end{bmatrix}.
$$

Solving for the $\Tilde{b}$ mode we get,

$$
\begin{bmatrix} \Tilde{b}(\Omega) \\ \Tilde{b}^T(-\Omega) \end{bmatrix} = T^{(b)}(\Omega) \begin{bmatrix} \Tilde{a}(\Omega) \\ \Tilde{a}^T(-\Omega) \end{bmatrix},
$$

where,

$$
T^{(b)}(\Omega) = (-i\Omega I_{2 \times 2} - iD^{(d)}M^{(d)})^{-1} \begin{bmatrix} ig_b & -ig_b \\ ig_b^* & -ig_b^* \end{bmatrix},
$$

and where $I_{2 \times 2}$ is the $2 \times 2$ identity matrix.

Similarly we have,

$$
\begin{bmatrix} \Tilde{c}(\Omega) \\ \Tilde{c}^T(-\Omega) \end{bmatrix} = T^{(c)}(\Omega) \begin{bmatrix} \Tilde{a}(\Omega) \\ \Tilde{a}^T(-\Omega) \end{bmatrix},
$$

where,

$$
T^{(c)}(\Omega) = (-i\Omega I_{2 \times 2} - iD^{(c)}M^{(c)})^{-1} \begin{bmatrix} ig_c & -ig_c \\ ig_c^* & -ig_c^* \end{bmatrix}
$$

and where,

$$
D^{(c)} = \begin{bmatrix} g_{e_1e_1} & \cdots & g_{e_{n_e}e_{n_e}} & -g_{e_1e_1'} & \cdots & -g_{e_{n_e}e_{n_e}'} \\ g_{e_1e_1'} & \cdots & g_{e_{n_e}e_{n_e}'} & -g_{e_1e_1} & \cdots & -g_{e_{n_e}e_{n_e}} \end{bmatrix},
$$

and where,

$$
M^{(c)} = (-i\Omega I_{2n_e \times 2n_e} + iG^{(c)})^{-1},
$$

where in block form,

$$
G^{(c)} = \begin{bmatrix} G^{(c)}_1 \\ \vdots \\ G^{(c)}_{n_e} \end{bmatrix} \in \mathbb{C}^{2n_e \times 2n_e},
$$

where,

$$
G^{(c)}_j = \begin{bmatrix} g_{e_1e_1}' & \cdots & g_{e_{n_e}e_{n_e}'} & g_{e_1e_1} & \cdots & g_{e_{n_e}e_{n_e}} \\ g_{e_1e_1} & \cdots & g_{e_{n_e}e_{n_e}} & g_{e_1e_1}' & \cdots & g_{e_{n_e}e_{n_e}'} \end{bmatrix},
$$

The frequency domain expression for $\Tilde{a}$ is given by,

$$
-i\Omega \begin{bmatrix} \Tilde{a}(\Omega) \\ \Tilde{a}^T(-\Omega) \end{bmatrix} = \begin{bmatrix} ig_b & -ig_b \\ ig_b^* & -ig_b^* \end{bmatrix} \begin{bmatrix} \Tilde{b}(\Omega) \\ \Tilde{b}^T(-\Omega) \end{bmatrix} + \begin{bmatrix} ig_{e_1} & -ig_{e_1} \\ ig_{e_1}^* & -ig_{e_1}^* \end{bmatrix} \begin{bmatrix} \Tilde{c}(\Omega) \\ \Tilde{c}^T(-\Omega) \end{bmatrix} + \cdots,
$$

where ... are the damping and input vacuum terms from Eq. (27) and where,

$$
T^{(a)}(\Omega) \equiv \begin{bmatrix} ig_b & -ig_b \\ ig_b^* & -ig_b^* \end{bmatrix} T^{(b)}(\Omega) + \begin{bmatrix} ig_{e_1} & -ig_{e_1} \\ ig_{e_1}^* & -ig_{e_1}^* \end{bmatrix} T^{(c)}(\Omega) = 0.
$$

Therefore to keep the input-output dynamics invariant, all elements of this matrix must be zero.
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