Blind Estimation Algorithms for I/Q Imbalance in Direct Down-conversion Receivers
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Abstract—As known, receivers with in-phase and quadrature-phase (I/Q) down conversion, especially direct-conversion architectures, always suffer from I/Q imbalance. I/Q imbalance is caused by amplitude and phase mismatch between I/Q paths. The performance degradation resulting from I/Q imbalance cannot be mitigated with simply higher signal to noise ratio (SNR). Thus, I/Q imbalance compensation in digital domain is critical. There are two main contributions in this paper. Firstly, we proposed a blind estimation algorithm for I/Q imbalance parameters based on joint first and second order statistics (FSS) which has a lower complexity than conventional Gaussian maximum likelihood estimation (GMLE). This can be used for further processing such as equalization in presence of receiver IQ imbalance. In addition, we find out the reason of error floor in conventional I/Q imbalance compensation method based on conjugate signal model (CSM). The proposed joint first order statistics and conjugate signal model (FSCSM) compensation algorithm can reach the ideal bit error rate (BER) performance.

Index Terms—I/Q imbalance, blind estimation algorithm, first and second order statistics, conjugate signal model

I. INTRODUCTION

With increasingly demanding requirements for low-cost and low-power wireless receivers, I/Q imbalance problem has attracted more attention in both industrial and academic communities. I/Q imbalance is caused by amplitude and phase mismatch between in-phase and quadrature-phase branches in analog front-end, which is unavoidable in practical implementation. It always leads to serious performance degradation in receivers, especially those with low-cost radio frequency front-end (e.g., direct conversion architecture). This distortion, unfortunately, cannot be mitigated by simply improving SNR. Hence, dealing with I/Q imbalance in digital domain becomes critical, especially for communications with large modulation order.

Most literatures so far focus on data-aided estimation algorithms, such as least mean squares (LMS) [1], decision-directed (DD) [2], the expectation maximization (EM) [3], maximum likelihood (ML) [4], minimum mean squared error (MMSE) [5], etc. More recently, [6] describes an iterative I/Q compensation algorithm using both the training symbols and data symbols. Estimation by known symbols usually achieves a rapid convergence. However, the pilot symbols can also result in low spectral efficiency. This problem has become particularly severe as the spectrum resources are increasingly valuable.

A few effective blind algorithms can also be found for I/Q imbalance estimation. [7], for the first time, introduces the blind source separation (BSS) into I/Q imbalance estimation. The advanced BSS technology, like joint approximative diagonalization of eigenmatrix (JADE) algorithm [8], is an efficient approach to correct I/Q imbalance, whereas it always suffers from significantly higher complexity and severe performance degradation when interfered by frequency offset. [9] treats the I/Q imbalance problem as a conjugate signal model (CSM), where the observed signal is a linear combination of the desired signal and its complex conjugate. However, the algorithm always suffers from error floor which is especially severe in high order modulation. In addition, [10] and [11] derive estimated values of amplitude and phase mismatch by approximating quadrature amplitude modulation (QAM) symbols as two-dimensional Gaussian variables. The estimated parameters are used for equalization in presence of receiver I/Q imbalance. Especially, [12] Addresses the compensation of transmitter I/Q imbalances and carrier frequency offset (CFO) for uplink single-carrier interleaved frequency-division multiple-access (SC-IFDMA) systems, which is of greater interest for the 5G networks.

Throughout the letter, we define the notation as follows. We use bold-face upper case letters like \( \mathbf{X} \) to denote matrices, bold-face lower case letters like \( \mathbf{x} \) to denote column vectors, and light-face italic letters like \( x \) to denote scalers. \( x_i \) is the \( i \)-th element of vector \( x \), \( x_i \) is the \( i \)-th column vector of matrix \( \mathbf{X} \). The complex conjugate of a complex \( x \) is represented as \( x^* \). \( \mathbf{I} \) is the identity matrix. \( \Re \{ \cdot \} \) and \( \Im \{ \cdot \} \) denote the real and imaginary part of complex numbers, respectively. \( \mathbb{E} \{ \cdot \} \) represents the expectation. \( [\cdot]^T \) and \( [\cdot]^H \) denote the transpose and conjugate transpose operations, respectively. \( \hat{x} \) (or \( \hat{\mathbf{X}} \)) is the estimated value of \( x \) (or \( \mathbf{X} \)).

II. I/Q IMBALANCE SYSTEM MODEL

Mathematical model of I/Q imbalance has been established and widely used [1]–[14]. In this section, we consider the transmission of baseband signals over a flat-frequency noisy channel and I/Q imbalance in direct conversion receivers. Bandpass signal is given by

\[
x_{RF}(t) = I(t)\cos(2\pi f_c t) - Q(t)\sin(2\pi f_c t), \tag{1}
\]
where \( f_c \) is the carrier frequency, \( I(t) \) is the in-phase component of baseband signal and \( Q(t) \) is the quadrature-phase one. The received signal can be written as

\[
r(t) = x_{RF}(t) + \omega_{RF}(t)
\]

\[
\quad = r_c(t)\cos(2\pi f_c t) - r_s(t)\sin(2\pi f_c t),
\]

where \( \omega_{RF}(t) \) is real-valued additive white Gaussian noise (AWGN). \( r_c(t) \) and \( r_s(t) \) are equivalent baseband signals which contain transmitted signals and the noise. In direct conversion architecture, down conversion is realized by multiplying received signal \( r_{RF}(t) \) by local carrier and then passing the result through a low-pass filter. As described before, the in-phase local oscillator (LO) signal \( z_{LO,c}(t) \) and the quadrature-phase one \( z_{LO,s}(t) \) always exhibit both amplitude and phase mismatch, i.e.

\[
z_{LO,c}(t) = 2(1 + \alpha)\cos(2\pi f_c t + \theta),
\]

\[
z_{LO,s}(t) = -2(1 - \alpha)\sin(2\pi f_c t - \theta),
\]

where \( \alpha \) and \( \theta \) are amplitude and phase imbalance parameters, respectively. It is worth noting that amplitude mismatches in different branches do not need to be exactly equal. The symbol \( \alpha \) is used to make the formula more symmetrical. Thus, the final output baseband signal influenced by I/Q imbalance in receiver can be written as

\[
y_c(t) = LPF\{z_{LO,c}(t)r(t)\}
\]

\[
= (1 + \alpha)\cos(\theta)r_c(t) + (1 + \alpha)\sin(\theta)r_s(t),
\]

\[
y_s(t) = LPF\{z_{LO,s}(t)r(t)\}
\]

\[
= (1 + \alpha)\sin(\theta)r_c(t) + (1 - \alpha)\cos(\theta)r_s(t),
\]

where \( LPF\{\cdot\} \) accounts for low-pass filter. \( y_c(t) \) and \( y_s(t) \) are baseband signals of I/Q paths. As can be seen from (4a) and (4b), when ideal LO is taken into consideration (i.e. \( \alpha = 0 \) and \( \theta = 0 \)), receivers can successfully recover the original baseband signals as \( y_c(t) = r_c(t) \) and \( y_s(t) = r_s(t) \). But in practice, when amplitude and phase imbalance occur, each of these two branches will be interfered by the other. (4a) and (4b) can be expressed by \( y(t) = [y_c(t) \quad y_s(t)]^T \) as

\[
y(t) = \begin{bmatrix} (1 + \alpha)\cos(\theta) & (1 + \alpha)\sin(\theta) \\ (1 - \alpha)\sin(\theta) & (1 - \alpha)\cos(\theta) \end{bmatrix} \begin{bmatrix} r_c(t) \\ r_s(t) \end{bmatrix}.
\]

Fig. 1 is the block diagram of this system model.

The model can be derived by the complex envelope [15] of real signal as well. Received signal \( r(t) \) can be given as

\[
r(t) = \Re\{\tilde{r}(t)e^{j2\pi f_c t}\}
\]

\[
= \frac{1}{2}(\tilde{r}(t)e^{j2\pi f_c t} + \tilde{r}^*(t)e^{-j2\pi f_c t}),
\]

where \( \tilde{r}(t) = r_c(t) + jr_s(t) \) is the complex envelope of received signals \( r(t) \). Here, local carrier generated by LO can be written as

\[
z_{LO}(t) = 2(1 + \alpha)e^{j2\pi f_c t} + K_2e^{j2\pi f_c t},
\]

where

\[
K_1 = [(1 - \alpha)e^{j\theta} + (1 + \alpha)e^{-j\theta}]/2,
\]

\[
K_2 = [(1 + \alpha)e^{j\theta} - (1 - \alpha)e^{-j\theta}]/2.
\]

Equivalent complex signal after down conversion can be given as

\[
y(t) = LPF\{r(t)z_{LO}(t)\} = K_3\tilde{r}(t) + K_2\tilde{r}^*(t),
\]

which is shown in Fig. 2.

As can be seen from (9), when ideal LO is implemented, \( K_3 = 1 \) and \( K_2 = 0 \). Baseband signal can be accurately recovered without interference. If \( \alpha \) and \( \theta \) can not be ignored, the entire complex baseband signal will be interfered by the conjugate value of itself.

Obviously, (9) is equivalent to (4a) and (4b), i.e.

\[
y_c(t) = \Re\{\tilde{y}(t)\} \quad \text{and} \quad y_s(t) = \Im\{\tilde{y}(t)\}.
\]

Then, we consider the QAM modulation and assume the in-phase and quadrature-phase components of the transmitted signal as

\[
I(t) = \sum_\ell a_\ell \psi(t - \ell T),
\]

\[
Q(t) = \sum_\ell b_\ell \psi(t - \ell T),
\]

where, \( a_\ell \) and \( b_\ell \) belong to the QAM alphabet. \( \psi(t) \) is a square-root raised-cosine pulse, and \( T \) is the symbol period. The discrete-time in-phase and quadrature-phase components after down-conversion and matched filtering can be written as

\[
y_c,k = y_c(kT)
\]

\[
= (1 + \alpha)[(a_k + n_{c,k})\cos(\theta) + (b_k + n_{s,k})\sin(\theta)],
\]

\[
y_s,k = y_s(kT)
\]

\[
= (1 - \alpha)[(a_k + n_{c,k})\sin(\theta) + (b_k + n_{s,k})\cos(\theta)],
\]

where \( n_{c,k} \) and \( n_{s,k} \), which uncorrelate with each other, are the samples of zero-mean real-valued Gaussian random variables with variance \( \sigma_n^2/2 \).
III. PROPOSED JOINT FIRST AND SECOND ORDER STATISTICS (FSS) ALGORITHM

Firstly, $\alpha$ and $\theta$ are set as the trial values of I/Q imbalance parameters. [10] proposed an estimation algorithm for $\alpha$ and $\theta$ by Gaussian maximum likelihood. The estimated parameters are used for equalization in presence of I/Q imbalance. Here, we propose a simpler algorithm for estimation of $\alpha$ and $\theta$. It is easy to break (12a) and (12b) into

$$Y = \begin{bmatrix} y_c \\ y_s \end{bmatrix} = \begin{bmatrix} 1 + \alpha & 0 \\ 0 & 1 - \alpha \end{bmatrix} \begin{bmatrix} \cos(\theta) & \sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix} \begin{bmatrix} r_c \\ r_s \end{bmatrix},$$

where $r_{c,k}$ and $r_{s,k}$ are samples of $r_c(t)$ and $r_s(t)$ which contain both QAM symbols and noise. (13) can be written as $Y = GR$, where $R = [r_c, r_s]^T$. When $\alpha$ and $\theta$ have been estimated, original signal can be recovered by $R = G^{-1}Y$.

We use $C_R$, $C_\Omega$ and $C_Y$ represent covariance matrix of $R$, $\Omega$ and $Y$ respectively. With $E[R] = [0, 0]^T$, $C_\Omega$ can be given as (14) (see the bottom of this page).

Then, we assume that the received signals before down conversion are circular symmetric, i.e. $E[r_{c,k} + jr_{s,k}] = 0$, which can be further written as $E[r_{c,k}^2] = E[r_{s,k}^2]$ and $E[r_{c,k}r_{s,k}] = 0$.

We set $P_r = 2E[r_{c,k}^2] = 2E[r_{s,k}^2]$ as the average power of received symbols. $C_R$ and $C_\Omega$ can be written as

$$C_R = \frac{1}{2}P_r I,$$

$$C_\Omega = \frac{1}{2}P_r \begin{bmatrix} 1 & \sin(2\theta) \\ -\sin(2\theta) & 1 \end{bmatrix},$$

which reveals that phase mismatch $\theta$ will not change the average power (i.e. the variance) of received symbols of each branch. Similar to $C_\Omega$, $C_Y$ can be written as

$$C_Y = E[\Psi \Omega^T \Psi^T] = E[\Psi C_\Omega \Psi^T] = \frac{1}{2} P_r \begin{bmatrix} (1 + \alpha)^2 & (1 - \alpha)^2 \sin(2\theta) \\ (1 - \alpha)^2 \sin(2\theta) & (1 - \alpha)^2 \end{bmatrix}.$$

To avoid power measurement, we give a calculation of $P_r$ by baseband signal $y_s$ and $y_c$. Resulting from the $i.i.d.$ property of $a_k$ and $b_k$, also $n_{c,k}$ and $n_{s,k}$, it is obvious that

$$\eta = E[(a_{k} + n_{c,k}) \cos(\theta) + (b_{k} + n_{s,k}) \sin(\theta)]$$

and

$$\eta = E[(a_{k} + n_{c,k}) \sin(\theta) + (b_{k} + n_{s,k}) \cos(\theta)].$$

Thus, relationship between $\alpha$ and received symbols can be derived by (12a) and (12b) as

$$E[y_{c,k}] = (1 + \alpha) \eta \quad \text{and} \quad E[y_{s,k}] = (1 - \alpha) \eta.$$
where $U$ and $\Lambda$ are calculated by eigenvalue decomposition of $C_Y$, i.e.

$$ C_Y = \mathbb{E}(\bar{Y}\bar{Y}^H) = U\Lambda U^H. $$

(27)

Compared to earlier BSS technology, CSM algorithm has a much lower complexity. However, its performance seems not to be reliable enough. In practical, we find that CSM algorithm always suffers from a certain error floor, which is especially severe in high order modulations. A large number of simulations revealed that the error floor usually mitigates as the amplitude mismatch $\alpha$ reduces. When $\alpha$ is not taken into consideration, BER performance of CSM algorithm can be improved to ideal bound.

(13) has proved that the influence of $\alpha$ and $\theta$ on impaired signals is independent. Thus, one possible solution to eliminate the error floor is compensating amplitude mismatch in advance. Our proposed FSCSM algorithm add a pre-processing module before conventional CSM method. The pre-processing can be given as

$$ Y' = \begin{bmatrix} y_c \\ y_s \end{bmatrix} = \Psi^{-1} Y = \Psi^{-1} \Psi \Omega = \begin{bmatrix} 1+\alpha & 0 \\ 0 & 1-\alpha \end{bmatrix} \begin{bmatrix} y_c \\ y_s \end{bmatrix} $$

where $\hat{\alpha}$ is the estimated value of amplitude mismatch calculated by (23a). $\Psi' = \Psi^{-1} \Psi$ is the remaining amplitude mismatch matrix. When accurate estimation of $\alpha$ is performed, $\Psi' \approx I$ and $Y' \approx \Omega$. Then, the equivalent complex baseband signal for CSM is $Y' = [y'_c, y'_s]^T$, where $y'_c = y_c + jy'_s$.

V. NUMERICAL RESULTS

In this section, we assess the performance and robustness of our proposed algorithms. Table I shows the operations required for GMLE and proposed FSS. As can be seen, compared to GMLE, our proposed FSS estimation is free of complicated square root operations. Also, less additions and multiplications are required. Additional bit shift and absolute value operations introduced by proposed FSS are relatively easy for implementation. Fig. 4 reports the mean square error of estimated $\alpha$ and $\theta$ achieved by GMLE and FSS versus the number of received 16-QAM symbols $N$, for SNR=18dB. Estimation results of both algorithms are quite close which means the accuracy degradation of proposed FSS caused by simplification is slight enough.

Fig. 5 reports the convergence of different algorithms in 16-QAM modulation with SNR=18dB. I/Q imbalance is set as $\alpha = 0.2$ and $\theta = 10^\circ$. $\Delta f$ is the normalized CFO. To ignore the effect of frequency offset compensation algorithms on the BER performance, we assume that $\Delta f$ is known at receiver and is perfectly compensated after I/Q imbalance compensation.

Simulation shows that our proposed FSCSM algorithm performs a fast BER performance convergence. The BER can be eventually upgraded to AWGN bound (i.e. BER of ideal receiver without I/Q imbalance). Moreover, when frequency offset is taken into consideration, BER performance of both the proposed algorithms does not degrade.

Fig. 6 compares the performance of conventional CSM with proposed FSCSM blind algorithm in 16-QAM, 64-QAM and 256-QAM, respectively. Parameters are set as $\alpha = 0.3$, $\theta = 10^\circ$ and $\Delta f = 0$. And $N$ is large enough to guarantee that the BER performance has converged. As can be seen, for conventional CSM algorithm, the degradation of performance can not be mitigated by simply increase $N$. Our proposed FSCSM algorithm solves this problem without knowledge of any other additional information and improve the BER performance to AWGN bound.
achieve ideal BER performance. It is worth noting that the FSCSM algorithm can eliminate the error floor of CSM and conventional GMLE estimation with slight enough perfor-
ation and compensation algorithms have been put forward.

The proposed FSS algorithm achieves less complexity than

![Fig. 6. Performance of conventional CSM and proposed FSCSM algorithm in different QAMs](image)

VI. CONCLUSION

This letter has addressed the I/Q imbalance problem in single-carrier direct conversion receivers. Two blind estimation and compensation algorithms have been put forward. The proposed FSS algorithm achieves less complexity than conventional GMLE estimation with slight enough performance degradation. In addition, the reason of error floor in conventional CSM algorithm is found out. Our proposed FSCSM algorithm can eliminate the error floor of CSM and achieve ideal BER performance. It is worth noting that the proposed two algorithms both perform a strong robustness to frequency offset, which makes it work well before frequency offset estimation algorithms. Furthermore, both the proposed algorithms are not sensitive to modulation order. Our results show that they also perform well with 4096-QAM and 256-APSK.
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