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Abstract. We study a system of Skorokhod stochastic differential equations (SDEs) modeling the pairwise dispersion (in spatial dimension $d = 2$) of inertial particles transported by a rough turbulent flow with Hölder exponent $h \in (0, 1)$. Under the assumption that $h > 0$ is sufficiently small, we use Lyapunov methods and control theory to show that the Markovian system is nonexplosive and has a unique, exponentially attractive invariant probability measure. Furthermore, our Lyapunov construction is radially sharp and gives partial confirmation on a predicted asymptotic behavior with respect to the Hölder exponent $h$ of the invariant probability measure. A physical interpretation of the asymptotics is that intermittent clustering is weakened when the carrier flow is sufficiently rough.

1. Introduction

In this paper, we rigorously analyze a model for the dynamics of two inertial (i.e. heavy) particles transported by a random fluid velocity field. Our goal is to understand the relative spatial statistics of the particles as they depend on the Hölder exponent $h \in (0, 1]$ of the carrier fluid. While the case of smooth fields, i.e. when $h = 1$, has been extensively studied from a rigorous mathematical standpoint [5, 11, 35, 39], our efforts focus on the case of a rough field; that is, when the Hölder exponent satisfies $h \in (0, 1)$, where little is known rigorously.

Unlike simple point-like tracers, inertial particles have finite size and mass different than that of the carrier fluid. Consequently, they encounter viscous drag forces and have significantly different dynamics. As a concrete example, inertial particles form strongly inhomogeneous spatial patterns in the transporting fluid, giving rise to the phenomenon known as intermittent clustering. Understanding this phenomenon is of paramount importance and has been studied in a number of settings under various assumptions [6, 7, 8, 9, 24, 31, 32, 34, 44, 55, 57, 65, 77].

As opposed to smooth carrier flows, less attention from both physical and mathematical perspectives has been paid to understanding the two-point statistics of inertial particles advected by rough velocity fields [7]. See, however, the few works [12, 19, 33, 69] where rough flows are treated. In this setting, the carrier fluid is above the Kolmogorov length scale, which is the smallest active length scale of the flow, and the precise mechanisms that induce both separation and clustering between particles are less understood. However, significant insight into clustering above the Kolmogorov length scale was made in the work [7], where the model studied in this paper was first analyzed using heuristic scaling arguments. There, as opposed to smooth flows, it was shown that in this model particles do not form fractal clusters. Rather, clustering is actually weakened by the roughness of the fluid, as measured by power-law moment estimates on the steady-state marginal distribution of the relative velocity of two particles [7]. Our goal in this paper will be to rigorously establish these moment estimates.

Extrapolating these results to realistic turbulent flows suggests similar power-law type behavior. However, while the model studied in this paper has remnants of real world turbulence, in the sense that the particles experience both ejection from eddies and dissipative forces, the specific dynamics here focuses more so on the latter and furthermore ignores gravitational effects. Thus, depending on the delicate balance of these neglected effects, this particular power-law behavior may not be characteristic of real turbulent flows.
1.1. The equations. Assuming particles are small and spherical and gravitational effects can be neglected, a simplified description for an inertial particle’s displacement is given by the Newtonian equation \[ 1.1 \]

\[
\ddot{x} = -\frac{1}{\tau} [\dot{x} - u(x, t)],
\]

where in the relation above, \( \tau > 0 \) is the Stokes time and \( u \) is the fluid velocity field. Note that \( 1.1 \) is a modification of the Lagrangian equation \[ 9 \] where the velocity field is coupled with a viscous drag force \((-\tau^{-1}\ddot{x})\) due to fluid bombardment.

Considering the behavior of two, non-interacting particles \( x \) and \( y \) satisfying \( 1.1 \), the particle separation \( S := y - x \) obeys the equation

\[
\dot{S} = -\frac{1}{\tau} [\dot{S} - \delta u(S, t)],
\]

where \( \delta u := u(x + S, t) - u(x, t) \) is the fluid velocity difference. Throughout, we assume that \( u \) is a stationary, homogeneous and isotropic Gaussian field satisfying \[ 7, 48 \]

\[
\langle u_i(x, t) u_j(x', t') \rangle = 2D_0 \delta_{ij} - B_{ij}(x - x') \delta(t - t'),
\]

where \( D_0 \) is the velocity variance and the matrix function \( B \) is given by

\[
B_{ij}(x) = D_1 |x|^{2h} \left[ (d - 1 + 2h) \delta_{ij} - 2h x_i x_j / |x|^2 \right].
\]

In the above, \( h \in (0,1) \) is the Hölder exponent of the velocity field, as discussed above, \( D_1 \) is a nonzero constant measuring the intensity of the turbulence, and \( \langle \cdots \rangle \) denotes the expectation. Throughout the paper, we restrict to the case when the spatial dimension \( d = 2 \); that is, \( S = (S_1, S_2) \).

Observe that we may equivalently express relation \( 1.2 \) as an Itô stochastic differential equation for the pair \((S, \dot{S})\) as

\[
dS = \dot{S} dt,
\]

\[
d\dot{S} = -\frac{\dot{S}}{\tau} dt + \frac{\Sigma(S)}{\tau} dW_t,
\]

where \( W_t \) is a standard, two-dimensional Brownian motion and \( \Sigma(S) \) is a \( 2 \times 2 \) non-constant matrix given by

\[
\Sigma(S) = \begin{bmatrix}
\sqrt{2D_1} |S|^{h-1} S_1 & -\sqrt{2D_1} \sqrt{1 + 2h} |S|^{h-1} S_2 \\
\sqrt{2D_1} |S|^{h-1} S_2 & \sqrt{2D_1} \sqrt{1 + 2h} |S|^{h-1} S_1
\end{bmatrix}.
\]

In the above, \( |S| \) denotes the Euclidean norm of \( S \). Letting \( R_t = S_{t\tau} \) and \( \dot{R}_t = \dot{S}_{t\tau} \), we make the following change of variables as in \[ 7 \]

\[
X = \frac{\tau}{L^2} \left( \frac{|R|}{L} \right)^{-(1+h)} R \cdot \dot{R}, \quad Y = \frac{\tau}{L^2} \left( \frac{|R|}{L} \right)^{-(1+h)} (R_1 \dot{R}_2 - R_2 \dot{R}_1), \quad Z = \left( \frac{|R|}{L} \right)^{1-h}, \tag{1.6}
\]

where the dot denotes the time derivative, \( X \) and \( Y \) respectively denote the (dimensionless) longitudinal and transverse velocity differences and \( L > 0 \) is a fluid boundary constant controlling the size of the particles’ separation. That is, we assume throughout that \( |R| \leq L \) with reflective boundary conditions at \( |R| = L \) (see the paragraph below and Section 2 for further details). This is done because in unbounded carrier flows, the distance between two particles can grow indefinitely and thus never achieve stationarity \[ 6, 7, 8, 9 \]. Although the added boundary conditions break self-similarity of the flow, clustering phenomena can be observed for \( |R| \ll L \) by heuristic scaling arguments \[ 7 \].
Under the change of coordinates (1.6), the system (1.5) becomes
\[\begin{align*}
dX_t &= -X_t \, dt - \frac{hX_t^2 - Y_t^2}{Z_t} \, dt + \sqrt{2a} \, dW_t^1, \\
dY_t &= -Y_t \, dt - (1 + h) \frac{X_tY_t}{Z_t} \, dt + \sqrt{2a(1 + 2h)} \, dW_t^2, \\
dZ_t &= (1 - h)X_t \, dt,
\end{align*}\]
where \(a = a(L, D, \tau) > 0\) is a positive constant and \((W_t^1, W_t^2)\) is a standard two-dimensional Brownian motion. Incorporating the imposed reflective boundary conditions at \(|R| = L\), which in particular pushes the dynamics inward to the domain \(|R| < L\) whenever the threshold \(|R| = L\) is reached, translates to an additional reflective term at \(\{Z = 1\}\) in equation (1.7). This reflective term, in particular, supplements equation (1.7) to produce a Skorokhod SDE (see (2.1) for further details). Formally setting \(h = 1\) in the equation above and assuming \(Z \equiv 1\), we arrive at the system, and variations thereof, studied rigorously in \([5, 35, 39, 40]\). In contrast to these works, our main focus here is to study the behavior of this Skorokhod equation; that is, equation (1.7) with the reflective boundary condition, when \(h > 0\) is small.

1.2. History and results. In the case of spatially smooth flows; that is, when \(h = 1\) and \(Z \equiv 1\) in (1.7), absence of finite-time explosion (for \((X, Y)\) in \(\mathbb{R}^2\)) and the existence/uniqueness of an invariant probability measure was first established in \([35]\). Similar results were also shown there in general dimensions \(d \geq 3\), but in this setting the equation as well as the phase space changes slightly. The arguments hinged on the existence of various Lyapunov functions, the constructions of which were involved since the underlying deterministic dynamics, i.e., when the noise coefficients are set to 0, has trajectories leading to finite-time explosion. That is, if one starts the deterministic equation on the negative \(X\) axis when \(|X|\) is sufficiently large, the resulting system blows-up in finite time. Thus, as a consequence of \([35]\), the noisy system stabilizes the underlying instability.

This work led to further studies on methods to better construct Lyapunov functions. First, the work \([5]\) developed a propagation procedure, applied to the example of a smooth flow, which was used to prove that the unique invariant measure is exponentially attractive in a uniform sense with respect to the initial condition. These methods were later improved in \([39]\) and applied to a general family of planar flows yielding asymptotic estimates on the behavior of the invariant measure at the point at infinity. The paper \([11]\) analyzed a simplified model of the rough equation (1.7) where \(Z\) was assumed to be a fixed constant but \(h > 0\) was assumed to be general. Interestingly, the system is well behaved in the physical range of parameters, but if one slightly modifies the coefficients, as done there, the system explodes in finite time with positive probability.

An additional result of physical interest originally obtained in \([35]\) is that, in the case of smooth flows, the invariant probability density (with respect to Lebesgue measure in \(\mathbb{R}^2\)) \(\rho(x, y)\) satisfies the asymptotic formula
\[\rho(x, y) = \frac{\rho_*}{r(x, y)^4} + o(r(x, y)^{-4}) \quad \text{as} \quad r(x, y) \to \infty,\]
for some constant \(\rho_* > 0\) where \(r(x, y) = \sqrt{x^2 + y^2}\). The fact that this distribution is heavy-tailed with very heavy tail \(\rho_*/r(x, y)^4\) indicates the presence and strength of intermittent clustering. Following the numerics and heuristics given in \([7]\), in the case of rough flows it is conjectured that the \(X\)-marginal \(\tilde{\pi}\) of the invariant probability measure \(\pi\) (supposing its existence) satisfies
\[\tilde{\pi}(dx) \propto |x|^{-2/h-1} \, dx \quad \text{as} \quad x \to -\infty.\]
Note that as \(h > 0\) becomes small in (1.9), the tail of the measure \(\tilde{\pi}\) becomes less heavy-tailed, indicating that intermittent clustering is weakened as the flow becomes rougher. Also note that, after formally integrating out \(y\) in (1.8), we see that the formula (1.9) is in agreement with (1.8) when \(h = 1\). A partial resolution of this conjecture is one of the main results of this work; that is,
we will show that for all \( h > 0 \) small enough, \( \pi \) exists, is exponentially attractive in total variation and
\[
\int_{\mathbb{R}^2 \times (0,1)} r(x, y)^\lambda \pi(dx, dy, dz) < \infty \quad \text{for all} \quad 0 < \lambda < 2/h, \tag{1.10}
\]

cf. Theorem 2.3 below.

While the main results in this paper represent progress in understanding the pairwise statistics of heavy particles advected by rough flows, it is important to highlight where our methods fall short in resolving similar conjectures for general Hölder exponents \( h \in (0, 1) \). Different from previous works in similar settings, unique challenges are faced in the rough regime because of the additional \( Z \) coordinate in equation (1.7) and its associated dynamics near \( Z = 0 \) and \( Z = 1 \). While the reflection term at \( Z = 1 \) in the equation presents its own set of difficulties, the dynamics near \( Z = 0 \) is especially important from a physical perspective as it corresponds to the regime where \( |R| \ll L \). However, understanding this dynamics is nontrivial due to its singular behavior in the equation. This is especially true in the region where \( |(X, Y)| \sim Z^{1/3} \) and \( Z > 0 \) is small, where almost all terms in equation (1.7) are in the same dominant balance. In particular, when analyzing the equation in this regime, very few terms are negligible and thus the resulting dynamics is complicated. This is where our restriction on \( h > 0 \) is imposed. The restriction that \( h > 0 \) is sufficiently small allows us to construct the relevant Lyapunov function using various solutions to Laplace’s equation, as the noise coefficients in (1.7) are approximately the same for \( h > 0 \) small. Away from this restriction, the construction in this region fails. Resolving this issue remains an open problem, but doing so would ultimately yield the same conclusions in this paper for general \( h \in (0, 1) \).

1.3. Remarks on reflective SDEs. The area of reflective SDEs is arguably less traversed than usual Itô diffusions. However, we need to make use of such equations in this paper to deal with the reflective boundary condition at \( |R| = L \) or, as in the case of (1.7), at \( Z = 1 \).

In general, a Skorokhod SDE with a normal reflective boundary in a smooth domain \( \mathcal{O} \subset \mathbb{R}^d \) is an equation of the form
\[
dx_t = f(x_t)dt + A(x_t)dW_t + g(x_t)dK_t, \tag{1.11}
\]
where for \( x \in \partial \mathcal{O} \), \( g(x) \) is a vector field pointing inward towards \( \mathcal{O} \) and \( K_t \) is a monotone increasing function that only increases when \( x_t \in \partial \mathcal{O} \). Intuitively, \( K_t \) is a control mechanism that is only activated when \( x_t \) touches the boundary, which in particular prevents the process from escaping the domain \( \overline{\mathcal{O}} \). For a mathematical introduction to SDEs of Skorokhod type, we refer the reader to [3, 64].

SDEs with reflection arise naturally in a number of applied settings such as in queuing theory [2, 26, 28, 52] and in optimal control of fluid systems [21, 58]. Historically, the Skorokhod problem in a domain was studied as early as in the works of [70, 71, 76]. Since then, various types of domains have been investigated, e.g., half space [17, 30, 56], convex sets [27, 49, 75], smooth domains [74], nonsmooth domains satisfying a uniform exterior sphere condition [20, 50] or more general conditions [25]. A critical object of Skorokhod theory is reflected Brownian motion (RBM). Although this process is perhaps dynamically simple on the interior of the domain, the additional boundary effects for RBM can lead to a number of difficulties in its analysis depending on the structure of the boundary. Nevertheless, Lyapunov-type methods have been previously used to establish ergodic properties for RBM [4, 13, 18, 29]. Furthermore, characterizations of such stationary distributions were given in [38, 45, 67]. In our situation (2.1), the dynamics itself is complicated but the boundary effects are relatively simple. However, because of the reflecting boundary, one has to modify the typical paths used to establish large-time properties of the system. Specifically, in order to exhibit a suitable Lyapunov function for the Markov semigroup, one has to control both the interior generator, corresponding to the dynamics on the interior of the domain \( \mathcal{O} \), as well as a boundary operator. Additionally, in order to verify the minorization condition on a sufficiently large compact
set in $O$, obtaining existence and regularity of probability densities, as well as support properties of the corresponding transitions, is not obvious because of the boundary and our interior operator is weakly hypoelliptic. We work around these issues using hypoellipticity on the interior of the domain and establishing a support theorem specific to the system (2.1).

1.4. Organization of paper. The rest of the manuscript is organized as follows. In Section 2, we introduce the Skorokhod SDE (cf. (2.1)) studied throughout the paper. There, we also state our main results, especially Theorem 2.3, and outline how we plan to prove them in later sections. Section 3 provides some heuristic arguments used to build intuition about the dynamics (2.1). In Section 4, with the help of control theory, we establish the minorization condition, which is a key component in showing the system is geometrically ergodic. We then discuss and lay out the construction of our Lyapunov functions in Section 5. The existence of these functions allows us to both prove that the first return time to the center of space has exponential moments and that the invariant probability measure has certain moments as in (1.10). The full proof of all Lyapunov properties will be detailed later in Section 6 and Section 7. The proof of the main result, Theorem 2.3, will be presented in Section 8.

2. Notation, Mathematical Setting and Main Results

Throughout, we let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a filtered probability space satisfying the usual conditions [46] and $(W_t^1, W_t^2)$ be a standard two-dimensional Brownian Motion on $(\Omega, \mathcal{F}, \mathbb{P})$ adapted to the filtration $(\mathcal{F}_t)_{t \geq 0}$. We consider the following system of reflected stochastic differential equations of Skorokhod type

$$
\begin{align*}
\text{dx}_t &= -\gamma \text{x}_t \, dt - \frac{hx_t^2 - y_t^2}{z_t} \, dt + \sqrt{2\kappa_1} \, dW_t^1, \\
\text{dy}_t &= -\gamma \text{y}_t \, dt - (1 + h)\frac{x_t y_t}{z_t} \, dt + \sqrt{2\kappa_2} \, dW_t^2, \\
\text{dz}_t &= (1 - h)x_t \, dt - dk_t.
\end{align*}
$$

(2.1)

The process $x_t = (x_t, y_t, z_t)$ above evolves on the domain $O = \mathbb{R} \times \mathbb{R} \times (0,1]$ and the constant parameters $\gamma, h$ and $\kappa_i$ satisfy

$$
\gamma > 0, \quad h \in (0,1), \quad \text{and} \quad \kappa_i > 0, \quad i = 1, 2.
$$

The $(\mathcal{F}_t)$-adapted process $k_t$ is assumed to satisfy the following:

- $k_0 = 0$ and $k_t$ is continuous, non-decreasing;
- $k_t$ only increases when $z_t = 1$; that is,

$$
k_t < \infty, \quad dk_t \geq 0, \quad \text{and} \quad \int_0^\infty 1\{z_t < 1\} \, dk_t = 0.
$$

(2.2)

In short, when on the interior of the domain $O$, the process $x_t = (x_t, y_t, z_t)$ behaves according to system (2.1) without the reflection term $dk_t$. When the process hits the boundary $\{z = 1\}$, it is then reflected downward in the $z$-direction via the local time term $dk_t$ in order to stay in $O$. Given this explanation, however, several important issues remain evident when making sense of relation (2.1), the first of which is its well-posedness.

To this end, for $R > 0$ let

$$
O_R = \{(x, y, z) \in O : |(x, y)| \leq R \text{ and } z \geq 1/R\},
$$

(2.3)

and define stopping times

$$
\tau_R = \inf\{t \geq 0 : x_t \notin O_R\} \quad \text{and} \quad \tau = \lim_{R \to \infty} \tau_R.
$$

(2.4)

We call $\tau$ the time of explosion for system (2.1). By now standard arguments [47, 50, 75], a pair of continuous $\mathcal{F}_t$-adapted processes $(x_t, k_t)$ satisfying (2.1) and (2.2) exists pathwise and is unique
for all times $t \geq 0$ with $t < \tau$. This stems from the fact that up to time $\tau_R$, the system (2.1) agrees with a system that has globally Lipschitz coefficients, allowing us to employ \([75, \text{Theorem 4.1}]\) to establish local well-posedness. Our first result shows that, in fact, such solutions $(x_t, k_t)$ exist and are unique for all finite times $t \geq 0$ almost surely, provided the positive noise parameters $\kappa_i, i = 1, 2$, satisfy further conditions.

**Proposition 2.1.** There exists a constant $0 < c_* < 1$ sufficiently small such that for all $\kappa_1 > 0$ and $\kappa_2 > 0$ satisfying

$$\left| \frac{\kappa_1}{\kappa_2} - 1 \right| < c_*,$$

the locally defined solution $(x_t, k_t)$ is nonexplosive; that is, for all initial conditions $x = (x, y, z) \in O$ we have

$$P_x\{\tau < \infty\} = 0.$$

The argument for Proposition 2.1 will be briefly explained in Appendix A.

**Remark 2.2.** Proposition 2.1 will be a consequence of the proof of one of the main results below (Proposition 2.6) but it should be noted that it by itself is nontrivial. Indeed, this is because the solution in the absence of noise, i.e., $\kappa_1 = \kappa_2 = 0$ above, when started on the domain $\{x < -K\} \cap \{y = 0\}$ explodes in finite time for $K > 0$ sufficiently large. This can be shown by using a comparison argument after noting that, with the reflection term, $z_t \leq 1$, and thus any such solution with these initial conditions has

$$\dot{x}_t \leq -x_t - hx_t^2.$$

As a consequence, the random perturbation makes large excursions when it is sufficiently close to the region $\{x < -K\} \cap \{y = 0\}$.

By the uniqueness established in Proposition 2.1, using a similar argument as in the case of SDEs without reflection [1, 61], it can be shown that $x_t$ and $(x_t, k_t)$ are both Markov. See, for example, [64, Theorem 1.2.2]. We note however that in general, $k_t$ itself is not Markov. See [64, Section 2] for a more detailed discussion. We can thus introduce the Markov transitions of $x_t$ by

$$P_t(x, A) := P_x(x_t \in A),$$

defined for times $t \geq 0$, initial states $x \in O$ and Borel sets $A \subseteq O$. Letting $B_b(O)$ denote the set of bounded Borel measurable functions $f : O \to \mathbb{R}$, the associated Markov semigroup $P_t : B_b(O) \to B_b(O)$ is defined and denoted by

$$P_t f(x) = E_x[f(x_t)], \ f \in B_b(O).$$

A probability measure $\mu$ on Borel subsets of $O$ is called an **invariant probability measure** for the semigroup $P_t$ if for every $f \in B_b(O)$

$$\int_O P_t f(x) \mu(dx) = \int_O f(x) \mu(dx).$$

We next turn to the issue of large-time properties of equation (2.1). For a measurable function $\Psi : O \to (0, \infty)$, we introduce the following weighted supremum norm

$$\|\varphi\| \Psi := \sup_{x \in O} \frac{|\varphi(x)|}{1 + \Psi(x)}.$$

With this norm, we can now state the main result of the paper:

**Theorem 2.3.** Under the hypotheses of Proposition 2.1, we have the following results:

(a) $P_t$ admits a unique invariant probability measure $\pi$. 


(b) There exist a function $\Psi \in C(\mathcal{O}; [1, \infty))$ and constants $C_*, \rho_* > 0$, $\rho_* \in (0, 1)$ such that the following estimate holds

$$\|P_tf - \pi(f)\|_\Psi \leq C_*\rho_*\|f - \pi(f)\|_\Psi,$$

for all times $t \geq 0$ and for every measurable $f : \mathcal{O} \rightarrow \mathbb{R}$ with $\|f\|_\Psi < \infty$. In the above, $\pi(f) := \int_\mathcal{O} f \, d\pi$.

(c) Letting $r(x,y) = \sqrt{x^2 + y^2}$, the $(x,y)$-marginal of $\pi$, denoted by $\tilde{\pi}$, satisfies

$$\int_{\mathbb{R}^2} r(x,y)^\lambda \tilde{\pi}(dx,dy) < \infty,$$

for all $0 < \lambda < \frac{2}{\pi}$.

**Remark 2.4.** We remark that the bound $0 < \lambda < \frac{2}{\pi}$ in Theorem 2.3 (c) is conjectured to be optimal. This stems from computer simulations supported by heuristics that under the particular instance $\kappa_1/\kappa_2 = 1 + 2h$ with $h \in (0, 1)$ as in (1.9), the $x$-marginal $\tilde{\pi}$ of $\pi$ is numerically shown to exhibit relation (1.9) [7]. Translating (2.6) to the physical model (1.7), if (2.6) holds true for some $\lambda > 0$, then it should be the case that $\lambda < \frac{2}{\pi}$. As mentioned in the introduction, this scaling also agrees with the established scaling (1.8) in the case of smooth flows [35], i.e., when $h = 1$.

**Remark 2.5.** As mentioned in the introduction, ergodic properties of reflective SDEs with non-degenerate noise have been established in a number of settings [13, 14, 15, 16, 22, 29]. On the other hand, to the best of the authors’ knowledge, analogous results for reflective SDEs with degenerate noise appear to be rarer. See, however, the works [22, 51], which treat cases of reflective SDEs with degenerate noise. While [51] discusses Brownian motion in a convex polyhedral cone, reference [22] discusses “piecewise” Ornstein-Uhlenbeck processes using quadratic Lyapunov structure. For the system (2.1), there is no obvious starting guess for a global Lyapunov function because of the underlying instability discussed in Remark 2.2. The stability in our system is dictated by a complicated dynamical structure which combines fast exits from the unstable region with subsequent transportations to the stable region, from which the Markov process returns to the “center” of space.

The proof of Proposition 2.1 and Theorem 2.3 (a)-(b) will follow by establishing the existence of an appropriate Lyapunov functional $\Psi$ as in Proposition 2.6 below, showing that the dynamics makes frequent returns to the center of space, and by proving that initial conditions in this center minorize, Proposition 2.7 below, allowing one to couple a solution pair once both have arrived in the center [37, 54, 59].

**Proposition 2.6.** Under the same hypothesis as in Proposition 2.1, there exists a function $\Psi \in C(\mathcal{O}; [1, \infty))$, which we call throughout a Lyapunov function, satisfying the following properties:

(a) For $R > 0$, let

$$\Psi_R = \inf_{\mathcal{O} \setminus \mathcal{O}_R} \Psi(x,y,z),$$

where $\mathcal{O}_R$ is given as in (2.3). Then $\Psi_R \rightarrow \infty$ as $R \rightarrow \infty$.

(b) For every $x \in \mathcal{O}$ and every $t \geq 0$ there exists a constant $c(x,t) > 0$ such that

$$E_x\Psi(x_{t \wedge \tau_R}) \leq c(x,t),$$

for every $R > 0$. Consequently, $x_t$ is non-explosive and the Markov semigroup $P_t$ is defined.

(c) There exist constants $\varepsilon_* \in (0, 1)$, $D_* > 0$ such that for all $x \in \mathcal{O}$,

$$P_t\Psi(x) \leq \varepsilon_*\Psi(x) + D_*.$$

Following [37], we obtain Theorem 2.3 parts (a) and (b) by combining the previous result with:
Proposition 2.7 (Minorization). For $R$ sufficiently large, there exists a time $t_\ast > 0$, a constant $c > 0$, and a probability measure $\nu$ such that $\nu(\mathcal{O}_R) = 1$ and such that for every $x \in \mathcal{O}_R$ and any Borel set $A \subset \mathcal{O}$

$$\mathcal{P}_{t_\ast}(x, A) \geq c\nu(A).$$

The proof of Proposition 2.7 will be given in Section 4. The construction of the Lyapunov function will be carried out in Section 5, Section 6 and Section 7. We will use facts deduced in these sections to establish Proposition 2.6 in Section 8. Combining these results, we will be able to conclude the convergence rate to equilibrium, Theorem 2.3 (b), whose proof is classical [37] and thus is omitted. The remaining assertion concerning the moments of the marginal $\pi$, Theorem 2.3 part (c), will essentially follow from our Lyapunov construction. All of this will be explained in detail in the proofs of Theorem 2.3 and Proposition 2.6 in Section 8.

3. Heuristics

Before diving into the precise details of the main results stated in Section 2, in this section we build some intuition about the system (2.1) using heuristics. Doing this will furthermore allow us to make key observations and discuss the main difficulties faced when proving these results.

We first make a convenient change of coordinates of equation (2.1). Let

$$u = xz^{-1/3}, \; v = yz^{-1/3}, \; \text{and} \; z = z,$$

and note that, in this coordinate system, equation (2.1) transforms as

$$du_t = -\gamma u_t dt - \frac{\alpha_h u_t^2 - v_t^2}{2z_t^{2/3}} dt + \frac{\sqrt{2}k_1}{z_t^{1/3}} dW_t^1 + \frac{u_t}{3z_t} dk_t,$$

$$dv_t = -\gamma v_t dt - \frac{(\alpha_h + 1)u_t v_t}{2z_t^{2/3}} dt + \frac{\sqrt{2}k_2}{z_t^{1/3}} dW_t^2 + \frac{v_t}{3z_t} dt,$$

$$dz_t = (1 - h)u_t z_t^{1/3} dt - dk_t,$$

where

$$\alpha_h = \frac{1}{3} + \frac{2}{3}h. \quad (3.3)$$

The motivation behind this substitution is as follows. If either $|(u, v)|$ is large or $z$ is small and we ignore boundary effects, then under a random time change the system (3.2) asymptotically decouples the process $(u_t, v_t)$ from $z_t$. To be more precise, note that in this new coordinate system in the absence of boundary effects, i.e., setting $k_t \equiv 0$ in (3.2), the generator has the form

$$\mathcal{L} = -\gamma u \partial_u - \gamma v \partial_v - \frac{\alpha_h u^2 - v^2}{z^{2/3}} \partial_u - (\alpha_h + 1) \frac{uv}{z^{2/3}} \partial_v + (1 - h)uz^{1/3} \partial_z + \frac{k_1}{z^{2/3}} \partial^2_u + \frac{k_2}{z^{2/3}} \partial^2_v$$

$$=: z^{-2/3} \mathcal{M}. \quad (3.4)$$

Assuming that the terms $-\gamma z^{2/3}u \partial_u - \gamma vz^{2/3} \partial_v$ in the operator $\mathcal{M}$ are negligible when $|(u, v)| \gg 1$ or $z \approx 0$ (see Section 5.2.1 below), then for such values

$$\mathcal{M} \approx -(\alpha_h u^2 - v^2) \partial_u - (\alpha_h + 1)uv \partial_v + \kappa_1 \partial^2_u + \kappa_2 \partial^2_v + (1 - h)uz \partial_z =: \mathcal{N}. \quad (3.5)$$

Note that the $(u, v)$ dynamics defined by $\mathcal{N}$ moves independent of $z$, and that the corresponding $z$ dynamics depends on the $(u, v)$ dynamics in a relatively simple manner. Moreover, the $(u, v)$ dynamics is similar to those studied previously in [5, 11, 35]. Thus in order to understand the behavior of the system (3.2) in the absence of boundary effects, one needs to understand this $(u, v)$ dynamics and how this determines the behavior of the $z$ process.
Continuing with this informal discussion, we introduce the following SDE
\[ dU_t = - (\alpha h U_t^2 - V_t^2) \, dt + \sqrt{2\kappa_1} \, dW_t^1, \]
\[ dV_t = - (\alpha h + 1) U_t V_t \, dt + \sqrt{2\kappa_2} \, dW_t^2, \]
\[ dZ_t = (1 - h) U_t Z_t \, dt, \]
and note that this process has generator \( \mathcal{A} \) as in (3.5). Also, by setting
\[ \mathcal{A} = - (\alpha h u^2 - v^2) \partial_u - (\alpha h + 1) uv \partial_v + \kappa_1 \partial^2_u + \kappa_2 \partial^2_v, \] (3.7)
we observe that \( \mathcal{A} \) is the generator for the process \( (U_t, V_t) \) which is decoupled from \( Z_t \), and that the \( Z \)-process satisfies
\[ Z_t = Z_0 \exp \left\{ (1 - h) \int_0^t U_s \, ds \right\}. \]

Now when \(|(U_t, V_t)|\) is large, the system (3.6) is dominated by the dynamics along the generator \( \mathcal{A} \). However, when \( Z_t \) is near zero, whether \( Z_t \) decreases or increases on average is dictated by the sign of the time-average of the \( U \)-process. To keep the dynamics from hitting \( Z = 0 \) in finite time, it is necessary that the process \( (U_t, V_t, Z_t) \) should spend most of the time in the region where \( U > 0 \) rather than where \( U \leq 0 \). Therefore, if we are hoping for well-posedness and ergodicity of the original process (3.2), i.e., for the \( Z_t \) process to eventually increase, it should be the case that, for all \( t > 0 \) large enough,
\[ \mu(U) := \int_{\mathbb{R}^2} U \, \mu(dU, dV) \approx \frac{1}{t} \int_0^t U_s \, ds > 0, \quad t \gg 0, \]
where \( \mu \) denotes the ergodic invariant probability measure for the generator \( \mathcal{A} \). Note that such a measure \( \mu \) exists and is unique by the main result in [11].

To see intuitively why one should expect \( \mu(U) > 0 \), we provide some numerics in Figure 1 indicating that this should be the case for various values of the noise parameters \( \kappa_1 = 1 > 0, \quad \kappa_2 = 1 + 2h \) and Hölder exponent \( h > 0 \).

![Large-time average](image.png)

**Figure 1.** Large-time average \( \frac{1}{t} \int_0^t U_s \, ds \) with initial condition \( U_0 = V_0 = 0 \) and noise parameters \( \kappa_1 = 1, \quad \kappa_2 = 1 + 2h \).
Even though the numerics clearly indicate the positive sign of \( \mu(U) \), establishing this fact rigorously and analyzing its consequences are more involved. The intuitive reason for this is that there is a region (which cannot be avoided) in which all of the terms in the operator \( \mathcal{A} \) are on the same order. Thus, different from the construction of the Lyapunov function for large radial values as in Section 5.3, we cannot neglect any term in \( \mathcal{A} \) to produce the right type of test function. Additionally, this operator is sufficiently complicated in its total form so as to not yield obvious explicit solutions to these problems. Ultimately, under the assumption \( \kappa_1 \approx \kappa_2 \), cf. (2.5), we will be able to prove \( \mu(U) > 0 \), thereby establishing ergodicity of the original process (3.2) and our main results. All of the details will be carefully described in Section 5.4.

4. Minorization

Throughout the rest of the paper, \( c, D \) denote positive constants that might change from line to line. The important parameters that they depend on are indicated in parenthesis, e.g., \( c(\kappa_1) \) depends on \( \kappa_1 \).

In this section, we prove Proposition 2.7. The argument giving this result will employ a series of lemmata below, whose proofs are deferred to the end of the section. First, letting \( \mathcal{O} \) denote the interior of \( \mathcal{O} \) and, offering a slight abuse of notation, letting

\[
\mathcal{L} = -\gamma x \partial_x - \gamma y \partial_y - \frac{hx^2 - y^2}{z} \partial_x - (1 + h) \frac{xy}{z} \partial_y + (1 - h) x \partial_z + \kappa_1 \partial_x^2 + \kappa_2 \partial_y^2, \tag{4.1}
\]

we show that the differential operators \( \partial_t \pm \mathcal{L}, \partial_t \pm \mathcal{L}^*, \mathcal{L} \) and \( \mathcal{L}^* \), where \( \mathcal{L}^* \) denotes the formal \( L^2(\mathbb{R}^3, dx dy dz) \) adjoint, are all hypoelliptic on the respective domains \( (0, \infty) \times \mathcal{O}, (0, \infty) \times \mathcal{O}, \mathcal{O} \) and \( \mathcal{O} \). Applying Hörmander’s hypoellipticity theorem [43], this will allow us to determine the existence and smoothness of all probability densities of interest when restricted to the interior \( \mathcal{O} \) of the full domain \( \mathcal{O} \). In particular, with what follows we will not be able to conclude the existence nor any regularity properties of the densities on the boundary \( \{z = 1\} \). One might be able to do so if the system were elliptic or strongly hypoelliptic [14], but the problem is made more difficult because the diffusion operator in the absence of reflection is weakly hypoelliptic (i.e., one has to make use of the drift vector field to generate all directions in the tangent space). Regardless, however, we will not need such properties on the boundary to conclude minorization.

**Lemma 4.1.** For \( t > 0 \) and \( x \in \mathcal{O} \), the measure \( \mathcal{P}_t(x, \cdot) \) when restricted to Borel subsets of \( \mathcal{O} \) is absolutely continuous with respect to Lebesgue measure on \( \mathcal{O} \). We denote the density of this measure by \( y \mapsto p(t, x, y) : \mathcal{O} \to [0, \infty) \). Moreover, the mapping \( (t, x, y) \mapsto p(t, x, y) : (0, \infty) \times \mathcal{O} \times \mathcal{O} \to [0, \infty) \) is \( C^\infty \).

With the smoothness of the interior density \( p(t, x, y) \) obtained in the previous lemma, we next show that for all times \( T > 0 \) there exists a nonempty open subset of \( \mathcal{O} \) on which \((x, y) \mapsto p(T, x, y)\) is uniformly positive. This crucial estimate will be employed in the proof of Proposition 2.7 below.

**Lemma 4.2.** Let \( x_0 = (0, 0, 1/2) \) and \( B(y, \varepsilon) \) be the open ball in \( \mathbb{R}^3 \) centered at \( y \) with radius \( \varepsilon \). Then for any time \( T > 0 \), there exist \( y_* \in \mathcal{O} \) and \( \varepsilon_1, \varepsilon_2 > 0 \) such that \( B(x_0, \varepsilon_1) \times B(y_*, \varepsilon_2) \subseteq \mathcal{O} \) and

\[
\inf_{x \in B(x_0, \varepsilon_1), y \in B(y_*, \varepsilon_2)} p(T, x, y) > 0.
\]

Having obtained the crucial bound above, in order to finish showing Proposition 2.7, we also need to show that the probability of starting the process from arbitrary \( x \in \mathcal{O}_R \) and returning to \( B(x_0, \varepsilon_1) \) is uniformly bounded from below. Together with Lemma 4.2, the result of Lemma 4.3 will be employed to prove Proposition 2.7.
Lemma 4.3. Let $O_R$ be the cylinder as in (2.3). For all $R > 0$ sufficiently large, there exists a time $T > 0$ such that

$$\inf_{x \in O_R} \mathcal{P}_T(x, B(x_*, \varepsilon_1)) > 0,$$

(4.2)

where $x_*, \varepsilon_1$ are as in Lemma 4.2.

The arguments giving the above lemmata are deferred to the end of this section. Having laid out the necessary ingredients, we are now in a position to prove Proposition 2.7. The proof follows along the lines of the proof of [54, Lemma 2.3]. See also [53]. Since the proof is short, we include it here for the sake of completeness.

Proof of Proposition 2.7. Let $x_*, y_*$ and $B(x_*, \varepsilon_1), B(y_*, \varepsilon_2)$ be as in Lemma 4.3 and $p(T, x, y)$ be the restricted transition density as in Lemma 4.2. Define the following probability measure $\nu$ on Borel subsets of $O$ by

$$\nu(A) = \frac{|A \cap B(y_*, \varepsilon_2)|}{|B(y_*, \varepsilon_2)|},$$

where $|\cdot|$ denotes Lebesgue measure on $\mathbb{R}^3$. Consider $x \in O_R$ where $O_R$ is the compact set as in Lemma 4.3. By the Markov property, Lemma 4.2 and Lemma 4.3, we have

$$\mathcal{P}_{2T}(x, A) = \int_A \int_O \mathcal{P}_T(x, dy)\mathcal{P}_T(y, dz)$$

$$\geq \int_{A \cap B(y_*, \varepsilon_2)} \int_{B(x_*, \varepsilon_1)} \mathcal{P}_T(x, dy)\mathcal{P}_T(y, dz)$$

$$= \int_{A \cap B(y_*, \varepsilon_2)} \int_{B(x_*, \varepsilon_1)} \mathcal{P}_T(x, dy)p(T, y, z)dz$$

$$\geq |A \cap B(y_*, \varepsilon_2)| \inf_{x \in B(x_*, \varepsilon_1), y \in B(y_*, \varepsilon_2)} \inf_{x \in B(x_*, \varepsilon_1), y \in B(y_*, \varepsilon_2)} \inf_{x \in B(x_*, \varepsilon_1), y \in B(y_*, \varepsilon_2)} p(T, x, y)$$

$$= c \nu(A)|B(y_*, \varepsilon_2)|,$$

where the last implication follows from the fact that the two infima above are positive. □

We now turn to the proofs of Lemma 4.1, Lemma 4.2 and Lemma 4.3. First, we make use of the theory of hypoellipticity to prove that $p(t, x, y)$ exists and is smooth on $(0, \infty) \times \bar{O} \times \bar{O}$.

Proof of Lemma 4.1. Consider the vector fields

$$X_0 = -\gamma x \partial_x - \frac{hx^2 - y^2}{z} \partial_x - \gamma y \partial_y - (1 + h) \frac{xy}{z} \partial_y + (1 - h) x \partial_z,$$

$$X_1 = \sqrt{2
\kappa_1} \partial_x, \quad X_2 = \sqrt{2 \kappa_2} \partial_y.$$  

By Corollary 7.2 of [10], it suffices to show that the list of vector fields

$$\{X_i\}_{i=1}^3, \quad \{[X_i, X_j]\}_{i,j=0}^2, \quad \{([X_i, X_j], X_k]\}_{i,j,k=0}^2,$$

has rank 3 at every point $x \in \bar{O}$. In the above, $[A, B]$ denotes the commutator of vector fields $A$ and $B$. Note

$$[X_1, X_0] = (-\gamma - \frac{2hx}{z}) \partial_x - (1 + h) \frac{y}{z} \partial_y + (1 - h) \partial_z.$$  

Hence for $x \in \bar{O}$, $\{X_1(x), X_2(x), [X_1, X_0](x)\}$ spans $\mathbb{R}^3$, completing the proof. □
Next, we turn to the uniform bounds for the density in Lemma 4.2 and the probabilities in Lemma 4.3 whose arguments will make use of the auxiliary result in Lemma 4.4 below. In turn, Lemma 4.4 is a consequence of [23, Theorem 1], which is an analogue of the Support Theorems [72, 73] adapted to normally reflected diffusions. See also [42, 66, 78] for related results on the support of SDEs with reflections.

**Lemma 4.4.** Consider the control problem

\[
\begin{align*}
\mathrm{d}x_t &= -\gamma x_t \, \mathrm{d}t - \frac{h x_t^2 - y_t^2}{z_t} \, \mathrm{d}t + \sqrt{2\kappa_1} \, \mathrm{d}U_t^1, \\
\mathrm{d}y_t &= -\gamma y_t \, \mathrm{d}t - (1 + h) \frac{x_t y_t}{z_t} \, \mathrm{d}t + \sqrt{2\kappa_2} \, \mathrm{d}U_t^2, \\
\mathrm{d}z_t &= (1 - h)x_t \, \mathrm{d}t - \mathrm{d}k_t,
\end{align*}
\]

where \(U_t = (U_t^1, U_t^2) \in C^1(\mathbf{R}) \times C^1(\mathbf{R})\) is a control function with \(U_0^i = 0, \ i = 1, 2\). Suppose that \((\tilde{x}_t, \tilde{k}_t)\) and \((x_t, k_t)\) respectively solve (4.3) and (2.1) with initial condition \(\tilde{x}_0 = \tilde{x}\) and \(x_0 = x\) on the deterministic time interval \([0, T]\). Then, for all \(\varepsilon > 0\), there exists \(\tilde{\varepsilon}\) such that for all \(x \in B(\tilde{x}, \tilde{\varepsilon})\),

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq T} |x_t - \tilde{x}_t| \leq \varepsilon \right\} > 0.
\]

**Proof.** See [23, Theorem 1]. \(\square\)

With Lemma 4.4 in hand, we are now ready to give the proof of Lemma 4.2.

**Proof of Lemma 4.2.** Considering the deterministic control problem (4.3), we pick the constant processes \(\tilde{x}_t = 0, \ \tilde{y}_t = 0, \ \tilde{z}_t = \frac{1}{2}, \ \tilde{k} = 0\), together with \(U_t^1 = 0, \ U_t^2 = 0\), it is clear that with \(U_t = (U_t^1, U_t^2)\) defined above, \((\tilde{x}_t, \tilde{k}_t)\) solves (4.3), and drives \(x_t = (0, 0, 1/2)\) at time 0 to the same \(x_\ast\) at time \(T\). In view Lemma 4.4, we obtain for all \(\varepsilon > 0\)

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq T} |x_t - \tilde{x}_t| \leq \varepsilon \right\} > 0.
\]

In the above, \(x_t\) is the solution of (2.1) with initial condition \(x_0 = x_\ast\). Together with Lemma 4.1, for all \(\varepsilon < 1/2\) we have

\[
\mathcal{P}_T(x_\ast, B(x_\ast, \varepsilon)) = \int_{B(x_\ast, \varepsilon)} p(T, x_\ast, y) \, \mathrm{d}y \geq \mathbb{P}\left\{ \sup_{0 \leq t \leq T} |x_t - \tilde{x}_t| \leq \varepsilon \right\} > 0,
\]

implying there exists \(y_\ast \in B(x_\ast, \varepsilon)\) such that \(p(T, x_\ast, y_\ast) > 0\). By continuity of \(p(T, \cdot, \cdot)\), we therefore obtain the result. \(\square\)

Similar to the proof of Lemma 4.2, the proof of Lemma 4.3 will use a control argument which shows that we can drive our process from \(x_0 \in \mathcal{O}_R\) to \(x_\ast\) at time \(T\).

**Proof of Lemma 4.3.** There are two cases to consider depending on how close \(z\) is to the boundary \(\{z = 1\}\).

**Case 1:** \(z \leq 3/4\). Since \(z < 1\), we have by Lemma 4.1

\[
\mathcal{P}_T(x, B(x, \varepsilon_{1/2})) = \int_{B(x, \varepsilon_{1/2})} p(T, x, y) \, \mathrm{d}y.
\]
By continuity of the density \( p(T, \cdot, \cdot) \) on \( \hat{O} \times \hat{O} \), the mapping \( x \mapsto \mathcal{P}_T(x, B(x_s, \varepsilon_1)) \) restricted to \( \hat{O} \) is continuous by the bounded convergence theorem. For a given time \( T > 0 \), choose a deterministic smooth function \( F_t \) satisfying

\[
F_0 = 0, \quad F'_0 = (1 - h)x, \quad F_T = \frac{1}{2} - z, \quad F'_T = 0, \quad \text{and} \quad \forall t \in [0, T]: 1 - z > F_t > -z, \quad (4.4)
\]

and set

\[
\bar{x}_t = \frac{1}{1 - h} F'_t, \quad \bar{z}_t = z + (1 - h) \int_0^t \bar{x}_s ds = z + F_t, \quad \bar{k}_t = 0. \quad (4.5)
\]

Then, choose \( \bar{y}_t \) arbitrarily such that

\[
\bar{y}_0 = y, \quad \bar{y}_T = 0, \quad (4.6)
\]

We note that with this choice of \( F_t \) in (4.4), for \( t \in [0, T] \),

\[
0 < \bar{z}_t < 1, \quad \text{and} \quad z_T = \frac{1}{2}.
\]

Observe that \( (\bar{x}_t, \bar{k}_t) \) defined in (4.5) and (4.6) solves the control problem (4.3) with \( U_t^x = (U_t^1, U_t^2) \) given by

\[
U_t^1 = \frac{1}{\sqrt{2}\kappa_1} \int_0^t \bar{x}_s + \gamma \bar{x}_s + \frac{h \bar{x}_s^2 - \bar{y}_s^2}{\bar{z}_s} ds, \quad U_t^2 = \frac{1}{\sqrt{2}\kappa_2} \int_0^t \bar{y}_s + \gamma \bar{y}_s + (1 + h) \bar{x}_s \bar{y}_s \bar{z}_s ds, \quad (4.7)
\]

and drives the trajectory from \( x \) to \( x_* = (0, 0, 1/2) \) at time \( T \). We invoke Lemma 4.4 to infer that for every \( x \in O_R \cap \{z \leq 3/4\} \),

\[
\mathcal{P}_T(x, B(x_s, \varepsilon_1)) \geq P\left\{ \sup_{0 \leq t \leq T} |x_t - \bar{x}_t| \leq \varepsilon_1 \right\} > 0.
\]

By compactness of \( O_R \cap \{z \leq 3/4\} \) and continuity of \( \mathcal{P}_T(x, B(x_s, \varepsilon_1)) \) on \( \hat{O} \) with respect to \( x \), we conclude that

\[
\inf_{x \in O_R \cap \{z \leq 3/4\}} \mathcal{P}_T(x, B(x_s, \varepsilon)) > 0. \quad (4.8)
\]

**Case 2:** \( 3/4 \leq z \leq 1 \). Here, we first aim to show that for every \( x \in O_R \cap \{z \geq 3/4\} \), there exists \( \varepsilon = \varepsilon(x) > 0 \) such that

\[
\inf_{y \in B(x_s, \varepsilon(x))} \mathcal{P}_T(y, B(x_s, \varepsilon_1)) \geq c(x) > 0. \quad (4.9)
\]

To do so, similar to case 1, we first choose a deterministic smooth function \( G \) satisfying

\[
G_0 = 0, \quad G'_0 = (1 - h)x, \quad G_T = -\frac{1}{4}, \quad G'_T = 0, \quad \max_{0 \leq t \leq T} G_t = \frac{1}{4}, \quad \min_{0 \leq t \leq T} G_t = -\frac{1}{4}, \quad (4.10)
\]

and set

\[
\bar{x}_t = \frac{1}{1 - h} G'_t.
\]

With the choice of \( \bar{x}_t \) above, we define

\[
\bar{z}_t = z + (1 - h) \int_0^t \bar{x}_s ds - \bar{k}_t = z + G_t - \bar{k}_t, \quad (4.11)
\]

where \( \bar{k}_t \), in view of [64, Formula (1.2)], is explicitly given by

\[
\bar{k}_t = - \min_{0 \leq t \leq T} \left\{ \left(1 - z - (1 - h) \int_0^t \bar{x}_s ds \right) \wedge 0 \right\} = - \min_{0 \leq t \leq T} \left\{ (1 - z - G_s) \wedge 0 \right\}. \quad (4.12)
\]

We finally choose \( \bar{y}_t \) arbitrarily satisfying \( \bar{y}_0 = y \), \( \bar{y}_T = 0 \) and the control \( U_t^x = (U_t^1, U_t^2) \) as in (4.7).

To show that \( (\bar{x}_t, \bar{k}_t) \) satisfies (4.3) and drives \( x \) to \( x_* \) at time \( T \), it suffices to prove that \( \bar{z}_t > 0 \) for all time \( t \in [0, T] \) and \( \bar{z}_T = 1/2 \). To this end, we now claim that

\[
\min_{0 \leq t \leq T} \bar{z}_t = \bar{z}_T = \frac{1}{2}. \quad (4.13)
\]
To show the minimum part, we recast (4.11) together with (4.12) as
\[ \mathcal{z}_t = z + G_t + \min_{0 \leq s \leq t} \{(1 - z - G_s) \wedge 0\} \geq \frac{1}{2}, \]
which can be rewritten as
\[ \min_{0 \leq s \leq t} \{(1 - z - G_s) \wedge 0\} \geq (1 - z - G_t) - \frac{1}{2}, \]
and equivalently,
\[ \min_{0 \leq s \leq t} \{(1 - G_s) \wedge z\} \geq (1 - G_t) - \frac{1}{2}. \]  
(4.14)

By the choice of \(G_t\) in (4.10), namely \(\min_{[0,T]} G_t = -1/4\) and \(\max_{[0,T]} G_t = 1/4\), on the one hand
\[ (1 - G_t) - \frac{1}{2} \leq \frac{2}{3}. \]

On the other hand, since \(z \geq \frac{3}{4}\) and for \(s \in [0,T]\), \(1 - G_s \in [3/4,5/4]\) and
\[ \min_{0 \leq s \leq t} \{(1 - G_s) \wedge z\} \geq \frac{3}{4}, \]
which proves (4.14), and thus establishes the first equality in (4.13). To prove the second equality, namely \(\mathcal{z}_T = 1/2\), we have to show that equality holds in (4.14) at time \(T\), i.e.,
\[ \min_{0 \leq t \leq T} \{(1 - G_t) \wedge z\} = (1 - G_T) - \frac{1}{2}. \]  
(4.15)

We invoke (4.10) again to see that
\[ (1 - G_T) - \frac{1}{2} = \frac{3}{4}, \]
and recall that \(\max_{0 \leq t \leq T} G_t = 1/4\) and \(z \geq 3/4\), implying
\[ \min_{0 \leq t \leq T} \{(1 - G_t) \wedge z\} = \frac{3}{4}, \]
which proves (4.15) and thus completes (4.13).

Turning to (4.9), since \((\tilde{x}_t, \tilde{k}_t)\) satisfies (4.3) and drives \(x\) to \(x_\ast\) at time \(T\), we invoke Lemma 4.4 to infer the existence of an \(\varepsilon(x) < \varepsilon_1\) such that for all \(y \in B(x, \varepsilon(x))\)
\[ \mathcal{P}_T(y, B(x_\ast, \varepsilon_1)) \geq \mathbb{P}\{ \sup_{0 \leq t \leq T} |y_t - \tilde{x}_t| \leq \varepsilon_1 \} \geq c(x) > 0. \]

This establishes (4.9).

Now, since \(\mathcal{O}_R \cap \{z \geq 3/4\}\) is compact, there exists a finite union of \(B(x, \varepsilon(x))\) that covers \(\mathcal{O}_R \cap \{z \geq 3/4\}\). It then follows from (4.9) that
\[ \inf_{y \in \mathcal{O}_R \cap \{z \geq 3/4\}} \mathcal{P}_T(y, B(x_\ast, \varepsilon_1)) > 0, \]
which together with (4.8) proves the claim (4.2). The proof is thus complete. \(\Box\)

**Remark 4.5.** For general domains, the control \(\tilde{k}_t\) as in (4.12) is not known explicitly. In our context, expression (4.12) shows that \(k_t\) as a function of \(x_t\) is continuous with respect to sup norm. Thus, we are able to derive a uniform bound lower bound for \(\mathcal{P}_T(x, B(x_\ast, \varepsilon_1))\).

### 5. Lyapunov Definition

In this section, we use the framework in [5, 39, 40, 41] to define the Lyapunov function \(\Psi\) as in the statement of Proposition 2.6. We first note some:
5.1. Differences in the reflected setting. Introduce the operators

\[
\mathcal{L} = -\gamma x \partial_x - \frac{hx^2 - y^2}{z} \partial_x - \gamma y \partial_y - (1 + h) \frac{x y}{z} \partial_y + \kappa_1 \partial_x^2 + \kappa_2 \partial_y^2 + (1 - h) x \partial_z, \tag{5.1}
\]

\[
\mathcal{Q} = -\partial_z, \tag{5.2}
\]

and observe that Dynkin’s formula for the dynamics (2.1) reads

\[
\mathbf{E}_x \varphi(x_{t \wedge R}) = \varphi(x) + \mathbf{E}_x \int_0^{t \wedge R} \mathcal{L} \varphi(x_s) ds + \mathbf{E}_x \int_0^{t \wedge R} \mathcal{Q} \varphi(x_s) dk_s, \tag{5.3}
\]

for any \( \varphi \in C^2(\mathcal{O}, \mathbb{R}) \), \( t \geq 0 \) and \( R > 0 \). Thus the most notable difference between a typical SDE without reflection and one with reflection is the appearance of the boundary operator \( \mathcal{Q} \). In particular, in order to construct a Lyapunov function \( \Psi \) as in Proposition 2.6, we have to simultaneously control the interior dynamics driven by \( \mathcal{L} \) as well as the boundary effects contained in \( \mathcal{Q} \).

Since \( k_t \) is a non-decreasing function, following the common approaches in the standard SDE setting [47, 60], this means we should look for a function \( \Psi \in C^2(\mathcal{O}; [1, \infty)) \) satisfying the following conditions:

\[
\mathcal{L} \Psi \leq -c \Psi + D \quad \text{on} \quad \mathcal{O} \quad \text{and} \quad \mathcal{Q} \Psi(x, y, 1) \leq 0 \quad \text{for} \quad (x, y) \in \mathbb{R}^2,
\]

for some constants \( c, D > 0 \). If there existed such a \( \Psi \) which moreover satisfies part (a) of Proposition 2.6, then parts (b) and (c) of the same result would follow immediately in the usual way by using Dynkin’s formula as in [47, 59]. Following the approach outlined out in [39, 40], however, we find it more convenient to construct a Lyapunov function \( \Psi \) which is not globally \( C^2 \). In particular, \( \Psi \) will be \( C^2 \) everywhere in \( \mathcal{O} \) except for finitely many, non-intersecting two-dimensional interfaces in the domain on which the function is only continuous. Intuitively, this is because the dynamics is different in different regions of the phase space so that, when building the function locally on each subregion, it is easier to glue the local functions together continuously (rather than in a \( C^2 \) manner). When doing this, however, one issue that needs to be addressed is the absence of an Itô/Tanaka formula for such functions. While such a formula exists in the standard SDE setting [63, 39, 40], to the best of the authors’ knowledge, one does not exist in the reflected SDE setting. However, one follows almost immediately from the argumentation in [39, 40] (see Appendix B).

5.2. Change of coordinates and decomposition of the phase space. We find it convenient to construct a Lyapunov function \( \Phi = \Phi(u, v, z) \) for the equation (3.2) and then change back to the original system (2.1) to produce a Lyapunov function \( \Psi(x, y, z) = \Phi \left( \frac{x}{z^{1/2}}, \frac{y}{z^{1/2}}, z \right) \) afterwards. Note that, after changing coordinates as in (3.1), the respective interior and boundary operators for the reflected system (3.2) are given by

\[
\mathcal{L} = -\gamma u \partial_u - \gamma v \partial_v - \frac{\alpha_h u^2 - v^2}{z^{2/3}} \partial_u - (\alpha_h + 1) \frac{uv}{z^{2/3}} \partial_v + (1 - h) uz^{1/3} \partial_z + \frac{\kappa_1}{z^{2/3}} \partial_u^2 + \frac{\kappa_2}{z^{2/3}} \partial_v^2, \tag{5.4}
\]

\[
\mathcal{Q} = \frac{u}{3z} \partial_u + \frac{v}{3z} \partial_v - \partial_z, \tag{5.5}
\]

where \( \alpha_h = \frac{1}{3} + \frac{2}{3} h \) as in (3.3). Our Lyapunov function \( \Phi \) will be built piece-by-piece locally on various subregions of the domain making use of these operators. We first provide some heuristics, however, as to why one should expect the specific subregions utilized in the construction. Following the approach outlined and developed in [5, 35, 39, 40, 41], this will be done by performing a scaling analysis of the operator \( \mathcal{L} \) above which affords a better understand of the dynamics near the boundary in space; that is, where either \( r = r(u, v) = \sqrt{u^2 + v^2} \gg 1 \) or \( z \approx 0 \). The specific scalings chosen represent different paths near the boundary in space.
Following the heuristics of Section 3, it is helpful to express $\mathcal{L}$ as
\[
\mathcal{L} = z^{-2/3} \mathcal{M},
\]
where $\mathcal{M}$ is as in (3.4). In what follows, we will actually do the scaling analysis applied to $\mathcal{M}$ as opposed to $\mathcal{L}$. Since the factor $z^{-2/3}$ is positive on the phase space $\mathcal{O}$, the analysis done for $\mathcal{M}$ is easily transferrable to $\mathcal{L}$. Although we do not try to make precise sense of it, this factorization translates to a random time change applied to (3.2) where the dynamics slows down or speeds up according to the $z$-process.

5.2.1. Dynamics along a fixed large ray in the $(u,v)$-plane. We first introduce the scaling transformation
\[
S^\lambda_a^1 : (u,v,z) \mapsto (\lambda u, \lambda v, \lambda^{-a} z),
\]
for a scaling parameter $\lambda \gg 1$ and a fixed constant $a \geq 0$. This allows us to realize the dynamics along a fixed ray away from the negative $u$-axis, while also considering the possibility that $z$ tends to 0 simultaneously, i.e., if $a > 0$.

Considering $\mathcal{M}$ as in (3.4), under the transformation $S^\lambda_a$ we find that
\[
\mathcal{M} \circ S^\lambda_a^1(u,v,z) = -\lambda \frac{2a}{3} \gamma uz^{2/3} \partial u - \lambda \frac{2a}{3} \gamma vz^{2/3} \partial v - \lambda (\alpha h u^2 - v^2) \partial u - \lambda (\alpha h + 1)uv \partial v \tag{5.6}
\]
\[
+ \lambda (1-h)uz \partial z + \lambda^{-2} \kappa_1 \partial^2 u + \lambda^{-2} \kappa_2 \partial^2 v.
\]
When $\lambda \gg 1$ and $a \geq 0$, the dominant balance of terms in $\mathcal{M}$ is contained in the operator $\mathcal{T}_1$ defined by
\[
\mathcal{T}_1 = -\lambda (\alpha h u^2 - v^2) \partial u - (\alpha h + 1)uv \partial v + (1-h)uz \partial z. \tag{5.7}
\]
Thus the noise terms and the term $-\gamma uz^{2/3} \partial u - \gamma vz^{2/3} \partial v$ are negligible in a region of the form
\[
\mathcal{R}_0 \cup \mathcal{R}_1 := \{(u,v,z) \in \mathcal{O} : r \geq r_s, u \geq -C|v|\}, \tag{5.8}
\]
where $r_s, C > 0$ are sufficiently large constants to be determined later. The individual subregions $\mathcal{R}_0$ and $\mathcal{R}_1$ that define the union above will also be defined later. Essentially, though, the region $\mathcal{R}_0$ is defined by our basic initial guess of a Lyapunov function, and is hence the region in which this function is actually a Lyapunov function locally on that region.

5.2.2. Dynamics at large radius near the negative $u$-axis. For the case when $r \gg 1$ and the process is near the negative $u$-axis, we consider the scaling transformation
\[
S^\lambda_{a,b}^2 : (u,v,z) \mapsto (\lambda u, \lambda^{-b} v, \lambda^{-a} z),
\]
where $\lambda \gg 1$ is the scaling parameter and $b > 0$ and $a \geq 0$ are fixed constants. Then it follows that
\[
\mathcal{M} \circ S^\lambda_{a,b}^2(u,v,z) = -\lambda \frac{2a}{3} \gamma uz^{2/3} \partial u - \lambda \frac{2a}{3} \gamma vz^{2/3} \partial v - (\lambda \alpha h u^2 - \lambda^{-2b-1} v^2) \partial u - \lambda (\alpha h + 1)uv \partial v \tag{5.9}
\]
\[
+ \lambda (1-h)uz \partial z + \lambda^{-2} \kappa_1 \partial^2 u + \lambda^{2b} \kappa_2 \partial^2 v
\]
\[
\approx -\lambda \alpha h u^2 \partial u - (\alpha h + 1)uv \partial v + \lambda (1-h)uz \partial z + \lambda^{2b} \kappa_2 \partial^2 v.
\]
Thus the dominant balance of terms is contained in the operator
\[
|u| \mathcal{T}_3 := -\alpha h u^2 \partial u - (\alpha h + 1)uv \partial v + \kappa_2 \partial^2 v + (1-h)zu \partial z + \kappa_2 \partial^2 v, \tag{5.10}
\]
and moreover the region in which the noise becomes dominant is defined precisely when $b = 1/2$ above. In particular, $|u| \mathcal{T}_3$ is a good approximation of the dynamics in the region $\mathcal{R}_2 \cup \mathcal{R}_3$ where
\[
\mathcal{R}_2 = \{r \geq r_s, u \leq -C|v|, |u|^{1/2} v \geq \eta_s\} \cap \{0 < z \leq 1\}, \tag{5.10}
\]
\[
\mathcal{R}_3 = \{r \geq r_s, u \leq -C|v|, |u|^{1/2} v \leq \eta_s\} \cap \{0 < z \leq 1\}. \tag{5.11}
\]
Observe that the boundary between $\mathcal{R}_2$ and $\mathcal{R}_3$ where noise becomes dominant is defined precisely by the threshold $b = 1/2$.

![Figure 2. The outer subregions $\mathcal{R}_i$, $i = 0, 1, 2, 3$ in $(u,v)$-plane.](image)

**Remark 5.1.** While we introduced the operator $|u|T_3$ above, we have yet to introduce $T_2$. This is done in (5.26). This operator serves to better transition the dynamics from $\mathcal{R}_1$ to $\mathcal{R}_3$ in the region $\mathcal{R}_2$.

5.2.3. **Dynamics at bounded radius and small $z$.** Lastly, in the case when $r$ is bounded and $z$ is near $0$, we consider the scaling

$$S_a^{\lambda,3} : (u,v,z) \mapsto (u,v,\lambda^{-a}z),$$

where $\lambda \gg 1$ is our scaling parameter and $a > 0$ is a fixed constant. In this case, when $\lambda \gg 1$

$$\mathcal{M} \circ S_a^{\lambda,3}(u,v,z) = -\lambda^{-\frac{2}{3}} \gamma uz^{2/3} \partial u - \lambda^{-\frac{2}{3}} \gamma vz^{2/3} \partial v - (\alpha_h u^2 - v^2) \partial u - (\alpha_h + 1)uv \partial v + (1 - h)uz \partial z + \kappa_1 \partial^2_u + \kappa_2 \partial^2_v \approx -(\alpha_h u^2 - v^2) \partial u - (\alpha_h + 1)uv \partial v + (1 - h)uz \partial z + \kappa_1 \partial^2_u + \kappa_2 \partial^2_v = \mathcal{N}.$$

Unfortunately, in this case the only terms that can be neglected are $-\gamma uz^{2/3} \partial u$ and $-\gamma vz^{2/3} \partial v$. This naturally translates to difficulties in constructing the appropriate Lyapunov functional in the domain

$$\mathcal{R}_1 := \{r \leq 2r_*\} \cap \{z < \varepsilon_0\},$$

where $\varepsilon_0 > 0$ is small and to be determined later, since almost all terms in $\mathcal{M}$ must be included in the PDE we wish to solve. Nevertheless, we have successfully decomposed the domain $\mathcal{O}$ outside of a compact set according to the dynamics near the boundaries in space.

We thus define the **outer** $\mathcal{R}_O$ and **inner** $\mathcal{R}_I$ regions of $\mathcal{O}$ as

$$\mathcal{R}_O = \mathcal{R}_0 \cup \mathcal{R}_1 \cup \mathcal{R}_2 \cup \mathcal{R}_3,$$

and $\mathcal{R}_I$ is as in (5.12).

5.3. **The construction in $\mathcal{R}_O$.** In this subsection, we define local functions $\varphi_{i,j}$ on $\mathcal{R}_i$, $i = 0, 1, 2, 3$ and $j = 1, 2, 3$, that will eventually make up the part of the Lyapunov function $\Phi$ on $\mathcal{R}_O$. 17
5.3.1. Parameter choices. Before beginning the construction, we make some choices in parameters. All of these choices will become apparent later. The parameters either correspond to boundary parameters in the definitions of the regions $R_i$ or constants that appear in the definition of the local functions $\varphi_{i,j}$.

**Choice 5.2.** We let constants $p_i, q_i, \alpha_i, \beta_i, i = 1, 2$, satisfy $p_1 > 0, p_2 > 0, q_1 = 0, q_2 > 0$, 

\[
0 < \alpha_i p_i - (1 - h) q_i = \beta_i < \alpha_i < 1, \quad (5.14)
\]

and 

\[
q_2 > \frac{1}{3} p_2 + \frac{1}{2} \alpha_2, \quad p_2 > p_1, \quad p_2 + \frac{3}{2} \alpha_2 > p_1 + \frac{3}{2} \alpha_1. \quad (5.15)
\]

**Remark 5.3.** We note that the choice of parameters $(p_i, q_i, \alpha_i, \beta_i), i = 1, 2$, above is merely to establish the well-posedness and geometric ergodicity of (3.2) and thus that of (2.1). To achieve the optimal moment bound (2.6) in Theorem 2.3 (c), however, we will have to pick another set of parameters $(p_i, q_i, \alpha_i, \beta_i), i = 3, 4$, later. See the proof of Theorem 2.3 in Section 8.

**Choice 5.4.** For a sufficiently large constant $C > 0$, the parameters $\eta_\ast$ and $r_\ast$ satisfy

\[
\eta_\ast = C\sqrt{r_2} \quad \text{and} \quad r_\ast \gg \max\{C, \eta_\ast, \gamma\}. \quad (5.16)
\]

In the above, we recall that $r_\ast$ is the parameter for the boundary $r = r_\ast$ in $R_0$ and $\eta_\ast$ is the parameter for the boundary between $R_2$ and $R_3$ as in (5.10) and (5.11).

5.3.2. Initializing the procedure in $R_0$. We first consider an initial region $R_0$ given by

\[
R_0 = \{r \geq r_\ast, Cu \geq |v|\} \cap \{0 < z \leq 1\}. \quad (5.17)
\]

This region serves to start the construction procedure by providing an initial guess that will be propagated through the rest of the outer domain $R_0$ using boundary-valued PDEs.

In $R_0$, we let $\varphi_{0,i}, i = 1, 2$, be given by

\[
\varphi_{0,i} = r^{p_i}z^{q_i}, \quad i = 1, 2, \quad (5.18)
\]

where $p_i, q_i$ are as in a Choice 5.2. Recalling that the operator $T_1$ in (5.7) contains the dominant balance of terms in $M$ in this region, we observe that

\[
T_1\varphi_{0,i} = -(p_i\alpha_i - q_i(1 - h))u\varphi_{0,i}. \quad (5.19)
\]

Hence we see why we want at least part of Choice 5.2 so that the above is large, negative in $R_0$.

5.3.3. The construction in $R_1$. In this region, the dynamics is again asymptotically determined by the operator $T_1$ as in (5.7) in the region $R_1$ given by

\[
R_1 = \{(u, v, z) : r \geq r_\ast, C^{-1}|v| \geq u \geq -C|v|\}. \quad (5.20)
\]

Here, we propagate the initial guesses $\varphi_{0,i}, i = 1, 2$, through the region $R_1$ using the following PDEs

\[
\begin{align*}
T_1\varphi_{1,i} &= -c_{1,i}r^{p_i+1}z^{q_i}\left|\frac{r}{v}\right|^{\alpha_i}, \\
\varphi_{1,i}|_{u=C^{-1}|v|} &= \varphi_{0,i}, \quad i = 1, 2.
\end{align*} \quad (5.21)
\]

In the above, $\alpha_i$ is as in Choice 5.2 and $c_{1,i}$ satisfies

\[
c_{1,i} = \frac{\beta_i}{2C}. \quad (5.22)
\]

**Remark 5.5.** The choices of the positive constants $c_{1,i}$ are to ensure that the local-time contributions from $\varphi_{0,i}$ and $\varphi_{1,i}$ on the boundary $\{u = C^{-1}|v|\}$ between $R_0$ and $R_1$ have the appropriate sign (see the Tanaka formula (B.3) in Appendix B).
In order to solve the PDE (5.21), we use the method of characteristics to obtain the explicit formula for $\varphi_{1,i}$. First, however, it is helpful to transform the equation (5.21) to cylindrical coordinates $(r, \theta, z)$ to see that, as a function of $(r, \theta, z)$, $\varphi_{1,i}$ satisfies the following PDE

$$
\begin{cases}
\mathcal{T}_1 \varphi_{1,i}(r, \theta, z) = -c_{1,i} \frac{r^{p_i} z^{q_i}}{|\sin \theta|^{r_i}} z^{q_i} & \text{on } \mathcal{R}_1, \\
\varphi_{1,i} \mid_{\{\cos \theta = C^{-1} \mid \sin \theta\}} = \varphi_{0,i}, & i = 1, 2,
\end{cases}
$$

where

$$
\mathcal{T}_1 = -\alpha_h r \cos \theta \partial_r - \sin \theta \partial_\theta + (1 - h) z \cos \theta \partial_z.
$$

Indeed, after changing coordinates, one can cancel one power of $r$ from both sides of the resulting equation. This allows us to work with the simpler dynamics driven by $\mathcal{T}_1$ above which can be explicitly solved.

Solving the equation (5.23) and then changing back to the original coordinates $(u, v, z)$ produces the formula

$$
\varphi_{1,i}(u, v, z) = \frac{r^{p_i} z^{q_i}}{(C^2 - 1)^{\beta_i/2} \mid \frac{r}{v} \mid^{\beta_i}} + c_{1,i} \frac{r^{p_i} z^{q_i}}{v} \mid \frac{r}{v} \mid^{\beta_i} \int_{u/|v|}^{1/C} (t^2 + 1)^{\alpha_i - \beta_i - 1} dt.
$$

Alternatively, a routine but tedious calculation shows that $\varphi_{1,i}$ solves (5.21).

### 5.3.4. The construction in $\mathcal{R}_2$.

We next propagate the previous functions $\varphi_{1,i}, i = 1, 2$, through the region $\mathcal{R}_2$ as in (5.10). In this transition region, the dominant balance of terms in $\mathcal{M}$ is contained in the first-order part of $|u| \mathcal{T}_3$ as in (5.9), which is given by

$$
\mathcal{T}_2 := -\alpha_h u^2 \partial_u - (\alpha_h + 1) uv \partial_v + (1 - h) zu \partial_z.
$$

Indeed, the restriction $|u|^{1/2} |v| \geq \eta_s$ for $\eta_s > 0$ sufficiently large ensures that the second-order part in $|u| \mathcal{T}_3$ does not interfere with $\mathcal{T}_2$. Consequently, we define $\varphi_{2,i}, i = 1, 2$, as the solutions of the following PDEs:

$$
\begin{cases}
\mathcal{T}_2 \varphi_{2,i} = -c_{2,i} |u|^{p_i+1} z^{q_i} \mid \frac{u}{v} \mid^{\alpha_i} & \text{on } \mathcal{R}_2, \\
\varphi_{2,i} \mid_{\{u = C|v|\}} = \varphi_{1,i}, & i = 1, 2.
\end{cases}
$$

In the above, we choose the positive constants $c_{2,i}, i = 1, 2$, according to

$$
c_{2,i} = \frac{1}{2} c_{1,i}.
$$

Similar to the construction in region $\mathcal{R}_1$, we can use the method of characteristics to arrive at an explicit formula for $\varphi_{2,i}$

$$
\varphi_{2,i}(u, v, z) = \frac{1}{2} c_{1,i} |u|^{p_i+1} z^{q_i} \mid \frac{u}{v} \mid^{\beta_i} + B_{2,i} |u|^{p_i} z^{q_i} \mid \frac{u}{v} \mid^{\alpha_i} - B_{2,i} C^{\alpha_i - \beta_i},
$$

where the constants $A_{2,i}$ and $B_{2,i}$ satisfy

$$
A_{2,i} = (C^2 - 1)^{p_i/2} + c_{1,i} (C^2 - 1)^{p_i + 1/2} \int_{-C}^{C^{-1}} (t^2 + 1)^{\alpha_i - \beta_i - 1} dt - B_{2,i} C^{\alpha_i - \beta_i},
$$

and

$$
B_{2,i} = \frac{c_{2,i}}{\alpha_i - \beta_i}.
$$

In this case, applying the method of characteristics is slightly less complicated than in $\mathcal{R}_1$ after factoring out a power of $-u = |u|$ from both sides of (5.27) since the resulting dynamics is simpler.
5.3.5. *The construction in \( R_3 \).* We now consider the last subdomain \( R_3 \) in the outer region \( R_0 \). Recall that the dominant balance of terms in \( M \) is contained in the operator \(|u| T_3\) as in (5.9). As suggested by the expression \(|u| T_3\), we will actually propagate \( \varphi_{i,2} \) through this region using \( T_3 \) instead of \(|u| T_3\). Note that this is equivalent to making a random time change since \(|u| > 0\) is large in \( R_3 \). Different from the previous regions, however, the first exit time \( T_3 \) from the region \( R_3 \) for any diffusion defined by \( T_3 \) is now random. Nevertheless, we will see that this exit time \( T_3 \) can be associated to one of an OU process by making the change of coordinates

\[
\eta = |u|^{1/2} v. \tag{5.32}
\]

This will allow us to solve the associated second-order PDEs.

To this end, offering an abuse of notation, consider the process \((u_t, v_t, z_t)\) solving

\[
du_t = \alpha_h u_t dt, \tag{5.33}
\]

\[
dv_t = (\alpha_h + 1) v_t dt + \sqrt{2\kappa_2} \frac{|u_t|^{1/2}}{|u_t|} dW_t, \tag{5.34}
\]

\[
dz_t = -(1 - h) z_t dt,
\]

where \( W_t \) is a standard Brownian motion on \( \mathbb{R} \). Then Itô’s formula implies that \( \eta_t = |u_t|^{1/2} v_t \) satisfies

\[
d\eta_t = \left( \frac{3}{2} + h \right) \eta_t dt + \sqrt{2\kappa_2} dW_t.
\]

Hence, provided \( u_0 \neq 0 \),

\[
T_3 := \inf_{t \geq 0} \{|u_t|^{1/2} v_t| \geq \eta_s, (u_0, v_0, z_0) \in R_3\} = \inf_{t \geq 0} \{|\eta_t| \geq \eta_s, |\eta_0| \leq \eta_s\}.
\]

Furthermore, the operator \( T_3 \) given by (5.9) in the coordinates \((u, \eta, z)\) becomes

\[
\hat{T}_3 = \alpha_h u \partial_u + \left( \frac{3}{2} + h \right) \eta \partial_\eta + \kappa_2 \partial_\eta^2 - (1 - h) z \partial_z.
\]

With the above observations, we define \( \varphi_{3,i}, i = 1, 2 \) as the solutions of the following PDEs:

\[
\begin{cases}
\hat{T}_3 \varphi_{3,i} = -c_{3,i} |u|^{p_i + \frac{3}{2} \alpha_i} z^{q_i} & \text{on } R_3, \\
\varphi_{3,e} \big|_{|\eta| = \eta_s} = \varphi_{2,i}, i = 1, 2.
\end{cases}
\]

where we offer the abuse of notation that \( \varphi_{3,i} \) denotes both the function in \((u, \eta, z)\) and \((u, v, z)\). The constants \( c_{3,i} \) are chosen to satisfy

\[
c_{3,i} = \frac{c_{2,i}}{\eta_s^{\beta_i}}. \tag{5.36}
\]

Formally solving the above equation, we obtain

\[
\varphi_{3,i}(u, v, z) = A_{3,i} |u|^{p_i + \frac{3}{2} \alpha_i} z^{q_i} E_{\eta_s} e^{\gamma_i T_3} + B_{3,i} |u|^{p_i + \frac{3}{2} \alpha_i} z^{q_i} E_{\eta_s} e^{\tilde{\gamma}_i T_3} + C_{3,i} |u|^{p_i + \frac{3}{2} \alpha_i} z^{q_i} E_{\eta_s} e^{\tilde{\gamma}_i T_3 - 1}.
\]

In the above, we have set

\[
\gamma_i = (h + \frac{3}{2}) \beta_i, \quad \tilde{\gamma}_i = \beta_i + (h + \frac{1}{2}) \alpha_i, \tag{5.37}
\]

and

\[
A_{3,i} = \frac{A_{2,i}}{\eta_s^{\beta_i}}, \quad B_{3,i} = \frac{B_{2,i}}{\eta_s^{\beta_i}}, \quad C_{3,i} = \frac{c_{3,i}}{\gamma_i}. \tag{5.38}
\]

where \( A_{2,i} \) and \( B_{2,i} \) are as in (5.30) and (5.31), respectively. Making use of an analysis on the exiting time \( T_3 \), cf. Lemma 6.4, we will prove that \( \varphi_{3,i} \) given by (5.37) is well-defined and satisfies the PDE above. This involves showing, in particular, that the Laplace transforms of the exit time \( T_3 \) in (5.37) make sense and are smooth functions of \( \eta \) for \( \eta \in [-\eta_s, \eta_s] \).
5.3.6. Definition of $\Phi_O$ on $\mathcal{R}_O$. Using the functions $\varphi_{j,i}$, we can now define the outer part $\Phi_O$ of the Lyapunov function $\Phi$ on $\mathcal{R}_O$.

**Definition 5.6.** Let $\varphi_i(u) = \varphi_i(u,v,z)$, $i = 1, 2$, be the functions on $\mathcal{R}_O$ given by

$$
\varphi_i(u) = \varphi_{j,i}(u), \quad u \in \mathcal{R}_j, \quad j = 0, 1, 2, 3.
$$

For $u \in \mathcal{R}_O$, we define the **outer part** $\Phi_O$ of $\Phi$ by

$$
\Phi_O(u) = \varphi_1(u) + \varphi_2(u).
$$

**Remark 5.7.** Recalling that $q_1 = 0$ in Choice 5.2, in Definition 5.6, $\varphi_1$ is indeed a function of $(u,v)$ only.

5.4. **The construction in $\mathcal{R}_I$.** We next turn to the construction in the inner region $\mathcal{R}_I$ as in (5.12). While dissipation in the system in $\mathcal{R}_O$ is generated by transport phenomena; that is, the process exits ‘bad’ parts of space, e.g., $\mathcal{R}_3$, and is transported to a radially contractive region $\mathcal{R}_O$, the situation in $\mathcal{R}_I$ is different. In the inner region, dissipation near the boundary in space, in this case $z \approx 0$, occurs due to global averaging effects of the system as discussed in Section 3. Our Lyapunov function $\Phi$ in this region, therefore, must reflect these effects.

To this end, we recall the process $(U_t, V_t)$ as in (3.6) is Markov with generator $A$ given by (3.7). We also recall by the heuristics of Section 5.2.3 that $(U_t, V_t)$ determines the approximate dynamics in $\mathcal{R}_I$ projected onto the first two coordinates when the initial $z$-coordinate is small. For $n \in \mathcal{N}$, let

$$
\tau_n = \inf\{t \geq 0 : |(U_t, V_t)| \geq n\}. \quad (5.40)
$$

Recalling that the function $\varphi_1$ in Definition 5.6 does not depend on $z$ since $q_1 = 0$ (cf. Remark 5.7), we introduce the following terminology.

**Definition 5.8.** Suppose that there exists a function $\psi \in C(\mathbb{R}^2; \mathbb{R})$ satisfying the following two properties:

(i) $\psi(u,v) = o(\varphi_1(u,v))$ as $|(u,v)| \to \infty$;

(ii) There exist constants $C_1, \epsilon > 0$ such that the following estimate holds for all $n \in \mathcal{N}$, $t \geq 0$ and $(u,v) \in \mathbb{R}^2$

$$
\mathbb{E}_{(u,v)}\psi(U_{t \wedge \tau_n}, V_{t \wedge \tau_n}) \leq \psi(u,v) + \mathbb{E}_{(u,v)} \int_0^{t \wedge \tau_n} C_1 U_s - \epsilon \, ds. \quad (5.41)
$$

We call such a function $\psi$ satisfying the above an **averaging Lyapunov function** corresponding to $A$ with constants $C_1, \epsilon > 0$.

**Remark 5.9.** Note that any positive scalar multiple of an averaging Lyapunov function corresponding to $A$ is also an averaging Lyapunov function corresponding to $A$, although with different constants.

It turns out that if such an averaging Lyapunov function exists then the mean of $U$ with respect to the invariant probability measure $\mu$ for $A$ is positive. This is precisely stated in the following lemma whose proof will be deferred to Appendix C.

**Lemma 5.10.** Suppose that there exists an averaging Lyapunov function $\psi$ corresponding to $A$ as in (3.7). Then $\mu(U) = \int_{\mathbb{R}^2} \mu(dU, dV) > 0$ where $\mu$ is the unique invariant measure for $A$.

**Remark 5.11.** In order to prove Proposition 2.6 for our constructed Lyapunov function $\Phi$, we do not actually need to employ Lemma 5.10. This result is merely an affirmation of the heuristics of Section 3.
We next define an averaging Lyapunov function $\psi(u,v)$ under the critical assumption that $\kappa_1 \approx \kappa_2$. This is the only place where this assumption is employed. In particular, everything done previously applies so long as $\kappa_2 > 0$ and $\kappa_1 > 0$. Proving the existence of the relevant subsolutions of the appropriate PDE to yield an averaging Lyapunov function for general $\kappa_1 > 0$ and $\kappa_2 > 0$ is beyond our current understanding of the problem. However, the numerics of Section 3 suggest that it should exist given that the mean of $U$ with respect to $\mu$ should be positive for any choice of $\kappa_1 > 0$ and $\kappa_2 > 0$.

To define the averaging Lyapunov function, we first fix two constants $J$ and $m$ as follows:

\begin{align}
J &= \left(\frac{\kappa_1 + \kappa_2}{2\alpha_h}\right)^{2/3}, \quad m = \frac{\kappa_1 c_*}{\alpha_h\left(\frac{1}{2} - \frac{12c_*}{2 - c_*}\right)}, \quad (5.42)
\end{align}

where $c_* > 0$ is a sufficiently small constant to be determined later.

Next, let $\lambda_1 : \mathbb{R} \to \mathbb{R}$ be a non-decreasing, infinitely differentiable function satisfying

\begin{align}
\lambda_1(x) &= \begin{cases} 
0, & x \leq 1, \\
1, & x \geq 2,
\end{cases} \quad (5.43)
\end{align}

and set

\begin{align}
\psi_1(u,v) &= \begin{cases} 
\frac{J}{2} - \frac{J}{2} \log(J) - \frac{1}{2} r^2, & r^2 \leq J, \\
-\frac{J}{2} \log(r^2), & r^2 \geq J,
\end{cases} \\
&= \begin{cases} 
\psi_{11}(u,v), & r^2 \leq J, \\
\psi_{12}(u,v), & r^2 \geq J,
\end{cases} \quad (5.44)
\end{align}

and

\begin{align}
\psi_2(u,v) &= -m \frac{u}{r^2} \lambda_1 \left(\frac{r^2}{J/2}\right). \quad (5.45)
\end{align}

The averaging Lyapunov function $\psi(u,v,z)$ is then given by the sum of two above functions, i.e.,

\begin{align}
\psi = \psi_1 + \psi_2. \quad (5.46)
\end{align}

Later in Lemma 6.6, we shall prove that under the crucial condition $\kappa_1 \approx \kappa_2$, $\psi$ defined above is indeed an averaging Lyapunov function as in Definition 5.8. Furthermore, we will show that when combined with the outer function $\Phi_O$ in the appropriate manner, we can exhibit a Lyapunov function $\Phi$, which when transformed back to the coordinates $(x,y,z)$, will satisfy the conclusions of Proposition 2.6.

5.5. Definition of $\Phi$. Having now defined an averaging Lyapunov function $\psi$, we are now in a position to define a Lyapunov candidate $\Phi$ in the variables $(u,v,z)$.

\begin{definition}
Let $\Phi_O$ and $\psi$ be respectively as in Definition 5.6 and (5.46). The function $\Phi$ is given by

\begin{align}
\Phi(u,v,z) &= \lambda_1 \left(\frac{u}{r_*}\right) \Phi_O(u,v,z) + D\psi(u,v) - \frac{D\alpha_h}{1 - h} \log(z) + Az, \quad (5.47)
\end{align}

where $D > 0$ and $A > 0$ will be determined later (cf. (8.3) and (8.5), respectively) and $\alpha_h$ and $J$ are, respectively, the constants in (3.3) and (5.42), and $\lambda_1$ is the smooth cut-off function as in (5.43). In the above, whenever $\lambda_1 = 0$, we assume that the corresponding function $\lambda_1 \left(\frac{u}{r_*}\right) \Phi_O(u,v,z) = 0$.

Having now defined $\Phi$, we next turn to establishing various Lyapunov-type bounds which will be used to prove Proposition 2.6 later.
6. Local Lyapunov bounds

In this section, we start working towards a proof of Proposition 2.6 by establishing various local Lyapunov-type estimates for each locally-defined function introduced in the previous section. This means that we need to establish a number of bounds with respect to both the interior operator $L$ as in (5.4) and the boundary operator $Q$ as in (5.5). We proceed region-by-region starting with each subregion in the outer domain $\mathcal{R}_O$ in Section 6.1 and then proceed to do the same for the inner region $\mathcal{R}_I$ in Section 6.2.

6.1. Local Lyapunov bounds in the outer region $\mathcal{R}_O$. Here we proceed region by region, starting with $\varphi_{0,i}$, $i = 1, 2$, in the initial outer region $\mathcal{R}_0$.

Lemma 6.1. Let $\varphi_{0,i}$, $i = 1, 2$ be given as in (5.18). Then for all $r_0 > 0$ large enough, we have

$$L \varphi_{0,i}(u, v, z) \leq -\gamma p_i r^p_i z^q_i - \frac{\beta_i}{2\sqrt{1 + C^2}} r^{p_i+1} z^{q_i-2/3},$$  \hspace{1cm} (6.1)

for all $(u, v, z) \in \mathcal{R}_0$ and

$$Q(\varphi_{0,1} + \varphi_{0,2})(u, v, 1) \leq -\left(\frac{r_2}{2} - \frac{r_2}{6}\right) r^{p_2},$$  \hspace{1cm} (6.2)

for all $(u, v, 1) \in \mathcal{R}_0$.

Proof. We apply $L$ as in (5.4) to $\varphi_{0,i}$ on $\mathcal{R}_0$ to obtain

$$L \varphi_{0,i}(u, v, z) = -\gamma p_i r^{p_i} z^q_i - \beta_i u r^{p_i} z^{q_i-2/3} + (\kappa_1 + \kappa_2) p_i r^{p_i-2} z^{q_i-2/3}$$

$$+ p_i (p_i - 2)(\kappa_1 u^2 + \kappa_2 v^2) r^{p_i-4} z^{q_i-2/3}$$

$$\leq -\gamma p_i r^{p_i} z^q_i - \beta_i u r^{p_i} z^{q_i-2/3} + (\kappa_1 + \kappa_2) p_i (1 + |p_i - 2|) r^{p_i-2} z^{q_i-2/3}.$$

Since $Cu \geq |v|$ and $r \geq r_0$ on $\mathcal{R}_0$, we have that

$$-u r^{p_i} \leq -\frac{r^{p_i+1}}{\sqrt{1 + C^2}}$$

and

$$(\kappa_1 + \kappa_2) p_i (1 + |p_i - 2|) r^{p_i-2} \leq \frac{c}{r_0} r^{p_i+1},$$

on $\mathcal{R}_0$. In the above $c = c(\kappa_1, \kappa_2, p_i) > 0$. By picking $r_0$ large enough, the estimate (6.1) readily follows.

To check the claimed boundary property in $\mathcal{R}_0$, note that for any $(u, v, 1) \in \mathcal{R}_0$ we have

$$Q(\varphi_{0,1} + \varphi_{0,2})(u, v, 1) = \left(\frac{u}{3z} \partial_u + \frac{v}{3z} \partial_v - \partial_z\right)(\varphi_{0,1} + \varphi_{0,2})(u, v, 1) = -\left(q_2 - \frac{1}{3} p_2\right) r^{p_2} + \frac{1}{3} p_1 r^{p_1}$$

$$\leq -\left(q_2 - \frac{1}{3} p_2 - \frac{1}{3r_0^2} - \frac{1}{3r_0^2} - p_1\right) r^{p_2}.$$

Recalling that $q_2 > \frac{1}{3} p_2$ and $p_2 > p_1$ by Choice 5.2, picking $r_0$ large enough, the second estimate (6.2) follows. \hfill $\square$

Next, we establish similar estimates for $\varphi_{1,i}$ in region $\mathcal{R}_1$.

Lemma 6.2. Let $\varphi_{1,i}$, $i = 1, 2$, be given as in (5.25). Then for all $r_* > 0$ large enough we have

$$L \varphi_{1,i}(u, v, z) \leq -\frac{\kappa_{i+1}}{2} r p_i+1 z^q i \frac{r}{|v|},$$  \hspace{1cm} (6.3)

for all $(u, v, z) \in \mathcal{R}_1$ and

$$Q(\varphi_{1,1} + \varphi_{1,2})(u, v, 1) \leq -\left(\frac{r_2}{2} - \frac{r_2}{6}\right) r^{p_2},$$  \hspace{1cm} (6.4)

for all $(u, v, 1) \in \mathcal{R}_1$.  
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Proof. We first establish (6.3). In view of (5.4) and (5.7), we see that on $\mathcal{R}_1$

\[
\mathcal{L}\varphi_{1,i} = z^{-2/3}T_1\varphi_{1,i} + (\mathcal{L} - z^{-2/3}T_1)\varphi_{1,i} = z^{-2/3}(T_1\varphi_{1,i} + \kappa_1\partial_u^2\varphi_{1,i} + \kappa_2\partial_v^2\varphi_{1,i}) - \gamma u\partial_u\varphi_{1,i} - \gamma v\partial_v\varphi_{1,i}.
\]

Recalling the boundary problem (5.21), we readily have

\[
T_1\varphi_{1,i} = -c_{1,i,r}p^{i+1}z^{q_i}\left|\frac{r^{\alpha_i}}{v}\right|,
\]

on $\mathcal{R}_1$. Concerning the first term on the righthand side of (5.25), we see that on $\mathcal{R}_1$

\[
(-\gamma u\partial_u - \gamma v\partial_v)\left(\frac{r^{p_i}}{(C^2 + 1)^{\beta_i/2}}\left|\frac{r^{\beta_i}}{v}\right| = -\frac{\gamma p_i}{(C^2 + 1)^{\beta_i/2}}r^{p_i}z^{q_i}\left|\frac{r^{\beta_i}}{v}\right|,
\]

and

\[
\partial_u^2\left(\frac{r^{p_i}}{v}\right)\left|\frac{r^{\beta_i}}{v}\right| = (p_i + \beta_i)r^{p_i-2}\left|\frac{r^{\beta_i}}{v}\right| + (p_i + \beta_i)(p_i + \beta_i - 2)r^{p_i-4}\left|\frac{r^{\beta_i}}{v}\right|u^2,
\]

\[
\partial_v^2\left(\frac{r^{p_i}}{v}\right)\left|\frac{r^{\beta_i}}{v}\right| = (p_i + \beta_i)r^{p_i-2}\left|\frac{r^{\beta_i}}{v}\right| + (p_i + \beta_i)(p_i + \beta_i - 2)r^{p_i-4}\left|\frac{r^{\beta_i}}{v}\right|v^2
\]

\[+ \beta_i(p_i + 1)r^{p_i}\left|\frac{r^{\beta_i}}{v}\right| - 2(p_i + \beta_i)\beta_i r^{p_i-2}\left|\frac{r^{\beta_i}}{v}\right|.
\]

Combining the previous two identities, we infer the existence of a constant $c = c(h) > 0$ such that on $\mathcal{R}_1$

\[
(k_1\partial_u^2 + k_2\partial_v^2)r^{p_i}\frac{r^{\beta_i}}{v} \leq c(k_1 + k_2)\left(\frac{r^{p_i-2}}{v^2}\right)^{\beta_i}.
\]

We note that in $\mathcal{R}_1$, $|u| \leq C|v|$ implying $v^2 \geq r^2/(C^2 + 1)$. Together with $r \geq r_*$, it follows from the above inequality that

\[
\left(\frac{k_1}{z^{2/3}}\partial_u^2 + \frac{k_2}{z^{2/3}}\partial_v^2\right)\frac{r^{p_i}z^{q_i}}{(C^2 + 1)^{\beta_i/2}}\left|\frac{r^{\beta_i}}{v}\right| \leq c(k_1 + k_2)C^2r^{p_i-2}z^{q_i-2/3}\left|\frac{r^{\beta_i}}{v}\right|
\]

\[\leq \frac{c}{r_\ast^2}r^{p_i+1}z^{q_i-2/3}\left|\frac{r^{\beta_i}}{v}\right|,
\]

which is clearly subsumed to the right-hand side of (6.5) thanks to condition $\alpha_i > \beta_i$, cf. (5.14), and the facts that $|r/v| \geq 1$ and $r_\ast$ is large.

For the second term on the righthand side of (5.25), a short calculation shows that on $\mathcal{R}_1$

\[
(-\gamma u\partial_u - \gamma v\partial_v)_{c_{1,i}}r^{p_i}z^{q_i}\left|\frac{r^{\beta_i}}{v}\right| \int_{u/|v|}^{1/C}(t^2 + 1)^{\alpha_i-\beta_i-1}\frac{dt}{t^{\alpha_i}}
\]

\[\leq -\gamma c_{1,i}p_i r^{p_i}z^{q_i}\left|\frac{r^{\beta_i}}{v}\right| \int_{u/|v|}^{1/C}(t^2 + 1)^{\alpha_i-\beta_i-1}\frac{dt}{t^{\alpha_i}},
\]

Concerning the second-derivative terms, we also have the following estimate on $\mathcal{R}_1$ for $c = c(k_1,k_2,C,p_i)$

\[
z^{-2/3}(k_1\partial_u^2 + k_2\partial_v^2)c_{1,i}r^{p_i}z^{q_i}\left|\frac{r^{\beta_i}}{v}\right| \int_{u/|v|}^{1/C}(t^2 + 1)^{\alpha_i-\beta_i-1}\frac{dt}{t^{\alpha_i}}
\]

\[\leq c c_{1,i}r^{p_i-2}z^{q_i-2/3}\left|\frac{r^{\beta_i}}{v}\right|,
\]

where in the above estimate, we have employed the facts that for every $(u,v,z) \in \mathcal{R}_1$, $r^2/|v|^2 \leq C^2 + 1$ and that

\[
\int_{u/|v|}^{1/C}(t^2 + 1)^{\alpha_i-\beta_i-1}\frac{dt}{t^{\alpha_i}} \leq 2C.
\]
Using a similar reasoning as before, since $r \geq r_*$, it holds that
\[ z^{-2/3}(\kappa_2 \partial_2 + \kappa_2 \partial_2^2) c_{1,i} r^{p_i} \gamma_i \frac{|u|}{v} \int_{u/|v|}^{1/C} \frac{1}{t^2 + 1} \frac{\partial \gamma_i - \partial_2^2}{\partial_2} \frac{dt}{\alpha_i - \beta_i - 1} \leq \frac{C}{r_*^{p_i+1} z^{q_i-2/3}} \frac{|u|}{v} \alpha_i. \]

Collecting these estimates we arrive at (6.3) for all $r_*$ large enough.

To obtain the second estimate (6.4), using the identities (6.6), (6.7), we find that for all $(u, v, 1) \in \mathcal{R}_1$:
\[
\mathcal{Q}(\varphi_{1,1} + \varphi_{1,2})(u, v, 1) = (\frac{u}{3z} + \frac{v}{3z} \partial_2 - \partial_2 z) (\varphi_{1,1} + \varphi_{1,2})|_{z=1} = -(q_2 - \frac{1}{3p_2}) (\frac{r^{p_2}}{(C-1)^{2/2}}) \frac{|r|}{v}^{\beta_2} - (q_2 - \frac{1}{3p_2}) c_{1,1} r^{p_1} \int_{u/|v|}^{1/C} (t^2 + 1) \frac{\alpha_i - \beta_i - 1}{\alpha_i - \beta_i - 1} \frac{dt}{\partial_2} \\
+ \frac{1}{3p_2} c_{1,1} r^{p_1} \int_{u/|v|}^{1/C} (t^2 + 1) \frac{\alpha_i - \beta_i - 1}{\alpha_i - \beta_i - 1} \frac{dt}{\partial_2} \\
\leq -\frac{1}{2}(q_2 - \frac{1}{3p_2}) r^{p_2}.
\]

In the last implication above, we employed the fact that in $\mathcal{R}_1$, $1 < r/|v| < C + 1$ and $r \geq r_*$ which is taken to be sufficiently large. This establishes (6.4), thus concluding the proof.

We now turn to the region $\mathcal{R}_2$.

**Lemma 6.3.** Let $\varphi_{2,i}$, $i = 1, 2$, be given as in (5.29). Then for all $r_* \gg C = C(h) > 0$ large enough,
\[
\mathcal{L}_{\varphi_{2,i}}(u, v, z) \leq -\frac{c_2}{2} |u|^{p_i+1} z^{q_i-2/3} \frac{|u|}{v} \alpha_i,
\]
for all $(u, v, z) \in \mathcal{R}_2$ and
\[
\mathcal{Q}(\varphi_{2,1} + \varphi_{2,2})(u, v, 1) \leq -(\frac{q_2}{2} - \frac{p_2}{2}) |u|^{p_2},
\]
for all $(u, v, 1) \in \mathcal{R}_2$.

**Proof.** Recalling (5.4) and (5.26), we note that
\[
\mathcal{L} = z^{-2/3} (T_2 + v^2 \partial u + \kappa_1 \partial_2^2 + \kappa_2 \partial_2^2) - \gamma u \partial u - \gamma v \partial v.
\]

By (5.27), we readily see
\[
z^{-2/3} T_{\varphi_{2,i}} = -c_2 |u|^{p_i+1} z^{q_i-2/3} \frac{|u|}{v} \alpha_i.
\]

Note first that if $\alpha = \alpha_i$ or $\alpha = \beta_i$ we have on $\mathcal{R}_2$
\[
(\mathcal{L} - z^{-2/3} T_2) |u|^{p_i} z^{q_i} \frac{|u|}{v} \alpha = -p_i |u|^{p_i} z^{q_i} \frac{|u|}{v} \alpha + (p_i + \alpha) \text{sgn}(u) |u|^{p_i-1} z^{q_i-2/3} \frac{|u|}{v} \alpha v^2 \\
+ \kappa_1 (p_i + \alpha) |u|^{p_i-2} z^{q_i-2/3} \frac{|u|}{v} \alpha \\
+ \kappa_2 \alpha + 1 |u|^{p_i} v^{q_i-2/3} \frac{|u|}{v} \alpha =: -I_0 + I_1 + I_2 + I_3.
\]

To bound $I_1$, we use the fact that in $\mathcal{R}_2$ we have $|v| \leq |u|/C$ and $|u/v| > 1$ so that since $\alpha_i > \beta_i$
\[
I_1 \leq (p_i + \alpha) |u|^{p_i-1} z^{q_i-2/3} \frac{|u|}{v} \alpha v^2 \leq \frac{p_i + \alpha}{C^2} |u|^{p_i+1} z^{q_i-2/3} \frac{|u|}{v} \alpha_i.
\]
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Also, $\sqrt{1+C^{-2}}|u| \geq r \geq r_*$ implies that
\[
I_2 = \kappa_1(p_i + \alpha)(p_i + \alpha + 1)|u|^{p_i-2}z^{\eta_i-2/3}|u|^\alpha \leq \frac{c}{r^3} |u|^{p_i+1}z^{\eta_i-2/3}|u|^\alpha.
\]
Concerning $I_3$, we note that $|u|v^2 \geq \eta_2^2 = C^2\kappa_2$, cf. (5.16), which yields the bound
\[
I_3 = \kappa_2\alpha(\alpha + 1)|u|^{p_i}v^2z^{\eta_i-2/3}|u|^\alpha \leq \frac{\alpha(\alpha + 1)}{C^2} |u|^{p_i+1}z^{\eta_i-2/3}|u|^\alpha.
\]
Recalling the form of $\varphi_{2,i}$ in (5.29) and the choice of constants (5.31), we collect these estimates to find that
\[
(L - z^{-2/3}T_2)\varphi_{2,i} \leq \frac{c(A_{2,i} + c_{2,i})}{C^2} |u|^{p_i+1}z^{\eta_i-2/3}|u|^\alpha,
\]
where $c > 0$ is a constant that only depends on $h$. Recalling $A_{2,i}$ as in (5.30) and $c_{2,i} = c_{1,i}/2$ by (5.28), we note that for all $C = C(h) > 0$ sufficiently large
\[
A_{2,i} \leq 2 + \frac{2c_{2,i}}{(\alpha_i - \beta_i)} \subsetC^{-\alpha_i + \beta_i}.
\]
Thus, since $\alpha_i, \beta_i \in (0, 1)$, for all $C = C(h) > 0$ large enough, we obtain the first claimed estimate (6.9).

To check the second estimate (6.10), note that in $R_2$, recall $|u| \geq C|v|$ and thus $(1 + C^{-2})|u|^2 \geq r^2 \geq r_*^2$. It follows that on $\{z = 1\}$, we also have the asymptotic bound on $R_2$ for all $r_* > 0$ large enough
\[
Q\varphi_2(u, v, 1) = \left. \left( \frac{u}{3z} \partial_u + \frac{v}{3z} \partial_v - \partial_z \right) (\varphi_{2,1} + \varphi_{2,2}) \right|_{\{z = 1\}} \leq -\frac{1}{2}(q_2 - \frac{1}{2}p_2)|u|^{p_2}.
\]
This gives (6.10).

The final subregion in the outer region $R_O$ is the most challenging since, compared with the previous regions, the formulas for the local functions $\varphi_{3,i}$ are not explicit due to the presence of the Laplace transforms in (5.37). To deal with these terms, however, we appeal to [39, Lemma 7.4] which analyzes various properties of these functions.

To help simplify notation, let
\[
G_s(\eta) = E_\eta[e^{sT_3}].
\]
By [39, Lemma 7.4], so long as $0 < s < h + \frac{3}{2}$, $\eta \mapsto G_s(\eta) \in C^\infty([-\eta_s, \eta_s])$ satisfies the following boundary-valued equation
\[
\begin{cases}
\kappa_3 G''_s(\eta) + \left(h + \frac{3}{2}\right)\eta G'_s(\eta) + s G_s(\eta) = 0, \\
G_s(-\eta_s) = G_s(\eta_s) = 1.
\end{cases}
\]
In view of the choice (5.14), we see that $\alpha_i$ and $\beta_i$ satisfy $0 < \beta_i < \alpha_i < 1$, implying $\gamma_i$ and $\tilde{\gamma}_i$ as in (5.38) are strictly less than $h + \frac{3}{2}$. It follows that $G_{\gamma_i}(\eta) = E_\eta[e^{\gamma_i T_3}]$ and $G_{\tilde{\gamma}_i}(\eta) = E_\eta[e^{\tilde{\gamma}_i T_3}]$ are both smooth and satisfy (6.14). We can thus express the formula (5.37) as
\[
\varphi_{3,i}(u, v, z) = A_{3,i}|u|^{p_i+\frac{3}{2}+\frac{1}{2}\beta_i}z^{\eta_i}G_{\gamma_i}(\eta) + |u|^{p_i+\frac{3}{2}+\frac{1}{2}\alpha_i}z^{\eta_i}B_{3,i}G_{\tilde{\gamma}_i}(\eta) + C_{3,i}(G_{\tilde{\gamma}_i}(\eta) - 1).
\]
In order to show that $\varphi_{3,i}$ satisfies the requisite bounds in $R_3$ with respect to $L$ and $Q$, we will make use of the following result concerning the analysis of the function $G_s$ defined above, the proof of which is deferred until Appendix C.
Lemma 6.4. Let $G_s(\eta)$ be defined as in (6.13) and $0 < s < h + 3/2$. Then for every $\eta \in [-\eta_*, \eta_*]$
\[\eta G_s^\prime(\eta) \leq 0.\] (6.16)

Moreover, if $\eta_*$ satisfies condition (5.16); that is, $\eta_*^2 = \kappa_2 C^2$, then there exists a constant $c(s, h) > 0$ such that for all $C$ large enough
\[
\sup_{\eta \in [-\eta_*, \eta_*]} G_s(\eta) = c(s, h) C^{\frac{1}{s + 3/2}} + 1, \tag{6.17}
\]
\[
\sup_{\eta \in [-\eta_*, \eta_*]} |G_s'(\eta)| = \frac{c(s, h)}{\sqrt{\kappa_2}} C^{\frac{1}{s + 3/2}} + 1, \tag{6.18}
\]
\[
\sup_{\eta \in [-\eta_*, \eta_*]} |G_s''(\eta)| = \frac{c(s, h)}{\kappa_2} C^{\frac{1}{s + 3/2}} + 1, \tag{6.19}
\]
and
\[G_s'(\pm \eta_*) = \mp \frac{s}{h + 3/2} \eta_*^{-1} + o(\eta_*^{-1}). \tag{6.20}\]

We now assert the Lyapunov properties in $\mathcal{R}_3$ in the following result.

Lemma 6.5. Let $\varphi_{3,i}$, $i = 1, 2$, be defined as in (5.37). Then for all $r_* \gg C = C(h) > 0$ large enough
\[
\mathcal{L}\varphi_{3,i}(u, v, z) \leq -\frac{c_{3,i}}{2} |u| p_i + \frac{1}{2} |z|^{2/3}, \tag{6.21}
\]
for all $(u, v, z) \in \mathcal{R}_3$ and
\[
Q(\varphi_{3,1} + \varphi_{3,2})(u, v, 1) \leq -\frac{1}{2} (q_2 - \frac{1}{3} p_2 - \frac{1}{2} \alpha_2) B_{3,2} |u| p_2 + \frac{1}{3} \gamma_1 \partial u - \gamma v \partial v, \tag{6.22}
\]
for all $(u, v, 1) \in \mathcal{R}_3$.

Proof. We begin by showing (6.21). In view of (5.4) and (5.34), we can rewrite $\mathcal{L}$ as
\[\mathcal{L} = z^{-2/3} (|u| \tilde{T}_3 + v^2 \partial_u + \kappa_1 \partial u^2) - \gamma u \partial_u - \gamma v \partial v. \]
Recalling (5.35), we find
\[z^{-2/3} |u| \tilde{T}_3 \varphi_{3,i} = -c_{3,i} |u| p_i + \frac{1}{2} |z|^{2/3}. \tag{6.23}\]

For the second and third terms on the right-hand side of (6.15), it follows that
\[
(\mathcal{L} - z^{-2/3} |u| \tilde{T}_3) (|u| p_i + \frac{1}{2} \alpha_i |z|^{2/3} \left| B_{3,i} G_{\gamma_i}(\eta) + C_{3,i} (G_{\gamma_i}(\eta) - 1) \right|)
\]
\[
= -(p_i + \frac{3}{2} \alpha_i) (\gamma |u| p_i + \frac{3}{2} |z|^{2/3} |B_{3,i} G_{\gamma_i}(\eta) + C_{3,i} (G_{\gamma_i}(\eta) - 1)|)
\]
\[
- \frac{3}{2} \gamma (B_{3,i} + C_{3,i}) |u| p_i + \frac{3}{2} \alpha_i z |G_{\gamma_i}'(\eta)| u|^{1/2} v^3
\]
\[
+ \kappa_1 (p_i + \frac{3}{2} \alpha_i) (p_i + \frac{3}{2} \alpha_i - 1) |u| p_i - \frac{1}{2} \alpha_i z |G_{\gamma_i}'(\eta)| u|^{1/2} v^3
\]
\[
+ \kappa_1 (p_i + \frac{3}{2} \alpha_i) |B_{3,i} + C_{3,i}| |u| p_i + \frac{3}{2} \alpha_i z |G_{\gamma_i}'(\eta)| u|^{1/2} v^3
\]
\[
+ \frac{1}{2} \kappa_1 (B_{3,i} + C_{3,i}) |u| p_i + \frac{3}{2} \alpha_i z |G_{\gamma_i}'(\eta)| u|^{1/2} v^3
\]
\[
- \frac{1}{2} \gamma (B_{3,i} + C_{3,i}) |u| p_i + \frac{1}{2} \alpha_i z |G_{\gamma_i}'(\eta)| u|^{1/2} v^3
\]
\[
= -I_0 - I_1 - I_2 + I_3 + I_4 + I_5 - I_6.
\]

We proceed to show that each $I_k$, $k = 1, \ldots, 6$ is dominated by the right-hand side of (6.23). To see this, we first note that by Lemma 6.4, cf. (6.16), $\eta G_{\gamma_i}'(\eta) \leq 0$. It follows that $I_4 \leq 0$, which we
can neglect. Also note that $-I_0 \leq 0$. To estimate $I_1$, we invoke (6.18) together with \(\sqrt{1 + C^{-2}}|u| \geq r \geq r_*\) to infer the bound

\[
|I_1| \leq c(\tilde{\gamma}_i, h)\gamma(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 2}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i z^{\eta_i}}
\leq c(\tilde{\gamma}_i, h)\gamma(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 2} \frac{1}{r_*}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3}.
\]

Likewise,

\[
|I_2| = \frac{1}{2}(B_{3,i} + \gamma, i)|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i - \frac{2}{3} \gamma, i - 2/3}C_{\gamma, i}^{r}(|u|^{1/2}v)^3
\leq c(\tilde{\gamma}_i, h)\kappa_2(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 4}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i - \frac{2}{3} \gamma, i - 2/3}
\leq c(\tilde{\gamma}_i, h)\kappa_2(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 4} \frac{1}{r_*}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3},
\]

and

\[
|I_6| \leq c(\tilde{\gamma}_i, h)\kappa_1(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 2}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3}
\leq c(\tilde{\gamma}_i, h)\kappa_1(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 2} \frac{1}{r_*}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3}.
\]

Similarly, to estimate $I_3$ and $I_5$, we employ (6.17) and (6.19), respectively, to obtain the bounds

\[
|I_3| \leq c(p_i, q_i, \alpha_i)(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 1}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3},
\]

and

\[
|I_5| \leq c(p_i, q_i, \alpha_i)(B_{3,i} + \gamma, i)C_{\gamma, i}^{\frac{2}{3} + 2} \frac{1}{r_*}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3}.
\]

Recalling $B_{3,i}$ and $C_{3,i}$ as in (5.39) and $c_{3,i}$ in (5.36), we observe that

\[
B_{3,i} = \frac{B_{3,i}}{\eta_s^2} = \frac{c_{2,i}}{(\alpha_i - \beta_i)\eta_s^2} = \frac{2}{\alpha_i - \beta_i} C_{3,i} \quad \text{and} \quad C_{3,i} = \frac{1}{\gamma_i} c_{3,i}.
\]

It follows that all $I_k$, $k = 1, \ldots, 6$ above are clearly dominated by $-c_{3,i}|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i + 1 \gamma, i - 2/3}$ for $r_*$ large enough. This finishes the estimate for the second and third terms on the right-hand side of (6.15).

Considering the first term on the right-hand side of (6.15), a similar argument as above also yields the bound

\[
(L - z^{-2/3}|u|^{\tilde{F}_3})(A_{3,i}|u|^{\tilde{p}_i + \frac{2}{3} \beta_i z^{\eta_i} G_{\gamma_i}(\eta)}) = O\left(\frac{1}{r_*}\right)|u|^{\tilde{p}_i + \frac{2}{3} \beta_i z^{\eta_i} - 2/3}.
\]

Since $|u| \geq r_*/2$ and $\beta_i < \alpha_i$, we readily have that $|u|^{\tilde{p}_i + \frac{2}{3} \beta_i}$ is dominated by $|u|^{\tilde{p}_i + \frac{2}{3} \alpha_i}$ for all $r_*$ large enough. This finishes the proof of (6.21).

We next turn to checking that the boundary terms have the requisite bound. Note that

\[
\left(\frac{u}{3z} \partial_u + \frac{r}{3z} \partial_r - 2z \partial_2\right)\varphi_{3,2}|_{z=1} = -(q_2 - \frac{1}{3} \beta_2 - \frac{1}{2} \alpha_2)|u|^{\tilde{p}_2 + \frac{2}{3} \alpha_2} \left[B_{3,2} G_{\gamma_2}(\eta) + C_{3,2} (G_{\gamma_2}(\eta) - 1)\right]
\]

\[
- (q_2 - \frac{1}{3} \beta_2 - \frac{1}{2} \alpha_2)|u|^{\tilde{p}_2 + \frac{2}{3} \beta_2} A_{3,2} G_{\gamma_2}(\eta)
\]

\[
+ \frac{1}{2} (B_{3,2} + C_{3,2}) |u|^{\tilde{p}_2 + \frac{2}{3} \alpha_2} G_{\gamma_2}(\eta) \eta + \frac{1}{2} A_{3,2} |u|^{\tilde{p}_2 + \frac{2}{3} \beta_2} G_{\gamma_2}(\eta) \eta.
\]

We recall from (6.16) that $G_{\gamma_2}(\eta) \eta$ and $G_{\gamma_2}(\eta) \eta$ are negative. Concerning the first two terms, by Choice 5.2, we see that

\[
q_2 - \frac{1}{3} \beta_2 > q_2 - \frac{1}{3} \beta_2 > q_2 - \frac{1}{3} \beta_2 > 0, \quad \text{and} \quad \alpha_2 > \beta_2 > 0.
\]
Hence, for \(|u| \geq r_*/2\) in \(R_3\) and \(r_*\) large enough
\[
Q \varphi_{3,2}(u, v, 1) \leq -(q_2 - \frac{1}{2} p_2 - \frac{1}{2} \alpha_2) B_{3,2}|u|^{p_2 + \frac{1}{2} \alpha_2}.
\]
Likewise, we have
\[
Q \varphi_{3,1}(u, v, 1) = O(|u|^{p_1 + \frac{1}{2} \alpha_1}).
\]
Since \(p_1 + \frac{3}{2} \alpha_1 < p_2 + \frac{3}{2} \alpha_2\), we readily obtain the inequality (6.22). This finishes the proof. 

\[
\Box
\]

6.2. Lyapunov bounds for \(R_1\). In this subsection, we first show that \(\psi\) given by (5.46) is indeed an averaging Lyapunov function for \(A\). This result is at least a partial confirmation of how dissipation is generated through averaging effects when \(z \approx 0\). Although we do not need the result below in order to prove Proposition 2.6, we will use some of the estimates contained in its proof to obtain the needed Lyapunov-type estimates involving \(L\) and \(Q\) afterwards.

**Lemma 6.6.** There exists a constant \(c_* > 0\) sufficiently small such that for all \(|\kappa_1/\kappa_2 - 1| < c_*\), \(\psi\) given by (5.46) is an averaging Lyapunov function as in Definition 5.8 for \(A\), the operator as in (3.7).

**Proof.** We first consider \(\psi_1\) as in (5.44) and note that for any \(J > 0\), \(\varphi_1 \in C^1(R^2; R)\). Furthermore, \(\psi_{11}, i = 1, 2\), are \(C^2\) on their closed domains of definition. Also, note that
\[
A \psi_{11}(u, v) = \alpha_h u r^2 - (\kappa_1 + \kappa_2), \quad r^2 \leq J,
\]
\[
A \psi_{12}(u, v) = \alpha_h J u + J(\kappa_2 - \kappa_1) \frac{r^2 - u^2}{r^4}, \quad r^2 \geq J.
\]
Note that on the set \(\{r^2 \geq J\}\) we have
\[
A \psi_{12}(u, v) \leq \alpha_h J u + |\kappa_2 - \kappa_1| \leq \alpha_h J u + \kappa_1 c_*.
\]
On the other hand on \(\{r^2 \leq J\}\), we have
\[
A \psi_{11} \leq \alpha_h J u - \frac{\kappa_1 + \kappa_2}{2}.
\] (6.24)
Indeed, the inequality claimed above is equivalent to
\[
\alpha_h u (r^2 - J) \leq \frac{\kappa_1 + \kappa_2}{2},
\]
which in turn is a consequence of the following estimate
\[
\alpha_h r(J - r^2) \leq \alpha_h J^{3/2} \leq \frac{\kappa_1 + \kappa_2}{2},
\]
by the choice of \(J\) as in (5.42).

To obtain the needed estimate for \(\psi_2\) as in (5.45), note that
\[
-m^{-1} A \psi_2 = \frac{\alpha_h u^2 + v^2}{r^2} \lambda_1 + 2(\kappa_2 - \kappa_1) u(3v^2 - u^2) \frac{\lambda_1}{r^6}
\]
\[
- \frac{4 \alpha_h u^2 \lambda_1'}{J} + \frac{4}{J} (\kappa_1 - \kappa_2) u(3v^2 - u^2) \frac{\lambda_1'}{r^4} + \frac{16}{J^2} \frac{u(\kappa_1 u^2 + \kappa_2 v^2)}{r^2} \lambda_1''.
\]
On the set \(r^2 \geq J\), observe that \(\lambda_1 = 1\) and \(\lambda_1' = \lambda_1'' = 0\). Hence multiplying the above by \(-1\) and using the choice of \(J\) we find that when \(r^2 \geq J\) and \(c_* < 2\)
\[
m^{-1} A \psi_2 = - \frac{\alpha_h u^2 + v^2}{r^2} - 2(\kappa_2 - \kappa_1) \frac{v(3v^2 - u^2)}{r^6}
\]
\[
\leq -\alpha_h + \frac{6}{J^{3/2}} |\kappa_2 - \kappa_1| = -\alpha_h + 12 \alpha_h \frac{|\kappa_2 - \kappa_1|}{\kappa_1 + \kappa_2} \leq -\alpha_h + 12 \alpha_h \frac{c_*}{2 - c_*}.
\]
In view of the choice of $m$ in (5.42), we obtain
$$A\psi_2 \leq -\frac{m\alpha h}{2} - \kappa_1 c_*.$$ 

On the other hand, using the above calculations we can estimate $A\psi_2$ on the set $\{r^2 \leq J\}$ by choosing $c_* > 0$ small enough as follows:
$$A\psi_2 \leq m\left(\frac{6}{J^{3/2}}|\kappa_2 - \kappa_1| + 4\alpha_h|\lambda'_1| + \frac{12}{J^{3/2}}|\kappa_2| - \kappa_1||\lambda'_1| + \frac{16(\kappa_1 + \kappa_2)}{J^{3/2}}|\lambda''_1|\right) \leq \frac{\kappa_1 + \kappa_2}{4}.$$ 

Note that the size of the derivatives of $\lambda_1$ is independent of the choice of any parameters.

Collecting the above estimates we find that on $\{r^2 \geq J\}$ or on $\{r^2 \leq J\}$
$$A\psi = A\psi_1 + A\psi_2 \leq \alpha_h J u - \min\left\{\frac{m\alpha h}{2}, \frac{\kappa_1 + \kappa_2}{4}\right\}.$$ 

Applying the Itô/Tanaka formula (B.3) in Appendix B, this in turn implies (5.41) for
$$C_1 = \alpha_h J, \quad \text{and} \quad \epsilon = \min\left\{\frac{m\alpha h}{2}, \frac{\kappa_1 + \kappa_2}{4}\right\},$$
thus finishing the proof. 

**Remark 6.7.** Since the function $\psi$ is globally $C^1$ on $\mathbb{R}^2$ (as opposed to globally continuous), note that there are no additional boundary-flux terms that arise, via the Itô/Tanaka formula (B.3), on the interfaces where $\psi$ is not $C^2$.

As a consequence of the previous proof, we collect the needed Lyapnov bounds for the interior function $\psi$.

**Corollary 6.8.** There exist $c_* > 0$ sufficiently small so that on either $\{r^2 \leq J\}$ or on $\{r^2 \geq J\}$
$$L\psi(u, v, z) \leq \frac{u\alpha_h J}{z^{2/3}} - \min\left\{\frac{m\alpha h}{2z^{2/3}}, \frac{\kappa_1 + \kappa_2}{4z^{2/3}}\right\} + D_1,$$
$$Q\psi(u, v, 1) \leq D_2,$$ 
for some constants $D_1, D_2 > 0$.

**Proof.** To obtain (6.26), note that by (6.25) on $\{r^2 \leq J\}$ for $c_* > 0$ small enough
$$L\psi = \frac{A\psi}{z^{2/3}} - \gamma u\partial_u \psi - \gamma v\partial_v \psi \leq \frac{\alpha_h J u}{z^{2/3}} - \min\left\{\frac{m\alpha h}{2z^{2/3}}, \frac{\kappa_1 + \kappa_2}{4z^{2/3}}\right\} + \gamma r^2 - \frac{\gamma mu}{(u^2 + v^2)} \lambda_1 + \frac{4m\gamma u}{J} \lambda'_1 \leq \frac{\alpha_h J u}{z^{2/3}} - \min\left\{\frac{m\alpha h}{2z^{2/3}}, \frac{\kappa_1 + \kappa_2}{4z^{2/3}}\right\} + D_{11},$$
for some constant $D_{11} > 0$. A similar estimate holds on $\{r^2 \geq J\}$ for some constant $D_{12} > 0$. Taking $D_1 = \max\{D_{11}, D_{12}\}$ produces (6.26). The second estimate (6.27) follows by direct calculation. 

## 7. Boundary-Flux Estimates

In order to conclude the proof of Proposition 2.6, essentially all we have left to check is that the boundary-flux terms that arise in the Itô/Tanaka formula (B.3) applied to the outer function $\Phi$ have the appropriate sign. Since the local functions $\varphi_{i,j}$ are $C^\infty$ on their closed domains of definition, the interfaces where this condition needs to be checked are $\mathcal{R}_0 \cap \mathcal{R}_1$, $\mathcal{R}_1 \cap \mathcal{R}_2$ and $\mathcal{R}_2 \cap \mathcal{R}_3$ for a $C = C(h) > 0$ and $\gamma_+ > 0$ large enough.

We first begin with the:
7.1. Boundary-flux on $\mathcal{R}_0 \cap \mathcal{R}_1$.

**Lemma 7.1.** Let $\varphi_{0,i}$ and $\varphi_{1,i}$, $i = 1, 2$, be given as in (5.18) and (5.25), respectively. Then for all $C = C(h) > 0$ large enough

$$
(\partial_u \varphi_{0,i} - \partial_u \varphi_{1,i}) \bigg|_{\mathcal{R}_0 \cap \mathcal{R}_1} \leq 0.
$$

**Proof.** We first see that

$$
z^{-q_i} \partial_u \varphi_{0,i} = p_i u r^{p_i - 2}.
$$

On the other hand, on $\mathcal{R}_0 \cap \mathcal{R}_1 = \{C u = |v|\}$ we have

$$
z^{-q_i} \partial_u \varphi_{1,i} = (p_i + \beta_i) u r^{p_i - 2} - c_{1,i} r^{p_i - 1} \left| \frac{r}{v} \right|^{\alpha_i}.
$$

The flux condition (7.1) thus holds on $\{C u = |v|\}$ provided we have

$$
\beta_i \frac{u}{r} \geq c_{1,i} \left| \frac{r}{v} \right|^{\alpha_i},
$$

on the set $\{C u = |v|\}$. Note that this is equivalent to

$$
c_{1,i} \leq \frac{\beta_i}{(C^{-2} + 1)^{\alpha_i/2} \sqrt{C^2 + 1}}.
$$

Recalling $c_{1,i}$ as in (5.22), the above inequality is clearly satisfied for all $C = C(h) > 0$ large enough. This finishes the proof. \hfill \Box

7.2. Boundary-flux on $\mathcal{R}_1 \cap \mathcal{R}_2$.

**Lemma 7.2.** Let $\varphi_{1,i}$ and $\varphi_{2,i}$, $i = 1, 2$, be given as in (5.25) and (5.29), respectively. Then for all $C = C(h) > 0$ large enough

$$
(\partial_u \varphi_{1,i} - \partial_u \varphi_{2,i}) \bigg|_{\mathcal{R}_1 \cap \mathcal{R}_2} \leq 0.
$$

**Proof.** We have

$$
z^{-q_i} \partial_u \varphi_{2,i} = -A_{2,i}(p_i + \beta_i) u |v|^{p_i - 1} \left| \frac{u}{v} \right|^{\beta_i} - B_{2,i}(p_i + \alpha_i) u |v|^{p_i - 1} \left| \frac{u}{v} \right|^{\alpha_i}.
$$

Also, recalling $A_{2,i}$ and $B_{2,i}$ as in (5.30) and (5.31), respectively, we see that on the boundary $u = -C|v|$,

$$
|u|^{1-p_i} z^{-q_i} \partial_u \varphi_{2,i} \bigg|_{u = -C|v|} = -(p_i + \beta_i) C^{\beta_i} (C^{-2} + 1)^{p_i/2}
$$

$$
- c_{1,i}(p_i + \beta_i) C^{\beta_i} (C^{-2} + 1)^{\frac{p_i+\beta_i}{2}} \int_{-C}^{1/C} (t^2 + 1)^{\frac{\alpha_i-\beta_i}{2}} dt
$$

$$
- (\alpha_i - \beta_i) C^{\alpha_i} B_{2,i}.
$$

Similarly, we can calculate the partial derivative with respect to $u$ of $\varphi_{1,i}$ to obtain

$$
|u|^{1-p_i} z^{-q_i} \partial_u \varphi_{1,i} \bigg|_{u = -C|v|} = -(p_i + \beta_i) C^{\beta_i} (C^{-2} + 1)^{p_i/2-1}
$$

$$
- c_{1,i}(p_i + \beta_i) C^{\beta_i} (C^{-2} + 1)^{\frac{p_i+\beta_i}{2}-1} \int_{-C}^{1/C} (t^2 + 1)^{\frac{\alpha_i-\beta_i}{2}-1} dt
$$

$$
- c_{1,i} (C^{-2} + 1)^{\alpha_i+p_i-1} C^{\alpha_i}.
$$
Recalling that $B_{2,i} = c_{2,i}/(\alpha_i - \beta_i)$, we have
\[
|u|^{1-p_i}z^{-q_i}(\partial_u \varphi_{1,i} - \partial_u \varphi_{2,i})|_{\{u=-C|v|\}} = \frac{p_i + \beta_i}{C^2+1}C^{\beta_i}(C^{-2} + 1)^{p_i/2} + c_{1,i} \frac{p_i + \beta_i}{C^2+1}C^{\beta_i}(C^{-2} + 1)^{p_i/2} \int_{-C}^{1/C} (t^2 + 1)^{\frac{\alpha_i-\beta_i-1}{2}} \, dt
\]
\[
- \left[ c_{1,i}(C^{-2} + 1)^{\frac{\alpha_i-\beta_i-1}{2}} - c_{2,i} \right] C^{\alpha_i}
\]
\[
= I_1 + I_2 - I_3.
\]
For $C > 0$ large enough, we recall $c_{1,i}$ as in (5.22) and observe that
\[
I_1 = \frac{1}{C^{2-\beta_i}}O(p_i + \beta_i) \quad \text{and} \quad I_2 \leq \frac{1}{C^{3-\alpha_i}}O(\beta_i(p_i + \beta_i)).
\]
On the other hand, since $c_{2,i} = c_{1,i}/2$, it is straightforward to see that
\[
I_3 \geq \frac{1}{4}c_{1,i}C^{\alpha_i} = \frac{1}{8}\beta_iC^{\alpha_i-1},
\]
which together with the above asymptotic estimates imply (7.2). The proof is thus finished.

\[\square\]

7.3. Boundary-flux on $\mathcal{R}_2 \cap \mathcal{R}_3$. Finally, we check the last boundary-flux contribution has the appropriate sign.

Lemma 7.3. Let $\varphi_{2,i}$ and $\varphi_{3,i}$, $i = 1, 2$, be given as in (5.29) and (5.37), respectively. Then for all $C = C(h) > 0, \eta_* = \eta_*(C) > 0, r_* = r_*(C, \eta_*) > 0$ large enough
\[
(\partial_v \varphi_{2,i} - \partial_v \varphi_{3,i})|_{\{|u|^{1/2}v = \eta_*\}} \leq 0 \quad \text{and} \quad (\partial_v \varphi_{3,i} - \partial_v \varphi_{2,i})|_{\{|u|^{1/2}v = -\eta_*\}} \leq 0. \tag{7.3}
\]

Proof. We shall prove only the claimed bound for the part of the boundary $\mathcal{R}_2 \cap \mathcal{R}_3$ where $|u|^{1/2}v = \eta_*$. By symmetry, an analogous argument can be carried out when $|u|^{1/2}v = -\eta_*$. First observe that
\[
z^{-q_i} \partial_v \varphi_{2,i}|_{\{|u|^{1/2}v = \eta_*\}} = -\frac{\beta_i}{\eta_*^{\beta_i+1}}A_{2,i}|u|^{p_i+\frac{3}{2}\beta_i+\frac{1}{2}} - \frac{\alpha_i}{\eta_*^{\alpha_i+1}}B_{2,i}|u|^{p_i+\frac{3}{2}\alpha_i+\frac{1}{2}}.
\]
On the other hand, recalling the expression for $\varphi_{3,i}$ in (6.15), we have
\[
z^{-q_i} \partial_v \varphi_{3,i}|_{\{|u|^{1/2}v = \eta_*\}} = (B_{3,i} + C_{3,i})|u|^{p_i+\frac{2}{3}\alpha_i+\frac{1}{3}G'_{\gamma_i}(\eta_*) + A_{3,i}|u|^{p_i+\frac{3}{2}\beta_i+\frac{1}{2}}G'_{\gamma_i}(\eta_*)\}
\]
In view of (6.20) together with $\gamma_i = (h + \frac{3}{2})\beta_i$ and $A_{3,i} = A_{2,i}\eta_*^{-\beta_i}$, we have the following asymptotic behavior as $\eta_* \to \infty$
\[
A_{3,i}|u|^{p_i+\frac{2}{3}\beta_i+\frac{1}{3}G'_{\gamma_i}(\eta_*)} = -\frac{\beta_i}{\eta_*^{\beta_i+1}}A_{2,i}|u|^{p_i+\frac{3}{2}\beta_i+\frac{1}{2}} + o(\eta_*^{-\beta_i-1})|u|^{p_i+\frac{3}{2}\beta_i+\frac{1}{2}}.
\]
Also, recalling $\tilde{\gamma}_i = \beta_i + (h + \frac{1}{2})\alpha_i$,
\[
(B_{3,i} + C_{3,i})|u|^{p_i+\frac{2}{3}\alpha_i+\frac{1}{3}G'_{\gamma_i}(\eta_*)} = -\frac{\beta_i + (h + \frac{1}{2})\alpha_i}{(h + \frac{3}{2})\eta_*}(B_{3,i} + C_{3,i})|u|^{p_i+\frac{3}{2}\alpha_i+\frac{1}{2}} + o\left(\frac{1}{\eta_*}\right)(B_{3,i} + C_{3,i})|u|^{p_i+\frac{3}{2}\alpha_i+\frac{1}{2}}.
\]
Combining the above estimates, we observe that the claimed flux condition holds on $\{|u|^{1/2}v = \eta_*\}$ if
\[
\frac{\alpha_i}{\eta_*^{\alpha_i}}B_{2,i} - \frac{\beta_i + (h + \frac{1}{2})\alpha_i}{h + \frac{3}{2}}(B_{3,i} + C_{3,i}) \geq c(B_{3,i} + C_{3,i}),
\]
\[32\]
for some positive constant $c$ independent of $\eta_*$. To see this, we recall that

$$B_{3,i} = \frac{B_{2,i}}{\eta_*^{\alpha_i}} = \frac{c_{2,i}}{(\alpha_i - \beta_i)\eta_*^{\alpha_i}}$$

and

$$C_{3,i} = \frac{c_{3,i}}{\beta_i + (h + \frac{1}{2})\alpha_i} = \frac{c_{2,i}}{2(\beta_i + (h + \frac{1}{2})\alpha_i)\eta_*^{\alpha_i}},$$

whence

$$B_{3,i} + C_{3,i} = \left[ \frac{1}{\alpha_i - \beta_i} + \frac{1}{2(\beta_i + (h + \frac{1}{2})\alpha_i)} \right] \frac{c_{2,i}}{\eta_*^{\alpha_i}}.$$ 

Also,

$$\frac{\alpha_i}{\eta_*^{\alpha_i}} B_{2,i} = \frac{\beta_i + (h + \frac{1}{2})\alpha_i}{h + \frac{3}{2}}(B_{3,i} + C_{3,i}) = \frac{c_{2,i}}{2(h + \frac{3}{2})\eta_*^{\alpha_i}}.$$ 

We therefore conclude the flux condition (7.3) on the boundary $|u|^{1/2} = \eta_*$. This finishes the proof.

\begin{proof}

In Proposition 8.1, stated and proven next, we establish a more global Lyapunov-type estimate for the function $\Phi$ in the variables $(u, v, z)$. As a consequence, upon changing back to $(x, y, z)$—coordinates, we will be able to establish Proposition 2.6.

**Proposition 8.1.** Let $\Phi$ be given by Definition 5.13 and $\tau_R$ be the stopping time given by

$$\tau_R = \inf\{t \geq 0 : u_t \not\in \mathcal{O}_R\}.$$ 

Then, there exists a constant $c_*$ sufficiently small such that for all $\kappa_1, \kappa_2 > 0$ satisfying

$$\left| \frac{\kappa_1}{\kappa_2} - 1 \right| < c_*,$$

there exists positive constants $c_1, c_2$ and $c_3$ and $R_*$ such that for all $t$ and $R$

$$E_u \Phi(u_{t \wedge \tau_R}) \leq \Phi(u) - c_1 E_u \int_0^{t \wedge \tau_R} 1_{\tau_s} \left( r_s^{p_1+1} + r_s^{p_2+1} z_s^{q_1} \right) \mathbf{1}(r_s \geq R_*) ds$$

$$- c_2 E_u \int_0^{t \wedge \tau_R} 1_{\tau_s} ds + c_3 t. \quad (8.1)$$

**Proof.** We aim to combine the estimates in Section 6 and Section 7 with the Tanaka formula (5.9) to establish (8.1). Recalling $\Phi$ in (5.47), considering $\lambda_1 \Phi_O$, in view of the estimates from Section 6.1 and Section 7, together with Tanaka formula (B.3), there exist positive constants $c_1, c_2$ such that

$$E_u \lambda_1 \Phi_O(u_{t \wedge \tau_R}) \leq \lambda_1 \Phi_O(u) - c_1 E_u \int_0^{t \wedge \tau_R} 1_{\tau_s} \left( r_s^{p_1+1} z_s^{q_1} + r_s^{p_2+1} z_s^{q_2} \right) \mathbf{1}(r_s \geq r_*) ds$$

$$+ c_2 E_u \int_0^{t \wedge \tau_R} 1_{\tau_s} ds \mathbf{1}(r_s \leq 2r_*, z_s = 1) dk_s. \quad (8.2)$$

Next considering $\psi$, we set

$$D = \frac{2c_2}{\min\{2s_0, 21 + s_2\}}. \quad (8.3)$$

In light of Corollary 6.8, we obtain

$$E_u D\psi(u_{t \wedge \tau_R}) \quad (8.4)$$

$$\leq D\psi(u) + D\alpha_t J E_u \int_0^{t \wedge \tau_R} \frac{u_s}{z_s^{2/3}} ds - E_u \int_0^{t \wedge \tau_R} \frac{2c_2}{z_s^{2/3}} ds + DD_1 t + DD_2 E_u \int_0^{t \wedge \tau_R} dk_s.$$
Concerning the $z$-terms on the right-hand side of (5.47), we set

$$A = \frac{D\alpha h J}{1-h} + DD_2 + c_2.$$  

(8.5)

A short computation gives

$$\mathcal{L} \left( - \frac{D\alpha h J}{1-h} \log(z) + Az \right) = -\frac{D\alpha h J}{1-h} \frac{u}{z^{2/3}} + (1-h)Au z^{1/3},$$  

(8.6)

$$\mathcal{Q} \left( - \frac{D\alpha h J}{1-h} \log(z) + Az \right) = \frac{D\alpha h J}{1-h} - A = -DD_2 - c_2.$$  

(8.7)

We now collect (8.2), (8.4), (8.6) and (8.7) to arrive at the estimate

$$E_u \Phi(u_{t\wedge T_R}) \leq \Phi(u) - c_1 E_u \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} (r_{p_1}^{q_1} + r_{p_2}^{q_2} + z^{2/3}) 1 \{ r_s \geq r_s \} ds$$

$$- c_2 E_u \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} ds + (1-h)AE_u \int_0^{t\wedge T_R} u_s z^{1/3} ds + DD_1 t.$$  

In the above, the $dz_1$ terms were canceled due to the choice of $A$ in (8.5). Finally, we note that $u z^{1/3}$ is clearly dominated by $r_{p_1}^{q_1} z^{2/3}$ when $r$ is sufficiently large, say, for all $r \geq R_s$ whence

$$E_u \Phi(u_{t\wedge T_R}) \leq \Phi(u) - c_1 E_u \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} (r_{p_1}^{q_1} + r_{p_2}^{q_2} + z^{2/3}) 1 \{ r_s \geq R_s \} ds$$

$$- c_2 E_u \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} ds + DD_1 t.$$  

Recalling $q_1 = 0$ by Choice 5.2, this establishes (8.1), hence finishing the proof.

We are now in a position to prove Theorem 2.3 and Proposition 2.6.

**Proof of Theorem 2.3 and Proposition 2.6.** As discussed briefly in Section 2, upon changing back to the variables $(x, y, z)$, namely, by setting

$$\Psi(x, y, z) := \Phi \left( \frac{x}{z^{1/3}}, \frac{y}{z^{1/3}}, z \right),$$

where $\Phi$ is the Lyapunov function from Proposition 8.1, Proposition 2.6 (a) immediately follows after noting that $\Phi(u, v) \to \infty$ as $|(u, v)| + z^{-1} \to \infty$. Also, we observe that by (8.1), setting $r = r(x, y)$, we have

$$E_x \Psi(x_{t\wedge T_R}) \leq \Psi(x) - c_1 E_x \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} (r_{p_1}^{q_1} z^{1/3} + r_{p_2}^{q_2} z^{1/3} + z^{2/3}) 1 \{ r_s \geq R_s \} ds$$

$$- c_2 E_x \int_0^{t\wedge T_R} \frac{1}{z^{2/3}} ds + c_3 t.$$  

(8.8)

We note that as $r \to \infty$ and/or $z \to 0$, $\Psi(x, y, z)$ is dominated by $r_{p_1} z^{-p_1/3} + r_{p_2} z^{q_2 - p_1/3} - \log(z)$. Proposition 2.6 parts (b) and (c) then readily follow from (8.8). By combining with Proposition 2.7, this proves Theorem 2.3 (a) and (b). It remains to establish the moment bound (2.6) in Theorem 2.3 (c).

Let $\pi$ be the unique invariant measure for (2.1). We first show that

$$\int \frac{1}{z^{2/3}} \pi(dx) < \infty.$$  

(8.9)

To see this, in light of (8.8), we infer that

$$\frac{1}{t} \int_0^t E_x \frac{1}{z^{2/3}} ds \leq \frac{1}{c_2 t} \Psi(x) + \frac{c_3}{c_2},$$

(8.10)
whence
\[ \limsup_{t \to \infty} \frac{1}{t} \int_0^t E_x \frac{1}{z_s^{2/3}} ds \leq \frac{c_3}{c_2}. \]

On the other hand, for every \( R > 0 \), by Birkhoff’s Ergodic Theorem, it holds that
\[ \frac{1}{t} \int_0^t E_x \left( \frac{1}{z_s^{2/3}} \wedge R \right) ds \to \int_{\mathcal{O}} \left( \frac{1}{z_s^{2/3}} \wedge R \right) \pi(dx), \quad t \to \infty. \]

By the Monotone Convergence Theorem \((R \to \infty)\), (8.9) readily follows.

Next, consider the parameters \((p_i, q_i, \alpha_i, \beta_i), i = 3, 4\) such that \(p_i, q_i > 0\) and conditions (5.14), (5.15) are satisfied, namely,
\[ 0 < \alpha_h p_i - (1 - h) q_i = \beta_i < \alpha_i < 1, \]
\[ q_4 > \frac{1}{3} p_4 + \frac{1}{4} \alpha_4, \quad p_4 + \frac{3}{2} \alpha_4 > p_3 + \frac{3}{2} \alpha_3, \quad (8.10) \]
and that
\[ q_3 - \frac{1}{3} p_3 = 1. \quad (8.11) \]
We then consider \( \lambda_1 \tilde{\Phi}_O(u, v, z) \) where \( \tilde{\Phi}_O \) essentially has the same expression as \( \Phi_O \) with \((p_i, q_i, \alpha_i, \beta_i), i = 1, 2\), replaced by \((p_i, q_i, \alpha_i, \beta_i), i = 3, 4\), above. Similar to (8.2), we have the estimate for all \( t, R > 0 \)
\[ E_u \lambda_1 \tilde{\Phi}_O(u_t \wedge R) \leq \lambda_1 \tilde{\Phi}_O(u) - c_4 E_u \int_0^{t \wedge R} \frac{1}{z_s^{2/3}} (r^{p_3+1} z_s^{q_3} + r^{p_4+1} z_s^{q_4}) 1\{r_s \geq r_s\} ds \]
\[ + c_5 E_u \int_0^{t \wedge R} \frac{1}{z_s^{2/3}} ds + c_5 E_u \int_0^{t \wedge R} 1\{r_s \leq 2r_s, z_s = 1\} ds + c_5 t, \]
for some positive constants \(c_4\) and \(c_5\). By setting
\[ \tilde{\Phi}(u, v, z) = \lambda_1 \tilde{\Psi}_O(u, v, z) + c_5 z, \]
we have (after sending \( R \to \infty \)) for some \( R_s \) much larger than \( r_s \),
\[ E_u \tilde{\Phi}(u_t) \leq \tilde{\Phi}(u) - c_4 E_u \int_0^{t \wedge R_s} \frac{1}{z_s^{2/3}} (r^{p_3+1} z_s^{q_3} + r^{p_4+1} z_s^{q_4}) 1\{r_s \geq R_s\} ds + c_5 E_u \int_0^{t \wedge R_s} \frac{1}{z_s^{2/3}} ds + c_5 t. \]
Translating back to \((x, y, z)\) and setting \( \tilde{\Psi}(x, y, z) = \tilde{\Phi}(x z^{-1/3}, y z^{-1/3}, z)\), we obtain (recalling \( q_3 - \frac{1}{3} p_3 = 1\))
\[ E_x \tilde{\Psi}(x_t) \]
\[ \leq \tilde{\Psi}(x) - c_4 E_x \int_0^{t \wedge R_s} \frac{1}{z_s^{2/3}} (r^{p_3+1} x_s^{q_3-\frac{1}{3} p_3} + r^{p_4+1} x_s^{q_4-\frac{1}{3} q_4}) 1\{r_s \geq R_s\} ds + c_5 E_x \int_0^{t \wedge R_s} \frac{1}{z_s^{2/3}} ds + c_5 t \]
\[ \leq \tilde{\Psi}(x) - c_4 E_x \int_0^{t \wedge R_s} (r^{p_3+1} + r^{p_4+1} x_s^{q_4-\frac{1}{3} q_4}) 1\{r_s \geq R_s\} ds + c_5 E_x \int_0^{t \wedge R_s} \frac{1}{z_s^{2/3}} ds + c_5 t. \]
It follows that
\[ \frac{1}{t} \int_0^t E_x r^{p_3+1}_s ds \leq \frac{1}{c_4 t} \tilde{\Psi}(x) + \frac{c_5}{c_4 t} \int_0^t E_x \frac{1}{z_s^{2/3}} ds + \frac{c_5}{c_4}. \]
Since \( z^{-2/3} \) is integrable with respect to \( \pi \) (cf. (8.9)), we invoke Birkhoff’s Ergodic Theorem again to obtain for all \( x \in \mathcal{O} \)
\[ \limsup_{t \to \infty} \frac{1}{t} \int_0^t E_x r^{p_3+1} ds \leq \frac{c_5}{c_4} \int_{\mathcal{O}} \frac{1}{z^{2/3}} \pi(dx) + \frac{c_5}{c_4}. \]
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Reasoning as in the argument for (8.9), we arrive at
\[ \int_{-1}^1 r^{p_3+1} \pi(dx) < \infty. \]
In other words, setting \( \lambda := p_3 + 1 \), we see that \((x^2 + y^2)^{\lambda/2} = r^{p_3+1} \in L^1(\pi)\).

To see the bound \( \lambda < 2/h \), we recall from (8.10) and (8.11) together with \( \alpha_h = \frac{1+2h}{3} \) as in (3.3).

It follows that in terms of \( \beta_3 \) and \( h \),
\[ p_3 = \frac{1}{h}(\beta_3 + 1 - h) \quad \text{and} \quad q_3 = \frac{1}{3h}(\beta_3 + 1 + 2h). \]
In particular, since \( \beta_3 \in (0,1), p_3 < 2/h - 1 \), whence \( \lambda = p_3 + 1 < 2/h \) as claimed. The proof is thus finished.

\[ \square \]
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APPENDIX A. WELL-POSEDNESS

In this section, we briefly recap the framework used to establish well-posedness for SDEs with reflection as in \([47, 50, 64]\) but tailored to our system (2.1).

For each \( R > 0 \), we consider a smooth function \( \psi_R \) such that
\[ \psi_R(x) = \begin{cases} 1, & x \in \mathcal{O}_{2R}, \\ 0, & x \notin \mathcal{O}_{2R+1}, \end{cases} \]
where \( \mathcal{O}_R \) is as in (2.3). Next, consider the following truncated version of (2.1)
\[
\begin{align*}
\text{d}x_t & = -\gamma x_t \text{d}t - \frac{hx_t^2 - y_t^2}{z_t} \psi_R(x_t) \text{d}t + \sqrt{2\kappa_1} \text{d}W_t^1, \\
\text{d}y_t & = -\gamma y_t \text{d}t - (1 + h) \frac{x_t y_t}{z_t} \psi_R(x_t) \text{d}t + \sqrt{2\kappa_2} \text{d}W_t^2, \\
\text{d}z_t & = (1 - h)x_t \text{d}t - \text{d}k_t.
\end{align*}
\]
(A.1)

Since the above system has globally Lipschitz drift terms, there exists a unique solution pair \((x_t^R, k_t^R)\) for (A.1) with initial condition \((x, y, z)\) \([50, 64]\). In particular, thanks to the simple structure of the reflecting boundary \(\{z = 1\}\), it holds that
\[ z_t^R = z + (1 - h) \int_0^t x_s^R \text{d}s - k_t^R, \]
where \( k_t^R \) is explicitly given by (cf. \([64, \text{Formula (1.2)}])
\[ k_t^R = -\min_{0 \leq s \leq t} \left\{ \left(1 - z - (1 - h) \int_0^s x^R_t \text{d}t \right) \wedge 0 \right\}. \]

As a consequence, we may define the local solution \((x_t, k_t)\) of (2.1) such that with probability one, for all \( 0 \leq t \leq \tau_R, (x_t, k_t) = (x_t^R, k_t^R) \) where \( \tau_R \) is the stopping time as in (2.4). See also \([64, \text{Section 2.4}]\). Note that nonexplosivity (Proposition 2.1) follows immediately from Proposition 2.6 (b) and the bound
\[
\mathbb{P}_x\{\tau_R < t\} \leq \frac{\mathbb{E}_x \Psi(x_t, \tau_R)}{\Psi_R} \leq \frac{c(x, t)}{\Psi_R},
\]
satisfied for all \( x, t, R \), since \( \Psi_R \to \infty \) as \( R \to \infty \) by virtue of Proposition 2.6 (a).
Consider a stochastic process \( \mathbf{x}_t = (x_1^t, \ldots, x_d^t, x_{d+1}^t) \in \mathbb{R}^d \times (0, 1] \) solving the Skorokhod SDE
\[
\text{d}x_j^t = f_j^t(\mathbf{x}_t)\text{d}t + \sum_{i=1}^{d+1} A_{ij}^t(\mathbf{x}_t)\text{d}W_i^t + g_j^t(\mathbf{x}_t)\text{d}k_t, \quad j = 1, \ldots, d + 1,
\]
where \( \{W_i^t\}_{1 \leq i \leq d+1} \) is a standard \((d+1)\)-dimensional Brownian motion, \( A = (A_{ij}^t) \) is the diffusion matrix, and \( k_t \) is the reflective process along the reflective vector field \( g = (g_j^t) \) and satisfies the following properties:
- \( k_0 = 0 \), \( k_t \) is an \( \mathcal{F}_t \)-adapted non-decreasing continuous process, and \( \int_0^1 |g(\mathbf{x}_s)|\text{d}s < \infty \).
- \( k_t \) only increases when \( x_{d+1}^t = 1 \), i.e., \( \int_0^\infty 1\{x_{d+1}^t = 1\}\text{d}k_t = 0 \).

Setting \( (f_{ij}^t) = AA^T \), we consider the following operators associated with \( \mathbf{x}_t \)
\[
\mathcal{L} = \sum_{j=1}^{d+1} f_j^t\partial_x x_j + \frac{1}{2} \sum_{i,j=1}^{d+1} f_{ij}^t\partial^2_{x_i x_j} \quad \text{and} \quad \mathcal{Q} = \sum_{j=1}^{d+1} g_j^t\partial_x x_j.
\]
Let \( \varphi \in C(\mathbb{R}^d \times (0, 1]; \mathbb{R}) \) be such that
\[
\varphi(x_1^t, \ldots, x_d^t, x_{d+1}^t) = \begin{cases} 
\varphi_1(x_1^t, \ldots, x_d^t, x_{d+1}^t), & x_d^t \leq b(x_1^t, \ldots, x_{d-1}^t), \\
\varphi_2(x_1^t, \ldots, x_d^t, x_{d+1}^t), & x_d^t \geq b(x_1^t, \ldots, x_{d-1}^t),
\end{cases}
\]
where the \( \varphi_i \)'s are \( C^2 \) on their respective closed domains above and \( b \in C^2(\mathbb{R}^{d-1}; \mathbb{R}) \). Our Tanaka formula is given in the following result.

**Theorem B.1.** Let \( \tau_n = \inf\{ t \geq 0 : |(x_1^t, \ldots, x_d^t)| \geq n \text{ or } x_{d+1}^t < 1/n \} \) and \( \zeta \in C^1([0, \infty); \mathbb{R}) \). Then, for all initial conditions \( \mathbf{x} = (x_1^1, \ldots, x_d^1, x_{d+1}^1) \in \mathbb{R}^d \times (0, 1] \),
\[
\mathbb{E}_x[\zeta(t \wedge \tau_n) \varphi(\mathbf{x}_{t \wedge \tau_n})] = \zeta(0)\varphi(\mathbf{x}) + \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta'(s)\varphi(\mathbf{x}_s)\text{d}s \\
+ \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta(s) \cdot \left[ \frac{1}{2} \mathcal{L}\varphi(x_1^s, \ldots, x_d^s, x_{d+1}^s) + \frac{1}{2} \mathcal{Q}\varphi(x_1^s, \ldots, x_d^s, x_{d+1}^s) \right] \text{d}s \\
+ \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta(s) \cdot \left[ \frac{1}{2} \mathcal{Q}\varphi(x_1^s, \ldots, x_d^s, 1) \right] \text{d}k_s \\
+ \text{Flux}(\mathbf{x}, t, n),
\]
where, for any function \( f : \mathbb{R}^d \times (0, 1] \to \mathbb{R} \),
\[
f(x_1^t, \ldots, x_d^t, x_{d+1}^t) = \lim_{\xi \downarrow x_d^t} f(x_1^t, \ldots, x_d^t, \xi, x_{d+1}^t), \\
f(x_1^t, \ldots, x_d^t, x_{d+1}^t) = \lim_{\xi \uparrow x_d^t} f(x_1^t, \ldots, x_d^t, \xi, x_{d+1}^t),
\]
provided the limits exist and \( \text{Flux}(\mathbf{x}, t, n) \) satisfies the following properties:
- (a) If \( (\partial_{x_d} \varphi_2 - \partial_{x_d} \varphi_1)_{|x_d = b(x_1^1, \ldots, x_{d-1}^1)} \leq 0 \), then \( \text{Flux}(\mathbf{x}, t, n) \leq 0 \) and the maps \( t \mapsto \text{Flux}(\mathbf{x}, t, n), n \mapsto \text{Flux}(\mathbf{x}, t, n) \) are decreasing.
- (b) If \( (\partial_{x_d} \varphi_2 - \partial_{x_d} \varphi_1)_{|x_d = b(x_1^1, \ldots, x_{d-1}^1)} \geq 0 \), then \( \text{Flux}(\mathbf{x}, t, n) \geq 0 \) and the maps \( t \mapsto \text{Flux}(\mathbf{x}, t, n), n \mapsto \text{Flux}(\mathbf{x}, t, n) \) are increasing.

The proof of Theorem B.1 is similar to that of [40, Theorem 8.1]. The only difference is the appearance of the first-order operator \( \mathcal{Q} \). Since the argument is relatively short, we include it here for the sake of completeness. The idea in the proof is to regularize \( \varphi \) using a mollifier, integrate
by parts and then pass to the limit. In the case \( \varphi \) is also differentiable across the boundary, i.e., \( \varphi \in C^1 \), we refer the reader to [36] for another version of Tanaka formula.

**Proof of Theorem B.1.** Since the bivariate process \((x_t, k_t)\) is stopped at time \( \tau_n \), without loss of generality, we assume all the functions \( \varphi, f^i, f^{ij} \) and \( g^i \) have compact supports inside a cylinder \( \{(x^1, \ldots, x^d) < R\} \cap \{x^{d+1} > 1/R\} \) where \( R \) is much larger than \( n \).

Let \( \chi : \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R} \) be a smooth mollifier, set \( \chi_\epsilon(x) = e^{-d-1}(\epsilon^{-1}x) \) and define

\[
\varphi_\epsilon(x) = \chi_\epsilon * \varphi(x) = \int_{\mathbb{R}^d \times \mathbb{R}^+} \chi_\epsilon(x-y) \varphi(y) dy.
\]

Also, by (B.2), \( \varphi_\epsilon \) can be expressed as

\[
\varphi_\epsilon(x) = \chi_\epsilon * (1_{R^-} \varphi_1)(x) + \chi_\epsilon * (1_{R^+} \varphi_2)(x), \tag{B.4}
\]

where \( R^- = \{x^d \leq b(x^1, \ldots, x^{d-1})\} \) and \( R^+ = \{x^d \geq b(x^1, \ldots, x^{d-1})\} \). Applying Dynkin's formula gives

\[
\mathbb{E}_x[\zeta(t \wedge \tau_n) \varphi_\epsilon(x_{t \wedge \tau_n})]
\]

\[
= \zeta(0) \varphi_\epsilon(x) + \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta(s) \varphi_\epsilon(x_s) ds + \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta(s) \mathcal{L} \varphi_\epsilon(x^1_s, \ldots, x^d_s, x^{d+1}_s) ds
\]

\[+ \mathbb{E}_x \int_0^{t \wedge \tau_n} \zeta(s) Q \varphi_\epsilon(x^1_s, \ldots, x^d_s, 1) dk_s.
\]

Concerning \( \mathcal{L} \varphi_\epsilon \), in light of [40, Lemma 8.1], we readily have

\[
\int_0^{t \wedge \tau_n} \zeta(s) \mathcal{L} \varphi_\epsilon(x_s) ds
\]

\[
= \sum_{j=1}^{d+1} \int_0^{t \wedge \tau_n} \zeta(s) f^{ij}(x_s) (\chi_\epsilon * 1_{R^-} \partial_{x^{d+1}} \varphi_1)(x_s) + f^{ij}(x_s) (\chi_\epsilon * 1_{R^+} \partial_{x^{d+1}} \varphi_2)(x_s) ds
\]

\[+ \frac{1}{2} \sum_{i,j=1}^{d+1} \int_0^{t \wedge \tau_n} \zeta(s) f^{ij}(x_s) (\chi_\epsilon * 1_{R^-} \partial_{x^{d+1}} \varphi_1)(x_s) + f^{ij}(x_s) (\chi_\epsilon * 1_{R^+} \partial_{x^{d+1}} \varphi_2)(x_s)
\]

\[+ \frac{1}{2} \int_0^{t \wedge \tau_n} \zeta(s) \int_{\Gamma} (\partial_{x^i} \varphi_2 - \partial_{x^i} \varphi_1)(x_s) \chi_\epsilon(x_s - y) \sqrt{1 + |\nabla b(y)|^2} \sum_{i,j=1}^d f^{ij}(x_s) \sigma^i \sigma^j dS_t ds.
\]

In the above, \( \Gamma = \{x : x^d = b(x^1, \ldots, x^{d-1})\} \) and \( \sigma^i \) is the \( i \)-th component of the unit surface normal vector \( \sigma = (-\nabla b(x^1, \ldots, x^{d-1}), 1) / \sqrt{1 + |\nabla b(x^1, \ldots, x^{d-1})|^2} \).

Concerning \( Q \varphi_\epsilon \), we first take the derivatives on both sides of (B.4) to obtain

\[
\partial_{x^j} \varphi_\epsilon(x) = -\partial_{x^j} \chi_\epsilon * (1_{R^-} \varphi_1)(x) - \partial_{x^j} \chi_\epsilon * (1_{R^+} \varphi_2)(x)
\]

\[= \chi_\epsilon * (1_{R^-} \partial_{x^j} \varphi_1)(x) + \chi_\epsilon * (1_{R^+} \partial_{x^j} \varphi_2)(x).
\]

In the last implication above, we performed an integration by parts using the fact that \( \varphi_1 \) and \( \varphi_2 \) agree on the boundary surface \( \Gamma \). It follows that

\[
\int_0^{t \wedge \tau_n} \zeta(s) Q \varphi_\epsilon(x_s) ds
\]

\[= \sum_{j=1}^{d+1} \int_0^{t \wedge \tau_n} \zeta(s) g^{ij}(x_s) (\chi_\epsilon * 1_{R^-} \partial_{x^{d+1}} \varphi_1)(x_s) + g^{ij}(x_s) (\chi_\epsilon * 1_{R^+} \partial_{x^{d+1}} \varphi_2)(x_s) dk_s.
\]

(B.7)
Combining (B.7) with (B.5) and (B.6), since all functions therein are compactly supported and \(dk_s \geq 0\), we obtain by virtue of the Dominated Convergence Theorem as \(\epsilon \to 0\)

\[
E_x [\zeta(t \wedge \tau_n) \varphi(x_{t \wedge \tau_n})] - \zeta(0) \varphi(x) - E_x \int_0^{t \wedge \tau_n} \zeta'(s) \varphi(x_s) ds \\
- E_x \int_0^{t \wedge \tau_n} \zeta(s) \cdot \left[ \frac{1}{2} \mathcal{L} \varphi(x_s^1, \ldots, (x_s^d)^+, z_s) + \frac{1}{2} \mathcal{L} \varphi(x_s^1, \ldots, (x_s^d)^-, x_s^{d+1}) \right] ds \\
- E_x \int_0^{t \wedge \tau_n} \zeta(s) \cdot \left[ \frac{1}{2} \mathcal{Q} \varphi(x_s^1, \ldots, (x_s^d)^+, 1) + \frac{1}{2} \mathcal{Q} \varphi(x_s^1, \ldots, (x_s^d)^-, 1) \right] d k_s \\
= \lim_{\epsilon \to 0} \frac{1}{2} \int_0^{t \wedge \tau_n} \zeta(s) \left( \partial_{x^d} \varphi_1 - \partial_{x^d} \varphi_1 \right)(x_s) \chi_t(x_s - y) \sqrt{1 + |\nabla b(y)|^2} \sum_{i,j=1}^d f^{ij}(x_s) \sigma^i \sigma^j d S_t ds \\
=: \text{Flux}(x, t, n),
\]

which establishes formula (B.3).

Concerning \(\text{Flux}(x, t, n)\), we recall that the matrix \((f^{ij}) = AA^T\) is non-negative so that

\[
\chi_t(x_s - y) \sqrt{1 + |\nabla b(y)|^2} \sum_{i,j=1}^d f^{ij}(x_s) \sigma^i \sigma^j d S_t \geq 0.
\]

Combining with \(\zeta(s) \geq 0\), it follows that \(\text{Flux}(x, t, n)\) satisfies the claimed properties.  

\[\square\]

**Appendix C. Proof of auxiliary results**

**Proof of Lemma 5.10.** Let \(\psi \in C(\mathbb{R}^2)\) be an averaging Lyapunov function corresponding to \(\mathcal{A}\) satisfying \(\psi = o(\varphi_1)\) as \(r \to \infty\) and (5.41) for some \(C_1, \epsilon > 0\). In view of (8.2), \(\varphi_1\) satisfies

\[
E_{(U,V)} \varphi_1(U_{t \wedge \tau_n}, V_{t \wedge \tau_n}) \leq \varphi_1(U, V) + E_{(U,V)} \int_0^{t \wedge \tau_n} -c_1 r_s^{p_1+1} + c_2 ds,
\]

for all \(n \in \mathbb{N}, t \geq 0, (U, V) \in \mathbb{R}^2\). In the above, for a slightly abuse of notation, we set \(r_t := \sqrt{U_t^2 + V_t^2}\). By Remark 5.9, any positive scalar multiple of \(\psi\) is also an averaging Lyapunov function. In particular, we note that the function

\[
\hat{\psi}(U, V) = \varphi_1(U, V) + \frac{\epsilon}{\sigma} \psi(U, V),
\]

(C.1)

is bounded below by some constant \(-K < 0\) and satisfies the inequality for some constants \(c_1, c_2 > 0\)

\[
-K \leq E_{(U,V)} \hat{\psi}(U_{t \wedge \tau_n}, V_{t \wedge \tau_n}) \leq \hat{\psi}(u, v) + E_{(U,V)} \int_0^{t \wedge \tau_n} -c_1 r_s^{1+p_1} + \frac{c_2 C_1}{\epsilon} U_s ds \quad \text{(C.2)}
\]

for all \(t \geq 0, n \in \mathbb{N}\) and \((u, v) \in \mathbb{R}^2\). Note by the monotone and dominated convergence theorems, we can take \(n \to \infty\) to see that, for any \(t > 0\),

\[
-\frac{K}{t} \leq \frac{\hat{\psi}(U, V)}{t} + t^{-1} E_{(U,V)} \int_0^t -c_1 r_s^{p_1+1} + \frac{c_2 C_1}{\epsilon} U_s ds.
\]

Since \(r^{p_1+1} \in L^1(\mu)\), it follows that \(U \in L^1(\mu)\). Upon taking \(t \to \infty\) in the above, we find that by Birkhoff’s ergodic theorem

\[
\int_{\mathbb{R}^2} -c_1 r^{p_1+1} + \frac{c_2 C_1}{\epsilon} U dU dV \geq 0,
\]

whence

\[
\mu(U) = \int_{\mathbb{R}^2} U \mu(U) dU dV \geq \frac{c_1}{c_2 C_1} \int_{\mathbb{R}^2} r^{p_1+1} \mu(U) dU dV > 0.
\]

The proof is thus complete.  

\[\square\]
Proof of Lemma 6.4. Fix \( \eta_s > 0 \). In view of [39, Proof of Lemma 7.4], \( G(\eta, s) \) admits the following explicit representation
\[
G(\eta, s) = \frac{\int_0^\infty t^{a-1}e^{-t^2/2} \cos(\sqrt{b}\eta t)dt}{\int_0^\infty t^{a-1}e^{-t^2/2} \cos(\sqrt{b}\eta t)dt},
\]
where \( a = \frac{s}{h+3/2} \in (0, 1), \quad b = \frac{h+3/2}{\kappa_2} > 0, \quad (C.3) \)
and its derivatives with respect to \( \eta \) can be expressed as
\[
G'(\eta, s) = -\sqrt{b} \int_0^\infty t^{a-1}e^{-t^2/2} \sin(\sqrt{b}\eta t)dt, \quad (C.4)
\]
and \( G''(\eta, s) = -b \int_0^\infty t^{a+1}e^{-t^2/2} \cos(\sqrt{b}\eta t)dt, \quad (C.4) \)

We first show that the above denominator is always positive. Indeed, we note that the function \( t^{(a-1)/2}e^{-t/2} \) is completely monotone \([68]\) and by Hausdorff–Bernstein–Widder theorem, there exists a non-negative measure \( \nu \) on \([0, \infty)\) such that for \( t > 0, \)
\[
t^{a-1} e^{-t/2} = \int_0^\infty e^{-tx} \nu(dx).
\]
We thus obtain the expression
\[
\int_0^\infty t^{a-1} e^{-t^2/2} \cos(\omega t)dt = \int_0^\infty \int_0^\infty e^{-t^2 x} \nu(dx) \cos(\omega t)dt.
\]
We aim to use Fubini theorem to switch the order of integration. To do so, we note that since \( 0 < a < 1, \)
\[
\int_0^\infty \int_0^\infty e^{-t^2 x} \nu(dx)dt = \int_0^\infty t^{a-1} e^{-t^2/2}dt < \infty.
\]
It follows that for every \( \omega \in \mathbb{R}, \)
\[
\int_0^\infty t^{a-1} e^{-t^2/2} \cos(\omega t)dt = \int_0^\infty \int_0^\infty e^{-t^2 x} \nu(dx) \cos(\omega t)dt
= \int_0^\infty \int_0^\infty e^{-t^2 x} \cos(\omega t)dt \nu(dx)
= \int_0^\infty \frac{\sqrt{\pi}}{x} e^{-\omega^2/4x} \nu(dx) > 0.
\]

To prove (6.16), we note that (C.5) implies that \( G(\eta, s) \) is decreasing for \( \eta \in [0, \eta_s], \) and by symmetry, is increasing on \( \eta \in [-\eta_s, 0]. \) We thus conclude that \( \eta G'(\eta, \beta_i) \leq 0. \)

With regards to the growth rates of \( G \) and its derivatives, in light of [62, Section 12.9] and recalling \( \eta_s = C\sqrt{\kappa_2} \) as in (5.16), it holds that
\[
\int_0^\infty t^{a-1} e^{-t^2/2} \cos(\sqrt{b}\eta_s t)dt \sim \Gamma(a) \cos(a\pi/2) \frac{1}{(\sqrt{b}\eta_s)^{a+1}}, \quad \text{as} \quad \sqrt{b}\eta_s = \sqrt{h+3/2} C \to \infty.
\]
The bounds (6.16), (6.18) and (6.19) now follow from the above asymptotics together with formulas (C.3) and (C.4). This finishes the proof.

\[\square\]
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