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Abstract

Discrete Optimal Transport problems give rise to very large linear programs (LP) with a particular structure of the constraint matrix. In this paper we present an interior point method (IPM) specialized for the LP originating from the Kantorovich Optimal Transport problem. Knowing that optimal solutions of such problems display a high degree of sparsity, we propose a column-generation-like technique to force all intermediate iterates to be as sparse as possible. The algorithm is implemented nearly matrix-free. Indeed, most of the computations avoid forming the huge matrices involved and solve the Newton system using only a much smaller Schur complement of the normal equations. We prove theoretical results about the sparsity pattern of the optimal solution, exploiting the graph structure of the underlying problem. We use these results to mix iterative and direct linear solvers efficiently, in a way that avoids producing preconditioners or factorizations with excessive fill-in and at the same time guaranteeing a low number of conjugate gradient iterations. We compare the proposed sparse IPM method with a state-of-the-art solver and show that it can compete with the best network optimization tools in terms of computational time and memory usage. We perform experiments with problems reaching more than a billion variables and demonstrate the robustness of the proposed method.
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1 Introduction

Interior point methods (IPMs) are among the most efficient optimization solvers for linear programs and are often able to outperform their competitors when it comes to very large problems. They rely on the solution of a linear system to compute the Newton direction that allows to find the next approximation and often employ iterative Krylov methods with a proper preconditioner (e.g. [3, 5, 8, 13, 25, 33]). They are well suited for the solution of problems with some underlying structure that allows for a simplified formulation and efficient preconditioning (e.g. [6, 7, 14, 17]); they have been used in combination with column-generation approaches (see e.g. [16]) to solve problems with many more variables than constraints; they can be formulated in a matrix-free way for
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solving very large problems (e.g. [12, 15]) and they have been used to solve a variety of sparse approximation problems (e.g. [10]).

Linear programs arising from discrete Optimal Transport (OT) possess many of the attractive characteristics (see e.g. [27]): they can have an extremely large number of variables, but relatively few constraints and as a consequence of this, their optimal solution is extremely sparse; they have a very particular constraint matrix with a Kronecker structure which leads to a simplified formulation of the normal equations; they need to be dealt with in a matrix-free way, to avoid forming the huge, very sparse and highly structured constraint matrix.

Linear programs with many more variables than constraints are well suited to be solved using a column-generation approach (see e.g. [23, 31, 32]). In this paper, we propose a hybrid interior point-column generation method for general purpose discrete optimal transport problems: it is highly specialized and exploits the structure of the underlying problem and the known properties of the optimal solution to efficiently mix iterative and direct solvers for the Newton linear system. It is implemented without ever forming the constraint matrix, but only accessing it via matrix-vector products, exploiting its Kronecker structure; the only matrix that is formed is the much smaller Schur complement of the normal equations. The method uses a specialized sparse linear algebra in order to tackle problems of very large dimension.

In particular, the normal equations within the IPM are further reduced to the Schur complement and then solved either with the Conjugate Gradient (CG) method [19] or with a general sparsity-exploiting Cholesky factorization [14]. This is possible because the fill-in of the Cholesky factor of the Schur complement gets smaller and smaller when the IPM approaches optimality; this is rigorously proven using the graph interpretation of the OT problem and confirmed by extensive computational evidence. Moreover, the proposed theoretical result allows to characterize some non-trivial chordal sparsity patterns in a new way.

Many methods have been designed for solving OT problems, see e.g. [2, 9, 11, 18, 22, 24, 28] and the comprehensive summary [29]. A similar idea to the one proposed here, where a sparse version of IPM is used to solve optimal transport problems, was recently proposed in [34], for a particular subset of OT problems. The strengths of the algorithm proposed in this paper, compared to the previously mentioned approaches, are:

- Very general formulation, able to deal with many types of problems; indeed, the sparse IPM is tested on a large and varied collection of problems.
- Adaptability to multiple cost functions, while other methods are often specialized only to one particular metric.
- A highly specialized strategy to solve linear systems, which allows for lower and scalable requirements, both for time and memory.

The proposed IPM implementation is compared with the IBM ILOG Cplex network simplex solver [1, 4, 26], which is a highly optimized commercial software that has been shown to be very fast and reliable when dealing with OT problems. The computational experiments are performed on the DOTmark collection of images [29], considering cost functions given by the 1–norm, 2–norm and ∞–norm; they show that the proposed method requires less time and less memory than Cplex, while finding a very accurate solution. We performed tests
with extremely large problems, with up to 4.3 billion variables and show that the proposed method is scalable both in terms of computational time and memory requirements.

The rest of the paper is organized as follows: in Section 2 we introduce the discrete optimal transport problem formulation; in Section 3 we present the sparse interior point method in all its key features; in Section 4 we analyze the structure of the normal equations and introduce the mixed iterative-direct approach for their solution; in Section 5 we present the test problems and show the computational results.

1.1 Notation

We denote by $\text{vec} (\cdot)$ the operator that takes a $k_1 \times k_2$ matrix and reshapes it column-wise into a $k_1k_2$ vector. We use the notation $\lceil x \rceil$ for the ceiling function, i.e. the smallest integer larger than or equal to $x$.

We define the special modulo function $(x \, \text{mods} \, k)$ as

$$(x \, \text{mods} \, k) = \begin{cases} (x \mod k) & \text{if } (x \mod k) \neq 0 \\ k & \text{if } (x \mod k) = 0 \end{cases}.$$ 

We denote by $I_k$ and $e_k$ respectively the identity matrix and the vector of all ones of size $k$. We denote by $\mathbb{R}^k_+$ the set of $k-$vectors with nonnegative components.

2 From optimal transport to optimization

Below we recall the Kantorovich formulation [21] of the discrete Optimal Transport problem: given a starting vector $a \in \mathbb{R}_m^+$ and a final vector $b \in \mathbb{R}_n^+$, such that $\sum a_j = \sum b_j$, find a coupling matrix $P$ inside the set

$$U(a, b) = \{ P \in \mathbb{R}^{m \times n}_+, \quad Pe_n = a, \quad P^T e_m = b \}$$

that is optimal with respect to a certain cost matrix $C \in \mathbb{R}^{m \times n}_+$; i.e. find the solution of the following optimization problem

$$\min_{P \in U(a, b)} \sum_{i,j} C_{ij} P_{ij}. \quad (1)$$

We can interpret this OT problem as minimizing the cost of moving some mass in the configuration $a$ into the configuration $b$: $C_{ij}$ gives the cost of moving a unit of mass from $a_i$ to $b_j$ and the optimal solution $\hat{P}_{ij}$ tells us how much we should move from $a_i$ to $b_j$. The constraints given by the set $U(a, b)$ impose three conditions: we only move positive quantities of mass; we ensure that from each bin $i$ of configuration $a$, we move out exactly a quantity $a_i$ overall; we ensure that for each bin $j$ of configuration $b$, we move in exactly a quantity $b_j$ overall.

In practice, the 'mass' of $a$ and $b$ could be anything, from a probability distribution to actual physical quantities that need to be moved. If the cost matrix $C$ is chosen appropriately (see e.g. [27] Proposition 2.2), then the optimal
solution of \(\text{(1)}\) defines a distance between \(a\) and \(b\), called the \(q\)-Wasserstein distance:

\[
W_q(a, b) = \left( \sum_{i,j} C_{ij} \hat{P}_{ij} \right)^{1/q}.
\]  

(2)

### 2.1 Kantorovich linear program

We can rewrite the optimization problem \(\text{(1)}\) as a standard Linear Program (LP):

\[
\begin{align*}
\min_{p \in \mathbb{R}^{mn}} & \quad c^T p \\
\text{s.t.} & \quad [e_n^T \otimes I_m] p = [a] = f \\
& \quad [I_n \otimes e_m^T] p = [b] = f \\
& \quad p \geq 0,
\end{align*}
\]  

(3)

where \(\otimes\) denotes the Kronecker product and \(c \in \mathbb{R}^{mn}\) and \(p \in \mathbb{R}^{mn}\) are the vectorized versions of \(C\) and \(P\) respectively, \(c = \text{vec}(C)\) and \(p = \text{vec}(P)\).

The matrix of constraints in \(\text{(3)}\) has the following structure

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & \ldots \\
1 & 1 & 1 & 1 & 1 & \ldots \\
1 & 1 & 1 & 1 & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
1 & 1 & 1 & 1 & 1 & \ldots \\
\end{bmatrix}
\]

If we call it

\[
A = \begin{bmatrix}
A_1 \\
A_2
\end{bmatrix} = \begin{bmatrix}
e_n^T \otimes I_m \\
I_n \otimes e_m^T
\end{bmatrix},
\]  

(4)

then \(A_1\) is an operator that computes the sum of the entries of the rows of \(P\), while \(A_2\) computes the sum of the entries of the columns. Notice that matrix \(A\) is rank deficient by 1.

These operators can be applied in a matrix-free way. Recall the following properties of the Kronecker product [20]:

\[
(Q \otimes R)^T = Q^T \otimes R^T,
\]

\[
(Q \otimes R)x = \text{vec}(RXQ^T),
\]

where \(\text{vec}(X) = x\). Then, we can apply matrices \(A_1, A_2, A_1^T\) and \(A_2^T\) to a vector as follows:

\[
A_1 x = (e_n^T \otimes I_m)x = \text{vec}(I_m X e_n) = X e_n,
\]

\[
A_2 x = (I_n \otimes e_m^T)x = \text{vec}(e_m^T X I_n) = X^T e_m,
\]

\[
A_1^T u = (e_n \otimes I_m)u = \text{vec}(I_m u e_n^T) = \text{vec}(ue_n^T),
\]

\[
A_2^T w = (I_n \otimes e_m)w = \text{vec}(e_m w^T I_n) = \text{vec}(e_m w^T),
\]

where \(x \in \mathbb{R}^{mn}, X \in \mathbb{R}^{m \times n}, u \in \mathbb{R}^m, w \in \mathbb{R}^n\). Notice that the matrices involved \(X, u e_n^T\) and \(e_m w^T\) are all of dimension \(m \times n\), and thus much smaller than matrix \(A\).
2.2 Graph formulation

We can reformulate the optimal transport problem as a minimum cost flow problem over a bipartite graph: we have $m$ source nodes, each one with an output $a_i$, connected to $n$ sink nodes, each requiring an input $b_j$. The incidence matrix of such a graph is very similar to the constraint matrix $A$:

$$
\begin{bmatrix}
I_n \otimes e_m^T \\
-e_n^T \otimes I_m
\end{bmatrix}.
$$

A known result of the optimal solution of an optimal transport problem is that the bipartite graph corresponding to the optimal flow, where we have removed the edges corresponding to zero flows, is acyclic (see e.g. [27, Proposition 3.4]). In particular, this implies that there cannot be more than $m + n - 1$ nonzero entries in the optimal solution $\hat{P}$.

Figure 1 shows a small example of discrete optimal transport and the corresponding bipartite graph formulation: the problem is to move the red configuration (on the left) onto the blue configuration (on the top), where the cost is given by the physical distance between the bins of the histogram.

3 Interior point method for optimal transport

Problem (3) is a standard linear program, that can be solved using an interior point method [35]. However, the constraint matrix can be extremely large for large values of $m$ and $n$: indeed, the number of variables is $m \cdot n$ and the number of constraint is $m + n$. A linear program with such a structure of the constraint matrix is well suited to be solved by a column generation approach (see e.g. [16, 23, 31, 32]). We propose a method that mixes these two techniques: an interior point method that keeps the iterates sparse at each iteration and updates the list of variables that are allowed to be non-zero in a similar way to the column generation method. We use the term support for this list of presumed "basic" variables, to avoid confusion with the notion of basis in the simplex and IPM communities.
With this mixed approach, we take advantage of the speed and accuracy of a second order method, while keeping the linear algebra operations cheap thanks to the use of sparse vectors.

3.1 Interior point method

In an oversimplified interpretation (see \[35\] for more details), an interior point method solves problem \((3)\) by adding a logarithmic barrier to enforce the non-negativity constraint, to obtain the Lagrangian:

\[\mathcal{L}(p,y,\mu) = c^T p - y^T (Ap - f) - \mu \sum_{i=1}^{mn} p_i,\]

where the parameter \(\mu\) is slowly driven to zero during the IPM iterations.

At each IPM iteration, one step of the Newton method is performed; the linear system which needs to be solved is

\[
\begin{bmatrix}
A & 0 & 0 \\
0 & A^T & I_{mn} \\
S & 0 & P
\end{bmatrix}
\begin{bmatrix}
\Delta p \\
\Delta y \\
\Delta s
\end{bmatrix}
= \begin{bmatrix}
r_1 \\
r_2 \\
r_3
\end{bmatrix}
= \begin{bmatrix}
f - Ap \\
c - A^T y - s \\
\sigma \mu e_{mn} - PSe_{mn}
\end{bmatrix}.
\]

When reduced to the normal equations approach, it takes the form

\[A\Theta A^T \Delta y = r_1 + A\Theta(r_2 - P^{-1}r_3)\]

where \(\Theta = \text{diag}(\theta)\) is a diagonal matrix; its entries are \(\theta_j = p_j/s_j\), \(s\) being the dual slack variable associated with the LP \((3)\). \(P = \text{diag}(p)\) and \(S = \text{diag}(s)\). \(\sigma\) is a parameter responsible for the reduction of \(\mu\).

Notice that the linear system \((7)\) is of dimension \((m+n)\) and thus much smaller than \((3)\), that is of dimension \((m+n+2mn)\). However, \((7)\) contains blocks that would be fully dense, as will be demonstrated in Section 3.3. Moreover, the IPM needs to work with many vectors of size \(m \cdot n\), which requires excessive storage for large values of \(m\) and \(n\).

3.2 Sparse IPM

It has been observed (see e.g. [15]) that the entries of matrix \(\Theta\) can be divided in two groups: for "basic" indices \(j \in B\), for which \(p_j \rightarrow \hat{p}_j > 0\), \(\theta_j\) becomes very large as the IPM approaches convergence; for the "nonbasic" indices \(j \in N\), such that \(p_j \rightarrow \hat{p}_j = 0\), \(\theta_j\) becomes very small. Moreover, in the non-degenerate case, the optimal solution \(\hat{p}\) is expected to have only \(m + n - 1\) non-zeros, out of \(m \cdot n\) entries: in the common scenario where \(m = n\), this means that the density of the optimal solution decreases as \(1/m\) and that at optimality most entries of \(\theta\) are close to zero, and only a small fraction of them is large.

We can exploit these properties to derive a sparse interior point method, based on the developments of the column generation techniques. In the algorithm that we propose, each iteration is comprised by two phases: an IPM phase on the reduced problem and an update phase.

In the IPM phase, we apply a standard IPM to a reduced form of the problem. We start from a vector index, that contains the indices of the support, i.e. of the variables that are allowed to attain nonzero values; entries \(p_j\) and...
that are not in the index vector are forced to be zero and the same applies to the components of the Newton direction, since we are not updating these components. We define as \( p_{\text{red}} \) and \( s_{\text{red}} \) the reduced \( p \) and \( s \) vectors that contain only the nonzero components. The logarithmic barrier is applied only to the set of variables defined by the index vector and the complementarity measure \( \mu \) is thus computed as

\[
\mu = \frac{(p_{\text{red}}^T s_{\text{red}})}{\psi},
\]

where \( \psi = |\text{index}| \). If we call \( A_{\text{red}} \) the submatrix of \( A \) obtained considering only the columns in \( \text{index} \), then the linear system to solve becomes

\[
\begin{bmatrix}
A_{\text{red}} & 0 & 0 \\
0 & A_{\text{red}}^T & I_{\psi} \\
S_{\text{red}} & 0 & P_{\text{red}}
\end{bmatrix}
\begin{bmatrix}
\Delta p_{\text{red}} \\
\Delta y \\
\Delta s_{\text{red}}
\end{bmatrix}
= \begin{bmatrix}
r_1 \\
r_2_{\text{red}} \\
r_3_{\text{red}}
\end{bmatrix}
= \begin{bmatrix}
f - A_{\text{red}} p_{\text{red}} \\
c_{\text{red}} - A_{\text{red}}^T y - s_{\text{red}} \\
\sigma \mu e - P_{\text{red}} S_{\text{red}} e_{\psi}
\end{bmatrix}.
\] (8)

The normal equations matrix takes the same form as in (7); indeed \( A_{\text{red}} \Theta_{\text{red}} A_{\text{red}}^T \) = \( A \Theta A^T \), because \( \Theta \) coincides with \( \Theta_{\text{red}} \) on the indices in \( \text{index} \) and is zero elsewhere. However, the matrix is much sparser than before.

In the update phase, we update the vector \( \text{index} \) and expand or reduce the support; this can happen in two ways:

- We add variables to the support according to their reduced cost \( c - A^T y \); if any of them is negative, the variables with the most negative reduced cost are added to the support. The new entries are initialized with \( (p_{\text{red}})_{j} = (s_{\text{red}})_{j} = \sqrt{\mu} \), in order to maintain the overall complementarity measure unaltered.
- We remove variables based on the value of \( p_{\text{red}} \); if \( (p_{\text{red}})_{j} \) is smaller than a certain threshold when the IPM is near convergence, we assume that this component should not belong to the support and remove it.

In order to not perturb too much the IPM algorithm, only \( m \) variables are allowed to enter or leave the support at every iteration. In practice, in the first iterations of IPM many variables enter the support, while no entry of \( p \) is small enough to leave it; in the late phase of IPM instead many variables leave the support, while almost no index is added to it.

The initial vector \( \text{index} \) can be chosen in many ways according to heuristics that try to capture the sparsity pattern of the optimal solution. A simple approach is to include in the initial support the entries that correspond to a small cost \( c_{j} \), according to a predetermined threshold, since the optimal solution will try to allocate as much mass as possible in these low-cost variables. We know that the optimal support should include only \( n + m - 1 \) entries, but at the beginning we choose the vector \( \text{index} \) with a larger number of entries, usually between three and ten times more than the optimal solution.

3.2.1 Pricing method

In order to update the support, we need to compute the full reduced cost vector \( c - A^T y \); if \( m \) and \( n \) are large, this can be very expensive. To reduce the cost of this operation, we propose a heuristic pricing approach. Notice the following

\[
(c - A^T y)_j = c_j - y^T a_j = c_j - y_{k1j} - y_{k2j},
\]
where $a_j$ is the $j$-th column of $A$ and $k_{1j}$ and $k_{2j}$ are defined as

$$k_{1j} = (j \mod m), \quad k_{2j} = \left\lfloor \frac{j}{m} \right\rfloor.$$  

We make the assumption that a large portion of the smallest (most negative) reduced costs correspond to small values of $c_j$; the accuracy of this statement depends on the values attained by the Lagrange multiplier $y$, but we observed in practice that it is true in most of the iterations. Therefore, before starting the IPM algorithm, we can compute a subset of indices $J$, such that if $j \in J$, $c_j < C_{\text{max}}$, for some fixed value $C_{\text{max}}$, and the corresponding indices $k_{1j}$ and $k_{2j}$. Then, during the update phase, we can quickly compute the subset of the entries of the reduced cost vector corresponding to the indices in $J$ and use only these to update the support. Of course, this method misses some of the variables to be added; thus, after a certain number of IPM iterations where we use this method, we should compute the full vector of reduced costs. In this way, we keep the low cost of a single IPM iteration, but we likely increase the number of iterations required. The number of consecutive iterations in which we use the heuristic needs to be chosen carefully: we would like it to be large, to reduce the computational cost as much as possible, but if it is too large we risk performing useless iterations, since the next update with the full reduced costs might change drastically the support. Numerical evidence suggests that the reduced costs should be refreshed every 3 or 4 IPM iterations.

Algorithm SparseIPM summarizes the method just described.

**Algorithm SparseIPM**

**Input:** $m$, $n$, $f = [a^T \ b^T]^T$, $c$, index

Initialize $p_0^\text{red}$, $y_0$, $s_0^\text{red}$

1: while $\max \left(\frac{\|r_1\|_1}{\|f\|_1}, \frac{\|r_{\text{red}}\|_1}{\|\Theta_\text{red}\|_1}, \mu\right) > \text{tol}$ do

2: $r_1 = f - A_{\text{red}}p_\text{red}$

3: $r_{\text{red}} = c_{\text{red}} - A_{\text{red}}^Ty - s_{\text{red}}$

4: $\mu = (p_{\text{red}}^Ts_{\text{red}})/\psi$

5: Choose $\sigma$ and compute $r_{3_{\text{red}}} = \sigma \mu e_\psi - P_{\text{red}}S_{\text{red}}e_\psi$

6: Compute Newton direction $(\Delta p_{\text{red}}, \Delta y, \Delta s_{\text{red}})$ by solving (8)

7: Compute stepsizes $\alpha_p$ and $\alpha_s$

8: $p_{\text{red}} \leftarrow p_{\text{red}} + \alpha_p \Delta p_{\text{red}}$

9: $y \leftarrow y + \alpha_s \Delta y$

10: $s_{\text{red}} \leftarrow s_{\text{red}} + \alpha_s \Delta s_{\text{red}}$

11: Perform pricing, with heuristic or full reduced costs

12: Update index, $p_{\text{red}}$, $s_{\text{red}}$

13: end while

### 3.3 Structure of the normal equations matrix

The normal equations matrix in (7) takes the form

$$A\Theta A^T = \begin{bmatrix} M & V \\ V^T & N \end{bmatrix}$$  

(9)
where \( V \in \mathbb{R}^{m \times n} \), \( \text{vec}(V) = \theta \), \( M \in \mathbb{R}^{m \times m} \) and \( N \in \mathbb{R}^{n \times n} \) are diagonal and
\[
M_{ii} = \sum_{t=0}^{n-1} \theta_{i+t m}, \quad i = 1, \ldots, m, \quad N_{jj} = \sum_{t=1}^{m} \theta_{(j-1)m+t}, \quad j = 1, \ldots, n.
\]

To see this, notice that
\[
A\Theta A^T = \begin{bmatrix} A_1 \Theta A_1^T & A_2 \Theta A_2^T \\ A_2 \Theta A_1^T & A_2 \Theta A_2^T \end{bmatrix}.
\]

Let us compute the \((1,1)\) term.
\[
(A_1 \Theta A_1^T)_{ij} = \sum_{k=1}^{mn} (A_1)_{ik} (A_1)_{jk} \theta_k.
\]

Given the structure of \( A_1 \) in (4), the only nonzero terms in the summation are obtained if \( i = j = (k \mod m) \); in this case \( (A_1)_{ik} = (A_1)_{jk} = 1 \) and we obtain
\[
(A_1 \Theta A_1^T)_{ij} = \delta_{ij} \sum_{t=0}^{n-1} \theta_{j+t m},
\]
where \( \delta_{ij} \) is the Kronecker delta. Similarly, we can compute the \((2,2)\) term
\[
(A_2 \Theta A_2^T)_{ij} = \sum_{k=1}^{mn} (A_2)_{ik} (A_2)_{jk} \theta_k.
\]

In this case, the nonzero terms are given by \( i = j = [k/m] \). Therefore
\[
(A_2 \Theta A_2^T)_{ij} = \delta_{ij} \sum_{t=1}^{m} \theta_{(j-1)m+t}.
\]

Let us now compute the off-diagonal terms
\[
(A_1 \Theta A_2^T)_{ij} = \sum_{k=1}^{mn} (A_1)_{ik} (A_2)_{jk} \theta_k.
\]

For any combination of \( i \) and \( j \), there is only one value of \( k \) that produces a nonzero coefficient in the summation, so
\[
(A_1 \Theta A_2^T)_{ij} = \theta_{k(i,j)},
\]
where \( k(i,j) \) is identified by \( i = (k \mod m) \) and \( j = [k/m] \). With this in mind, it should be clear that
\[
\text{vec}(A_1 \Theta A_2^T) = \theta.
\]

As an example, if \( m = 2 \) and \( n = 3 \), the normal equations matrix would take the following form
\[
\begin{bmatrix}
\theta_1 + \theta_3 + \theta_5 & 0 & \theta_1 & \theta_3 & \theta_5 \\
0 & \theta_2 + \theta_4 + \theta_6 & \theta_2 & \theta_4 & \theta_6 \\
\theta_1 & \theta_2 & \theta_1 + \theta_2 & 0 & 0 \\
\theta_1 & \theta_4 & 0 & \theta_3 + \theta_4 & 0 \\
\theta_1 & \theta_6 & 0 & 0 & \theta_5 + \theta_6
\end{bmatrix}.
\]
Notice the meaning of matrices $M$ and $N$:

$$V e_n = M e_m, \quad V^T e_m = N e_n. \quad (10)$$

i.e. $M_{kk}$ is the sum of row $k$ of $V$, while $N_{kk}$ is the sum of column $k$ of $V$.

In a standard IPM, matrix $V$ would be completely dense, since the entries $\theta_j$ are all strictly positive. In the sparse version of IPM instead most entries of $\theta$ are exactly zero, making matrix $V$ extremely sparse.

4 Solution of the normal equations

To solve a linear system involving matrix $(9)$, we can use the Schur complement approach: the solution of

$$\begin{bmatrix} M & V \\ V^T & N \end{bmatrix} \begin{bmatrix} \alpha_1 \\ \alpha_2 \end{bmatrix} = \begin{bmatrix} \beta_1 \\ \beta_2 \end{bmatrix}$$

is given by either

$$\alpha_1 = S_N^{-1}(\beta_1 - VM^T \beta_2), \quad \alpha_2 = N^{-1}(\beta_2 - V^T \alpha_1),$$

or

$$\alpha_2 = S_M^{-1}(\beta_2 - VT M^{-1} \beta_1), \quad \alpha_1 = M^{-1}(\beta_1 - V \alpha_2),$$

where $S_N = M - VN^{-1} V^T$ and $S_M = N - V^T M^{-1} V$ are the two Schur complements. This approach is convenient in this case since matrices $M$ and $N$ are diagonal and thus very easy to invert. Notice that both Schur complements are rank deficient by 1, but this is not a problem in practice: both iterative methods and direct solvers can deal with singular matrices by solving the corresponding least squares problem.

Let us analyze $S_M$: if we sum the rows of matrix $V^T M^{-1} V$ we obtain, exploiting $(10)$:

$$V^T M^{-1} V e_n = V^T M^{-1} M e_m = V^T e_m = N e_n.$$

The Schur complement $S_M$ is equal to matrix $N$ minus the previous matrix.

Therefore

$$|(S_M)_{kk}| - \sum_{i \neq k} |(S_M)_{ki}| = |N_{kk} - (V^T M^{-1} V)_{kk}| - \sum_{i \neq k} |(V^T M^{-1} V)_{ki}|$$

$$= N_{kk} - (V^T M^{-1} V)_{kk} - \sum_{i \neq k} (V^T M^{-1} V)_{ki}$$

$$= N_{kk} - \sum_{i=1}^n (V^T M^{-1} V)_{ki}$$

$$= N_{kk} - (V^T M^{-1} V e_n)_k = 0. \quad (11)$$

This means that the Schur complement $S_M$ is weakly diagonally dominant.

If we consider the other Schur complement $S_N = M - VN^{-1} V^T$, then

$$VN^{-1} V^T e_m = VN^{-1} N e_n = V e_n = M e_m$$

and we conclude similarly that

$$|(S_N)_{kk}| - \sum_{i \neq k} |(S_N)_{ki}| = 0. \quad (12)$$
4.1 Sparsity pattern of the Schur complement

We use results from graph theory to study the sparsity pattern of the Schur complement. Given a set of nodes \( N \) and edges \( E \), we call adjacency matrix of the undirected graph \( G(N, E) \) a symmetric matrix \( A \) such that \( A_{ij} \neq 0 \) if there exists an edge between nodes \( i \) and \( j \).

An undirected graph is chordal if every cycle of length greater than three has a chord, i.e. an edge between two non-consecutive nodes in the cycle. We say that the sparsity pattern of a matrix is chordal if the matrix can be interpreted as the adjacency matrix of a chordal graph. The following Theorem relates chordal graphs and positive definite matrices.

**Theorem 1.** A sparsity pattern \( S \) is chordal if and only if for every positive definite matrix with sparsity pattern \( S \) there exists a symmetric permutation of its rows and columns that produces a Cholesky factor with zero fill-in.

**Proof.** See [30, Theorem 9.1].

An undirected bipartite graph has an adjacency matrix of the kind

\[
A = \begin{bmatrix} 0 & M \\ MT & 0 \end{bmatrix}
\]

(13)

where \( M \) is called the biadjacency matrix. Equivalently, given any matrix \( M \), we can build a corresponding bipartite graph for which \( M \) is its biadjacency matrix.

The following result is important for the matrices considered in this paper:

**Theorem 2.** Given a matrix \( M \) for which the corresponding bipartite graph is acyclic, \( MM^T \) and \( M^T M \) have chordal sparsity patterns.

**Proof.** Let us call \( N_0 \) and \( N_0' \) the two groups of nodes in the bipartite graph; we call this graph the primary graph and indicate it as \( PG(N_0, N_0', E_0) \). This graph is acyclic by hypothesis: a trivial property of acyclic graphs is that, if there are \( t \) nodes, there cannot be more than \( t - 1 \) edges.

Since it is a bipartite graph, we can construct its adjacency matrix as in (13).

We notice that \( A^2 \) has two nonzero blocks

\[
A^2 = \begin{bmatrix} MM^T & 0 \\ 0 & M^T M \end{bmatrix}
\]

A known fact is that \( A^2 \) tells us which nodes are connected by paths of length two; in this case, it is possible only if both nodes belong to \( N_0 \) or to \( N_0' \), thus explaining the structure of \( A^2 \).

Let us focus on the first of the two blocks \( MM^T \). We can build a secondary graph using only the nodes \( N_0 \); two nodes are connected by an edge in the secondary graph if there is a path of length two between them in the primary graph. We denote the secondary graph as \( SG(N_0, E_2) \), where the subscript 2 indicates that the edges correspond to 2-paths in \( PG \). Notice that \( MM^T \) has the same sparsity pattern as the adjacency matrix of \( SG \).

Figure 2 shows an example of an acyclic primary graph and the corresponding secondary graph. We have not represented self-loops, which are always present in \( SG \) by construction. In the following pictures, we use dotted lines to indicate the primary graph and dashed lines for the secondary graph.
We want to prove that any secondary graph associated with an acyclic primary graph is chordal. We start by analyzing cycles in the secondary graph. A trivial way to have a cycle in $SG$ is if a subset of nodes in $N_0$ are all connected to the same node in $N'_0$, in the graph $PG$. Figure 3 shows an example of this. In particular, any subset of nodes in $N_0$ that are all connected to the same node in $N'_0$ forms a complete subgraph of $SG$.

We call primary cycle and secondary cycle respectively a cycle in $PG$ and in $SG$. Similarly, we define primary edges and secondary edges.

Let us try to construct a chordless secondary cycle of length at least 4 (the existence of such a cycle would imply the non-chordality of $SG$). Let us suppose that the cycle is formed by a subset of nodes $Q \subseteq N_0$. We know that if there are three or more nodes in $Q$ connected to the same node in $N'_0$ in the primary graph, then there exists a chord in the secondary cycle; thus, let us assume that this does not happen. This means that we need an auxiliary node in $N'_0$ to connect in the primary graph each couple of subsequent nodes in the secondary cycle.

Suppose that the chordless cycle in the secondary graph is $q_1 \rightarrow q_2 \rightarrow \cdots \rightarrow q_k \rightarrow q_1$, with $k \geq 4$. To form the secondary edge between $q_1$ and $q_2$, we need a path of length two in the primary graph which involves a node $q'_1 \in N'_0$. To form the secondary edge between $q_2$ and $q_3$, we need a path of length two in the primary graph which involves a node $q'_2 \in N'_0$, since we cannot use $q'_1$ again or we would produce a chord. Continuing this reasoning, to have a chordless cycle we need to use a different auxiliary node $q'_j \in N'_0$ for each pair of subsequent nodes in the secondary cycle. This implies that any edge in $SG$ corresponds to two edges in $PG$. To construct the chordless cycle, we would need $k$ auxiliary nodes in $N'_0$ and $2k$ edges in the primary graph. However, this would mean that $PG$ has a subset of $2k$ nodes with at least $2k$ edges, which would imply the presence of a primary cycle. This is a contradiction and we conclude that a chordless secondary cycle of length more than 4 cannot exist. The proof for the second block $M^T,M$ is identical to the one shown here, but the secondary graph
is constructed considering the nodes $N_0'$.

Figure 4 shows this reasoning: it is possible to construct a chordless path using $k - 1$ auxiliary vertices, but it is impossible to close the secondary cycle without creating a cycle in the primary graph.

![Figure 4: Construction of a chordless cycle.](image)

We will use this Theorem to analyze the sparsity pattern of the Schur complements obtained using the optimal solution $(\hat{p}, \hat{y}, \hat{s})$; however, when the algorithm approaches optimality and the complementarity products get close to zero, the entries of $\Theta$ tend to zero or infinity. For the sake of formalism, define the matrix $\tilde{V}$ as the sparsity pattern of $V$; then during the IPM iterations, $\tilde{V} \rightarrow \hat{V}$, where

$$
\tilde{V}_{ij} = \begin{cases} 
1 & \text{if } \hat{P}_{ij} > 0 \\
0 & \text{if } \hat{P}_{ij} = 0
\end{cases}
$$

where $\text{vec}(\hat{P}) = \hat{p}$. At a certain IPM iteration, the Schur complements have the same sparsity pattern as $VV^T$ or $V^TV$; therefore, getting close to optimality, they tend to have sparsity pattern $\tilde{V}\tilde{V}^T$ or $\tilde{V}^T\tilde{V}$. The next result shows that these are chordal matrices.

**Corollary 1.** Matrices $\tilde{V}\tilde{V}^T$ and $\tilde{V}^T\tilde{V}$ have chordal sparsity patterns.

**Proof.** Recall the graph formulation presented in Section 2.2: $\hat{P}$ is the biadjacency matrix of the bipartite graph corresponding to the optimal solution, which is known to be acyclic. By construction, $\tilde{V}$ and $\hat{P}$ have the same sparsity pattern. Therefore, matrix $\tilde{V}$ satisfies the assumptions of Theorem 2.

### 4.2 Mixing direct and iterative solvers

We consider two options for solving system (7) with matrix (9): direct approach using Cholesky factorization [14] and iterative one using preconditioned conjugate gradient [19].

We can identify two stages of the IPM. In the early iterations, the index set is far from the optimal one, so we expect that if we compute the Cholesky factorization of the Schur complement, there would be a lot of fill-in; in this phase though, $\Theta$ is well conditioned and we can expect a simple preconditioner like incomplete Cholesky to work well. In the late iterations instead, we know that the normal equations matrix becomes extremely ill-conditioned due to the behaviour of matrix $\Theta$, which makes it difficult to find a good preconditioner for the conjugate gradient method; however, computing a full Cholesky factorization
of the Schur complement would be extremely cheap since both $S_M$ and $S_N$ get closer and closer to a sparse chordal matrix, as was showed in Corollary 1.

The proposed approach first applies the conjugate gradient with incomplete Cholesky as preconditioner, with a value of the drop tolerance that is lowered every time too many linear iterations are performed; then, based on a switching criterion, when we decide that the Schur complement is "close enough" to the optimal one, we switch to a direct solution using an exact factorization with approximate minimum degree ordering.

The Schur complements are diagonally dominant, as shown in (11)–(12) and this guarantees that the incomplete factorization never breaks down in exact arithmetic; however, since the matrices are only weakly diagonally dominant, we may need to lift their diagonal with a small coefficient, in order to prevent from numerical inaccuracies making the matrices lose diagonal dominance property.

When using a full factorization, we employ the $LDL^T$ algorithm; since both Schur complements are singular, we expect one entry of matrix $D$ to be zero. We deal with this problem in two ways: we employ Matlab backslash operator, which takes care of the rank deficiency solving a least-squares problem instead; we add a small shift to the diagonal of $D$ as well, since the entry that should be zero could become negative due to numerical errors.

4.3 Switching strategy

In order to switch between the iterative solver and the direct factorization, we need to be sure that the level of fill-in in the Cholesky factor is not going to be too large, or otherwise the method may lose efficiency. Matrix $V$ which is used to build the Schur complement is the biadjacency matrix of a bipartite graph that is not perfectly acyclic (this happens only at optimality), but gets closer and closer to being so; we can expect the number of cycles found in the graph to decrease and correspondingly the fill-in level of the Cholesky factor of the Schur complements to be reduced when the IPM gets close to optimality.

One strategy to switch between iterative and direct solver can be based on the number of cycles that are found in the bipartite graph associated with matrix $V$ at any IPM iteration; however, counting the number of cycles in the graph can be quite expensive. A simpler approach is to count the number of edges in the bipartite graph to decide when to switch: intuitively, the more edges there are, the more likely it is to find cycles; moreover, if the number of edges is decreasing fast, it means that the IPM is getting close to optimality and thus we can expect the Cholesky factor to be sufficiently sparse. Notice that each edge corresponds to a variable that is allowed to be nonzero; the number of edges is thus readily available, since it is the number of variables in the support. Therefore, we can switch from iterative to direct solver as soon as we detect that the number of variables in the support is decreasing fast enough: to do so, we compute its relative variation in the last 5 iterations and switch method as soon as this number is sufficiently large.
5 Numerical results

5.1 Test problems

We tested the sparse IPM algorithm on the DOTmark (Discrete Optimal Transport benchmark) collection of problems [29]. It includes 10 classes of images, each containing 10 images; the images come from simulations based on various probability distributions (class 1-7), geometric shapes (class 8), classic test images (class 9) and scientific observations using microscopy (class 10). Figure 5 shows one example from each class.

Within a certain class, we can solve the OT problem between any couple of images, giving 45 problems per each class and a total of 450 instances overall. The images are available at different resolutions: we considered mainly the case $32 \times 32$ and $64 \times 64$ pixels, and show partial results also with $128 \times 128$ and $256 \times 256$. The problems that arise for a certain resolution $\text{res}$ have a number of constraints equal to $2 \times \text{res}^2$ and a number of variables $\text{res}^4$; Table 1 shows the dimension of the problems considered.

| $\text{res}$ | Constraints | Variables ($\times 10^6$) |
|----------------|-------------|--------------------------|
| 32             | 2,048       | 1.0                      |
| 64             | 8,192       | 16.8                     |
| 128            | 32,768      | 268.4                    |
| 256            | 131,072     | 4,295.0                  |

As cost function, we consider the $1-$distance, $2-$distance and $\infty-$distance: the vectors $\mathbf{a}$ and $\mathbf{b}$ represent the vectorized forms of two images $\mathcal{A}$ and $\mathcal{B}$; $C_{ij}$ is the cost of moving mass from position $i$ to position $j$; in the images, position $i$ corresponds to the entry $\mathcal{A}_{\alpha_i, \beta_i}$, while position $j$ corresponds to $\mathcal{B}_{\alpha_j, \beta_j}$. Then, the distances used are

\[
C_{ij}^1 = |\alpha_i - \alpha_j| + |\beta_i - \beta_j|,
\]

\[
C_{ij}^2 = \sqrt{(\alpha_i - \alpha_j)^2 + (\beta_i - \beta_j)^2},
\]
\[ C_{ij}^\infty = \max(\|\alpha_i - \alpha_j\|, \|\beta_i - \beta_j\|). \]

Notice the following: if we consider an image with \( k \) pixels per side, the maximum possible distance between two pixels is approximately \( 2k, \sqrt{2}k \) or \( k \), respectively for the 1, 2 and \( \infty \) distance; all of these values grow linearly with \( k \). Therefore, the parameter \( C_{\max} \) in Section 3.2.1 should also scale linearly with the size of the image considered: in this way, the pricing heuristics considers always the same fraction of the total number of variables for each resolution considered.

### 5.2 Solvers

There are many methods that have been derived for the solution of the Kantorovich linear program (3) (see e.g. [2, 9, 13, 21, 28]); a comparison of them can be found in [29]. Based on the results and the conclusions drawn there, we decided to compare the sparse IPM to the IBM Cplex [1] network simplex method [4, 26]: this solver exploits the network structure of the problem to perform very cheap simplex iterations. Its main advantages are that it is a very efficient solver, that showed extreme consistency of computational times throughout all the 10 classes of the DOTmark collection; it does not need to be adapted to solve different problems, as it can deal with any kind of test problem and cost function chosen (which may not be true for other specially developed optimal transport solvers). Even if it may not always be the fastest approach, Cplex has been demonstrated to be the first choice in terms of reliability and versatility.

Both methods are called through Matlab: the IPM is completely written in Matlab, while the network simplex is only called through Matlab, but it exploits a highly optimized code written in C. In order to use the network solver of Cplex, we form the incidence matrix of the graph (5) and pass it to Cplex, which then extracts the network information. In order to not perturb the network structure, we switched off the preprocessing.

Although the network extraction operation in Cplex can be time consuming, it is a necessary initial phase which later greatly benefits the network-based optimization solver because this allows it to exploit the graph structure and thus avoid many numerical operations. To give the reader an idea of the cost of this operation we will report the results of Cplex runs both with and without the network extraction time. On the other hand, the proposed IPM requires only to store the vectors \( a, b \) and \( c \). The matrix \( A \) in (4) is implicit.

The parameters for the IPM are: feasibility and optimality tolerance \( 10^{-6} \); conjugate gradient tolerance for predictors \( 10^{-6} \) and correctors \( 10^{-3} \) (we used a different tolerance for predictors and correctors, as was shown in [30]); maximum number of IPM iterations 200; maximum number of conjugate gradient iterations (for each call) 1000; maximum number of correctors 3.

### 5.3 Results

We show the results obtained running the two solvers on a computer with an i5-8500U quad-core processor @1.7 GHz and 16 GB of RAM.

The IPM is an inexact method, while the network simplex finds the exact solution. In the results, we show how close the IPM solution is to the exact one.
in terms of the relative Wasserstein error (RWE):

\[ RWE(a, b) = \left| \frac{W^2_{\text{IPM}}(a, b) - W^2_{\text{Cplex}}(a, b)}{W^2_{\text{Cplex}}(a, b)} \right| \]

where the 2-Wasserstein distance is defined in (2). Notice that

\[ RWE(a, b) = \left| \sqrt{c^T \hat{p}_{\text{IPM}}} - \sqrt{c^T \hat{p}_{\text{Cplex}}} \right| \]

\[ = \left| \frac{c^T \hat{p}_{\text{IPM}} - c^T \hat{p}_{\text{Cplex}}}{\sqrt{c^T \hat{p}_{\text{Cplex}}}} \right| \]

\[ \leq \left| \frac{c^T \hat{p}_{\text{IPM}} - c^T \hat{p}_{\text{Cplex}}}{c^T \hat{p}_{\text{Cplex}}} \right| \]

We expect the last quantity to be of the order of magnitude of the IPM tolerance and thus the RWE to be even smaller.

Table 2 reports the average results for each class, for resolutions 32 × 32 and 64 × 64 and for each cost function considered, in terms of IPM iterations, IPM time, Cplex time (including the network extraction time) and relative Wasserstein error. Table 3 instead reports the average over all the three cost functions for each class of the number of CG iterations performed (CG), the maximum fill-in percentage level of the factorization of the Schur complement (fill-in) and the number of iterative (iter-it) and direct (dir-it) iterations performed.

**Remark 1.** The reader should keep in mind that the number of iterations presented refers to the overall process of adding/removing variables and optimizing; it is thus not a surprise that there are instances where the iteration count is higher than what would be expected from a standard IPM. The cost of a single iteration however is considerably lower, given the high degree of sparsity of the vectors and matrices involved.

Figures 6-8-9 show on the left (figures (a) and (c)) the distribution of the computational times for the IPM and Cplex for each problem of each class, and on the right (figures (b) and (d)) the performance profiles of the computational time.

Figure 10 shows the performance profile for the resolution 64 × 64 when the network extraction time is ignored, for the 1−distance (a), 2−distance (b) and \(\infty\)−distance (c); the last figure (d) shows the overall performance profile when considering the 1,350 problems arising from all three cost functions.

From these results, it is clear that for the smaller problems (32 × 32) Cplex has an advantage, but for the larger instances (64 × 64) the IPM becomes very competitive, for all three cost functions considered. Given that Cplex is a highly optimized commercial software while the IPM is implemented in Matlab, we consider these results very promising. Even ignoring the network extraction time (which gives a great advantage to Cplex), we can see that the IPM is very competitive with the network simplex method, in particular for the 1−distance and \(\infty\)−distance. Moreover, all the solutions computed with the IPM are very accurate, since the average relative Wasserstein error is of the order of \(10^{-6} - 10^{-8}\) in all cases.
The IPM behaves particularly well for problems in classes 1 and 2, taking almost always considerably less time than Cplex; it behaves well also for classes 3, 6, 9 and 10, especially for the larger problems; class 7 is the one that challenges the IPM the most, since only in a few occasions it is able to outperform Cplex for this class. Observing the images from these classes (Figure 5), it seems that the IPM performs better when the mass of the image is distributed evenly everywhere, while it struggles when it is concentrated in a narrow region.

From Table 3 we can see that the maximum fill-in level is independent of the class of the images and gets smaller when the problem becomes larger, since the density of the optimal solution decreases as $1/\text{res}^2$. We can also see that on average only the very last IPM iterations employ a direct factorization, which is what we wanted to achieve with the switching criterion proposed.

### 5.4 Results for large instances

When considering larger problems with resolution $128 \times 128$, Cplex runs out of memory when generating the network structure, while the IPM does not. This highlights that the proposed method scales better with dimension and uses less memory, since it does not have to store the huge network structure of the

| Dist | Class | Iter | IPM t | Cplex t | RWE |
|------|-------|------|-------|---------|-----|
| 1    | 1     | 11.4 | 0.35  | 0.62    | 1.2e-07 |
|      | 2     | 11.7 | 0.39  | 0.60    | 1.4e-07 |
|      | 3     | 15.9 | 0.59  | 0.61    | 2.4e-08 |
|      | 4     | 20.3 | 0.85  | 0.57    | 2.0e-08 |
|      | 5     | 25.6 | 1.16  | 0.61    | 1.4e-08 |
|      | 6     | 18.8 | 0.72  | 0.64    | 3.3e-08 |
|      | 7     | 30.8 | 1.47  | 0.57    | 3.8e-08 |
|      | 8     | 17.4 | 0.65  | 0.58    | 3.8e-08 |
|      | 9     | 14.9 | 0.52  | 0.60    | 2.8e-08 |
|      | 10    | 22.4 | 0.92  | 0.62    | 2.0e-08 |

| Dist | Class | Iter | IPM t | Cplex t | RWE |
|------|-------|------|-------|---------|-----|
| 2    | 1     | 18.7 | 0.61  | 0.73    | 7.6e-08 |
|      | 2     | 29.5 | 1.00  | 0.76    | 4.3e-07 |
|      | 3     | 53.0 | 1.92  | 0.81    | 1.1e-06 |
|      | 4     | 60.1 | 2.38  | 0.81    | 1.4e-06 |
|      | 5     | 59.0 | 2.30  | 0.83    | 6.8e-07 |
|      | 6     | 46.0 | 1.98  | 0.88    | 6.9e-07 |
|      | 7     | 66.6 | 3.03  | 0.82    | 8.8e-07 |
|      | 8     | 37.3 | 1.37  | 0.74    | 5.0e-07 |
|      | 9     | 43.8 | 1.57  | 0.81    | 8.5e-07 |
|      | 10    | 47.3 | 1.81  | 0.81    | 5.1e-07 |

| Dist | Class | Iter | IPM t | Cplex t | RWE |
|------|-------|------|-------|---------|-----|
| ∞    | 1     | 12.3 | 0.51  | 0.70    | 3.8e-08 |
|      | 2     | 12.4 | 0.53  | 0.69    | 2.2e-07 |
|      | 3     | 15.7 | 0.76  | 0.67    | 5.5e-08 |
|      | 4     | 18.7 | 0.99  | 0.67    | 2.7e-08 |
|      | 5     | 24.0 | 1.35  | 0.67    | 3.5e-08 |
|      | 6     | 18.8 | 0.95  | 0.71    | 4.9e-08 |
|      | 7     | 28.7 | 1.74  | 0.66    | 4.7e-08 |
|      | 8     | 16.5 | 0.99  | 0.65    | 5.1e-08 |
|      | 9     | 15.0 | 0.70  | 0.69    | 1.4e-07 |
|      | 10    | 21.0 | 1.11  | 0.68    | 2.8e-08 |

The results are for each class and cost function.
Table 3: Details of the IPM method for each class

| Class | CG fill-in | iter-it | dir-it | CG fill-in | iter-it | dir-it |
|-------|------------|---------|--------|------------|---------|--------|
| 1     | 1011.8     | 10.0    | 13.6   | 0.5        | 1704.1  | 4.2    | 17.2  | 1.5   |
| 2     | 857.6      | 11.9    | 15.0   | 2.9        | 1867.4  | 4.3    | 27.4  | 9.2   |
| 3     | 1035.9     | 12.0    | 23.6   | 4.6        | 2392.8  | 2.9    | 42.5  | 4.5   |
| 4     | 1207.9     | 11.6    | 29.8   | 3.2        | 2913.4  | 2.9    | 55.1  | 3.7   |
| 5     | 1070.3     | 12.4    | 29.5   | 6.7        | 2801.6  | 3.1    | 49.7  | 7.8   |
| 6     | 1183.0     | 11.5    | 26.1   | 1.7        | 2810.4  | 3.1    | 49.1  | 2.7   |
| 7     | 1546.0     | 11.9    | 38.8   | 3.2        | 4179.9  | 3.7    | 74.9  | 3.7   |
| 8     | 1170.6     | 11.5    | 22.2   | 1.5        | 3650.2  | 3.8    | 53.2  | 3.6   |
| 9     | 1061.8     | 11.5    | 22.3   | 2.3        | 2504.5  | 2.9    | 42.4  | 4.1   |
| 10    | 1104.5     | 13.5    | 26.2   | 4.0        | 3430.2  | 4.3    | 45.9  | 12.8  |

problem. The largest memory requirement comes from storing the cost vector $c$ and the factorization of the Schur complement.

We performed tests with larger problems using the University of Edinburgh School of Mathematics computing server, which is equipped with four 3.3GHz octa-core Intel Gold 6234 processors and 500GB of RAM. Unfortunately, we are not able to perform tests with Cplex on this computer.

We show the results for the whole collection of problems at resolution $128 \times 128$; for resolution $256 \times 256$, given the huge size of the problems, we show only partial results for classes 1 and 2.

5.4.1 Resolution up to 128

In this section we demonstrate how the computational time depends on the resolution of the images (32, 64 and 128 pixels) and the different cost functions ($1$, $2$ and $\infty−$norm). We also highlight how our method scales with the dimension.

For each class, Figure 11 shows in logarithmic scale the comparison of the time taken by the various problems for each resolution considered. Each increase in resolution produces a problem with 16 times more variables than the previous one and this is reflected in the times shown; the results remain well clustered with some exceptions for classes 7 and 8, which present a concentration of mass in narrow regions. Overall, the times appear to scale proportionally with the dimension of the problem; the behaviour of the algorithm is not affected by considering huge scale problems with 128 pixels.

5.4.2 Resolution up to 256

For the problems in classes 1 and 2 of the collection, we performed tests with resolution up to $256 \times 256$. In Figure 17 we show the average of the computational time and memory required against the number of variables, in a logarithmic plot, when considering the 270 problems coming from all three cost functions and from both classes 1 and 2.

The growth appears linear in this plot; the slope of these lines is slightly smaller than 1, indicating that the growth is linear also if we consider a standard plot. This implies that the proposed specialized IPM is scalable both in terms of computational time and memory.
6 Conclusion

In this paper, a sparse interior point method was introduced for solving linear programs arising from discrete optimal transport. A careful analysis of the matrices involved allows for an efficient way of solving the Newton linear systems that arise within the IPM. Experimental results show that the proposed approach is able to outperform one of the best off-the-shelf software available, even when the time taken for the construction of the network model is ignored. Results with huge scale problems, with up to four billion variables, confirm the robustness of the method.

Further research can potentially improve the performance of the sparse IPM even more, in particular in relation to:

- The choice of the starting subset of nonzero variables, which could be obtained by some more complicated heuristics, based on the initial and final distribution of mass; a better starting point could allow for a smaller size of the support, which would lead to faster computations.

- The switching strategy from iterative method to direct factorization, which could reduce even further the maximum fill-in level of the Cholesky factor and/or the number of overall conjugate gradient iterations.

- The pricing algorithm.

Moreover, the entropic regularized OT problem can be trivially dealt with using an interior point method, just by adding regularization to matrix $\Theta$; however, the structure of the optimal solution changes and the considerations about the linear solver made in this paper need to be reconsidered for that specific case.
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A Result figures

Figure 6: Comparison of the time of Cplex and SparseIPM for the 1–distance

(a) Results $32 \times 32$
(b) Performance profile $32 \times 32$
(c) Results $64 \times 64$
(d) Performance profile $64 \times 64$

Figure 7: Logarithmic plot of computational time and memory requirement for the problems in class $1–2$, for resolution up to 256 pixels
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Figure 8: Comparison of the time of Cplex and SparseIPM for the $2$–distance

(a) Results $32 \times 32$

(b) Performance profile $32 \times 32$

(c) Results $64 \times 64$

(d) Performance profile $64 \times 64$

Figure 9: Comparison of the time of Cplex and SparseIPM for the $\infty$–distance

(a) Results $32 \times 32$

(b) Performance profile $32 \times 32$

(c) Results $64 \times 64$

(d) Performance profile $64 \times 64$
Figure 10: Comparison of the time of Cplex and SparseIPM without network extraction
time
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Figure 11: Computational time of SparseIPM for resolution up to 128 pixels
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