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1 Introduction

Last year Alday, Gaiotto and Tachikawa conjectured [1] that partition functions of $\mathcal{N} = 2$ superconformal SU(2) quivers are directly related to correlation functions of the two dimensional Liouville field theory. This relation has been soon extended to similar relations between the general SU($N$) quiver theories and $A_{N-1}$ Toda theories [2] and to other objects like surface and loop operators and their Liouville counterparts [3–8]. Other extensions concern non-conformal limit of the AGT [9–13] correspondence and its 5-dimensional version [14, 15]. Yet another generalization has been recently found in [16].

An explanation of the AGT relation was given by Dijkgraaf and Vafa [17]. The idea was to relate both sides of the correspondence to a certain class of matrix models. These relations were further analyzed in a number of papers [18–24]. Another M-theory explanation was presented in [25, 26].

An essential part of the AGT conjecture is an exact correspondence between instanton parts of Nekrasov partition functions in 4-dimensional $\mathcal{N} = 2$ SCFT [27] and conformal blocks of the 2-dimensional CFT [28]. This relation has passed many checks [29–35] and lead to many interesting results both on the conformal blocks and on the $\mathcal{N} = 2$ quivers [36–52].

In spite of all these developments only in the case of $\mathcal{N} = 2$ SU(2) SYM with a single adjoint matter multiplet an analytic proof of the AGT relation is known. The main idea of the proof given by Fateev and Litvinov [52] is to show that the corresponding Nekrasov function and the 1-point conformal block on the torus satisfy exactly the same recursion relations. These relations were first conjectured by Poghossian [38] and then proven on the CFT side in [41] and on the $\mathcal{N} = 2$ SU(2) SYM side in [52]. The aim of the present paper is to extend this proof to the case of $N_f = 0, 1, 2$ antifundamental hypermultiplets.

In Section 2 we use the results of Marshakov, Mironov and Morozov [10] and Poghossian [38] to derive the recursive relations for all irregular blocks by analyzing appropriate decoupling limits of the Zamolodchikov elliptic recursive relation for the 4-point conformal block on the sphere [53–55]. This allows in particular to prove the relation between two representations of the irregular block with two $\mu$ parameters conjectured in [9]. As a side topic we clarify the relations of polynomials appearing in the recursive relations to the fusion polynomials and to the null states in the degenerate Verma modules. These new, intriguing result deserves further investigations.

In Section 3 we follow the method of Fateev and Litvinov [52] to analyze singularities of the Nekrasov functions and the factorization of the residues in the case of an arbitrary number of antifundamentals. The complete derivation of recursive formulae along this line...
requires the large $p = \frac{q}{n}$ asymptotic of the Nekrasov functions. This is simple in the cases $N_f = 0, 1$. We were also able to calculate the asymptotic in the $N_f = 2$ case. In all three cases the recursions obtained are identical on both sides of the correspondence. Calculating the asymptotics in the cases $N_f = 3, 4$ turned out to be difficult and is still a challenging open problem.

2 Recursive relations for irregular blocks

The Gaiotto states [9] can be defined by the conditions

\[ L_1 \Delta, \Lambda^2 \rangle = -\Lambda^2 \Delta, \Lambda^2 \rangle, \quad L_n \Delta, \Lambda^2 \rangle = 0 \quad \text{for} \quad n \geq 2. \]
\[ L_2 \Delta, \mu, \Lambda \rangle = -\Lambda^2 \Delta, \mu, \Lambda \rangle, \]
\[ L_1 \Delta, \mu, \Lambda \rangle = -2\mu \Lambda \Delta, \mu, \Lambda \rangle, \quad L_n \Delta, \mu, \Lambda \rangle = 0 \quad \text{for} \quad n \geq 3. \]

An explicit form of these states was found in [10]

\[
\Delta, \Lambda^2 \rangle = \sum_{n=0}^{\infty} \Lambda^{2n} \Delta, n \rangle = \sum_{n=0}^{\infty} \Lambda^{2n} (-1)^n \sum_{|J|=n} [B_{c,\Delta}^n]^{[1^n,J]} L_{-J} \Delta \rangle , \tag{1}
\]
\[
\Delta, \mu, \Lambda \rangle = \sum_{n=0}^{\infty} \Lambda^n \Delta, \mu, n \rangle \tag{2}
\]

\[
= \sum_{n} \Lambda^n \sum_{|J|=n} \sum_{p=0}^{n/2} (-1)^{n-p}(2\mu)^{n-2p} \sum_{|J|=n} [B_{c,\Delta}^n]^{[1^n-2p,2p]} J L_{-J} \Delta \rangle .
\]

In the formulae above $[B_{c,\Delta}^n]^{I,J}$ denotes the inverse of the Gram matrix

\[
[B_{c,\Delta}^n]_I,J = \langle \Delta | L_I L_{-J} | \Delta \rangle
\]

in the standard basis

\[
L_{-J} \Delta \rangle = L_{-j_1} \ldots L_{-j_k} \Delta \rangle , \quad j_1 \leq \ldots \leq j_k , \quad |J| = \sum_{i=1}^{k} j_i
\]

of the Verma module $V_{c,\Delta}$ of the central charge $c$ and the highest weight $\Delta$.

The irregular blocks [9] are defined as scalar products of the Gaiotto states:

\[
\langle \Delta, \Lambda^2 | \Delta, \Lambda^2 \rangle = \sum_{n} \Lambda^{4n} \langle \Delta, n | \Delta, n \rangle ,
\]
\[
\langle \Delta, \mu, \frac{1}{2} \Lambda | \Delta, \Lambda^2 \rangle = \sum_{n} \Lambda^{3n-2n} \langle \Delta, \mu, n | \Delta, n \rangle ,
\]
\[
\langle \Delta, \mu_1, \frac{1}{2} \Lambda | \Delta, \mu_2, \frac{1}{2} \Lambda \rangle = \sum_{n} \Lambda^{2n-2n} \langle \Delta, \mu_1, n | \Delta, \mu_2, n \rangle ,
\]
or in terms of the 3-point conformal block:

\[
\langle \Delta, \Lambda^2 | V_{\Delta_2}(1) | \Delta_1 \rangle = \sum_n \Lambda^{2n} \langle \Delta, n | V_{\Delta_2}(1) | \Delta_1 \rangle ,
\]

\[
\langle \Delta, \mu_3, \frac{1}{2} \Lambda | V_{\Delta_2}(1) | \Delta_1 \rangle = \sum_n \Lambda^{2n-2} \langle \Delta, \mu_3, n | V_{\Delta_2}(1) | \Delta_1 \rangle ,
\]

where the conformal weights are related to \( \mu_i \) parameters by

\[
\Delta_i = \frac{1}{4} \left( Q^2 - \lambda_i^2 \right), \quad 2\mu_1 = \lambda_2 + \lambda_1, \quad 2\mu_2 = \lambda_2 - \lambda_1.
\]

It was shown in [10] that all irregular blocks above can be obtained by appropriate decoupling limits of the 4-point conformal block on the sphere:

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) = \sum_{n=0}^{\infty} x^n \sum_{|J|=|K|=n} \langle \Delta_4 | V_{\Delta_4}(1) L_J | \Delta \rangle \left[ B_n^{\Delta, \Delta} \right]^{J,K} \langle \Delta | L_K V_{\Delta_2}(1) | \Delta_1 \rangle .
\]

If

\[
2\mu_3 = \lambda_3 - \lambda_4, \quad 2\mu_4 = \lambda_3 + \lambda_4,
\]

then [10]:

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) \xrightarrow{\mu_4 \rightarrow \infty, \mu_4 x = \Lambda} \langle \Delta, \mu_3, \frac{1}{2} \Lambda | V_{\Delta_2}(1) | \Delta_1 \rangle ,
\]

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) \xrightarrow{\mu_3 \mu_4 \rightarrow \infty, \mu_3 \mu_4 x = \Lambda^2} \langle \Delta, \Lambda^2 | V_{\Delta_2}(1) | \Delta_1 \rangle ,
\]

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) \xrightarrow{\mu_1, \mu_4 \rightarrow \infty, \mu_1 \mu_4 x = \Lambda^2} \langle \Delta, \mu_2, \frac{1}{2} \Lambda | \Delta, \mu_3, \frac{1}{2} \Lambda \rangle ,
\]

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) \xrightarrow{\mu_1, \mu_2, \mu_4 \rightarrow \infty, \mu_1 \mu_2 \mu_4 x = \Lambda^3} \langle \Delta, \mu_3, \frac{1}{2} \Lambda | \Delta, \Lambda^2 \rangle ,
\]

\[
\mathcal{B}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (x) \xrightarrow{\mu_1, \mu_2, \mu_3, \mu_4 \rightarrow \infty, \mu_1 \mu_2 \mu_3 \mu_4 x = \Lambda^4} \langle \Delta, \Lambda^2 | \Delta, \Lambda^2 \rangle .
\]

As it was demonstrated in [38] the recursive relations for the irregular blocks can be derived by analyzing decoupling limits of Zamolodchikov’s recursive formula for the elliptic 4-point block [53–55]

\[
\mathcal{H}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] (q) = 1 + \sum_{n=1}^{\infty} (16q)^n \mathcal{H}_\Delta^{\Lambda} \left[ \frac{\Delta_3 \Delta_2}{\Delta_4 \Delta_1} \right] ,
\]

\footnote{The present notation for 3-point conformal block is related to that used in [41, 56] by \( \langle \xi' | V_{\Delta}(1) | \xi'' \rangle = \rho(\xi', \nu, \xi'') \). The normalization condition takes the form \( \langle \Delta' | V_{\Delta}(1) | \Delta'' \rangle = 1 \).}
defined by

\[ B_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_1} \right] (x) = \left( \frac{x}{16q} \right) ^{\frac{x^2}{2}} \left( 1 - x \right) ^{\frac{Q^2}{4} - \Delta_1 - \Delta_3 \theta_3(q)} \frac{3Q^2 - 4(\Delta_1 + \Delta_2 + \Delta_3 + \Delta_4)}{4} \mathcal{H}_\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_1} \right] (q) \] (12)

where

\[ \theta_3(q) = \sum_{n = -\infty}^{\infty} q^{n^2}, \quad q(x) = e^{-\pi K(1-x) K(x)}, \quad K(x) = \int_{0}^{1} \frac{dt}{\sqrt{(1-t^2)(1-xt^2)}}. \]

The coefficients in (11) are uniquely determined by Zomolodchikov’s recursive formula:

\[ H^m_{\Delta \left[ \frac{\Delta_3 \Delta_2}{\Delta_1} \right]} = \delta_{n,0} + \sum_{1 \leq rs \leq n} A_{rs} \prod_{i=1}^{4} \frac{Y_{rs}(\mu_i)}{\Delta - \Delta_{rs}} H_{n-rs}^{\Delta_{rs} + \Delta_{rs} \left[ \frac{\Delta_3 \Delta_2}{\Delta_1} \right]}, \] (13)

where \( \mu_i \) are defined by (4),(5) and

\[ \Delta_{rs} = \frac{Q^2}{4} - \frac{1}{4} (rb + sb^{-1})^2, \] (14)

\[ A_{rs} = \frac{1}{2} \prod_{p=1-r}^{r} \prod_{q=1-s}^{s} \frac{1}{pb + qb^{-1}}, \] (15)

\[ Y_{rs}(\mu) = \prod_{p=1-r}^{r-1} \prod_{q=1-s}^{s-1} \left( \mu - \frac{pb + qb^{-1}}{2} \right). \] (16)

In the limits \( \mu_4 \to \infty, \mu_4 x = \Lambda \) and \( \mu_3 \mu_4 \to \infty, \mu_3 \mu_4 x = \Lambda^2 \), one has

\[ 16 \mu_4 q(x) \to \mu_4 x = \Lambda, \quad 16 \mu_3 \mu_4 q(x) \to \mu_3 \mu_4 x = \Lambda^2, \]

and the limits of (12) take the form

\[ \left\langle \Delta, \mu_3, \frac{1}{2} \Lambda \right| V_{\Delta_2} (1) \right| \Delta_1 \right\rangle = \exp \left( -\frac{1}{64} \Lambda^2 - \frac{1}{2} \mu_3 \Lambda \right) \left( 1 + \sum_{n=1}^{\infty} H_n (\Delta, \mu_1, \mu_2, \mu_3) \Lambda^n \right), \]

\[ \left\langle \Delta, \Lambda^2 \right| V_{\Delta_2} (1) \right| \Delta_1 \right\rangle = \exp \left( -\frac{1}{2} \Lambda^2 \right) \left( 1 + \sum_{n=1}^{\infty} H_n (\Delta, \mu_1, \mu_2) \Lambda^{2n} \right). \]

Since \( \lim_{\mu \to \infty} \mu^{-rs}Y_{rs}(\mu) = 1 \) the coefficients \( H_n (\Delta, \mu_1, \mu_2, \mu_3) \) and \( H_n (\Delta, \mu_1, \mu_2) \) satisfy the recursive relations:

\[ H_n (\Delta, \mu_1, \mu_2, \mu_3) = \delta_0^n + \sum_{1 \leq rs \leq n} A_{rs} Y_{rs}(\mu_1) Y_{rs}(\mu_2) Y_{rs}(\mu_3) \frac{H_{n-rs} (\Delta_{rs} + rs, \mu_1, \mu_2, \mu_3)}{\Delta - \Delta_{rs}}, \]

\[ H_n (\Delta, \mu_1, \mu_2) = \delta_0^n + \sum_{1 \leq rs \leq n} A_{rs} Y_{rs}(\mu_1) Y_{rs}(\mu_2) \frac{H_{n-rs} (\Delta_{rs} + rs, \mu_1, \mu_2)}{\Delta - \Delta_{rs}}. \] (17)
In the other cases (8), (9), (10) the limit of the prefactor in (12) is simply 1 and one gets

\[ \langle \Delta, \mu_1, n \mid \Delta, \mu_2, n \rangle = \delta_0^n \]

+ \sum_{1 \leq rs \leq n} \frac{A_{rs} Y_{rs}(\mu)}{\Delta - \Delta_{rs}} \langle \Delta_{rs} + rs, \mu_1, n - rs \mid \Delta_{rs} + rs, \mu_2, n - rs \rangle ,

\[ \langle \Delta, \mu, n \mid \Delta, n \rangle = \delta_0^n \]

+ \sum_{1 \leq rs \leq n} \frac{A_{rs} Y_{rs}(\mu)}{\Delta - \Delta_{rs}} \langle \Delta_{rs} + rs, \mu, n - rs \mid \Delta_{rs} + rs, n - rs \rangle ,

\[ \langle \Delta, n \mid \Delta, n \rangle = \delta_0^n + \sum_{1 \leq rs \leq n} \frac{A_{rs}}{\Delta - \Delta_{rs}} \langle \Delta_{rs} + rs, n - rs \mid \Delta_{rs} + rs, n - rs \rangle . \]

Comparing (17) and (18) one obtains the equivalence of two different realizations of the irregular block with two \( \mu \) parameters proposed in [9]:

\[ \langle \Delta, \Lambda^2 \mid V_{\Delta_x}(1) \mid \Delta_1 \rangle = e^{-\frac{\Lambda^2}{2}} \langle \Delta, \mu_1, \frac{1}{2} \Lambda \mid \Delta, \mu_2, \frac{1}{2} \Lambda \rangle . \]

This completes the derivation of the recursive relations required for the proof of the AGT conjecture.

We close this section by some remarks on \( Y_{rs} \) polynomials. They show up in the derivation of the Zamolodchikov recursive relation in the factorization formula for the fusion polynomial [56]:

\[ \langle \Delta_{rs} \mid O_{rs}^1 V_{\Delta_x}(1) \mid \Delta_1 \rangle = (-1)^{rs} Y_{rs}(\mu_1) Y_{rs}(\mu_2) \]

where as before the relation between parameters is given by (4) and \( O_{rs} \) denotes the combination of the Virasoro algebra generators creating the singular state of level \( rs \) out of the degenerate vacuum \( \mid \Delta_{rs} \rangle \) normalized by the condition that the coefficient in front of \( L_{-1} \mid \Delta_{rs} \rangle \) is equal 1. Let us note that factorization formula (21) is a direct consequence of the null vector decoupling theorem [57].

Another interpretation of \( Y_{rs} \) can be obtained by the derivation of the recursive formulae for irregular blocks directly from their expressions in terms of the inverse Gram matrix. Let us consider the block

\[ \langle \Delta, \mu, \frac{1}{2} \Lambda \mid \Delta, \Lambda^2 \rangle = \sum_n \Lambda^{3n} 2^{-n} \sum_{p=0}^{n/2} (-1)^p (2\mu)^{n-2p} \left[ B_{c,\Delta}^n \right]^{[1^n-2p,2p],[1^n]} \]

In the generic case the only singularities of \( \left[ B_{c,\Delta}^n \right]^{M,N} \) as a function of \( \Delta \) are simple poles at zeros of the Kac determinant \( \Delta_{rs} = Q^2 - \frac{1}{4} (rb + sb^{-1})^2 \), \( r \geq 1, s \geq 1, n \geq rs \geq 1 \). Since the

\[ ^5 \]In ref. [56] the case of \( N = 1 \) SCFT is considered but the reasoning is the CFT case is essentially the same.
degree of each minor of the Gram matrix as a function of $\Delta$ is strictly lower than the degree of the Kac determinant itself there are no regular terms in the expansion:

$$\langle \Delta, \mu, n | \Delta, n \rangle = \delta_{n,0} + \sum_{1 \leq rs \leq n} \frac{R^\mu_{rs,n}}{\Delta - \Delta_{rs}}$$

(22)

except $n = 0$. For the residue calculation it is convenient to choose a specific basis in each subspace $\mathcal{V}^n_{c,\Delta} \subset \mathcal{V}_{c,\Delta}$ of level $n \geq rs$ formed by vectors:

$$L_{-K}O_{rs} | \Delta \rangle, \quad |K| = n - rs,$$

and by an arbitrary basis in the orthogonal complement of $\text{Span}\{L_{-K}O_{rs} | \Delta \rangle \}$. Due to the singular behavior of the Gram matrix in the limit $\Delta \to \Delta_{rs}$ [41, 56] one has at the residue

$$\lim_{\Delta \to \Delta_{rs}} (\Delta - \Delta_{rs}) \langle \Delta, \mu, n \big| \Delta, n \rangle =$$

$$= \lim_{\Delta \to \Delta_{rs}} (\Delta - \Delta_{rs}) \sum_{|K|=|M|=n-rs} \langle \Delta, \mu, n | L_{-K}O_{rs} | \Delta \rangle \left[ G^{n-rs}_{c,\Delta} \right]^{K,M} \langle \Delta | O_{rs}^+ L_M | \Delta, n \rangle$$

$$= \lim_{\Delta \to \Delta_{rs}} (\Delta - \Delta_{rs}) \sum_{|K|=n-rs} \sum_{|J|=n} \sum_{p=0}^{\frac{m}{2}} \sum_{q=0}^{\frac{n-rs}{2}} (2\mu)^{n-2p} (-1)^{p2-n} \left[ G^m_{c,\Delta} \right]^{J,[1^{n-2p},2p]} \langle \Delta | L_J L_{-K}O_{rs} | \Delta \rangle \left[ G^{n-rs}_{c,\Delta} \right]^{K,[1^{n-rs}]}$$

$$= A_{rs} \sum_{p=0}^{n-rs} \sum_{q=0}^{\frac{n-rs}{2}} (2\mu)^{n-2p} (-1)^{p2-n} e^{[1^{n-2p},2p]} \left[ G^{n-rs}_{c,\Delta_{rs}+q+r} \right]^{[1^{n-rs-2q},2q],[1^{n-rs}]}$$

(23)

where

$$A_{rs} = \lim_{\Delta \to \Delta_{rs}} \left( \frac{\langle \Delta | O_{rs}^+ O_{rs} | \Delta \rangle}{\Delta - \Delta_{rs}(c)} \right)^{-1}$$

and $e^I_K$ are the coefficients of the state $L_{-K}O_{rs} | \Delta_{rs} \rangle$ in the standard basis of $\mathcal{V}^{[|K|]+rs}_{\Delta_{rs}}$:

$$L_{-K}O_{rs} | \Delta_{rs} \rangle = \sum_{|I|=|K|+rs} e^I_K L_{-I} | \Delta_{rs} \rangle.$$

For our normalization of $O_{rs} | \Delta_{rs} \rangle$ the exact form (15) of the coefficient $A_{rs}$ was first proposed by Al. Zamolodchikov in [53] and then justified in [58]. In formula (23) only the coefficients corresponding to the states generated from $| \Delta_{rs} \rangle$ by the operators $L_{-2}, L_{-1}$ are present. Let us define such coefficients for the singular state:

$$O_{rs} | \Delta_{rs} \rangle = \sum_{k=0}^{\frac{n}{2}} c^{(rs)}_k L_{-1}^{-2k} L_{-2}^{-k} | \Delta_{rs} \rangle + \ldots$$
Then for an arbitrary \( q \), the sum over \( p \) in (23) is given in terms of \( c^{(rs)}_p \) and \( \mu \):

\[
X_{rs}(\mu) = 2^{-rs} \sum_{p=0}^{\frac{r+s}{2}+q} (2\mu)^{rs-2p-q} (-1)^{p-q} e^{[1n-2p,2q]} [1n-rs-2q,2p] 
= 2^{-rs} \sum_{p=0}^{\frac{r+s}{2}} (2\mu)^{rs-2p} (-1)^pc^{(rs)}_p.
\]

This yields the factorization formula for the residues \( R_{rs,n}^{\mu} \) in (22):

\[
\lim_{\Delta \to \Delta_{rs}} (\Delta - \Delta_{rs}) \left< \Delta, \mu, n \mid \Delta, n \right> = A_{rs}X_{rs}(\mu) \left< \Delta_{rs} + rs, \mu, n - rs \mid \Delta_{rs} + rs, n - rs \right>.
\]

Expansion (22) and the formula above yield the recursive relation:

\[
\left< \Delta, \mu, n \mid \Delta, n \right> = \delta^n_0 
+ \sum_{1 \leq rs \leq n} A_{rs}X_{rs}(\mu) \left< \Delta_{rs} + rs, \mu, n - rs \mid \Delta_{rs} + rs, n - rs \right>.
\]

Comparing with (19) one gets \( X_{rs}(\mu) = Y_{rs}(\mu) \) which provides the factorization formula for the \( X_{rs} \) polynomial:

\[
2^{-rs} \sum_{p=0}^{\frac{r+s}{2}} (2\mu)^{rs-2p} (-1)^pc^{(rs)}_p = 2^{-rs} \prod_{k=1-r}^{r-1} \prod_{l=1-s}^{s-1} (2\mu - kb - lb^{-1})
\]

and implies an unexpected (from the point of view of the original definition of \( X_{rs} \)) relation with the fusion polynomial (21):

\[
\left< \Delta_{rs} \mid O_{rs}^I V_{\Delta_2}(1) \mid \Delta_1 \right> = (-1)^{rs} X_{rs}(\mu_1)X_{rs}(\mu_2).
\]

### 3 Recursive relations for the Nekrasov partition functions

We shall discuss the instanton contribution to the Nekrasov partition function of the \( \mathcal{N} = 2 \) supersymmetric, U(2) gauge theory with \( N_f \) hypermultiplets in the antifundamental representation [27]. It can be written as a sum over pairs of Young diagrams,

\[
Z^N_{N_f}(p_\alpha, \mu_f, b; h; q) = 1 + \sum_{N=1}^{\infty} Z^N_{N_f}(p_1, p_2, \mu_f, b) (qh^{N_f-4})^N, \quad (25)
\]

\[
Z^N_{N_f}(p_1, p_2, \mu_f, b) = \sum_{|\bar{Y}|=N} Z^N_{N_f}(p_\alpha, \mu_f, b, \bar{Y}), \quad (26)
\]

where\(^6\) \( h\rho_\alpha = a_\alpha, \alpha = 1,2 \) are the vev-s of the scalar component of the \( \mathcal{N} = 2 \) gauge supermultiplet, \( hb = \epsilon_1, hb^{-1} = \epsilon_2 \) are the parameters of the \( \Omega \) background, \( Q = b + b^{-1} \),

\[\text{Our notation is close to the one in [52].}\]
\( h \left( \mu_f + \frac{Q}{2} \right) = m_f, \ f = 1, \ldots N_f \) are the mass parameters of the hypermultiplets and \( |\vec{Y}| \) denotes the total number of boxes in the pair of Young diagrams \( \vec{Y} = (Y_1, Y_2) \).

The contribution to the partition function parameterized by a specific pair of Young diagrams is of the form [59]

\[
Z^{N_f}(\mu_f, b, \vec{Y}) = \left( \prod_{\alpha=1}^{2} \prod_{(m,n) \in Y_\alpha} S_\alpha((m,n)) \right) \left( \prod_{\alpha, \beta=1}^{2} \prod_{(m,n) \in Y_\alpha} \frac{1}{E_{\alpha \beta}((m,n))(Q - E_{\alpha \beta}((m,n)))} \right)
\]

where

\[
S_\alpha((m,n)) = \prod_{f=1}^{N_f} \left( p_\alpha + (m-1)b + (n-1)b^{-1} + \mu_f + \frac{Q}{2} \right),
\]

\[
E_{\alpha \beta}((m,n)) = p_\alpha - p_\beta - b H_{Y_\beta}((m,n)) + b^{-1} \left( V_{Y_\alpha}((m,n)) + 1 \right).
\]

The \( N \)-box diagram \( Y \) can be described by an ordered sequence of natural numbers \( k_1 \geq k_2 \ldots \geq k_l > k_{l+1} = 0 \) corresponding to the heights of columns of \( Y \). The vertical distance from the edge of the diagram of the box \( (m,n) \) situated in the \( n \)-th row (counted from the lowest one) of the \( m \)-th column (counted from the left) is equal to

\[
V_Y((m,n)) = k_m(Y) - n,
\]

while the horizontal distance reads

\[
H_Y((m,n)) = k_n(Y^T) - m
\]

where \( Y^T \) denotes the transposed diagram.

The contribution to the partition functions from instantons of topological charge \( N \) can be expressed as a contour integral [27]

\[
Z^N_N(p_1, p_2, \mu_f, b) = \frac{Q^N}{N!} \prod_{R} \frac{d\phi_N}{2\pi i} \cdots \prod_{R} \frac{d\phi_1}{2\pi i} \left( \prod_{k=1}^{N} \frac{Q_f(\phi_k)}{P(\phi_k - i0)P(\phi_k + Q + i0)} \right) \times \prod_{i,j=1}^{N} \frac{\phi_{ij}(\phi_{ij} - Q)}{(\phi_{ij} - b - i0)(\phi_{ij} - b^{-1} - i0)}
\]

where \( Q = b + b^{-1} \), \( \phi_{ij} = \phi_i - \phi_j \) and

\[
P(\phi) = (\phi - p_1)(\phi - p_2), \quad Q_f(\phi) = \prod_{f=1}^{N_f} (\phi + \mu_f + \frac{Q}{2}).
\]

A contribution to the Nekrasov partition function parameterized by a pair of Young diagrams \( (Y_1, Y_2) \) corresponds to a specific choice of the integration contours in (28) [52] (see also
the Appendix). If the box \( r, s \) belongs to the diagram \( Y_\alpha \), then for some \( k \) the contour of integration over \( \phi_k \) surrounds only the pole at \( p_\alpha + (r - 1)b + (s - 1)b^{-1} \), yielding the corresponding residue. This pole is present in the integrand if and only if at least \( rs - 1 \) integrals were already computed and the contributions from all the poles at \( p_\alpha + (m - 1)b + (n - 1)b^{-1} \) with \( m \leq r, \ n \leq s, (m,n) \neq (r,s) \) (one pole per one integral) were taken into account. If we visualize the computation of the contribution corresponding to a pair \( (Y_1,Y_2) \) as “building” the Young diagrams by adding subsequent boxes one by one, than one can add a box \( r, s \) only if all the boxes in the rectangular \( 1 \leq m \leq r, \ 1 \leq n \leq s \) save the right upper corner \( (m, n) = (r, s) \) are already present.

It was demonstrated in [52] that the poles of \( Z_{N_f}^{N}(p_1, p_2, \mu_f, b) \) appear solely at \( p_{12} \equiv p_1 - p_2 = \mp(rb + sb^{-1}) \), with \( 1 \leq r, s \leq N, \ rs \leq N \). Moreover, these and only these pairs of diagrams which include as a subset of \( Y_1 \) the rectangle \( 1 \leq m \leq r, \ 1 \leq n \leq s \) contribute to the pole at \( p_{12} = -rb - sb^{-1} \) and only those which include the rectangle \( 1 \leq m \leq r, \ 1 \leq n \leq s \) as a subset of \( Y_2 \) contribute to the pole at \( p_{21} = -rb - sb^{-1} \).

Let us calculate the residue of the pole at \( p_{12} = -rb - sb^{-1} \). One has to take into account only those contributions in (28) for which \( rs \) out of \( N \) integrals are evaluated by calculating the residues at \( p_1, p_1 + b, \ldots, p_1 + (r - 1)b + (s - 1)b^{-1} \). All the other contributions are finite in the limit \( p_{12} = -rb - sb^{-1} \). By a suitable re-labeling of indices (which yields a combinatorial factor \( (\binom{N}{rs}) \)) we may denote by \( \phi_{mn} \) the variable of integration in the integral evaluated by taking a residue at \( p_1 + (m - 1)b + (n - 1)b^{-1} \). If we declare the indices \( i, j \) and \( k, l \) to satisfy

\[
1 \leq i, j \leq rs, \quad rs < k, l \leq N,
\]

then the residue of \( Z_N(p_1, p_2, \mu_f, b) \) at \( p_{12} = -rb - sb^{-1} \) is equal to

\[
\text{Res} \ Z_{N_f}^{N}(p_1, p_2, \mu_f, b) = \frac{Q_{N-rs}}{(N-rs)!} \int_{\mathbb{R}} \frac{d\phi_N}{2\pi i} \cdots \frac{d\phi_{rs+1}}{2\pi i} \prod_{k \neq i} \frac{\phi_{kl}(\phi_{kl} - Q)}{\phi_{kl} - b - i0} \prod_{k \neq l} \frac{\phi_{kl}^2(\phi_{kl}^2 - Q^2)}{(\phi_{kl}^2 - (b - i0)^2)(\phi_{kl}^2 - (b - i0)^{-2})} \times \prod_{k=r+1}^{N} \frac{Q_{f}(\phi_k)}{\mathcal{P}(\phi_k)\mathcal{P}(\phi_k + Q)} (rs)! K_{rs}
\]

where

\[
K_{rs} = \text{Res} \int_{\mathbb{R}} \frac{d\phi_{rs}}{2\pi i} \cdots \frac{d\phi_{r}}{2\pi i} \prod_{k,i} \frac{\phi_{ki}^2(\phi_{ki}^2 - Q^2)}{(\phi_{ki}^2 - (b - i0)^2)(\phi_{ki}^2 - (b - i0)^{-2})} \times \prod_{i=1}^{rs} \frac{Q_{f}(\phi_i)}{\mathcal{P}(\phi_i - i0)\mathcal{P}(\phi_i + Q + i0)} \prod_{i \neq j} \frac{\phi_{ij}(\phi_{ij} - Q)}{(\phi_{ij} - b - i0)(\phi_{ij} - b^{-1} - i0)}
\]

\[
= \text{Res} \ Z_{N}^{N_f}(p_1, p_2, \mu_f, b, Y_{rs}) \prod_{k=r+1}^{N} \prod_{m=1}^{r} \prod_{n=1}^{s} \frac{((\phi_k - x_{mn})^2((\phi_k - x_{ms})^2 - Q^2))}{((\phi_k - x_{ms})^2 - b^2)((\phi_k - x_{ms})^2 - b^{-2})}
\]
In the last line, $Z_N^{N_f}(p_1, p_2, \mu_f, b, \bar{Y}_{rs})$ is a contribution to the partition function corresponding to the pair $\bar{Y}_{rs}$ such that $Y_1$ is a $r \times s$ rectangle and $Y_2 = \emptyset$, while $x_{mn} = p_1 + (m-1)b + (n-1)b^{-1}$.

After some simple algebra we get

$$\frac{1}{\mathcal{P}(\phi_k)\mathcal{P}(\phi_k + Q)} \prod_{m=1}^{r} \prod_{n=1}^{s} \frac{(\phi_k - x_{mn})^2((\phi_k - x_{mn})^2 - Q^2)}{((\phi_k - x_{mn})^2 - b^2)((\phi_k - x_{mn})^2 - b^{-2})}$$

$$= \frac{1}{(\phi_k - p_1 - rb)(\phi_k + Q - p_1 - rb)(\phi_k - p_1 - sb^{-1})(\phi_k + Q - p_1 - sb^{-1})} \times \frac{(\phi_k - p_1 - rb - sb^{-1})(\phi_k + Q - p_1 - rb - sb^{-1})}{(\phi_k - p_2)(\phi_k + Q - p_2)}. \quad (29)$$

For $p_{12} = -rb - sb^{-1}$ the factor in the last line of (29) is equal to 1 and

$$\frac{1}{\mathcal{P}(\phi_k)\mathcal{P}(\phi_k + Q)} \prod_{m=1}^{r} \prod_{n=1}^{s} \frac{(\phi_k - x_{mn})^2((\phi_k - x_{mn})^2 - Q^2)}{((\phi_k - x_{mn})^2 - b^2)((\phi_k - x_{mn})^2 - b^{-2})} \bigg|_{p_{12} = -rb - sb^{-1}}$$

$$= \frac{1}{\mathcal{P}(\phi_k)\mathcal{P}(\phi_k + Q)}. \quad (30)$$

with

$$\mathcal{P}(\phi) = (\phi - p_1 - rb)(\phi - p_1 - sb^{-1}). \quad (31)$$

It leads to the relation

$$\text{Res} Z_N^{N_f}(p_1, p_2, \mu_f, b) = \text{Res} Z_N^{N_f}(p_1, p_2, \mu_f, b; \bar{Y}_{rs}) Z_N^{N_f}(p_1 + rb, p_1 + sb^{-1}, \mu_f, b). \quad (32)$$

For the pair of diagrams $\bar{Y}_{rs} = (r \times s, \emptyset)$ one has

$$H_{Y_1}((m, n)) = r - m, \quad H_{Y_2}((m, n)) = -m,$$

$$V_{Y_1}((m, n)) = s - n, \quad V_{Y_2}((m, n)) = -n,$$

and

$$E_{11}(\langle m, n \rangle) = (m - r)b + (s - n + 1)b^{-1},$$

$$E_{12}(\langle m, n \rangle) = p_{12} + mb + (s - n + 1)b^{-1}.$$

The formula (27) thus gives

$$\text{Res} \left. \prod_{\alpha, \beta = 1}^{2} \prod_{(m, n) \in Y_1} \frac{1}{E_{\alpha\beta}((m, n))(Q - E_{\alpha}((m, n)))} \right|_{p_{12} = -rb - sb^{-1}} = \prod_{m=1-r}^{r} \prod_{n=1-s}^{s} \frac{1}{mb + nb^{-1}}, \quad (m, n) \neq \langle 0, 0 \rangle. \quad (33)$$
Let us now assume
\[ p_1 = -p_2 = p \]
which corresponds to SU(2) rather than U(2) gauge group. The pole at \( p_{12} = -rb - sb^{-1} \) then corresponds to
\[ p = -\frac{1}{2} (rb + sb^{-1}) \].

For the pair of diagrams \( Y_{rs} = (r \times s, \emptyset) \) we thus have
\[
\prod_{\alpha=1}^{2} \prod_{(m,n) \in Y_\alpha} S_\alpha(\langle m, n \rangle) \bigg|_{p = -\frac{1}{2}(rb + sb^{-1})} = \prod_{f=1}^{N_f} \prod_{m=1}^{r} \prod_{n=1}^{s} \left[ (m - 1 - \frac{1}{2}r)b + (n - 1 - \frac{1}{2}s)b^{-1} + \mu_f + \frac{Q}{2} \right] = \prod_{f=1}^{N_f} Y_{rs}(\mu_f)
\]
where \( Y_{rs} \) are defined by (16). Since \( Z_N(p_1, p_2, \mu_f, b) \) is a symmetric function of \( p_1 - p_2 = 2p \)
\[ Z_N(p, \mu_f, b) \equiv Z_N(p, -p, \mu_f, b) = Z_N(-p, \mu_f, b), \]
the residues at the poles at \( p_{12} = -rb - sb^{-1} \) and \( p_{21} = -rb - sb^{-1} \) differ only by a sign. Equations (32) and (33) then yield for \( 4p^2 \rightarrow (rb + sb^{-1})^2 \)
\[ Z^N_{N_f}(p, \mu_f, b) = -\frac{4A_{rs}}{4p^2 - (rb + sb^{-1})^2} \sum_{f=1}^{N_f} Y_{rs}(\mu_f) Z^N_{N-f-rs}(\frac{1}{2}(rb - sb^{-1}), \mu_f, b) + \mathcal{O}(1) \quad (34) \]
where \( A_{rs} \) is given by formula (15). For \( p \rightarrow \infty \) relation (27) implies
\[ Z^N_{N_f}(p, \mu_f, b) = \mathcal{O}\left(p^{2N(N_f-2)}\right), \]
hence
\[ \lim_{p \rightarrow \infty} Z^N_{N_f}(p, \mu_f, b; q) = \delta_{0,N_f} \text{ for } N_f = 0, 1. \]
Together with (34) this gives the recursion relations:
\[ Z^0_N(p, b) = \delta_{0,N_f} - \sum_{1 \leq r \leq N_f} \frac{4A_{rs}}{4p^2 - (rb + sb^{-1})^2} Z^0_{N-f-rs}(\frac{1}{2}(rb - sb^{-1}), b), \]
\[ Z^1_N(p, \mu, b) = \delta_{0,N_f} - \sum_{1 \leq r \leq N_f} \frac{4A_{rs} Y_{rs}(\mu)}{4p^2 - (rb + sb^{-1})^2} Z^1_{N-f-rs}(\frac{1}{2}(rb - sb^{-1}), b). \]
Regarding the partition function as a function of the conformal dimension \( \Delta = \frac{1}{4}Q^2 - p^2 \) rather than the function of \( p \), one gets the recursion formulae of the form:

\[
\begin{align*}
Z^0_N(\Delta, b) &= \delta_{0,N} + \sum_{1 \leq rs \leq N} \frac{A_{rs}}{\Delta - \Delta_{rs}} Z^0_{N - rs}(\Delta_{rs} + rs, b), \\
Z^1_N(\Delta, \mu, b) &= \delta_{0,N} + \sum_{1 \leq rs \leq N} \frac{A_{rs} Y_{rs}(\mu)}{\Delta - \Delta_{rs}} Z^1_{N - rs}(\Delta_{rs} + rs, \mu, b),
\end{align*}
\]

where \( \Delta_{rs} \) is given by relation (14). Comparing with (20) and (19) one gets the AGT relation for \( N_f = 0, 1 \):

\[
\begin{align*}
Z^0(\Delta, b, h; h^4 \Lambda^4) &= \langle \Delta, \Lambda^2 | \Delta, \Lambda^2 \rangle, \\
Z^1(\Delta, \mu, b, h; h^3 \Lambda^3) &= \langle \Delta, \mu, \frac{1}{2} \Lambda | \Delta, \Lambda^2 \rangle.
\end{align*}
\]

Calculating the large \( p \) asymptotic in the case \( N_f = 2 \) is more involved. Let us first note that for \( \alpha \neq \beta \) and \( p = p_\alpha = -p_\beta \to \infty \):

\[
\frac{S_\alpha(\langle m, n \rangle)}{E_{\alpha\beta}(\langle m, n \rangle)(Q - E_{\alpha\beta}(\langle m, n \rangle))} = \frac{p_\alpha^2}{-(p_\alpha - p_\beta)^2} + O(p^{-1}) \to -\frac{1}{4},
\]

hence, for \( |\vec{Y}| = N \)

\[
\prod_{\substack{\alpha, \beta = 1 \\
\alpha \neq \beta}}^2 \prod_{\langle m, n \rangle \in Y_1} \frac{S_\alpha(\langle m, n \rangle)}{E_{\alpha\beta}(\langle m, n \rangle)(Q - E_{\alpha\beta}(\langle m, n \rangle))} \to \left(-\frac{1}{4}\right)^N
\]

and

\[
\lim_{p \to \infty} Z^2(p, \mu_1, \mu_2, b, h; q) = \sum_{N=0}^\infty \left(-\frac{q}{4h^2}\right)^N \sum_{|\vec{Y}| = N} \prod_{\alpha = 1}^2 \prod_{\langle m, n \rangle \in Y_\alpha} \frac{1}{E_{\alpha\alpha}(\langle m, n \rangle)(Q - E_{\alpha\alpha}(\langle m, n \rangle))}
\]

\[
= \left(\sum_{N=0}^\infty \left(-\frac{q}{4h^2}\right)^N \sum_{|\vec{Y}| = N} \prod_{\langle m, n \rangle \in Y} \frac{1}{E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle))}\right)^2,
\]

where

\[
E_Y(\langle m, n \rangle) = -bH_Y(\langle m, n \rangle) + b^{-1}(1 + V_Y(\langle m, n \rangle)).
\]

In order to calculate the sum

\[
Z_N(b) = \sum_{|\vec{Y}| = N} \prod_{\langle m, n \rangle \in Y} \frac{1}{E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle))}
\]

we shall use the integral representation

\[
Z_N(b) = \frac{Q^N}{N!} \int_{\mathbb{R}} \frac{d\phi_N}{2\pi i} \cdots \int_{\mathbb{R}} \frac{d\phi_1}{2\pi i} \prod_{k=1}^N \frac{1}{(\phi_k - i0)(\phi_k + Q + i0)} \prod_{i \neq j} \frac{\phi_{ij}(\phi_{ij} - Q)}{(\phi_{ij} - b - i0)(\phi_{ij} - b^{-1} - i0)}.
\]

(38)
The relation (38) can be obtained using the results of [61] and [62] (formulae 6.4-6.12 in [61]). Applying the reasoning presented in Appendix to the integral in (38) one can show that the only singularities of \( Z_N(b) \) result from the collision of the poles at \( \phi_k = (r - 1)b + (s - 1)b^{-1} \) (above the real axis) with the pole at \( \phi_k = -Q \) (below the real axis), i.e. for

\[
r b + s b^{-1} = 0.
\]

Since \( r \) and \( s \) are positive integers the only singularities of \( Z_N(b) \) can occur for purely imaginary \( b \). However, for \( b = i\beta \), \( \beta \in \mathbb{R} \),

\[
E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle)) = \left(1 + V_Y(\langle m, n \rangle) + \beta^2 H_Y(\langle m, n \rangle)\right)\left(1 + H_Y(\langle m, n \rangle) + \beta^{-2} V_Y(\langle m, n \rangle)\right)
\]
is strictly positive. Thus the residue at the would-be pole at \( rb + sb^{-1} = 0 \) actually vanishes and \( Z_N(b) \) is a holomorphic function of \( b \). Now, for \( b \to \infty \)

\[
\lim_{b \to \infty} \frac{1}{E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle))} \to 0
\]

unless \( H_Y(\langle m, n \rangle) = 0 \), i.e. \( Y \) consists solely of the first column and therefore

\[
\lim_{b \to \infty} \sum_{|Y|=N} \prod_{\langle m,n \rangle \in Y} \frac{1}{E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle))} = \prod_{m=1}^{N} \frac{1}{1 + V_Y(\langle m, 1 \rangle)} = \frac{1}{N!}.
\]

The Liouville’s boundedness theorem then implies that \( Z_N(b) \) is a \( b \) independent constant\(^7\):

\[
\sum_{|Y|=N} \prod_{\langle m,n \rangle \in Y} \frac{1}{E_Y(\langle m, n \rangle)(Q - E_Y(\langle m, n \rangle))} = \frac{1}{N!}.
\]

One thus gets

\[
\lim_{p \to \infty} Z^2(p, \mu_1, \mu_2, b; h) = e^{-\frac{1}{2} \frac{h^2}{\Lambda}}
\]

which along with (34) implies the recursive relation

\[
Z_N^2(\Delta, \mu_1, \mu_2, b) = \frac{(-1)^N}{2^N N!} + \sum_{1 \leq rs \leq N} \frac{A_{rs} Y_{rs}(\mu_1) Y_{rs}(\mu_2)}{\Delta - \Delta_{rs}} Z_{N-\Delta_{rs}}^2(\Delta_{rs} + rs, \mu_1, \mu_2, b).
\]

Comparing with recursive relations (17) and (18) one gets the AGT correspondence for \( N_f = 2 \)

\[
Z^2(\Delta, \mu_1, \mu_2, b; h^2 \Lambda^2) = \langle \Delta, \Lambda^2 | V_{\Delta_{2}}(1) | \Delta_1 \rangle = e^{-\frac{1}{2}} \langle \Delta, \mu_1, \frac{1}{2} \Lambda | \Delta, \mu_2, \frac{1}{2} \Lambda \rangle.
\]

\(^7\)An independent check of this property can be made by evaluating with a help of [60], Theorem 2.7, the value of \( Z_N(i) \)
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Appendix. Singularities of the partition function

In this appendix we shall repeat (a slightly elaborated version of) a proof of the following lemma due to Fateev and Litvinov [52]:

**Lemma:** Let $f(\phi_1, \ldots, \phi_n)$ be a holomorphic function of all its arguments which grows for $\phi_i \to \infty$ slow enough to ensure the convergence of the integral

$$F^f_N(\{a_\alpha\}; \{\epsilon_a\}) = \int \frac{d\phi_1}{2\pi i} \cdots \int \frac{d\phi_N}{2\pi i} f(\phi_1, \ldots, \phi_N) \prod_{\alpha}^{N} \frac{1}{\phi_i - a_\alpha - 0^+} \prod_{i,j}^{N} \frac{1}{\phi_{ij} - \epsilon_a - 0^+}. \quad (A.1)$$

Then $F^f_N(\{a_\alpha\}; \{\epsilon_a\})$ is a holomorphic function of all $a_\alpha$.

**Proof.** Let us perform the integral over $\phi_N$ by closing the contour in the upper half-plane. With this choice the poles at $\phi_N = a_\alpha$ and $\phi_N = \phi_j + \epsilon_a$ are inside the contour, while the poles at $\phi_N = \phi_j - \epsilon_a$ stay outside. When we vary $a_\alpha$, some of these poles move and, when the positions of two poles coincide, a higher order singularity of the integrand may occur.

If this happens for the poles on the same side of the integration contour, then we can move the contour away from such a colliding pair and the integral stays finite. On the other hand, if the colliding poles “squeeze” the integration contour in between then we can deform the contour of integration away only at a price of evaluating a residue (which can become singular in the limit) at one of the poles.

More precisely: take a pole at $\phi_N = \phi_j - \epsilon_b$ and deform the integration contour to the sum of $C$ and $-C_{k,b}$, where $C$ encloses all the poles of $\phi_N$ in the upper half-plane and the pole at $\phi_N = \phi_j - \epsilon_b$, while $C_{j,b}$ surrounds just $\phi_N = \phi_j - \epsilon_b$. By the argument above a singularity of the integral over $\phi_N$ may appear only from the integral over $C_{j,b}$. Adding such contributions for all $j < N$ and all $b$ (and neglecting for the moment all the factors which do not depend on $\phi_N$) we get:

$$I_N = \sum_{j,b, C_{k,b}} \int \frac{d\phi_N}{2\pi i} f(\phi_1, \ldots, \phi_N) \prod_{\alpha}^{N} \frac{1}{\phi_N - a_\alpha - 0^+} \prod_{i=1}^{N-1}^{N} \frac{1}{\phi_N - \phi_i - \epsilon_a - 0^+} \prod_{i,j}^{N} \frac{1}{\phi_{ij} - \epsilon_a - \epsilon_b - 0^+}. \quad (A.2)$$

There are indeed several new poles on the right hand side of this equation. The first type is at $\phi_j = a_\alpha + \epsilon_b$ above the real axis. In order to expose the others let us note that (A.2) is
symmetric under \((a, i) \leftrightarrow (b, j)\) so that symmetrizing its right hand side we get

\[
2\mathcal{I}_N = \sum \frac{f(\phi_1, \ldots, \phi_j - \epsilon_b)}{(\phi_j - a_\alpha - \epsilon_b)^2} \prod_{\alpha} \frac{1}{2\epsilon_b} \prod_{i<j, \alpha} \frac{1}{\phi_{ij} + \epsilon_a + \epsilon_b + 0^+} \prod_{\alpha} \frac{1}{\phi_{ij} - \epsilon_a + \epsilon_b + 0^+}
\]

\[
+ \sum i, a f(\phi_1, \ldots, \phi_i - \epsilon_a) \prod_{\alpha} \frac{1}{\phi_i - a_\alpha - \epsilon_a} \prod_{a_b, j<i} \frac{1}{2\epsilon_a} \prod_{(b,j) \neq (a,i)} \frac{1}{\phi_{ij} - \epsilon_a - \epsilon_b + \phi_{ij} - \epsilon_a - \epsilon_b + 0^+}.
\]

It follows from the expression above that \(\mathcal{I}_N\) has poles above the real axis at \(\phi_i = \phi_j + \epsilon_a + \epsilon_b\) and poles below the real axis at \(\phi_i = \phi_j - \epsilon_a - \epsilon_b\). It seems that there is also a pole at \(\phi_i = \phi_j + \epsilon_a - \epsilon_b\). However, the residue of such a “would be” pole contains a factor

\[
\frac{1}{2\epsilon_b} \frac{1}{\phi_{ij} + \epsilon_a - \epsilon_b} + \frac{1}{2\epsilon_a} \frac{1}{\phi_{ij} - \epsilon_a - \epsilon_b} = \frac{\epsilon_a + \epsilon_b}{2\epsilon_a \epsilon_b} \frac{\phi_{ij} - \epsilon_a + \epsilon_b}{\phi_{ij}^2 - (\epsilon_a + \epsilon_b)^2}
\]

and \(\mathcal{I}_N\) is actually finite for \(\phi_i \rightarrow \phi_j + \epsilon_a - \epsilon_b\).

After performing the integral over \(\phi_N\) we arrive at the expression of the same structure as (A.1) with \(N - 1\) instead of \(N\) integrals, the function \(f\) replaced with some other holomorphic function of \(\phi_1, \ldots, \phi_{N-1}\), and the sets \(\{a_\alpha\}, \{\epsilon_a\}\) enlarged by adding points \(\{a_\alpha + \epsilon_b\}, \{\epsilon_a + \epsilon_b\}\) with all possible \(\epsilon_b\). After performing all but the last integral we arrive at the formula

\[
F^f_N(\{a_\alpha\}; \{\epsilon_a\}) = \int \frac{d\phi_1}{2\pi i} \tilde{f}(\phi_1) \prod_{\alpha} \prod_{A} \frac{1}{\phi_1 - a_\alpha - \epsilon_A - i0^+} = \prod_{\alpha} \prod_{A} \tilde{f}(a_\alpha + \epsilon_A),
\]

with \(\{\epsilon_A\} = \{0, \epsilon_a, \epsilon_a + \epsilon_b, \ldots\}\) and some holomorphic function \(\tilde{f}\). The thesis of the lemma follows.

Let us now suppose that the function \(f\) appearing in (A.1) contains a factor

\[
\prod_{\nu} \prod_{i=1}^N \frac{1}{\phi_i - \xi_\nu + i0^+},
\]

with simple poles below the real axis. Adapting the reasoning given in the proof above we see that \(F^f_N\) is no longer holomorphic. Its singularities may only come from the collision of poles at \(\phi_i = a_\alpha + \epsilon_A\) and \(\phi_i = \xi_\nu\) with the \(\phi_i\) integration contour squeezed in between and are thus located at

\[a_\alpha = \xi_\nu + \epsilon_A.\]

In the situation of interest in Section 3 we have \(\alpha = 1, 2\), \(\xi_1 = a_1 - \epsilon\) and \(\xi_2 = a_2 - \epsilon\). The poles in the variables \(\phi_i\) can appear only at

\[\phi_i = a_\alpha + (r-1)\epsilon_1 + (s-1)\epsilon_2, \quad r, s \in \mathbb{Z}_+\]

and the only singularities of the partition function as a function of \(a_\alpha\) are the (simple in the generic case) poles at

\[a_1 - a_2 = \mp(m\epsilon_1 + n\epsilon_2).\]
References

[1] L. F. Alday, D. Gaiotto and Y. Tachikawa, Liouville Correlation Functions from Four-dimensional Gauge Theories, Lett. Math. Phys. 91 (2010) 167 [arXiv:0906.3219 [hep-th]].

[2] N. Wyllard, $A_{N-1}$ conformal Toda field theory correlation functions from conformal N=2 SU(N) quiver gauge theories, JHEP 0911 (2009) 002 [arXiv:0907.2189 [hep-th]].

[3] N. Drukker, D. R. Morrison and T. Okuda, Loop operators and S-duality from curves on Riemann surfaces, JHEP 0909 (2009) 031 [arXiv:0907.2593 [hep-th]].

[4] L. F. Alday, D. Gaiotto, S. Gukov, Y. Tachikawa and H. Verlinde, Loop and surface operators in N=2 gauge theory and Liouville modular geometry, JHEP 1001 (2010) 113 [arXiv:0909.0945 [hep-th]].

[5] N. Drukker, J. Gomis, T. Okuda and J. Teschner, Gauge Theory Loop Operators and Liouville Theory, JHEP 1002 (2010) 057 [arXiv:0909.1105 [hep-th]].

[6] D. Gaiotto, Surface Operators in N=2 4d Gauge Theories, arXiv:0911.1316 [hep-th].

[7] J. F. Wu and Y. Zhou, From Liouville to Chern-Simons, Alternative Realization of Wilson Loop Operators in AGT Duality, arXiv:0911.1922 [hep-th].

[8] F. Passerini, Gauge Theory Wilson Loops and Conformal Toda Field Theory, arXiv:1003.1151 [hep-th].

[9] D. Gaiotto, Asymptotically free N=2 theories and irregular conformal blocks, arXiv:0908.0307 [hep-th].

[10] A. Marshakov, A. Mironov and A. Morozov, On non-conformal limit of the AGT relations, Phys. Lett. B 682 (2009) 125 [arXiv:0909.2052 [hep-th]].

[11] V. Alba and A. Morozov, Non-conformal limit of AGT relation from the 1-point torus conformal block, arXiv:0911.0363 [hep-th].

[12] M. Taki, On AGT Conjecture for Pure Super Yang-Mills and W-algebra, arXiv:0912.4789 [hep-th].

[13] S. Yanagida, Whittaker vectors of the Virasoro algebra in terms of Jack symmetric polynomial, arXiv:1003.1049 [math.QA].

[14] H. Awata and Y. Yamada, Five-dimensional AGT Conjecture and the Deformed Virasoro Algebra, JHEP 1001 (2010) 125 [arXiv:0910.4431 [hep-th]].

[15] S. Yanagida, Five-dimensional SU(2) AGT conjecture and recursive formula of deformed Gaiotto state, arXiv:1005.0216 [math.QA].

[16] R. Santachiara and A. Tanzini, Moore-Read Fractional Quantum Hall wavefunctions and SU(2) quiver gauge theories, arXiv:1002.5017 [Unknown].

[17] R. Dijkgraaf and C. Vafa, Toda Theories, Matrix Models, Topological Strings, and N=2 Gauge Systems, arXiv:0909.2453 [hep-th].

[18] H. Itoyama, K. Maruyoshi and T. Oota, Notes on the Quiver Matrix Model and 2d-4d Conformal Connection, arXiv:0911.4244 [hep-th].
[19] T. Eguchi and K. Maruyoshi, *Penner Type Matrix Model and Seiberg-Witten Theory*, JHEP 1002 (2010) 022 [arXiv:0911.4797 [hep-th]].

[20] R. Schiappa and N. Wyllard, *An A_r threesome: Matrix models, 2d CFTs and 4d N=2 gauge theories*, arXiv:0911.5337 [hep-th].

[21] A. Mironov, A. Morozov and S. Shakirov, *Matrix Model Conjecture for Exact BS Periods and Nekrasov Functions*, JHEP 1002 (2010) 030 [arXiv:0911.5721 [hep-th]].

[22] P. Sulkowski, *Matrix models for $\beta$-ensembles from Nekrasov partition functions*, arXiv:0912.5476 [hep-th].

[23] S. Shakirov, *Exact solution for mean energy of 2d Dyson gas at beta = 1*, arXiv:0912.5520 [hep-th].

[24] M. Fujita, Y. Hatsuda and T. S. Tai, *Genus-one correction to asymptotically free Seiberg-Witten prepotential from Dijkgraaf-Vafa matrix model*, JHEP 1003 (2010) 046 [arXiv:0912.2988 [hep-th]].

[25] G. Bonelli and A. Tanzini, *Hitchin systems, N=2 gauge theories and W-gravity*, arXiv:0909.4031 [hep-th].

[26] L. F. Alday, F. Benini and Y. Tachikawa, *Liouville/Toda central charges from M5-branes*, arXiv:0909.4776 [hep-th].

[27] N. A. Nekrasov, *Seiberg-Witten Prepotential From Instanton Counting*, Adv. Theor. Math. Phys. 7 (2004) 831 [arXiv:hep-th/0206161].

[28] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, *Infinite Conformal Symmetry In Two-Dimensional Quantum Field Theory*, Nucl. Phys. B 241, 333 (1984).

[29] A. Marshakov, A. Mironov and A. Morozov, *On Combinatorial Expansions of Conformal Blocks*, arXiv:0907.3946 [hep-th].

[30] A. Mironov, S. Mironov, A. Morozov and A. Morozov, *CFT exercises for the needs of AGT*, arXiv:0908.2064 [hep-th].

[31] A. Mironov and A. Morozov, *The Power of Nekrasov Functions*, Phys. Lett. B 680 (2009) 188 [arXiv:0908.2190 [hep-th]].

[32] A. Mironov and A. Morozov, *On AGT relation in the case of U(3)*, Nucl. Phys. B 825 (2010) 1 [arXiv:0908.2569 [hep-th]].

[33] A. Mironov and A. Morozov, *Proving AGT relations in the large-c limit*, Phys. Lett. B 682 (2009) 118 [arXiv:0909.3531 [hep-th]].

[34] G. Giribet, *On triality in N=2 SCFT with $N_f = 4$*, arXiv:0912.1930 [hep-th].

[35] V. Alba and A. Morozov, *Check of AGT Relation for Conformal Blocks on Sphere*, arXiv:0912.2535 [hep-th].

[36] D. V. Nanopoulos and D. Xie, *On Crossing Symmetry and Modular Invariance in Conformal Field Theory and S Duality in Gauge Theory*, Phys. Rev. D 80 (2009) 105015 [arXiv:0908.4409 [hep-th]].
A. Marshakov, A. Mironov and A. Morozov, Zamolodchikov asymptotic formula and instanton expansion in \( N=2 \) SUSY \( N_f = 2N_c \) QCD, JHEP 0911 (2009) 048 [arXiv:0909.3338 [hep-th]].

R. Poghossian, Recursion relations in CFT and \( N=2 \) SYM theory, JHEP 0912 (2009) 038 [arXiv:0909.3412 [hep-th]].

A. Mironov and A. Morozov, Nekrasov Functions and Exact Bohr-Zommerfeld Integrals, arXiv:0910.5670 [hep-th].

D. Nanopoulos and D. Xie, Hitchin Equation, Singularity, and \( N=2 \) Superconformal Field Theories, arXiv:0911.1990 [hep-th].

L. Hadasz, Z. Jaskolski and P. Suchanek, Recursive representation of the torus 1-point conformal block, JHEP 1001 (2010) 063, arXiv:0911.2353 [hep-th].

L. Hadasz, Z. Jaskolski and P. Suchanek, Modular bootstrap in Liouville field theory, Phys. Lett. B 685 (2010) 79 [arXiv:0911.4296 [hep-th]].

A. Mironov and A. Morozov, Nekrasov Functions from Exact BS Periods: the Case of SU(N), arXiv:0911.2396 [hep-th].

S. Kanno, Y. Matsuo, S. Shiba and Y. Tachikawa, \( N=2 \) gauge theories and degenerate fields of Toda theory, arXiv:0911.4787 [hep-th].

V. B. Petkova, On the crossing relation in the presence of defects, arXiv:0912.5535 [hep-th].

A. Mironov, A. Morozov and S. Shakirov, Conformal blocks as Dotsenko-Fateev Integral Discriminants, arXiv:1001.0563 [hep-th].

A. Popolitov, On relation between Nekrasov functions and BS periods in pure SU(N) case, arXiv:1001.1407 [hep-th].

H. Itoyama and T. Oota, Method of Generating q-Expansion Coefficients for Conformal Block and \( N=2 \) Nekrasov Function by beta-Deformed Matrix Model, arXiv:1003.2929 [hep-th].

A. Mironov, A. Morozov and A. Morozov, Matrix model version of AGT conjecture and generalized Selberg integrals, arXiv:1003.5752 [hep-th].

N. Nekrasov and E. Witten, The Omega Deformation, Branes, Integrability, and Liouville Theory, arXiv:1002.0888 [hep-th].

N. Drukker, D. Gaiotto and J. Gomis, The Virtue of Defects in 4D Gauge Theories and 2D CFTs, arXiv:1003.1112 [hep-th].

V. A. Fateev and A. V. Litvinov, On AGT conjecture, JHEP 1002 (2010) 014 [arXiv:0912.0504 [hep-th]].

Al. Zamolodchikov, Conformal Symmetry In Two-Dimensions: An Explicit Recurrence Formula For The Conformal Partial Wave Amplitude, Commun. Math. Phys. 96 (1984) 419.
[54] Al. Zamolodchikov, *Two-dimensional conformal symmetry and critical four-spin correlation functions in the Ashkin-Teller model*, Sov. Phys. JETP 63 (1986) 1061.

[55] Al. Zamolodchikov, *Conformal symmetry in two-dimensional space: recursion representation of conformal block*, Theor. Math. Phys. 73 (1987) 1088.

[56] L. Hadasz, Z. Jaskólski and P. Suchanek, *Recursion representation of the Neveu-Schwarz superconformal block*, JHEP 03 (2007) 032 [hep-th/0611266].

[57] J. Teschner, *Liouville theory revisited*, Class. Quant. Grav. 18 (2001) R153 [arXiv:hep-th/0104158].

[58] A. Zamolodchikov, *Higher equations of motion in Liouville field theory*, Int. J. Mod. Phys. A 19S2 (2004) 510 [arXiv:hep-th/0312279].

[59] U. Bruzzo, F. Fucito, J. F. Morales and A. Tanzini, JHEP 0305 (2003) 054 [arXiv:hep-th/0211108].

[60] Guo-Niu Han, *An explicit expansion formula for the powers of the Euler Product in terms of partition hook lengths*, arXiv:0804.1849 [math.CO]

[61] G. W. Moore, N. Nekrasov and S. Shatashvili, *D-particle bound states and generalized instantons*, Commun. Math. Phys. 209 (2000) 77 [arXiv:hep-th/9803265].

[62] Hiraku Nakajima, *Lectures on Hilbert schemes of points on surfaces* University Lecture Series, Vol. 18, American Mathematical Society, Providence, RI, 1999.