Forecasting Exchange Rate Across Countries with Gold Price as Exogenous Variable using Transfer Function and VARIX Model
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Abstract Investors and collectors hold gold as protection for their savings and wealth at large. Gold does not pay interest like treasure bonds or savings accounts, but current gold prices often reflect increases and decreases of an asset. This research aims to provide a model for the relationship between the exchange rate, which is vital in exporting gold, and gold prices across countries. The Australia, Brazil, and South Africa exchange rates are used as a case study against the gold price. The ARIMA model is used for forecasting gold price as an input for the Transfer Function and VARIX models. The Transfer Function model only considers the relationship between gold prices as input with the exchange rate in each country, whereas the VARIX model also considers the interrelationship between exchange rates in these countries. Daily data is used for the period 1st June 2010 to the 28th February 2018. The RMSE and MAPE are used as criteria for selecting the best model. The results show that VARIX is the best model for forecasting the Australian exchange rate, while the Transfer function is the best model for forecasting South African and Brazilian exchange rates.
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1 Introduction

Gold is one of the most valuable metals globally as rising cost indicates an expectation of a strong economy, and these strong economies give rise to inflation. There is only a limited amount of gold, so any increase, decrease, or a sudden change to the supply or demand of gold will impact prices and affect the exchange rates. Investors and collectors hold gold as protection for their savings and their wealth at large. Gold is also seen as a hedge against inflation and currency devaluation as it is traded in US dollars. Interest rates affect the price of
gold when interest rates moved higher when the price of gold tends to fall since it costs more as it shows that fluctuations influence exchange rates. Currency values fluctuate, but gold values in terms of ounces can stay more stable in the long term. The demand for gold has expanded with its extensive use in industrial goods and the jewelry sector in recent years [1]. Humans could use gold as a form of wealth and also as a form of currency. Since gold prices fluctuate when people lack confidence in governments or financial markets, world events often impact gold price because it is viewed as a safe source when there is a problem. Forecasting can be used in many ways, but one of its most objectives is to predict its future values.

According to the economist’s point of view, the United States (U.S) dollar was chosen for the Bretton Woods system because the U.S. was easily the world strongest economy coming out of the Second World War. Unlike the other strong nations, the U.S does not have to repair infrastructure due to the price of gold was pegged to the U.S dollar.

Several researchers have proposed different mathematical models to forecast gold prices and exchange rates. Some of these models are the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model, Threshold Autoregressive (TAR) model, Self-Exciting Threshold Autoregressive (SETAR) model, and Artificial Neural network (ANN) [2]. Similarly, the determinants of the gold price from some different macroeconomic factors in Sri Lanka were investigated using ARIMA and VAR models. They found out that the previous months’ gold price rate highly affects the current months gold price rate [3]. Monthly gold price data and co-integration regression techniques were used to analyze the U.S’ general inflation and the world at large, the U.S dollar exchange rate, and another shock. They suggested that sizeable short-run movements in the gold price are related to the gold price rising by utilizing inflation’s total rate. They also confirmed that movements in gold’s nominal price are controlled by short-run influences [4].

An inter-dealer order flow explains that a significant daily exchange rate changes and argued that flows are the main cause of exchange rate movements [5]. Similarly, weekly flows also help explain exchange rate movements based on recent findings. Furthermore, other researchers have found out that gold prices are affected by the U.S economy rather than the worldwide economic conditions. The U.S dollar is providing the exchange rate required for international liquidity. Hence a negative relationship is established between the exchange rate and gold price [6-7].

Currently, South Africa and Brazil also enjoy strong bilateral relations as symbolized by high-level visits and various agreements signed across a number of sections since 1994. The relationship between the two countries is also underpinned by a common desire to influence the global agenda in the 21st century in a manner that reflects the aspirations of developing countries. The key sectoral areas of cooperation include trade and industry, health, arts and culture, tourism, and environmental affairs. Brazil remains South Africa’s largest trading partner in Latin America, while Australia has a lot of additional advantages with South Africa in terms of international trade, the business culture, accounting practices, and English, which is the official language in both countries by Jordan [8].

Given this, it will be interesting to evaluate these countries’ exchange rates with respect to gold price as they have seen themselves as partners in trade, development, and factor endowments. This research focuses on forecasting exchange rates across countries with gold prices as an exogenous variable using the Transfer function and VARIX compared to the ARIMA model. The result of this model is obtained by looking at the smallest RMSE and MAPE values. The first part of the study looked at a detailed literature review on exchange rate followed by
the models, the data sets are elucidated. Subsequently, data is analyzed, then the conclusion and recommendations are made.

2 Literature Review

2.1 ARIMA Model

The ARIMA model, as formulated in (1), is a common model for forecasting. In addition to being used for non-seasonal models, ARIMA models can also be used for the seasonal model. The seasonal time series model is a time series that has certain properties, e.g. yearly for monthly time series, or weekly. Seasonal ARIMA models are expressed as (see e.g. [9–11]):

\[
\Phi_p(B^s)\Phi_p(B)(1 - B)^d(1 - B^s)^D Y_t = \theta_q(B)\Theta_Q(B^s)a_t
\]  

where

\[
\Phi_p(B) = \text{coefficients of non-seasonal AR components } p \text{ degree, with the following description }
\]

\[
\Phi_p(B) = (1 - \Phi_1B - \Phi_2B^2 - \ldots - \Phi_pB^p),
\]

\[
\Phi_p(B^s) = \text{coefficients of the seasonal AR component } s \text{ with translation as follow }
\]

\[
\Phi_p = (1 - \Phi_1B^s - \Phi_2B^{2s} - \ldots - \Phi_pB^{ps}),
\]

\[
\theta_p(B) = \text{MA component coefficients are non-seasonal with } q \text{ degree with the translation as follows }
\]

\[
\theta_q(B) = (1 - \theta_1B - \theta_2B^2 - \ldots - \theta_qB^q),
\]

\[
\Theta_Q(B^s) = \text{seasonal MA component coefficient } s \text{ with translation }
\]

\[
\Theta_Q(B^s) = (1 - \theta_1B^s - \theta_2B^{2s} - \ldots - \theta_QB^{Qs})
\]

\[(1 - B)^d = \text{operator for differencing order } d
\]

\[(1 - B^s)^D = \text{operator for seasonal differencing } s \text{ order } D
\]

\[a_t = \text{the residual value at the time } t \text{ that satisfy the white noise assumption.}
\]

2.2 Transfer Function

The Transfer function model is based on the relationship between time series response data (output series) with one or more predictors or input series [12]. In other words, the transfer function is a model that describes the predicted value of time ahead of a time series variable based on past values. The general form of a transfer function for a single input (\(x_t\)) and the single output (\(y_t\)) is expressed in (2) and (3) as follows:

\[
y_t = v_0x_t + v_1x_{t-1} + v_2x_{t-2} + \ldots + \eta_t = v(B) + \eta_t
\]  

where \(y_t\) is a stationary output array, \(x_t\) is a series whose input is stationary, and is an error component to follow an ARMA model, with

\[
v(B) = \frac{\omega_s(B)B^b}{\delta_r(B)} \quad \text{and} \quad \eta_t = \frac{\theta_q(B)}{\phi_p(B)}a_t
\]
where
\[\omega_s(B) = \omega_0 - \omega_1 B - \cdots - \omega_s B^s,\] i.e. moving average operator of order \(s,\)
\[\delta_r(B) = 1 - \delta_1 B - \cdots - \delta_r B^r,\] i.e. the autoregressive operator of order \(r,\)
\(a_t = \) residual value at time \(t.\)

2.3 Vector Autoregressive Exogenous Variable (VARX)

Vector Autoregressive with Exogenous Variables (VARX) is an expansion of the VAR model by adding exogenous \(X\) variables at the right (see equation (4)). If the data is not stationary in mean, then it should be differenced such that the model becomes Vector Autoregressive Integrated with Exogenous Input [13]. The VARIX \((p, d, s^*)\) model can be written as:

\[
\Phi_p(B)(1 - B)^d Z_t = \theta_{s^*}(B)X_t + a_t \tag{4}
\]

where
\[
\Phi_p(B) = (I - \Phi_1 B - \Phi_2 B^2 - \cdots - \Phi_p B^p), \quad \theta_{s^*}(B) = \theta_0^* - \theta_1^* B - \cdots - \theta_{s^*}^* B^{s^*}
\]

and \(d\) is the order of difference. This research employs differencing with order one denoted as VAR-X \((p, 1, s^*)\):

\[
\phi_p(B)(1 - B)^d Z_t = \theta_{s^*}(B)X_t + a_t,
\]

\[
Z_t^* = \sum_{i=1}^{p} \Phi_i Z_{t-1}^* + \sum_{i=0}^{s^*} \theta_i X_{t-1} + a_t,
\]

where
\(Z_t: \) is the \(m \times 1\) series vector, is the \(m \times m\) identity matrix, and \(m\) is the number of series
\(\Phi_p: \) is a \(m \times m\) matrix sized, while \(m\) is a matrix sized \(m \times m.\)

2.4 Selection of the Best Model

The selection of the best models in this study is done by using Root Mean Square Error (RMSE) for in-sample forecasting and Mean Absolute Percentage Error (MAPE) for out-of-sample forecasting [11][14]

\[
RMSE = \sqrt{\frac{1}{L} \sum_{l=1}^{L} (Z_{n+l} - \hat{Z}_{n}(l))^2} \tag{5}
\]

\[
MAPE = \frac{1}{L} \sum_{l=1}^{L} \left| \frac{Z_{n+l} - \hat{Z}_{n}(l)}{Z_{n+l}} \right| \times 100 \tag{6}
\]

where \(Z_{n+l}\) is out-of-sample data, \(\hat{Z}_{n}(l)\) is forecast value and \(L\) is the total out-of-sample data.
3  Methodology

3.1  Data Source and Research Variables

This study uses daily data of the International Monetary Fund (IMF) and World Gold Council data from 1st June 2010 to 28th February 2018. The data contains the U.S. dollar exchange rate of South Africa Rand, Brazil Peso, and Australian dollar. The notations corresponding to the research variables are summarized in Table 1. The data is divided into training (in-sample), from 1st June 2010 to 28th February 2017, and testing (out-of-sample) sets, from 1st March 2017 to 28th February 2018.

| Time (t) | Variable | Variable Name |
|----------|----------|---------------|
| 1        | $X_t$    | GP for the price of 1 ounce of Gold in US dollar at time \( t \) |
| 2        | $Z_{1,t}$ | SAER for South Africa rand exchange rate at time \( t \) |
| 3        | $Z_{2,t}$ | BER for Brazil peso exchange rate at time \( t \) |
| 4        | $Z_{3,t}$ | AER for Australia dollar exchange rate at time \( t \) |

3.2  Analysis Steps

The proposed model building in the presence of exchange rate and gold price as an exogenous variable is described in this section.

The exchange rate and gold price data is also looked at by using the Transfer function as follows:

I. Preparing the input series for single input (Gold price) and output series Exchange rates.

II. Identify time series plots, ACF plots, and PACF. If it is not stationary invariance, then the transformation is done, while if not stationary in mean, then differencing is done.

III. Test the suitability of the model by fulfilling the white noise assumption.

IV. Do Prewhitening on the input series to obtain $a_t$.

V. Do Prewhitening on each output series to obtain $\beta_t$.

VI. Perform cross-correlation calculations (Cross-correlation) and autocorrelation for the series of inputs and outputs that have been prewhitening.

VII. Set the value ($b, r, s$) that connects the input series and output to guess the model of the transfer function.

VIII. Estimate the initial noise series $n_t$ and calculate auto-correlation, partial autocorrelation and line spectrum for this series.
IX. Assign \((p, q_n)\) to model ARIMA \((p, 0, q_n)\) from noise series \(n_t\).

X. Estimate the transfer function model parameters. Estimate the parameters of the transfer function model using the method of Conditional Least Square.

XI. Perform a diagnostic test of the transfer function model by calculating the autocorrelation for the residual value of the model \((b, r, s)\) connecting the output series and the input series and then calculate cross-correlation between the residual value \((\hat{a}_t)\) with the residual \((a_t)\) that has been prewhitening.

XII. Forecast the values that will come with the transfer function model.

XIII. Calculate the RMSE and MAPE as in (5) and (6), respectively, of data testing for the Transfer function.

The steps that need to be done in the forecasting stage with the VARI-X method are:

I. Check the stationarity of the in-sample data using Box-Cox transformation and Dickey-Fuller test.

II. Identify the order of the VAR model based on the lowest value of AICc and MPCCF plot.

III. Modeled the exchange rate and exogenous price of gold in-sampled data using the VARI-X method, and parameter significance checking at a maximum alpha of 10% and white noise assumption.

IV. Calculate the value of in-sample estimates and forecast out-sample or intervals using the resulting model at points (3).

V. Calculate the estimation of the in-sample covariance matrix and the matrix forecast out-sample covariance based on point (4).

VI. Modeling VARI-X model based on the result of the lowest AICc and MPCCF plot followed by calculating the performance of the model using RMSE and MAPE.

VII. Forecast the values of the exchange rate and the exogenous price of gold.

4 Results, Analysis and Evaluation

4.1 Characteristics of Exchange Rate across Countries with Gold Price

In this descriptive analysis, patterns of exchange rates in the dollar (Australia), Peso (Brazil), Rand (South Africa), and gold price are shown using a time series plot. The time series plots of the exchange rate and gold price from 1st June 2010 to 28th February 2018 are shown in Figure 1. The plots indicate that for South Africa, the exchange rate increases at an initial stage and then start decreasing until it reaches a particular point again where it started to increase, but at a slower rate, the Brazilian exchange rate started falling an early stage and then continue fluctuating, the Australian exchange rate also started increasing slowly but decreased at a rapid rate while gold price initially started increasing until its get to a particular point when it started
falling steadily as this shows that there are some outliers. In addition to using the time series plot to know the exchange rate characteristics in Australia, Brazil, South Africa, and gold price data, we also use descriptive statistics. The descriptive statistics of the exchange rate and gold price data are shown in Table 2.

![Time Series Plot](image)

Figure 1: Time Series Plot of (a) Australian Exchange Rate, (b) Brazilian Exchange Rate, (c) South African Exchange Rate and (d) Gold Price

From Table 2, we found out that the total observations in this study are 1936, mean of the gold price from 1st June 2010 to 28th February 2018 is 1341, the standard deviation of 193.9439, 0.0559 for the gold price and Australia, 0.0665 dollars for Brazil and 0.0431 dollars for South Africa. The highest exchange rate is for Australia with 0.7020, and the lowest exchange rate is 0.0980 for South Africa with Brazil 0.4052. The mean of the Australian Exchange rate is 0.5982 while that of Brazil is 0.2854 dollars.

### 4.2 Modeling of the Exchange rate and Gold Price using ARIMA

In modeling the exchange rate and gold price, the ARIMA model requires identifying the stationarity in mean and variance. The Box-Cox transformation and differencing are used in order to make the data stationary, after which the $p$, $d$, $q$ order is determined and then the ACF and PACF plotted. The residual assumption of the gold price is shown in Table 3.
Table 2: Descriptive Statistics of Exchange Rate and Gold Price

| Variable                  | No. Obs | Mean   | St. Dev | Min   | Max   |
|---------------------------|---------|--------|---------|-------|-------|
| Gold in US Dollar         | 1936    | 1364   | 193.9439| 1049  | 1895  |
| Australia Dollar          | 1936    | 0.5982 | 0.0559  | 0.4947| 0.7020|
| Brazil Peso               | 1936    | 0.2854 | 0.0665  | 0.1701| 0.4052|
| South Africa Rand         | 1936    | 0.067  | 0.0148  | 0.0431| 0.0980|

Table 3: Residual Assumption Test for Gold Price

| ARIMA Model           | Lags | $\chi^2$ | Df | P-value |
|-----------------------|------|----------|----|---------|
| ([21], 1, 0)          | 6    | 5.48     | 5  | 0.3604  |
|                       | 12   | 9.99     | 11 | 0.5310  |
|                       | 18   | 20.39    | 17 | 0.2548  |
|                       | 24   | 26.84    | 23 | 0.2828  |
| (0,1,[21])            | 6    | 5.44     | 5  | 0.3644  |
|                       | 12   | 10.04    | 11 | 0.5266  |
|                       | 18   | 20.49    | 17 | 0.2500  |
|                       | 24   | 26.94    | 23 | 0.2585  |

Table 3 informs that the p-value from ARIMA ([21],1,0) model and ARIMA (0,1,[21]) still have greater values than 0.05, and none of the autocorrelation function of the residuals is insignificant as the white noise assumption has been met. Furthermore, we look at the residual assumption of exchange rate univariate in Table 4. The residual test assumption includes the white noise test and normal distribution. It aims to know whether the residuals of the data are independent and normally distributed. Based on Table 4, all the models met the white noise assumption. This noise is indicated by a p-value greater than $\alpha = 0.05$.

The next stage is to write the ARIMA model for each data as formulated in equation (7)-(10). The equation of the exogenous gold price using subset ARIMA model of (0,1,[21]) could be written as

$$X_{1,t} = X_{1,t-1} - 0.0566a_{t-21} + a_t.$$  \hspace{1cm} (7)

The models for the South African, Australian, and Brazilian exchange rates using subset ARIMA ([8,13,16],1,0), ARIMA(0,1,1), and subset ARIMA (0,1,[7]) respectively, are written in equation (8)-(10) as follows.

$$Z_{1,t} = Z_{1,t-1} + 0.0547Z_{t-8} - 0.0503Z_{t-13} - 0.0484Z_{t-16} + a_t$$ \hspace{1cm} (8)

$$Z_{2,t} = Z_{2,t-1} + 0.07483a_{t-1} + a_t.$$ \hspace{1cm} (9)

$$Z_{3,t} = Z_{3,t-1} - 0.06632a_{t-7} + a_t.$$ \hspace{1cm} (10)
Table 4: Residual Assumption test for Exchange rate ARIMA

| Series         | ARIMA Model       | Lags | $\chi^2$ | Df | P-value | Normality Test       |
|----------------|-------------------|------|----------|----|---------|----------------------|
| SA. Rand       | ([8,13,16],1,0)   | 6    | 7.40     | 5  | 0.0601  | D = 0.05, P-Value <0.01 |
|                |                   | 12   | 14.92    | 11 | 0.0932  |                      |
|                |                   | 18   | 23.98    | 17 | 0.0654  |                      |
|                |                   | 24   | 31.98    | 23 | 0.0589  |                      |
| Australia dollar| (0,1,1)           | 6    | 4.23     | 5  | 0.2379  | D = 0.04, P-Value <0.01 |
|                |                   | 12   | 7.94     | 11 | 0.5406  |                      |
|                |                   | 18   | 9.46     | 17 | 0.8523  |                      |
|                |                   | 24   | 11.61    | 23 | 0.9495  |                      |
| Brazil Peso    | (0,1,[7])         | 6    | 4.81     | 5  | 0.1864  | D = 0.05, P-Value <0.01 |
|                |                   | 12   | 10.36    | 11 | 0.3222  |                      |
|                |                   | 18   | 12.08    | 17 | 0.6729  |                      |
|                |                   | 24   | 15.03    | 23 | 0.8212  |                      |

4.3 Transfer Function Approach

To forecast the exchange rate and exogenous gold price with the Transfer function approach first identifies the ARIMA model in the input series, which is the gold price. The data used is data in-sample. The approximate $(b, r, s)$ value for the Transfer function model is determined based on CCF plot results between $a_t$ and parameter $b$ if the delay period before the input series affects the output series as the first $x_t$ lag affect the significance of $y_t$. The determination of $s$ is by estimating how long the series $y_t$ continues to be influenced by the series $x_t$, while the value of $r$ shows that the value of $y_t$ is influenced by its past value so that it will form a pattern.

Table 5-7 shows the model’s parameter estimates for the model with no mean term; see the model in equation (11)-(13). It indicates the lag and the number of the impulse response at which the parameters appear. Its estimated values are given with their corresponding autoregressive parameters as they are also referred to as the lagged value of the South African Exchange rate with 12 shifts. The values provide a significance test for the parameter estimates and indicate whether some terms in the model might not be necessary. As it is clearly seen that the $p$-values are also statistically significant. The Transfer function equation model and the noise time series for the South African Exchange rate could be written as:

$$Z_{1,t} = 0.6424x_{t-12} + \frac{1}{1 - 0.04893B^8 + 0.04807B^{10} + 0.0653B^{13} - 0.05748B^{19}}a_t. \quad (11)$$

Table 6 indicates that the model has no mean term. It estimated values are given with one autoregressive parameter and coefficient of the input term. The $p$-values are seen to be significant and the noise time series and transfer function model for the Australian exchange
rate could be written as
\[ Z_{2,t} = 1.4501x_{t-12} + \frac{1}{1 + 0.0686B}a_t. \] (12)

Table 5: Parameter Estimation for South African Exchange Rate

| Order \((b, r, s)\) | Parameter | Estimate | p-value |
|---------------------|-----------|----------|---------|
| \((b = 12, r = 0, s = [8, 10, 13, 19])\) | \(\theta_8\) | 0.04893 | 0.0475 |
|                     | \(\theta_{10}\) | -0.04807 | 0.0516 |
|                     | \(\theta_{13}\) | -0.06538 | 0.008 |
|                     | \(\theta_{19}\) | 0.05748 | 0.0204 |
|                     | \(\omega_0\) | 0.64249 | 0.0006 |

Table 6: Parameter Estimation for Australian Exchange Rate

| Order \((b, r, s)\) | Parameter | Estimate | p-value |
|---------------------|-----------|----------|---------|
| \((b = 12, r = 0, s = 0)\) | \(\theta_1\) | -0.0686 | 0.0055 |
|                     | \(\omega_0\) | 1.4501 | 0.0290 |

Table 7: Parameter Estimation for Brazilian Exchange Rate

| Order \((b, r, s)\) | Parameter | Estimate | p-value |
|---------------------|-----------|----------|---------|
| \((b = 12, r = 0, s = [2, 5, 8])\) | \(\phi_1\) | 0.06716 | 0.0070 |
|                     | \(\omega_0\) | 0.74915 | 0.0675 |
|                     | \(\omega_2\) | 0.98323 | 0.0166 |
|                     | \(\omega_5\) | 1.18950 | 0.0036 |
|                     | \(\omega_8\) | -1.19711 | 0.0034 |

Parameter estimates of the Brazilian exchange rate model as reported in Table 7 do not indicate any mean term as its estimated values are given with one autoregressive parameter and the input terms’ coefficient. The \(p\)-values are seen to be significant with the order of parameters been \((b = 12, r = 0, s = [2, 5, 8])\). The noise term series and transfer function could be written as
\[ Z_{3,t} = 0.74915x_{t-12} - 0.98323x_{t-14} - 1.18950x_{t-17} - 1.19711x_{t-20} + \frac{1}{1 - 0.06716B}a_t. \] (13)

The model predicts change in the Brazilian exchange rate, with some fraction of the previous change, plus a random error and some fraction of the random error in the earlier period.
4.3.1 Comparison of ARIMA and Transfer Function

The ARIMA, which is a univariate model, is used as an input for the Transfer function. In econometrics, in particular, the ARIMA model is a generalization of an ARMA. The purpose of this feature is to make the model fit the data as well as possible. Thus, comparing these two models helps identify which one has a dominant effect on the exchange rate and gold price. The models are looked at using RMSE and MAPE criteria that have the smallest out-sample data, and the best model is employed to forecast for the next 12 periods. The RMSE and MAPE values comparison are presented of the two models in Table 8.

Table 8: Comparison of ARIMA and Transfer Function

| Series    | ARIMA   | Transfer Function |
|-----------|---------|-------------------|
|           | RMSE    | MAPE   | RMSE    | MAPE   |
| South Africa | 0.00029 | 0.0106 | 0.00030 | 0.0167 |
| Australia  | 0.01037 | 0.01586 | 0.01032 | 0.0159 |
| Brazil     | 0.00245 | 0.07713 | 0.00234 | 0.07385 |

Based on comparison as reported in Table 8, the results show that the ARIMA model is the best model for forecasting the South African and Australian exchange rates due to a better MAPE of 0.0106 and 0.01586, whereas the Transfer function is the best model for forecasting the Brazilian Exchange rate as they are all indicated with a very low RMSE and MAPE. The best model for each data is as shown below. The best South Africa Exchange rate ARIMA model could be written as:

\[ Z_{1,t} = Z_{1,t-1} + 0.0547Z_{t-8} - 0.0503Z_{t-13} - 0.0484Z_{t-16} + a_t. \]

The best Australian exchange rate using the ARIMA model is:

\[ Z_{2,t} = Z_{2,t-1} + 0.07483a_{t-1} + a_t. \]

The Transfer function model for the Brazilian exchange rate could be written as

\[ Z_{3,t} = 0.74915x_{t-12} - 0.98323x_{t-14} - 1.19711x_{t-17} - 1.19711x_{t-20} + \frac{1}{1 - 0.6716B}a_t. \]

4.4 Modeling of the Exchange Rate and Gold Price using VARIX

In VARIX modeling, we only use in-sample data for each exchange rate and gold price data. In modeling the exchange rate and gold price across countries, the data must be stationary in both variances and mean. Stationary identification can be shown using a time series plot of the exchange rate and gold price in Figure 2.

From Figure 2, it can be inferred that the Exchange rate and the gold price are stationary in variances and mean after been differenced. Since the stationary time series through differencing is an important part fitting the VARIX model. Also, it makes it very easy to predict as its statistical properties will be the same in the future as they have been in the past. The further
identification process can be done by looking at the minimum AICc values to choose the VARIX model’s order, as shown in Table 9.

Based on the AICc values presented in Table 9, the exchange rate indicates that the AR order’s smallest AICc value (-37.08432) is at lag four. To further progress, we look at the schematic representation of cross-correlation that shows CCF as in Figure 3. It shows that the point of having a value is between two times the standard error. The positive sign is less than the limit of 0.2, which means a positive correlation. The number of positive signs that occur simultaneously in the Matrix Correlation Function is significant at lag 0.

Figure 2: Stationary Time Series Plot of (a) Australian Exchange Rate, (b) Brazilian Exchange Rate, (c) South African Exchange Rate and (d) Gold Price

Figure 3: Schematic Representation of Cross Correlation
Table 9: AICC of Tentative Exchange Rate of VARIX Model

| Lag | AICC  | Lag | AICC  |
|-----|-------|-----|-------|
| Lag 0 | −36.82068 | Lag 7 | −37.07467 |
| Lag 1 | −37.04876 | Lag 8 | −37.07537 |
| Lag 2 | −37.07657 | Lag 9 | −37.06712 |
| Lag 3 | −37.07511 | Lag 10 | −37.06421 |
| Lag 4 | −37.08432 | Lag 11 | −37.05773 |
| Lag 5 | −37.08393 | Lag 12 | −37.04900 |
| Lag 6 | −37.07605 |       |       |

Granger causality Wald Test is used to see whether there is any relationship between the variables. As shown in Table 10, it can be concluded that in the exchange rate between countries, all of them are statistically significant and has a strong relationship with each other and can also influence gold price, but the gold price does not have a strong influence over them. It can be seen that gold price is the exogenous variable and fit VARX(4,1,20) model; it also shows that we cannot reject Granger Causality from the exchange rate variables for the price using a 0.05 significance level.

Table 10: Granger-Causality Wald Test

| Test | Group1 Variable | Group2 Variables | DF | Chi-Square | Pr>Chisq |
|------|-----------------|------------------|----|------------|----------|
| 1    | Gold Price      | Brazil           | 12 | 9.07       | 0.6967   |
|      |                 | Australia        |    |            |          |
| 2    | Brazil          | Australia        | 8  | 325.91     | <0.0001  |
|      |                 | South Africa     |    |            |          |
| 3    | South Africa    | Brazil           | 8  | 20.97      | 0.0072   |
|      |                 | Australia        |    |            |          |
| 4    | Australia       | South Africa     | 8  | 113.29     | <0.0001  |
|      |                 | Brazil           |    |            |          |

Following the minimum information criteria detection and Matrix Cross-Correlation Function (MCCF), the exchange rate level can be obtained from the VARX(4,1,20) model. The exchange rate models across countries are shown in equation (14)-(16).
The South African Rand Model could be written as:

\[
Z^*_1, t = -0.4283X^*_t - 0.6457X^*_{t-12} + 0.0208Z^*_{2,t-1} - 0.0208Z^*_{2,t-2} - 0.0188Z^*_{2,t-3} \\
+ 0.0188Z^*_{3,t-2} - 0.07261Z^*_{3,t-3} + 0.0166Z^*_{3,t-3} - 0.0473Z^*_{2,t-4} + 0.0188Z^*_{2,t-5} + a_t. \quad (14)
\]

The mathematical model for the Brazilian Peso exchange rate is

\[
Z^*_2, t = 0.6667X^*_t - 0.992X^*_{t-12} - 1.1191X^*_{t-17} + 0.9512X^*_{t-20} - 0.7553Z^*_1, t-2 \\
- 0.0887Z^*_{2,t-2} + 0.0675Z^*_{3,t-1} + 0.1538Z^*_4, t-2 + 0.0967Z^*_1, t-3 \\
- 0.0967Z^*_1, t-4 - 0.0449Z^*_2, t-4 + a_t. \quad (15)
\]

The model for the Australian dollar exchange rate is

\[
Z^*_3, t = 1.1590X^*_t - 0.7720Z^*_1, t-1 - 0.1428Z^*_3, t-1 + 0.3729Z^*_1, t-2 - 0.0536Z^*_3, t-2 \\
+ 0.0536Z^*_3, t-3 - 0.1795Z^*_1, t-4 + 0.1795Z^*_1, t-5 + a_t. \quad (16)
\]

Based on the restricted models, it is clearly seen that the exchange rate influences gold price, and each country is independent of its own. A falling U.S dollar tends to increase the gold price because other currencies and commodities worldwide increase in value when the dollar falls. Conversely, a strong U.S dollar tends to reduce gold price since gold and dollar have an inverse relationship.

### 4.4.1 Comparison of the Transfer Function and VARIX Models

The model that has been obtained is the Transfer function model and VARIX. Their value has been looked at using RMSE and MAPE criteria. Models with the smallest RMSE and MAPE values out-sample data would be the best model to predict the next periods. The following RMSE and MAPE values comparison is presented of all models in Table 11.

| Series   | Transfer Function | VARIX |
|----------|-------------------|-------|
|          | RMSE  | MAPE | RMSE  | MAPE |
| South Africa | 0.00029 | 0.01677 | 0.00034 | 0.01603 |
| Australia  | 0.01032 | 0.01591 | 0.01029 | 0.01555 |
| Brazil    | 0.00233 | 0.73852 | 0.00290 | 1.02690 |

From the comparison in Table 11, the result shows that VARIX is the best model for forecasting the Australian exchange rate, whereas the Transfer function is the best model for forecasting South African and Brazilian exchange rates. The lowest exchange rate is forecasted for South Africa followed by Brazil and then Australia with the least.
5 Conclusion and Future Work

Based on the analysis and discussion that has been done, the following conclusions can be drawn that the characteristics of the exchange rate in South Africa, Brazil, and Australia have a similar pattern from the 1st June 2010 to 27th February 2018 as it shows a fluctuation in the dollar. ARIMA model is used for forecasting gold price data univariately as input for Transfer Function and VARIX models. ARIMA model has a parsimonious representation of the stochastic process. It also shows its flexibility in incorporating explanatory variables, making it one of the best amongst Transfer Function and VARIX. Based on the Transfer function modeling, we found the in-sample and out-sample forecast for exchange rate with gold price as an input variable that the Transfer function model has met the requirement and that it is the best model for forecasting South African and Brazilian exchange rate when the RMSE and MAPE criteria are used.

The best VARIX model produced at each level based on the minimum information criteria is at lag four and VARIX(4,1,20) model. We also found out that it is the best model for forecasting the Australian exchange rate, which has the smallest RMSE of 0.01029 and 0.01555 MAPE. It clearly shows that it does not only predict exchange rate across three countries, but also can see the interaction between countries exchange rate with gold price as an exogenous variable. Hence, these findings will help policy makers and stakeholders formulate effective policies for controlling the exchange rate and gold prices.

Recommendations can be given for further research in which other models can be used to forecast the exchange rate and gold prices, such as Neural Network, GARCH, ARCH, VARMA, VAR, etc. Also, monthly prices can be forecasted using ARIMA, transfer function, and VARIX. Few factors that are related to the exchange rate and gold prices were used in this research. This study can be expanded by considering other countries with a high tendency to influence the gold price.
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