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Abstract

The majority of popular graph kernels is based on the concept of Haussler’s $\mathcal{R}$-convolution kernel and defines graph similarities in terms of mutual substructures. In this work, we enrich these similarity measures by considering graph filtrations: Using meaningful orders on the set of edges, which allow to construct a sequence of nested graphs, we can consider a graph at multiple granularities. For one thing, this provides access to features on different levels of resolution. Furthermore, rather than to simply compare frequencies of features in graphs, it allows for their comparison in terms of when and for how long they exist in the sequences. In this work, we propose a family of graph kernels that incorporate these existence intervals of features. While our approach can be applied to arbitrary graph features, we particularly highlight Weisfeiler-Lehman graph kernels, leading to efficient kernels. We show that using Weisfeiler-Lehman labels over certain filtrations strictly increases the expressive power over the ordinary Weisfeiler-Lehman procedure in terms of deciding graph isomorphism. In fact, this result directly yields more powerful graph kernels based on such features and has implications to graph neural networks due to their close relationship to the Weisfeiler-Lehman method. We empirically validate the expressive power of our graph kernels and show significant improvements over state-of-the-art graph kernels in terms of predictive performance on various real-world benchmark datasets.

Introduction

Graph-structured data is prevalent in countless domains such as social networks, biological interaction graphs and molecules. A central task on this kind of data is the classification of graphs. Perhaps the most established machine learning methods for graph classification are graph kernels which, even in the advent of neural network approaches, remain highly relevant due to their remarkable predictive performance (Kriege, Johansson, and Morris 2020). The majority of graph kernels are instances of Haussler’s $\mathcal{R}$-convolution kernel (Haussler 1999) which define graph similarity in terms of pairwise similarities between the graphs’ substructures. Some well-known representatives are the Weisfeiler-Lehman graph kernels (Shervashidze et al. 2011), the shortest-path kernel (Borgwardt and Kriege 2005) and the cyclic pattern kernel (Horváth, Gärtner, and Wrobel 2004). Generally, such kernels revert to simply comparing substructures in terms of equivalence. We refer to these kernels as histogram kernels. While they prove to be successful on many classification tasks, this notion of equivalence is often too rigid in terms of similarity functions.

Motivated by this limitation, we introduce a family of graph kernels which regard a graph at multiple levels of resolution. This is realized using the concept of graph filtrations, which define sequences of nested subgraphs that differ only in the sets of edges. Such a sequence can be viewed as incremental refinements that construct a graph by gradually adding sets of edges. An example depicting this concept is found in Fig. 1. Clearly, with changing sets of edges, the graph features change as well. That is, features occurring at some point in the sequence may disappear at a later moment. In this work, we track such feature existence intervals which allows for a comparison not only in terms of feature frequency but also by when and for how long they exist. This comparison of feature occurrence distributions is realized using the Wasserstein distance which, using recent results, allows for proper kernel functions on this kind of information. A benefit of this approach is the kernels’ ability to handle continuous edge attributes.

Our main contributions are summarized as follows:

1. We introduce a general graph kernel framework which defines similarity by comparing graph feature occurrence distributions over sequences of graph resolutions and show that such kernels generalize histogram kernels.

2. We particularly consider the well-known Weisfeiler-Lehman subtree features and show that there exist filtration kernels using such features which strictly increase the expressive power over the ordinary Weisfeiler-Lehman subtree kernel.

3. We empirically validate our theoretical findings on the expressive power of our kernels and furthermore provide experiments on real-world benchmark datasets which show a favorable performance of our approach compared to state-of-the-art graph kernels.

Background

Graph kernels. Kernels are functions of the form $k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ which define similarity measures on non-empty sets $\mathcal{X}$. More precisely, $k$ is a kernel if there exists a mapping $\varphi : \mathcal{X} \rightarrow \mathcal{H}$ with $k(x, y) = \langle \varphi(x), \varphi(y) \rangle$ where $\langle \cdot, \cdot \rangle$
is the inner product in the associated Hilbert space $\mathcal{H}_k$. With Haussler’s work on convolution kernels over discrete structures (Haussler 1999), kernel methods became widely applicable on graphs. The concept of $\mathcal{R}$-convolution kernels provides a general framework which can be used to construct graph kernels by defining graph similarity in terms of their aggregated substructure similarities. More formally, let there be a function decomposing the graph $G$ into the set of its substructures $\mathcal{X}_G$. Then, for graphs $G, G'$, the (simplified) $\mathcal{R}$-convolution kernel is defined by

$$k(G, G') = \sum_{(x, y) \in \mathcal{X}_G \times \mathcal{X}_{G'}} \kappa(x, y)$$

where $\kappa(x, y)$ is a kernel on the substructures. To guarantee convergence, we assume $\mathcal{X}_G$ to be finite. As this decomposition can be perceived as a feature extraction process, we will commonly refer to such substructures as features. In a majority of graph kernels the function $\kappa$ is simply the Dirac delta which amounts to 1 if the features $x$ and $y$ are equivalent and 0 otherwise. Thus, $k(G, G')$ essentially measures graph similarity by counting pairs of equivalent features. Some well-known examples are the Weisfeiler-Lehman subtree kernel (Shervashidze et al. 2011) and cyclic pattern kernels (Horvath, Gärtner, and Wrobel 2004). Such kernels can alternatively be described by the inner product of explicit feature vectors

$$\varphi(G) = [c(f_1(G)), c(f_2(G)), \ldots]$$

where $c(f_i(G))$ indicates the counts of features $f_i \in \mathcal{F}$ in graph $G$ over some fixed feature domain $\mathcal{F}$. We refer to this kind of kernels as histogram kernels. Note that histogram kernels can equivalently be expressed as a sum of feature frequency products, i.e.,

$$K^2_H(G, G) = \sum_{f \in \mathcal{F}} c(f(G)) c(f(G')) .$$

**Wasserstein distance.** The Wasserstein distance is a distance function between probability distributions based on the concept of optimal mass transportation. In the following, we specifically consider the 1-Wasserstein distance for discrete distributions, i.e., histograms, and refer to it as the Wasserstein distance. For more general definitions see e.g. Peyré and Cuturi (2019). Intuitively, the Wasserstein distance can be viewed as the minimum cost necessary to transform one pile of earth into another. It is, therefore, also known as the earth movers distance or optimal transportation distance. More formally, given two vectors $x \in \mathbb{R}^n$ and $x' \in \mathbb{R}^{n'}$ with $||x||_1 = ||x'||_1$ and a cost matrix $C_d \in \mathbb{R}^{n \times n'}$ containing pairwise distances between entries of $x$ and $x'$, the Wasserstein distance is defined by

$$W_d(x, x') = \min_{T \in T(x, x')} \langle T, C_d \rangle$$

with $T(x, x') \subseteq \mathbb{R}^{n \times n'}$ and $T 1_{n'} = x, 1_{n'}^\top T = x'$ for all $T \in T(x, x')$, where $\langle \cdot, \cdot \rangle$ is the Frobenius inner product.

The function $d$ defining the costs in $C_d$ between entries of $x$ and $x'$ is called ground distance. If the ground distance is a metric, then the Wasserstein distance is a metric (Peyré and Cuturi 2019 Sec. 2.4).

**From Filtrations to Distances**

We now outline the concept of tracking graph features over sequences of different resolutions and define distance measures between graphs using this kind of information.

**Feature Persistence**

The general idea of feature persistence in graphs is derived from persistent homology, which refers to a method in computational topology that aims at measuring topological features at various levels of resolution (Edelsbrunner and Harer 2010). Persistent homology is applied in a wide range of topological data analysis tasks and has recently become a popular tool for analyzing topological properties in graphs (Aktas, Akbas, and Fatmaoui 2019). In this work, we adopt some of its basic concepts and specifically fit them to describe the idea of feature persistence.

Intuitively speaking, feature persistence tracks the lifespans of graph features in evolving graphs. That is, it records the intervals during which occurrences of a specific feature appear in sequentially constructed graphs. Such a graph sequence is defined by a graph filtration which is essentially an ordered graph refinement that constructs a graph by gradually adding sets of edges. More precisely, given a graph $G = (V, E)$, a graph filtration $\mathcal{A}(G)$ is a sequence of graphs

$$G_1 \subseteq G_2 \subseteq \ldots \subseteq G_k = G ,$$

where $\subseteq$ denotes the subgraph relation and $G_i = (V, E_i \subseteq E)$ is called a filtration graph of $G$. Hence, filtration graphs differ only in the sets of edges and describe a sequence in which the last element is the graph $G$ itself. Without loss of generality, we assume $G$ to be edge-weighted by a function $w : E(G) \to \mathbb{R}_+$ such that the filtration $\mathcal{A}(G)$ is implicated by a sequence of decreasing values

$$\alpha_1 \geq \alpha_2 \geq \ldots \geq \alpha_k = 0 ,$$

where a filtration graph $G_i$ is induced by the set of edges with weights greater or equal $\alpha_i$, i.e., $G_i = (V, \{e \in E : w(e) \geq \alpha_i\})$. Thus, $\mathcal{A}$ is determined by $\{\alpha_1, \ldots, \alpha_k\}$ and isomorphic graphs $G, G'$ (considering edge weights) generate equivalent filtrations $\mathcal{A}(G) \equiv \mathcal{A}(G')$.

While traditional persistent homology tracks lifespans of topological features such as connected components and cycles, our notion of feature persistence is concerned with arbitrary graph features. More precisely, given some feature of interest $f$ (e.g., Weisfeiler-Lehman vertex colors, c.f. Fig. 1) and a graph filtration $\mathcal{A}(G)$, feature persistence describes the set of occurrence intervals of $f$ over the sequence $\mathcal{A}(G)$. This concept can very intuitively be depicted using (discrete) persistence barcodes shown in Fig. 1. Each bar in the barcode diagram corresponds to the lifespan of a feature occurrence. Furthermore, considering a graph at different levels of resolutions provides access to features not necessarily present in the graph $G$ itself.
**Wasserstein Distance on Filtration Histograms**

The majority of traditional graph kernels defines the similarity measure in terms of the number of mutual substructures. Often this comes down to simply comparing frequencies of features. Using the concept of feature persistence, we are able to define much finer similarity measures on graphs. We achieve this by defining a distance function on histograms which aggregate lifespans of feature occurrences. This distance measure compares graphs in terms of how long a certain feature appears in the filtration instead of merely considering how often it occurs. The underlying intuition is that features occurring close to each other in the filtration sequence indicate a higher similarity than those lying farther apart. A natural choice for this distance function is the Wasserstein distance as the aggregated feature occurrence lifespans directly translate into 1-dimensional distributions (see Fig. 1).

In order to define a distance measure w.r.t. a single feature \( f \) on graphs \( G, G' \), we aggregate the feature persistence information of \( G \) and \( G' \) into a single histogram. This process is visualized in Fig. 1. Such a histogram essentially accumulates all feature lifespans of a particular feature and hence reflects the number of feature occurrences in each filtration graph.

**Definition 1 (Filtration Histogram).** Given a graph \( G \) together with a length-k filtration \( A(G) \) and a feature \( f \), the function \( \phi_f^k : G \rightarrow \mathbb{R}^k \) maps \( G \) to its filtration histogram which counts occurrences of \( f \) in each filtration graph of \( G \).

In the remainder of this work, we often omit the filtration function \( A \) in the notations if it is either irrelevant or clear from the context.

Using filtration histograms allows for the application of natural distance measures such as the Wasserstein distance. Intuitively speaking, the Wasserstein distance between such histograms describes the cost of shifting (accumulated) feature lifespans into another.

**Definition 2 (Filtration Histogram Distance).** Given graphs \( G, G' \), a filtration histogram mapping \( \phi_f^A : G \rightarrow \mathbb{R}^k \) together with a distance function \( d : A_\alpha \times A_\alpha \rightarrow \mathbb{R} \) on associated values \( A_\alpha = \{\alpha_1, \ldots, \alpha_k\} \), the filtration histogram distance is given by

\[
W_d(\phi_f^A(G), \phi_f^A(G')).
\] (7)

The ground distance \( d \) of the Wasserstein distance defines how feature occurrences at different points in the filtrations are being compared to each other. Since values in \( A_\alpha \) can be viewed as points on the timeline \( [\alpha_1, \alpha_k] \), a natural choice for this distance is the simple euclidean metric

\[
d^1(\alpha_i, \alpha_j) = |\alpha_i - \alpha_j| \quad (8)
\]

on elements \( \alpha_i, \alpha_j \in A_\alpha \). Furthermore, while the Wasserstein distance has cubic time complexity in the length of filtrations in general, this reduces to a linear time complexity when employing \( d^1 \) on the real line as ground distance \([\text{Peyré and Cuturi} 2019]\) Rem. 2.30).

**Graph Filtration Kernels**

Recent results in optimal transport theory give rise to proper kernel functions using the above filtration histogram distances when equipped with a suitable ground distance function \([\text{Le et al.} 2019]\). In fact, it can be shown that utilizing the euclidean ground distance \( d^1 \) yields positive semi-definite kernels. These kernels serve as building blocks for our final filtration graph kernels. More precisely, we construct graph kernels by combining multiple base kernels \( k_f \) over a set of features \( f \in \mathcal{F} \). Each such base kernel is concerned with a single feature and defines a similarity between graphs \( G \) and \( G' \) w.r.t. this particular feature. While the number of features may potentially be infinite, we can show that it suffices to consider only such features which appear in both graphs.

Since filtration histograms \([\text{Def. 1}]\) are not necessarily of equivalent mass, a normalization is necessary to fit the requirement of general Wasserstein distances. We denote such mass-normalized filtration histograms using function \( \hat{\phi}_f \). The base kernel on graphs \( G, G' \) w.r.t. feature \( f \) (and parameter \( \gamma \in \mathbb{R}_+ \)) is then defined over normalized histograms as follows

\[
k_f^\gamma(G, G') = e^{-\gamma W_d(\hat{\phi}_f^A(G), \hat{\phi}_f^A(G'))}.
\] (9)

Filtration kernels can be constructed in form of linear combinations of base kernels. That is, they are sums of kernels \( k_f \) over features \( f \in \mathcal{F} \). Note that the mass-normalization of filtration histograms results in a loss of information on the number of occurrences of features. However, this frequency information is often quite crucial.
introducing weights corresponding to the original masses of histograms, this information loss can be in part reverted. That is, we weigh each base kernel \( k_f(G, G') \) using the original histogram masses of \( \phi_f(G) \) and \( \phi_f(G') \), i.e., \( \| \phi_f(G) \|_1 \) resp. \( \| \phi_f(G') \|_1 \).

**Definition 3 (Filtration Kernel).** Given graphs \( G, G' \), a filtration function \( \mathcal{A} \), and a set of features \( \mathcal{F} \) the filtration kernel is given by

\[
K^F_{\text{Filt}}(G, G') = \sum_{f \in \mathcal{F}} k_f^F(G, G') \, \| \phi_f^A(G) \|_1 \| \phi_f^A(G') \|_1.
\]

(10)

Notice the special case that a feature \( f \) does not appear in the filtration sequence of \( G \). Hence, the corresponding histogram has zero mass and the filtration histogram distance to some non-zero mass histogram is not properly defined. This issue can formally be solved by introducing a dummy histogram entry as discussed in App. A. We note that since the kernel \( k_f(G, G') \) is multiplied by the histogram mass \( \| \phi_f(G) \|_1 \), which in this particular case amounts to 0, this is only a formal issue and becomes non-relevant in the kernel computation. From a similar argument it follows that only those features \( f \in \mathcal{F} \) positively contribute to the similarity measure which appear in both graphs \( G \) and \( G' \). The proof of the following theorem can be found in App. A.

**Theorem 1.** The Filtration Kernel \( K^F_{\text{Filt}} \) is positive semi-definite.

The filtration kernel is closely related to the histogram kernel (c.f., Eq. 5). In fact, the histogram kernel is a special case of \( K^F_{\text{Filt}} \).

**Proposition 1.** For filtrations of length \( k = 1 \) (i.e., filtrations consist of only the graph itself), the filtration kernel \( K^F_{\text{Filt}} \) reduces to the histogram kernel \( K^F_{\text{Hist}} \).

Filtration kernels can alternatively be defined as products over base kernels. In App. B, we consider such a variant which for \( k = 1 \) reduces to the radial basis function (RBF) kernel.

**A Kernel Instance Using Weisfeiler-Lehman Subtree Features**

We now discuss a concrete instance of the filtration kernel family which uses the well-known Weisfeiler-Lehman (WL) subtree features. We briefly recap the WL relabeling method, formulate the Weisfeiler-Lehman subtree filtration kernel and show that the kernel can in fact be computed in linear time. We furthermore show that considering WL labels over certain filtrations increases the expressiveness over the ordinary WL procedure in terms of distinguishing non-isomorphic graphs.

**The Weisfeiler-Lehman Method**

The key idea of the Weisfeiler-Lehman procedure is to iteratively aggregate neighborhoods by compressing each node’s labels and that of its neighbors into a new label. This compression is done by first concatenating a node’s label and its ordered (multi-)set of neighbor labels and subsequently hashing this string to a new label using a perfect hash function \( f_\# \). Thus, with each iteration, a label incorporates increasingly large neighborhoods. More precisely, let \( G = (V, E, \ell_0) \) be a graph with initial vertex label function \( \ell_0 : V \to \Sigma_0 \), where \( \Sigma_0 \) is the alphabet of original vertex labels. Assuming that there is a total order on alphabet \( \Sigma_i \) for all \( i \geq 0 \), the Weisfeiler-Lehman procedure recursively computes the new label of a node \( v \) in iteration \( i + 1 \) by

\[
\ell_{i+1}(v) = f_\#(\ell_i(v), [\ell_i(u) : u \in N(v)]) \in \Sigma_{i+1}
\]

(11)

where the list of the neighbors’ labels is sorted according to the total order on \( \Sigma_i \).

[Shervashidze et al. (2011)] employed the Weisfeiler-Lehman method to define a family of graph kernels of which the subtree kernel is perhaps the most popular member. For two graphs \( G, G' \), the Weisfeiler-Lehman subtree kernel \( K_{WL} \) essentially counts all pairs of mutual node labels. This can be expressed as a histogram kernel on the combined label sets \( \mathcal{F}_{WL} = \bigcup_{i \in \mathbb{N}} \Sigma_i \), i.e.,

\[
K_{WL}(G, G') = \sum_{f \in \mathcal{F}_{WL}} c(l(G)) \cdot c(l(G'))
\]

(12)

where \( c(l(G)) \) is the number of appearances of label \( l \) in \( G \) and \( h \) is the depth parameter.

**The Weisfeiler-Lehman Isomorphism Test**
The Weisfeiler-Lehman method was originally designed to decide isomorphism between graphs with one-sided error. Two graphs \( G, G' \) are not isomorphic if the corresponding multisets \( \{\ell_i(v) : v \in V(G)\} \) and \( \{\ell_i(v') : v' \in V(G')\} \) differ for some \( i \in \mathbb{N} \); otherwise they may or may not be isomorphic. However, \( G \) and \( G' \) are isomorphic with high probability if the multisets are equal (Babai and Kucera 1979).

**The Weisfeiler-Lehman Subtree Filtration Kernel**
Recall that filtrations describe an order in which edges are successively added until the final graph is obtained. During this sequence, neighborhoods of vertices evolve and with them their Weisfeiler-Lehman labels change. Such labels in filtration graphs allow us to consider partial neighborhoods and thus also contribute to a finer similarity measure between graphs. Fig. 1 depicts an example of a filtration where appearances of a specific WL feature are being tracked. Plugging the WL features \( \mathcal{F}_{WL} \) into Eq. (10) yields the Weisfeiler-Lehman filtration kernel \( K^F_{\text{Filt}} \).

**Theorem 2.** The Weisfeiler-Lehman filtration kernel \( K^F_{\text{Filt}}(G, G') \) on graphs \( G, G' \) can be computed in time \( O(hkm) \), where \( m \) denotes the number of edges.

Thus, the kernel increases the complexity of the ordinary Weisfeiler-Lehman subtree kernel merely by the factor \( k \), i.e., the length of the filtration. A proof is provided in App. C.

**On the Expressive Power of Weisfeiler-Lehman Filtration Kernels**

We now show that tracking WL features over filtrations yields powerful methods in terms of expressiveness. The
expressive power of a method describes its ability to distinguish non-isomorphic graphs; i.e., method A is said to be “more expressive” or “more powerful” than method B if \( A(G) = A(G') \Rightarrow B(G) = B(G') \) and there exist non-isomorphic graphs \( G, G' \) such that \( A(G) \neq A(G') \) and \( B(G) = B(G') \). Recall that the (1-dimensional) WL test for isomorphism is known to be inexact even after \( n \) iterations (Cai, Fürer, and Immelman 1992). However, considering WL labels over certain filtrations strictly increases the expressive power. We provide proofs in App. D.

**Theorem 3.** There exists a filtration function \( A \) such that \( \phi^k_f(G) = \phi^k_f(G') \) for all \( f \in F_{WL} \) if and only if \( G \) and \( G' \) are isomorphic.

In fact, it holds that already for depth-1 WL labels (i.e., \( h = 1 \)), there are filtrations that correctly decide isomorphism for all graphs. As a first implication, the Weisfeiler-Lehman subtree filtration kernel is – given a suitable filtration – strictly more expressive than the ordinary WL subtree kernel on the original graphs.

**Corollary 1.** There exists a filtration function \( A \) such that the kernel \( K^*_{WL, A} \) is complete.

A kernel is called complete if its feature map \( \varphi \) satisfies \( \varphi(G) = \varphi(G') \Leftrightarrow G, G' \) are isomorphic (Gärtner, Flach, and Wrobel 2003). While such a filtration is not known to be efficiently computable, there are efficiently computable filtrations that result in strictly more expressive (but incomplete) WL filtration kernels when compared to the ordinary WL subtree kernel. As an example of such an efficiently computable filtration, consider the function that annotates WL labels over certain filtrations – strictly more expressive than the ordinary WL subtree kernel on the original graphs.

**Corollary 2.** There exists a filtration function \( A \) and GNN (Xu et al. 2019) \( N \) such that \( N \) can distinguish any two non-isomorphic graphs when provided with the filtration graphs corresponding to \( A \).

**Related Work**

**Graph Kernels** Over the past twenty years there has been a multitude of works constructing kernels for graph structured data, with many well known examples within the \( R \)-convolution framework (Hausler, Gärtner, Flach, and Wrobel 2003). Gärtner, Flach, and Wrobel (2003) have shown that complete graph kernels, i.e., kernels that map isomorphism classes to distinct points in some Hilbert space, are at least as hard to compute as graph isomorphism. While not complete, the Weisfeiler-Lehman subtree kernel maps graphs that can be distinguished by the WL isomorphism test to different feature vectors and is hence equally expressive. Recently, Xu et al. (2019) and Morris et al. (2019), Morris, Rattan, and Mutzel (2020), Morris, Fey, and Kriege (2021) have investigated the connection between the expressive power of graph neural networks and the WL isomorphism test. Briefly speaking, if the (\( k \))-dimensional Weisfeiler-Lehman isomorphism test cannot...
not distinguish two graphs then (higher order) graph neural networks cannot distinguish these graphs, either, and vice versa. Recently, however, there has been significant work in extending the expressive power of graph neural networks by adding auxiliary information such as subgraph isomorphism counts (Bouritsas et al. 2020) or distance encodings (Li et al. 2020).

Experimental Evaluation

In this section, we evaluate the predictive performance of our Weisfeiler-Lehman filtration kernel introduced above and compare it to several state-of-the-art graph kernels. We demonstrate that our method significantly outperforms its competitors on several real-world benchmark datasets.

Experimental Setup & Datasets

We compare our method to a variety of state-of-the-art graph kernels and include a simple baseline method to put the results into perspective. The experiments are conducted on the well-established molecular datasets DHFR, NCI1 and PTC-MR (obtained from Morris et al. 2020) as well as the large network benchmark datasets IMDB-BINARY (obtained from Morris et al. 2020) and EGO-1 to EGO-4. This selection contains only such datasets on which a simple histogram baseline kernel was outperformed by more sophisticated graph kernels. We measure the accuracies obtained by support vector machines (SVM) using a 10-fold stratified cross-validation. A grid search over sets of kernel specific parameters is used for optimal training. We perform 10 such cross-validations and report the mean and standard deviation. More detailed information is available in App. E.

Filtration Variants

A unique parameter of our kernels is the filtration. If such a filtration is not provided through expert knowledge or via available edge weights, one can be generated based on the data at hand. Recall that a filtration is induced by the value sequence $\alpha_1 \geq \ldots \geq \alpha_k$. While there exist infinitely many such sequences, in the following experiments, we govern only its length (i.e. $k$) and generate the $\alpha_i$s according to some fixed process. In this work, we implement this process by first ordering and subsequently partitioning the (multi-)set of edge weights that appear in a given dataset using a simple $k$-means clustering. Value $\alpha_i$ is then chosen as the minimum element of the $i$-th cluster. Thus, the $i$-th filtration graph $G_i$ contains edges with edge weight at least $\alpha_i$.

As the above datasets are not explicitly equipped with edge weights, we consider two exemplary edge weight functions $w_d$ and $w^\lambda_{rw}$ that each assign weights to edges according to the edges’ structural relevance w.r.t. a specific property. The first function $w_d$ assigns an edge $e = \{u, v\}$ a weight equal to the maximum degree of its incident vertices, i.e., $w_d(e) = \max(\deg(u), \deg(v))$. Thus, edges with incident vertices of high degree appear early in the graph filtrations. The second function $w^\lambda_{rw}$ considers the number of random walks between adjacent vertices. That is, for edge $e = \{u, v\}$, $w^\lambda_{rw}(e)$ is the number of random walks of length at most $\lambda$ from $u$ to $v$.

In the following, the Weisfeiler-Lehman filtration kernel applied on dataset graphs with edge weights calculated according to $w_d$ is referred to as FWL-D. Analogously, FWL-RW denotes the kernel variant based on weights computed according to $w^\lambda_{rw}$.

Real-World Benchmarks

Figure 3 compares the predictive performances of the filtration kernel to various state-of-the-art graph kernels on a range of real-world benchmark datasets. On datasets NHFR, NCI1, PTC-MR and IMDB-BINARY, there are only small discrepancies between our method and the best performing competitor kernels. In fact, with PTC-MR being an exception, the results of all kernels using Weisfeiler-Lehmann subtree features are virtually indistinguishable. This changes for the EGO datasets. While on EGO-1, our FWL-D variant is second only to the shortest-path kernel, it significantly outperforms all tested kernels on EGO-2, EGO-3 and EGO-4, amounting to a roughly 10% accuracy increase for the case of the latter dataset. It becomes apparent from the results of the FWL-RW variant that our approach is particularly reliant on the provided edge weights. However, the evaluation also suggests that in case the data at hand is not equipped by meaningful edge weights, very simple edge weight functions already suffice to significantly increase the predictive performance over state-of-the-art graph kernels.

The Influence of the Filtration Length $k$

As central aspect of our approach, the filtration clearly plays a critical role in practical applications. In order to investigate the influence of filtrations, we provide experiments for varying choices of $k$, i.e., the filtration length. Figure 4 shows results on the EGO datasets for values $k \in \{1, \ldots, 10\}$ using the FWL-D variant. Recall that the case $k = 1$ is equivalent to the ordinary Weisfeiler-Lehmann approach. Note that already for $k = 2$ the predictive performance significantly improves over $k = 1$ in all cases and that all datasets reach their accuracy peak at only $k = 2$ or $k = 3$. App. C shows that the value $k$ linearly influences the kernel complexity. Thus, our approach can improve the predictive performance over the ordinary Weisfeiler-Lehman subtree kernel at cost of only a minimal increase in complexity.

Synthetic Benchmarks: Circular Skip Link Graphs

In this section, we investigate the discriminate power of filtration graphs kernels. In particular, we consider a benchmark setup as discussed in Murphy et al. (2019) which classifies circular skip link (CSL) graphs. A CSL graph $G_{n,s}$ is a 4-regular graph where the $n$ nodes form a cycle and all pairs of nodes with path distance $s$ on that cycle are furthermore connected by an edge. Examples for CSL graphs are depicted in Fig. 5. Following Murphy et al. (2019), for $n = 41$ and $s \in \{2,3,4,5,6,9,11,12,13,16\}$, graphs are pairwise non-isomorphic. We construct a dataset containing 10 permuted copies of each such graph. The underlying classification task is then to assign graphs to their skip link value $s$ which measures a model’s capability to distinguish non-isomorphic graphs.

In this experiment, we consider the FWL-RW variant and do not limit the number of filtrations $k$ but allow as many

Footnote 4: Available at [https://github.com/mlai-bonn/wl-filtration-kernel](https://github.com/mlai-bonn/wl-filtration-kernel)
Figure 3: Classification accuracies and standard deviations on real-world benchmark datasets. We compare our approach to a simple baseline kernel (VE-Hist), the graphlet sampling (GS) kernel (Shervashidze et al. 2009), the shortest-path (SP) kernel (Borgwardt and Kriegel 2005), the original Weisfeiler-Lehman (WL) kernel (Shervashidze et al. 2011), the Weisfeiler-Lehman optimal assignment (WL-OA) kernel (Kriege, Giscard, and Wilson 2016), the Wasserstein Weisfeiler-Lehman (W-WL) kernel (Togninalli et al. 2019), the persistent Weisfeiler-Lehman (P-WL) method (Rieck, Bock, and Borgwardt 2019), and the core variant of the Weisfeiler-Lehman (Core-WL) kernel (Nikolentzos et al. 2018). We employ our WL filtration kernels (FWL) using two different edge weight functions on graphs (see Sect. Filtration Variants).

Figure 4: Classification accuracies and standard deviations of the FWL-D variant for different filtration lengths $k$.

filtrations as there are distinct edge weights in the dataset graphs. Thus, the number of filtration graphs is directly governed by $\lambda$, i.e., the parameter of $w^{\lambda}_{rw}$, which denotes the maximal random walk length. Table 6 shows the predictive performances for different choices of $\lambda$ (and thus $k$). The case $\lambda = 1$ corresponds to the ordinary Weisfeiler-Lehman kernel as $k = 1$. Since the Weisfeiler-Lehman method falls short of distinguishing regular graphs, the predictive performance corresponds to that of a random classifier. However, for increasing values of $\lambda$, the number of filtrations $k$ grows as well which results in the kernel’s ability to distinguish more and more CSL graphs. Finally, for the case $\lambda = 7$, all non-isomorphic graphs can be told apart. It is noteworthy, that these results are not entirely surprising as the considered edge weights provide the filtration kernel with increasing degrees of cyclic information. Nonetheless, the experiments highlight the power of filtration kernels and practically support Corollary 1.

Figure 5: Circular skip link graphs.

Figure 6: Classification accuracies of the FWL-RW variant on CSL graphs.

Conclusion

We introduced filtration kernels, a family of graph kernels which compare graphs at different levels of resolution by tracking existence intervals of features over graph filtrations. We showed that a particular member of this family enriches the expressive power of the WL subtree kernel. The implications of this result extend beyond graph kernels, and allow to construct more powerful graph neural networks, as the expressivity of such networks is limited by the WL method.

Empirically, we have demonstrated that our proposed kernel shows comparable or improved predictive performances with respect to other state-of-the-art methods on real-world benchmark datasets. Given the theoretical insights mentioned above, a particularly interesting research question is concerned with practical performances of filtration-aware graph neural networks.
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In this appendix, we provide proofs for the results of our main article and give additional details. The numbering of theorems, definitions, etc. is identical to the main paper. References to literature refer to the bibliography of the article above.

(A) The Filtration Kernel

In this section, we prove the claims made in Sect. Graph Filtration Kernels.

Details on the Filtration Kernel

In the description of the kernel it was mentioned that the base kernels \( k_f(G, G') \) are not well-defined on graphs \( G, G' \) whenever feature \( f \) appears only in \( G \) but not \( G' \) (and vice-versa). This issue can formally be resolved by introducing an additional dummy entry in the histograms \( \phi_f(G) \) and \( \phi_f(G') \) before normalization. We assign this new dummy entry the weight 1 whenever \( f \) does not appear in \( G \) and 0 otherwise. Recall that entries in the histograms are associated with values \( \alpha_1, \ldots, \alpha_k \). The value \( \alpha_k \) associated with the dummy entry can be chosen at will. We note that the resulting Wasserstein distance \( W_d(\tilde{\phi}_f(G), \tilde{\phi}_f(G')) \) over such altered histograms is not necessarily meaningful. However, since \( f \) does not appear in \( G \) and thus \( \| \phi_f(G) \| = 0 \), the similarity \( k_f(G, G') \) is effectively disregarded as the entire term \( k_f(G, G') \| \phi_f(G) \|_1 \| \phi_f(G') \|_1 \) becomes zero. In fact, therefore, \( k_f(G, G') \) does not need to be computed to begin with. It directly follows that only such features in \( F \) contribute to the similarity \( K_{Filt}(G, G') \) which appear in \( G \) and \( G' \).

Lemma 1. For graphs \( G, G' \), a set of features \( F \) and a feature \( f' \notin F \), it holds that \( K_{Filt}^{F} (G, G') = K_{Filt}^{F, \{f'\}} (G, G') \) if \( f' \) does not appear in \( G \) or \( G' \).

Proof of Theorem 1

We first prove that the base kernel \( k_f \) is positive semi-definite.

Lemma 2. The base kernel \( k_f \) is positive semi-definite.

Proof. First, it needs to be shown that the Wasserstein distance \( W_d(\cdot, \cdot) \) using the 1-dimensional ground distance \( d_1 \) is conditionally negative definite (CND). This can be proven using results in [Le et al. 2019] who showed that this even holds when the ground distance is defined by a tree metric \( d_T \). It is easy to see that \( d_1 \) is a special case of \( d_T \) as \( d_1 \) corresponds to a tree metric on a path. According to [Schoenberg 1938], it holds that \( k(x, y) = e^{-\gamma g(x, y)} \) is positive semi-definite (PSD) for all \( \gamma \geq 0 \). Thus, the base kernel \( k_f \) is PSD, the filtration kernel \( K_{Filt} \) is positive semi-definite.

Using this result we can now prove Theorem 1

Theorem 1. The filtration kernel \( K_{Filt} \) is positive semi-definite.

Proof. Let \( \hat{k}_f(G, G') = \| \phi_f(G) \|_1 \| \phi_f(G') \|_1 \) be the feature frequency product which is trivially PSD, then we can write

\[
K_{Filt}^{F}(G, G') = \sum_{f \in F} k_f(G, G') \hat{k}_f(G, G').
\]

Following, e.g., [Schölkopf and Smola 2002], kernels are closed under (finite) addition and multiplication. By Lemma 1, \( K_{Filt}^{F}(G, G') \) can be written as \( K_{Filt}^{F}(G, G') \). Further, as \( F' \) is the set of features that appear in both \( G \) and \( G' \) and which is assumed to be finite (cf. Sect. Background). Furthermore, as \( F' \) is assumed to be finite and \( K_{Filt} \) is well defined and PSD on any finite set of graphs. In particular, adding a novel graph to an existing set does not change the kernel values of other graphs.

Proof of Proposition 1

We prove that the filtration kernel is a generalization of the histogram kernel.

Proposition 1. For filtrations of length \( k = 1 \), the filtration kernel \( K_{Filt}^{F} \) reduces to the histogram kernel \( K_h \).

Proof. If there exists only a single filtration graph (i.e., \( k = 1 \)), then \( k_f(G, G') = 1 \) for all \( f \) which appear in both \( G \) and \( G' \). (Recall that \( G \) and \( G' \) are closed under (finite) addition and multiplication. By Lemma 2, this kernel is well defined and PSD on any finite set of graphs. In particular, adding a novel graph to an existing set does not change the kernel values of other graphs.

(B) The Product Variant of our Kernel

In this section, we discuss an alternative variant of filtration kernels. This kernel is introduced only for purposes of demonstrating the universality of the filtration kernel concept and should be regarded as a theoretical contribution that is independent of the kernel introduced in Sect. Graph Filtration Kernels.

Filtration kernels can be defined as products over base kernels. Analogously to the (linear combination based) kernel presented in our article, each base kernel is individually weighted to make up for the loss of information due to the normalization of histograms. This is realized by an RBF kernel term measuring the similarity between original histogram masses.

Definition 4 (Filtration (Product) Kernel). Given graphs \( G, G' \), a filtration function \( A \), a set of features \( F \), and a parameter \( \beta \in \mathbb{R}^+ \), the filtration (product) kernel is given by

\[
\tilde{K}_{Filt}^{F, A}(G, G') = \prod_{f \in F} k^A_f(G, G') e^{-\beta \| \phi^A_f(G) \|_1 - \| \phi^A_f(G') \|_1}.
\]

Theorem 4. The kernel \( \tilde{K}_{Filt}^{F, A} \) is positive semi-definite.

Proof. (Sketch.) Lemma 2 shows that the base kernel \( k_f \) is positive semi-definite (PSD). Furthermore, the RBF term \( e^{-\beta g(x, y)^2} \) with \( x, y \in \mathbb{R} \) and \( \beta \in \mathbb{R}^+ \) is known to be PSD. The rest of the proof is to a large extent analogous to that of Theorem 4 found in App. A. One difference, however, is
that whereas the linear combination kernel $K_{\text{Filt}}^F(G, G')$ depends only on features $f \in \mathcal{F}$ which appear in both graphs $G$ and $G'$, the product kernel variant $K_{\text{Filt}}^F(G, G')$ is affected by features $f \in \mathcal{F}$ which appear in $G$ or $G'$. Thus, the key difference between the two variants is the case where $G$ has a feature $f$ which $G'$ does not have. Nonetheless, the number of features that appear in $G$ or $G'$ remains finite. Furthermore, the kernel value is not changed by any feature $f'$ which does not appear in either graph since in this case $k_f(G, G') = 1$ and $e^{-\beta \|\varphi(f(G)) - \varphi(f(G'))\|_2} = 1$. It follows that $K_{\text{Filt}}^F(G, G')$ is PSD.

Proof. In case $k = 1$, there exists only a single entry in the filtration histograms. By mass-normalizing histograms without adding a dummy element, all mass-normalized filtration histograms are trivially equivalent. It follows that $k^f_0(G, G') = 1$ for all $f \in \mathcal{F}$. Thus, the kernel reduces to the following:

$$K_{\text{Filt}}^F(G, G') = \sum_{f \in \mathcal{F}} e^{-\beta \|\varphi(f(G)) - \varphi(f(G'))\|_2} \prod_{f \in \mathcal{F}^\prime} e^{-\beta \|\varphi(f(G)) - \varphi(f(G'))\|_2}$$

$$= e^{-\beta \|\varphi(G) - \varphi(G')\|_2} \prod_{f \in \mathcal{F}^\prime} e^{-\beta \|\varphi(f(G)) - \varphi(f(G'))\|_2}$$

$$= e^{-\beta \|\varphi(G) - \varphi(G')\|_2}$$

(C) Complexity Analysis

We now discuss the complexity of the Weisfeiler-Lehman filtration kernel defined in Section Graph Filtration Kernels. The proof for the product kernel $K_{\text{Filt}}^F(G, G')$ defined above is analogous.

Theorem 2. The Weisfeiler-Lehman filtration kernel $K_{\text{Filt}}^{\omega\mathcal{L}}(G, G')$ on graphs $G, G'$ can be computed in time $O(h km)$.

Proof. The ordinary Weisfeiler-Lehman subtree kernel $K_{\text{WL}}(G, G')$ can be computed in time $O(h m)$ where $h$ is the depth parameter and $m$ is the number of edges in $G$ and $G'$. The Weisfeiler-Lehman filtration kernel needs to perform the WL feature extraction step a total of $k$ times; once for every filtration graph. Thus, the number of WL labels over all filtrations is bounded in $O(h km)$. It remains to be shown that the base kernel calculations $k_f(G, G')$ over all mutual features $f \in \mathcal{F}$ have a total complexity of $O(h km)$. Note that the Wasserstein distance using the ground distance $d^1$ has a closed form (Le et al. 2019). Thus, for two histograms $\hat{\phi}_f(G)$ and $\hat{\phi}_f(G')$ the distance $W_{d^1}(\hat{\phi}_f(G), \hat{\phi}_f(G'))$ can be calculated in time linear in the number of non-zero entries of both histograms. Since for graphs $G$ and $G'$ the total number of non-zero histograms entries over all features $f \in \mathcal{F}$ is bounded in $O(h km)$, it follows that the set of all $k_f(G, G')$, $f \in \mathcal{F}$ must be computable in $O(h km)$ as well.

(D) The Expressive Power of Weisfeiler-Lehman Filtration Sequences

In this section we will provide proof that Weisfeiler-Lehman (WL) labels over filtration sequences can be strictly more powerful than WL labels alone. Note that by Weisfeiler-Lehman labels, we mean $I$-dimensional WL labels (consistently with our usage in the main paper) and that the vertices of the given graphs are allowed to be labeled with discrete labels. In particular:

Theorem 3. There exists a filtration function $\mathcal{A}$ such that $\phi^\mathcal{A}_f(G) = \phi^\mathcal{A}_f(G')$ for all $f \in \mathcal{F}_{\text{WL}}$ if and only if $G$ and $G'$ are isomorphic.

The proof of this theorem is based on the fact that isomorphism between graphs and canonicalization of graphs are closely related concepts. A canonical form for a class of graphs $\mathcal{G}$ is a function $c : \mathcal{G} \rightarrow \mathcal{G}$ that assigns each $G \in \mathcal{G}$ a unique representative $c(G)$ of its (equivalence) class of graphs that are isomorphic to $G$. Correspondingly, a canonical ordering $\omega$ of $G \in \mathcal{G}$ assigns vertices of $G$ the index of their images in $c(G)$ under some isomorphism from $G$ to $c(G)$. Hence a check for isomorphism between $G$ and $G'$ can be done by simply comparing $c(G)$ and $c(G')$ for equality and $c(G)$ can be obtained from $G$ by permuting its vertices according to the canonical ordering $\omega$.

One folklore example of an algorithm that computes a canonical form is to fix some total order on the adjacency matrix of graphs in $\mathcal{G}$ (e.g. a lexicographic order over the flattened upper triangle of adjacency matrices) and by mapping $G \in \mathcal{G}$ to the smallest permutation of its adjacency matrix with respect to the total order. This algorithm can be applied to all graphs and is NP-complete in general (Babai and Luks 1983). However, efficient algorithms are known for several graph classes, e.g. polynomial time algorithms for graphs of bounded-treewidth (Wagner 2011).

Any canonical ordering can be used to define edge weights that allow to obtain graph filtrations $\mathcal{A}(G)$ and $\mathcal{A}(G')$ which allow to exactly solve the subgraph isomorphism problem using Weisfeiler-Lehman labels alone, as we will now show. To this end, we note that the Weisfeiler-Lehman isomorphism test can always distinguish two graphs with identical vertex count but different numbers of edges.

Lemma 3. Let $G, H$ be two graphs with $|V(G)| = |V(G')|$ but $|E(G)| \neq |E(G')|$. Then the sets of iteration-1 Weisfeiler-Lehman labels of $G$ and $G'$ differ.

For graphs without vertex labels, the standard definition of adjacency matrices as binary matrices can be used. For simple labeled graphs, we can define an adjacency matrix in this context as the $n \times n$ matrix $A$ that is, for a given ordering $v_1, v_2, \ldots, v_n$ of vertices of $G$ – contains the label of $v_i$ at $A_{i,i}$ and a one at $A_{i,j}$ if $\{v_i, v_j\} \in E(G)$. 

\[ \text{For graphs without vertex labels, the standard definition of adjacency matrices as binary matrices can be used. For simple labeled graphs, we can define an adjacency matrix in this context as the } n \times n \text{ matrix } A \text{ that is, for a given ordering } v_1, v_2, \ldots, v_n \text{ of vertices of } G \text{ – contains the label of } v_i \text{ at } A_{i,i} \text{ and a one at } A_{i,j} \text{ if } \{v_i, v_j\} \in E(G). \]
the flattened upper triangle of the adjacency matrix of $G$ in a canonical ordering. The filtration graphs $G_9 = (V(G), \{e \in E(G) : w(e) \geq 9\})$ and $G'_9 = (V(G'), \{e \in E(G') : w(e) \geq 9\})$ can be distinguished using WL labels on the original graphs $G, G'$. In particular, it shows that filtrations and WL labels are “compatible” in the sense that the information provided by a graph filtration may be used beneficially by the WL algorithm. Together with several conceivable efficiently computable filtrations (such as the example mentioned in Sect. On the Expressive Power of Weisfeiler-Lehman Filtration Kernels or the canonical form for bounded-treewidth graphs (Wagner 2011)), this supports our claim that our approach can be beneficial in practice.

We now prove the two corollaries on the implications of Theorem 3 on the expressive power of our proposed kernels and on graph neural networks (GNNs).

**Corollary**. There exists a filtration function $A$ such that the kernel $K_{\text{Filt}, A}^{\text{WL}}$ is complete.

**Proof**. We will use the edge weight functions and filtrations from the proof of Thm. 3 and it remains to be shown that in this case

$$K_{\text{Filt}, A}^{\text{WL}} = \sum_{f \in F_{\text{WL}}} k_f^A(G, G') \cdot \|\phi_f^A(G)\|_1 \|\phi_f^A(G')\|_1$$

is complete (Gärtnert, Flach, and Wrobel 2003), i.e., if its feature map $\varphi_{\text{Filt}, A}$ satisfies $\varphi_{\text{Filt}, A}(G) = \varphi_{\text{Filt}, A}(G') \leftrightarrow G, G'$ are isomorphic.

If $G$ and $G'$ are isomorphic then it trivially follows that $\varphi_{\text{Filt}, A}(G) = \varphi_{\text{Filt}, A}(G')$. Now suppose that $G$ and $G'$ are not isomorphic. Then by Theorem 3 there exists a WL feature map $\varphi : F_{\text{WL}} \rightarrow \mathbb{R}$ such that $\varphi_f^A(G) \neq \varphi_f^A(G')$, as $G$ and $G'$ are not isomorphic. Now we note that the feature space of $K_{\text{Filt}, A}^{\text{WL}}$ is the concatenation of the feature spaces of the kernels $\kappa_f(G, G') = k_f^A(G, G') \cdot \|\phi_f^A(G)\|_1 \|\phi_f^A(G')\|_1$ for all $f \in F_{\text{WL}}$.

We will now show that the feature space embeddings of $G$ and $G'$ corresponding to $\kappa_f(\cdot, \cdot)$ do differ, which implies that the feature space embeddings of $G$ and $G'$ corresponding to $K_{\text{Filt}, A}^{\text{WL}}$ differ, hence showing that $K_{\text{Filt}, A}^{\text{WL}}$ is a complete graph kernel. Note that

$$\kappa_f(G, G') = k_f^A(G, G') \cdot \|\phi_f^A(G)\|_1 \|\phi_f^A(G')\|_1 = \langle \varphi_f^A(G), \varphi_f^A(G') \rangle \cdot \|\phi_f^A(G)\|_1 \|\phi_f^A(G')\|_1 = \langle \|\phi_f^A(G)\|_1 \varphi_f^A(G), \|\phi_f^A(G')\|_1 \varphi_f^A(G') \rangle,$$

where $\varphi_f^A(H)$ is the feature vector of $H$ corresponding to the kernel $k_f^A(\cdot, \cdot)$. Also recall, that $k_f^A(G, G') = e^{-c_{\text{Filt}}(\varphi_f^A(G), \varphi_f^A(G'))}$. We will distinguish two cases:
Case 1 \[ \| \phi_A^A(G) \|_1 = \| \hat{\phi}_A^A(G') \|_1 : \]

Following from Thm. 3 we still have \( \hat{\phi}_A^A(G) \neq \hat{\phi}_A^A(G') \) for the normalized filtration histograms, as \( G \) and \( G' \) are not isomorphic. Thus \( W_d(\hat{\phi}_A^A(G), \hat{\phi}_A^A(G')) > 0 \) and \( W_d(\hat{\phi}_A^A(G), \hat{\phi}_A^A(G')) = W_d(\hat{\phi}_A^A(G'), \hat{\phi}_A^A(G')) = 0 \), as \( W_d \) is a metric on normalized filtration histograms. Hence, the feature representations \( \varphi_A^A(G) \) and \( \varphi_A^A(G') \) cannot be identical, as \( k_A^A \) is a function and

\[
k_A^A(G, G) = k_A^A(G', G') = 1 > k_A^A(G, G') .
\]

Case 2 \[ \| \phi_A^A(G) \|_1 \neq \| \phi_A^A(G') \|_1 : \]

To this end, we note that the feature representation \( \varphi_A^A(H) \) has unit length for all graphs \( H \):

\[
\| \varphi_A^A(H) \|_2^2 = \langle \varphi_A^A(H), \varphi_A^A(H) \rangle = k_A^A(H, H) = e^{-\gamma W_{det}(\hat{\phi}_A^A(H), \hat{\phi}_A^A(H))} = e^{-\gamma 0} = 1
\]

by definition and due to the fact that \( W_{det}(\cdot, \cdot) \) is a metric. This implies \( \| \varphi_A^A(H) \|_2 = 1 \). Therefore,

\[
\| \| \phi_A^A(G) \|_1 \varphi_A^A(G) \|_2 = \| \phi_A^A(G) \|_1 \| \varphi_A^A(G) \|_2 \\
\neq \| \phi_A^A(G') \|_1 \\
\neq \| \phi_A^A(G') \|_1 \| \varphi_A^A(G') \|_2 \\
= \| \| \phi_A^A(G') \|_1 \varphi_A^A(G') \|_2 .
\]

As two vectors with different lengths cannot be identical, this concludes our proof.

\textbf{Corollary 2.} There exists a filtration function \( \mathcal{A} \) and GNN \( \text{Xu et al.} \) such that \( \mathcal{N} \) can distinguish any two non-isomorphic graphs when provided with the filtration graphs corresponding to \( \mathcal{A} \).

\textbf{Proof.} This result directly follows from Theorem 3 of \text{Xu et al.} \). Let \( \mathcal{N}' \) be a GNN with injective aggregator and update functions, as well as an injective graph level readout function as stated by \text{Xu et al.} \). We construct \( \mathcal{N}' \) by passing all filtration graphs given by filtration \( \mathcal{A} \) of any graph \( G \) through \( \mathcal{N}' \) and adding another injective readout layer over the set of the resulting graph level readouts of the filtration graphs. By our Theorem 3 for two non-isomorphic graphs \( G, G' \) there exist filtration graphs \( G_x, G'_x \) that can be distinguished by their WL labels. Hence, following from \text{Xu et al.} \), \( \mathcal{N}' \) maps \( G_x \) and \( G'_x \) to different embeddings. Hence, an injective readout layer over these embeddings must map \( G \) and \( G' \) to different embeddings.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Dataset & \#graphs & \#classes & \#V & \#E & \#labels \\
\hline
DHF & 756 & 2 & 42.1 & 44.6 & 9 \\
NCI1 & 4110 & 2 & 29.9 & 32.3 & 37 \\
PTC-MR & 344 & 2 & 14.3 & 14.7 & 18 \\
IMDB-BINARY & 1000 & 2 & 19.8 & 96.5 & 1 \\
EGO-1 & 200 & 4 & 139.0 & 593.53 & 1 \\
EGO-2 & 200 & 4 & 185.3 & 144.49 & 1 \\
EGO-3 & 200 & 4 & 220.0 & 2613.5 & 1 \\
EGO-4 & 200 & 4 & 259.8 & 4115.8 & 1 \\
\hline
\end{tabular}
\caption{Structural information of benchmark dataset graphs.}
\end{table}

\textbf{(E) Experimental Details}

\textbf{Datasets.} We conduct experiments on the well-established datasets DHFR, NCI1 and PTC-MR (obtained from \text{Morris et al.} \)) as representatives for the multitude of existing molecular benchmark datasets. We, furthermore, report results on several large network benchmark datasets. IMDB-BINARY (obtained from \text{Morris et al.} \)) consists of collaboration networks between actors, annotated against movie genres. The EGO datasets are novel real-world benchmark benchmarks extracted from the social networks Buzznet, Digg, Flickr and LiveJournal. Each of the EGO datasets consists of 50 random ego network graphs from each of the 4 social networks where graphs are annotated against the social network they were extracted from. The learning task is hence to assign each ego network to the network they were extracted from. Here, ego networks are subgraphs induced by a central vertex’s neighbors. The central vertex was subsequently removed. Graphs within each dataset were randomly chosen from the set of all ego networks but underlie size- and density-specific constraints to ensure that a simple count of nodes and edges is not sufficient for prediction tasks. The EGO-x datasets contain increasingly larger and more dense ego networks with growing index \( x \).

We selected only such datasets on which the baseline VE-Hist kernel was outperformed by more sophisticated graph kernels. Detailed information about the structural properties of the benchmark dataset graphs are listed in Table 1.

\textbf{Experimental Setup.} For all applied methods, we used the implementation as provided by \text{Siglidis et al.} \) or that of the respective authors and ran grid searches using the following kernel specific parameters: For approaches employing the Weisfeiler-Lehman subtree features WL, WL-OA, W-WL, P-WL as well as our kernels, we chose \( h \in \{1, \ldots, 5\} \). In case of the graphlet sampling (GS) kernel the parameters \( \epsilon = 0.1, \delta = 0.1 \) and \( k \in \{3, 4, 5\} \) were applied. If applicable to the individual kernel, we chose the RBF parameter \( \gamma \in \{2^i : i \in \{-12, -8, -5, -3, -1, 0, 1, 3, 5, 8, 12\}\} \). The SVM parameter \( C \) was selected from \( C \in \{2^i : i \in \{-12, -8, -5, -3, -1, 0, 1, 3, 5, 8, 12\}\} \). In case of our filtration kernels, we set \( k \in \{1, \ldots, 10\} \).
Table 2: Runtime measures of competitor kernels (in seconds).

|        | DHFR    | NCI1    | PTC-MR   | IMDB-B.  |
|--------|---------|---------|----------|----------|
| GS     | 77.17   | 434.32  | 58.64    | 135.89   |
| SP     | 4.34    | 12.79   | 0.30     | 2.39     |
| WL     | 0.41    | 2.16    | 0.08     | 0.51     |
| WL-OA  | 12.39   | 1624.24 | 1.65     | 17.53    |
| W-WL   | 290.32  | 6457.34 | 32.49    | 297.06   |
| P-WL   | 4.27    | 27.78   | 0.68     | 12.55    |
| Core-WL| 1.28    | 7.92    | 0.21     | 6.65     |

|        | EGO-1   | EGO-2   | EGO-3    | EGO-4    |
|--------|---------|---------|----------|----------|
| GS     | 21.62   | 23.38   | 24.44    | 26.58    |
| SP     | 15.96   | 33.27   | 60.01    | 97.18    |
| WL     | 0.50    | 0.92    | 1.47     | 2.16     |
| WL-OA  | 4.16    | 6.14    | 7.93     | 9.85     |
| W-WL   | 103.46  | 173.11  | 260.58   | 353.57   |
| P-WL   | 18.48   | 55.65   | 119.40   | 212.05   |
| Core-WL| 5.08    | 17.18   | 40.26    | 78.98    |

Figure 8: Runtime measures of the FWL-D variant for different filtration length values \( k \).

**Runtime Analysis**  Fig. 8 provides the runtimes to compute the kernel matrix of our FWL-D variant kernel. More specifically, we measured the runtime after the data has been loaded into memory. The datasets DHFR, NCI1, and PTC-MR contain only graphs with maximum node degree 3, thus, limiting the range of the value \( k \) to 3 as well. We note that these results were obtained using an unoptimized version of our kernel and are hence not necessarily representative for its potential real-world performance. However, it is evident from the results that the runtime linearly increases with growing filtration length values \( k \). This is consistent with our theoretical results on the runtime complexity of the kernel. To put the above numbers into context, Tab. 2 provides the runtime measures for all tested competitor kernels. The GS kernel was run using parameter \( k = 5 \). For all methods based on the Weisfeiler-Lehman process, we picked depth parameters \( h = 5 \).

**Computing Power**  All experiments were performed on an AMD 3900X processor (12 cores) with 64GB of memory. We implemented our filtration kernel in Python 3.7.