Fine-scale position effects shape the distribution of inversion breakpoints in *Drosophila melanogaster*
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Abstract

Chromosomal inversions are among the primary drivers of genome structure evolution in a wide range of natural populations. While there is an impressive array of theory and empirical analyses that have identified conditions under which inversions can be positively selected, comparatively little data is available on the fitness impacts of these genome structural rearrangements themselves. Because inversion breakpoints can disrupt functional elements and alter chromatin domains, the precise positioning of an inversion’s breakpoints can strongly affect its fitness. Here, we compared the fine-scale distribution of low frequency inversion breakpoints with those of high frequency inversions and inversions that have gone to fixation between *Drosophila* species. We identified a number of differences among frequency classes that may influence inversion fitness. In particular, breakpoints that are proximal to insulator elements, generate large tandem duplications, and minimize impacts on gene coding spans are more prevalent in high frequency inversions and fixed inversions than in rare inversions. The data suggest that natural selection acts to preserve both genes and larger cis-regulatory networks in the occurrence and spread of rearrangements. These factors may act to limit the availability of high fitness arrangements when suppressed recombination is favorable.

Key Words: polymorphic inversion, insulator, *Drosophila melanogaster*, position effect

Introduction

Chromosomal inversions, which are large genomic regions that are generated by double-strand breakage and repair in reverse orientation, are widespread in many natural populations. These rearrangements have a long history of study in *Drosophila* species (Dobzhansky 1962; Sturtevant 1917). The primary theories explaining the prevalence of inversions in natural populations are that suppressed recombination over the inverted region is favored by natural selection (Corbett-Detig & Hartl 2012; Fuller et al 2019; Kapun et al 2016a; Kirkpatrick and Barton 2006; Langley et al 2012; Mukai 1971; Sturtevant and Beadle 1936). Alleles contained in inversions can interact epistatically or additively to
maintain a complex polygenic phenotype such as body size, stress resistance, fecundity, and lifespan (Hoffmann et al. 2004; Hoffmann and Rieseberg 2008; Kirkpatrick 2010). Inversions that suppress recombination between alleles that contribute to a beneficial phenotype can be selected for. Biogeographic data supports this hypothesis; natural populations of *Drosophila melanogaster* maintain inversion frequency clines strongly correlated with climatic clines (Kapun et al. 2016a; Kapun et al. 2016b; Knibb 1982; Mettler et al. 1977; Rane et al. 2015; Simões and Pascual 2018). Furthermore, an ever expanding set of taxa appear to contain polymorphic inversions that are associated with adaptive phenotypes (Butlin et al. 1982; Huynh et al. 2011; Oneal et al. 2014). It is increasingly accepted that a major source of positive selection on chromosomal inversions is the maintenance of linkage among alleles that are favorable in similar contexts.

Whereas the potential fitness benefits of maintaining linkage among synergistic alleles are well established, the impacts of inversion breakpoints on the individuals that carry them are not well understood. Nonetheless, these impacts are likely to play an important role in shaping evolutionary outcomes for new arrangements. An inversion breakpoint that disrupts a key gene sequence could result in the death or sterility of the individual that carries it, preventing the inversion from reaching polymorphic frequencies in natural populations. Accumulated evidence is consistent with the idea that an inversion’s breakpoint positions might have large impacts on its fitness. The distribution of polymorphic inversion breakpoints along the genome is not random (Calvete et al. 2012; Gonzalez et al. 2007; Orengo et al. 2015; Pevzner and Tesler 2003; Puerma et al. 2014; Puerma et al. 2016b; Tonzetich et al. 1988). In fact, many apparently independently formed inversions seem to precisely share breakpoint locations (Gonzalez et al. 2007; Puerma et al. 2014; Pevzner and Tesler 2003; Corbett-Detig et al. 2019). Even when inversion breakpoints are not precisely reused at the molecular level, their broad-scale distributions across the genome are non-uniform (Pevzner and Tesler 2003; Ranz et al. 2007). Though this pattern is well-established, the factors underlying breakpoint localization and the fitness of new arrangements are poorly understood.

There are two mechanisms that shape the fine-scale distribution of inversion breakpoints. First, mutational biases are factors that affect the probability that an inversion breakpoint occurs at a specific genomic location (Calvete et al. 2012; Guillen and Ruiz 2012; Pevzner and Tesler 2003; Tonzetich et al. 1988). In many species inversions occur through ectopic recombination between repetitive sequences, an example of a mutational bias (Guillen and Ruiz 2012), though this is relatively rare in the *melanogaster* subgroup (Ranz et al. 2007; Corbett-Detig and Hartl 2012). Additionally, some evidence indicates that physical instability due to unstable secondary structure or local chromatin environment may also bias breakpoint localization (Falk et al. 2010). Second, specific breakpoint positions can affect the fitness of a new arrangement. These “position effects” have been identified in a variety of organisms (Castermans et al. 2007; Frischer et al. 1986; Hough et al. 1998; Lakich et al. 1993; Puig et al. 2004). Deleterious effects associated with breakpoint
positions could hypothetically be as large as positive impacts from the maintenance of allele complexes contributing to polygenic traits. Deleterious position effects are therefore expected to limit the number of individual inversions that could evolve and maintain polygenic phenotypes in the population.

There are several specific factors that could influence the fitness of inversion breakpoints. First, disruption of gene sequence and enhancer-promoter interactions can cause mRNA truncation, chimeric transcripts, or misregulation of genes overlapping and near to breakpoints (Castermans et al 2007; Frischer et al 1986; Lupianez et al 2016; Ren and Dixon 2015). Previous work has found that common inversions in *D. melanogaster* and fixed inversions in *D. pseudoobscura* are less likely to disrupt gene coding sequences that would be expected under a random breakpoint model (Corbett-Detig and Hartl 2012; Fuller et al. 2017), possibly indicating that natural selection acts against inversions which disrupt gene sequences. However, a mutational bias that preferentially creates breakpoints in intergenic regions is also consistent with these findings. Inversions in the *D. melanogaster* species group tend to create inverted duplications of sequence at their breakpoints in the repair process, which can preserve copies of disrupted sequence (Puerma et al 2016b; Ranz et al 2007). Duplication size may therefore also influence the fitness of an inversion breakpoint because large duplications can avoid disrupting individual genes. A study in *Anopheles gambiae* has shown that the inversion 2L*α* is likely viable because it preserves functional copies of disrupted genes through this mechanism (Sharakhov et al 2006). Location in respect to gene sequence and duplication size should both contribute to the fitness of a new inversion arrangement.

Factors related to gene regulation may also impact the fitness of newly formed arrangements. These include Topologically Associated Domains (TADs), chromatin state, and the locations of insulator elements. TADs are genomic features that appear in HiC proximity ligation mappings (Lieberman et al 2009) which reflect the physical folding and arrangement of the genome (Lupianez et al 2016; Jost et al 2014; Sexton et al 2012). Disruption of these domains may alter local gene expression (Lupianez et al 2015). Chromatin marks often determine local expression and repressive chromatin is capable of suppressing nearby gene activity when translocated (Cryderman et al 1998). Boundaries between domains are often associated with insulator elements in *D. melanogaster* (Sexton et al 2012). Insulators limit the influence of repressive chromatin marks and block ectopic enhancer activity, and could therefore act as a compensatory mechanism to maintain native regulatory environments (Bushey et al 2008; Gaszner and Felsenfeld 2006; Sigrist and Pirrotta 1997; Yang and Corces 2012). We hypothesize that high-fitness inversions disrupt local gene regulation less than would be expected by chance, by avoiding disrupting crucial domains or by colocalization with insulator elements.

Comparisons among fixed, high frequency and low frequency inversions can reveal the impact of natural selection on chromosomal inversion breakpoints (Caceres et al. 1997; Corbett-Detig 2016). Because they have persisted and spread within natural populations,
we expect both high population frequency and ancestrally fixed chromosomal inversion breakpoints to show a biased distribution of features consistent with higher fitness. Conversely, low-frequency inversions, often identified in only a single individual within a population, are most likely recently arisen arrangements. The low-frequency inversions’ breakpoint distribution should therefore primarily reflect mutational biases. By examining the distributions of fixed, high frequency, and low frequency inversion breakpoints, we can identify the factors that shape the fitness of newly-arisen arrangements.

We leverage population resequencing datasets from more than 1,000 *D. melanogaster* isolates to detect and de novo assemble both breakpoints of 18 rare naturally occurring inversions. We compare these “rare” inversion breakpoints to known high frequency inversion breakpoints in *D. melanogaster* (Corbett-Detig and Hartl 2012) as well as a set of fixed inversion breakpoints between species in the *Melanogaster* subgroup (Ranz et al. 2007). By comparing rare, common, and fixed inversion breakpoints, we find evidence supporting the idea that both mutational biases and natural selection play important roles in shaping the fine-scale distribution of inversion breakpoints in natural populations.

**Methods**

**Defining Inversion Categories**

In our analysis, we define three classes of inversion population frequency. Previous work in *D. melanogaster* has typically referred to four categories of inversion, “common cosmopolitan”, “rare cosmopolitan”, “recurrent endemic”, and “unique endemic” (Mettler et al 1977; Krimbas and Powell 1992). The latter half of each of these terms refers to the geographic distribution of the inversion. As long as an inversion reached high frequency in any population, it has not been strongly impacted by negative selection. We label these high-frequency inversions “common” inversions. We use “rare” to refer to inversions which were found in only single samples (with the exception of *In(2R)Mal*, which is present in three samples studied here). The distribution of rare inversions, while possibly containing high-fitness inversions that could eventually spread to high frequencies, are likely to primarily reflect mutational biases in their overall breakpoint distribution. To summarize, “common cosmopolitan”, “rare cosmopolitan”, and “recurrent endemic” will all fall under our label “common” while we refer to “unique endemic” as “rare” inversions, similarly to the analysis in (Corbett-Detig 2016).

The third class in our framework, “fixed” inversions, are inversions that have gone to fixation within one lineage during divergence of the *Drosophila melanogaster* subgroup (Ranz et al 2007). Originally all fixed inversions occurred as unique events in a *Drosophila* ancestor. They subsequently spread until they reached fixation in populations ancestral to contemporary species in the *melanogaster* subgroup. These fixed inversions were discovered by comparing the locations of homologous sequences in the genomes of between *D. melanogaster* and its relatives (Lemeunier and Ashburner 1976) and have been
molecularly characterized previously (Ranz et al 2007). It is important to note that the vast majority of these fixed inversions occurred on the *Drosophila yakuba* branch and not in a direct *D. melanogaster* ancestor (Krimbas and Powell 1992; Ranz et al 2007). The reference genome of *D. melanogaster* should therefore generally reflect the ancestral state and the genetic background on which these inversions originated rather than a derived state evolved after fixation. Common and rare inversions annotated here occurred in contemporary *D. melanogaster* populations and thus in the absence of additional changes unrelated to genome structure, on a similar genetic background to that on which the *D. yakuba* inversions were fixed. The functional annotations used here are also based on the *D. melanogaster* standard arrangement, meaning these annotations should represent the genetic background of all three inversion frequency categories.

**Short Read Alignment**

We obtained short read data as fastq files from the Sequence Read Archive. All short read data is described in Lack et al 2016 and was originally produced in (Pool et al 2012; Lack et al 2015; Mackay et al 2012; Kao et al 2015; Grenier et al. 2015). We aligned the short read data using bwa v0.7.15 using the “mem” function and default parameters (Li et al 2013). All post-processing (sorting, conversion to BAM format, and filtering) was performed in SAMtools v1.3.1 (Li et al 2009). We filtered these BAM files to include only those alignments with a minimum mapping quality of 20 or more.

**Rare Breakpoint Identification**

As in previous works that characterized structural variation using short-insert paired-end Illumina libraries (*e.g.* (Corbett-Detig et al 2012; Cridland et al 2010; Rogers et al 2014), we first identified aberrantly-mapped read “clusters”. Briefly, here, a cluster is defined as 3 or more read pairs that align in the same orientation (for inversions, this is either both forward-mapping or both reverse-mapping) and for which all reads at one edge of the cluster map to within 1 Kb of all other reads in the cluster. We considered only aberrant clusters where both ends mapped to the same chromosome arm as the vast majority of inversions in *Drosophila* are paracentric (Krimbas and Powell 1992). We required that all read pairs included in a cluster map a minimum of 500 Kb apart. We then retained only those potential inversions for which we recovered both forward and reverse mapping clusters there were within 100 Kb of one another. The choice of a maximum distance between possible breakpoint coordinates was included to reduce the possible rates of false positives and because none of the known inversions whose breakpoints have previously been characterized included a duplicated region of 100 Kb or more (Corbett-Detig and Hartl 2012; Ranz et al. 2007). When breakpoint assemblies existed in very close proximity or appeared to delete short sequences, we set the duplication size to 1 base. We further filtered all breakpoint assemblies that overlapped annotation transposable
elements as these are the primary source of aberrantly-mapping read clusters in previous works (e.g., Corbett-Detig and Hartl 2012).

As an additional check for the accuracy of our newly discovered breakpoints, we compared our distribution of rare breakpoints to the known cytogenetic distribution and found no chromosomal or by-region differences (p=0.7, chi-square test; cytogenetic data from Corbett-Detig 2016 who summarized Krimbas and Powell 1992). The short insert size from previous sequencing experiments ranged from ~200bp to ~600bp, which may have led to a non-trivial false negative rate of breakpoint discovery particularly if the breakpoints contain repetitive elements or other large DNA insertions. However, we do not expect that these potential false negatives will bias our downstream analyses, and all previously characterized inversion breakpoints in the *Melanogaster* species complex occurred in unique sequences (Ranz et al. 2007; Corbett-Detig and Hartl 2012). All software used to perform these analyses is available from the github repositories associated with this project. Specifically, scripts used for breakpoint detection and assembly are in [https://github.com/dliang5/breakpoint-assembly](https://github.com/dliang5/breakpoint-assembly).

**De novo Rare Breakpoint Assembly**

For each putative inversion, we then extracted all reads for which either pair mapped to within 5 Kb of the predicted breakpoint position. We converted all fastq read files to fasta and qual files as is required by Phrap, and we assembled each using otherwise default parameters but including the “-vector_bound 0 -forcelevel 10” command line options (Corbett Detig and Hartl 2012; Rogers et al 2014). We then used blast to align the resulting de novo assembled contigs to the *D. melanogaster* reference genome to identify the contig that overlapped the predicted breakpoint using the flybase blast tool (www.flybase.org/blast). We retained only inversions for which we could *de novo* assemble contigs overlapping both breakpoints, and we further discarded any contigs where the sequence intervening two distant genomic regions contained sequence with homology to known transposable elements. All of the assembled breakpoint sequences are available in File S1. Assembly scripts are available from [https://github.com/dliang5/breakpoint-assembly](https://github.com/dliang5/breakpoint-assembly).

**Overlapping Inversions and In(2R)Mal**

We also attempted to find sets of overlapping inversions. Briefly, for overlapping inversions, where one inversion arises on a background that contains another inversion with one breakpoint inside and one outside of the inverted region, the breakpoint-spanning read clusters should be largely the same as inversions that arose on a standard arrangement chromosome. However, the key difference is that rather than pairs of forward and reverse mapping read clusters, we expect to observe two distantly mapping read clusters in the reverse-forward and forward-reverse arrangements. We applied this approach for the 17 rare inversions that we initially discovered as well as to all samples
that contained common inversions that are known from previous work (Corbett-Detig and Hartl 2012; Lack et al. 2015). We found only one such overlapping rare inversion, which is consistent with the known segregation distorer associated chromosomal inversion \textit{In(2R)Mal}, which is composed of two overlapping inversions (Presgraves et al. 2009). In our analysis here, we treat these overlapping inversions as independent, but our results are qualitatively unaffected if we simply exclude the second inversion.

\textbf{Genome Version, Insulator, and Gene Annotations}

All our analyses are based on alignments to \textit{D. melanogaster} genome version 6.26 (Hoskins et al. 2015). We obtained genome annotation data including gene locations from flybase. We treated long non-coding RNAs as genes for our purposes, as they perform essential functions and can be disrupted in the same way as protein-coding genes. We obtained insulator binding site positions from (Negre et al. 2010, accession GSE16245). As necessary, we converted the coordinates of genomic features from genome version 5 to 6 using the flybase coordinate batch conversion tool (https://flybase.org/convert/coordinates).

\textbf{Selection of Public Datasets for Topological Domains and Chromatin Marks}

We obtained topologically associated domain (TAD) data including annotations of chromatin state from Sexton et al. (2012). This dataset is composed of domains detected by genome-wide chromosome conformation capture sequencing, HiC, on early-stage embryos, and annotated with an epigenetic state using a clustering method applied to another source of linear epigenomic data (Sexton et al. 2012). Their annotations include four categories: “active”, “null”, “PcG” (polycomb), and “HP1” (centromeric heterochromatin). For the sake of consistency we refer to Sexton et al.’s “null” domains as “inactive”. Early stage embryos are likely to be the environment in which any regulatory disruption induced by inversions is most deleterious given the sensitive nature of development, which makes this a promising source of context for our analysis of inversion frequency. This dataset also allows us to separately analyze breakpoint occurrence within topologically associated domains and chromatin states in tandem, since they are derived from the same source. It should be noted, however, that the annotations of these TADs are relatively coarse and may not reflect the more local environment of an inversion breakpoint.

We therefore performed a second analysis on finer scales using the dataset of Kharchenko et al (2010, accession GSE25321). This dataset in its raw form consists of short spans marked with one of a set of chromatin markers, in both a nine-state model and a thirty-state model. As we desired a representation of the local chromatin environment around inversion breakpoints, we chose to bin the nine-state representation into total counts of bases assigned to a state of the given type over windows of 10kb. 10kb was selected based on the average heterogeneity of the windows; we wanted our window size to be as small as possible but for most windows to contain at least one region with an
annotated chromatin state. This yielded a distribution of values for each window which represented the overall enrichment of each state in each 10kb span. As we lacked statistical power to evaluate these mark types individually with our relatively small inversion breakpoint datasets, we further assigned each 10kb window an activity state based on the majority of present marks. Windows in which the vast majority of sites were assigned states one through five, annotated by Kharchenko et al. as being various components of genes including promoters, exons, and introns, were designated “Active”. Windows where states six through nine, which include PcG, HP1, and other heterochromatic marks, were most prominent, were designated “Inactive”. Windows in which both groups each constituted at least five percent of all marks were designated “Mixed”. This yields an alternative representation of chromatin environments surrounding inversion breakpoints that is much finer-grained than the annotations of Sexton et al.

We compared this representation to Sexton et al.’s annotated chromatin states as an additional check for the validity of our approach. We found that 10kb windows located within each annotated TAD generally aligned with the annotation of that TAD, but that substantial heterogeneity of chromatin marks exists within each TAD span (Figure S3). For example, approximately 19% of windows within TADs annotated as “active” are enriched for chromatin state 9, which is associated with extended silenced regions, and conversely 26% of windows within TADs annotated as inactive are enriched for chromatin state 2, which is associated with the active transcription. This indicates that one cannot be treated as a direct substitute for the other.

As a final check on the validity of the domains obtained from Sexton et al, we obtained polytene domain data from Eagen et al (2015), repeated our analysis, and found them to be generally consistent with our conclusions. These results may be found in Supplementary Text S1.

**Permutations and Statistical Tests**

To compare inversion breakpoint positions to a randomized distribution, permutations for all categories of inversions (rare, common, and fixed) were performed with 1000 iterations of a group of randomly located breakpoints, holding the inversion number, duplication lengths, and chromosome arms constant. Specifically, for each inversion breakpoint, one thousand starting positions were chosen from a uniform distribution between the start of that chromosome arm and the end minus the length of the duplication- that is, from the entire set of possible points for that size of breakpoint. Random breakpoints were located independently for most tests, as most values were calculated for each breakpoint individually rather than the inversion as a whole. The exception is the chromatin-blending test, in which we additionally controlled for inversion lengths to account for the role of inversion length in biasing pairs of chromatin environments. Features of the genome at each of these breakpoints were recorded as our expected value for the random distribution of breakpoints.
Tests were divided by the nature of the factor. For factors that are a discrete numerical value for each break, such as distance to an element or length of a duplication, p-values were calculated as percentiles of real values within a large set of random distributions. Tests between categories of the distance-based factors and the duplication length test were performed distribution to distribution with pairwise Mann-Whitney rank-sum tests.

For categorical values, such as disrupting a gene span or not, rates of category occurrence were calculated for one thousand permutations. We define disruptions of genes and other elements as both forward and reverse single-strand breaks occurring within a single annotated functional element. It is important to note that our method of defining disruption is likely to overestimate the proportion of fixed inversion breakpoints that truly disrupt genic sequences. Ranz et al (2007)’s method to identify sequences duplicated by the original break relies on sequence homology, and in fixed inversions divergence of noncoding sequences can interfere with the precise identification of breakpoint regions. For example, if the original duplicated region includes a gene coding span and some non-coding bases, a complete gene copy will be produced along with a partial duplication. Over time, the non-coding region will tend to accumulate more mutations than the intact gene copy. In this case, coordinates obtained from BLAST alignments may not detect the homology between the non-coding regions and instead only yield apparent homology from duplication within the conserved gene span. This would be counted as a gene disruption event by our analysis. This bias will tend to make our analysis conservative with respect to identifying the impacts of natural selection, because breakpoints are more likely to be identified within coding regions and because we should tend to underestimate the sizes of breakpoint adjacent duplicated regions after sequence homology has decreased. All scripts used to produce the results of the permutation tests described above are available from the github repository associated with this project https://github.com/jmcbroome/breakpoint_analysis.

Lethal and Sterile Phenotype Analysis
Additionally, we obtained phenotype data from Flybase using the query builder (https://flybase.org/cgi-bin/qb.pl) to get the IDs of all genes which have lethal phenotypes and sterile phenotypes. This data was incorporated into the gene disruption analysis and we sought evidence of difference in disruption rates between genes annotated with these phenotypes and the overall set of annotated genes. Supplementary Table S2 contains the set of inversion breakpoints which appear to disrupt these genes.

Results and Discussion

Common and Fixed Inversion Breakpoints
Common and fixed inversion breakpoints have been characterized extensively in *D. melanogaster* and in the *Melanogaster* species complex in previous works. We obtained the breakpoint locations for nine common inversions from (Corbett-Detig and Hartl 2012; Lack et al 2016). We note that although population frequencies and geographic ranges vary among common inversions (Corbett-Detig and Hartl 2012; Krimbas and Powell 1992; Lack et al 2016), each has reached frequencies of at least 10% within local subpopulations and all have been observed in several geographically-widespread populations, suggesting that their breakpoints do not cause strong deleterious fitness consequences. From Ranz et al (2007) we obtained the breakpoint positions of 26 inversions that have fixed in a lineage since the common ancestor of the *Melanogaster* species complex. To confirm that the breakpoint-adjacent regions have not been modified or updated in the more recent genome assemblies for either *D. melanogaster* or *D. yakuba*, we extracted each surrounding 100Kb region from the genome that contains the ancestral arrangement and used BLAST to align these to the genome containing the derived rearrangement. We recorded the most breakpoint proximal high quality, *i.e.* BLAST score greater than 50, sequence alignment as the putative location of the inversion breakpoint.

**Rare Inversion Breakpoints Discovered**

We realigned all sequence data from over 1,000 *D. melanogaster* natural isolates that have been sequenced previously using paired-end sequencing methods (Grenier 2015; Langley 2012; Pool et al 2012; Mackay et al 2012; Lack et al 2015; Kao et al 2015; summarized in detail in Lack et al 2016). We identified 5,318 short read clusters that corresponded to possible inversion breakpoints that are a minimum of one Megabase from each other and for which we found both forward and reverse mapping read clusters (Figure S1). That is, for a given inversion relative to the reference genome, we expect to find a cluster of read pairs where both maps in the “forward” orientation and another cluster where each pair of reads both map in the “reverse” orientation (Corbett-Detig and Hartl 2012; see Methods). We also searched for overlapping inversions using a slight modification of this approach (Methods). To be as conservative as possible with our analysis, we retained only the set for which we recovered and successfully *de novo* assembled both breakpoints for a given inversion. Additionally, we removed any putative breakpoint-spanning contig that mapped with high confidence to multiple locations in the *D. melanogaster* reference genome. We ultimately retained 18 rare inversions. Three of our candidate rare inversions are corroborated by previous cytological evidence (Huang et al 2014; Presgraves et al 2009). Similarly, previous molecular evidence (Grenier et al 2015) supports the identified breakpoints of another chromosomal inversion. The breakpoints of our putative rare inversions do not show unusual genetic distances from other samples isolated from the same populations, suggesting that these are relatively recent events and not older inversions that have recently gone to lower frequencies (Supplementary Text S2, Table S1).
The genomic and population distributions of candidate rare inversions are largely consistent with our expectations based on extensive cytological work. First, our estimated rate of occurrence of rare inversions, 1.6% per genome, is within the range of estimates from cytological data across diverse populations 0.47%-2.71% (Aulard et al 2002; Krimbas and Powell 1992). Furthermore, we found no rare inversions on the X chromosome, which contains very few chromosomal inversions in natural populations of this species (Aulard et al 2002; Krimbas and Powell 1992). However, because we conservatively required that both breakpoints are detected from discordant short-read alignments and completely assembled de novo, and because we excluded any breakpoints that contained homology to annotated transposable elements, it is possible that our approach has underestimated the prevalence of rare inversions in these datasets. It is also possible that a portion of the rare inversions may be false positives owing to the challenges of short-read based de novo assembly and interpretation. Nonetheless, as an additional check to ensure the robustness of our results, we repeated all of our analyses on the subset of rare inversions which have been cytologically or molecularly characterized or are very simple in their breakpoint structures and found no major differences between datasets (Supplementary Text S3).

Inversion Breakpoints Could Truncate Coding Sequences

Inversions can strongly disrupt sequences at their breakpoints (Figure 1). This has multiple classes of potential negative consequences, including the truncation of gene spans and the creation or alteration of enhancer-gene interactions (Castermans et al 2007; Frischer et al 1986; Lupianez et al 2016; Ren and Dixon 2015). We investigated interactions with gene spans with the hypothesis that higher-frequency inversions are more likely to exhibit features which reduce large-scale disruptions of local functional elements. For each category, we calculated the percentile of the count of disrupting breakpoints against the permuted distribution, where low percentiles correspond to less disruption than expected. All three inversion frequency categories disrupt annotated gene spans less often than the random expectation (rare p=0.0415, common p=0.0055, fixed p<0.001, permutation test). The proportion of gene-disrupting inversions is inversely correlated to population frequency category (44% of rare inversion breakpoints, 28% of common inversion breakpoints, 24% of fixed inversion breakpoints).

Our results are consistent with gene disruption being negatively selected after inversion formation. We note here that the baseline rate of disruption is still relatively high even in the most conservative category, at 24% of fixed inversion breakpoints. Nonetheless, for reasons described above (methods), this should be considered a conservative upper-bound on the rate of gene disruption in the fixed inversion class. In all cases of putative disruption, the D. yakuba genome contains an intact ortholog; this indicates that if breakpoints occurred within an annotated gene, they rarely completely disrupt the coding sequence or that secondary sequence evolution can suppress the deleterious effects. All putatively disrupting breakpoints within the fixed inversion class lie...
within 1000 bases of the start or the end of the disrupted gene (Table S3). The trend across categories indicates that there is a negative association between population frequency and the occurrence of inversion breakpoints within gene sequences in our data.

We also note that rare inversions appear to disrupt genes less often than expected by chance. This could be explained by the critical nature of many genes to survival. At a minimum, each inversion must not be lethal for us to discover it. The preservation of gene spans by rare inversions may also be explained by a mutational bias of chromatin state or basepair composition favoring intergenic regions, reducing gene disruption rates below random expectations. As a final possible explanation we note that because many of the samples used in this work were inbred, either intentionally or passively as isofemale lines, inversions that induce recessive strongly deleterious fitness effects might still be exposed to selection and purged from the line prior to sequencing.

We further investigated the possible fitness impacts of disrupted gene sequences by examining the subset of disrupted genes that are annotated as having lethal or sterile alleles. We expect to observe a reduction in the rates that inversion breakpoints interrupt genes with lethal alleles and sterile alleles owing to the importance for organism survival and reproduction. In applying a similar permutation test as above, but instead asking if inversion breakpoints are less likely than expected by chance to disrupt essential genes specifically, we do not find a significant decrease in the rate of essential gene disruptions compared to genes overall (Table S4). We note that only one gene with an annotated sterile phenotype was disrupted among all inversion breakpoints considered here. However, we still failed to reject the null model possibly due to a general paucity of known sterility-inducing genes compared to unannotated genes.

Furthermore, it is possible that a significant portion of genes remain functional despite the presence of both breaks within the annotated span. For example, the common inversion \( \text{In}(X)A \) disrupts a gene with annotated lethal alleles. The disrupted gene, NFAT, encodes an important transcription factor (Keyser et al 2007). The inversion breakpoint is very near the 5’ start of the gene, where some annotated transposable element insertions have produced viable alleles (Bellen et al 2011). It is possible that the breakpoint does not actually render the gene nonfunctional and is therefore not lethal. Further functional work will be needed to understand the specific effects of localized gene disruption on individual phenotypes.

**Larger Inverted Duplications May Prevent Gene Disruption**

Duplications that occur during inversion formation may maintain functional elements and suppress the local gene-interrupting effects of inversion breakpoints. Paired staggered double-strand breakage is the major mechanism by which inversions events occur in the *D. melanogaster* subgroup (Puerta et al 2016b; Ranz et al 2007). These breaks leave an overhang of sequence at each end of the putative inversion. After repair in inverted orientation, the result is inverted duplicated regions on either side of a new
inversion with length equal to the overhang left over after the double strand break (Figure 1). To guarantee disruption of a given functional element at the sequence level without creating a complete duplicate, both sides of a double-strand break must fall into that same functional element. Longer duplications are thus less likely to disrupt individual elements. Therefore we hypothesized that selection will favor longer duplicated regions that minimize impacts on local sequence functions.

To test this, we first verified that tandem duplications of inversion breakpoints which do not disrupt genes are longer than those that do (p=0.0096, Mann-Whitney U test). Dividing the data by frequency category, we found that common polymorphic inversions have significantly longer duplications than rare inversions (Figure 1, p=0.0095, Mann-Whitney U test). We did not include fixed inversion breakpoints, as secondary sequence evolution and gaps between synteny blocks made determination of exact original duplication length inaccurate and likely an underestimate. These results are consistent with the idea that long duplications act as a compensatory mechanism for otherwise negative position effects by preserving intact functional elements or by maintaining proximity among functional elements within duplicated regions.

Formally, our analysis is consistent with higher relative fitness of inversions with longer inverted repeats, but does not necessarily require deleterious effects at single breakpoints. It is also possible that inversions are positively selected when they contain larger breakpoint-adjacent duplications because of positive effects associated with gene duplications or chimeric gene products (Puerma et al 2016). However, given that microsynteny is largely maintained over evolution and given that the Drosophila genome contains a high density of functional elements, we favor our hypothesis that larger repeats can be favored by natural selection because they can avoid disrupting functional elements.

**Inversions Could Alter Local Regulatory Environments**

Impacts on gene regulation in the regions surrounding inversion breakpoints is also likely to be an important determinant of inversion fitness. By translocating large sections of the genome, inversions can reshape local regulatory environments and interfere with nuclear structures. They can separate enhancers from their gene targets, bring chromatin marks of varying kinds into close proximity, and alter the content and size of local regulatory domains. Translocations of repressive chromatin marks can lead to the silencing of nearby genes, such as in the phenomenon of position-effect variegation, which is variable silencing of a gene near a translocated section of heterochromatin (Cryderman et al 1998; Eissenberg et al 1992; Puig et al 2004; Shatskikh et al 2018; Vogel et al 2008). Chromatin environments also guide the activity of different double-strand break repair mechanisms including non-homologous end joining, which may serve as a mutational bias in the occurrence of inversions (Lemaître and Soutoglou 2014; Marnef et al 2017). We investigated the occurrence of inversions in different chromatin domains, hypothesizing...
that both mutational biases and selective pressures may influence breakpoints within these domains.

We examined patterns related to chromatin states and marks at two resolutions. The coarser resolution is the level of TADs. TADs are often highly conserved and associated with coordinated gene regulatory blocks (Cavalli and Misteli 2013). In D. melanogaster, TADs have been identified through high-resolution chromatin conformation capture, or HiC, sequencing and found to contain distinct chromatin states (Sexton et al 2012). While any inversion whose breakpoints occurs within these domains can and does alter relative TAD boundary positions, inversions with breakpoints that capture boundary elements within associated duplicated regions might form entirely new boundaries and TADs by duplicating those boundary elements. We hypothesized that inversion breakpoints would be less likely to duplicate boundary elements at higher population frequencies, as the formation or division of TADs may be more deleterious than resizing them.

Only two polymorphic inversion breakpoints, one rare and one from the common inversion In(X)A, could have duplicated a boundary element annotated by Sexton et al (2012). This occurs less often than we would expect by chance for both categories (rare \( p=0.02275 \), rare and common combined \( p=0.001 \), permutation test). As common inversions have a modest sample size (\( n=9 \)), no level of boundary duplication for them alone is statistically significant. The low rates of boundary duplication are relatively invariant across frequency categories, so we speculate that a mutational bias may protect boundary regions from breakage. This could occur through a concentration of bound proteins in boundary regions (Sexton et al 2012). Alternatively, it may be extremely deleterious to duplicate boundary elements, purging these inversions from our rare inversion dataset as well as from inversions at higher frequencies.

We also discovered an enrichment of inversion breakpoints within TADs marked with active chromatin by Sexton et al (2012) (rare \( p=0.003 \), common \( p=0.055 \), fixed \( p<0.001 \), all categories \( p<0.001 \), permutation test). As part of our hypothesis that mixing chromatin states is deleterious, we investigated correlations between domain annotations at either end of an inversion- that is, whether the identity of the domain at one inversion breakpoint is correlated with the domain type at the other inversion breakpoint. There does not appear to be any enrichment for particular combinations of chromatin environments around each breakpoint in our inversions (\( p=0.36 \), chi-square test), suggesting that the biased distribution of inversion breakpoint chromatin domains is driven by a marginal increase of breakpoints within active regions rather than a pairwise effect of breakpoint adjacent chromatin domains. The increased rate of breakpoints in active regions is consistent with a mutational bias, as it is relatively invariant across frequency categories. This bias could be due to a difference in the rate of occurrence of double-strand breaks in open chromatin, or it could be due to a difference in the accuracy and efficiency of double-stranded break repair in these active environments (Marnef et al 2017).
Because this coarse representation may not fully represent the role of chromatin environment on inversion occurrence, we additionally examined enrichment of chromatin marks at a finer scale. Kharchenko et al (2011) created a genome-wide dataset representing local chromatin mark enrichment, represented as a computationally-derived nine-state model with high resolution. We binned this data into windows of 10kb and examined the regions immediately surrounding each inversion breakpoint for the presence of Kharchenko’s chromatin states, assigning each window to a general state of “active”, “inactive”, or “mixed” (see Methods). We found that the enrichment of inversion breakpoints in active regions was not replicated in this finer-scale dataset (p=0.59, permutation test; Figure 2). It is likely that this is because on these scales the majority of windows designated “active” contain genes and breakpoints are less likely to occur within genes than in intergenic regions (see above).

We discovered an enrichment of mixed chromatin activity states (i.e., both active and inactive states) in windows around fixed inversion breakpoints (p<0.001, permutation test) and a decreased occurrence of fixed inversion breakpoints within windows containing only inactive states (p=0.0075, permutation test; Figure 2). Common inversions show a similar pattern, though with no significant association between inversion breakpoints and windows containing only active chromatin states, but with a significant depletion of breakpoints in windows designated inactive (p=0.026, permutation test). Rare inversion breakpoints appear randomly distributed with regards to their fine-scale chromatin environments (Figure 2). It is possible that the common inversions would reflect this same pattern with a larger sample size, but we are limited by the scarcity of high frequency inversions. We additionally explored whether there is a correlation between local chromatin windows between two breakpoints of each inversion, but found no statistical enrichment (p=0.25, chi-square test). Overall these results suggest that high-frequency breakpoints tend to occur on epigenetic boundaries within regions of the genome that contain some active chromatin.

**Insulator Elements Maintain Boundaries of Local Regulatory Environments**

We discovered an enrichment for inversions within active domains, including inversions which occur between pairs of active and inactive domains. This led us to ask whether we can identify a candidate compensatory mechanism that might suppress the disruption of local regulatory environments by the translocation of chromatin-defining elements. Insulator elements are key to the structure and function of genome regulatory networks, serving as structural anchor points, physical blockers of enhancer interactions, and boundary elements between TADs or chromatin compartments (Chung et al 1993; Negre 2010; Roseman et al 1993; Sexton et al 2012). Insulators may reduce or prevent the effects of repressive chromatin on local gene activity after translocation (Bushey et al 2008; Gaszner and Felsenfeld 2006; Sigrist and Pirrotta 1997; Yang and Corces 2012). In fact, these elements have been previously shown to be associated with fixed structural
rearrangement breakpoints that alter local synteny, which includes inversion breakpoints (Negre et al 2010).

Strong association with these elements may act as a compensatory mechanism that preserves local chromatin state and thereby allows inversions to occur between heterochromatic and euchromatic regions while minimizing negative consequences (Figure 3A). Insulator element binding sites are strongly associated with local active and mixed chromatin window states in our data (active \(p=4.7e^{-24}\), mixed \(p=2.7e^{-8}\), Fisher’s exact test) and correspondingly rare in windows annotated as inactive \(p=2.7e^{-14}\), Fisher’s exact test). This further supports that these insulator elements represent epigenetic boundaries, and a strong association with these insulator elements may explain the enrichment of mixed chromatin window states around higher frequency inversions in our data.

Association with insulator elements may also prevent ectopic enhancer activity, or the activation of genes other than the target gene by an enhancer (Figure 3A). Previous studies have shown developmental disorders can occur in mammals from inversion rearrangements with no additional mutation via ectopic enhancer activity (Ren and Dixon 2015; Lupianez et al 2016). Notably, recent data suggests inversion breakpoints are rarely associated with local perturbed expression in Drosophila (Fuller et al 2016; Ghavi-Helm et al 2019; Said et al. 2018; Lavington and Kern 2017). However, there still appears to be some cases of ectopic enhancer/promoter interactions as in subdued and Dscam4 (Ghavi-Helm et al 2019). This suggests that new ectopic interaction may be promoted by inversions but that these interactions rarely impact overall expression levels.

Our data show that inversion breakpoints are significantly closer to insulator elements than would be expected for randomly distributed breakpoints (rare \(p=0.0446\), common \(p<0.001\), fixed \(p<0.001\), permutation test, Figure 3). Common inversion breakpoints are significantly closer to insulators than are rare inversions breakpoints \((p = 0.0373, \text{Mann-Whitney U test})\), fixed and common inversion breakpoints are not statistically different \((p=0.312, \text{Mann-Whitney U test})\) and fixed inversion breakpoints are significantly closer to insulator elements than are rare inversion breakpoints \((p=0.00242, \text{Mann-Whitney U test})\). We asked whether insulators are found within or outside the duplicated regions and found no evidence for any directionality to the association (Figure S2). We additionally note that insulator binding sites are much more common in active topologically associated domains (Figure S3), and that correspondingly inversions in active regions are somewhat more closely associated with insulators across frequency categories \((p=0.075, \text{Mann-Whitney U test})\).

Because inversion breakpoints tend to occur in active domains, the enrichment for proximity to insulator elements might result from the increased density of insulator elements within those regions and not for selection for proximity to insulators per se. We saw a bias towards breakpoints situated in active domains, particularly among fixed inversions. We therefore tested for an association between fixed inversion breakpoints that occur within inactive domains and proximity to insulator elements. After controlling for the
domain type, the close proximity of insulators persists, suggesting the observation is partially independent of the correlation between active domains and insulators (p=0.03, Mann-Whitney U test). We thus conclude that this is not likely to be a strong confounding factor for our insulator association results. Conversely, if proximity to insulators is beneficial for any reason, this may explain the enrichment of mixed chromatin states around high-frequency inversions.

While these results are consistent with the idea that insulators are a compensation mechanism preventing misexpression, our speculation is not directly proven here. A recent work discovered a lack of gene expression differences over and around inversion breakpoint regions in balancer chromosomes (Ghavi-Helm et al 2019). Because they are maintained as heterozygotes, balancer chromosomes are shielded from selection in homozygotes in a similar fashion to rare inversions. We investigated proximity to insulator elements as a potential cause for this lack of misexpression associated with the balancer chromosome inversion breakpoints but found no association (p=0.57, Mann-Whitney). The result challenges our specific hypothesis because Ghavi-Helm et al. found minimal differential gene expression around balancer inversion breakpoints despite the lack of insulator association. The association between proximity to insulators and population frequencies is robust in our data, but Ghavi-Helm et al’s results suggest it may not be necessary to prevent disruption of gene expression. A potential explanation may be that insulators affect more subtle gene expression phenotypes. For example, if the presence of insulator elements decreases the variance in expression across cells or facilitates coordinated timing of expression during development, this might not be reflected in mean expression values obtained via bulk RNA-seq. Regardless of the mechanism, our results suggest that inversions, and possibly synteny changes in general, are more fit when associated with insulator elements in the *D. melanogaster* genome.

**Cross Feature Analysis**

Each of the features that we examined in this work do not exist in isolation, and it is possible that interactions among features also impact the fitness of new arrangements. Our primary hypothesis for insulator association is that it compensates for the negative effects of other features; for example, mixing chromatin may be permissible when insulator elements near the inversion breakpoint suppress expression modifying effects (see above). Therefore we performed several cross analyses between the features explored here both without condition and conditioning on population frequencies of inversions studied in this work. The results of the cross-feature analysis are described in Supplementary Text S4. We discovered a few obvious associations between features, such as gene disruption and active chromatin, which is expected given that active chromatin is typically associated with genes. We discovered no feature correlations based on population frequency, though this may be due to the modest sample sizes, which likely limited our power to detect interaction effects among features considered here.
Despite our lack of statistical power, we do observe individual cases where a combination of features may mitigate negative fitness effects. For example, in the common polymorphic inversion \textit{In(2L)t} the first breakpoint is in a region containing active chromatin states while the second is in a region that contains inactive states. The active region breakpoint is less than 1Kb from an insulator binding motif; it may be that insulator binding at this site limits the influence of repressive chromatin on the other side of the breakpoint. The common polymorphic inversions \textit{In(2R)NS}, \textit{In(3L)P}, and \textit{In(3R)K} are similarly arranged, with breakpoints occurring in regions of active and inactive chromatin marks and with an insulator binding site very near to the active region breakpoint. Consistent with this idea, Said et al (2018) recently showed that breakpoint adjacent genes in \textit{In(2L)t} and \textit{In(3R)K} are expressed at similar levels between standard and inverted arrangements. These breakpoint arrangements of common inversions are therefore qualitatively consistent with the idea that insulator elements could suppress deleterious consequences of mixing chromatin states.

**Conclusion**

In this work, we present evidence that mutational biases and natural selection have played a role in shaping the fine-scale distribution of chromosomal inversion breakpoints in the \textit{D. melanogaster} subgroup. Natural selection likely plays a role in maintaining gene sequences, as we found that high-frequency inversions are less likely to disrupt gene coding spans and that they produce correspondingly longer tandem duplications. We also identified two levels of association between chromatin activity and inversion frequency—there appears to be a mutational bias towards occurrence in active regions of the genome, but inversions also tend to occur in areas with locally mixed chromatin states. We found evidence explaining this second pattern consistent with natural selection for the association of inversion breakpoints with insulator elements, which are in turn strongly associated with these mixed chromatin states. Our analyses therefore clarify the mutational context and fitness impacts of novel chromosomal inversions in natural populations and guide future research into specific fitness and gene regulatory impacts of chromosomal inversions.

A stronger understanding of the factors underlying the distribution of polymorphic inversions is requisite for the study of their evolutionary impact. Although it is possible that breakpoint effects sometimes increase the fitness of new arrangements, such as by creating new expression patterns of transposed loci or chimeric transcripts (Puerma et al 2016), our data are consistent with the conclusion that selection acts against breakpoints that disrupt functional elements within breakpoint regions, consistent with studies in other \textit{Drosophila} species (Fuller et al 2017). Factors that mitigate fitness costs determine what parts of the genome can tolerate polymorphic inversions that maintain complex phenotypes. Variations in these factors may also explain differences in the formation and role of inversions across species. Before an inversion can be selected for recombination...
suppression or other features it must form in a genomic context where the presence of inversion breakpoints is not immediately and strongly detrimental. Given two additional features of chromosomal inversions, (1) the \textit{de novo} mutation rate is likely very low (Krimbas and Powell 1992), and (2) the conditions for a new arrangement to be favored by natural selection are sometimes restrictive (Charlesworth et al 2018; Kirkpatrick and Barton 2006; Hoffmann et al 2008), the impacts of fine-scale inversion breakpoint positions on the fitness of new arrangements suggest that the availability of suitable, high fitness arrangements may often be rate-limiting for adaptive evolution when suppressed recombination is favorable.
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Figure Captions

**Figure 1:** A) Staggered breakpoints generate duplications that might suppress the impacts of sequence disruption. In the single break, the dark blue gene span is divided in half in the inverted line with no functional copies remaining. In the double break, the dark blue gene span is duplicated and a functional copy remains to the right of the break region. **B)** Common inversion breakpoints exhibit longer duplications. The boxplots represent duplication lengths of each inversion class. Note that the Y-axis is in logarithmic scale, and all short deletions were set to length 1.

**Figure 2:** Chromatin States around Inversion Breakpoints are Active and Heterogenous. Inversion breakpoints are grouped by frequency into columns, then by domain annotation from Sexton et al into rows. Each group is further subdivided into three bars, representing the overall states assigned to the 10kb chromatin windows around each break in that combination of categories (i.e., using the Kharchenko et al. dataset for chromatin state assignment, Methods). The Y-axis of each plot is the count of inversion breakpoints which exist in that combination of states and frequencies. The plot below the legend displays the intuitive relationship between these two levels of annotation; that is, the larger domain annotations (triangles) contain a heterogenous but biased set of local chromatin states (bars).

**Figure 3:** A) Insulators could prevent chromatin repression across inversion breakpoints. This pair of hypothetical inversions have four breakpoints that do not disrupt gene spans. The left inversion breakpoint is in a repressive gene-free chromatin landscape indicated by blue chromatin marks, while the other is between two genes separated by an insulator element. After inversion, repressive chromatin marks are relocated to be adjacent to one of the genes, but their repressive effect is blocked by the insulator. The check mark indicates normal gene expression, while the cross indicates disrupted gene expression. **3B)** Insulators block enhancer activity. This simple example displays how an inversion may translocate an enhancer into the proximity of a new gene. In this example, the enhancer’s activity is blocked by the presence of an insulator, in grey. **3C)** Higher population frequency correlates with insulator proximity. The distributions of distances are from breakpoints to the nearest insulator element. Note that the y-axis is a logarithmic scale. The dashed grey line is the expected median distance of a random-breakpoint model.
Figure 1: A) Staggered breakpoints generate duplications that might suppress the impacts of sequence disruption. In the single break, the dark blue gene span is divided in half in the inverted line with no functional copies remaining. In the double break, the dark blue gene span is duplicated and a functional copy remains to the right of the break region. B) Common inversion breakpoints exhibit longer duplications. The boxplots represent duplication lengths of each inversion class. Note that the Y-axis is in logarithmic scale, and all short deletions were set to length 1.
Figure 2: Chromatin States around Inversion Breakpoints are Active and Heterogenous. Inversion breakpoints are grouped by frequency into columns, then by domain annotation from Sexton et al into rows.

Each group is further subdivided into three bars, representing the overall states assigned to the 10kb chromatin windows around each break in that combination of categories (i.e., using the Kharchenko et al. dataset for chromatin state assignment, Methods). The Y-axis of each plot is the count of inversion breakpoints which exist in that combination of states and frequencies. The plot below the legend displays the intuitive relationship between these two levels of annotation; that is, the larger domain annotations (triangles) contain a heterogenous but biased set of local chromatin states (bars).
Figure 3: A) Insulators could prevent chromatin repression across inversion breakpoints. This pair of hypothetical inversions have four breakpoints that do not disrupt gene spans. The left inversion breakpoint is in a repressive gene-free chromatin landscape indicated by blue chromatin marks, while the other is between two genes separated by an insulator element. After inversion, repressive chromatin marks are relocated to be adjacent to one of the genes, but their repressive effect is blocked by the insulator. The check mark indicates normal gene expression, while the cross indicates disrupted gene expression. 3B) Insulators block enhancer activity. This simple example displays how an inversion may translocate an enhancer into the proximity of a new gene. In this example, the enhancer's activity is blocked by the presence of an insulator, in grey. 3C) Higher population frequency correlates with insulator proximity. The distributions of distances are from breakpoints to the nearest insulator element. Note that the y-axis is a logarithmic scale. The dashed grey line is the expected median distance of a random-breakpoint model.