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Abstract—We consider the worst-case load-shedding problem in electric power networks where a number of transmission lines are to be taken out of service. The objective is to identify a pre-specified number of line outage that leads to the maximum interruption of power generation and load at the transmission level, subject to the AC power flow model, the load and generation capacity of the buses, and the phase angle limit across the transmission lines. For this nonlinear model with binary constraints, we show that all decision variables are separable except for the nonlinear power flow equations. We develop an iterative decomposition algorithm, which converts the worst-case load shedding problem into a sequence of small subproblems. We show that the subproblems are either convex problems that can be solved efficiently or nonconvex problems that have closed-form solutions. Consequently, our approach is scalable for large networks. Furthermore, we prove global convergence of our algorithm to a critical point and the objective value is guaranteed to decrease throughout the iterations. Numerical experiments with IEEE test cases demonstrate the effectiveness of the developed approach.
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I. INTRODUCTION

Redundancy of interconnection in power systems is known to help prevent cascade blackouts [1]. On the other hand, recent study suggests that having too much interconnectivity in power networks can result in excessive capacity, which in turn fuels larger blackouts [2]. Therefore, a balance between the operational robustness and the network interconnectivity is important for power grid operations.

Traditionally, contingency analysis in power grids has focused on the severity of line outages using linearized power flow models [3]. Recent years have seen vulnerability analysis of line outages using nonlinear power flow models [4]–[6]. Following this line of research, we study the worst-case load-shedding problem. Our objective is to identify a small number of transmission lines whose removal leads to the maximum damage to the power systems. This problem contains binary decision variables for taking lines offline and the nonlinear AC power flow equations. As a result, it falls into the class of mixed-integer nonlinear programs (MINLPs), which is beyond the capacities of the state-of-the-art MINLP solvers even for small power systems.

Our contributions can be summarized as follows. First, the worst-case load-shedding model incorporates the AC power flow equations, the generation and load capacities of the buses, and the thermal constraints across the transmission lines. This model is capable of providing more accurate operating conditions than models based on the linearized power flow equations. Second, we show that the decision variables for taking transmission lines offline and for the generation, load, and phase angles across buses are separable except for the power flow constraints. By exploiting this separable structure, we develop an algorithm that decomposes the worst-case load-shedding problem into a sequence of subproblems that are either convex problems or nonconvex problems that have closed-form solutions. As a result, our approach is scalable for large networks. Third, we prove the global convergence of our algorithm to a critical point of the nonconvex problem. Furthermore, the objective value is monotonically decreasing throughout the iterations. Our proof techniques build upon convergence results from the proximal alternating linearization method (PALM).

In our previous work [7], the alternating direction method of multipliers (ADMM) was proposed to deal with the optimal load-shedding problem with linearized power flow model. The shortcoming of ADMM is that there is no theoretical guarantee of convergence for nonconvex problems. In contrast, PALM allows us to handle nonconvex, nonsmooth problem with provably convergence guarantee.

There is a large body of work on the load shedding problem in electric power networks [8]–[17]. We next provide a brief literature review and put our contributions in context.

Several studies focus on the load-shedding problem in static networks, that is, the network structure does not change over time [8], [10], [11]. In contrast, our load-shedding model allows the operator to remove a prescribed number of lines and evaluate the maximum amount of load loss.

Another line of work studies efficient numerical methods for the load-shedding problem [9], [13]–[16]. In [9], a discretization technique was developed to convert the differential equations to algebraic constraints. The resulting nonlinear programming (NLP) problem was solved by using standard NLP solvers. Alternatively,
conventional optimization methods have been proposed for similar NLP formulations. In [13], the Newton's method was employed to minimize the curtailment of load service after severe faults. In [14], a quasi-Newton method was proposed for the load shedding problem with voltage and frequency characteristics of load. In [15], a projected gradient method was used to solve the under-frequency load shedding problem. In contrast to these NLP-based approaches, our formulation incorporates binary decision variables to model line removals in AC power networks. Thus, it falls in the class of more general class of MINLP problems.

Heuristics approaches have been proposed for the nonconvex load-shedding problem [12], [17]. In [12], a particle swarm-based simulated annealing technique was introduced for the under voltage load-shedding problem. In [17], tree-like heuristics strategies were proposed for emergency situations to maintain reliability. In contrast to these heuristics approaches with little theoretical guarantees, we prove that PALM converges to a critical point of the nonconvex load-shedding problem.

Our presentation is organized as follows. In Section II, we formulate the worst-case load-shedding problem for the AC power networks. In Section III, we study the separable structure of the load-shedding problem. In Section IV, we develop the PALM algorithm and in Section V, we analyze its convergence behavior. In Section VI, we provide numerical results for the IEEE test cases. In Section VII, we conclude the paper and discuss future directions.

II. WORST-CASE LOAD-SHEDDING PROBLEM

In this section, we formulate the worst-case load-shedding problem for electrical power grids with AC power flow models. In contrast to existing models in literature that describe AC power flow between individual transmission lines, we take advantage of the incidence matrix to encode the network connection in a matrix form. The compact representation of the model facilitates the derivation of the first-order derivatives and enables the convergence analysis in subsequent sections.

Following [5], [6], we consider a lossless power network with $n$ buses and $m$ lines. A line $l$ connecting bus $i$ and bus $j$ can be described by a vector $e_l \in \mathbb{R}^n$ with 1 and $-1$ at the $i$th and $j$th elements, respectively, and 0 everywhere else. Let $E = [e_1 \cdots e_m] \in \mathbb{R}^{n \times m}$ be the incidence matrix that describes $m$ transmission lines of the network, and let $D \in \mathbb{R}^{m \times m}$ be the diagonal matrix with the $l$th diagonal element being the admittance of line $l$. For a lossless power network with fixed voltage at the buses, the active AC power flow equation can be written in a vector form [5], [6].

$$ED \sin(ET \theta) = P,$$  \hspace{1cm} (1)

where $\theta \in \mathbb{R}^n$ is the phase angles and $P \in \mathbb{R}^n$ is the real power injection at the buses. Reactive power equation over networks can be written similarly in a vector form [5]. One can extend this model to include per-unit voltages of buses; see [5], [6] for detail.

We enumerate the buses such that the power injection $P$ can be partitioned into a load vector $P_d \leq 0$ and a generation vector $P_g > 0$, thus, $P = [P_d^T P_g^T]^T$. The sequence of buses indexed in $P$ is the same as that of the columns of the incidence matrix $E$. Since the power system is lossless, the sum of load is equal to the sum of generation

$$1^T P = 0,$$

where 1 is the vector of all ones.

Let $\gamma \in \{0, 1\}^m$ denote whether a line is in service or not: $\gamma_l = 1$ if line $l$ is in service and $\gamma_l = 0$ if line $l$ is out of service. Let $z = [z_d^T z_g^T]^T \in \mathbb{R}^n$, where $z_d \geq 0$ and $z_g \leq 0$ are the load-shedding vector and the generation reduction vector, respectively. It follows that

$$P_d \leq P_d + z_d \leq 0,$$

where the upper bound 0 enforces $P_d + z_d$ to be a load vector. Similarly, we have

$$0 \leq P_g + z_g \leq P_g,$$

where the lower bound 0 enforces $P_g + z_g$ to be a generator vector. Since the load shed must be equal to the generation reduction, we have

$$1^T z = 0.$$

The active power flow equation with possible line removal can be written as

$$ED \text{diag}(\gamma) \sin(ET \theta) = P + z,$$

where $\text{diag}(\gamma)$ is a diagonal matrix with its main diagonal equal to $\gamma$.

Our objective is to identify a small number of lines in the AC-model power network whose removal results in the maximum load shedding. Thus, we consider the following worst-case load-shedding problem:

$$\text{maximize} \quad \gamma, \theta, z \hfill \quad \text{LoadShedding} = 1^T z_d \hfill$$

subject to $ \hfill$ $ \hfill$ $ E D \text{diag}(\gamma) \sin(ET \theta) = P + z \hfill$ \hspace{1cm} (2a)

$\gamma \in \{0, 1\}^m, \quad m - 1^T \gamma = K \hfill$ \hspace{1cm} (2b)

$1^T z = 0, \quad z = [z_d^T z_g^T]^T \hfill$ \hspace{1cm} (2c)

$0 \leq z_d \leq -P_d, \quad -P_g \leq z_g \leq 0 \hfill$ \hspace{1cm} (2d)

$-\frac{\pi}{2} \leq ET \theta \leq \frac{\pi}{2} \hfill$ \hspace{1cm} (2f)

The decision variables are the phase angle $\theta$, the reduction of load $z_d$, the reduction of generation $z_g$, and the out-of-service line indicator $\gamma$. The problem data are
the incidence matrix $E$ for the network topology, the admittance matrix $D$ for the transmission lines, the real power injection $P$ at the buses, and the number of out-of-service lines $K$.

Our load-shedding problem is based on the model introduced in [4]. Related models have been employed for the contingency analysis in [5] and vulnerability analysis in [6]. In particular, the AC model in [5] includes both active and reactive power flow equations with varying voltage magnitudes. In this paper, we focus on the active power flow equation with fixed voltages as a step towards addressing the load-shedding problem with the full AC power flow model. Note that the angle difference between the buses $E^T \theta$ takes values between $-\pi/2$ and $\pi/2$. This is in contrast to the assumption of small angle differences employed in DC power flow models [18].

While we assume a lossless network, the lossless constraint $1^T z = 0$ can be extended to $1^T z \leq 0$ that takes into account loss over transmission. Similarly, the constraint on power generation $z_g \leq 0$ can be replaced by $z_g \leq P_g$ where $P_g > 0$. This allows increase in the power generation for re-dispatch flexibility of generators. These extensions can be accommodated in the proposed approach in subsequent sections.

III. SEPARABLE STRUCTURE

The worst-case load-shedding problem contains nonlinear constraints and binary variables. One source of nonlinearity is the sinusoidal function and another source is the multiplication between $\text{diag}(\gamma)$ and $\sin(E^T \theta)$. Therefore, it falls into the class of mixed-integer nonlinear programs (MINLPs), which are very challenging problems. In particular, finding a feasible point for MINLPs can be computationally expensive or even NP-hard [19]–[21].

The maximum load-shedding problem (2) turns out to have a separable structure that can be exploited. In what follows, we discuss this structure and develop an algorithm based on the proximal alternating linearization method.

A closer look at (2) reveals that the only constraint that couples all decision variables, $\theta$, $z$, and $\gamma$, is the AC power flow equation (2b). Otherwise, the binary variable, $\gamma$, is subject only to the cardinality constraint (2c). The load-shedding and the generation-reduction variables $z_l$, $z_g$ are subject to the losslessness constraint (2d) and the box constraint (2e). The phase angles of the buses, $\theta$, are subject only to the linear inequality constraint (2f). Therefore, the constraints in the load-shedding problem (2) are separable with respect to $\theta$, $z$, and $\gamma$, provided that the power flow equation (2b) is relaxed.

We next penalize the error in the power flow equation (2b) and include the penalty in the cost function. Let us denote the coupling constraint as

$$ c(\gamma, z, \theta) = ED\text{diag}(\gamma) \sin(E^T \theta) - (P + z) $$

and consider

$$ \begin{aligned}
\text{minimize} & \quad H_\rho(\gamma, z, \theta) := -1^T z_d + \frac{\rho}{2} \|c(\gamma, z, \theta)\|^2_2 \\
\text{subject to} & \quad (2c), (2d), (2e), (2f).
\end{aligned} $$

(3)

where $\rho$ is a positive coefficient. Clearly, (3) is a relaxation of the worst-case load-shedding problem (2), since the power flow equation

$$ c(\gamma, z, \theta) = 0 $$

is no longer enforced. Note that we minimize the negative of load shedding and we follow the convention of minimizing the constraint violation. The penalty of the constraint violation is controlled by the positive scalar $\rho$. By solving the relaxed problem (3) with a sufficiently large $\rho$, the solution of (3) converges to the solution of (2). Additional background on penalty methods can be found in [22] Chapter 13].

IV. PROXIMAL ALTERNATING LINEARIZATION METHOD

In this section, we develop a proximal alternating linearization method (PALM) that exploits the separable structure of the worst-case load-shedding problem. Roughly speaking, PALM minimizes the cost function by cycling through variables while keeping other variables fixed. The original problem is thus broken down into a sequence of partial problems that are more amenable to efficient algorithms or even closed-form solutions.

We begin by introducing the following indicator functions of the constraint sets:

$$ \phi_1(\gamma) = \begin{cases} 
0, & \text{if } \gamma \in \{0, 1\}^m \text{ and } m - 1^T \gamma = K \equiv \infty, & \text{otherwise,} 
\end{cases} $$

(4)

$$ \phi_2(z) = \begin{cases} 
0, & \text{if } 0 \leq z_d \leq -P_d \\
& \text{and } -P_g \leq z_g \leq 0 \\
& \text{and } 1^T z = 0 \\ 
\infty, & \text{otherwise,} 
\end{cases} $$

(5)

and

$$ \phi_3(\theta) = \begin{cases} 
0, & \text{if } -\frac{\pi}{2} \leq E^T \theta \leq \frac{\pi}{2} \\
\infty, & \text{otherwise.} 
\end{cases} $$

(6)

With these indicator functions, the minimization problem (3) can be compactly expressed as

$$ \begin{aligned}
\text{minimize} & \quad \Phi(\gamma, z, \theta) = \phi_1(\gamma) + \phi_2(z) + \phi_3(\theta) \\
& \quad + H_\rho(\gamma, z, \theta).
\end{aligned} $$

(7)
The PALM algorithm uses the following iterations

$$
\gamma^{k+1} \in \text{argmin}_\gamma \left\{ \phi_1(\gamma) + \frac{a_k}{2} \| \gamma - u^k \|_2^2 \right\} \quad (8a)
$$

$$
z^{k+1} \in \text{argmin}_z \left\{ \phi_2(z) + \frac{b_k}{2} \| z - v^k \|_2^2 \right\} \quad (8b)
$$

$$
\theta^{k+1} \in \text{argmin}_\theta \left\{ \phi_3(\theta) + \frac{c_k}{2} \| \theta - w^k \|_2^2 \right\} \quad (8c)
$$

where $a_k$, $b_k$, and $c_k$ are positive coefficients. In other words, PALM minimizes $\Phi$ with respect to $\gamma$, $z$, and $\theta$, one at a time, while fixing the other variables constant.

The quadratic proximal terms penalize the deviation of decision variables $(\gamma, z, \theta)$ from $(u^k, v^k, w^k)$

$$
\gamma^k = \gamma^k - \frac{1}{a_k} \nabla_{\gamma} H_{\rho}(\gamma^k, z^k, \theta^k)
$$

$$
v^k = z^k - \frac{1}{b_k} \nabla_{z} H_{\rho}(\gamma^k+1, z^k, \theta^k)
$$

$$
w^k = \theta^k - \frac{1}{c_k} \nabla_{\theta} H_{\rho}(\gamma^k+1, z^k+1, \theta^k).
$$

Note that $(u^k, v^k, w^k)$ is a linear combination of $(\gamma^k, z^k, \theta^k)$ and the corresponding partial gradient of $(\nabla_{\gamma} H_{\rho}, \nabla_{z} H_{\rho}, \nabla_{\theta} H_{\rho})$, hence the term linearization in PALM. We refer to [23] for extensive discussions on the proximal algorithms and [24] for the generic PALM algorithms.

### A. Efficient Solutions to Subproblems

The minimization problems [8] are projections on the corresponding constraint sets in [4]–[6]. In particular, the projection on the convex sets [5]–[6] can be computed efficiently. For the projection on the nonconvex set [4], it turns out that the solution has a closed-form expression.

We begin with the projection on the convex sets. The $z$-minimization problem (8b) can be expressed as

$$
\text{minimize} \quad \frac{b_k}{2} \| z - v^k \|_2^2 \\
\text{subject to} \quad L \leq z \leq U, \quad 1^T z = 0 \quad (10)
$$

where the lower bound is $L = -[P^T \Gamma^T \eta]^T$ and the upper bound is $U = -[P^T \Delta 0^T]^T$. The solution of this convex quadratic program with box constraints and a single equality constraint, $1^T z = 0$, can be computed efficiently.

The $\theta$-minimization problem (8c) can be expressed as

$$
\text{minimize} \quad \frac{c_k}{2} \| \theta - w^k \|_2^2 \\
\text{subject to} \quad -\frac{\pi}{2} \leq E^T \theta \leq \frac{\pi}{2} \quad (11)
$$

This bound-constrained least-squares problem can be solved efficiently.

We next provide a closed-form solution to the $\gamma$-minimization problem (8a)

$$
\text{minimize} \quad \frac{a_k}{2} \| \gamma - u^k \|_2^2 \\
\text{subject to} \quad \gamma \in \{0, 1\}^m, \quad 1^T \gamma = m - K \quad (12)
$$

#### Lemma 1.
Let $[u^k]_K$ be the $K$th smallest element of $u^k$. The $i$th element of the solution to (12) is given by

$$
\gamma_i = \begin{cases} 
1 & \text{if } u^k_i \geq [u^k]_K \\
0 & \text{otherwise},
\end{cases} \quad (13)
$$

for $i = 1, \ldots, m$.

The proof can be found in Appendix [A]. Proximal algorithms typically rely on convexity assumptions to guarantee convergence [23]. In contrast, the PALM algorithm does not require the objective or the constraints to be convex. PALM relies on the smoothness condition of the coupling term $H_\rho$ and the Lipschitz conditions of the partial gradients $\nabla H_\rho$. Another feature of PALM is that it does not require stepsize rules as in typical descent-based methods. This is because the Lipschitz conditions guarantee the descent of the objective value in each PALM iteration; see Section [V].

To complete the PALM algorithm, we provide the expressions for $\nabla H_\rho$ and discuss the choice of $a_k, b_k$, and $c_k$ in [8].

#### Lemma 2.
The partial gradients $\nabla H_\rho$ with respect to $\gamma$, $z$, and $\theta$ are given by

$$
\nabla_{\gamma} H_\rho = \rho ((DE^T ED) \circ (\sin(E^T \theta) \sin(E^T \theta)^T)) \gamma - \rho ((\sin(E^T \theta)(P + z)^T ED) \circ I) 1, \quad (14a)
$$

$$
\nabla_{z} H_\rho = -(1^T 0^T)^T + \rho(P + z) - \rho(ED \Gamma \sin(E^T \theta)), \quad (14b)
$$

$$
\nabla_{\theta} H_\rho = \rho \text{Ediag}((\sin(E^T \theta)) \Gamma DE^T) \times (ED \Gamma \sin(E^T \theta) - (P + z)), \quad (14c)
$$

where $\circ$ denotes the elementwise product of matrices.

The derivation can be found in Appendix [B]. The positive coefficients $a_k$, $b_k$, and $c_k$ in (8a) and (8c) are determined by

$$
a_k = r_1 L_1(z^k, \theta^k) \\
b_k = r_2 L_2(\gamma^{k+1}, \theta^k) \\
c_k = r_3 L_3(\gamma^{k+1}, z^{k+1}),
$$

where positive constants $r_i > 1$ for $i = 1, 2, 3$. The Lipschitz constants $L_i$ for the partial gradients $\nabla H_\rho$ are given by

$$
L_1(z^k, \theta^k) = \rho \| (DE^T ED) \circ (\sin(E^T \theta) \sin(E^T \theta)^T) \| \quad (15a)
$$

$$
L_2(\gamma^{k+1}, \theta^k) = \rho \quad (15b)
$$

$$
L_3(\gamma^{k+1}, z^{k+1}) = \rho \| E \|_2 (2\| Q^{k+1} \| + \| R^{k+1} \|) \quad (15c)
$$

where $\| \cdot \|$ denotes the maximum singular value of a matrix. The derivation of the Lipschitz constants is provided in Section [V].

We conclude this section by summarizing PALM in Algorithm [I].
Algorithm 1 Proximal alternating linearization method

Start with any \((\gamma^k, z^k, \theta^k)\) and set \(k \leftarrow 0\).

for \(k = 0, 1, 2, \ldots\) until convergence do

\(/\!\!\!\!\!\!\text{\(\gamma\)-minimization:}\!/\!\!\!\!\!\!\)

Set \(a_k = r_1 L_1(z^k, \theta^k)\) where \(r_1 > 1\) and \(L_1\) in (15a). Solve problem (12) via the closed-form expression (13) to get \(\gamma^{k+1}\).

\(/\!\!\!\!\!\!\text{\(z\)-minimization:}\!/\!\!\!\!\!\!\)

Set \(b_k = r_2 L_2(\gamma^{k+1}, \theta^k)\) where \(r_2 > 1\) and \(L_2\) in (15b). Solve the convex quadratic problem (10) to get \(z^{k+1}\).

\(/\!\!\!\!\!\!\text{\(\theta\)-minimization:}\!/\!\!\!\!\!\!\)

Set \(c_k = r_3 L_3(\gamma^{k+1}, z^{k+1})\) where \(r_3 > 1\) and \(L_3\) in (15c). Solve the convex quadratic problem (11) to get \(\theta^{k+1}\).

Set \((\gamma^k, z^k, \theta^k) \leftarrow (\gamma^{k+1}, z^{k+1}, \theta^{k+1})\).

end for

V. CONVERGENCE ANALYSIS

In this section, we show that Algorithm 1 converges to a critical point of the nonconvex problem (3). This convergence behavior is independent of the initial guess of the decision variables. Furthermore, the objective value \(\Phi\) is monotonically decreasing with the number of iterates, that is,

\[\Phi(\gamma^{k+1}, z^{k+1}, \theta^{k+1}) \leq \Phi(\gamma^k, z^k, \theta^k).\]

This feature of monotonic decreasing allows us to monitor the progress of PALM. It also allows us to check if the implementation is correct in practice.

We begin with two technical lemmas on the Lipschitz properties of \(\Phi\).

Lemma 3. The objective function \(\Phi\) in (7) satisfies the following properties:

1) \(\inf_{\gamma, z, \theta} \Phi(\gamma, z, \theta) > -\infty, \inf_{\gamma} \phi_1(\gamma) > -\infty, \inf_{z} \phi_2(z) > -\infty, \text{ and } \inf_{\theta} \phi_3(\theta) > -\infty.\)

2) For fixed \((z, \theta)\), the partial gradient \(\nabla_\gamma H_{\rho}\) is globally Lipschitz,

\[
\|\nabla_\gamma H_{\rho}(\gamma_1, z, \theta) - \nabla_\gamma H_{\rho}(\gamma_2, z, \theta)\| \\
\leq L_1(z, \theta) \|\gamma_1 - \gamma_2\|
\]

for all \(\gamma_1\) and \(\gamma_2\). Likewise, for fixed \((\gamma, \theta)\), the partial gradient \(\nabla_z H_{\rho}\) satisfies

\[
\|\nabla_z H_{\rho}(\gamma, z_1, \theta) - \nabla_z H_{\rho}(\gamma, z_2, \theta)\| \\
\leq L_2(\gamma, \theta) \|z_1 - z_2\|
\]

for all \(z_1\) and \(z_2\), and for fixed \((z, \gamma)\),

\[
\|\nabla_\theta H_{\rho}(\gamma, z, \theta_1) - \nabla_\theta H_{\rho}(\gamma, z, \theta_2)\| \\
\leq L_3(\gamma, z) \|\theta_1 - \theta_2\|
\]

for all \(\theta_1\) and \(\theta_2\).

3) There exist positive constants \(s_1, s_2, s_3\) such that

\[
sup_k \{L_1(z^k, \theta^k)\} \leq s_1, \quad sup_k \{L_2(\gamma^k, \theta^k)\} \leq s_2, \quad sup_k \{L_3(\gamma^k, z^k)\} \leq s_3.
\]

4) The entire gradient \(\nabla H_{\rho}(\gamma, z, \theta)\) is Lipschitz continuous on bounded subsets of \(\mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^n\).

Remark 1. Property 1 is necessary for the minimization problems in Algorithm 1 and thus the minimization of \(\Phi\), to be well defined. Property 2 on the globally Lipschitz bounds is critical for the convergence of PALM. Note that the block Lipschitz property of \(\nabla H_{\rho}\) is weaker than the globally Lipschitz assumption of \(\Phi\) in joint variables \((\gamma, z, \theta)\) in standard proximal methods [24]. Property 3 guarantees that the Lipschitz constants for partial gradients are upper bounded by finite numbers. Property 4 is a mild condition which holds when \(H_{\rho}\) is twice continuously differentiable.

Proof. Property 1 is a direct consequence of the non-negativity of \(H_{\rho}\) and the definition of the indicator functions \(\phi_1, \phi_2, \text{ and } \phi_3\). Property 2 holds because \(H_{\rho}\) is twice continuously differentiable.

To show Property 3, recall that for fixed \((z^k, \theta^k)\) the Lipschitz constant \(L_1(z^k, \theta^k)\) of \(\nabla_\gamma H_{\rho}\) is determined by

\[
\|
\nabla_\gamma H_{\rho}(\gamma_1, z^k, \theta^k) - \nabla_\gamma H_{\rho}(\gamma_2, z^k, \theta^k)\| \\
\leq L_1(z^k, \theta^k) \|\gamma_1 - \gamma_2\|
\]

for all \(\gamma_1\) and \(\gamma_2\). Since \(\nabla_\gamma H_{\rho}\) is an affine function of \(\gamma\) (see (14a)), it follows that

\[
L_1(z^k, \theta^k) = \rho \|D(ETD^T)\| \sin(ET \theta^k) \sin(E^T \theta^k)\|.
\]

For fixed \((\gamma^{k+1}, \theta^k)\), the Lipschitz constant \(L_2(\gamma^{k+1}, \theta^k)\) of \(\nabla_z H_{\rho}\) is determined by

\[
\|
\nabla_z H_{\rho}(\gamma^{k+1}, z_1, \theta^k) - \nabla_z H_{\rho}(\gamma^{k+1}, z_2, \theta^k)\| \\
\leq L_2(\gamma^{k+1}, \theta^k) \|z_1 - z_2\|
\]

for all \(z_1\) and \(z_2\). Since \(\nabla_z H_{\rho}\) is an affine function of \(z\) (see (14b)), it follows that

\[
L_2(\gamma^{k+1}, \theta^k) = \rho.
\]

For fixed \((\gamma^{k+1}, z^{k+1})\), the Lipschitz constant \(L_3(\gamma^{k+1}, z^{k+1})\) of \(\nabla_\theta H_{\rho}\) is determined by

\[
\|
\nabla_\theta H_{\rho}(\gamma^{k+1}, z^{k+1}, \theta_1) - \nabla_\theta H_{\rho}(\gamma^{k+1}, z^{k+1}, \theta_2)\| \\
\leq L_3(\gamma^{k+1}, z^{k+1}) \|\theta_1 - \theta_2\|
\]

for all \(\theta_1\) and \(\theta_2\). The Lipschitz constant for \(\nabla_\theta H_{\rho}\) is given by (see Appendix C for derivation)

\[
L_3(\gamma^k, z^k) = \rho \|E\|^2(2\|Q^k\| + \|R^k\|)
\]

where

\[
Q^k = \Gamma^k DE^T E D^T \Gamma^k, \quad R^k = \Gamma^k DE^T (P + z^k).
\]
The proof is complete by establishing Property [3]. Since the maximum singular value of the elementwise product of two matrices is upper bounded by the product of maximum singular values of individual matrices [25, Theorem 5.5.1], it follows that
\[ L_1(z^k, \theta^k) \leq \rho \| D E^T E D \| \cdot \| \sin(E^T \theta^k) \sin(E^T \theta^k)^T \|, \]
thus, \( s_1 = \rho \| E \| \| E \| \| P \| \). From (15b), we have \( s_2 = \rho \) and from (15c), we have \( s_3 = \rho \| E \| \| E \| \| P \| \).

The convergence of PALM relies on the so-called KL property. We refer to [24, 26, 27] for detailed discussions on the KL theory. We next recall a few definitions needed for our PALM algorithm.

**Definition 1.** Let \( f : \mathbb{R}^d \to (-\infty, +\infty) \) be proper and lower semicontinuous. The function \( f \) is said to have the Kurdyka-Lojasiewicz (KL) property at \( u \in \text{dom} \ f := \{ u \in \mathbb{R}^d : \partial f(u) \neq \emptyset \} \) if there exist \( \eta \in (0, +\infty) \), a neighborhood \( N \) of \( u \), and a function \( \psi \) such that for all \( u \in N \cap \{ f(u) < f(u) < f(u) + \eta \} \), the following inequality holds:
\[ \psi'(f(u) - f(\bar{u})) \cdot \text{dist}(0, \partial f(u)) \geq 1, \]
where \( \text{dist}(x, s) := \inf \{ \| y - x \| : y \in s \} \) denotes the distance from a point \( x \in \mathbb{R}^d \) to a set \( s \subset \mathbb{R}^d \). A function \( f \) is called a KL function if \( f \) satisfies the KL property at each point of \( \text{dom} \ \partial f \).

The KL property is a technical condition that controls the difference in function value by its gradient. It turns out that a large class of functions that arise in modern applications satisfy the KL property [24, 26, 27]. One useful way of establishing the KL property is via the connection with the semi-algebraic sets and the semi-algebraic functions.

**Definition 2.** A subset \( S \) of \( \mathbb{R}^d \) is a real semi-algebraic set if there exists a finite number of real polynomial functions \( g_{ij} \) and \( h_{ij} : \mathbb{R}^d \to \mathbb{R} \) such that
\[ S = \bigcup_{j=1}^{p} \bigcap_{i=1}^{q} \{ u \in \mathbb{R}^d : g_{ij}(u) = 0 \text{ and } h_{ij}(u) < 0 \}. \]

**Definition 3.** A function \( h : \mathbb{R}^d \to (-\infty, +\infty] \) is called semi-algebraic function if its graph \( \{ (u, v) \in \mathbb{R}^{d+1} : h(u) = v \} \) is a semi-algebraic subset of \( \mathbb{R}^{d+1} \).

Given these definitions we show the KL property of \( \Phi \).

**Lemma 4.** The objective function \( \Phi \) in (7) satisfies the Kurdyka-Lojasiewicz (KL) property.

**Proof.** Since analytic functions satisfy the Lojasiewicz inequality [26, 27] and since \( H_\rho \) is the multiplicity of polynomial function and sinusoidal function, it follows that \( H_\rho \) satisfies the KL property.

The nonsmooth parts of \( \Phi \), namely, the indicator functions \( \phi_1, \phi_2, \) and \( \phi_3 \), are lower semicontinuous. Since a proper, lower semicontinuous, and semi-algebraic function satisfies the KL property [24, Theorem 3], it suffices to show that \( \phi_1, \phi_2, \) and \( \phi_3 \) are semi-algebraic functions. Because \( \phi_2 \) and \( \phi_3 \) are indicator functions of the semi-algebraic sets [5, 6], they are semi-algebraic functions. To show that \( \phi_1 \) is semi-algebraic, note that the binary constraint \( \gamma_i \in \{ 0, 1 \} \) can be expressed as a polynomial equation \( \gamma_i(\gamma_i - 1) = 0 \) for \( i = 1, \ldots, m \). Thus \( \{ \gamma \in \{ 0, 1 \}, m-1^T \gamma = K \} \) is a semi-algebraic set. Therefore the indicator function \( \phi_1 \) is semi-algebraic, which completes the proof.

After establishing Lemma 3 and Lemma 4, the main convergence results follow from the pioneering work by Bolte et al. [24].

**Proposition 1.** Suppose that \( \Phi \) is a KL function that satisfies conditions in Lemma 3. Let \( x^k = (\gamma^k, z^k, \theta^k) \) be a bounded sequence generated by PALM. The following results hold:
1) The sequence \( \{ x^k \} \) has finite length, that is,
\[ \sum_{k=1}^{\infty} \| x^{k+1} - x^k \|_2 < \infty. \]
2) The sequence \( \{ x^k \} \) converges to a critical point \( x^* = (\gamma^*, z^*, \theta^*) \) of \( \Phi \).
3) The sequence \( \Phi(x^k) \) is nonincreasing,
\[ \frac{d}{2} \| x^{k+1} - x^k \|_2^2 \leq \Phi(x^k) - \Phi(x^{k+1}), \quad k \geq 0 \]
where \( d \) is positive constant bounded below.

**Proof.** The finite length property and the convergence to a critical point follow from Theorem 1 in [24]. The monotonicity of the objective value is obtained from Lemma 3 in [24].

**VI. NUMERICAL RESULTS**

In this section, we verify the convergence results of PALM and examine its solution quality in two IEEE test cases. The first test case, the IEEE 14-bus system, illustrates the convergence behavior of PALM. The second test case, the IEEE 118-bus system, demonstrates the scalability of the algorithm.

**A. IEEE 14-bus Test Case**

Consider the IEEE 14-bus test case shown in Fig. 1. This small system has 5 generator buses, 9 load buses, and 20 transmission lines. We compute the generation profile, \( P_g \), and the load profile, \( P_d \), by solving the steady-state power flow equations via MATPOWER [28].
TABLE I: Load-shedding strategy for the IEEE 14-bus test case.

| K | Load Shed | Percentage | Lines Removed |
|---|-----------|------------|---------------|
| 1 | 80.2 MW   | 18.3%      | 3, 13         |
| 2 | 90.5 MW   | 20.7%      | 3, 11, 12, 13, 15 |
| 3 | 105.1 MW  | 24.0%      | 3, 13, 15     |
| 4 | 188.2 MW  | 43.0%      | 3, 11, 13, 15 |
| 5 | 285.5 MW  | 65.3%      | 3, 11, 12, 13, 15 |

We take up to 5 lines to track the progress of the worst-case load shedding in this small network. As the out-of-service number of lines increases from \( K = 1 \) to \( K = 5 \), the amount of load shed increases from 18.3% to 65.3% of the total power load; see Table I. It turns out that the set of lines to be taken out of service is a subset of the lines as \( K \) increases. This implies the consistency in the set of critical transmission lines for load-shedding. The out-of-service lines are highlighted in Fig. 1. It is worth mentioning that PALM is initialized with \((\gamma = 1, \theta = 0, z = 0)\) for all \( K = 1, \ldots, 5 \). In other words, the algorithm starts with full service lines and zero load shed.

Figure 2 shows the convergence results of PALM when 5 lines are removed. The objective function decreases monotonically with the PALM iterations, thereby confirming the prediction in Proposition 1. Furthermore, both the dual residuals and the primal residual decrease monotonically. The fastest convergence of PALM is in the first 200-300 iterations, in this case. The convergence rate depends on the size of the problem and the choice of parameter \( \rho \). While a bigger \( \rho \) improves the primal convergence rate, it slows down the dual convergence rate. In practice, we find that \( \rho \in [10^5, 10^6] \) achieves a good balance between the primal and dual residuals.

Since we relax the constraint \( c(\gamma, z, \theta) = 0 \) in (3), we check the solution quality in satisfying the power flow equation. As shown in Fig. 2, the primal residual \( \|c(\gamma, z, \theta)\| \) is monotonically decreasing with PALM iterations; in particular, we have \( \|c(\gamma, z, \theta)\| \leq 3.5 \times 10^{-3} \) after 1000 iterations. As discussed above, one can further reduce the primal residual by increasing the penalty parameter \( \rho \).

B. IEEE 118-bus Test Case

We next consider the IEEE 118-bus test case as shown in Fig. 3. This large power system has 54 generator buses, 64 load buses, and 186 transmission lines. As in the IEEE-14 bus system, the generation profile, \( P_g \), and load profile, \( P_l \), are obtained by solving the steady-state power flow equations via MATPOWER [28].

While the 118-bus system is much larger than the 14-bus system, the convergence behavior of PALM is quite similar. The objective value, the dual residuals, and the primal residual all decrease monotonically, as shown in Fig. 4. After 2000 iterations, the primal residual is smaller than \( 1.3 \times 10^{-2} \) and the dual residual is smaller than \( 1.2 \times 10^{-5} \). The solution quality is determined by the primal residual, which is \( \|c(\gamma, z, \theta)\| \leq 1.3 \times 10^{-2} \) after 2000 PALM iterations. It is worth mentioning that the computational time is less than 10 minutes on a laptop with 8GB RAM running 2.4GHz CPU.

Table II shows the worst-case load-shedding scenarios with removal up to 5 transmission lines. As observed in 14-bus test case, the most critical lines to be taken out of service form a subset of lines as \( K \) increases. For this large system, the load shed percentage is less than 10.2% when 5 lines are taken out. This is in contrast to the 14-bus system, in which the load shed percentage is more than 65% when \( K = 5 \).

To gain some insight into the out-of-service lines, we consider the types of buses with which the lines connect. As shown in Table III all critical lines connect the same types of buses, that is, generator to generator and load to load buses. In particular, 4 out of the 5 critical lines connect generator buses. This indicates the importance of lines between generator buses in the IEEE-118 system.

VII. Conclusions

We formulate the worst-case load-shedding problem in AC power networks. We show that this nonconvex
control problem has a separable structure that can be exploited by PALM. The PALM algorithm decomposes load-shedding problem into a sequence of subproblems that are amenable to convex optimization or closed-form solutions. We prove convergence of PALM to a critical point by leveraging the KL theory.

We believe that our proof techniques and the upper bounds on the Lipschitz constants can be instrumental in developing other decomposition algorithms in large-scale power networks. While our model focuses on active AC power flows, the dynamics for the reactive power flows can be captured by the same set of nonlinear equations. We anticipate that the developed approach can be applied to fully nonlinear models with both active and reactive power equations.
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**APPENDIX**

A. Proof of Lemma

We prove by contradiction. Let \( \gamma \) satisfy \( 1^T \gamma = m - K \) and \( \gamma_i \in \{0, 1\} \), but \( \gamma \) is different from the projection in (13). In other words, there exists at least one element of \( \gamma \), say, the \( l \)th element such that \( \gamma_l = 1 \) with the corresponding \( u_{lk}^K < [u_k]^K \), and at least one element, say, the \( j \)th element such that \( \gamma_j = 0 \) with the corresponding \( u_{kj}^K \geq [u_k]^K \). Consider

\[
\delta_{lj} = (\gamma_l - u_{lk}^K)^2 + (\gamma_j - u_{kj}^K)^2 = (1 - u_{lk}^K)^2 + (u_{kj}^K)^2.
\]

and the cost of the swapping the values of \( \gamma_l \) and \( \gamma_j \)

\[
\delta_{lj} = (u_{lk}^K)^2 + (1 - u_{kj}^K)^2.
\]

Since \( \delta_{lj} - \delta_{jl} = 2(u_{lk}^K - u_{kj}^K) > 0 \), we conclude that the cost function decreases if we choose \( (\gamma_l = 0, \gamma_j = 1) \) instead of \( (\gamma_l = 1, \gamma_j = 0) \). In other words, we can reduce the cost by swapping the values of \( \gamma_l = 1 \) with respect to \( u_{lk}^K < [u_k]^K \) and \( \gamma_j = 0 \) with respect to \( u_{kj}^K \geq [u_k]^K \) until (13) is satisfied for all elements of \( \gamma \). This completes the proof.
B. Proof of Lemma 2

The derivations of (14a) and (14b) are straightforward, as they amount to taking the derivatives of quadratic functions, thus omitted. The derivation of (14c) involves taking the first-order variation for sine and cosine functions. We begin by taking variation \( \phi \) around \( \theta \)

\[
\sin(E^T(\theta + \tilde{\theta})) = \sin(E^T \theta) \circ \cos(E^T \tilde{\theta}) + \cos(E^T \theta) \circ \sin(E^T \tilde{\theta})
\]

where \( \circ \) is the Hadamard (elementwise) product. When \( \tilde{\theta} \) is small, we have the first-order approximation

\[
\sin(E^T(\theta + \tilde{\theta})) \approx \sin(E^T \theta) + \text{diag}(\cos(E^T \theta)) E^T \tilde{\theta}.
\]

It follows that the first-order approximation of \( H_\rho(\theta + \tilde{\theta}) \) is given by

\[
H_\rho(\theta + \tilde{\theta}) \approx H_\rho(\theta) + \rho (EDG \sin(E^T \theta) - (P + z)) E^T \text{diag}(\cos(E^T \theta)) E^T \tilde{\theta}.
\]

Taking the transpose of the matrix multiplying \( \tilde{\theta} \) yields

\[
\nabla_\theta H_\rho(\theta) = \rho E \text{diag}(\cos(E^T \theta))(Q \sin(E^T \theta) - R).
\]

where \( Q = \Gamma D E^T E D^T \) and \( R = \Gamma D E^T (P + z) \).

C. Lipschitz constant of \( \nabla_\theta H_\rho \)

Recall that

\[
\| \sin(\theta_1 - \theta_2) \| \leq \| \theta_1 - \theta_2 \|
\]

for all \( \theta_1, \theta_2 \). We have

\[
\| \sin(E^T \theta_1) - \sin(E^T \theta_2) \|
= \| 2 \cos[(E^T (\theta_1 + \theta_2)/2)] \circ \sin[(E^T (\theta_1 - \theta_2)/2)] \|
\leq 2 \| \sin[(E^T (\theta_1 - \theta_2)/2)] \| \leq \| E \| \| \theta_1 - \theta_2 \|. \quad (17)
\]

The equality is the elementwise sum-to-product identity. The first inequality follows from the fact that all cosine functions are upper bounded by 1. Similar calculation yields

\[
\| \cos(E^T \theta_1) - \cos(E^T \theta_2) \| \leq \| E \| \| \theta_1 - \theta_2 \|. \quad (18)
\]

Let \( f(\theta) = \sin(E^T \theta) \) and \( g(\theta) = \text{diag}(\cos(E^T \theta))Q \). By adding and subtracting the same term yields

\[
g(\theta_1)f(\theta_1) - g(\theta_2)f(\theta_2) = g(\theta_1)(f(\theta_1) - f(\theta_2)) + (g(\theta_1) - g(\theta_2))f(\theta_2).
\]

We calculate

\[
\| g(\theta_1)f(\theta_1) - g(\theta_2)f(\theta_2) \|
\leq \| \text{diag}(\cos(E^T \theta_1))Q \| \| \sin(E^T \theta_1) - \sin(E^T \theta_2) \|
+ \| \text{diag}(\cos(E^T \theta_1))Q \| \| \sin(E^T \theta_2) \|
\leq 2 \| Q \| \| E \| \| \theta_1 - \theta_2 \|.
\]

where we have used (17) and (18). It follows that the Lipschitz constant for \( \nabla_\theta H_\rho \) is given by

\[
\| \nabla_\theta H_\rho(\theta_1) - \nabla_\theta H_\rho(\theta_2) \| \leq L_3(\gamma^{k+1}, z^{k+1}) \| \theta_1 - \theta_2 \|,
\]

where

\[
L_3(\gamma^{k+1}, z^{k+1}) = \rho \| E \|^2(2 \| Q^{k+1} \| + \| R^{k+1} \|)
\]

and

\[
Q^{k+1} = \Gamma^{k+1} D E^T E D \Gamma^{k+1},
R^{k+1} = \Gamma^{k+1} D E^T (P + z^{k+1}).
\]
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