Prediction of new metastable HfO₂ phases: toward understanding ferro- and antiferroelectric films
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Abstract From first principles, we predict several yet-unknown, low-energy, dynamically stable phases of HfO₂. One of the predicted metastable phases has a finite ferroelectric polarization and could be potentially responsible for the ferroelectric and/or antiferroelectric behavior recently reported in thin (Hf,Zr)O₂-based films. Other phases predicted here may potentially form as competing non-ferroelectric phases in thin films, and the possibility of their formation should be taken into account during analysis of experimental thin-film characterization data. These predictions are made possible by an explicit enumeration approach, designed for the case at hand. Our approach outperforms existing theoretical structure prediction methods, including evolutionary algorithms, which have been previously applied to the same problem yet have not identified most of the possible metastable phases found in this study. This suggests that structure enumeration techniques may be indispensable for practical structure prediction problems that seek to identify all low-energy metastable phases rather than the single stable (lowest energy) phase.
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The interest in metastable hafnia (HfO₂) and zirconia (ZrO₂) phases has been intensified with the recent reports of ferroelectric and antiferroelectric responses in “doped” (alloyed) and some pure (Zr,Hf)O₂ films [1,2]. This discovery is of great interest to the semiconductor industry and has led to intensive experimental [3–14] and theoretical [9,15–22] research, because these materials are believed to avoid the problems typical for the traditional ferroelectric materials (such as lead zirconate titanate) during integration into microelectronic devices. However, precise identification of the phase(s) in these films is problematic due to experimental limitations such as the broadness of the thin-film diffraction spectra, unknown film texture and strain fields, and possible presence of multiple phases within a single film. Even the most conclusive phase determination to date [3], combining multiple characterization techniques, has had to rely on a pre-postulated set of possible structural candidates, which in turn has relied on a prior theoretical structure prediction study identifying possible metastable phases [15]. While the detailed investigation in Ref. [3] presents quite convincing evidence of a particular (Pca₂₁, or “o-FE”) phase forming at least in the case of ferroelectric Gd-doped HfO₂ films, the experimental GIXRD signal has both missing and additional features compared to the predicted pattern of any single candidate phase. The “additional” peaks can be loosely matched to another known phase and thus are usually interpreted as evidence of coexistence of multiple phases within the same thin film. However, it is possible that a yet-unknown structural candidate could turn out to be a better match to all of the experimental data. (Also, note that Ref. [3] also assumes that the phase is orthorhombic merely based on earlier reports, rather than as the conclusion of their structural analysis.) The origin of the antiferroelectric behavior is even less clear. One model has suggested a field-induced first-order transformation between the nonpolar tetragonal (P42/nmc) and polar
(ferroelectric-like) $Pca2_1$ structures [17]; however, such a model does not explain the key feature of antiferroelectricity, i.e., the disappearance of polarization upon removal (rather than reversal) of the applied field. It is quite possible that additional, yet-unaccounted-for phase(s) may be responsible for the antiferroelectric behavior, but the structural origin of such a possible phase(s) remains unknown.

Even before the discovery of the (anti)ferroelectricity in (Hf,Zr)O$_2$-based films, there has been a substantial interest in metastable phases of these materials. Indeed, one can argue that today’s importance of zirconia and hafnia across a broad range of applications is due to not only their remarkable inherent properties, but also due to the modification of these properties with changes to the crystalline geometry, together with our ability to intentionally stabilize one of the several possible geometries (metastable phases). For instance, at ambient conditions, addition of yttria can change the bulk phase from monoclinic to cubic, producing materials with applications ranging from dentistry to thermal coatings to nuclear reactor design components to jewelry. In the semiconductor industry, the tetragonal phase is sought after for its high dielectric constant. The tetragonal and cubic phases can be stabilized by simply heating up the pure bulk material, but other phases that may have useful properties remain metastable in pure bulk at all temperatures; stabilizing them for practical use may require a combination of doping, size, strain, and processing techniques. Due to the extreme similarity in both chemistry and size of Zr and Hf atoms, HfO$_2$ and ZrO$_2$ are believed to share the same set of phases, yet this may not be universally true for all metastable phases, as it is not true for the methods to stabilize them: for example, the tetragonal phase is fortuitously stabilized in zirconia thin films by finite-size effects, yet methods to stabilize tetragonal hafnia are sought for as a valuable know-how. In this work, we focus on HfO$_2$ phases in order to avoid dealing with additional compositional degrees of freedom.

Theoretical structure prediction methods based on density functional theory calculations [23,24] have seen over a decade of intensive development for their promise to identify yet-unknown metastable phases possessing desirable properties. Just as importantly, theoretical structure prediction can greatly simplify experimental phase identification by offering a short list of possible low-energy metastable structure candidates. Both of these reasons have motivated previous studies in (Zr,Hf)O$_2$. In Ref. [25] Zeng et al. have used the USPEX code [26,27] to theoretically predict new phases of HfO$_2$ and Hf$_6$Si$_m$O$_{2n+2m}$ that may exhibit high values of the dielectric constant. USPEX is an evolutionary algorithm for global optimization developed to have a low failure rate [26]. Applied to HfO$_2$, it has identified two new nonpolar structural candidates (space groups $P-1$, $P2_1/m$), and confirmed that the polar ($Pca2_1$, hereafter referred to as o-FE) structure previously observed [28] in doped ZrO$_2$ could also appear in HfO$_2$. More recently, Huan et al. have used [15] a minima hopping method to identify low-energy metastable phases in HfO$_2$, specifically focusing on the possible identity of the ferroelectric phase(s). Minima hopping is a widely used structure prediction method [29,30] comprising a series of short molecular dynamics and structural relaxation runs. Ref. [15] has predicted both polar (potential ferroelectric) and nonpolar metastable HfO$_2$ structures, and some of these predictions have later been used during the experimental analysis of Ref. [3].

Despite the value of these earlier HfO$_2$ structure prediction studies [15,25], two problems are clear. The first problem is the relevance of the predicted structures from the viewpoint of structural energetics. This is illustrated in Fig. 1, where we graphically present the $T = 0$ K, $P = 0$ energies of various HfO$_2$ phases, as calculated in this work, relative to the bulk ground state. In order for a metastable phase to form in experiment, its free energy needs to become lower than those of all other phases. The range of possible changes in the relative free energies of HfO$_2$ phases is estimated below to be less than $\sim 250$ meV/f.u. at the experimentally relevant conditions. Indeed, the experimentally observed phases (black bars in Fig. 1) fall within this range, with the exception of the o-II phase, which is stabilized only at high pressures and is not seen in thin-film experiments. However, half of the structures predicted in Ref.15 (dark red bars in Fig.1) fall within this range, with the exception of the o-II phase, which is more realistic at high pressures and is not seen in thin-film experiments. The second problem is that both the evolutionary and the minima hopping methods rely on chance, and it is likely that other low-energy metastable structures remain undiscovered. Indeed, the study of Ref. [25] missed structures in the relevant energy range, while the later study of Ref. [15] found only four new structures over a very broad energy range, clearly not commensurate with the actual density of structures in the energy space. There is no a priori way to determine whether some of the structures that remain unknown may actually be forming in thin films under certain conditions.

In this work, we seek an approach that could identify metastable HfO$_2$ structures within the experimentally relevant energy range in a systematic yet computationally tractable way. It is well known that in some chemical systems, low-energy metastable structures can be explicitly enumerated. For example, in certain metal alloys, all the low-energy structures correspond to different arrangements of atoms on the sites of a specific (e.g., fcc) underlying lattice (with additional small relaxations away from the ideal lattice sites). However, predominance of low-energy structures of a particular lattice type is not universal in metal alloys: For example, even alloying two
Fig. 1 Total energies, relative to that of the monoclinic structure (m-HfO$_2$), of the experimentally known (black bars), previously predicted (light brown and dark red bars), and predicted in this work (wide green bars: dynamically stable, narrow light-blue bars: dynamically unstable at $T = 0$ K) HfO$_2$ structures with no more than four formula units (12 atoms) per cell, as calculated for bulk structures at $T = 0$ K. Gray shading indicates the energy range of structures deemed potentially accessible in thin-film experiments (Color figure online).

Fig. 2 a, b Substantial displacement of half of the oxygen ions (red) from the cites of the cubic fluorite structure (a) to the partially occupied (light red) sites leads to Pbcm lattice (b). The Hf atoms (blue) and the other half of the oxygen ions undergo minor displacements (not visible) to relieve strain. c, d In these simplified schematics of the relationships between different HfO$_2$ phases, oxygen ions in consecutive planes are shown as balls of different color, and Hf atoms are omitted. Panel c illustrates this notation for the same cubic and Pbcm lattices as in (a, b). Panel d illustrates the general relationship, connecting most of the observed HfO$_2$ phases to oxygen ordering on the partially occupied sites of the Pbcm lattice (Color figure online).

Footnote 1 continued
fcc metals such as Ni and Al may result in a formation of a bcc-based, rather than fcc-based, intermetallic compound (B2 NiAl).
of the “displaced” lattice sites remain unoccupied. In a true $Pbcm$ phase (reportedly corresponding to a high-pressure, high-temperature phase of HfO$_2$ [33, 34], though the identity of this phase is disputed [35]), the arrangement of oxygen ions and vacancies has no long range order. Our observation in Ref. [18] has been that by “decorating” the ions and vacancies has no long range order. Our observation generates many observed HfO$_2$ phases, including both the ground state monoclinic (m-HfO$_2$, space group $P2_1/c$) as well as the orthorhombic o-1 and o-FE phases (space groups $Pca2_1$ and $Pbcn$). Additional relaxations in atomic positions and cell shape follow in order to relieve strain, to the extent allowed by the symmetry of the ordered oxygen ion/vacancy arrangement, yet those additional relaxations are much smaller than the initial oxygen ion displacements to the sites of the $Pbcm$ lattice. The resulting hierarchy of structures is illustrated in Fig. 2d.

As indicated in Fig. 2d, $Pbcm$ serves as the underlying lattice for many yet not all the low-energy phases. One of the two known exceptions is the undistorted cubic phase itself, the other is the tetragonal phase (t-HfO$_2$, s.g. $P4_{2}mnc$), in which oxygen ions are displaced from the fluorite sites along $x$ rather than $x \pm y$ direction. If there are other low-energy metastable structures, it is possible that they might combine oxygen ion displacements along different directions, and some may have components along all the three cubic axes (e.g., $x + y + z$). Displacements in different directions need be accounted for during structural search, because they lead to different local symmetries that control which components of the long-range Coulomb forces cancel out. On the other hand, it appears unlikely that very similar displacements lead to multiple equilibrium positions, e.g., there may not be multiple energy minima for an oxygen ion displaced by a different amount in a particular direction. For our systematic search for metastable phases, we therefore make the following assumptions: (i) All the low-energy structures are represented by (relatively small) distortions of the fluorite structure; (ii) all these structures can be obtained by relaxing atomic positions from an appropriate initial position, such that all the initial positions can be enumerated; (iii) specifically, the initial positions can be generated from the perfect fluorite positions by independently displacing each of the oxygen ions in each of the Cartesian directions by either zero or a fixed amount (such as $\pm 0.5\text{Å}$). Note that because similar displacements are not expected to lead to multiple equilibrium positions, different but closely related initial positions are likely to result in the same structure after the geometry relaxation—in this sense, our enumeration of the initial positions is quite different from the structure enumeration used in alloy theory, in which each lattice “decoration” leads to a different relaxed structure. In particular, our approach cannot be used to account for the configurational entropy as is common in alloy studies [31].

A direct application of the enumeration scheme as formulated above would generate a computationally prohibitive number of $\sim 2.8 \times 10^{11}$ “initial” configurations from a single cubic fluorite cell. We therefore introduce an additional criterion to eliminate the initial configurations that are not likely to relax to low-energy structures. Specifically, we exclude configurations in which neighboring oxygen ions move toward each other, leading to a substantial increase in the Coulomb repulsion (“clashing” of oxygen ions). To illustrate this criterion, we turn again to the ordered “decorations” of the $Pbcm$ lattice. While the “decorations” illustrated in the bottom row of Fig. 2d relax to low-energy structures, configurations with “clashing” oxygen ions, such as those illustrated in Fig. 3, lead to much higher energies of the relaxed structures [18] (279 and 269 meV/f.u. above the monoclinic ground state for X1 and X3 structures in Fig. 3). Different specific definitions of a “non-clashing” criterion are possible; here, we adopt the following formulation, serving as our assumption (iv): In any “initial” configuration generated by displacing oxygen ions of the fluorite structure by discrete amounts (as formulated above), if the oxygen ion at position $R$ is displaced to $R + \delta_R$ such that $\delta_R$ has a positive (negative) component along the crystalline axis $\hat{\alpha} (\hat{\alpha} = \hat{x}, \hat{y}, \hat{z})$, then the oxygen ion at $R + a/2\hat{\alpha}$ (respectively at $R + a/2\hat{\beta}$) has to also have a positive (respectively negative) component along the $\hat{\alpha}$ axis. (Here, $a$ is the fluorite lattice constant, such that $a/2$ is the distance between the nearest neighbor oxygen ions). Note that the displacement of the oxygen ion at $R$ does not impose restrictions on the other two components ($\hat{\beta} \neq \hat{\alpha}$) of the dis-
Table 1 Structures identified by our systematic structure search algorithm as potential HfO$_2$ phases, and some of their calculated properties. See text for further discussion.

| Name/search code | Crystal system | Space group | Energy w.r.t. ground state (meV/f.u.) | Band gap in GGA (eV) | Polar? | Dielectric constant |
|------------------|----------------|-------------|---------------------------------------|----------------------|--------|---------------------|
|                  |                |             |                                       |                      |        | $k_{11}$ | $k_{22}$ | $k_{33}$ |
| **Experimentally confirmed phases** | | | | | | |
| m-HfO$_2$ | Monoclinic | $P2_1/c$ | 0 | 3.9 | No | 20 | 15 | 18 |
| t-HfO$_2$ | Tetragonal | $P4_2/nnm$ | 170 | 4.6 | No | 168 | 168 | 17 |
| c-HfO$_2$ | Cubic | $Fm\bar{3}m$ | 250 | 3.8 | No | Dynamically unstable at $T = 0 K$ |
| o-FE | Orthorhombic | $Pca2_1$ | 83 | 4.3 | Yes | 24 | 19 | 22 |
| o-II | Orthorhombic | $Pnma$ | 394 | 3.3 | No | 25 | 27 | 27 |
| **Previously predicted phase** | | | | | | |
| $Pmn2_1$ | Orthorhombic | $Pmn2_1$ | 143 | 3.7 | Yes | 23 | 20 | 19 |
| **New Phases Predicted In This Work** | | | | | | |
| xyx-24-5 | Orthorhombic | $Pbcn$ | 71 | 4.6 | No | 20 | 25 | 22 |
| xyz-8-8 | Tetragonal | $P4_2/mnm$ | 97 | 3.8 | No | 26 | 26 | 30 |
| xyz-15-17-73 | Monoclinic | $P2_1/m$ | 80 | 4.8 | No | 11 | 15 | 22 |
| xyz-1-9-27 | Trigonal | $R3$ | 216 | 4.0 | Yes | 27 | 28 | 28 |
| xyz-4-19 | Tetragonal | $P4/nbm$ | 193 | 4.2 | No | Dynamically unstable at $T = 0 K$ |
| xyz-2-2-2 | Cubic | $P43m$ | 199 | 4.3 | No | Dynamically unstable at $T = 0 K$ |
| xyz-14-14-8 | Cubic | $P43m$ | 472 | 3.8 | No | Dynamically unstable |

Placement of the oxygen ion at $\mathbf{R} + a/2\hat{a}$. On the other hand, if $\delta_R$ has nonzero components along two (or three) crystalline axes, then two (or three) neighbor oxygen ions would be required to have specific nonzero components of their initial displacements. It is easy to see that this formulation of the “non-clashing” criterion actually implies that an entire “row” of atoms with given $\beta$, $\gamma$ components ($\beta, \gamma \neq \alpha$) has to have the same $\alpha$ component of the displacement; thus, rather than enumerating the displacements of individual oxygen ions, only the displacements of $\hat{x}$, $\hat{y}$, and $\hat{z}$ rows of oxygen ions need be enumerated. This reduces the number of the “non-clashing” “initial” configurations to the manageable $\sim 5.3 \times 10^5$, starting from a cubic fluorite cell.

We implemented our enumeration procedure as an atk python script within Virtual NanoLab (VNL) [36]. The “initial” atomic configurations are generated from a single cubic (12-atom) fluorite cell by independently displacing each of the $\hat{x}$, $\hat{y}$ and $\hat{z}$ rows of oxygen ions by $-0.5\AA$, $0\AA$, or $+0.5\AA$. Coulomb (Madelung) energies of the generated “initial” configurations are calculated within VNL, and structures with equal (in practice differing by less than 0.25 meV/f.u.) Coulomb energies are assumed to be symmetrically equivalent. The atomic positions and cell shapes of the 3289 resulting non-inequivalent configurations are relaxed within generalized gradient approximation (GGA-PBE) [37] using Vienna Ab initio Simulations Package (VASP) [38–40]. We used the PAW pseudopotentials [41,42] treating as valence Hf 6s and 5d and O 2s and 2p states. The initial relaxation rounds are performed using the $2 \times 2 \times 2$ k-mesh and “soft” oxygen pseudopotentials (“O$_s$’s” as supplied with VASP). The structures with energies differing by less than 4 meV/f.u. are deemed as having relaxed to the same final configuration. The geometries of the structures with different energies are further refined using $4 \times 4 \times 4$ k-mesh and “regular” oxygen pseudopotentials. The final structure candidates are checked for dynamic stability by calculating the phonon frequencies at the zone center (for a 12-atom unit cell) using density functional perturbation theory as implemented in VASP. The Born charges and the dielectric constant values were also calculated for the dynamically stable structures.

The results of our systematic search are summarized in Table 1. The search identified thirteen inequivalent structures, of which six structures represent the experimentally confirmed phases of HfO$_2$ (monoclinic, tetragonal, cubic, o-FE, and o-II) and the $Pmn2_1$ phase previously predicted by Huan et al. [15]. The other seven structures do not appear
to have been previously discussed. In Table 1, we reference these new structures by the ID assigned in our enumeration scheme to the corresponding “initial” structure. Of these new structures, four structures (wide green bars in Fig. 1) represent previously unknown, low-energy, dynamically stable phases that may potentially be observed under appropriate experimental conditions. These structures are visualized in Fig. 4, and the relaxed atomic positions are listed in Supplementary Material. Three new structures are found to be dynamically unstable at $T = 0 \text{K}$ (narrow light-blue bars in Fig. 1). Nevertheless, in two of these structures (xyax-4-19 and xyz-2-2-2), the additional relaxation triggered by the unstable phonon mode is relatively small ($<30 \text{meV/f.u.}$), and it is possible that anharmonic effects may stabilize these structures at finite temperatures (as happens in many elemental metals, e.g., in bcc Ti [43,44]). The atomic positions of these structures are also listed in Supplementary Material.

The remaining dynamically unstable structure (xyz-14-14-8) is not deemed experimentally relevant, not only because the unstable phonon mode triggers a substantial energy lowering (255 meV/f.u.), but also because the $T = 0 \text{K}$ energy for this candidate is well outside the $\sim250 \text{meV/f.u.}$ range of “reasonable” energies. We now clarify our reason for focusing on this energy range. The free energy change that may lead to formation of a metastable structure can be due to a combination of finite-temperature (primarily vibrational entropy) effects, finite-size (surface) effects, strain, and “doping” (alloying). These aspects have recently been discussed from a theoretical perspective [19–22,45]; in particular, changes in the relative free energy of several HfO$_2$, ZrO$_2$, and HfZrO$_4$ phases have been estimated by Materlik et al. [19], who reported that within a wide range of experimentally reasonable conditions and for film thicknesses in 9nm…30 nm range the vibrational entropy, surface, and strain contributions are well within $<180 \text{meV/f.u.}$ The changes due to intentional “doping” (alloying) need be evaluated on a case-by-case basis but can be expected to be $<50 \text{meV/f.u.}$ for $<10\%$ of isovalent oxide content. (Indeed, 50 meV/f.u. would correspond to 0.5 eV per “dopant” atom, which is much larger than the typical difference between two hypothetical oxide phases at the same composition.) For non-isovalent (e.g., trivalent) “dopants,” an additional small fraction of $k_B T$ per atom can be expected from the entropy of induced vacancies. Assuming that the film processing temperatures stay within $T_{\text{max}} \sim 700 \degree \text{C}$, we estimate that the phases within $\sim250 \text{meV/f.u.} \sim k_B T_{\text{max}}$ may have a potential to be stabilized under appropriate conditions.

Analysis of conditions under which the new predicted phases could be stabilized experimentally is beyond the scope of the present study. It is quite likely that some of these structures would not be stabilized under any experimentally relevant conditions. However, on the basis of the available data, all the structures listed in Table 1 (with the exception of the highest energy xyz-14-14-8 structure) should be considered as potential candidates whenever there is indication that an unconventional (different from that observed in bulk at given $T$) phase is stabilized by thin film, “doping,” and/or processing effects. In Supplemental Materials, we provide the structural data and the predicted XRD patterns for the possible HfO$_2$ phases identified here. Phase characterization in thin HfO$_2$-based films is notoriously difficult due to a substantial similarity between the competing phases. In particular, the observed peak intensities are frequently hard to explain even assuming a mixture of (previously known) phases [14]. We hope that our predictions may eventually lead to a more accurate future analysis and interpretation of experimental data.

In Table 1, we also list some of the properties of the identified phases, including the $T = 0 \text{K}$ energy (relative to the monoclinic ground state), band gap, the dielectric constant (along the principal axes of the dielectric tensor), and whether or not the structure is polar (i.e., whether it can be responsible for the ferroelectricity). The energies of several predicted structures are quite low, below those of both the tetragonal and o-FE phases at $T = 0 \text{K}$, indicating that these structures can indeed be reasonably expected to be encountered experimentally. One can observe that the band gaps of the predicted phases are larger than or comparable to those of the known phases. In particular, the structures with the lowest energy above the ground state, i.e., xyax-24-5 and xyz-15-17-73, have larger band gaps than all the experimentally confirmed...
phases. Large band gap values imply decreased leakage at the same thickness if these materials are used as dielectrics. The dielectric constant, on the other hand, is quite low for all of the new dynamically stable phases, particularly for xyz-15-17-73. Two of the predicted new structures have non-centrosymmetric space groups, however, only one of them, xyz-1-9-27, is polar and could give rise to a ferroelectric (or the polarized state of an antiferroelectric) phase; the other non-centrosymmetric structure, xyz-2-2-2, is nonpolar due to the presence of multiple mirror planes.

Note that the band gap values calculated in GGA-PBE are known to be underestimated (by $\sim 1.5 \text{eV in HfO}_2$) and are listed here for a relative comparison only. Regarding the accuracy of the dielectric constant evaluation, the relatively small electronic contribution to the dielectric tensor and is slightly overestimated due to the underestimation of the band gap, whereas the ionic contribution may be substantially overestimated due to additional softening of the soft phonon modes. In fact, we find that an attempt to perform a more accurate phonon calculations, interpolating the dynamical matrix obtained using a $2 \times 2 \times 2$ supercell and accounting for the LO-TO splitting, leads to a prediction of a weak dynamical instability in $t - \text{HfO}_2$, which we speculate could be an artifact due to the increased volume in GGA-PBE. The resulting errors in the dielectric constant $k$ increase with increasing the $k$ value (corresponding to approaching the ferroelectric instability), and for the values listed in Table 1 are expected to be substantial only for $t - \text{HfO}_2$. However, for dynamically unstable structures, the phonon frequencies may be inaccurate even for the stable modes; we thus did not evaluate $k$ for dynamically unstable structures. Finally, we did not evaluate the actual polarization of the predicted polar structure xyz-1-9-27, because such an evaluation is only meaningful with respect to a specific switching pathway [18,46], which we did not attempt to identify here.

A few remarks regarding the scope of our search and the comparison of our results to those of Refs. [15,25] are proper here. As Table 1 indicates, or procedure successfully finds all the experimentally confirmed phases with up to 12 atoms per cell, including the high-energy, non-fluorite-based o-II ($Pmna$) phase, even though the procedure has been designed to target the low-energy fluorite-based structures. This provides evidence of some generality and breadth of coverage of the relevant phase space. On the other hand, while our enumeration procedure [assumptions (i)--(iv)] may be quite general, in this study we have limited its application to structures generated from the 12-atom cubic fluorite cell. The cubic cell has been chosen, in part, because in the case of a two-dimensional lattice application of the assumptions (i)--(iv) necessarily requires use of a rectangular cell. However, in three dimensions cells of other shapes are allowed. Moreover, crystal structures can have more than 12 atoms in a primitive cell: in fact, the experimentally observed o-I ($Pbca$) phase has 24 atoms per cell. A truly exhaustive study combining the oxygen sublattice distortion enumeration (as formulated here) with the cell shape and cell size enumeration can be a subject of a future study.

Compared to the earlier studies of Refs. [15,25], our procedure has resulted in the largest number of predictions within the experimentally relevant energy range, identifying 4 dynamically stable structures missed by those studies. (Admittedly, Ref. [25] may have identified but not have reported some additional metastable phases with low “fitness” defined as $\sim k_E^2$, where $k$ is the dielectric constant and $E_g$ is the GGA-PBE band gap [25]. However, comparison of the $k$ and $E_g$ values for our predictions listed in Table 1 with those reported in Ref. [25] does not support this explanation.) Our procedure has reproduced all the predictions (within the relevant energy range) of Ref. [15], however, it missed both structures identified in Ref. [25], presumably indicating the importance of considering different undistorted cell shapes. It is worth noting that our structure xyz-15-17-73 turns out to have the same $P2_1/m$ space group as one of the structures identified in Ref. [25]; however, despite the same symmetry, they represent different structures (in particular, they differ by 62 meV/f.u. in energy, with xyz-15-17-73 being more stable)! This illustrates the ambiguity of referring to the structures solely by their space group, which is the primary reason we reference our predictions by the codes assigned by our enumeration procedure. Note that we observed a substantial relaxation for some of the geometries reported in Refs. [15] and [25], despite using the same density functional and VASP code. We tentatively ascribe this to using a different (presumably more accurate) version of Hf pseudopotentials as available with the latest VASP distribution as of the time of this writing.

In conclusion, we have proposed an approach for a systematic (rather than probabilistic) search for metastable phases in HfO$_2$. The approach is based on enumerating “initial” configurations subject to “non-clashing” displacements condition that avoids configurations with high Coulomb energy. Our approach is directly applicable to a metastable phase search in any other fluorite-based ferroelectric and may be further generalizable to other families of crystal structure. Applied to HfO$_2$, our search (limited to structures generated from a 12-atom cubic cell) identifies all experimentally confirmed and one of the three previously predicted metastable HfO$_2$ structures, and in addition predicts four dynamically stable and two potentially temperature-stabilized structures in the experimentally relevant energy range. One of the identified metastable structures exhibits ferroelectric polarization. We suggest that future analysis of thin film experiments in HfO$_2$ should account for the possibility of formation of structures identified here.
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