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Abstract Linear systems with multiple right-hand sides arise in many applications. To solve such systems efficiently, a new deflated block GCROT($m$, $k$) method is explored in this paper by exploiting a modified block Arnoldi deflation. This deflation strategy has been shown to have the potential to improve the original deflation which indicates an explicit block size reduction. Incorporating this modified block Arnoldi deflation, the new algorithm can address the possible linear dependence at each iteration during the block Arnoldi procedure and avoids expensive computational operations. In addition, we analyze its main mathematical properties and prove that the deflation procedure is based on a non-increasing behavior of the singular values of the true block residual. Moreover, as a block version of GCROT($m$, $k$), the new method inherits the property of easy operability. Finally, some numerical examples also illustrate the effectiveness of the proposed method.
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1 Introduction

Let us consider the linear systems with $p$ right-hand sides (RHSs)

$$AX = B,$$

where $A \in \mathbb{C}^{n \times n}$ is a non-singular matrix of large dimension, $B \in \mathbb{C}^{n \times p}$ is full rank and $X \in \mathbb{C}^{n \times p}, (p \ll n)$. Such linear systems with multiple RHSs arise
in many applications, see, e.g., electromagnetic scattering [1], model reduction in circuit simulation [2], Quantum Chromo Dynamics QCD [3,4].

To solve such systems efficiently, block Krylov subspace methods, which are extended iterative solvers from single to multiple systems, have been appealing. This is due to the fact that a block Krylov subspace has a much larger search space and contains all vectors of Krylov subspaces generated by a single linear system ($p = 1$). Let $X_0 \in \mathbb{C}^{n \times p}$ be an initial block guess and $R_0 = B - AX_0$. Then the approximate solution $X_k \in \mathbb{C}^{n \times p}$ generated by block iterative methods satisfies

$$X_k - X_0 \in K_k(A, R_0),$$

where

$$K_k(A, R_0) = \{ \sum_{i=0}^{k-1} A^i R_0 \gamma_i, \forall \gamma_i \in \mathbb{C}^{p \times p}, 0 \leq i \leq k - 1 \} \subset \mathbb{C}^{n \times p}$$

is the $k$-th block Krylov subspace generated by $A$ and increasing powers of $A$ applied to $R_0$. Note that each of the $p$ columns of $X_k$ satisfies

$$X_k(:, l) - X_0(:, l) \in \{ \sum_{i=0}^{k-1} \sum_{j=1}^{p} A^i R_0(:, j) \gamma_i(j, l), \gamma_i(j, l) \in \mathbb{C}, \forall 1 \leq l \leq p \}
= \sum_{j=1}^{p} K_k(A, R_0(:, j)),$$

where $K_k(A, R_0(:, j)) = \{ R_0(:, j), AR_0(:, j), \ldots, A^{k-1} R_0(:, j) \}$ and $R_0(:, j)$ denotes the $j$-th column of $R_0$. By comparison with the single right-hand side case, the solution of each linear system is sought in a richer space leading hopefully to a reduction of iteration counts. Moreover, another advantage is that block Krylov subspace algorithms are better suited to parallelism [5,6] and make better use of higher level BLAS [7].

The block Conjugate Gradient (BCG) is the first block iterative solver introduced by O’Leary [5] and its related algorithms were proposed for parallel computers [8,9]. For nonsymmetric problems, many block counterparts have been proposed, such as the block generalized minimal residual (BGMRES) method and its variants [10,11,12,13,14,15], the block quasi minimum residual (BQMR) method [16], the block BiCGstab (BBiCGstab) algorithm [17], the block Lanczos method [18], the block least squares (BLSQR) algorithm [19] and the block IDR(s) algorithm [20]. Refer to [21] for a recent overview on block Krylov subspace methods.

In 1996, De Sturler [22] proposed a generalized conjugate residual method with implicit inner orthogonalization (GCRO) to address a single linear system problem. GCRO is essentially a nested Krylov method based on the generalized conjugate residual (GCR) method, which uses GMRES as an inner method. The method allows users to select the optimal correction over arbitrary subspace. Furthermore, to minimize the error produced by discarding information, De Sturler extended this concept by providing a framework where the
optimal subspace is retained from one cycle to the next. This method is called GCROT [23]. However, GCROT is complicated to implement and requires five nontrivial parameters. In order to reduce the burden of determining optimal parameters, Hicken & Zingg presented a competitive method, GCROT\((m, k)\) [24], which requires only two parameters: an inner subspace size and an outer subspace size. In this case, GCROT\((m, k)\) is straightforward to implement. Based on this new implementation, its block version, block GCROT\((m, k)\) (BGCROT\((m, k)\)), has been developed [25]. It is a block method for solving multiple RHSs linear systems, but it is usual to come across the possible linear dependence of some columns of the block residuals. An attractive improvement measure consists in combining BGCROT\((m, k)\) with a deflation technique which is used to delete such a dependence explicitly during the block iterative procedure.

This deflation may occur at startup or in a later step [21]. To the best of our knowledge, there exist three ways to proceed.

- **Initial deflation** [26, 21] is a simple strategy which allows to remove the possible linearly dependent columns in the initial block residual \(R_0\).
- A second deflation strategy consists in deleting linearly and almost linearly dependent columns at each initial computation of the block residual, i.e., at the beginning of each cycle, when a restarted block Krylov subspace method is used [15, 21, 27].
- Deflation at each iteration deals with linearly and almost linearly dependent columns of block residuals occurring at each iteration [13, 21, 27] in the block Arnoldi procedure.

As far as we know, the first method incorporating the third strategy is due to Robbé and Sadkane [13]. Unfortunately, deflation may lead to a loss of information that slows down the convergence [26]. To remedy this situation, Robbé and Sadkane kept the almost linearly dependent vectors and reintroduced them in the next iterations if necessary during the block Arnoldi procedure, for detail, see [13]. We call this skill the modified block Arnoldi deflation.

Modified block Arnoldi deflation technique has shown great potential to improve the convergence and reduce computational cost for block Krylov subspace solvers [13, 27], in many cases, without dramatically increasing the memory requirements. Therefore, if we can combine BGCROT\((m, k)\) with this technique, we will have an effective method which will be able to handle the possible linearly dependent vectors in the block Krylov subspace. We call this new method deflated BGCROT\((m, k)\).

The main contributions of this paper can be summarized as follows. First we will derive a new deflated BGCROT\((m, k)\) method (DBGCROT\((m, k)\)) by exploiting the modified block Arnoldi deflation technique. Incorporating this deflation strategy, the new approach can address the possible linear dependence at each iteration during the block Arnoldi procedure and avoids expensive computational operations. Second, we analyze its main mathematical properties and then prove that the deflation procedure is based on a non-
increasing behavior of the singular values of the block residual. The structure of the paper is as follows. In Section 2, we describe the deflated block GCRO method and detail the modified block Arnoldi deflation procedure. Thereafter, its truncated block version is derived in Section 3. The effectiveness of the proposed method is also demonstrated in Section 4. Finally, some conclusions are summarized in Section 5.

2 A deflated block GCRO method

In this section, our goal is to adapt the modified block Arnoldi deflation technique to improve existing block GCRO (BGCRO) method [25,28]. In addition, we detail how to address linearly and almost linearly dependent vectors during the BGCRO iteration procedure.

2.1 The BGCRO method

We briefly review the BGCRO method, as described in [25,28]. Firstly the block version of GCR used as an outer iteration method is given. Let \( \mathbf{U}_k = [\mathbf{U}_1, \mathbf{U}_2, \ldots, \mathbf{U}_k], \mathbf{C}_k = [\mathbf{C}_1, \mathbf{C}_2, \ldots, \mathbf{C}_k] \in \mathbb{C}^{n \times kp} \) be given matrices satisfying

\[
\mathbf{A}\mathbf{U}_k = \mathbf{C}_k,
\]

\[
\mathbf{C}_k^H \mathbf{C}_k = \mathbf{I}_{kp},
\]

where \( \mathbf{U}_i, \mathbf{C}_i \in \mathcal{K}(A, R_0), 1 \leq i \leq k, \mathbf{U}_i \) is a block search vector and \( \mathcal{K}(A, R_0) = \text{span}\{R_0, AR_0, A^2R_0, \ldots\} \). Then we consider the following minimization problem

\[
\min_{X \in \mathcal{R}(\mathbf{U}_k)} \| \mathbf{R}_0 - \mathbf{AX} \|_F.
\]

In order to minimize the residual over the search space \( \mathcal{R}(\mathbf{U}_k) \), the approximate solution \( \mathbf{X}_k \) and the corresponding residual \( \mathbf{R}_k \in \mathbb{C}^{n \times p} \) satisfy

\[
\mathbf{X}_k = \mathbf{X}_0 + \mathbf{U}_k \mathbf{C}_k^H \mathbf{R}_0,
\]

\[
\mathbf{R}_k = \mathbf{R}_0 - \mathbf{C}_k \mathbf{C}_k^H \mathbf{R}_0 \quad \text{such that} \quad \mathbf{R}_k \perp \mathcal{R}(\mathbf{C}_k).
\]

The following question refers to how to generate \( \mathbf{U}_{k+1} \) and \( \mathbf{C}_{k+1} \) for the subsequent iteration. Ideally, we would like to choose \( \mathbf{U}_{k+1} = \mathbf{E}_k \) with \( \mathbf{E}_k = \mathbf{X} - \mathbf{X}_k \). However, in general, it is not easy to get the error \( \mathbf{E}_k \) due to the unknown \( \mathbf{X} \). An alternative method is to choose a suitable approximation to the error \( \mathbf{E}_k \), which is tantamount to solving the equation

\[
\mathbf{A}\mathbf{E}_k = \mathbf{R}_k. \quad (2)
\]

This is done by using an inner iteration method. In general, any block Krylov-based iterative solver (e.g., BGMRES [10][11][12][13][14], BBiCGstab [17]), which gives an approximate solution to \( \mathbf{E}_k \), could be used as the inner method. Here,
BGMRES is considered. For preserving the orthogonality relations of GCR in the inner algorithm (or for a faster convergence speed), De Sturler [22] explored an idea of using $(I - C_k^H A)\mathbf{A}$ instead of $A$ as the operator in the Krylov method in the inner loop for the single linear system. Following [22], we also take $(I - C_k^H A)$ as the concerned operator. So solving [22] by using BGMRES (after $m$ iterations) is equivalent to solve the following minimization problem

$$Y_m = \arg\min_{Y \in \mathbb{C}^{mp \times p}} \| R_k - (I - C_k^H A)V_m Y \|_F,$$

where $V_m$ is an $n \times mp$ orthogonal matrix. Since $R_k \perp \mathcal{R}(C_k)$, we get

$$Y_m = \min_{Y \in \mathbb{C}^{mp \times p}} \| (I - C_k^H A)(R_k - AV_m Y) \|_F.$$

Then, in the outer loop we set

$$U_{k+1} = (V_m Y_m - U_k C_k^H A V_m Y_m) /\| (I - C_k^H A)V_m Y_m \|_F,$$

$$C_{k+1} = ((I - C_k C_k^H) A V_m Y_m) /\| (I - C_k C_k^H) A V_m Y_m \|_F.$$

To make these ideas more concrete, the pseudocode for BGCRO is presented in Algorithm 1.

In Algorithm 1, the block Gram-Schmidt procedure (from line 5 to line 19) proceeds by orthonormalizing $AV_j$ against $C_k$ and $V_j$, which constructs a block Arnoldi-like relation

$$(I - C_k^H A)V_m = Y_{m+1} \mathcal{H}_m,$$

where

$$\mathcal{H}_m = \begin{bmatrix} H_{1,1} & H_{1,2} & \cdots & H_{1,m} \\ H_{2,1} & H_{2,2} & \cdots & H_{2,m} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{p \times p} & 0_{p \times p} & \cdots & H_{m+1,m} \end{bmatrix} \in \mathbb{C}^{(m+1)p \times mp}$$

is a block Hessenberg matrix. After minimizing the Frobenius norm of the block residual (line 21 of Algorithm 1), the inner loop procedure is done.

Let $P_{k+1} = I - C_k C_k^H$ and $A_{k+1} = P_{k+1} A$. In the inner loop, we consider $m$ steps of BGMRES to find the optimal approximation in the subspace $\mathcal{K}_m(A_{k}, P_{k+1} R_k)$. Since $\mathcal{R}(C_k) \subset \mathcal{K}(A, R_0)$, $(\mathcal{K}(A, R_0) \cap \mathcal{R}(C_k))^\perp$ is an invariant subspace of $A_{k+1}$. It allows us to compute the optimal approximation over the (global) space $\mathcal{R}(U_k) + A^{-1} \mathcal{K}_m(A_{k+1}, C_k, R_k)$. The following theorem summarizes the convergence properties for the BGCRO approach.

**Theorem 1** Let $A_{k+1} = (I - C_k C_k^H) A$ and suppose that the block Krylov matrix $(R_k, A_{k+1} R_k, \ldots, A_{k+1}^{m-1} R_k)$ has full column rank $mp$. Using a block Arnoldi procedure in the inner loop, we obtain the following equation $A_{k+1} V_m = Y_{m+1} \mathcal{H}_m$. Let $Y_m$ be the solution of the inner BGMRES (after $m$ iterations) method:

$$Y_m = \arg\min_{Y \in \mathbb{C}^{mp \times p}} \| R_k - A_{k+1} V_m Y \|_F = \arg\min_{Y \in \mathbb{C}^{mp \times p}} \| R_k - Y_{m+1} \mathcal{H}_m Y \|_F.$$
Algorithm 1 The BGCRO method [25,28]

1: Compute $R_0 = B - AX_0$
2: for $k = 0, 1, \ldots$ do
3: † Perform $m$ steps of the BGMRES method
4: Compute the QR decomposition of $R_k$ as $R_k = QR$
5: $V_1 = Q, G_1 = [R^H, 0_{m \times p}]^H$
6: for $j = 1, \ldots, m, \ do$
7: Compute $W = AV_j$
8: † Orthogonalize $W$ against $C_k$
9: for $i = 1, \ldots, k, \ do$
10: $B_{i,j} = C^H_i W$
11: $W := W - C_i B_{i,j}$
12: end for
13: † Orthogonalize $W$ against $V_j$
14: for $i = 1, \ldots, j, \ do$
15: $H_{i,j} = V^H_i W$
16: $W := W - V_i H_{i,j}$
17: end for
18: Compute the QR decomposition of $W$ as $W = V_{j+1} H_{j+1, j}$
19: end for
20: Define $Y_{m+1} = [V_1, V_2, \ldots, V_{m+1}]$
21: Compute $Y_m = \arg \min_{Y \in C^{m \times p}} \|G_1 - H_m Y\|_F$
22: † Define new outer vectors
23: $U_{k+1} = (V_m - U_k B_m) Y_m$ with $B_m = C^H_k A V_m$
24: $C_{k+1} = Y_{m+1} H_m Y_m$
25: Compute the QR decomposition of $C_{k+1}$ as $C_{k+1} = QR$
26: $C_{k+1} = Q, U_{k+1} = U_{k+1} R$
27: † Update residual and solution
28: $R_{k+1} := R_k - C_{k+1} (C^H_{k+1} R_k)$
29: $X_{k+1} := X_k + U_{k+1} (C^H_{k+1} R_k)$
30: end for

Then the minimal residual solution of the inner method, $A^{-1} A_C V_m Y$, gives the outer approximation

$$X_{k+1} = X_k + A^{-1} A_C V_m Y_m = X_k + (I - U_k C^H_k A) V_m Y_m,$$

which is also the solution to the global minimization problem

$$\min \{ ||B - AX||_F : X \in \mathcal{R}(U_k) \oplus \mathcal{R}(V_m) \}.$$

Proof. It is analogous to the proof of Theorem 2.1 [22] and see also [30].

3 Conclusions and future works

In this paper, we have derived a new deflated block GCROT($m, k$) method for nonsymmetric linear systems with multiple RHSs. Incorporating this modified block Arnoldi deflation, the new algorithm can detect the possible linear dependence at each iteration during the block Arnoldi procedure and avoids expensive computational operations. Moreover, we analyze its main mathematical properties and prove that the deflation procedure is based on a non-increasing behavior of the singular values of the true block residual. Numerical
examples report that the DBGCROT($m, k$) approach can lead to a faster convergence and is more effective than some other block solvers, especially when the RHSs are nearly linearly dependent. Therefore, it may be concluded that DBGCROT($m, k$) is a competitive method for solving the linear systems with multiple RHSs.
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