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Abstract—Zero-Shot Learning (ZSL) models aim to classify object classes that are not seen during the training process. However, the problem of class imbalance is rarely discussed, despite its presence in several ZSL datasets. In this paper, we propose a Neural Network model that learns a latent feature embedding and a Gaussian Process (GP) regression model that predicts latent feature prototypes of unseen classes. A calibrated classifier is then constructed for ZSL and Generalized ZSL tasks. Our Neural Network model is trained efficiently with a simple training strategy that mitigates the impact of class-imbalanced training data. The model has an average training time of 5 minutes and can achieve state-of-the-art (SOTA) performance on imbalanced ZSL benchmark datasets like AWA2, AWA1 and APY, while having relatively good performance on the SUN and CUB datasets.

I. INTRODUCTION

Zero-Shot Learning (ZSL) requires a model to be trained on images that show examples from one set of classes, referred to as seen classes, while being tested on images that show examples from another set of classes, referred to as unseen classes. During training, semantic information for both seen classes and unseen classes is provided to help infer the appearance of unseen classes.

Many previous works, such as [1], [2], [3], [4], [5], focus on learning a mapping between image features depicting certain classes and their corresponding semantic vectors. GFZSL [3] proposed a model similar to Kernel Ridge Regression to predict image features of unseen classes. GDAN [4] and f-CLSWGAN [5] utilize generative models like GAN [6] and VAE [7] to achieve the same objective.

On the basis of these approaches, recent papers further learn a Neural Network (NN) projection from image feature space to a latent embedding space, where inter-class features can be better separated within each ZSL dataset [8], [9], [10], [11], [12]. For example, in [9], image features are projected to a latent space in order to “remove redundant information”. FREE [10] adopts the same structure for “feature refinement” purposes. CE-GFZSL [12] also proposes a similar approach to generate a “contrastive embedding” of image features.

Previous models, however, do not typically concern themselves with the class-imbalanced data distributions of ZSL datasets. In the real visual world, visual datasets usually exhibit an imbalanced data distribution among categories [13]. In supervised learning, the class imbalance problem can have significant impact on the performance of classification models [14], [15]. For the ZSL problem, the APY [16] dataset has nearly 1/3 of samples belonging to the same class. AWA2 [17] has 1645 samples in one class and only 100 samples in another. Clearly, the class imbalance problem is not negligible when training a classification model on these datasets.

On the other hand, recent models usually have complicated structures that require strong regularizers in order to prevent overfitting on seen class samples. As a consequence, these models usually have long training times and heavy GPU memory usage. The average training time for DVBE [11] is over 2 hours on each ZSL dataset. This fact motivates us to search for alternative models that are simpler and less prone to overfitting.
In this paper, we adopt the idea of projecting image features in a latent embedding space via a Neural Network (NN) model. We propose a class-balanced triplet loss that separate image features in a latent embedding space for class-imbalanced datasets. We also propose a Gaussian Process (GP) model to learn a mapping between features and a semantic space. The classical Gaussian Process (GP), when used in the setting of regression, is robust to overfitting [18]. If training and testing data come from the same distribution, a PAC-Bayesian Bound [19] guarantees that the training error will be close to the testing error.

Our experiments demonstrate that our model, though employing a simple design, can reach SOTA performance on the class-imbalanced ZSL datasets AWA1, AWA2 and APY in the Generalized ZSL setting.

The main contributions of our work are:

1) We propose a novel simple framework for ZSL, where image features from a deep Neural Network are mapped into a latent embedding space to generate latent prototypes for each seen class by a novel triplet training model. Then a Gaussian Process (GP) regression model is trained via maximizing the marginal likelihood to predict latent prototypes of unseen classes.

2) The mapping from image features to a latent space is performed by our proposed triplet training model for ZSL learning, using a novel triplet loss that is robust on class-imbalanced ZSL datasets. Our experiments show improved performance over the traditional triplet loss on all ZSL datasets, including SOTA performance on class-imbalanced datasets, specifically, AWA1, AWA2 and APY.

3) Given feature vectors extracted by a pre-trained ResNet, our model has an average training time of 5 minutes on all ZSL datasets, faster than several SOTA models that have high accuracy.

II. RELATED WORKS

Traditional and Generalized ZSL: Early ZSL research adopts a so-called Traditional ZSL setting [1], [20]. The Traditional ZSL requires the model to train on images of seen classes and semantic vectors of seen and unseen classes. Test images are restricted to the unseen classes. However, in practice, test images may also come from the seen classes [17]. The Generalized ZSL setting was proposed to address the problem of including both seen and unseen images in the test set. According to Xian et al. [17], models that have good performance in the Traditional ZSL setting may not work well in the Generalized ZSL setting.

Prototypical Methods. Our classification model is related to prototypical methods proposed in Zero-Shot and Few-Shot learning [21], [22], [23]. In the prototypical methods, a prototype is learned for each class to help classification. For example, Snell et al. [21] propose a neural network to learn a projection from semantic vectors to feature prototypes of each class. Test samples are classified via Nearest Neighbor among prototypes. While the classification process of our model is similar to prototypical methods, our model uses a Gaussian Process Regression instead of Neural Networks to predict prototypes of unseen classes.

Inductive and Transductive ZSL: Similar to most ZSL models, the model we propose is an inductive ZSL model. Inductive ZSL requires that no feature information of unseen classes is present during the training phase [17]. Models that introduce unlabeled unseen images during the training phase are called transductive ZSL models [24]. Ensuring a fair comparison, results from such models are usually compared separately to inductive models since additional information is introduced [3], [25], [26].

Triplet Loss. Many ZSL models have proposed a triplet loss in their framework to help separate samples from different classes. Chacheux et al. [8] proposed a variant of a triplet loss in their model to learn feature prototypes for different classes. Han et al. [9] adopt an improved version of the triplet loss called “center loss” proposed in [27] that separates samples in a latent space. Unlike their models, we notice that current triplet losses proposed for the ZSL problem may not perform well on class-imbalanced datasets like AWA2, AWA1 and APY. An improved version of the triplet loss training model is proposed to mitigate this problem.

Gaussian Process Regression. For the ZSL problem, Dolma et al. [28] proposed a model that performs k-nearest neighbor search for test samples over training samples and performs a GP regression based on the search result. Mukherjee et al. [29] model image features and semantic vectors for each class with Gaussians, and learns a linear projection between the two distributions. Our model is closest to Elhoseiny et al. [30], where Gaussian Process Regression is used to predict unseen class prototypes based on seen class prototypes. However, they used a Gaussian Process directly without the benefit of a learned network model for feature embedding, and showed relatively poor results. Verma and Rai [3] proposed a Kernel Ridge Regression (KRR) approach called GFZSL for the traditional ZSL problem. Our experiment demonstrates that our model outperforms GFZSL by a large margin.

III. PROPOSED APPROACH

We propose a hybrid model for the ZSL problem: a Latent Feature Embedding model to separate inter-class features that is robust to class-imbalanced datasets, a GP Regression model to predict prototypes of unseen classes based on seen classes and semantic information and a calibrated classifier to balance the trade-off between seen and unseen class accuracy.

A. Latent Feature Embedding Model

Model Structure We propose to learn a linear NN mapping from image features to latent embeddings. We argue that for the ZSL task, a linear projection with limited flexibility can help prevent the model from overfitting on seen class training samples. Following others [3], [28], we model feature vectors from each class using the multivariate Gaussian distribution. We exploit the fact that Gaussian random vectors are closed under linear transformations.
For each feature vector \( f \in \mathbb{R}^{N_{feature}} \), the latent embedding \( x \in \mathbb{R}^{N_{latent}} \) can be written as:

\[
x = w^T f + b.
\]

(1)

Here \( w \in \mathbb{R}^{N_{latent \times N_{feature}}} \) is a weight parameter matrix and \( b \in \mathbb{R}^{N_{latent}} \) is a bias parameter vector.

**Triplet Loss Revisited**

Triplet loss is often used to separate samples from different training classes in the dataset [31]. The standard triplet loss aims to decrease distances between intra-class samples and increase distances between inter-class samples.

In each iteration, a mini-batch is sampled uniformly from training data as: \( \{x_{ci}^1, x_{ci}^2, \ldots, x_{ci}^{n_C}, x_{ci}^1, x_{ci}^2, \ldots, x_{ci}^{n_C} \} \) Here, \( x_{ci}^j \) denotes the \( j^{th} \) out of total \( n_C \) samples that belongs to training class \( c_i \). Then all possible triplet pairs \( \{x_{ci}^1, x_{cm}, x_{co}^j\} \) are constructed within the given mini-batch. In each triplet, \( x_{ci}^1, x_{cm}, x_{co}^j \) are different samples from the same class \( c_i, i \in [1, 2, \ldots, L] \). \( x_{ci}^1 \) come from a different class \( c_i \neq c_j, n \in [1, 2, \ldots, n_C] \). The triplet loss is written as:

\[
L_T = \frac{1}{n_C} \sum_{c_i, c_j} \sum_{m=1}^{n_C} \sum_{a=1}^{n_C} \max(0, \Delta + (x_{ci}^1 - x_{cm})^2 - (x_{ci}^1 - x_{co}^j)^2).
\]

(2)

The term \( \frac{1}{n_C} \sum_{c_i, c_j, m} \) denotes summation over all training class pairs \( c_i, c_j \in C \) that have \( c_i \neq c_j \). Hyperparameter \( \Delta \in \mathbb{R}^+ \) is a positive threshold that balances the inter and intra class distances [8], [32].

The class imbalance problem is not considered in the original triplet loss. Moreover, models trained with a triplet loss usually require many iterations until convergence, expensive memory requirements and a high variance [32]. We thus propose a new Class-Balanced Triplet loss to mitigate these problems.

**Class-Balanced Triplet Loss**

When training a model with a triplet loss, a straightforward approach to tackle the class imbalance problem is to sample class-balanced mini-batch data. The model will not be affected by the class imbalance problem if it is trained using class-balanced data.

In every iteration, unlike for the traditional triplet loss, we generate a class-balanced mini-batch by sampling \( n_{CB} \in \mathbb{Z}^+ \) data points from each one of \( L \) training classes in the training set as \( \{x_{ci}^1, x_{ci}^2, \ldots, x_{n_{CB}}^1, x_{ci}^2, \ldots, x_{n_{CB}}^2, \ldots x_{n_{CB}}^{n_C} \} \). The batch size becomes \( N = n_{CB} \times L \). In a supervised classification setting, similar approaches have shown to be effective [14].

We then propose a modified triplet loss \( L_{BT} \) to train the model on the mini-batch. For every mini-batch, the loss has the form:

\[
L_{BT} = \sum_{c_i, c_j} \max(0, \Delta + (x_{ci}^1 - x_{cm}^j)^2 - \min_n (x_{ci}^1 - x_{co}^j)^2).
\]

(3)

The term \( \frac{1}{n_C} \sum_{c_i} x_{ci}^j \) denotes the average of samples from class \( c_j \) in the mini-batch. Replacing the term \( x_{cm}^j \) with \( x_{cm}^j \) in the original triplet loss can help reduce the variance in the loss during training, which is similar to “center loss” [27]. However, unlike their method, we are not adding extra trainable parameters into the model. The \( \min() \) operation is performed over all samples \( x_{cm} \) in class \( c_j \) in the mini-batch, which can efficiently reduce computational costs.

With the help of the proposed triplet loss \( L_{BT} \), our model can efficiently learn a latent embedding that separates samples from different classes and maintains a good performance on imbalanced datasets.

**B. Gaussian Process (GP) Regression Model**

We propose a GP Regression model to predict prototypes of unseen classes, leveraging the generalization ability of GP models. Like Mukherjee et al. [29], we obtain the average of all latent features in each class \( \mu^c = \frac{1}{n_C} \sum x^c \) as a prototype for the corresponding class.

We also denote semantic vector of each class \( s^c \in \mathbb{R}^{N_{semantic}} \). Given the semantic vectors \( s^C = [s^c_1, \ldots, s^c_{n_C}]^T \) and feature prototypes \( \mu^S = [\mu^{c_1}, \ldots, \mu^{c_L}]^T \) for seen class \( c_1, c_2, \ldots, c_L \in C^S \), along with semantic vectors \( s^U = [s^{c_L+1}, \ldots, s^{c_L+K}]^T \) for unseen classes \( c_{L+1}, c_{L+2}, \ldots, c_{L+K} \in C^U \), we can use the GPR model to regress prototypes \( \mu^U = [\mu^{c_{L+1}}, \ldots, \mu^{c_{L+K}}]^T \) for unseen classes \( c \in C^U \):

\[
\mu^U = f_{GP}(s^U | \theta) + \epsilon.
\]

Here \( f_{GP}(s|\theta) \) is the regression function, \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) denotes the Gaussian random noise and \( \theta \) is the hyperparameter in the model. \( \theta \) is trained given seen class semantic vectors \( s^S \) and corresponding prototypes \( \mu^S \).
Directly training a GPR model that learns a projection from \(s\) to \(\mu\) requires accounting for every dimension in \(\mu \in \mathbb{R}^{N_{\text{test}}}\), which is computationally expensive because the model needs to estimate correlations between different dimensions. We propose to avoid this issue by assuming dimensions in \(\mu^i\) are independent from each other so that the GPR model can be applied to \(\mu^i\):

\[
\mu^U = f_{GP}(s^U|\theta_i) + \epsilon_i. \tag{5}
\]

Then we have hyperparameter \(\theta_i\) and noise \(\epsilon_i\) for \(i\)th dimension in \(\mu\).

A Gaussian Process is defined by a mean function \(m(s)\) and a covariance function \(k(s, s'|\theta)\) that depends on hyperparameter \(\theta\). For \(f_{GP}(s|\theta_i)\), a GP can be written as:

\[
f_{GP}(s|\theta_i) \sim \mathcal{GP}(\mathbf{m}(s), k(s, s'|\theta_i)). \tag{6}
\]

Here we will take \(\mathbf{m} \equiv 0\). The joint prior distribution of seen class prototypes \(\mu^S\) and regression function \(f_{GP}(s|\theta_i)\) can be written as:

\[
\begin{bmatrix} f_{GP} \\ \mu^S \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} 0 \\ \mathbf{m}_i(s), k(s, s'|\theta_i) \end{bmatrix} \right), \tag{7}
\]

where \(\mathbf{I}\) denotes the identity matrix. \(f_{GP} = f_{GP}(s|\theta_i)\) can be obtained via conditioning the joint prior distribution on \(\mu^S\) to obtain the posterior predictive distribution, which is also a Gaussian distribution \(f_{GP}(s|\theta_i)\mid \mu^S, s^S \sim \mathcal{N}(\mathbf{m}_i, \Sigma)\). We use the mean \(\mathbf{m}_i\) of the predictive posterior distribution to form our prediction of \(f_{GP}(s|\theta_i)\) evaluated at unseen classes \(s = s^U\), which gives:

\[
f_{GP}(s|\theta_i) = \mathbf{m}_i(s) = k(s, s^S|\theta_i) \begin{bmatrix} k(s^S, s^S|\theta_i) + \mathbf{I}\sigma^2_i \end{bmatrix}^{-1} \mu^S. \tag{8}
\]

Any positive semi-definite kernel function may be used as a covariance function \(k(s, s'|\theta_i)\), with \(\theta_i\) as a hyperparameter in the kernel. We propose to search for optimal hyperparameters \(\theta_i\) for each feature dimension \(i\) by maximizing the log marginal likelihoods:

\[
\theta_i = \arg \max \theta_i \left( -\frac{1}{2} (\mu^S_i)^T \begin{bmatrix} k(s^S, s^S|\theta_i) + \mathbf{I}\sigma^2_i \end{bmatrix}^{-1} \mu^S_i - \frac{1}{2} \log k(s^S, s^S|\theta_i) \right). \tag{9}
\]

With \(\theta_i\) given, unseen class prototypes can be evaluate by \(\mu^U_i = f_{GP}(s|\theta_i)\). Similar to other prototypical methods, the classifier can then be constructed using a nearest neighbor approach based on a distance metric. We use the Euclidean distance in our model:

\[
predict(x) = \arg \min_{c \in C} ||x - \mu^c||^2. \tag{10}
\]

### C. Calibration

It is well known that ZSL models trained on seen classes are inclined to be biased towards classifying unseen images into seen classes [33], [34]. Therefore, it is necessary to add a penalty term \(\gamma \in \mathbb{R}^+\) when computing classification metrics over seen classes \(c_i \in C^S\). We adopt the calibration approach proposed by Cacheux et al. [33]. The calibrated nearest neighbor classifier is then written as:

\[
predict(x) = \arg \max_{c \in C} [1 - \gamma \mathbf{I}_{c \in C^S}] - ||x - \mu^c||^2. \tag{11}
\]

where \(\mathbf{I}_{c \in C^S}\) is the indicator function, which equals to 1 when class \(c\) is from a seen class and 0 otherwise.

In our model, we first use the GPR model to predict the validation class based on the training class, then we train \(\gamma\) as a calibration penalty to maximize the harmonic mean. After training, the test class is predicted and conditioned on training classes and validation classes together, and \(\gamma\) is used for calibration evaluation of the performance on the test set.

### IV. Experiments

**Datasets:** We test the performance of our model on five benchmark datasets, namely: Animals with Attributes 1 (AWA1) [17], Animals with Attributes 2 (AWA2) [17], A Pascal and A Yahoo (APY) [16], Caltech UCSD Birds 200-2011 (CUB) [35] and SUN Attribute (SUN) [36]. Detailed information of the datasets used is provided in Table I below.

We also provide the total, average, maximum and minimum sample number per-class in Table I. We can see that CUB and SUN are relatively class-balanced datasets because of a low variance in the number of samples per-class. While AWA2, AWA1 and APY are class-imbalanced datasets. In particular, for APY, one single class contains 1/3 of the total number of samples in the dataset.

| Dataset | CUB | SUN | AWA2 | AWA1 | APY |
|---------|-----|-----|------|------|-----|
| Class   | 150 | 645 | 40   | 40   | 20  |
| Feature Dim | 2048 | 2048 | 2048 | 2048 | 2048 |
| Attribute Dim | 312 | 102 | 85  | 85 | 64 |
| Total sample No. | 11758 | 14340 | 37222 | 30475 | 15339 |
| Average Sample per-class | 58 | 20 | 746 | 609 | 479 |
| Max Sample per-class | 60 | 20 | 1645 | 1168 | 5071 |
| Min Sample per-class | 41 | 20 | 100 | 92 | 51 |

**TABLE I: Zero-Shot Learning Dataset Information.** AWA1, AWA2 and APY are class-imbalance datasets.

“Proposed Split V2.0”: In the ZSL setting, datasets are usually divided into sets of seen classes and sets of unseen classes. Most recent models adopt “Proposed Split” proposed by Xian et al. [17] to test the performance of their model. On September 2020, Xian et al. [17] updated their paper with “Proposed Split V2.0”, in order to fix the problem that the old “Proposed Split” has testing seen class samples included in the training samples. Such issues may have a big impact on current SOTA models’ performance. In this work, we report performance of previous models reproduced on “Proposed Split V2.0” by other papers as well as our own to ensure a fair comparison.

**Implementation Detail:** Our model is implemented using PyTorch and GPytorch [43] and trained on an NVIDIA RTX 2080Ti GPU machine. We use feature vectors extracted by a pre-trained ResNet101 network, proposed by Xian et al. [17]. As argued by Chacheux et al. [8], the feature vector space is unbounded and a few feature vectors that have high values
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may hinder the network learning from the triplet loss. In this work we preprocess the feature vectors by clipping the features by 7 and scaling to range [0, 1]. The neural network model is trained with the Adam [44] optimizer with learning rate 0.002 and weight decay 0.1 for 500 episodes on each ZSL dataset. We set the threshold $\Delta = 4$ in our triplet loss. The GPR model is trained also with the Adam [44] optimizer with learning rate 0.01 for 1000 epochs for each ZSL dataset. Details of hyperparameter search can be found in Ablation Study section.

A. State-Of-The-Art Comparison

We compare the performance of our model with several SOTA ZSL models in Table II. $A_T$ refers to Traditional ZSL per-class Top-1 Accuracy. $A_{U}, A_{S}, A_{H}$ refers to Generalized ZSL unseen and seen class Top-1 per-class Accuracy respectively. Harmonic mean $H = 2(A_U \cdot A_S)/(A_U + A_S)$ measures the trade-off between seen and unseen class accuracy.

The reported performance of SYNC [2], ALE [20], DEVISE [37], GFZSL [3] are updated by Xian et al. [17], GDAN [4], CADA-VAE [39], TF-VAE-DAN [40], LisGAN [41], GMC-CF [38] were updated by GMC-CF [38], FREE [10] and CNZSL [34] adopt “Proposed Split V2.0” already in their paper. Performance of E-PGN [42], Li et al. [25] and DVBE [11] on “Proposed Split V2.0” are fintuned and updated by the author using the published official code of each paper.

Following [38], we have not listed models that only report performance on incorrect “Proposed Split”, including $f$-VAE-DAN [45], RELATION NET [46], DAZLE [47], OCD [48], IZF [49], AGZSL [50], IPN [51] and CE-GZSL [12]. SOTA models that only report ImageNet performance like DG [52] and HVE [53], or only report transductive ZSL results like SDG [54] are also not listed. A detailed discussion can be found in the supplementary material.

As can be seen from Table II, our model has reached SOTA performance on the AWA2, AWA1 and APY datasets. Especially on the APY dataset where the dataset has a significant class-imbalance data distribution, our model outperforms SOTA results by a large margin. Our model has a somewhat lower performance on the CUB and SUN datasets. This may be due to the fact that CUB and SUN are fine-grained datasets and our latent embedding network cannot efficiently capture small differences between classes in these datasets.

B. Training Speed Comparison

The average training times of SOTA models on each dataset are reported in Table III. With the help of our adjusted triplet loss, our model can be trained within as little as only a few minutes on all ZSL datasets. The only model that trains faster than ours is CNZSL [34], however, our model achieves better performance than theirs on all ZSL datasets except SUN. GDAN, E-PGN and CADA-VAE have similar training times as our model but with a lower performance on GZSL task.

C. Area Under Seen and Unseen Curve (AUSUC)

For the GZSL problem, models usually have to balance the trade-off between seen and unseen class accuracies, which is measured by the Harmonic mean $H$. Similar to our model, many SOTA models like [34], [38] introduced a calibration parameter $\gamma$ to account for the trade-off. Recently, Yue et al. [38] proposed to utilize $\gamma$ and plot Area Under Seen and Unseen Curve (AUSUC). Such a figure can provide a more detailed measure of the seen and unseen class trade-off. We compare AUSUC curve of our model with CADA-VAE [39] and CNZSL [34], which have official code available.

From Figure 3 we can see that our model performs consistently better than CNZSL and CADA-VAE on class-imbalanced datasets AWA2 and APY, and competitive with CNZSL on AWA1 dataset.
Datasets  | CUB | SUN | AWA2 | AWA1 | APY | Seen Accuracy | Unseen Accuracy | Per-Class Accuracy | Harmonic Mean (H)
--- | --- | --- | --- | --- | --- | --- | --- | --- | ---
KRR | 20.8 | 14.6 | 24.1 | 18.8 | | | | | |
$\mathcal{L}_{BT} + \text{KRR} | 22.1 | 16.4 | 25.5 | 20.0 | | | | | |
GP | 53.3 | 42.4 | 46.3 | 44.2 | | | | | |
$\mathcal{L}_{GT} + \text{GP} | 57.0 | 48.1 | 51.3 | 49.7 | | | | | |
$\mathcal{L}_{BT} + \text{GP}(\text{ours}) | 59.9 | 50.1 | 56.3 | 53.1 | | | | | |

### Table IV: Ablation Study on different model structures. Our proposed $\mathcal{L}_{BT} + \text{GP}$ model performs consistently better than Kernel Ridge Regression (KRR) models, the Gaussian Process (GP) model and the GP model with the original triplet loss $\mathcal{L}_{GT} + \text{GP}$.

![Comparison of Area Under Seen and Unseen Curve (AUSUC) for each dataset with CNZSL [34] and CADA-VAE [39]. Our model is performing consistently better than CNZSL and CADA-VAE on class-imbalanced datasets AWA2, AWA1 and APY.](image1)

**Fig. 3:** Comparison of Area Under Seen and Unseen Curve (AUSUC) for each dataset with CNZSL [34] and CADA-VAE [39]. Our model is performing consistently better than CNZSL and CADA-VAE on class-imbalanced datasets AWA2, AWA1 and APY.

### D. Ablation Study

**Model Structure Ablation:** We compare our model’s performance with several similar models’ structures in Table IV. We report the performance of the Kernel Ridge Regression (KRR) model on feature space (as a baseline for GPR), KRR on latent space which is trained with our proposed $\mathcal{L}_{BT} + \text{loss}$, the Gaussian Process (GP) model on feature space and the GP model on latent space trained with the original triplet loss $\mathcal{L}_{GT}$. Our model performs consistently better than all the other baseline approaches on each ZSL dataset.

**Hyperparameter Ablation:** We analyze the influence of two main hyperparameters on the performance of our model. These hyperparameters are the clip value that is used for preprocessing feature vectors and the threshold $\Delta$ used in triplet loss. As can be seen from Figure 4, our model is not sensitive to the clip number that is used in data preprocessing when the clip number is in the range $[4, 9]$. As long as $\Delta > 3$, the performance of our model on each dataset is relatively stable.

**Per-Class Accuracy Ablation:** In Table V, we also provide per-class accuracy of our model $\mathcal{L}_{BT} + \text{GP}$ and traditional triplet loss $\mathcal{L}_{GT} + \text{GP}$, on unseen classes on the APY dataset. As can be seen from the table, the APY dataset has a highly class-imbalanced unseen class distribution, where 64% of the unseen test samples come from class “person”. Our model performs consistently better than traditional triplet loss models on most of the classes.

**V. Conclusion**

In this work, we propose a novel model that combines a Neural Network and Gaussian Process regression to tackle the problems of ZSL and Generalized ZSL. We propose a NN model that projects feature vectors into a latent embedding space and generates latent prototypes of seen classes. A GP model is then trained to predict prototypes of unseen classes. Finally, a ZSL classifier is constructed using the prototypes.

We trained our NN model with a Class-Balanced Triplet loss that mitigates the problem of class imbalance in ZSL datasets. Experiments demonstrate that our model, though employing a simple design, can reach SOTA performance on the class-imbalanced ZSL datasets AWA1, AWA2 and APY in the Generalized ZSL setting.
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