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Abstract

We consider a $p$2-brane model as a theory of maps from the vertices of the Bruhat-Tits tree times $\mathbb{Z}$ into $\mathbb{R}^d$. We show that in order for the worldsheet time evolution to be unitary, a certain spectral parameter of the model must localize at special loci in the complex plane, which include the (0,1) interval and the critical line of real part $1/2$. The excitations of the model are supported at these loci, with commutation relations closely resembling those of the usual bosonic string. We show that the usual Hamiltonian, momentum, and angular momentum are conserved quantities, and the Poincaré algebra is obeyed. Assuming an Euler product relation for the spectrum, the Riemann zeta zeros on the critical line have spectral interpretation as the massless photon and graviton in the Archimedean theory.
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1 Introduction

Analogues to the bosonic string have been investigated since the inception of $p$-adic physics. While various features of the strings have been considered in a $p$-adic setting (such as scattering amplitudes [1–4], or a worldsheet description [5, 6]), so far an analogue of the usual bosonic quantization treatment has been missing. In this paper we will address this, by introducing a $p$-adic system with oscillation modes closely resembling the usual bosonic oscillators of string theory.

The motivation for considering such $p$-adic models is to explore the landscape of target space theories which can be obtained starting from $p$-adic worldsheets. Because the worldsheet is non-Archimedean, these theories can be in regimes which are not easily accessible from conventional descriptions of physics. However, as we will explain in Section 7, these theories could still be part of the landscape of vacua in string theory and M-theory. Thus, the $p$-adic approach can provide a handle on these points in theory space. We should also emphasize that despite the $p$-adic nature of the worldsheet, the field content of the target space theory is Archimedean.

There is another motivation for our work, which may not be immediately apparent. It turns out that the types of models we will consider here are intimately related to the Riemann zeta function, and to the irreducible unitary representations of $\text{PGL}(2, \mathbb{Q}_p)$. In fact, the scalar field dynamics, zeta function and irreducible representations combine in a natural way into the physics: the physical content of the models contains certain subspaces of the representations, which evolve according to scalar field equations of motion, with the zeta function encoding information on the spectrum of the theory.

In the case of the usual Archimedean critical bosonic string theory, demanding that the target theory contain a massless $U(1)$ gauge field and graviton fixes the dimension of the spacetime to $D = 26$. However, in the case of the $p$-adic models considered in this paper the situation is different. Assuming a certain Euler product relation for the masses of the $p$-adic and Archimedean excitations (first anticipated in [7]), demanding that the spectrum contain a massless $U(1)$ field and graviton does not immediately fix the spacetime dimension, rather it enforces that the physical excitations live at the critical line zeros of the zeta function, in a way which will be made precise in the paper. Because our approach only applies to the critical line zeros of the zeta function, this result can be thought of as a converse to a modern version of the Hilbert-Pólya conjecture, in that the critical line zeros obtain a spectral interpretation as the massless
modes of our models, when considered across all places. With the benefit of hindsight, given the central nature of string theory in physics and of the Riemann zeta function in mathematics, perhaps such a deep connection should have been expected.\footnote{Recent works in non-Archimedean and \( p \)-adic physics include [8–35].}

1.1 The \( p2 \)-brane

Let’s now briefly describe our setup. In [7], building on the earlier work of Zabrodin [5, 6], a model of the \( p \)-adic string as maps \( X : V (T_p) \rightarrow \mathbb{R}^D \) (that is from the vertices of the Bruhat-Tits tree into \( D \)-dimensional flat space) was considered. In the present paper, we will extend this model by including an extra time direction. Although the notion of dimensionality is somewhat fuzzy in the context of \( p \)-adic physics, we can interpret the number of dimensions of the worldsheet as follows. The (asymptotically hyperbolic) Bruhat-Tits worldsheet considered by Zabrodin [5, 6] can be thought of as two-dimensional, for e.g. because it plays the same role in deriving the \( n \)-point Veneziano tree level amplitudes via tachyon vertex operator insertion as the usual bosonic string worldsheet. Alternatively, equipping the tree with edge degrees of freedom [36] produces a close analogue of Euclidean two-dimensional gravity ([37], based on [38]). If the Bruhat-Tits tree can be roughly thought-of as two-dimensional, then adding an extra time direction will produce a three-dimensional worldsheet, i.e. a \( p \)-adic 2-brane, or \( p2 \)-brane. Unlike the usual bosonic string worldsheet, which is flat, the \( p2 \)-brane preserves the hyperbolic asymptotics of the Bruhat-Tits tree. The reason for the appearance of extended objects is simply that our theory will likely not be in a regime easily accessible from a string description.\footnote{Nonetheless, it is an interesting open question whether a \( p \)-adic string description based on the Bruhat-Tits tree with no time direction exists for our models.}

We now describe the symmetries of the scalar fields \( X \) on the worldsheet. Although in principle \( X \) could have any dependence on the worldsheet coordinates, we will restrict the fields on a constant time slice to be invariant under the action of \( B \cap \text{PGL}(2, \mathbb{Z}_p) \), with \( B \) the Borel subgroup, as in [7]. With this restriction, the time slice Laplacian eigenfunctions will be plane waves propagating from a boundary point \( \infty \), with the eigenvalues obeying the zeta function symmetry \( \mu \rightarrow 1 - \mu \). Crucially, the eigenfunctions will satisfy orthogonality relations (1.1) below, first derived in [7]. As we will see, these orthogonality relations will be fundamental for our constructions in the rest of the paper. It is possible to relax the symmetry requirement of invariance...
under $B \cap \text{PGL}(2, \mathbb{Z}_p)$, by considering at most $p+1$ points on the boundary from which the plane waves propagate, so that orthogonality relations (1.1) are still preserved (for details see Appendix A in [7]), however we will not consider this in the present paper.

### 1.2 Plan of the paper and outline: $p$-adic results

We now present a brief summary of the paper.

In Section 2 we start by writing down the Lagrangian, which will be the Bruhat-Tits tree version of the Polyakov action introduced by Zabrodin [5, 6], but written for the tree times an extra time direction. We will normalize separately the time and spatial parts of the Lagrangian, and fix the relative sign to be negative so that the time evolution will be a $p$-adic analogue of Lorentzian evolution; our results will be sensitive to all of these choices. We will furthermore show that our system can be treated in either Lagrangian or Hamiltonian formalism.

In Section 2.3 we will introduce the Fourier mode expansion, in the plane waves $\varphi_\mu(i) := p^{\mu(i, \infty)}$ of Zabrodin [5, 6]. Throughout the discussion we root the tree at an $\infty$ point on the boundary and fix a center $O$. The parameter $\mu$ is complex, however in order for the quantum mechanical time evolution of the system to be unitary, $\mu$ will have to be restricted to certain loci in the complex plane, splitting the complex plane into sectors that will give different contributions to the $p2$-brane spectrum. Up to repetition of period $2\pi i/\ln p$, the sectors we will consider are i) $\mu = 0, 1$ (which will correspond to a zero mode), ii) the open interval $\mu \in (0, 1)$, and iii) the critical line $\mu \in \{1/2 + it | t \in \mathbb{R}\}$. Depending on the value of a parameter in the action there can be a third sector where evolution is unitary, contained in the lines of imaginary part $\pm i\pi/\ln p$, however we will not consider it in this paper.

The modes $\varphi_\mu(i)$ obey the crucial orthogonality relation [7]

$$
\langle \varphi_\mu | \varphi_\nu \rangle := \sum_{i \in \mathcal{V}(T_p)} \varphi_\mu^*(i) \varphi_\nu(i) = \frac{1}{1 - p} (\delta_{\mu^*+\nu} + \delta_{\mu^*+\nu-1}),
$$

with the star denoting complex conjugation and the $L^2$ norm sum regularized by analytic continuation. Furthermore, a highly nontrivial coincidence is that the orthogonality relation is compatible with the $\mu$-plane sectors, in that Eq. (1.1) pairs points in the same sector (with the $\delta_{\mu^*+\nu-1}$ pairing in all three sectors, and $\delta_{\mu^*+\nu}$ giving an additional contribution for the zero mode). This coincidence will be crucial for the
construction of oscillation modes. Note that Eq. (1.1) and the \( \mu \)-plane sectors are derived in logically independent ways, from the regularized \( L^2 \) tree norm and equation of motion respectively.

In Section 3 we introduce position-momentum Poisson brackets, which will be promoted to canonical commutators. Eq. (1.1) can then be used to Fourier decompose the position-momentum commutators into commutators for the mode raising and lowering operators. This decomposition is closely analogous to the usual bosonic string mode decomposition, except that in the case of the \( p2 \)-brane the modes will belong to sectors i)–iii) above. Note however that the \( p \)-adic raising and lowering operators will not obey a Virasoro algebra. This is because for the usual bosonic string, the Virasoro algebra arises from a remnant worldsheet diffeomorphism invariance (local conformal transformations), after the worldsheet metric is locally fixed. However, the \( p2 \)-brane is discrete, and there are no infinitesimal conformal transformations to begin with.

There is another subtlety that occurs in the construction of Poisson brackets and canonical commutators. In the Archimedean world, the position-momentum commutator \([x, p] = i\) is equivalent to the momentum operator having a presentation as derivative. On a graph, due to its discrete nature, the momentum operator does not have a representation as a local (infinitesimal) derivative, which in general will affect the existence of the commutation relations. Nonetheless, we will see that, in the case of the Bruhat-Tits tree, the orthogonality relations (1.1) will provide a way around this obstruction (see Section 3.6). Note that the orthogonality relations depend on the graph geometry, and will not readily generalize to other types of graphs. Thus, the existence of the commutation relations is a special feature of Bruhat-Tits trees.

Section 4 contains the expansion of the Hamiltonian, momentum and mass operators in the Fourier modes, taking into account the three sectors. In Section 5 we will check that the target space Poincaré algebra is obeyed at the semi-classical level. This is necessary because our discrete worldsheet model is not guaranteed to obey target space Poincaré invariance, and in fact we will see that a subtlety arises with the zero mode, in that the \( \delta_{\mu^* + \nu} \) term in the inner product (1.1) is crucial in order for the zero sector contributions to the momentum and angular momentum to obey the Poincaré algebra.
1.3 Plan of the paper and outline: Adelic results

Section 6 contains results on the Archimedean spectrum, obtained via the Euler product construction, reliant on three additional conditions. These three additional conditions that we impose (and which were not needed for the \( p \)-adic results of the previous sections) are:

1. \( H - a = 0 \), with \( H \) the Hamiltonian and \( a \) a normal ordering constant. This condition is analogous to the bosonic string mass-shell condition \( L_0 - a = 0 \) when acting on the physical states. We will give a worldsheet geometric symmetry interpretation for it.

2. We will impose the lightcone gauge, and gauge fix one null creation operator as \( b^+_{\mu} = 0 \).

3. That the Euler product for the masses of the first excited level in the spectrum holds, that is

\[
\prod_{p} m_{(p)}^2 = m_{(\infty)}^{-2}.
\]  

(1.2)

With these three conditions, the spectral interpretation of the critical line zeta zeros as massless excitations follows.

Let’s now comment on the Euler product (1.2). Although we will not prove this equation here, there are two pieces of evidence to support it. Firstly, in the case of field theory constructed from Vladimirov derivatives, a similar product holds for the free field Green’s functions, which can be established rigorously and in fact follows from Tate’s thesis \([39]\). Secondly, it can be explicitly checked in the case of the quantum mechanical particle-in-a-box, defined \( p \)-adically and at the usual Archimedean place, that the spectrum obeys precisely product formula (1.2) \([40]\). Note however that, even in the simple case of the particle-in-a-box, a deeper understanding of why product formula (1.2) holds is currently missing (apart from explicitly checking that both sides are equal).

In Section 7 we will propose a conjectural way to connect our construction to the usual landscape of string theory.

**Remark 1** (Zeta function from the Bruhat-Tits tree Laplacian eigenvalues). Although in this paper we will consider one particular model, it is important to emphasize that
the zeta function arising from the eigenvalues of the Bruhat-Tits tree Laplacian is a

general mechanism, which can be adapted to many other models. This is because the

minimal requirement for the zeta function to emerge is to have the Bruhat-Tits tree

with one marked point on the boundary. As we will explain below, moving towards

this vertex changes the Laplacian eigenfunction by $p^\mu$, and moving away from it will

give a net change of $p^{1-\mu}$, because there are $p$ vertices pointing away from the marked

point, for a complex parameter $\mu$. This simple fact is how the fundamental $\mu \leftrightarrow 1 - \mu$
symmetry of the zeta function appears in our context. The factors of $p^\mu$ and $p^{1-\mu}$ get

encoded in the Laplacian eigenvalues as local zeta factors, which will then Euler product

into the zeta function at the Archimedean place.

2 Lagrangians, Hamiltonians, and Fourier mode expansion on the Bruhat-Tits tree

2.1 Lagrangian and Hamiltonian formalisms

In this section we set up the Lagrangian and Hamiltonian formalisms in the context of

the $p^2$-brane. The end goal is to define Poisson brackets and canonical commutators,

however in order to do so we will first need to introduce worldsheet notions of time

and space.

There is a well-known philosophical question regarding the nature of time. While in

the Archimedean setting such a question may be more or less well-defined, depending

on context, in the $p$-adic setting the question on the nature of time is automatically

sharp, because there is a priori no natural way to introduce time. In the present paper

we will simply take time to be $\mathbb{Z}$ (or equivalently the vertices of the line graph $T_1$), times

an unit of length $\ell_\tau$. While it may be possible to understand from deeper principles

such as double-coset constructions why time should be $\mathbb{Z}$ (at least in certain classes of

models), our reason for doing so here is simply that it will allow for interesting $p$-adic

models.

Remark 2. We introduce a time direction, such that our maps are defined as

$$X: V(T_p) \times V(T_1) \rightarrow \mathbb{R}^{1,d}. \quad (2.1)$$

Here $T_1$ is the tree with $p \rightarrow 1$, i.e. the line graph.
**Notation and conventions:** We denote the target space directions by indices \( a, b, \ldots \) (mostly, but not always, written as a superscript), and the vertices on a constant time slice \( T_p \) of the worldsheet by indices \( i, j, \ldots \) written as subscripts. We write \( i \sim j \) when vertices \( i \) and \( j \) are neighbors on a time slice. We denote the worldsheet time by \( \tau \). The spacetime indices \( a, b, \ldots \) are raised and lowered with the Minkowski metric \( \eta^{ab} \).

**Conventions on units of length:** In principle all edges in \( E(T_1) \times E(T_p) \) can have different edge lengths, however in this paper we will consider only one length \( \ell \) for all the edges in \( E(T_p) \), and another length \( \ell_\tau \) for all the edges in \( E(T_1) \) (this could be relaxed in future work). Furthermore, we will adopt the convention that \( 2\ell_\tau = \ell \) (this convention does not change the physics but is convenient).

**Definition 1.** For functions \( \psi : V(T_p) \times V(T_1) \rightarrow \mathbb{R} \), we define the derivative in the time direction as
\[
\partial_\tau \psi_i := \frac{1}{2\ell_\tau} \left[ \psi_i(\tau + \ell_\tau) - \psi_i(\tau - \ell_\tau) \right],
\]
so that the second order derivative in the time direction is the same as the time direction Laplacian \( \Delta_\tau \),
\[
\partial^2_\tau \psi_i = \Delta_\tau \psi_i = \frac{1}{4\ell^2_\tau} \left[ \psi_i(\tau + 2\ell_\tau) - 2\psi_i(\tau) + \psi_i(\tau - 2\ell_\tau) \right].
\]

**Definition 2.** We postulate the p2-brane action to be
\[
S := \sum_{T_1} \left( \frac{1}{2} \sum_{i \in V(T_p)} (\partial_\tau X^a_i)^2 - \sum_{(ij) \in E(T_p)} \frac{(X^a_i - X^a_j)^2}{v_p \ell^2} \right).
\]

We normalize the potential term separately, by introducing dimensionless coefficient \( v_p \). In order to obtain the restriction to the \((0, 1)\) interval and critical line in the \( \mu \) plane, the value of \( v_p \) will have to be constrained, and the relative sign between the kinetic and potential contributions must be negative; we will discuss these shortly below. The relative minus sign between the kinetic and potential contributions in Eq. (2.4) can be thought of as indicating the “Lorentzian” nature of the worldsheet.

Note that coefficient \( v_p \) can alteratively be thought of as a uniform rescaling of the spatial edge lengths relative to the time direction edges.

With the two definitions above, introducing the Lagrangian and Hamiltonian formalisms proceeds as expected.
**Remark 3** (Conjugate momenta and the Hamiltonian). The momentum density conjugate to $X_i$ is

$$P_{ia} := \frac{\delta S}{\delta (\partial_\tau X_i^a)} = \partial_\tau X_{ia}. \quad (2.5)$$

The Hamiltonian is

$$H := \sum_{i \in V(T_p)} [(\partial_\tau X_i^a) P_i^a - \mathcal{L}] \quad (2.6)$$

$$= \sum_{i \in V(T_p)} \frac{(P_i^a)^2}{2} + \sum_{(ij) \in E(T_p)} \frac{(X_i^a - X_j^a)^2}{v_p \ell^2}.$$

In Section 4.2 we will show that the Hamiltonian is worldsheet time $\tau$-independent.

**Remark 4** (Hamilton’s equations). In classical mechanics, Hamilton’s equations translate to

$$\frac{dp_i}{dt} = -\frac{\partial H}{\partial q_i}, \quad \frac{dq_i}{dt} = \frac{\partial H}{\partial p_i}. \quad (2.7)$$

In our setup these equations are

$$\partial_\tau P_i^a = -\frac{2}{v_p} \sum_{j \sim i} \frac{X_i^a - X_j^a}{\ell^2}, \quad (2.8)$$

$$\partial_\tau X_i^a = P_i^a.$$

Thus the equation of motion is

$$\partial_\tau^2 X_i^a = -\frac{2}{v_p} \sum_{j \sim i} \frac{X_i^a - X_j^a}{\ell^2}, \quad (2.9)$$

i.e.

$$X_i^a(\tau + \ell) + X_i^a(\tau - \ell) - 2X_i^a(\tau) = -\frac{2}{v_p} \sum_{j \sim i} [X_i^a(\tau) - X_j^a(\tau)]. \quad (2.10)$$

In Eq. (2.10) above we have used that $2\ell_\tau = \ell$. Note that although we have not independently justified Hamilton’s equations in our setup, the end result (equation of motion (2.10)) is valid, because it follows directly in the Lagrangian formalism from action (2.4), by taking variation $\delta X_i^a(\tau)$. 


Definition 3 (Poisson bracket). The classical mechanics Poisson bracket is
\[
\{ f, g \} := \sum_{\alpha} \left( \frac{\partial f}{\partial q_\alpha} \frac{\partial g}{\partial p_\alpha} - \frac{\partial g}{\partial q_\alpha} \frac{\partial f}{\partial p_\alpha} \right).
\] (2.11)

Index \( \alpha \) in Eq. (2.11) above runs over the generalized coordinates. Applying this definition to our case (and noting that \( X^a_i \) and \( P^b_j \) are independent even when \( a = b, i = j \), because \( P^b_j \) only has information about the advanced and previous time steps), we can compute the position-momentum Poisson brackets:

Remark 5. The position-momentum Poisson brackets in our setup are
\[
\{ X^a_i, P^b_j \} = \sum_{k \in V(T_p)} \eta^{cd} \left( \frac{\partial X^a_i}{\partial X^c_k} \frac{\partial P^b_j}{\partial P^d_k} - \frac{\partial P^b_j}{\partial X^c_k} \frac{\partial X^a_i}{\partial P^d_k} \right),
\] (2.12)

and
\[
\{ X^a_i, X^b_j \} = \{ P^a_i, P^b_j \} = 0.
\] (2.13)

2.2 Plane waves on the Bruhat-Tits tree

The Fourier modes \( \phi_{\mu,\alpha}(i) \) on the Bruhat-Tits tree were first introduced by Zabrodin [5, 6], and are defined w.r.t. a boundary vertex \( \alpha \in V(\partial T_p) \), a complex parameter \( \mu \in \mathbb{C} \), and a choice of the center \( O \) of the tree. In the present paper we will only use one choice of boundary vertex \( \alpha \) for all the Fourier modes, which we denote by \( \infty \); consequently we will write \( \phi_\mu \) instead of \( \phi_{\mu,\alpha} \).

Definition 4. For parameter \( \mu \in \mathbb{C} \) and \( i \in V(T_p) \), the Fourier mode \( \phi_\mu(i) \) is
\[
\phi_\mu(i) := \sqrt{p - 1} p^{\mu(i, \infty)},
\] (2.14)
with the bracket \( \langle \cdot,\infty \rangle : V(T_p) \rightarrow \mathbb{Z} \) defined as
\[
\langle i, \infty \rangle := \begin{cases} 
\ell(i,O), & \text{if } \infty,O,i \text{ are on the same geodesic, in this order} \\
\ell(O,i') - \ell(i',i), & \text{if not}
\end{cases}.
\] (2.15)
$\ell (\cdot , \cdot ) : V (T_p) \times V (T_p) \to \mathbb{Z}_{\geq 0}$ is the tree distance between the two vertices, and $i'$ is the vertex at which the tree paths $\infty \to i$ and $\infty \to O$ stop coinciding.

Note that $i = i'$ when vertices $\infty, O, i$ are on the same geodesic. The factor of $1/\sqrt{p-1}$ in Eq. (2.14) is a normalization convention.

The possible relative positions of vertices $\infty, O, i$ are shown in Figure 1, and some values of the function $\langle \cdot , \infty \rangle$ are shown in Figure 2.

The meaning of the functions $p^\mu (\cdot , \infty)$ is that they are plane waves coming in from the point at $\infty$, analogous to functions $e^{ikx}$ which are plane waves in the Archimedean world. The bracket $\langle \cdot , \infty \rangle$ counts the number of steps starting from $\infty$, just as $x$ is a measure of Archimedean distance; because the distance from $\infty$ to any vertex in $T_p$ is infinite, $\langle \cdot , \infty \rangle$ is offset by an infinite amount to the center $O$, so that $\langle O , \infty \rangle = 0$.

The following two results (Remark 6 and Theorem 1) justify interpreting the functions $p^\mu (\cdot , \infty)$ as plane waves. It is also possible to define a translation operator such that $p^\mu (\cdot , \infty)$ are momentum eigenfunctions, see [7].

**Remark 6.** The functions $p^\mu (\cdot , \infty)$ are tree Laplacian eigenvalues, that is

$$\Delta p^{\mu (i, \infty)} = \lambda_\mu p^{\mu (i, \infty)}, \quad (2.16)$$

for eigenvalue

$$\lambda_\mu = p^\mu + p^{1-\mu} - p - 1, \quad (2.17)$$

and with the Laplacian $\Delta$ acting on an arbitrary function $\psi : V (T_p) \to \mathbb{C}$ as

$$\Delta \psi (i) = \left( \sum_{j \sim i} \psi (j) \right) - (p+1) \psi (i). \quad (2.18)$$
Figure 2: Values of the bracket $\langle \cdot, \infty \rangle$ for a subset of the Bruhat-Tits tree. The origin $O$ has $\langle O, \infty \rangle = 0$, and vertices denoted with the same geometric shape have the same value of the bracket, as depicted in the figure: $\langle \bullet, \infty \rangle = -2$, and so on. All vertices with a given value of $\langle \cdot, \infty \rangle$ have the same value of $X^a$. Note that $\langle \infty, \infty \rangle = \infty$, and the bracket values correspond to the argument of a plane wave starting at $\infty$, offset to point $O$.

**Definition 5.** For functions $\psi_1, 2 : V(T_p) \to \mathbb{C}$, the $L^2$ inner product is

$$\langle \psi_1 | \psi_2 \rangle := \sum_{i \in V(T_p)} \psi_1^*(i) \psi_2(i),$$

with the star denoting complex conjugation.

**Theorem 1.** For $\mu, \nu \in \mathbb{C}$ and $\varphi_\lambda(i) = p^{\lambda(i, \infty)}$, we have the orthonormality relations

$$\langle \varphi_\mu | \varphi_\nu \rangle = \frac{1}{1 - p} (\delta_{\mu^*+\nu} + \delta_{\mu^*+\nu-1}),$$

with $\delta$ the Kronecker delta function.

Note that due to normalization Eq. (2.20) implies

$$\langle \phi_\mu | \phi_\nu \rangle = -\delta_{\mu^*+\nu} - \delta_{\mu^*+\nu-1}.$$

Theorem 1 was proven in [7] (see therein for the details). Schematically, the proof reduces to computing the $L^2$ sum over all vertices of the tree, which given the definition
of the bracket $⟨·, ∞⟩$ is just a combination of geometric sums,

$$
⟨φ_μ|φ_ν⟩ = \sum_{i=0}^{∞} p^{(1-μ^* - ν)i} + \sum_{i=1}^{∞} p^{(μ^* + ν)i} \left( 1 + \frac{p-1}{p} \sum_{j=1}^{∞} p^{(1-μ^* - ν)j} \right).
$$

(2.22)

The first term corresponds to the branches “above” $O$ in the right panel of Figure 2 and the second term corresponds to the branches “below” $O$. Eq. (2.22) is naively divergent, and must be regularized by analytically continuing each geometric sum to the entire complex plane in parameter $μ^* + ν$, minus the poles (see [7] for the details). With this regularization, sum (2.22) evaluates to Eq. (2.20) once the geometric sums are computed.

2.3 Mode expansion on the Bruhat-Tits tree

So far, the parameter $μ$ entering the Fourier modes has been an arbitrary complex number. Our task in the rest of the paper will be to restrict the allowed values of $μ$.

**Remark 7** (The pre-state plane). The complex $μ$ plane can be thought of as “almost” a plane of states, which we will call the pre-state plane, in the following sense. Each $μ ∈ \mathbb{C}$ is associated to a plane wave $φ_μ$; in the Fourier decomposition of the maps $X$ the Fourier modes $φ_μ$ will correspond to creation operators $c_{μ}^a$ and to states $c_{μ}^a|0⟩$ once spatial index $a$ is introduced. Thus, the naive interpretation of the complex $μ$ plane is that each pair $(μ,a)$ corresponds to a state $c_{μ}^a|0⟩$. Of course, not all the states $c_{μ}^a|0⟩$ introduced in this way are physical: if the index $a$ is timelike the states will have negative norm, and if $μ$ is off certain loci in the complex plane then the worldsheet time evolution will not be unitary. We will discuss restricting the values of $μ$ and target space index $a$ later in the paper.

**Remark 8.** We will show below that for $ν_p$ above a certain value, the special loci in the $μ$ plane for which the worldsheet time evolution is unitary are $μ ∈ [0,1]$, $μ ∈ \{1/2 + it|t ∈ \mathbb{R}\}$ and $μ ∈ [t_1,t_2] + iπ/lnp$ (the values of parameters $t_{1,2} ∈ \mathbb{R}$ are given below), as well as their periodic repetitions with period $2πi/lnp$ in the imaginary direction. These periodic repetitions correspond to the same values of $pμ$ and are thus not physical.

**Remark 9.** The orthogonality condition (2.20) for the inner product $⟨φ_μ|φ_ν⟩$ is highly sensitive to the geometry of the tree. Later in the paper this condition will lead to
Remark 10 (Symmetries of the maps $X$ and the $p2$-brane). As mentioned above, we fix the same boundary vertex $\infty$ for all the plane waves entering the Fourier decomposition of maps $X$. With $\infty$ and the center $O$ fixed, the plane waves $\phi_\mu$, and thus the maps $X$, are invariant under the action of the stabilizer $S(O, \infty)$ of vertices $\{O, \infty\}$. This stabilizer is

$$S(O, \infty) = B \cap \text{PGL}(2, \mathbb{Z}_p),$$

where $B$ is the standard Borel of upper triangular matrices (see [7] for the details).

Thus, all vertices with a given value of the bracket $\langle i, \infty \rangle$ have the same value of $X_i^a$ (see Figure 2), and we don’t have one direction’s worth of degrees of freedom in the direction orthogonal to the direction of change in $\langle i, \infty \rangle$. Because of this, the theory on the $p2$-brane with vertices $V(T_1) \times V(T_p)$ will be close in behavior to a theory with two independent directions on the worldsheet, i.e. to a string theory, as we will show later in the paper.

Note that the symmetries of the maps $X$ considered in this paper are different from those of the underlying graph.

We will now expand the position $X_i^a$ in Fourier modes, as

$$X_i^a = p^a \tau + \sum_{\mu \in \mathbb{C}} \left[ c^a_\mu (r_+)^{\tau/\ell} \phi_\mu(i) + \tilde{c}^a_\mu (r_-)^{\tau/\ell} \phi_\mu(i) \right].$$

Here $p^a \tau$ is the zero mode (just as in the Archimedean case, a linear term in worldsheet time solves the equation of motion), and the terms in the square brackets are the Fourier modes. The constant in the linear piece is included in the Fourier modes at $\mu = 0$.

Remark 11. As a technical point, by the sum over $\mu \in \mathbb{C}$ in Eq. (2.24) we really mean a discrete sum over a discrete subset of complex values that include certain special values (such as the zeta zeros), although we will not write this explicitly. Note that in line with this, the delta functions in Eq. (2.20) are Kronecker delta functions, and not Dirac. Later in the paper, when we will split the sum over modes into a sum over the $(0, 1)$ interval and the critical line, we will likewise mean a sum over discrete subsets included in the $(0, 1)$ interval and the critical line.

Coefficients $r_\pm(\mu)$ are the two solutions to the equation of motion (2.10) applied to an eigenmode, and $c^a_\mu, \tilde{c}^a_\mu$ are Fourier coefficients that will later on become the creation
and annihilation operators. Eq. (2.10) applied to an eigenmode gives
\[ r_\pm + r_\mp^{-1} - 2 = \frac{2}{v_p} \lambda_\mu, \tag{2.25} \]
so that
\[ r_\pm = \frac{\lambda_\mu + v_p \pm \sqrt{\lambda_\mu (\lambda_\mu + 2v_p)}}{v_p}, \tag{2.26} \]
with tree Laplacian eigenvalue \( \lambda_\mu \) given by Eq. (2.17).

From Viète’s relations \( r_+r_- = 1 \), thus in order for the worldsheet time evolution to be unitary we must have \( |r_\pm| = 1 \), otherwise one mode will always blow up to \( \infty \) as \( \tau \) increases.

Theorem 2, Remark 12 and Theorem 3 below characterize when \( |r_\pm| = 1 \).

**Theorem 2.** We have \( |r_\pm| = 1 \) for:

1. \( \mu \in [0, 1] \) and \( v_p \geq \left( \sqrt{p} - 1 \right)^2/2 \).
2. \( \mu \in \{1/2 + it | t \in \mathbb{R}\} \) and \( v_p \geq \left( \sqrt{p} + 1 \right)^2/2 \).

Theorem 2 above is the result we will be interested in the rest of the paper. However, we can fully characterize the regions in the pre-state plane for which \( |r_\pm| = 1 \), for any value of \( v_p \):

**Remark 12.** For arbitrary \( v_p \in \mathbb{R} \), up to repetition by \( 2\pi i/\ln p \) in the imaginary direction, there are the following loci in the complex \( \mu \) plane where \( |r_\pm| = 1 \):

0. If \( v_p < 0 \), then \( |r_\pm| = 1 \) for \( \mu \in [\mu_1, 0] \cup [1, \mu_2] \), where
\[ \mu_{1,2} = \frac{1}{\ln p} \ln \left( \frac{p + 1}{2} - v_p \pm \sqrt{v_p^2 - (p + 1)v_p + \frac{(p - 1)^2}{4}} \right). \tag{2.27} \]

When \( v_p = 0 \) we have a degeneracy, since \( \mu_{1,2} = 0, 1 \).

1. When \( v_p \) increases past 0 the real line locus becomes \( [0, \mu_1] \cup [\mu_2, 1] \), and it encompasses the entire \([0, 1]\) interval at \( v_p = (\sqrt{p} - 1)^2/2 \), but does not extend past the \([0, 1]\) interval as \( v_p \) is increased further. Endpoints \( \mu_{1,2} \) are given by Eq. (2.27), so that \( \mu_1(v_p = 0) = 0, \mu_2(v_p = 0) = 1, \) and \( \mu_{1,2}(v_p = (\sqrt{p} - 1)^2/2) = 1/2 \).
2. The second locus, contained in the critical line, starts appearing as $v_p$ increases past $(\sqrt{p} - 1)^2/2$, as $\mu \in \{1/2 + iT_1, 1/2 + iT_2\}$, with

$$T_{1,2} = -\frac{i}{\ln p} \ln \left( \frac{p + 1 - 2v_p}{2\sqrt{p}} \pm \sqrt{\frac{(p - 2v_p + 1)^2}{4p} - 1} \right),$$

(2.28)

so that it encompasses the entire critical line at $v_p = (\sqrt{p} + 1)^2/2$.

3. If $v_p > (\sqrt{p} + 1)^2/2$ then there is a third locus for which $|r_\pm| = 1$, when

$$\mu = \frac{i\pi}{\ln p} + t,$$

(2.29)

with $t \in \mathbb{R}$ a parameter such that $t_1 \leq t \leq t_2$, with the endpoints given by

$$t_{1,2} = \frac{1}{\ln p} \ln \left( v_p - \frac{p + 1}{2} \pm \sqrt{v_p^2 - (p + 1)v_p + \frac{(p - 1)^2}{4}} \right).$$

(2.30)

Note that $t_1 = 1 - t_2$ when $v_p \geq (\sqrt{p} + 1)^2/2$.

Some of the cases in Remark 12 are represented graphically in Figure 3.

**Theorem 3.** The loci in Remark 12 are the only points in the complex $\mu$ plane for which $|r_\pm| = 1$, for all values of the parameter $v_p \in \mathbb{R}$, up to periodicity by $2\pi ik/\ln p$, $k \in \mathbb{Z}$ in the imaginary direction.

Note that when $v_p = (\sqrt{p} + 1)^2/2$ we have $\mu_{1,2} = 1/2$, so that the two endpoints for the $\mu$ interval in Eq. (2.29) are coincident on the critical line, and the third locus (in this case just a point) is contained in the critical line. When $v_p = p + 1$ we have
\([t_1, t_2] = [0, 1]\), however as \(v_p\) keeps increasing the length of the \([t_1, t_2]\) interval will keep increasing as well (unlike the behavior of the \(\mu\) interval in the first locus, which is bounded to \([0, 1]\) as \(v_p\) is increased).

We should also remark that Theorems 2, 3 imply that the relative sign between the kinetic and potential terms in the action (2.4) must be negative, otherwise there is no value for \(\mu \in \mathbb{C}\) on the critical line for which the worldsheet time evolution is unitary.

In order to prove Theorems 2, 3, we will need the following lemma.

**Lemma 1.** We have \(\lambda_\mu \in \mathbb{R}\) iff any one of the following three conditions holds:

- \(\Re(\mu) = 1/2\),
- \(\Im(\mu) = 0\) (up to \(2\pi i/\ln p\) periodicity),
- \(\Im(\mu) = \pi/\ln p\) (up to \(2\pi i/\ln p\) periodicity).

**Proof.** We have \(\lambda_\mu = p^\mu + p^{1-\mu} - p - 1\). Write \(\mu = a + ib\), \(a, b \in \mathbb{R}\), then

\[
\Im(\lambda_\mu) = p^a \sin(b \ln p) - p^{1-a} \sin(b \ln p).
\] (2.31)

Therefore \(\Im(\lambda_\mu) = 0\) if \(a = 1/2\), or if \(b = 0, \pi/\ln p\) (up to \(2\pi/\ln p\) repetition). \(\square\)

We now prove Theorems 2, 3, and Remark 12.

**Proof.** We have that \(\lambda_\mu \in \mathbb{R}\), \(\lambda_\mu + 2v_p \geq 0\) when \(\mu \in \mathbb{R}\) and \(v_p \geq (\sqrt{p} - 1)^2/2\), or when \(\mu \in \{1/2 + it|t \in \mathbb{R}\}, v_p \geq (\sqrt{p} + 1)^2/2\). Furthermore \(\lambda_\mu \leq 0\) for \(\mu \in [0, 1]\) or \(\mu \in \{1/2 + it|t \in \mathbb{R}\}\). Therefore the square root in Eq. (2.26) is purely imaginary (or zero) on

\[
\mathcal{D} := \{\mu | \mu \in [0, 1]\} \cup \left\{\mu | \Re(\mu) = \frac{1}{2}\right\}.
\] (2.32)

Then the norm of \(r_\pm\) on \(\mathcal{D}\) is

\[
|r_\pm|^2 = \left|\frac{\lambda_\mu + v_p \pm \sqrt{\lambda_\mu (\lambda_\mu + 2v_p)}}{v_p^2} \right|^2 = \frac{(\lambda_\mu + v_p)^2 - \lambda_\mu (\lambda_\mu + 2v_p)}{v_p^2} = 1.
\] (2.33)

This proves Theorem 2.

To prove Remark 12 and Theorem 3, note that from Viète’s relations we have

\[
r_+ + r_- = 2 \left(1 + \frac{\lambda_\mu}{v_p}\right),
\] (2.34)
and for parameter $\mu$ such that $|r_\pm| = 1$ we have $r_\pm^* = r_\mp$, so that Eq. (2.34) becomes

$$r_+ + r_+^* = 2 \left(1 + \frac{\lambda_\mu}{v_p}\right). \quad (2.35)$$

Therefore, for the values of the parameter $\mu \in \mathbb{C}$ such that $|r_\pm| = 1$ we must have $\lambda_\mu \in \mathbb{R}$, so $\mu$ must be contained in the loci in Lemma 1. Now, suppose that

$$\lambda_\mu (\lambda_\mu + 2v_p) > 0, \quad (2.36)$$

then from Eq. (2.26) we have

$$|r_\pm| = \pm \frac{\lambda_\mu + v_p \pm \sqrt{\lambda_\mu (\lambda_\mu + 2v_p)}}{v_p}, \quad (2.37)$$

with the sign $\pm_1$ chosen so that the norm is positive. Since the inequality in Eq. (2.36) is strict, there are no solutions to the equation $|r_\pm| = 1$, with $|r_\pm|$ given by Eq. (2.37). If instead

$$\lambda_\mu (\lambda_\mu + 2v_p) \leq 0, \quad (2.38)$$

then from Eq. (2.33) we have $|r_\pm| = 1$ for all $\mu$ such that Eq. (2.38) holds. If $\lambda_\mu < 0$, then direct computation gives Cases 1–3 in Remark 12, and if $\lambda_\mu > 0$ (which can only happen when $v_p < 0$) we obtain Case 0. This proves Remark 12 and Theorem 3. \qed

Now, let $\mathcal{U}_{v_p} \subset \mathbb{C}$ be a subset of the three loci above such that $|r_\pm| = 1$ for $\mu \in \mathcal{U}_{v_p}$, for a fixed choice of $v_p$. The $p$-adic time evolution of the brane is unitary for $\mu \in \mathcal{U}_{v_p}$, and we restrict expansion (2.24) to these modes, that is

$$X_i^{a}(\tau) = p^a \tau + \sum_{\mu \in \mathcal{U}_{v_p}} \left[c_\mu^a e^{i\omega_\mu \tau} + \overline{c}_\mu^a e^{-i\omega_\mu \tau}\right] \phi_\mu(i), \quad (2.39)$$

where now $e^{i\omega_\mu \tau} := (r_+)^{\tau/\ell}$ (note that then $e^{-i\omega_\mu \tau} = (r_-)^{\tau/\ell}$). Angular frequency $\omega_\mu \in \mathbb{R}$ is given by

$$\omega_\mu = -\frac{i}{\ell} \ln \left(\frac{\lambda_\mu + v_p + \sqrt{\lambda_\mu^2 + 2\lambda_\mu v_p}}{v_p}\right). \quad (2.40)$$

Lemma 2 (Properties of $\omega_\mu$). 1. Eq. (2.40) above implies that $0 \leq \omega_\mu \leq \pi$, for $\mu$ anywhere in the three loci (including endpoints), and any $v_p \geq (\sqrt{p} - 1)^2 / 2$. 18
Furthermore, for the three loci we have the bounds:

(a) $0 \leq \omega_\mu \leq \omega_{\mu=1/2}$ for $\mu \in [0, 1]$ and $v_p \geq (\sqrt{p} - 1)^2 / 2$.

(b) $\omega_{\mu=1/2} \leq \omega_\mu \leq \omega_{\mu=\pi/\ln p}$ for $\mu \in \{1/2 + it | t \in \mathbb{R}\}$ and $v_p \geq (\sqrt{p} + 1)^2 / 2$.

(c) $\omega_{\mu=\pi/\ln p} \leq \omega_\mu \leq \pi/\ell$ for $\mu = t + i\pi/\ln p$, $t \in [t_1, t_2]$ and $v_p \geq (\sqrt{p} + 1)^2 / 2$.

2. We have that

$$\omega_{\mu=0} = \omega_{\mu=1} = 0,$$

so that $\mu = 0, 1$ in the pre-state plane correspond to the zero mode. Furthermore, $\forall v_p$ we have

$$\omega_\mu \neq 0 \text{ for all } \mu \neq 0, 1,$$

(up to repetition by $2\pi ik/\ln p$, $k \in \mathbb{Z}$, in the imaginary direction), so no other points in the pre-state plane have zero frequency. Note that because $\omega_{\mu=0} = 0$, the constant piece in the mode expansion of $X^a$ is $c^a_0 + \tilde{c}^a_0$.

3. Symmetries of $\omega_\mu$ in the pre-state plane:

(a) $\omega_\mu = \omega_{1-\mu}$, $\forall \mu \in [0, 1]$.

(b) $\omega_{1/2 + it} = \omega_{1/2 - it}$, $\forall t \in \mathbb{R}$.

(c) $\omega_{t+i\pi/\ln p} = \omega_{t-i\pi/\ln p} = -\omega_{1-t+i\pi/\ln p} = -\omega_{1-t-i\pi/\ln p}$, $\forall t \in (t_1, t_2)$, and $\omega_{t \pm i\pi/\ln p} = \omega_{1-t \pm i\pi/\ln p}$ for $t = t_{1,2}$.

Proof. To prove point 1, by looking at $\omega'(\mu)$ it is immediate to see that for $v_p \geq (\sqrt{p} - 1)^2 / 2$ and $\mu \in [0, 1]$ frequency $\omega_\mu$ has a maximum at $\mu = 1/2$, for $v_p \geq (\sqrt{p} - 1)^2 / 2$ and $\mu \in \{1/2 + it | t \in \mathbb{R}\}$ $\omega(\mu)$ oscillates between the values $\omega_{\mu=1/2}$ and $\omega_{\mu=\pi/\ln p}$, and for $\mu \in \{t + i\pi/\ln p \mid t \in [t_1, t_2]\}$, $\omega(\mu)$ has a minimum at $t = 0$, maxima at $t = t_{1,2}$ where the value $\pi/\ell$ is reached, and is monotonic between 0 and $t_{1,2}$.

To prove point 2, note that $\omega_\mu = 0$ iff

$$\frac{\lambda_\mu + v_p + \sqrt{\lambda_\mu^2 + 2\lambda_\mu v_p}}{v_p} = 1,$$

which is equivalent to $\lambda_\mu = 0$, i.e. $\mu = 0, 1$ up to repetition by $2\pi ik/\ln p$, $k \in \mathbb{Z}$.

Point 3 follows by direct computation. \qed
Remark 13. In the rest of the paper we will only consider the $[0, 1]$ and critical line loci, that is we pick $v_p \geq (\sqrt{p} + 1)^2/2$. The locus at $i\pi/\ln p$ can be analyzed analogously, but we will not discuss it explicitly in the paper. Furthermore, it is currently unclear what the representation theory content associated to the $i\pi/\ln p$ locus should be, if anything.

Remark 14 (From loci to sectors: representation content of the $p2$-brane). We will split the $[0, 1]$ and $\{1/2 + it| t \in \mathbb{R}\}$ loci into three sectors, according to the unitary representation content: 1) the zero mode sector consisting of points $\{0, 1\}$, 2) the complementary series sector $(0, 1)$, and 3) the unitary principal series (or critical line sector) $\{1/2 + it| t \in \mathbb{R}\}$.

For the zero mode, $(0, 1)$ interval, and critical line sector, the Fourier expansion of $X^a$ explicitly reads

$$X_i^a(\tau) = p^a \tau + \sum_{\mu \in [0, 1]} (c^a_{\mu} e^{i\omega_{\mu} \tau} + c^a_{\mu} e^{-i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}$$

$$+ \sum_{t > 0} (c^a_{1/2 + it} e^{i\omega_{\mu} \tau} + c^a_{1/2 + it} e^{-i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}$$

$$+ \sum_{t > 0} (c^a_{1/2 - it} e^{i\omega_{\mu} \tau} + c^a_{1/2 - it} e^{-i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}.$$

Demanding $X^a$ be real determines the $\tilde{c}^a_{\mu}$ Fourier coefficients in terms of the $c^a_{\mu}$ coefficients. We complex conjugate,

$$X_i^{a*}(\tau) = p^a \tau + \sum_{\mu \in [0, 1]} (c^a_{\mu} e^{-i\omega_{\mu} \tau} + c^a_{\mu} e^{i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}$$

$$+ \sum_{t > 0} (c^{a*}_{1/2 + it} e^{i\omega_{\mu} \tau} + c^{a*}_{1/2 + it} e^{-i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}$$

$$+ \sum_{t > 0} (c^{a*}_{1/2 - it} e^{i\omega_{\mu} \tau} + c^{a*}_{1/2 - it} e^{-i\omega_{\mu} \tau}) \sqrt{p - 1} p^{\mu(i, \infty)}.$$

Then the reality condition $X_i^{a*} = X_i^a$ simplifies the Fourier expansion to

$$X_i^a(\tau) = p^a \tau + \sum_{\mu \in [0, 1]} (c^a_{\mu} e^{i\omega_{\mu} \tau} + c^a_{\mu} e^{-i\omega_{\mu} \tau}) \phi_{\mu}(i)$$

$$+ \sum_{\mu \in \{1/2 + it| t \in \mathbb{R}\}} (c^a_{1/2 - it} e^{i\omega_{\mu} \tau} + c^a_{1/2 - it} e^{-i\omega_{\mu} \tau}) \phi_{\mu}(i).$$
With the reality condition, the momentum expansion is (remember that \(\ell = 2\ell_\tau\))

\[
P^a_i(\tau) = \partial_\tau X^a_i = p^a + \sum_{\mu \in [0, 1]} \left( e^{i\omega_\mu \ell / 2} - e^{-i\omega_\mu \ell / 2} \right) \left( c^a_\mu e^{i\omega_\mu \tau} - c^a_{\mu} e^{-i\omega_\mu \tau} \right) \frac{1}{\ell} \phi_\mu(i)
\]  

3 Poisson brackets and canonical commutators

In this section we will derive the Poisson brackets for the Fourier coefficients \(c^a_\mu, c^{a\ast}_\mu\), starting from the position-momentum Poisson brackets (2.12) – (2.13). We will then promote the Fourier coefficients to raising and lowering operators, and the Poisson brackets to commutators.

As we will see below, the position-momentum commutators will determine all the Fourier expansion commutators we are interested in, except for one of the zero mode commutators, which we will parameterize by a parameter denoted \(\alpha\).

From here on throughout the rest of the paper we will set the length \(\ell = 1\).

Remark 15. The three sectors all commute with one another, because the \(\omega_\mu\) frequency ranges of the three sectors do not overlap, according to Lemma 2.

Our aim will be to prove the following theorems.

Theorem 4. For \(\mu, \nu \in (0, 1)\) we have

\[
\{ c^{a\ast}_\mu, c^b_\nu \} = \frac{1}{2} \eta^{ab} \delta_{\mu + \nu - 1}, \tag{3.1}
\]

\[
\{ c^a_\mu, c^b_\nu \} = \{ c^{a\ast}_\mu, c^{b\ast}_\nu \} = 0,
\]

for \(\mu, \nu \in \{1/2 + it, t \in \mathbb{R}\}\) we have

\[
\{ c^{a\ast}_\mu, c^b_\nu \} = \frac{1}{2} \eta^{ab} \delta_{\mu - \nu}, \tag{3.2}
\]

\[
\{ c^a_\mu, c^b_\nu \} = \{ c^{a\ast}_\mu, c^{b\ast}_\nu \} = 0,
\]
and for \( \mu, \nu \in \{0, 1\} \) we have

\[
\{ c_0^+, p^b \} = -\alpha \sqrt{p - 1} \eta^{ab}, \\
\{ c_0^+, c_0^+ \} = \{ c_0^+, c_1^+ \} = \{ c_1^+, c_1^+ \} = \{ p^a, p^b \} = \{ p^a, c_1^+ \} = 0,
\]

\[
\{ c_0^+, c_0^- \} = -i \alpha \eta^{ab} \frac{\omega_{\mu \to 0}}{2}, \\
\{ c_0^+, c_1^- \} = \{ c_1^+, c_0^- \} = -\{ c_1^+, c_1^- \} = \frac{i \eta^{ab}}{\omega_{\mu \to 0}}.
\]

Here we have used the notation \( x^\pm := x \pm x^* \), and \( \alpha \) is an arbitrary parameter whose value will not matter for the physical results. The parameter \( \omega_{\mu \to 0} \) is a zero mode (infrared) cutoff corresponding to the angular frequency \( \omega_{\mu=0} = \omega_{\mu=1} \) for the zero mode, so that the commutators above are formally divergent (see Section 3.4 for details); this will not affect the physics.

**Theorem 5.** For \( \mu, \nu \in \{0, 1\} \) we have

\[
\{ p^a, c_0^- \} = \{ p^a, c_0^- + c_1^- \} = \{ c_0^-, c_1^- \} = O(1).
\] (3.4)

In Theorem 5 the \( O(1) \) term on the right-hand side is in \( \omega \), meaning that the brackets should have no diverging dependence of \( \omega \) as \( \omega \to 0 \).

### 3.1 Inversion formulas for the \([0, 1]\) locus

The first task is to isolate the Fourier modes from \( X_i^a \) and \( P_i^a \). For \( \nu \in [0, 1] \) we have the inversion formula

\[
\sum_{i \in V(T_\nu)} X_i^a(\tau) \phi_\nu(i) = \sum_{i \in V(T_\nu)} \left( p^a_\tau + \sum_{\mu \in [0,1]} (c_\mu^a e^{i \omega_\mu \tau} + c_\mu^a e^{-i \omega_\mu \tau}) \phi_\mu(i) \right) \phi_\nu(i)
\]

\[
= -\frac{1}{\sqrt{p+1}} p^a_\tau (\delta_\nu + \delta_{\nu-1}) \sum_{\mu \in [0,1]} (c_\mu^a e^{i \omega_\mu \tau} + c_\mu^a e^{-i \omega_\mu \tau}) (\delta_{\mu+\nu} + \delta_{\mu+\nu-1})
\]

\[
= -\frac{1}{\sqrt{p+1}} p^a_\tau (\delta_\nu + \delta_{\nu-1}) (c_0^a e^{i \omega_\nu \tau} \delta_\nu + c_0^a e^{-i \omega_\nu \tau} \delta_\nu + c_1^a e^{i \omega_\nu \tau} + c_1^a e^{-i \omega_\nu \tau}).
\] (3.5)
Finally, using Eq. (2.12) evaluates the following sum as

\[ \sum_{i \in V(T_p)} P_i^\nu(\tau) \phi_\nu(i) = -\frac{1}{\sqrt{p-1}} p^a (\delta_\nu + \delta_{\nu-1}) - \left( e^\frac{i \omega_\nu}{2} - e^{-\frac{i \omega_\nu}{2}} \right) \times (3.6) \times \left( c_0^a e^{i \omega_\nu \tau} \delta_\nu - c_0^{a*} \delta_\nu e^{-i \omega_\nu \tau} + c_1^a e^{i \omega_\nu \tau} - c_1^{a*} e^{-i \omega_\nu \tau} \right). \]

With inversion formulas (3.5), (3.6) we can compute the Poisson brackets. We have

\[ 0 = \sum_{i,j \in V(T_p)} \{ X_i^a, X_j^b \} \phi_\mu(i) \phi_\nu(j) \quad (3.7) \]

\[ = \left\{ \frac{1}{\sqrt{p-1}} p^a (\delta_\mu + \delta_{\mu-1}) + c_0^a e^{i \omega_\mu \tau} \delta_\mu + c_0^{a*} e^{-i \omega_\mu \tau} \delta_\mu + c_1^a e^{i \omega_\mu \tau} + c_1^{a*} e^{-i \omega_\mu \tau}, \right. \]

\[ \frac{1}{\sqrt{p-1}} p^b (\delta_\nu + \delta_{\nu-1}) + c_0^b e^{i \omega_\nu \tau} \delta_\nu + c_0^{b*} e^{-i \omega_\nu \tau} \delta_\nu + c_1^b e^{i \omega_\nu \tau} + c_1^{b*} e^{-i \omega_\nu \tau} \right\}, \]

as well as

\[ 0 = \sum_{i,j \in V(T_p)} \{ P_i^a, P_j^b \} \phi_\mu(i) \phi_\nu(j) \quad (3.8) \]

\[ = \left\{ \frac{1}{\sqrt{p-1}} p^a (\delta_\mu + \delta_{\mu-1}) + \left( e^\frac{i \omega_\mu}{2} - e^{-\frac{i \omega_\mu}{2}} \right) \left( c_0^a e^{i \omega_\mu \tau} \delta_\mu - c_0^{a*} e^{-i \omega_\mu \tau} \delta_\mu + c_1^a e^{i \omega_\mu \tau} - c_1^{a*} e^{-i \omega_\mu \tau} \right), \right. \]

\[ \frac{1}{\sqrt{p-1}} p^b (\delta_\nu + \delta_{\nu-1}) + \left( e^\frac{i \omega_\nu}{2} - e^{-\frac{i \omega_\nu}{2}} \right) \left( c_0^b e^{i \omega_\nu \tau} \delta_\nu - c_0^{b*} e^{-i \omega_\nu \tau} \delta_\nu + c_1^b e^{i \omega_\nu \tau} - c_1^{b*} e^{-i \omega_\nu \tau} \right) \right\}. \]

Finally, using Eq. (2.12) evaluates the following sum as

\[ \sum_{i,j \in V(T_p)} \{ X_i^a, P_j^b \} \phi_\mu(i) \phi_\nu(j) = \sum_{i,j \in V(T_p)} \eta^{ab} \delta_{ij} \phi_\mu(i) \phi_\nu(j) \quad (3.9) \]

\[ = \sum_{i \in V(T_p)} \eta^{ab} \phi_\mu(i) \phi_\nu(i) \]

\[ = -\eta^{ab} (\delta_{\mu+\nu} + \delta_{\mu+\nu-1}) , \]
so that
\begin{align}
-\eta^{ab} (\delta_{\mu+\nu} + \delta_{\mu+\nu-1}) &= \left\{ \frac{1}{\sqrt{p-1}} p^a \tau (\delta_{\mu} + \delta_{\mu-1}) + c^a_1 e^{i\omega_{\mu} \tau} \delta_{\mu} \right. \\
&\left. + c^a_0 e^{-i\omega_{\mu} \tau} \delta_{\mu} + c^a_{1-\mu} e^{i\omega_{\mu} \tau} + c^{a*}_{1-\mu} e^{-i\omega_{\mu} \tau}, \right. \\
&\left. \frac{1}{\sqrt{p-1}} p^b (\delta_{\nu} + \delta_{\nu-1}) + \left( e^{i\omega_{\mu} \tau} - e^{-i\omega_{\mu} \tau} \right) \left( c^b_0 e^{i\omega_{\nu} \tau} \delta_{\nu} - c^b_0 e^{-i\omega_{\nu} \tau} \delta_{\nu} \right. \\
&\left. + c^b_{1-\nu} e^{i\omega_{\nu} \tau} - c^{b*}_{1-\nu} e^{-i\omega_{\nu} \tau} \right) \right\}. 
\end{align}

We will use Eqs. (3.7), (3.8), (3.10) for the (0, 1) and zero sector commutation relations, and a slightly modified version for the critical line commutation relations.

### 3.2 The (0, 1) sector

If \( \mu, \nu \neq 0, 1 \) then \( e^{\frac{i\omega_{\mu,\nu}}{2}} - e^{-\frac{i\omega_{\mu,\nu}}{2}} \neq 0 \), and Eqs. (3.7), (3.8), (3.10) become

\begin{align}
\left\{ c^a_{1-\mu} e^{i\omega_{\mu} \tau} + c^{a*}_{1-\mu} e^{-i\omega_{\mu} \tau}, c^b_{1-\nu} e^{i\omega_{\nu} \tau} + c^{b*}_{1-\nu} e^{-i\omega_{\nu} \tau} \right\} &= 0, \\
\left\{ c^a_{1-\mu} e^{i\omega_{\mu} \tau} - c^{a*}_{1-\mu} e^{-i\omega_{\mu} \tau}, c^b_{1-\nu} e^{i\omega_{\nu} \tau} - c^{b*}_{1-\nu} e^{-i\omega_{\nu} \tau} \right\} &= 0, \\
\left\{ c^a_{1-\mu} e^{i\omega_{\mu} \tau} + c^{a*}_{1-\mu} e^{-i\omega_{\mu} \tau}, c^b_{1-\nu} e^{i\omega_{\nu} \tau} - c^{b*}_{1-\nu} e^{-i\omega_{\nu} \tau} \right\} &= -\eta^{ab} \delta_{\mu+\nu-1} e^{\frac{i\omega_{\mu}}{2}} - e^{-\frac{i\omega_{\mu}}{2}}. 
\end{align}

The terms in the first line above proportional to \( e^{\pm i(\omega_{\mu} + \omega_{\nu}) \tau} \) give

\begin{align}
\left\{ c^a_{\mu}, c^b_{\nu} \right\} = \left\{ c^{a*}_{\mu}, c^{b*}_{\nu} \right\} = 0 
\end{align}

for all \( \mu, \nu \in (0, 1) \), while the cross-terms in the first two lines of Eq. (3.11) are equivalent to

\begin{align}
\left\{ c^{a*}_{\mu}, c^b_{\nu} \right\} = 0 \quad \text{if} \quad \omega_{\mu} \neq \omega_{\nu}, \\
\left\{ c^{a*}_{\mu}, c^b_{\nu} \right\} + \left\{ c^a_{\mu}, c^{b*}_{\nu} \right\} = 0 \quad \text{if} \quad \omega_{\mu} = \omega_{\nu},
\end{align}

so that for \( \omega_{\mu} = \omega_{\nu} \) the third line in Eq. (3.11) is equivalent to

\begin{align}
\left\{ c^{a*}_{\mu}, c^b_{\nu} \right\} - \left\{ c^a_{\mu}, c^{b*}_{\nu} \right\} &= -\eta^{ab} \delta_{\mu+\nu-1} \frac{e^{\frac{i\omega_{\mu}}{2}} - e^{-\frac{i\omega_{\mu}}{2}}}{e^{\frac{i\omega_{\mu}}{2}} - e^{-\frac{i\omega_{\mu}}{2}}}. 
\end{align}
Remembering that $\omega_\mu = \omega_\nu$ for $\mu = \nu$ or $\mu = 1 - \nu$, Eqs. (3.13), (3.14) imply that

$$\left\{ c_\mu^a, c_\nu^b \right\} = 0 \quad \text{for} \quad \mu \neq 1/2, \quad (3.15)$$

$$2 \left\{ c_\mu^a, c_\nu^b \right\} = -\frac{\eta^{ab} \delta_{\mu+\nu-1}}{e^{-\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\nu}{2}}}.$$ 

Thus we conclude, for the $(0,1)$ sector,

$$\left\{ c_\mu^a, c_\nu^b \right\} = \frac{1}{2} \frac{\eta^{ab}}{e^{-\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\nu}{2}}} \delta_{\mu+\nu-1}, \quad (3.16)$$

$$\left\{ c_\mu^a, c_\nu^b \right\} = \left\{ c_\mu^a, c_\nu^b \right\} = 0.$$

### 3.3 Critical line sector

Consider now $\nu \in \{1/2 + it \mid t \in \mathbb{R}\}$. The mode expansions are

$$\sum_{i \in V(T_p)} X_i^a(\tau) \phi_\nu(i) = \sum_{i \in V(T_p)} \sum_{\mu \in \{1/2 + it \mid t \in \mathbb{R}\}} \left( c^a_{\mu} e^{i\omega_\mu \tau} + c^a_{1-\mu} e^{-i\omega_\mu \tau} \right) \phi_\mu(i) \phi_\nu(i)$$

$$= -\sum_{\mu \in \{1/2 + it \mid t \in \mathbb{R}\}} \left( c^a_{\mu} e^{i\omega_\mu \tau} + c^a_{1-\mu} e^{-i\omega_\mu \tau} \right) \delta_{\mu+\nu-1} \quad (3.17)$$

$$= -\left( c^a_{1-\nu} e^{i\omega_\nu \tau} + c^a_{\nu} e^{-i\omega_\nu \tau} \right),$$

and

$$\sum_{i \in V(T_p)} P_i^a(\tau) \phi_\nu(i) = -\left( e^{\frac{i\omega_\mu}{2}} - e^{\frac{i\omega_\nu}{2}} \right) \left( c^a_{1-\nu} e^{i\omega_\nu \tau} - c^a_{\nu} e^{-i\omega_\nu \tau} \right). \quad (3.18)$$

Then the commutation relations (3.7), (3.8), (3.10) modify into

$$0 = \sum_{i,j \in V(T_p)} \left\{ X_i^a, X_j^b \right\} \phi_\mu(i) \phi_\nu(j)$$

$$= \left\{ c^a_{1-\mu} e^{i\omega_\mu \tau} + c^a_{\mu} e^{-i\omega_\mu \tau}, c^b_{1-\nu} e^{i\omega_\nu \tau} + c^b_{\nu} e^{-i\omega_\nu \tau} \right\}, \quad (3.19)$$

$$0 = \sum_{i,j \in V(T_p)} \left\{ P_i^a, P_j^b \right\} \phi_\mu(i) \phi_\nu(j)$$

$$= \left\{ c^a_{1-\mu} e^{i\omega_\mu \tau} - c^a_{\mu} e^{-i\omega_\mu \tau}, c^b_{1-\nu} e^{i\omega_\nu \tau} - c^b_{\nu} e^{-i\omega_\nu \tau} \right\}, \quad (3.20)$$

$$-\eta^{ab} \delta_{\mu+\nu-1} = \sum_{i,j \in V(T_p)} \left\{ X_i^a, P_j^b \right\} \phi_\mu(i) \phi_\nu(j)$$

$$= \left( e^{\frac{i\omega_\mu}{2}} - e^{\frac{i\omega_\nu}{2}} \right) \left\{ c^a_{1-\mu} e^{i\omega_\mu \tau} + c^a_{\mu} e^{-i\omega_\mu \tau}, c^b_{1-\nu} e^{i\omega_\nu \tau} - c^b_{\nu} e^{-i\omega_\nu \tau} \right\}. \quad (3.21)$$
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The terms proportional to $e^{i(\omega_\mu+\omega_\nu)\tau}$ and $e^{-i(\omega_\mu+\omega_\nu)\tau}$ in Eq. (3.19) give (after relabeling)

$$\{c^a_\mu, c^b_\nu\} = \{c^{a*}_\mu, c^{b*}_\nu\} = 0,$$
(3.22)

while the cross-terms give

$$\{c^a_{1-\mu}, c^b_{1-\nu}\} e^{i(\omega_\mu-\omega_\nu)\tau} + \{c^{a*}_\mu, c^b_{1-\nu}\} e^{i(-\omega_\mu+\omega_\nu)\tau} = 0,$$
(3.23)

which implies (here $\mu, \nu = 1/2 + it_{\mu,\nu}$)

$$\{c^{a*}_\mu, c^b_\nu\} = 0 \text{ if } t_\mu \neq \pm t_\nu,$$
(3.24)

$$\{c^a_{1-\mu}, c^b_{1-\nu}\} + \{c^{a*}_\mu, c^{b*}_{1-\nu}\} = 0 \text{ if } t_\mu = \pm t_\nu.$$

Eq. (3.20) is satisfied trivially by the above. Eq. (3.21) gives

$$-\eta^{ab} \delta_{\mu+\nu-1} = \left(e^{i\omega_\mu/2} - e^{-i\omega_\mu/2}\right) \left(-\{c^a_{1-\mu}, c^b_\nu\} + \{c^{a*}_\mu, c^{b*}_{1-\nu}\}\right),$$
(3.25)

i.e.

$$\eta^{ab} \delta_{\mu-\nu} = -2 \left(e^{i\omega_\mu/2} - e^{-i\omega_\mu/2}\right) \{c^{a*}_\mu, c^b_\nu\},$$
(3.26)

so that we can conclude

$$\{c^{a*}_\mu, c^b_{1-\mu}\} = 0, \quad \mu \neq \frac{1}{2}.$$  
(3.27)

Therefore, for the entire critical line sector, the Poisson brackets are

$$\{c^{a*}_\mu, c^b_\nu\} = \frac{1}{2} \frac{\eta^{ab}}{e^{i\omega_\mu/2} - e^{-i\omega_\mu/2}} \delta_{\mu-\nu},$$  
(3.28)

$$\{c^a_{1-\mu}, c^b_{1-\nu}\} = \{c^{a*}_\mu, c^{b*}_{1-\nu}\} = 0.$$

### 3.4 Zero mode sector

We have that $\omega_{\mu=0} = \omega_{\mu=1} = 0$, however note that the denominator in Eq. (3.28) diverges when $\omega \to 0$, therefore we must be careful when computing the zero mode commutators. In particular, due to the appearance of an extra contribution at $\mu = 0$ in the orthonormality relations (2.20), one cannot take the $\omega \to 0$ limit of the $(0, 1)$ sector results.
Remark 16. The extra contribution $\delta_{\mu+\nu}$ in the inner product (2.20) is necessary in order for the zero mode contributions to momentum and angular momentum to obey the Poincaré algebra, as we will show below.

We will take $\omega_{\mu=0} = \omega_{\mu=1}$ to equal a parameter $\omega_{\mu \to 0}$, and compute the commutators to leading orders in $\omega_{\mu \to 0}$. The structure of commutators will be a power series in $\omega_{\mu \to 0}$, starting with a potentially diverging term. We will keep track of the diverging and constant terms, and ignore the rest of the terms, which vanish as $\omega_{\mu \to 0} \to 0$.

For the zero mode sector only it will be useful to introduce the notation

$$c^a_{\mu} := c^a_{\mu} \pm c^a_{\mu},$$

(3.29)

where $a$ is the usual spacetime index and $\mu \in \{0,1\}$ (note that the $\pm$ superscript does not refer to the lightcone spacetime directions). Once we promote the Fourier coefficients to operators we will instead denote

$$c^a_{\mu} := c^a_{\mu} \pm c^a_{\mu}.$$  

(3.30)

We now proceed with the computation. Eq. (3.7) is

$$0 = \left\{ \frac{p^a}{\sqrt{p-1}} (\delta_{\mu} + \delta_{\mu-1}) + c_{0+}^{a+} \delta_{\mu} + c_{1-\mu}^{a+}, \frac{p^b}{\sqrt{p-1}} (\delta_{\nu} + \delta_{\nu-1}) + c_{0+}^{b+} \delta_{\nu} + c_{1-\nu}^{b+} \right\},$$

(3.31)

and for the parameter values $\mu, \nu \in \{0,1\}$ it splits into

$$0 = \left\{ \frac{p^a}{\sqrt{p-1}} + c_{0+}^{a+}, \frac{p^b}{\sqrt{p-1}} + c_{0+}^{b+} \right\},$$

(3.32)

$$0 = \left\{ \frac{p^a}{\sqrt{p-1}} + c_{0+}^{a+}, \frac{p^b}{\sqrt{p-1}} + c_{0+}^{b+} + c_{1+}^{b+} \right\},$$

$$0 = \left\{ \frac{p^a}{\sqrt{p-1}} + c_{0+}^{a+} + c_{1+}^{a+}, \frac{p^b}{\sqrt{p-1}} + c_{0+}^{b+} + c_{1+}^{b+} \right\},$$

so that

$$0 = \{c_{0+}^{a+}, c_{0+}^{b+}\} = \{c_{0+}^{a+}, c_{1+}^{b+}\} = \{c_{1+}^{a+}, c_{1+}^{b+}\},$$

(3.33)

$$0 = \{p^a, p^b\} = \{p^a, c_{1+}^{b+}\}.$$
And Eq. (3.10) is
\[- \eta^{ab} (\delta_{\mu+\nu} + \delta_{\mu+\nu-1}) = \left\{ \frac{p^a \tau}{\sqrt{p-1}} (\delta_{\mu} + \delta_{\mu-1}) + c_0^{a+} \delta_{\mu} + c_1^{a+} \right\}, \tag{3.34} \]
\[\frac{p^b}{\sqrt{p-1}} (\delta_{\nu} + \delta_{\nu-1}) + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left( c_0^{b-} \delta_{\nu} + c_1^{b-} \right). \]

The \( \tau \) term implies
\[\{ p^a, c_0^{b-} \} = \{ p^a, c_0^{b-} + c_1^{b-} \} = \mathcal{O}(1), \tag{3.35} \]
where \( \mathcal{O}(1) \) refers to the fact that the bracket should have no diverging contribution in \( \omega_{\mu \to 0} \). The equation then splits into
\[0 = \frac{1}{\sqrt{p-1}} \left\{ c_0^{a+}, p^b \right\} + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_0^{a+}, c_0^{b-} \right\}, \tag{3.36} \]
\[- \eta^{ab} = \frac{1}{\sqrt{p-1}} \left\{ c_0^{a+}, p^b \right\} + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_0^{a+}, c_1^{b-} \right\}, \]
\[- \eta^{ab} = \frac{1}{\sqrt{p-1}} \left\{ c_0^{a+}, p^b \right\} + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_0^{a+}, c_1^{a+} \right\}, \]
\[- \eta^{ab} = \frac{1}{\sqrt{p-1}} \left\{ c_0^{a+}, p^b \right\} + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_0^{a+}, c_1^{a+} \right\}. \]

These relations simplify to
\[0 = \frac{1}{\sqrt{p-1}} \left\{ c_0^{a+}, p^b \right\} + \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_0^{a+}, c_0^{b-} \right\}, \tag{3.37} \]
\[- \eta^{ab} = \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_1^{a+}, c_1^{b-} \right\}, \]
\[- \eta^{ab} = \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_1^{a+}, c_0^{b-} \right\}, \]
\[0 = \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_1^{a+}, c_0^{b-} + c_1^{b-} \right\}, \]
and the last equation can be further reduced to
\[\eta^{ab} = \left( e^{\frac{i \omega_{\mu+0}}{2}} - e^{-\frac{i \omega_{\nu+0}}{2}} \right) \left\{ c_1^{a+}, c_1^{b-} \right\}. \tag{3.38} \]

Now, let’s parameterize the \( \{ c_0^{a+}, p^b \} \) Poisson bracket by a parameter \( \alpha \), i.e.
\[\{ c_0^{a+}, p^b \} =: -\sqrt{p-1} \alpha \eta^{ab}. \tag{3.39} \]

\(^3\)Strictly speaking, any divergence milder than \( 1/\omega_{\mu \to 0} \) would also be allowed.
Equations (3.33) and (3.37) – (3.38), together with the definition (3.39) and Eq. (3.35), are necessary conditions on the zero sector brackets. We can rewrite them as

\[
\begin{align*}
\{c_0^a, c_0^b\} &= \{c_0^a, c_1^b\} = \{c_1^a, c_1^b\} = \{p^a, p^b\} = \{p^a, c_1^b\} = 0, \\
\{c_0^a, p^b\} &= -\sqrt{p - 1} \eta^{ab}\alpha, \\
\{c_0^a, c_0^b\} &= -\frac{i\alpha\eta^{ab}}{\omega_{\mu \to 0}}, \\
\{c_0^a, c_1^b\} &= \{c_1^a, c_0^b\} = -\{c_1^a, c_1^b\} = \frac{i\eta^{ab}}{\omega_{\mu \to 0}}, \\
\{p^a, c_0^b\} &= \{p^a, c_0^b + c_1^b\} = \mathcal{O}(1).
\end{align*}
\]

The momentum brackets in Eq. (3.40) are

\[
0 = \left\{ \frac{p^a}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) c_0^a, \frac{p^b}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) c_0^b \right\},
\]

\[
0 = \left\{ \frac{p^a}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) c_0^a, \frac{p^b}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) \times (c_0^b + c_1^b) \right\},
\]

\[
0 = \left\{ \frac{p^a}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) (c_0^a + c_1^a), \frac{p^b}{\sqrt{p - 1}} + \left( e^{i\omega_{\mu \to 0}/2} - e^{-i\omega_{\mu \to 0}/2} \right) (c_0^b + c_1^b) \right\},
\]

and are automatically satisfied in the limit \( \omega \to 0 \), given the last line of Eq. (3.40).

We have finished proving Theorem 4.

Note that the last line in Eq. (3.40) only constrains the leading power of \( \omega \) in the bracket. In fact, Eqs. (3.40) put similar constraints on the \( \{c_\mu^a, c_\nu^b\} \) commutators for \( \mu, \nu \in \{0, 1\} \), in the following way. Let’s define (here \( \mu \in \{0, 1\} \))

\[
c_\mu^{a \pm} (\tau) := c_\mu^a e^{i\omega \tau} \pm c_\mu^b e^{-i\omega \tau} \tag{3.42}
\]

\[
= c_\mu^{a \pm} + i c_\mu^{a \mp} \omega \tau + \mathcal{O}(\omega^2),
\]

so that the time-independent \( c_\mu^{a \pm} \)'s defined above are just

\[
c_\mu^{a \pm} (\tau = 0) = c_\mu^{a \pm}. \tag{3.43}
\]
Expanding the commutators to linear order in $\omega$, we have

$$\{c_\mu^+(\tau), c_\nu^-(\tau)\} = \{c_\mu^+ + i\omega \tau c_\mu^-, c_\nu^- + i\omega \tau c_\nu^+\} + \ldots$$

(3.44)

and a similar expression holds for $\{c_\mu^-(\tau), c_\nu^-(\tau)\}$, with the $\ldots$ denoting higher terms.

In order for the computation above yielding (3.40) to remain valid, we must have the linear term not contaminate the leading piece. This is a nontrivial condition only for the $\{c_\mu^+(\tau), c_\nu^-(\tau)\}$ commutator, yielding

$$\{c_\mu^-, c_\nu^-\} = \mathcal{O}(1),$$

(3.45)

for $\mu, \nu \in \{0, 1\}$. We have finished proving Theorem 5.

### 3.5 Promoting to canonical commutators

We now promote the Poisson brackets from Theorem 4 to commutators, remembering that when doing so an extra $i$ appears, $\{\cdot, \cdot\} \to -i[\cdot, \cdot]$.

**Remark 17.** *Away from the zero mode the commutators are real and equal*

$$[c_\mu^a, c_\nu^b] = \frac{1}{2} \frac{ie^{i\omega \tau} - e^{-i\omega \tau}}{e^{i\omega \tau} - e^{-i\omega \tau}} \Delta_{\mu,\nu}$$

(3.46)

$$= \frac{\eta^{ab}}{4 \sin \frac{\omega \tau}{2}} \Delta_{\mu,\nu},$$

$$[c_\mu^a, c_\nu^b] = [c_\mu^{a+}, c_\nu^{b+}] = 0,$$

where

$$\Delta_{\mu,\nu} := \begin{cases} 
\delta_{\mu+\nu-1}, & \mu, \nu \in (0, 1) \\
\delta_{\mu-\nu}, & \mu, \nu \in \left\{ \frac{1}{2} + it, t \in \mathbb{R} \right\}
\end{cases}.$$  

(3.47)
Remark 18. The zero mode commutators are
\[ \left[ c^+_0, p^b \right] = -i\alpha \sqrt{p-1} \eta^{ab}, \quad (3.48) \]
\[ \left[ c^+_0, c^+_0 \right] = \left[ c^+_1, c^+_1 \right] = \left[ c^+_0, c^+_1 \right] = \left[ p^a, p^b \right] = \left[ p^a, c^+_1 \right] = 0, \]
\[ \left[ c^+_0, c^-_0 \right] = \frac{\alpha \eta^{ab}}{\omega_{\mu \to 0}}, \]
\[ \left[ c^+_0, c^-_1 \right] = \left[ c^+_1, c^-_1 \right] = -\left[ c^+_1, c^-_1 \right] = \frac{-\eta^{ab}}{\omega_{\mu \to 0}}, \]
\[ \left[ p^a, c^-_0 \right] = \left[ p^a, c^-_0 + c^-_1 \right] = \left[ c^-_0, c^-_1 \right] = \mathcal{O}(1). \]

We will leave parameter \( \alpha \) undetermined, and as we will see, none of the physical results (Poincaré invariance, etc.) will depend on it.\(^4\)

Remark 19. We will interpret the operators \( c^a_{\mu}, c^{a\dagger}_{\mu} \) on the \((0, 1)\) interval and critical line as annihilation and creation operators, respectively. In order for this interpretation to make sense, the right-hand side of Eq. (3.46) needs to be positive, to avoid negative norm states in the spatial directions oscillations. This holds, because from Lemma 2 we have \( 0 < \omega_{\mu} < \pi \) for all unitary loci in the complex plane. Note also that from Eq. (3.47) the creation/annihilation pairing is \( \mu \leftrightarrow \mu \) on the critical line, but \( \mu \leftrightarrow 1 - \mu \) on the \((0, 1)\) interval (so that the two pairings agree at \( \mu = 1/2 \)).

Remark 20 (Rescaling the c’s). We note that
\[ \left( e^{i\omega_{\mu}} - e^{-i\omega_{\mu}} \right)^2 = \frac{2}{v_p} \left( p^\mu + p^{1-\mu} - p - 1 \right) \quad (3.49) \]
so we can rewrite the nonvanishing commutation relations as
\[ \left[ c^a_{\mu}, c^{b\dagger}_{\nu} \right] = \frac{1}{2} \frac{\eta^{ab}}{\sqrt{\frac{2}{v_p} \left( 1 + p - p^\mu - p^{1-\mu} \right)}} \Delta_{\mu, \nu}. \quad (3.50) \]

\(^4\)Note that from the 4th line in Eq. (3.48) the modes at \( \mu = 0 \) and \( \mu = 1 \) are coupled, however one can un-couple them by considering instead the linear combinations (say for \( \alpha = 1 \)) \( c^a_0 + c^a_1 \), \( c^a_- - c^a_1 \).
We can thus normalize the states by introducing operators $b^a_\mu$, $b^{a\dagger}_\mu$ such that

$$ c^a_\mu = : \frac{1}{\sqrt{2}} \frac{b^a_\mu}{\left[ \frac{2}{v_p} (1 + p - p^\mu - p^{1-\mu}) \right]^{\frac{1}{4}}} $, \quad \mu \neq 0, 1, \quad (3.51) $$

$$ c^{a\dagger}_\mu = : \frac{1}{\sqrt{2}} \frac{b^{a\dagger}_\mu}{\left[ \frac{2}{v_p} (1 + p - p^\mu - p^{1-\mu}) \right]^{\frac{1}{4}}} $, \quad \mu \neq 0, 1. \quad (3.52) $$

so that we have

$$ [b^a_\mu, b^{b\dagger}_\nu] = \eta^{ab} \Delta_{\mu,\nu}, \quad \mu, \nu \neq 0, 1. \quad (3.53) $$

Remark 21 (p2-brane sectors). Writing $\mu$ in the complementary and critical sectors as $\mu = 1/2 + t$ and $\mu = 1/2 + it$ respectively, each sector will have two sub-sectors. For the $(0, 1)$ interval:

- Raising operator $b^{\dagger}_{\mu}$, lowering operator $b_{1-\mu}$, for $t > 0$.
- Raising operator $b^{\dagger}_{\mu}$, lowering operator $b_{1-\mu}$, for $t < 0$.

And for the critical line:

- Raising operator $b^{\dagger}_{\mu}$, lowering operator $b_{\mu}$, for $t > 0$.
- Raising operator $b^{\dagger}_{\mu}$, lowering operator $b_{\mu}$, for $t < 0$.

### 3.6 Interpretation of the commutation relations

The commutation relations derived above, as well as the position-momentum commutator relations and so on, are equations in the operator sense, by acting on appropriate test functions (that is on functions which admit an expansion in Fourier modes on the tree). We now illustrate this. Consider for example the position-momentum commutator, we have the following remark.

**Remark 22.** The commutator $[X^a_i, P^b_j]$ acts as $i\eta^{ab}\delta_{ij}$, on appropriate test functions.

Let’s prove Remark 22 by direct computation. The commutator separates into the three sectors as

$$ [X^a_i, P^b_j] = [X^a_i, P^b_j]_{z.m.} + [X^a_i, P^b_j]_{(0,1)} + [X^a_i, P^b_j]_{\text{crit}}. \quad (3.53) $$
We have

\[
[X^a_i, P^b_j]_{(0,1)} = \sum_{\mu, \nu \in (0,1)} \left[ (c^a_\mu e^{i\omega_\mu \tau} + c^{a\dagger}_\mu e^{-i\omega_\mu \tau}) \phi_\mu(i),
\left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( c^b_\nu e^{i\omega_\nu \tau} - c^{b\dagger}_\nu e^{-i\omega_\nu \tau} \right) \phi_\nu(j) \right]
= \sum_{\mu, \nu \in (0,1)} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( -[c^a_\mu, c^{b\dagger}_\nu] + [c^{a\dagger}_\mu, c^b_\nu] \right) \phi_\mu(i) \phi_\nu(j)
= -i\eta^{ab} \sum_{\mu \in (0,1)} \phi_\mu(i) \phi_{1-\mu}(j),
\]

and similarly

\[
[X^a_i, P^b_j]_{\text{crit}} = \sum_{\mu, \nu \in \{1/2 + it | t \in \mathbb{R}\}} \left[ (c^a_\mu e^{i\omega_\mu \tau} + c^{a\dagger}_1 e^{-i\omega_\mu \tau}) \phi_\mu(i),
\left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( c^b_\nu e^{i\omega_\nu \tau} - c^{b\dagger}_1 e^{-i\omega_\nu \tau} \right) \phi_\nu(j) \right]
= -i\eta^{ab} \sum_{\mu \in \{1/2 + it | t \in \mathbb{R}\}} \phi_\mu(i) \phi_{1-\mu}(j),
\]

and for the zero mode

\[
[X^a_i, P^b_j]_{\text{z.m.}} = \left[ c^{a\dagger}_0 \phi_0(i) + c^{a\dagger}_1 \phi_1(i), p^b + i\omega_{\mu \rightarrow 0} \left( c^b_0 \phi_0(j) + c^b_1 \phi_1(j) \right) \right]
= -i\eta^{ab} \phi_0(i) \phi_1(j) - i\eta^{ab} \phi_1(i) \phi_0(j) + i\eta^{ab} \phi_1(i) \phi_1(j)
\]

Now consider a function \( F : V(T_P) \rightarrow \mathbb{R} \) on the tree. We can expand this function in Fourier modes as

\[
F(j) = \sum_\nu f_\nu \phi_\nu(j).
\]

The position-momentum commutator \([X^a_i, P^b_j]\) acts on \( F \) as

\[
[X^a_i, P^b_j] \cdot F = \sum_{j \in V(T_P)} [X^a_i, P^b_j] F(j)
= \sum_{j \in V(T_P)} \left( [X^a_i, P^b_j]_{\text{z.m.}} + [X^a_i, P^b_j]_{(0,1)} + [X^a_i, P^b_j]_{\text{crit}} \right) F(j),
\]
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and for the three sectors we have

\[
\sum_{j \in V(T_p)} [X^a_i, P^b_j] F(j) = -i \eta^{ab} \sum_{\mu \in (0,1)} \sum_{j \in V(T_p)} \phi_\mu(i) \phi_{1-\mu}(j) f_\nu \phi_\nu(j)
\]

(3.59)

\[
\sum_{j \in V(T_p)} [X^a_i, P^b_j]_{\text{crit}} F(j) = -i \eta^{ab} \sum_{\mu \in \{0,1\}} \sum_{\nu \in V(T_p)} \phi_\mu(i) \phi_{1-\mu}(j) f_\nu \phi_\nu(j)
\]

(3.60)

Thus we have obtained

\[
[X^a_i, P^b_j] \cdot F = i \eta^{ab} \left[ f_0 \phi_0(i) + f_1 \phi_1(i) + \left( \sum_{\mu \in (0,1)} + \sum_{\mu \in \{0,1\}} \right) f_\mu \phi_\mu(i) \right]
\]

(3.61)

as advertised.

\section{4 Conserved quantities mode expansion}

In this section we will compute the total momentum $P^a$, mass squared $P^2$, Hamiltonian $H$ and angular momentum operators $J^{ab}$, in terms of the creation and annihilation operators.

\textbf{Remark 23} (The role of the zero mode cutoff $\omega_{\mu \to 0}$ in the conserved quantities).

Because of the zero mode contributions, momentum $P^a$, Hamiltonian $H$ and angular momentum $J^{ab}$ will all have dependence on the zero mode cutoff $\omega_{\mu \to 0}$. As might be
expected, \( \mathcal{P}^a \), \( H \) and \( J^{ab} \) will all have finite limits when the cutoff \( \omega_{\mu \to 0} \) is taken to zero, and in fact these expressions will closely resemble the bosonic string ones. However, there is a further subtlety involving the zero mode cutoff \( \omega_{\mu \to 0} \) that needs to be taken into account: because some of the (3.48) commutators diverge in \( \omega_{\mu \to 0} \), in checking the Poincaré algebra in Section 5 one needs to take the subleading \( \omega_{\mu \to 0} \) terms in \( \mathcal{P}^a \), \( H \) and \( J^{ab} \) into account, otherwise cross-terms could end up contaminating the leading order result. For this reason, we will keep track of the first subleading (linear) pieces in \( \omega_{\mu \to 0} \) throughout this section.

**Remark 24.** Because there is no worldsheet Noether theorem, it is not evident that \( \mathcal{P}^2 \), \( H \) and \( J^{ab} \) are worldsheet time \( \tau \) independent. This will indeed turn out to be the case, reliant on the Fourier modes.

### 4.1 The total momentum operator

**Definition 6.** The total momentum operator is

\[
\mathcal{P}^a := \sum_{i \in V(T_p)} P_i^a.
\]  

(4.1)

**Lemma 3.** The total momentum operator equals

\[
\mathcal{P}^a = -\frac{p^0}{p-1}.
\]  

(4.2)

**Proof.** We expand in Fourier modes, noting that only the \( \{0,1\} \) sector contributes to the sum over the tree vertices,

\[
\mathcal{P}^a = \sum_{i \in V(T_p)} \left[ p^a + \sum_{\mu \in \{0,1\}} \left( e^{i \omega_{\mu} \tau} - e^{-i \omega_{\mu} \tau} \right) \left( c_{\mu}^a e^{i \omega_{\mu} \tau} - c_{\mu}^a e^{-i \omega_{\tau}} \right) \phi_\mu(i) \right] \tag{4.3}
\]

\[
= -\frac{p^a}{p-1} - \sum_{\mu \in \{0,1\}} \left( e^{i \omega_{\mu} \tau} - e^{-i \omega_{\mu} \tau} \right) \left( c_{\mu}^a e^{i \omega_{\mu} \tau} - c_{\mu}^a e^{-i \omega_{\mu} \tau} \right) \left( \delta_\mu + \delta_{\mu-1} \right) \frac{1}{\sqrt{p-1}}.
\]

To leading order in \( \omega_{\mu \to 0} \) this is just

\[
\mathcal{P}^a = -\frac{p^a}{p-1} - \frac{i \omega_{\mu \to 0} \left( c_0^a + c_1^a \right)}{\sqrt{p-1}}. \tag{4.4}
\]
4.2 The Hamiltonian

We now expand the Hamiltonian in the creation and annihilation operators. Our aim will be to prove the following result.

**Theorem 6.** The Fourier mode expansion of the Hamiltonian is

\[
H = \frac{1}{1-p} \frac{p^2}{2} - \sqrt{\frac{2}{v_p}} \sum_{\mu \in [0,1]-\{1/2\}} \sqrt{1 + p - p^\mu - p^{1-\mu}} b^\dagger_\mu b_\mu^a \tag{4.5}
\]

\[
- \sqrt{\frac{2}{v_p}} \sum_{\mu \in \{1/2+it, t \in \mathbb{R}\}} \sqrt{1 + p - p^\mu - p^{1-\mu}} b^\dagger_\mu b_\mu^a.
\]

Note that Eq. (4.5) is a semi-classical result, in that it does not include information on the operator ordering. We will discuss operator ordering below in Section 6. Furthermore, Eq. (4.5) does not include the contribution of the zero mode which vanishes in the limit \(\omega_\mu \to 0\); for this contribution see Eqs. (4.16), (4.18) below.

**Proof.** From Eq. (2.6) with \(\ell = 1\) we have

\[
H = \sum_{i \in V(T_p)} \left( \frac{P^a_i}{2} \right)^2 + \sum_{\langle ij \rangle \in E(T_p)} \frac{\left( X^a_i - X^a_j \right)^2}{v_p}. \tag{4.6}
\]

We will expand the two terms above separately in the Fourier modes. Let

\[
\mathcal{D} := [0,1] \cup \{1/2 + it | t \in \mathbb{R}\}, \tag{4.7}
\]

and denote the coefficients of \(\phi_\mu(i)\) entering the \(X^a_i\) and \(P^a_i\) expansions by \(C^a_\mu\) and \(D^a_\mu\) respectively, that is

\[
C^a_\mu(\tau) := \begin{cases} 
  c^a_\mu e^{i \omega^a_\mu \tau} + c^a_{\mu} e^{-i \omega^a_\mu \tau} & \mu \in [0,1] \\
  c^a_\mu e^{i \omega^a_\mu \tau} + c^a_{1-\mu} e^{-i \omega^a_\mu \tau} & \mu \in \{1/2 + it | t \in \mathbb{R}\}
\end{cases}, \tag{4.8}
\]

and

\[
D^a_\mu(\tau) := \left( e^{\frac{i \omega^a_\mu \tau}{2}} - e^{-\frac{i \omega^a_\mu \tau}{2}} \right) \begin{cases} 
  c^a_\mu e^{i \omega^a_\mu \tau} - c^a_{\mu} e^{-i \omega^a_\mu \tau} & \mu \in [0,1] \\
  c^a_\mu e^{i \omega^a_\mu \tau} - c^a_{1-\mu} e^{-i \omega^a_\mu \tau} & \mu \in \{1/2 + it | t \in \mathbb{R}\}
\end{cases}, \tag{4.9}
\]
so that

\[
X^a_\mu(\tau) = p^a\tau + \sum_{\mu \in \mathcal{D}} C^a_\mu(\tau)\phi_\mu(i),
\]

\[
P^a_i(\tau) = p^a + \sum_{\mu \in \mathcal{D}} D^a_\mu(\tau)\phi_\mu(i).
\]

We now compute directly. Using \(\sum_{(ij) \in E(T_p)} = \frac{1}{2}\sum_{i \in V(T_p)} \sum_{j \sim i}\), and that there are \(p\) neighbors of vertex \(i\) where the eigenvalue changes by \(p^{-\mu}\) and one where it changes by \(p^\mu\), we have

\[
\sum_{(ij) \in E(T_p)} (X^a_i - X^a_j)^2 = \sum_{(ij) \in E(T_p)} \sum_{\mu,\nu \in \mathcal{D}} C^a_\mu C^a_\nu \left[ p \left( 1 - p^{-\mu} \right) \left( 1 - p^{-\nu} \right) \right. \]
\[
\left. + \left( 1 - p^\mu \right) \left( 1 - p^\nu \right) \right] \phi_\mu(i)\phi_\nu(i).
\]

Before proceeding further we need to understand the \(\delta_{\mu+\nu}\) term in the Fourier mode orthogonality relations (2.20). Because this term only matters for the zero mode, and in particular it only applies for \(\mu = \nu = 0\) (and the time \(\tau\) evolution is not unitary for \(\mu < 0\)), it should be understood as \(\delta_{\mu,0}\delta_{\nu,0}\). Then we have

\[
\sum_{(ij) \in E(T_p)} (X^a_i - X^a_j)^2 = -\frac{1}{2} \sum_{\mu,\nu \in \mathcal{D}} C^a_\mu C^a_\nu \left[ p \left( p^{-\mu} - 1 \right) \left( p^{-\nu} - 1 \right) + (p^\mu - 1) \left( p^\nu - 1 \right) \right] \times \]
\[
\times \left( \delta_\mu \delta_\nu + \delta_{\mu+\nu-1} \right).
\]

The square bracket contribution at \(\mu = \nu = 0\) is order \(\mathcal{O}(\mu\nu)\), which from Eq. (3.49) translates to order \(\mathcal{O}(\omega^{\mu}_{\mu \to 0})\), so we will ignore it. We have thus obtained

\[
\sum_{(ij) \in E(T_p)} (X^a_i - X^a_j)^2 = -\sum_{\mu \in \mathcal{D}} C^a_\mu C^a_{1-\mu} \left( 1 - p^\mu \right) \left( 1 - p^{1-\mu} \right),
\]

where we should note that \(\mathcal{D}\) also includes a zero mode contribution at \(\mu = 0,1\).
Similarly, to second order in $\omega_{\mu} \to 0$ we have

$$\sum_{i \in V(T_{p})} (P_{i}^{a})^{2} = \left( \sum_{i \in V(T_{p})} 1 \right) p^{2} + 2p^{a} \sum_{i \in V(T_{p})} \sum_{\mu \in D} D_{\mu}^{a} \phi_{\mu}(i)$$

$$+ \sum_{i \in V(T_{p})} \sum_{\mu, \nu \in D} D_{\mu}^{a} D_{\nu}^{a} \phi_{\mu}(i) \phi_{\nu}(i)$$

$$= \frac{p^{2}}{1 - p} - \frac{2}{\sqrt{p - 1}} p^{a} (D_{0}^{a} + D_{1}^{a}) - \sum_{\mu, \nu \in D} D_{\mu}^{a} D_{\nu}^{a} (\delta_{\mu} \delta_{\nu} + \delta_{\mu+\nu-1})$$

$$= \frac{p^{2}}{1 - p} - \frac{2i \omega_{\mu} \to 0}{\sqrt{p - 1}} p^{a} (c_{0}^{a-} + c_{1}^{a-}) + \omega_{\mu}^{2} c_{0}^{a-} c_{0}^{a-} - \sum_{\mu \in D} D_{\mu}^{a} D_{1-\mu}^{a},$$

where in the zero mode contributions we have kept all terms that may potentially contribute once the divergences in the zero mode commutators are taken into account.

Then the Hamiltonian is

$$H = \frac{1}{1 - p} \frac{p^{2}}{2} + H_{zr} - \frac{1}{2} \sum_{\mu \in D} D_{\mu}^{a} D_{1-\mu}^{a} - \frac{1}{v_{p}} \sum_{\mu \in D} (1 - p^{\mu}) (1 - p^{1-\mu}) C_{\mu}^{a} C_{1-\mu}^{a},$$

(4.15)

where (but note that the sum over $D$ also contains part of the zero sector contribution, when $\mu = 0, 1$)

$$H_{zr} := - \frac{i \omega_{\mu=0}}{\sqrt{p - 1}} p^{a} (c_{0}^{a-} + c_{1}^{a-}) + \frac{1}{2} \omega_{\mu=0}^{2} c_{0}^{a-} c_{0}^{a-}.$$

(4.16)

We now employ Eqs. (4.8), (4.9), remembering that $e^{i \omega_{\mu}}$ satisfies (from Eq. (3.49))

$$e^{i \omega_{\mu}} + e^{-i \omega_{\mu}} - 2 = \frac{2}{v_{p}} \left( p^{\mu} + p^{1-\mu} - p - 1 \right),$$

(4.17)
and we obtain

\[
H = \frac{1}{1-p} \frac{p^2}{2} + H_{ax} + \frac{2}{v_p} \sum_{\mu \in [0,1] \setminus \{1/2\}} (p^\mu + p^{1-\mu} - p - 1) \left(c_\mu^a c_\mu^\dagger + c_{1-\mu}^a c_{1-\mu}^\dagger\right)
\]

\[+ \frac{2}{v_p} \sum_{\mu \in \{1/2+it, t \in \mathbb{R}\}} (p^\mu + p^{1-\mu} - p - 1) \left(c_\mu^a c_\mu^\dagger + c_{1-\mu}^a c_{1-\mu}^\dagger\right)
\]

\[= \frac{1}{1-p} \frac{p^2}{2} + H_{ax} - \frac{1}{2} \sqrt{\frac{2}{v_p}} \sum_{\mu \in [0,1] \setminus \{1/2\}} \sqrt{1 + p - p^\mu - p^{1-\mu}} \left(b_\mu^a b_{1-\mu}^a + b_{1-\mu}^a b_\mu^a\right)
\]

\[= \frac{1}{1-p} \frac{p^2}{2} + H_{ax} - \sqrt{\frac{2}{v_p}} \sum_{\mu \in [0,1] \setminus \{1/2\}} \sqrt{1 + p - p^\mu - p^{1-\mu}} b_\mu^a b_{1-\mu}^a
\]

\[= \frac{1}{1-p} \frac{p^2}{2} + H_{ax} - \sqrt{\frac{2}{v_p}} \sum_{\mu \in \{1/2+it, t \in \mathbb{R}\}} \sqrt{1 + p - p^\mu - p^{1-\mu}} b_\mu^a b_{1-\mu}^a
\]

where we have used the change of variables \(\mu \to 1 - \mu\) in some of the sums. \(\square\)

Note that Eq. (4.18) is a semi-classical result, i.e. we have discarded the constant from ordering \(b_\mu, b_\mu^\dagger\) past each other, and thus it does not contain information on the operator ordering. We will address this in Section 6 below.

**Remark 25.** Hamiltonian \(H\) is worldsheet time \(\tau\) independent. The derivation of this depended on the momentum operator eigenvalue squared equaling the Laplacian eigenvalue.

### 4.3 Angular momentum

We now decompose the angular momentum operator in creation and annihilation operators.

**Definition 7.** Let the angular momentum operator be

\[
J^{ab} := \sum_{i \in V(T_p)} \left(X_i^a P_i^b - X_i^b P_i^a\right) .
\]

Note that there is no ordering ambiguity in Eq. (4.19).
Theorem 7. In terms of the Fourier modes, the angular momentum $J^{ab}$ equals

$$-J^{ab} = \frac{1}{\sqrt{p-1}} \left[ \left( c_0^{a+} + c_1^{a+} \right) p^b - \left( c_0^{b+} + c_1^{b+} \right) p^a \right]$$

$$+ 2 \sum_{\mu \in (0,1)-\{1/2\}} \left( e^{i\omega_\mu} - e^{-i\omega_\mu} \right) \left( c_\mu^{a} c_{1-\mu}^{b} - c_{1-\mu}^{a} c_\mu^{b} \right)$$

$$+ 2 \sum_{\mu \in \{1/2+it, t \in \mathbb{R}\}} \left( e^{i\omega_\mu} - e^{-i\omega_\mu} \right) \left( c_\mu^{a} c_{1-\mu}^{b} - c_{1-\mu}^{a} c_\mu^{b} \right),$$

and is worldsheet time $\tau$ independent.

Proof. We proceed by direct computation, by expanding in the Fourier sectors. Noting that the cross-terms across sectors cancel, we have

$$-J^{ab} = - \sum_{i \in V(T_p)} \left[ \left( p^a \tau + \sum_{\mu \in D} C_\mu^{a} \phi_\mu(i) \right) \left( p^b + \sum_{\nu \in D} D_\nu^{b} \phi_\nu(i) \right) - (a \leftrightarrow b) \right]$$

$$= -J^{zm} + \sum_{\mu \in (0,1)-\{1/2\}} \left( C_\mu^{b} D_{1-\mu}^{a} - C_{1-\mu}^{b} D_\mu^{a} \right)$$

$$+ \sum_{\mu \in \{1/2+it, t \in \mathbb{R}\}} \left( C_\mu^{b} D_{1-\mu}^{a} - C_{1-\mu}^{b} D_\mu^{a} \right)$$

$$= -J^{zm} - J^{ab}_{\text{comp}} - J^{ab}_{\text{crit}},$$

where (remembering Eqs. (3.42) for the definitions of $c_\mu^{a \pm}(\tau)$)

$$-J^{zm} = - \sum_{i \in V(T_p)} \left[ p^a \tau + c_0^{a+}(\tau) \phi_0(i) + c_1^{a+}(\tau) \phi_1(i) \right] \left[ p^b + i\omega_{\mu \rightarrow 0} c_0^{b-}(\tau) \phi_0(i) \right]$$

$$+ i\omega_{\mu \rightarrow 0} c_1^{b-}(\tau) \phi_1(i) - (a \leftrightarrow b)$$

$$= \frac{1}{\sqrt{p-1}} \left[ p^a \tau i\omega_{\mu \rightarrow 0} \left( c_0^{b-} + c_1^{b-} \right) + c_0^{a+}(\tau) \left( p^b + i\omega_{\mu \rightarrow 0} \sqrt{p-1} c_0^{b-} \right) \right] - (a \leftrightarrow b)$$

$$= \frac{1}{\sqrt{p-1}} \left[ \left( c_0^{a+} + c_1^{a+} \right) p^b - \left( c_0^{b+} + c_1^{b+} \right) p^a \right]$$

$$+ \frac{i\omega_{\mu \rightarrow 0}}{\sqrt{p-1}} \left[ p^a \tau (c_0^{b-} + c_1^{b-}) + \sqrt{p-1} \left( c_0^{a+} c_0^{b-} + c_0^{a+} c_1^{b-} + c_1^{a+} c_0^{b-} + c_1^{a+} c_1^{b-} \right) \right] - (a \leftrightarrow b),$$

and we have kept terms to first order in $\omega_{\mu \rightarrow 0}$.

We now compute the contributions of the complementary and critical sectors.
We have

\[ -J_{\text{comp}}^{ab} = \sum_{\mu \in (0,1)-\{1/2\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left[ (c_\mu e^{i\omega_\mu \tau} + c_\mu^\dagger e^{-i\omega_\mu \tau}) (c_{1-\mu} e^{i\omega_\mu \tau} - c_{1-\mu}^\dagger e^{-i\omega_\mu \tau}) \right. \]

\[ \left. - (c_\mu e^{i\omega_\mu \tau} + c_\mu^\dagger e^{-i\omega_\mu \tau}) (c_{1-\mu} e^{i\omega_\mu \tau} - c_{1-\mu}^\dagger e^{-i\omega_\mu \tau}) \right] \]

\[ = \sum_{\mu \in (0,1)-\{1/2\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left[ -c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} + c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} + c_\mu c_{1-\mu} c_\mu^\dagger c_{1-\mu} - c_\mu c_{1-\mu} c_\mu^\dagger c_{1-\mu} \right] \]

\[ = 2 \sum_{\mu \in (0,1)-\{1/2\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left[ c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} - c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} \right], \quad (4.22) \]

where in the last line we have used the commutation relations and performed the variable change \( \mu \to 1-\mu \).

Remembering that the critical line sector is the same as the unit interval sector, except for the index change \( c_\mu^\dagger \to c_{1-\mu}^\dagger \), we have

\[ -J_{\text{crit}}^{ab} = 2 \sum_{\mu \in \{1/2+t,i\in\mathbb{R}\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( c_\mu e_{1-\mu} c_\mu^\dagger - c_\mu e_{1-\mu} c_\mu^\dagger \right). \quad (4.23) \]

Putting everything together, we have obtained

\[ -J^{ab} = -J_{\text{zm}}^{ab} - J_{\text{comp}}^{ab} - J_{\text{crit}}^{ab} \quad (4.24) \]

\[ = \frac{1}{\sqrt{p-1}} \left[ (c_0^a + c_1^a) p^b - (c_0^b + c_1^b) p^a \right] \]

\[ + \frac{i\omega_{\mu-\alpha}}{\sqrt{p-1}} \left[ p^a \tau (c_{0-}^b + c_{1-}^b) + (c_{0-}^a + c_{1-}^a) p^b \tau + \sqrt{p-1}(c_{0+}^a c_{0-}^b + c_{0+}^b c_{0-}^a) \right. \]

\[ + c_{1+}^a c_{0-}^b - (a \leftrightarrow b) \left. \right] + 2 \sum_{\mu \in (0,1)-\{1/2\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} - c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} \right) \]

\[ + 2 \sum_{\mu \in \{1/2+t,i\in\mathbb{R}\}} \left( e^{i\omega_\mu \tau} - e^{-i\omega_\mu \tau} \right) \left( c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} - c_\mu e_{1-\mu} c_\mu^\dagger c_{1-\mu} \right). \]

\[ \square \]

Eq. (4.24) is the angular momentum in terms of the Fourier modes, to first order in \( \omega_{\mu-\alpha} \). Note that the time dependent piece at order \( O(\omega_{\mu-\alpha}) \) would cancel if we strengthened the \([p^a, c_{0-}^b + c_{1-}^b] \) commutator to \([p^a, c_{0-}^b + c_{1-}^b] = 0 \), however we will not need to make this choice in the rest of the paper.
5 Poincaré algebra

In this section we verify the Poincaré algebra by direct computation.

As explained above, because some of the creation-annihilation commutators diverge in the zero mode cutoff $\omega_{\mu \to 0}$, when computing the zero mode contributions to the Poincaré algebra we must keep the subleading terms $\omega_{\mu \to 0}$ in $P^a$ and $J^{ab}$, and send $\omega_{\mu \to 0} \to 0$ at the very end.

Because the worldsheet is discrete, it is not given that our target space theory has Poincaré invariance. The Poincaré invariance of the target is nontrivial and must be checked carefully, and in fact it will not hold unless the $\delta_{\mu + \nu}$ term is present in the orthogonality relations (see Remark 27 below).

**Remark 26.** Once the zero mode cutoff $\omega_{\mu \to 0}$ is removed (that is in the limit $\omega_{\mu \to 0} \to 0$), the

$$[P^a, P^b] = 0$$

(5.1)

part of the Poincaré algebra follows trivially from Eq. (4.4) and the second line of Eq. (3.48).

**Lemma 4.** The Poincaré algebra commutator

$$[J^{ab}, P^c] = i (\eta^{ac} P^b - \eta^{bc} P^a)$$

(5.2)

is obeyed, in the $\omega_{\mu \to 0} \to 0$ limit.

**Proof.** We proceed by direct computation. We have (from Eqs. (4.4) and (4.24))

$$[J^{ab}, P^c] = \left[ \frac{1}{\sqrt{p-1}} \left[ (c_0^{a+} + c_1^{a+}) p^b - (c_0^{b+} + c_1^{b+}) p^a \right] + \frac{i \omega_{\mu \to 0}}{\sqrt{p-1}} \times \right.$$

$$\times \left[ p^a \tau (c_0^{b-} + c_1^{b-}) + (c_0^{a-} + c_1^{a-}) p^b \tau + \sqrt{p-1} (c_0^{a+} c_0^{b-} + c_0^{a+} c_1^{b-} + c_1^{a+} c_0^{b-}) \right.$$

$$\left. + c_1^{a+} c_0^{b-} - (a \leftrightarrow b) \right], \frac{p^c}{p-1} + \frac{i \omega_{\mu \to 0}}{\sqrt{p-1}} (c_0^{c-} + c_1^{c-})$$

(5.3)

$$= \frac{1}{\sqrt{p-1}} \left[ c_0^{a+} p^b - c_0^{b+} p^a, \frac{p^c}{p-1} \right]$$

$$+ \frac{i \omega_{\mu \to 0}}{p-1} \left[ (c_0^{a+} + c_1^{a+}) p^b - (c_0^{b+} + c_1^{b+}) p^a, c_0^{c-} + c_1^{c-} \right],$$

where in the second equality we have kept only the terms that could potentially con-
tribute to the leading piece. Now note that
\[
[c_0^{a+} + c_1^{a+}, c_0^{c-} + c_1^{c-}] = \frac{\eta^{ac}}{\omega_{\mu \rightarrow 0}} \left( \alpha - 1 \right)
\]  (5.4)
from expanding into the four commutators and Eq. (3.48). Then we have
\[
[J_{zm}^{ab}, P^c] = i \left( \eta^{ac} P^b - \eta^{bc} P^a \right),
\]  (5.5)
where parameter \( \alpha \) has dropped out.

\[\Box\]

**Remark 27.** The Poincaré algebra does not depend only on the structure of the flat target space, but also on the structure of the Bruhat-Tits tree, and so it needs to be checked carefully, as it is not automatic that it will hold. In particular, commutator (5.5) above delicately depends on the presence of the \( \delta_{\mu + \nu} \) contribution in the tree Fourier mode orthogonality conditions (2.21). To see this, consider for instance a version of the orthogonality relations where the \( \delta_{\mu + \nu} \) term has been replaced by \( q \delta_{\mu + \nu} \), for a parameter \( q \). Then the last line of Eq. (3.36) changes to \(-q \eta^{ab}\) on the left-hand side, which propagates into the \([c_1^{a+}, c_1^{b-}]\) commutator as (no other commutators are affected)
\[
[c_1^{a+}, c_1^{b-}] = (2 - q) \eta^{ab}.
\]  (5.6)
With this modification Eq. (5.4) changes into
\[
[c_0^{a+} + c_1^{a+}, c_0^{c-} + c_1^{c-}] = \frac{\eta^{ac}}{\omega_{\mu \rightarrow 0}} \left( \alpha - q \right),
\]  (5.7)
so that the Poincaré algebra commutator (5.5) modifies as
\[
[J_{zm}^{ab}, P^c] = i q \left( \eta^{ac} P^b - \eta^{bc} P^a \right).
\]  (5.8)
Thus the Poincaré algebra holds only for \( q = 1 \). It can also be checked that \( q \neq 1 \) breaks the zero mode contribution in the \([J^{ab}, J^{cd}]\) Poincaré algebra commutator (see Remark 36 in Appendix A below).

In the remainder of this section we will prove the remaining Poincaré algebra commutator, which will be more involved.
Lemma 5. For the open unit interval we have

\[ [c_{\mu}c_{\nu}, c_{\mu}c_{\nu}] = \frac{1}{2} \eta^{bc} c^{\alpha}_{\mu} c^{d}_{\nu} - \eta^{ad} c^{\alpha}_{\nu} c^{d}_{\mu} \delta_{\mu-\nu}. \] (5.9)

Proof. By direct computation,

\[ [c_{\mu}c_{\nu}, c_{\mu}c_{\nu}] = c_{\mu} \left[ c_{\mu}c_{\nu}, c_{\mu}c_{\nu} \right] + c_{\nu} \left[ c_{\mu}c_{\nu}, c_{\mu}c_{\nu} \right] \]
\[ = c_{\mu} \frac{\eta^{bc}}{2} \sqrt{\frac{2}{vp}} (1 + p - p^\mu - p^\nu) \delta_{\mu-\nu}. \]

Lemma 6. For the critical line sector we have

\[ [c_{\mu}c_{\nu}, c_{\mu}c_{\nu}] = \frac{1}{2} \eta^{bc} c^{\alpha}_{\mu} c^{d}_{\nu} - \eta^{ad} c^{\alpha}_{\nu} c^{d}_{\mu} \delta_{\mu-\nu}. \] (5.11)

Proof. By direct computation,

\[ [c_{\mu}c_{\nu}, c_{\mu}c_{\nu}] = c_{\mu} \left[ c_{\mu}c_{\nu}, c_{\mu}c_{\nu} \right] + c_{\nu} \left[ c_{\mu}c_{\nu}, c_{\mu}c_{\nu} \right] \]
\[ = c_{\mu} \frac{\eta^{bc}}{2} \sqrt{\frac{2}{vp}} (1 + p - p^\mu - p^\nu) \delta_{\mu-\nu}. \]

Lemma 7. The non-zero mode part of the angular momentum obeys the Poincaré algebra commutators.

Proof. This is just direct computation. Remembering that the complementary and critical sectors commute with one another and using Eq. (4.24) for the unit interval
contributions, we have

\[
\begin{align*}
\left[ J_{\text{comp}}^{ab}, J_{\text{comp}}^{cd} \right] &= 4 \sum_{\mu, \nu \in (0,1) \setminus \{1/2\}} \left( e^{\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\mu}{2}} \right) \left( e^{\frac{i\omega_\nu}{2}} - e^{-\frac{i\omega_\nu}{2}} \right) \times \\
\times & \left[ c_\mu^a c_{1-\mu}^b - c_{1-\mu}^b c_\mu^a, c_\nu^c c_{1-\nu}^d - c_{1-\nu}^d c_\nu^c \right] \\
= 2 \sum_{\mu \in (0,1) \setminus \{1/2\}} \left( e^{\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\mu}{2}} \right)^2 \left( \frac{2}{v_p} \left( 1 + p - p^\mu - p^{1-\mu} \right) \right) \eta^{bc} c_\mu^a c_{1-\mu}^d - \eta^{ad} c_\mu^b c_{1-\mu}^c - \eta^{bd} c_\mu^a c_{1-\mu}^d + \eta^{ac} c_\mu^a c_{1-\mu}^d - \eta^{bc} c_\mu^c c_{1-\mu}^a, \\
\end{align*}
\]

where we used Lemma 5 in the second equality. We now need to be careful with square root branches. Eq. (4.17) is

\[
\left( e^{\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\mu}{2}} \right)^2 = \frac{2}{v_p} \left( 1 + p - p^\mu - p^{1-\mu} \right),
\]

so that remembering that in our conventions \( \omega_\mu \geq 0 \), we have

\[
e^{\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\mu}{2}} = 2i \sin \frac{\omega_\mu}{2} = i \sqrt{\frac{2}{v_p} \left( 1 + p - p^\mu - p^{1-\mu} \right)}. \tag{5.15}
\]

Then Eq. (5.13) assembles into

\[
\begin{align*}
\left[ J_{\text{comp}}^{ab}, J_{\text{comp}}^{cd} \right] &= 2i \sum_{\mu \in (0,1) \setminus \{1/2\}} \left( e^{\frac{i\omega_\mu}{2}} - e^{-\frac{i\omega_\mu}{2}} \right) \left[ \eta^{bc} c_\mu^a c_{1-\mu}^d - \eta^{ad} c_\mu^b c_{1-\mu}^c \right] \\
+ & \eta^{ad} c_\mu^c c_{1-\mu}^a - \eta^{ac} c_\mu^a c_{1-\mu}^c \right) + \eta^{bd} c_\mu^b c_{1-\mu}^c - \eta^{bc} c_\mu^c c_{1-\mu}^a \right] \\
\end{align*}
\]

so that

\[
\left[ J_{\text{comp}}^{ab}, J_{\text{comp}}^{cd} \right] = i \left( \eta^{ac} J_{\text{comp}}^{bd} - \eta^{ad} J_{\text{comp}}^{bc} \right) - \eta^{bd} J_{\text{comp}}^{ac} \right), \tag{5.17}
\]
as desired. Next we need to compute the critical line sector commutators,

\[
\left[ J_{ab}^{\text{crit}}, J_{cd}^{\text{crit}} \right] = 2 \sum_{\mu, \nu \in \{1/2, it, t \in \mathbb{R} \}} \left( e^{i \omega \mu} - e^{-i \omega \mu} \right)^2 (\eta^{bc} c_{\mu}^{a} c_{\mu}^{d} - \eta^{bd} c_{\mu}^{a} c_{\mu}^{b})
\]

\[
= 2 \sum_{\mu \in \{1/2, it, t \in \mathbb{R} \}} \frac{(e^{i \omega \mu} - e^{-i \omega \mu})^2}{\sqrt{2 \sqrt{2} v_p (1 + p - p^1 - \mu)}} \left( \eta^{bc} (c_{\mu}^{a} c_{\mu}^{d} - c_{\mu}^{d} c_{\mu}^{a}) + \eta^{ac} (c_{\mu}^{b} c_{\mu}^{c} - c_{\mu}^{c} c_{\mu}^{b}) \right)
\]

\[
+ \eta^{bd} (c_{\mu}^{a} c_{\mu}^{b} - c_{\mu}^{d} c_{\mu}^{a}) + \eta^{ac} (c_{\mu}^{b} c_{\mu}^{c} - c_{\mu}^{c} c_{\mu}^{b})
\]  

where we used Lemma 6 in the second equality. This is just

\[
\left[ J_{ab}^{\text{crit}}, J_{cd}^{\text{crit}} \right] = i \left( \eta^{ac} J_{\text{crit}}^{bd} - \eta^{ad} J_{\text{crit}}^{bc} - \eta^{bc} J_{\text{crit}}^{ad} + \eta^{bd} J_{\text{crit}}^{ac} \right). \tag{5.20}
\]

Finally, we consider the zero-mode contribution to the \([J_{ab}, J^{cd}]\) Poincaré algebra commutator.

**Lemma 8.** The zero mode contribution to the angular momentum obeys the Poincaré algebra, for any value of \(\alpha\).

The proof of this lemma is long (if straightforward), and is given in Appendix A.

We have thus obtained the following theorem.

**Theorem 8.** The angular momentum

\[
J^{ab} = J_{zm}^{ab} + J_{\text{comp}}^{ab} + J_{\text{crit}}^{ab}
\]  

obeys the Poincaré algebra

\[
\left[ J_{ab}, J^{cd} \right] = i \left( \eta^{ac} J_{\text{crit}}^{bd} - \eta^{ad} J_{\text{crit}}^{bc} - \eta^{bc} J_{\text{crit}}^{ad} + \eta^{bd} J_{\text{crit}}^{ac} \right). \tag{5.22}
\]

**Proof.** Immediate from Lemmas 7, 8 and the fact that the different sector contributions commute with each other.
6 The Archimedean spectrum

So far the treatment in Sections 2 – 5 above has been semi-classical, and at one place \( p \) only. We now put all places together, into an adelic construction. In order to do this, we will impose two additional constraints, that have not been required until now. We will not determine the entire spectrum on the Archimedean side, rather we will focus on the first excited level, by making use of the light-cone gauge. With a suitable condition on parameter \( v_p \), we will show that the spectrum can be made to include a photon and graviton, similarly to the usual bosonic string. However, we should emphasize that this Archimedean theory that we recover from the \( p \)-adic side is not bosonic string theory around the usual unstable vacuum, although we will propose in Section 7 how it may be related to it.

A considerably simpler example of an Euler product of spectra has been constructed in [40], for the case of the quantum mechanical particle-in-a-box, treated at the Archimedean place and \( p \)-adically. In that case the Euler product can be proven to hold, by computing both sides separately.

Remark 28. In order to obtain an adelic spectrum interpretation we will require the following conditions:

- \( b^a_{\mu=+} = 0 \) in the lightcone gauge.
- (The Hamiltonian constraint.) \( H - a = 0 \), for some constant \( a \). Note that the constant \( a \) takes care of possible ordering ambiguities in \( H \).

The lightcone gauge condition: The first condition is imposing the lightcone gauge on the target space. Note that the lightcone \( a = \pm \) coordinates defined as

\[
x^\pm = x^0 \pm x^1
\]

(6.1)
on the target space are not related to the zero sector \( \pm \) notation defined as \( b^a_{\mu=0,1} = b^a_{\mu=0,1} \pm b^{a\dagger}_{\mu=0,1} \) for all values of spacetime index \( a \).

In the case of the lightcone quantization of the usual bosonic string, after imposing the lightcone gauge one needs to demand that the Virasoro constraints are still satisfied. This is a nontrivial condition, eventually leading to the result that the critical dimension is \( D = 26 \). In our case, because the worldsheet is discrete, we do not have
an analogue of the Virasoro constraints. Nonetheless, we will impose a certain Hamiltonian constraint, coming from a geometric condition, explained below. This condition will lead not to a determination of the spacetime dimension, but rather to the result that for the first excited level of the p2-brane to be massless, the parameter $\mu$ should be localized at the critical zeta zeros.

The Hamiltonian constraint: The second condition is a $p$-adic analogue of the mass-shell condition $L_0 - a = 0$ for the physical states in the usual bosonic string theory, with $a$ the normal ordering constant. It follows from imposing a geometric symmetry on the action, as we will explain in Section 6.1 below. A difference between the p2-brane and bosonic string theory is that while in the bosonic string theory case having the first excited level be a massless vector forces $a = 1$, for the p2-brane the same requirement will enforce $a = 0$.

6.1 A geometric symmetry of the action

Our action from Eq. (2.4), with the edge lengths written explicitly, is

$$S = \sum_{T_1} \left( \frac{1}{2} \sum_{i \in V(T_p)} \left( \frac{\partial_{\tau'} X^a_i}{4\ell^2_\tau} \right)^2 - \sum_{(ij) \in E(T_p)} \left( \frac{X^a_i - X^a_j}{v_p \ell^2} \right)^2 \right),$$

(6.2)

where $\partial_{\tau'}$ is now the finite difference between the values of $X^a_i$ at different time steps, not divided by $4\ell_\tau$ (this factor has been pulled in front of the derivative in Eq. (6.2)). The variation of this action w.r.t. the edge lengths is

$$-\frac{1}{2} \delta S = \sum_{T_1} \left( \frac{1}{2} \sum_{i \in V(T_p)} \left( \frac{\partial_{\tau'} X^a_i}{4\ell^2_\tau} \right)^2 \delta \ell_\tau - \sum_{(ij) \in E(T_p)} \left( \frac{X^a_i - X^a_j}{v_p \ell^3} \right)^2 \delta \ell \right).$$

(6.3)

Then for a variation such that

$$\delta \ell_\tau = -\frac{1}{2} \delta \ell$$

(6.4)

we will have that $\delta S = 0$ iff $H = 0$, around the edge length configuration $2\ell_\tau = \ell$. Thus the Hamiltonian constraint is equivalent to the action being stationary around

---

5The study of various notions of gravity on the worldsheet, in the spirit of [36], and of the constraint equations arising from them, is an important endeavour, that we will however not attempt in the present paper. For some recent developments in the case of graph gravity based on the Lin-Lu-Yau curvature see e.g. [41].
\( \ell_\tau = \ell \) for the variation (6.4); note that \( \ell, \ell_\tau \) in Eq. (6.4) are still functions of time \( \tau \), so that we have different amounts of variation at different time steps.

Note that \( H = 0 \) is the semi-classical constraint. Once ordering ambiguities are taken into account, the constraint becomes

\[
H - a = 0, \quad (6.5)
\]

just as in the usual bosonic string theory.

### 6.2 The first excited level and spectrum Euler product

The Hamiltonian constraint (6.5) in the lightcone gauge is

\[
\frac{1}{1-p^2} \sum \sqrt{1+p-p^\mu - p^{1-\mu} b^{i \dagger}_\mu b^i_{1-\mu}} = 0, \quad (6.6)
\]

\[
+ \frac{2}{v_p} \sum_{\mu \in \{1/2 + it, t \in \mathbb{R} \}} \sqrt{1+p-p^\mu - p^{1-\mu} b^{i \dagger}_\mu b^i_{1-\mu} + a}
\]

where we have used Eq. (4.5) and dropped the \( H_{zt} \) contribution since in this section we will only be concerned with the critical and complementary sectors. Using that \( m^2 = p^2 \), from Eq. (4.4) we have (where again we drop the zero mode terms)

\[
m^2 = \frac{p^2}{(p-1)^2}. \quad (6.7)
\]

By analogy with the bosonic string (or with any quantum harmonic oscillator), we introduce the ground state \( |0\rangle \) such that

\[
b^i_\mu |0\rangle = 0, \quad \mu \in (0, 1) \cup \{1/2 + it | t \in \mathbb{R} \}, \quad (6.8)
\]

and \( b^{i \dagger}_\mu |0\rangle \) represents the creation of a nontrivial excitation.

**Remark 29.** From the commutation relations (3.46) and Eq. (3.47) we take the conjugate of \( b^{i \dagger}_\mu |0\rangle \) to be \( \langle 0| b^i_\mu \) on the critical line, but \( \langle 0| b^i_{1-\mu} \) on the \( (0, 1) \) interval.

**Lemma 9.** The states

\[
|\psi^j_\nu \rangle := b^{j \dagger}_\nu |0\rangle, \quad \nu \in (0, 1) \cup \{1/2 + it | t \in \mathbb{R} \} \quad (6.9)
\]
have mass squared

\[ m^2_{(p)} = \frac{2a^2}{1-p} + \frac{2}{1-p} \sqrt{\frac{2}{v_p}} \sqrt{1 + p - p^{\nu} - p^{1-\nu}}. \] (6.10)

**Proof.** This is immediate computation. Remembering that

\[ [b^j_{\mu}, b^j_{\nu}] = \eta_{ij} \Delta_{\mu,\nu}, \] (6.11)

for \( \nu \) on the critical line we have

\[ \sum_{\mu \in \{1/2 + it| t \in \mathbb{R}\}} \sqrt{1 + p - p^{\mu} - p^{1-\nu} b^j_{\mu} b^j_{\nu}} |0\rangle = \sqrt{1 + p - p^{\nu} - p^{1-\nu} b^j_{\nu}} |0\rangle \] (6.12)

so that from Eq. (6.6) we obtain

\[ \langle \psi^j_{\nu} | \frac{p^2}{2} | \psi^j_{\nu} \rangle = a + \frac{2}{v_p} \sqrt{1 + p - p^{\nu} - p^{1-\nu}}. \] (6.13)

A parallel computation shows that Eq. (6.13) also holds on the \((0, 1)\) interval. Then from Eq. (6.7) the mass squared of state \( |\psi^j_{\nu}\rangle \) at place \( p \) is

\[ m^2_{(p)} = \frac{2a^2}{1-p} + \frac{2}{1-p} \sqrt{\frac{2}{v_p}} \sqrt{1 + p - p^{\nu} - p^{1-\nu}}, \] (6.14)

as advertised. \( \square \)

**Remark 30.** Up to now parameter \( v_p \) has been any real number, with the property \( v_p \geq \left( \sqrt{p} + 1 \right)^2 / 2 \). In the remainder of the paper we will pick the potential term parameter to be \( v_p = 8p \), noting that indeed \( 8p \geq \left( \sqrt{p} + 1 \right)^2 / 2 \) for \( p \geq 1/9 \). The parameter \( v_p \) controls the overall prefactor in the Euler product, and \( v_p = 8p \) corresponds to a certain value of this prefactor, which will be explained below.

**Remark 31.** The value \( v_p = 8p \) may seem arbitrary, but is in fact natural and can be understood in the following way. First note that in order for the potential term in Eq. (2.4) to not dominate the kinetic term at large \( p \), \( v_p \) should be order \( \mathcal{O}(p) \), because for a fixed vertex \( i \) the \( j \) sum over its neighbors is of order \( \mathcal{O}(p) \). Thus, a natural choice would be \( v_p = 2p \), for two reasons: i) in the \( p \to 1 \) limit corresponding to an
Archimedean theory which will not be considered in this paper the kinetic and potential term prefactors both become $1/2$, and ii) for $v_p = 2p$ the inequality $v_p \geq (\sqrt{p} + 1)^2/2$ holds precisely for $p \geq 1$. Now, the choice $v_p = 8p$ is related to $v_p = 2p$ by a factor of 2 outside the square root in Eq. (6.14). This factor of 2 corresponds to parameter $\mu$ double-counting the $(0, 1)$ interval and critical line modes in Eq. (4.18) and above, by running over the entire $(0, 1)$ interval and critical line “cross,” as opposed to the “inverted L” $(0, 1/2) \cup \{1/2 + it| t \geq 0\}$. Restricting $\mu$ to not double count (as in [7]) would fix $v_p = 2p$ in line with the discussion above, however we will choose conventions so that we keep the double counting and use $v = 8p$ instead. Note that irrespective of the double-counting, all points above and below 1/2 on the critical line (and to the left and right of 1/2 on the $(0, 1)$ interval) get included in the modes, both as creation and as annihilation operators.

For the masses $m_{(p)}$ defined by Eq. (6.14) at the finite places, we define an Archimedean mass squared by Euler product as

$$m_{(\infty)}^2 := \prod_p m_{(p)}^{-2}. \quad (6.15)$$

The following lemma holds.

**Lemma 10.** Pick $v_p = 8p$. For $a = 0$ and $\nu$ at a critical line zeta zero we have $m_{(\infty)} = 0$.

**Proof.** If $a = 0$ and $v_p = 8p$ then from Eq. (6.14) we have

$$\prod_p m_{(p)}^2 = \prod_p \frac{1}{1-p} \sqrt{(1-p^{\nu-1})(1-p^{-\nu})} \quad (6.16)$$

$$= \frac{\zeta(-1)}{\sqrt{\zeta(\nu)\zeta(1-\nu)}},$$

so that

$$m_{(\infty)}^2 = \frac{\sqrt{\zeta(\nu)\zeta(1-\nu)}}{\zeta(-1)}. \quad (6.17)$$

Then $m_{(\infty)} = 0$ if $\nu$ is a critical zeta zero.

The Euler product (6.16) holds in the sense of analytic continuation. Note that in the usual bosonic string theory the zeta value $\zeta(-1) = -1/12$ gives rise to the critical dimension $D = 26$. 
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Condition \( m_{(\infty)} = 0 \) is a consistency condition for the first excited level to be in the irreducible vector representation of \( SO(D - 2) \), on the Archimedean side. With this condition the \((0,1)\) sector cannot contribute to the massless Archimedean spectrum, because there are no zeta zeros on the \((0,1)\) interval.

With the choices above, the \( p2\)-brane spectrum contains the following:

- The ground state \(|0\rangle\). With \( a = 0 \) in Eq. (6.6) the mass of the ground state will be \( m^2_{(p)} = 0 \), i.e. the \( p\)-adic ground state is massless. We will comment on the adelic interpretation of this in Section 7 below.

- States \( b^\dagger_\nu |0\rangle \) at place \( p \), with \( \nu \) a critical zeta zero, corresponding to a photon transforming as a vector irreducible representation of \( SO(D - 2) \) at the Archimedean place.

In addition to the above, one can also consider the following states:

- States \( b^\dagger_\nu b^\dagger_{1-\nu} |0\rangle \) at place \( p \), with \( \nu \) a critical zeta zero. In the usual bosonic string such states are in the closed sector. Remembering that in the usual bosonic string case the closed sector mass squared operator has an extra factor of 2 relative to the open sector mass squared operator, we normalize the \( v_p \) coefficients as \( v_{p}^{\text{closed}} = 4 v_{p}^{\text{open}} \) (because the \( p\)-adic mass squared is proportional to \( \sqrt{1/v_p} \)). Then a computation analogous to Lemma 9 shows that the \( p\)-adic mass of these excitations is

\[
\frac{1}{1 - p} \sqrt{(1 - p^{\nu - 1})(1 - p^{-\nu})}. \tag{6.18}
\]

These excitations will thus have Archimedean mass proportional to \( \zeta(\nu)\zeta(1 - \nu) \), so they will again be massless at the Archimedean place. Thus, these modes will decompose into a graviton, antisymmetric tensor and dilaton, similar to the \( N = 2 \) level in the usual closed bosonic string theory.

**Remark 32.** The derivation of the photon and graviton from the critical zeta zeros presented here is perfectly analogous to the derivation of the photon and graviton from the critical \( D = 26 \) dimension condition in the usual bosonic string theory. That is, in the usual bosonic string theory the mass of the photon is proportional to \( 26 - D \), so that choosing the photon to be a massless vector mode is equivalent to setting \( D = 26 \), otherwise the theory is a non-critical string theory. Similarly, in the case of the \( p2\)-brane choosing the photon to be a massless vector mode is equivalent to fixing parameter \( \nu \) at the critical zeta zeros.
7 A conjecture: Berkovich flow and tachyon decay

Figure 4: Proposed relation between the $p2$-brane and the usual unstable tachyon vacuum in bosonic string theory, via Berkovich RG flow. The spectrum Euler product is a local condition around $|\cdot|_0$.

We will now conclude with a conjectural proposal on how the $p2$-brane fits in the broader landscape of string theory.

Let’s first comment on the Archimedean mass of the $p$-adic ground state $|0\rangle$. As explained above, for normal ordering constant $a = 0$ the $p$-adic ground state is massless. Then the Euler product argument suggests that the Archimedean mass is infinite, and the Archimedean state corresponding to $|0\rangle$ is not a ground state at all.

This observation motivates the following proposal, building on the ideas in [40].

Paper [40] showed that an Euler product relation is obeyed between the spectra of the $p$-adic and Archimedean particle-in-a-box theories. Furthermore, this Euler product was interpreted as a local condition around the Gauss point $|\cdot|_0$ in the Berkovich space $\mathcal{M}(\mathbb{Z})$ (for review on Berkovich spaces see e.g. [42–44]). This Berkovich space $\mathcal{M}(\mathbb{Z})$ is a graph with an infinite number of branches, corresponding to places ($p$) and the Archimedean place ($\infty$). The point in [40] was that along the branches the flow exhibits trivial scaling (because the theory is free), and the Euler product constrains the spectrum around the point $|\cdot|_0$.

We can apply the same ideas here, in the case of the $p2$-brane/bosonic string. Our conjecture will be the following (see Figure 4). The $p2$-brane theory lives at the $|\cdot|_p$ points on the $p$-adic branches, and the usual unstable vacuum of bosonic string theory
is at the \(| \cdot |_{\infty}\) point on the Archimedean branch. Along the \(p\)-adic branches the theory scales trivially, because \(p\)-adic theories are rigid (a similar point of view was presented in [45]). The spectrum Euler product of Section 6 is a local condition around the Gauss point \(| \cdot |_{0}\), so that the Archimedean spectrum obtained from the product corresponds to a theory right under the Gauss point \(| \cdot |_{0}\) on the Archimedean branch, however in this case the flow along the Archimedean branch will be nontrivial. We furthermore conjecture that this flow corresponds to tachyon decay. Gerasimov-Shatashvili [46] (see also [47–49]) considered the effective potential for tachyon decay in open-string field theory. They found that at the end of the potential roll the tachyon acquires infinite mass, corresponding to the decay of the space-filling brane. We propose to identify this infinite mass with the infinite Archimedean mass of the \(p\)-adic ground state \(|0\rangle\).

Thus, the background where the space-filling brane has decayed would in our picture correspond to the point on the Archimedean branch right under (i.e. infinitesimally away from) the Gauss point \(| \cdot |_{0}\). The Euler product provides information about the theory at this point by flowing down from the \(p\)-adic branches and going around the \(| \cdot |_{0}\) point, whereas Gerasimov-Shatashvili [46] have integrated up along the Archimedean branch. To recover the usual bosonic string unstable tachyon vacuum from our \(p2\)-brane construction, one would then have to further flow down the Archimedean branch to \(| \cdot |_{\infty}\).

This interpretation provides a conjecture for the open string tachyon decay. It is known that since the space-filling brane decays, the usual fields arising from the string excitations can no longer be supported on it. However, we have found that such fields can still be supported from the \(p\)-adic 2-branes, at the point right under \(| \cdot |_{0}\) on the Archimedean branch. Thus, one could conjecture that the space-filling brane decays into \(p2\)-branes (or rather their scaled analogues on the \(p\)-adic branches, infinitesimally away from the Gauss point \(| \cdot |_{0}\)).

We should emphasize that in order to try to make the above precise, one will need a larger Berkovich space than the space \(\mathcal{M}(\mathbb{Z})\) considered in [40], such as the Berkovich affine line.

The interpretation above also explains why our approach in this paper has functioned. A priori, it is not obvious that for a \(p\)-adic theory one should have the same Poisson brackets and commutators as in the Archimedean case, and use those to determine the Fourier mode expansion and the operators in the theory. However, if the \(p\)-adic theories are indeed connected to the Archimedean theories in this manner, it is
plausible that having the correct Poisson brackets and commutators at the $\mathbb{Q}_p$ points is a necessary condition in order for them to hold at the Archimean theories also. Similarly, obtaining the Poincaré algebra correctly (including the subtle zero mode contributions) at the $\mathbb{Q}_p$ points is likely necessary in order for it to hold at the point on the Archimedean branch right under $|\cdot|_0$, and then further down at the point $|\cdot|_\infty$.
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A Zero sector contributions to the Poincaré algebra

angular momentum commutators

We now prove Lemma 8. It needs to be approached in several steps.

Remember we have (from Eq. (4.24))

$$-J_{zm}^{ab} = \frac{1}{\sqrt{p-1}} \left[ (c_0^{a+} + c_1^{a+}) p^b - (c_0^{b+} + c_1^{b+}) p^a \right] + \frac{i\omega_{\mu\to0}}{\sqrt{p-1}} \left[ p^a \tau(c_0^{b-} + c_1^{b-}) + (c_0^{a-} + c_1^{a-})p^b \tau + \sqrt{p-1}(c_0^{a+}c_0^{b-} + c_0^{a-}c_1^{b-} + c_1^{a+}c_0^{b-}) - (a \leftrightarrow b) \right]. \quad (A.1)$$

There will be several types of contributions to the $[J^{ab}, J^{cd}]$ commutator. Throughout the computation, we will only keep terms in $\omega_{\mu\to0}$ that can contribute to the leading order piece.

The leading piece contribution:
Remark 33. We have
\[
\left[(c_0^{a+} + c_1^{a+}) p^b, (c_0^{c+} + c_1^{c+}) p^d\right] = \\
= (c_0^{a+} + c_1^{a+}) \left[p^b, (c_0^{c+} + c_1^{c+}) p^d\right] + \left[(c_0^{a+} + c_1^{a+}, (c_0^{c+} + c_1^{c+}) p^d\right] p^b \\
= (c_0^{a+} + c_1^{a+}) \left[p^b, c_0^{c+}\right] p^d + (c_0^{c+} + c_1^{c+}) \left[c_0^{a+}, p^d\right] p^b \\
= i\alpha \sqrt{p - 1} \left[\eta^{bc} (c_0^{a+} + c_1^{a+}) p^d - \eta^{ad} (c_0^{c+} + c_1^{c+}) p^b\right].
\]  

With this result we have
\[
\left[J_{zm}^{ab}, J_{zn}^{cd}\right]_{ldn} := \frac{1}{p - 1} \left[(c_0^{a+} + c_1^{a+}) p^b - (c_0^{b+} + c_1^{b+}) p^a, (c_0^{c+} + c_1^{c+}) p^d - (c_0^{d+} + c_1^{d+}) p^c\right] \\
= \frac{i\alpha}{\sqrt{p - 1}} \left[- \eta^{ad} (c_0^{c+} + c_1^{c+}) p^b + \eta^{bc} (c_0^{a+} + c_1^{a+}) p^d \\
+ \eta^{ac} (c_0^{d+} + c_1^{d+}) p^b - \eta^{bd} (c_0^{a+} + c_1^{a+}) p^c \\
+ \eta^{bd} (c_0^{c+} + c_1^{c+}) p^a - \eta^{ac} (c_0^{b+} + c_1^{b+}) p^d \\
- \eta^{bc} (c_0^{d+} + c_1^{d+}) p^a + \eta^{ad} (c_0^{b+} + c_1^{b+}) p^c\right] \\
= \frac{-i\alpha}{\sqrt{p - 1}} \left\{ \eta^{ac} \left[(c_0^{a+} + c_1^{a+}) p^d - (c_0^{d+} + c_1^{d+}) p^b\right] \\
+ \eta^{ad} \left[(c_0^{c+} + c_1^{c+}) p^b - (c_0^{b+} + c_1^{b+}) p^c\right] \\
+ \eta^{bc} \left[(c_0^{d+} + c_1^{d+}) p^a - (c_0^{a+} + c_1^{a+}) p^d\right] \\
+ \eta^{bd} \left[(c_0^{c+} + c_1^{c+}) p^c - (c_0^{c+} + c_1^{c+}) p^a\right]\right\},
\]  

which is just
\[
\left[J_{zm}^{ab}, J_{zn}^{cd}\right]_{ldn} = i\alpha \left(\eta^{ac} J_{zm}^{bd} - \eta^{ad} J_{zm}^{bc} - \eta^{bc} J_{zm}^{ad} + \eta^{bd} J_{zm}^{ac}\right).
\]  

The time-dependent piece:

As might be expected, this piece will cancel in the Poincaré algebra commutator.

Remark 34. Keeping track only of terms that will contribute at order $1/\omega_\mu \rightarrow 0$ and using Eq. (5.4), we have
\[
\left[(c_0^{a+} + c_1^{a+}) p^b, (c_0^{c+} + c_1^{c+}) p^c\right] = (c_0^{a+} + c_1^{a+}) \left[p^b, (c_0^{c+} + c_1^{c+}) p^c\right] \\
+ (c_0^{a+} + c_1^{a+}) \left[p^c, (c_0^{c+} + c_1^{c+}) p^b\right] = (\alpha - 1) \frac{\eta^{ad}}{\omega_\mu \rightarrow 0} p^c p^b.
\]  
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With this result the contribution to the \([J^{ab}_{zm}, J^{cd}_{zm}]\) commutator can be calculated. There will be two contributions, one of which is

\[
\left[ J^{ab}_{zm}, J^{cd}_{zm} \right]_{td,1} := \frac{i\omega_{\mu \rightarrow 0}}{p - 1} \left[ \left( c_0^{a+} + c_1^{a+} \right) p^b - \left( c_0^{b+} + c_1^{b+} \right) p^a, p^c \left( c_0^{d-} + c_1^{d-} \right) \right] \quad (A.6)
\]

\[
\left[ c_0^{c+} + c_1^{c+} \right] p^b \left( c_0^{d-} + c_1^{d-} \right) p^d - (c \leftrightarrow d)
\]

so it vanishes. The second contribution is obtained by swapping indices \(\{ab\}\) and \(\{cd\}\) and introducing a minus sign, so it vanishes as well.

**The cross-term contribution:**

**Remark 35.** We have the following commutators (only to leading order in \(1/\omega_{\mu \rightarrow 0}\)):

\[
\left[ \left( c_0^{a+} + c_1^{a+} \right) p^b, c_0^{c+} c_0^{d-} \right] = c_0^{c+} \left[ c_0^{a+} + c_1^{a+}, c_0^{d-} \right] p^b = \frac{\alpha - 1}{\omega_{\mu \rightarrow 0}} \eta^{ad} c_0^{c+} p^b \quad (A.7)
\]

\[
\left[ \left( c_0^{a+} + c_1^{a+} \right) p^b, c_0^{c+} c_0^{d-} \right] = c_0^{c+} \left[ c_0^{a+} + c_1^{a+}, c_0^{d-} \right] p^b = 0
\]

\[
\left[ \left( c_0^{a+} + c_1^{a+} \right) p^b, c_0^{c+} c_0^{d-} \right] = c_1^{c+} \left[ c_0^{a+} + c_1^{a+}, c_0^{d-} \right] p^b = \frac{\alpha - 1}{\omega_{\mu \rightarrow 0}} \eta^{ad} c_1^{c+} p^b
\]

Then there will be two contributions to the Poincaré algebra commutator, one of which is

\[
\left[ J^{ab}_{zm}, J^{cd}_{zm} \right]_{ctm,1} := \frac{i\omega_{\mu \rightarrow 0}}{\sqrt{p - 1}} \left[ \left( c_0^{a+} + c_1^{a+} \right) p^b - \left( c_0^{b+} + c_1^{b+} \right) p^a, c_0^{c+} c_0^{d-} + c_0^{c+} c_1^{d-} \right.
\]

\[
\left. + c_1^{c+} c_0^{d-} - (c \leftrightarrow d) \right]
\]

\[
= \frac{i(\alpha - 1)}{\sqrt{p - 1}} \left[ \eta^{ad} \left( c_0^{c+} + c_1^{c+} \right) p^b - \eta^{bd} \left( c_0^{d+} + c_1^{d+} \right) p^a \right.
\]

\[
- \eta^{ac} \left( c_0^{d+} + c_1^{d+} \right) p^b + \eta^{bc} \left( c_0^{d+} + c_1^{d+} \right) p^a \left. \right]
\]

The second contribution can be obtained from the first by swapping indices \(\{ab\}\) and \(\{cd\}\) and introducing a minus sign:

\[
\left[ J^{ab}_{zm}, J^{cd}_{zm} \right]_{ctm,2} = \frac{i(\alpha - 1)}{\sqrt{p - 1}} \left[ - \eta^{bc} \left( c_0^{c+} + c_1^{c+} \right) p^d + \eta^{bd} \left( c_0^{a+} + c_1^{a+} \right) p^c \right.
\]

\[
\left. + \eta^{ac} \left( c_0^{b+} + c_1^{b+} \right) p^d - \eta^{ad} \left( c_0^{c+} + c_1^{c+} \right) p^c \right]
\]
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Putting Eqs. (A.8), (A.9) together, we have
\[
[J_{ab}^{zm}, J_{cd}^{zm}]_{ctm} = -i(\alpha - 1) \left( \eta^{ac} J_{bd}^{zm} - \eta^{ad} J_{bc}^{zm} - \eta^{bd} J_{ac}^{zm} + \eta^{bd} J_{ac}^{zm} \right). \tag{A.10}
\]

**The second order contribution:**

Direct computation shows that the second order contribution
\[
[J_{ab}^{zm}, J_{cd}^{zm}]_{2nd} = -\omega^2_{\mu\rightarrow 0} \left[ (c_0^a + c_1^a + c_1^b - c_0^b) - (a \leftrightarrow b), \right. \tag{A.11}
\]
\[
\left. (c_0^c + c_1^c + c_1^d - c_0^d) - (c \leftrightarrow d) \right]
\]
cannot contaminate the leading-order piece.

**The result:**

Putting the different contributions (A.4), (A.6), (A.10), (A.11) together, only Eqs. (A.4), (A.10) contribute, the piece proportional to \(\alpha\) cancels and we have obtained
\[
[J_{ab}^{zm}, J_{cd}^{zm}] = [J_{ab}^{zm}, J_{cd}^{zm}]_{ld} + [J_{ab}^{zm}, J_{cd}^{zm}]_{ctm} \tag{A.12}
\]
\[
= i \left( \eta^{ac} J_{bd}^{zm} - \eta^{ad} J_{bc}^{zm} - \eta^{bd} J_{ac}^{zm} + \eta^{bd} J_{ac}^{zm} \right),
\]
as advertised.

**Remark 36.** If \(q \neq 1\), that is we alter the \(\delta_{\mu\nu}\) term in orthonormality conditions (2.20), then the second commutator in Eq. (A.7) no longer vanishes, which contaminates Eq. (A.8) and the \([J_{ab}^{zm}, J_{cd}^{zm}]\) commutator no longer closes.

**B Critical line algebras at place \(p\)**

As explained above, since the worldsheet is discrete one should not expect to recover the Virasoro algebra in the case of the \(p\)-brane, from a single place \(p\). Nonetheless, the \(p\)-brane creation and annihilation operators can be combined to obtain an algebra, in a fashion analogous to how the Virasoro operators are obtained from the bosonic string creation and annihilation operators. We will explain this below.

Note that we will ignore ordering issues, so this construction can be better thought of as a \(p\)-brane analogue of the Witt algebra, rather than the Virasoro algebra.

Because for our construction the set of values \(t\) at which the operators are defined must be closed under addition, our algebras will be most naturally defined on the
critical line, rather than on \([0,1]\) or the set of critical zeros.

**Definition 8.** Let \(S\) be a discrete subset of the critical line \(\{1/2 + it | t \in \mathbb{R}\}\) that is closed under addition of the imaginary parts. We define

\[
L_t := \sum_{t' \in S} b_{\frac{1}{2} + i(t+t')}^a b_{\frac{1}{2} - it'}, \quad (B.1)
\]

\[
G_t := \sum_{t' \in S} b_{\frac{1}{2} + i(t+t')}^a b_{\frac{1}{2} + it'},
\]

and similarly

\[
\mathcal{L}_t := \sum_{t' \in S} \sqrt{\frac{2}{v_p}} \left( 1 + p - p_{\frac{1}{2} - i(t+t')} - p_{\frac{1}{2} + i(t+t')} \right) c_{\frac{1}{2} + i(t+t')} c_{\frac{1}{2} - it'}, \quad (B.2)
\]

\[
\mathcal{G}_t := \sum_{t' \in S} \sqrt{\frac{2}{v_p}} \left( 1 + p - p_{\frac{1}{2} - i(t+t')} - p_{\frac{1}{2} + i(t+t')} \right) c_{\frac{1}{2} + i(t+t')} c_{\frac{1}{2} + it'}
\]

**Lemma 11.** We have the commutators

\[
[L_{t_1}, L_{t_2}] = G_{t_1-t_2} - G_{t_2-t_1}, \quad (B.3)
\]

\[
[G_{t_1}, G_{t_2}] = 0,
\]

\[
[L_{t_1}, G_{t_2}] = L_{t_1-t_2} - L_{t_1+t_2},
\]

and

\[
[\mathcal{L}_{t_1}, \mathcal{L}_{t_2}] = \frac{1}{2} (\mathcal{G}_{t_1-t_2} - \mathcal{G}_{t_2-t_1}), \quad (B.4)
\]

\[
[\mathcal{G}_{t_1}, \mathcal{G}_{t_2}] = 0,
\]

\[
[\mathcal{L}_{t_1}, \mathcal{G}_{t_2}] = \frac{1}{2} (\mathcal{L}_{t_1-t_2} - \mathcal{L}_{t_1+t_2}).
\]
Proof. We show this by direct computation. All sums will be over $S.$

\[
[L_{t_1}, L_{t_2}] = \sum_{t', t''} \left[ b_{\frac{1}{2} - i(t_1 + t')}^\dagger b_{\frac{1}{2} - it'}^a b_{\frac{1}{2} + i(t_2 + t'')}^b b_{\frac{1}{2} - it''}^b \right] = 0. \tag{B.5}
\]

\[
[G_{t_1}, G_{t_2}] = \sum_{t', t''} \left[ b_{\frac{1}{2} + i(t_1 + t')}^\dagger b_{\frac{1}{2} + it'}^a b_{\frac{1}{2} - i(t_2 + t'')}^b b_{\frac{1}{2} + it''}^b \right] = 0. \tag{B.6}
\]
\[ [L_{t_1}, G_{t_2}] = \sum_{t', t''} \left[ b_a^{a \dagger} \frac{1}{2} + i(t_1 + t'), b_b^{\dagger} \frac{1}{2} - it', b_c^{b \dagger} \frac{1}{2} + i(t_2 + t''), b_d^{b \dagger} \frac{1}{2} + it'' \right] \]

\[ = \sum_{t', t''} \left( b_a^{a \dagger} \frac{1}{2} + i(t_1 + t') \left[ b_b^{\dagger} \frac{1}{2} - it', b_c^{b \dagger} \frac{1}{2} + i(t_2 + t'') \right] + \left[ b_a^{a \dagger} \frac{1}{2} + i(t_1 + t'), b_c^{b \dagger} \frac{1}{2} + i(t_2 + t'') \right] b_d^{b \dagger} \frac{1}{2} - it'' \right) \]

\[ = \sum_{t', t''} \left( b_a^{a \dagger} \frac{1}{2} + i(t_1 + t') \right) \left[ b_b^{\dagger} \frac{1}{2} - it', b_c^{b \dagger} \frac{1}{2} + i(t_2 + t'') \right] + \left[ b_a^{a \dagger} \frac{1}{2} + i(t_1 + t'), b_c^{b \dagger} \frac{1}{2} + i(t_2 + t'') \right] b_d^{b \dagger} \frac{1}{2} - it'' \right) \]

\[ = \sum_{t''} b_a^{a \dagger} \frac{1}{2} + i(t_1 - t_2 - t'') b_d^{b \dagger} \frac{1}{2} + it'' - \sum_{t'} b_a^{a \dagger} \frac{1}{2} + i(t_1 + t_2 + t') b_d^{b \dagger} \frac{1}{2} - it' \]

\[ = L_{t_1 - t_2} - L_{t_1 + t_2}. \]

The computations for the \( \mathcal{L} \) and \( \mathcal{G} \) commutators are analogous. \( \square \)
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