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\textbf{Abstract}

There has been remarkable progress in the application of deep learning to 3D point cloud registration in recent years. Despite their success, these approaches tend to have poor generalization properties when attempting to align unseen point clouds at test time. PointNetLK \cite{1} has proven the exception to this rule by leveraging the intrinsic generalization properties of the Lucas & Kanade (LK) image alignment algorithm to point cloud registration. The approach relies heavily upon the estimation of a gradient through finite differentiation – a strategy that is inherently ill-conditioned and highly sensitive to the step-size choice. To avoid these problems, we propose a deterministic PointNetLK method that uses analytical gradients. We also develop several strategies to improve large-volume point cloud processing. We compare our approach to canonical PointNetLK and other state-of-the-art methods and demonstrate how our approach provides accurate, reliable registration with high fidelity. Extended experiments on noisy, sparse, and partial point clouds depict the utility of our approach for many real-world scenarios. Further, the decomposition of the Jacobian matrix affords the reuse of feature embeddings for alternate warp functions.

\section{1. Introduction}

Deep learning has emerged as a powerful tool for 3D point cloud registration – where one wants to bring source and template point clouds into geometric alignment. Many “black box” strategies \cite{18, 32, 40} have been proposed that attempt to model the entire 3D point registration process as a neural network. Although exhibiting impressive results over a variety of benchmarks, such strategies tend to exhibit poor generalization performance if one needs to align point clouds that have not been seen during training (e.g., different object categories, different sensors, etc.). Iterative Closest Point (ICP) \cite{3} and its variants \cite{6, 15, 31, 39, 42} still tend to fare much better in this regard, and as a result, are still the method of choice for many problems in robotics and vision. Although these classical methods tend to exhibit superior generalization performance, they have their drawbacks. In particular, when the point clouds lack distinct local geometric features, it becomes difficult to find effective correspondences – limiting the utility of the approach for many important problems.

Recently, Aoki \textit{et al}. proposed a promising approach – PointNetLK \cite{1} – to generalized 3D point registration that leverages insights from the classical Lucas & Kanade (LK) \cite{19} image alignment algorithm. Instead of using a neural network for modelling the entire registration
pipeline, the approach learns only a point cloud embedding (i.e., PointNet). The actual registration process therein is deterministic and can be viewed as a modification of the classical LK algorithm. Another strength of the approach is that the embedding can be learned in a supervised end-to-end manner by unrolling the LK algorithm as a recurrent neural network. Unlike other comparable neural network strategies, PointNetLK exhibits remarkable generalization performance across a number of scenarios. Further, unlike ICP and its variants, the approach does not rely on the cumbersome step of establishing correspondences between point clouds.

A drawback to the approach, however, is the numerical manner in which gradients are estimated within the LK pipeline which can often lead to poor registration performance. It is well understood that numerical gradients are intrinsically noisy, sensitive to step-size choice, and in their limit inherently ill-conditioned [13]. In this paper, we advocate for a completely deterministic derivation of PointNetLK which circumvents many of its current limitations in terms of robustness and fidelity. Further, the approach allows for the derivation of an analytical Jacobian matrix that can be decomposed into “feature” and “warp” components. An advantage of this decomposition is that it allows for application-specific modifications to the “warp Jacobian” without the need for re-training the entire pipeline (something previously impossible with conventional PointNetLK). Our approach also circumvents some inherent memory and efficiency issues that arise when employing a deterministic gradient within PointNetLK. Specifically, we propose a novel point sampling strategy using seminal insights on critical points from PointNet [28] that allow for efficiency and good registration performance. We demonstrate impressive empirical performance across a number of benchmarks outperforming current state-of-the-art methods such as Deep Closest Point (DCP) [34] and PRNet [35].

2. Related Work

Full learning model. Deep learning and its successful applications in 3D vision have motivated researchers to tackle challenging 3D alignment problems. One approach that has been explored is the use of full learning models in which deep neural networks are used to model the entire registration pipeline. While some authors use RGB-D data to feed neural networks to estimate alignment transformations [14,26], others [8–10] extract local features from point cloud patches. Recent works [18,40] have focused at large-scale registration using the entire point cloud to extract correspondences. Despite the great progress, full learning models still lack generalizability to unseen data.

Hybrid learning model. Unlike traditional methods [17, 29, 30] that rely on hand-crafted features to perform registration, hybrid learning models replace them by deep features. Elbaz et al. [11] proposed to extract deep features by projecting 3D point cloud to 2D and then apply RANSAC [12] and ICP for registration. Wang and Solomon proposed the Deep Closest Point (DCP) [34] method that leverages the DGCNN [36] for feature extraction and then they solve the transformation matrix using a differential SVD module. The same authors later proposed the PRNet [35] to extend DCP to handle partial registrations. Recently, Yew and Li proposed the RPM-Net [41] that combines the PointNet model with a robust point matching technique to estimate the rigid transformation. However, this method needs extra face normals to extract point feature. Although the hybrid learning models generalize well to various 3D shapes, these methods still need adequate keypoints for correspondence search. Aoki et al. proposed the PointNetLK [1] which uses PointNet to extract deep features and the LK algorithm for point matching. Huang et al. [16] further improves PointNetLK with a point distance loss. However, PointNetLK and its variant rely on numerical gradients which are highly sensitive to the step-size choice and could result in poor and unstable performance.

Global registration. ICP-like registration methods are highly sensitive to initialization that may produce unreliable results. Some methods have tried to solve for a global optimal solution by either using branch-and-bound based optimization [39], RANSAC-based expansion [24], correspondence-dependent searching [27,43], or probability-based registration [22]. Other novel ideas employed convex relaxation techniques to optimize the registration [5,23]. However, these method demand large amounts of computing resources. Yang et al. [38] recently proposed an outlier-free registration method that improves efficiency. Beyond traditional methods, Choy et al. [7] applied deep learning-based features and a weighted Procrustes analysis to perform global optimization. A fundamental issue with global registration methods is that they rely on dense correspondences, which might produce low-fidelity results for 3D shapes that lack geometric features.

Lucas & Kanade algorithm. The image alignment framework proposed by Lucas and Kanade [19] and its derivatives [2,4,20,25] seek to minimize the alignment error between two images by either using extracted distinct features or all the pixels in an image (i.e. photometric error). Lv et al. [21] used a neural network to extract pyramid features for image tracking. Wang et al. [33] proposed a regression-based object tracking framework, which integrates the LK algorithm into an end-to-end deep learning paradigm. In PointNetLK [1], the authors expanded the end-to-end LK tracking paradigm to 3D point cloud.

3. Background

Problem statement. Let \( P_T \in \mathbb{R}^{N_1 \times 3} \) and \( P_S \in \mathbb{R}^{N_2 \times 3} \) be the template and source point clouds respectively, where
$N_1$ and $N_2$ are the number of points. The rigid transformation that aligns the observed source $P_S$ to the template $P_T$ can be defined as $G(ξ) = \exp(\sum_{p=1}^{N_2} ξ_p T_p) \in \text{SE}(3)$, where $ξ \in \mathbb{R}^6$ are the exponential map twist parameters and $T$ the generator matrices. The PointNet embedding function $ϕ : \mathbb{R}^{N×3} \rightarrow \mathbb{R}^K$ can be employed to encode a 3D point cloud into a $K$-dimensional feature descriptor. Thus the point cloud registration problem can be formulated as
\[
\arg \min_ξ ||ϕ(P_T) - ϕ(G(ξ) \cdot P_S)||_2^2, \tag{1}
\]
where the symbol $(\cdot)$ denotes the rigid transformation. For computational efficiency, the inverse compositional Lucas & Kanade (IC-LK) formulation can be employed, and it is defined as
\[
\arg \min_ξ ||ϕ(G^{-1}(ξ) \cdot P_T) - ϕ(P_S)||_2^2, \tag{2}
\]
where $G^{-1}(ξ) = \exp\left(-\sum_{p=1}^{N_2} ξ_p T_p\right)$.

**PointNetLK.** We review the canonical PointNetLK approach [1]. Instead of solving directly for a global solution $ξ$, they iteratively solve for an incremental change $Δξ$ as
\[
\arg \min_Δξ ||ϕ(G^{-1}(ξ o^{-1} Δξ) \cdot P_T) - ϕ(P_S)||_2^2, \tag{3}
\]
where $o^{-1}$ denotes the inverse composition, and the initial guess is set to $ξ = 0$. To solve this, we linearize Eq. 3 as
\[
ϕ(G^{-1}(ξ o^{-1} Δξ) \cdot P_T) \approx ϕ(G^{-1}(ξ) \cdot P_T) + JΔξ, \tag{4}
\]
where $J$ is the Jacobian matrix defined as
\[
J = \frac{∂[ϕ(G^{-1}(ξ) \cdot P_T)]}{∂ξ^T} \in \mathbb{R}^{K×6}. \tag{5}
\]
The twist parameters $ξ$ can be solved as
\[
ξ = J^T [ϕ(G^{-1}(ξ o^{-1} Δξ) \cdot P_T) - ϕ(G^{-1}(ξ) \cdot P_T)], \tag{6}
\]
where $J^T$ is the Moore-Penrose pseudo-inverse, $J^T = (J^T J)^{-1}$. Finally, the twist parameters are updated iteratively as
\[
ξ \leftarrow ξ o^{-1} Δξ, \tag{7}
\]
where
\[
G^{-1}(ξ o^{-1} Δξ) = G^{-1}(ξ) G^{-1}(Δξ). \tag{8}
\]
The numerical PointNetLK approximates each direction, $J_p$, of the Jacobian in Eq. 5 using finite differences as
\[
J_p = \frac{ϕ(\exp(-t_p T_p) \cdot P_T) - ϕ(P_T)}{t_p}, \tag{9}
\]
where $t_p$ is the step size which infinitesimally perturbs the twist parameter $ξ_p$ of $J_p$. Instead of learning a step size $t_p$ through the network, the algorithm requires a pre-defined step size for the approximation. However, this finite difference approximation is inherently problematic when the step size is infinitesimally small – numerical issues will raise, and the gradient approximation will become unstable. On the other hand, if the step size is relatively large, the approximation will also be inaccurate. Furthermore, the computational complexity of the numerical PointNetLK grows with the number of points and parameters.

### 4. Deterministic PointNetLK

In this section, we introduce our deterministic PointNetLK approach. Rather than approximating the Jacobian function using finite difference, we compute the *exact* Jacobian given the input point cloud and its learned point features. We further explore possible improvements regarding the efficiency of our algorithm through changes in: network architecture, feature extraction, computation of the Jacobian, and point sampling. We then discuss several ways to design the loss function.

#### 4.1. How to compute a deterministic Jacobian?

To compute a deterministic Jacobian for PointNetLK, we factorize $J$ from Eq. 5 into two parts with the chain rule as
\[
J = \frac{∂[ϕ(G^{-1}(ξ) \cdot P_T)]}{∂(G^{-1}(ξ) \cdot P_T)} \frac{∂(G^{-1}(ξ) \cdot P_T)}{∂ξ^T}. \tag{10}
\]
For efficiency, we apply the inverse compositional Lucas & Kanade (IC-LK) algorithm. Thus, the calculation of $J$ in each iteration is not necessary, and the initial transformation can be defined as an identity matrix, $G^{-1}(ξ) = I$. Eq. 10 then becomes,
\[
J = \frac{∂[ϕ(P_T)]}{∂P_T^T} \frac{∂(G^{-1}(ξ) \cdot P_T)}{∂ξ^T}. \tag{11}
\]
The first part $\frac{∂[ϕ(P_T)]}{∂P_T^T} \in \mathbb{R}^{N×3×k}$ is the “feature gradient” which describes the changes in direction of the feature descriptors learned from the point cloud. We unroll the neural network to compute the “feature gradient”. The second part $\frac{∂(G^{-1}(ξ) \cdot P_T)}{∂ξ^T} \in \mathbb{R}^{N×3×p}$ is the “warp Jacobian” as defined in the IC-LK algorithm. It can be pre-computed when we apply an identity warp to the template point cloud.

Let the template point cloud, $P_T$, be $x$. By forward passing $x$ through the simplified PointNet [28] model (i.e. 3 layers and without the T-Net), a per-point (before the pooling operation) feature is extracted as
\[
z_t = \text{ReLU}(\text{BN}((A_t z_{t-1} + b_t)), \tag{12}
\]
where $A$ is a matrix transformation, $b$ represents the bias term, $BN(\cdot)$ stands for the batch normalization layer, ReLU(\cdot) denotes the element-wise rectified linear unit function, and $l$ is $l$-th layer. Thus our per-point embedding feature can be simplified as $z_{L}$. We solve for the partial derivative of $z_{L}$ with respect to the input points $x$ as

$$
\frac{\partial z_{L}}{\partial x^T} = \prod_{l=1}^{L} \frac{\partial z_{l}}{\partial z_{l-1}^T},
$$

(13)

where $z_{0} = x$ and the number of layers $L = 3$.

Since PointNet extracts a global feature vector, we apply the max pooling operation, Pool(\cdot), to obtain the final Jacobian as

$$
J = \text{Pool} \left( \frac{\partial z_{L}}{\partial x^T}, \frac{\partial (G^{-1}(\xi) \cdot P_{T})}{\partial \xi^T}, \frac{\partial (\xi^{-1} \Delta \xi) \cdot P_{T}}{\partial \xi^T} \right). \tag{14}
$$

Given the closed-form Jacobian $J$ in Eq. 14, the whole point cloud registration pipeline can be deterministic. Following Eq. 6, 7, 8, we get the updates as $\xi \rightarrow \xi \circ^{-1} \Delta \xi$, where $G^{-1}(\xi \circ^{-1} \Delta \xi) = G^{-1}(\xi) G^{-1}(\Delta \xi)$. Note that our Jacobian formulation does not rely on finite differences. Our Jacobian is deterministic and does not require any step size to approximate the gradients. Thus, our method circumvents the numerical problems caused by the canonical PointNetLK.

4.2. Network design strategies

We noticed that the computational complexity of our deterministic PointNetLK grows with the number of points, which makes the naive implementation problematic for training. Here we propose several design strategies to make our method computationally efficient.

Feature aggregation. The input point cloud has $N$ points which we randomly split into $s$ segments. Each segment has $N/s$ number of points, and it is then fed to the network to get the feature vector $f_{i}$. Then, we use max pooling to aggregate all $f_{i}$ into a global feature vector $f$. Note that the aggregation strategy does not increase the time complexity.

Random feature. This strategy is similar to the previous one except that we do not aggregate features from each segment. We treat each segment of the point cloud as a small mini-batch. Without feature aggregation, we consider each mini-batch as individual data that enables the network to learn better representations. Moreover, the network converges faster to a solution.

Random points for the Jacobian computation. Instead of using the entire point cloud to estimate the deterministic Jacobian $J$, we randomly sample 10% of the points to compute it. The dimension of each matrix for the Jacobian computation shrinks intensively. Theoretically, our deterministic PointNetLK can process the point cloud with a large number of points.

Compute Jacobian with aggregated points. While the point sampling through the 3D space is not representative (e.g. uniform sampling), to capture more important features in a point cloud, we can aggregate the Jacobian of each point cloud segment. Note that the math for the Jacobian computation still holds because we employ the max pooling operation.

Critical points for feature encoding. PointNet [28] proposed the use of critical points, which are the points that contribute the most to the global feature vector. Therefore, we also use critical points to evaluate our method. Moreover, we find that using critical points improves the efficiency of the model without loss of generalizability and accuracy.

4.3. Loss function

We employ different combinations of loss functions in our point cloud registration pipeline. The first loss is the error between the estimated transformation $\tilde{G}$ and the ground-truth transformation $G$. The second loss measures the difference between the template feature vector $\phi(P_{T})$ and the source feature vector $\phi(P_{S})$. Also, we explore the use of a point-based distance loss.

Transformation error loss. We want to minimize the mean squared error (MSE) between the estimated $\tilde{G}$ and the ground-truth $G$ transformations. For efficiency, we formulate the transformation loss as

$$
L_{G} = \min_{\Delta \xi} \left\| \tilde{G}(\xi \circ \Delta \xi) \cdot G^{-1}(\xi) - I_{4} \right\|_{F}^{2}, \tag{15}
$$

where $I_{4} \in \mathbb{R}^{4 \times 4}$ is an identity matrix and $\| \cdot \|_{F}$ is the Frobenius norm. This formulation is computationally efficient because it does not require matrix logarithm operations.

Feature difference loss. To capture different feature signals for the transformed point clouds, we include a feature difference as another loss function during training. We want to minimize the error between the template point feature $\phi(P_{T})$ and the source point feature $\phi(P_{S})$. Given that the encoded point feature is deterministic, if the point clouds are aligned, the feature difference should reduce to zero. The feature loss is defined as

$$
L_{\phi} = \min_{\Delta \xi} \| \phi \left( \tilde{G}^{-1}(\xi \circ \Delta \xi) \cdot P_{T} \right) - \phi(P_{S}) \|_{2}^{2}. \tag{16}
$$

Point distance loss. In [16], the authors mentioned using the Chamfer distance as a loss function for the numerical PointNetLK training. Rather than directly calculating the distance between the template point cloud and the source point cloud, they used a decoder to first retrieve the point cloud from the feature vector, then calculate the point distance of the reconstructed point cloud. The point distance
where smaller values are better.

The translation through a 3D shape representation.

The translation defined in Eq. 17 implicitly combines the rotation and translation through a 3D shape representation.

\[
L_P = \frac{1}{|\hat{P}_T|} \sum_{x \in \hat{P}_T} \min_{y \in \hat{P}_S} \|x - y\|^2 + \frac{1}{|\hat{P}_S|} \sum_{y \in \hat{P}_S} \min_{x \in \hat{P}_T} \|x - y\|^2.
\]

(17)

where \(\hat{P}\) is the reconstructed point cloud.

We can combine the loss functions as following: \(L_1 = L_G + L_\phi\) for supervised learning; \(L_2 = L_G + L_P\) for semi-supervised learning; and \(L_3 = L_P\) for unsupervised learning. We employ \(L_1\) for most of our experiments. The \(L_2\) and \(L_3\) are used for ablation studies.

\section{5. Experiments}

We trained all the methods on the ModelNet40 [37] dataset. ModelNet40 has 3D shapes from 40 categories ranging from airplane, car, to plant, lamp. We sampled 1,000 point clouds from vertices and all point clouds were centered at the origin within a unit box. To demonstrate the generalizability of our proposed method, we split the 40 categories into two parts. The first 20 categories are for training, while the last 20 categories are for testing. We also partitioned 20% of the training set for evaluation. The training transformations include rotations that were randomly drawn from \([0^\circ, 45^\circ]\) and translations that were randomly sampled from \([0, 0.8]\). We applied the transformation to the source point cloud to get our template point cloud. During testing, we also sampled rotations from \([0^\circ, 45^\circ]\), and translations from \([0, 0.8]\) for fair comparisons. We set the maximum number of iterations to ten for all the iterative methods.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
Algorithm & \multicolumn{2}{c|}{Rot. Error (degrees)} & \multicolumn{2}{c|}{Trans. Error} \\
\hline
 & RMSE ↓ & Median ↓ & RMSE ↓ & Median ↓ \\
\hline
ICP [3] & 39.3255 & 5.0363 & 0.4743 & 0.0579 \\
DCP [34] & 5.5000 & 1.2024 & 0.0205 & 0.0029 \\
PRNet [36] & 40.6498 & 3.8742 & 0.1257 & 0.0210 \\
Ours & \textbf{3.3500} & \textbf{2.17e-6} & 0.0029 & 0.0029 \\
\hline
\end{tabular}
\caption{Results on unseen categories of ModelNet40. Our method outperforms other methods in most metrics. ↓ means smaller values are better.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
Algorithm & \multicolumn{2}{c|}{Rot. Error (degrees)} & \multicolumn{2}{c|}{Trans. Error} \\
\hline
 & RMSE ↓ & Median ↓ & RMSE ↓ & Median ↓ \\
\hline
ICP [3] & 40.7131 & 5.8249 & 0.4778 & 0.0731 \\
DCP [34] & 8.5869 & 0.9295 & \textbf{0.0205} & 0.0029 \\
PRNet [36] & 60.9340 & 8.9274 & 0.1443 & 0.0274 \\
Ours & \textbf{4.2404} & \textbf{2.60e-6} & 0.0438 & \textbf{4.47e-8} \\
\hline
\end{tabular}
\caption{Results on unseen dataset ShapeNet Core V2. Our method can generalize to different 3D shapes and still preserves high fidelity. ↓ means smaller values are better.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Accuracy. The maximum error threshold lies in \([0^\circ, 5^\circ]\) for rotation and \([0, 0.05]\) for translation. Purple line shows that our method achieved nearly 100% of success for alignments with a small maximum error threshold which indicates an absolute advantage over other methods.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Fidelity. We set extremely low error thresholds for both rotation and translation during testing. The purple line shows that our method preserves the highest fidelity among other methods. Orange line denotes that the numerical PointNetLK also achieves reasonable high accuracy. However, with the approximated numerical Jacobian, it lacks fidelity when compared with our method. Green and olive lines indicate the complete failure of DCP and PRNet when looking at the fidelity.}
\end{figure}

\section{5.1. Accuracy and generalization}

We report the accuracy of our method compared with other point cloud registration methods in Fig. 2 and Table 1. We first set a maximum threshold for the rotation error ranging from \(0^\circ\) to \(5^\circ\), and translation error up to 0.05. For each range, we measured the ratio of successfully aligned point cloud to the total number of point cloud as the success ratio. As shown in Fig. 2, our method greatly outperforms the traditional registration method ICP [3], deep feature-based method DCP [34], and PRNet [35]. Even with a rotation error threshold less than 0.5\(^\circ\) and a translation error threshold less than 0.005, our method can still achieve 0.98 of suc-
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our method takes about 2.5 minutes to train one epoch, while numerical PointNetLK takes 4.8 minutes and DCP takes 18.7 minutes. Right figure is the testing time of one point cloud on a single CPU. Purple line indicates that our method is fast during testing and is hardly affected by the number of points. As the number of points grows, the test time of correspondence-based methods grows quadratically.

cess ratio, while ICP has only 0.31 of success ratio, DCP and PRNet nearly fail for all testing point clouds. The results indicate that our approach has highly accurate alignment results.

We also present results on ModelNet40 dataset with different measurement metrics in Table 1. We used the root mean squared error (RMSE) to evaluate the variation of each error and the median error (Median) to better represent the error distribution. Compared to other methods, our proposed approach has extremely low median error in both rotation and translation. This result reveals that our method achieves significant accuracy for most test cases, while only a small portion of them will fall into larger errors.

We have shown that our method can generalize to other object categories during testing when trained on different object categories. In Table 2, we provide results on ShapeNet Core.V2 dataset. Our method can still achieve remarkably small median error, which further highlights its generalizability.

5.2. Fidelity analysis

According to the results presented in Section 5.1, our method achieves high accuracy alignments. We further demonstrate the high fidelity of our method by setting the maximum rotation error threshold in $[0^\circ, 1e^{-5}]$, and the maximum translation error threshold in $[0, 2e^{-7}]$. In Fig. 3, we demonstrate that under an extremely small fidelity criterion, our approach achieves higher fidelity than the canonical PointNetLK and ICP, and also achieves high success ratio with infinitesimal registration errors. Other methods lost the fidelity when we set a small error criterion. The out-
performance of our approach attributes to the deterministic gradient computation. Considering that we applied the LK algorithm on a 3D point cloud, we can directly process the spatial information with the deterministic “feature gradient” and the analytical “warp Jacobian”. Since our deterministic approach assures a high fidelity point cloud alignment, we can utilize it to refine the registration results given by other methods.

5.3. Efficiency

Fig. 4 demonstrates that our method is more computationally efficient than other methods during training and testing. We trained each network using 1,000 points and a single GPU. During testing, we varied the number of points from 100 to 10,000. Using a simplified PointNet with 3 layers and only 100 points for the Jacobian computation, our method is faster than the numerical PointNetLK. It also requires less space and time than other methods, especially when the number of points is large. With the number of points increasing, our method still maintains high efficiency. This suggests that our approach has the potential to efficiently cope with large number of points.

5.4. Robustness to noise

To verify the robustness of our method to noise, we trained the model on noiseless data and then added Gaussian noise independently to each point during test time. Note that we only added noise to the source point cloud, which was a reasonable simulation of the real-world situation. We set the success registration criterion to be a rotation error smaller than $5^\circ$ and a translation error smaller than 0.05. Fig. 5 displays the area under the curve (AUC) result. Compared with the numerical PointNetLK, our approach is more robust to noise even when the source point cloud has large noise (e.g. 0.04). When the data is noisy, the deterministic Jacobian provides more accurate gradients than the numerical one. DCP and PRNet fail when large noise is applied.
5.5. Sparse point cloud

In real-world applications, especially in the autonomous driving scenes, point clouds obtained from LiDAR sensors are sparse. To test the ability of our method to deal with sparse data, we simulated the sparsity in the source point clouds for the ModelNet40 dataset. Starting from a dense and complete template point cloud, we gradually subtracted a subset from the entire point cloud. In the end, we got the sparse source with a decreasing percentage of the points. Fig. 7 implies that our method maintains relatively high success ratio in sparse registration with more than 10% of the points sampled from the source point cloud.

5.6. Partial data

To further explore the capacity of our method to register point cloud in real-world scenes, we performed partial data experiment. We selected a complete shape as the template point cloud and obtained a partial source point cloud from the template by determining which points were visible from certain random camera poses. The simulation process was to set a camera at the origin facing at direction \((\theta, \phi)\) in the spherical coordinate, where \(\phi\) was the polar angle, and \(\theta\) was the azimuthal angle. We sampled \(\phi\) from a normal distribution \((0^\circ, 5^\circ)\) and \(\theta\) from a normal distribution \((45^\circ, 5^\circ)\). Then, we moved the source point cloud along the vector \([r, \theta, \phi]^T\), where the radical distance \(r\) was set as 2. Next, we determined which points were visible to the camera. These visible points would be the partial source point cloud. Although our method achieves the highest success ratio for both rotation and translation, as shown in Fig. 8, it could not retain a high fidelity for translation changes. The main reason is that for the partial data, our approach is unable to know the real center of the object. When subtracting the mean and centering the partial point cloud at the origin, it infers a wrong point cloud center. Another reason lies in the feature loss function (Eq. 16) we used. The feature loss can be large when the template is complete and the source is a partial scan.
### Ablation study

Results on different network design strategies and loss functions. The deterministic PointNetLK achieved higher fidelity than the canonical PointNetLK, which highlights the advantage of our deterministic Jacobian. For supervised ($L_G + L_P$) and semi-supervised ($L_G + L_p$) training, using random features improved alignment results, while for unsupervised training, the aggregated feature was preferred. Replacing the feature difference loss $L_\phi$ with a point distance loss $L_F$ did not remarkably improve the performance.

| # | Canonical Jacobian | Deterministic Jacobian | Feature aggregation | Random feature | $L_G$ | $L_\phi$ | $L_F$ | Rot. Error (degrees) | Trans. Error |
|---|------------------|------------------------|---------------------|----------------|------|--------|------|---------------------|-------------|
| 1 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 8.1825              | 3.68e-6     |
| 2 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 5.2323              | 2.47e-6     |
| 3 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 5.5578              | 2.83e-6     |
| 4 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 3.3502              | 2.17e-6     |
| 5 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 6.6980              | 2.90e-6     |
| 6 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 3.5657              | 2.25e-6     |
| 7 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 3.3234              | 2.18e-6     |
| 8 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 3.7418              | 2.17e-6     |
| 9 | ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 3.7418              | 2.17e-6     |
| 10| ✓                | ✓                      | ✓                   | ✓              | ✓    | ✓      | ✓    | 2.8975              | 1.90e-6     |

Table 3. Ablation study. Visual results of our point cloud registration method under different conditions. We show the template models as 3D surfaces for better visualization and the source point clouds are in black. The registered point cloud is shown in purple. Our deterministic PointNetLK method is robust to noisy, sparse, and partial data. The 3D models are from ModelNet40.

#### 5.7. Decomposition of the Jacobian

An advantage of our method is that we can decompose the Jacobian function into a deterministic “feature gradient” and an analytical “warp Jacobian”. Seeing that the “feature gradient” is deterministic and separated from the Jacobian function, we can reuse it for alternate alignment tasks. During testing, we are able to compute the Jacobian function without re-training the complete registration pipeline. We only need to compute the “warp Jacobian” and compose the final Jacobian function with pre-computed “feature gradient”. Examples are showcased in Fig. 6.

#### 5.8. Ablation study

We have introduced several network strategies and different loss functions for our approach. In this section, we compare these various settings. Table 3 lists errors for different metrics. The first two rows are the canonical PointNetLK. Replacing feature difference loss $L_\phi$ and transformation error loss $L_G$ with single point distance loss $L_F$ in row 2 improved the accuracy. The row 3-10 shows results of our deterministic PointNetLK. It did not lose accuracy when aggregating feature for the entire point cloud (shown in rows 3, 5, 9, and 10). If we use random feature rather than aggregated feature (rows 4, 6, 7, and 8), we can improve the fidelity. However, in semi-supervised learning (rows 8 and 10), aggregated feature will generate better results.

Note that with random feature, our method is faster. Adapting point distance loss rather than feature loss (rows 7, 8, 9, and 10) will gain slight improvements.

### 6. Discussion and Future Work

The deterministic PointNetLK is a deep feature-based registration method that preserves high fidelity, generalization, and efficiency. Unlike other full learning methods, our approach uses PointNet to extract point cloud features and deterministic LK algorithm for registration. Such hybrid model leverages point feature representation from a neural network and the intrinsic generalizability of LK algorithm.

We advocate to solve the Jacobian function using two separate deterministic gradients. We unroll the network to compute the accurate “feature gradient” signal corresponding to spatial locations. Still, the decomposition of the Jacobian function enables the reuse of “feature gradient” in different applications without re-training the entire registration pipeline. Furthermore, we propose different strategies to deal with efficiency.

Our experiments highlight the high fidelity property of our method and its robustness to different data settings which can be used for registration refinement. In addition, We have noticed that choosing the proper data for training is crucial for our method. One of the future work will be finding possible ways to better pre-process 3D point cloud. Another possible work is to improve the “feature gradient” using different encoding strategies. In addition, we want to extend our method to global registration framework. Finally, we expect our method to be applied in the real-world scenarios, particularly in the SLAM community.
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7. Supplementary Material

In this supplementary material, we further explain our network design strategies, and present more visual registration results of our deterministic PointNetLK.

8. Network Design Strategies

We have introduced network design strategies in Section 4.2 of our main paper. In this section, we include a demonstration figure (Fig. 10) to further explain our strategies.

As shown in Fig. 10 (a), the long green box is the entire point cloud $P$ that contains $N$ points. We split it into $s$ segments where each segment $P_i$ is denoted as a small green box. Each segment is encoded through a per-point embedding PointNet (orange box) to get a feature $f_i$ which is depicted as a blue box. We then concatenate all the feature segments to get $f$. We use max pooling to get our final feature vector $f_{\text{max}}$. If we want to speed up the training, we can use random feature as our final $f_{\text{max}}$ (see Fig. 10 (b)). Same strategies can be used to compute the Jacobian function. We can randomly choose a point cloud segment $P_i$ to compute the Jacobian as depicted in Fig. 10 (c). The purple box denotes parameters needed for Jacobian computation. However, when the point cloud is not a good representation of the 3D shape, like uniformly sampling, we aggregate $J_i$ of each point cloud segment $P_i$ (shown in Fig. 10 (d)). The red dash box represents the same operation in Fig. 10 (c).

We also provide quantitative results for different Jacobian computation strategies to complete our ablation study table (as shown in Table 4). We find that if we use the aggregated Jacobian, there is no significant change in the performance.

9. Visual Results

In Section 5 of our main paper, we have showed the robustness of our deterministic PointNetLK approach on different registration scenarios. We provide more visual results of our approach in this section.

9.1. Generalizability

Our approach has superior generalizability over different dataset. We show several registration results on the Stanford 3D scan dataset\(^2\) in Fig. 11.

9.2. Results for complete data

Fig. 12 shows the visual registration results on the complete model.

\(^2\)http://graphics.stanford.edu/data/3Dscanrep
Figure 10. **Network design strategies.** We can choose different combination of these strategies – (a)(c), (a)(d), (b)(c), (b)(d) – to improve the accuracy and the efficiency of our approach.

| # | Random Jacobian | Aggregated Jacobian | Feature aggregation | Random feature | $L_G$ | $L_0$ | $L_P$ | Rot. Error (degrees) | Trans. Error |
|---|---|---|---|---|---|---|---|---|---|
| 3 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 5.5578 | 2.83e-6 | 0.0493 | 5.96e-8 |
| 4 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 3.3502 | 2.17e-6 | 0.0307 | 4.47e-8 |
| 7 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 3.3234 | 2.18e-6 | 0.0380 | 4.47e-8 |
| 8 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 3.6901 | 2.12e-6 | 0.0382 | 3.73e-8 |
| 9 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 3.7418 | 1.76e-6 | 0.0339 | 2.98e-8 |
| 10 | ✓ | | ✓ | ✓ | ✓ | ✓ | ✓ | 2.8975 | 1.90e-6 | 0.0286 | 2.98e-8 |
| 11 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 6.0874 | 2.77e-6 | 0.0665 | 5.96e-8 |
| 12 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 5.0043 | 2.13e-6 | 0.0546 | 4.47e-8 |
| 13 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 4.4247 | 1.71e-6 | 0.0481 | 2.98e-8 |
| 14 | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | 4.2186 | 1.91e-6 | 0.0457 | 2.98e-8 |

Table 4. **Ablation study (continued).** Results on different network design strategies and loss functions. All the models used the deterministic Jacobian and entire point cloud (we did not use critical points in this experiment). Rows 3, 4, 5, 6, 7, 8, 9, and 10 are results extracted from our main paper. ↓ means smaller values are better.

### 9.3. Results for noisy data

Fig. 13 displays the registration results on noisy dataset. Our method is robust to noise.

### 9.4. Results for sparse data

We present results on sparse data registration in Fig. 14. Though there is only 50% data in the source point cloud, our method still has great performance.

### 9.5. Results for partial data

Fig. 15 shows the partial data registration results. Our approach has relatively good performance for the partial registration.
Figure 11. **Generalizability.** Visual results on several Stanford 3D scans. Note that our model was trained on half ModelNet40 dataset. Gray surfaces indicate the template, black point cloud is the source, and purple point cloud denotes our registration result.

Figure 12. **Complete data registration.** Registration results on complete ModelNet40 dataset. Our method has high fidelity registration results.
Figure 13. **Noise data.** We add Gaussian noise independently to each point in the source point cloud. Visual results point out that our method is robust to Gaussian noise.

Figure 14. **Sparse point cloud.** We preserved 50% points in the source point cloud while the template is a complete, dense point cloud. Results indicate that our method is robust to sparse point cloud registration.
Figure 15. **Partial data.** The source point cloud is the partial data, where the template is the complete point cloud. The registration results show that our method is relatively robust to the partial point cloud registration.