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Abstract

Currently, accurate localization system based on commodity WiFi devices is not broadly available yet. In the literature, the solutions are based on either network infrastructure like WiFi router, which have at least three antennas, or sacrifice accuracy with coarse-grained information like RSSI. In this work, we design a new localizing system - Dyloc which is accurate based on AOA estimation and instantly deployable on users’ devices.

Dyloc is designed to be dynamically constructed with user’s devices as network nodes without any network infrastructure. On the platform of laptops, our system achieve comparable localization accuracy with state-of-the-art work despite of the limitation of less number and large separation of antennas. We design multi-stage signal processing to resolve the ambiguity issue arisen in this scenario. To enable dynamic and collaborative construction, our system can accurately conduct self-localization and also eliminate the need of infrastructure anchors, which is due to the dedicated two-layer algorithm design.

1. INTRODUCTION

In recent decades, RF-based positioning attracts lots of interests and efforts over the world in both research and industry community. Those works show promising and innovative applications in mobile computing, human-computer interaction and assistant living [1-3, 25]. In the literature, various hardware platforms have been exploited to design and implement the proposed systems upon, such as software defined radio (SDR) [16, 45-47], RFID [24, 40, 42, 43], and commodity WiFi devices [11, 12, 14, 17, 22, 32]. Among these, commodity WiFi based system shows great advantage as it can be instantly deployed on existing WiFi devices, providing an ubiquitous service like GPS.

State-of-the-art localizing systems with commodity off-the-shelf WiFi adapters (CoTS WiFi) utilize several measurements reported by the chipset to derive relevant information, such as RSSI, CSI or AOA information. Fingerprint based [5, 26, 33, 49] and RSSI based systems [6, 11, 13] suffer from insufficient modeling of RSSI or expensive recurring operations on changing environments and hence are either inaccurate (median error of 2-4 m) or difficult to deploy. By contrast, AOA (angle of arrival) based systems [18, 19, 32, 45] can achieve localizing accuracy of tens of centimeters.

However, existing AOA based systems built on CoTS WiFi used WiFi infrastructure like routers only accessible to the network administrator, requiring at least three antennas for the antenna array. One reason is that the resolution of AOA estimation on the antenna array is greatly affected by the number of antennas in the array. This, nearly all WiFi devices possessed by normal users and WiFi cards are hard to deploy these systems due to prevalent two-antenna configuration. For another reason, the antenna spacing on commodity device is fixed and hence cannot be adjusted to meet their design specification. For example, [16, 42, 45] requires the antenna spacing to be less than λ/2. In this work, the goal is to solve the above problem and enable an user-controlled localizing system based on AOA with high accuracy.

Particularly, we design a system on the ubiquitous laptop platform with existing two antennas that doesn’t require any additional hardware modification or external antennas, realizing accurate AOA based localization. As a result, the control of the localizing system is transferred from network administrator to the public. As such, our system creates a new scenario where the localizing network is dynamically and collaboratively constructed by normal users. Therefore, with its accuracy and dynamic and distributed coverage, Dyloc can enable a bunch of applications.

In individual study room of a library, the steal of per-
sonal stuff is a big concern to the students. With Dyloc they can register their devices to the localizing system so as to protect against stealing by detecting abnormal displacement. Differing from existing designs, Dyloc system is dynamically constructed. No additional infrastructure is required and users can build their localization network at anywhere even with no wall power. Further, the distributional feature of freely-joined nodes in this system offers a better coverage and fair service to each device than static AP infrastructure. Another significant use case is in the airport (Figure[1]) or large public occasions. It has been reported that in America every day more than 2000 children get lost in public places [2]. We envision Dyloc can be an effort to remedy the situation. By running Dyloc on their devices, people can freely construct a localization network in any public place even without infrastructure like routers or base station. Then, the lost children could be effectively and continuously tracked with a device like cellphone in their pocket or simply lost-and-found searching. Last but not least, Dyloc could also enable activity organizer to promote interactivity among participants/audiences with this collaborative localizing system.

To design the above system, we need to tackle several challenges. First, the platform of interests has only two antennas which has lower resolution on AOA estimation compared with three antennas case. How can we achieve comparable accuracy despite of less number of antennas? Next, as we will see later, there is ambiguity in the AOA estimation brought by large antenna separation which is critical in localizing the target. However can we resolve this ambiguity? Furthermore, as to constructing a dynamic localizing network with freely joined devices (network nodes) without any infrastructure, one key question is how to determine positions of those nodes which serve as the reference for localizing the target. That also means, Dyloc enables a maintenance and operation free service for the public. Unlike previous works, Dyloc doesn’t rely on any pre-measured anchor locations (e.g., SpotFi [17]) or opportunistic GPS service (e.g., [11]).

In Dyloc, we propose our solutions for each of the above issues to enable the whole system. Firstly, we rely on an important observation that large separation of antennas (e.g., 26 cm on HP Pavilion) despite of the ambiguity issue could actually be utilized to solve the shortcoming of less number of antennas. State-of-the-art AOA based CoTS WiFi systems [14, 17] use outer antennas connected to chipset whose spacing is controlled to be within half wavelength so as to avoid ambiguity. As such, the limited number of antennas and its large separation have hindered researcher to explore AOA based localization on existing laptop platform. While, we observe that large antenna separation also make the steering beam becomes narrower, although there are ambiguous grating lobes. Dyloc exploit this opportunity and process with improved music algorithm to enhance the number of effective sensors, boosting the accuracy of AOA estimation.

However, what comes together with the high resolution is ambiguity issue. Specifically, when antenna separation in an array is larger than half wavelength, the beam pattern which is used to indicate the direction of signal source exhibits ambiguous grating lobes, shown in Figure[2]. In Dyloc, we design a multi-stage algorithm calculating the likelihood of candidates derived from AOA distribution and RSSI profile. By doing so, the ambiguity is resolved by selecting the candidate position with highest likelihood in the end.

Last but not least, it is critical to localize the network nodes themselves which serves as reference for pinpointing the target by integrating their measurements. As stated before, Dyloc is free of operation and maintenance through self-localizing. This is challenging since the network topology is dynamic with continuously joined devices and we do not require anchor APs [16] for authentic locations. In Dyloc, we propose a non-intuitive algorithm called bundled two-layer self-localizing (BTS) which separates the self-localizing problem into two layers, graphical topology description and scale size determination. In this way, the algorithm is promising to separate the interference from these two layers and improve the overall accuracy.

We have built our system on ubiquitous laptops with minimum configuration of two antennas. Our system doesn’t have any requirements or constraints on the signal source, which could be any WiFi device, such as laptop, phone, tablet or wearable device. In conclusion, in this work we make the following contributions:

- We are the first to explore accurate AOA based localizing system design which can be controlled by normal users with their possessed ubiquitous devices without additional infrastructure. In particular, we design and implement our system upon
normal laptops with minimum configuration of two antennas.

• To achieve high accuracy with small number of antennas, our system exploits the narrow beams with large antenna separation on laptop. By resolving the ambiguity from multiple grating lobes, our system achieves comparable localization accuracy with state-of-the-art design [17] despite of less number of antennas.

• To the best of our knowledge, Dyloc is the first AOA-based dynamic and collaborative localizing system constructed with no infrastructure, free of operation and maintenance. To achieve this feature, we design a dedicated two-layer algorithm which localizes the positions of network nodes with no anchor APs or opportunistic GPS service.

• We implement our design on ubiquitous laptops with minimum configuration of two antennas. To evaluate our system, we conduct extensive experiments on various channel conditions. As the results of experiments, our system shows median localization accuracy of 0.47 m in LOS scenario and 0.84 m in nLOS case. With self-localization, our system can still achieve median accuracy of 0.82 m in LOS scenario.

2. RELATED WORK

CoTS WiFi based localization has primarily relied on RSSI and CSI information reported by commodity WiFi cards. RSSI based approaches [7, 11, 21, 44] measures the RSSI from the target at multiple APs. Mapping RSSI to distance via signal propagation model, those methods derive the location of the target with triangular relationship with intersection. Fingerprinting based approaches [5, 22, 26, 48] record the unique distribution of RSSI from one location to multiple receiving APs and match the pattern to work out the position. Similarly, [41] analyzes patterns in CSI traces affected by multipath environments. Those approaches are subjected to the varying transmitter location and changing environments, which would incur expensive and recurrent operation to learn a matching configuration. In contrast, Dyloc is based on angle of arrival (AOA) of RF signal, which maintains its confidence with varying surrounding environments.

Prior AOA based CoTS WiFi localizing systems [14, 17] has mainly relies on network infrastructure (e.g., AP router) with at least three outer antennas separated within half wavelength. The reason for constraining distance is to avoid ambiguity since multiple beams would occur as the distance exceeds half wavelength. In contrast, Dyloc explores designing localization system utilizing normal WiFi device (i.e., laptops), which provide the opportunity to give back the control of localization system to normal users. To achieve high accuracy despite of the hardware limitation, we propose solutions to tackle the challenges arisen from limited number of antennas and large separations on the platform of interests.

Within a localizing system, the target is pinpointed by integrating measurements (i.e. distance or orientation) from multiple APs. Therefore, the locations of the network nodes (APs) should be known in advance to serve as reference for the target signal source. Differing from previous static network infrastructures [8, 16, 21, 27, 32], Dyloc is a dynamic localizing system constructed and expanded by freely joined users’ devices, and hence need to work out the network spatial topology by itself on the go. Previous works [9, 11, 16] explored the problem of system self-localizing. However, they either require GPS service, which is not available in indoor places, to provide locations for several anchors or relied on coarse-measured distance derived from time-of-flight (ToF). By contrast, Dyloc utilizes AOA profile targeting at accurate localizing performance without any anchor locations or GPS service.

In the context of RF-signal based positioning technologies, researchers have more freedom to design and implement systems on modified hardware [14, 43, 45], complex physical-layer signal engineering [23] and large-scale/dense infrastructure [36]. In contrast, Dyloc is built on ubiquitous CoTS WiFi platform, which doesn’t require any additional hardware or modified RF signal. Further, Dyloc doesn’t incur any cost if the CSI information is extracted from normal communication traffic.

Non-RF based approaches have also been explored in the literature. [34, 35, 40, 42] is RFID based systems which utilize radio reflection from tags attached on objects and process the signal on dedicated reader. Visible light based systems [15, 20, 60, 71] need dedicated infrastructure for deployment and vulnerable to ambient light. Audio based systems [37] are unreliable when exposed to the environmental noise in public places. In contrast, Dyloc works on ubiquitous user-owned WiFi devices which enable a dynamic and collaborative localizing system with RF signal.

3. SYSTEM OVERVIEW

To realize a robust localization system against changing environments, Dyloc relies on angle of arrival (AOA) of the receiving signal from the object. Thus, it is helpful to understand how traditional AOA estimation works with the well-known music algorithm. After that, we will introduce the system architecture to understand how Dyloc works in real world and what are the components in our system design.

3.1 Premier in music algorithm
In the literature, music algorithm is well-known and exploited to extract AOA from the receiving signal. The basic idea behind AOA estimation using music algorithm is to exploit the phase shift pattern \cite{29} of receiving signal across all the antennas of the array. When the target’s signal arrives at the antenna array, the phase of the signal received at one antenna is closely related to the distance along the path it travels. Let \( \Delta l_k \) be the additional distance traveled by the signal along the \( k \)-th propagation path between two antennas. Then the phase shift is given by \( 2 \pi \Delta l_k / \lambda \), where \( \lambda \) is the wavelength of the arriving signal. Let us denote the complex exponential of the phase shift as a function of the distance along the path, i.e.,

\[
\Phi(l_k) = e^{j2\pi \Delta l_k / \lambda} \quad (1)
\]

When the signal source is from some distance, the signals received at all the antennas in the array can be viewed as parallel and the additional distance traveled by the signal across consecutive antennas can be approximated by the antenna separation and the angle of arrival. As shown in Figure 3 for the arriving signal at the angle of \( \theta_k \) with respect to the normal of the antenna array, the additional distance traveled by the signal is given by \( d \sin(\theta_k) \) where \( d \) is the antenna spacing. Thus, we have the complex exponential of the phase shift as a function of the AOA of the path,

\[
\Phi(\theta_k) = e^{j2\pi d \sin(\theta_k) / \lambda} \quad (2)
\]

Hence, with a uniform linear array with equal spacing of \( d \) between consecutive antennas, AOA, i.e., \( \theta_k \), introduces a steering vector \( s(\theta_k) \) of complex exponentials in the receiving signals across all the antennas in the array, i.e.,

\[
s(\theta_k) = [1, \Phi(\theta_k)^{(1)}, \Phi(\theta_k)^{(2)}, ..., \Phi(\theta_k)^{(M-1)}]^T \quad (3)
\]

where \( M \) is the number of antennas in the array. For the signals received at all different antennas along one single path, the complex attenuations are same except for the additional phase shifts and is equal to the received signal on the first antennas, denoted as \( \gamma_k \). Hence, considering all signal paths in the environment from the source to the antenna array, the overall received signal on the antenna array is the superposition of the signals due to all paths, i.e.,

\[
x = A \Gamma \quad (4)
\]

where \( A = [s(\theta_1), s(\theta_2), ..., s(\theta_L)] \) is the steering matrix combining all propagation paths and \( \Gamma = [\gamma_1, \gamma_2, ..., \gamma_L]^T \) is the vector of complex attenuations for each of the propagation paths. Note that our goal is to obtain the steering vector in matrix \( A \), which is easy to derive the AOA of the propagation path, from the receiving signal \( x \). To achieve this, MUSIC algorithm utilizes the property that the signal subspace in the autocorrelation matrix, i.e., \( xx^H \), is orthogonal to the noise subspace. Thus, MUSIC algorithm proceeds by first calculating the noise space formed by eigenvectors corresponding to those minimum eigenvalues and then constructs the estimator function based on the orthogonality, which exhibits peaks on the AOA’s of arriving signals. We omit the mathematical detail for brevity here but refer to the broad literature discussing this processing \cite{10, 28, 31}.

### 3.2 System architecture

In this part, we will introduce the deployment platform of Dyloc in real application scenario. Then, we briefly introduce three components in Dyloc system design before we go to the detail of each part.

#### 3.2.1 System deployment platform

Dyloc is a dynamic and infrastructure free localizing system. In real deployment, there is no limitation on where and when users can register their device to expand the network. Dyloc system can be built in any place where there are some other devices nearby connected to this localizing network. Hence, there are two groups of participants in Dyloc network, network nodes that serve the localizing function and registered clients which are WiFi devices to be tracked in this network.

Typically Dyloc works in this way. When an user enters a large public space, e.g., conference room or airport (Fig.1), where he wants to keep his device tracked to protect from losing or steal, he opens the software App to search for local Dyloc system. Once it is found, the user may either connect his laptop to expand the system as network node or just register any other devices, such as smartphone, tablet or smartwatch, to be tracked in this system. Note that it is needed to design an incentive mechanism to let users be willing to expand this system. An intuitive solution is to design a bonus for network node contributors which could be either a free service for tracking his devices or interests charged from other users who just register as clients. Since it is not the focus of this paper, we leave the study of incentive mechanism to future discuss.

As far as the localizing network with distributed nodes is concerned, one node should be selected as the central server to integrate all information from other normal nodes. To balance the computation across those
nodes and reduce communication traffic load, in the design we let normal nodes finish as much computation as they can locally. Specifically, in addition to deriving the AOA profile respective to one normal node from one target, it continues to extract all necessary information from the AOA profile locally and then send to the central server. Hence, it doesn’t need to send the whole CSI traces and also the central server doesn’t need to search through the AOA profile exhaustively.

3.2.2 Components in system design

There are three components in signal processing and algorithm in Dyloc:

Obtain AOA Profile. With improved music algorithm in Sec.4.1, Dyloc extracts the AOA profile from the receiving signal on the antenna array. With commodity WiFi cards, the receiving signal vector is reported as CSI values per subcarriers per antenna. In this AOA profile, the angle of arrival of the propagation path can be derived by searching the peaks across the whole direction range in the space.

Resolve Ambiguity and Pinpoint the Target. Due to large separation of antenna pair on laptop, the estimated AOA profile has ambiguity in the target’s direction demonstrated in Fig.2. By integrating profiles from network nodes, we resolve ambiguity and pinpoint the target with the most likely candidate.

Network Self-localization. To enable a dynamic and infrastructure free system, we need to localize the network nodes themselves without any references. We solve this unprecedented challenge by designing a dedicated two-layer algorithm integrating the data from all network nodes, which separates the whole problem into graphical topology description and scale size determination.

4. SYSTEM DESIGN

In this section, we will discuss the three components in the signal processing and algorithm of Dyloc as stated above.

4.1 High resolution AOA profile

To enable a distributed and dynamic localizing system free of infrastructure, Dyloc needs to rely on the prevalent and ubiquitous personal owned WiFi devices - particularly laptops here. The limited number of antennas and large separation of its spacing hinders researchers to explore accurate AOA estimation on this platform. Instead, in Dyloc we solve this problem with the observation that although large separation of antenna pair would cause ambiguity in positioning, it also provide high resolution in AOA profile across the space. Besides, we utilize improved music algorithm to achieve a larger number of sensors despite of the fact that there is only two antennas.

To gain insight into the effect of antenna separation on the beam pattern, let’s look at the Eq.2 which is the approximated phase shift represented by AOA. For antenna separation less or equal to half wavelength, each phase shift corresponds to an unique AOA ($\theta_k$) which means there is one beam in the whole space. However, when the antenna separation becomes larger, more than one AOAs can generate the same phase shift and all of them could be considered as the direction of receiving signal, and hence cause ambiguity. Using more accurate model Eq.1, we show the beam pattern of separations of half wavelength and 2.5 wavelengths respectively in Fig.2. As we can see, with half wavelength separation, there is no ambiguity but the beam is very broad thus low resolution. While, although multiple beams exist with larger separation, each beam is much skinnier and thus has high resolution. Specifically, with two antennas separated on a laptop by 26 cm, the average beam width (measured by -3dB range similar to bandpass filter) for 2.4 GHz WiFi signal is about one fourth as large as that with half wavelength separation.

Further, we exploit the improved music algorithm to combine CSIs on all subcarriers so as to provide better resolution of the AOA profile. The basic idea is to extend the number of effective sensors by incorporating time of flight into steering vector and smoothing CSI.
matrix. In previous literature \cite{17, 30, 38, 39, 45}, jointly estimation of AOA and TOF and CSI smoothing have been discussed. Here, in Dyloc we need to figure out the corresponding design of algorithm based on the above ideas on the laptop platform with just two antennas.

Due to frequency difference, there is a phase shift between consecutive sub-carriers on the same antenna, given by \(2\pi(f_i - f_j)\tau_k\) where \(f_i, f_j\) are the frequencies of these subcarriers and \(\tau_k\) is the ToF of the \(k^{th}\) propagation path. Let’s denote the complex exponential as \(\Psi(\tau_k)\). Hence, if we considering all CSI measures on \(N\) subcarriers as opposed to just one in Eq\[4\] we can obtain the following,

\[X = AF\]  
(5)

where \(X = [x_1, x_2, \ldots, x_N]\) and \(F = [\Gamma_1, \Gamma_2, \ldots, \Gamma_N]\).

From theoretical analysis, the resolution of Eq\[5\] on estimating AOAs is limited by the number of rows in matrix \(A\) and the number of columns in matrix \(F\). Note that the number of rows in matrix \(A\) is the number of antennas in the array while the number of columns in matrix \(F\) corresponds to the number of measurements, i.e., number of subcarriers. Particularly, in our platform of interests (laptop), the number of antennas is only two which is much less than the total number of subcarriers in the 20MHz WiFi band. Specifically, with the commodity Atheros chipset, the CSI matrix for each packet received would contain channel information for 56 subcarriers in total.

To solve this unbalance so as to boost the number of effective sensors, we apply a mathematical trick as improved music algorithm. The basic idea is to rearrange the matrix formula equation in Eq\[5\] so that the number of rows in matrix \(A\) and the number of columns in matrix \(F\) is balanced. Specifically, let’s look at the rearranged formula in Eq\[6\] to understand our design.

\[X' = A'F'\]  
(6)

where \(A' = [s'(\theta_1), s'(\theta_2), \ldots, s'(\theta_1)]\) and \(s'(\theta_1)\) is the extended version of \(s(\theta_1)\) in Eq\[3\]. Recall that \(s(\theta_k) = [1, \Phi(\theta_k)]^T\) since \(M = 2\). Here, we extend this vector with 19 consecutive subcarriers and obtain \(s'(\theta_k) = [1, \Psi(\tau_k), \Phi(\theta_k), \Psi(\tau_k)\Phi(\theta_k), \ldots, \Phi(\theta_k)^{(18)}, \Psi(\tau_k)^{(18)}\Phi(\theta_k)]^T\).

Accordingly, the same number of consecutive CSI measurements on 19 subcarriers should be stacked in each column of extended matrix \(X'\), i.e., \(x'_i = [csi_{1,1}, csi_{1,2}, \ldots, csi_{18}, csi_{19}]\) where \(csi_{i,j}\) is the CSI measurement for \(i^{th}\) antenna and \(j^{th}\) subcarrier.

Now, let’s consider the columns of matrix \(X'\). As we want to achieve the linear combination in equation \[6\] we shift each entry in the first column of \(X'\) by one sub-carrier, i.e., \(x'_2 = [csi_{1,2}, csi_{1,3}, \ldots, csi_{20}]\). In this way, the linear combination in the above formula is maintained as long as we multiply a common scaling vector \([\Psi(\tau_1), \Psi(\tau_2), \ldots, \Psi(\tau_L)]\) to the first column of \(F'\) to obtain its second column. As a result, the number of columns in matrix \(F'\) is 38 which is the same as the number of rows in matrix \(A'\).

In Fig\[4\] we obtain CSI values from laptops in experimental LOS environment and calculate the AOA profiles in three ways. First, we just utilize one subcarrier on the pair of antennas for AOA calculation and see the variation across all subcarriers as shown in Fig\[4(a)\] which doesn’t have ToF resolution. Next, we use CSI on all 56 subcarriers using the proposed improved music algorithm. To look into the effect of extended number of effective sensors, we calculate using just one (Fig\[4(b)\] and all 38 (Fig\[4(c)\]) non-zero eigenvalues. Comparing all three results, we can see that the proposed music algorithm improves the resolution of AOA profile with a much skinner beam. To measure the localizing accuracy with the AOA profile, we further conduct experiment in Sec.?? and obtain the median error as 2.25 degrees, comparable to the state-of-the-art localizing system with CoTS WiFi.

**Target in near scope.** The approximation in Eq\[2\] using AOA is not accurate if the signal source is within near scope of the antenna array. Fig\[4\] demonstrates that each AOA actually corresponds to one hyperbola. Thus, in near scope we use more precise model represented by Eq\[4\] to replace AOA model in the steering vector.

### 4.2 Ambiguity resolution and localization

In the above, we obtain the high resolution of AOA profile as the first step. However, unlike state-of-the-art AOA localizing works which directly intersect the unique beams to pinpoint the target due to small antenna separation, there is challenge coming from the ambiguity of additional lobes to get the correct location. In Dyloc, we make use of multiple measures and resolve the ambiguity before pinpointing the target.

#### 1. Ambiguity resolution

In the first, our intuition in resolving the ambiguity on multiple grating lobes is the observation that the correct location would always be the intersection in the AOA profiles of any two network nodes. In contrast, for the counterfeite location, with more network nodes joined, it is more unlikely that it will satisfy the AOA
profiles for all of them. Hence, as long as we integrate the AOA profiles from multiple network nodes up to some number, we should be able to resolve the ambiguity to pinpoint the only correct location. Let’s look at the example shown in figure 5. If we only count for two network nodes, candidates C1, C2 and C3 all satisfy. However, as we increase the number of network nodes, C2 matches the AOA profiles for three network nodes and only C3 matches the AOA profiles for all four network nodes. As such, we can conclude that with enough network nodes the correct candidate location could finally be found.

However, due to wireless noise and hardware imperfection, noisy CSI measurements would cause variation in the AOA profile. Taking this into consideration, we note that no location can perfectly satisfy all AOA profiles and those which are within the error range should be kept as potential candidates. Therefore, we first search for candidate cluster which has intersections from all network nodes and thus represent selecting one beam for every AOA profiles. In order to avoid searching across the whole space, we first generate the candidates using intersections of the first two AOA profiles. Starting from the first group of candidates, we incorporates intersections of other pair of AOA profiles and eliminate the one exceeding out of the error range.

To have an insight into how the integration works w.r.t. the number of network nodes, we conduct a simulation which randomly selects the locations of network nodes and the target. In this simulation, we set the range of the whole space as 30m x 50m and the error range of AOA profile of each network node from experiment as $[-8^\circ, 8^\circ]$, which covers 90 percentage of all measurements as shown in AOA evaluation Sec.??. We exclude measurements out of this range since large error would greatly impair localization accuracy. However, this doesn’t hurt performance of our system since 90 percent measurements are retained. Specifically, we measure the error of one candidate cluster using the mean position of its intersections as the candidate position. In Fig 6(a), the results show that with more network nodes SpotFi has higher accuracy on cluster selection, i.e., determining AOA candidate on each AOA profiles. Specifically, the median error of localization with five nodes has improvement of 9 m over that with just two nodes.

Can we do better? To improve the cluster selection accuracy with less number of network nodes, we design a likelihood measurement using RSSI profile across all network nodes to further resolve the ambiguity. In the literature, RSSI profile is also explored to track the RF target and the median accuracy is around 4m constraint by insufficient RSSI model in changing environments. Albeit its low resolution, there is opportunity of improving accuracy by matching RSSI profile in Dyloc. The reason is the observation that the candidate locations could be far from each other as shown in Fig 4 since the grating lobes are separated by large angles and as we know wireless signal strength typically degrades exponentially w.r.t. the traveled distance with an exponent around 2-4. Here, the likelihood measurement is designed to be negatively related to the overall deviation across all $I$ network nodes for one candidate of one cluster.

$$\text{likelihood}_C = \frac{1}{I} \sum_{i=1}^{I} (r_i^2 + r_i')^2 / \sum_{i=1}^{I} (r_i - r_i')^2 \quad (7)$$

where $r_i$ is the measured RSSI for node $i$ and $r_i'$ is the estimated RSSI from propagation model [7,11,21,44]. $C$ is one of the candidate clusters. Specifically, the RF propagation model used here is the log-distance path loss (LDPL) model, which is reviewed below.

$$r_i = R - 10\gamma logd_i \quad (8)$$
where \(d_i\) is the distance between \(i^{th}\) node and the target. \(R\) is the RSSI observed at a distance of 1m away from the target and \(r_i\) is the RSSI observed at the target. The path loss exponent \(\gamma\) captures the rate of fall of signal strength around the target. Those unknown parameters are estimated in the initialization procedure explained in Sec.4.3 In Fig.6(b) the results show that by integrating the likelihood measurements localization error could be reduced. We observe that the most improvement is on the case with just two network nodes. The reason is that two network-node system has no opportunity to detect counterfeit cluster with just one group of intersections and thus benefits the most from RSSI profile matching.

**Integration of Multiple Measurements.** Since there is random variation coming from wireless channel and hardware, single packet would experience large deviation in the WiFi card measurements. In this case, either wrong cluster would be chosen or large deviation exists in current measurement, resulting in large error. Fortunately, we found that the likelihood value is a very good indication on the quality of current measurement. For example, for network of 3 nodes, candidate position with error less than 1 m typically has likelihood value larger than 20 while those with error larger than 10 m has likelihood value less than 1. Thus, for integration of multiple measurements, we reject bad measurements with a likelihood threshold to improve overall accuracy. Fig.6(c) shows the results after integrating multiple measurements from 10 packets. We can see that number of large error cases in the cumulative distribution is significantly reduced and the media error for two-node and three-node case is reduced by more than 2 m.

2. Localizing the target

Recall that in ambiguity resolution we obtain the candidate location by averaging all intersections in one cluster. The candidate location is used for measuring the accuracy of corresponding cluster and integrating RSSI profile. However, it may not be the perfect location even if the cluster is the correct one. Intuitively, the optimal location of the target should minimize the deviation across all AOA profiles. Besides, RSSI profile could also be utilized to measure the quality of candidate location. Based on these ideas, we design a likelihood measurement to be negatively related to the overall deviation from all AOA profiles and mismatch between measured and estimated RSSI profile for one candidate location \(p\), which is below.

\[
\text{likelihood}_p = 1 / \left( \frac{1}{I} \sum_{i=1}^{I} (r_i \cdot r_i^*) \right) + \omega(I) \sum_{i=1}^{I} \Delta AOA_i \tag{9} \]

where \(\Delta AOA_i\) is the AOA deviation from candidate localization \(p\) to the AOA profile of \(i^{th}\) network node. Then, with searching through all candidate locations in the scope of selected cluster, we pinpoint the target with largest likelihood. Note that while taking into account the error range in AOA profile, we set the searching scope to an expanded range of the cluster formed by all its intersections. Fig.6(d) shows the localization accuracy with fine-grained searching in the cluster area, where the media error with five nodes is improved by 0.15 m.

Compared to previous work [17], our design of localizing algorithm has an additional stage to solve the ambiguity arisen from multiple grating lobes. In designing the ambiguity resolution algorithm, we make use of the error range measured from experiments in Sec.?? to shrink the search space and RSSI profile to improve the performance of ambiguity resolution. Besides, due to the dynamic feature of Dyloc, we use weight factor \(\omega(I)\) to account for different scale of the network, i.e., \(\omega(I)\) is an decreasing function of the number of network nodes. Further, in our design, the likelihood value is incorporated into integration of multiple measurements across consecutive packets to mitigate the random variation.

**Practical Issue.** In practice, one issue of the above localizing algorithm is the non-line-of-sight (nLOS) scenario. Depending on the obstruction, there may or may not be direct path from the target to one network node. In the first case, we could get more accurate AOA whose power is not the strongest. In the second case, we need to suppress the AOA from the corresponding node since there is no direct path hence large error exists. We present detailed solution in Sec.??.

4.3 Network platform self-localizing

In Dyloc, we enable a distributed and dynamic localizing system free of infrastructure. As such, the normal user could register their own device to be a node in the network and also log out as they wish. Up to now, we have demonstrated how Dyloc provides an accurate localization on the target using the A0As relative to all network nodes. However, given the dynamic feature of this platform topology, the remaining question is how might Dyloc figure out the localizations of the network nodes themselves. Our problem is different from previous RSSI-based self-localization works as we have accurate AOA profile to improve the accuracy.

An intuitive and simple solution one might think of is to incrementally update the location of the new node, which we call incremental self-localizing update algorithm (ISU). Specifically, when a WiFi device is added to the current network as a new node by an user, ISU algorithm treats the new node as a client and obtain its location to update the network topology construction using the solution in Sec.4.1 and Sec.4.2. Despite its simplicity, we find there are two problems in ISU which...
deter it from working effectively in practice. First, as there exists deviation in the previous self-localization rounds, using the existing positions of network nodes to localize the new one would accumulate the deviation in sequence. What’s more, such an algorithm doesn’t fully utilize valuable sensing data from the new node. An important observation here is that the new node is also capable to build AOA profiles for existing nodes.

Taking these two issues into account, we design a new strategy called bundled two-layer self-localizing algorithm (BTS). The first part of the idea behind BTS is to bundle the updates of positions for all network nodes not just for the newly joined one. As such, it is promising to tackle the problem of accumulated error from the incremental operation of ISU. Besides, the second part is to separate the localizing problem into two layers. The intuition of this approach is that we find these two layers are quite independent in this problem and thus solving each of them separately may reduce mutual interference from the deviation of each other. In the following, we will go to the detail of the design in our algorithm.

1. Graphical topology description

In the first layer, we utilize the linear relationship to effectively resolve the directions between any two network nodes and construct the graphical topology description for the whole network system. Specifically, different from just localizing the RF target, localizing of the network nodes has an unique advantage that two directions between two network nodes can be measured and they should match with each other. As shown in Fig.5, network nodes N1 and N2 could measure the directions of the signals emitted from each other and get two AOA profiles. It is easy to see that the ambiguity of AOA profile is effectively resolved since the two directions should be in the same line. Therefore, after obtaining the directions between any two network nodes, we construct a graphical description of the network topology.

2. Scale size determination

After the computation in the first layer, although we only obtain the directions among network nodes, there is just one measurement remaining to be solved - the network scale size. The network scale size essentially describes how large space the whole network takes up. With the topology of network nodes, we could derive the ratio between any two lines. Mathematically, let’s denote the unknown distance between $i^{th}$ and $j^{th}$ nodes as $d_{ij}$ and between $i^{th}$ and $j^{th}$ nodes as $p_{ij}d_{12}$, where $p_{ij}$ is the ratio derived from the topology. With the log-distance path loss (LDPL) model described in Eq.8 we get the following equations.

$$r_{ij} = R_i - 10\gamma_i\log(p_{ij}d_{12})$$

where $R_i$ is the RSSI observed at a distance of 1 m of $i^{th}$ node and $r_{ij}$ is the RSSI observed at $j^{th}$ node. Since $R_i$ is a device-specific metric, we assume that each device knows its own $R_i$. The path loss exponent $\gamma_i$ captures the rate of fall of signal strength around $i^{th}$ node.

In equation (10), there are four parameters for each network node, which are $R_i$, $\gamma_i$, and two coordinates of $i^{th}$ node. Since we have $I$ network nodes, the total number of equations formed by the LDPL model is $I(I-1)$. Note that in order to determine the distance between each pair of nodes, we only need the scale size of the whole network. Thus, the total number of unknowns is actually $I + 1$. As long as $I > 2$, it is feasible to solve all unknowns. In the case that we just have two network nodes, note that even if there is just one client the condition is satisfied. The essential reason is that the RSSI information is available on all participants.

Further, from the above discussion, we can see that the number of equations is much larger than the number of unknowns. As we want to utilize all measurements for a balanced solution to reduce error via variation across all network nodes, we design the optimization objective function to minimize the total deviation from all equations, which is reviewed below.

$$\hat{\gamma}_i, \hat{d}_{12} = \arg\min_{\gamma_i, d_{12}} \sum_{i,j} (r_{ij} - (R_i - 10\gamma_i\log(p_{ij}d_{12})))^2$$ (11)

Path loss exponent $\gamma_i$ is solved for each node to accommodate different surrounding environments. After $d_{12}$ is obtained, all the distances between each pair of nodes can be derived with topology description.
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