A Review of Safe Reinforcement Learning: Methods, Theory and Applications

Shangding Gu\textsuperscript{a\*}, Long Yang\textsuperscript{b}, Yali Du\textsuperscript{c}, Guang Chen\textsuperscript{d}, Florian Walter\textsuperscript{a}, Jun Wang\textsuperscript{e}, Yaodong Yang\textsuperscript{b}, Alois Knoll\textsuperscript{a}

- A review of safe Reinforcement Learning (RL) methods is provided with theoretical analysis and application analysis.
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- To examine the effectiveness of safe RL methods, several safe single-agent and multi-agent RL benchmarks are investigated.
- The challenging problems are pointed out to guide the research directions.
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Abstract

Reinforcement Learning (RL) has achieved tremendous success in many complex decision-making tasks. However, safety concerns are usually raised when it comes to deploying RL in the real world, leading to a growing demand for safe RL algorithms, such as in autonomous driving and robotics scenarios. While safe control has a long history, the study of safe RL algorithms is still in the early stages. To establish a good foundation for future research in this thread, in this paper, we provide a review of safe RL from the perspectives of methods, theory, and applications. Firstly, we review the progress of safe RL from five dimensions and come up with five crucial problems for safe RL being deployed in real-world applications, coined as “2H3W”. Secondly, we analyze the theory and algorithm progress from the perspectives of answering the “2H3W” problems. Then, the sample complexity of safe RL methods is reviewed and discussed, followed by an introduction to the applications and benchmarks of safe RL algorithms. Finally, we open the discussion of the challenging problems in safe RL, hoping to inspire future research on this thread.

To advance the study of safe RL algorithms, we release a benchmark suite, an open-sourced repository containing the implementations of major safe RL algorithms, along with tutorials at the link \footnote{https://github.com/chauncygu/Safe-Reinforcement-Learning-Baselines.git}.

\footnote{\footnotesize{This manuscript is under actively development. We appreciate any constructive comments and suggestions corresponding to shangding.gu@tum.de.}}
1. Introduction

Over the past decades, Reinforcement Learning (RL) has been widely adopted in many fields, e.g. transportation schedule [24, 55, 164, 259], traffic signal control [52, 61], energy management [186], wireless security [178], satellite docking [79], edge computing [306], chemical processes [247], video games [30, 158, 198, 217, 268, 307], board games of Go, shogi, chess and arcade game PAC-MAN [128, 256, 257, 258], finance [3, 150, 270, 286], autonomous driving [102, 127, 138, 181, 195, 242], recommender systems [57, 254, 326], resource allocation [130, 173, 187], communication and networks [41, 42, 119, 171], smart grids [147, 248], video compression [305, 183], and robotics [4, 16, 37, 47, 103, 107, 122, 142, 162, 193, 208, 218, 222, 234], etc. However, a challenging problem in this domain is: how do we guarantee safety when we deploy RL in real-world applications? After all, unacceptable catastrophes may arise if we fail to take safety into account during RL applications in real-world scenarios. For example, it must not hurt humans when robots interact with humans in human-machine interaction environments; false or racially discriminating information should not be recommended for people in recommender systems; safety has to be ensured when self-driving cars are carrying out tasks in real-world environments. More specifically, we introduce several safety definitions from different perspectives, which might be helpful for safe RL research.

Safety definition. The first type of safety definition: according to the definition of Oxford dictionary [265], the phrase “safety” is commonly interpreted to mean “the condition of being protected from or unlikely to cause danger, risk, or injury.” The second type of safety definition: the definition of general “safety” according to wiki 2, the state of being “safe” is defined as “being protected from harm or other dangers”; “controlling recognized dangers to attain an acceptable level of risk” is also referred to as “safety”. The third type of safety definition: according to Hans et al. [111], humans need to label environmental states as “safe” or “unsafe,” and agents are considered “safe” if “they never reach unsafe states”. The fourth type of safety definition:

---

2https://en.wikipedia.org/wiki/Safety
agents are considered to be “safe” by some research [109, 126, 160] if “they act, reason, and generalize obeying human desires”. The fifth type of safety definitions: Moldovan and Abbeel [200] consider an agent “safe” if “it meets an ergodicity requirement: it can reach each state it visits from any other state it visits, allowing for reversible errors”. In this review, based on the above various definitions, we investigate safe RL methods, which are about optimizing cost objectives, avoiding adversary attacks, improving undesirable situations, reducing risk, and controlling agents to be safe, etc.

RL safety is a significant practical problem that confronts us in RL applications, and is one of the critical problems in AI safety [14] that remains unsolved, though it has attracted increasing attention in the field of RL. Moreover, it is deduced that the mean minus variance [184] and percentile optimisation [71] of safe RL are, in general, NP-hard problems [199]. In some applications, the agent’s safety is much more important than the agent’s reward [78]. An attempt to answer the question above raises some fundamental problems that we call “2H3W” problems:

(1) **Safety Policy.** How can we perform policy optimisation to search for a safe policy?

(2) **Safety Complexity.** How much training data is required to find a safe policy?

(3) **Safety Applications.** What is the up to date progress of safe RL applications?

(4) **Safety Benchmarks.** What benchmarks can we use to fairly and holistically examine safe RL performance?

(5) **Safety Challenges.** What are the challenges faced in future safe RL research?

Most of the research in this field is aimed at solving the above “2H3W” problems, and the framework of safe RL about “2H3W” problems is shown in Figure 1.

As for the problem (1) (safety policy), in many practical applications, a robot must not visit some states, and must not take some actions, which can be thought of as “unsafe” either for itself or for elements of its environment. It is essential that a safe policy function or value function is provided so
How do we guarantee safety when we apply RL for real-world applications?

**Safety Policy:**
1. Primal-dual methods.
2. Trust region with safety constraints methods.
3. Formal methods.
4. Lyapunov methods.
5. Gaussian process methods, etc.

**Safety Applications:**
1. Autonomous driving.
2. Robotics.
3. Video compression.
4. Vehicle schedule.
5. Recommender system.
6. Wireless security
7. Satellite docking
8. Edge computing
9. Chemical processes, etc.

**Safety Challenges:**
1. Human-compatible safe RL.
2. Industry deployment standard of safe DRL.
3. Safety guarantee efficiently in large number of agents environments, e.g., 1 million agents.

**Safety Benchmarks:**
1. AI Safety Gridworlds
2. Safety Gym.
3. Safe MAMuJoCo.
4. Safe MAIG.
5. Safe MARobosuite, etc.

**Safety Complexity:**
1. Value-based methods.
2. Policy-based methods.

---

Figure 1: The framework of safe RL about “2H3W” problems.

that agents can reach safe states or perform safe actions. To achieve safety policy, a growing number of approaches have been developed over the last few decades, such as primal-dual methods [53, 157, 165, 213, 241, 245, 278, 308], trust region with safety constraints methods [4, 34, 35, 110, 290, 314], formal methods [15, 25, 27, 90, 91, 125, 195, 214, 235, 285, 288, 296, 329], Lyapunov methods [56, 58, 59, 75, 124, 129, 153, 219, 220], Gaussian processes methods [7, 49, 64, 84, 225, 247, 266, 287, 292].

As for problem (2) (safety complexity), agents need to interact with environments and sample trajectories, such that the safe RL algorithms converge to below the constraint bound, and guarantee application safety. Since one of the natures of RL is exploration learning [269], it is usually hard to control the balance between exploitation and exploration, especially when we need to improve reward performance while satisfying cost constraints (cost is one way of encoding safety). Thus, we need to determine how many sample trajectories can make safe RL algorithms converge and satisfy safety bounds using the analysis of safety complexity during safe RL applications.
Furthermore, the sample complexity of each safe RL algorithm is investigated from the viewpoints of value-based [73, 113, 132, 197], and policy-based [74, 309, 322] methods, etc.

As for problem (3) (safety applications), although there are many RL applications to date, most of the applications are merely simulations that do not take safety into account; some real-world experiments have been carried out, but there is still a long way to go before RL can be used in real-world applications. Generally, when we use safe RL in real-world applications, we need to consider the ego agent safety, environmental safety, and human safety. Most importantly, we need to consider the control safety, which prevents adversary attacks from destroying or controlling the agent [115]. Therefore, for the safe RL application research, we introduce some safe RL applications in this review, e.g., autonomous driving [102, 127, 149, 135, 138, 194, 195, 295], robotics [94, 96, 220, 222, 262, 279], video compression [183], vehicle schedule [24, 164], etc.

As for problem (4) (safety benchmarks), we need to determine how to design cost and reward functions considering the balance between RL reward performance and safety in each benchmark, since cost functions will typically disturb reward performance. If we have a loose cost function, we may not be able to guarantee agent safety during the learning process; if we take too conservative cost functions, for example, in a constrained policy optimization process, when we set the cost constraint bound as zero or a negative value, which may result in lousy reward performance. Thus, we should pay more attention to designing the cost and reward function in the benchmarks. In some safe RL benchmarks, such as AI Safety Gridworlds [161], Safety Gym [231], Safe MAMuJoCo [103], Safe MAIG \(^3\), Safe MARobosuite [103], the cost and reward functions are tailored to specific tasks well in examining experiments.

As for problem (5) (safety challenges), firstly, when we consider RL safety, it is a significant challenge about how to consider human safety factors or environmental safety factors during deploying RL in real-world applications. Secondly, a further important aspect when considering RL safety is how to take robot safety factors into account during RL applications [14, 115]. Another critical challenge is the social dilemma problem with safety balance. For example, the game of the trolley problem [282]. In the game, an out-of-

\(^3\)https://github.com/chauncygu/Safe-Multi-Agent-Isaac-Gym.git
control trolley will eventually kill five people if no action is taken, but you can redirect the trolley to another track, where only one person will be killed. The open question is how to balance safety weights when using RL. Moreover, the application standard and safe Multi-Agent RL (MARL) should be considered for future research.

The problem (5) (safety challenges) appear to be dilemma problems. They are not more straightforward problems compared to problem (1) (safety policy), problem (2) (safety complexity), problem (3) (safety applications), and the problem (4) (safety benchmarks). We must guarantee agent, human, and environmental safety when we apply RL for practical applications by providing sophisticated algorithms. In addition, few studies have focused on problem (2) (safety complexity) and problem (4) (safety benchmarks), especially in industrial use. Answering problem (3) (safety applications) and problem (5) (safety challenges) may reveal RL application situations and provide a clue for future RL research. In this review, we will summarise the progress of safe RL, answer the five problems and analyze safe RL algorithms, theory, and applications. In general, we mainly sort out the safe RL research of the past two decades (Though we are unfortunately unable to include some impressive safe RL literature in this review for space reasons).

The main contributions of this paper: first, we investigate safe RL research and give an indication of the research progress. Second, the main practical question of RL applications is discussed, and five fundamental problems are analyzed in detail. Third, algorithms, theory, and applications of safe RL are reviewed in detail, e.g., safe model-based learning and safe model-free learning, in which we present a bird’s eye view to summarising the progress of safe RL. Finally, the challenges we face when using RL for applications are explained.

The remainder of this paper is organized as follows: safe RL background, including safe RL problem formulation and related safe RL surveys, are introduced in Section 2; an overview of safe RL is provided in Section 3; safe RL theory and algorithm analysis are presented in Section 4; the application analysis of safe RL is introduced in Section 5; several safe RL benchmarks are introduced in detail in Section 6; challenging problems and remaining questions are described in Section 7; a conclusion for the review is given in Section 8.
2. Background

Safe reinforcement learning is often modeled as a Constrained Markov Decision Process (CMDP) [11], in which we need to maximize the agent reward while making agents satisfy safety constraints. A substantial body of literature has studied Constrained Markov Decision Process (CMDP) problems for both tabular and linear cases [11, 32, 33, 133, 238, 239, 240]. However, deep safe RL for high dimensional and continuous CMDP optimization problems is a relatively new area that has emerged in recent years, and proximal optimal values generally represent safe states or actions using neural networks. In this section, we illustrate the generally deep safe RL problem formulation concerning the objective functions of safe RL and offer an introduction to safe RL surveys.

2.1. Problem Formulation of Safe Reinforcement Learning

A CMDP problem [11] is an extension of a standard Markov decision process (MDP) $\mathcal{M}$ with a constraint set $\mathcal{C}$. A tuple $\mathcal{M} = (\mathcal{S}, \mathcal{A}, \mathbb{P}, r, \rho_0, \gamma)$ is given to present a MDP [227]. A state set is denoted as $\mathcal{S}$, an action set is denoted as $\mathcal{A}$, $\mathbb{P}(s'|s,a)$ denotes the probability of state transition from $s$ to $s'$ after playing $a$. A reward function is denoted as $r: \mathcal{S} \times \mathcal{A} \times \mathcal{S} \to \mathbb{R}$. $\rho_0(\cdot): \mathcal{S} \to [0, 1]$ is the starting state distribution, $\gamma$ denotes the discount factor.

In safe RL, the goal of an optimal policy $\pi$ is to maximize the reward and minimize the cost by selecting an action $a$, and $\Pi_\mathcal{S}$ is the policy set, $\mathcal{T}$ is a trajectory, $\mathcal{T} = (s_0, a_0, s_1, \ldots)$, in which an action depends on $\pi$, $s_0 \sim \rho_0(\cdot)$, $a_t \sim \pi(\cdot|s_t)$, $s_{t+1} \sim \mathbb{P}(\cdot|s_t, a_t)$. $d_\pi^{s_0}(s) = (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \mathbb{P}_\pi(s_t = s|s_0)$ denotes the state distribution (starting at $s_0$), the discounted state distribution based on the initial distribution $\rho_0(\cdot)$ is present as $d_\pi^{s_0}(s) = \mathbb{E}_{s_0 \sim \rho_0(\cdot)}[d_\pi^{s_0}(s)]$.

The state value function is shown in Function (1), the state action value function is shown in Function (2); the advantage function is shown in Function (3); the reward objective is shown in Function (4).

\[ V_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s \right]. \] (1)

\[ Q_\pi(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} | s_0 = s, a_0 = a \right]. \] (2)
\[ A_\pi(s, a) = Q_\pi(s, a) - V_\pi(s). \]  

(3)

\[ J(\pi) = \mathbb{E}_{s \sim \rho_0(\cdot)}[V_\pi(s)]. \]  

(4)

CMDP is based on MDP, in which the additional constraint set \( C = \{ (c_i, b_i) \}_{i=1}^m \) is considered, where \( c_i \) is the cost value functions, and \( b_i \) is the safety constraint bound, \( i \in [m] \), \( m \) is the type number of cost constraints. Similarly, we have the cost value functions \( V^c_\pi \), cost action-value functions \( Q^c_\pi \), and cost advantage functions \( A^c_\pi \), e.g., \( V^c_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^\infty \gamma^t c_i(s_t, a_t) | s_0 = s \right] \). Based on the above definition, we have the expected cost function \( C_i(\pi) = \mathbb{E}_{s \sim \rho_0(\cdot)}[V^{c_i}_\pi(s)] \). The feasible policy set \( \Pi_C \) that can satisfy the safety constraint bound is as follows,

\[ \Pi_C = \bigcap_{i=1}^m \{ \pi \in \Pi_S \text{ and } C_i(\pi) \leq b_i \} . \]

The goal of safe RL is to maximise the reward performance and minimise the cost values to guarantee safety,

\[ \max_{\pi \in \Pi_S} J(\pi), \text{ such that } c(\pi) \leq b, \]  

(5)

where the vector \( c(\pi) = (C_1(\pi), C_2(\pi), \ldots, C_m(\pi))^T \), and \( b = (b_1, b_2, \ldots, b_m)^T \). Therefore, the solution of a CMDP problem (5) can be provided as the optimization function (6):

\[ \pi^* = \arg \max_{\pi \in \Pi_C} J(\pi). \]  

(6)

2.2. A Survey of Safe Reinforcement Learning related surveys

Several surveys have already investigated safe RL problems and methods, e.g., [47, 95, 139, 174]. However, the surveys do not provide comprehensive theoretical analysis for safe RL, such as sample complexity, nor do they focus on the critical problems of safe RL that we point out, “2H3W” problems. For example, [47] investigates safe RL from the perspective of control theory and robotics; the soft constraints, probabilistic constraints, and hard constraints are defined in the the survey. Furthermore, they reviewed a large number of papers that are related to control theory and analyzed how to use control
theory to guarantee RL safety and stability, such as using model predictive control \cite{17, 137, 144, 189, 210, 237, 264}, adaptive control \cite{93, 120, 205, 244}, robust control \cite{28, 76, 117, 289}, Lyapunov functions \cite{58, 59} for RL stability and safety. In the survey \cite{95}, they focus more on reviewing safe RL methods up to 2015. They categorize safe RL methods into two types: one is based on the safety of optimization criterion, where the worst case, risk-sensitive criterion, constrained criterion, etc., are taken into account to ensure safety. Another one is based on external knowledge or risk metric. In general, the external knowledge or risk metric is leveraged to guide the optimisation of RL safety. In contrast to the survey \cite{95}, the survey \cite{139} focuses more on the techniques of safe learning, including MDP and non-MDP methods, such as RL, active learning, evolutionary learning. The survey \cite{174} summarises safe model-free RL methods based on two kinds of constraints, namely cumulative constraints and instantaneous constraints.

As for safe RL methods of cumulative constraints, three types of cumulative constraints are introduced:

a discounted cumulative constraint:

\[
J^\pi_{C_i} = \mathbb{E}_{T \sim \pi, \theta} \left[ \sum_{t=0}^{\infty} \gamma^t C_i(s_t, a_t, s_{t+1}) \right] \leq b_i, \tag{7}
\]

a mean valued constraint:

\[
J^\pi_{C_i} = \mathbb{E}_{T \sim \pi, \theta} \left[ \frac{1}{T} \sum_{t=0}^{T-1} C_i(s_t, a_t, s_{t+1}) \right] \leq b_i, \tag{8}
\]

a probabilistic constraint:

\[
J^\pi_{C_i} = P \left( \sum_{t} C_i(s_t, a_t, s_{t+1}) \leq b_i \right) \geq \eta. \tag{9}
\]

When it comes to instantaneous constraints, the instantaneous explicit constraints and instantaneous implicit constraints are given. The explicit ones have an accurate, closed-form expression that can be numerically checked, e.g., the cost that an agent generates during each step; the implicit does not have an accurate closed-form expression, e.g., the probability that an agent will crash into unsafe areas during each step. Although based on our investigation, most CMDP methods are based on cumulative cost optimization, a few CMDP
methods focus on the immediate costs to optimize performance [232], and it is natural to take the cost of a whole trajectory rather than a state or action in some real-world applications, such as robot-motion planning and resource allocation [58]. Compared to the related surveys [47, 95, 139, 174], our survey pays more attention to answering the “2H3W” problems and provides safe RL algorithm analysis, sampling complexity analysis and convergence investigation from the perspectives of model-based and model-free RL.

3. Methods of Safe Reinforcement Learning

There are several types of safe RL methods based on different criteria. For example, as for the optimization criteria, several methods consider cost as one of the optimization objectives to achieve safety, e.g., [26, 38, 114, 121, 131, 179, 207, 246, 270]; some methods consider safety in RL exploration process by leveraging external knowledge, e.g., [2, 58, 62, 97, 200, 273, 280]. From the perspectives of policy and value-based methods for safe RL, summarise as follows, policy-based safe RL: [4, 74, 103, 309, 314, 322], value-based safe RL: [22, 73, 81, 113, 132, 170, 197, 300]. From the perspective of the agent number, we have safe RL methods in a safe single-agent RL setting and a safe multi-agent RL setting. More specifically, numerous safe RL methods are about the single-agent setting. The agent needs to explore the environments to improve its reward while keeping costs below the constraint bounds. In contrast to safe single-agent RL methods, safe multi-agent RL methods not only need to consider the ego agent’s reward and other agent’s reward but also have to take into account the ego agent’s safety and other agents’ safety in an unstable multi-agent system.

In this section, we provide a concise but holistic overview of safe RL methods from a bird’s eye view and attempt to answer the “Safety Policy” problem. Specifically, we will introduce safe RL methods from the perspectives of model-based methods and model-free methods, in which safe single-agent RL and multi-agent RL will be analyzed in detail. In addition, the model-based and model-free safe RL analysis are summarised in Table 1 and Table 2 respectively.

3.1. Methods of Model-Based Safe Reinforcement Learning

Although accurate models are challenging to build and many applications lack models, model-based Deep RL (DRL) methods usually have a better learning efficiency than model-free DRL methods. There are still many
scenarios for which we can apply model-based DRL methods, such as robotics, transportation planning, logistics, etc. Several works have shown that safe problems, e.g., safe robot control [277], can be overcome by using model-based safe RL methods.

For example, Moldovan and Abbeel use the Chernoff function (10) in [199] to achieve near-optimal bounds with desirable theoretical properties. The total cost is represented in the function as $E_{s, \pi}[e^{J/\theta}]$, especially for $\delta$, which can be used to adjust the balance of reward performance and safety. For example, if $\delta$ is set as 1, this method will ignore the safety, and if $\delta$ is set as 0, this method will fully consider the risk and optimize the cost. Moreover, they examine the method in grid world environments and air travel planning applications. However, the method needs a significant amount of time to recover policy from risk areas, which is ten times the value iteration.

$$C_{s, \pi}[J] = \inf_{\delta > 0} \left( \theta \log E_{s, \pi}[e^{J/\theta}] - \theta \log(\delta) \right) \quad (10)$$

Borkar [39] proposes an actor-critic RL method to handle a CMDP problem based on the envelope theorem in mathematical economics [185, 192], in which the primal-dual optimization is analyzed in detail using a three-time scale process. The critic scheme, actor scheme, and dual ascent are on the fast, middle, and slow timescale. Bharadhwaj et al. [34] also present an actor-critic method to address a safe RL problem, where they first develop a conservative safety critic to estimate the safety. The primal-dual gradient descent is leveraged to optimize the reward and cost value by constraining the failure probability. Although this method can bound the probability of failures during policy evaluation and improvement, this method still cannot guarantee total safety; a few unsafe corner actions may dramatically damage critical robot applications.

Akin to Borkar’s method [39], Tessler et al. [278] also utilize a multi-timescale approach with regards to cost as a part of the reward in primal-dual methods. However, the method’s learning rate is hard to tune for real-world applications because of imposing stringent requirements, and the method may not guarantee safety when agents are training.

For non-convex constraints settings, Yu et al. [317] convert a non-convex constrained problem into a locally convex problem and guarantee the stationary point to the optimal point of non-convex optimization problem; they consider the state-action safety optimization, and the optimization process is motivated by [167], in which the Lipschitz condition is necessary to satisfy
the results. Also, they need to estimate the policy gradient for optimization.

Analogously, using optimization theory, the policy gradient and actor-critic methods are proposed by Chow et al. [57] to optimize risk RL performance, in which CVaR\(^4\)-constrained and chance-constrained optimization are used to guarantee safety. Specifically, the importance sampling [23, 271] is used to improve policy estimation and provide convergence proof for the proposed algorithms. Nevertheless, this method may not guarantee safety during training [325]. Paternain et al. [213] provide a duality theory for CMDP optimization, and they prove the zero duality gap in primal-dual optimization even for non-convexity problems. Furthermore, they point out that the primal problem can be exactly solved by dual optimization. In their study, the suboptimal bound using neural network parametrization policy is also present [118].

In safe model-based RL based on control theory settings, Berkenkamp et al. [29] develop a safe model-based RL algorithm by leveraging Lyapunov functions to guarantee stability with the assumptions of Gaussian process prior; their method can ensure a high-probability safe policy for an agent in a continuous process. However, Lyapunov functions are usually hand-crafted, and it is not easy to find a principle to construct Lyapunov functions for an agent’s safety and performance [58]. Moreover, some safe RL methods are proposed from the perspective of Model Predictive Control (MPC) [321], e.g., MPC is used to make robust decisions in CMDPs [17] by leveraging a constrained MPC method [188], which also introduces a general safety framework to make decisions [87].

Different from primal-dual methods, methods of trust-region optimization with safety constraints, Lyapunov-based methods, and Gaussian Process-based methods, formal methods [15] usually try to ensure safety without unsafe probabilities. However, most formal methods rely heavily on the model knowledge and may not show better reward performance than other methods. The verification computation might be expensive for each neural network [15]. More generally, the curse of dimensionality problem is challenging to be solved, which appears when formal methods are deployed for RL safety [27], since formal methods may be intractable to verify RL safety in continuous and high-dimensional space settings [27].

For instance, in [15], Anderson et al. provide a neurosymbolic RL method

\(^4\)CVaR denotes the Conditional Value at Risk.
by leveraging formal verification to guarantee RL safety in a mirror descent framework. In their method, the neurosymbolic and constrained classes using symbolic policies are used to approximate gradient and conduct verification in a loop-iteration setting. The experiment results show promising performance in RL safety, though the fixed worst-case model knowledge is used in these environments, which may not be suitable for practical applications. Similarly, in [27], Beard and Baheri utilize formal methods to improve agent safety by incorporating external knowledge and penalizing behaviors for RL exploration. Nonetheless, the methods may need to be developed for scalability and continuous systems. Finally, in [90], Fulton and Platzer also use external knowledge to ensure agent safety by leveraging the justified speculative control sandbox in offline formal verification settings.

In formal methods, determining how to measure unsafe areas is a challenging problem. Recently, many approaches have been proposed by leveraging a Gaussian Process (GP) [302] to estimate the uncertainty and unsafe areas. Further, the information from GP methods is incorporated into the learning process for agent safety. For instance, Akametalu et al. [7] develop a safe RL method based on reachability analysis, in which they use GP methods to measure the disturbances which may lead to unsafe states for agents, the maximal safe areas are computed iteratively in an unknown dynamics system. Like Akametalu et al. [7] method, Berkenkamp and Schoellig [28] utilize GP methods to measure the system uncertainty and further guarantee system stability. Polymenakos et al. [225]develop a safe policy search approach based on PILCO (Probabilistic Inference for Learning Control) method [70] which is a policy gradient method derived from a GP, in which they improve agent safety using probability trajectory predictions by incorporating cost into reward functions. Similar to Polymenakos et al. [225], Cowen et al. [64] also use PILCO to actively explore environments while considering risk, a GP is used to quantify the uncertainty during exploration, and agent safety probability is improved by leveraging a policy multi-gradient solver.

The above safe RL methods present excellent performance in terms of the balance between reward and safety performance in most challenging tasks. Nonetheless, training safety or stability may need to be further investigated rigorously, and a unified framework may need to be proposed to better examine safe RL performance.
| Model-Based Safe RL | Features | Methods | Convergence Analysis |
|---------------------|----------|---------|----------------------|
| [39, Borkar (2005)] | Based on the Lagrange multiplier formulation and the saddle point property. | An actor-critic algorithm for CMDP. | YES. |
| [57, Chow et al., (2018)] | Two risk-constrained MDP problems. The first one involves a CVaR constraint and the second one involves a chance constraint. | Policy gradient and actor-critic algorithms via CVaR. | YES. |
| [278, Tessler et al., (2019)] | A novel constrained actor-critic approach RCPO uses a multi-timescale approach. | Reward constrained policy optimization. | YES. |
| [317, Yu et al., (2019)] | Successive convex relaxation algorithm for CMDP. | Actor-Critic update for constrained MDP. | YES. |
| [146, Koppel et al., (2019)] | Saddle points with a reproducing Kernel Hilbert Space. | Projected Stochastic Primal-Dual Method for CMDP. | YES. |
| [225, Polymenakos et al., (2019)] | Ensure safety during training with high probability based on a PILCO framework. | Policy gradient with a GP model. | NO. |
| [213, Paternain et al., (2019)] | Solving non-convex CMDP. | Primal-dual algorithms for constrained reinforcement learning. | YES. |
| [34, Bharadhwaj et al., (2021)] | Without strong assumptions, e.g., unsafe state knowledge is required a priori, the method can avoid unsafe actions during training with high probability. | Conservative critics for safety exploration. | YES. |
| [197, Miryoosefi and Jin (2021)] | CMDP with general convex constraints. | Reward-free approach to constrained reinforcement learning. | NO. |
| [212, Paternain et al., (2022)] | Safety into the problem as a probabilistic version of positive invariance. | Stochastic Primal-Dual for Safe Policies. | NO. |

Table 1: Model-based safe RL analysis.
3.2. Methods of Model-Free Safe Reinforcement Learning

A meta-algorithm [197] is proposed to solve safe RL problems with general convex constraints [44]. They can, in particular, solve CMDP problems with a small number of samples in reward-free settings. The algorithms can also be used to solve approachability problems [36, 196]. Although the theoretical results have shown their method’s effectiveness, practical algorithms and experiments ought to be proposed and carried out to evaluate their method further. In [212], an attempt is made to solve safe RL using the trajectory probability in a safe set. The probability invariance is positive, and constraint gradients are obtained using the parameters of the policy. More importantly, the related problem can have an arbitrarily small duality gap. However, this method may also encounter the stability problems of primal-dual methods, and the saddle points using Lagrangian methods may be unstable [211].

Constrained Policy Optimisation (CPO) [4] is the first policy gradient method to solve the CMDP problem. In particular, Function (11) and Function (12) have to be optimized to guarantee the reward of a monotonic improvement while satisfying safety constraints. As a result, their methods can almost converge to safety bound and produce more comparable performance than the primal-dual method [57] on some tasks. However, CPO’s computation is more expensive than PPO\textsuperscript{6}-Lagrangian, since it needs to compute the Fisher information matrix and uses the second Taylor expansion to optimize objectives. Moreover, the approximation and sampling errors may have detrimental effects on the overall performance, and the convergence analysis is challenging. Furthermore, the additional recovery policy may require more samples, which could result in wasted samples [325].

\[
J(\pi') - J(\pi) \geq \frac{1}{1-\gamma} \mathbb{E}_{s \sim d^\pi} \left[ A^\pi(s, a) - \frac{2\gamma \epsilon_{\pi'}^r}{1-\gamma} D_{TV}(\pi' \| \pi) [s] \right] 
\]

(11)

\[
J_{C_i}(\pi') - J_{C_i}(\pi) \leq \frac{1}{1-\gamma} \mathbb{E}_{s \sim d^\pi} \left[ A^\pi_{C_i}(s, a) + \frac{2\gamma \epsilon_{C_i}^r}{1-\gamma} D_{TV}(\pi' \| \pi) [s] \right] 
\]

(12)

A first-order policy optimization method [172] is provided based on interior point optimization (IPO) [43], in which the logarithmic barrier functions are leveraged to satisfy safety constraints. The method is easy to implement by

\textsuperscript{6}PPO denotes the Policy Proximal Optimization
tuning the penalty function. Although the empirical results on MuJoCo [4] and grid-world environments [60] have demonstrated their method’s effectiveness, the theoretical analysis to guarantee the performance is still needed to be provided.

The first Lyapunov functions used for a safe RL may be [220], in which the agent’s actions are constrained by applying the control law of Lyapunov functions to learning systems, and removing the unsafe actions in an action set. The experiments have demonstrated that their method can achieve safe actions for the control problems in their study. However, the method requires the knowledge of a Lyapunov function in advance. If the environment dynamics model is unknown, it may be difficult to address safe RL problems with this method. Unlike [220], in [58] and [59], Chow et al. propose several safe RL methods based on Lyapunov functions in discrete and continuous CMDP settings, respectively, where Lyapunov functions are used for safe RL to guarantee safe policy and learning stability. The methods can guarantee safety during training, and the Lyapunov functions can be designed by a proposed Linear Programming algorithm. However, the training stability and safety using Lyapunov functions still need to be improved, and more efficient algorithms in the setting may need to be proposed.

Derived from CPO [4], Projection-based Constrained Policy Optimisation (PCPO) [314] based on two-step methods constructs a cost projection to optimize cost and guarantee safety, which displays better performance than CPO on some tasks. PCPO leverages policy to maximize the reward via Trust Region Policy Optimization (TRPO) method [250], and then projects the policy to a feasible region to satisfy safety constraints. However, the second-order proximal optimization is used in both steps, which may result in a more expensive computation than the First Order Constrained Optimization in Policy Space (FOCOPS) method [325], which only uses the first-order optimization. [325] is motivated by the optimization-based idea [221], where they use the primal-dual method, address policy search in the nonparametric space and project the policy into the parameter space to proximal maximization optimization in CMDPs. Although this method is easy to implement and shows better sample efficiency, it still needs to solve the problems of unstable saddle points and unsafe actions during training.

Similar to CPO [4], in Safe Advantage-based Intervention for Learning policies with Reinforcement (SAILR) [293], Wagener et al. leverage the advantage function as a surrogate to minimize cost, and further achieve safe policy both during training and deployment. In [263], a Shortest-Path
Reinforcement Learning (SPRL) method is proposed using off-policy strategies to construct safe policy and reward policy, and its applications are used for the shortest path problems in Travel Sale Path (TSP). Based on a Gaussian process of a safe RL method [292], the SNO-MDP\(^7\) [291] is developed to optimize cost in the safe region and optimize the reward in the unknown safety-constrained region [266, 287]. It is suggested that the maximization reward is more important than safety. The policy is often substantial in some cases. For example, staying in the current position for safety is extremely conservative. This method [291] shows the near-optimal cumulative reward under some assumptions, whereas it cannot achieve the near-optimal values while guaranteeing safety constraints.

Pham et al. propose an OptLayer [222] method, in which they leverage stochastic control policies to attain the reward performance, and a layer of the neural network is integrated to pursue safety during applications. The real-world applications also demonstrate the effectiveness of the safety layer. Qin et al. [228] propose the DCRL (Density Constrained Reinforcement Learning) method that is to optimize the reward and cost from the perspective of an optimization criterion, in which they consider the safety constraints via the duality property [67, 202, 203, 274] with regard to the state density functions, rather than the cost functions, reward functions and value functions [4, 10, 12, 68, 74, 213]. This method lies in model-free settings whereas Chen et al. [54] provide similar methods in model-based settings. A-CRL (state Augmented Constrained Reinforcement Learning) method [50] is proposed to address a CMDP problem whereby the optimal policy may not be achieved via regular rewards. Their method focuses on solving the monitor problem in CMDP while the dual gradient descent is used to find the feasible trajectories and guarantee safety. Nonetheless, OptLayer [222], A-CRL [50] and DCRL [228] all lack convergence rate analysis.

In a Gaussian Process (GP) of model-free settings, Sui et al. [266] use a GP method to present the unknown reward function from noise samples, the exploration by leveraging a GP method is improved to reduce uncertainty and ensure agent safety, more particularly, the GP method is used to predict unknown function, and guide the exploration in bandit settings which do not need to state transitions. Their real-world experiments in movie recommendation systems and medical areas indicate that their method can

\(^7\)The SNO-MDP represents the Safe Near-Optimal MDP.
achieve near-optimal values safely. Like Sui et al. [266], Turchetta et al. [287] also leverage a GP method to approximate unknown functions prior for safe exploration. Nevertheless, they focus more on finite MDP settings considering explicitly reachability. Nonetheless, the method may not optimize reward objectives while considering safety. Wachi et al. [292] represent unknown reward and cost functions with GP methods to ensure safety with probability and optimize reward. Furthermore, the safe, unsafe, and uncertain states are denoted for agent optimistic and pessimistic exploration, and their method can adapt the trade-off between exploration and exploitation. Nevertheless, the convergence guarantee with finite-time rates may need to be provided and optimization for multiple and heterogeneous objectives.

Although GP methods have shown impressive performance with regard to RL safety, most of them ensure safety with probability. How to rigorously guarantee RL safety during exploration still remains open.

Different from modeling the safe state with GP methods, based on a reward shaping technique, Hasanbeig et al. introduce a safe RL method by leveraging linear temporal logic (LTL) methods, where the logic formula can be used as a constraint during exploration with policy synthesis. It can help search the safe policy [112]. While the method provides impressive safety performance, it is crucial to determine the logical constraints to ensure safe exploration and balance the trade-off between safety performance and reward values.

3.3. Safe Multi-Agent Reinforcement Learning

Safe RL has received increasing attention both from academia and industry. However, most current RL methods are based on the single-agent setting. Safe MARL is still a relatively new area that has emerged in recent years. Little research has yet been carried out that considers the safe multi-agent RL, which can be seen as a multi-agent CMDP problem. Safe multi-agent RL not only needs to consider the ego agent’s safety and other agents’ safety, but also needs to take into account the ego agent’s reward and other agents’ reward. In this section, we briefly introduce the safe multi-agent RL problem formulation (since merely a few safe MARL methods are developed up to date, MARL problem formulation is not given in Section 2), and some safe multi-agent RL methods are analyzed in detail.
| Model-Free Safe RL | Features | Methods | Convergence Analysis |
|-------------------|----------|---------|---------------------|
| [197, Miryoosefi and Jin (2021)] | Provide a meta algorithm to solve CMDP problems using model free methods. | Reward-free methods for CMDP. | NO. |
| [212, Liang et al., (2022)] | Provide analysis to primal-dual gap can be arbitrarily small, and can converge for any small step-size $\eta$. | Primal-dual methods. | YES, by [80]. |
| [212, Achiam et al., (2017)] | Constrained policy optimisation. | Trust region with safety constraints. | NO. |
| [212, Liu et al., (2020)] | PPO with logarithmic barrier functions. | Primal-dual methods. | NO. |
| [58, 59, Chow et al., (2018, 2019)] | An effective Linear Programming method to generate Lyapunov functions, and the algorithms can ensure feasibility, and optimality for discrete and continuous system under certain conditions. | Lyapunov function methods. | NO. |
| [314, Yang et al., (2020)] | Two-step optimisation, first reward, second safety. | Trust region with safety constraints. | YES. |
| [325, Zhang et al., (2020)] | First order optimisation with two-step optimisation, first nonparameterized policy, second parameterized policy. | Primal-dual and Trust region methods. | YES. |
| [293, Wagener et al., (2021)] | Two-step optimisation with advantage. First, MDP optimisation Second, CMDP optimisation by chance optimisation. | An intervention-based method. | NO. |
| [291, Wachi et al., (2020)] | Optimize CMDP under unknown safety constraints. First, search safe policy by expanding safe region. Second, optimise reward in safe regions. | Gaussian process optimisation. | YES. |
| [222, Pham et al., (2018)] | Select safe action by a constrained neural network, and carry out experiments in simulation and real-world environments. | Trust region method with a neural network constraints. | NO. |

Table 2: Model-free safe RL analysis.
3.3.1. Problem Formulation of Safe Multi-Agent Reinforcement Learning

In this section, we mainly investigate MARL in a fully cooperative setting, and it’s can be seen as a multi-agent constrained Markov game considered as the tuple \( (\mathcal{N}, \mathcal{S}, \mathcal{A}, P, \rho^0, \gamma, R, C, c) \). A set of agents is present as \( \mathcal{N} = \{1, \ldots, n\} \), \( \mathcal{S} \) is the state space, \( \mathcal{A} = \prod_{i=1}^{n} \Pi_i \) is the product of agents’ action spaces, known as the joint action space, \( P : \mathcal{S} \times \mathcal{A} \times \mathcal{S} \rightarrow [0, 1] \) is a function of probabilistic state transition, the initial state distribution is \( \rho^0 \), \( \gamma \in (0, 1) \) is a discount factor, \( R : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R} \) is the joint reward function, \( C = \{C_j^i\}_{1 \leq j \leq m} \) is the set of cost functions \( C_j^i : \mathcal{S} \times \mathcal{A}_i \rightarrow \mathbb{R} \) of individual agents, and finally the set of cost-constraining values is given by \( c = \{c_j^i\}_{1 \leq j \leq m} \).

At time step \( t \), the agents are in state \( s_t \), and every one of them performs an action according to its policy \( \pi_i(a_i|s_t) \). Together with other agents’ actions, this results in a joint action \( a_t = (a_1, \ldots, a_n) \) drawn from the joint policy \( \pi(a_t|s_t) = \prod_{i=1}^{n} \pi_i(a_i|s_t) \). The agents receive the reward \( R(s_t, a_t) \), and each agent \( i \) pays the costs \( C_j^i(s_t, a_t^i) \), \( \forall j = 1, \ldots, m^i \). The whole system moves to the state \( s_{t+1} \) with probability \( P(s_{t+1} | s_t, a_t) \). The agents’ goal is to maximise the joint return, given by

\[
J(\pi) = \mathbb{E}_{s_0 \sim \rho^0, a_{0, \infty} \sim \pi, s_{1, \infty} \sim P} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right],
\]

while obeying the safety constraints

\[
J_j^i(\pi) = \mathbb{E}_{s_0 \sim \rho^0, a_{0, \infty} \sim \pi, s_{1, \infty} \sim P} \left[ \sum_{t=0}^{\infty} \gamma^t C_j^i(s_t, a_t^i) \right].
\]

The state-action value function, as well as the state-value function are defined as

\[
Q_\pi(s, a) = \mathbb{E}_{s_{1, \infty} \sim P, a_{0, \infty} \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right]_{s_0 = s, a_0 = a},
\]

\[
V_\pi(s) = \mathbb{E}_{a \sim \pi} \left[ Q_\pi(s, a) \right],
\]

respectively.

In multi-agent settings, the contribution of actions of subsets of the agent set via the multi-agent state-action value function and state value function is introduced as \( Q \)-function and \( V \)-function:

\[
\begin{align*}
Q_{1:h, 1:h}^{\pi} (s_t, a_t^{1:h}, a_t^{-i:h}) &= \mathbb{E}_{s_{t+1}, a_{t+1}^{1:h}, a_{t+1}^{-i:h}} \left[ \sum_{l=0}^{\infty} \gamma^l R(s_{t+l}, a_{t+l}^{1:h}, a_{t+l}^{-i:h}) \right] \\
V_{1:h, 1:h}^{\pi} (s_t) &= \mathbb{E}_{a_t^{1:h}, a_t^{-i:h}} \left[ \sum_{l=0}^{\infty} \gamma^l R(s_{t+l}, a_{t+l}^{1:h}, a_{t+l}^{-i:h}) \right]
\end{align*}
\]

(15)
The advantage for policy optimisation is given as

\[ A^{\pi^{1:h}, \pi^{-ih}}(s_t, a^{1:h}_t, a^{-ih}_t) = Q^{\pi^{1:h}, \pi^{-ih}}(s_t, a^{1:h}_t, a^{-ih}_t) - V^{\pi^{1:h}, \pi^{-ih}}(s_t) \quad (16) \]

Similar to reward, cost for \( j \) constraint of any agent \( i \) in a multi-agent system:

\[ \begin{aligned}
Q_j^{\pi^{1:h}, \pi^{-ih}}(s_t, a^{1:h}_t, a^{-ih}_t) &= \mathbb{E}_{s_{t+1}, a^{1:h}_{t+1}, a^{-ih}_{t+1}} \left[ \sum_{l=0}^{\infty} \gamma^l C_j(s_{t+l}, a^{1:h}_{t+l}, a^{-ih}_{t+l}) \right] \\
V_j^{\pi^{1:h}, \pi^{-ih}}(s_t) &= \mathbb{E}_{a^{1:h}_t, a^{-ih}_t, s_{t+1}} \left[ \sum_{l=0}^{\infty} \gamma^l C_j(s_{t+l}, a^{1:h}_{t+l}, a^{-ih}_{t+l}) \right] 
\end{aligned} \quad (17) \]

\[ A_j^{\pi^{1:h}, \pi^{-ih}}(s_t, a^{1:h}_t, a^{-ih}_t) = Q_j^{\pi^{1:h}, \pi^{-ih}}(s_t, a^{1:h}_t, a^{-ih}_t) - V_j^{\pi^{1:h}, \pi^{-ih}}(s_t) \quad (18) \]

The goal of a safe MARL algorithm under the feasible set constraint (20) is expressed as equation (19), the optimal policy (21) is that the policy can maximize the agents’ reward and satisfy the constrained conditions,

\[ \begin{aligned}
\max & \, J(\pi^{1:h}, \pi^{-ih}) \\
\text{s.t.} & \, J_j^i(\pi^{1:h}, \pi^{-ih}) \leq c_j^i \, \text{for all } 1 \leq j \leq m, \, 1 \leq i \leq n, \, 1 \leq h \leq n.
\end{aligned} \quad (19) \]

\[ \Omega_C = \left\{ \pi^{1:h}, \pi^{-ih} : \forall \, 1 \leq j \leq m, \, 1 \leq i \leq n, \, 1 \leq h \leq n, \, J_j^i(\pi^{1:h}, \pi^{-ih}) \leq c_j^i \right\}, \quad (20) \]

\[ (\pi^{*1:h}, \pi^{*^{-ih}}) = \arg\max_{\pi^{1:h}, \pi^{-ih} \in \Omega_C} \{ J(\pi^{1:h}, \pi^{-ih}) \} \, \forall i. \quad (21) \]

### 3.3.2. Methods of Safe Multi-Agent Reinforcement Learning

The Multi-Agent Constrained Policy Optimisation (MACPO) algorithm [103] is the first safe model-free MARL algorithm which is developed based on CPO [4] and Heterogeneous-Agent Trust Region Policy Optimisation (HAT-TRPO) [151]; it can guarantee monotonic improvement in reward, while theoretically satisfying safety constraints during each iteration. The algorithm was tested on several challenging tasks, e.g. safe multi-agent Ant tasks, safe multi-agent Lift tasks. However, MACPO is an expensive computation.
algorithm since the Fisher Information Matrix is computed to approximate conjugate gradients. In contrast to MACPO, MAPPO-Lagrangian [103] is the model-free and first-order safe MARL algorithm that requires less time for computation on most of challenging tasks, and is easily implemented. In addition, by adaptive updating of Lagrangian multipliers, MAPPO-Lagrangian can avoid the problem of the sensitivity to the initialization of the Lagrange multipliers, that other Lagrangian relaxation methods have. Nonetheless, MAPPO-Lagrangian does not guarantee hard constraints for safety.

Safe Decentralized Policy Gradient (Dec-PG) [177] using a decentralized policy descent-ascent method is the most closely-related algorithm to MACPO. The saddle point considering reward and cost is searched by a primal-dual framework in a multi-agent system. However, a consensus network used in this method imposes an extra constraint of parameter sharing among neighboring agents, which could yield suboptimal solutions [151]. In contrast, MACPO does not require the assumption of parameter sharing. Furthermore, multi-agent policy gradient methods can suffer from high variance by parameter sharing [152].

Robust MARL [323] is a model-based MARL algorithm, which takes into account the reward uncertainty and transition uncertainty. In their experiments, they take into account the reward uncertainty by randomizing a nature policy with Gaussian noise, as a constraint to optimize the agent performance. Nevertheless, the payoff assumption for each agent to get a higher payoff when other agents do not satisfy the equilibrium policies, and the equilibrium assumption for global optimization, may be too strong in real-world applications.

Another recently safe MARL work is CMIX [168], which considers peak and average constraints using QMIX [229]. Even though CMIX can satisfy the multi-agent cost constraint in these experiments, it does not provide theoretical analysis to guarantee safety for a multi-agent system. CMIX is also the parameter-sharing algorithm that suffers from problems similar to those of Safe Dec-PG [177].

Based on formal methods [303], Safe MARL via shielding is proposed [83], in which they study the safe MARL problem by one of the formal methods, Linear Temporal Logic (LTL) [223] that is already adopted in safe single-agent settings [8]. Specifically, an attempt is made to ensure the safety of multi-agent systems by leveraging central shielding or factored shielding methods, which are used to specify the safe actions that agents only can take, and also correct the unsafe actions that agents explored. Furthermore, they evalu-
ate the methods based on Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [176] and Coordinating Q-learning (CQ-learning) methods [69]. Although this method can guarantee safety for multi-agent systems to some extent, it requires a prior LTL safety specification and problem-specific knowledge in advance. In a similar way that [83] ensures safety by optimizing the exploration, [255] developed a safe MARL algorithm by adding a safety layer based on safe DDPG [68] and MADDPG [176] for continuous action space settings. As a result, their method greatly enhanced safety on some MARL tasks. However, the method does not guarantee zero violation in all tasks that they carried out.

3.4. Summary of Safe Reinforcement Learning Methods

In this section, we introduce safe RL algorithms from different perspectives, such as value-based safe RL, policy-based safe RL; safe single-agent RL, safe multi-agent RL; model-based safe RL, model-free safe RL. Even though a number of algorithms display impressive performance in terms of reward scores, there is a long way to go toward real-world applications. In addition, based on our investigation, in MARL settings, [156] is one of the earliest methods that present convergence guarantee for multi-agent systems in 2000. However, only a few algorithms consider safety constraints, and safe MARL is still a relatively new area that requires a lot more attention.

4. Theory of Safe Reinforcement Learning

In this section, we review theoretical techniques to analyze safe reinforcement learning, and the “Safety Complexity” problem is studied in detail, including primal-dual approach, CPO, and sampling complexity.

4.1. Primal-Dual Approaches

A standard way to solve a CMDP problem (5) is the Lagrangian approach [57] that is also known as primal-dual policy optimization:

$$\begin{align*}
(\pi_*, \lambda_*) = \arg\min_{\lambda \geq 0} \max_{\pi \in \Pi} \left\{ J(\pi, \theta) - \lambda^\top (c(\pi) - b) \right\}.
\end{align*}$$

(22)

Extensive canonical algorithms are proposed to solve problem (22), e.g., [53, 157, 165, 213, 241, 245, 278, 308].

The work [1] presents a policy-based algorithm to solve the constrained Markov decision process problem with average cost finite states, which is a
stochastic approximation algorithm. Furthermore, the work [1] shows the
locally optimal policy of the proposed algorithm. Borkar [39] develops the
primal–dual type learning algorithm for CMDP and proposes the actor-critic
algorithm. Its analysis is based on the multi-scale stochastic approximation
theory and the envelope theorem [192]. Chen et al. [278] propose the
Reward Constrained Policy Optimization (RCPO) that is a multi-timescale
algorithm for safe RL, and [278] show the asymptotical convergence of RCPO.
The main idea of achieving such an asymptotical convergence is stochastic
approximation [40, 236] that has been widely used in reinforcement learning,
e.g., [224, 281, 311].

Based on Dankin’s Theorem and Convex Analysis [31], [213] provides
theoretical support to the primal-dual (i.e., the Lagrange multiplier) method
with a zero duality gap, which implies that the primal-dual method can be
solved precisely in the dual domain. In [157], they consider a framework for
off-line reinforcement learning under some constraint conditions, present a
specific algorithmic instantiation, and show the performance guarantees that
preserve safe learning. Moreover, due to the off-line reinforcement learning,
according to the off-policy policy evaluation, the work [157] shows the error
bound with respect to Probably Approximately Correct (PAC) style bounds
[163]. The work [241] is proposed to merge the theory of constrained CMDP
with the theory of robust Markov decision process (RMDP). The RMDP leads
to a formulation of a robust constrained Markov decision process (RCMDP),
which is the essential formulation to build a robust soft-constrained Lagrange-
based algorithm. The work [241] claims the convergence of the proposed
algorithm can follow the method [40] because the proposed algorithm can
present a time-scale and stochastic approximation. The work [245] firstly
turn the cost-based constraints into state-based constraints, then propose a
policy improvement algorithm with a safety guarantee. In [245], the authors
propose backward value functions that play a role in estimating the expected
cost according to the data by the agent, their main idea is policy iteration
[243].

4.2. Constrained Policy Optimization

Recently, CPO [4] suggests computing the cost constraint using a surrogate
cost function which evaluates the constraint $J_c(\pi_\theta)$ according to the samples
collected from the current policy $\pi_\theta_k$: Although using a surrogate function to
replace the cumulative constraint cost has appeared in [68, 82, 92], CPO [4]
firstly show their algorithm guarantees for near-constraint satisfaction.
Existing recent works (e.g., [4, 34, 35, 110, 290, 314]) try to find some convex approximations to replace the terms $A_{\pi_{\theta_{k}}} (s, a)$ and $D_{KL}(\pi_{\theta}, \pi_{\theta_{k}})^{8}$ Eq.(23)-(25). Concretely, [4] suggest using the first-order Taylor expansion to replace (23)-(24), the second-order approximation to replace (25).

Such first-order and second-order approximations turn a non-convex problem (23)-(25) into a convex problem. This would appear to be a simple solution, but this approach results in many error sources and troubles in practice. Firstly, it still lacks a theory analysis to show the difference between the non-convex problem (23)-(25) and its convex approximation. Policy optimization is a typical non-convex problem [313]; its convex approximation may introduce some errors for its original issue. Secondly, CPO updates parameters according to conjugate gradient [267], and its solution involves the inverse Fisher information matrix, which requires expensive computation for each update. Later, the work [314] propose Projected-based Constrained Policy Optimization (PCPO) that also uses second-order approximation, which also results in an expensive computation.

Conservative Safety Critics (CSC) [34] provides a new estimator for the safe exploration of reinforcement learning. CSC uses a conservative safety critic to estimate the environmental state functions. The likelihood of catastrophic failures has been bounded for each round of the training. The work [34] also shows the trade-off between policy improvement and safety constraints for its method. During the training process, CSC keeps the safety constraints with a high probability, which is no worse asymptotically than standard reinforcement learning.

Later, First Order Constrained Optimization in Policy Space (FOCOPS) [325] and conservative update policy (CUP) methods [310] suggest that the non-convex implementation solving constrained policy optimization contains a two-step approach: policy improvement and projection. The work [325]
has shown the upper boundedness of the worst case for safety learning, where it trains the model via first-order optimization. CUP [310] provides a theoretical analysis extending the bound concerning the generalized advantage estimator (GAE) [251]. GAE significantly reduces variance while achieving a tolerable level of bias, which is one of the critical steps when designing efficient algorithms [312]. In addition, the asymptotic results that safe RL methods can achieve are summarised in Table 3.

4.3. Sampling Complexity

In this section, we review the sampling complexity of model-based and model-free safe reinforcement learning $O(\epsilon)$-optimality (sample complexity of the brief introduction that we investigate studies is given in Table 4 and Table 5), where we define a policy $\pi$ of $O(\epsilon)$-optimality as follows,

$$J(\pi) - J(\pi^*) \leq \epsilon.$$  \hspace{1cm} (26)

In this section, we review the sampling complexity of the algorithms that match $O(\epsilon)$-optimality.

It is worth referring to [20, 155] since this bound helps us to understand the complexity of safe RL algorithms, where the works [20, 155] a lower bound of samples to match $O(\epsilon)$-optimality as follows,

$$O\left(\frac{|S||A|}{(1-\gamma)^3 \epsilon^2}\right),$$  \hspace{1cm} (27)

which is helpful for us to understand the capacity of safe reinforcement learning problems.

4.3.1. Model-Based Safe Reinforcement Learning

Linear programming and Lagrangian approximation are widely used in model-based safe reinforcement learning if the estimated transition model is either given or estimated accurately enough [10].

OptDual-CMDP [81] achieves sublinear regret with respect to the main utility while having a sublinear regret on the constraint violations, i.e., the OptDual-CMDP needs $O\left(\frac{|S|^2|A|}{(1-\gamma)^3 \epsilon^2}\right)$ to achieve a $O(\epsilon)$-optimality. the Upper-Confidence Constrained Fixed-Horizon RL method (UC-CFH) [132] provides a proximal optimal policy under the probably approximately correctness (PAC) analysis. The main idea of UC-CFH is to apply a linear
| Reference | Main Technique | Method       | Implementation |
|-----------|----------------|--------------|----------------|
| [1]       | Stochastic approximation (SA) \[40\] and Iterate Averaging \[154\] | Primal-Dual | Policy Gradient |
| RCPO [278] | SA and ODE \[^{b}40\] | Primal-Dual | Actor-Critic |
| \[39\]   | SA \[40\] and Envelope Theorem \[192\] | Primal-Dual | Actor-Critic |
| \[213\]  | Dankin’s Theorem and Convex Analysis \[31\] | Primal-Dual | Actor-Critic |
| \[157\]  | FQI \[201\] and PAC \[163\] | Primal-Dual | Value-based |
| \[241\]  | SA \[40\] | Primal-Dual | Policy Gradient |
| \[245\]  | Policy Iteration \[243\] | Primal-Dual | Policy Gradient |
| CPO [4]   | Convex Analysis \[31\] | CPO-based | Policy Gradient |
| PCPO \[314\] | Convex Analysis \[31\] | CPO-based | Policy Gradient |
| FOCOPS \[325\] | Non-Convex Analysis | CPO-based | Actor-Critic |
| CUP \[310\] | Non-Convex Analysis | CPO-based | Actor-Critic |
| CSC \[34\] | On-line Learning \[6\] | CPO-based | Actor-Critic |
| SAILR \[203\] | Back-up Policy | / | Actor-Critic |
| SNO-MDP \[291\] | Early Stopping of Exploration of Safety | GP-based[230] | Actor-Critic |
| A-CRL \[50\] | On-line Learning | Primal-Dual | Value-based |
| DCRL \[228\] | On-line Learning \[6\] | / | Actor-Critic |

Table 3: Asymptotic results of safe RL.
Model-Based Learning | Algorithm / Reference | Iteration Complexity
--- | --- | ---
**Lower bound** | [155] [20] | $O \left( \frac{|S||A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Value-Based | OptDual-CMDP [81] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Value-Based | OptPrimalDual-CMDP [81] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Value-Based | ConRL [44] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Value-Based | UC-CFH $^2$ [132, Theorem 1] | $O \left( \frac{|S|^6|A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Value-Based | OptPess-PrimalDual [170] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^4 \epsilon^2} \right)$
Value-Based | OPDOP [73, Theorem 1] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^4 \epsilon^2} \right)$
Value-Based | UCBVI-$\gamma$ [113, Theorem 4.3] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$
Policy-Based | NPG-PD$^3$ [74, Theorem 1] | $O \left( \frac{|S|^3|A|}{(1 - \gamma)^4 \epsilon^2} \right)$

Table 4: This table summarizes the model-based state-of-the-art algorithms for safe RL or CMDP.

programming method to online learning to design an algorithm to finite-horizon CMDP. Concretely, UC-CFH [132] needs $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$ samples, and we should notice that according to [22], Theorem 1 in [132] involves a constant $C$ that is bounded by $|S|$. OptPess-PrimalDual [170] provides a way to keep the performance with $O \left( \frac{|S|^3|A|}{(1 - \gamma)^3 \epsilon^2} \right)$ sampling complexity with a known strictly safe policy. OptPess-PrimalDual [170] also claims that OptPess-PrimalDual shares a higher probability to achieve a zero constraint violation.

An Optimistic Primal-Dual proximal policy OPtimization (OPDOP) method [73] shows a bound concerning the feature mapping and the capacity of the state-action space, which leads to a sampling complexity of $O \left( \frac{|S|^2|A|}{(1 - \gamma)^4 \epsilon^2} \right)$. Besides, the work [73] claims even if the dimension of state space goes to infinity, the bound also holds, which implies the merit of OPDOP. An upper confidence bound value iteration (UCBVI-$\gamma$ method [113] achieves
the sampling complexity of $O\left(\frac{|S||\mathcal{A}|}{(1 - \gamma)^3\varepsilon^2}\right)$ that matches the minimax lower bound up to logarithmic factors. The work [74] applies a natural policy gradient method to solve constrained Markov decision processes. The NPG-PD algorithm applies the gradient descent method to learn the primal variable, while learning the primal variable via natural policy gradient (NPG). The work [74] shows the sampling complexity of NPG-PD achieves $O\left(\frac{1}{(1 - \gamma)^4\varepsilon^2}\right)$.

We notice that Theorem 1 of [74] shows a convergence rate independent on $S$ and $\mathcal{A}$.

ConRL [44] obtains a sampling complexity of $O\left(\frac{|S|^2|\mathcal{A}|}{(1 - \gamma)^6\varepsilon^2}\right)$. To achieve this result, the work ConRL [44] provides an analysis under two settings of strong theoretical guarantees. Firstly, [44] assumes that ConRL has a learning maximization process with the concave reward function, and this maximization falls into a convex expected value of constraints. The second setting is that during the learning maximization process, the resources never exceed specified levels. Although ConRL plays two additional settings, the complexity is still higher than previous methods, at least with a factor $\frac{1}{(1 - \gamma)^2}$.

| Model-Free Learning | Algorithm / Reference | Iteration Complexity |
|---------------------|-----------------------|---------------------|
| Value-Based         | CSPDA [22]            | $O\left(\frac{|S|^2|\mathcal{A}|^2}{(1 - \gamma)^7\varepsilon^4}\right)$ |
| Value-Based         | Triple-Q [300]        | $O\left(\frac{|S|^2.5|\mathcal{A}|^{1.5}}{(1 - \gamma)^{18.5}\varepsilon^5}\right)$ |
| Value-Based         | Reward-Free CRL [197] | $O\left(\frac{|S||\mathcal{A}|}{(1 - \gamma)^4\varepsilon^2}\right)$ |
| Policy-Based        | CRPO [309, Theorem 1] | $O\left(\frac{|S||\mathcal{A}|}{(1 - \gamma)^7\varepsilon^4}\right)$ |
| Policy-Based        | On-Line NPG-PD [322, Theorem 1] | $O\left(\frac{|S|^6|\mathcal{A}|^6}{(1 - \gamma)^{12}\varepsilon^6}\right)$ |
| Policy-Based        | NPG-PD [74, Theorem 4] | $O\left(\frac{|S|^2|\mathcal{A}|^2}{(1 - \gamma)^4\varepsilon^2}\right)$ |
| Policy-Based        | Randomized Primal–Dual [294] | $O\left(\frac{|S||\mathcal{A}|}{(1 - \gamma)^4\varepsilon^2}\right)$ |

Table 5: This table summarizes the model-free state-of-the-art algorithms for safe RL or CMDP.
4.3.2. Model-Free Safe Reinforcement Learning

Model-free safe reinforcement learning algorithms, including IPO [172], Lyapunov-Based Safe RL [58, 59], PCPO [314], SAILR [293], SPRL [263], SNO-MDP [291], FOCOPS [325], A-CRL [50] and DCRL [228] all lack convergence rate analysis.

The work [74] shows NPG-PD obtains a sublinear convergence rate for both learning the reward optimality and safety constraints. NPG-PD solves the CMDP with softmax policy, where the reward objective is a non-concave and cost objective is non-convex, NPG-PD [74] shows that with a proper design, policy gradient can also obtain an algorithm that converges at a sublinear rate. Concretely, the Theorem 4 of [74] shows NPG-PD achieves the sampling complexity of $O\left(\frac{|S|^2|A|^2}{(1-\gamma)^4\epsilon^2}\right)$, and we should notice that in Theorem 4 of [74], $|S|^2|A|^2$ samples are necessary for the two outer loops.

Later, the work [322] extends the critical idea of NPG-PD and proposes an online version of NPG-PD that needs the sample complexity of $O\left(\frac{|S|^6|A|^6}{(1-\gamma)^{12}\epsilon^6}\right)$, where we show the iteration complexity after some simple algebra according to [322, Lemma 8-9]. Clearly, online learning NPG-PD [322] needs additional $O(\epsilon^{-4})$ trajectories than NPG-PD [322].

The work [309] proposed a primal-type algorithmic framework to solve SRL problems, and they show the proposed algorithm needs $O\left(\frac{|S||A|}{(1-\gamma)^7\epsilon^4}\right)$ sample complexity to obtain $O(\epsilon)$-optimality, where we notice that the inner loop with $K_{in} = O\left(\frac{T}{(1-\gamma)|S||A|}\right)$ iteration is needed [309, Theorem 3].

The work [22] proposes the CSPDA algorithm needs the sample complexity of $O\left(\frac{|S|^2|A|^2}{(1-\gamma)^7\epsilon^4}\right)$, although the work [22] claims the proposed CSPDA needs $O\left(\frac{|S||A|}{(1-\gamma)^4\epsilon^2}\right)$. However, the inner loop of their Algorithm 1 needs an additional generative model. According to [5, Chapter 2], if such a generative model collects $N$ samples to achieve an $\epsilon$-optimality, then $N \geq \frac{1}{(1-\gamma)^3} |S||A| \log(|S||A|) \epsilon^2$. Thus, we present a total sample complexity of CSPDA. Triple-Q [300] needs the sample complexity of $O\left(\frac{|S|^{2.5}|A|^{2.5}}{(1-\gamma)^{18.5}\epsilon^5}\right)$. We show this iteration complexity according to a recent work [22]. Since the work
[300] study the finite-horizon CMDP, we believe their Triple-Q plays at least 
\[ O\left( \frac{|S|^2|A|^2}{\epsilon^3} \right) \], which is still higher than NPG-PD [74] at least with a factor \( O(\epsilon^{-3}) \). The work [197] proposes a safe RL algorithm that needs 
\[ O\left( \frac{|S||A|}{(1-\gamma)^4\epsilon^2} \right) \]. It is noteworthy that we show the sample complexity here for the worst-case of constraint violation shown in [197] reaches 
\[ O\left( \frac{|S|^2||A||}{(1-\gamma)^4\epsilon^2} \right) \] if the number of constraint function is greater than \(|S|\).

4.4. Other Theory Techniques

SAILR [293] shows a theory of safety guarantees for both development and training, where SAILR does not keep the intervention mechanism after the process of learning. Besides, SAILR [293] also shows the comparison between the capacity of reward learning and optimal safety constraints. SNO-MDP [291] shows how to explore the CMDP, where the safety constraint is unknown to the agent, and provides a theoretical analysis of the policy improvement and the safety constraint under some regularity assumptions. A-CRL [50] tries to solve general problems in safe RL, where it augments the state by some Lagrange multipliers, and it reinterprets the Lagrange multiplier method as the dynamics portion. The work [228] shows that the DCRL learns a near-optimal policy while keeping a bounded error even if it meets the imperfect process of learning. All of those methods try to analyze learning from different safety settings or typical tasks.

5. Applications of Safe Reinforcement Learning

RL applications for challenging tasks have a long tradition. Some RL methods are used to solve complex problems before neural network learning arises. For example, TD learning is used to solve backgammon playing problems [275, 276], job-shop scheduling problems, elevator group control problems [65], and a stochastic approximation algorithm with RL properties is utilized to solve pricing options for high-dimensional financial derivatives in two-player and zero-sum games [286]. However, most of the above methods are on a small scale or have linear settings, and most of the problems they solve are discrete. The policy values are almost approximated to address more challenging tasks for large-scale, continuous, and high-dimensional problems, e.g., using neural networks is currently a widely adopted method to learn
sophisticated policy strategies in modern RL. In this section, to investigate the “Safety Applications” problem, we introduce safe RL applications, including tabular-setting RL, and modern RL applications, such as autonomous driving, robotics, and recommendation systems.

5.1. Safe Reinforcement Learning for Autonomous Driving

More recently, many methods have been proposed for autonomous driving based on modern, advanced techniques. The work [226], proposed by Pomerleau, may be one of the first learning-based methods for autonomous driving, developed in 1989. Gu et al. [102] provide a motion planning method for automated driving based on constrained RL. They combine traditional motion planning and RL methods to perform better than pure RL or traditional methods. Specifically, the topological path search [104, 327] and trajectory lane model, which is derived from trajectory units [105, 106, 328], are leveraged to constrain the RL search space. Their method can be used very well for corridor scenarios that consider environmental uncertainty.

In contrast to Gu et al. [102], Wen et al. [301] provide a parallel safe RL method for vehicle lane-keeping and multi-vehicle decision-making tasks by using pure constrained RL methods. They extend an actor-critic framework to a three-layer-neural-network framework by adding a risk layer for autonomous driving safety. The synchronized strategy is used to optimize parallel policies for better searching viable states and speeding up convergence.

Krasowski et al. [149] develop a safe RL framework for autonomous driving motion planning, in which they focus more on the high-level decision-making problems for lane changes of vehicles on highways. Based on the work [149], Wang [295] presents a low-level decision-making method via a safety layer of Control Barrier Functions (CBF) [13, 204], and a legal safe control method by following traffic rules to ensure motion planning safety for autonomous driving in highway scenarios. Different from Wang’s method [295] using CBF, Cao et al. [51] improve the safety of autonomous driving in low-level decision-making settings by integrating a rule-based policy, e.g., a Gipps car-following model [99], into RL framework, and a Monte Carlo tree searching method [46] is used to generate their RL framework policies. Although safe RL for low-level decision-making has been very successful, it is still unable to guarantee autonomous driving safety in complex environments, especially for multiple dynamic and uncertain obstacles.

Mirchevsk et al. [194] leverage a Q learning method [298] and a tree-based ensemble method [98] used as a function approximator, to achieve
high-level control for lane changes in highway scenarios. Their method has shown impressive performance by reducing collision probability. Nevertheless, this method may only be suitable for two-lane changing environments, since one-lane change options are only considered in the environments at any time. Furthermore, Mirchevsk et al. [195] use formal methods [215] to guarantee safety when they use RL for the safe and high-level planning of autonomous driving in autonomous lane changes. Therefore, their method can be used for more complex environments compared to the work [194], and their method displays good performance in highway scenarios with an arbitrary number of lanes. They also integrate safety verification into RL methods to guarantee agent action safety.

**Figure 2:** The framework of constrained deep Q-learning for autonomous driving (The figure is adapted with permission from [135]).

In [136], similar to Mirchevsk et al. [195], they introduce a verification method for RL safety, more particularly, they verify the action safety. The policy can be learned adaptively in a distributional RL framework. Isele et al. [127] use prediction methods to render safe RL exploration for intersection behaviors during autonomous driving. Remarkably, they can constrain agents’ actions by prediction methods in multi-agent scenarios, where they assume other agents are not adversarial and an agent’s actions are generated by a distribution. Kendall et al. [138] provides a model-free based RL method, which is combined by variational autoencoder [140, 233] and DDPG [166]. Their method may be one of the first to implement real-world vehicle experiments using RL, in which they use logical rules to achieve autonomous driving safety, and use mapping and direct supervision to navigate the vehicles.

Kalweit et al. [135] develop an off-policy and constrained Q learning method for high-level autonomous driving in simulation environments. They use the transportation software, SUMO [175], as a simulation platform and...
the real HighD data set [148] to verify the effectiveness of their methods. Specifically, they constrain the agent’s action space when the agent performs a Q value update; the safe policy is then searched for autonomous driving (see Figure 2). Different from the above perspectives, Atakishiyev et al. introduce some Explainable Artificial Intelligence (XAI) methods, and a framework for safe autonomous driving [18, 19], in which Explainable Reinforcement Learning (XRL) for choosing vehicle actions is mentioned. Although XRL can be helpful in promoting the development of safe and trustworthy autonomous systems, this topic has just been studied with regard to safe RL, and the relevant research is not remarkably mature.

5.2. Safe Reinforcement Learning for Robotics

Some learning methods for robot applications have shown excellent results [141, 190, 304]. However, the methods do not explicitly consider the agent’s safety as an optimization objective. There are a number of works that apply RL methods to simulation robots or real-world robots. However, most of them do not take safety into account during the learning process. For the purpose of better applications using RL methods, we need to figure out how to design safe RL algorithms to achieve better performance for real-world applications. Safe RL is a bridge that connects the RL simulation experiments to real-world applications.

In [262], Slack et al. use an offline primitive learning method, called SAFER, to improve safe RL data efficiency and safety rate. However, SAFER has not theoretical safety guarantees. They collected safe trajectories as a safe set by a scripted policy [261], and applied the safe trajectories to a learning process. In terms of safety and success rate, their method has achieved better performance in PyBullet [63] simulation experiments than other baselines, which are demonstration methods for safe RL (see Figure 3).

![Figure 3: The framework of SAFER (The figure is adapted with permission from [262]).](image-url)
A fully differentiable OptLayer [222] is developed to ensure safe actions that the robots can only take. More importantly, they implement their methods in real-world robots using a 6-DoF industrial manipulator and have received significant attention. However, the method may be limited in high dimensional space for robot manipulations, since the OptLayer may not be able to optimize policies efficiently in complex tasks, especially for high dimensional space.

Garcia and Fernandez [94] present a safe RL algorithm based on the safe exploration, which is derived from a risk function, a binary step function (28). This method needs a predefined baseline policy to explore the safe space. Unlike the binary step risk function [94], Garcia and Fernandez [94] develop a smoother risk function (29) that is a continuous risk function, can guarantee monotonic increase, and the risk function is used to help follow the baseline policy.

In the binary step-risk function, a case base \( B = \{c_1, \ldots, c_\eta\} \) composed of cases \( c_i = (s_i, a_i, V(s_i)) \), state risk \( s \) is defined by the following equation (28), where \( \varrho^B(s) \) holds if \( s \in \Upsilon \); if the state \( s \) does not have any relationship with any cases, the state is unknown, it is as \( s \in \Omega \), then \( \varrho^B(s) = 0 \).

\[
\varrho^B(s) = \begin{cases} 
0 & \text{if } \min_{1 \leq j \leq \eta} d(s, s_j) < \theta \\
1 & \text{otherwise}
\end{cases}
\] (28)

The continuous risk function in work [96] is as following: with a state \( s \), a case base \( B = \{c_1, \ldots, c_\eta\} \) composed of cases \( c_i = (s_i, a_i, V(s_i)) \), the risk for each state \( s \) is defined by the following function (29). The function can help to achieve a smooth and continuous transition between safe and risky states in their paper.

\[
\rho^B(s) = 1 - \frac{1}{1 + e^{\beta((\min_{1 \leq j \leq \eta} d(s, s_j) - \frac{\theta}{k}) - \theta)}}
\] (29)

Apart from the risk function (29), the work [96] also implements its algorithm for a real-world robot, a NAO robot [100], as shown in Figure 4.

Perkins and Barto [220] use an application of Lyapunov functions to render the safety of the learning process in general. Lyapunov functions are developed more than a hundred years ago [134], and are used for the stability of a controller [253]. Specifically, they use a Lyapunov function to constrain the action space, which can guarantee the safety of all policies and agent performance. Moreover, they construct a set of control laws, in which the
Lyapunov domain knowledge is known beforehand. They apply their safe RL method based on the Lyapunov function for pendulum tasks using a robot arm in simulation environments. Their method may be one of the first safe RL methods using the Lyapunov function and its application for robots. Although Lyapunov functions for safe RL methods can achieve system safety and stability, one major problem is how to design a suitable function that can satisfy all policy safety requirements. We generally need to know the system dynamics and Lyapunov function domain knowledge.

Thomas et al. [279] leverage a model-based RL to achieve the agents’ safety by incorporating the model knowledge. Specifically, they use the agents’ dynamics to anticipate the trajectories of the next few steps, and thus prevent agents from entering unsafe states or performing unsafe actions. Based on their method, they apply the proposed method for MuJoCo robot control in simulation environments. Their method may be more suitable for short-horizon trajectories. However, if it encounters a large-scale horizon, the method may not work well since it needs to plan the next few steps quickly. In [169], Liu et al. provide a safe exploration method for robot learning on the constrained manifold. More specifically, the robot models and manifold constraints in tangent space are utilized to help ensure robot safety during the RL exploration process. Their method can leverage any model-free RL methods for robot learning on the constrained manifold, since the constrained problem is converted as an unconstrained problem in tangent space, and their method will focus on the exploration of safe regions. Nonetheless, an accurate robot model and tracking controller are required in their method, which may not be suitable for real-world applications.

5.3. Safe Reinforcement Learning for Other Applications

Apart from autonomous driving and robotics of safe RL applications, safe RL is also adopted to ensure safety in recommender systems [260], video
compression [183], video transmissions [305], wireless security [178], satellite docking [79], edge computing [306], chemical processes [247] and vehicle schedule [24, 164], and so on. In recommender systems, for example, Singh et al. [260] deploy safe RL to optimize the healthy recommendation sequences of recommender systems by utilizing a policy gradient method algorithm on the Conditional Value at Risk (CVaR) method [272], whereby they optimize positive feedback while constraining cumulative exposure of health risk. In video compression, Mandhane et al. [183] leverage the Muzero [249], one of the alpha series algorithms, to solve the safe RL problem in video compression. More specifically, as shown in function (30), they optimize the encoded video quality by maximizing quantization parameters (QP) via policy learning, while satisfying the Bitrate constraints. Their experiments have proven that their method can achieve better performance than traditional methods and related modern machine learning methods on the YouTube UGC dataset [297]. However, the method may not be easily scalable for large-scale datasets.

\[
\max_{QPs} \text{Encoded Video Quality} \quad \text{s.t. Bitrate} \leq \text{Target} \quad (30)
\]

In wireless security [178], based on the Inter-agent transfer learning method [66], Lu et al. develop a safe RL method for wireless security using a hierarchical structure. More specifically, the target Q network and E-networks with CNN [101] are used to optimize the stability of policy exploration, and reduce the risk of the policy exploration, ultimately enhancing the wireless security in UAV communication against jamming.

5.4. Summary of Applications

In this section, we analyze safe RL methods for autonomous driving and robotics, whereby guaranteeing safety and improving reward simultaneously when the agent is learning is a challenging problem. Some methods are proposed to deal with this problem, such as model-based safe RL to plan safe actions [279], Lyapunov function to guarantee the safety of agents, predefined baseline policy for safe exploration [94], formal verification for safe autonomous driving [195], constrained Q learning for high-level vehicle lane changes [135], etc. Although these methods have been very successful, one major problem that remains is how to rigorously guarantee safety during exploration and retain the reward of monotonic improvement, and how to guarantee stability and convergence when safe RL methods are applied to real-world applications. In addition, we investigate the different types of robot applications using different methods in Table 6.
| Methods                                      | Experimental Types     | Robots                              |
|---------------------------------------------|------------------------|-------------------------------------|
| A genetic algorithm [284]                   | Simulation experiments | Webots mobile robots [290]          |
| A Particle Swarm Optimization algorithm [206]| Simulation experiments | NAO robots [180]                    |
| A learning algorithm [190]                  | Real-world experiments | The Aldebaran Nao of Humanoid robots [319] |
| An iterative optimization algorithm [85]    | Real-world experiments | The Aldebaran Nao of Humanoid robots [319] |
| A kinetics teaching method [209]            | Real-world experiments | NAO robots [180]                    |
| A policy gradient method [143]              | Simulation experiments | The Webots simulation package [191] |
| A Deep RL method [77]                       | Simulation Experiments | MuJoCo robots [283]                 |
| A Neuroevolutionary RL method [145]         | Simulation Experiments | Helicopter control [21]             |
| A policy search method [141]                | Real-world experiments | A Barrett robot arm                 |

Table 6: Different types of robot applications using different methods.
6. Benchmarks of Safe Reinforcement Learning

Several safety benchmarks for safe RL have been developed, and various baselines have been compared on the safe RL benchmarks [231]. More importantly, the Safe RL benchmarks, including single-agent and multi-agent benchmarks, have made massive contributions to the RL community and helped safe RL move toward real-world applications. In this section, we investigate the popular safe RL benchmarks and try to answer the “Safety Benchmarks” problem.

6.1. Benchmarks of Safe Single-Agent Reinforcement Learning

6.1.1. AI Safety Gridworlds

AI Safety Gridworlds [161] is a kind of 2-D environment that is used to evaluate safe RL algorithms. All of the environments are based on the 10X10 grids. An agent is arranged in one cell of the grid, and obstacles are arranged in some cells. The action space is discrete in AI safety Gridworlds. An agent can take action from action space \( A = \{\text{right}, \text{left}, \text{up}, \text{down}\} \), as shown in Figure 5.

6.1.2. Safety Gym

Safety Gym [231] is based on Open AI Gym [45] and MuJoCo [283] environments. It also takes into account 2-D environments in different tasks (as shown in Figure 6), e.g., a 2-D robot such as a Point robot or a Car robot or a Doggo robot can turn and move to navigate a goal position while avoiding crashing into unsafe areas in a 2-D plane. Moreover, the robot’s actions are continuous. There are many kinds of costs in the Safety Gym. For example, the robot has to avoid crashing into dangerous areas, non-goal objects, immobile obstacles, and moving objects. Otherwise, costs will be incurred.

6.1.3. Safe Control Gym

Aiming at safe control and learning problems, Yuan et al. propose safe control gym [318], an extension benchmark of OpenAI Gym [45], which integrates traditional control methods [48], learning based-control methods [116]

---

10 https://github.com/deepmind/ai-safety-gridworlds.git
11 https://github.com/openai/safety-gym.git
12 https://github.com/utiasDSL/safe-control-gym.git
Figure 5: Tasks of AI safety gridworlds. (a) Off-switch tasks. An agent needs to reach the goal position and has to pass through cell $I$; when the agent passes cell $I$, it will be stopped with 50% probability, if the agent goes to cell $B$, it can switch off the interruption cell $I$ and go to goal cell $G$ with no interruption. (b) Navigation tasks in a island. The agent should not touch water cells, or it will be punished and emit costs. (c) Absent supervisor tasks. In these tasks, the agent needs to reach cell $G$ by a shorter distance. The supervisor will appear with 50% probability if the agent passes cell $P$. If supervisors $S$ are present, it will be punished and emitted costs, or there will be no punishment (Adapt the figures with permission from [161]).

Figure 6: Images of Safety Gym environments (Adapt the figure with permission from [231]).
and reinforcement learning methods [108, 252] into a framework, in which model-based and data-based control approaches are both supported. They mainly consider the cart-pole task, 1D, and 2D quadrotor tasks, tasks of stabilization and trajectory tracking in their environments. Compared with Safety Gym [231] and AI safety gridworlds [161], safe control gym [318] may be more suitable for sim-to-real research, since they offer numerous options for implementing non-idealities that resemble real-world robotics, such as randomization, dynamics disturbances and also support a symbolic framework to present systems' dynamics and constraints (see Figure 7).

Figure 7: Images of safe control gym with symbolic dynamics constraints in keep tracking and stabilization tasks (The figure is adapted with permission from [318]).

6.2. Benchmarks of Safe Multi-Agent Reinforcement Learning

In recent years, three safe multi-agent benchmarks have been developed by [103], namely Safe Multi-Agent MuJoCo (Safe MAMuJoCo), Safe Multi-Agent Robosuite (Safe MARobosuite), Safe Multi-Agent Isaac Gym (Safe MAIG), respectively. The safe multi-agent benchmarks can help promote the research of safe MARL.

6.2.1. Safe Multi-Agent MuJoCo

Safe MAMuJoCo [103] \(^{13}\) is an extension of MAMuJoCo [216]. In Safe MAMuJoCo, safety-aware agents have to learn not only the skillful manip-

\(^{13}\) https://github.com/chauncyg/Safe-Multi-Agent-Mujoco.git
ulations of a robot, but also how to avoid crashing into unsafe obstacles and positions. In particular, the background environment, agents, physics simulator, and reward function are preserved. However, unlike its predecessor, a Safe MAMuJoCo environment comes with obstacles like walls or bombs. Furthermore, with the increasing risk of an agent stumbling upon an obstacle, the environment emits cost [45]. According to the scheme in [320], we characterize the cost functions for each task; the examples of Safe MAMuJoCo robots are shown in Figure 8 and the example tasks are shown in Figure 9.

Figure 8: Example tasks in Safe Multi-Agent MuJoCo Environments, such as eight-agent Ant tasks and six-agent HalfCheetah tasks. Body parts of different colours are controlled by different agents. Agents jointly learn to manipulate the robot, while avoiding crashing into unsafe red areas, for details, see [103] (Adapt the figures with permission from [103]).
Figure 9: Specific tasks in Safe Multi-Agent MuJoCo Environments, e.g., 4x2-Ant Task 1.0, three folding jagged walls are incorporated into the task; 3x2-ManyAgent Ant Task 2.1, two folding line walls is generated in the task. For details, see [103](Adapt the figures with permission from [103]).
6.2.2. Safe Multi-Agent Robosuite

Safe Multi-Agent Robotsuite (Safe MARobosuite) [103] 14, shown in Figure 10, has been developed on the basis of Robosuite [330] which is a popular robotic arm benchmark for single-agent reinforcement learning. In Safe MARobosuite, multiple agents are set up according to the robot joint settings, and each agent controls every joint or several joints. A Lift task, for example, can be divided up into 2 agents (2x4 Lift), 4 agents (4x2 Lift), 8 agents (8x1 Lift); for Stack tasks, similarly, tasks can be provided with 2 agents (2x4 Stack), 4 agents (4x2 Stack), 8 agents (8x1 Stack); for a two-robot TwoArmLift task, it can be divided up into: 2 agents (2x8 TwoArmLift), 4 agents (4x4 TwoArmLift), 8 agents (8x2 TwoArmLift), 16 agents (16x1 TwoArmLift).

Moreover, Safe MARobosuite is also a fully cooperative, continuous, and decentralized benchmark that considers the constraints of robot safety. Where Franka robots are used to conduct each task, each agent can observe partial environmental information (such as the velocity and position). More importantly, Safe MARobosuite can be easily used for modular robots and make robots have good robustness and scalability. In many real-world applications, modular robots can be quickly paired and assembled for different tasks [9]. For instance, when communication bandwidth is limited, or some joints of robotic arms are broken, leading to causes malfunctioning communication, modular robots can still work well. The reward setting is the same as Robosuite [330], and the cost design is used to prevent robots from crashing into unsafe areas.

6.2.3. Safe Multi-Agent Isaac Gym

Safe Multi-Agent Isaac Gym (Safe MAIG) 15 is a high-performance environment that uses GPU for trajectory sampling and logical computation based on Isaac Gym [182], see Figure 11. The computation speed of Safe MAIG is almost ten times that of Safe MAMuJoCo and Safe MARobosuite on the same server, in the same task, using the same algorithm. The communication speed is also better than Safe MAMuJoCo and Safe MARobosuite. But the memory might need to be optimized between CPU and GPU, since GPU memory is generally too small.

14 https://github.com/chauncygu/Safe-Multi-Agent-Robosuite.git
15 https://github.com/chauncygu/Safe-Multi-Agent-Isaac-Gym.git
Figure 10: Example tasks in Safe MARobosuite Environments, e.g., two-agent Lift tasks, eight-agent Lift tasks and fourteen-agent TwoArmPegInHole tasks. Agents jointly learn to manipulate the robot, while avoiding crashing into unsafe areas, for details, see [103](Adapt the figures with permission from [103]).
Figure 11: Safe multi-agent Isaac Gym environments. Different robot body parts of different colours are manipulated by different agents in environments. Agents jointly learn how to control the robot, whilst the safety constraints are not violated (Adapt the figures with author permission).
7. Challenges and Outlook of Safe Reinforcement Learning

When we leverage RL in real-world applications, a number of challenges will be emitted during the deployment process. In this section, the “Safety Challenges” problem is investigated by proposing several significant challenges we need to address in the future. Also, we point out possible research directions for safe reinforcement learning.

7.1. Human-Compatible Safe Reinforcement Learning

Modern safe RL algorithms rely on humans to state the objectives of safety. While humans understand the dangers, the potential risks are less noticed. Below we discuss two challenges in human preference statements and concerns on ethics and morality.

- **Human preference statement.** Many challenges are posed as AI agents are frequently evaluated in terms of performance measures, such as human-stated rewards. On the one hand, while it is usually assumed that humans are acting honestly in specifying their preference, such as by rewards or demonstrations, the consequence of humans mis-stating their objectives is commonly underestimated. Humans may maliciously or unintentionally mis-state their preference, leading the safe RL agent to perform unexpected implementations. One example is the Tay chatbot from Microsoft; prankster users falsify their demonstrations and train Tay to mix racist comments into its dialogue [86]. On the other hand, multiple humans might be involved in training one safe RL agent. Thus, agents have to learn to strike a balance between the widely different human preferences. Earlier attempt [109] considers one agent vs one human scenario. However, there are still many open questions, such as training robust agents against malicious users, personalizing assistance toward human preferences, etc.

- **Ethics and morality concerns.** In modern society, the human inter-relationship is built based on social or moral norms. While reinforcement learning agents are deployed to the real world, they start having impacts on each other, turning into a multi-agent system, in which norms act similarly in human society on agents. Therefore, the decisions made by agents always involve ethical issues. For example, social dilemmas will emerge from the relation between individual goals and the overall interests [123, 159]. The conflicts are produced when each agent aims
to maximize its benefit. For another example, consider a trolley problem [88]. When the agent is faced with the choice of either harming multiple people on the current track or one person by diverting the train, what would you expect the safe agents to choose? Or more realistically, when the driving agent is about to bump into a lorry and it can swerve off the road to the left to save itself. But there is a bike on the left. How could the driving agent make decisions? A human driver’s knee-jerk reaction might be swerving left to save itself. But the decision of the driving agent depends on its value systems. How to leverage the different value systems to enable safe agents to make ethical decisions is an open question.

7.2. Industrial Deployment Standards for Safe Reinforcement Learning

Although safe RL has been developed with a wealth of well-understood methods and algorithms in recent years [95, 139, 174], to our knowledge, there is no RL deployment standard for industrial applications, including technical standards and morality standards, etc. We have to pay more attention to the standard, and align the RL deployment standard from academics and industries. Applications include robotics, autonomous driving, recommendation systems, finance, et al. We should tailor specific deployment standards to specific applications.

- **Technical standards.** In a technical standard, we need to think about how much efficiency RL can generate, how much time and money can be saved using RL methods, what environments can be handled with RL, how to design cost and reward functions considering the balance between RL reward, performance and safety, etc.

- **Law standards.** Human-machine interaction needs to be considered in legal judgments, for example, when robots hurt humans due to programming errors using RL methods. Furthermore, we need to determine how responsibilities are divided, e.g., do programmers of robots need to take more responsibility, or do robot users need to take more responsibility?

7.3. Safety Guarantee Efficiently in Large Number of Agents’ Environments

Since the decision-making space is incredibly large when the number of agents increases in a safe MARL setting, it is not easy to optimize the multi-agent policy to finish tasks safely [316, 324]. Thus, efficiently guaranteeing
safety in an environment with a large number of agents, e.g., 1 million agents, is still a challenging problem.

- **Theory of safe MARL.** Theory and experiments of safe MARL for massive swarm robots should be taken into account in the future, e.g., the convergence problem still remains open for massive safe MARL methods without strong assumptions. In addition, the sample complexity and stability also need to be optimized in safe MARL settings. Moreover, we need to pay more attention to the following key points regarding the theory of safe MARL. (1). Credit assignment both in cost and reward. In cooperative, competitive, and mixed game settings, we need to consider balancing and minimizing each agent’s cost value while improving reward. For example, we need to optimize the precise cost value for each agent, and consider each agent’s cost credit. (2). Nonstability. In a multi-agent system, when an agent takes actions, which will influence other agents’ actions and may make other agents get worse reward value or unsafe. (3). Scalability. In safe MARL settings, when the number of agents becomes large, such as one billion agents, it will be challenging for computation and hard to ensure agents’ safety, since it is almost impossible to estimate each agent’s Q value or V value simultaneously.

- **Multiple heterogeneous constraints.** It still needs to be determined how multiple heterogeneous constraints should be handled in multi-agent systems for safe MARL. To our knowledge, almost no study has investigated multiple heterogeneous constraints for MARL. For example, when different agents encounter different heterogeneous constraints, we need to study how to balance different heterogeneous constraints to optimize different agents’ policies for safety while improving reward values.

- **Carry out complex multi-agent tasks safely.** For instance, swarm robots perform the encirclement task, and then rescue the hostages from the dangerous scene safely. Currently, most safe MARL algorithms could have some challenging issues while conducting complex tasks, e.g., time-consuming issues or convergence issues.

- **Robust MARL.** One of the concerns in robust MARL settings: the problem of how to ensure zero cost in different tasks without tuning
parameters using the same algorithms is still open [115]. Another one is: when we transfer the safe MARL simulation results to real-world applications, how to handle the mismatch between the nominal and real system is still unclear, since there may be the sensor noise [136] generated by fault sensors or disturbing sensor information transferred by adversary attacks.

- **Trade-off Balances.** The trade-off balance between exploration and exploitation is a dilemma in RL or MARL. In safe RL or safe MARL, it has the same problem. More particularly, there is another dilemma that is the trade-off balance between reward and cost, which is different from the exploration and exploitation, since each action can result in the change of reward and cost simultaneously, it is a multi-objective problem. Thus, in safe MARL, we need to think about how to handle the two trade-off balances. In competitive game settings, we need to determine how to efficiently model the opponent’s decisions with partial information and take safe actions. In cooperative game settings, we need to determine how to ensure the whole team’s reward and safety with each agent’s constraints. In mixed-game settings, we need to determine how to optimize the local reward and the whole reward while taking safe actions.

7.4. **Possible Directions for Future Safe Reinforcement Learning Research**

- Possible direction one: Safe MARL with game theory. How to solve the above challenges by leveraging game theory is a primary direction, since we can consider different games for real-world applications in different game settings, such as cooperative games or competitive games; how to optimize safety in an extensive form game is also helpful in real-world applications. For instance, In a fencing competition, we need to determine how to ensure that two agents complete the task while ensuring agents’ safety in the game process.

- Possible direction two: Safe RL with information theory. Information theory may be useful to handle the uncertainty reward signal and cost estimation, and efficiently address the problem of large-scale MARL environments. For example, we can use information coding theory to construct the representation of different agent actions or reward signals.
• Possible direction three: Safe MARL with human-brain theory and biology inspiration theory. We can draw some inspiration from the laws of biology to design safe MARL algorithms. For example, we learn the flying rules of geese, understand how geese form a certain formation, and ensure the safety of each goose.

• Possible direction four: Learn safe and diverse behaviors from human feedback, like ChatGPT\(^{16}\). During human-robot interaction, robots need to pay more effort into learning safe and diverse behaviors from humans rather than discriminatory and illegal behaviors. We envision that a robot needs to adapt to different tasks and learn to satisfy different people’s preferences after a robot can learn safe behaviors from one person. In such a scenario, a robot needs to learn how to conduct safe behaviors with multiple persons. For example, feedback from humans can be used as training data to boost the relationship between robots and humans, and help to guarantee exploration safety \([89]\). Moreover, behavior diversity is a critical factor to successful multi-agent systems \([315]\), and diverse behaviors can be leveraged to search for safe policies for safe robot learning.

• Possible direction five: Human-robot interactions. Learning from interactions with non-expert users is essential for long-term SRRL. For example, an earlier attempt \([109]\) considers learning the user’s reward signal from human-machine cooperation. The prerequisite that robots work with humans safely and efficiently is mutualism. To work well with humans, robots need to inherit human preferences and understand what humans want and will do. Then humans can provide better environments and support for robots. Human behavior modeling \([72]\) and realistic interactive modeling \([331]\) can be the potential solutions for robots safely inheriting human preferences and learning more about humans.

8. Conclusion

We carefully review safe RL methods from the past 20 years, attempt to answer the key safe RL question around the investigation of safety research

\(^{16}\)https://openai.com/blog/chatgpt/
with “2H3W” problems, and provide a clear clue for further safe RL research. Firstly, five critical safe RL problems are posed, and the model-based and model-free RL methods are analyzed in a unified safety framework. Secondly, the sample complexity and convergence of each method are investigated briefly. Thirdly, applications of safe RL are analyzed, for example, in the fields of autonomous driving and robotics. Fourthly, the benchmarks for safe RL communities are revealed, which may help RL take further toward real-world applications. Finally, the challenging problems that confront us during RL applications in safe RL domains are pointed out for future research.
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