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Abstract—Wireless Sensor Networks (WSNs) have an enormous potential for investigating oceanographic problems such as the impact of industrial, touristic and commercial activities in coastal areas, among others. However, ocean waves, fog, humidity and mobility of nodes among others make difficult communication between nodes. This paper presents an on-site evaluation of the performance of an IEEE 802.15.4 WSN. In particular, the following four parameters were evaluated using different data transmission settings: received signal strength indication, throughput, round trip delay time and the rate of efficiency. Results shown that node communication between nodes on distances of up to 1.5 kilometers can be achieved but also that ocean waves did interfere with data transmission.
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1 Introduction

Marine environment monitoring has become of great interest among different research groups worldwide. The efforts are focused on studying the impact of industrial, touristic and commercial activities among others on seas and oceans [1]. Because of the difficulties for collecting environmental data on these environments, there exists a growing necessity for developing Ocean Observing Systems (OOS) that facilitate deployment of infrastructure for evaluating phenomena like analysis of the quality of water in coastal areas, monitoring harmful algal bloom, conservation of species such as mangroves, whales and sea turtles, or prediction of natural disasters [2]. Depending on its objective an OOS can be composed of different components and utilize diverse architectures [3]. Examples of these components include surface buoys, gliders, autonomous underwater vehicles, coastal radars, marine sensors, ships, autonomous aerial vehicles and satellites.

Nowadays, technological advances make possible design of OOS far less complex in terms of the number and type of components utilized, more flexible, easier to configure and deploy. Examples of such systems are those based on wireless sensor networks (WSN) [3]-[7]. A key feature of WSN is communication between nodes for exchanging information. Most WSN have been designed to operate in environments other than the ocean. However, some considerations such as higher water resistance, stronger robustness, higher energy consumption, nodes mobility, among others must be taken into account for the deployment of nodes in marine environments [3]. Thus, it is important to investigate how this type of network function in these challenging environments. This paper presents preliminary results of an on-site evaluation of the IEEE 802.15.4 standard for communicating nodes within a coastal area.

To assess communication between nodes, relevant data transmission parameters such as received signal strength indication, throughput, round trip delay time and ratio of efficiency were analyzed. The four parameters were evaluated at five node transmission distances: 300, 600, 900, 1200 and 1500 meters, and five power transmission values: 7, 15, 18, 21 and 24 dbm. Because buoys move freely evaluating transmission at different distances was important. Similarly, power consumption is an important concern; this is why different power transmission settings were chosen. Our results identify the most suited settings for each distance tested. Also, when evaluating communication between nodes at distances of 1.5 kilometers, transmitting nodes had to be installed at a higher distance in relation with the sea level to successfully send and received packets. Thus, to avoid ocean interference the height at which transmitting nodes are installed must be carefully studied when designing a WSN that operates in a coastal environment.

The remainder of this paper is structured as follows. Section 2 outlines the motivation of this analysis. Section 3 details the architectural design of nodes. Several experiments were carried out using different node settings, these are discussed in section 4. Results obtained are analyzed in section 5. Finally, conclusions and future directions are presented in section 6.
2 The Case Study

WSN based on the 802.15.4 standard have been widely studied. However, most research has focused on investigating network scalability, routing algorithms and architectures among others in environments others than the oceanographic and in most cases assessment is carried out using simulators or theoretical analysis. In [3] a review of different WSN for oceanographic monitoring is presented. Most surveyed systems do consider the challenges that oceanographic environments feature but do not evaluate on site the performance of the 802.15.4 standard. Thus, evaluation this wireless communication standard in a real scenario is an important objective of this study.

The overall motivation of this project is the design of a real-time and low cost OOS for determining and analyzing ocean current trajectories in coastal areas. Some of the main challenges of these systems are the high mobility of their nodes and the characteristics of the environment in which they are deployed. To gather the information required to identify current trajectories, nodes must navigate freely and independent of each other, this makes nodes mobility highly dynamic and difficult to predict. Also, environmental conditions must be taken into consideration because they may interfere communication between nodes.

Currently, collection of required information is carried out using drifting buoys as the one shown in Fig. 1. Each one of these buoys is fitted with a GPS device that registers its location. To collect measurements, buoys are deployed during morning and picked up on the afternoon. Then, buoys are taken to the laboratory for extracting GPS devices, exporting data to a computer and analyzing collected data. However, the whole process causes enormous delays in the analysis of the collected information, and sometimes buoys are difficult to locate because of its mobility. To simplify and make more efficient collection of data, mobile buoys will be equipped with wireless devices that will support communication between them in a wireless ad-hoc mode. When the prototype be concluded, they will communicate themselves using the protocol proposed in [7]. Wireless buoys will be equipped with sensors for collecting relevant data such as position, water temperature, salinity, pH, among other variables. Distance between buoys at deployment will be at most 1,500 meters. Hence it is important to investigate what wireless communication technology is capable of supporting communication between nodes in a coastal environment where factors such as sea waves interfere. Results of this study will provide useful information for the physical design of buoys, as well as the power consumption requirements for supporting nodes operation.
3 The Prototype Design

To support mobile communication between nodes, XBee radios based on the IEEE 802.15.4 standard were selected. Characteristics like low cost, power consumption, transmission distance and frequency make these radios a good choice for the scenario we are targeting. This first phase of the study focused on the evaluation of radio transmission range and performance of transmissions within a coastal environment with no particular weather conditions (i.e. storm or rain). In the rest of this section considerations taken into account for the development of the prototype are described.

3.1 Scenario and requirements

The area we are targeting for studying ocean current trajectories is shown on Fig. 2. This coastal zone is located on Manzanillo and Santiago bays in Colima, México. Coverage area is a rectangle of 10 x 4 kilometers where environmental conditions are characterized for high levels of humidity. Thus, to design an OOS than can be deployed in scenarios like the one described, it is important to investigate what the maximum area of coverage is, the maximum distance between nodes, the weather conditions that affect wireless communications, the movement and speed of nodes and the number of nodes required.
The following requirements were set by the oceanographic scientist team responsible of deploying the buoys and analyzing collected data:

1. Buoys are deployed in groups with a distance between nodes of 60-100 meters;
2. Buoys move freely and therefore distances between them vary;
3. Distance between groups must be at most 1.5 kilometers;
4. Data collected by each node must be at least water temperature and geospatial position;
5. Energy autonomy for up to 10 hours; and
6. Frequency of data collection must be configurable.

![Fig. 2. Area selected for the study](http://www.i-jim.org)

### 3.2 Prototype Architecture

For evaluating wireless communication, three node configurations were assessed. The first configuration utilizes a commercial wireless sensor mote e.g. Kinetis KW40Z and Libelium WaspMote, however when compared with other options these modules are generally more expensive and have less processing power.

Another configuration features a single board computer (SBC) like BeagleBoard or Raspberry Pi, nonetheless the main drawback of this type of devices is that they feature high levels of energy consumption and higher cost. Lastly, the use of a microcontroller device was also evaluated, these microcontrollers feature low levels of energy consumption, are highly configurable and are not expensive. Therefore, these results indicate that the best setting are microcontroller-based solutions (Arduino and NodeMCU are some examples). As a consequence we have chosen this option for our study. Table 1 lists the main characteristics of the three configurations evaluated.
Another configuration features a single board computer (SBC) like BeagleBoard or Raspberry Pi, nonetheless the main drawback of this type of devices is that they feature high levels of energy consumption and higher cost. Lastly, the use of a microcontroller device was also evaluated, these microcontrollers feature low levels of energy consumption, are highly configurable and are not expensive. Therefore, these results indicate that the best setting are microcontroller-based solutions (Arduino and NodeMCU are some examples). As a consequence we have chosen this option for our study. Table 1 lists the main characteristics of the three configurations evaluated.

Fig. 3 shows a block diagram of the node configuration. The microcontroller module consists of an Arduino UNO board to manage its functionality; the location module is used to determine its location and consists of a GPS shield-v16, that has a 2.5m positional accuracy; for the acquisition module a digital temperature sensor i.e. DS18B20 to measure water temperature was chosen; and finally, for the communication radio an XBee Pro 900 radio for sending information gathered to other nodes was used.

Fig. 4 shows in detail the schematic diagram which contains the power connections and data node prototype, according to the previously selected components.

Finally, Fig. 5 shows the prototype of the embedded node, according to the previously selected component, and his plastic encapsulation which was used for the performance experiments.
Fig. 4. Schematic diagram of the prototype node.

Fig. 5. Physical prototype node.
4 Evaluation

In this section the design of experiments to measure the performance of the radio transmitter of the node is presented and the results obtained are analyzed.

4.1 Experiments setup

One of the objectives of this study is to investigate the performance of the radio transmitter in coastal areas; where there are particular climatic factors such as wind, fog and water evaporation, which can greatly degrade the quality of transmitted signals (due to problems of attenuation, refraction, reflection and scattering) [8]-[10]. Consequently, this environment can significantly reduce the theoretical range of the radio transmitter and the rate of successfully packets sent between nodes. Specifically, the study focuses on evaluating the transmission performance between nodes in a range of coverage of at least 1.5 kilometers within a typical coastal zone.

As result of the foregoing, the experiment was set up to evaluate the transmission of data at different distances within the coverage of 1.5 kilometers: \( E1=300, E2=600, E3=900, E4=1200 \) and \( E5=1500 \) meters. As shown in Fig. 6, two nodes were set up one of them was configured to function as a transmitter and the other one as a receiver.

![Experimental scenario](image)

**Fig. 6.** Experimental scenario.
To evaluate performance of communication, transmitter node sends 80 packets per second. Each packet consists of an 80 bytes message as recommended in [11]. Fig. 7 details the structure of the packet sent, it includes control fields, such as the type of packet, destination address node, maximum number of hops in a dissemination transmission, transmission options, checksum, among others; and information collected by the sensors or payload. The payload includes location data, speed, direction and temperature of the node.

Fig. 7. Radio frequency transmission request format.
Furthermore, to investigate transmission power necessary for warranting communication between nodes, five power settings were defined and tested: 7, 15, 18, 21 and 24 dBm.

Measurements for each setup were repeated six times. The reason for making that high number of measurements using different settings is for better estimating the behavior of node’s transmissions, reducing the influence of atypical measurements. These experiments were performed randomly and concatenated to avoid bias errors as stated in [12].

Along with the record of the transmission and reception of messages, a weather station installed close to the bay (this is not part of this project) records the temperature and humidity during testing of each scenario, to analyze the effect of environmental conditions in our experiments.

Nodes utilize an algorithm, owner XBee radio, which automatically sets up power transmission level, sends packets, assigns an identifier to each packet sent, registers departure and arrival of messages and makes a test on link quality.

4.2 Hardware used in the experiments

Fig. 8 shows the proposed architecture. Each node is equipped with an IEEE 802.15.4 radio transmitters operating at a frequency of 900 MHz and a development board based on Arduino Uno which is responsible for executing the different programmed experiments. Both nodes have an antenna gain of 3.5 dBm to achieve the range of 1,500 meters. Furthermore, with the intention of reducing the number processes executed by nodes, sending node is connected to a laptop computer which is responsible for generating data packets and executing an analysis of the results obtained. The sender node is powered through a USB cable connected to the laptop computer; and the receiver node by a 9-volt battery. The nodes were installed on a pedestal of same height for the purpose of ridding obstacles at line of sight. The height at which the antenna is placed is very important, at higher altitudes minor effects of reflection and a higher probability of packet delivery. In the work of [13] an antenna of between 1.5 and 2 meters above sea level was used. To simulate the mast where the antenna is placed on a buoy, nodes were placed on pedestals of 1.75 meters of height.

4.3 Hardware used in the experiments

Fig. 8 shows the proposed architecture. Each node is equipped with an IEEE 802.15.4 radio transmitters operating at a frequency of 900 MHz and a development board based on Arduino Uno which is responsible for executing the different programmed experiments. Both nodes have an antenna gain of 3.5 dBm to achieve the range of 1,500 meters. Furthermore, with the intention of reducing the number processes executed by nodes, sending node is connected to a laptop computer which is responsible for generating data packets and executing an analysis of the results ob-
tained. The sender node is powered through a USB cable connected to the laptop computer; and the receiver node by a 9-volt battery. The nodes were installed on a pedestal of same height for the purpose of ridding obstacles at line of sight. The height at which the antenna is placed is very important, at higher altitudes minor effects of reflection and a higher probability of packet delivery. In the work of [13] an antenna of between 1.5 and 2 meters above sea level was used. To simulate the mast where the antenna is placed on a buoy, nodes were placed on pedestals of 1.75 meters of height.

![Experiment setup](http://www.i-jim.org)

**Fig. 8.** Experiment setup

### 4.4 Metrics evaluated

The overall performance of a data network can be measured by evaluating different communication parameters. The most important are: received signal strength indication (RSSI), throughput (TP), round trip time (RTT) and efficiency (Ef).

RSSI estimates the link quality between two adjacent nodes. Generally, the scale is expressed in negative values and measured in decibels (-dBm); the more negative the value, more loss of signal strength. This value is obtained directly from the XBee radio communication module through an explicit programmed device. Each time a packet is generated, the device activates the program to extract the RSSI included in the packet; however, if the package is not sent because of a media access failure, the program assigns a RSSI value equal to 0 dBm. This should be taking into consideration when calculating the average of RSSI values obtained on each experiment. The IEEE standard specifies that a radio receiver may only accept signals that at least have a signal strength of -89 dBm or better as described in the standard [14].
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Throughput is defined as the amount of data received during a given period of time (also known as measurement window), refer to equation (1). The TP of a system is given in bits per second and depends on attributes such as the transfer rate used and the packet size among others. Thus, having registered the beginning and end of each test and the number of bytes received at the receiving node, the throughput can be calculated [15], [16].

\[
TP = \frac{\text{Number of bits received}}{\text{measurement window}}
\]  

(1)

Round Trip time is defined as the time it takes for a packet to travel from the source to the destination node and return to the source node. The main types of delays include: sending node processing delay, signal propagation delay and receiving node processing delay. Equation (2) is used to determine the RT of a package, simply calculate the difference in time between the arrival and departure times of a packet [15], [16].

\[
RTT = \text{Arrival Time} - \text{Departure time}
\]  

(2)

Efficiency (Ef) of each test is defined as the number of packets received at the receiver station, represented in proportion to the total of packets sent. To calculate E, the number of packets received is divided by the number of packets sent during each test, as shown in equation (3).

\[
Ef = \frac{\text{number of packets received}}{\text{number of packets sent}} \times 100
\]  

(3)

Fig. 9. RSSI obtained in each scenario.
5  Analysis of Results

This section presents an analysis of the results obtained for the four transmission parameters evaluated:

5.1 Received Signal Strength Indication (RSSI)

In Fig. 9, RSSI values obtained using different transmission power (in dBm) and distance settings (E1 to E5) is summarized. The results obtained in stages one (300m) and two (600m) are very similar; when using a transmission power of either 15, 18, 21 or 24 dBm the best RSSI obtained was -54dBm. Better results were obtained on stages 3 and 4 using transmission distances of 900 and 1,200 meters (-26 and -27 dBm respectively). Notably the best results were obtained on stage 5 results of stage 5 which are better than those obtained in scenarios 3 and 4 even though a longer transmission distance was set up. On stage 5, nodes were placed 1 meter higher than in the other stages reducing the effects of reflection and attenuation of the transmitted signal because of its proximity with the surface of the sea and therefore obtaining better performance. Results demonstrated that transmitting at a distance of 1,500 meters using a transmission power of either 21 or 24 dBm is possible.

5.2 Throughput (TP)

The results of TP evaluation are shown in Fig. 10. It can be seen that the best results of packet delivery to the receiver node in scenarios 1, 2 and 3 are around 4.4 Kbps when there is a good quality of the wireless link. When setting up a longer distance and reducing transmission power the quality of the signal decline and data transfer rates are lower, between 1.13 and 2 Kbps. The lowest throughput values for scenarios 1 and 2 were obtained when transmitting at 7 dBm. In scenarios 3 and 4 when transmitting at 18 dBm throughput values were as low as 350 bps. On stage 5, throughput values of up to 4.47 kbps were obtained, although, as previously mentioned, it should be taken into consideration that measurements at this stage were taken placing transmitters at a higher altitude.

5.3 Round Trip Time (RTT)

Fig. 11 shows an analysis of RTT delays. It can be concluded that when the link has good RSSI level, the best values for RTT delays are achieved; around 110 milliseconds in all stages. When the RSSI is of medium strength, RT delays range between 130 and 400 milliseconds. Whereas in low quality links (e.g. stage 1, 2 and 5 with 7 dBm and; stage 3 and 4 with 18 and 21 dBm) delays increase significantly up to 2.3 seconds. This demonstrates on one hand, that the propagation delay is negligible compared with the delays generated by the nodes in the packet processing, and on the
other hand that RT delays increase because of loss of packets and their consequently retransmission.

![RSSI obtained in each scenario.](image1)

**Fig. 10.** RSSI obtained in each scenario.

![Throughput achieved in experiments.](image2)

**Fig. 11.** Throughput achieved in experiments.
5.4 Efficiency ($E_f$)

This metric is highly important as it determines performance of nodes in terms of data transmission. As shown in Fig. 12, the higher the transmission power the higher the efficiency obtained. In most cases a 100% of efficiency was achieved. Results also demonstrated that distance transmission between nodes has effects on the efficiency obtained. It can be observed that the longer the distance between nodes the lower the efficiency obtained. This is more evident when using lower transmission power.

Fig. 12. Round trip delay.

Fig. 13. Efficiency data communication.
Again, on stage 5 results improve because of the placement of nodes at a higher distance from the floor.

6 Conclusions

The results obtained demonstrated deploying a wireless sensor network on a coastal area using the 802.15.4 for supporting mobile communication between nodes is possible. To achieve best results the height the antenna is very important. Consequently, the design of the buoy must be analyzed carefully, since the height of the mast is determinant for achieving communication between nodes. A very high mast could compromise the stability and drag of the buoy whereas a very low mast could compromise communication. Finally, it can be concluded that the effects of the environment of coastal environments (which has high levels of temperature, relative humidity and strong winds) did not affect the performance of data transmissions between nodes. For our future work, we foresee the construction of several nodes based on the proposed architecture and deploying a complete wireless sensor network for monitoring coastal currents remotely and at real time.
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