Synthetic spike-in standards for high-throughput 16S rRNA gene amplicon sequencing
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ABSTRACT

High-throughput sequencing of 16S rRNA gene amplicons (16S-seq) has become a widely deployed method for profiling complex microbial communities but technical pitfalls related to data reliability and quantification remain to be fully addressed. In this work, we have developed and implemented a set of synthetic 16S rRNA genes to serve as universal spike-in standards for 16S-seq experiments. The spike-ins represent full-length 16S rRNA genes containing artificial variable regions with negligible identity to known nucleotide sequences, permitting unambiguous identification of spike-in sequences in 16S-seq read data from any microbiome sample. Using defined mock communities and environmental microbiota, we characterized the performance of the spike-in standards and demonstrated their utility for evaluating data quality on a per-sample basis. Further, we showed that staggered spike-in mixtures added at the point of DNA extraction enable concurrent estimation of absolute microbial abundances suitable for comparative analysis. Results also underscored that template-specific Illumina sequencing artifacts may lead to biases in the perceived abundance of certain taxa. Taken together, the spike-in standards represent a novel bioanalytical tool that can substantially improve 16S-seq-based microbiome studies by enabling comprehensive quality control along with absolute quantification.

INTRODUCTION

High-throughput sequencing of 16S rRNA gene amplicons (16S-seq) permits efficient characterization of tens to hundreds of microbiota in a single sequencing run (1,2). Combined with fallen costs and increased accessibility of bioinformatics tools (3–5), this has created numerous opportunities for adopting 16S-seq in a range of fields that rely upon detailed microbiota measurements. However, the reproducibility of 16S-seq within and across independent investigations have been documented to be relatively poor (6–8), thereby reducing confidence in 16S-seq data reliability and complicating meta-analysis of independently generated datasets. This is mainly due the wide range of experimental variables that may introduce bias at all steps of a typical 16S-seq workflow, including sample storage and nucleic acid extraction (9–11), primer choice, polymerase chain reaction (PCR) amplification and sequencing platform (12–15), and read data processing and analysis (16,17). As the scale of 16S-seq-based microbiome studies continues to expand and the technology is being increasingly adopted in critical diagnostics settings, a pressing need exists for novel tools that allow routine and comprehensive quality control of the entire measurement procedure, from sample processing to data analysis (18,19).

Further, and measurement biases aside, an important limitation of current 16S-seq procedures is that only relative abundance data are generated, by expressing taxon abundances as proportions of total reads. Interpretation of microbial community dynamics based on solely relative abundances can however be misleading because fluctuations in the absolute abundance of one species may cause an apparent change in the measured (relative) abundance of other species (20,21). Undoubtedly, the availability of straightforward methodologies for quantifying absolute microbial abundances through 16S-seq would be highly beneficial to enable more informative comparative analyses of taxon abundances across samples.

The utilization of synthetic spike-in standards is a promising strategy for addressing some of the technical challenges associated with 16S-seq. Synthetic spike-in standards are relatively well established in the field of RNA-seq (22,23) but have, to the best of our knowledge, not yet been fully explored for 16S-seq. Akin to widely used mock communities, spike-in sequences can serve as ground truths to verify measurement accuracy and reproducibility as well as to evaluate and/or fine-tune bioinformatics pipelines (24–
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A key benefit of spike-in controls, as compared to mock communities, is that the former are added directly to the sample(s) under investigation and hence better assess measurement performance and data quality on a per-sample basis. Concurrently, enumeration of spike-in reads can be used for absolute quantification or read count normalization, based on the known amount of spike-ins added to the samples. Such a strategy, using genomic DNA or cells from selected microorganisms, was recently demonstrated for quantifying total 16S rRNA gene abundances in soil (27) and adjustment of read counts to total microbial loads (28).

A drawback of these studies was however that the spike-ins needed to be carefully selected to ensure their absence in the studied microbiomes, such that depending upon the analyzed samples different standards may be required.

In this study, we have developed and tested a set of synthetic spike-in standards for use in 16S-seq experiments. The spike-ins represent artificial 16S rRNA genes with in silico designed variable regions lacking identity to nucleotide sequences in public databases, permitting robust tracing of spike-in reads in 16S-seq data from any microbiome sample. Using defined mixtures and environmental microbiota, we performed a series of experiments to characterize the performance of the spike-in standards. Further, we demonstrated the utility of staggered spike-in mixtures for performing quality control on a per-sample basis and simultaneously quantify absolute microbial abundances. Overall, the spike-in standards provide a novel and powerful resource for advancing 16S-seq-based microbiome studies, with their universal nature promoting routine and widespread usage.

**MATERIALS AND METHODS**

Design and synthesis of the spike-in sequences

Spike-in sequences consisted of conserved regions identical to those of selected natural 16S rRNA genes and artificial variable regions (Figure 1A). The latter were bioinformatically designed starting from randomly generated 12-mers that were progressively concatenated into longer sequences upon evaluation of homopolymer tracts, G+C content and sequence identity (both within and between sequences). This resulted in a set of random sequences (~2000 bp in length) that satisfied the following criteria: uniform G+C content, no homopolymers of >3 bp, no repeats exceeding 16 bp (as determined by BLAST search of all 1-bp moving window 20-mers) and no self-complementary regions exceeding 16 bp (as determined using Mfold, 29).

In addition, the optimized set of artificial sequences contained no between-sequence BLAST hits of >18 bp and shared negligible identity with sequences in NCBI’s nt, est and est_human nucleotide sequence databases (web-Blash performed in October 2010). Artificial 16S rRNA genes were then constructed by replacing the variable regions of selected natural 16S rRNA gene sequences (Table 1) with the artificial sequences generated above. Reassessment of the spike-in sequences described in this work by Blast search against more recent releases of a range of NCBI databases (web-Blash performed in September 2016) verified that they shared only negligible identity with known sequences. Complete spike-in sequences are provided in Supplementary Table S1 and are also available in the GenBank/EMBL/DDJB database under accession numbers LC140931–LC140942. Full-length spike-in sequences (~1500 bp) were chemically synthesized and inserted into pUC19 plasmid cloning vector by Takara Bio’s Dragon Genomics Center (Otsu, Japan).

Preparation of spike-in standards

Plasmid cloning vectors with spike-in sequence inserts were transformed into ECOS Competent Escherichia coli JM109 (Nippon Gene, Toiya, Japan) following the manufacturer’s instructions. Plasmid DNA was extracted from overnight liquid cultures using the QIAGEN Plasmid Midi Kit. Plasmid DNA was then linearized using the following single-cutting restriction enzymes, according to the manufacturer’s instructions: BpmI (New England Biolabs) for spike-ins Ec5001, Ec5002, Ec5005, Ec5502 and Ga5501; BsaI-HF (New England Biolabs) for Ec5003, Ec5004, Ec6001, Bv5501, Ca5501 and Tb5501; and ScaI (TaKaRa Bio) for Ec5501. Linearized plasmid DNA was purified using the Agencourt AMPure XP system (Beckman Coulter) and size and integrity were verified by electrophoresis using the Bioanalyzer 2100 with a DNA 1200 Kit (Agilent). DNA concentrations were determined with a high-sensitivity Quant-iT dsDNA Assay Kit (Invitrogen) using a Qubit Fluorometer 3.0 (Life Technologies). Plasmid DNA was diluted to 10 ng/μl in Tris-EDTA (TE) buffer (pH 8.0) and distributed in single-use aliquots stored at −80°C. Spike-in sequences were verified by Sanger sequencing (see Supplementary Methods for details) and experimentally determined sequences were in all cases in agreement with designed sequences. Spike-in standard mixes were prepared based on estimated copy numbers and stored in TE buffer at −20°C until use.

Mock community preparation

Mock communities were prepared from linearized plasmid DNA containing cloned near-full-length 16S rRNA genes of 15 different bacteria, namely Nitrobacter winogradskyi (ATCC 14123), Nitrosomonas europaea (ATCC 19178), Pseudomonas putida (strain KT2440), Gemmatimonas aurantiaca (strain T-27), Bacillus subtilis (ATCC 6051), Desulfuobacterium vulgaris (strain Hildenborough), Clostridium acetobutylicum (ATCC 824), Microbacterium phosphovorus (strain NM-1), Anaerolinea thermodiina (strain UNI-1), Treponema bryantii (ATCC 33254), Deinobacter grandis (DSM 3963), Bacteroides vulgatus (ATCC 8482), E. coli (strain DH5α), Chloroflexus aurantiacus (strain J-10-fl), Desulfotobacterium hafniense (strain DCB-2). Details on the preparation of the plasmids are provided in the Supplementary Methods. Inserts were verified by Sanger sequencing and experimentally determined sequences used as references for data analyses. Two types of mock communities were prepared by mixing plasmid DNAs at defined concentrations, namely: (i) an even mock with equimolar amounts of all templates (1.1×10⁴ copies/PCR reaction) and (ii) a staggered mock with template concentrations ranging from 7.6×10³ to 3.8×10⁴ copies/PCR reaction (Supplementary Table S4).
Figure 1. Design and basic characterization of synthetic 16S rRNA gene spike-in standards. (A) Layout of the spike-in standards consisting of natural conserved regions and bioinformatically designed (artificial) variable regions. (B) Bee swarm plot of the proportion of reads assigned to the different sequence templates in sample E, processed with varying primer sets as shown on the x-axis. Data represent the mean and standard deviation of three technical replicates. Sequences with mismatches to the primers are marked with an asterisk. The horizontal red line represents the expected equal proportion (3.7%). Note that all mock community members are represented by empty symbols (marked as ‘mock’ in the legend). (C) Base call error rates for read 1 (R1), read 2 (R2) and merged reads (R1R2), following default read quality trimming (condition ‘Qtrim5:15’, see Materials and Methods). Three technical replicates were combined and error rates calculated as the ratio of the total number of errors divided by the total number of sequenced bases for each of the templates and primer sets. Note that the same color scheme is used for panels B and C.

Table 1. Summary of the synthetic 16S-seq spike-in standards developed in this study

| Identifier | GenBank accession number | Reference 16S rRNA gene sequence, species and strain (GenBank accession number) | Length spike-in (bp) | G+C content spike-in (%) |
|------------|-------------------------|---------------------------------------------------------------------------------|----------------------|-------------------------|
| Ec5001     | LC140931                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 51.3                    |
| Ec5002     | LC140932                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 52.1                    |
| Ec5003     | LC140933                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 51.7                    |
| Ec5004     | LC140934                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 51.7                    |
| Ec5005     | LC140935                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 51.5                    |
| Ec5006     | LC140936                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 55.3                    |
| Ec5007     | LC140937                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 56.2                    |
| Ec5008     | LC140938                | *E. coli* strain ATCC 11775 (X80725, AF233451)                                   | 1525                 | 57.2                    |
| Bv5001     | LC140939                | *B. vulgatus* strain JCM 5826 (NR_112946)                                        | 1520                 | 55.5                    |
| Ca5001     | LC140940                | *C. acetobutylicum* strain ATCC 5824 (X78070)                                     | 1495                 | 55.8                    |
| Ga5001     | LC140941                | *G. aurantiaca* strain T-27 (AB072735)                                           | 1508                 | 57.9                    |
| Tb5001     | LC140942                | *T. bryantii* strain DSM 1788 (NR_118718, plus in-house generated sequence)    | 1554                 | 56.2                    |
Environmental samples and DNA extraction

Soil sample was collected from a small forest at the premises of AIST (Ibaraki, Japan) and sludge samples (from an activated sludge system) were obtained from a local municipal wastewater treatment plant (Ibaraki, Japan). Extraction of DNA was performed with the FastDNA SPIN Kit for Soil (MP Biomedicals) according to the manufacturer’s instructions, starting from 100 mg of soil or 60 mg of centrifuged (10 min at 16 000 g) sludge biomass. If applicable, a defined amount of spike-in standards was added to the samples following cell lysis by bead beating. Size of the extracted DNA was evaluated by gel electrophoresis and yields quantified with a high-sensitivity Quant-iT dsDNA Assay Kit. Extracted DNA was stored in nuclease-free H₂O at −20°C until use.

Quantitative real-time PCR

Total 16S rRNA gene copy numbers in environmental DNA extracts were measured by real-time quantitative PCR (qPCR), using the same primers as used for preparation of the sequencing libraries (Supplementary Table S3), except that Illumina adapters were not present in the qPCR primers. Reactions (20 μl) contained 1× reaction buffer (Power SYBR Green PCR Master Mix; Thermo Fisher Scientific), 500 nM of forward and reverse primer (synthesized by Tsukuba Oligo Service, Tsukuba, Japan) and 5 μl of DNA template. Real-time PCR was performed on a Viia 7 Real-Time PCR System (Applied BioSystems) with the following thermal cycling conditions: 95°C for 10 min and 40 cycles of 95°C for 30 s, 55°C for 30 s and 72°C for 30 s. A standard curve was prepared from a 10-fold serial dilution of linearized pUC19 plasmid DNA containing the near-full-length 16S rRNA gene of E. coli strain DH5a. All reactions were set up in triplicate and analysis of the qPCR data was performed using the Viia 7 Software.

Amplicon library preparation and high-throughput sequencing

Libraries for 16S rRNA gene amplicon sequencing were prepared according to Illumina’s dual indexing strategy using a two-step PCR protocol. Various PCR primers previously described in the literature were used, targeting the V1–V2, V4 and V4–V5 variable regions of the 16S rRNA gene (see Supplementary Table S3 for primer sequences and references). The majority of experiments described in the body text were performed with primer sets 515F806R and 9999-top and references sequences was performed by global alignment using a concentration of 10–30%. Details about the experimental procedures for 454 sequencing are provided in the Supplementary Methods.

Illumina read data processing and analysis

The following main bioinformatics tools were used: QIIME v1.8.0 (4), Trimmmomatic v0.32 (30), Cutadapt v1.8.3 (31) and USEARCH v8.1.1861 (32). Dual barcodes were extracted from the index fastq files and concatenated using the QIME script extract_barcode.py. Demultiplexing was performed using the QIME script splitlibraries.fastq.py; no errors were allowed in the barcodes and quality trimming and filtering were suppressed by passing the options -r 251 -p 0 -n 251 -q 0. Minimal filtering of the read data was performed in two steps. Firstly, raw read pairs with a length of <100 bases were eliminated using Trimmmomatic (option PE MINLEN:100). Secondly, primer trimming was performed using Cutadapt, allowing up to two mismatches and requiring that primer sequences were anchored at the beginning of the read; reads lacking an identifiable primer sequence were discarded. We then generated three datasets with varying degrees of quality trimming, namely: ‘noQtrim’: no quality trimming; ‘Qtrim5:15’: read trimming by Trimmmomatic with options SLIDINGWINDOW:5:15 MINLEN:75; and ‘Qtrim5:20’: read trimming by Trimmmomatic with options SLIDINGWINDOW:5:20 MINLEN:75. The ‘Qtrim5:15’ condition was set as the default in our pipeline and used unless stated otherwise. Following quality trimming, reads were merged using USEARCH’s -fastq_mergepairs command with the following options: -fastq_minoverlap 20 -fastq_maxdiffpct 25 -fastq nolag -fastq maxdiffs 9999. A summary of the number of reads retained following each of the processing steps is provided in Supplementary Table S6. Details for processing of 454 read data are provided in the Supplementary Methods.

Direct comparison of processed reads against the reference sequences was performed by global alignment using USEARCH’s search_global command with the following options: -fulldp -id 0.90 -maxaccepts 9999 -maxrejects 9999 -top_hit_only. Outputs were generated in the Sequence Alignment/Map format for subsequent calculation of base call error rates, as detailed in the Supplementary Methods. Prior to read mapping, putative chimeric sequences were identified using UCHIME (33) in database mode with default settings. For generation of de novo operational tax-
onomic units (OTUs), we used the UPARSE (5) pipeline with default settings, unless stated otherwise. Briefly, this included dereplication of the reads; abundance-based sorting of the dereplicated reads, with removal of singletons if applicable; generation of OTUs with a radius of 3%, chimera filtering of OTU centroids using UCHIME in reference mode against the Broad Microbiome Utilities’ 16S Gold reference database (version microbiomeutil-r20110519, supplemented with the spike-in sequences); and finally, mapping of all reads against the OTU centroids by usearch_global with default parameters, at 97% sequence identity. Main command lines for read processing and analyses are provided in the Supplementary Methods.

Downstream data analysis

Generated data files were imported into the R statistical computing environment (v3.2.2 available at https://www.R-project.org/; 34) and analyzed using a suite of packages and functions. Random subsampling of OTU tables was performed using the function ‘rarefy’, beta diversity was calculated as Bray-Curtis dissimilarities using the function ‘vegdist’ based on rarefied and square-root transformed OTU counts, unconstrained sample ordination was performed by principle coordinates analysis (PCoA) using the function ‘capscale’, rarefaction curves of the number of observed OTUs were generated using the function ‘rarecurve’ and OTU richness was estimated using estimateR, all as implemented in the R package vegan (v2.3-5 available at http://CRAN.R-project.org/package=vegan; 35). Dose-response curves for individual spike-in standards were fitted with a Poisson generalized linear model (GLM), using the function ‘glm’ of the R package MASS (v7.3-45 available at http://CRAN.R-project.org/package=MASS; 36). Standard curves based on aggregated dose-response curves were generated as negative binomial GLMs by regressing read counts to absolute copy numbers. Graphics were prepared using R’s ggplot2 package (v2.1.0 available at http://CRAN.R-project.org/package=ggplot2; 38). Main R commands are provided in the Supplementary Methods.

Data availability

All raw read data have been deposited in the NCBI sequence read archive (SRA) under accession number SRA434741 (BioProject SRP076838). An overview of all sequencing libraries analyzed in this study is provided in Supplementary Table S5.

RESULTS AND DISCUSSION

Developing a set of synthetic 16S rRNA gene spike-in standards

We generated synthetic 16S rRNA genes by replacing the variable regions of selected natural 16S rRNA genes with in silico generated random sequences with negligible identity to nucleotide sequences in public databases (Figure 1A and Supplementary Table S1). In this layout, the conserved regions act as primer binding sites for PCR amplification and the variable regions allow clear identification of spike-in reads during bioinformatics analysis. The set of spike-in standards developed in this work consisted of twelve sequences that were designed based on the 16S rRNA genes of five bacterial species representing phyla that are ubiquitous in diverse environments, namely E. coli, B. vulgatus, C. acetobutylicum, G. aurantiaca and T. bryantii (Table 1). The variable regions V1–V2 and V7–V8 were concatenated by omitting the interspersing conserved regions, as illustrated in Figure 1A. The G+C content of the spike-in standards based on E. coli varied between 51.3 and 57.2% while the other spike-ins had a G+C content of 55.5 to 57.9% (Table 1 and Supplementary Table S2). Full-length spike-in sequences were chemically synthesized and inserted into a plasmid cloning vector; spike-ins were used in the form of linearized plasmid DNA.

Basic characterization of the spike-in standards

We first evaluated the ability of commonly used PCR primers targeting the V1–V2, V4 and V4–V5 regions of the 16S rRNA gene to amplify the spike-in standards (see Supplementary Table S3 for primer sequences). Agarose gel electrophoresis showed a single band of the expected size for all spike-ins and primer combinations (data not shown), verifying that the random sequences did not compromise amplification specificity. Using this set of primers, we next generated 16S-seq libraries starting from an equimolar pool of the spike-in standards and 15 species plasmid-based mock community; this mixture was designated as sample E in Supplementary Table S4. Unless stated otherwise, sequencing was performed using an Illumina MiSeq, generating 2 × 250 bp paired reads.

Quantitativenss of the 16S-seq data was assessed based on minimally processed reads (see Materials and Methods for details) in order to mitigate sequence-dependent biases that may be introduced upon read processing. Spike-in reads accounted for 35.8±4.2% (range: 31.6–41.0%) of total reads in a given library, which was comparable to the expected proportion of 44.4%. The distribution of reads assigned to each of the reference sequences is shown in Figure 1B for R1 reads; analyses based on R1 and R2 reads were highly consistent (Pearson’s r of 0.99; Supplementary Figure S1). Variability in read counts (quantified as the coefficient of variation) ranged from 39.8% (primer set 008F355R) to 55.2% (primer set 519F802R) for the spike-in standards and from 40.4% (primer set 515F806R) to 99.6% (primer set 563F802R) for the mock community members. The higher variability for the mock community was mostly attributed to low read counts for sequence templates with mismatches to the primers (Figure 1B). Similarly, spike-
in standard Tb5501 displayed poor representation in the 563F802R library, due to a single-base mismatch with the 563F primer. Comparison of sample E libraries with those from a mock-community-only sample (sample Ec in Supplementary Table S4) further verified that the spike-in standards did not affect detection efficiencies of the mock community members (Supplementary Figure S2). Additionally, normalized read counts for the spike-ins and mock community members in sample E libraries produced with two types of Taq DNA polymerases were highly correlated (Supplementary Figure S3). In comparison, correlations of spike-in reads in the Taq DNA polymerase libraries with those in a library generated with KOD polymerase were weaker, which was mirrored by weaker correlations for the mock community members in these libraries (Supplementary Figure S3). Taken together, these data verified that the spike-in standards were compatible with 16S-seq; no major quantitative biases were evident and detection rates of the spike-ins were on par with those of the natural 16S rRNA gene sequences.

We next evaluated sequence-level quality of the spike-in standards by determining base call error rates for minimally processed reads as well as reads subjected to window-based quality trimming (see Materials and Methods for details). As illustrated in Figure 1C and Supplementary Figure S4, error rates for the spike-in standards were largely comparable with those of the mock community members. Read quality trimming, as expected, resulted in lower error rates and substantial variability in error rates was observed depending on read direction, template and sequenced region (Supplementary Figure S4). Surprisingly, we found that error rates for R1 reads of a number of the E. coli-based spike-ins were elevated for primer sets amplifying the V4 region of the 16S rRNA gene (Figure 1C). This was not due to differences with the reference sequences since base call error rates at the corresponding positions in overlapping R2 reads were not higher (Supplementary Figure S5). Additionally, error rate profiles for reads generated by 454 pyrosequencing did not display increased base call inaccuracies (Supplementary Figure S6); this also underscored that sequencing behavior may vary considerably between platforms. Inspection of Phred quality score (Q-score) profiles indicated that Illumina reads with higher base call error rates displayed a conspicuous deterioration in sequence quality (Supplementary Figure S7). Comparison of Q-score profiles from the 515F806R and 563F802R libraries further showed that the decline in base quality occurred at consistent positions (Supplementary Figure S8), suggesting that specific sequence features triggered the sharp deterioration in quality. We note that similar Q-score profiles were also observed for a number of natural 16S rRNA gene sequences in the mock community (e.g. for G. aurantiaca amplified with primer set 519F802R; Supplementary Figure S7). In accordance with our findings, sequence-specific biases in read quality have previously also been reported for 16S-seq reads generated using the IonTorrent (12), Roche 454 and Illumina MiSeq platforms (39). While more detailed investigation was beyond the scope of this study, excessive phasing/prephasing triggered by specific sequence characteristics was presumed to be responsible for this effect (40,41). As expected, read merging was effective in partially removing errors associated with low-quality reads, resulting in error rates on the order of several errors per 1000 sequenced bases (Figure 1C). Taken as a whole, these data validated that the sequencing characteristics of the spike-in standards were broadly comparable with those of natural 16S rRNA genes and that the spike-ins may thus be used as references for estimating base call error rates. We further cautiously contend that spike-in sequences with inherently lower raw base qualities may serve as valuable guides to fine-tune read processing parameters; this will be explored in more detail in a subsequent section.

Evaluation of staggered spike-in mixtures

The spike-in standards are intended to be employed as mixtures of multiple plasmid DNAs at a range of concentrations. Similar to strategies adopted for RNA-seq (22,23), this permits dose-response curves to be efficiently generated for each sample based on the read counts of multiple spike-ins with varying input amounts. The resultant dose-response curves can then be analyzed to gauge linearity of the assay and provide an estimate of the limit-of-detection (LOD) of the measurement. Concurrently, scaling factors for absolute quantification can be obtained, with the benefit that the response of multiple spike-ins is taken into account.

We prepared and evaluated four spike-in mixtures; all mixtures had a dynamic range of $\sim 10^7$ and their compositions were designed such that each spike-in was evaluated across most of the dynamic range in the different mixtures (Supplementary Table S4). Samples were prepared by combining the spike-in mixtures with the even mock community, mirroring the composition of sample E, and were designated Sb1 to Sb4 in Supplementary Table S4. In addition, a selected spike-in mixture, namely mix 3, was also added to the staggered mock community; the latter had a dynamic range of $\sim 2^9$, with template concentration ranging from $7.6 \times 10^3$ to $3.8 \times 10^4$ copies/PCR reaction (sample Q in Supplementary Table S4). Amplicon libraries for the Sb samples were prepared with primer set 515F806R while sample Q was analyzed with both primer sets 515F806R and 008F355R. Read data were processed with default quality trimming settings (‘Qtrim5:15’) and count data were generated by tallying reads mapped against the reference sequences at a global identity threshold of 97%, after removal of putative chimeras by UCHIME.

We inspected dose-response characteristics of individual spike-ins by plotting read counts, after adjustment for uneven sequencing depth by single rarefaction (4600 spike-in reads per library), as a function of spike-in amount across the four Sb samples. For all spike-ins, read counts increased monotonically with spike-in amount (Figure 2A) and Pearson’s correlation coefficients were $\sim 0.99$ for both level-level and log–log correlations (Supplementary Table S7). Small deviations from linearity could be discerned for a number of spike-in standards (e.g. for spike-in Ec5001 in Supplementary Figure S9). This may be attributed to subtle variations in amplification efficiency across the Sb samples due to their varying initial template proportions and complex interplay among the different templates/amplicons (9,25). As expected, spike-in detection efficiencies quantified as the back-transformed intercept of the Poisson GLM fit with
Figure 2. Assessment of the quantitative performance of the spike-in standards. (A) Dose-response curves for individual spike-in standards based on their varying amounts in mixes 1 to 4 (samples Sb1–Sb4 in Supplementary Table S4). Symbols show data from individual replicates (n = 2 or 3) and empty symbols indicate a read count of zero. Solid black lines display the fitted Poisson GLMs with constrained slope of 1. Indicated detection efficiencies (DEs) were obtained as the antilogarithm of the intercept of the Poisson GLMs and are expressed as number of reads per copy number. (B) Aggregated dose-response curves for the different spike-in mixes. Data from a representative library for each of the mixes are shown. Solid black lines represent the negative binomial GLM regression fits and dashed black lines indicate approximate 95% confidence intervals. Solid gray lines show the lower bound of the 90% prediction intervals; the intersection with the horizontal line at a raw read count of one represents the estimated LOD. Symbols are colored based on spike-in identity as in panel A. (C) Normalized scaling factors for the different spike-in mixes. Scaling factors were calculated as the antilogarithm of the intercept of negative binomial GLM regression fits with fixed slope of 1, followed by normalization to the total number of spike-in reads for comparison. (D) Bar chart of total 16S rRNA gene copy numbers in the even mock community, as estimated based on the standard curve-derived scaling factors. The red line shows the expected value. For panels C and D, data represent the mean and standard deviation of two or three technical replicates. (E) Scatter plot of expected (black line segments) and measured (circles) absolute amounts of the different mock community members in sample Q, expressed as copy numbers per PCR reaction. Arrows point to templates with mismatches to the primers. Symbols show data from two technical replicates.

Strong linear relationships between spike-in read count and input amount were also observed for aggregated dose-response curves based on multiple spike-in standards with varying input concentrations in a single mixture (Figure 2B). The constant relationship between spike-in amount and read count was further evident from the slopes of the negative binomial GLM fits relating read count to spike-in amount (1.08±0.04, Supplementary Table S8). As such, these data indicated that, based on aggregated dose-response curves, enumeration of the spike-in standards was reliable, validating their further use as quantification standards in 16S-seq.
stable across a dynamic range of at least $2^{10}$ for concentrations ranging from $5.4 \times 10^3$ and $6.3 \times 10^4$ copies per reaction.

Standard curves for absolute quantification were obtained by negative binomial GLM regression analysis of the aggregated dose-response curves, with the slope of the model fixed at 1. The antilogarithm of the fitted intercept was then used as library-specific scaling factor to convert read counts to absolute copy numbers. As shown in Figure 2C, scaling factors normalized to the total number of spike-in reads deviated, on average, 10.5% from the overall mean across mixtures. We note that scaling factors based on individual spike-ins varied considerably as a result of their differential detection efficiencies (Supplementary Figure S10). This highlighted the benefit of utilizing multiple spike-in standards to ‘average out’ differential detection rates, which may be expected to reduce systematic biases in measured absolute copy numbers.

The total number of mock community 16S rRNA gene copies in the Sb samples, as estimated based on the standard curve-derived scaling factors, are depicted in Figure 2D. Values varied, on average, 15.1% from the overall mean across mixtures and agreed reasonably well with expected concentrations. Still, systematic overestimation of total 16S rRNA gene copy numbers was observed, ranging from as low as 1.3-fold for mix 3 to up to 2-fold for mix 1. Although deviations from expected abundances may in part be due to inadvertent DNA quantification and/or mixing inaccuracies, it appeared that PCR bias skewed the proportion of spike-in reads (Supplementary Figure S11), resulting in a proportional bias in predicted copy numbers.

Estimated absolute copy numbers of the mock community templates in sample Q are depicted in Figure 2E. Correlation coefficients between measured and expected values were 0.92 and 0.83 for primer sets 515F806R and 008F355R, respectively, and deviated, on average, 1.5-fold from measured values were 0.92 and 0.83 for primer sets 515F806R and 008F355R, respectively, and deviated, on average, 1.5-fold from the expected value. The relationship between measured and expected copy numbers was highly comparable (Figure 3D), as were Chao1 richness estimates (Figure 3E; see Supplementary Figure S13 for primer set 008F355R data). Further, rarefaction curves of the number of observed OTUs were virtually identical for samples with spike-in standards added as compared to unamended samples (Figure 3D), as were Chao1 richness estimates (Figure 3E; see Supplementary Figure S14 for primer set 008F355R data). Taken together, these data validated that: (i) quantitative performance of the spike-in standards was not impacted by complex 16S rRNA gene pools present in the environmental microbiota, and (ii) the spike-in standards did not disturb observed microbial community structure and composition.

**Quantitative QC.** Addition of a common spike-in mixture to all samples permits assessment of measurement quantitativeness and consistency across libraries, including evaluation of the effect of read data processing. To demonstrate this approach, we subjected a set of libraries from environmental samples amended with spike-in mix 3 and evaluated quantitativeness in terms of the correlation between observed and modeled read counts. The latter were obtained as described above based on negative binomial GLM analysis with slope constraint. As shown in Figure 4A for primer set 515F806R, mild read processing (‘noQtrim’ and ‘Qtrim:5:15’) yielded strong correlations between observed and predicted read counts, with a narrow distribution of Pearson’s r values among libraries. In comparison, more stringent read processing (‘Qtrim:5:20’) consistently reduced correlation strength for all libraries and also led to increased variation among libraries (Figure 4A).
As observed for sample E above, several spike-ins appeared to be sensitive to varying read trimming settings (Figure 4B), which contributed to the reduced correlations between predicted and modeled read counts when more aggressive read trimming was applied (Figure 4A). Therefore, we sought to evaluate the presence of OTUs with low read quality in our environmental 16S-seq datasets. In short, we generated OTU centroids based on strictly processed reads (‘Qtrim5:20’) and mapped all reads to this set of high-quality centroids. We found that for some OTUs the number of reads decreased dramatically in response to more aggressive quality trimming (Figure 4C and Supplementary Figure S15), in a fashion similar to that observed for the spike-in standards (Figure 4B). Further, base quality profiles for such OTUs displayed a characteristic decline in read quality (see inset of Figure 4C and Supplementary Figure S16), similar to the Q-score profiles observed for the spike-in standards (Supplementary Figure S7). We note that most OTU centroids (representative sequences) shared >99% sequence identity with sequences in the NCBI nt database and were found multiple times in the read data (Supplementary Table S10), suggesting that they represented genuine sequences rather than artifacts. Based on their unique sequencing characteristics, we contend that the spike-in standards may serve as valuable references for comprehensive assessment of data quality and bioinformatics procedures, although this will be dependent upon sequencing technology and sequenced region.

**Qualitative QC.** In addition to evaluating quantitative performance, the spike-in standards may also be used to evaluate qualitative accuracy in terms of base call error rates. As illustrated in Figure 4D, we found that more stringent read processing resulted in reduced and more consistent error rates among libraries. Combined with the effect of data processing on read counts, as described above, this
Figure 4. Utility of the spike-in standards for quality control. (A) Scatter plot of Pearson’s correlation coefficients of the linear relationship between modeled and observed spike-in read counts across libraries, subjected to read processing with varying quality thresholds. The upper portion shows the distribution of Pearson’s r values as violin plots. Symbols are colored based on the quality threshold applied during read processing and the same color scheme is used for all panels. (B) Scatter plot of the dose-response curves for the 100% spike-in mix 3 sample, showing the effect of read processing. Data from a representative library (namely, lib603) are shown. (C) Plot illustrating the effect of read processing on read counts for a spiked environmental microbiota sample. Data represent the percentage of reads removed as a result of read processing, as compared to read counts in the ‘noQtrim’ dataset. Larger symbols represent spike-in-derived OTUs and smaller symbols represent environmental OTUs in sample ‘sludge1’ (spike-ins added after DNA extraction); data for samples ‘sludge2’ and ‘soil’ are provided in the Supplementary Figure S15. Only OTUs with ≥50 reads in the ‘noQtrim’ data set were analyzed and data represent the mean of three replicated libraries. OTUs are ranked based on the data for set ‘Qtrim5:20’. The inset shows the Q-score profiles for OTU250, as indicated by the arrow. (D) Scatter plot of base call error rates for the spike-in standards across libraries and subjected to read processing with varying quality thresholds. The upper portion shows the distribution of base call error rates as violin plots. (E) Plot of the number of observed environmental OTUs as a function the number of OTUs derived from the spike-in standards, including singletons, following single rarefaction to even depth. Data represent the mean and standard deviation of three technical replicates.

permits identification of appropriate read processing settings based on the compromise between quantitative accuracy and error rates.

In addition to serving as references for estimating error rates, the spike-ins can also be inspected to assess sequence-level accuracy of the generated OTUs as well as correctness of observed OTU richness. Firstly, using our default read processing settings followed by OTU demarcation by UP-ARSE at 97% sequence identity, all spike-in standards were assigned to 100% accurate OTUs of which the representative sequences were identical to the reference sequences (data not shown). Secondly, when singletons were retained, we found that the number of spike-in OTUs increased with decreasing read processing stringency and this effect was mirrored by a proportional increase in the number of environmental OTUs (Figure 4E). However, adjustment of the
number environmental OTUs based on the number of observed spike-in OTUs was challenging due to the large difference in alpha diversity in both sets.

As a whole, these analyses illustrated that data from spiked microbiota samples are valuable for generating a range of metrics and visualizations to evaluate the performance and consistency of the entire measurement procedure, including bioinformatics procedures.

Utilization of the spike-in standards for absolute quantification

We further assessed the utility of the spike-in standards for absolute quantification of total microbial abundances (that is, 16S rRNA gene copy numbers) in the sludge and soil samples. Briefly, in a first experiment, a common spike-in mix was added to a standard amount of DNA extracted from the different samples and microbial abundances estimated as total 16S rRNA gene copies per ng of DNA, using both primer sets 515F806R and 008F355R. In a second experiment, spike-in mix was added directly to the raw samples in order to quantify 16S rRNA gene copies per unit amount of sample; libraries for this experiment were prepared with primer set 515F806R. Read counts were generated based on de novo OTU clustering at 97% sequence identity, as in the previous section. As shown by two illustrative examples in Figure 5A, the spike-in standards captured the full range of read counts for the environmental OTUs. Standard curves for all samples are provided in Supplementary Figure S17 and two examples are shown in Figure 5B. As explained previously, scaling factors for absolute quantification were obtained by negative binomial GLM regression analysis and used to convert read counts to absolute 16S rRNA gene copy numbers.

Total 16S rRNA gene copies per ng of DNA generated based on the spike-in standard curves were generally in good agreement with those obtained by quantitative PCR using the same primer sets (Figure 5C). Across primer sets and samples, 16S-seq-based estimates differed roughly 30% from those obtained by qPCR. For primer set 008F355R, qPCR yielded lower estimates than 16S-seq while the opposite trend was observed for primer set 515F806R. For both primer sets, highest agreement between the 16S-seq and qPCR data was observed for the soil DNA sample, which had higher diversity than the sludge samples. As a whole, these data demonstrated that the spike-in standards provide a valuable tool for determining total microbial abundances in terms of 16S rRNA gene copy numbers, with estimates that were broadly consistent with those generated by qPCR. While we evaluated only a limited number of samples, similar performance can reasonably be expected for other microbiota.

Total microbial abundances estimated based on spike-in standards added prior to DNA extraction are shown in Figure 5D. For comparison, 16S rRNA gene abundances were also calculated based on DNA yield (ng DNA per mg of sample, wet-weight) and the number of 16S rRNA gene copies per ng of DNA (value derived from 16S-seq for comparability). Estimates based on the spike-in standards were roughly 40% higher than yield-based quantities, which was expected given that spike-in standards were able to account for losses during the DNA extraction/purification steps.

Taken together, these results demonstrated the utility of the spike-in standards for quantifying total microbial loads as well as abundances of individual taxa (Figure 5E), expressed in terms of 16S rRNA gene copy numbers per unit of sample. We note however that estimated quantities ought to be interpreted with caution since the spike-in standards do not account for cell lysis efficiency. In addition, PCR bias resulting in skewed proportions of spike-in reads in the 16S-seq data will impact absolute quantities of all OTUs. Although we found differences between spike-in pools to be comparatively small (Figure 2C), it is therefore advisable to employ a common spike-in mixture for all samples to ensure optimal comparability, as was recommended previously (27,28).

Although the agreement between the qPCR and 16S-seq estimates underscored the promise of utilizing spike-in standards for concurrent determination of total 16S rRNA gene abundances and community structure, it is important to recognize that both techniques do not necessarily provide accurate estimates of the actual number of cells in the studied samples. This is due to variations in the number of 16S rRNA gene copy numbers per cell as well as biases introduced during sample preparation for molecular analyses. Single-cell techniques such as fluorescence in situ hybridization, although not without their own limitations (42), remain therefore better suited for accurate determination of absolute cell numbers for specific microbial taxa. In comparison, the approach described here provides absolute quantities that are most appropriately used for comparative analysis of taxon abundances across samples processed using the same methodology.

CONCLUSIONS

We have developed and implemented synthetic spike-in standards as a novel tool for advancing 16S-seq. Owing to their unique variable regions and naturally occurring conserved regions, the spike-ins can be applied to any microbiome sample and are compatible with common PCR primers targeting different regions of the 16S rRNA gene. Because synthetic spike-in standards can be added to all samples at different stages of the sample processing and library preparation workflow, they significantly extend the degree of quality control offered by co-sequenced mock communities. Furthermore, by enabling absolute quantification, or equivalently normalization of read counts to total 16S rRNA gene copy numbers (28), the methodology described here will facilitate demarcation of differentially abundant taxa across samples and broadly offer more precise insights into microbial community dynamics (21).

Toward further development, it will be advantageous to design additional spike-in sequences based on the conserved regions of a broader spectrum of microorganisms relevant to different ecosystems. Similarly, expanding the range of G+C contents, both in the conserved and artificial regions, will be useful since G+C content is known to have a considerable effect on PCR amplification efficiency (43). Finally, incorporating spike-in sequences with high sequence identity will allow more informative assessment
Figure 5. Utility of the spike-in standards for absolute quantification. (A) Rank abundance curves illustrating the range of read counts for the spike-in standards and environmental OTUs. Circles represent spike-in standards and are color-coded based on the primer set. (B) Representative standard curves for absolute quantification. Lines represent the negative binomial GLM regression fits with fixed slope of 1. For panels A and B, individual data from representative libraries are shown (lib608 and lib671 for primer sets 515F806R and 008F355R, respectively). (C) Comparison of total microbial abundances, expressed as 16S rRNA gene copy numbers per ng of DNA, as measured by 16S-seq and qPCR. Data for microbiota in three different environmental samples analyzed with two primer sets are shown. (D) Total microbial abundances (16S rRNA gene copy numbers) per unit mass of sample (mg wet-weight). Black empty bars represent estimates based on 16S-seq with spike-in standards added at the point of DNA extraction. Gray bars show the estimates based on DNA yield and 16S rRNA gene copy numbers per ng of DNA. The latter was estimated based on spike-in standards added to a standardized amount of DNA, as shown in panel C. (E) Illustrative example of absolute class-level taxon abundances per unit amount of sample (mg wet-weight) as estimated using the spike-in standards, added at the point of DNA extraction. Data for the ‘soil’ sample are shown. For panels C, D and E, data represent the mean and standard deviation of three technical replicates.

of the performance of OTU clustering and also accommodate emerging algorithms aimed at achieving sub-OTU or single-nucleotide level resolution in 16S-seq read analysis (44-46).

The observation that certain spike-in displayed comparatively low sequencing quality also highlighted the need to better understand systematic biases and errors in Illumina read data (41). Notably, such reads were also found among environmental sequences, suggesting that taxa-specific biases may be introduced in the resultant data, to an extent determined by the stringency of read processing. The spike-in standards captured a range of read qualities and may hence serve as a useful reference for fine-tuning read processing parameters, with the recognition that this will dependent upon the 16S rRNA gene region sequenced as well as the sequencing technology used.

The spike-in standards can be readily adopted for a range of uses, in addition to routine quality control and quantification. For example, as was recently demonstrated for RNA-seq (23), control ratio mixtures may be used to assess technical performance of differential abundance measurements (Supplementary Figure S18). The spike-ins may further be explored as tools to assure sample identity and lack of contamination, in an approach previously described as SASI-Seq (47); this will be especially valuable in the context of actionable diagnostics based on 16S-seq.

To conclude, we believe that synthetic spike-ins provide a powerful tool to improve the reliability and accuracy of
16S-seq and should be routinely deployed in 16S-seq-based microbiome studies. This is expected to enhance confidence in the resultant data and facilitate their comparison and integration within and across studies, in addition to augmenting information content of the datasets by providing comparative absolute microbial abundances.
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