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ABSTRACT

Objective: Participants enrolled into randomized controlled trials (RCTs) often do not reflect real-world populations. Previous research in how best to transport RCT results to target populations has focused on weighting RCT data to look like the target data. Simulation work, however, has suggested that an outcome model approach may be preferable. Here, we describe such an approach using source data from the 2 x 2 factorial NAVIGATOR (Nateglinide And Valsartan in Impaired Glucose Tolerance Outcomes Research) trial, which evaluated the impact of valsartan and nateglinide on cardiovascular outcomes and new-onset diabetes in a prediabetic population.

Materials and Methods: Our target data consisted of people with prediabetes serviced at the Duke University Health System. We used random survival forests to develop separate outcome models for each of the 4 treatments, estimating the 5-year risk difference for progression to diabetes, and estimated the treatment effect in our local patient populations, as well as subpopulations, and compared the results with the traditional weighting approach.

Results: Our models suggested that the treatment effect for valsartan in our patient population was the same as in the trial, whereas for nateglinide treatment effect was stronger than observed in the original trial. Our effect estimates were more efficient than the weighting approach and we effectively estimated subgroup differences.

Conclusions: The described method represents a straightforward approach to efficiently transporting an RCT result to any target population.
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OBJECTIVE

Given good treatment compliance and minimal loss to follow-up, randomized controlled trials (RCTs) provide an internally valid estimate of a sample average treatment effect (SATE) for the evaluated intervention. If the RCT patient cohort is representative of the larger patient population, one can typically extrapolate the SATE to the larger patient population, providing a population average treatment effect (PATE). Unfortunately, for both intentional and unintentional reasons, RCTs rarely fully reflect general patient populations.1-3 Because RCTs are designed to optimize internal, as opposed to external, validity, it is advantageous to recruit patients that are not
taking other medications, have fewer comorbidities, or are more likely to experience the primary outcome of interest. If the effectiveness of the intervention varies based on factors that differ between the RCT and general population (ie, there are effect modifications), then the PATE will not equal the SATE and the inference derived from an RCT may not be valid in different clinical populations.

While there has long been work on generalizing RCT results to overall populations,1–12 there has been increasing interest in transporting RCT results to smaller target populations, estimating what is referred to as the target average treatment effect (TATE).13,14 For both applications (generalizing and transporting), the majority of this work has aimed to account for the selection process into the trial. To do this, one estimates sample weights of the odds of a person being part of the RCT vs the target population. These weights are then used to make the RCT population look like the target population. These approaches have good theoretical properties and have been developed to incorporate a double-robust framework.14

The trial inclusion weights are estimated by “stacking” the RCT and target datasets. This means that one needs to combine the datasets together, leading to 2 potential drawbacks. First, every time results need to be transported to a new patient population, a new set of weights needs to be estimated. Second, the ability to estimate these weights accurately is partially driven by the sample size of the target population. When transporting to a single, large population (ie, generalization) these are not concerns.8 However, in our work we consider the target population to be patients served by the health system at a local institution. Amid changes to patient reimbursement, medical centers are becoming financially responsible for managing the health of their patient population.15 To manage a population cost effectively, health systems need to be able to reliably transport RCT results to their local, real world populations. This would provide an evidenced-based means to make clinical management decisions. Because each health system has different patient characteristics, any application to any new health system, or population subset of interest, the TATE will differ, requiring an estimation of a new set of weights. Moreover, there may be situations where the local population is small (eg, a single hospital or clinic). Accordingly, methods that are not dependent on the target sample size are desirable.

With the weighting approach limitations in mind, we consider an outcome model approach to transporting RCT results. The reasoning behind the outcome model approach, described in detail subsequently, is that prediction models are built among those receiving or not receiving the intervention and then the target population is “passed” through each model to produce potential intervention outcomes for each individual in the target population. This methodology allows individual treatment effects (ITEs) to be estimated which can be averaged to calculate the TATE. This approach resolves the 2 challenges itemized previously: the model only needs to be estimated once before applying to any target population, and that target population can be as small as desired. Kern et al10 and Dahabreh et al14 separately used simulation to compare weighting, doubly robust, and outcome model approaches and found that the outcome model approach had the best performance with respect to variance estimation and comparable results with respect to bias.

In this paper we build off this work to further develop a machine learning approach to estimate the TATE. To do so we incorporate the causal random forests (RF) framework.16 Our intent is to show how one can transport RCT results to a locally relevant target. We used source data from the 2×2 factorial-design NAVIGATOR (Nateglinide And Valsartan in Impaired Glucose Tolerance Outcome Study) international trial, which evaluated the impact of valsartan and nateglinide on cardiovascular outcomes and new-onset diabetes in 9306 prediabetic individuals. We then applied our results to prediabetic individuals found in the Duke University Health System (DUHS) electronic health record (EHR) system to estimate the TATE for this local patient population.

MATERIALS AND METHODS

We first describe the general analytic approach. Then, we describe the data used for analysis, both source and target. Last, we outline our evaluation.

Analytic approach

Figure 1 presents a schematic of the analytic approach. Our approach builds off of work by Lu et al16 on causal RF. The RF framework is an extension of Categorization And Regression Trees that combines multiple trees via a process called bagging (bootstrap aggregation) to create a more robust predictor. RF is a highly effective prediction model that has been used in a range of clinical studies, and is increasingly being used for causal inference.18 While we use RF for this work, we acknowledge that any machine learning method could be appropriate.

While Lu et al16 describe 7 different approaches for estimating the ITE and estimate in-sample effects, our focus is on out-of-sample effects. The approach we adopt here is referred to as counterfactual RF (cRF). In cRF, one identifies an outcome Y, treatments T ∈ {A, B} and covariates W. One then splits the data between those that received the treatment A and those that received treatment B. Using the covariates W, one builds a model for the outcome separately for each treatment group. This generates 2 models:

\[ \hat{m}_A = E(Y|W, T = A); \hat{m}_B = E(Y|W, T = B) \]

To estimate the ITE for a new observation (eg, someone from a target sample), one passes the observation through each model, generating predicted values under each condition:

\[ \hat{Y}_{iA} = \hat{m}_A(W_{iT}); \hat{Y}_{iB} = \hat{m}_B(W_{iT}) \]

We define the ITE as

\[ \hat{\tau}_i = \hat{Y}_{iA} - \hat{Y}_{iB} \]

We then average over all \( \hat{\tau}_i \) to get the TATE. We note that this is a modification of the approach by Lu et al,16 who utilize the out-of-bag sample of RF to estimate the ITE within the developmental data. The rationale behind the approach is that by generating 2 separate models, any heterogeneity is implicitly modeled, allowing the outcomes under each condition to freely differ. Moreover, as we illustrate in our application, when there are multiple potential treatments, it is straightforward to estimate the various contrasts of interest.

To generate standard errors for the TATE, we need to determine the source of variability. The previous procedure comprised 2 sets of data: an RCT source sample and a local target patient population. We use the RCT data to estimate \( \hat{m}(i) \). We consider this sample random and consequently \( \hat{m}(i) \) random. Conversely, we consider the target population fixed, and the TATE, once \( \hat{m}(i) \) is estimated, fixed. Therefore, the primary source of variability comes from the estimation of \( \hat{m}(i) \). To estimate this variability, we follow the approach of Lu et al16 and generate bootstrap samples of the data, refitting the RF models on each bootstrap and re-estimating the individual ITEs...
and combined TATE. We use the estimated standard errors from the bootstrap distribution along with a normal approximation to generate a confidence interval. By generating standard errors in this way, the variability is not a function of the target sample size, only the source sample size.

Aligning the input data
An implicit component of this process is that the same W exist within both the source and target samples. Typically, RCTs have dozens of baseline covariates that are well defined and adjudicated. Conversely, EHR data typically have hundreds of covariate values that are not necessarily available for all patients. Moreover, similar measures are not necessarily equally defined. For example, within an RCT a glucose test result may be measured via fasting glucose while an EHR may contain a mixture of fasting and random glucose tests. As such, many of the same data elements may not exist in both data sources. Therefore, care is necessary to ensure that there is alignment between the input variables. Particularly, it may be necessary to remove W that are not present in both data sources, as we describe subsequently.

Analytic considerations
As discussed in detail by Dahabreh et al., there are a few considerations in this analysis. The first is that we primarily want to include variables that are related to the outcome of interest. The second is that we need to make sure the outcome model is well specified. This is where machine learning methods can provide assistance, by both “choosing” the variables to put into the model as well “discovering” the best model form. A corollary to these assumptions—which is not verifiable—is that we have not missed any important variables. This is particularly important when we considering how best to align the input data. Another, often discussed consideration is whether the target sample was eligible for the trial, referred to as a positivity. As discussed by Dahabreh et al., this is primarily important for weighting-based approaches and not as much of a concern for outcome-based approaches. We assess this in our sensitivity analysis.

DATA
Source data
For our analysis we used data from the NAVIGATOR trial. The NAVIGATOR trial was a 2 × 2 factorial-design trial comparing 2 medications, valsartan and nateglinide, in people with prediabetes. These medications were compared against each other, against a placebo, and in combination. In total there were 6 comparisons. Published results found that valsartan was effective in reducing the incidence of diabetes while nateglinide was not.

In the trial, of the 9306 participants, 2315, 2329, 2316, and 2346 were allocated to receive valsartan monotherapy, nateglinide monotherapy, valsartan-nateglinide combination therapy, and placebo, respectively. Baseline information was available across 46 clinical and demographic factors. Median follow-up was 6.5 years. We considered our primary endpoint to be the risk difference for new-onset diabetes at 5 years.

Figure 1. Flow diagram for implementation of outcome approach. We start with randomized controlled trial (RCT) source data. Divide the data between those receiving the treatments of interest. Estimate separate outcome models. Identify the target data. Predict individual outcomes under each model. Calculate the individual treatment effect (ITE) and average to obtain the target averaged treatment effect (TATE). EHR: electronic health record.
85% of Durham County residents receive their primary care from DUHS, its federally qualified health clinic, serving an under-served population. As the primary providers in Durham County, it is estimated that DUHS was a patient’s medical home, we limited our analysis to individuals living in Durham County and had at least 2 encounters in the 2 years before the index date. We then defined a subcohort of patients who would have been eligible for the NAVIGATOR trial. Specifically, we required individuals to have at least 1 cardiovascular risk factor (history of smoking, hypertension, left ventricular hypertrophy, microalbuminuria, reduced HDL \( <40 \text{ mg/dL} \) or elevated LDL \( \geq160 \text{ mg/dL} \)), excluded anyone currently on an angiotensin-converting enzyme inhibitor or angiotensin receptor blocker, as per the trial inclusion and exclusion criteria.

In total we were able to identify 35 (76%) (see Table 1) of the NAVIGATOR trial baseline characteristics within our EHR. This included demographic variables, vital signs, comorbidities, labs, and medications. For variables with multiple measurements (eg, systolic blood pressure), we used the median of all measurements taken in the year before the index date. This has been shown to be a useful way to easily account for longitudinally measured clinical markers. Variables that we were not able to confidently identify within the EHR included: current smoking status (though smoking history was available), familial diabetes history, waist circumference, plasma glucose 2 hours after glucose load, and ratio of urinary albumin to creatinine. Because the occurrence of fasting-glucose was rare within our EHR, we used glycated hemoglobin A1C as an indicator of a prediabetic patient, a marker that has been shown to serve as a good proxy.

This was approved by our institution’s institutional research board.

### Analytic approach

#### Preliminary analyses

We compared the patient characteristics between the NAVIGATOR trial and DUHS patients using standardized mean differences. We consider an standardized mean differences \( >0.1 \) to indicate a meaningful difference between the 2 populations.

#### Primary analyses

We performed a series of analyses considering all 6 components of the \( 2 \times 2 \) factorial design, but focusing on the valsartan and nateglinide comparisons vs placebo. We first estimated the SATE in the original NAVIGATOR trial, estimating the risk difference at 5 years for each of the 6 comparisons. We performed this analysis as an intent-to-treat analysis fitting a Kaplan-Meier estimator and then taking the effect estimate at 5 years. Next, we used the NAVIGATOR trial data to build a cRF for the valsartan, nateglinide, combination therapy and placebo cohorts separately. Specifically, we used random survival forests to predict risk of diabetes at 5 years for each arm. We fit 500 trees within each forest. Using these forests we considered the 6 potential contrasts. We first used the forests to estimate the treatment effect among the NAVIGATOR trial sample. We used the out-of-bag sample from each bootstrap iteration to estimate the probability of diabetes, and then, for each contrast of interest, calculated the ITE and TATE, as described previously. We considered this analysis a test of internal validity of the method (ie, this analysis should replicate the estimate in the first analysis). Third, we applied the prediabetic individuals in the DUHS population, eligible for the NAVIGATOR trial, to the cRF to estimate the target sample risk difference. We estimated the risk difference as described previously. For each analysis, we performed 1000 bootstraps to estimate standard errors and calculate 95% confidence intervals.

As a secondary analysis, we considered the TATE across different subpopulations. Specifically, we considered differences based on: sex, race, and history of cardiovascular disease.

#### Sensitivity analysis

We performed 4 sensitivity analyses. First we expanded the cohort to all prediabetic individuals regardless of whether they would have met criteria for the NAVIGATOR trial. Second, we compared our analysis to the more traditional weighting approach, following the approach outlined in Westreich et al. We used the baseline characteristics to estimate selection weights. Given our sample size we used all available baseline variables, using a RF estimated probability weights. We then performed a weighted regression to estimate the risk difference and 1000 bootstraps to generate standard errors.
Third we assessed the impact of the variables we were unable to map from the RCT to the EHR. We built outcome models using all of the available RCT variables, and compared model fit—via the C-statistic—to the model using only the mappable variables. Finally, we considered the impact of algorithm choice. The above approach can be use any machine learning algorithm. As a comparison, we fit the outcome models using LASSO regularized regression appropriate for time-to-event data.\textsuperscript{29} We compared both the model fits as described previously as well as the inference from the LASSO-based fits. All analyses were performed in R 3.4.2. The RF model was estimated using the package randomSurvivalForest.\textsuperscript{30} This work was approved by our institution’s institutional research board.

\textbf{RESULTS}

We identified 20,068 prediabetic patients in the DUHS EHR system, 12,132 of whom would have been eligible for the NAVIGATOR trial. Table 1 shows the comparison of the source RCT and target populations.

| Characteristic | Local Prediabetic Population (n = 12,132) | NAVIGATOR Trial Sample (n = 9,306) | Standardized Mean Difference |
|----------------|------------------------------------------|----------------------------------|-----------------------------|
| Age, y         | 51.3 (40.8–61.6)                         | 63.0 (58.0–69.0)                 | −1.025                      |
| Female         | 7595 (62.6)                              | 4711 (50.6)                      | 0.244                       |
| Race           |                                           |                                 |                             |
| Asian          | 334 (2.8)                                | 613 (6.6)                        | −0.182                      |
| Black          | 6259 (51.6)                              | 236 (2.5)                        | 1.324                       |
| Other          | 1633 (13.5)                              | 723 (7.8)                        | 0.186                       |
| White          | 3906 (32.2)                              | 7734 (83.1)                      | −1.202                      |
| Weight, kg     | 89.1 (75.3–106)                          | 82.0 (71.5–93.5)                 | 0.422                       |
| BMI, kg/m\textsuperscript{2} | 31.9 (27.5–37.9)                      | 29.7 (26.8–33.3)                 | 0.041                       |
| SBP, mm Hg     | 128 (120–139)                            | 140 (128–150)                    | −0.568                      |
| DBP, mm Hg     | 79.0 (73.0–85.0)                         | 84.0 (78.0–90.0)                 | −0.511                      |
| Cardiovascular risk factors |                                |                                 |                             |
| Any            | 12,132 (100.0)                           | 8921 (95.9)                      | 0.294                       |
| Smoking history| 5947 (49.0)                              | 1025 (11.0)                      | 0.911                       |
| Hypertension   | 7728 (63.7)                              | 7216 (77.5)                      | −0.307                      |
| Left ventricular hypertrophy | 513 (4.2)                 | 268 (2.9)                        | 0.073                       |
| Microalbuminuria| 139 (1.1)                              | 114 (1.2)                        | −0.007                      |
| History of cardiovascular disease |                                |                                 |                             |
| Any            | 1300 (10.7)                              | 2745 (29.5)                      | −0.482                      |
| Myocardial infarction | 177 (1.5)                     | 1103 (11.9)                      | −0.426                      |
| Angina         | 199 (1.6)                                | 1561 (16.8)                      | −0.542                      |
| Percutaneous coronary intervention | 296 (2.4)             | 622 (6.7)                        | −0.204                      |
| Coronary artery bypass grafting | 11 (0.1)                      | 521 (5.6)                        | −0.336                      |
| Intermittent claudication | 251 (2.1)                     | 98 (1.1)                         | 0.082                       |
| Lower-limb angioplasty | 6 (0.0)                           | 110 (1.2)                        | −0.145                      |
| Nontraumatic leg or foot amputation | 6 (0.0)                          | 7 (0.1)                          | −0.01                       |
| Stroke         | 799 (6.6)                                | 374 (4.0)                        | 0.115                       |
| Labs at time of index date |                                |                                 |                             |
| Fasting glucose, mmol/L | 5.5 (5.0–5.9)                       | 6.1 (5.7–6.4)                    | −0.591                      |
| A1C, %         | 5.9 (5.8–6.1)                            | 5.8 (5.5–6.1)                    | 0.4                         |
| Total cholesterol, mg/dL | 189 (163–217)                    | 207 (181–236)                    | −0.429                      |
| HDL-C, mg/dL   | 44 (37–54)                               | 48 (40–57)                       | −0.239                      |
| LDL-C, mg/dL   | 116 (93–141)                             | 124 (100–150)                    | −0.219                      |
| Creatinine, mg/dL | 0.9 (0.7–1.0)                    | 0.8 (0.7–1.0)                    | 0.135                       |
| eGFR, mL/min/1.73 m\textsuperscript{2} | 92 (76–108)                  | 80 (69–91)                       | 0.296                       |
| eGFR <60 mL/min/1.73 m\textsuperscript{2} | 924 (8.8)                        | 1025 (11.1)                      | 0.286                       |
| Medications at time of index date |                                |                                 |                             |
| ACE inhibitor  | 0 (0.0)                                  | 676 (7.3)                        | −0.396                      |
| Angiotensin receptor blocker | 0 (0.0)                       | 30 (0.3)                         | −0.08                       |
| Alpha-blocker  | 330 (2.7)                                | 577 (6.2)                        | −0.169                      |
| Aspirin or other antplatelet drug | 2730 (22.5)                  | 3425 (36.8)                      | −0.08                       |
| Beta-blocker   | 1622 (13.4)                              | 3666 (39.4)                      | −0.618                      |
| Calcium-channel blocker | 1764 (14.5)                   | 3012 (32.4)                      | −0.43                       |
| Diuretic       | 2526 (20.8)                              | 2960 (31.8)                      | −0.251                      |
| Lipid-modulating drug | 3283 (27.1)                  | 3577 (38.4)                      | −0.244                      |
| Any medication | 6157 (50.8)                              | 7794 (83.8)                      | −0.751                      |

Values are median (interquartile range) or n (%).

ACE: angiotensin-converting enzyme; BMI: body mass index; DBP: diastolic blood pressure; eGFR: estimated glomerular filtration rate; HDL-C: high-density lipoprotein cholesterol; LDL-C: low-density lipoprotein cholesterol; NAVIGATOR: Nateglinide And Valsartan in Impaired Glucose Tolerance Outcomes Research; SBP: systolic blood pressure.
EHR populations. In general, the RCT population was sicker with higher systolic blood pressure, more comorbidities, and more medication prescriptions. Of note the 2 groups had comparable HbA1c, an important marker for prediabetes.

Assessment of valsartan and nateglinide
We first assessed the independent effect of valsartan vs placebo (Table 2). Using the original NAVIGATOR trial data we estimated a significant effect for the risk difference at 5 years ($-0.056; 95\% \text{ CI}, -0.085 to -0.027$), as in the originally published RCT. We were able to replicate this result when retransporting the cRF result back to the NAVIGATOR trial patient population ($-0.051; 95\% \text{ CI}, -0.073 to -0.028$). Finally, when transporting the effect to the Duke EHR-defined population, we get a similar, if not slightly stronger, effect estimate ($-0.068; 95\% \text{ CI}, -0.119 to -0.016$).

We next assessed the independent effect of nateglinide vs placebo. The original RCT reported a null effect, which we were able to confirm using the source data ($0.009; 95\% \text{ CI}, -0.021 to 0.039$) as well as through our internal validation of transporting back to the RCT sample ($-0.004; 95\% \text{ CI}, -0.020 to 0.013$). However, when transporting the effect to Duke EHR-defined population we get a stronger, if not statistically significant effect ($-0.030; 95\% \text{ CI}, -0.081 to 0.019$).

We also assessed the additional comparisons of the 2 active drugs with each other as well as combination therapy vs monotherapy (Table 2). Of note, the original RCT found valsartan to be superior to nateglinide, which was confirmed in our reanalysis of the risk difference ($-0.065; 95\% \text{ CI}, -0.094 to -0.036$). However, when transporting the effect to the Duke patient population, this effect is attenuated and is no longer statistically significant ($-0.038; 95\% \text{ CI}, -0.084 to 0.013$), likely due to the larger effect size of nateglinide vs placebo.

Subgroup analyses
To illustrate the flexibility of the approach, we examined the treatment effect in different subpopulations of our target populations (Figure 3). In general, we found similar treatment effects among the different subpopulations. One notable exception was the treatment effect for nateglinide among Caucasians ($-0.013; 95\% \text{ CI}, -0.050 to 0.024$) vs African Americans ($-0.042 95\% \text{ CI}, -0.098 to 0.012$). Because there is a greater proportion of African Americans in the Duke patient population, compared with the NAVIGATOR trial sample, it is possible that this difference is what accounts for the overall different observed treatment effect for nateglinide.

Sensitivity analyses
As a sensitivity analysis we expanded the cohort to all prediabetic patients at DUHS ($n = 20,068$). The results were very similar to the full sample results (Table 2). We next compared our findings to the more commonly applied sample weighting approach. We found transported treatment effects of $-0.028 (95\% \text{ CI}, -0.134 to 0.079)$ and $0.022 (95\% \text{ CI}, -0.082 to 0.122)$ for the valsartan vs placebo and nateglinide vs placebo comparisons, respectively (Table 2). Of particular note are large standard-errors. The average standard error for the outcome model was $0.02$ vs $0.05$ for the weighting approach. We next considered model fit when using all available NAVIGATOR trial variables or just those mappable to the EHR. We found the C-statistics were nearly identical—average of 0.647 across the 4 arms—suggesting that there was little lost from the dropped variables. Last, we compared the results if we used regularized regression (LASSO) to model the outcomes. While the transported results were not identical, the inference was consistent (Supplementary Table 2). We note that the LASSO model had a slightly worse area under the curve of 0.640.

DISCUSSION
We have illustrated an approach to transport a treatment effect from an RCT to a target population. In contrast to much of the literature in this area, which focuses on weighting the source data, we focus on developing an outcome model. This allows us to treat this as a 2-step process. Decoupling the source and target populations results in 2 key advantages. First, we are able to easily transport the result to any sample target or treatment contrast of interest, reusing the model fit for each arm of the trial. Second, the ability to transport the results is not dependent on the sample size of the target population.

Results for the NAVIGATOR sample
In comparing the RCT sample to our local patient population, we noted that the RCT population was generally sicker, with higher blood pressure, more comorbidities, and more medications. This confirms previous literature that has shown that RCT samples are generally sicker than the general population.3,31 Interestingly, other work has suggested that EHR-based populations are sicker than general clinical populations32 suggesting that these differences may be an underestimate, and in fact differences may be even more extreme when compared with a general patient population.

Upon transporting the valsartan vs placebo comparison to the DUHS-based population, we found an effect estimate similar to the one reported in the original RCT. Conversely, while the RCT showed no treatment benefit for the nateglinide vs placebo comparison, the TATE did suggest some treatment effect—though not statistically significant. This result followed through when we considered some of the comparisons based on combination therapy. For example, the SATE for valsartan + nateglinide vs just nateglinide showed a significant treatment effect, while the TATE did not.

General lessons for transportability
An important feature of the outcome model approach is that the estimation of the outcome model is decoupled from the transporting step. This means that an RCT can generate an outcome model without knowledge of the target population. Moreover, because we are relying on the RCT data to generate the outcome model, this approach will not be impacted by underlying biases due to informative visits within EHR data.33 Instead, all that is required is the ability to map the covariates in the target population back to the trial data—admittedly not always an easy task. This feature is what makes transporting to additional subpopulations more efficient. When we applied our analysis to different subpopulations, we found similar treatment effects across the subgroups. The one exception was an indication of a heterogeneous racial effect among those taking nateglinide. We note that the original trial did not report a significant effect for racial heterogeneity ($P = .82$). This suggests that this effect differences may not be due solely to racial differences, but higher-order interaction effects. Detecting these higher-order effects is possible by the use of machine learning methods.

Embedded in our analysis is the ability to check the internal validity of the outcome model. By leveraging the out-of-bag samples from the RF bootstrap iterations, we reapplied the outcome model
| Method                                                                 | Valsartan vs Placebo | Nateglinide vs Placebo | Valsartan vs Nateglinide | Valsartan + Nateglinide vs Placebo | Valsartan + Nateglinide vs Valsartan | Valsartan + Nateglinide vs Nateglinide |
|-----------------------------------------------------------------------|----------------------|------------------------|--------------------------|-----------------------------------|-------------------------------------|--------------------------------------|
| Sample average treatment effect in NAVIGATOR trial                   | –0.056 (–0.085 to –0.027) | 0.009 (–0.021 to 0.039) | –0.065 (–0.094 to –0.036) | –0.036 (–0.065 to –0.007) | 0.020 (–0.009 to 0.048) | –0.045 (–0.075 to –0.016) |
| Retranslation to NAVIGATOR trial sample                               | –0.051 (–0.073 to –0.028) | –0.004 (–0.020 to 0.013) | –0.047 (–0.074 to –0.021) | –0.047 (–0.074 to –0.021) | 0.004 (–0.005 to 0.013) | –0.043 (–0.064 to –0.021) |
| Transporting to local prediabetic population eligible for NAVIGATOR trial | –0.068 (–0.119 to –0.014) | –0.03 (–0.081 to 0.019) | –0.038 (–0.084 to 0.013) | –0.038 (–0.084 to 0.013) | 0.031 (–0.023 to 0.079) | –0.007 (–0.051 to 0.040) |
| Transporting to full local prediabetic population                     | –0.069 (–0.119 to –0.016) | –0.030 (–0.077 to 0.016) | –0.039 (–0.085 to 0.010) | –0.043 (–0.086 to 0.004) | 0.025 (–0.025 to 0.072) | –0.013 (–0.056 to 0.030) |
| Transporting to local NAVIGATOR trial population using weighting to local population | –0.028 (–0.134 to 0.079) | 0.022 (–0.082 to 0.122) | –0.048 (–0.152 to 0.050) | –0.030 (–0.136 to 0.069) | –0.002 (–0.099 to 0.106) | –0.051 (–0.151 to 0.043) |

Values are risk differences (95% confidence intervals).
NAVIGATOR: Nateglinide And Valsartan in Impaired Glucose Tolerance Outcomes Research.
*Each of these methods used the counterfactual random forests approach for estimation.
to the RCT population. We were able to find similar effect estimates as the original trial, suggesting that our approach is relatively stable. We suggest that this should be a standard first step when applying such an analysis.

Another important consideration is how best to handle transportability when the source and target samples differ from one another. As discussed by others, weighting-based approaches can break down when there is a lack of overlap, known as positivity violations, leading to extreme weights. Outcome-based approaches avoid this by extrapolating the results of the outcome model. This is another area in which RF serves as an ideal machine learning algorithm. Because RF is based on trees, it is more robust to outlying values, and consequently extrapolation, from the target sample. Unlike linear models, trees do not extrapolate predictions when the observed covariates extend beyond the support of the source data, instead truncating the predictions. This is an important consideration because, as we noted, there were meaningful differences between the RCT and DUHS samples. In general the question of how to estimate the TATE when the source and target samples differ is worthy of more future research.

Finally, we note that when we compared our outcome model approach with the more typical weighting approach, we found our effect estimates to have meaningfully smaller standard errors. This empirical finding confirms the simulation results of others. One intuition for why this is the case is that the estimation of sample weights relies on both the target and source sample while the proposed approach only relies on the source data. Moreover, RF is a relatively stable predictor that has low predictive variance.

Limitations and future work
There are some notable limitations in our analysis and analytic approach. First, these are the results of one analysis. This approach should be tried with different source and target samples to note any additional potential complications. It would be interesting to compare the TATE in different clinical populations to assess how much potential clinical heterogeneity exists. Moreover, in our analysis we had a relatively large RCT from which to work. It is worth investigating what is the minimum size under which such an approach will still provide valid and efficient estimates.

More generally, additional work in this field should consider the effects of transporting trial results outside the support of the trial data. Trees appear to be a particularly valuable target for this work. However, there are important limitations of such analytic approaches when the RCT and target populations differ. To the extent that RCTs do not represent target populations of interest, analytic methods will be limited in their ability to derive targeted treatment effects. Ultimately, it is important for RCTs to be better designed to reflect real world populations. Finally, a key challenge in this area is what to do when variables are not directly comparable between the source and target data. This is an especially important concern with EHR data where clinical factors are measured in different ways. Hong et al have done some work in this area, showing how multiple imputation can be used for missing individual values. In our application there was minimal impact of the dropped variables, but more work is needed to understand how best to handle, observed, but unmappable, covariates.

CONCLUSIONS
As health systems become increasingly responsible for managing the health of their patient populations, it is important for them to be able make evidence-based treatment decisions. While RCTs provide gold standard evidence, due to demographic and clinical heterogeneity, the average treatment effects that they estimate are not always the best reflection of optimal treatment strategy. In this analysis, we illustrate a means to transport an RCT result to a target population. By using an outcome model approach, we are able to efficiently transport the results to target populations of different sizes and compositions.
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