Comparing dynamical systems concepts and techniques for biomechanical analysis
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Abstract

Traditional biomechanical analyses of human movement are generally derived from linear mathematics. While these methods can be useful in many situations, they do not describe behaviors in human systems that are predominately nonlinear. For this reason, nonlinear analysis methods based on a dynamical systems approach have become more prevalent in recent literature. These analysis techniques have provided new insights into how systems (1) maintain pattern stability, (2) transition into new states, and (3) are governed by short- and long-term (fractal) correlational processes at different spatio-temporal scales. These different aspects of system dynamics are typically investigated using concepts related to variability, stability, complexity, and adaptability. The purpose of this paper is to compare and contrast these different concepts and demonstrate that, although related, these terms represent fundamentally different aspects of system dynamics. In particular, we argue that variability should not uniformly be equated with stability or complexity of movement. In addition, current dynamic stability measures based on nonlinear analysis methods (such as the finite maximal Lyapunov exponent) can reveal local instabilities in movement dynamics, but the degree to which these local instabilities relate to global postural and gait stability and the ability to resist external perturbations remains to be explored. Finally, systematic studies are needed to relate observed reductions in complexity with aging and disease to the adaptive capabilities of the movement system and how complexity changes as a function of different task constraints.
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1. Introduction

Bernstein1 presented research paradigms that led investigators to explore the rich patterns of movement that the human system is capable of producing. Traditional methods in biomechanics and motor control often have focused on discrete movement variables or linear relations in the times series of the components of the system. However, these methods lack the fidelity to fully explore this richness in movement patterns and led researchers toward a dynamical systems approach to the study of human behaviors. A dynamical system is one in which behaviors evolve over time. Current analysis methods from a dynamical systems perspective focus on the spatio-temporal evolution of the system dynamics over a period of time that can encompass steady state as well as abrupt qualitative changes in behavior.2 Many of these analysis techniques derive from the study of nonlinear methods as opposed to the traditional linear approach. To illustrate the differences we will first discuss the distinction between linear and nonlinear methods.

Linear methods interpret the structure of data through linear correlations.3 The implication is that the intrinsic dynamics of a system are governed by the fact that small changes in the system result in small effects. Linear equations can only lead to solutions that decay, grow, or maintain a steady state. If we use as an example the population of an animal species (N), the linear equation will take the form of a straight line with growth rate R:

\[ N_{i+1} = RN_i \]  

where \( N_i \) is the present population value and \( N_{i+1} \) is the value of \( N \) at the next instant in time (or generation). The system is decaying (i.e., \( N_i \) is getting smaller) when \( 0 < R < 1 \), growing (i.e., \( N_i \) is getting larger) when \( R > 1 \) and is at steady state (i.e., \( N_i \) remains constant) when \( R = 1 \). Traditional approaches in
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biomechanics are based in linear methods that have brought the discipline to its current state, but to move forward we need to incorporate alternative analysis techniques and interpretations.

Over the past several decades researchers have moved toward a dynamical systems approach to the study of human movement. In this case, human movement is determined by nonlinear responses. For example, tissues such as tendons show nonlinear characteristics in response to stretch. For our population example, these nonlinearities emerge when we make the growth rate $R$ dependent on the population size through the function $(R - bN)$; when the parameter $b$ is positive the growth rate decreases as the population grows. This provides the following nonlinear finite difference equation:

$$N_{i+1} = (R - bN_i)N_i$$

(2)

Since the parameters $R$ and $b$ can vary independently, the only variable that can affect the dynamics of the system is:

$$x_i = \frac{bN_i}{R}$$

(3)

If we substitute $x_i$ and $x_{i+1}$ into the previous equation, we get:

$$x_{i+1} = Rx_i(1 - x_i)$$

(4)

The nonlinear logistic equation is an example of a quadratic map and demonstrates how complex dynamics can result from (sometimes simple) nonlinear equations. In the logistic map we can observe steady state dynamics, bifurcations to periodic regimes, and chaotic dynamics that show bounded aperiodic behavior with sensitivity to initial conditions. These bifurcations and different system dynamics all occur as a function of a single parameter ($R$) change. Note that chaotic dynamics emerge in deterministic systems in which future states should formally be predictable but where uncertainty in initial conditions impacts prediction of future states. Human movement systems are not governed by these deterministic dynamics and more likely present stochastic behaviors governed by probabilities of states that can be impacted by deterministic and random processes.

The formal examples above demonstrate the distinctive features of linear and nonlinear systems. By understanding these differences we can acknowledge that there are many physiological responses that have a nonlinear behavior: e.g., biological tissue, human behavior and human movement. These nonlinearities suggest that to accurately interpret human movement we should move toward nonlinear analyses. The dynamical systems approach focuses on how systems: (1) maintain their current state, addressing questions related to stability, (2) change or transition between states, addressing aspects of variability and adaptability, and (3) regulate complexity or fractal dynamics, characterized by interactions across different spatio-temporal scales as well as invariance of processes across these scales. Research on human movement in general and biomechanics in particular inspired by this dynamical systems approach has incorporated these concepts extensively but has often used terms such as stability, variability, and complexity interchangeably. The purpose of this paper is to compare and contrast the concepts of variability, stability, and complexity and how these impact movement adaptability. We will demonstrate that, although these concepts are clearly related, each presents different aspects of the system dynamics that requires careful a priori definition and consideration of their use in biomechanical research.

2. Variability and human movement

Many researchers have been concerned with the variability of movement. It has been demonstrated many times that, even with expert performers, movement behaviors cannot be replicated from one trial to the next with any degree of accuracy. Variability has been defined from a statistical point of view and is expressed as the variance (or the square root of the variance, that is, the standard deviation) about the mean. It should be noted that the variability of a performance may not simply be additive in the form of “measurement noise” but can be essentially part of the signal. The physiological variability or the actual variation from iteration to iteration can be explained by examining the following equations. If we define a system as:

$$x_{n+1} = F(x_n)$$

(5)

then the following equation adds measurement noise that is additive:

$$x_{n+1} = F(x_n) + \mu_n$$

(6)

where $\mu_n$ represents the process or measurement noise added to the system. Additive process noise can never be completely removed from the signal but can be attenuated using various signal processing techniques. However, the variability resulting from multiple trials of the same performance may actually be part of the signal and cannot be removed from the signal. This is expressed in the following equation:

$$x_{n+1} = F(x_n + \beta_n)$$

(7)

where $\beta_n$ characterizes “dynamical noise” instead of measurement noise and may represent inherent physiological variability that is part of the system dynamics.

While this definition is widely used for all sources of variation in a performance, the meaning of the variability must be understood in the context of the measurement. There are essentially two types of variability that can be determined: (1) end-point variability (i.e., the variability at the goal level) and (2) coordinative variability (i.e., how the performance was conducted over a number of iterations). End-point variability, the traditional focus of most research on variability, determines the outcome of the performance and has been used as an indicator of the level of performance skill. For example, in pistol shooting, keeping the barrel of the gun aimed precisely at a target with little or no variability is essential for the outcome (i.e., to hit the target accurately). However, low end-point variability (and high level of task performance) is not necessarily accompanied by low variability at the level of the coordinative dynamics. This was shown by Arutyunyan and colleagues in 1968 in an experiment on expert marksmanship performance (Fig. 1).
Autocorrelation spectra show that the range of the gun amplitude is smaller for the expert while the range of the wrist and shoulder is greater in the expert in comparison to the more novice shooter. The second type of variability, coordinative variability, plays an essential role in producing movement patterns that are adaptable and is observed during transitions between different modes, such as in bimanual manipulations and in gait. From a Bernstein perspective, coordinative variability is essential and critical in performance. Bernstein suggested that the same task may be accomplished using different degrees of freedom. Degrees of freedom, in this context, refer to the number of independent components (such as muscles, joints, segments) that are available to complete a task. The multiple degrees of freedom within a human system are what enable a performer to complete a task in various ways. Bernstein’s insights into the utilized degrees of freedom may be captured by measuring segment and/or joint coordinative variability when completing a task. Thus, from a dynamical systems perspective, coordinative variability is associated with the utilization of multiple ways of performing a task while higher levels of end-point variability are evidence of poor task performance.

Many researchers have examined coordination variability of segments and joints in different tasks from a dynamical systems perspective. Variability has been shown to be reduced under conditions of neurological disease and orthopedic injury, indicating a loss of flexibility in using coordination strategies to accomplish a task compared to healthy controls. Fig. 2 shows that two healthy groups of participants complete an unanticipated cutting maneuver. There was a significant difference in variability at 35%–45% and 0–100% of the performance with females having lower variability. The coordination variability in the female group is lower than in the male group, suggesting that the females may be at greater risk of injury as a result of the lower variability.

In many studies, variability is often used synonymously with stability and/or complexity. For example, increased variability in stride-to-stride intervals is often equated with loss of gait stability. As we shall see in the following sections, variability at the level of system output (e.g., stride-to-stride fluctuations during gait) or coordinative variability emerging from the interactions of joints or segments may relate to global measures of movement stability and complexity but should not be uniformly interpreted or equated with this stability or complexity.

3. Stability analysis of human movement

The term stability is frequently used within the context of research on human movement, yet its precise meaning varies. A general definition of stability is resistance to change. In dynamical systems, stability refers to a coordinative pattern’s resilience to a change in response to a perturbation as measured by variance or deviation from the preferred or attractor state, or the ability to rapidly return to an attractor state (i.e., relaxation time). In postural control, stability entails maintenance of upright stance in response to unexpected external or self-generated perturbations, while gait demands that a dynamic component be considered. Certainly, an individual that falls due to a minor perturbation could be categorized as unstable. It is more difficult, however, to determine the degree of stability when a system displays sufficient resilience to the perturbation. That is, how close is the system to shifting into an unstable state? Various mathematical measures have been developed in

![Fig. 1. End-point and joint space variability in novice (A) and expert marksman (B). The spectra of the autocorrelation functions as an individual prepares to shoot show less variation in end-point (gun) but more variation in joint space for the expert. The solid black lines represent the gun, the gray lines are the wrist joint, and the dotted lines are the shoulder.](image1)

![Fig. 2. Coordination variability of a thigh rotation/leg rotation during an unanticipated cutting performance comparing males vs. females. * Indicates differences between females and males across the entire stance phase as well as in the 35%–45% range of stance. Adapted with permission.](image2)
an attempt to quantify a system’s stability more precisely than the binary level of fall (unstable) vs. no fall (stable).

3.1. Global stability measures: center of mass (COM) and stability boundaries

In the study of human movement, stability is typically assessed by quantifying the vertical projection of the whole body COM as it relates to the base of support. This is termed global stability because it relates to a system’s ability to maintain upright equilibrium by resisting large perturbations, such as slipping on a low friction surface or tripping over an obstacle.20

Pai and Bhatt21 defined stability as the minimum distance between the COM motion state (position as a function of velocity) and a mathematically predicted feasible stability region boundary.22 Pai and Bhatt’s stability measure accounts for both the instantaneous position and velocity of the COM. A similar measure of stability, originally developed by Hof and colleagues,23 is the margin of stability. The margin of stability is calculated by subtracting the extrapolated COM (which takes into account both the horizontal position and velocity) from the anterior boundary of the base of support.24,25 In a dynamical system, only regarding the COM position in relation to the base of support is insufficient in determining stability. That is, a system can be highly unstable while the COM is within the base of support if the COM velocity is rapidly approaching the stability boundaries. Alternatively, a system can be highly stable while the COM is outside of the base of support if the COM velocity is in the direction of the approaching stability boundaries and is of sufficient magnitude.23 This is the case during locomotion, whereby whole body COM displacement necessitates transient changes in the base of support. The margin of stability is a valuable measure of stability because it is proportional to the impulse required to unbalance a system.25 Thus, the margin of stability measure provides a quantitative degree of stability by explicitly stating the magnitude of perturbation required to destabilize the system. This suggests that an individual with a large margin value can withstand a greater perturbing impulse than an individual with a smaller margin, indicating greater stabilizing capacity.

Another technique for assessing static and dynamic stability is known as “time-to-contact”. This analysis is similar to the aforementioned stability measures evaluating the instantaneous COM position and velocity, yet also incorporates the COM acceleration to determine if the velocity is increasing, decreasing, or remaining constant.26 By adding a 3rd dimension to the state space that contains potential stable states (i.e., all of the feasible combinations of COM positions, velocities, and accelerations that yield systemic stability), more information is available regarding instant current and future states. For example, an instantaneous COM motion state (position and velocity27) that is considered unstable may in fact be stable if the magnitude and direction of acceleration is sufficient. That is, if the COM is rapidly (high velocity) approaching the base of support, yet is also promptly slowing (negative acceleration), one may be able to predict that the COM will slow down or even reverse direction prior to crossing the base of support. This would indicate a stable system. Thus, the time-to-contact method may be considered a more complete description of the instantaneous state of the COM, and therefore potentially a more sensitive estimate of the time it will take to reach the base of support (Fig. 3).

In addition to direct measures of gait stability, gait cycle variability is a common indirect measure used to describe systemic gait stability. Gait research has shown evidence that falls are associated with higher relative variability in step length,27 step width,28 and stride time.18,29 For this reason, these gait patterns are deemed unstable. What should be clearly stated, however, is that these associations do not provide evidence for causality. Thus, determining stability based on variability is, at best, an interpretation. In fact, studies have revealed opposing results regarding the relationship between variability and stability. Brach and colleagues30 found that too little step width variability was as associated with falls as is too much step width variability. Dingwell and Marin31 determined that slower walking speeds increased local dynamic stability (as assessed by Lyapunov analysis; see Fig. 4 and next section), even though stride-to-stride variability increased. Local dynamic stability can be defined as a locomotor system’s resistance to infinitesimally small perturbations. Thus, while some of these variability measures have shown associations with falls (e.g., stride time fluctuations31), and may indeed possess a cause-and-effect relationship for future falls, more research is warranted to support this notion.

3.2. Local stability measures based on nonlinear methods

In contrast to the global stability measures described in the previous section, researchers have also employed nonlinear methods in order to determine the “local” component of stability. Local dynamic stability can be defined as a system’s sensitivity to small, intrinsic perturbations.31 That is, how well does
the human locomotor system respond to naturally occurring fluctuations during gait? These fluctuations may be due to neuromotor noise or other internal perturbations, and must be attenuated in order to maintain global stability. One approach used in determining local dynamic stability is the maximal Lyapunov exponent (Fig. 4). This measure converts kinematic or kinetic data from a time series to a phase space (or state space) and determines the rates of convergence or divergence of nearby trajectories (here, the trajectory refers to the spatial path of the signal of interest within the state space; Fig. 4B). Determining true Lyapunov exponents requires a dataset of infinite time that is deterministic in nature (i.e., non-random). Therefore, appropriate assessment of experimental time series data entails evaluating the finite-time Lyapunov exponent.\(^{20}\) This analysis determines the average rate (linear slope) of divergence on a logarithmic scale (Fig. 4C) over a finite-time window.\(^{32}\) The maximal finite-time Lyapunov exponent method may be considered more appropriate for gait data than other techniques because it does not assume precise periodic motion. An additional benefit of this analysis is that, unlike traditional measures of gait variability that treat each gait cycle as independent (i.e., variability across cycles is assessed in relation to the mean), the Lyapunov exponent evaluates the evolution of local locomotor stability over the course of several consecutive strides.\(^{20}\) Importantly, the maximal Lyapunov exponent cannot be equated with overall variability in the system, as the latter reflects all of the variations (divergence and convergence) in the system and represents essentially different aspects of the system dynamics, while the maximal finite-time Lyapunov only assesses system divergence. Using this maximal finite-time Lyapunov analysis, Dingwell et al.\(^{20}\) reported that patients with diabetic neuropathy were able to increase local dynamic stability by reducing their gait speed, even though this reduced speed was associated with greater stride-to-stride variability. Lockhart and Liu\(^{33}\) noted that local dynamic stability was lower in older fall-prone adults when compared to young adults and older healthy adults during preferred speed walking.

Another method that evaluates a system’s evolution and local orbital stability within its state space involves determination of maximal Floquet multipliers\(^{34}\) (Fig. 5). This analysis first involves identifying a plane that is orthogonal to the mean of the state space cycle, whereby it transects all of the trajectories within the state space. This plane is known as a Poincaré section, and is used to determine whether the system’s behavior is evolving to converge on or diverge from the mean of the state space (i.e., attractor state). The distance from the state space mean to the system at cycle \((k)\) on the Poincaré section is

---

**Fig. 4.** Evaluation of local dynamic stability using the finite-time Lyapunov exponent. A time series signal (A) is transformed into an Nth dimension state space (B; shown here as 3-dimensional) by adding a time delay (T) to the original signal. The state space reveals neighboring trajectories diverging as the behavior evolves. This divergence is a result of internal fluctuations or perturbations. On a logarithmic scale (C), the rate of short-term divergence over the course of a single stride \((\lambda_{ST})\) and long-term divergence from 4–10 strides \((\lambda_{LT})\) can be quantified by the slope of the solid lines of best fit. Higher rates of divergence are indicated by steeper slopes of the lines and indicate greater local instability.

**Fig. 5.** The phase space analysis using a Poincaré section evaluates a signal’s \((S)\) evolution through a cycle to the subsequent cycle, \(S_{k+1}\), in respect to the mean cycle \((S^*)\). If the signal is farther from the mean cycle than in the previous cycle (i.e., \((S_{k+1} - S^*) > (S_k - S^*)\)), the trajectory is diverging and the behavior is considered unstable.\(^{35}\) Adapted with permission.
compared to the distance from the mean to the subsequent cycle \((k + 1)\). Floquet multipliers quantify this difference, and the maximal Floquet multipliers represent the degree of orbital stability. This analysis can be performed at one given point during a gait cycle, such as heel strike, or it can be evaluated over multiple portions of the gait cycle, such as 25%, 50%, or 75% of the gait cycle.\(^\text{15}\) Using these Poincaré sections and Floquet multipliers, Granata and Lockhart\(^\text{12}\) found that older fall-prone adults had more fluctuations from one foot strike to the next compared to young and older healthy adults.

Another local nonlinear analysis method, Detrended Fluctuation Analysis (DFA), assesses the fractal structure and long-range correlation of fluctuations, and has also been shown to be associated with the stability or fall risk in individuals.\(^\text{18}\) The DFA is a modified root mean square analysis that divides an integrated time series into non-overlapping windows. Within each window the algorithm then fits a least square fit line, followed by detrending the data. The DFA for a given window size is the average root mean square deviation across the entire time series. The structure of the signal is then determined by the scaling exponent, \(\alpha\), which is the slope of the log-log plot of the DFA value for each window size (for a more detailed description of the algorithm see section on complexity below and Peng et al.\(^\text{36}\)). A scaling of \(\alpha = 1\) represents 1/f fractal-like long-range correlations that characterize optimal performance. Hausdorff et al.\(^\text{37}\) used DFA on stride interval time during locomotion to determine that, compared to young adults, older adults and adults with Huntington’s disease had reduced long-range correlations in stride fluctuations. That is, they exhibited more random behavior, while young adults exhibited long-range correlations of different time scales that approached the 1/f phenomenon. The 1/f phenomenon indicates long-term dependence across scales (i.e., a more fractal-like nature) and has been observed in physiological processes such as heart beat interval timing, and structures such as blood vessels and lungs.\(^\text{18,38}\) This relationship is generally believed to represent a stable yet flexible system. However, as Dingwell and Cusumano\(^\text{19}\) have shown, similar DFA values can be obtained by applying statistically independent auto-regressive models to the data. These authors showed similar DFA scaling exponents when applying surrogate data to the stride interval time series by using cross-correlated surrogates that preserve the auto-correlation and cross-correlation properties of the original data. That is, both surrogate data sets resulted in statistically similar DFA exponents for stride length and stride time. Indeed, the adequacy for the DFA analysis to determine long-range correlations requires further investigation. Moreover, the association between dynamic stability and fractal-like behavior (e.g., stride-to-stride variability) observed in human locomotion is still largely unknown.

3.3. Limitations of local stability measures

One of the major limitations of the paradigms used to assess local dynamic stability is that the evaluated systems are not externally perturbed and, as a result, their stability levels are not sufficiently probed. While these measures provide indirect evidence for a quantified degree of stability, the relationship between local stability and global stability or gait variability and global stability is currently unknown. More research is warranted that incorporates external perturbations to directly evaluate overall stability in order to justify (or invalidate) these nonlinear or variability-based stability measures.

Another issue of consideration is how the stability analysis features into the overall goal of the task as well as the timing of the activity. During a gait cycle, each instance does not need to be highly stable for the overall movement to be considered stable.\(^\text{35}\) For example, a shift from quiet standing postures to walking (gait initiation) requires an unstable state whereby the COM is beyond the current base of support. If one were to examine a system during this behavioral shift (i.e., critical fluctuation\(^\text{34}\) out of context, the system would likely be deemed “unstable”. Yet evaluating the system from a more macroscopic perspective may reveal greater overall stability. It is important to note that the emergence of unstable states as during gait initiation may or may not lead to a fall event.\(^\text{21}\) Moreover, a locomotor system can be locally unstable yet globally stable during a gait cycle. That is, a system may not optimally resist infinitesimal fluctuations, yet still be of capacity to resist a large, finite disturbance. For example, the study by Dingwell and colleagues\(^\text{39}\) revealed that patients with diabetic neuropathy had greater local dynamic stability, even though neuropathic patients have been known to have a much higher rate of falls, which would indicate lower global stability. Therefore, it is important to consider unstable dynamics during certain parts of the movement cycle or task in the context of the overall system performance and stability.

Finally, stability should be defined based on the constraints of the task. Although measures of stability are mathematically specific, the concept of stability from a functional perspective is often a subjective and relative term. For example, an individual that is perturbed during locomotion and is required to adopt a more lateral footstep to maintain balance could subjectively be considered stable because they did not fall, or unstable because they were forced to change footfall pattern. Additionally, they may be considered more or less stable than another person based on the amplitude of corrective stepping. However, this change in footfall pattern should only be considered unstable if the task constraints restrict this stepping strategy in maintaining balance. Otherwise, the change in step may be the most effective way to respond to the disturbance.\(^\text{27}\) The relative aspect of stability is exemplified in the comparison of the maximal finite-time Lyapunov exponent and the state space analysis based on maximal Floquet multipliers. An individual may be considered locally unstable based on positive maximal finite-time Lyapunov exponents, yet considered locally stable based on maximal Floquet multipliers that are less than 1. This apparent paradox may be due to differences in time scales between analyses, such that Lyapunov exponents and Floquet multipliers evaluate fluctuations at shorter and longer time scales, respectively.\(^\text{20}\) Still, this potentially confusing issue is a reminder that understanding the demands of the task will aid in determination of the most appropriate stability measures to use. To reiterate, dynamic stability should always be defined and considered within the context and demands of the task. We will
now turn in more detail to nonlinear analysis methods that focus on assessment of dynamical processes at different spatio-temporal scales and interactions across these scales.

4. Methods to assess complexity in movement patterns

4.1. Fractal dynamics: correlations across multiple spatio-temporal scales

Physiological processes occur over a variety of spatio-temporal scales. The cooperative interaction among the processes, within and between scales, spontaneously gives rise to a mosaic of non-random, structured behavior; the newly emergent patterns of behavior constitute what is known as physiological complexity.\(^{41-43}\) A system is thought to be maximally complex when the log of its power spectrum has a 1/f\(^{α}\) structure (long-range correlations); that is, the signal presents similar properties and correlational structure at different scales.\(^{44}\) A perfectly correlated signal has an \(α = 1\). When \(α = 0.5\) movement fluctuations are considered random with no correlations (i.e., white noise). Long-range correlations that are persistent can be found in the range \(0.5 < α ≤ 1.0\) and anti-persistent correlations in the range \(α < 0.5\). An \(α = 1.5\) represents integrated white noise (brown noise) with only short range correlations, such as observed in Brownian motion.\(^{36,44}\)

Insights into the degree of complexity of the system can be gained through time series analysis of traditional gait and postural control variables such as inter-stride variability and center of pressure. As illustrated earlier, Hausdorff and colleagues used DFA analysis to show that the variability observed in stride time intervals is not random (i.e., white noise) but follows an inverse power law distribution 1/f\(^{α}\), where \(α ≈ 1\) (i.e., pink noise or long-range correlations). Similarly in free standing conditions, Duarte and colleagues found that healthy individuals also exhibited this 1/f structure during quiet upright standing.

Pink noise is a pseudo random process whereby its evolution over time is influenced by the past and present behavior of the system. Here one cannot precisely predict its evolution, but distinct events based on probability distributions can be predicted. In a behavioral context this means that no repeated movement will be performed exactly the same, but essential properties of the movement will be similar across all repetitions.\(^{47}\) Because the 1/f structure is temporally correlated across scales, any perturbation to one level will be reflected across the entire system, potentially leading to a reorganization of the body’s degrees of freedom.\(^{48}\) The ability to flexibly utilize different degrees of freedom to complete a task is a sign of systemic health, and a breakdown in the 1/f structure may point to the failing health of the system that is associated with a reduction in system complexity.\(^{47-49}\)

Lipsitz and Goldberger proposed the loss of complexity hypothesis as an explanation for loss of systemic stability with aging and disease. Within this hypothesis, aging and disease states act as constraints on the body’s degrees of freedom, thereby reducing its complexity and ability to adapt to perturbations.\(^{50}\) In this perspective reductions in effective degrees of freedom, interacting components and synergies become associated with a loss of variability and effective long-term correlations in the system. When these reductions in degrees of freedom, variability and correlational structure reach a critical threshold, injury or disease may emerge. Complexity, therefore, cannot be equated singly with variability of fluctuations about mean tendencies as has been implied in previous research.\(^{51}\) As pointed out by Lipsitz\(^{52}\) it is important to recognize the difference between variation in a signal and its complexity. For example, a reduction in the magnitude of variability, as reflected in the variation around the signal mean in Fig. 6, does not necessarily mean it is less complex.\(^{53}\)

4.2. Information theory and entropy

To measure the complexity of a biological system, movement scientists and physiologists have turned to tools from information theory. Information theory is a promising starting point because one of the main premises of the theory is focused on quantifying uncertainty. In the control of movement the coordination adopted by the body and the trajectory of the desired movement is sensitive to initial conditions. Because we seldom know the initial conditions of a body in space and how a movement will evolve, there is uncertainty in measurement. In information theory, the degree of uncertainty is measured by entropy, i.e., the amount of information needed to describe the system generating the information.\(^{53}\)

Kolmogorov–Sinai (K-S) complexity is a variant of Shannon’s original information entropy, and serves as the basis for the most commonly used complexity algorithms. K-S entropy calculates the mean rate of new information when measured

---

Fig. 6. Variability vs. complexity. Variation in a signal, such as the high amplitude deviation around the mean for the sine wave, cannot be equated with complexity. A signal can be variable but not complex (left panel), complex but not variable (middle panel), or variable and complex (right panel).\(^{52}\) Adapted with permission.
In the sinusoidal force matching task, older adults demonstrated increased complexity compared to their younger counterparts when they were instructed to produce a constant force under isometric conditions, and (2) a sinusoidal force pattern over a given time course. Using ApEn, the results demonstrated that complexity patterns only partially abided by the loss of complexity hypothesis. That is, older adults demonstrated a loss of complexity in comparison to their younger counterparts when they were instructed to produce a constant force. However, this relationship changed when the task changed from static to variable (matching a sinusoidal force pattern).* In the sinusoidal force matching task, older adults demonstrated increased complexity compared to younger participants. The increase in complexity as a function of aging and disease. A limitation of the current research using entropy is that it has been conducted primarily under steady state conditions, absent of behavioral context that we face on a daily basis. To demonstrate that changes in complexity are task dependent, Vaillancourt et al. had young and older adults perform two force production tasks: (1) a constant force under isometric conditions, and (2) a sinusoidal force pattern. Time scale factors range from 12.5 ms (factor 1) to 150 ms (factor 12). It is important to note that the 1st scale factor is the sample entropy of the original time series, typically used in previous entropy analyses such as approximate entropy (ApEn). From the this graph it is clear to see that simply using a single time scale would underrepresent the processes operating at slower frequencies. The area under the curve is the overall complexity of the system (for more details, see reference²). Adapted with permission.

4.3. Multiscale sample entropy (MSE)

Despite their algorithmic differences, ApEn and SampEn are similar in that they assess entropy on a single spatio-temporal scale. As mentioned previously, the human body is organized in a hierarchical fashion with processes occurring on a variety of different time scales that interact with one another. To understand how constraints on the system (e.g., injury) impact its function it is important to consider the structure of the variability as well as the fluctuations occurring across all of the time scales. To address entropy changes across different time scales, Costa and colleagues developed the MSE technique. The analysis first coarse grains the original time series through averaging points inside non-overlapping windows. The number of points being averaged inside of the window is dependent upon the number of scale factors being used; SampEn is then calculated on each newly created time-series. The result is a series of SampEn values across all time scales (Fig. 7). An advantage the MSE technique is that it allows a more detailed understanding of the physiological signal and may potentially identify differences in time scales that are contributing to the observed pattern of behavior. Research using the MSE technique has so far primarily focused on the overall impact of different time scales on the entropy measure. *A priori insights into sensorimotor processes at different time scales and how different diseases and or expertise impact these are needed to optimally utilize the MSE approach.

4.4. Entropy changes under different organism and task constraints

The loss of complexity hypothesis has been valuable in determining the impact of different organismic constraints that emerge as a function of aging and disease. A limitation of the current research using entropy is that it has been conducted primarily under steady state conditions, absent of behavioral context that we face on a daily basis. To demonstrate that changes in complexity are task dependent, Vaillancourt et al. had young and older adults perform two force production tasks: (1) a constant force under isometric conditions, and (2) a sinusoidal force pattern. Using ApEn, the results demonstrated that complexity patterns only partially abided by the loss of complexity hypothesis. That is, older adults demonstrated a loss of complexity in comparison to their younger counterparts when they were instructed to produce a constant force. However, this relationship changed when the task changed from static to variable (matching a sinusoidal force pattern). In the sinusoidal force matching task, older adults demonstrated increased complexity compared to younger participants. The increase in complexity as a function of constraints in older individuals may reflect a need for a larger number of degrees of freedom to be able to perform the task.

In a recent study in our laboratory, expert marching percussionists performed two rhythms, the 1:1 anti-phase and a 2:3 poly rhythm at a self-selected slow and fast tempo (2:3-f), in two different postures (standing on one foot and two feet). MSE analysis of the path length of the center of pressure showed a reduction in complexity for the more constrained single foot compared to the two-footed posture (reduction in SampEn; Fig. 7). However, in the one-footed stance condition complexity increased when individuals were asked to perform a manual task (playing a 1:1 drumming rhythm) compared to quiet standing; further increases in complexity for the single leg posture only were also seen when the tempo of the task increased.
(playing a 2:3 vs. 2:3-f rhythm). This original reduction in complexity from a two-legged to a one-legged stance configuration, followed by an increase in complexity during the rhythmic drumming are in line with the proposed bi-directional hypothesis related to complexity changes put forth by Vaillancourt et al.\textsuperscript{62} in which complexity is task dependent. These findings suggest that a healthy system has the ability to freeze and release degrees of freedom as needed based on the imposed task constraints. Despite a difference in cohorts, the recent results from our laboratory (expert drummers) and those from Vaillancourt et al.\textsuperscript{62} (older vs. younger individuals) suggest that complexity may not always decrease as a function of organismic and task constraints, but can instead increase or decrease depending upon the constraints imposed.

5. Adaptability and human movement

The concepts of variability, stability, and complexity discussed so far are often associated with the notion of adaptability in human movement. A highly stable system, such as a limit cycle attractor or the in-phase coordination pattern observed in bimanual movements, is very difficult to perturb. Transitioning or adapting to a new constraint or behavioral state may be very challenging in these systems. Movement variability can play a role in destabilizing these patterns. Increased variability or fluctuations are essential features of abrupt changes (or phase transitions) in movement patterns. A signature feature of a phase transition is the appearance of fluctuations in the coordination pattern. These fluctuations are characterized by an increase in variability and deviation from intended coordination pattern (e.g., anti-phase oscillations), and a large increase in the time it takes to recover from a disturbance and return to steady state (i.e., critical slowing down).\textsuperscript{63} Enhancement of fluctuations in complex systems arise due to influences of elements at a more microscopic level compared to the level of interest. These microscopic influences, together with environmental fluctuations, pull the system away from its current stable state or attractor. Fluctuations around the transition point have been observed during transitions in bimanual coordination from anti-phase to in-phase finger movements,\textsuperscript{63} during gait in the transition between walking and running,\textsuperscript{63,64} and in coordination changes in the upper body and between arms and legs in human walking.\textsuperscript{65}

From these observations it is clear that there exists a link between the stability of a coordinative pattern and the ability of the system to transition to a new state and/or adapt to new constraints imposed. Therefore, a coordinative state that is too stable and resistant to perturbations may not be the most optimal state for flexible and adaptive movements to occur. The above described patterns in which 1/f type scaling occurs appear to contain the best mix of system dynamics in which fluctuations play a critical role in forming both short- and long-term correlations that allow for both stability and adaptability in the system.

The research described here clearly shows that variations in gait as measured by various stride parameters are not random but structured in some fashion, in which early fluctuations can have an impact on the gait dynamics at a later time. Changes in the structure of this variability (i.e., more random vs. more structured 1/f type self-similar noise) may possibly identify a loss of complexity and adaptability with disease.\textsuperscript{50} Importantly, this claim requires further exploration in the human movement domain, as the link between gait patterns showing fractal fluctuations and gait adaptability has not been explored formally. The same is true for the assumed link between local dynamic stability as measured by Lyapunov exponents and overall gait stability and ability to adapt to perturbations; research on gait stability has not systematically identified these associations at this point.

6. Conclusion

In this paper we have reviewed fundamental concepts from a dynamical systems perspective as these relate to the variability, stability, and complexity of human movement. The purpose was to discuss the essential elements of and differences between the concepts of variability, stability, and complexity and how these impact movement adaptability. From this review, it is evident that these important concepts, although related, cannot be considered interchangeable and that future research should carefully distinguish between these. Variability both at the level of system output such as stride-to-stride fluctuations during gait or coordinative variability may relate to global measures of movement stability and complexity but should not be uniformly interpreted or equated with this stability or complexity. Current local dynamic stability measures using the finite-time maximal Lyapunov exponent can reveal local instabilities in movement dynamics, but the degree to which these local instabilities relate to global postural and gait stability and the ability to resist perturbations is still largely unknown. Therefore, observed reductions in local dynamic stability as measured by Lyapunov analysis will require empirical testing as to how these reductions impact ability to resist perturbations and change.

In addition, current methods such as DFA, Lyapunov analysis and various entropy techniques measure different aspects of the dynamics of the time series. We therefore strongly recommend that empirical research from a dynamical systems perspective should provide strong rationale and comparative argument for using certain analysis techniques over others. Finally, although research in human movement is beginning to show the reduction of complexity due to aging, injury, and disease, systematic studies are needed to assess and relate these reductions in complexity to adaptive capabilities of the movement system and how these complexity changes are related to different task constraints imposed.
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