FIG-OP: Exploring Large-Scale Unknown Environments on a Fixed Time Budget
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Abstract—We present a method for autonomous exploration of large-scale unknown environments under mission time constraints. We start by proposing the Frontloaded Information Gain Orienteering Problem (FIG-OP)—a generalization of the traditional orienteering problem where the assumption of a reliable environmental model no longer holds. The FIG-OP addresses model uncertainty by frontloading expected information gain through the addition of a greedy incentive, effectively expediting the moment in which new area is uncovered. In order to reason across multi-kilometer environments, we solve FIG-OP over an information-efficient world representation, constructed through the aggregation of information from a topological and metric map. Our method was extensively tested and field-hardened across various complex environments, ranging from subway systems to mines. In comparative simulations, we observe that the FIG-OP solution exhibits improved coverage efficiency over solutions generated by greedy and traditional orienteering-based approaches (i.e. severe and minimal model uncertainty assumptions, respectively).

I. INTRODUCTION

Consider a time-limited mission where a robot, equipped with mapping and localization capabilities, is tasked with autonomously exploring a large-scale unknown environment. The robot must (i) maintain an internal environment representation that encodes traversability and task-specific information, and (ii) plan risk-mitigating paths that increase the robot’s understanding of the world. All the while, the robot must account for motion and sensing uncertainty in order to plan and execute robust exploratory behaviors. To this end, we introduce a planning framework based on the orienteering problem formulation \cite{1} for solving the resource-constrained exploration problem over long horizons.
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Due to the computational constraints imposed by real-time systems, large-scale environments are commonly represented by topological graph-based structures. Equipped with this representation, the majority of exploration-driven algorithms apply one-step lookahead strategies to extend the boundary of explored space, ultimately resulting in globally sub-optimal plans. More recent approaches have found long horizon solutions using a traveling salesman problem formulation \cite{2}. However, they assume unlimited mission time and complete understanding of the environment during policy execution.

In reality, a topological graph structure representing an environment grows and changes dynamically as the robot uncovers new regions. In addition, the robot faces a risk of failure when traversing edges of the graph that is not accurately captured in the graph’s action cost. As a result, the traditional orienteering problem formulation can suffer from overly ambitious planning, which can lead to a delay in the moment where new area is uncovered in favor of maximizing an unreliable reward estimate over the mission horizon. We argue, somewhat counter-intuitively, that a greedy or time discounted incentive allows for effectively exploring
dynamic graphs, to ensure we extend the explored boundary in the near term.

To address the challenges associated with optimal long term planning in unknown environments, we propose a framework consisting of two primary components. First, we construct a multi-fidelity world representation that encodes information about the robot’s traversal risk and past sensor coverage. Then, we find long-horizon exploratory paths, robust to representation uncertainty, within the allotted mission time. Our specific contributions are as follows.

1) We construct a multi-fidelity, in terms of both time and space, world representation by combining risk and coverage information from (i) a large-scale, but outdated and sparse, topological graph-based structure, and (ii) a local-scale, but continuously updated and high resolution, metric grid-based structure.

By extracting information from both sources, we increase the coverage rate by more than 35% on average in a 30 minute run, when compared to using only the topological graph.

2) We propose a variant of the orienteering problem, called the Frontloaded Information Gain Orienteering Problem (FIG-OP), for planning paths. The FIG-OP objective is a function of both information gain and travel distance, resulting in solutions that shift, or front-load, information gain earlier in time. We introduce an algorithm for solving FIG-OP in real time based on Guided Local Search [3].

3) The proposed solution was extensively tested on physical robots in various real-world environments. It also served as the top-level planner for team CoSTAR’s entry in the Final Circuit of the DARPA SubT Challenge [4]. In addition, we ran comparative experiments in high-fidelity simulation environments that show an improvement in coverage rate over competitive baseline methods.

II. RELATED WORK

The objective of the exploration problem is to maximize sensor coverage of an unknown environment for a given mission time. The term coverage designates the area swept out by a robot’s sensor footprint [5].

Exploration schemes relying on the identification of the boundary between uncovered and covered space, regions termed frontiers, was first proposed by Yamauchi [6]. Since then, frontiers have been used extensively throughout the exploration literature [7]–[10]. Traditional frontier-based approaches construct one-step lookahead policies that maximize a utility function, accounting for expected gain of information and the cost of motion [6], [11]–[16].

Several frontier-based approaches have incorporated art gallery problem schemes in order to find coverage-optimal paths towards an unexplored boundary. Here, the objective is to find the minimum number of viewpoints that collectively maximizes coverage [2], [17], [18]. To ensure computational efficiency, Heng [18] and Cao et al. [2] approximate the coverage problem, which is inherently submodular [19], [20], as a modular orienteering problem and traveling salesman problem, respectively. While non-myopic, these approaches are limited to a local region around the robot and assume no uncertainty in coverage information during policy construction.

In order to address real-world stochasticity, the coverage problem has also been formulated as a Partially Observable Markov Decision Process (POMDP) [7], [21]. POMDP solvers find robust long-horizon policies, but require a model of the robot’s sequential action-observation process under motion and sensing uncertainty. While models have been effectively developed for short-range planning, POMDP planning at multi-kilometer scales suffer from model inaccuracy. As a result, [7] assumes no changes to the state of the environment during global policy construction, significantly simplifying the problem to one in an MDP setting where frontiers are terminal states. As a consequence, the planning horizon is severely limited, resulting in a myopic exploration policy.

The orienteering problem provides long-horizon solutions to resource-constrained problems [1]. Variants of the orienteering problem have been proposed for centralized multi-robot coverage problems [22] and persistent monitoring problems [23]. However, these methods are not exploration-driven and, thus, rely on a prior map of the environment. When applied to the exploration problem, the OP suffers from many sources of model uncertainty (e.g. sensor measurements, hazard assessment, localization, and motion execution). At a high level, we focus on the false assumption that the graph structure is preserved over the planning horizon. On the contrary, during exploration, a robot will uncover new swaths of the environment, extending the horizon of explored space and augmenting its understanding of the world.

Next, to address the aforementioned model uncertainty, we introduce an OP variant, FIG-OP, where the objective...
is designed to shift information gain earlier in time while simultaneously maintaining the long-term efficiency of the traditional OP.

III. PROBLEM FORMULATION

Given an a priori unknown environment, our objective is to construct a long-horizon path that provides global guidance to frontier regions so as to maximize information gathered over a predefined time budget. To solve this problem, we propose a variant of the Orienteering Problem that produces solutions that frontload information. We call this framework the Frontloaded Information Gain Orienteering Problem (FIG-OP).

We assume a graph-based environment representation 

\[ G = (N, E) \]

with nodes \( N \) and edges \( E \). Nodes are discrete areas in space that represent frontiers, and edges represent actions. More precisely, we define an action to be a traversal from node \( n_i \in N \) to a node \( n_j \in N \), connected by an edge \( e_{ij} \in E \). Each edge \( e \) in the graph has an action cost \( a(e) \).

Path \( p \) is a non-repeating sequence of nodes. \( N(p) \) and \( E(p) \) denote the set of nodes and edges along path \( p \), respectively. We define \( a_p(n_i) \) to be the total action cost associated with traversal from the root node \( n_0 \) to node \( n_i \) along the edges in \( p \). More specifically, for any node \( n_i \in p \), we define

\[
a_p(n_i) = \sum_{e \in E(p_{0:i})} a(e),
\]

where \( a(e) \) is the action cost associated with edge \( e \), and \( p_{0:i} \) is the contiguous subsequence of \( p \) from the root node \( n_0 \) to node \( n_i \).

When visiting a node \( n_i \) on graph \( G \), the robot collects information gain \( IG(n_i) \geq 0 \), i.e., the amount of new area uncovered. Let us now consider a frontloading function \( F \) that inflates information gain based on the accumulated action cost until the time of collection. We wish to solve the optimization problem for FIG-OP as:

\[
\max_p \sum_{n_i \in N(p)} F(a_p(n_i)) \cdot IG(n_i) \quad \text{FIG}
\]

subject to

\[
\sum_{e \in E(p)} a(e) \leq a_{\max} \quad \text{and} \quad p_0 = n_0,
\]

where \( a_{\max} \) is the robot’s action cost budget. The purpose of the function \( F \) is to favor solutions where frontiers are visited in the near term. To this end, we define \( F \) as follows:

\[
F(a) = 1 + k_1 \cdot S\left(\frac{a - k_2}{k_3}\right),
\]

where \( S \) is the reversed logistic function \( S(x) = \frac{1}{1 + e^{-x}} \), and amplitude \( k_1 \), inflection point \( k_2 \), and steepness \( k_3 \) are positive shaping parameters of \( F \) (see Fig. 4). The frontloading function \( F \) exhibits the following properties that make it suitable for long-horizon exploration planning where model uncertainty is high.

1) **Model Uncertainty Compensation**: To account for uncertainty in the time required to map the area beyond a frontier region, \( F \) inflates information gain for frontiers within a local neighborhood of the robot, effectively expediting the moment in which new area is uncovered. As a result, policies are constructed according to a more optimistic model of the environment where frontiers likely lead to large unexplored swaths. By biasing towards short term information gain, we visit frontiers earlier in time with the expectation that they will significantly alter our world understanding by exposing new opportunities for information gathering. See Fig. 2.

2) **Long-Term Efficiency**: As action cost \( a \) goes to infinity, \( F \) converges to 1, reducing Eq. (1) to the standard OP formulation. By maintaining this long-term reward incentive, we assume a level of reliability in our environment model. We find that this policy-encoded foresight helps the robot gather more information over the mission time horizon. In essence, FIG-OP strikes a strategic balance between short and long-term information gain (Fig. 3).

3) **Solution Regularization**: In contrast with the widely-adopted exponentially decaying function \( E(a_p) = e^{-\frac{a_p}{\lambda}} \), \( F \) is most sensitive to action cost \( a_p \) at its inflection point \( k_2 \). This is a critical feature since local action costs, computed on the metric map are continuously updated, and thus are prone to fluctuations when estimates of traversability risk unexpectedly change (see Section IV). With this in mind, the inflection point \( k_2 \) can be selected to regularize the solution, i.e. lessen the path’s susceptibility to locally fluctuating estimates. We find that this logistic form reduces detrimental oscillatory behavior and improves coverage performance (Fig. 4).

We solve the FIG-OP using a receding horizon approach, where a model of the environment is constructed from
the current state and used for planning at each iteration. By replanning regularly, the robot can adapt to unforeseen changes in the environment, such as newly uncovered areas or changing action costs.

IV. FIG-OP REPRESENTATION

We introduce a multi-fidelity world representation for efficient evaluation of FIG-OP in Eq. 1. First, we define the two sources of information, namely Local Metric Maps and Global Topological Maps at the base of our methodology. Then, we introduce our proposed graph structure for effectively solving the FIG-OP problem. After defining the information gain metric adopted, we provide our approach for computing action costs for the edges in the graph.

A. Environment Representations

The robot must always maintain an internal representation of its environment. Traditionally, these representations have fallen under one of two categories: topological maps or metric maps [24]. Topological maps are graph-based structures constructed by separating a space into a set of non-intersecting regions based on sensed features (e.g. frontiers). Since its resolution is dependent upon the complexity of the environment, topological maps are typically compact and scale well to large environments. Metric maps, meanwhile, are agnostic to environment complexity and divide the space into identical cells to form a grid structure. When compared to topological maps, metric maps are easily constructed and maintained. However, since the grid must resolve detailed features in the environment, metric maps can suffer from large space and time complexities [25]. For compactness, versatility and fidelity, we extract and combine information from a local metric map and a global topological map for computation of the exploration reward and travel cost.

Local Metric Map: To capture local traversability risk at a high resolution, we employ a rolling, fixed-sized grid structure \( M = \{m_i\} \), which is centered at the robot’s current position [26]. This metric map, which is constructed by aggregating local point-cloud sensor measurements, captures mobility stressing features in the environment, such as obstacles, slopes, and ground roughness. We denote \( m_i \) as a cell in the grid-based map. Then, using the geometric planner proposed by Fan et al. [26], we define \( \rho^l(m_i, m_j) \) as the instantaneous cost of the risk-minimized path between cells \( m_i \) and \( m_j \).

Global Topological Map: To capture the global exploration state at multi-kilometer scales, we use a sparse bidirectional graph structure \( G^g = (N^g, E^g) \), formulated as the Global Information Roadmap by Kim et al. [7]. This topological map is globally fixed and consists of two mutually exclusive subsets of nodes: breadcrumbs \( n^g_{i,b} \in N^g \) and frontiers \( n^g_{i,f} \in N^g \). Breadcrumbs are generated in the robot’s wake and capture covered traversable spaces in the environment. Alternatively, frontiers are generated at the boundary between explored and unexplored areas and, thus, capture uncovered traversable spaces. Given the topological map \( G^g \), we define the action cost \( \rho^g(n^g_i, n^g_j) \) of traversal between two nodes \( n^g_i \) and \( n^g_j \) as the distance associated with the shortest path, computed by applying Dijkstra’s algorithm over the weighted graph. The edge weights are computed between two nodes within a neighborhood using the above geometric planner over the metric map. Due to range and computational limitations, edge weights are computed only once, despite changes in risk assessment over time.

B. FIG-OP Graph Structure

We propose a multi-fidelity complete graph structure \( G = (N, E) \), which combines information from both the local metric map and the global topological map (Fig. 1). To reduce the size of the search space, a node \( n_i \in N \) designates a cluster of frontiers in the topological map, determined using the DBSCAN algorithm [27]. Functions \( f_s() \) and \( f_p() \) map a cluster centroid to a metric cell and topological node, respectively. Every node pair \( (n_i, n_j) \) is connected by an edge \( e_ij \in E \). Practically, we assume that by visiting one frontier in the cluster, any neighboring frontier in the cluster is accessible within a predefined distance.

C. Information Gain

We define information gain \( IG(n^g_i) \) to be the expected area that can be uncovered by reaching a frontier node \( n^g_i \) on the topological map. Frontier segments are detected on the metric map using an omnidirectional LiDAR sensor at a range \( r_{sense} \), based on the Fast Frontier Detector method.
Fig. 5: The FIG-OP graph combines low-fidelity action costs computed on the topological map (blue) and high-fidelity action costs computed on the metric map (red). Here, the topological-based and metric-based paths between two frontiers are displayed on the top layer. By using the more accurate metric-based path, FIG-OP finds a path that "closes a loop" on the topological map – a critical feature for accurately estimating action costs globally.

Since the occupancy of cells beyond \( r_{\text{sense}} \) cannot be reliability determined \(^{[29]}\), we do not count the number of cells expected to be visible to the robot as it travels along an edge. Instead, we define \( IG(n_i^n) \) as a function of the approximated breadth and depth of the uncovered area beyond a frontier node. Frontier breadth is estimated by measuring the length (i.e. number of metric map cells) of the frontier segment. Frontier depth is estimated by attempting to associate the frontier segment with segments detected at longer ranges using connected component analysis. Frontiers that can be associated with long-range segments have larger depth values.

**D. Multi-Fidelity Action Cost**

Since the topological map consists of sparsely sampled nodes and maintains edge weights based on outdated risk information, it can only provide a crude estimate of the traversal cost between two clusters \( n_i \) and \( n_j \). To overcome this weakness, we compute traversal costs over the metric map for clusters located within its bounds based on the most up-to-date traversal risk assessment. We combine both metric and topological information to form a multi-fidelity cost estimate:

\[
a(e_{ij}) = \begin{cases} 
\rho^l(f_l(n_i), f_l(n_j)), & \text{if } f_l(n_i), f_l(n_j) \in M \\
\rho^g(f_g(n_i), f_g(n_j)), & \text{otherwise.}
\end{cases}
\]

Eq. (1). See lines 3 and 17 in Alg. 1.

**Algorithm 1 FIG-GLS: Front-loading variant of Guided Local Search**

**Input:** Graph \( G \), previous solution \( B_{t-1} \), new frontiers \( F \)

1. \( S \leftarrow \text{Construct}(G, B_{t-1}, F) \)
2. \( B_{\text{solution}} \leftarrow S \)
3. \( B_{\text{cost}} \leftarrow \text{cost}(S) \) \( \triangleright \) Using equation (1)
4. \( \text{AlgLoop} \leftarrow 0 \)
5. \( \text{while AlgLoop} \leq \text{MaxAlg} \)
6. \( \text{AlgLoop} \leftarrow \text{AlgLoop} + 1 \)
7. \( \text{LsLoop} \leftarrow 0 \)
8. \( \text{while Solution improved and LsLoop} \leq \text{MaxLs} \)
9. \( \text{LsLoop} \leftarrow \text{LsLoop} + 1 \)
10. \( S \leftarrow \text{TSP}(S) \)
11. \( S \leftarrow \text{Swap}(S) \)
12. \( S \leftarrow \text{BackwardSwap}(S) \)
13. \( S \leftarrow \text{Insert}(S) \)
14. \( S \leftarrow \text{Replace}(S) \)
15. \( \text{if cost}(S) > B_{\text{cost}}: \)
16. \( B_{\text{solution}} \leftarrow S \)
17. \( B_{\text{cost}} \leftarrow \text{cost}(S) \) \( \triangleright \) Using equation (1)
18. \( \text{else if } S = B \)
19. \( \text{if not disturbed before} \)
20. \( S \leftarrow \text{Disturb}(S) \)
21. \( \text{else} \)
22. \( S \leftarrow \text{Swap}(S) \)
23. \( S \leftarrow \text{BackwardSwap}(S) \)
24. \( \text{return } B \)
25. \( \text{if AlgLoop} = \text{MaxAlg}/2 \)
26. \( S \leftarrow \text{Disturb}(S) \)
27. \( \text{return } B \)

We introduce three notable changes to \(^{[3]}\):

1) Solutions are evaluated, i.e. the path cost is computed, according to the revised FIG-OP objective function Eq. (1). See lines 3 and 17 in Alg. 1.

2) Two procedures, \( \text{Swap} \) and \( \text{BackwardSwap} \), are introduced to explore different orderings of nodes within a solution and increase the objective value. \( \text{Swap} \) iterates over the path in a forward direction. To encourage front-loading high information gain frontiers, \( \text{BackwardSwap} \) considers switching nodes in reverse order. If the path objective remains the same, the swap is conducted if the total path cost is decreased.

3) Every iteration, we seed FIG-OP with the previous solution updated with newly generated frontiers inserted at the front of the path.

The complexity of this sub-optimal solver grows quadratically with the number of frontier clusters in the graph, which scales similarly to commonly adopted polynomial-time motion planners.

**VI. EXPERIMENTS**

We perform simulation studies and real-world experiments with a four-wheeled vehicle (Husky robot) and a quadruped (Boston Dynamics Spot robot) in order to evaluate our proposed algorithm. The robot is equipped with custom sensing and computing systems \(^{[30]}\)–\(^{[32]}\), and the entire autonomy stack runs in real-time on an Intel Core i7 processor with 32 GB of RAM. The stack relies on a multi-sensor...
TABLE I: For each listed algorithm, the average coverage metric over 5 runs in a simulated maze and subway environment is displayed. Standard deviations are provided in parenthesis.

| Method       | Coverage Rate (m²/min) | 30 min Coverage (m²) | Planning Time (s) |
|--------------|------------------------|----------------------|-------------------|
| FIG-OP (ours)| 150.3 (7.4)            | 4577 (165)           | 0.22 (0.42)       |
| OP           | 121.7 (6.3)            | 3822 (275)           | 0.12 (0.34)       |
| Greedy       | 154.3 (8.0)            | 4646 (257)           | 0.02 (0.04)       |
| FIG-LF       | 113.5 (7.0)            | 3468 (250)           | 0.15 (0.42)       |

| Method       | Coverage Rate (m²/min) | 95% Coverage Time (min) | Planning Time (s) |
|--------------|------------------------|------------------------|-------------------|
| FIG-OP (ours)| 163.7 (20.5)           | 12.07 (1.53)           | 0.08 (0.08)       |
| OP           | 142.8 (14.1)           | 13.71 (0.98)           | 0.05 (0.06)       |
| Greedy       | 135.4 (17.2)           | 14.64 (1.83)           | 0.01 (0.01)       |
| FIG-LF       | 130.8 (19.4)           | 14.47 (2.15)           | 0.09 (0.56)       |

fusing framework, the core of which is 3D point cloud data provided by LiDAR range sensors [33]. To evaluate planner performance in both simulation and real-world, we compute coverage [m²] as the accumulated area within the robot’s sensor footprint during a run. Throughout this section, we detail how our experimental findings validate core features of our proposed method.

A. Simulations

We demonstrate FIG-OP’s performance in a simulated subway and maze environment. We compare the performance of FIG-OP against the following frontier-based exploration planners in the simulated subway and maze environments.

1) FIG-OP: Proposed method where FIG-OP (k₁ = 1, k₂ = 50, and k₃ = 10) is solved over the multi-fidelity complete graph G using Alg. 1.
2) FIG-OP with Low-Fidelity Action Costs (FIG-LF): Modification to the proposed method where all action costs are computed on the topological graph G9.
3) Greedy: Myopic planner that selects the frontier with the smallest action cost based on G [6].
4) OP: Long-horizon planner where the orienteering problem is solved over G using GLS algorithm in [3].

Simulation results are provided in Figs. 6 and Table I.

Model Uncertainty Compensation: The effectiveness of FIG-OP’s greedy incentive is most evident in the maze environment. The maze consists of a large irregular network of passages. Most passages lead to long unexplored branches, a fact which is not encoded in the robot’s model of the environment due to sensing limitations. As a result, in many cases the information gain assigned to a frontier underestimates the frontier’s true value. Due to its false assumption of no model uncertainty, the OP method suffers in this setting since it plans over the full mission horizon by maximizing an unreliable reward estimate. On the other hand, both FIG-OP and greedy approaches perform well since frontiers, leading to long unexplored branches, are visited earlier in the plan.

Long-Term Efficiency: The effectiveness of FIG-OP’s long-horizon planning is most evident in the subway environment. The subway consists of interconnected, polygonal rooms. Near the beginning of the mission, the environment model is inaccurate since frontiers represent large swaths of space, and the model changes drastically as these frontiers are visited. Hence, FIG-OP and the greedy algorithm exhibit a higher coverage rate than OP, as shown in Fig. 6c. As the mission progresses and frontiers no longer represent large areas (i.e. model uncertainty reduces), then the coverage rate for the greedy method decreases. Meanwhile, OP and FIG-OP exhibit high coverage rates as they efficiently collect the remaining information in the environment. By strategically balancing greedy incentive and long-horizon efficiency, FIG-OP
OP explores 95% of the subway faster (on average) than the greedy and OP methods, as shown in Fig. 6b.

**Multi-Fidelity World Model:** We compare FIG-OP with its low-fidelity action cost counterpart FIG-LF, Table I. We find that integrating information from the metric map significantly improves coverage capabilities in both simulation environments, with a notable 35% improvement in coverage rate in the maze environment.

### B. Field Tests

We extensively tested our FIG-OP solution on physical robots in a subway system, mine, and storage facility. During hardware tests, FIG-OP was integrated within the larger autonomy framework PLGRIM, introduced in [7]. That is, the planning system onboard the robot alternates between a local viewpoint-based planner and a global frontier-based planner (i.e., FIG-OP). Fig. 8 show the findings from an autonomous exploration run in a mine.

**Solution Regularization:** The benefits of the solution regularization provided by FIG-OP is most notably demonstrated in a real-world environment where traversability risk estimates fluctuate. Using traversability risk estimates from the mine run (Fig. 8), we evaluated path regularization based on different forms of the frontloading function $F$ in Eq. 2. Our findings in Fig. 4 indicate that our proposed logistic form regularizes the solution over consecutive planning episodes. As a result, the robot can maintain continuous velocities, which is essential for rapid exploration.

### VII. Conclusion

We present a novel planning framework for autonomous exploration of large-scale complex environments under mission time constraints. Our proposed formulation FIG-OP is a generalization of the orienteering problem where the robot does not have access to a reliable environment model. FIG-OP compensates for model uncertainty by incorporating a greedy incentive that shifts information gain earlier in time. We solve FIG-OP over a multi-fidelity world representation, and demonstrate its ability to strike an effective balance between near- and long-term planning through an extensive test campaign.
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