Abstract

In this expository article, we discuss the rank-derangement problem, which asks for the number of permutations of a deck of cards such that each card is replaced by a card of a different rank. This combinatorial problem arises in computing the probability of winning the game of ‘frustration solitaire’. The solution is a prime example of the method of inclusion and exclusion. We also discuss and announce the solution to Montmort’s ‘Probleme du Treize’, a related problem dating back to circa 1708.

This revised version incorporates corrections requested by Steven Langfelder to the historical remarks.

1 Frustration solitaire and rank-derangements

In the game of frustration solitaire, you shuffle a deck of cards thoroughly—at least 13 times—so that by the time you’re done all orderings of the deck are equally likely. Now you run through the deck, turning over the cards one at a time as you call out, ‘Ace, two, three, four, five, six, seven, eight, nine, ten, jack, queen, king, ace, two, three, . . . ,’ and so on, so that you end up calling out the thirteen ranks four times each. If the card that comes up ever matches the rank you call out as you turn it over, then you lose.
The rank-derangement problem asks for the number of permutations of a deck of cards such that after the permutation, every card has been replaced by a card of a different rank. We denote this number by $R_{13}$, where the subscript 13 is there to remind us that there are 13 different ranks. More generally, the rank-derangement problem asks for the $R_n$, the number of rank-derangements of a $4n$-card deck containing cards of $n$ different ranks in each of four suits. Of course we could generalize the problem still further by varying the number of suits, but we won’t get into that here.

To see the connection between the rank-derangement problem and frustration solitaire, imagine that the deck starts out in the order: ace through king of spades, ace through king of hearts, ace through king of diamonds, ace through king of clubs. Starting with this ordering, you win if the permutation you do when you shuffle is a rank-derangement, which happens with probability $R_{13}/52!$.

Now of course you probably didn’t start with this particular ordering, unless you just won at one of the more conventional kinds of solitaire. But because we’re assuming that after the shuffle all orderings are equally likely, your probability of winning doesn’t depend on what order the deck started in, so your probability of winning is still going to be $R_{13}/52!$.

By the way, the special ordering we’ve just been discussing is not at all the ordering of a brand new deck of Bees or Bicycles, or practically any other brand of top-quality playing cards. New decks come in quite a different ordering, and the particular ordering that they come in is very important if you are going to be playing certain special games like bore or new age solitaire, and are only planning on shuffling the deck seven or eight times. We’re not going to say anything more about that here. We just didn’t want to give you the wrong impression about the order of the cards in a new deck.

2 Historical background

The roots of the rank-derangement go back to a gambling game closely resembling frustration solitaire that was studied long ago by the Chevalier de Montmort.

In 1708 Pierre de Montmort published the first edition of his book Essay d’Analyse sur les Jeux de Hazard (Analytical Essay on Games of Chance). He was inspired by recent work of James Bernoulli in probability. Montmort hoped that, by applying techniques developed by Bernoulli to analyze com-
mon card and dice games, he could show people that certain of their methods of play based on superstitions should replaced by more rational behavior. One of the games that he analyzed was *Jeu de Treize* (Thirteen). This game was played as follows:

One person is chosen as dealer and the others are players. Each player puts up a stake. The dealer shuffles the cards and turns them up one at a time calling out, ‘Ace, two, three,…, king’, just as in frustration solitaire. If the dealer goes through the 13 cards without a match he (or she?) pays the players an amount equal to their stake, and the deal passes to someone else. If there is a match the dealer collects the players’ stakes; the players put up new stakes, and the dealer continues through the deck, calling out, ‘Ace, two, three,…’. If the dealer runs out of cards he resuffles and continues the count where he left off. He continues until there is a run of 13 without a match and then a new dealer is chosen.

Montmort’s ‘Probl`eme du Treize’ was to find the expected value of this game to the dealer. The answer, found by Peter Doyle in 1994,
which as you can see is something like .8. The solution, which we will not discuss here, involves having the computer solve something like 4 million variations on the frustration solitaire problem.

Montmort first considered the problem of finding the probability that there would be a match before getting through the first 13 cards. He started by assuming that the deck had only 13 cards all of the same suit and showed that the probability of getting no match is very close to $1/e = 0.3678\ldots$, so the probability of getting a match is very close to 0.6321\ldots. He used the method of recursion to derive this result, thus giving the first solution to the problem we now call the ‘derangement problem’, or ‘hat-check problem’, which we will discuss below.

In later correspondence with Nicholas Bernoulli, Montmort found that, for a normal 52 card deck, the probability of getting through 13 cards without a match is 0.356\ldots, so the dealer wins the first round of Treize with probability 0.643\ldots (Note that the dealer does a little better on the first round with a 52 card deck than with a 13 card deck.) Thus Montmort showed that the dealer has a significant advantage even without considering the additional winnings from further rounds before giving up the deal.

The game of Treize is still mentioned in some books on card games, but in forms not so advantageous to the dealer. In one version, the dealer deals until there is a match or until 13 cards have come up without a match. If there is a match on card $n$, he or she wins $n$ from each player.

The current interest in the problem came from a column of Marilyn vos Savant\[9\]. Charles Price wrote to ask about his experience playing frustration solitaire. He found that he rarely won and wondered how often he should win. Marilyn answered by remarking that the expected number of matches is 4 so it should be difficult to get no matches.

Finding the chance of winning is a harder problem than Montmort solved because, when you go through the entire 52 cards, there are different patterns for the matches that might occur. For example matches may occur for two cards the same, say two aces, or for two different cards, say a two and a three.
We learned about the more recent history of the problem from Stephen Langfelder. He was introduced to this card game by his gypsy grandmother Ernestine Langfelder, and he named it ‘frustration solitaire’. He was 15 in 1956 when he learned of the game and tried to find the chance of winning, but he found it too hard for him. Langfelder nevertheless was determined to find this probability. As he grew older he became better able to read math books but this was certainly not his specialty. He found references that solved the problem, but the authors left out too many steps for him to follow their solutions. He persevered and, with hints from his reading, was finally able to carry out the computations to his satisfaction, ending his long search for the answer to this problem. The most complete discussion that he found was in Riordan [6], who found the solution using the method of rook polynomials. Riordan also showed that $R_n \approx \frac{1}{e^n}$ as $n$ tends to infinity.

3 The derangement problem

As noted above, the rank-derangement problem is a variation on the well-known derangement problem, which asks for the number $D_n$ of permutations of an $n$-element set such that no object is left in its original position. The derangement problem is also known as the hat-check problem, for reasons that will suggest themselves.

In the current context, the derangement problem arises as follows: Again you shuffle the deck, and turn the cards over one at a time, only now you call out, ‘Ace of spades, two of spades, three of spaces, . . . , king of spades, ace of hearts, two of hearts, three of hearts, . . . ’, and so through the diamonds and clubs. If you ever name the card exactly, you lose. The problem of winning this game is $D_{52}/52!$.

4 The principle of inclusion and exclusion

The derangement problem can be solved using a standard method called the principle of inclusion and exclusion. The method is nothing more than a systematic application of the notion that if you want to know how many students belong to neither the French Club nor the German Club, you take the total number of students, subtract the number in the French Club, subtract
the number in the German Club, and add back in the number who belong
to both clubs.

The principle of inclusion and exclusion, together with its application to
the derangement problem, is beautifully discussed in Ryser’s Carus Mono-
graph [8]. (This series also includes the critically acclaimed monograph of
Doyle and Snell [5] on the fascinating connection between random walks and
electric networks.)

5 Solution of the derangement problem

Applied to the derangement problem, the principle of inclusion and exclusion
yields the following for the number of derangements:

\[
D(n) = \text{total number of permutations of } \{1,2,\ldots,n\} \\
- \sum_{\{i\}} \text{number of permutations fixing } i \\
+ \sum_{\{i,j\}} \text{number of permutations fixing } i \text{ and } j \\
- \ldots \\
= n! - n(n - 1)! + \binom{n}{2}(n - 2)! - \ldots \\
= n! \left(1 - \frac{1}{1!} + \frac{1}{2!} - \ldots + \frac{(-1)^n}{n!}\right).
\]

We write the formula in this way to emphasize that the ratio \(D(n)/n!\),
which represents the probability that a randomly selected permutation of
\(\{1,2,\ldots,n\}\) turns out to have no fixed points, is approaching

\[
1 - \frac{1}{1!} + \frac{1}{2!} - \frac{1}{3!} + \ldots = \frac{1}{e}.
\]

6 Solution of the rank-derangement problem

The derangement problem is tailor-made for applying the method of inclusion
and exclusion. In the case of rank-derangements, a little care is needed in
applying the principle, but we maintain that with sufficient experience you
can pretty much just write down the answer to problems of this sort.
By analogy with the solution of the derangement problem, where we used inclusion and exclusion on the set of fixed points, here we will use inclusion and exclusion on the set of rank-fixed points, that is, cards that get replaced by cards of the same rank. However in the present case, instead of classifying a set of cards only according to its size, we must keep track of how the set intersects the 13 different ranks.

Specifically, we associate to a set $S$ of cards the parameters $m_0, m_1, m_2, m_3, m_4$, where $m_0$ tells how many ranks are not represented at all in the set $S$, $m_1$ tells how many ranks are represented in the set $S$ by a single card, and so on.

For example, the set $S = \{ AKQJ \spadesuit, AKQ \heartsuit, A \diamondsuit, A \clubsuit \}$ has parameters $m_0 = 9, m_1 = 1, m_2 = 2, m_3 = 0, m_4 = 1$.

We are trying to determine $n(\emptyset)$, the number of permutations whose rank-fixed set is empty. According to the principle of inclusion and exclusion,

$$n(\emptyset) = \sum_S (-1)^{|S|} N(S).$$

The parameters $m_0, m_1, m_2, m_3, m_4$ that we’ve chosen have two key properties. The first is that we can easily determine the number $s(m_0, m_1, m_2, m_3, m_4)$ of sets $S$ having specified values of the parameters:

$$s(m_0, m_1, m_2, m_3, m_4) = \binom{13}{m_0, m_1, m_2, m_3, m_4} 1^{m_0} 4^{m_1} 6^{m_2} 4^{m_3} 1^{m_4}.$$ (For each of the 13 ranks, decide whether there will be 0, 1, 2, 3, or 4 rank-matches, and then decide which specific cards will be rank-matched.)

The crucial second property of these parameters is that they are enough to determine $N(S)$:

$$N(S) = 1^{m_0} 4^{m_1} (4 \cdot 3)^{m_2} (4 \cdot 3 \cdot 2)^{m_3} (4 \cdot 3 \cdot 2 \cdot 1)^{m_4} (52 - |S|)!.$$ (Choose how the $|S|$ rank-matches come about, and then distribute the remaining $52 - |S|$ cards arbitrarily.)

Plugging into the inclusion-exclusion formula yields

$$R_{13} = \sum_{m_0 + m_1 + m_2 + m_3 + m_4 = 13} (-1)^{|S|} s(m_0, m_1, m_2, m_3, m_4) N(S)$$
\[
\sum_{m_0+m_1+m_2+m_3+m_4=13} (-1)^{|S|} \binom{13}{m_0, m_1, m_2, m_3, m_4} \cdot 16^{m_1} 72^{m_2} 96^{m_3} 24^{m_4} (52 - |S|)!
\]

where \(|S| = m_1 + 2m_2 + 3m_3 + 4m_4\). Substituting in for \(|S|\) gives

\[
R_{13} = \sum_{m_0+m_1+m_2+m_3+m_4=13} (-1)^{m_1+m_3} \binom{13}{m_0, m_1, m_2, m_3, m_4} \cdot 16^{m_1} 72^{m_2} 96^{m_3} 24^{m_4} (52 - (m_1 + 2m_2 + 3m_3 + 4m_4))!.
\]

In the more general case of \(n\) ranks we have

\[
R_n = \sum_{m_0+m_1+m_2+m_3+m_4=n} (-1)^{m_1+m_3} \binom{n}{m_0, m_1, m_2, m_3, m_4} \cdot 16^{m_1} 72^{m_2} 96^{m_3} 24^{m_4} (4n - (m_1 + 2m_2 + 3m_3 + 4m_4))!.
\]

### 7 Exact values and asymptotics

Evaluating the expression we have obtained for \(R_{13}\) gives

\[
R_{13} = 130930217555117716293104500025992252530876343362019257020678406144
\]

and

\[
R_{13}/52! = \frac{4610507544750288132457667562311567997623087689}{284025438982318025793544200005777916187500000000} = 0.01623272746719463674\ldots
\]

Looking at what happens when \(n\) gets large, we find by a straight-forward analysis that

\[
\lim_{n \to \infty} R_n/(4n)! = e^{-4} = 0.0183156388873418029\ldots
\]

This makes good sense, since the expected number of rank-fixed cards is 4, and we would expect that when \(n\) is large the number of rank-matches would be roughly Poisson-distributed. Probably the current situation is covered by the theory of asymptotically independent events developed by Aspval and
Liang [1] in their analysis of the dinner table problem, but we haven’t checked into this yet. Evidently \( p_n = R_n/(4n)! \) is still pretty far from its asymptotic value when \( n = 13 \). Checking larger values of \( n \), we find that

\[
\begin{align*}
p_{20} &= 0.01695430844136377527 \ldots \\
p_{50} &= 0.01776805714328362582 \ldots .
\end{align*}
\]

8 Other problems of the same ilk

The rank-derangement problem is a prime example of the use of the principle of inclusion and exclusion. We referred earlier to Ryser’s book [8] as a good place to read about inclusion-exclusion. Further examples can be found in the beautifully-written and thought-provoking article ‘Non-sexist solution of the ménage problem’, by Bogart and Doyle [2], and the references cited there.

A key feature of the application of inclusion-exclusion to the rank-derangement problem is that the quantity \( N(S) \) does not depend solely on \( |S| \), and a little care is needed to identify the parameters to sum over. Other problems of this kind are the dinner-table problem (see Aspvall and Liang [1] and Robbins [7]), and the problem of enumerating Latin rectangles (see Doyle [4]).
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