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A Novel PID Control Strategy Based on Improved GA-BP Neural Network for Phase-Shifted Full-Bridge Current-Doubler Synchronous Rectifying Converter
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In this paper, a phase-shifted full-bridge current-doubler synchronous rectifying converter (PSFB-CDSRC) based on IGBT and its control strategies are studied. In the main circuit, a current doubling synchronous rectifying circuit based on IGBT is presented to further reduce the power loss of power devices. Moreover, in the control strategy, in view of the existing researches, the basic BP neural network PID control performance of the rectifying converter still can be further improved. Therefore, this paper combines the quasi-Newton algorithm and traditional GA to propose an improved GA-BP (IGA-BP) neural network to further improve PID control performance. The simulation results demonstrate that the maximum efficiency of 5 V/500 A rectifying converter based on the proposed circuit scheme can reach 94.1%, and the rectifying converter has a good performance of excellent waveform and wide range of load. IGA-BP neural network PID control responds fast and reaches the stable state quickly in comparison with that controlled by the GA-BP neural network control strategy, and the steady-state time can be reduced by 10.5% through using IGA-BP neural network control strategy. This study can provide a valuable guidance and reference, not only in circuit scheme but also in the optimal PID control strategy for design of the high-efficiency DC/DC rectifying converter with higher power in the future.

1. Introduction

The full-bridge DC/DC converter has been widely applied in high power DC/DC converters owing to its higher utilization and flexible control methods. Zero Voltage Switch (ZVS) is chosen as the common control method which does not need auxiliary switch, but there is a serious problem of duty cycle loss in the secondary. Literature [1, 2] analyzed the working process of the phase-shifted full-bridge ZVS DC/DC converter with isolating capacitance, focused on the influence of isolating capacitance on the performance of the converter, and described the detail of the principle of compensating the duty cycle loss through reasonable allocation between isolating capacitance and leakage inductance of transformer. However, the mentioned method reduces the ZVS range of the lagging arm and increases the voltage stress of the rectifying diode. In the applications of low voltage and high current of the rectifier, the improvement of power efficiency is limited by the power loss generated by the forward voltage drop of the rectifying diode. Literatures [3–5] presented IGBT to replace MOSFET in main circuit to reduce power loss. Literature studies [6, 7] used the double-current synchronous rectifying technology on the secondary side of the
transformer, and combined the current-doubler rectifying technology with the synchronous rectifying technology, which not only realized the ZVS of the full-bridge switching transistor, but also improved the insufficient soft switch of the secondary synchronous rectifying, and improved the current ripple by doubling the current. In literatures [8, 9], IGBT is used in phase-shifting full-bridge circuit and MOSFET is used in secondary side synchronous rectifying circuit of transformer. The power loss of main circuit and each switching state of switch tube are analyzed in detail. However, in exiting researches, only MOSFET was taken into account to be used to achieve double-current synchronous. Based on the above analysis, this paper proposes new technique to be used to achieve double-current synchronous rectifying converter. Some candidate evolutionary algorithms [15–17] for improving GA-BP neural network are as follows: gradient descent that has the convergence rate slows down near the minimum. Newton’s method is an iterative algorithm, each step needs to solve the inverse matrix of Hessian matrix of the objective function, and the calculation is more complex. It has second-order convergence. Quasi-Newton methods do not need the information of second derivative; they are more effective than Newton method. Conjugate gradient is a method between steepest descent method and Newton method; it is more suitable for solving large linear and nonlinear equations.

Therefore, the quasi-Newton algorithm is selected to improve genetic algorithm BP (IGA-BP) neural network. Through conducting modelling and simulation in MATLAB, the effectiveness, rapidity, stability, accuracy, and robustness of IGA-BP neural network as the optimal PID control strategy are verified.

2. Circuit System Design

2.1. Phase-Shift Full-Bridge Current-Doubler Synchronous Rectifying Converter. For decreasing power loss of power devices, reducing ripple factor of output current, in this paper, a topology of phase-shift full-bridge current-doubler synchronous rectifying converter (PSFB-CDSRC) is illustrated in Figure 1. The main circuit is used on the primary side of the transformer, and a current-doubler synchronous rectifier is used on the secondary of the transformer. The main circuit consists of four switch transistors $Q_{1} \sim Q_{4}$, a resonant inductor $L_{r}$, an isolation capacitor $C_{b}$, a transformer $T$, and two clamping diodes $D_{7}$ and $D_{8}$. $C_{1} \sim C_{4}$ and $D_{1} \sim D_{4}$ are the junction capacitance and reverse parallel diodes of $Q_{1} \sim Q_{4}$, respectively. The circuit of the transformer secondary consists of synchronous rectifiers $Q_{5}$ and $Q_{6}$, filter inductors $L_{f1}$ and $L_{f2}$, and output filter capacitance $C_{f}$. In phase-shifting control, the forward arm consists of $Q_{1}$ and $Q_{2}$, and the lag arm consists of $Q_{3}$ and $Q_{4}$.

2.2. Design of Closed-Loop Control System. For the double closed-loop control system, in the general design procedure, firstly, the current inner loop is designed. Secondly, the closed-loop transfer function of the current inner loop is taken as a part of the voltage loop, and then the outer voltage loop is designed.

The control block diagram of the current inner loop is shown in Figure 2. $G_{ic}(s)$ is the compensation element of the current loop. The output current $i_{o}$ passes through the current loop gain $K_{i}$ as the feedback signal and then passes through the error amplifier and compensates to generate the error signal $V_{e}$. The pulse width signal is generated by the module $K_{PWM}$, which depends on the size of $V_{e}$. The signal can adjust the output voltage by changing the switching rate of the driving circuit.

Closed loop transfer function of current inner loop can be written as

$$G_{i}(s) = \frac{G_{ic}(s) G_{id}(s) K_{PWM}}{1 + G_{ic}(s) G_{id}(s) K_{PWM}}. \quad (1)$$

According to the transfer function of the inner current loop, the output current value is independent of the current compensation network, only depending on the current given value and the current sampling value. Therefore, the current loop can be equivalent to a proportional part of the voltage loop.

In practical circuits, the current closed-loop transfer function can be further equivalent as

$$G_{i}(s) = \frac{1}{K_{i}}. \quad (2)$$
The inner voltage loop control block diagram with equivalent current closed-loop transfer function is illustrated in Figure 3. $G_{\text{vd}}(s)$ is the transfer function of duty ratio $d(s)$ of PSFB-CDSRC to output $V_d(s)$. $G_i(s)$ is the current closed-loop transfer function, $K_v(s)$ is the transfer function of feedback network, and $G_{\text{cv}}(s)$ is the transfer function of compensation network of voltage loop.

The transfer function after compensation is written as

$$ G(s) = G_{\text{vc}}(s) G_i(s) G_{\text{vd}}(s) K_v(s). \quad (3) $$

By substituting $G_{\text{vd}}(s) = (V_d(s)/d(s)) = ((V_{\text{in}}/n)/0.5L_f C_f s^2 + (0.5C_f R_{\text{eq}} + (L_f / R_f)) s + (R_{\text{eq}}/2L_f) + 1)$, $K_v(s) = 1$, $G_i(s) = (1/K_i)=10^3$, $L_f = 1 \mu\text{H}$, $C_f = 0.5 \text{ mF}$, $R_{\text{eq}} = (2L_f f_d/n^2)$, $R_L = 0.01 \Omega$ the parameters of the system into equation (3), $G(s)$ is obtained as

$$ G(s) = \frac{12 \times 10^3}{2.5 \times 10^{-8} s^2 + 5.025 \times 10^{-3} s + 1.05} G_{\text{vc}}(s). \quad (4) $$

The transfer function of controller compensation $G_{\text{vc}}(s)$ is obtained as

$$ G_{\text{vc}}(s) = 1.3059 \times \frac{1 + 0.00014s}{s}. \quad (5) $$

The Bode diagram of the system after correction can be obtained in Figure 4. The phase margin of the system is 22 deg, and the crossing frequency $W_c$ is 6.48 kHz, which meets the requirements of stability for the system.

### 3. Design of BP Neural Network PID Control Based on Improved GA

#### 3.1. BP Neural Network PID Controller

BP neural network PID is a control technology that uses its self-learning ability to adjust system parameters. Based on PID control, BP neural network PID inherits the stability and robustness of traditional PID control and combines the quick learning and adaptive ability of BP neural network. The two control methods complement each other very well. Therefore, they occupy a place in the nonlinear control system. The classical PID controller directly performs the closed-loop control on the controlled object, and the three parameters $K_p$, $K_i$, and $K_d$ are adjusted online modes. However, these three parameters interact with each other and reinforce or cancel each other within a certain range, consequently, which results in that they are difficult to be controlled. In order to solve this problem, a PID controller based on BP neural network is proposed in the literature [18]. Its structure is demonstrated in Figure 5, which is used to determine the best PID parameters.

In the case of a discrete model, the classical incremental digital PID control algorithm is expressed as

$$ u(k) = u(k-1) + K_p [e(k) - e(k - 1)] + K_i e(k) + K_d [e(k) - 2e(k - 1) + e(k - 2)]. \quad (6) $$

#### 3.2. BP Neural Network

BP neural network is a three-layer forward artificial neural network composed of the input layer, hidden layer, and the output layer. In this paper, there are 3 neurons in the input layer and 2 neurons in the output layer, and the number of hidden layers and the number of neurons in each hidden layer are not determined, which depends on simulation results. The structure of BP neural network is illustrated in Figure 6. Inputs are output voltage $V_{dc}$, output voltage error $e$, and PI controller output value of the previous $y_{\text{last}}$, respectively. Outputs are $K_p$ and $K_i$, respectively.
The prediction error of BP neural network is not sensitive to the change of weight value, the error gradient changes very little, the number of iterations is large, and the convergence speed is slow. The gradient descent method is easy to fall into local optimum in the process of backward error propagation [19]. Therefore, in practical application, it is necessary to use one certain optimization algorithm to optimize the BP neural network prediction model.
3.3. Principle and Performance Analysis of IGA

3.3.1. Improved GA. First of all, GA needs to determine the scope of search space to form the initial population of genetic space. In order to select the expected individuals, an appropriate fitness function needs to be set, which is the objective function of this paper. By simulating the principle of population mating, individuals with higher adaptability are selected to mate with each other to produce excellent individuals; at the same time, some parts of the variables to be solved are randomly modified to mutate new individuals and continue to select individuals with stronger adaptability; the above process is cycled until the termination conditions are met to obtain the optimal solution [20, 21]. This paper combines GA with quasi-Newton method to improve the convergence speed and avoid falling into local optimum; the flow chart of the improved GA is shown in Figure 7. Firstly, GA is used for initial optimization, and the optimization process ends when the search scope is reduced to a certain extent. Secondly, the optimal solution obtained by GA is used as the initial value of quasi-Newton method for accurate optimization; when the process of quasi-Newton method is terminated, whether the optimal solution meets the expectation is judged. If the optimal solution meets the expectation, it will be output as the final result. Otherwise, the GA will be used for a certain number of iterations, and the optimal solution will be output as the final result. IGA does not need to find the exact solution, as long as the number of individuals is enough to cover the possible optimal solution [22].

3.4. Design of IGA-BP Neural Network. In the process of BP neural network training, the weights and thresholds are generated randomly. According to the characteristics of chromosomes in genetic evolution, the weight and threshold of BP neural network are coded. The initial population is formed by a certain method, and the error function of BP neural network is taken as the fitness function. The optimal individuals are screened by gene operation, and the corresponding optimal chromosome is used as the weight and threshold of BP neural network. This paper proposes IGA to optimize the weights and thresholds of BP neural network; the following aspects are mainly taken into account.

3.4.1. Encoding Style. Since the weights and thresholds of IGA-BP neural network are real numbers, the real coding scheme is used to encode the weights and thresholds. The topological structure of BP neural network is \(3 \times 20 - 2\); the length of coding is \(L = 3 \times 20 + 20 \times 2 + 2 = 122\). If the population size is too small, the training accuracy of the network will be reduced. If the population size is too large, the convergence speed of the network will be slowed down. In this paper, according to the actual experiment, the population size of 20 was selected.

3.4.2. Selection of Fitness Function. The absolute value of the error between the predicted value of samples of the PID control and the expected value as the individual fitness function is expressed as
\[
f(ai) = \text{abs}(yi - ti),
\]
where \(i = 1, 2, 3, \ldots, n\); \(n\) is the number of training samples; \(yi\) is the expected value of the \(i\)th sample of BP neural network; and \(ti\) is the predicted value the \(i\)th sample.

Therefore, the IGA-BP neural network model takes the sum of the absolute value of the error between the predicted values of the PID control and the expected value as the global fitness function expressed as
\[
F = \sum_{i=1}^{n} f(ai).
\]
The lower the fitness value obtained, the smaller the sum of the absolute errors and, therefore, the better the network performance reached.

3.4.3. Strategies for Genetic Manipulation. Genetic operations include selection, crossover, and mutation. The probability of each individual selected is determined by the fitness. The larger the individual fitness value, the easier it is to be selected. The crossover probability is set to 0.7 and the mutation probability is set to 0.4.

The selection operator is roulette. The probability of individual \(ai\) being selected is
\[
P(ai) = \frac{f(ai)}{F}.
\]

When the individual adopts the real number coding, the crossover operation of two different chromosomes \(am\) and \(an\) at \(j\) position is
\[
\begin{align*}
    a^i_{m,j+1} &= a^i_{m,j} + (1 - b) + a^i_{n,j} b, \\
    a^i_{n,j+1} &= a^i_{n,j} (1 - b) + a^i_{m,j} b.
\end{align*}
\]

When the mutation operator mutates the \(j\)th gene of the \(i\)th individual with a certain probability, the mutation operator acts as
\[
\begin{align*}
    a_{ij} + \frac{R(g_{\text{max}} - g)}{g_{\text{max}}} (a_{ij} - a_{\text{min}}), & \quad R > 0.5, \\
    a_{ij} + \frac{R(g_{\text{max}} - g)}{g_{\text{max}}} (a_{\text{min}} - a_{ij}), & \quad R \leq 0.5.
\end{align*}
\]

Roulette is used as the selection operator in genetic algorithm, \(f(ai)\) is the selection probability of each individual roulette method. \(a^j_{m}\) and \(a^j_{n}\) are the parents of genes; \(a^i_{m,j+1}\) and \(a^i_{n,j+1}\), respectively, are the upper and lower limits of gene which are the offspring after crossing; \(b\) is a random number within \([0, 1]\); \(a_{\text{max}}\) and \(a_{\text{min}}\), respectively, are the upper and lower limits of the gene; \(g\) is the current number of iterations; \(g_{\text{max}}\) is the maximum number of iterations; \(R\) is a random number within \([0, 1]\).

The flow chart of IGA-BP neural network prediction is depicted in Figure 8.

\[
\begin{align*}
    a_{ij} \leftarrow a_{ij}, & \quad R > 0.5, \\
    a_{ij} \leftarrow a_{ij} + \frac{R(g_{\text{max}} - g)}{g_{\text{max}}} (a_{ij} - a_{\text{min}}), & \quad R \leq 0.5
\end{align*}
\]
3.5. Analysis of Prediction Accuracy. $K_p$ and $K_i$, predicted by BP neural network, GA-BP neural network, and IGA-BP neural network are obtained in Figures 9 and 10, respectively.

The error values of $K_p$ predicted by the three models can be obtained in Figure 9, among which the prediction error of BP neural network is within ±0.01, and the error fluctuates greatly; the error of GA-BP neural network is within ±0.005, which is less than that of BP neural network; and the error of IGA-BP neural network is within ±0.0004. Therefore, it is obvious that IGA-BP neural network has the minimum prediction error of $K_p$.

The error values of $K_i$ predicted by the three models can be obtained in Figure 10. Among them, the prediction error of BP neural network is within ±0.5; the error of GA-BP neural network is within ±0.02, which is less than that of BP neural network; and the error of IGA-BP neural network is within ±0.005. Therefore, it is obvious that IGA-BP neural network has the minimum prediction error of $K_i$. 

---

**Figure 7:** The flow chart of IGA.

**Figure 8:** The flow chart of IGA-BP neural network model prediction.
Figure 9: Error of $K_p$. (a) Error of BP. (b) Error of GA-BP. (c) Error of IGA-BP.

Figure 10: Error of $K_i$. (a) Error of BP. (b) Error of GA-BP. (c) Error of IGA-BP.
Therefore, the prediction result of the optimized model is better than that of the traditional BP network. The result of GA-BP model is better than that of BP network. Because the convergence of IGA is better than that of GA, the prediction result of IGA-BP prediction model is the closest to the actual value of PID.

Three models reflect the general situation of PID parameter prediction, and the error results are summarized in Table 1. The mean square error of GA-BP neural network is smaller than that of BP neural network, and the mean square error of IGA-BP neural network is the smallest. Consequently, the prediction accuracy of BP neural network is low, and the prediction effect is unstable; however, the prediction accuracy of IGA-BP neural network is the highest, which is suitable for the prediction of PID parameters.

4. Simulation and Analysis
4.1. Simulation Parameters. In this paper, MATLAB/Simulink is used to establish the simulation model of phase-shifted full-bridge DC/DC rectifier converter with current-doubler synchronous rectifier. Main parameters of the circuit are summarized in Table 2.

The parameters of the optimized neural network PID are summarized in Table 3. Major part of the calculation process is as follows.

Input of input layer:
\[ x_i = [y_{\text{last}}, e, V_{dc}]. \]  

Sum of hidden layers:
\[ \text{web}_i = \sum_{i=0}^{n} w_{ij} \cdot x_i. \]  

Output of hidden layer:
\[ z = \frac{e^{\text{web}_i} - e^{-\text{web}_i}}{e^{\text{web}_i} + e^{-\text{web}_i}}. \]  

Sum of output layers:
\[ \text{web}_{jk} = \sum_{i=0}^{n} w_{jk} \cdot z_j. \]  

Output of the Output layer is PI coefficients, namely, \( K_P \) and \( K_I \); they compose an array as
\[ y = \frac{e^{\text{web}_j}}{e^{\text{web}_k} + e^{-\text{web}_k}}. \]  

Output of PID controller:
\[ y = y_{\text{last}} + K_P(1) \cdot (e - e_{\text{last}}) + K_I(2) \cdot e. \]  

Prediction structure of BP neural network can be obtained in Figure 11.

4.2. Analysis of Simulation Results. The switching states of \( Q_1, Q_2, Q_3, \) and \( Q_4 \) can be obtained in Figure 12, respectively, and \( VS_1, VS_2, VS_3, \) and \( VS_4 \) are the corresponding driving signals of \( Q_1, Q_2, Q_3, \) and \( Q_4, \) respectively. \( VS_1 \) and \( VS_4 \) are phase shifted and the conduction time is interleaved. The state between \( VS_2 \) and \( VS_3 \) is the same state between \( VS_1 \) and \( VS_4 \). Therefore, \( VS_1 \) and \( VS_4 \) as a whole are interleaved with \( VS_2 \) and \( VS_3 \), which accords with the characteristics of phase-shifting full-bridge circuit. \( SR_1 \) and \( SR_2 \) are the driving signals of the synchronous transistors \( Q_5 \) and \( Q_6 \), respectively, which are generated by \( VS_1 - VS_4 \).

The voltage and current of the lagging leg can be obtained in Figure 13. It is obvious that the voltage and current of the two switches are interleaved; consequently, zero voltage turn-on is realized.

The voltage and current of the secondary side of the transformer can be obtained in Figure 14. The output voltage and current of the inverter circuit are ideal square wave alternating current.

Figure 15 shows the efficiency of the rectifying converter based on different power devices. Under the same input and output conditions, it can be seen that the efficiency of current-doubler synchronous rectifying converters (CDSRC) is always higher than that of the rectifying converter using common current-doubler rectifier (CDRC). And the efficiency can be increased approximately 2.3% at the maximum efficiency. Moreover, results indicate that the efficiency is up to 92% above and the highest efficiency is up to 94.1% in a range of load of 1/3 and rated load. It is proved that the synchronous rectification technology plays an important role of improving the efficiency in the rectifying converter. Compared with the secondary side power converter using MOSFET rectifying converter, the rectifying converter based on IGBT designed in this paper has a smaller power loss and a higher efficiency.

The current of two filter inductors of current-doubler rectifier can be obtained in Figure 16(a), and the stable load current obtained by different control algorithms can be obtained in Figure 16(b). For PSFB-CDSRC, the currents generated by PID algorithm and IGA-BP neural network algorithm are synthesized by two filter inductors, and the ripple amplitudes are almost the same. Compared with the conventional PSFB model, it is obvious that the PSFB-CDSRC has a smaller ripple factor and a better performance.

Performances of different PID control strategies are obtained in Figure 17. Under the same conditions, the voltage overshoot exists in PID and BP neural network PID control; however, GA-BP neural network PID and IGA-BP neural network PID can achieve no overshoot. When IGA-BP neural network PID is used, the voltage and current reach steady state at 0.095 s and are maintained at 5 V/500 A. When GA-BP neural network PID is used, the voltage and current reach steady state at 0.105 s and are maintained at 5 V/500 A. Therefore, in the response speed,
IGA-BP neural network PID is faster than GA-BP neural network PID; IGA-BP neural network PID has a better steady state performance and is suitable for phase-shift full-bridge current-doubler synchronous rectification DC/DC rectifying converter.

In this study, the maximum output power (the rated power) of the rectifying converter is 5 V × 500 A = 2.5 Kw which corresponds the maximum allowed rated load $R_L = 0.01 \Omega$. To verify the wider load ranges of the rectifying converter, the different loads $R_L$ of 10% = 0.1 \Omega, 20% = 0.02 \Omega, 50% = 0.025 \Omega, 80% = 0.0125 \Omega$ corresponding to the rated power of 10%, the rated power of 50%, the rated power of 80% are set up, respectively. Moreover, in order to further test the adjustment ability of the rectifying converter...
according to the load changes, the load is increased up to its 10% at 0.1 s, and the increased part is removed at 0.2 s. Test results are obtained in Figure 18. Therefore, the phase-shift full-bridge current-doubler synchronous rectifying circuit can achieve ZVS of all switches in a wide load range and then output the stable voltage and the current. The test results demonstrate that, compared with the conventional PID, IGA-BP PID can quickly reach the stable state when the load changes, and IGA-BP neural network PID has smaller fluctuations of voltage and current.
Figure 14: Voltage and current of the secondary side. (a) Voltage of transformer. (b) Current of transformer.

Figure 15: The efficiency of the rectifying converter with different power devices.

Figure 16: Continued.
Figure 16: Filter inductor current and the load current. (a) Current of the filter inductors. (b) Load current.

Figure 17: Voltage and current control effects.

Figure 18: Continued.
5. Conclusions

In this paper, the phase-shifting full-bridge topology and current-doubler synchronous rectification are combined to compose the main circuit of the entire system. The resonant inductor and the junction capacitance of IGBT are used to construct the quasi-resonant circuit, which realizes the full-bridge switch ZVS. The rectifying converter adopts current-doubler synchronous rectification based IGBT in the secondary of the transformer, which can reduce the switching loss and decrease the current ripple. Simulation results verify that the maximum efficiency of 94.1% of 5 V/500 A rectifying converter can be reached in range of load of 1/3 and rated load; consequently, the efficiency can be increased approximately 2.3% at the maximum efficiency, which indicates that the rectifying converter has a good performance of excellent waveform and wide range of load. On the basis of the proposed main circuit, taking into account the fact that only basic BP neural network PID control was analyzed in exiting researches, this paper presents an IGA-BP neural network PID control strategy to further improve the PID control performance of the rectifying converter, which can effectively compensate for the shortcomings of BP neural network. Comprehensive test results demonstrate that, under the same conditions, GA-BP neural network PID and IGA-BP neural network PID can achieve steady state without overshoot. When IGA-BP neural network PID is used, the voltage and current reach steady state at 0.095 s and are maintained at 5 V/500 A. When GA-BP neural network PID is used, the voltage and current reach steady state at 0.105 s and are maintained at (5 V/500 A); the steady-state time can be reduced by 10.5% through using IGA-BP neural network control strategy, which indicates that IGA-BP neural network PID control strategy can realize the optimal PID control for phase-shift full-bridge current-doubler synchronous rectifying converter, some other new advanced optimization algorithms should be studied in the future.
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