Learning reduced-order models of quadratic control systems from input-output data
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In this paper, we address an extension of the Loewner framework for learning quadratic control systems from input-output data. The proposed method first constructs a reduced-order linear model from measurements of the classical transfer function. Then, this surrogate model is enhanced by incorporating a term that depends quadratically on the state. More precisely, we employ an iterative procedure based on least squares fitting that takes into account measured or computed data. Here, data represent transfer function values inferred from higher harmonics of the observed output, when the control input is purely oscillatory.
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1 Introduction

With an ever-increasing availability of measured data in many engineering fields, the need for incorporating measurements in the modeling process has steadily grown over the last decades. The main challenge lies within effectively using the available data in order to construct models that can accurately represent the dynamics of the underlying dynamical process. Sometimes, in order to satisfy accuracy requirements, the fitted models might have large dimension and hence are not suitable for fast numerical simulation. Hence, it is of interest to compute reliable reduced-order surrogate models instead.

Model reduction is commonly viewed as a methodology used for reducing the computational complexity of large scale complex models in numerical simulations. The goal is to construct a smaller system with the same structure and similar response characteristics as the original. For an overview of conventional model reduction methods, we refer the reader to the books [1, 2, 11]. In this work, we assume that the nonlinear systems to be modeled contains quadratic nonlinearities. This class of systems is of interest since most smooth nonlinear systems can be exactly reformulated as quadratic or quadratic-bilinear (QB) systems (provided that the nonlinearities are analytical). MOR methods specifically tailored for reducing QB systems have been proposed in [8, 9]. For a general overview on system-theoretical nonlinear MOR approaches, see [6].

This work concentrates on non-intrusive model reduction methods. These represent a class of methodologies that do not necessarily require access to the original model (described, e.g., by matrices or other operators), but only to measured data (in the frequency or in time domain). The method that is in the center of the current study is the Loewner Framework (LF). It is a data-driven model identification and reduction technique that was originally introduced in [17]. Using only measured input-output data in the frequency domain, it directly constructs reliable surrogate models. Other frequency-domain methods include vector fitting in [15] or the moment matching method in [5].

Non-intrusive methods that use time-domain data include, e.g., subspace identification in [21, 24]. Recently, other methods emerged, such as dynamic mode decomposition (DMD) in [20, 23], and operator inference (OpInf) in [10, 19]. The latter is used to learn models by means of fitting reduced-order quadratic operators that minimize...
a time-domain deviation in a least squares (LS) sense. It requires access only to snapshots of the states and its derivatives.

The method proposed in this work comes as a continuation of [14], and represents an extension of the case with bilinear nonlinearities treated in [16]. It is a non-intrusive method in the sense that we do not require access to the system’s matrices. Only measurements of higher-order transfer functions are needed (harmonic content of the observed output). To fit the linear part, we use first transfer function values only. Information from the second and the third harmonics is used to fit the quadratic part that best complements the already-fitted linear model. At first, this is done by means of a one-step approach that fits the harmonics separately. Afterwards, we propose an iterative algorithm that solves a linearized LS coupled problem (by taking into account all data). Different than earlier methods such as [14,16], in this paper we propose an adaptive iterative scheme for learning reduced-order models based on fitting input-output data corresponding to higher-order harmonics. We also take into account noisy data, in the sense that the measurements can be assumed to be corrupted by noise.

The paper is organized as follows; after the introduction, a section on quadratic control systems is provided in Section 2. It presents the state-space description of these systems together with the definition of its generalized transfer functions. Then, the classical Loewner framework for modeling linear systems is introduced in Section 3. The proposed method is detailed in Section 4 and summarized in Algorithm 1. In Section 5 we present numerical results for applying the new method on two test cases (low and high-dimensional). Section 6 states the conclusions and potential future developments, while Section 7 includes an appendix.

2 Quadratic control systems

Consider quadratic control systems that are characterized by the following equations

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Q(x(t) \otimes x(t)) + Bu(t), \\
y(t) &= Cx(t),
\end{align*}
\]

where \( E, A \in \mathbb{R}^{n \times n}, B, C^T \in \mathbb{R}^n, Q \in \mathbb{R}^{n \times n^2} \), \( u(t) \) is the control input and \( y(t) \) is the observed output. The Kronecker product of the internal variable \( x = [x_1 \cdots x_n]^T \) with itself is used in (1), i.e.

\[
x \otimes x = [x_1^2 \ x_1x_2 \ \cdots \ x_1x_n \ \cdots \ x_n^2]^T \in \mathbb{R}^{n^2}.
\]

Note also that the matrix \( E \) is considered to be invertible. For such class of systems, one can explicitly compute generalized transfer functions in the frequency domain. This is done based on Volterra series theory (we refer the reader to [22] for details). In general, the Volterra series describes the relationship between the control input and the observed output of a dynamical system with nonlinear dynamics. An explicit formulation of input-output mappings in the time domain is provided by means of the Volterra kernels. The frequency domain equivalent of these kernels is represented by the generalized transfer functions (which are multi-variate rational functions). Such functions can be derived from time-domain data by applying generalized Fourier or Laplace transformations.

Deriving analytical expressions of generalized transfer functions can be made using the harmonic input probing method in [7]. It is based on the fact that a harmonic input must result in a harmonic output. More details on approximating nonlinear operators by Volterra series are given in [12].

For simplicity, in what follows, we use a single-tone harmonic function to identify explicit formulas for the generalized transfer functions in the case of quadratic systems.

The input signal is purely oscillatory, i.e. \( u(t) = ae^{j\omega t} \), where \( \omega,\alpha > 0 \) and \( j = \sqrt{-1} \). We start by assuming that the solution of (1), i.e. \( x(t) \), can be expanded in the following power series (as done, e.g., in [22])

\[
x(t) = \sum_{m=1}^{\infty} G_m(j\omega)\alpha^m e^{mj\omega t},
\]

where \( G_m : \mathbb{C} \to \mathbb{C}^n \). For an analysis on convergence for series as in (2), we refer the reader to [22].

Substitute the relation (2) into the original differential equation (1), and hence write that:

\[
E \sum_{m=1}^{\infty} mj\omega G_m(j\omega)\alpha^m e^{mj\omega t} = A \sum_{m=1}^{\infty} G_m(j\omega)\alpha^m e^{mj\omega t} + Q \left( \sum_{m=1}^{\infty} G_m(j\omega)\alpha^m e^{mj\omega t} \right) \otimes \left( \sum_{m=1}^{\infty} G_m(j\omega)\alpha^m e^{mj\omega t} \right) + Bu(t) e^{j\omega t}.
\]

Next, in order to explicitly find a closed-form expression for \( G_m(j\omega) \), one needs to equate the coefficient of the term \( e^{mj\omega t} \), \( \forall m \geq 1 \) from both left and right sides in (3). For \( m = 1 \), it follows that \( G_1(j\omega) = \Phi(j\omega)B \) is identified, where \( \Phi(j\omega) = (j\omega E - A)^{-1} \). The first transfer function is hence given by

\[
H_1(j\omega) = CG_1(j\omega) = C\Phi(j\omega)B.
\]

Next, for \( m = 2 \), one can write that

\[
2j\omega EG_2(j\omega)\alpha^2 = AG_2(j\omega)\alpha^2 + Q \left[ G_1(j\omega) \otimes G_1(j\omega) \right]\alpha^2 \Rightarrow G_2(j\omega) = \Phi(2j\omega)Q\left[ G_1(j\omega) \otimes G_1(j\omega) \right].
\]

Hence, write the second transfer function as

\[
H_2(j\omega) = C\Phi(2j\omega)Q\left[ \Phi(j\omega)B \otimes \Phi(j\omega)B \right].
\]

By repeating this procedure, for \( m = 3 \), one can write that

\[
H_3(j\omega) = C\Phi(3j\omega)Q\left[ G_2(j\omega) \otimes G_1(j\omega) \right] + C\Phi(3j\omega)Q\left[ G_1(j\omega) \otimes G_2(j\omega) \right].
\]
By imposing the symmetry rule $Q(v \otimes w) = Q(w \otimes v)$, one can simplify the formula above as follows, i.e.,

$$H_3(j\omega) = 2C\Phi(3j\omega)Q[G_2(j\omega) \otimes G_1(j\omega)]$$  \hspace{1cm} (7)

In general, the $n$th transfer function is written as $H_n(j\omega) = CG_n(j\omega)$ and can be expressed in closed-form for any $n \geq 1$, following a similar procedure as for that used to derive (5). Based on (2), one can write the time-domain observed output in (1) as follows

$$y(t) = Cx(t) = \sum_{m=1}^{\infty} H_m(j\omega)\alpha^m e^{\alpha m t}, \hspace{1cm} (8)$$

while the frequency-domain representation is obtained by applying the Fourier transform ($F(\cdot)$) to $y(t)$, as

$$Y(j\Omega) = F(y(t)) = \sum_{m=1}^{\infty} H_m(j\omega)\alpha^m \delta(j(\Omega - \omega)), \hspace{1cm} (9)$$

where $\delta(\cdot)$ is the Dirac delta function. Hence, by analyzing the frequency content of the observed output explicitly given in (9), one can estimate transfer function values $H_m(j\omega)$ by means of the harmonic content. More precisely, we use that $H_m(j\omega) = Z_m/\alpha^m$, where $Z_m$ is the $m$th harmonic.

### 3 The Loewner framework

In this section we present a short summary of the Loewner framework (LF). For a tutorial paper on LF for linear systems, we refer the reader to [18]. The Loewner framework has been recently extended to certain classes of nonlinear systems, such as bilinear systems in [3], and quadratic-bilinear (QB) systems in [13].

The starting point for the classical LF is to collect measurements corresponding to the (first) transfer function, which can be inferred in practice from the first harmonic. The problem is formulated as follows. Given the following scalar data values partitioned into two disjoint subsets

- right data: $\{\lambda_i; w_i\}, \hspace{0.5cm} i = 1, \ldots, k$, and
- left data: $\{\mu_j; v_j\}, \hspace{0.5cm} j = 1, \ldots, k$,  \hspace{1cm} (10)

find the function $H(s)$, such that the following interpolation conditions are (approximately) fulfilled:

$$H(\lambda_i) = w_i, \hspace{1cm} H(\mu_j) = v_j.$$  \hspace{1cm} (11)

The Loewner matrix $L_e \in \mathbb{C}^{k \times k}$ and the shifted Loewner matrix $L_s \in \mathbb{C}^{k \times k}$ are defined as follows

$$L_e(i,j) = \frac{v_j - w_i}{\mu_j - \lambda_i}, \hspace{1cm} L_s(i,j) = \frac{\mu_i v_i - \lambda_j w_j}{\mu_i - \lambda_j},$$  \hspace{1cm} (12)

while the data vectors $V, W, T \in \mathbb{R}^k$ are introduced as

$$V(i) = v_i, \hspace{1cm} W(j) = w_j.$$  \hspace{1cm} (13)

The Loewner model is composed of

$$E = -L, \hspace{0.5cm} A = -L_s, \hspace{0.5cm} B = V, \hspace{0.5cm} C = W.$$  \hspace{1cm} (14)

### 4 The proposed method for learning a quadratic model from data

In this section we present the main method. As mentioned before, the contribution is based on multiple-steps learning. After going through several separated stages of approximation, we propose an algorithm for solving a coupled minimization problem (that takes into account both second and third harmonic content). The main difference between the newly-proposed method and that in [13], is that the former takes into account measurements that can be inferred from experiments, i.e., from the frequency content of the observed output.

#### 4.1 First step: learning a linear surrogate model

Using the classical Loewner framework introduced in Section 3, we first fit a linear model that matches samples of the first (linear) transfer function. Then, from samples of the second transfer function (that includes the nonlinear behavior), we are able to fit appropriate quadratic terms.

One can use the classical Loewner framework approach to directly construct a reliable reduced-order linear model $(A, B, C)$ of order $r$ from samples of the first transfer function $H_1(j\omega)$ in (4), evaluated at the $N$ sampling points $\{j\omega_1, \ldots, j\omega_N\}$. The way to compute these new matrices is by simplifying the description in (14), as follows

$$\tilde{A} = \tilde{E}^{-1}A \hspace{0.5cm} \tilde{B} = \tilde{E}^{-1}B, \hspace{0.5cm} \tilde{C} = \tilde{C}.$$  \hspace{1cm} (15)

For ease of notation, in the next sections we refer to the projected Loewner model as to the (linear) reference model and use the notation $(A, B, C)$ instead of the one in (15).
4.2 Learning a reduced-order quadratic operator from samples of the second transfer function

The next step is to fit an appropriate matrix \( Q \in \mathbb{C}^{r \times r^2} \) that supplements the linear model into a quadratic model. In this direction, it is assumed that information about the second transfer function in (5) is known at \( N \) points \( \{j\omega_1, \ldots, j\omega_N\} \). These measured sample values are stored in the vector \( \mathcal{V}^{(2)} \in \mathbb{C}^N \).

Remark 1 Higher-order transfer function values can be estimated from transformed output trajectories, when the control input is a purely oscillating signal. In this case, we need to choose \( N \) different control inputs \( u_m(t) = e^{j\omega_m t} \) for \( 1 \leq m \leq N \), and then simulate the box-model.

The problem is to find a reduced-order matrix \( Q \in \mathbb{C}^{r \times r^2} \) so that to minimize the distance between the data corresponding to the original model and the data corresponding to the learned low-dimensional model. We hence set up the minimization problem in \( r^3 \) unknowns

\[
\min_{Q \in \mathbb{C}^{r \times r^2}} \sum_{\ell=1}^{N} \left( \mathcal{H}_2(j\omega_\ell) - \mathcal{V}^{(2)}_\ell \right)^2. \tag{16}
\]

Let \( J_1 : \mathbb{C} \to \mathbb{C}^{1 \times r} \), such that \( J_1(j\omega) = C\Phi(j\omega) \). Denote with \( v_Q \in \mathbb{C}^r \) the vectorization of the matrix \( Q \in \mathbb{C}^{r \times r^2} \):

\[
v_Q = [(Qe_1)^T (Qe_2)^T \cdots (Qe_r)^T]^T. \tag{17}
\]

Here, \( e_h \in \mathbb{C}^r \) is the \( h \)th unit vector.

Proposition 4.1 The minimization problem in (16) can be equivalently written as

\[
\min_{v_Q \in \mathbb{C}^r} \|T^{(2)}v_Q - \mathcal{V}^{(2)}\|^2, \tag{18}
\]

where \( T^{(2)} \in \mathbb{C}^{N \times \omega} \) with its \( \ell \)th row given by \( (1 \leq \ell \leq N) \)

\[
e^T \mathcal{T}^{(2)} = G_1^T(j\omega_\ell) \otimes G_1^T(j\omega_\ell) \otimes J_1(j\omega_\ell). \tag{19}
\]

Note that the matrix \( \mathcal{T}^{(2)} \) introduced in (19) depends entirely on the linear (Loewner) model constructed in Section 4.1.

Hence, the problem in (18) is linear in vector \( v_Q \in \mathbb{C}^r \), and can be directly solved by means of, for example, the Moore-Penrose pseudo-inverse matrix \( T^{(2)\dagger} \). More precisely, we can write the solution vector as

\[
v_Q^{(2)} = T^{(2)\dagger}\mathcal{V}^{(2)}. \tag{20}
\]

Afterwards, one can automatically reconstruct the recovered matrix \( Q \in \mathbb{C}^{r \times r^2} \) based on the formula in (17).

Remark 2 We are using additional harmonic content instead of relying on the model learned at this stage, given by (20). The motivation is that this might not provide enough information to accurately represent the underlying dynamics.

4.3 A minimization problem formulated using samples of the third transfer function

In this case, it is assumed that values of the third transfer function in (6) are estimated (at the same points as before, i.e., \( \{j\omega_1, \ldots, j\omega_N\} \)). These measured sample values are stored in the vector \( \mathcal{V}^{(3)} \in \mathbb{C}^N \). The problem here is formulated similarly as to that in Section 4.2, but instead using measurements of the third transfer function, i.e.,

\[
\sum_{\ell=1}^{N} \left( \mathcal{H}_3(j\omega_\ell) - \mathcal{V}^{(3)}_\ell \right)^2, \tag{21}
\]

Let \( K : \mathbb{C} \to \mathbb{C}^{r \times r^3} \), explicitly given by the formula:

\[
K(j\omega) = 2 \left[ (G_1(j\omega) \otimes G_1(j\omega)) \otimes \Phi^T(2j\omega) \right] \otimes G_1^T(j\omega) \otimes J_1(3j\omega). \tag{22}
\]

Proposition 4.2 Minimizing the quantity in (21) is equivalently formulated as follows:

\[
\min_{v_Q \in \mathbb{C}^{r^3}} \sum_{\ell=1}^{N} \left( v_Q^T K(j\omega_\ell)v_Q - \mathcal{V}^{(3)}_\ell \right)^2. \tag{23}
\]

Note that the mapping \( K \) introduced in (22) depends entirely on the linear (Loewner) model constructed in Section 4.1. The problem in (23) is hence quadratic in the variable \( v_Q \in \mathbb{C}^{r^3} \). To linearize it, one can use the estimate of \( v_Q \) in (20) and replace it in (23), i.e.,

\[
\min_{v_Q \in \mathbb{C}^{r^3}} \sum_{\ell=1}^{N} \left( v_Q^T K(j\omega_\ell)v_Q - \mathcal{V}^{(3)}_\ell \right)^2 \equiv \min_{v_Q \in \mathbb{C}^{r^3}} \|T^{(3)}v_Q - \mathcal{V}^{(3)}\|^2. \tag{24}
\]

In (24), the matrix \( T^{(3)} \in \mathbb{C}^{N \times \omega^3} \) is introduced, with its \( \ell \)th row given by \( v_Q^{(2)}^T K(j\omega_\ell) \). As before, the problem in (24) is linear in vector \( v_Q \in \mathbb{C}^{r^3} \), and can be directly solved by using the Moore-Penrose inverse denoted with \( T^{(3)\dagger} \), as

\[
v_Q^{(3)} = T^{(3)\dagger}\mathcal{V}_3. \tag{25}
\]

4.4 Solving the coupled problem by means of an iteration

In this section we aim at learning a reduced-order quadratic operator \( Q \in \mathbb{C}^{r \times r^3} \) that minimizes the coupled distance between data corresponding to second and third transfer functions, as described below

\[
\sum_{\ell=1}^{N} \left( \mathcal{H}_2(j\omega_\ell) - \mathcal{V}^{(2)}_\ell \right)^2 + \sum_{\ell=1}^{N} \left( \mathcal{H}_3(j\omega_\ell) - \mathcal{V}^{(3)}_\ell \right)^2. \tag{26}
\]
Based on the results presented in the previous two sections, the coupled minimization problem is hence written as

\[
\min_{v_Q \in \mathbb{C}^{r^3}} \|T^{(2)} v_Q - \mathcal{Y}^{(2)}\|^2 + \sum_{\ell=1}^{N} \left( v_Q^T K(j\omega_{\ell}) v_Q - \mathcal{Y}^{(3)}(\ell) \right)^2.
\] (27)

Next, we present an algorithm meant to solve the non-linear problem stated in (27), by means of a fixed-point iteration scheme. Let \( \tau > 0 \) be a tolerance value.

**Algorithm 1**

1. Initialization step \((q = 0)\): first solve the linear part in (27), i.e. find the first estimate for \(v_Q \in \mathbb{C}^{r^3}\), as \(v_Q = T^{(2)} v_2\). Also, set \(\tilde{v}_Q = 0\).

   While \(|\nabla v_Q - \tilde{v}_Q| > \tau\)

   2. If \(q \geq 1\), let \(v_Q = \tilde{v}_Q\) (update vector \(v_Q\) with \(\tilde{v}_Q\)).

   3. Construct the matrix \(T^{(3)} \in \mathbb{C}^{N \times r^3}\) such that its \(\ell\)th row is given by the following formula (for \(1 \leq \ell \leq N\))

   \[
e^{T} T^{(3)} = (\nabla v_Q)^T K(j\omega_{\ell}), \tag{28}\]

   where \(K : \mathbb{C} \to \mathbb{C}^{r^3} \times r^3\) is as in (22).

   4. The problem in (27) becomes linear; rewrite it as

   \[
   \min_{v_Q \in \mathbb{C}^{r^3}} \|T^{(2)} v_Q - \mathcal{Y}^{(2)}\|^2 + \|T^{(3)} v_Q - \mathcal{Y}^{(3)}\|^2. \tag{29}\]

   5. Explicitly write the solution to (29) as follows:

   \[
   \tilde{v}_Q = \left( T^{(3)} \right)^T \left( \mathcal{Y}^{(3)} \right). \tag{30}\]

   6. \(q = q + 1\).

   end

The output of this algorithm, upon convergence, is a vector \(v_Q \in \mathbb{C}^{r^3}\). Reshape it as a matrix \(Q \in \mathbb{C}^{r \times r^3}\) and then augment the Loewner linear model in Section 4.1 by a learned quadratic model \((A, B, C, Q)\).

**Remark 3** We compute pseudo-inverses throughout Section 4 and also in Algorithm 1 be means of a SVD approach. More specifically, a threshold value \(\epsilon > 0\) is used to determine the singular values/vectors that actually enter the computations (similar to the OpInf procedure).

**Remark 4** We assume that the transfer function measurements are known at evaluation frequencies \(j\omega_{\ell}\) as well as \(-j\omega_{\ell}\). By involving data closed under complex conjugation, we are able to compute real-valued surrogate models (as described for the linear case in [4]).

**5 Test cases**

**5.1 A low-dimensional example**

Consider a simple quadratic model, as in (1), described by matrices

\[
A_o = \begin{bmatrix} -0.03 & -2 \\ 2 & -0.05 \end{bmatrix}, \quad Q_o = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0.5 & 0.5 \end{bmatrix}, \tag{31}\]

and by \(B_o = [1 \ 1]^T, C_o = [1 \ 0]\). The data consist of 40 logarithmically-spaced points (and complex conjugates) inside the interval \([10^{-0.5}, 5]\) together with evaluations of the first three transfer functions at these points. In this example, we treat the noise-free case. We will be using quadratic terms computed based on two approaches

1. the one-step solution provided in Section 4.2.
2. the solution of the iterative algorithm in Section 4.4.

Note that the linear part is perfectly recovered in the Loewner modeling stage (for both methods). The one-step estimate computed as in (20) is given by:

\[
Q^{(2)} = \begin{bmatrix} 0.9704 & 0.0854 & 0.0854 & -0.1412 \\ 0.0594 & 0.3877 & 0.3877 & -0.2789 \end{bmatrix}. \tag{32}\]

The tolerance value is \(\tau = 10^{-14}\) and after performing 45 steps of Algorithm 1, the deviation \(|\nabla v_Q - \tilde{v}_Q|\) drops below the value \(\tau\). We recover the matrix \(Q\), with an error given by \(\|Q - Q_o\|_2 = 2.0024 \cdot 10^{-14}\). Next, in Fig. 1 we depict the original measurements and the approximation errors of the second and of the third transfer functions corresponding to the two methods.

![Figure 1: Original measurements and approximation errors.](image)

Note that the method in Algorithm 1 recovers the original system, while the other one fails to approximate the third transfer function (as it can be seen in Fig. 1, right pane).
5.2 A large-scale MOR example

Consider a semi-discretized model of the Burgers’ equation of dimension \( n = 100 \) as described in [8] (the bilinear part is neglected). Consider 100 log-spaced points in the interval \( 2\pi[10^{-2}, 10^{2}] \). Data consist in samples of the first three transfer functions. Note that the measurements are corrupted with Gaussian noise with signal to noise ratio (snr) value of 60dB. In what follows, apply the method proposed in Algorithm 1.

The reduction order is chosen to be \( r = 5 \). This choice is made with respect to the first neglected normalized singular value, i.e., \( \sigma_6/\sigma_1 \approx 10^{-3} \), as it can be seen in the decay of singular values depicted in Fig. 2.

Since the LS problems could be under-determined, we are using a thresholding singular value decomposition scheme by choosing a threshold value of \( \epsilon = 10^{-3} \). Note that this is chosen in accordance to the first neglected normalized singular of the Loewner matrix. In Fig. 3, the three theoretical responses along with the noisy estimations, and also the transfer functions of the fitted reduced-model evaluated over the frequency grid.

In Fig. 4, the exponential convergence rate is illustrated. The tolerance value was set to \( \tau = 10^{-10} \). Hence, the algorithm needs 27 steps to reach this value.

In Fig. 5, the errors between the original large-scale system and the reduced one are depicted by evaluating the transfer functions on a denser grid containing 500 points.

Finally, in Fig. 6, we display the time-domain simulations when the control input is given by \( u(t) = \cos(t)e^{-0.1t} \) for \( t \in [0, 15] \). Note that the fitted quadratic model improves the approximation accuracy, as compared to the linear one.
6 Conclusion

In this paper we have proposed an iterative-based procedure for learning reduced-order quadratic models from data. Instead of employing a one step procedure as was previously proposed in other works, we devised an adaptive scheme that improves the fitted model by including information from higher-order transfer functions. The tests performed show promising results, especially with respect to robustness of the noisy case. Issues regarding the convergence of the proposed algorithm and of solving ill-conditioned LS problems will be addressed in future works. Possible research endeavors include extending this procedure to other classes of nonlinear control systems, such as quadratic-bilinear or general polynomial systems.

7 Appendix

7.1 Proof of Proposition 4.1

Using (5), one can write $H_2(j\omega)$ as follows

$$H_2(j\omega) = J_1(2j\omega)Q[G_1(j\omega) \otimes G_1(j\omega)].$$

(33)

From (33), using properties of Kronecker product, we get that

$$(G^T_1(j\omega) \otimes G^T_1(j\omega) \otimes J_1(2j\omega)) v_Q = H_2(j\omega).$$

(34)

For all $\omega = \omega_i$, with $1 \leq \ell \leq N$, collect the $N$ equalities in (34) into matrix format, and hence, Proposition 4.1 is proven.

7.2 Proof of Proposition 4.2

One can write the function $G_2$, evaluated at $j\omega$, as

$$G_2(j\omega) = \Phi(2j\omega)Q[\Phi(j\omega)B \otimes \Phi(j\omega)B],$$

and by employing vectorization techniques, it follows that

$$G_2^T(j\omega) = v_Q^T \left[ (G_1(j\omega) \otimes G_1(j\omega)) \otimes \Phi^T(2j\omega) \right].$$

(35)

One can write the third transfer function evaluated at $j\omega$

$$H_3(j\omega) = 2J_1(3j\omega)Q[G_2(j\omega) \otimes G_1(j\omega)],$$

and by using properties of the Kronecker product, write

$$2(G_2^T(j\omega) \otimes G_1^T(j\omega) \otimes J_1(3j\omega)) v_Q = H_3(j\omega).$$

(36)

Substituting (35) into (36), it follows that

$$v_Q^T K(j\omega) v_Q = H_3(j\omega).$$
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