Abstract—With the development of cheap image sensors, the amount of available image data have increased enormously, and the possibility of using crowdsourced collection methods has emerged. This calls for development of ways to handle all these data. In this paper, we present new tools that will enable efficient, flexible and robust map merging. Assuming that separate optimisations have been performed for the individual maps, we show how only relevant data can be stored in a low memory footprint representation. We use these representations to perform map merging so that the algorithm is invariant to the merging order and independent of the choice of coordinate system. The result is a robust algorithm that can be applied to several maps simultaneously. The result of a merge can also be represented with the same type of low-memory footprint format, which enables further merging and updating of the map in a hierarchical way. Furthermore, the method can perform loop closing and also detect changes in the scene between the capture of the different image sequences. Using both simulated and real data — from both a handheld mobile phone and from a drone — we verify the performance of the proposed method.

I. INTRODUCTION

Over the last couple of years the availability of cheap image sensors — such as cameras in mobile phones — has increased immensely. This allows for fast and relatively straightforward collection of large datasets through crowdsourcing. The images can be used to create 3D maps of the environment. However, the more data there are, the heavier the computations for creating these maps will be and due to this, there is a need for faster algorithms for creating 3D maps. Furthermore, additional research on how to fuse individual maps into one global, more accurate map is needed. One use case of such algorithms can be found in the industry for self-driving cars. With a fast and accurate way to merge individual sub-maps, each car that drives in an environment could create its own local map and use that to contribute to a global map.

Estimating map parameters and sensor motion using only sensor data is referred to as simultaneous location and mapping (SLAM) \cite{1, 2} and structure from motion (SfM) \cite{3}. Classically, SLAM has focused more on the motion, while SfM has been more focused on the structure. Also, SLAM often requires that one moving camera is used, while SfM can be used for unsorted images from different cameras. Nevertheless, the two methods essentially solve the same problem, but are originating from different research fields.

When image data are used, the SfM is usually performed using bundle adjustment. The name refers to the bundle of rays going from each 3D point in space to each camera and it can be seen as a large sparse geometric parameter estimation problem, cf. \cite{4}. Bundle adjustment is commonly used both as a final step and as an intermediate step in the optimisation to prevent error buildup \cite{5, 6}. It can also be used to merge maps, by doing a new optimisation over all data at once. However, bundle adjustment is a computationally expensive process and there is a need for making these methods more efficient.

A faster method to align two maps is to use point cloud registration. One example of a commonly used method for registration is iterative closest point (ICP) \cite{7}. This does not require any knowledge of point matches between the different sets. If such matches are known, one can instead use e.g. Procrustes analysis \cite{8}. The methods for point cloud registration do not, however, solve the merging problem, but leaves a map with double representations of matching points.

When it comes to fusion of individual maps, there are different ways to do this, but many of the methods are developed for concurrent mapping. Several of them have been created to perform collaborative visual SLAM. There are examples of collaborative visual SLAM that work for several units at once and are fast enough to run in real-time \cite{9}. Many of these
examples are focused on implementations in drones flying simultaneously. In these cases, parts of the pipeline are run on the platform, while parts are computed in the cloud. The map fusion is then based on a few keyframes, to decrease the need for storage space [10]. There are also several examples where the bundle adjustment is only performed locally to decrease the computational effort [11]. In the collaborative SLAM method presented by [12] a dynamic environment is possible and several cameras can be used. However, the cameras are initialised by viewing the same scene. This simplifies the global coordinate system, but is not always applicable, since it is often the case that there are no common points for all bundle sessions. There are also studies where several cameras have been used at the same time, but when they are fixed on a stereo head [13]. All these methods are developed for simultaneous mapping using several cameras. When maps from different occasions are merged the conditions change, which gives other limitations and possibilities.

Another important problem within SfM is the ability to perform loop closure. This problem appears when a reconstruction is made iteratively on a long image sequence and some feature points reappear after some time. Due to the inherent drift and error accumulation the reappearing points will not be reconstructed at the same position as they where reconstructed initially. For the loop closure problem it is assumed that it is possible to identify which points in the images that belong to the same 3D point. When re-appearing points are detected, it is possible to utilise this information and increase the quality of the reconstruction and at the same time position these at the same 3D location. Some techniques for loop closure can be found in [14], [15], [16].

There are also examples where SLAM is solved using a Bayesian approach [17], which is faster but not as accurate as bundle adjustment [4]. The methods that are discussed so far in this paper are not only applicable to images, but work similarly for other sensor data as well, e.g. wifi [18] and audio [19], [20]. Gaining information and ideas from these fields can thus be useful for SfM as well.

In [21], a method that is a compromise between a full optimisation bundle and the Kalman filter was presented. The method was primarily evaluated on audio data together with a small experiment for image data. In this paper we develop that idea further to work automatically for SfM data from RGB images. The idea behind the method presented in [21] is that maps can be merged efficiently using only a small memory footprint from the map and the residuals. Then the merging problem can be solved linearly. For this to work on images from different datasets there is a need for a coordinate system estimator.

In this paper, we present a method for efficient and simultaneous estimation of the parameters — i.e. camera matrices and 3D points — as well as the coordinate system. The system is also adopted for partially non-overlapping data. The pre-processing of the data starts with the detection of feature point descriptors, e.g. using SIFT [22] or ORB [23], whereupon the individual maps are estimated using a SfM pipeline [24]. The data can be collected using a hand-held camera or an autonomous drone, like the one in Figure [21]. The individual maps are then fused at the same time as transformations into a global coordinate system are estimated using only the map points and a compressed representation of the Jacobian. This means that once the individual maps are computed, there is no need for saving the actual images — not even a few keyframes.

The main contribution of this paper is the generic and efficient method for merging sub-maps obtained from several image sequences. The proposed method is independent of the chosen order of the sequences and the choice of coordinate system. It is furthermore very efficient compared to making a full bundle adjustment of all image sequences together, by utilising a compact and efficient representation of each bundle, consisting of a considerably reduced number of free variables. The merging method can also be used to detect changes in a scene and to solve the loop closure problem. This is validated on both simulated and real data.

II. SFM SYSTEMS AND BUNDLE ADJUSTMENT

The pre-processing steps, such as creating the individual map representations, are not the focus of this paper. Nonetheless, we will briefly go through the theory. Many of the notations that will be used later in the paper are introduced in this section. The purpose of the individual optimisation bundles is to find the $m$ camera matrices $P_i$ and the $n$ 3D points $U_j$ that induce the image points $u_{ij}$. Each image point gives rise to two residual terms $r_{ij}$, one for each image coordinate, when it is compared to the projection of $U_j$ in camera $i$,

$$r_{ij} = \begin{bmatrix} P^k_{ij} u_{ij} - u^k_{ij} \\ P^*_{ij} u_{ij} - u^*_{ij} \end{bmatrix}.$$  \hfill (1)

Above, $P^k_i$ denotes row $k$ of camera matrix $P_i$ and $u^k_{ij}$ denotes element $k$ of $u_{ij}$. The total residual vector $\mathbf{r}$ is composed by stacking all individual residual vectors $r_{ij}$. Furthermore, we collect the unknown parameters in a structure $\mathbf{z}$, s.t.

$$\mathbf{z} = (P_1, P_2, \ldots, P_m, U_1, U_2, \ldots, U_n).$$  \hfill (2)

In the optimisation we use local parametrisations, $\Delta \mathbf{z} \in \mathcal{R}^{6m + 3n}$, around each point $\mathbf{z}_0$ in the parameter space,

$$\Delta\mathbf{z} \rightarrow \mathbf{z}.$$  \hfill (3)

While $\mathbf{z}$ contains twelve parameters for each camera, the local parametrisations only use six parameters per camera, in order to assure that the camera is composed by a rotation matrix and a translation matrix. To find out how a change $\Delta \mathbf{z}$ affects the residual $\mathbf{r}$, we compute the derivatives of the components in $\mathbf{r}$ with respect to the elements in $\Delta \mathbf{z}$. Even if we only refer to the six parameters per camera together with the 3D points we will for simplicity further on denote this Jacobian $\mathbf{J} = \partial \mathbf{r} / \partial \mathbf{z}$. The maximum likelihood estimate $\mathbf{z}^*$ of $\mathbf{z}$ is found by minimising the sum of squared residuals,

$$\mathbf{z}^* = \arg\min_{\mathbf{z}} \mathbf{r}^T \mathbf{r}.$$  \hfill (4)
Using Gauss-Newton, each step of the iterative bundle adjustment corresponds to the parameter update

$$\Delta z = -(J^T J)^{-1} J^T r.$$  

Performing the optimisation on \(N\) separate data collections results in \(N\) different parameter representations \(z^{(k)}\), where superscript index \((k)\) denotes the representation number. Some of the 3D points are visible in several representations while some are visible in only one. Note that the ordering might differ, such that \(U^{(j)}\) does not represent the same point as \(U^{(i)}\).

Once matches between the different data collections have been established, e.g. using ORB or SIFT features, the individual map representations can be merged into one global map. One way to do this would be to perform a bundle adjustment with all data from all data collections, but this could be prohibitively expensive in terms of memory and computations. Another way could be to co-registration of the point clouds, e.g. using Procrustes. The naive way to merge the maps would be to then take the average position of matching points. One drawback of this merging method is that the resulting global map is depending on the merging order.

### A. A Compact and Efficient Model for a Bundle Session

The proposed method exploits the fact that the optimal residuals from the separate bundles can be linearised to avoid the large bundles. Our bundle representation is built on theory from [21] and for completeness, we will summarise some of that theory in this section.

A key idea is to divide the unknown parameters in \(z\) into two parts \(q, s\), where \(q\) contains the parameters that potentially could match to those of other SfM sessions. The parameters in \(s\) can be thought of as auxiliary parameters. There is an interesting trade-off here. Making \(q\) larger allows for a higher number of potential matches with other SfM sessions, but requires a large memory footprint and vice versa. In this paper we use the approach that some (or all) of the 3D points go into \(q\), whereas the rest of the points and camera matrices go into \(s\).

1) **Approximating the Residual:** The parameters in \(z\) are ordered such that \(\Delta z = [\Delta q \; \Delta s]^T\). The Jacobian \(J\) is divided correspondingly, with the part that corresponds to the parameters in \(q\) denoted \(J_q\) and one that corresponds to the parameters in \(s\) denoted \(J_s\). The auxiliary parameters in \(s\) will depend on the points in \(q\) as follows

$$\Delta s = -(J_q^T J_q)^{-1}(J_q^T J_s) \Delta q.$$  

That derivative can furthermore be used to express how the residuals change if the points in \(q\) are moved. We have that

$$\Delta r = \left( J_q + J_s \frac{\partial s}{\partial q} \right) \Delta q.$$  

Furthermore, viewing the residual as a function of an update \(\Delta q\) and linearising it around an optimal point \(o\) gives the following approximation of the squared residual

$$r^T r \approx a^2 + \Delta q^T R^T R \Delta q,$$

where \(a^2 = r^T o\) and \(R\) is a triangular matrix originating from QR-decomposition of \(J_q^T o\).

Another way to view this is to form a modified residual vector \(\hat{r}\) according to

$$\hat{r} = \begin{bmatrix} a \\ R \Delta q \end{bmatrix} = \begin{bmatrix} a \\ R(q - q_{i0}) \end{bmatrix},$$

whose sum of squares is an approximation of the original sum of squares, i.e.

$$r^T r \approx \hat{r}^T \hat{r}.$$  

The linearisation decreases the memory footprint substantially compared to the original problem.

To summarise the theory from [21], the compressed representation of data consists of \((q_{i0}, a, R)\), where \(q_{i0}\) is a subset of the 3D points. Note that while \(J_q\) is a rectangular matrix, \(R\) will be quadratic and thus much smaller than \(J_q\). Despite this, it was shown in [2] that it is possible to obtain a good approximation of the residual according to Equation (8). Furthermore, once an update has been made, the rest of the points and the camera matrices can be updated using \(\partial s/\partial q\).

### B. Gauge Freedom

SfM estimates can only be determined up to an unknown choice of coordinate system, which is called gauge freedom. This involves translation, rotation and change of scale, which in total has seven degrees of freedom. A consequence of this is that the Jacobian \(J_q\) and also the matrix \(R\) has a seven-dimensional nullspace. The process of changing coordinate system is however non-linear, and therefore the approximation we presented in the previous section is only valid for points close to the optimal point \(q_{i0}\). In [21] the different maps were pre-aligned and the gauge freedom was therefore less relevant.

### III. Merging Several SfM Sessions

As we mentioned before, one way to add several individual SfM sessions would be to do a new bundle, over all data. However, this could be computationally expensive and require storing a large amount of data. The faster approach presented in [21] solved the problem linearly. Though, this did require that the individual map representations were aligned and that a number of points were visible in all maps. In this section, we generalise this further to work for any representations and handle the coordinate ambiguity. Thus, no pre-alignment is needed and that makes the approach much more flexible.

Assume that for each map \(k\) we have the compressed information as \((q^{(k)}, a^{(k)}, R^{(k)})\). Denote the global map \(q\) and let that contain some or all of the 3D points that are contained in at least one of the individual maps \(q^{(k)}\).

If \(q\) is assumed to contain \(n\) 3D points, all potential global map representations lie on a \(3n\)-dimensional manifold. Each representation can then be projected to lower dimensional
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If \(q\) is assumed to contain \(n\) 3D points, all potential global map representations lie on a \(3n\)-dimensional manifold. Each representation can then be projected to lower dimensional
spaces in which the local map representations lie. In practice, the projection \( p_k(q) \) simply means that we leave some points out, while we keep the rest, i.e. \( p_k(q) \) has the same number of points (and the same point order) as \( q^{(k)} \). However, they might be in a different coordinate system. Therefore, we apply a similarity transform \( T_k \) to obtain a local map representation. Hence, we would like \( T_k p_k(q) \) to be close to \( q^{(k)} \).

Thence, the unknowns are the global map \( q \) and the \( N \) different transformations \( T_k \). By collecting individual residuals, similar to the ones in (9), the approximate modified residuals

\[
\hat{r} = \begin{bmatrix}
  a^{(1)} \\
  R^{(1)}(T_1 p_1(q) - q^{(1)}) \\
  \vdots \\
  a^{(N)} \\
  R^{(N)}(T_N p_N(q) - q^{(N)})
\end{bmatrix}
\]  

(11)

are such that \( \hat{r}^T \hat{r} \) is approximately equal to the sum of the squared residuals for all \( N \) sessions.

Our approach to solve this problem is to bundle over \( q \) and all \( T_k \), trying to minimise (10) with \( \hat{r} \) according to (11). This bundle will be significantly smaller and faster than bundling over all the original images with the re-projection errors as loss.

One difficulty with this approach is that the approximation (8) only holds when each map \( T_k p_k(q) \) is close to its working point \( q^{(k)} \). An interesting thing to note here is that the last seven rows of \( R^{(k)} \) — the triangular matrix which comes from QR-decomposition of the Jacobian w.r.t. \( q \) of bundle \( k \) — will be zero, due to the gauge freedom. An illustration of this is given in Figure 2, where we visualise this in a lower dimension. The error function locally looks like a parabolic cylinder (illustrated with blue level curves in the figure). To force the error function to be quadratic — a paraboloid — we change the last seven rows of \( R^{(k)} \) such that they are orthogonal to the rest of the rows (see the green dashed line). The change of the last rows of \( R^{(k)} \) results in an error function that has the level curves shown by the red ellipses. By optimising over the transformation \( T^{(k)} \), we will end up at a point where the orbit is tangent to a level curve (a red curve in Figure 2). One such point could be the one marked by \( x \) in the image. Since this \( x \) is close to our working point \( o \), the linearisation is still valid and the addition of the last rows of \( R^{(k)} \) will have little undesired effect.

A. The Bundle Initialisation

The initialisation for the merge bundle can be done in several ways. We have decided to initialise \( q \) from \( q^{(1)} \), and \( T_1 \) to be the identity matrix, while we initialise the rest of the \( T_k \)'s using Procrustes analysis between matching points in \( q^{(k)} \) and \( q^{(1)} \). Points in \( q \) that are not in \( q^{(1)} \) are initialised from the other maps and \( T_k \). Initial estimates between two maps can be obtained using three point correspondences, but there are also solvers for mini-loop closure involving fewer than three points between three, four and five maps, cf. [25].
We denote the number of residuals in bundle $k$ by $\eta^{(k)}_{\text{res}}$ and the effective degrees of freedom $d^{(k)}_{\text{ dof}}$. In a bundle with $m$ cameras and $n$ 3D points, these will be $\eta_{\text{res}} = 2mn$ and $d_{\text{ dof}} = 6m + 3n - 7$, where the 7 represents the gauge freedom. Furthermore, if we assume that the merge was successful, the expected value for the merged map will be

$$E[\bar{a}^2] = E[r^T r] = \sigma^2 (\eta_{\text{res}} - d_{\text{ dof}}),$$

where $d_{\text{ dof}}$ is the effective degrees of freedom in the merge and $\eta_{\text{res}}$ is the total number of residuals. We have that $\eta_{\text{res}} = \sum_k \eta^{(k)}_{\text{res}}$, while the value of $d_{\text{ dof}}$ will depend on the overlap between the individual map representations.

Now, for the difference between $\bar{a}^2$ and all $(a^{(k)})^2$, we have

$$E \left[ \bar{a}^2 - \sum_k (a^{(k)})^2 \right] = \sigma^2 \left( \eta_{\text{res}} - d_{\text{ dof}} - \sum_k (\eta^{(k)}_{\text{res}} - d^{(k)}_{\text{ dof}}) \right).$$

Letting $\bar{a} = \bar{a}^2 - \sum_k (a^{(k)})^2$ and denoting the number of 3D points that are common in $i$ individual maps $\kappa_i$, this gives

$$E[\bar{a}] = \sigma^2 \left( \sum_k d^{(k)}_{\text{ dof}} - d_{\text{ dof}} \right)$$

$$= \sigma^2 \left( \sum_{i=1}^N 3\kappa(i-1) - 7 \cdot (N-1) \right),$$

where the factor $3\kappa(i-1)$ represents that we have locked another $3\kappa$ point coordinates $i-1$ times. We subtract by $7 \cdot (N-1)$ since all individual maps are now merged to the same coordinate system.

Furthermore, since the noise is Gaussian, the value in (17) will be a sum of $\sum_k d^{(k)}_{\text{ dof}} - d_{\text{ dof}}$ Gaussian distributed variables. Altogether, this means that for a successful merge, $\bar{a}$ should come from a $\Gamma$ distribution with the following density [25]

$$f_{\text{AV}}(x) = \frac{1}{\Gamma(v)} x^{\nu-1} e^{-\alpha x}.$$  (18)

Here, $\Gamma$ is the gamma function and

$$\alpha = \frac{1}{2\sigma^2}, \quad \nu = \frac{\sum_{i=1}^N 3\kappa(i-1) - 7 \cdot (N-1)}{2}.$$  (19)

Hence, if the merge for some reason was not successful, this could be discovered by comparing the value of $\bar{a}$ to the expected $\Gamma$ distribution. Using this, we can detect whether changes has occurred in the scene between the different mapping occasions.

The standard deviation $\sigma$ of the noise is often unknown. Nevertheless, it can be estimated as the mean of the standard deviations for the individual map representations, which in turn would be estimated according to [22] p. 47.

V. USING MERGING FOR INCREASED ROBUSTNESS

Once we know which $\Gamma$ distribution the increased error $\bar{a}$ should come from, this can be used as a hypothesis test. This could furthermore be used to increase robustness in a large SfM session. If we do a bundle over a scene and the residuals are not sufficiently small, one might suspect that there is corrupt data or outliers involved. The SfM session could then be divided to a number of parts, where SfM first is performed on each of them, resulting in a number of sub-maps. Given that the different sub-maps are divided such that they have overlap, they can be merged using our method. By merging one part at a time and checking the distribution of $\bar{a}$, it can be found where in the dataset there is corrupt data. That part can there after be divided into smaller parts, and the process can be repeated. We can by that avoid to add erroneous information to the global map, while we successfully can add the other parts which are correct.

VI. EXPERIMENTAL VALIDATION

To verify the proposed method we have run a number of experiments, both on simulated and real image data. The experiments are described in an order of increased complexity.

A. Verification on Simulated Data

First, we verified the method and the hypothesis test on simulated data. We simulated 100 3D points $U_1$ in a box of size $10 \times 6 \times 2$ and ten cameras $P_i$ pointing towards the box. The cameras were re-simulated three times to mimic three mappings. All 3D points were visible in all cameras and we added Gaussian noise with zero mean and standard deviation $\sigma = 0.05$ in the image projections. On each mapping we separately performed bundle adjustment using only the image projections $u_{ij}$, resulting in three different representations of the same scene, each given in a different coordinate system. We found matches between all three map representations and using ten of these matches in $\mathbf{q}$, we merged the maps into one global map.

We repeated the experiment above 2000 times with the same cameras and 3D points, but with different noise realisations. For each run, we saved $\bar{a}$ and finally we plotted a histogram over the result. Figure 3 shows the histogram together with the expected $\Gamma$ distribution from Equation (18). The figure clearly shows that the error follows the distribution even though we have linearised the residual according to Equation (11). This is a verification that the method works even when we are optimising over the transformations to the global coordinate system as well as the global map.
1) Early Stopping of Pre-Processing: In the previous experiment we let the individual map representations reach an optimal state before merging them. However, this is not always the case in reality, due to poorly chosen bundle thresholds or to shortage of time. In the second experiment we investigated how the system performance degrades with less optimisation in the pre-processing steps. The setup was similar; all 3D points were visible in all map representations (but only in 80% of the cameras). We used noise with $\sigma = 0.005$. We stopped the bundle for the individual maps based on the Euclidean norm of the gradient $2\mathbf{r}J$, which is obtained by differentiating (10), with the residual given by (9) and the Jacobian $J$ defined from that. The termination was set at different levels, after which we used our proposed method for merging. For comparison, we performed a large bundle on all data, and we also did Procrustes registration (using an arbitrary order) followed by averaging over matching points. The mean RMSE over 1000 runs was computed and is plotted in Figure 4. For comparison, the mean RMSE for the three individual map representations is shown as well. To compute the RMSE we first did Procrustes registration of the respective map to the true map.

Our proposed method performs better than Procrustes at all stages, and furthermore the graph is less steep than that of the individual errors, which means that some of the performance that is lost from the early stopping is recovered using our method. Finally, one can see that for small gradient norms, the system performance degrades significantly more evident when we look at the size of the bundle for different methods — one with matches between sub-maps 1-2, 2-3 and 3-4 as well as 1-4 and one where there were matches between sub-maps 1-4 as well. The first case represents what happens when you do SfM starting at one point of the room and do a loop without using any loop closing technique, while the latter uses our proposed method. We could see that our method improves the performance concerning loop closure. In most cases there was a drift in the map for the first method, but if we added matches between sub-maps 1-4 as well, this drift disappeared. Figure 5 shows how the method fails to connect the ends of the blue and the purple sub-maps in the first case, but succeeds in the second.

Running the same experiment 1000 times shows that adding matches between sub-maps 1-4 gives a reduced Euclidean distance from the ground truth in 85% of the cases, and the distance is reduced by 50% or more in 80% of the cases. In terms of RMSE, this error was less than 0.1 in 99.8% of the cases for the full bundle. This can be considered as gold standard. The corresponding value for our method with all matches was 80%; for our method without 1-4 matches 25%; and for Procrustes and averaging 7.7%. The mean RMSE within those 80% for our method was 0.038. If the merge process is unsuccessful, the RMSE value is not very suggestive, since the results are not very accurate.

Furthermore, Table I illustrates how much the memory footprint is decreased when we use our compressed error representation. The linearised residual in (8) reduces the parameters in the Jacobians from approximately 3000 × 660 to 30 × 30 compared to the full residual. This becomes even more evident when we look at the size of the bundle for the map merging, compare Equations (10) and (11). All this shows how our proposed method performs best except for the full bundle and that it therefore is a very good compromise between performance and efficiency.

B. Verification on Real Data

1) Small Bookshelf Experiment: In this experiment we made five separate data collections of a bookshelf. Between collection 2 and 3 we moved an R2D2 figure a few centimeters, see Figure 6. The individual maps were then merged pairwise in sequence — i.e. 1-2, 2-3, 3-4 and 4-5 — and compared with our previous work [21] where the transforms were visible in all map representations (but only in 80% of the cameras). We used noise with $\sigma = 0.005$. We stopped the bundle for the individual maps based on the Euclidean norm of the gradient $2\mathbf{r}J$, which is obtained by differentiating (10), with the residual given by (9) and the Jacobian $J$ defined from that. The termination was set at different levels, after which we used our proposed method for merging. For comparison, we performed a large bundle on all data, and we also did Procrustes registration (using an arbitrary order) followed by averaging over matching points. The mean RMSE over 1000 runs was computed and is plotted in Figure 4. For comparison, the mean RMSE for the three individual map representations is shown as well. To compute the RMSE we first did Procrustes registration of the respective map to the true map.

Our proposed method performs better than Procrustes at all stages, and furthermore the graph is less steep than that of the individual errors, which means that some of the performance that is lost from the early stopping is recovered using our method. Finally, one can see that for small gradient norms, the system performance degrades significantly more evident when we look at the size of the bundle for different methods — one with matches between sub-maps 1-2, 2-3 and 3-4 as well as 1-4 and one where there were matches between sub-maps 1-4 as well. The first case represents what happens when you do SfM starting at one point of the room and do a loop without using any loop closing technique, while the latter uses our proposed method. We could see that our method improves the performance concerning loop closure. In most cases there was a drift in the map for the first method, but if we added matches between sub-maps 1-4 as well, this drift disappeared. Figure 5 shows how the method fails to connect the ends of the blue and the purple sub-maps in the first case, but succeeds in the second.

Running the same experiment 1000 times shows that adding matches between sub-maps 1-4 gives a reduced Euclidean distance from the ground truth in 85% of the cases, and the distance is reduced by 50% or more in 80% of the cases. In terms of RMSE, this error was less than 0.1 in 99.8% of the cases for the full bundle. This can be considered as gold standard. The corresponding value for our method with all matches was 80%; for our method without 1-4 matches 25%; and for Procrustes and averaging 7.7%. The mean RMSE within those 80% for our method was 0.038. If the merge process is unsuccessful, the RMSE value is not very suggestive, since the results are not very accurate.

Furthermore, Table I illustrates how much the memory footprint is decreased when we use our compressed error representation. The linearised residual in (8) reduces the parameters in the Jacobians from approximately 3000 × 660 to 30 × 30 compared to the full residual. This becomes even more evident when we look at the size of the bundle for the map merging, compare Equations (10) and (11). All this shows how our proposed method performs best except for the full bundle and that it therefore is a very good compromise between performance and efficiency.
between maps were computed prior to the merging. As we see in Figure 7 the residuals are smaller when jointly estimating merge and transform. The squared residuals $\tilde{a}$ are then compared with the 99:th percentile of the $\Gamma$ distribution from Section IV. We see that change between collection 2 and 3 is correctly detected for both versions, while the previous work in previous work [21] yields smaller residuals than when estimating the transform before merging as in all the measured distances.

### Table I

Four sub-maps were merged. The table shows the size of the Jacobian for using the full residual $F$ and the linearised residual $J$ for each sub-map. The last line shows how much smaller the merging problem becomes using our method.

| Bundle session | # points | Size of full Jacobian | Size of compressed Jacobian |
|----------------|----------|-----------------------|-----------------------------|
| 1              | 200      | 3082 × 660            | 27 × 27                     |
| 2              | 200      | 2792 × 660            | 24 × 24                     |
| 3              | 200      | 3140 × 660            | 33 × 33                     |
| 4              | 200      | 3190 × 660            | 36 × 36                     |
| merge          | 784      | 12204 × 2601          | 120 × 88                    |

Fig. 6. This figure shows how the R2D2 model moved between collection 2 and 3 in the bookshelf experiment.

Note: The table shows the size of the Jacobian for using the full residual $F$ and the linearised residual $J$ for each sub-map. The last line shows how much smaller the merging problem becomes using our method.

### Figure 7

The sum of squared residuals for the merges of different dataset pairs. We see that jointly estimating the transform and 3D points during the merge yields smaller residuals than when estimating the transform before merging as in previous work [21]. Change between dataset 2 and 3 is correctly detected.

### Table II

Four datasets were collected by drone recordings. The number of 3D points and the size of the Jacobians for each dataset are shown. The proposed method makes it possible to compress the data to a $72 \times 72$ matrix for each dataset.

| Bundle session | # points | Size of full Jacobian | Size of compressed Jacobian |
|----------------|----------|-----------------------|-----------------------------|
| 1              | 999      | 18918 × 3621          | 72 × 72                     |
| 2              | 603      | 11972 × 2151          | 72 × 72                     |
| 3              | 549      | 11114 × 1989          | 72 × 72                     |
| 4              | 386      | 7596 × 1452           | 72 × 72                     |
| merge          | 2465     | 49600 × 8997          | 288 × 100                   |

### Table III

Interpoint distances between a few selected points in the office experiment before and after merging using Procrustes registration followed by averaging and our proposed method. The column to the right shows the ground truth distances.

| Pt 1 ind | Pt 2 ind | Dist (mm) one map | Dist (mm) merge Pro. | Dist (mm) merge our | Dist (mm) gt |
|---------|----------|------------------|---------------------|-------------------|--------------|
| 52      | 766      | 365              | 365                 | 220               | 213          |
| 52      | 839      | 589              | 589                 | 512               | 516          |
| 52      | 840      | 1358             | 1296                | 1264              | 1260         |
| 52      | 839      | 825              | 825                 | 834               | 840          |
| 52      | 840      | 879              | 1023                | 860               | 857          |

Table II shows the size of the Jacobian for each dataset.

Table III shows the interpoint distances between a few selected points in the office experiment before and after merging using Procrustes registration followed by averaging and our proposed method.
In this paper we have presented a new method for merging of 3D maps. The method relies on a low memory footprint representation of the individual residuals that makes it efficient even for a large amount of image data. By bundling over an approximate error, the size of the Jacobian is reduced with several orders of magnitude compared to doing bundle adjustment over all data at once. Furthermore, the method is robust and flexible in the sense that the individual sub-maps do not have to be in the same coordinate system. Our merging method can be used to add two or several maps at once and also for updating a global map using local map estimates. This can furthermore be used to perform loop closing, which is verified using both simulated and real data. Using a hypothesis test based on a statistical analysis of the error we can analyse whether the merge was successful and discover if changes has occurred in the scene between the mappings. In the future we would like to use this to develop a system that can divide a large map into several sub-maps in order to only add the parts of the map that preserves robustness. Another interesting extension would be to generalise the method to rotation averaging.

VII. CONCLUSION
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