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ABSTRACT. A matching prior at level $1 - \alpha$ is a prior such that an associated $1 - \alpha$ credible region is also a $1 - \alpha$ confidence set. We study the existence of matching priors for general families of credible regions. Our main result gives topological conditions under which matching priors for specific families of credible regions exist. Informally, we prove that, on compact parameter spaces, a matching prior exists if the so-called rejection-probability function is jointly continuous when we adopt the Wasserstein metric on priors. In light of this general result, we observe that typical families of credible regions, such as credible balls, highest-posterior density regions, quantiles, etc., fail to meet this topological condition. We show how to design approximate posterior credible balls and highest-posterior-density regions that meet these topological conditions, yielding matching priors. Finally, we evaluate a numerical scheme for computing approximately matching priors based on discretization and iteration. The proof of our main theorem uses tools from nonstandard analysis and establishes new results about the nonstandard extension of the Wasserstein metric that may be of independent interest.

1. INTRODUCTION

In both Bayesian and frequentist statistics, set estimators are used to summarize inferences about model parameters. Although both the usual frequentist set estimators (called confidence sets) and the usual Bayesian set estimators (called credible regions) satisfy many desirable properties, in general they do not enjoy the same desirable properties. Hence, there is a long-standing interest in constructing sets that have both types of desirable properties. The recent book by Datta and Mukerjee [2012] gives a detailed history.

In the literature, if a prior is associated with a credible region that is also a confidence set of the same level, then the prior is called a matching prior. Besides constructing set estimators with both good Bayesian and frequentist properties, there are other, more elaborate, justifications for studying matching priors. There is substantial interest in finding
so-called default or objective priors for Bayesian inference, and matching priors have been suggested as good candidates in this search. See, e.g., Ghosh [2011] for a survey on objective priors, including an extensive discussion of matching priors. Even for those with no interest in Bayesian statistics, matching priors are useful in constructing confidence sets with certain desirable properties [Stein, 1985, Tibshirani, 1989, Datta and Ghosh, 1995]. Although we do not attempt to survey the literature on objective and matching priors, we note that matching priors are closely related to so-called bet-proof confidence sets, as the bet-proof condition is a relaxation of the matching-prior condition [Buehler, 1959]. Bet-proof confidence sets for invariant problems were recently studied by Müller and Norets [2016].

Much of the work on existence and computation of matching priors is summarized in the survey by Datta and Sweeting [2005]. For the purposes of this article, we are most interested in distinguishing between three main lines of research on matching priors. The first concerns the construction of explicit matching priors in specific statistical models for specific families of credible regions—especially posterior quantiles, highest posterior density regions, and their posterior predictive counterparts. This explicit work generally focuses on problems that have a great deal of symmetry. For certain families of credible regions, under strong enough conditions, there is a unique matching prior that is moreover independent of the level [Severini et al., 2002]. The second and largest line of research is concerned with priors that are asymptotically matching at some rate \( c > 0 \). These are priors for which the associated credible region at level \( 1 - \alpha \) is also a confidence set at level \( 1 - \alpha + O(n^{-c}) \), where \( n \) is the number of i.i.d data points and one attempts to show that \( c \) is as large as possible; \( c = 1/2 \) is often immediate by, e.g., the central limit theorem. This subject was initiated by Welch and Peers [1963], and Datta and Mukerjee [2012] summarize modern work on the subject.

The third line of research concerns the existence of exact matching priors for general families of credible regions. Negative results abound: Datta et al. [2000, Ex. 1 and Thm. 1] gives a concrete example where matching priors for certain families of credible regions do not exist and Sweeting [2008] gives necessary conditions for the existence of an exact matching prior on \( \mathbb{R}^d \). Conversely, recent work by Müller and Norets [2016] shows that matching priors do exist for finite parameter spaces under very weak conditions. The present paper is most closely related to this third line of research, and in particular the approach of Müller and Norets. Its main contribution is to partially fill the gap between the results of Datta et al. and Müller and Norets, showing that large classes of matching priors exist for compact parameter spaces.

We use tools in mathematical logic and nonstandard analysis [Robinson, 1966] to establish our main result. These tools have been used recently to establish general complete class theorems connecting Bayesian and frequentist statistics [Duanmu and Roy, 2020]. The nonstandard analytic approach provides techniques for extending results on finite discrete spaces to continuous ones, and it seems likely that there are many more potential applications within statistics.

We mention one quirk of terminology that can be misleading. Although the term “matching prior” emphasizes the role of the prior and the literature emphasizes the role of the statistical model, questions of existence, uniqueness, and (efficient) computability of matching priors are in general answered with respect to both a fixed statistical model and a fixed family of credible regions. More carefully, a family of credible regions is in
fact a map from the collection of prior measures and points in the sample space to the collection of credible regions. Whether matching priors exist depends on both the model and the family of credible regions under consideration.

This dependence on the particular choice of family of credible regions turns out to be significant. A central contribution of this paper is the construction of families of credible regions that both yield matching priors and have many of the same desirable properties as typical families of credible regions, even when the typical families do not yield matching priors.

We look closely at two typical families: credible balls and highest posterior density regions. These families are not guaranteed, by our results, to have matching priors, due to severe discontinuity. Instead, our results produce matching priors for explicitly constructed families of credible regions that closely approximate them. We consider the Bernoulli model as a concrete example.

2. Methodological questions

Our theoretical inquiry is motivated by the following informal methodological questions: (i) should one expect matching priors to exist and (ii) where should one look for them? It may not be possible to ever provide definitive answers to these question, but theoretical research surely guides the expectations of practicing statisticians. From our perspective, nearly all previous work suggests that the answers are (i) matching priors do not exist, except in a few very special cases, often when there is considerable symmetry and (ii) when matching priors exist, they are easy to find. As an example that illustrates this dominant point of view, Fraser [2011] simply asserts “the Bayes and the confidence results [are] different when the model [is] not location.” It was well-known that exceptions to this assertion are possible, but we are not aware of anyone suggesting that exceptions are common in any statistically interesting settings.

The results by Müller and Norets [2016] suggest a very different viewpoint, showing that matching priors are in fact ubiquitous for discrete models, despite the lack of symmetry. A reader of the work of Müller and Norets [2016] and Fraser [2011] might come to a heuristic along the following lines: matching priors are ubiquitous for discrete models and very rare for continuous models. We suspect that this heuristic is largely correct when one restricts one’s attention to highest-posterior density regions.

The results in this paper suggest to us a different modification to the heuristic in Fraser [2011]: one can find matching priors easily if one has a highly symmetric or discrete model; if not, one can often find them anyway with some extra work. The main methodological contribution of this paper is demonstrating that, in some cases, the extra work consists of finding a suitably continuous families of credible regions. We, however, do not know of other generic strategies for finding families of credible regions that yield matching priors, and view this as the main methodological question that is suggested and left open by the results in this paper.

3. Confidence sets and credible regions

3.1. Models and preliminaries. Fix a statistical model, i.e., a triple $(X, \Theta, P)$, where $X$ and $\Theta$ are a sample space and parameter space, respectively, and $P = (P_\theta)_{\theta \in \Theta}$ specifies a family of probability distributions on $X$ indexed by elements of $\Theta$. We assume $(X, d_X)$ and $(\Theta, d_\Theta)$ are metric spaces, write $B_X$ and $B_\Theta$ to denote their respective Borel $\sigma$-algebras, and let $M(X)$ and $M(\Theta)$ denote the space of (Borel) probability measures on each space. Note that these spaces of probability measures are themselves measurable...
spaces under the Borel \(\sigma\)-algebras generated by their weak topologies. Formally, we assume the model \((P_\theta)_{\theta \in \Theta}\) is a probability kernel \(P : \Theta \to \mathcal{M}(X)\), i.e., a measurable map from \(\Theta\) to the space of probability measures on \(X\). Let \(P_\theta\) denote \(P(\theta)\).

We assume that the model is dominated, i.e., there exists a \(\sigma\)-finite measure \(\nu\) on \((X, \mathcal{B}_X)\) and a product measurable function \(q : \Theta \times X \to \mathbb{R}_{\geq 0}\) such that, for all \(\theta \in \Theta\), \(P_\theta\) admits a density \(q(\theta, \cdot)\) with respect to \(\nu\). Let \(q_0\) denote \(q(\theta, \cdot)\). We sometimes refer to \(q\) as the conditional density.

Our focus is on summaries of Bayesian inference and so we begin by introducing notation for posterior distributions. For a given prior \(\pi \in \mathcal{M}(\Theta)\), the marginal distribution \(\pi P \in \mathcal{M}(X)\) is the distribution on the sample space defined by

\[
(\pi P)(A) = \int_{\Theta} P_\theta(A) \pi(d\theta), \quad A \in \mathcal{B}_X.
\]

Write \(P^x_\pi\) to denote the posterior distribution given an observation \(x \in X\), which necessarily satisfies, for \(\pi P\)-almost all \(x\) and all \(B \in \mathcal{B}_\Theta\),

\[
P^x_\pi(B) = \frac{\int_B q(\theta, x) \pi(d\theta)}{\int_{\Theta} q(\theta, x) \pi(d\theta)}.
\]

The map \(x \mapsto P^x_\pi\) is measurable. As is well known, conditional distributions are only defined up to a \(\pi P\)-measure one set. If \(\pi P\) dominates \(\nu\) then all subsequent definitions are invariant to which version of the posterior distribution is used. In general, different versions can affect frequentist properties, and so we assume that we have fixed some version of the conditional distribution for all \(\pi\) and \(x\). In general, continuous versions, if they exist, are unique on the support. We make repeated use of the fact that, in the setting outlined here, the posterior is dominated by the prior [Schervish, 1995, Thm. 1.31].

3.2. Families of credible regions and matching priors. One of the central structures in this paper is that of a credible region. For a fixed level \(1 - \alpha \in [0, 1]\) and prior \(\pi \in \mathcal{M}(\Theta)\), a \((1-\alpha)\) credible region (with respect to \(\pi\)) associates, to \(\pi P\)-almost all possible observations \(x \in X\), a Borel subset \(\tau(x) \in \mathcal{B}_\Theta\) whose posterior probability is \(1 - \alpha\). (We are emphasizing the view of \(\tau\) as a set estimator, mapping \(X\) to \(\mathcal{B}_\Theta\), to allow us to later consider frequentist properties.) Before introducing a more formal definition, we note that credible regions may not exist for a particular level \(1 - \alpha\) when the posterior has atoms. A typical fix, which is also used by Müller and Norets [2016], is to introduce randomization and to ask for the correct level in expectation.

More carefully, for \(S \subseteq \Theta\), let \(\chi_S : \Theta \to \{0, 1\}\) denote the characteristic function of \(S\). Viewing \([0, 1]\) as a probability space under Lebesgue measure, a random set is a map \(u \mapsto T(u) : [0, 1] \to \mathcal{B}_\Theta\) such that the map \((\theta, u) \mapsto \chi_{T(u)}(\theta)\) is product measurable. It is useful to introduce nomenclature for the expected value of a random set’s characteristic function and measure: The acceptance probability function of a random set \(T\) is the measurable map \(\psi : \Theta \to [0, 1]\) given by \(\psi(\theta) = \int_{[0,1]} \chi_{T(u)}(\theta) \, du\), and the \(\mu\)-credibility of \(T\), for \(\mu \in \mathcal{M}(\tau)\), is the expectation \(\int_{\Theta} \psi(\theta) \mu(d\theta)\). Finally, a randomized set estimator is a map \(\tau : X \times [0, 1] \to \mathcal{B}_\Theta\) such that \((\theta, x, u) \mapsto \chi_{\tau(x,u)}(\theta) : \Theta \times \Theta \times [0, 1] \to \{0, 1\}\) is product measurable. In particular, \(\tau(x, \cdot)\) is a random set for every \(x \in X\).

**Definition 1** (Credible regions, families thereof). Let \(\alpha \in (0, 1)\) and \(\pi \in \mathcal{M}(\Theta)\). A \((1-\alpha)\) credible region (with respect to \(\pi\), in \((X, \Theta, P)\)) is a randomized set estimator \(\tau\) such that, for \(\pi P\)-almost all \(x \in X\), \(\tau(x, \cdot)\) has \(1 - \alpha\) \(P^x_\pi\)-credibility. A family of \((1-\alpha)\) credible regions (in \((X, \Theta, P)\)) is a collection \((\tau_\pi)_{\pi \in F}\), indexed by some fixed subset \(F \subseteq \mathcal{M}(\Theta)\) of priors, such that, for each \(\pi \in F\), \(\tau_\pi\) is a \(1 - \alpha\) credible region with respect to \(\pi\).
Many common families of credible regions—e.g., credible balls and highest-posterior density regions—arise from fixed maps \( \rho : M(\Theta) \to B_\Theta \) taking (posterior) distributions to sets (or random sets) with the desired posterior credibility.

The measurability requirements in our definition allow us to simultaneously consider the frequentist coverage of a credible region. The acceptance probability function and rejection probability function for a set estimator \( \tau \) are the measurable maps given by, respectively

\[
\psi(\theta, x) = \int_{[0,1]} \chi_{\tau(x,u)}(\theta) \, du \quad \text{and} \quad \varphi(\theta, x) = 1 - \psi(\theta, x), \quad \theta \in \Theta, \, x \in X.
\]

The set estimator \( \tau \) is a \( 1 - \alpha \) (randomized) confidence set if and only if, for all \( \theta \in \Theta \), \( \int_{[0,1]} \varphi(\theta, x) \, P_\theta(dx) \leq \alpha \). We sometimes adopt the convention of saying that \( \tau \) has coverage \( 1 - \alpha \). For both credible regions and confidence sets, we also refer to \( 1 - \alpha \) as the level.

A matching prior delivers both Bayesian and frequentist properties:

**Definition 2.** A prior \( \pi_0 \) is a matching prior (at level \( 1 - \alpha \)) for a randomized set estimator \( \tau \) (in \( (X, \Theta, P) \)) if \( \tau \) is both a \( 1 - \alpha \) credible region with respect to \( \pi_0 \) and a \( 1 - \alpha \) confidence set. A prior \( \pi_0 \in F \) is a matching prior for a family \( \{\tau_\pi\}_{\pi \in F} \) if it is matching for \( \tau_{\pi_0} \).

By allowing randomization, one can construct trivial examples of set estimators that are both \( 1 - \alpha \) confidence sets and \( 1 - \alpha \) credible regions, irrespective of the prior. One example is the set estimator that is the empty set with probability \( \alpha \).

We pause to present a concrete and simple example, based on a Bernoulli observation.

**Example 1 (Bernoulli model).** Consider a sample space \( X = \{0,1\} \), parameter space \( \Theta = [0,1] \), and model with conditional density \( q(\theta, x) = \theta^x(1-\theta)^{1-x} \). The prior \( \pi_0 = \text{Unif}(\{\alpha, 1 - \alpha\}) \) is a matching prior at level \( 1 - \alpha \) for the (nonrandomized) set estimator \( \tau \) given by \( \chi(\theta, \cdot) = [0,1-\alpha) \) and \( \chi(1, \cdot) = (\alpha, 1] \). See Theorem 13 (Section 19.1) for a rigorous proof. See Sections 19.2 and 19.3 for, resp., a Binomial and Gaussian example (with an improper prior).

The rejection (or acceptance) probability function of a set estimator suffices to determine whether it is a credible region or confidence set. In general, every rejection probability function \( \varphi \) may correspond to several credible regions. One such credible region \( \tau \) is that given by \( \chi_{\tau(x,u)}(\theta) = 0 \) if and only if \( u \leq \varphi(\theta, x) \). Rejection (acceptance) probability functions for families will be a primary focus:

**Definition 3 (Rejection probability function).** A rejection probability function, over some family \( F \subseteq M(\Theta) \), is a function \( (\theta, x, \pi) \mapsto \varphi(\theta, x; \pi) : \Theta \times X \times F \to [0,1] \) such that, for every \( \pi \in F \), the function \( \varphi(\cdot, \cdot; \pi) : \Theta \times X \to [0,1] \) is product measurable. The rejection probability function \( \varphi \) for a family of credible regions \( \tau = \{\tau_\pi\}_{\pi \in F} \) is one that satisfies \( \varphi(\theta, x; \pi) = 1 - \int_{[0,1]} \chi_{\tau_\pi(x,u)}(\theta) \, du \) for all \( \pi \in F, \theta \in \Theta \), and \( x \in X \). We refer to \( 1 - \varphi \) as the acceptance probability function for the family.

The rejection probability function contains the same information about coverage as the full family of credible regions. It also determines the “support” of the credible regions: Recall that the support of a function \( f : \Theta \to [0,1] \) to be the closure of the set \( \{\theta \in \Theta : f(\theta) \neq 0\} \).
Definition 4 (Support of a random set). The support of a random set \( T : [0, 1] \to \mathcal{B}_\Theta \) is the support of the map \( \theta \mapsto \int_{[0,1]} \chi_{\mathcal{T}(\theta)}(u) \, du : \Theta \to [0,1] \). For a credible region \( \tau \), the support of \( \tau \) at \( x \) is defined to be the support of the random set \( \tau(x, \cdot) \).

4. First generic result: Existence on compact spaces under continuity

For a metric Borel measurable space \((\Omega, \mathcal{B}_\Omega, d)\) and \(\mu, \nu \in \mathcal{M}(\Omega)\), recall that the Wasserstein distance between \(\mu\) and \(\nu\) is
\[
W_1(\mu, \nu) = \inf_{\tau \in \Pi(\mu, \nu)} \int d(x, y) \, d\tau(x, y),
\]
where \(\Pi(\mu, \nu)\) is the collection of Borel measures on \(\Omega \times \Omega\) with marginals \(\mu\) and \(\nu\).

We begin with an easy-to-state continuity condition, which we later relax:

Assumption 1. The rejection probability function \(\varphi\) for a family \(\tau\) is such that, for every \(\theta \in \Theta\), the function \(\varphi(\theta, \cdot, \cdot) : X \times \mathcal{M}(\Theta) \to [0,1]\) is jointly continuous, where \(\mathcal{M}(\Theta)\) is equipped with the Wasserstein metric \(W_1\).

This assumption leads to our first generic existence theorem:

Theorem 1. Let \(\tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)}\) be a family of \(1 - \alpha\) credible regions. Suppose \(\Theta\) is compact and \(\tau\) satisfies Assumption 1. Then there exists a matching prior for \(\tau\).

Assumption 1 is not necessary. Theorem 4 (Section 11, supplementary material) gives the same conclusion under much weaker conditions. We highlight one difference that is critical for many applications: Theorem 1 requires the map in Assumption 1 to be continuous everywhere, while Theorem 4 allows some discontinuities as long as they can be controlled.

5. Applications

5.1. Overview. As noted immediately after Definition 1, there are always matching priors for certain trivial families of credible regions. In this section, we apply Theorem 1 and its generalizations to prove the existence of matching priors for models and families of credible regions that are statistically interesting, even when Assumption 1 fails to hold. Before giving details, we discuss the main obstacles to obtaining an interesting result using Theorem 1.

Recall that Assumption 1 requires the map sending data and priors to a rejection probability function be continuous. It is natural to try to prove this by establishing the continuity of both (i) the map sending data and prior to a posterior, and (ii) the map sending a posterior to a rejection probability function. Unfortunately, both maps are discontinuous for many popular models and families of credible regions: the first map has two discontinuities even for the Bernoulli model, while, as illustrated in Section 7, the second map is typically discontinuous for both credible balls and highest-posterior density regions on continuous parameter spaces.

Fortunately, both obstacles can be overcome. In Section 5.2, we show that there exists a family that is, in a technical sense, arbitrarily close to the usual family of credible balls and for which the second map above is continuous. In Section 5.3, we show that it is possible to ignore discontinuities in the first map that are in a certain sense isolated. See Section 13 in the supplemental material for further applications, including analogous results for the highest-posterior density family of credible regions.

5.2. Application to approximate credible balls. For simplicity, we assume the parameter space \(\Theta\) is a compact subset of \(\mathbb{R}^d\) for some \(d\), equipped with the usual Euclidean metric denoted \(\|\cdot\|\). We also assume that \(\Theta\) has positive Lebesgue measure. As in the previous
section, all definitions are relative to a statistical model, but we elide this dependence. We begin by defining credible balls formally.

**Definition 5** (Credible balls). Let $\alpha \in (0, 1)$ and $\mu \in \mathcal{M}(\Theta)$, and assume $\mu$ has mean $M(\mu)$. Let $B(r) = \{ \theta \in \Theta : \| \theta - M(\mu) \| \leq r \}$ be the closed ball centered at $M(\mu)$ with radius $r$ and let

$$L_{1,\alpha}(\mu) = \inf \{ r > 0 : \mu(B(r)) \geq 1 - \alpha \}. \quad (4)$$

The $1-\alpha \mu$-credible ball is the subset $B(L_{1,\alpha}(\mu))$ of $\Theta$ with characteristic function $\psi_{1,\mu,\alpha}$. A family $(\tau_x)_{x \in F}$ of $1-\alpha$ credible regions is a family of $1-\alpha$ credible balls if, for all $\pi \in F$ and $\pi P$-almost all $x \in X$, the posterior $P_\pi^x$ has a mean and, for almost all $u \in [0, 1]$, $\chi_{\tau_x(x,u)} = \psi_{1; P_\pi^x,\alpha}$, i.e., $\tau_x(x,u)$ is a $1 - \alpha \ P_\pi^x$-credible ball.

Note that the $\mu$-measure of a $1 - \alpha \mu$-credible ball is no less than $1 - \alpha$, and may be strictly more. For this and other reasons, we do not apply our main result to this family of credible regions. Instead, we show that there exists a family of credible regions that both *approximates* this family and has matching priors. See Section 6 for the explicit construction.

We formalize our notion of approximation in terms of *fattenings* of the supports of randomized set estimates. Recall that, for any metric space $Y$, subset $A \subseteq Y$, and real $\varepsilon > 0$, the $\varepsilon$-*fattening* of $A$ in $Y$ is the set $A_{\varepsilon} = \{ y \in Y : \inf_{x \in A} d(x,y) < \varepsilon \}$. Using the notion of support of a random set (such as a credible region), our main result, Theorem 2, gives containment relationships between (fattenings of) the supports of our approximate credible balls and those of standard credible balls. (The proof of Theorem 2 is deferred to Section 13.)

Before we can state Theorem 2, we must introduce some regularity conditions on the model. Setting notation, for two metric spaces $(\Omega_i, d_i)_{i \in \{1, 2\}}$, let $(\Omega_1 \times \Omega_2, d_1 \otimes d_2)$ denote the usual product metric space, with metric

$$d_1 \otimes d_2((x_1, x_2), (y_1, y_2)) = d_1(x_1, y_1) + d_2(x_2, y_2) \quad \text{for } x_1, y_1 \in \Omega_1 \text{ and } x_2, y_2 \in \Omega_2. \quad (5)$$

**Assumption 2** (Unnecessary but straightforward). There exists a function $q: \Theta \times X \to \mathbb{R}$ such that, (i) for all $\theta \in \Theta$, $q(\theta, \cdot)$ is a density of $P_\theta$ with respect to $\nu$; (ii) $q: (\Theta \times X, \| \cdot \| \otimes d_X) \to (\mathbb{R}, \| \cdot \|)$ is $C'$-Lipschitz continuous for some $C' \in [0, \infty)$; and (iii) $\log q$ is bounded.

This assumption, which we relax in Section 12.3, allows us to prove that our approximate credible balls are credible regions that meet the hypotheses of our main theorem.

We reiterate that Assumption 2, like Assumption 1, is stronger than necessary. In particular, Assumption 2 rules out the many statistical models whose conditional density functions are not bounded away from zero. This includes, e.g., the usual Bernoulli model on $\{0, 1\}$, whose density is not bounded away from 0 in the neighbourhood of 0 or 1. While we give an overly strong assumption in this section, our final results and the approximate credible balls that we define are not limited to models with densities bounded away from zero. To demonstrate this, in Section 5.3, we show how to obtain the same conclusions for the Bernoulli model, even though it does not satisfy Assumption 2.

Our main application is:

**Theorem 2.** Suppose Assumption 2 holds and $\Theta$ is a compact subset of $\mathbb{R}^d$. Let $\alpha \in (0, 1)$ and $\varepsilon \in (0, \alpha)$. There exists a family of $1 - \alpha$ credible regions $\tau = (\tau_x)_{x \in \mathcal{M}(\Theta)}$ and prior $\pi_0 \in \mathcal{M}(\Theta)$ such that (i) $\pi_0$ is a matching prior for $\tau$; and (ii) for all $\pi \in \mathcal{M}(\Theta)$ and
The support of \( \tau_\pi \) at \( x \) is contained in the \( \varepsilon \)-fattening of the support of the ordinary 1 \( - \) \( \alpha \) \( P^\pi_x \)-credible ball. The support of the ordinary 1 \( - \) \( \alpha \) \( P^\pi_x \)-credible ball is contained in the \( \varepsilon \)-fattening of the support of \( \tau_\pi \) at \( x \).

The proof of this result follows from Theorem 11, as described at the end of Section 12.3. We pause again to make several remarks. First, unlike the literature on asymptotically matching priors, the parameter \( \varepsilon > 0 \) appearing in this theorem does not depend on the data; it can be chosen by the statistician. That is, this result guarantees the existence of a large family of exact matching priors and shows that their support is close to that of the usual credible balls. Although this theorem only claims existence, Section 6 gives explicit constructions. These explicit credible regions are not much more difficult to work with or compute than the usual credible regions.

Second, this theorem is closely related to a result by Müller and Norets [2016, Thm. 3.3] that attempts to extend their result for finite spaces to more general spaces. In contrast to their result, our theorem guarantees the existence of a matching prior that induces a confidence set at a specified coverage level 1 \( - \) \( \alpha \). The result by Müller and Norets does not guarantee the existence of a matching prior, only the existence of a prior that induces a set with coverage at a level that is not too different from 1 \( - \) \( \alpha \). We also note that our guarantees are explicit and non-asymptotic in the parameter \( \varepsilon \) that controls the degree to which the supports of our sets agree with typical credible regions.

5.3. Unbounded log-density: Application to Bernoulli model. Theorem 2 does not apply as written to models for which the log density \( \log q \) is not bounded, since Assumption 2 is not satisfied. Fortunately, it is not too difficult to avoid this problem, essentially by checking that a large class of prior distributions will not concentrate too much mass on regions for which \( \log q \) is too large.

The following is a concrete application of this idea to the Bernoulli model with sample space \( X = \{0, 1\} \), parameter space \( \Theta = [0, 1] \) and conditional density \( q(\theta, x) = \theta^x (1 - \theta)^{1-x} \).

**Theorem 3.** Theorem 2 holds without Assumption 2 for \( \alpha \in (0, 0.2) \).

The proof is deferred to Section 14, and contains a discussion of how the basic proof strategy can be extended to other common probability models with unbounded log-densities.

6. CONSTRUCTIONS

6.1. Construction of uniformly Lipschitz credible regions. Our main result, Theorem 1, establishes the existence of matching priors for families of credible regions that satisfy certain continuity conditions. It turns out that these conditions are not satisfied by most popular families of credible regions, but that it is often easy to find small perturbations that do satisfy our requirements. This section gives a proof-free, step-by-step guide for perturbing credible balls, with a concrete example for illustration. See Section 13 of the Supplementary Materials for proofs and an analogous construction for highest-posterior density regions. Up to this point, we have been working with rejection probability functions \( \varphi \). In this section, we use acceptance probability functions \( \psi = 1 - \varphi \), as they lead to more natural definitions and proofs.

The first step is to define relaxed versions of credible balls, whose acceptance probability functions are Lipschitz continuous:
Definition 6 (Relaxed credible balls). Fix a level $1 - \alpha \in (0, 1)$, slope $\beta \in (0, \infty)$, and distribution $\mu \in \mathcal{M}(\Theta)$ with mean $M(\mu)$. For every $r > 0$, let

$$f_{I;r}(\theta) = \min(1, \max(0, r - \beta\|\theta - M(\mu)\|)),$$

(6)

$$L_{I;\alpha,\beta}(\mu) = \inf \left\{ r > 0 : \int_{\Theta} f_{I;r} \, d\mu \geq 1 - \alpha \right\}, \text{ and } \psi_{I;\mu,\alpha,\beta} = f_{I;L_{I;\alpha,\beta}(\mu)}.$$

A $(1 - \alpha)$ relaxed $\mu$-credible ball with slope $\beta$ is any random set with acceptance probability function $\psi_{I;\mu,\alpha,\beta}$.

We know that $1 - \alpha$ credible balls do not always have $1 - \alpha$ credibility, e.g., in the presence of atoms. Further, their rejection probability functions are never Lipschitz. In contrast, we establish in Lemma 11 that relaxed credible balls always have the right level and their rejection probability functions are $\beta$-Lipschitz.

6.2. Perturbed credible regions. In our next step, we give a general construction for perturbing a generic family of credible regions whose rejection probability functions are uniformly Lipschitz in the data and prior.

The basic idea behind our construction is to smoothly average the usual acceptance probability function across some small range of levels, then perform a small post-averaging correction to obtain the exact level. To set notation, for $\eta \in (0, 1)$, let $h_\eta : \mathbb{R}_{\geq 0} \to \mathbb{R}$ be the density of some probability distribution on $\mathbb{R}_{\geq 0}$ such that the support of $h_\eta$ is $[\eta, 1]$ and $h_\eta$ is continuous. For $c > 0$, let $h^{(c)}_\eta(x) = c^{-1}h_\eta(\frac{x}{c})$ be the probability density after the change of variable transformation $x \mapsto cx$. We use this density to define a random inflation to the level of an acceptance probability function.

We now introduce a base family of credible regions. Fix $\beta > 0$. For every $\alpha \in (0, 1)$, let $\tilde{\pi}^\alpha = (\tilde{\pi}^\alpha_\pi)_{\pi \in \mathcal{M}(\Theta)}$ be a family of $1 - \alpha$ credible regions with acceptance probability function $\psi^\alpha$ such that $\psi^\alpha(\theta, x; \pi)$ is $\beta$-Lipschitz in $\theta \in \Theta$ for every $\pi \in \mathcal{M}(\Theta)$ and $x \in X$. Let $\bar{\pi} = (\bar{\pi}^\alpha_{\alpha \in (0, 1)}$.

For $\alpha, \eta \in (0, 1)$ and $\delta \in (0, \alpha)$, the $(\eta, \delta)$-perturbation of $\psi^\alpha$ is the function $(\theta, x, \pi) \mapsto \psi'_{\alpha,\beta,\eta}(\theta, x; \pi) : \Theta \times X \times \mathcal{M}(\Theta) \to [0, 1]$ given by

$$\psi'_{\alpha,\beta,\eta}(\theta, x; \pi) = \int_{[\delta\eta, \delta]} \psi^{\alpha - \eta}(\theta, x; \pi) h^{(\delta)}_\eta(z) \, dz.$$

(8)
In general, \( \psi'_{\alpha,\beta,\delta,\eta}(\cdot,\cdot) \) is not an acceptance probability function for a family of \( 1 - \alpha \) credible regions. However, it has credibility at least \( 1 - \alpha \), and it is \( \beta \)-Lipschitz if each of the associated acceptance probability functions are.

For \( x \in X \) and \( \pi \in M(\Theta) \), define

\[
A_{x,\pi}(r) = P_x^\pi(\max(0, \psi'_{\alpha,\beta,\delta,\eta}(\cdot, x ; \pi) - r)), \quad r \in [0, 1],
\]

and

\[
R(x, \pi) = \sup\{r \in [0, 1] : A_{x,\pi}(r) \geq 1 - \alpha\}.
\]

Under our assumptions, one can check that \( R \) takes finite values (see Lemma 9). We are now in a position to give the main definition of this section:

**Definition 7** (Perturbed credible regions). Fix \( \beta > 0 \) and let \( \tau, \alpha, \eta, \delta \) be defined as above.

The family of \((\delta, \eta)\)-perturbed \( 1 - \alpha \) credible regions based on \( \tau \) is one whose acceptance probability function \( \psi_{\alpha,\beta,\delta,\eta} \) satisfies

\[
\psi_{\alpha,\beta,\delta,\eta}(\cdot, x ; \pi) = \max(0, \psi'_{\alpha,\beta,\delta,\eta}(\cdot, x ; \pi) - R(x, \pi))
\]

for all \( x \in X \) and \( \pi \in M(\Theta) \).

This family will serve as our approximation of credible balls. In particular, the family of credible regions shown to exist in the proof of Theorem 2 is exactly that in Definition 7, with \( \tau \) given by the family constructed in Definition 6. The choice of parameters is given explicitly in Eq. (57) in Section 13.6.

### 7. Unsuitability of Several Credible Regions

#### 7.1. Lack of continuity

In order to apply our techniques, we require our families of credible regions to be continuous functions of their associated prior distributions. We point out credible balls (Definition 5) and highest-posterior density regions (Definition 10) do not have this property.

**Example 2** (Credible ball discontinuity). Define the family \( \{\mu_c\}_{c \in [0, 1]} \) of distributions

\[
\mu_c = (1 - c) \text{Unif}([-0.1, 0.1]) + c \text{Unif}([-11, -10] \cup [10, 11]), \quad c \in [0, 1].
\]

For any fixed level \( 1 - \alpha \), the support of the (characteristic function of the) credible ball \( \psi_{I;\mu_c,\alpha} \) jumps abruptly from a subset of the interval \([-0.1, 0.1]\) to a superset of the interval \((-10, 10)\) as \( c \) goes from just above \( 1 - \alpha \) to just below \( 1 - \alpha \). In particular the map \( c \mapsto \psi_{I;\mu_c,\alpha} \) is discontinuous at \( c = 1 - \alpha \) in any reasonable topology on continuous functions.

**Example 3** (Highest-posterior density region discontinuity). Define the parameterized families \( \{\mu_i,c\}_{c \in [0, 1]} \), for \( i \in \{1, 2\} \), of distributions by their densities

\[
\rho_{1, c}(\theta) \propto 2 + c \sin(\theta), \quad \theta \in [0, 2\pi], \quad \text{and}
\]

\[
\rho_{2, c}(\theta) \propto 2 - c \sin(\theta), \quad \theta \in [0, 2\pi].
\]

It is clear that \( \mu_{1,c}, \mu_{2,c} \) converge to the uniform measure in any reasonable topology, as \( c \) goes to zero; and at level \( 1 - \alpha = \frac{1}{2} \), the supports of the level \( 1 - \alpha \) highest-posterior density regions for \( \mu_{1,c} \) and \( \mu_{2,c} \) are \([0, \pi]\) and \([\pi, 2\pi]\) respectively, for all \( c > 0 \). In particular, these observations imply that the measures \( \mu_{1,c}, \mu_{2,c} \) converge to the same point as \( c \to 0 \), but the associated credible regions do not.
Although both these examples are very simple, the same phenomena occur for many other distributions and families of credible regions. To construct other distributions that give discontinuities for the same families of credible regions, one could, e.g., take any mixture of a well-behaved distribution with one of these pathological examples. On the other hand, Example 2 gives a similar discontinuity for posterior-quantile credible regions (though at a different level).

8. Finding Matching Priors

As in the work of Müller and Norets [2016], our results show matching priors exist but not how to find them. It is an open problem to identify interesting general families of credible regions that reliably yield matching priors described by simple formulas or efficient exact computations. In lieu of this, we might seek an approximation algorithm with a guarantee such as, for any user-specified error $\varepsilon > 0$, the computed prior $\pi_\varepsilon$ yields credible regions at level $1 - \alpha$ that are also confidence sets at level (at least) $1 - \alpha - \varepsilon$. We say such a prior is approximately matching. Note that the error $\varepsilon$ should not depend on the amount of data, in contrast to the literature on asymptotically matching priors [Datta and Mukerjee, 2012].

Finding such an algorithm is a problem left open by this work. As a potential step towards an approximation algorithm, a key observation is that our existence proof relies on finding the fixed point of a map (see Eq. (16)). As suggested by Müller and Norets [2016], it is natural to investigate whether or not iterates of this map converge to a fixed-point. In the remainder of this section, we pursue this question for the Bernoulli model presented in Example 1.

Recall from Example 1 that, in the Bernoulli model, the uniform prior on $\{\alpha, 1-\alpha\}$ is a matching prior at level $1 - \alpha$ for the set estimator $\tau$ given by $\tau(0, \cdot) = [0, 1-\alpha)$ and $\tau(1, \cdot) = (\alpha, 1]$. (See Theorem 13 for the proof.) What relationship does this exact matching prior have to fixed points of our map? Towards an answer, we discretize the parameter space, $[0, 1]$, of the Bernoulli model, making it straightforward to both iterate the map and to compute the coverage. Taking the slope $\beta = 100$ in order to produce relaxed credible balls with sharp edges, we find set estimators with coverage close to the nominal level ($\approx 0.949$ versus $0.95$), after only 25 iterations on a uniform 500-point discretization. Using interpolation to produce densities, Fig. 2 visualizes the sequence of priors corresponding to iterates of our map. Numerically, the final, approximately matching prior is close to our hand-crafted exact matching prior.

Figure 2 is far from a proof of convergence: in principle this sequence might achieve coverage of 0.9499 but never reach, e.g., 0.949998. While we do not have proof of convergence in general, for this specific example, we can check that a natural simple sequence of priors and credible regions inspired by this picture both (i) converge to a limit that is an exact matching prior and (ii) have coverage converging to the nominal level $1 - \alpha$; see Theorem 14 (Section 20.1).

Since it is straightforward to numerically estimate the coverage of a proposed credible region in the regime of finite sample spaces and low-dimensional parameter spaces, the same approach of guessing a matching prior, potentially improving it via iteration, and then checking if it works may be useful for other problems in this regime. In Section 20.2, we repeat the numerical part of this investigation in the binomial model with $n \leq 5$ independent trials ($n = 1$ being the Bernoulli model). For a range of slopes $\beta$, we quickly arrive at approximately matching priors. For $n = 2$ trials, the limiting behaviour (as the slope $\beta$ increases) is similar to the $n = 1$ case and there is numerical agreement with a
FIGURE 2. Densities of estimated matching priors for discretized Bernoulli model after 0, 1, 3, 6, and 25 iterations of $Q_S$ for relaxed credible balls (Definition 6, $\alpha = 0.05$, $\beta = 100$). Final coverage $1 - \alpha' \approx 0.949$.

hand-crafted exact matching prior. The limiting behaviour appears to shift, however, for $n \geq 3$, possibly due to slower convergence and more challenging numerical issues. While the algorithm we study here may point in a fruitful direction, new algorithmic ideas may be needed to scale to more complex problems.

To summarize, for the Bernoulli example, the problem of computing a matching prior seems as well-behaved as we could hope. A natural heuristic algorithm identifies an approximately matching prior after a small number of iterations, it is straightforward to check that the associated credible regions have good coverage, the estimated prior is, visually, close to an exact matching prior, and some natural sequences of priors and credible regions inspired by this figure have coverage that converges to the nominal level (Theorem 14). How generically we should expect to find such behaviour is a theoretical problem left open by this work.

9. DISCUSSION

Our work has two main messages: the first is that models with matching priors are common. Informally, we have shown that they exist for large nonparametric families of models, not merely for special parametric ones. The second message is that the existence of a matching prior may depend quite heavily on the specific family of credible regions. Both of these messages are different from those one might glean from other work wherein matching priors are found to be rare for particular families of credible regions [Sweeting, 2008].

Our work does not provide strong guidance on how to find matching priors, but Section 8 suggests that a very natural algorithm works “well.” A key theoretical problem left unsolved by this paper is finding efficient algorithms with concrete convergence / approximation guarantees.

While we give sufficient conditions for the existence of matching priors, we do not provide matching necessary conditions. We leave open the question of which conditions can be relaxed. We draw particular attention to the assumption that the parameter space is
compact. Non-compactness seems to play an important role in negative results [Sweeting, 2008].
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10. GUIDE TO SUPPLEMENTARY MATERIAL

Our supplementary material is divided roughly into two parts. The first part, Sections 11 to 14, contains proofs to theorems in the main body and also describes extensions to those main results. The second part, Sections 15 to 20.1, contain proofs of deferred technical details.

Since the first part of the appendix includes both our main proof techniques and details on how our arguments can be extended to situations not directly covered in the main paper, we expect parts of it to be of interest to most readers. We give a quick guide to what is included in these sections.

Section 11 contains the main technical details of the paper, including the proof of Theorem 1. The proof relies on nonstandard analysis, transferring the result of Müller and Norets [2016] from finite (parameter) spaces to hyperfinite ones, and then using regularity to obtain the result for compact spaces.

We start Section 11 by introducing and discussing Theorem 4, a substantial strengthening of our main result, Theorem 1. We then introduce basic notions from nonstandard analysis and define nonstandard counterparts of the basic statistical structures. For hyperfinite parameter spaces, we establish the existence of nonstandard matching priors under moderate regularity conditions. When the parameter space is compact, every nonstandard prior is associated with a standard prior, namely its so-called push-down. In order to yield a standard result, we show that the Wasserstein distance between any nonstandard prior and its push-down is infinitesimal when the parameter space is compact. We then use this result to show that, under moderate regularity conditions, the push-down of nonstandard matching prior is a standard matching prior.

Sections 12 to 14 contain proofs for extensions of the applications in Section 5. The main result contained in Sections 12 and 13 is Theorem 10, which says that we can obtain matching priors for variants of the usual credible balls and highest-posterior density (HPD) regions that satisfy our regularity conditions. We view this result as an extension of the main result of Section 5.2, which only discusses the existence of matching priors for variants of the credible ball regions. Section 12 contains a precise statement of Theorem 10, and also gives several lemmas that allow one to more easily verify its main assumptions. Section 13 is the longest section in the supplement. It defines and analyzes explicit constructions for two families of credible regions: the family that is introduced informally in Section 5 to study credible balls, and a new family that is used in Section 12 to study HPD regions. The section is long largely because we must verify that these constructions do in fact give credible families, and that they are continuous in the appropriate way.

Section 14 contains a proof of the main result in Section 5.3. We recall the following basic problem that motivated Section 5.3: the most straightforward way to check our continuity condition involves checking that the map taking data and a prior to a posterior is uniformly continuous. Unfortunately, this map is not uniformly continuous, even for many simple textbook models. Section 14 shows how to slightly tweak Theorem 4 so that it applies even if this map is not uniformly continuous. Although we carry out the analysis specifically for the Bernoulli model, the same strategy can be applied to other models whose log-likelihood functions have isolated discontinuities. In Sections 15 to 18, we present deferred proofs. In Section 19, we present exact matching priors for the binomial and Gaussian location model. Finally, in Section 20, we present proofs and experiments referenced in Section 8.
11. EXISTENCE OF MATCHING PRIORS

11.1. Overview. In this section, we prove Theorem 1, our main result on the existence of matching priors. We make heavy use of nonstandard analysis [Robinson, 1966], an area of mathematical logic with tools that provide a bridge between discrete and continuous sets. In particular, using saturation, one can construct nonstandard models possessing hyperfinite sets, i.e., infinite sets which possess all the first-order logic properties of finite sets. By considering a hyperfinite cover of the original parameter space, we can transfer the finite result by M"uller and Norets [2016] to this cover, under some moderate regularity conditions. Deriving a standard result from this nonstandard construction is the bulk of the work.

Our proof proceeds in stages:

In Section 11.2, we introduce significantly weaker conditions than Assumption 1.

In Section 11.3, we introduce some notation related to nonstandard analysis.

In Section 11.4, we show that nonstandard matching priors exist under these weaker conditions (Theorem 7). We note that this result does not require the parameter space $\Theta$ to be compact.

In Section 11.5, we show that nonstandard distributions can be “pushed down” to standard distributions that are infinitesimally close, so long as the relevant parameter space is compact (Theorem 9).

In Section 11.6, we combine these results to prove the most general version of our main theorem (Theorem 4), which implies Theorem 1.

We have deferred most proofs in this section to Section 16. For those who are interested in applications of nonstandard analysis to statistics and probability, Section 16 includes detailed arguments.

11.2. Weakening uniform assumptions. In this section, we weaken Assumption 1 considerably. This improvement is critical for obtaining the results in Section 5.3, which say that matching priors exist for the Bernoulli model despite the fact that its likelihood is not bounded away from zero.

Fix a statistical model $\langle X, \Theta, P \rangle$, level $1 - \alpha \in (0, 1)$ and family $\tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)}$ of $1 - \alpha$ credible regions with rejection probability function $\varphi$. For every $\theta \in \Theta$ and $\pi \in \mathcal{M}(\Theta)$, define

$$ z_\theta(\pi) = \int_X [\varphi(\theta, x; \pi) - \alpha] P_\theta(dx). $$

(15)

We also define $z_\theta^+(\pi) = \max\{0, z_\theta(\pi)\}$.

We need to move between probability measures defined on subspaces to their extensions on the whole space. For every measurable subset $S \subseteq \Theta$, endowed with the trace $\sigma$-algebra $\mathcal{F}$ from $\Theta$, and every probability measure $\pi \in \mathcal{M}(S)$, define $\pi^{\Theta}$ to be the unique extension in $\mathcal{M}(\Theta)$ satisfying $\pi^{\Theta} = \pi$ on $\mathcal{F}$. By a slight abuse of notation, for every subset $M \subseteq \mathcal{M}(\Theta)$, define $M|_S = \{\pi \in \mathcal{M}(S) : \pi^{\Theta} \in M\}$ to be those measures on $S$ whose extension to $\Theta$ belongs to $M$. These definitions extend to spaces other than $\Theta$ as expected. In particular, we define these two notions in the same way for internal probability measures. Finally, for finite sets $S \subseteq \Theta$, we sometimes abuse notation and identify elements of $\mathcal{M}(S)$ with their probability mass functions.
Following Müller and Norets [2016], for finite \( S \) we define \( Q_S : \mathcal{M}(S) \to \mathcal{M}(S) \) by the formula
\[
Q_S(\pi)(s) = \frac{\pi(s) + z^+_\tau(\pi)}{\sum_{t \in S} \{\pi(t) + z^+_\tau(\pi)\}}, \quad \pi \in \mathcal{M}(S), \ s \in S.
\]

**Assumption 3.** Let \( \mathcal{M}(\Theta) \) be equipped with Wasserstein metric, and let \( \varphi \) be the rejection probability function for the family \( \tau \) in \( \langle X, \Theta, P \rangle \). There exists a set \( \mathcal{F}_{\text{fin}} \subseteq \mathcal{P}(\Theta) \) consisting of finite subsets of \( \Theta \), a nonempty set \( M \subseteq \mathcal{M}(\Theta) \), and an open set \( M_o \subseteq \mathcal{M}(\Theta) \) satisfying the following conditions:

1. For all finite subsets \( A \subseteq \Theta \), there exists \( B \in \mathcal{F}_{\text{fin}} \) such that \( A \subseteq B \).
2. For every \( \theta \in \Theta \), the function \( \varphi(\theta, \cdot, \cdot) : X \times M_o \to [0, 1] \) is jointly continuous.
3. There exists an open set \( U \subseteq \mathcal{M}(\Theta) \) such that \( M \subseteq U \subseteq \overline{U} \subseteq M_o \).
4. For all \( S \in \mathcal{F}_{\text{fin}} \), \( Q_S(M_o|S) \subseteq M|S \).

Clearly, Assumption 3 is no stronger than Assumption 1, as we can always take \( M = \mathcal{M}(\Theta) \). If \( M_o \) is, in particular, the \( r \)-fattening of \( M \) (w.r.t. Wasserstein metric) for some constant \( r > 0 \), then Item 3 of Assumption 3 holds, e.g., when \( U \) is the \( r/2 \)-fattening of \( M \).

The results in the section imply that Assumption 3 is strictly weaker than Assumption 1, since the Bernoulli model does not satisfy Assumption 1.

Assumption 3 was introduced to circumvent a technical obstruction that does not appear in the finite setting of Müller and Norets [2016] but is very common for models with continuous parameter spaces: the likelihood may not be bounded away from \( 0 \) even if none of the likelihoods are exactly \( 0 \). For example, this occurs for the Bernoulli model \( q(\theta, x) = \theta x (1 - \theta)^{1-x} \) in the neighbourhoods of 0 and 1. The map \( Q_S \) often behaves quite badly for measures that have large support in these “bad” neighbourhoods, and this causes our proof strategy to fail. The idea behind Assumption 3 is that it is sometimes enough to study \( Q_S \) only on a subset of priors that do not concentrate on such “bad” neighbourhoods, as long as the subset is fixed by \( Q_S \). Informally, Assumption 3 says that there exists a large subset of \( \mathcal{M}(\Theta) \) which (i) avoids the “bad” neighbourhoods enough for the map \( \varphi(\theta, \cdot, \cdot) \) to be jointly continuous and (ii) is stable under \( Q_S \).

Let \( \mathcal{M}_{\text{fin}}(\Theta) \) be the collection of all priors with finite support.

**Condition (CC).** (Continuous coverage). A family \( \tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)} \) has **continuous coverage** for a subset \( A \subseteq \mathcal{M}(\Theta) \) when, for all \( \theta \in \Theta \), the map \( z_\theta : \mathcal{M}(\Theta) \to [-1, 1] \), is continuous with respect to total-variation distance on \( \mathcal{M}_{\text{fin}}(\Theta) \cap A \).

We abbreviate this condition by writing “(CC) holds for \( \tau, A \).” We now establish (CC) from Assumption 3.

**Lemma 1.** Let \( \langle X, \Theta, P \rangle \) be a statistical model where \( \Theta \) is compact and let \( \tau \) be a family of credible regions on \( \langle X, \Theta, P \rangle \) with associated rejection probability function \( \varphi \). Suppose Item 2 of Assumption 3 holds for some open subset \( M_o \subseteq \mathcal{M}(\Theta) \) with respect to Wasserstein metric. Then, for every \( \theta \in \Theta \), the function \( z_\theta : \mathcal{M}(\Theta) \to [-1, 1] \) is continuous on \( M_o \) with respect to Wasserstein metric.

**Proof.** Fix \( \theta \in \Theta \). Pick \( \varepsilon > 0 \). Then there exists a compact set \( K \subseteq X \) such that \( P_\theta(K) > 1 - \frac{\varepsilon}{3} \). It follows that
\[
\left| \int_K [\varphi(\theta, x; \pi) - \alpha] P_\theta(dx) - \int_X [\varphi(\theta, x; \pi) - \alpha] P_\theta(dx) \right| < \frac{\varepsilon}{3}
\]
for all \( \pi \in \mathcal{M}(\Theta) \). Pick \( \pi_0 \in M_o \). As \( M_o \) is open, pick \( B \) to be an open ball centered at \( \pi_0 \) such that \( \overline{B} \subseteq M_o \). We use \( r_0 \) denote the radius of \( B \). As \( \mathcal{M}(\Theta) \) is compact
under the Wasserstein metric, $\overline{B}$ is compact under the Wasserstein metric. As $K \times \overline{B}$ is compact, by Assumption 3, $\varphi(\theta, \cdot : \cdot)$ is uniformly continuous on $K \times \overline{B}$, and so there exists $0 < \delta < r_0$ such that $|\varphi(\theta, x : \pi) - \varphi(\theta, x : \pi_0)| < \frac{\varepsilon}{3}$ for all $x \in K$ and all $\pi, \pi_0 \in \mathcal{M}(\Theta)$ with $W(\pi, \pi_0) < \delta$. Hence we have

\begin{equation}
|\int_K |\varphi(\theta, x : \pi) - \alpha|P_0(dx) - \int_K |\varphi(\theta, x : \pi_0) - \alpha|P_0(dx)| < \frac{\varepsilon}{3}
\end{equation}

for all $\pi \in \mathcal{M}(\Theta)$ with $W(\pi, \pi_0) < \delta$. It follows from Inequalities (17) and (18) that $z_\theta(\cdot)$ is continuous on $M_o$ with respect to Wasserstein metric.

As the Wasserstein metric induces a coarser topology than the total-variation metric, the following corollary is an immediate consequence of Lemma 1.

**Corollary 1.** Let $\Theta$, $\tau$, and $\varphi$ be as in Lemma 1, and suppose Item 2 of Assumption 3 holds for some open subset $M_o \subseteq \mathcal{M}(\Theta)$ with respect to Wasserstein metric. Then (CC) holds for $\tau, M_o$.

We now state a stronger version of Theorem 1, replacing Assumption 1 by Assumption 3.

**Theorem 4** (Main result). Fix a statistical model $(X, \Theta, P)$, level $1 - \alpha \in (0, 1)$, and family $\tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)}$ of credible regions with rejection probability function $\varphi$. Suppose $\Theta$ is compact and Assumption 3 holds for $\mathcal{F}_{\text{fin}}$, $M$, and $M_o$. Then there exists a matching prior in $M_o$ for $\tau$.

11.3. **Notation from nonstandard analysis.** We briefly introduce notation from nonstandard analysis. For those who are not familiar with nonstandard analysis, Duanmu and Roy [2020, App. A] provide a review tailored to their statistical application. Arkeryd et al. [1997], Cutland et al. [1995] provide thorough introductions.

We use $^*$ to denote the nonstandard extension map taking elements, sets, functions, relations, etc., to their nonstandard counterparts. In particular, $^*\mathbb{R}$ and $^*\mathbb{N}$ denote the nonstandard extensions of the reals and natural numbers, respectively. Given a topological space $(Y, T)$ and a subset $X \subseteq Y$, let $\text{NS}(^*X) \subseteq ^*X$ denote the subset of near-standard elements (defined by the monadic structure induced by $T$) and let $\text{st} : \text{NS}(^*Y) \to Y$ denote the standard part map taking near-standard elements to their standard parts. In both cases, the notation elides the underlying space $Y$ and the topology $T$, because the space and topology will always be clear from context. As an abbreviation, we write $^*x$ for $\text{st}(x)$ for atomic elements $x$. For functions $f$, we write $^*f$ for the composition $x \mapsto \text{st}(f(x))$.

An internal probability space is a triple $(\Omega, \mathcal{F}, P)$ such that

1. $\Omega$ is an internal set;
2. $\mathcal{F}$ is an internal subalgebra of $\mathcal{P}(\Omega)$; and
3. $P : \mathcal{F} \to [0, 1]$ is an internal function such that $P(\emptyset) = 0$, $P(\Omega) = 1$ and $P(A \cup B) = P(A) + P(B) - P(A \cap B)$ whenever $A, B \in \mathcal{F}$.

Note that an internal probability space is hyperfinitely additive. Given an internal probability space $(\Omega, \mathcal{F}, P)$, let $(\Omega, \mathcal{F}_p, P)$ denote the corresponding Loeb space, i.e., the completion of the unique extension of $P$ to the (usually external) $\sigma$-algebra generated by $\mathcal{F}$. Write $\mathcal{F}$ for $\mathcal{F}_p$, when the context is clear. For two internal sets $A$ and $B$, let $I(B^A)$ denote the set of all internal functions from $A$ to $B$. 


11.4. Existence of nonstandard matching priors. The basic idea is to extend the statistical model and family of credible regions to the nonstandard universe, and then restrict our attention to a hyperfinite parameter space $T_\Theta$ satisfying $\Theta \subseteq T_\Theta \subseteq \mathbb{^*}\Theta$. The existence of such a set follows from saturation. On this hyperfinite parameter space, we may apply a transfer of the result of Müller and Norets. This approach produces an internal probability measure that is, informally, a nonstandard matching prior. The bulk of the work, which we carry out in later subsections, is to use regularity conditions to construct a corresponding standard matching prior for the standard model.

We begin by quoting the result of Müller and Norets [2016], expressed in our notation.

**Theorem 5.** Fix a statistical model $\langle X, \Theta, P \rangle$, level $1 - \alpha \in (0, 1)$, and family $\tau = (\tau_\pi)_{\pi \in M(\Theta)}$ of $1 - \alpha$ credible regions. Suppose $\Theta$ is finite and, for every $\theta \in \Theta$, $z_\theta : M(\Theta) \rightarrow [-1, 1]$ defined for $\tau = (\tau_\pi)_{\pi \in M(\Theta)}$ is continuous with respect to total-variation distance on $M_{\text{fin}}(\Theta)$. Then there exists a matching prior for $\tau$.

Inspecting the proof of this result, one observes that its authors, in fact, establish a formally stronger result:

**Theorem 6.** Fix a statistical model $\langle X, \Theta, P \rangle$, level $1 - \alpha \in (0, 1)$, and family $\tau = (\tau_\pi)_{\pi \in M(\Theta)}$ of $1 - \alpha$ credible regions. Suppose $\Theta$ is finite and let $A$ be a nonempty subset of $M(\Theta)$ such that $A$ is compact when viewed as a subset of $\mathbb{R}^{\Theta}$. Suppose $Q_\Theta(A) \subseteq A$ and (CC) holds for $\tau, A$. Then there exists a matching prior for $\tau$ and, moreover, it belongs to $A$.

Note that this strengthens the result in two ways: (1) we need only have continuity on the smaller set $A$; and (2) we are guaranteed that there exists a matching prior in the smaller set $A$.

In order to state the main theorem in this section, we must introduce several nonstandard structures associated with a statistical model $\langle X, \Theta, P \rangle$. First, the set of priors is $M(\Theta)$, and so the set of *priors is $\mathbb{^*}M(\Theta)$. The model $P$ is a measurable function from $\Theta$ to $M(X)$, and so its extension $\mathbb{^*}P$ is a *measurable function from $\mathbb{^*}\Theta$ to $\mathbb{^*}M(X)$. By the transfer principle, for every $\theta \in \mathbb{^*}\Theta$, $\mathbb{^*}P(\theta)$ is an internal probability measure on the *measurable space $(X, \mathcal{B}_X) = (\mathbb{^*}X, \mathbb{^*}\mathcal{B}_X)$. For all $\theta \in \mathbb{^*}\Theta$, we define $\mathbb{^*}P_\theta = \mathbb{^*}P(\theta)$. By convention, we drop the star from the notation $\mathcal{J}^*$ for the nonstandard extension of the integral operator $(f, \mu) \mapsto \int f d\mu$. For $N \in \mathbb{^*}\mathbb{N}$, we write IV$(\mathbb{^*}\mathbb{R}^N)$ for the set of internal functions from $\{0, 1, \ldots, N - 1\}$ to $\mathbb{^*}\mathbb{R}$.

**Theorem 7.** Fix a statistical model $\langle X, \Theta, P \rangle$, level $1 - \alpha \in (0, 1)$, and family $\tau = (\tau_\pi)_{\pi \in M(\Theta)}$ of $1 - \alpha$ credible regions with rejection probability function $\varphi$. Suppose (CC) holds for $\tau$, $M$ for some $M \subseteq M(\Theta)$. Then, for every hyperfinite set $T \subseteq \mathbb{^*}\Theta$ such that $\mathbb{^*}Q_{\tau}(\mathbb{^*}M|_T) \subseteq \mathbb{^*}M|_T$ and $\mathbb{^*}M|_T$ is a nonempty *compact set when viewed as a subset of IV$(\mathbb{^*}\mathbb{R}^{|T|})$, there exists a *prior $\Pi \in \mathbb{^*}M$, with $\Pi(T) = 1$, such that the following statement holds:

$$\forall \theta \in T, \ \mathbb{^*}z_\theta(\Pi) \leq 0. \ (19)$$

Our proof relies on restricting a family of credible regions to a submodel: For a function $f : Y \rightarrow Z$, write $f|_{Y'}$ for the restriction of $f$ to $Y' \subseteq Y$. A submodel of $\langle X, \Theta, P \rangle$ is any statistical model of the form $\langle X, \Theta', P|_{\Theta'} \rangle$ for $\Theta' \in \mathcal{B}_\Theta$. Supermodels are defined as expected.

**Definition 8.** Let $\langle X, \Theta', P|_{\Theta'} \rangle$ be a submodel of $\langle X, \Theta, P \rangle$, and let $\tau = (\tau_\pi)_{\pi \in G}$ be a family of $1 - \alpha$ credible regions in $\langle X, \Theta, P \rangle$. Then the restriction of $\tau$ to $\langle X, \Theta', P|_{\Theta'} \rangle$
is the family $\tau' = (\tau'_{\pi})_{\pi \in G|_{\Theta'}}$ and, for all $x \in X$, $u \in [0, 1]$, and $\pi \in G|_{\Theta'}$,
\begin{equation}
\tau'_{\pi}(x, u) = \tau_{\pi\Theta}(x, u) \cap \Theta'.
\end{equation}

The extension and restriction of *credible regions can be defined similarly. We now prove the simple (standard) fact that if (CC) holds for a family, then it holds for any restriction to a submodel.

**Lemma 2.** Let $\langle X, \Theta', P|_{\Theta'} \rangle$ be a submodel of $\langle X, \Theta, P \rangle$, let $\tau = (\tau_{\pi})_{\pi \in G}$ be a family of $1 - \alpha$ credible regions in $\langle X, \Theta, P \rangle$ with rejection probability function $\varphi$, and let $\tau' = (\tau_{\pi})_{\pi \in G|_{\Theta'}}$ be the restriction of $\tau$ to $\langle X, \Theta', P|_{\Theta'} \rangle$. Then $\tau'$ is a family of $1 - \alpha$ credible regions in $\langle X, \Theta', P|_{\Theta'} \rangle$ and, moreover, its rejection probability function $\varphi'$ satisfies $\varphi'(\theta, x; \pi) = \varphi(\theta, x; \pi_{\Theta'})$ for all $\theta \in \Theta'$, $x \in X$, and $\pi \in G|_{\Theta'}$. Finally, if (CC) holds for the pair $\tau$, $M$ in $\langle X, \Theta, P \rangle$, then it holds for the pair $\tau'$, $M|_{\Theta'}$ in $\langle X, \Theta', P|_{\Theta'} \rangle$.

**Proof.** See Section 16.2.

We are now in a position to give a proof sketch whose details could easily be filled in by a reader versed in nonstandard analysis. For the benefit of readers less familiar with nonstandard analysis, we provide a proof in Section 16.2 where the details are made explicit.

**sketch of Theorem 7.** Let $T \subseteq \ast \Theta$ be nonempty hyperfinite such that $\ast Q_{T}(\ast M|_{T}) \subseteq \ast M|_{T}$ and $\ast M|_{T}$ is nonempty and $\ast$-compact. It follows from $T$ being nonempty and hyperfinite that $T \in \ast B_{\Theta}$ and $\langle \ast X, T, \ast P|_{T} \rangle$ is a *submodel of $\langle \ast X, \ast \Theta, \ast P \rangle$. Let $\ast \tau$ be the extension of $\tau$ and let $\xi = (\ast \tau_{\pi})_{\pi \in \ast M(T)}$ be the *restriction of $\ast \tau$ to the *submodel $\langle \ast X, T, \ast P|_{T} \rangle$. By assumption, (CC) holds for $\tau$, $M$. By the transfer principle, the transfer of (CC) holds for $\ast \tau$, $\ast M$ in $\langle \ast X, \ast \Theta, \ast P \rangle$. Recall that $\ast M|_{T} = \{ \Pi \in \ast M(T) : \Pi^{\Theta} \in \ast M \}$. The transfer of Lemma 2 implies that the *restriction $\xi$ is a *family of credible regions and that the transfer of (CC) holds for $\xi$, $\ast M|_{T}$ in $\langle \ast X, T, \ast P|_{T} \rangle$.

Thus, by transfer of Theorem 6, taking $A = \ast M|_{T}$, there exists a *matching *prior $\Pi' \in \ast M(T)$ for $\xi$. The *prior $\Pi'$ extends to a *prior $\Pi$ on $\ast \Theta$ with $\Pi(T) = 1$. By transfer of the definition of matching priors and the rejection probability function identity of Lemma 2, this implies Eq. (19), completing the proof.

**11.5. Push-down measures and Wasserstein metric.** In this section, we start by discussing how to construct standard probability measures from internal (hyperfinitely additive) probability measures. There exists a rich literature on this subject (see, e.g., [Anderson, 1982, Render, 1993, Aldaz, 1995, Ross, 2009]). Such a standard probability measure is usually constructed via the standard part map, and is called the push-down of the internal probability measure. We then show that the *Wasserstein metric between an internal probability measure and the nonstandard extension of its push-down is infinitesimal. We begin with the definition of a push-down measure:

**Definition 9.** Let $Y$ be a Hausdorff space with Borel $\sigma$-algebra $B_{Y}$, let $\nu$ be an internal probability measure defined on $(\ast Y, \ast B_{Y})$, and let
\begin{equation}
C = \{ C \subseteq Y : \text{st}^{-1}(C) \in \ast B_{Y} \}.
\end{equation}

The push-down of $\nu$, denoted $\nu_{p}$, is the countably additive measure on $C$ given by $\nu_{p}(C) = \nu(\text{st}^{-1}(C))$.

For general Hausdorff Borel measurable space $(Y, B_{Y})$, the push-down measure $\nu_{p}$ may not be a probability measure. In fact, if $\nu(\text{NS}(\ast Y)) = 0$ then $\nu_{p}$ is the null measure on
(Y, B_Y). However, when Y is compact, the following theorem guarantees that \( \nu_p \) is a probability measure on \((Y, B_Y)\).

**Theorem 8.** Let Y be a compact Hausdorff space equipped with Borel \( \sigma \)-algebra \( B_Y \), and let \( \nu \) be an internal probability measure defined on \((*Y, *B_Y)\). Then the push-down measure \( \nu_p \) of \( \nu \) is the completion of a regular Borel probability measure on \((Y, B_Y)\).

It is natural to hope that the “distance” between an internal probability measure and the nonstandard extension of its push-down measure is small. The following example shows that the *total-variation distance between these two internal probability measures may be large.

**Example 4.** Let \( \nu \) be an internal probability measure on \((*[0, 1], *B_{[0, 1]})\) concentrating on some infinitesimal \( \varepsilon > 0 \). Then \( \nu_p \) is a standard probability measure on \(([0, 1], B_{[0, 1]})\) concentrating on \( \{0\} \). Thus, the *total variation distance between \( \nu \) and \( *\nu_p \) is 1.

However, under moderate conditions, the *Wasserstein metric between an internal probability measure and its push-down is small. The details of the proof of this section’s main result are somewhat technical and so are deferred to Section 16.3, but may be of independent interest. The main result needed in this paper is:

**Theorem 9.** Suppose Y is a compact metric space with Borel \( \sigma \)-algebra \( B_Y \). Let \( \Pi \in *\mathcal{M}(Y) \). Then \( *W(\Pi, *\Pi_p) \approx 0 \).

**Proof.** See Section 16.3. \( \square \)

Subsequent to the completion of this work, Duanmu and Weiss [2018] extended Lemma 26 and Theorem 9 to hold for bounded \( \sigma \)-compact metric spaces.

### 11.6. Matching priors for compact parameter spaces

In this section, we establish a standard result using push-down techniques under regularity conditions. Note that the parameter space, \( \Theta \), is compact. Let \( \mathcal{M}(\Theta) \) be equipped with Wasserstein metric. As \( \Theta \) is compact, the Wasserstein metric on \( \mathcal{M}(\Theta) \) metrizes weak convergence. Thus, \( \mathcal{M}(\Theta) \) equipped with Wasserstein metric is a compact space by Prokhorov’s theorem.

Fix \( \alpha \in (0, 1) \) and a family \( \tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)} \) of \( 1 - \alpha \) credible regions with rejection probability function \( \varphi \). The following proposition is the main technical result:

**Proposition 1.** Suppose Item 2 of Assumption 3 holds for some open subset \( M_o \subseteq \mathcal{M}(\Theta) \) with respect to Wasserstein metric. Let \( \Pi \in *\mathcal{M}(\Theta) \) and let \( \Pi_p \) denote its push-down. Suppose \( \Pi_p \in M_o \). Then, for all \( \theta \in \Theta \),

\[
\int *\varphi(\theta, x; \Pi) *P_\theta(dx) \approx \int *\varphi(\theta, x; *\Pi_p) *P_\theta(dx).
\]

**Proof.** See Section 16.4 for the proof as well as additional technical lemmas. \( \square \)

We are now ready to prove our main theorem, which ensures the existence of matching-prior for compact parameter spaces under sufficient conditions:

**of Theorem 4.** Let \( T \in *\mathcal{F}_{\text{fin}} \) be a hyperfinite subset of \( *\Theta \) that contains \( \Theta \) as a subset. The existence of such \( T \) is guaranteed by the saturation principle. By Item 3 of Assumption 3, there exists a nonempty open set \( U \subseteq \mathcal{M}(\Theta) \) such that \( M \subseteq U \subseteq \overline{U} \subseteq M_o \). As \( \mathcal{M}_{\text{fin}}(\Theta) \) is a dense subset of \( \mathcal{M}(\Theta) \) under the Wasserstein distance, we know that

\[
\overline{U} \cap \mathcal{M}_{\text{fin}}(\Theta) \neq \emptyset.
\]
Let \( \mathcal{M}_T(\Theta) = \{ \Pi \in \mathcal{M}(\Theta) : \Pi(T) = 1 \} \). Note \( \mathcal{M}_T(\Theta) \subseteq \mathcal{M}_\text{fin}(\Theta) \). Then, \( \mathcal{M}_T(\Theta) \) is a nonempty \( * \)-compact subset of \( \mathcal{M}_T(\Theta) \) under the \( * \)-Wasserstein metric. Thus, \( \mathcal{M}_T \) is a nonempty \( * \)-compact subset of \( \mathcal{M}(T) \) under the \( * \)-Wasserstein metric, which implies that \( \mathcal{M}_T \) is \( * \)-compact when viewed as a subset of \( IV(\mathbb{R}^{|T|}) \). By the transfer principle, Item 4 of Assumption 3 implies \( \mathcal{W}_T(\mathcal{M}_T) \subseteq \mathcal{M}(T) \subseteq \mathcal{M}_T \). By Corollary 1, we know that (CC) holds for \( \tau, U \). Thus, by Corollary 1 and Theorem 7, there is an internal prior \( \Pi \in \mathcal{U} \) with \( \Pi(T) = 1 \) such that

\[
\forall t \in T, \int \phi(t, x ; \Pi) \rho(dx) \leq \alpha.
\]

As \( \Theta \subseteq T \), we have \( \int \phi(\theta, x ; \Pi) \rho(dx) \leq \alpha \) for all \( \theta \in \Theta \). Let \( \Pi_p \) be the push-down of \( \Pi \). As \( \Theta \) is compact, \( \Pi_p \) defines a probability measure on \( \Theta \). By Theorem 9, we have \( \mathcal{W}(\Pi, \Pi_p) \approx 0 \). As \( \mathcal{U} \) is compact, by Lemma 27, we know that \( \Pi_p \in \mathcal{U} \subseteq M_\alpha \). By Proposition 1, we have

\[
\int \phi(\theta, x ; \Pi) \rho(dx) \approx \int \phi(\theta, x ; \Pi_p) \rho(dx),
\]

for all \( \theta \in \Theta \). As \( \Theta \subseteq T \), we know that \( \int \phi(\theta, x ; \Pi_p) \rho(dx) \leq \alpha \) for all \( \theta \in \Theta \). By the transfer principle, we have \( \int \phi(\theta, x ; \Pi_p) \rho(dx) \leq \alpha \) for all \( \theta \in \Theta \), completing the proof.

12. Sufficient conditions yielding exact matching priors

12.1. Overview. We return to the problem discussed in Section 5: how to prove the existence of matching priors for families of credible regions that approximate standard families. We begin by stating an analogue of Theorem 2 for highest-posterior density regions (Theorem 10 in Section 12.2). We then prove a similar results under weaker continuity requirements (Section 12.3). Finally, our results on highest-posterior density regions require the existence of something that we call a system of prior perturbation; we give a very general construction of such a system in Section 12.4.

12.2. Extension to highest-posterior density regions. We begin by defining highest-posterior density (HPD) regions formally and introducing additional assumptions necessary to establish an analogue of Theorem 2 for HPD regions. Let \( D(\Theta) \subseteq \mathcal{M}(\Theta) \) denote the set of absolutely continuous distributions.

**Definition 10** (Highest posterior density regions). Fix a level \( 1 - \alpha \in (0, 1) \) and absolutely continuous distribution \( \mu \in D(\Theta) \) with density \( \rho \). Let \( R(d) = \{ \theta \in \Theta : \rho(\theta) \geq d \} \) be the region with density at least \( d \) and let

\[
L_{H,\alpha}(\mu) = \sup \{ d \geq 0 : \mu(R(d)) \geq 1 - \alpha \}.
\]

The \( 1 - \alpha \mu \)-highest posterior density (HPD) region is the subset \( R(L_{H,\alpha}(\mu)) \) of \( \Theta \) with characteristic function \( \psi_{H,\mu,\alpha} \). A family \( (\tau_x)_{x \in X} \) of \( 1 - \alpha \) credible regions is a family of \( 1 - \alpha \) HPD regions if, for all \( x \in X \), the posterior \( P_x \) is an element of \( D(\Theta) \) and, for almost all \( u \in [0, 1] \), \( \chi_{\tau_x(x,\alpha)} = \psi_{H,\mu,\alpha} \), i.e., \( \tau_x(x,u) \) is the \( 1 - \alpha \) HPD region.

Note that \( L_{H,\alpha}(\mu) \) is not affected by changes to the density \( \rho \) on a Lebesgue measure zero set. On the other hand, the characteristic function \( \psi_{H,\mu,\alpha} \) is affected by changes to the density \( \rho \) on a Lebesgue measure zero set. In order to specify well-defined frequentist
properties of HPD regions, it is necessary to assume that we have fixed a particular posterior density for every combination of prior and sample. For many typical problems, there is a canonical choice. For example, there is often a unique continuous version of the density.

One obstruction to studying HPD regions is that most priors do not yield absolutely continuous posteriors, and thus no HPD region can be defined. To sidestep this issue, we allow the statistician to specify, for every prior \( \pi \) and tolerance \( \gamma > 0 \), an absolutely continuous measure \( \pi_\gamma \) that is “close” to \( \pi \). In order to give the statistician as much flexibility as possible, we allow this “perturbed” prior to live on a larger parameter space in some supermodel.

We recall some notation and basic facts about norms. For \( 1 \leq p \leq \infty \), let \( \| \cdot \|_p \) denote the usual \( L^p \) norm on \( \mathbb{R}^n \) and \( \mathbb{R}^n \to \mathbb{R} \) with respect to Lebesgue measure. We sometimes abuse notation and write \( \| \cdot \|_p \) to denote the metric induced by the \( L^p \) norm. For \( p = 2 \), we drop the subscript in the notation.

We recall a fundamental result about the Wasserstein distance. Given metric spaces \((\Omega, d), (\Omega', d')\), recall that the Lipschitz norm of a function \( f : \Omega \to \Omega' \) is

\[
\| f \|_{\text{Lip}} = \sup_{x \neq y} \frac{d'(f(x), f(y))}{d(x, y)}.
\]

For \( C > 0 \), let \( \mathcal{L}_C(\Omega) = \{ f : \Omega \to \mathbb{R} : \| f \|_{\text{Lip}} \leq C \} \) denote the set of real-valued \( C \)-Lipschitz functions, and let \( \mathcal{L}(\Omega) = \bigcup_{C > 0} \mathcal{L}_C(\Omega) \) denote the set of all real-valued Lipschitz functions. Finally, let \((\Omega, B_\Omega, d)\) be a metric Borel measurable space, and let \( \mu, \nu \in \mathcal{M}(\Omega) \). If \( \mu \) and \( \nu \) have bounded support, then a classical result by Kantorovich and Rubinstein shows that

\[
W_1(\mu, \nu) = \sup \left\{ \left| \int f d\mu - \int f d\nu \right| : f \in \mathcal{L}_1(\Omega) \right\}.
\]

For this paper, the metric underlying \( W_1 \) is the usual Euclidean metric on \( \mathbb{R}^d \).

**Definition 11.** Let \( \langle X, \Theta, P \rangle \) be a submodel of \( \langle X, \Theta', P' \rangle \). A system of prior perturbations on \( \Theta \) in \( \langle X, \Theta', P' \rangle \) assigns to every prior distribution \( \pi \in \mathcal{M}(\Theta) \) and real \( \gamma > 0 \) a perturbed prior \( \pi_\gamma \in \mathcal{M}(\Theta') \) such that \( W_1(\pi, \pi_\gamma) < \gamma \). Moreover, there is assumed to be some function \( D : (0, \infty) \to (0, \infty) \) such that, for all pairs of priors \( \mu, \nu \in \mathcal{M}(\Theta) \) and reals \( \gamma > 0 \), we have

\[
W_1(\mu_\gamma, \nu_\gamma) \leq D(\gamma) W_1(\mu, \nu).
\]

A system of prior perturbations exists trivially: we may simply take \( \Theta' = \Theta \) and \( P' = P \) and then \( \pi_\gamma = \pi \) for all \( \pi \) and \( \gamma \). This trivial system suffices for approximating credible balls. In order to approximate HPD regions, however, we require the following assumption to hold of the system of prior perturbations:

**Assumption 4.** For every prior \( \pi \in \mathcal{M}(\Theta) \) and real \( \gamma > 0 \), the perturbed prior \( \pi_\gamma \) is absolutely continuous with Lipschitz density function \( p_{\pi, \gamma} \). Moreover, there is assumed to be some function \( D' : (0, \infty) \to (0, \infty) \) such that, for all pairs of priors \( \mu, \nu \in \mathcal{M}(\Theta) \) and reals \( \gamma > 0 \), we have

\[
\| p_{\mu, \gamma} - p_{\nu, \gamma} \|_\infty \leq D'(\gamma) W_1(\mu, \nu)
\]

and

\[
\| p_{\mu, \gamma} \|_\infty \leq D'(\gamma).
\]
We observe that, to find a system of perturbed priors that satisfies Assumption 4, it is only necessary to construct a system of perturbed priors for $\gamma$ in some small interval $(0, \gamma_0)$; we can then take $\pi_\gamma = \pi_{\gamma_0}$ for all $\gamma > \gamma_0$.

For the case of absolute continuity with respect to Lebesgue measure, every model satisfying Assumption 2 with a compact parameter space $\Theta \subseteq \mathbb{R}^d$ can be embedded in a supermodel with a compact parameter space $\Theta' \supseteq \Theta$, $\Theta' \subseteq \mathbb{R}^d$, that both satisfies Assumption 2 and yields a system of prior perturbations satisfying Assumption 4. See Section 12.4 for details, including an explicit construction.

We now state a generalization of our main application that holds also for HPD regions:

**Theorem 10.** Fix $\alpha \in (0, 1)$ and let $B \in \{I, H\}$ be the family of credible regions to be extended, where $B = I$ specifies credible balls (Definition 5) and $B = H$ specifies HPD regions (Definition 10). Let $(X, \Theta, P)$ be a submodel of a statistical model $(X', \Theta', P')$ that satisfies Assumption 2, and suppose $\Theta, \Theta'$ are compact subsets of $\mathbb{R}^d$. Fix any system of prior perturbations and, in the case $B = H$, assume the system meets Assumption 4. Assume also that we fix versions of posterior distributions and posterior densities, when the latter exist. Let $\varepsilon \in (0, \alpha)$. There exists a family of $1-\alpha$ credible regions $\tau = (\tau_{\pi})_{\pi \in \mathcal{M}(\Theta)}$, real $\gamma \in (0, \varepsilon)$, and prior $\pi_0 \in \mathcal{M}(\Theta)$ such that

(1) $\pi_0$ is a matching prior for $\tau$ in $(X, \Theta, P)$;

(2) In the case of $B = I$, for all $\pi \in \mathcal{M}(\Theta)$ and $x \in X$, the support of $\tau_{\pi}$ at $x$ is contained in the $\varepsilon$-fattening of $\{\theta \in \mathbb{R}^d : \parallel \theta - M(P_{\pi, x}^\gamma) \parallel \leq L_{1,\alpha-\varepsilon}(P_{\pi, x}^\gamma)\}$ and the support of $\psi_{I;P_{\pi, x}^\gamma, x}$ is contained in the $\varepsilon$-fattening of the support of $\tau_{\pi}$ at $x$;

(3) In the case of $B = H$, for all $\pi \in \mathcal{M}(\Theta)$ and $x \in X$, let $\rho$ denote the density function for $P_{\pi}^\gamma$. Let $\Theta_{\gamma}, \Theta_{\alpha}$ be the supports of $\tau_{\pi}$ and $\psi_{H;P_{\pi, x}^\gamma, x}$, respectively. Then, we have

$$\text{ess inf}_{\theta \in \Theta_{\gamma}} \rho(\theta) \geq \text{ess inf}_{\theta \in \Theta_{\alpha-\varepsilon}} \rho(\theta) - \varepsilon \parallel \rho \parallel_{\text{Lip}}.$$

Part (2) relates the support of the credible ball regions, while Part (3) relates the densities of the points in the HPD regions. The first of these is easy to interpret: the supports of our approximate credible ball regions are almost the same as the usual credible balls in a fairly strong sense. The density relationship in Part (3) is a natural analogue for HPD regions: HPD regions are defined by choosing those points in $\Theta$ that have the highest posterior density, and so we compare the threshold below which points are excluded. Note that the second containment relationship in Part (2) does in fact hold for HPD regions for many textbook scenarios (though perhaps not for $\pi_0$). In particular, if the posterior density is reasonably far from being flat in high-density regions, Inequality (32) immediately implies a containment relationship similar to the second one in Part (2). We present further discussion on roadblocks to finding matching priors for HPD regions in Section 7.

### 12.3. Weaker conditions for approximate credible balls and highest-posterior density regions

Theorem 10 requires the model densities to be uniformly Lipschitz and the log densities to be bounded (Assumption 2). Here we show that these same results hold under the assumption that the posterior map $(x, \pi) \rightarrow P_{\pi}^\gamma$ is sufficiently continuous; we again elide dependencies on the statistical model $(X, \Theta, P)$ (and supermodels). Recall that $\Theta$ is a compact subset of $\mathbb{R}^d$ of positive Lebesgue measure and $\Theta \subseteq \Theta'$. Assume $\Theta' \subseteq \mathbb{R}^d$ is also compact.

**Assumption 5** (Lipschitz posterior map). The map

$$\begin{align*}
(x, \pi) \rightarrow P_{\pi}^\gamma: (X \times \mathcal{M}(\Theta'), dx \otimes W_1) \rightarrow (\mathcal{M}(\Theta'), W_1)
\end{align*}$$

implies a containment relationship similar to the second one in Part (2). We present further discussion on roadblocks to finding matching priors for HPD regions in Section 7.
is Lipschitz.

We now show that Assumption 2 implies Assumption 5.

**Lemma 3.** Suppose \( \Theta \) is compact. Then Assumption 2 implies Assumption 5.

**Proof.** See Section 15.2. \( \square \)

In order to approximate HPD regions, we require additional regularity of the posterior map on the set of absolutely continuous priors, \( \mathcal{D}(\Theta) \). For \( \mu, \nu \in \mathcal{D}(\Theta) \), write \( h_\mu \) for an arbitrary version of its probability density, and let

\[
d_{\text{sup}}(\mu, \nu) = \| h_\mu - h_\nu \|_{L^\infty}
\]

be the metric on absolutely continuous probability distributions corresponding to the \( L^\infty \)-norm metric on their underlying density functions.

**Assumption 6** (\( L^\infty \)-norm continuity). For every subset \( E \subseteq \mathcal{D}(\Theta') \) for which

\[
\sup_{\pi \in E} \| h_\pi \|_{L^\infty} < \infty,
\]

the map

\[
(x, \pi) \mapsto P^x_\pi : (X \times E, dX \otimes d_{\text{sup}}) \to (\mathcal{D}(\Theta'), d_{\text{sup}})
\]

from \( X \times E \) to \( \mathcal{D}(\Theta') \) is Lipschitz continuous. Moreover, for \( \pi \in E \), if \( h_\pi \) is Lipschitz then \( p_{\pi, x} \) is Lipschitz, where \( p_{\pi, x} \) is the density function of \( P^x_\pi \).

**Lemma 4.** Suppose \( \Theta \) is compact. Then Assumption 2 implies Assumption 6.

**Proof.** See Section 15.2. \( \square \)

In Section 5.2 and Section 12.2, we claimed existence of matching priors for families that approximate credible balls and HPD regions under Assumption 2. In fact, we can establish these result under the weaker hypotheses, Assumption 5 and Assumption 6.

**Theorem 11.** Theorem 10 holds with Assumption 5 in place of Assumption 2 for the case \( B = I \) and Assumption 5 and Assumption 6 in place of Assumption 2 for the case \( B = H \).

Clearly Theorem 10 follows immediately from Theorem 11, Lemma 3, and Lemma 4.

We prove Theorem 11 in Section 13. Then Theorem 2 is seen to follow immediately from Theorem 10 when one adopts the trivial system of perturbed priors whereby \( \pi_\gamma = \pi \) for all priors \( \pi \) and \( \gamma > 0 \).

12.4. **Existence of extensions and systems of perturbations.** In this section, we show that any model \( \langle X, \Theta, P \rangle \) satisfying Assumption 2 can be extended to a supermodel \( \langle X, \Theta', P' \rangle \) satisfying Assumption 2 and admitting a system of prior perturbations satisfying Assumption 4. The proofs in this section are constructive in the sense that they give explicit formulas that describe the supermodel (see Eq. (88)) and system of prior perturbations (see Eq. (90)).

**Lemma 5.** Let \( \langle X, \Theta, P \rangle \) satisfy Assumption 2, and let \( \Theta' \supseteq \Theta \) be any compact set. Then there exists a supermodel \( \langle X, \Theta', P' \rangle \) of \( \langle X, \Theta, P \rangle \) that satisfies Assumption 2.

**Proof.** See Section 15.3. \( \square \)
Next, we show that it is possible to construct a system of prior perturbations. We require some notation related to probability. For a distribution $\mu$, we write $X \sim \mu$ if the random variable $X$ has distribution $\mu$. For two distributions $\mu, \nu$ on the same vector space, we write $\mu \ast \nu$ for the usual convolution. That is, if $X \sim \mu$ and $Y \sim \nu$ are independent, then $X + Y \sim \mu \ast \nu$.

Lemma 6. Let $\langle X, \Theta, P \rangle$ satisfy Assumption 2, with $\Theta$ compact. Then there exists a supermodel $\langle X, \Theta', P' \rangle$ of $\langle X, \Theta, P \rangle$ that satisfies Assumption 2 and admits a system of prior perturbations that satisfy Assumption 4.

Proof. See Section 15.3. □

13. Families of coverage-inducing priors

13.1. Overview. Our main result, Theorem 1, establishes the existence of matching priors for certain families of credible regions. Among other assumptions in this theorem, we require that these families of credible regions satisfy certain continuity conditions that are not satisfied by the usual credible ball and HPD regions. In this section, we modify the usual credible balls and HPD regions and show that these modifications yield families of credible regions that satisfy the main continuity assumptions of Theorem 1. We also show that our modified credible balls and modified HPD regions are very similar to the usual credible balls and HPD regions in a formal sense. We conclude by proving Theorem 11 (and then proving Theorem 10 as a corollary). The explicit construction of the credible ball is included in Section 6 from the main paper, but we repeat much of this material here for ease of reference.

We give a short guide to our approach in the following subsections. We begin with a general construction and theorem in Section 13.2. The general construction is a recipe for perturbing a generic family of credible regions whose rejection probability functions are uniformly Lipschitz. The general result, Proposition 2, says that the resulting family of credible regions satisfies Assumption 1 as long as the original family’s rejection probability functions, viewed as functions of the data and prior, are sufficiently continuous. In Section 13.3, we construct two families of credible regions that we view as relaxed versions of the usual credible ball and HPD regions and show that these families have uniformly Lipschitz rejection probability functions, satisfying the first condition introduced in Section 13.2. In Section 13.4, we show that these relaxed families are also continuous functions of the associated data and prior, thus satisfying the second condition introduced in Section 13.2.

The results up to this point are sufficient to show that our new families of credible regions have matching priors. In Section 13.5, we show that our relaxed credible ball and HPD regions are also similar to the usual credible ball and HPD regions. These results allow us to establish our main result, Theorem 11, in Section 13.6; Theorem 2 is an immediate corollary.

For the remainder of Section 13, we fix a model $\langle X, \Theta, P \rangle$ and a supermodel $\langle X, \Theta', P' \rangle$ that both satisfy Assumption 5, and let $C$ denote the associated Lipschitz constant from that assumption. We fix a system $\langle \pi, \gamma \rangle$ of perturbed priors (Definition 11), and, abusing notation slightly, write $P^x_\pi \gamma$ for $(P')^x_\pi \gamma$. Up to this point, we have been working with rejection probability functions $\varphi$. In this section, we use acceptance probability functions $\psi = 1 - \varphi$, as they lead to more natural definitions and proofs.

13.2. Perturbed credible regions. In this section, we study credible regions with uniformly Lipschitz acceptance probability functions. We show how to modify such credible
regions in order to obtain families of credible regions that satisfy Assumption 1 under some regularity conditions.

The basic idea behind our construction is to smoothly average the usual acceptance probability function across some small range of levels (see Eq. (37)), then perform a small post-averaging correction. In particular, for $\eta \in (0, 1)$, let $h_\eta : \mathbb{R}_{\geq 0} \to \mathbb{R}$ be the density of some probability distribution on $\mathbb{R}_{\geq 0}$ such that the support of $h_\eta$ is $[\eta, 1]$ and $h_\eta$ is continuous. For $c > 0$, let $h_\eta^{(c)}(x) = c^{-1} h_\eta(x/c)$ be the probability density after the change of variable transformation $x \mapsto cx$. We use this density to define a random inflation to the level of an acceptance probability function.

We now introduce a base family of credible regions. Fix $\gamma > 0$ and let $\mathcal{M}_\gamma(\Theta) = \{\pi_\gamma : \pi \in \mathcal{M}(\Theta)\}$ be the set of perturbed priors. Fix $\beta > 0$. For every $\alpha \in (0, 1)$, let $\bar{\pi}_\alpha = (\bar{\pi}_\alpha)_{\pi \in \mathcal{M}(\Theta)}$ be a family of $1 - \alpha$ credible regions with acceptance probability function $\psi^\alpha$ such that $\psi^\alpha(\theta, x; \pi_\gamma)$ is $\beta$-Lipschitz in $\theta \in \Theta$ for every $\pi \in \mathcal{M}(\Theta)$ and $x \in X$. Let $\bar{\tau} = (\bar{\tau}_\alpha)_{\alpha \in (0, 1)}$.

For $\alpha, \eta \in (0, 1)$ and $\delta \in (0, \alpha)$, the $(\gamma, \eta, \delta)$-perturbation of $\psi^\alpha$ is the function $(\theta, x, \pi) \mapsto \psi^\prime_{\alpha, \beta, \gamma, \delta}(\theta, x; \pi) : \Theta \times X \times \mathcal{M}(\Theta) \to [0, 1]$ given by

$$\psi^\prime_{\alpha, \beta, \gamma, \delta}(\theta, x; \pi) = \int_{[\eta, \delta]} \psi^\alpha_{\alpha, \beta, \gamma, \delta}(\theta, x; \pi_{\gamma}) h_\eta(\delta)(z)dz. \quad (37)$$

Fix $\alpha, \eta, \delta$ as above. As we show, while $\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)$ is not itself an acceptance probability function for family of $1 - \alpha$ credible regions, it can be modified to be one. The following result is immediate from inspection.

**Lemma 7.** The function $\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)$ is $\beta$-Lipschitz for all $x \in X$ and $\pi \in \mathcal{M}(\Theta)$.

The next result shows that, for sufficiently small $\gamma$, the function $\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)$, when viewed as an acceptance probability function, has more than $1 - \alpha$ credibility. Recall that $C$ is the Lipschitz constant in Assumption 5.

**Lemma 8.** Assume $\gamma$ is small enough to satisfy

$$F' \equiv \delta \eta - \beta C\gamma > 0. \quad (38)$$

Let $x \in X$ and $\pi \in \mathcal{M}(\Theta)$. Then $P^\pi_{\pi} (\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)) \geq 1 - \alpha + F' > 1 - \alpha$.

**Proof.** By Definition 11 and Assumption 5, $W_1(P^\pi_{\pi}, P^\pi_{\pi}) \leq C\gamma$.

Then, for $z \in [\delta \eta, \delta]$,

$$P^\pi_{\pi} (\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)) \geq P^\pi_{\pi} (\psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi)) - \beta C\gamma \quad (39)$$

$$= 1 - \alpha + z - \beta C\gamma \quad (40)$$

$$\geq 1 - \alpha + \delta \eta - \beta C\gamma = 1 - \alpha + F'. \quad (41)$$

For $x \in X$ and $\pi \in \mathcal{M}(\Theta)$, define

$$A_{x, \pi}(r) = P^\pi_{\pi} (\max(0, \psi^\prime_{\alpha, \beta, \gamma, \delta}(\cdot, x; \pi) - r)), \quad r \in [0, 1], \quad (42)$$

and

$$R(x, \pi) = \sup\{r \in [0, 1] : A_{x, \pi}(r) \geq 1 - \alpha\}. \quad (43)$$

The next result shows that $A_{x, \pi}$ and $R(x, \pi)$ take finite values.
Lemma 9. Assume Eq. (38) holds. Let $x \in X$ and $\pi \in \mathcal{M}(\Theta)$. Then $A_{x,\pi}(0) \geq 1 - \alpha + F' > 1 - \alpha$ and

\begin{equation}
R(x, \pi) \in [0, \alpha].
\end{equation}

Proof. Because $\psi'_{\gamma, \beta, \delta, \eta}(\cdot, x; \pi) \leq 1$, we have $R(x, \pi) \leq \alpha$. In light of Lemma 8, we know that $A_{x,\pi}(0) = P_{\pi}(\psi'_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi)) \geq 1 - \alpha + F' > 1 - \alpha$. Thus $R(x, \pi) \geq 0$. □

We are now in a position to give the main definition of this section.

Definition 12 (Perturbed credible regions). Fix $\gamma, \beta > 0$ and let $\bar{\tau}, \alpha, \eta, \delta$ be defined as above, and assume Eq. (38) holds. A family of $(\gamma, \delta, \eta)$-perturbed $1 - \alpha$ credible regions based on $\bar{\tau}$ is one whose acceptance probability function $\psi_{\alpha, \beta, \gamma, \delta, \eta}$ satisfies

\begin{equation}
\psi_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi) = \max(0, \psi'_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi) - R(x, \pi))
\end{equation}

for all $x \in X$ and $\pi \in \mathcal{M}(\Theta)$.

It is immediate that

\begin{equation}
\psi_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi) \leq \psi'_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi).
\end{equation}

Definition 12 specifies a family of credible regions:

Lemma 10. Assume Eq. (38) holds. A family of $(\gamma, \delta, \eta)$-perturbed $1 - \alpha$ credible regions based on $\bar{\tau}$ is a family of $1 - \alpha$ credible regions.

Proof. See Section 17.2. □

Let $C(Y, Y')$ denote the collection of continuous functions from $Y \subseteq \mathbb{R}^d$ to $Y' \subseteq \mathbb{R}^{d'}$. We give this set its usual sup-norm metric structure:

\begin{equation}
\|f - g\|_\infty = \sup_{x \in Y} \|f(x) - g(x)\|.
\end{equation}

We now state the main result for this section, showing that perturbed families of credible regions meet Assumption 1 provided the perturbation is continuous.

Proposition 2. Assume Eq. (38) holds and $(x, \pi) \mapsto \psi'_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi)$ is a continuous map from $(X \times \mathcal{M}(\Theta), dx \otimes W_1)$ to $(C(\Theta, [0, 1]), \|\cdot\|_\infty)$. Then

\begin{equation}
(x, \pi) \mapsto \psi_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, x; \pi): (X \times \mathcal{M}(\Theta), dx \otimes W_1) \to (C(\Theta, [0, 1]), \|\cdot\|_\infty)
\end{equation}

is continuous and, in particular, Assumption 1 holds for the family $\tau = (\tau_{\pi})_{\pi \in \mathcal{M}(\Theta)}$ of $1 - \alpha$ credible regions with acceptance probability function $\psi_{\alpha, \beta, \gamma, \delta, \eta}(\cdot, \cdot; \cdot)$.

Proof. See Section 17.2. □

The following corollary is an immediate consequence of Proposition 2 and our main theorem Theorem 1:

Corollary 2. Under the assumptions of Proposition 2, there exists a matching prior for $\tau$. 
13.3. Construction of uniformly Lipschitz credible regions. In the previous section, we showed how families of credible regions with uniformly Lipschitz acceptance probability functions can be modified slightly to obtain families of credible regions satisfying Assumption 1, provided the perturbation we perform is continuous.

In this section, we construct perturbed variants of the usual credible balls and high posterior density (HPD) regions. In Section 13.4, we show that these perturbed families of credible regions meet the Lipschitz hypotheses of Section 13.2, yielding perturbed families of credible regions with matching priors. In Section 13.5, Lemma 17, Lemma 20, Lemma 18, and Lemma 19 show that these perturbed families are “similar” to the usual definitions of Definition 5 and Definition 10. Some of the definitions are repeated from Section 6 for ease of reading.

We begin with relaxed notions of credible balls and HPD regions, whose acceptance probability functions are Lipschitz continuous. These serve as building blocks in our construction of “perturbed” versions of credible balls and HPD regions that satisfy our main theorem’s continuity hypothesis:

Recalling the relaxed versions of credible balls given in Definition 6. For our purposes here, we note that we can take $\Theta$ to be $\Theta'$ in that definition.

In the presence of posteriors with atoms, $1 - \alpha$ credible regions are not always $1 - \alpha$ credible regions. In contrast, relaxed credible balls always have the right level:

**Lemma 11.** Fix a level $1 - \alpha \in (0, 1)$, slope $\beta \in (0, \infty)$, and distribution $\mu \in \mathcal{M}_1(\Theta')$ with mean $M(\mu)$. Then $L_{1, \alpha, \beta}(\mu)$ is well-defined and a $1 - \alpha$ relaxed $\mu$-credible ball with slope $\beta$ has $1 - \alpha$ $\mu$-credibility. Moreover, $f_{I, r}$ is $\beta$-Lipschitz and so the acceptance probability function is as well.

**Proof.** Let $H : (0, \infty) \to [0, 1]$ be the map $r \mapsto \int_{\Theta'} f_{I, r} \, d\mu$. Assuming $0 \leq r \leq s < \infty$,

$$|H(r) - H(s)| \leq \int_{\Theta'} \left| (r - \beta \|\theta - M(\mu)\|) - (s - \beta \|\theta - M(\mu)\|) \right| \mu(d\theta)$$

$$= \int_{\Theta'} |r - s| \mu(d\theta) = |r - s|.$$

Thus, $H$ is 1-Lipschitz, hence continuous. Clearly $\lim_{r \to 0} H(r) = 0$ and $\lim_{r \to \infty} H(r) = 1$ and so there exists a least $r > 0$ such that $H(r) = 1 - \alpha \in (0, 1)$. Hence, $L_{1, \alpha, \beta}(\mu)$ is well-defined. Moreover,

$$\int_{\Theta'} \psi_{I, \mu, \alpha, \beta}(\theta) \mu(d\theta) = H(L_{1, \alpha, \beta}(\mu))$$

$$= \inf\{H(r) : H(r) \geq 1 - \alpha\} = 1 - \alpha.$$

Finally, it is straightforward to verify that Eq. (6) is $\beta$-Lipschitz. \hfill \Box

We now define relaxed HPD regions. Note that the following regions are only defined for absolutely continuous distributions with Lipschitz density function.

**Definition 13** (Relaxed highest posterior density regions). Fix a level $1 - \alpha \in (0, 1)$, slope $\beta \in (0, \infty)$, and an absolutely continuous distribution $\mu \in \mathcal{D}(\Theta')$ with density $\rho$ and $\|\rho\|_{Lip} < \infty$. Let $\hat{\beta} = \frac{\beta}{\max(1, \|\rho\|_{Lip})}$. For $d \in [0, \infty)$, let

$$f_{H, d}(\theta) = \begin{cases} 1, & \rho(\theta) \geq d, \\ \hat{\beta}(\rho(\theta) - (d - \hat{\beta}^{-1})), & \rho(\theta) \in (d - \hat{\beta}^{-1}, d) \\ 0, & \rho(\theta) \leq d - \hat{\beta}^{-1}. \end{cases}$$

(49)
and let
\[ L_{H;\alpha,\beta} (\mu) = \sup \left\{ d \geq 0 : \int_{\Theta'} f_{H;d} \, d\mu \geq 1 - \alpha \right\} \]

Then the relaxed $\mu$-highest posterior density (HPD) region with slope $\beta$ is any random set with acceptance probability function $\hat{\psi}_{H;\mu,\alpha,\beta} = f_{H;L_{H;\alpha,\beta}(\mu)}$.

The proof of the following lemma is similar to the proof of Lemma 11.

**Lemma 12.** Fix a level $1 - \alpha \in (0,1)$, slope $\beta \in (0,\infty)$ and distribution $\mu \in \mathcal{D}(\Theta')$ with Lipschitz density function. Then $L_{H;\alpha,\beta}(\mu)$ is well-defined and a $1 - \alpha$ relaxed $\mu$-HPD region with slope $\beta$ has $1 - \alpha$ $\mu$-credibility. Furthermore, $f_{H;d}$ (and thus the acceptance probability function) is $\beta$-Lipschitz.

**Proof.** Let $H : (0,\infty) \to [0,1]$ be the map $d \mapsto \int_{\Theta'} f_{H;d} \, d\mu$. Consider $0 \leq d_0 \leq d_1 < \infty$ with $d_0 > d_1 - \beta$, let $A_1 = \{ \theta \in \Theta' : \rho(\theta) \in [d_0, d_1] \}$, $A_2 = \{ \theta \in \Theta' : \rho(\theta) \in (d_1 - \beta^{-1}, d_1) \}$ and $A_3 = \{ \theta \in \Theta' : \rho(\theta) \in (d_0 - \beta^{-1}, d_0) \}$. We have
\[
H(d_0) - H(d_1) = \int_{A_1} (1 - (\rho(\theta) - (d_1 - \beta^{-1}))) \mu(d\theta)
+ \int_{A_2} (d_1 - d_0) \mu(d\theta) + \int_{A_3} \rho(\theta) - (d_0 - \beta^{-1}) \mu(d\theta)
\]
As $\mu$ is absolutely continuous, it is easy to see that $H(d_0) - H(d_1) \to 0$ as $d_1 - d_0 \to 0$, hence $H$ is continuous. Clearly $\lim_{d \to 0} H(d) = 1$ and $\lim_{d \to \infty} H(d) = 0$ and so the supremum in Definition 13 is achieved. Hence, $L_{H;\alpha,\beta}(\mu)$ is well-defined. Moreover,
\[
\int_{\Theta'} \hat{\psi}_{H;\mu,\alpha,\beta}(\theta) \mu(d\theta) = H(L_{H;\alpha,\beta}(\mu)) = 1 - \alpha.
\]
Finally, it is straightforward to verify that $f_{H;d}$ as defined by Eq. (49) is $\hat{\beta} \| \rho \|_{\text{Lip}}$-Lipschitz and thus $\beta$-Lipschitz.

**13.4. Perturbations of relaxed credible balls and highest-posterior density regions.** In this section, we apply perturbation developed in Section 13.2 to relaxed credible balls and relaxed HPD regions. We show that the maps sending a (data, prior) pair to the acceptance function of perturbed relaxed credible balls and perturbed relaxed HPD regions are continuous in the sense of Assumption 1.

Fix $\gamma > 0$ and let $\mathcal{M}_\gamma(\Theta) = \{ \pi : \pi \in \mathcal{M}(\Theta) \}$ be the set of perturbed priors. Fix $\beta > 0$. For every $\alpha \in (0,1)$, let $\tau^\gamma = (\tau^\gamma_\alpha)_{\pi \in \mathcal{M}_\gamma(\Theta)}$ be a family of $1 - \alpha$ credible regions (for perturbed priors) with acceptance function $\psi_{B;P^\tau_\gamma,\alpha,\beta}$ for $B \in \{ I, H \}$, i.e., $\tau^\gamma$ is a family of $1 - \alpha$ relaxed credible balls or HPD regions. Let $\tau = \tau^\alpha_{\pi \in (0,1)}$. Recall that $P^\tau_\alpha$ denotes some particular fixed version of the posterior distribution associated with $\pi \in \mathcal{M}(\Theta)$ and a sample $x \in X$. Moreover, for absolutely continuous posterior distributions, we fix some version of the posterior density.

By Lemma 11 and Lemma 12, for every $\alpha \in (0,1)$, $\psi_{B;P^\tau_\gamma,\alpha,\beta}$ is $\beta$-Lipschitz for $B \in \{ I, H \}$. We may therefore consider the perturbed version of this family, as defined in Section 13.2: Let $\alpha, \eta \in (0,1)$ and $\delta \in (0,\alpha)$, and assume Eq. (38) holds. Write $\psi_{\gamma,\delta,\eta}(\cdot, x : \pi)$ for the acceptance probability function underlying the family of $(\gamma, \delta, \eta)$-perturbed $1 - \alpha$ credible regions based on $\tau$.

In order to show that there exist matching priors for these new (perturbed) credible regions, we establish the hypotheses of Proposition 2. We begin with a result that relates to the hypotheses for perturbed relaxed credible balls.
Lemma 13. Assume Eq. (38) holds. Then the function \((\mu, x) \mapsto M(P_{\mu,x}^\pi)\) is Lipschitz continuous.

Proof. Since the identity function is 1-Lipschitz, we have, by the definition of Wasserstein distance and then Assumption 5,
\[
\|M(P_{\mu,x}^\pi) - M(P_{\nu,x}^\pi)\|_2 \leq W_1(P_{\mu,x}^\pi, P_{\nu,x}^\pi) \\
\leq C(W_1(\mu_\pi, \nu_\pi) + d_X(x, y)).
\]
By Definition 11, \(W_1(\mu_\pi, \nu_\pi) \leq D(\gamma) W_1(\mu, \nu).\)

For HPD regions, we rely on Assumption 4. Recall that, under Assumption 4, for all \(\pi \in \mathcal{M}(\Theta)\) and \(\gamma > 0\), we have \(\pi_\gamma \in \mathcal{D}(\Theta')\), and so \(P_{\pi_\gamma}^\pi \in \mathcal{D}(\Theta')\) holds for \(\pi, P\)-almost-all \(x\) due to the model being dominated. Moreover, by Assumption 4 and Assumption 6, \(P_{\pi_\gamma}^\pi\) has a Lipschitz density function.

Lemma 14. Suppose Assumption 4, Assumption 6, and Eq. (38) hold. There exists a real number \(C_{\gamma}^\pi > 0\) such that, for any prior distributions \(\mu, \nu \in \mathcal{M}(\Theta)\) and samples \(x, y \in X\), with associated posterior distributions \(P_{\mu_\gamma}^\pi\) and \(P_{\nu_\gamma}^\pi\) admitting densities \(p_{\mu,\nu}\), \(\gamma \in (0, 1)\) almost-
\[
\|p_{\mu,\gamma} - p_{\nu,\gamma}\|_\infty \leq C_{\gamma}^\pi (W_1(\mu, \nu) + d_X(x, y)).
\]

Proof. Let \(E = \mathcal{M}_\gamma(\Theta)\) be the set of perturbed priors on \(\Theta'\). By Eq. (31) in Assumption 4, \(E\) satisfies Eq. (35) in Assumption 6. The result then follows from Eq. (30) in Assumption 4 and Eq. (36) in Assumption 6.

We now establish the requisite continuity of the perturbed credible regions.

Lemma 15. Let \(B \in \{I, H\}\). For \(B = H\), suppose Assumption 4 and Assumption 6 hold. The map \((x, \pi) \mapsto \psi_{B;\alpha,\beta,\gamma_0}(\cdot, x; \pi)\) is a continuous map from \((X \times \mathcal{M}(\Theta), d_X \otimes W_1)\) to \((\mathcal{C}(\Theta, [0, 1]), ||\cdot||_\infty)\).

Proof. See Section 17.4.

We now may establish the main theorem about perturbed credible balls and HPD regions.

Proposition 3 (Perturbed credible regions). Fix a model \((X, \Theta, P)\) and a supermodel \((X, \Theta', P')\) that both satisfy Assumption 5, and suppose \(\Theta\) is compact. Let \(\alpha, \eta \in (0, 1), \delta \in (0, \alpha), \gamma > 0, \) and \(\beta > 0\) satisfy Eq. (38). Pick \(B \in \{I, H\}\) and let \(\tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)}\) be the family of \(1 - \alpha\) credible regions with acceptance probability function \(\psi_{B;\alpha,\beta,\gamma_0}(\cdot, \cdot; \cdot)\). For \(B = H\), suppose further that Assumption 4 and Assumption 6 hold. Then \(\tau\) has a matching prior.

Proof. By hypothesis, Eq. (38) holds. By Lemma 15 and Proposition 2, the map
\[
(x, \pi) \mapsto \psi_{B;\alpha,\beta,\gamma_0}(\cdot, x; \pi): (X \times \mathcal{M}(\Theta), d_X \otimes W_1) \to (\mathcal{C}(\Theta, [0, 1]), ||\cdot||_\infty)
\]
is continuous and, in particular, Assumption 1 holds. The result then follows from Corollary 2.

13.5. Similarity of relaxed and usual credible regions. In this section, we show that the new credible regions we have introduced are similar to their usual versions in a certain formal sense. All proofs are deferred to Section 17.5.

We begin by relating the support of a perturbed family to that of the original family:
Lemma 16. Assume Eq. (38) holds. Let \( x \in X \) and \( \pi \in \mathcal{M}(\Theta) \). Assume that the families of credible regions \( \bar{\tau}^\alpha, \) for \( \alpha \in (0, 1) \), are nested in the sense that

\[
\psi^\alpha(\cdot, x; \pi) \leq \psi^\alpha(\cdot, x; \pi')
\]

for every \( \alpha' \leq \alpha \). Then the support of \( \psi_{\alpha \beta \gamma \delta \eta}(\cdot, x; \pi) \) is contained in the support of \( \psi_{\alpha - \epsilon}(\theta, x; \pi) \) for all \( \epsilon \in [\delta, \alpha) \).

Proof. See Section 17.5.

Next, we relate the supports of the typical and relaxed credible balls:

Lemma 17. Fix a level \( 1 - \alpha \in (0, 1) \), slope \( \beta \in (0, \infty) \), and distribution \( \mu \in \mathcal{M}_1(\Theta') \). Let \( E_0 = \{ \theta \in \mathbb{R}^d : \| \theta - M(\mu) \| \leq L_{1;\alpha}(\mu) \} \) where \( L_{1;\alpha}(\mu) \) is defined in Eq. (4). Then the support of \( \psi_{1;\mu,\alpha} \) is contained in the support of \( \psi_{1;\mu,\alpha,\beta} \), and the support of \( \psi_{1;\mu,\alpha,\beta} \) is contained in the \( \beta^{-1} \)-fattening of \( E_0 \).

Proof. See Section 17.5.

Lemma 18. Assume Eq. (38) holds. Let \( x \in X \) and \( \pi \in \mathcal{M}(\Theta) \). The support of \( \psi_{1;\alpha,\beta \gamma \delta \eta}(\cdot, x; \pi) \) is contained in the \( \beta^{-1} \)-fattening of

\[
\{ \theta \in \mathbb{R}^d : \| \theta - M(P_{\pi,\gamma}^x) \| \leq L_{1;\alpha-\epsilon}(P_{\pi,\gamma}^x) \}
\]

for all \( \epsilon \in [\delta, \alpha) \).

Proof. It is straightforward to verify that the relaxed credible balls are indeed nested as required to meet the hypotheses of Lemma 16. The result then follows from Lemma 17.

Lemma 19. Assume Eq. (38) holds. Let \( x \in X \) and \( \pi \in \mathcal{M}(\Theta) \). The support of \( \psi_{1;P_{\pi,\gamma}^x,\alpha} \) is contained in the \( \beta^{-1} \)-fattening of the support of \( \psi_{1;\alpha,\beta \gamma \delta \eta}(\cdot, x; \pi) \).

Proof. See Section 17.5.

Lemma 20. Fix an absolutely continuous distribution \( \mu \in \mathcal{D}(\Theta) \) with density \( \rho \). Let \( A \) and \( A_\beta \) denote the respective supports of the usual and relaxed HPD regions, \( \psi_{H;\mu,\alpha} \) and \( \psi_{H;\mu,\alpha,\beta} \). Then

\[
\text{ess inf}_{\theta \in A} \rho(\theta) - \frac{\| \rho \|_{\text{Lip}}}{\beta} \leq \text{ess inf}_{\theta \in A_\beta} \rho(\theta) \leq \text{ess inf}_{\theta \in A} \rho(\theta) + \frac{\| \rho \|_{\text{Lip}}}{\beta}.
\]

Proof. See Section 17.5.
13.6. Proof of the main theorem.

Of Theorem 11. We begin by pointing out that there exist constants \( \eta, \delta, \gamma, \beta > 0 \) that satisfy both the requirements in the statement of Proposition 3, and the additional requirement that

\[
\max(\beta^{-1}, \eta, \delta, \gamma) < \varepsilon < \alpha.
\]

To see this, we introduce an explicit parameterized family of constants

\[
\eta(a) = a, \; \delta(a) = a, \; \gamma(a) = a^4, \; \beta(a) = a^{-1}, \; a > 0.
\]

Then it is straightforward to see that there exists some constant \( A_0 = A_0(\varepsilon, \alpha, C) > 0 \) such that, for all \( a \in (0, A_0) \), the constants \( (\eta(a), \delta(a), \gamma(a), \beta(a)) \) satisfy the requirements of Proposition 3 and Eq. (56).

Consider the statement of Theorem 10, with Assumption 5 in place of Assumption 2 when \( B = I \), and Assumption 5 and Assumption 6 in place of Assumption 2 when \( B = H \). Let \( \tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)} \) be the family of \( 1 - \alpha \) credible regions with acceptance probability function \( \psi_{B,\alpha,\gamma,\eta}(\cdot,\cdot,\cdot) \). By Proposition 3, \( \tau \) has a matching prior \( \pi_0 \), establishing Part (1) of Theorem 10.

The first containment relationship in Part (2) follows from Lemma 18 and the fact that \( \delta < \varepsilon < \alpha \) and \( \beta^{-1} \leq \varepsilon \). The second containment relationship in Part (2) follows from Lemma 19 and the fact that \( \beta^{-1} < \varepsilon \). We now prove Part (3) of Theorem 10. Pick \( \pi \in \mathcal{M}(\Theta) \) and \( x \in X \). Let \( \Theta^\beta_\alpha \) be the support of \( \psi_{H,\pi,\alpha,\beta} \) and let \( \rho \) be the support of \( P^\pi_{\pi,\varepsilon} \). By Definition 13, \( \Theta^\beta_\alpha \subseteq \Theta^\beta_{\alpha-\varepsilon} \). As \( \delta \eta < \varepsilon \), by Eq. (37), \( \Theta_\tau \subseteq \Theta^\beta_{\alpha-\varepsilon} \). Thus, we have

\[
\text{ess inf}_{\theta \in \Theta_\tau} \rho(\theta) \geq \text{ess inf}_{\theta \in \Theta^\beta_{\alpha-\varepsilon}} \rho(\theta).
\]

By Lemma 20, we have

\[
\| \text{ess inf}_{\theta \in \Theta_{\alpha-\varepsilon}} \rho(\theta) - \text{ess inf}_{\theta \in \Theta^\beta_{\alpha-\varepsilon}} \rho(\theta) \| \leq \frac{\| \rho \|_{\text{Lip}}}{\beta}.
\]

Then, we have

\[
\text{ess inf}_{\theta \in \Theta_\tau} \rho(\theta) \geq \text{ess inf}_{\theta \in \Theta^\beta_{\alpha-\varepsilon}} \rho(\theta) - \frac{\| \rho \|_{\text{Lip}}}{\beta},
\]

completing the proof.

\[\square\]

14. Application to the Bernoulli Model: Proofs

In this section, we give a proof of Theorem 3 that follows the proof of Theorem 11 quite closely. The essential difficulty is checking part 4 of Assumption 3 - we need to see that a sufficiently rich family of measures is preserved under the map \( Q_S \).

Let \( \lambda \) denote Lebesgue measure on \([0, 1]\). Fix \( \mathcal{F}_{\text{fin}} \) to be the collection of finite subsets of \([0, 1]\) that have size \(|S| > 1000\) and satisfy

\[
\frac{|S \cap I|}{\lambda(I)} \in (0.99, 1.01)
\]

for all intervals \( I \subseteq [0, 1] \) of length \( \lambda(I) > 0.01 \). For \( a, b > 0 \), define

\[
\mathcal{A}_{b, a} = \{ \pi \in \mathcal{M}(\Theta) : \pi([0, a] \cup [1 - a, 1]) \leq 1 - b \}.
\]

Using notations from Section 11, we use \( \mathcal{A}_{b, a}|_S \) to denote the restriction of \( \mathcal{A}_{b, a} \) on \( S \).
Lemma 21. There exist universal constants $A, B > 0$ so that for all $0 < a < A, 0 < b < B$ and all $S \in \mathcal{F}_{\text{fin}}$,

$$Q_S(M(S)) \subseteq \mathcal{A}_{b,a}|S \quad (63)$$

if the associated family of credible regions falls into one of the following cases:

1. The family of credible regions is given by Definition 5 and $0 < \alpha < 0.2$; or
2. The family of credible regions is given by Definition 6 and $0 < \alpha + 2\beta^{-1} < 0.2$; or
3. The family of credible regions is given by Definition 12 with underlying family of credible regions given Definition 5, the parameters satisfy Eq. (38), and $0 < \alpha + \gamma + 2\beta^{-1} < 0.2$.

Proof. See Section 18.

We next check that the map sending data and a prior to a posterior is appropriately continuous; the proof is a very small modification of the proof of Lemma 3.

Lemma 22. Fix $a, b > 0$. Then the map

$$(x, \pi) \mapsto P^x_\pi: (X \times \mathcal{A}_{b,a}, d_X \otimes W_1) \to (\mathcal{M}(\Theta), W_1) \quad (64)$$

is Lipschitz.

Proof. See Section 18.

Finally, we need the following straightforward bound:

Lemma 23. Fix $a, b > 0$ and $0 < \varepsilon < \frac{ab}{2}$. Then the $\varepsilon$-fattening of $\mathcal{A}_{b,a}$ is contained in $\mathcal{A}_{b - \frac{\varepsilon}{\pi}, \frac{\varepsilon}{2}}$.

Proof. See Section 18.

We can now prove the main result of this section:

of Theorem 3. The proof closely mimics the proof of Theorem 11 assuming a trivial system of prior perturbations (i.e., $\pi_\gamma = \pi$). The final steps of this proof are contained in Section 13.6, though we need to make a few small changes in some other details. Rather than rewriting the entirety of a fairly long argument, we simply list the small changes that must be made to the proof of Theorem 11:

1. Assume $\varepsilon < \min\{\alpha, \frac{(0.2 - \alpha)}{3}\}$. We note that this bound on $\varepsilon$ does not appear in the statement of Theorem 3. However, if the conclusion of that theorem holds for some $\varepsilon'$, it holds immediately for all $\varepsilon > \varepsilon'$, and so this bound can be omitted. Recall that, in the proof of Theorem 11, we choose $\beta$ to satisfy $\beta^{-1} < \varepsilon$.

2. Theorem 3 contains only claims about credible balls, so all references to HPD regions are not needed.

3. In order to show that matching priors exist, the proof of Theorem 11 invokes Theorem 1 (this occurs exactly once, in the proof of Corollary 1). This should be replaced by a reference to Theorem 4, which requires us to also establish the existence of sets $\mathcal{F}_{\text{fin}} \subseteq \mathcal{P}(\Theta)$, $M, M_o \subseteq \mathcal{M}(\Theta)$, $M_o$ open, satisfying the properties outlined in Assumption 3.

We choose $\mathcal{F}_{\text{fin}}$ as defined above. For constants $a, b, r_M > 0$ that we specify below, we choose $M$ to be $\mathcal{A}_{b,a}$ and choose $M_o$ to be $M_{r_M}$, i.e., the $r_M$-fattening of $M$. Item 1 of Assumption 3 is clearly satisfied. Item 3 of Assumption 3 is satisfied by the $r_M/2$-fattening of $M$. Item 4 of Assumption 3 is satisfied for
all $a, b > 0$ sufficiently small by part 3 of Lemma 21. We note that Lemma 21 requires that $\alpha + 3\varepsilon \leq 0.2$, which is satisfied for our range of $\varepsilon$. Finally, Item 2 of Assumption 3 is exactly Assumption 1 on a smaller set, so it is established in the proof of Theorem 11 (with the replacements outlined here).

(4) All references to Assumption 5 should be replaced by references to Lemma 22.

By Lemma 23, Lemma 22 gives the same conclusion as Assumption 5 for priors in $M_{r_M}$ for $r_M$ sufficiently small (and in particular for our choice of $r_M$ below).

(5) In the statement (and proof) of Proposition 2 and Lemma 15, replace $M(\Theta)$ by $M_{r_M}$ and replace every occurrence of Assumption 5 by Lemma 22.

(6) All references to Assumption 1 should be replaced by a reference to Item 2 of Assumption 2. Section 15.3 contains proofs of Lemma 3 and Lemma 4, both of which concern consequences of Assumption 2. Section 15.2 contains proofs of Lemma 3 and Lemma 4, both of which concern consequences of Assumption 2. Section 15.1 contains several proofs deferred from Section 12. Section 15.2 contains proofs of Lemma 5 and Lemma 6, both of which concern existence of supermodels.

Finally, we must specify the constants $a, b, r_M$. We choose $a, b > 0$ to be any constant allowed in the statement of Lemma 21. Next, we choose $r_M > 0$ to be any constant so that the $r_M$-fattening of $A_{b,a}$ is contained in $A_{b',a'}$ for some pair $a', b' > 0$; such an $r_M > 0$ always exists by Lemma 23.

We note that the proof of Theorem 3 used very few details of the Bernoulli model - only the properties discussed in these lemmas. This is not an accident, and indeed the same basic strategy can be applied for other models with unbounded log-likelihoods. The main difficulty comes in checking the analogue of Lemma 21, which says that the map $Q_S$ preserves a class of measures $A_{b,a}$ that is not too concentrated near the singularities of the log-likelihood.

15. PROOFS DEFERRED FROM SECTION 12

15.1. Overview. This section contains several proofs deferred from Section 12. Section 15.1 contains proofs of Lemma 3 and Lemma 4, both of which concern existence of supermodels.

15.2. Consequences of Assumption 2.

of Lemma 3. We first show that the map

$$ (x, \pi) \mapsto P^\pi_x, (X \times \mathcal{M}(\Theta), d_X \otimes W_1) \to (\mathcal{M}(\Theta), W_1) $$

is continuous. Pick $x \in X$ and $\pi \in \mathcal{M}(\Theta)$. Pick a sequence $\{x_n : n \in \mathbb{N}\} \subseteq X$ and a sequence $\{\pi_n : n \in \mathbb{N}\} \subseteq \mathcal{M}(\Theta)$ such that $x_n \to x$ and $W_1(\pi_n, \pi) \to 0$. It suffices to show that $W_1(P^\pi_{x_n}, P^\pi_x) \to 0$.

Let $q$ be as in Assumption 2. For $B \in B_\Theta$, define $\Phi(B) = \int_B q(\theta, x) \pi(d\theta)$ and for $n \in \mathbb{N}$ define $\Phi_n(B) = \int_B q(\theta, x_n) \pi_n(d\theta)$. Recall that by Assumption 2, $\inf_{x \in X} q(\theta, x) > 0$ and $\Phi(\Theta) > 0$; thus, by Eq. (2), $P^\pi_x(B) = \Phi(B)/\Phi(\Theta)$.

A subset $A$ of a Borel probability space $(Y, B_Y, P)$ is a $P$-continuity set if $P(\partial A) = 0$, where $\partial A$ denotes the boundary of $A$. Let $B$ be a $P^\pi_x$-continuity set. Since $\Phi(\Theta) > 0$, it is also a $\Phi$-continuity set; by Assumption 2, $\inf_{x \in X} q(\theta, x) > 0$, so $B$ is also a $\pi$-continuity set.

Pick $\varepsilon > 0$. By the compactness of $\Theta$ and uniform continuity of $q$, there exists $N_1 \in \mathbb{N}$ such that $|q(\theta, x_n) - q(\theta, x)| < \varepsilon$ for all $\theta \in \Theta$ and all $n > N_1$.
of $\pi_n \to \pi$ and $\pi$-continuity of $B$, there exists $N_2 \in \mathbb{N}$ such that $|\int_B q(\theta, x)\pi_n(d\theta) - \int_B q(\theta, x)\pi(d\theta)| < \varepsilon$ for all $n > N_2$. Let $N = \max\{N_1, N_2\}$. For every $n > N$, we have

$$\left| \int_B q(\theta, x_n)\pi_n(d\theta) - \int_B q(\theta, x)\pi(d\theta) \right|$$

where

$$\rightarrow$$

Thus, we have

$$\left| \int_B q(\theta, x_n)\pi_n(d\theta) - \int_B q(\theta, x)\pi(d\theta) \right| = \left| \int_B q(\theta, x_n)\pi_n(d\theta) - \int_B q(\theta, x)\pi_n(d\theta) + \int_B q(\theta, x)\pi_n(d\theta) - \int_B q(\theta, x)\pi(d\theta) \right|$$

The bound

$$\rightarrow$$

Thus, we have

$$\int_B q(\theta, x_n)\pi_n(d\theta) \to \int_B q(\theta, x)\pi(d\theta) = \Phi(B).$$

Since the Wasserstein metric metrizes weak convergence of probability measures on a compact set, this implies that the map given by Eq. (65) is continuous.

It is well-known that $D(\Theta)$ is a dense subset of $\mathcal{M}(\Theta)$ under the Wasserstein metric. To complete the proof, it suffices to show that the map $(x, \pi) \mapsto P_x^\pi$ is Lipschitz continuous on $X \times D(\Theta)$. Let $R = \sup_{B \in \mathbb{B}} \|\theta_1 - \theta_2\|$. Fix priors $\mu, \nu \in D(\Theta)$ with densities $g_\mu, g_\nu$. For data $x, y \in X$, the associated posterior distributions can be assumed to have densities given by the formulas

$$p_{x,\mu}(\theta) = Z_{\mu,x} g_\mu(\theta) q(\theta, x)$$

and

$$p_{y,\nu}(\theta) = Z_{\nu,y} g_\nu(\theta) q(\theta, y).$$

Fix a 1-Lipschitz function $h : \Theta \to \mathbb{R}$. There exists a constant $c$ such that $\|h - c\|_\infty \leq R$ and so we assume $c = 0$ for the following argument, without loss of generality. Let $M \equiv \sup_{\theta \in \Theta, x \in X} |\log q(\theta, X)|$. By assumption, $M < \infty$. Recall that $\Theta$ is compact and that $q$ is $C'$-Lipschitz.

By the triangle inequality and the fact that $q$ is bounded and $C'$-Lipschitz,

$$\left| \int_{\Theta} (g_\mu(\theta)q(\theta, x)h(\theta) - g_\nu(\theta)q(\theta, y))h(\theta)d\theta \right|$$

where

$$\rightarrow$$

Dropping the constants $M, C', R$, and taking $h = 1$, we have

$$|Z_{\mu,x}^{-1} - Z_{\nu,y}^{-1}| = O(W_1(\mu, \nu)) + O(d_X(x, y)).$$

But then the bound $Z_{\mu,x} \leq e^M$ implies

$$|Z_{\mu,x} - Z_{\nu,y}| = O(W_1(\mu, \nu)) + O(d_X(x, y)).$$

Combining this with Eq. (67) completes the proof.}

\qed

**of Lemma 4.** Pick a set $E \subseteq D(\Theta')$ satisfying Eq. (35) and let

$$N = \sup_{\pi \in E} \|h_\pi\|_{L^\infty} < \infty.$$
Fix $\varepsilon > 0$, $x_1, x_2 \in X$, and $\mu_1, \mu_2 \in E$ with densities $h_1(\theta), h_2(\theta)$, respectively. For $i, j \in \{1, 2\}$, let $g_{i,j}(\theta) = h_i(\theta) q(\theta, x_j)$ and $Z_i^{-1} = \|g_{i,i}\|_1$, so that $Z_i g_{i,i}$ is a density function for $P_{\mu_i}$.

Fix $i \in \{1, 2\}$. By Assumption 2, there exist $0 < c_1 < c_2 < \infty$ such that $c_1 \leq q(\theta, x) \leq c_2$ for every $x \in X, \theta \in \Theta$. Thus, we have

$$Z_i^{-1} = \int_{\Theta} g_{i,i}(\theta) \, d\theta \leq c_2 \int_{\Theta} h_i(\theta) \, d\theta = c_2.$$  

Similarly, $Z_i^{-1} \geq c_1$. Thus $Z_i \in [c_2^{-1}, c_1^{-1}]$. Then, for $G' = \int_{\Theta} \, d\theta$, $Z_i$ is a density for all compact sets $M$.

There exists an $\delta > 0$, such that $d_X(x_1, x_2) + d_{\text{sup}}(\mu_1, \mu_2) < \delta$ implies

$$|Z_i^{-1} - Z_i| < \varepsilon.$$  

As $Z_i^{-1} \in [c_2^{-1}, c_1^{-1}]$ for $i \in \{1, 2\}$, the same statement holds for $|Z_1 - Z_2| < \varepsilon$.

We have

$$d_{\text{sup}}(P_{\mu_1}, P_{\mu_2}) = \|Z_1 g_{1,1} - Z_2 g_{2,2}\|_{L^\infty} \leq T_1 + T_2 + T_3,$$

where

$$T_1 = \|Z_1 g_{1,1} - Z_2 g_{1,1}\|_{L^\infty} \leq c_1^{-2} |Z_1^{-1} - Z_2^{-1}| \|g_{1,1}\|_{L^\infty} \leq c_1^{-2} N c_2 \|Z_1^{-1} - Z_2^{-1}|,$$

$$T_2 = \|Z_2 g_{1,1} - Z_2 g_{2,2}\|_{L^\infty} \leq c_1^{-1} c_2 d_{\text{sup}}(\mu_1, \mu_2),$$

and

$$T_3 = \|Z_2 g_{2,1} - Z_2 g_{2,2}\|_{L^\infty} \leq c_1^{-1} N \|q(\cdot, x_1) - q(\cdot, x_2)\|_{L^\infty} \leq c_1^{-1} N C' d_X(x_1, x_2).$$

where the first and last inequality use Assumption 2. Thus, applying Inequality (76) to bound the difference $|Z_1^{-1} - Z_2^{-1}|$ appearing in our bound on $T_1$, there exists $\delta > 0$, such that $d_X(x_1, x_2) + d_{\text{sup}}(\mu_1, \mu_2) < \delta$ implies $T_1, T_2, T_3 < \varepsilon/3$. By Inequalities Eq. (75) and Eq. (77), we have shown that the map

$$(x, \pi) \mapsto P_{\pi}: (X \times E, d_X \otimes d_{\text{sup}}) \to (\mathcal{D}(\Theta'), d_{\text{sup}})$$

from $X \times E$ to $\mathcal{D}(\Theta')$ is Lipschitz continuous.

Let $\pi \in E$ with Lipschitz density function $h_\pi$. As the product of two bounded Lipschitz functions is Lipschitz, $p_{\tau, x}$ is Lipschitz, completing the proof.

15.3. Existence of supermodels. Before proving Lemma 5, we first quote the following classic result in general topology:

**Theorem 12.** Let $S$ be a metric space, let $E \subseteq S$, and let $f : E \to \mathbb{R}$ be $M$-Lipschitz. There exists an $M$-Lipschitz extension $\hat{f} : S \to \mathbb{R}$ of $f$ to $S$. Furthermore, $\hat{f}$ satisfies

$$\inf_{x \in S} \hat{f}(x) = \inf_{x \in E} f(x) \quad \text{and} \quad \sup_{x \in E} f(x) < \infty \implies \sup_{x \in S'} f(x) < \infty$$

for all compact sets $S'$ satisfying $E \subseteq S' \subseteq S$. 

Remark. We note that Eq. (82) does not appear in the statement of [McShane, 1934, Thm. 1]. However, by inspecting the (very explicit) construction of $\hat{f}$ in the original proof, one can immediately see that $\hat{f}$ satisfies

$$\sup_{x \in S} \hat{f}(x) = \sup_{x \in E} f(x) \quad \text{and} \quad \inf_{x \in E} f(x) > -\infty \implies \inf_{x \in S'} \hat{f}(x) > -\infty$$

for all compact set $S'$ satisfying $E \subseteq S' \subseteq S$. In order to obtain the desired inequalities (Eq. (82)), we may apply the original theorem to find an $M$-Lipschitz extension $q$ of $-f$, which then satisfies Eq. (83). Then $-q$ is an $M$-Lipschitz extension of $f$ satisfying Eq. (82).

Note also that this construction gives an explicit and fairly simple formula for the construction of $\hat{f}$.

of Lemma 5. Let $q$ be the function whose existence is guaranteed by Assumption 2 for $\langle X, \Theta, P \rangle$. Consider a measurable function $p : \Theta' \times X \to \mathbb{R}$ satisfying:

1. for all $\theta \in \Theta'$, $p(\theta, \cdot)$ is a probability density with respect to $\nu$; and
2. for all $\theta \in \Theta$ and $x \in X$, $p(\theta, x) = q(\theta, x)$.

For $\theta \in \Theta'$, define $P_{\theta}'$ to be the probability measure on $X$ with density $p(\theta, \cdot)$ with respect to $\nu$. We then obtain a statistical model $\langle X, \Theta', P' \rangle$, which by (2) above is a supermodel of $\langle X, \Theta, P \rangle$. We now find such a function $p$ so that, moreover, the associated model $\langle X, \Theta', P' \rangle$ satisfies Assumption 2.

By Theorem 12, there exists a map $\hat{q} : \mathbb{R}^d \times X \to \mathbb{R}$ such that $\hat{q}$ is $C^d$-Lipschitz,

$$\forall \theta \in \Theta, \forall x \in X, \hat{q}(\theta, x) = q(\theta, x),$$

and, since $\Theta'$ is compact,

$$\sup_{\theta \in \Theta', x \in X} \hat{q}(\theta, x) < \infty.$$  

Eq. (85) and Eq. (86) imply that $\log \hat{q}$ is bounded on $\Theta' \times X$.

Note that $\hat{q}(\theta, \cdot)$ is, in general, not guaranteed to be a probability density with respect to $\nu$. To fix this, define $Z(\theta) = \int X \hat{q}(\theta, x) \nu(dx)$ for all $\theta \in \Theta'$. Note that $Z$ is Lipschitz because $\hat{q}$ is and $\nu(X) < \infty$ by Assumption 2. By Eq. (85) and Eq. (86), there exist constants $c_1, c_2$ so that

$$0 < c_1 \equiv \inf_{\theta \in \Theta'} Z(\theta) \leq \sup_{\theta \in \Theta'} Z(\theta) \equiv c_2 < \infty.$$  

In particular, $\log Z$ is bounded. Defining

$$p(\theta, x) = Z(\theta)^{-1} \hat{q}(\theta, x),$$

we obtain a probability density $p(\theta, \cdot)$ with respect to $\nu$ for every $\theta \in \Theta'$, thus (1) is satisfied. Note that, for $\theta \in \Theta$, $q(\theta, \cdot)$ is a probability density and so $Z(\theta) = 1$. Thus, by Eq. (84), for all $\theta \in \Theta$,

$$p(\theta, x) = Z(\theta)^{-1} \hat{q}(\theta, x) = \hat{q}(\theta, x) = q(\theta, x),$$

and so (2) holds. It remains to verify that $p$ has the properties required to witness that $\langle X, \Theta', P' \rangle$ satisfies Assumption 2.
We first verify that \( p \) is Lipschitz. As \( Z \) is bounded away from zero, for all \( x_1, x_2 \in X \) and \( \theta_1, \theta_2 \in \Theta' \),

\[
|p(\theta_1, x_1) - p(\theta_2, x_2)| = \frac{|Z(\theta_2)(\hat{q}(\theta_1, x_1) - \hat{q}(\theta_2, x_2)) + \hat{q}(\theta_2, x_2)(Z(\theta_2) - Z(\theta_1))|}{Z(\theta_1)Z(\theta_2)} \\
\leq c_1^{-1}|\hat{q}(\theta_1, x_1) - \hat{q}(\theta_2, x_2)| + c_2^{-1} \sup_{\theta \in \Theta', x \in X} \hat{q}(\theta, x)|Z(\theta_1) - Z(\theta_2)|.
\]

Recall that \( \hat{q} \) is bounded on \( \Theta' \times X \) and that \( \hat{q} \) and \( Z \) are Lipschitz. It thus follows that \( p \) is Lipschitz. Finally, since \( \log \hat{q} \) and \( \log Z \) are both bounded, their difference, \( \log p \), is too. This completes the proof. \( \square \)

of Lemma 6. Let \( \Theta' = \Theta_3 \) be the 3-fattening of \( \Theta \); since \( \Theta \) is compact, \( \Theta' \) is as well. Let \( \langle X, \Theta', P' \rangle \) be the supermodel of \( \langle X, \Theta, P \rangle \) whose existence is guaranteed by Lemma 5, and let \( p \) be the density whose existence is guaranteed by Assumption 2 for \( \langle X, \Theta', P' \rangle \).

Fix \( \gamma > 0 \). Without loss of generality, we may assume that \( 0 < \gamma < 1 \). Let \( g : \mathbb{R}^d \to \mathbb{R}_{\geq 0} \) be the density of some probability distribution on \( \mathbb{R}^d \) with mean zero such that

1. the support of \( g \) is contained in the unit ball; and
2. \( g \) is Lipschitz (and thus bounded).

For \( x > 0 \), let \( g(\gamma)(x) = c^{-d}g(\frac{x}{\gamma}) \), i.e., the probability density after the change of variable transformation \( x \mapsto cx \).

Finally, we define our family of prior perturbations by the convolution formula

\[
\pi_{\gamma} = g(\gamma) * \pi.
\]

We now check that this is indeed a family of prior perturbations, and that it satisfies Assumption 4.

Fix \( \mu, \nu \in \mathcal{M}(\Theta) \) and \( \varepsilon > 0 \). Let \( \theta_1 \sim \mu, \theta_2 \sim \nu \) be coupled so that

\[
E[\|\theta_1 - \theta_2\|_2] \leq W_1(\mu, \nu) + \varepsilon;
\]

such a coupling exists by the definition of the Wasserstein distance. Let \( \xi \sim g(\gamma) \) be independent of these random variables. Then \( \theta'_1 = \theta_1 + \xi \sim \mu_\gamma \) and \( \theta'_2 = \theta_2 + \xi \sim \nu_\gamma \).

Thus \( (\theta'_1, \theta'_2) \) defines a coupling of \( \mu_\gamma \) and \( \nu_\gamma \), and then

\[
W_1(\mu_\gamma, \nu_\gamma) \leq E[\|\theta_1 - \theta'_1\|_2] = E[\|\xi\|_2] \leq \gamma
\]

and

\[
W_1(\mu_\gamma, \nu_\gamma) \leq E[\|\theta_1 - \theta'_2\|_2] = E[\|\theta_1 - \theta_2\|_2] \leq W_1(\mu, \nu) + \varepsilon.
\]

Since \( \varepsilon > 0 \) was arbitrary, these two inequalities show that Eq. (90) does define a system of prior perturbations with \( D(\gamma) = 1 \).

It remains to show that this family of prior perturbations satisfies Assumption 4. It is straightforward to verify that \( \pi_\gamma \) is Lipschitz since \( g(\gamma) \) is. Note that \( \mu_\gamma \) and \( \nu_\gamma \) admit densities, which we denote by \( p_{\mu, \gamma} \) and \( p_{\nu, \gamma} \). For a measurable function \( u \) from \( \mathbb{R}^n \) to \( \mathbb{R}^n \), let \( \|u\|_{L^\infty(T)} \) denote the \( L^\infty \)-norm with respect to Lebesgue measure restricted to \( T \subseteq \mathbb{R}^n \). So we have,

\[
\|p_{\mu, \gamma}\|_{L^\infty(\Theta')} = \left\| \int_{\Theta} g(\gamma)(\cdot - z) \mu(dz) \right\|_{L^\infty(\Theta')} \leq \|g(\gamma)\|_{L^\infty} = \gamma^{-d} \|g\|_{L^\infty},
\]
so in particular the $L^\infty$ norm of any perturbed prior is uniformly bounded by $\gamma^{-d}\|g\|_{L^\infty}$.

Next, for every $\theta \in \Theta'$,

$$|p_{\mu,\gamma}(\theta) - p_{\nu,\gamma}(\theta)| = \left| \int \gamma^{(\gamma)}(\theta - z)\gamma(dz) - \nu(dz) \right| \leq \|\gamma^{(\gamma)}\|_{\text{Lip}} W_1(\mu, \nu) = \gamma^{-d}\|g\|_{\text{Lip}} W_1(\mu, \nu).$$

Taking $D'(\gamma) = \gamma^{-d}\max\{\|g\|_{\text{Lip}},\|g\|_{L^\infty}\}$ completes the proof. □

16. PROOFS DEFERRED FROM SECTION 11

16.1. Overview. This section includes proofs deferred from Section 11, with subsections labelled in the same order as that section.

16.2. Proofs deferred from Section 11.4.

of Lemma 2. We first verify conditions (1) and (2) from Definition 1. Regarding (1), Eq. (20) is equivalent to the statement

$$\forall \theta \in \Theta, \quad \chi_{\gamma,n}(x,u)(\theta)\chi_{\Theta}(\theta) = \chi_{\gamma,n}(x,u)\chi_{\Theta}(\theta).$$

Because $\Theta' \in \mathcal{B}_\Theta$, the right hand side is product measurable and so its restriction to $\Theta'$ is product measurable on the trace $\sigma$-algebra.

Regarding (2), let $\pi \in G_{|\Theta'}$. Then $\pi^{\Theta}(\Theta') = 1$. Thus, by Eq. (2), for $\pi P'$-almost all $x \in X$, $P'_{\pi} = P'_{\pi}$ on $\mathcal{B}_{\Theta'}$ and so

$$P'_{\pi}(\tau'_\pi(x,u)) = P'_{\pi}(\tau'_\pi(x,u)) = P'_{\pi}(\tau'_\pi(x,u) \cap \Theta') = P'_{\pi}(\tau'_\pi(x,u)).$$

This implies (2).

Next, we verify the form of the rejection probability function for $\tau'$. Let $\varphi, \varphi'$ be the rejection probability functions for $\tau, \tau'$, respectively. For all $\theta \in \Theta', x \in X$, and $\pi \in G_{|\Theta'}$,

$$\varphi'(\theta, x ; \pi) = 1 - \int_{[0,1]} \chi_{\gamma,n}(x,u)\, du = \varphi(\theta, x ; \pi^{\Theta}),$$

where the first equality is by definition and the second follows from Eq. (94).

Finally, we check that (CC) holds for our appropriate subset and submodel. Suppose (CC) holds for $\tau = (\tau_\pi)_{\pi \in M(\Theta)}$, $M$ in $g X, \Theta, P$. Let $z'$ be defined as in Eq. (15), but for $\tau'$ in $X, \Theta', P'_{|\Theta'}$. By Eq. (96) and the definition of $z, z'$, we have $z'_\rho(\pi) = z_\rho(\pi') \pi$ for all $\pi \in M(\Theta')$. Let $\theta \in \Theta'$, let $B$ be an open set in $[-1, 1]$, and define $\rho : M(\Theta') \to M(\Theta)$ to be $\rho(\pi) = \pi^{\Theta}$ for $\pi \in M(\Theta')$. Then the inverse image of $B$ in $M_{\text{fin}}'(\Theta') \cap M_{|\Theta'}'$ is

$$(z'_\rho)^{-1}(B) \cap M_{\text{fin}}(\Theta') \cap M_{|\Theta'} = \{ \pi \in M_{\text{fin}}(\Theta') \cap M_{|\Theta'} : z'_\rho(\pi) \in B \}$$

By (CC), the right hand side is the inverse image of an open set. Because $\rho$ is continuous with respect to total variation, the result follows.

We now prove the main result.

of Theorem 7. Let $M$ be a subset of $M(\Theta)$ such that (CC) holds for $\tau, M$. Let $\mathcal{P}_{\rho}(\Theta)$ be the set of all nonempty, finite subsets of $\Theta$. For $T \in \mathcal{P}_{\rho}(\Theta)$, let $D_T$ be the set of all functions $X \times [0, 1] \to B_T$; let $C_T$ be the set of all functions $\tau : M(T) \to D_T$; and let $\mathcal{R}_T$ be the set of all functions $\varphi : T \times X \times M(\Theta) \to [0, 1]$. 
We now define the key relations.

1. Let $\mathcal{H}$ be the set of all quartuples $(T, \tau', \varphi', M')$, for $T \in \mathcal{P}_f(\Theta)$, $\tau' \in \mathcal{C}_T$, $\varphi' \in \mathcal{R}_T$ and $M' \in \mathcal{P}(\mathcal{M}(T))$ such that $(\tau'(\varphi))_{\tau \in \mathcal{M}(T)}$ is a family of credible regions in the submodel $\langle X, T, P|_T \rangle$, $\varphi'$ is the rejection probability function for $\tau'$, $Q_T(M') \subseteq M'$, $M'$ is a nonempty compact set of $\mathbb{R}^T$, and (CC) holds for $\tau'$, $M'$.

2. Let $\mathcal{P}$ be the set of all $(T, \tau', \varphi', M', \pi)$, for $T \in \mathcal{P}_f(\Theta)$, $\tau' \in \mathcal{C}_T$, $\varphi' \in \mathcal{R}_T$, and $\pi \in \mathcal{M}(T)$, such that $(T, \tau', \varphi', M') \in \mathcal{H}$ and $\pi$ is a matching prior for $\tau'$ in $\langle X, T, P|_T \rangle$.

We are now in a place to state a special case of Theorem 6. In particular, Theorem 6 implies that the following statement holds:

\begin{equation}
\forall (T, \tau', \varphi', M') \in \mathcal{H}, \exists \pi \in \mathcal{M}(T), (T, \tau', \varphi', M', \pi) \in \mathcal{P}.
\end{equation}

We may then invoke the transfer principle to arrive at the following nonstandard statement: \(^{1}\)

\begin{equation}
\forall (T, \tau', \varphi', M') \in *\mathcal{H}, \exists *\pi \in *\mathcal{M}(T), (T, \tau', \varphi', M', *\pi) \in *\mathcal{P}.
\end{equation}

By the definition of matching priors and the rejection probability function identity of Lemma 2, the following statement holds:

\begin{equation}
\forall (T, \tau', \varphi', M', *\pi) \in \mathcal{P}, \exists *\pi' \in \mathcal{M}(\Theta),
\end{equation}

\begin{equation}
(\forall B \in \mathcal{B}_\Theta, \pi'(B) = \pi(B \cap T))
\end{equation}

\begin{equation}
\wedge (\forall \theta \in T, \int *\varphi(\theta, x; *\pi') *P_0(dx) \leq \alpha).
\end{equation}

Again, by transfer, we have

\begin{equation}
\forall (T, \tau', \varphi', M', \pi) \in *\mathcal{P}, \exists *\pi' \in *\mathcal{M}(\Theta),
\end{equation}

\begin{equation}
(\forall B \in *\mathcal{B}_\Theta, \pi'(B) = \pi(B \cap T))
\end{equation}

\begin{equation}
\wedge (\forall \theta \in T, \int *\varphi(\theta, x; \pi') *P_0(dx) \leq \alpha).
\end{equation}

We now pick a hyperfinite set $T_0 \subseteq *\Theta$ such that $*Q_{T_0}(*M|_{T_0}) \subseteq *M|_{T_0}$ and $*M|_{T_0}$ is a nonempty *compact. By hypothesis and Lemma 2, (CC) holds for $\xi_* *M|_{T_0}$, where $\xi_*$ is the *restriction of $*\tau$. Let $\varphi'$ denote the *rejection probability function associated with $\xi$. We know that $(T_0, \xi, \varphi', *M|_{T_0}) \in *\mathcal{H}$ is true. Thus, we obtain the desired result by combining this fact with the previous logical sentence, Eq. (101). \(\square\)

\(^{1}\)Technically, we must verify that the sets/functions that we have constructed and intend to extend—namely, $\mathcal{H}, \mathcal{P}, \mathcal{M}(\Theta), \mathcal{B}_\Theta$, etc.—have finite “rank” relative to a base set, in this case $Z = \Theta \cup X \cup \mathbb{R}$, where an element is of rank 0 if it is an element of $Z$; rank 1 if it is otherwise in $Z \cup \mathcal{P}(Z)$; rank 2 if it is otherwise in $Z \cup \mathcal{P}(Z) \cup \mathcal{P}(Z \cup \mathcal{P}(Z))$; etc. Viewing functions as relations, and coding tuples as relations, the objects we have defined above all have small rank.

We have also taken liberties in our logical statements to make them more readable. Technically, variables cannot play the role of function or relation symbols. Formally, function evaluation is carried out by an evaluation operator associated with the rank of the function space. We have also taken liberties around quantification. Formally, quantification is of the form $\forall v \in c$, where $v$ is a variable and $c$ is a constant corresponding to a fixed set in the universe. We have allowed terms in place of constants, e.g., in $\exists \pi \in \mathcal{M}(T)$, $T$ is a variable. We’ve also allowed tuples $(a_1, \ldots, a_k)$ instead of variables. Formally, tuples can be encoded and decoded using function terms. These rewrite rules commute with the process of transferring the sentence into the nonstandard universe, and so we have kept tuples for readability.
16.3. **Proofs deferred from Section 11.5.** This section contains the proof of Theorem 9. Before giving the main argument, we recall several useful results. First, recall that all finite Borel measures on metric spaces are Radon. Thus, \( P_{\theta} \) is Radon for every \( \theta \in \Theta \).

**Lemma 24.** Let \( Y \) be a Hausdorff topological space with Borel \( \sigma \)-algebra \( B_Y \). Suppose \( \mu \) is a Radon probability measure on \( Y \). Then \( \mu(B) = \mp(U) \) for every \( B \in B_Y \).

Let \( \Pi \) be an internal probability measure on \( (Y, \ast B_Y) \). By Theorem 8, the push-down measure \( \Pi_{\theta} \) of \( \Pi \) is a standard probability measure on \( (Y, B_Y) \). We first prove the following lemma. Let \( \overline{U} \) denote the closure of a set \( U \).

**Lemma 25.** Let \( Y \) be a compact metric space with Borel \( \sigma \)-algebra \( B_Y \). Let \( \Pi \) be an internal probability measure on \( (Y, \ast B_Y) \). Then we have \( \Pi(U) \approx \Pi_{\theta}(U) \) for every \( \Pi_{\theta} \)-continuity set \( U \).

**Proof.** Pick any \( \Pi_{\theta} \)-continuity set \( U \). As \( U \) is a \( \Pi_{\theta} \)-continuity set and \( \Pi_{\theta} \) is Radon, by Lemma 24, we have

\[
\Pi_{\theta}(st^{-1}(U)) = \Pi_{\theta}(U) = \Pi_{\theta}(\overline{U}) = \Pi_{\theta}(st^{-1}(\overline{U})).
\]

By the construction of \( \Pi_{\theta} \), we also have \( \Pi(U) = \Pi_{\theta}(U) \) and \( \Pi(st^{-1}(\overline{U})) = \Pi_{\theta}(U) \). Thus, \( \Pi(U) = \Pi_{\theta}(st^{-1}(U)) \) and \( \Pi(st^{-1}(\overline{U})) = \Pi_{\theta}(st^{-1}(\overline{U})) \). As \( U \) is open and \( X \) is compact, we have \( st^{-1}(U) \subseteq st^{-1}(\overline{U}) \). As \( \overline{U} \subseteq st^{-1}(\overline{U}) \), we have \( \Pi(U) \approx \Pi_{\theta}(U) \) for all \( \Pi_{\theta} \)-continuity set \( U \). \( \square \)

**Lemma 26.** Let \( Y \) be a compact metric space with Borel \( \sigma \)-algebra \( B_Y \). Let \( \Pi \) be an internal probability measure on \( (Y, \ast B_Y) \). For every \( n \in \mathbb{N} \), there exists a finite partition \( \{A_1, \ldots, A_m\} \) consisting of Borel sets with diameter no greater than \( \frac{1}{n} \) such that \( \Pi(A_i) \approx \Pi(\ast A_i) \) for all \( i \in [m] \).

**Proof.** Pick \( n \in \mathbb{N} \). For every \( y \in Y \), there are uncountably many open balls centered at \( y \) with diameter no greater than \( \frac{1}{n} \). The boundaries of these open balls form an uncountable collection of disjoint sets. Thus, for every \( y \in Y \), we can pick an open ball \( U_y \) containing \( y \) such that its diameter is no greater than \( \frac{1}{n} \) and it is a \( \Pi_{\theta} \)-continuity set. As \( Y \) is compact, there is a finite subcollection of \( \{U_y : y \in Y\} \) that covers \( Y \). Denote this finite subcollection by \( K_n = \{U_{y_1}, \ldots, U_{y_m}\} \) for some \( m \in \mathbb{N} \). Pick \( i, j \leq m \). Note that \( \partial(U_{y_i} \cap U_{y_j}) \subseteq \partial U_{y_i} \cup \partial U_{y_j} \) and \( \partial(U_{y_i} \cup U_{y_j}) \subseteq \partial U_{y_i} \cup \partial U_{y_j} \). Hence any finite intersection (union) of elements from \( K_n \) is an open \( \Pi_{\theta} \)-continuity set. For every \( i \leq m \), let

\[
V_i = U_{y_i} \setminus \bigcup_{j<i} U_{y_j}.
\]

Note that \( V_i = U_{y_i} \setminus F_i \) where \( F_i = \bigcup_{j<i} U_{y_j} \cap U_{y_i} \). Moreover, both \( U_{y_i} \) and \( F_i \) are open \( \Pi_{\theta} \)-continuity sets. By Lemma 25, we have \( \Pi(\ast U_{y_i}) \approx \Pi(\ast U_{y_j}) \) and \( \Pi(F_i) \approx \Pi_{\theta}(F_i) \). Thus, we have \( \Pi(\ast V_i) \approx \Pi(\ast V_i) \) hence \( \{V_1, \ldots, V_m\} \) is the desired partition. \( \square \)

Let \( Y \) be a metric space and recall that \( \ast L_1(Y) \) is the nonstandard extension of the set of 1-Lipschitz functions on \( Y \). For any \( F \in \ast L_1(Y) \), \( F \) is \( S \)-continuous, i.e., \( F(y_1) \approx F(y_2) \) for \( y_1 \approx y_2 \in \ast Y \). Note that every \( P \in \ast \mathcal{M}(Y) \) is an internal probability measure on \( (Y, \ast B_Y) \).

We are now ready to prove the main result:
of Theorem 9. Pick $F \in ^*L_1(Y)$ and fix some $n \in \mathbb{N}$. Note that $F(t)$ may be an infinite number for every $t \in ^*Y$. Let $\{V^n_1, \ldots, V^n_m\}$ be the finite partition of $Y$ as in Lemma 26 such that the diameter of $V^n_i$ is no greater than $\frac{1}{n}$ for every $i \leq m$. For any $i \leq m$, pick $y_i \in V^n_i$. As $F \in ^*L_1(Y)$ and the diameter of every $V^n_i$ is no greater than $\frac{1}{n}$, we have $|F(y_i) - F(y)| \leq \frac{1}{n}$ for all $i \leq m$ and all $y \in \mathbb{V}^{n}$. Hence we have

$$\left| \int_Y F(y) \Pi(dy) - \sum_{i \leq m} \int_{V^n_i} F(y_i) \Pi(dy) \right|$$

$$\leq \sum_{i \leq m} \int_{V^n_i} |F(y) - F(y_i)| \Pi(dy) \leq \frac{1}{n}. \quad (104)$$

Similarly, we have $\left| \int_Y F(y) \cdot \Pi_p(dy) - \sum_{i \leq m} \int_{V^n_i} F(y_i) \cdot \Pi_p(dy) \right| \leq \frac{1}{n}$. We now compare $\sum_{i \leq m} \int_{V^n_i} F(y_i) \Pi(dy)$ and $\sum_{i \leq m} \int_{V^n_i} F(y_i) \cdot \Pi_p(dy)$. Note that

$$\left| \sum_{i \leq m} \int_{V^n_i} F(y_i) \Pi(dy) - \sum_{i \leq m} \int_{V^n_i} F(y_i) \cdot \Pi_p(dy) \right|$$

$$= \left| \sum_{i \leq m} F(y_i) (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) \right|$$

$$= \left| \sum_{i \leq m} (F(y_i) + k_i) (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) \right|$$

where $k_i$ is the difference between $F(y_i)$ and $F(y)$. As $F \in ^*L_1(Y)$ and $Y$ is compact, we know that $k_i \in ^*\text{NS}(^*\mathbb{R})$ for all $i \leq m$. Hence, we have

$$\left| \sum_{i \leq m} (F(y_i) + k_i) (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) \right|$$

$$= \left| \sum_{i \leq m} F(y_i) (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) + \sum_{i \leq m} k_i (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) \right|$$

$$= \left| \sum_{i \leq m} k_i (\Pi(V^n_i) - \cdot \Pi_p(V^n_i)) \right| \approx 0. \quad (111)$$

Thus, $\left| \int_Y F(y) \Pi(dy) - \int_Y F(y) \cdot \Pi_p(dy) \right| \leq 2/n$. As $n$ is arbitrary, it follows that

$$\int_Y F(y) \Pi(dy) \approx \int_Y F(y) \cdot \Pi_p(dy), \quad (112)$$

which implies that $^*W(\Pi, \cdot \Pi_p) \approx 0$. \hfill \Box

16.4. **Proofs deferred from Section 11.6.** This section contains a proof of Proposition 1. Before giving the main argument, we recall or prove several useful lemmas, starting with the following nonstandard characterization of compactness.

**Lemma 27.** Let $Y$ be a compact Hausdorff space. For all $y \in ^*Y$, there exists $x \in Y$ such that $y \in ^*U$ for every open set $U$ containing $x$.

The proof is illustrative, and so we reproduce it here for the nonexpert.

**Proof.** Suppose the statement is false for some $y_0 \in ^*Y$. For every $x \in Y$, there is an open set $U_x$ containing $x$ such that $y_0 \not\in ^*U_x$. As $Y$ is compact, there is a finite subcollection of $\{U_x : x \in Y\}$ that covers $Y$. Denote such finite subcollection by $\{U_{x_1}, \ldots, U_{x_n}\}$ for some $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in Y$. Then we have $\cup_{i \leq n} ^*U_{x_i} = ^*Y$. Note that $y_0 \not\in ^*U_{x_i}$ for all $i \leq n$. This is a contradiction. \hfill \Box
Fix $\alpha \in (0,1)$ and a family $\tau = (\tau_\pi)_{\pi \in \mathcal{M}(\Theta)}$ of $1 - \alpha$ credible regions with rejection probability function $\varphi$.

**Lemma 28.** Suppose Item 2 of Assumption 3 holds for $\tau, \varphi, M_o$. For all $\theta \in \Theta$, $\Pi_1, \Pi_2 \in \mathcal{M}(\Theta)$, and $x_1, x_2 \in \text{NS}(\tau X)$, if there exists a $\pi_0 \in M_o$ such that $W(\Pi_1, \pi_0) \approx W(\Pi_2, \pi_0) \approx 0$ and $x_1 \approx x_2$ then $\varphi(\theta, x_1; \Pi_1) \approx \varphi(\theta, x_2; \Pi_2)$. 

**Proof.** Fix some $\theta \in \Theta$. Pick any two $\Pi_1, \Pi_2 \in \mathcal{M}(\Theta)$ such that there exists $\pi_0 \in M_o$ with $W(\Pi_1, \pi_0) \approx W(\Pi_2, \pi_0) \approx 0$ and any two $x_1 \approx x_2 \in \text{NS}(\tau X)$. We pick $x_0 \in X$ such that $x_1 \approx x_2 \approx x_0$. Pick any $\varepsilon \in \mathbb{R}_{>0}$. By Assumption 3, there is some $\delta \in \mathbb{R}_{>0}$ such that, for all $\pi \in \mathcal{M}(\Theta)$, the following statements holds:

$$\forall x \in X)((W(\pi, \pi_0) < \delta \wedge d_X(x, x_0) < \delta) \implies |\varphi(\theta, x; \pi) - \varphi(\theta, x_0; \pi_0)| < \varepsilon).$$

By the transfer principle, for all $\Pi \in \mathcal{M}(\Theta)$ and $x \in \tau X$, the following statements holds:

$$(W(\Pi, \pi_0) < \delta \wedge d_X(x, x_0) < \delta) \implies (|\varphi(\theta, x; \Pi) - \varphi(\theta, x_0; \pi_0)| < \varepsilon).$$

In particular, we have $|\varphi(\theta, x_i; \Pi_i) - \varphi(\theta, x_0; \pi_0)| < \varepsilon$ for $i \in \{1, 2\}$. As $\varepsilon$ was chosen arbitrarily, we have $\varphi(\theta, x_1; \Pi_1) \approx \varphi(\theta, x_2; \Pi_2)$.

We use the following lemma in nonstandard integration theory.

**Lemma 29.** Suppose $(\Omega, \mathcal{A}, P)$ is an internal probability space and $F : \Omega \to \star \mathbb{R}$ is an internal measurable function such that $\varphi^F$ exists everywhere. Then $\varphi^F$ is integrable with respect to $\mathcal{P}$ and $\int F(x) P(dx) \approx \int \varphi^F(x) \mathcal{P}(dx)$.

We are now ready to prove the main technical result of this section:

**Proof of Proposition 1.** Pick any standard $\theta \in \Theta$. As the function $\varphi$ is bounded, by Lemma 29, we have

$$\int \varphi(\theta, x; \Pi) P(\theta)(dx) \approx \int \varphi(\theta, x; \Pi) \mathcal{P}(\theta)(dx)$$

and

$$\int \varphi(\theta, x; \Pi_p) P(\theta)(dx) \approx \int \varphi(\theta, x; \Pi_p) \mathcal{P}(\theta)(dx).$$

For every $x \in \text{NS}(\tau X)$, as $\Pi_p \in M_o$, by Theorem 9 and Lemma 28, we have

$$\varphi(\theta, x; \Pi_p) \approx \varphi(\theta, x; \Pi_p).$$

As $\theta \in \Theta$, we know that $\mathcal{P}(\text{NS}(\tau X)) = 1$. Hence we have

$$\int \varphi(\theta, x; \Pi) \mathcal{P}(\theta)(dx) = \int \varphi(\theta, x; \Pi_p) \mathcal{P}(\theta)(dx).$$

Thus, we have the desired result.

17. Proofs deferred from Section 13

17.1. Overview. This section contains routine proofs from Section 13, with subsections ordered as in that section.
17.2. Proofs deferred from Section 13.2. This section contains many routine proofs from Section 13.2, culminating in the proof of its main result Proposition 2. We begin by showing that the credibility function $A_{x,\pi}$ is Lipschitz and monotone decreasing, and then characterize its right derivative:

**Lemma 30.** Let $x \in X$ and $\pi \in \mathcal{M}(\Theta)$. For all $0 < r_1 < r_2 < \infty$,

\begin{equation}
|A_{x,\pi}(r_2) - A_{x,\pi}(r_1)| \leq |r_2 - r_1|.
\end{equation}

In particular, $A_{x,\pi}$ is 1-Lipschitz and monotone over this range. Finally, for $0 \leq r \leq 1$ and all $0 < c \leq 1 - r$,

\begin{equation}
\frac{A_{x,\pi}(r) - A_{x,\pi}(r + c)}{c} \geq A_{x,\pi}(r).
\end{equation}

**Proof.** Because probability measures are monotone, $A_{x,\pi}(\cdot)$ is also monotone by construction. We can immediately calculate

\[
|A_{x,\pi}(r_2) - A_{x,\pi}(r_1)| = |P^T_{\pi}(\max(0, \psi^{\cdot}_{\alpha\beta\gamma\delta\eta}(\theta, x ; \pi) - r_1))
- P^T_{\pi}(\max(0, \psi^{\cdot}_{\alpha\beta\gamma\delta\eta}(\theta, x ; \pi) - r_2))|
\leq |P^T_{\pi}(r_2 - r_1)| = |r_2 - r_1|,
\]

obtaining the first upper bound.

For all $c > 0$ and all $0 \leq s < t < \infty$,

\begin{equation}
A_{x,\pi}(s) - A_{x,\pi}(s + c) \geq A_{x,\pi}(t) - A_{x,\pi}(t + c).
\end{equation}

In other words, the rate at which $A_{x,\pi}(\cdot)$ decreases over an interval of fixed size is itself decreasing. Next, fix $k \in \mathbb{N}$. Since $A_{x,\pi}(1) = 0$, Eq. (121) implies that, for all $s \in [0, 1]$,

\[
A_{x,\pi}(s) = A_{x,\pi}(s) - A_{x,\pi}(1)
= \sum_{i=1}^{k} \left( A_{x,\pi}\left(s + (1 - s)\frac{i - 1}{k}\right) - A_{x,\pi}\left(s + (1 - s)\frac{i}{k}\right) \right)
\leq k \left( A_{x,\pi}(s) - A_{x,\pi}\left(s + (1 - s)\frac{1}{k}\right) \right).
\]

Rearranging, we have

\begin{equation}
A_{x,\pi}(s) - A_{x,\pi}\left(s + (1 - s)\frac{1}{k}\right) \geq \frac{1}{k} A_{x,\pi}(s) \geq (1 - s) \frac{1}{k} A_{x,\pi}(s).
\end{equation}

Because $A_{x,\pi}$ is monotone decreasing, this proves the final inequality. \hfill \Box

We now have:

of Lemma 10. Let $x \in X$ and $\pi \in \mathcal{M}(\Theta)$. By Lemma 9, we have $A_{x,\pi}(0) > 1 - \alpha$. It is clear that $A_{x,\pi}(1) = 0$. Since $A_{x,\pi}$ is continuous by Lemma 30, this implies that there exists some $0 < r^* < 1$ so that $A_{x,\pi}(r^*) = 1 - \alpha$ exactly. Since $A_{x,\pi}$ is also monotone, there is a greatest such $r^*$, in which case $R(x, \pi) = r^*$. By the definition of $\psi_{\alpha\beta\gamma\delta\eta}(\cdot, x ; \pi)$, it then follows that $P^T_{\pi}(\psi_{\alpha\beta\gamma\delta\eta}(\cdot, x ; \pi)) = 1 - \alpha$. \hfill \Box

Before proving the main result Proposition 2, we establish the continuity of the correction $R(x, \pi)$ applied to the perturbation in order to achieve the correct credibility:

**Lemma 31.** Under the assumptions of Proposition 2,

\begin{equation}
(x, \pi) \mapsto R(x, \pi): (X \times \mathcal{M}(\Theta), d_X \otimes W_1) \to ([0, 1], \|\cdot\|)
\end{equation}

is a continuous map.
Proof. Fix $\mu, \nu \in M(\Theta)$ and $x, y \in X$. Let $h_r(z, \xi) = \max(0, \psi'_{\alpha\beta\gamma\delta}(t, z; \xi) - r)$, which is $\beta$-Lipschitz by Lemma 7. Then $A_{x, \xi}(r) = \mathcal{P}_x h_r(z, \xi)$. From the triangle inequality and Assumption 5,

$$
\|A_{x,\mu} - A_{y,\nu}\|_\infty = \sup_r |A_{x,\mu}(r) - A_{y,\nu}(r)|
$$

$$
= \sup_r |\mathcal{P}_x h_r(x, \mu) - \mathcal{P}_y h_r(y, \nu)|
$$

$$
\leq \sup_r \left( |\mathcal{P}_x h_r(x, \mu) - \mathcal{P}_y h_r(y, \nu)| + |\mathcal{P}_x h_r(x, \mu) - \mathcal{P}_x h_r(y, \nu)| \right)
$$

$$
\leq W_1(\mathcal{P}_x, \mathcal{P}_y) \sup_r \|h_r(x, \mu) - h_r(y, \nu)\|_\infty
$$

$$
\leq \beta C (W_1(\mu, \nu) + d_X(x, y) + \|\psi'_{\alpha\beta\gamma\delta}(t, x; \mu) - \psi'_{\alpha\beta\gamma\delta}(t, y; \nu)\|_\infty).
$$

Thus, by the continuity hypothesis, for all $r \in (0, 1)$,

$$
A_{x,\mu}(r) + f(x, \mu, y, \nu) \geq A_{y,\nu}(r) \geq A_{x,\mu}(r) - f(x, \mu, y, \nu)
$$

with

$$
f(x, \mu, y, \nu) \to 0 \text{ as } W_1(\mu, \nu) + d_X(x, y) \to 0.
$$

By second part of Lemma 30, for all $0 < c \leq 1 - r$,

$$
A_{x,\pi}(r + c) \leq A_{x,\pi}(r) - c A_{x,\pi}(r)
$$

and, by rearrangement,

$$
c \leq \frac{A_{x,\pi}(r) - A_{x,\pi}(r + c)}{A_{x,\pi}(r)}.
$$

Let

$$
r_+ = \sup\{r \in [0, 1] : A_{x,\mu}(r) + f(x, \mu, y, \nu) \geq 1 - \alpha\},
$$

$$
r_0 = \sup\{r \in [0, 1] : A_{x,\mu}(r) \geq 1 - \alpha\}, \text{ and}
$$

$$
r_- = \sup\{r \in [0, 1] : A_{x,\mu}(r) - f(x, \mu, y, \nu) \geq 1 - \alpha\}.
$$

Clearly, $r_+ \geq r_0 \geq r_-$. By Lemma 9 and Lemma 30, $A_{x,\mu}(\cdot)$ is monotone nonincreasing, $A_{x,\mu}(0) \geq 1 - \alpha + F\delta$ for some constant $F\delta > 0$, and $A_{x,\mu}(1) = 0$. By Eq. (124) and the definition of $R$, we have $|R(x, \mu) - R(y, \nu)| \leq \max\{r_0 - r_-, r_+ - r_0\}$. By Lemma 30, $A_{x,\mu}(r_0) = 1 - \alpha$, $A_{x,\mu}(r_-) = 1 - \alpha + f(x, \mu, y, \nu)$, and $A_{x,\mu}(r_+) = 1 - \alpha - f(x, \mu, y, \nu)$. By Eq. (127),

$$
r_0 - r_- \leq \frac{A_{x,\pi}(r_-) - A_{x,\pi}(r_- + r_0 - r_-)}{A_{x,\pi}(r_-)}
$$

$$
= \frac{f(x, \mu, y, \nu)}{1 - \alpha + f(x, \mu, y, \nu)}.
$$

Similarly, by Eq. (127),

$$
r_+ - r_0 \leq \frac{A_{x,\pi}(r_0) - A_{x,\pi}(r_0 + r_+ - r_0)}{A_{x,\pi}(r_0)}
$$

$$
= \frac{f(x, \mu, y, \nu)}{1 - \alpha}.
$$

Hence, $|R(x, \mu) - R(y, \nu)| \leq \frac{f(x, \mu, y, \nu)}{1 - \alpha}$. By Eq. (125), this completes the proof. \qed

We are now ready to prove Proposition 2.
Proofs deferred from Section 13.3. No proofs from Section 13.3 were deferred.

17.4. Proofs deferred from Section 13.4.

of Lemma 15. We note that the map \( (x, \mu) \mapsto \psi'_{\alpha\beta\gamma\delta}(x, x : \mu) : (X \times \mathcal{M}(\Theta), d_X \otimes W_1) \rightarrow (C(\Theta, [0, 1]), \| \cdot \|_{\infty}) \) is continuous. It is also the case that the map \( (f, r) \mapsto (\theta \mapsto \max(0, f(\theta) - r)) \) from \( (C(\Theta, [0, 1]) \times [0, 1], \| \cdot \|_{\infty} \times \| \cdot \|) \) to \( (C(\Theta, [0, 1]), \| \cdot \|_{\infty}) \) is continuous. Therefore, by Lemma 31 and composition, it follows that \( (x, \pi) \mapsto (\theta \mapsto \max(0, \psi'_{\alpha\beta\gamma\delta}(\theta, x : \pi) - R(x, \pi))) \) from \( (X \times \mathcal{M}(\Theta), d_X \otimes W_1) \rightarrow (C(\Theta, [0, 1]), \| \cdot \|_{\infty}) \) is continuous.

We now show that Assumption 1 holds. In fact, we establish the continuity for the acceptance probability, which is clearly continuous iff the rejection probability function is. Fix \( \theta^* \in \Theta \). For all \( \varepsilon > 0 \), by Lemma 31, there exists \( \varepsilon \) such that, for all \( (x, \pi), (x', \pi') \in X \times \mathcal{M}(\Theta) \), we have \( \| \psi'_{\alpha\beta\gamma\delta}(x, x : \pi) - \psi'_{\alpha\beta\gamma\delta}(x', x : \pi') \|_{\infty} < \varepsilon \) and \( |R(x, \pi) - R(x', \pi')| < \varepsilon \). The sup-norm bound implies \( \| \psi'_{\alpha\beta\gamma\delta}(\theta^*, x : \pi) - \psi'_{\alpha\beta\gamma\delta}(\theta^*, x : \pi') \| < \varepsilon \). Noting that subtraction and maximization over a finite set are continuous completes the proof. \( \square \)

17.3. Proofs deferred from Section 13.3. No proofs from Section 13.3 were deferred.
(1) First consider the case $B = I$. For all $\varepsilon > 0$, there exists $\delta > 0$ such that for all $\nu \in \mathcal{M}(\Theta), y \in Y$ such that $\|x - y\|, W(\mu, \nu) < \delta$, we have for all $r > 0$

\begin{equation}
    f_{r - \varepsilon}^\nu \leq f_r^\mu \leq f_{r + \varepsilon}^\nu
\end{equation}

and similarly

\begin{equation}
    f_{r - \varepsilon}^\mu \leq f_r^\nu \leq f_{r + \varepsilon}^\mu,
\end{equation}

where in both expressions we should take $f_r = f_0$ in the degenerate case $r < 0$.

In the case $B = H$, the same claim is true with all inequalities in Eq. (138) and Eq. (139) reversed.

(2) For all $z \geq 0$ and $\varepsilon > 0$, there exists $\delta > 0$ such that for all $\nu \in \mathcal{M}(\Theta), y \in Y$ such that $\|x - y\|, W(\mu, \nu) < \delta$, we have

\begin{equation}
    L(\alpha - z, P_\nu^y) + \varepsilon \geq L(\alpha - z, P_\mu^x) \geq L(\alpha - z, P_\nu^y) - \varepsilon.
\end{equation}

This is true for both $B = I$ and $B = H$.

(3) Fix $B = I$. For all $z > 0$, there exists $\varepsilon_0 > 0$ such that for all $0 < \varepsilon < \varepsilon_0$, there exists $\delta > 0$ such that for all $\nu \in \mathcal{M}(\Theta), y \in Y$ such that $\|x - y\|, W(\mu, \nu) < \delta$, we have

\begin{equation}
    L(\alpha - z, P_\nu^y) \geq L(\alpha, P_\mu^x) + \varepsilon
\end{equation}

and similarly

\begin{equation}
    L(\alpha - z, P_\mu^x) \geq L(\alpha, P_\nu^y) + \varepsilon.
\end{equation}

In the case $B = H$, the same claim is true with Eq. (141) and Eq. (142) replaced by

\begin{equation}
    L(\alpha - z, P_\nu^y) \leq L(\alpha, P_\mu^x) - \varepsilon
\end{equation}

and similarly

\begin{equation}
    L(\alpha - z, P_\mu^x) \leq L(\alpha, P_\nu^y) - \varepsilon.
\end{equation}

We now check our numbered sub-claims in the same order.

(1) In the case $B = I$, this follows directly from Lemma 13. In the case $B = H$, this follows immediately from Assumption 6; the conditions are satisfied by Assumption 6 and Lemma 12.

(2) We consider only the case $B = I$: the case $B = H$ is essentially the same, with some inequalities flipped. We begin by assuming the first inequality in Eq. (140) does not hold, so that there exist some $z \geq 0, \varepsilon > 0$ and some $c > 0$ so that for all $\delta > 0$, there exists some $\nu \in \mathcal{M}(\Theta)$ and data point $y = y_\delta \in X$ with $\|x - y\|, W(\mu, \nu) < \delta$ such that

\begin{equation}
    L(\alpha - z, P_\nu^y) + \varepsilon + c \leq L(\alpha - z, P_\mu^x).
\end{equation}

For the same families of measures and points $\nu = \nu_\delta, y = y_\delta$ indexed by $\delta > 0$, then, there must exist some $c' > 0$ so that for all $\delta > 0$,

\begin{equation}
    P_\nu^x(f_\mu^{(\alpha - z, P_\nu^y) + \varepsilon}) + c' \leq P_\mu^x(f_\mu^{L(\alpha - z, P_\mu^x)}) = 1 - (\alpha - z).
\end{equation}

By numbered sub-claim (1), however, we have the pointwise inequality

\begin{equation}
    f_\mu^{L(\alpha - z, P_\nu^y) + \varepsilon} \geq f_\mu^{L(\alpha - z, P_\mu^x)}
\end{equation}
for all $\delta > 0$ sufficiently small. Applying this pointwise inequality, and then Eq. (136), we have for all $\delta > 0$ sufficiently small

$$
P_{\mu,\gamma}^{\delta}(f_{L(\alpha-z, P_{\mu,\gamma})}^{\delta} + \epsilon) \geq P_{\mu,\gamma}^{\delta}(f_{L(\alpha-z, P_{\mu,\gamma})}^{\delta})
\geq P_{\nu,\gamma}^{\delta}(f_{L(\alpha-z, P_{\nu,\gamma})}^{\delta}) - \beta C(D(\gamma) W_1(\mu, \nu) + d_X(x, y))
= 1 - (\alpha - z) - \beta C(D(\gamma) W_1(\mu, \nu) + d_X(x, y)).$$

But for $\delta > 0$ sufficiently small, this contradicts Eq. (146). This completes the proof of the first inequality in Eq. (140), in the case $B = I$. The proof of the second inequality in Eq. (140), and the case $B = H$, are essentially identical.

3) We consider the case $B = I$. By Lemma 11, we can write

$$L(\alpha - z, P_{\mu,\gamma}^{\delta}) = L(\alpha, P_{\mu,\gamma}^{\delta}) + C$$

for some $C$ that is strictly greater than 0. By numbered sub-claim (2), for all $\delta > 0$ sufficiently small we also have

$$L(\alpha - z, P_{\nu,\gamma}^{\delta}) \geq L(\alpha - z, P_{\mu,\gamma}^{\delta}) - \frac{C}{2}.$$  

Putting the two previous equations together, we have

$$L(\alpha - z, P_{\nu,\gamma}^{\delta}) \geq L(\alpha, P_{\mu,\gamma}^{\delta}) + \frac{C}{2}.$$  

This establishes Eq. (141). We now establish Eq. (142). By numbered sub-claim (2), for all $\delta > 0$ sufficiently small we also have

$$L(\alpha, P_{\nu,\gamma}^{\delta}) \geq L(\alpha, P_{\mu,\gamma}^{\delta}) - \frac{C}{2}.$$  

Putting together Eq. (148) and Eq. (151), we have

$$L(\alpha - z, P_{\nu,\gamma}^{\delta}) \geq L(\alpha, P_{\mu,\gamma}^{\delta}) + \frac{C}{2}.$$  

This establishes Eq. (142). The case $B = H$ is the same.

Finally, the main claim follows immediately from numbered sub-claims (1) and (3). The result now follows almost immediately from Eq. (137). Recall from Eq. (37) that

$$\psi_{\alpha, \beta, \gamma, \delta}(\theta, x; P_{\mu,\gamma}^{\delta}) = \int_{[\delta, \delta]} \psi_{B; P_{\mu,\gamma}^{\delta}, \alpha - z, \beta} h_\delta(z) \, dz.$$  

(153)
By Definition 5, the support of $\varepsilon\psi$.

Thus, by Eq. (53), for every $\varepsilon > 0$, we have

$$
\psi'_{\alpha,\beta,\delta,\eta}(\theta, x; P_{\varpi}^y) = \int_{[\delta, \delta]} \psi_B; P_{\varpi}^{\alpha,\beta} h_{\eta}^{(\delta)}(z) \, dz \\
\geq \int_{[\delta, \delta]} \psi_B; P_{\varpi}^{\alpha,\beta} h_{\eta}^{(\delta)}(z) \, dz \\
\geq \int_{[\delta, \delta]} \psi_B; P_{\varpi}^{\alpha,\beta} h_{\eta}^{(\delta)}(z) \, dz \\
\geq \int_{[\delta, \delta]} \psi_B; P_{\varpi}^{\alpha,\beta} h_{\eta}^{(\delta)}(z) \, dz \\
- \int_{[\delta, \delta]} \psi_B; P_{\varpi}^{\alpha,\beta} h_{\eta}^{(\delta)}(z) \, dz \\
= \psi'_{\alpha,\beta,\delta,\eta}(\theta, x; P_{\varpi}^x).
$$

where in this calculation we freely use the fact that $0 \leq \psi_B; P_{\varpi}^{\alpha,\beta} \leq 1$ holds pointwise.

Since $h_{\eta}$ is continuous (hence uniformly continuous on compact sets), this shows that for all $\varepsilon' > 0$, there exists $\delta' > 0$ so that for all $\nu \in \mathcal{M}(\Theta)$, $y \in Y$ such that $\|x - y\|$, $W(\mu, \nu) < \delta'$, we have

$$
\psi'_{\alpha,\beta,\delta,\eta}(\theta, x; P_{\varpi}^x) \geq \psi'_{\alpha,\beta,\delta,\eta}(\theta, x; P_{\varpi}^x) - \varepsilon'.
$$

The proof of the reverse inequality is essentially the same, and completes the proof of the lemma.

\[ \square \]

17.5. Proofs deferred from Section 13.5.

of Lemma 16. By Eq. (46), $\psi_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi) \leq \psi'_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi)$. By Eq. (37),

$$
\psi_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi) \leq \sup_{z \in [\delta, \delta]} \psi^a_z(\cdot, \pi; \pi).
$$

Thus, by Eq. (53), for every $\varepsilon \in [\delta, \alpha)$,

$$
\psi'_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi) \leq \psi^a_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi).
$$

Thus, the support of $\psi_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi)$ is contained in the support of $\psi^a_{\alpha,\beta,\delta,\eta}(\cdot, x; \pi)$ for all $\varepsilon \in [\delta, \alpha)$.

of Lemma 17. By Definition 5, the support of $\psi_{\mu,\alpha}$ is

$$
S_0 = \{ \theta \in \Theta' : \|\theta - M(\mu)\| \leq L_{\mu}(\mu) \},
$$

where the reader may recall from Eq. (4) that $L_{\mu}(\mu) = \inf R_0$ for

$$
R_0 = \{ r > 0 : \mu(\{ \theta \in \Theta' : \|\theta - M(\mu)\| \leq r \}) \geq 1 - \alpha \}. \tag{158}
$$
The support of \( \psi_{I,\mu,\alpha,\beta} \) is \( S_1 = \{ \theta \in \Theta' : \| \theta - M(\mu) \| \leq r_1 \beta^{-1} \} \) where

\[
  r_1 = L_{I,\alpha,\beta}(\mu) = \inf R_1
\]

for \( R_1 = \{ r > 0 : \int_{\Theta'} f_r^{(I)} \, d\mu \geq 1 - \alpha \} \).

We first show that the support of \( \psi_{I,\mu,\alpha,\beta} \) is contained in the support of \( \psi_{I,\mu,\alpha,\beta} \). Pick \( \theta_0 \in S_0 \). We want to show that \( \| \theta_0 - M(\mu) \| \leq r_1 \beta^{-1} \). It suffices to show that \( L_{I,\alpha}(\mu) \leq r_1 \beta^{-1} \). Pick some \( r \in R_1 \). It is sufficient to show

\[
  \mu(\{ \theta \in \Theta' : \| \theta - M(\mu) \| \leq r \beta^{-1} \}) \geq 1 - \alpha.
\]

Define \( v : \Theta' \to \mathbb{R} \) by

\[
v(\theta) = \begin{cases} 1, & \| \theta - M(\mu) \| \leq r \beta^{-1}, \\ 0, & \text{otherwise}. \end{cases}
\]

Note that \( f_r^{(I)}(\theta) \leq v(\theta) \) for every \( \theta \in \Theta' \). As \( \int_{\Theta'} f_r^{(I)} \, d\mu \geq 1 - \alpha \), we have

\[
  \mu(\{ \theta \in \Theta' : \| \theta - M(\mu) \| \leq r \beta^{-1} \}) \geq 1 - \alpha.
\]

We now show that the support of \( \psi_{I,\mu,\alpha,\beta} \) is contained in the \( \beta^{-1} \)-fattening of \( E_0 \). Pick \( \theta_1 \in S_1 \). To finish the proof, it suffices to find a \( \theta \in E_0 \) such that \( \| \theta - \theta_1 \| < \beta^{-1} \). The result is immediate if \( r_1 < 1 \). Suppose \( r_1 \geq 1 \). Let \( \theta_0 \in \mathbb{R}^d \) be any point on the line segment connecting \( M(\mu) \) and \( \theta_1 \) satisfying \( \| \theta_0 - M(\mu) \| \leq r_1 \beta^{-1} - \beta^{-1} \) and \( \| \theta_1 - \theta_0 \| \leq \beta^{-1} \). We now show that \( \theta_0 \in E_0 \), completing the proof.

Pick \( r_0 \in R_0 \). It suffices to show that \( r_1 \beta^{-1} - \beta^{-1} \leq r_0 \), which is equivalent to \( r_1 \leq \beta r_0 + 1 \). As \( f_r^{(I)}(\cdot) \) is an increasing function of \( r \), it suffices to show that \( \int_{\Theta'} f_r^{(I)} \, d\mu \geq 1 - \alpha \). Define \( u : \Theta' \to \mathbb{R} \) by

\[
u(\theta) = \begin{cases} 1, & \| \theta - M(\mu) \| \leq r_0, \\ 0, & \text{otherwise}. \end{cases}
\]

Note that \( f_{r_0+1}^{(I)}(\theta) = 1 \) whenever \( u(\theta) = 1 \). Hence \( f_{r_0+1}^{(I)}(\theta) \geq u(\theta) \) for every \( \theta \in \Theta' \).

As \( r_0 \in R_0 \), we know that \( \int_{\Theta'} u \, d\mu \geq 1 - \alpha \). Thus we have \( \int_{\Theta'} f_r^{(I)} \, d\mu \geq 1 - \alpha \), completing the proof. \( \square \)

of Lemma 19. By Eq. (44) and the definition of \( \psi_{\alpha,\beta,\gamma,0}(\cdot,x;\pi) \), to finish the proof, it suffices to show that the support of \( \psi_{I,P^\pi,\alpha} \) is contained in the \( \beta^{-1} \)-fattening of the support of \( \max\{0, \psi_{I,P^\pi,\alpha,\beta} - \alpha\} \).

By Definition 5, the support of \( \psi_{I,P^\pi,\alpha,\beta} \) is

\[
  S_0 = \{ \theta \in \Theta' : \| \theta - M(P^\pi_{\pi,\alpha}) \| < L_{I,\alpha}(P^\pi_{\pi,\alpha}) \},
\]

where the reader may recall from Eq. (4) that \( L_{I,\alpha}(P^\pi_{\pi,\alpha}) = \inf R_0 \) for

\[
  R_0 = \{ r > 0 : P^\pi_{\pi,\alpha}(\{ \theta \in \Theta' : \| \theta - M(P^\pi_{\pi,\alpha}) \| \leq r \}) \geq 1 - \alpha \}.
\]

The support of \( \psi_{I,P^\pi,\alpha,\beta} \) is

\[
  S_1 = \{ \theta \in \Theta' : \| \theta - M(P^\pi_{\pi,\alpha}) \| < r_1 \beta^{-1} \},
\]

where \( r_1 = L_{I,\alpha}(P^\pi_{\pi,\alpha}) = \inf R_1 \) for

\[
  R_1 = \{ r > 0 : \int_{\Theta'} f_r^{(I)} \, dP^\pi_{\pi,\alpha} \geq 1 - \alpha \}.
\]
Pick \( \theta_0 \in S_0 \). It suffices to show there exists \( \theta_1 \) with \( \| \theta_0 - \theta_1 \| \leq \beta^{-1} \) and \( \psi_{\mathcal{H}, \alpha, \beta}(\theta_1) - \alpha > 0 \), or equivalently, \( \| \theta_1 - M(P_{\pi}) \| < r_1 \beta^{-1} - \alpha \beta^{-1} \). It suffices to show that \( \| \theta_0 - M(P_{\pi}) \| < r_1 \beta^{-1} - \alpha \beta^{-1} + \beta^{-1} \). As \( 0 < \alpha < 1 \), it suffices to show that \( \| \theta_0 - M(P_{\pi}) \| < r_1 \beta^{-1} \). But this follows from the first statement of Lemma 17.

**Proof of Lemma 20.** We use notation from Definition 10 and Definition 13. We begin by observing that, for all \( d \geq 0 \) and \( \theta \in \Theta \), we have the pointwise inequality

\[
1_{\rho(\theta) \geq d} \leq f_\beta(d)(\theta) \leq 1_{\rho(\theta) \geq d - \beta^{-1}}.
\]

This implies the corresponding inequality for the levels

\[
L_{\theta, \alpha, \beta}(\mu) \leq L_{\theta, \alpha, \beta}(\mu) \leq L_{\theta, \alpha, \beta} + \beta^{-1}.
\]

Inspecting Definition 10 and Definition 13, we note that

\[
\text{ess inf}_{\theta \in A} \rho(\theta) = L_{\theta, \alpha}(\mu)
\]

and

\[
\text{ess inf}_{\theta \in A_\delta} \rho(\theta) \in [L_{\theta, \alpha, \beta}(\mu) - \beta^{-1}, L_{\theta, \alpha, \beta}(\mu)]
\]

Combining these bounds with the bound in Eq. (167) completes the proof.

**Proof of Lemma 21.** We prove the stronger statement: there exists a constant \( D > 0 \) such that

\[
Q_S(\mathcal{M}(S)) \subseteq \bigcap_{0 < a, b < D} A_{\frac{1}{2}, a | S}.
\]

This immediately implies the statement of the lemma. Roughly speaking, Eq. (170) implies that \( Q_S(\pi) \) is never “too concentrated” in a very small interval near 0 and 1. Our proof consist of two parts: first, we show that \( Q_S(\pi) \) is never much more concentrated than \( \pi \) in any interval; next, we show that \( Q_S(\pi) \) is, in fact, very uniform if \( \pi \) is heavily concentrated near 0 and 1. The proofs for the three cases are nearly identical; we specify the single major difference where it occurs.

Checking that \( Q_S(\pi) \) is not too much more concentrated than \( \pi \) is straightforward. Inspecting the definition of \( Q_S \), we have

\[
Q_S(\pi)(s) \leq \frac{1}{2}(\pi(s) + 1)
\]

for all \( s \in S \). In particular, for all \( U \subseteq S \),

\[
Q_S(\pi)(U) \leq 1 - \frac{1}{2}(1 - \pi(U)).
\]

The other direction is slightly longer. We fix some \( a, b > 0 \), put \( c = \frac{\alpha}{\beta} \), and consider a measure \( \pi \in \mathcal{M}(S) \setminus A_{c, a | S} \). Without loss of generality, assume that \( \pi([0, a] \cap S) \geq \pi([1 - a, 1] \cap S) \). We note that the posterior having observed zero, \( P_{\pi}^0 \), assigns most of its mass to \([0, a] \cap S \). In particular, by monotonicity of the function \( q(\cdot, 0) \), we have

\[
\frac{P_{\pi}^0([0, a] \cap S)}{P_{\pi}^0((a, 1 - a) \cap S)} \geq \frac{\pi([0, a] \cap S)}{\pi((a, 1 - a) \cap S)} \geq 0.5(1 - b)
\]

and

\[
\frac{P_{\pi}^0([0, a] \cap S)}{P_{\pi}^0([1 - a, 1] \cap S)} \geq \frac{1 - a}{a} \frac{\pi([0, a] \cap S)}{\pi([1 - a, a] \cap S)} \geq \frac{1 - a}{a}.
\]
Rearranging these two bounds, we have
\begin{equation}
\frac{2b}{1-b} P_{\pi}^0([0, a] \cap S) \geq P_{\pi}^0((a, 1-a) \cap S)
\end{equation}
and
\begin{equation}
\frac{a}{1-a} P_{\pi}^0([0, a] \cap S) \geq P_{\pi}^0([1-a, 1] \cap S).
\end{equation}

Summing,
\begin{equation}
\left( \frac{a}{1-a} + \frac{2b}{1-b} \right) P_{\pi}^0([0, a] \cap S) \geq P_{\pi}^0((a, 1-a) \cap S) + P_{\pi}^0([1-a, 1] \cap S)
\end{equation}
and so rearranging again gives
\begin{equation}
P_{\pi}^0([0, a] \cap S) \geq \frac{1}{1 + \frac{a}{1-a} + \frac{2b}{1-b}}.
\end{equation}

For the next short part of the proof, our three cases require slightly different arguments. We begin by considering the first case: credible regions given by Definition 5.

Using notation as in Definition 5, Inequality (179) implies that, for all $a, b < C_0$ sufficiently small,
\begin{equation}
M(P_{\pi}^0) \leq a + 2b + c.
\end{equation}

When this happens, the ball of radius $(a + 2b + c)$ around $M(P_{\pi}^0)$ contains the interval $[0, a]$; thus, for $a, b < \min(C_0, c)$ (so that $a + 2b + c < \alpha$), we also have
\begin{equation}
L_{1,0}(P_{\pi}^0) \leq M(P_{\pi}^0) \leq a + 2b + c.
\end{equation}

But this implies that the associated rejection function satisfies
\begin{equation}
\varphi(\theta, 0; \pi) = 1
\end{equation}
for all $\theta \in S \cap [0.05, 0.5]$. Let $C_1 = 0.01$; for $a, b < \min(C_0, C_1, c) \equiv C_2$, this implies
\begin{equation}
\varphi(\theta, 0; \pi) = 1
\end{equation}
for all $\theta \in S \cap [0.05, 0.5]$.

We now check that Eq. (183) holds in the other two cases, possibly for different values of $C_0, C_1, C_2$. In the second case, this follows immediately from Inequalities (180) and (181) along with Lemma 17; in the third case, it follows from Inequalities (180) and (181) along with Lemma 18.

We now continue from Equality (183) in all three cases. From this equality and our assumption on $\mathcal{F}_{\text{fin}}$, we have
\begin{equation}
|S \cap [0.05, 0.5]| \geq 0.44|S| > 0.
\end{equation}

Next, note that $q(\theta, 0) \geq \frac{1}{2}$ for all $\theta \in S \cap [0.05, 0.5]$. Thus, for such $\theta$,
\begin{equation}
z_0(\pi) \geq \frac{1}{2} (1 - \alpha).
\end{equation}

Let $\pi_{\text{max}} = \max_{\theta \in S} \pi(\theta)$. Combining Inequalities (184) and (185) the formula for $Q_S(\pi)$ immediately gives, for all $\theta \in S$,
\begin{equation}
Q_S(\pi)(\theta) \leq \frac{\pi_{\text{max}} + 1}{\pi_{\text{max}} + \frac{1}{2} (1 - \alpha)} \leq \frac{8}{(1 - \alpha)|S|}
\end{equation}
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for appropriate sufficiently small $a, b < C_2$.

To complete the proof, consider $0 < a, b < C_2$. If $\pi \in \mathcal{M}(S) \cap A_{b,a}|S|$, then Inequality (172) implies $Q_S(\pi) \in A_{\frac{1}{2}b,a}|S|$. If $\pi \in \mathcal{M}(S) \setminus A_{b,a}|S|$, then Inequality (186) and the fact that $a, b < 0.001$ imply $Q_S(\pi) \in A_{b,a}|S|$. Thus, for $\pi \in \mathcal{M}(S)$, we have $Q_S(\pi) \in A_{\frac{1}{2}b,a}|S|$. This completes the proof of Inequality (170) and thus the lemma. \hfill \Box

of Lemma 22. We note that the conditional density $q$ is uniformly continuous and uniformly bounded away from infinity, but not uniformly bounded away from 0. The proof of Lemma 3 applies here with the exception of one implication: since $q$ is not uniformly bounded away from 0, there may exist $P^\varepsilon_\pi$-continuity sets that are not $\pi$-continuity sets.

We give here the resolution to this difficulty, continuing from the sentence “Let $B$ be a $P^\varepsilon_\pi$-continuity set.”

We note that, since $\pi \in A_{b,a}$, $\Phi(\Theta) \geq ba(1 - a) > 0$. Thus, since $B$ is a $P^\varepsilon_\pi$-continuity set, it is also a $\Phi$-continuity set. Next, assume WLOG that $x = 1$. For $x = 1$ and fixed $\varepsilon > 0$, $\log(q)$ is uniformly bounded on $[\varepsilon, 1]$. Thus, if $B$ is a $\Phi$-continuity set, then by the argument in the proof of Lemma 3 it is also a $\Phi$-continuity set for the restriction of $\pi$ to $[\varepsilon, 1]$. Thus, for all $\varepsilon > 0$,

$\Phi_n([\varepsilon, 1] \cap B) \rightarrow \Phi([\varepsilon, 1] \cap B).

(187)

On the other hand, $q(\theta, 1) \leq \varepsilon$ for $\theta \in [0, \varepsilon]$. Thus, for all $n \in \mathbb{N}$,

$\Phi_n([0, \varepsilon) \cap B) \leq \varepsilon \pi([0, \varepsilon) \cap B) \leq \varepsilon.

(188)

Combining Eq. (187) and Eq. (188), we see that

$\Phi_n(B) \rightarrow \Phi(B).

(189)

That is, $\Phi_n$ converges weakly to $\Phi$. On the other hand, since $\pi \in A_{b,a}$, we have already seen that $\Phi(\Theta) \geq ba(1 - a) > 0$. Thus, $P^\varepsilon_{1\pi} \rightarrow P^\varepsilon_{\pi}$. The same argument gives the same convergence guarantee for $x = 0$.

Having shown that $P^\varepsilon_{1\pi} \rightarrow P^\varepsilon_{\pi}$, the remainder of the proof continues as in the proof of Lemma 3 with $M$ replaced by $\max_{\theta \in [0, 1]} \log(q(x, \theta)) < \infty$ where it appears. \hfill \Box

of Lemma 23. Let $\mu$ be in the $\varepsilon$-fattening of $A_{b,a}$, and let $\nu \in A_{b,a}$ be within distance $\varepsilon$ of $\mu$. Then it is possible to couple $X \sim \mu$, $Y \sim \nu$ so that $\mathbb{E}[\|X - Y\|] \leq \varepsilon$. For $c > 0$, define $I(c) = [0, c] \cup [1 - c, 1]$. Using Markov’s inequality in the last line, we compute:

$\mu(I(\frac{a}{2})) = \mathbb{P}[X \in I(\frac{a}{2})]
\leq \mathbb{P}[Y \in I(a)] + \mathbb{P}[\|X - Y\| \geq \frac{a}{2}]
\leq (1 - b) + \frac{2\varepsilon}{a}.

(190)

19. THREE CONCRETE EXAMPLES

19.1. Bernoulli Example. In this section, we provide a rigorous and detailed proof that a particular prior is matching in a simple Bernoulli model. This example appears as Example 1 in the main paper.

Recall the usual Bernoulli model with sample space $X = \{0, 1\}$, parameter space $\Theta = [0, 1]$ and conditional density $q(\theta, x) = \theta^x(1 - \theta)^{1-x}$. For $\alpha \in (0, 0.5)$, define the probability measure $\pi_\alpha = \text{Unif}\{(\alpha, 1 - \alpha)\}$. Consider the set estimator $\tau : X \rightarrow \mathcal{B}_\Theta$ given by $\tau(0) = [0, 1 - \alpha)$ and $\tau(1) = (\alpha, 1]$. (We do not need random sets here.)
Theorem 13. The prior $\pi_\alpha$ is matching prior at level $1 - \alpha$ for the set estimator $\tau$.

Proof. By Bayes rule, the posterior probability on $\theta = \alpha$ given the observation $x = 0$ is

$$P^0_{\pi_\alpha}(\{\alpha\}) = \frac{P_\alpha(0) \pi_\alpha(\alpha)}{P_\alpha(0) \pi_\alpha(\alpha) + P_{1-\alpha}(0) \pi_\alpha(1-\alpha)}$$

$$= \frac{(1-\alpha)}{(1-\alpha) + \alpha} = 1 - \alpha.$$ 

Since the prior is concentrated on the two points $\{\alpha, 1-\alpha\}$, the full posterior, given $X = 0$, is

$$P^0_{\pi_\alpha} = (1-\alpha)\delta_\alpha + \alpha\delta_{1-\alpha}.$$ 

Similarly, the full posterior, given $X = 1$, is

$$P^1_{\pi_\alpha} = \alpha\delta_\alpha + (1-\alpha)\delta_{1-\alpha}.$$ 

We are now in a place to establish that $\tau$ is a $1 - \alpha$ credible region with respect to $\tau$. In particular,

$$P^0_{\pi_\alpha}(\tau(0)) = P^0_{\pi_\alpha}([0, 1-\alpha)) = P^0_{\pi_\alpha}(\{\alpha\}) = 1 - \alpha$$

and similarly for $P^1_{\pi_\alpha}(\tau(1))$. To establish the matching property, it remains to verify that $\tau$ is a confidence set at level $1 - \alpha$. To do so, it must hold that, for all $\theta \in [0, 1]$,

$$A_\theta = P_\theta(\{x \in X : \theta \in \tau(x)\}) \geq 1 - \alpha.$$ 

There are three cases:

1. If $\theta \in (\alpha, 1-\alpha)$, then $\theta \in \tau(0) \cap \tau(1)$, so $A_\theta = 1$.
2. If $\theta \in [0, \alpha]$, then $\theta \in \tau(0)$ but $\theta \notin \tau(1)$. Thus, $A_\theta = P_\theta(0) \geq 1 - \alpha$.
3. If $\theta \in [1-\alpha, 1]$, then $\theta \in \tau(1)$ but $\theta \notin \tau(0)$. Thus, $A_\theta = P_\theta(1) \geq 1 - \alpha$. 

19.2. Binomial Example. Let $n \geq 1$ be a positive integer and consider the binomial model with $n$ independent trials with an unknown success probability $\theta$, i.e., the model with sample space $X = \{0, 1, 2, \ldots, n\}$, parameter space $\Theta = [0, 1]$, and conditional density $q(\theta, x) = \binom{n}{x} \theta^x (1-\theta)^{n-x}$ with respect to counting measure.

Put $\theta_0 = 0$ and let $\theta_1, \ldots, \theta_n \in (0, 1/2)$, with $\theta_0 < \theta_1 < \cdots < \theta_n$, and consider the set estimator $\tau : X \rightarrow \mathcal{B}_{[0,1]}$ given by

$$\tau(x) = [\theta_x, 1-\theta_{n-x}]$$

for $x = 0$,

$$\tau(x) = (\theta_x, 1-\theta_{n-x})$$

for $x = 1, \ldots, n-1$,

$$\tau(x) = (\theta_x, 1-\theta_{n-x}]$$

for $x = n$.

We first derive conditions on $\theta_1, \ldots, \theta_n$ such that $\tau$ is a confidence set at level $1 - \alpha$. After that point, we will derive a prior $\pi_\alpha$ such that $\pi_\alpha$ is a matching prior for $\tau$ at level $1 - \alpha$.

To begin, recall that $\tau$ is a confidence set at level $1 - \alpha$ iff, for all $\theta \in [0, 1]$,

$$A_\theta = P_\theta(\{x \in X : \theta \in \tau(x)\}) \geq 1 - \alpha.$$ 

By design, $A_0 = P_0(0) = 1 \geq 1 - \alpha$ and $A_1 = P_1(n) = 1 \geq 1 - \alpha$. It remains to check coverage for $\theta \in (0, 1)$. Let $F_0(k) = P_0(\{x \in X : x \leq k\})$ and let $F_\theta(k) = P_\theta(\{x \in X : x \geq k\})$. Note that $F_0(k) = \bar{F}_{1-\theta}(n-k)$. Of course, if $\theta < \theta'$, then $F_\theta(k) \geq F_{\theta'}(k)$ and $\bar{F}_\theta(k) \leq \bar{F}_{\theta'}(k)$. There are essentially two cases:
Let $k \in \{0, \ldots, n-1\}$. If $\theta \in (\theta_k, \theta_{k+1}]$, then $\theta \in \tau(x)$ iff $x \leq k$, and so $A_\theta = F_\theta(k) \geq F_{\theta_{k+1}}(k)$. Symmetrically, if $\theta \in [1 - \theta_{n-k-1}, 1 - \theta_{n-k})$, then $\theta \in \tau(x)$ iff $x \geq k$, and so $A_\theta = F_\theta(k) = F_{1-\theta}(n-k) \geq F_{\theta_{n-k-1}}(n-k)$.

If $\theta \in (\theta_n, 1 - \theta_n)$ then $\theta \in \tau(x)$ for all $x \in X$, and so $A_\theta = 1 \geq 1 - \alpha$.

Thus, for $\tau$ to be a confidence interval at level $1 - \alpha$, it suffices to have

- $F_{\theta_{k+1}}(k) \geq 1 - \alpha$ for $k \in \{0, \ldots, n-1\}$.
- $F_{\theta_{n-k-1}}(n-k) \geq 1 - \alpha$ for $k \in \{1, \ldots, n\}$.

It is clear to see that these two sets of conditions are equivalent. The following result follows from monotonicity and continuity of the tail probabilities with respect to the parameter:

**Lemma 32.** For every $k \in \{0, 1, \ldots, n-1\}$, there is a unique solution $\theta_{k+1}$ to the equation $F_{\theta_{k+1}}(k) = 1 - \alpha$. Moreover, $\theta_k < \theta_{k+1}$ and, for sufficiently small $\alpha$, we have $\theta_n < 1/2$.

For $k \in \{0, 1, \ldots, n-1\}$, let $\theta_{k+1}$ be the unique solution to the equation $F_{\theta_{k+1}}(k) = 1 - \alpha$. It follows from the above lemma that $\tau$ is then a confidence set at level $1 - \alpha$. We now proceed to identify a prior to establish credibility of the same set estimator.

Let $\pi_n = \sum_{k=1}^n p_k(\theta_{k+1} + \theta_{n-k})$. To have the correct posterior coverage, we must verify that $P_{\pi_n}(\tau(k)) = 1 - \alpha$ for all $k \in \{0, \ldots, n\}$. It is easy to check that

\begin{align}
P_{\pi_n}^k(\tau(k)) &= P_{\pi_n}^k(\{\theta_{k+1}, \ldots, \theta_n\}), & \text{for } k = 0, \\
P_{\pi_n}^k(\tau(k)) &= P_{\pi_n}^k(\{\theta_{k+1}, \ldots, \theta_n, 1 - \theta_n, \ldots, 1 - \theta_{n-k+1}\}), & \text{for } k = 1, \ldots, n-1, \\
P_{\pi_n}^k(\tau(k)) &= P_{\pi_n}^k(\{1 - \theta_{n}, \ldots, 1 - \theta_{n-k+1}\}), & \text{for } k = n.
\end{align}

Note that, by symmetry in the likelihood and prior, $P_{\pi_n}^k = P_{\pi_n}^{n-k} \circ r^{-1}$ for the reflection $r(\theta) = 1 - \theta$. As a result, the condition for $k$ above is equivalent to the condition for $n-k$.

For $x = 0, \ldots, n$, let $Z(x) = \sum_{k=1}^n p_k(q(\theta_k, x) + q(1 - \theta_k, x))$ be the marginal probability of observing $x$ successes, which satisfies $Z(x) = Z(n-x)$ on the basis of the symmetries mentioned above. In terms of parameters $p_1, \ldots, p_n$ defining our prior, the $\lceil n/2 \rceil$ unique conditions above are equivalent to the equations

\begin{align}
\sum_{y=x+1}^n p_y q(\theta_y, x) + \sum_{y=n-x+1}^n p_y q(1 - \theta_y, x) = (1 - \alpha)Z(x), & \text{ for } x = 0, 1, \ldots, \lfloor n/2 \rfloor.
\end{align}

In addition to the constraint that $2 \sum_{y=1}^n p_y = 1$ and $0 \leq p_y \leq 1$ for all $y$, we have a linear system of $\lceil n/2 \rceil$ equations for $n$ unknowns, given by $(A' + B' - (1 - \alpha)C')[p_1, \ldots, p_n]^T = 0$ where $A', B', \text{ and } C'$ are the first $\lfloor n/2 \rfloor$ rows of the matrices

\begin{equation}
A = \begin{bmatrix}
q(\theta_1, 0) & q(\theta_2, 0) & \cdots & q(\theta_n, 0) \\
0 & q(\theta_2, 1) & \cdots & q(\theta_n, 1) \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & q(\theta_n, n-1)
\end{bmatrix},
\end{equation}

\begin{equation}
B = \begin{bmatrix}
q(\theta_1, 1) \\
q(\theta_2, 0) \\
\vdots \\
q(\theta_n, n-1)
\end{bmatrix},
\end{equation}

\begin{equation}
C = \begin{bmatrix}
1 \\
q(\theta_2, 1) \\
\vdots \\
q(\theta_n, n-1)
\end{bmatrix}.
\end{equation}
and \( C_{x,k} = q(\theta_k, x) + q(1-\theta_k, x) \) for all \( x = 0, \ldots, n \) and \( k = 1, \ldots, n \). (These matrices correspond to all \( n+1 \) equations of the form Eq. (201).)

It is useful to consider special cases. For \( n = 1 \) trial, we are back in the Bernoulli problem (Example 1 and Section 19.1). For \( \alpha \in (0, 0.5) \), the set estimator \( \tau : X \rightarrow \mathcal{B}_\Theta \) is given by \( \tau(0) = [0, 1-\alpha) \) and \( \tau(1) = (\alpha, 1] \), exactly as in Example 1. The system of linear equations that must be satisfied by a matching prior for \( \tau \) has a unique solution that lies in the probability simplex. Not surprisingly, it is the uniform distribution on \( \{\alpha, 1-\alpha\} \) from Example 1.

For \( n = 2 \) trials, and \( \alpha \in (0, 0.2) \), the set estimator \( \tau : X \rightarrow \mathcal{B}_\Theta \) is given by \( \tau(0) = [0, 1-b) \), \( \tau(1) = (a, 1-a) \) and \( \tau(2) = [b, 1] \), where \( a = 1-\sqrt{1-\alpha} \) and \( b = \sqrt{\alpha} \). The system of linear equations yields a unique matching prior \( \pi_\alpha = p \text{ Unif}(\{a, 1-a\}) + (1-p)\text{ Unif}(\{b, 1-b\}) \), where

\[
(204) \quad p = \frac{b^3}{2b^3 + a - a^2 - ab}.
\]

It is straightforward to verify that \( 0 < p < 1 \) for \( \alpha \) in the above range. For \( n \geq 3 \) trials, the matching prior is not unique.

19.3. **Gaussian Example.** The following example is the classical highest-posterior-density credible region (see Definition 10) for Gaussian data.

**Example 5** (Gaussian model). Consider sample space \( X = \mathbb{R}^n \), parameter space \( \Theta = \mathbb{R} \), and model with conditional density \( q(\theta, x) = \prod_{i=1}^n \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(x_i - \theta)^2} \). Consider the usual \( 1-\alpha \) confidence set \( \tau \), given by \( \tau(x_1, \ldots, x_n) = \{ \theta \in \mathbb{R} : |\bar{x} - \theta| \leq z_{\alpha/2}/\sqrt{n} \} \), where \( \bar{x} \) is the empirical mean. Then the improper prior with density \( \rho(\theta) = 1 \) is a matching prior at level \( 1-\alpha \) for \( \tau \).

Note that the density \( \rho \) of the “prior” in Example 5 is not integrable, and so does not correspond to an element of \( \mathcal{M}(\Theta) \), as we study in this work. Nonetheless, one can compute a posterior for such “improper” priors, and in this case it is straightforward to check that the posterior is integrable.

20. **Details Deferred from Section 8**

20.1. **Convergence.** Recall the Bernoulli model, credible region, and matching prior defined in Section 19. That is, we have a sample space \( X = \{0, 1\} \), parameter space \( \Theta = [0, 1] \) and conditional density \( q(\theta, x) = \theta^x(1-\theta)^{1-x} \). For \( \alpha \in [0, 0.5] \), define the measure \( \pi_\alpha = \text{Unif}(\{\alpha, 1-\alpha\}) \) and acceptance functions \( (\theta, x) \mapsto \psi_\alpha(\theta, x) \), where \( \psi_\alpha(\cdot, 0) = 1_{[0,1-\alpha]} \), \( \psi_\alpha(\cdot, 1) = 1_{[\alpha, 1]} \).

Here, we consider small perturbations of these matching priors and set estimators. Consider parameters \( 0 < c < \frac{\alpha}{2} < 0.2 \). We recall that the families of credible regions in Definition 6 and Definition 7 come with a collection of parameters: constants \( \beta, \bar{\tau}, \eta, \delta \) and smoothing function \( h \) with support \( [h_{\min}, h_{\max}] \subset (0, \infty) \). To slightly ease the notational
burden, for the remainder of this section, we consider any fixed collection of such parameters with $0 < \beta^{-1}, \tilde{\tau}, \eta, \delta, h_{\text{min}}, h_{\text{max}} < c$. We will not explicitly notate dependence of our functions on these parameters. Define $\pi_{\alpha,c} = \text{Unif}([\alpha - c, \alpha + c] \cup [1 - \alpha - c, 1 - \alpha + c])$, and let $\psi_{\alpha,c}$ denote the corresponding acceptance function from Definition 7, with parameters as above.

**Theorem 14.** The acceptance function $\psi_{\alpha,c}$ represents a credible region with respect to the prior $\pi_{\alpha,c}$. Furthermore, there exists a constant $C = C(\alpha)$ such that, for $0 < c < C$, the set estimator is also a confidence set at level $1 - \alpha' \geq 1 - \alpha - (2 + \frac{1}{2\alpha})c$.

**Remark.** As one can see in the proof of this theorem, the set estimators studied in Theorem 13 (whose acceptance functions are $\psi_{\alpha}$) are the limits (in, e.g., the $L^2([0, 1])$ topology) on functions from $[0, 1]$ to $[0, 1]$ of the set estimators (with acceptance functions $\psi_{\alpha,c}$) studied in this theorem as $c$ goes to $0$.

**Proof.** Fix $0 < c < \frac{\alpha}{2} < 0.2$ and let $I = [\alpha - c, \alpha + c] \cup [1 - \alpha - c, 1 - \alpha + c]$ denote the support of the prior $\pi_{\alpha,c}$.

Consider the observation $x = 0$. (The case $x = 1$ is essentially the same by symmetry.) By a straightforward calculation, when $x = 0$, the posterior density is

$$dP^0_{\pi_0}(\theta)/d\theta = \frac{1 - \theta}{2c}, \quad \theta \in I.$$  

A straightforward calculation shows that the posterior mean of $P^0_{\pi_0}$ is $2\alpha(1 - \alpha)$. Note that

$$P^0_{\pi_0}([\alpha - c, \alpha + c]) = \int_{\alpha-c}^{\alpha+c} \frac{1 - \theta}{2c} d\theta = \frac{1}{2c} (2\alpha - \frac{1}{2} ((\alpha + c)^2 - (\alpha - c)^2)) = 1 - \alpha.$$  

In particular, the interval $[0, C]$ is a credible region at level $\alpha$ provided $\alpha + c \leq C \leq 1 - \alpha - c$. This demonstrates that these intervals have $(1 - \alpha)$ credibility. They contain the usual credible balls and relaxed credible balls, since the slopped edges fall outside $I$. Note that these intervals are generally not confidence sets at level $\alpha$, so this calculation does not give us a matching prior.

Next, denote by $\phi_{\alpha',c}$ the acceptance function given in Definition 6 with the same parameter $\beta^{-1} \in (0, c)$ as $\psi_{\alpha,c}$ but a possibly different level $\alpha' = \alpha - \varepsilon$ for some $\varepsilon > 0$.

Before analyzing $\psi_{\alpha,c}$, we collect facts about the simpler $\phi_{\alpha',c}$:

Observe that, by construction, $\phi_{\alpha',c} \in \{0, 1\}$ except for $\theta$ in a union of at most two intervals of length $\beta^{-1}$, over which the acceptance probability drops quickly. Since the interval $[\alpha - c, \alpha + c]$ is a credible ball at level $\alpha \geq \alpha'$ and the posterior mean when $x = 0$ is $2\alpha(1 - \alpha)$, the set $\{\theta : \phi_{\alpha',c}(\theta, 0) = 1\}$ must be an interval containing $0$ as long as $c < 1 - 5\alpha + 4\alpha^2$. Thus, for $c$ sufficiently small there is in fact only one interval on which $\phi_{\alpha',c}(.0) \in (0, 1)$; we restrict ourselves to such values of $c$ for the remainder of the proof. Furthermore, $\phi_{\alpha',c}(\theta, 0) = 1$ for all $\theta < 1 - \alpha - c - \beta^{-1}$.

Let $\hat{\psi}_{\alpha,c}^\pi$ denote the “inflated” acceptance function given in Eq. (8). We are now in a position to analyze the coverage of $\hat{\psi}_{\alpha,c}$:

(1) $\theta \in [\alpha + c + \beta^{-1}, 1 - \alpha - c - \beta^{-1}]$: We note that $\hat{\psi}_{\alpha,c}(\theta, 0) = \psi_{\alpha,c}(\theta, 0) = 1$ in this case, so these points are always covered.
(2) \( \theta \in [0, \alpha + c + \beta^{-1}] \): We note that \( \hat{\psi}_{\alpha,c}(\theta, 0) = 1 \) in this case, so the coverage is at least
\[
P_\theta\{0\} = 1 - \theta \geq 1 - \alpha - c - \beta^{-1}.
\]
(3) \( \theta \in [1 - \alpha - c - \beta^{-1}, 1] \): We obtain the same bound on the coverage as in the previous case by symmetry.

Thus, for \( c \) sufficiently small, the “coverage” of \( \hat{\psi}_{\alpha,c} \) satisfies
\[
\inf_{\theta \in [0,1]} \int_X \hat{\psi}_{\alpha,c}(\theta, x) P_\theta(dx) \geq 1 - \alpha - c - \beta^{-1}.
\]

We now return to \( \psi_{\alpha,c} \). Denote by \( R_{\alpha,c} \) the function satisfying
\[
\psi_{\alpha,c}(\theta, x) = \max(0, \hat{\psi}_{\alpha,c}(\theta, x) - R_{\alpha,c}(x)).
\]
Note that this is the same object as denoted by \( R \) in Definition 7.

Recall that \( h \) has support \([h_{\min}, h_{\max}]\), and so the \( P_{\pi_\alpha}^0 \)-credibility of \( \hat{\psi}_{\alpha,c} \) is at most \( ch_{\max} \). For any fixed \( r > 0 \) and level \( \alpha' \leq \alpha \), the fact that \([0, 1 - \alpha - c]\) has posterior credibility at least \( 1 - \alpha \), together with the fact that \( \hat{\psi}_{\alpha,c}(\theta, 0) = 1 \) for \( \theta \leq \alpha + c \), implies that \( \max(0, \hat{\psi}_{\alpha,c}(\cdot, 0) - r) = \hat{\psi}_{\alpha,c}(\cdot, 0) - r \) for \( \theta \in [0, \alpha + c] \). Thus,
\[
1 - \alpha = P_{\pi_\alpha}(\max(0, \hat{\psi}_{\alpha,c}(\cdot, 0) - r) \leq P_{\pi_\alpha}(\hat{\psi}_{\alpha,c}(\cdot, 0)) - r(1 - \alpha) \leq 1 - \alpha + ch_{\max} - r(1 - \alpha).
\]

Inspecting the outer terms, we see that \( R_{\alpha,c}(0)(1 - \alpha) \leq ch_{\max} \), so \( R_{\alpha,c}(0) \leq \frac{ch_{\max}}{1 - \alpha} \). Combining this with Eq. (207), the coverage satisfies the following lower bound:
\[
\inf_{\theta \in [0,1]} \int_X \psi_{\alpha,c}(\theta, x) P_\theta(dx) \geq \inf_{\theta \in [0,1]} \int_X [\hat{\psi}_{\alpha,c}(\theta, x) - R_{\alpha,c}(x)] P_\theta(dx)
\geq 1 - \alpha - c - \beta^{-1} - \frac{ch_{\max}}{1 - \alpha}
\geq 1 - \alpha - \left(2 + \frac{1}{1 - \alpha}\right)c.
\]
\[\square\]
20.2. Approximately Matching Priors in the Binomial Problem. In this section, we investigate our heuristic algorithm in the binomial model defined in Section 19.2. Like in the Bernoulli model, the heuristic seems to quickly identify approximately matching priors for the family of relaxed credible balls. As the number of trials $n$ grows, and as we attempt to find sharper relaxed credible balls (i.e., with growing slope $\beta$), numerical issues require high-precision numerical libraries. Ultimately, we believe that new algorithmic ideas may be needed, perhaps combining iteration with other tactics.

In Figs. 3 and 4, we present the approximately matching priors and relaxed credible balls obtained for the binomial model with $n = 2$ trials. (These and all other results are at level $\alpha = 0.05$, unless stated otherwise, and use a 1200-point discretization, with iterations starting from the uniform distribution.) In Fig. 3, the slope of the relaxed credible balls is $\beta = 5$. After only one iteration starting from the uniform prior, the coverage is within 0.013 of the target level $\alpha = 0.05$. (On average, we are off by only 0.002.) In Fig. 4, the slope is $\beta = 220$. Here, we observe convergence after $k = 20$ iterations, obtaining coverage within 0.01. (The particular choice for $\beta$ here was based on considerations of numerical stability and convergence.) In our experiments, we consistently obtained more concentrated priors as the slope $\beta$ increased, with mass collapsing towards four point masses. In particular, the approximately matching prior for $\beta = 220$ has mass tightly concentrated around four points: $a, b, 1 - b, 1 - a$ where $a = 1 - \sqrt{1 - \alpha} \approx 0.025$ and $b = \sqrt{\alpha} \approx 0.22$. These locations agree with the hand-constructed exact matching prior for $n = 2$ described in Section 19.2. In fact, the amount of probability mass associated to each of these four point masses agrees with the exact matching prior up to two digits of precision.
If our hand-constructed matching priors were in fact the limiting fixed points of our heuristic algorithm as $\beta \to \infty$, we would expect the approximately matching priors for $n$ trials to concentrate around $2n$ point masses, with the location and masses described in Section 19.2. In fact, for $n \geq 3$, the apparent limiting fixed point changes, although we cannot rule out the possibility that numerical issues or slow convergence explain the shift. In Fig. 5, we present the matching priors obtained for $n = 1, \ldots, 5$ trials, with $\beta = 220$, $\alpha = 0.05$, and $k = 20$ iterations each. We obtain coverage within 0.01 or better in all cases except for $n = 5$ where further iterations would be required. In Fig. 6, we visualize the credible regions for $n = 2, 3, 4$ trials, in terms of their rejection probability functions. For $n \geq 3$, the credible regions are larger than the ones we constructed by hand, potentially explaining why the associated approximately matching priors no longer resemble our hand-construct exact matching priors.

In summary, our observations based on numerical experiments for the binomial model agree with our observations in Section 8 for the Bernoulli model. Although we do not yet have theorems guaranteeing that our estimated priors are close to true matching priors, in practice we seem to find approximately matching priors quite quickly, provided the slope is not too extreme.
Figure 5. Approximately matching priors for $n = 1, 2, 3, 4, 5$ trials, level $\alpha = 0.05$, slope $\beta = 220$, and $k = 20$ iterations.
Figure 6. Perturbed-and-relaxed credible balls for \( n = 2, 3, 4 \) trials, level \( \alpha = 0.05 \), slope \( \beta = 220 \), and \( k = 20 \) iterations. For \( n \) trials, we plot the rejection probability function associated to \( x = 0, \ldots, n \) successes.