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Abstract

For a long time, the most common paradigm in Multi-Object Tracking was tracking-by-detection (TbD), where objects are first detected and then associated over video frames. For association, most models resourced to motion and appearance cues, e.g., re-identification networks. Recent approaches based on attention propose to learn the cues in a data-driven manner, showing impressive results. In this paper, we ask ourselves whether simple good old TbD methods are also capable of achieving the performance of end-to-end models. To this end, we propose two key ingredients that allow a standard re-identification network to excel at appearance-based tracking. We extensively analyse its failure cases, and show that a combination of our appearance features with a simple motion model leads to strong tracking results. Our tracker generalizes to four public datasets, namely MOT17, MOT20, BDD100k, and DanceTrack, achieving state-of-the-art performance. \url{https://github.com/dvl-tum/GHOST}.

1. Introduction

Multi-Object Tracking (MOT) aims at finding the trajectories of all moving objects in a video. The dominant paradigm in the field has long been tracking-by-detection, which divides tracking into two steps: (i) frame-wise object detection, (ii) data association to link the detections and form trajectories. One of the simplest forms of data association for online trackers is frame-by-frame matching using the Hungarian algorithm \cite{kuhn1955hungarian}. Matching is often driven by cues such as appearance, e.g., re-identification (reID) features \cite{huang2017beyond, deng2019cross, jiang2020dual,の中, bao2021pseudo, zhou2022new}, or motion cues \cite{deng2018end, cheng2021learning, mo2021unsupervised, su2021self}. Even recent trackers propose data-driven motion priors \cite{deng2018end, zhou2022self, zhou2021self} or appearance cues, which may include external reID models \cite{deng2018end, zhou2022self}.

Most recent trackers based on Transformers \cite{li2020end, xu2021deep, xu2022end} learn all necessary cues from data through self- and cross-attention between frames and tracked objects. While this implicitly gets rid of any heuristic typically embedded in
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![Figure 1. IDF1/Rank-1 of different state-of-the-art re-ID approaches. R50-TR \cite{zhao2021end}, BOT \cite{zhao2021end}, BDB \cite{zhao2021end}, ABD \cite{zhao2021end}. Basic is our baseline, Ours is our appearance model.](image-url)

the handcrafted appearance and motion cues, and could be the path to more general trackers, the training strategies are highly complex and the amount of data needed to train such models is very large, to the point where MOT datasets \cite{milan2016mot16} are not enough and methods rely on pre-training on detection datasets such as CrowdHuman \cite{sharma2018crowdhuman}.

While interesting and challenging from a research point of view, it is questionable whether we should also follow the path of learning everything in multi-object tracking, when there are strong priors that we know how to define and leverage, such as the good old appearance and motion cues. As we show in this paper, there are key observations that need to be made in order to properly leverage such cues. These observations might seem simple and obvious but have been largely overlooked by the community. If we spend as much time in properly understanding and implementing such cues as we do in training Transformers, we will be rewarded with a simple Hungarian tracker with appearance and motion cues that still dominates state-of-the-art on multiple benchmarks, and does not even need to be trained on any tracking data.

Our first observation is that simply using state-of-the-art re-identification (reID) networks for appearance matching is not enough for the real scenarios of MOT. In Figure 1, we visualize the performance of several state-of-the-art reID approaches on Market-1501 dataset \cite{zheng2015scalable} (x-axis), as well as the model’s performance when used in a simple matching-based tracker (y-axis). It shows that the reID performance does not necessarily translate to MOT performance. We identify two problems causing the weak performance of reID models on MOT: (i)
reID models need to account for the different challenges expected at different time horizons, \textit{i.e.}, while in nearby frames appearance of objects will vary minimally, in longer time gaps more severe changes are expected, \textit{e.g.}, caused by (partial-) occlusions and (ii) reID performance tends to be inconsistent across MOT sequences because of their varying image statistics, which in turn differs from the relatively stable conditions of the corresponding reID training dataset. We propose two simple but key design choices to overcome the aforementioned problems, \textit{i.e.}, on-the-fly domain adaptation, and different policies for \textit{active} and \textit{inactive} tracks. Moreover, we conduct an extensive analysis under different conditions of visibility, occlusion time, and camera movement, to determine in which situations reID is not enough and we are in need of a motion model. We combine our reID with a simple linear motion model using a weighted sum so that each cue can be given more weight when needed for different datasets.

Our findings culminate in our proposed \textbf{Good Old Hungarian Simple Tracker} or \textbf{GHOST} (the order of the letters of the acronym does not change the product) that generalizes to four different datasets, remarkably outperforming the state-of-the-art while, most notably, \textit{never being trained on any tracking dataset.}

In summary, we make the following contributions:

- We provide key design choices that significantly boost the performance of reID models for the MOT task.
- We extensively analyze in which underlying situations appearance is not sufficient and when it can be backed up by motion.
- We generalize to four datasets achieving state-of-the-art performance by combining appearance and motion in our simple and general TbD online tracker GHOST.

With this paper, we hope to show the importance of domain-specific knowledge and the impact it can have, even on the simple good old models. Our observations, \textit{i.e.}, the importance of domain adaptation, the different handling of short- and long-term associations as well as the interplay between motion and appearance are straightforward, almost embedded into the subconscious of the tracking community, and yet they have largely been overlooked by recent methods. Introducing our simple but strong tracker, we hope our observations will inspire future work to integrate such observations into sophisticated models further improving the state of the art, in a solution where data and priors will gladly meet.

2. Related Work

In the last years, TbD was the most common paradigm used in MOT \cite{4, 7, 21, 40, 41, 58, 62, 65, 74}. Pedestrians are first detected using object detectors \cite{46, 47, 66}. Then, detections are associated across frames to form trajectories corresponding to a certain identity utilizing motion, location, appearance cues, or a combination of them. The association can either be solved frame-by-frame for online applications or offline in a track-wise manner over the sequence.

\textbf{Graph-Based Approaches.} One common formalism to perform data association following the TbD paradigm is viewing each detection as a node in a graph with edges linking several nodes over the temporal domain to form trajectories. Determining which nodes are connected can then be solved using maximum flow \cite{28} or minimum cost approaches \cite{22, 44, 72} by, \textit{e.g.} taking motion models into account \cite{28}. Recent advances combined track-wise graph-based models with neural networks \cite{7}. We challenge those recent advances by showing that we can obtain strong TbD trackers without using a complex graph model combining our strong but simple cues.

\textbf{Motion-Based Association.} Different from the graph-based approaches, many TbD approaches perform frame-by-frame association directly using motion and location cues from detections and existing trajectories \cite{5, 6, 40, 42, 79}. For short term preservation, those trackers exploit that given two nearby frames object displacements tend to be small. This allows them to utilize spatial proximity for matching by exploiting, \textit{e.g.}, Kalman filters \cite{5}. Taking this idea further, approaches following the tracking-by-regression paradigm utilize object detectors \cite{4, 79} to regress bounding box positions. Recent advances introduced Transformer-based approaches \cite{36, 56, 71} that perform tracking following the tracking-by-attention paradigm. Using sophisticated motion models, those approaches reach outstanding performance on several datasets, especially in short-term associations. However, especially the Transformer-based approaches require sophisticated training strategies. Contrary to all those approaches, we show that a simple linear motion model suffices to model short-term associations in most scenarios. In scenes with moving cameras or scenarios requiring non-trivial long-term associations, \textit{e.g.}, scenarios with many occlusions, purely motion-based trackers struggle which calls for a combination with appearance-based cues.

\textbf{Appearance-Based Association.} To achieve better performance in long-term association scenarios, numerous approaches use additional appearance-based re-identification networks that encode appearance cues to re-identify persons after occlusions \cite{4, 7, 25, 27, 49, 53, 63, 70}. Further exploring this direction, a recent work \cite{41} proposed to train a detection network solely utilizing embedding information during the training process. Enhancing MOT towards real-time, several works proposed
to jointly compute detections and embeddings in a multi-task setting [18, 33, 62, 65, 74]. Some of them introduce more balanced training schemes [18, 65] to better leverage the synergies between both cues. While promising, approaches using appearance additionally to motion cues require rather complex association schemes with several steps [5, 74]. Also, complex and highly differing training schedules or differing inference strategies make it hard to draw conclusions about what really is driving the progress in the field. In contrast, GHOST does not rely on complex procedures but combines lightweight motion and spiced-up appearance cues in a simple yet strong TbD tracker that only requires little training data.

**Person Re-Identification and Domain Adaptation.** In contrast to the tracking domain, the goal of person reID is to retrieve person bounding boxes from a large gallery set that show the same person as a given query image based on appearance cues. However, state-of-the-art reID models tend to significantly drop in performance when evaluated on out-of-domain samples, i.e., samples coming from other datasets [12, 76, 81]. As during application, person reID models are applied to different cameras, several approaches on cross-dataset evaluation emerged that transfer the knowledge from a given source, i.e., training to a given target, i.e., test domain utilizing domain adaptation (DA) [12, 76, 81]. DA often relies on adapting Batch Normalization (BN) statistics to account for distribution shifts between different domains. The weight matrix and the BN statistics store label and domain-related knowledge, respectively [30]. To update the latter, the statistics of BN layers can be updated, e.g., by taking the mean and variance of all target domain images [30], by re-training using pseudo labels [9] or combining train and test dataset statistics [51]. Apart from the statistics, the learned parameters $\beta$ and $\gamma$ can also be updated [60]. An approach similar to ours but for classification [38] updates BN statistics during test time in a batch-wise manner. Inspired by those recent advances, we enhance our appearance model to be better suited for MOT using a simple on-the-fly domain adaptation approach. This directly adapts the model’s learned training dataset statistics (source) to the sequences (targets).

### 3. Methodology

**3.1. A simple tracking-by-detection tracker**

Our tracker takes as input a set of detections $O = \{o_1, ..., o_M\}$, each represented by $o_i = (f_i, p_i)$. $f_i$ are appearance feature vectors generated from the raw detection pixels using a Convolutional Neural Network (CNN) and $p_i$ is the bounding box position in image coordinates. A trajectory or track is defined as a set of time-ordered detections $T_j = \{o_{j_1}, ..., o_{j_{N_j}}\}$ where $N_j$ is the number of detections in trajectory $j$. Moreover, each trajectory has a corresponding predicted position $\hat{p}_{j,t}$ at time step $t$, produced by our linear motion model. During the tracking process, detections are assigned to trajectories. If no new detection is added to a trajectory at a given frame, we set its status to inactive whereas it remains active otherwise. We use a memory bank to keep inactive trajectories of up to 50 frames. The goal is to find the trajectories $T = \{T_1, ..., T_M\}$ that best match the detections to the underlying ground truth trajectories.

Towards that end, we associate existing detections over consecutive frames utilizing bipartite matching via the Hungarian algorithm as commonly done [5,32,62,63,74]. The assignment is driven by a cost matrix that compares new detections with the tracks already obtained in previous frames. To populate the cost matrix, we use appearance features, motion cues, or both. Our final tracker utilizes a simple weighted sum of both. We filter detection-trajectory pairs $(i,j)$ after the matching using matching thresholds $\tau_i$. 

---

**Figure 2.** Distance histograms when utilizing (a) the appearance features of the last detection for active and inactive trajectories, (b) the appearance features of the last detection for active and the proxy distance for appearance features of inactive trajectories, (d) the motion distance using IoU measure for active and inactive trajectories.
3.2. Strong appearance model for MOT

Our appearance model is based on ResNet50 [19] with one additional fully-connected layer at the end for downsampling, and trained on a common person reID dataset [77]. It is important to note that we do not train any part of our reID model on any MOT dataset. As we will show in experiments, this basic reID model does not perform well on the MOT task. We, therefore, propose two design choices to make our appearance model stronger: (i) we handle active and inactive tracks differently; (ii) we add on-the-fly domain adaptation. For this, we analyze distances between detections and tracks in given MOT sequences.

Appearance distance histograms. In Fig 2 we analyze the histograms of distances between new detections and active or inactive tracks on MOT17 validation set (please refer to Sec. 8 supplementary for details) utilizing different distance measures. In dark and light colors we show the distance of a track to a new detection of the same (positive match) and different (negative match) identity, respectively.

Different handling of active and inactive tracks. While the appearance embeddings of one identity barely vary between two consecutive frames, the embeddings of the same identity before and after occlusion can show larger distances due, e.g., partial occlusion or varying poses. This pattern can be observed in Fig 2(a) where we visualize the distance between new detections and the last detection of active or inactive tracks. The two dark-colored histograms vary significantly, which suggests that a different treatment of active or inactive tracks is necessary. Furthermore, we can see the overlap between both negative and positive matches for inactive tracks showing the inherent difficulty of matching after occlusion.

Hence, for active tracks, we leverage the appearance features of the detection assigned to track j at frame $t-1$ $f_j^{t-1}$ for the distance computation to detection i at frame t $d_{i,j} = d(f_i, f_j^{t-1})$. For the inactive tracks we compute the distance between the appearance feature vectors of all $N_k$ detections in the inactive track k and the new detection i and utilize the mean of those distances as a proxy distance:

$$d_{i,k} = \frac{1}{N_k} \sum_{n=1}^{N_k} d(f_i, f_k^n)$$

The resulting distance histograms are as visualized in Fig 2(b). This proxy distance leads to a more robust estimate of the true underlying distance between a detection and an inactive track. Hence, in contrast to when using a single feature vector of the inactive track (see Fig 2(a)) utilizing the proxy distance leads to better-separated histograms (see Fig 2(b)).

Moreover, the different histograms of active and inactive trajectories call for different handling during the bipartite matching. To be specific, thresholds typically determine up to which cost a matching should be allowed. Looking at Fig 2(b), different thresholds $\tau_i$ divide the histograms of distances from active and inactive trajectories to detections of the same (dark colors) and different (pale colors) identities. Utilizing different matching thresholds $\tau_{act}$ and $\tau_{inact}$ for active and inactive trajectories allows us to keep one single matching. In contrast to cascaded matching [5], our assignment is simpler and avoids applying bipartite matching several times at each frame.

On-the-fly Domain Adaptation. As introduced in Section 2, recent developments in the field of person reID propose to apply domain adaptation (DA) techniques as the source dataset statistics may not match the target ones [12, 76, 81]. For MOT this is even more severe since each sequence follows different statistics and represents a new target domain. We, therefore, propose to apply an on-the-fly DA in order to prevent performance degradation of reID models when applied to varied MOT sequences. This allows us to capitalize on a strong reID over all sequences.

Recently, several works on person reID introduced approaches utilizing ideas from DA to achieve cross-dataset generalization by adapting normalization layers to Instance-Batch, Meta Batch, or Camera-Batch Normalization layers [12, 76, 81]. Contrary to the above-mentioned approaches, we utilize the mean and variance of the features of the current batch, which corresponds to the detections in one frame during test time, in the BN layers of our architecture:

$$x_i = \gamma \frac{x_i - \mu_b}{\sqrt{\sigma_b + \epsilon}} + \beta$$

where $x_i$ are features of sample i, $\mu_b$ and $\sigma_b$ are the mean and variance of the current batch, $\epsilon$ is a small value that ensures numerical stability, and $\gamma$ and $\beta$ are learned during training. While not requiring any sophisticated training procedure or test time adaptions nor several BN layers, this approximately the statistics of the sequences reasonably well as all images of one sequence have highly similar underlying distributions and leads to more similar distance histograms across tracking sequences. This in turn allows us to define matching thresholds $\tau_i$ that are well suited for all sequences, i.e., that separate all histograms well. For a more detailed analysis please refer to the supplementary material.

We empirically show that applying these design choices to our appearance model, makes it more robust towards occlusions and better suited for different sequences.

4. Experiments

4.1. Implementation Details

Our appearance model follows common practice [4, 7, 13], with a ResNet50 [19] model with one additional fully-connected layer at the end to downsample the
feature vectors. We train our model on the Market-1501 dataset [77] using label-smoothed cross-entropy loss with temperature for 70 epochs, with an initial learning rate of 0.0001, and decay the learning rate by 10 after 30 and 50 epochs. For optimization, we utilize the RAdam optimizer [31]. Moreover, we add a BN layer before the final classification layer during training and utilize class balanced sampling as in [35]. We resize the input images to $384 \times 128$ and apply random cropping as well as horizontal flipping during training [35]. Evaluated on Market-1501 dataset this model achieves 85.2 rank-1, which is far below the current state-of-the-art performance [11, 20, 35, 45, 57, 59, 75]. For tracking, we define the appearance distance between $i$ and $j$ as the cosine distance between appearance embeddings $d_a(i, j) = 1 - \frac{f_i^T \cdot f_j}{||f_i|| \cdot ||f_j||}$. As motion distance we use the intersection over union (IoU) between two bounding boxes $d_m(i, j) = \text{IoU}(p_i, p_j) = \frac{|p_i \cap p_j|}{|p_i \cup p_j|}$.

### 4.2. Datasets and Metrics

In this section we introduce the datasets we evaluate GHOST on. MOT17 and MOT20 can be evaluated in public and private detection setting. For the private detection settings, BDD and DanceTrack we use detections generated by YOLOX-X [17] following the training procedure of [73].

**MOT17.** The dataset [37] consists of seven train and test sequences of moving and static cameras. As common practice, for public detections we utilize bounding boxes refined by CenterTrack [23, 50, 79] as well as Tracktor [4, 25, 32, 43, 50, 65, 67] for MOT17. For our ablation studies, we split MOT17 train sequences along the temporal dimension and use the first half of each sequence as train and the second half as evaluation set [64, 79].

**MOT20.** Different from MOT17, MOT20 [16] consists of four train and test sequences being heavily crowded with over 100 pedestrians per frame. For the public setting, we utilize bounding boxes pre-processed by Tracktor [4, 7, 50].

**DanceTrack.** The dataset [55] significantly differs from MOT17 and MOT20 datasets in only containing videos of dancing humans having highly similar appearance, diverse motion, and extreme articulation. It contains 40, 25 and 35 videos for training, validation and testing.

**BDD.** The MOT datasets of BDD 100k [69] consists of 1400, 200 and 400 train, validation and test sequences with eight different classes with highly differing frequencies of the different classes. Note that our appearance model was never trained on classes other than pedestrians.

### Metrics

The benchmarks provide several evaluation metrics among which HOTA metric [34], IDF1 score [48] and MOTA [24] are the most common. While MOTA metric mainly is determined by object coverage and IDF1 mostly focus on identity preservation, HOTA balances both.

### 4.3. Appearance Ablation

In this section, we investigate the impact of the design choices of our appearance model on tracking performance. To this end, we do not utilize motion. In Table 1, we report our results on public detection bounding boxes of MOT17 as well as on BDD. The first row shows the performance of our basic appearance model.

#### Different Handling of Active and Inactive Tracks.

As introduced in subsection 3.2, the distance histograms for active and inactive tracks differ significantly. In the second row in Table 1, we show that utilizing different thresholds for active and inactive tracks (diff $\tau$) improves our tracking performance by 0.5 percentage points (pp) (0.9pp) in IDF1 and $0.2pp$ ($0.6pp$) in HOTA on MOT17 (BDD). Moreover, utilizing our proxy distance (IP) computation instead of the last detection for inactive tracks further adds 0.9pp (1.8pp) in IDF1 and 0.6pp (1.0pp) in HOTA.

#### On-the-fly domain adaptation.

Additionally, we leverage our on-the-fly domain adaptation (DA) introduced in Subsection 3.2 that accounts for differences among the sequences, allowing us to have a well-suited threshold over all sequences. We gain another 1.7pp (1.1pp) in IDF1 and 0.9pp (0.8pp) in HOTA metrics. We also compare our on-the-fly DA to various different other domain adaptation approaches (see Table 2). First, we ablate different versions of GHOST, i.e., utilizing random patches of a given frame instead of the pedestrian bounding boxes, utilizing the bounding boxes of the 10 frames before the current frame as well as feeding the whole sequence first to update the parameters. Except for the last, none of them leads to a performance improvement. We argue, that random patches do not represent the statistics of pedestrians well. Also, we fine-tune our reID network on MOT17. For this, we split the train sequences into three cross-validation splits and fine-tune one model for each split. This is necessary as the same identities are given if a sequence is split along the temporal domain. While the model is fine-tuned on tracking sequences, the sequences still differ in their distributions among each other. Hence, despite fine-

---

**Table 1.** Ablation of the single parts of our method on the validation set of CenterTrack pre-processed bounding boxes. IP=inactive proxies, DA=domain adaptation.

|        | MOT17 | BDD |
|--------|-------|-----|
| IP     | IDF1↑ | MOTA↑ |
| ✓      | 61.6  | 69.5 |
| ✓      | 61.8  | 69.6 |
| ✓      | 62.4  | 69.6 |
| ✓      | 62.3  | 69.6 |

**Table 2.** Ablation of different domain adaptation approaches.

|                          | MOT17 | BDD |
|--------------------------|-------|-----|
|                          | HOTA↑ | IDF1↑ |
| BN update random patches  | 59.1  | 68.6 |
| BN update 10 frames before| 62.0  | 68.6 |
| BN update whole sequence first fine tuning on MOT17 | 62.4  | 69.1 |
| ResNet50 IBN              | 63.2  | 69.7 |
| our domain adaptation      | 63.2  | 75.4 |

---
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tuning also significantly improving the performance it does not surpass DA. The same holds for using Instance-Batch Norm (IBN) [39] instead of BN layers, which combine the advantages of Instance and Batch Normalization layers.

4.4. Strengths of Motion and Appearance

In this subsection, we analyze the performance of our appearance cues as introduced in Subsection 3.2 to find their strengths with respect to given tracking conditions, namely, visibility level of the detection, occlusion time of the track, and camera movement. We also analyze the complementary performance of our linear motion model that we introduce in the following. Here and in the following Subsection 4.5, we apply GHOST on the bounding boxes produced by several private trackers, treating them as raw object detections. We note that this is not a state-of-the-art comparison, and emphasize that we solely use those experiments for analysis and to show the potential of our insights.

**Linear Motion Model.** While many works apply more complex, motion models, e.g., Kalman Filters [62, 74], social motion models [28], or utilize detectors as motion model [4, 79], we choose on purpose a simple linear model for our experiments. Although the world does not move with constant velocity, many short-term movements, as in the case of two consecutive frames, can be approximated with linear models and assuming constant velocity. Given detections of a track \( j \), we compute the mean velocity \( v_j \) between the last \( k \) consecutive detections and predict the current position of a track by

\[
\hat{p}_j^t = p_{j}^{t-1} + v_j \cdot \Delta t, \tag{3}
\]

where \( \Delta t \) is the time difference from one frame to another and \( p_{j}^{t-1} \) is the position of the previous detection for active and the last predicted position for inactive tracks.

To obtain the motion distance between the new detections and the tracks, we compute the IoU between the position of a new detection \( p_i \) and \( \hat{p}_j^t \). We also visualize the corresponding distance histogram in Fig 2(c), showing that distance histograms between detections and tracks of the same and different identities are well separated for active tracks. In the following, we underline this observation by showing that this simple motion model is able to solve most situations. We set \( k \) to use all previous positions in Subsections 4.4 and 4.5.

**Analysis Setup.** For our analysis, we investigate the rate of correct associations (RCA) on MOT17 validation set [15], which we define as:

\[
RCA = \frac{TP-Ass}{FP-Ass + TP-Ass}, \tag{4}
\]

where TP-Ass and FP-Ass represents true positive and false positive association, respectively. We average RCA over the sets of pre-processed private detections from several trackers (see Section 4.5) to get less noisy statistics.

**Observations.** We visualize RCA between detections and trajectories with increasing occlusion time for different visibility levels (Fig 4) as well as the performance of motion and appearance for static and moving sequences with respect to occlusion time and visibility (Fig 5 and Fig 6). For highly visible bounding boxes (Fig 4(c)) appearance performs better than motion with respect to long- and short-term associations. While intuitively motion should perform especially well on short-term associations independent of the visibility, Fig 6 reveals that it struggles in moving sequences. This is due to the combination of the camera movement and the bounding box movement which turns motion into being more non-linear. On the other hand, in static sequences, the linear motion model performs better with respect to long-term associations than appearance (see Fig 5). This is caused by the fact that the lower the visibility (see Fig 4(a)), the higher the tendency of motion to perform better for long-term occlusions since motion is a strong cue in low visibility, i.e., occluded scenarios, (see Fig 6). We show a more detailed analysis in the supplementary.

**Conclusion.** In conclusion, the interplay of three factors mainly influences the performance of motion and appearance: visibility, occlusion time, and camera motion. However, we saw that appearance and motion complement each other well with respect to those factors. Hence, we now move on to creating a strong tracker that combines our appearance and a simple linear motion model.
4.5. Simple cues lead to a strong tracker

In this subsection, we ablate the combination of appearance and motion into a simple Hungarian-based online tracker. We use the same setting as in Subsection 4.4, i.e., we apply GHOST upon other trackers. Hence, we only report metrics related to the association performance, i.e., IDF1, and HOTA in Subsection 4.5, as our goal is not to improve on the MOTA metric, which is heavily dependent on detection performance. We visualize the results in Fig 3, where markers and colors define which motion and appearance model is used, respectively. The blue bars represent the average occlusion level of detection bounding boxes of the different trackers.

**Appearance.** Compared to the performance of the original trackers, our appearance model improves the performance by up to 8.2pp in IDF1 and 4pp in HOTA for detection sets with lower average occlusion levels. In detection sets with high occlusion, pure appearance struggles, confirming that it is not suited for associations in those scenarios.

**Motion.** Interestingly, applying only the simple linear motion model without appearance always improves or performs on par with the original trackers. Utilizing a Kalman filter instead of the linear motion model does not impact the performance significantly. This further highlights the strength of the simple linear motion model. While setting the number of previous positions to use to approximate a tracks current velocity \( k \) to use all previous positions in this section, we generally found that moving camera sequences profit from a lower \( k \) value due to the combination of the camera movement and the bounding box movement leading to less stable motion. The same holds for extreme movements, e.g. as in the DanceTrack dataset.

**Combination.** We also visualize our appearance combined with linear motion or a Kalman Filter. Although we find that sequences with a moving camera profit from a lower motion weight while detections with high occlusion level profit from a higher motion weight, we fix the motion weight to 0.5 in this experiment. Moreover, we visualize the performance of our appearance model combined with a Kalman filter. Fig 3 shows that using a Kalman filter instead of the linear motion model does not impact the performance notably. However, both combinations improve significantly over using motion or our appearance alone.

4.6. Comparison to State of the Art

We compare GHOST to current state-of-the-art approaches. In all tables **bold** represents the best results, **red** the second best, and **blue** the third best.

**MOT17 Dataset.** On public detections, GHOST improves over the best previous methods, e.g., we improve over ArtTIST-C [50] 1.8pp in HOTA (see Table 3). As expected, we do not improve in MOTA, as it is mostly dependent on the detection performance. In the private detection setting we perform on par with ByteTrack [73] in HOTA and IDF1 outperforming second-best approaches by 3.7pp and 4.6pp.
Despite our appearance model never being trained on more than pedestrian images, it is able to generalize well to the novel classes. GHOST outperforms state-of-the-art in mHOTA and mIDF1 on the validation set by 0.3pp and 2pp and in mIDF1 on the test set by 1.2pp (see Table 5). In IDF1 metrics, QDTrack [41] outperforms GHOST. Since mHOTA and mIDF1 are obtained by averaging per-class IDFA and HOTA while IDFA and HOTA are achieved by averaging over detections, the results show that GHOST generalizes well to less frequent classes while other approaches like QDTrack [41] overfit to more frequent classes, e.g., car (see also state-of-the-art over prior state-of-the-art by 143pp). In IDF1 metrics, QDTrack [41] outperforms GHOST. Since mHOTA and mIDF1 are obtained by averaging per-class IDFA and HOTA while IDFA and HOTA are achieved by averaging over detections, the results show that GHOST generalizes well to less frequent classes while other approaches like QDTrack [41] overfit to more frequent classes, e.g., car (see also per-class validation set results in the supplementary).

## 5. Conclusion

In this paper, we show that good old TbD trackers are able to generalize to various highly differing datasets incorporating domain-specific knowledge. For our general simple Hungarian tracker GHOST, we introduce a spiced-up appearance model that handles active and inactive trajectories differently. Moreover, it adapts itself to the test sequences by applying an on-the-fly domain adaptation. We analyze where our appearance and simple linear motion model struggle with respect to visibility, occlusion time, and camera movement. Based on this analysis, we decide to use a weighted sum that gives more weight to either cue when needed, depending on the situations in the datasets. Despite being straightforward, our insights have been largely overlooked by the tracking community. We hope to inspire future research to further investigate on, extend, and integrate these ideas into novel and more sophisticated trackers.
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