Superpixel-Based Building Damage Detection from Post-earthquake Very High Resolution Imagery Using Deep Neural Networks
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Abstract—Building damage detection after natural disasters like earthquakes is crucial for initiating effective emergency response actions. Remotely sensed very high spatial resolution (VHR) imagery can provide vital information due to their ability to map the affected buildings with high geometric precision. Many approaches have been developed to detect damaged buildings due to earthquakes. However, little attention has been paid to exploiting rich features represented in VHR images using Deep Neural Networks (DNN). This paper presents a novel superpixel based approach combining DNN and a modified segmentation method, to detect damaged buildings from VHR imagery. Firstly, a modified Fast Scanning and Adaptive Merging method is extended to create initial over-segmentation. Secondly, the segments are merged based on the Region Adjacent Graph (RAG), and a pre-trained DNN using Stacked Denoising Auto-Encoders called SDAE-DNN is presented, to exploit the rich semantic features for building damage detection. Deep-layer feature abstraction of SDAE-DNN could boost detection accuracy through learning more intrinsic and discriminative features, which outperformed other methods using state-of-the-art alternative classifiers. We demonstrate the feasibility and effectiveness of our method using a subset of WorldView-2 imagery, in the complex urban areas of Bhaktapur, Nepal, which was affected by the Nepal Earthquake of April 25, 2015.

Index Terms—Deep neural networks, Very high resolution (VHR), Image segmentation, Damage detection.

I. INTRODUCTION

RAPID damage assessment after the earthquake is crucial for initiating effective emergency response actions. Remote sensing can quickly provide regional information about the affected areas with high thematic precision [1]. However, accurate and reliable damage detection remains a daunting challenge due to the complicated background interference, shooting angle, shadows, and solar illumination conditions. In reality, Building damage detection from very high resolution (VHR) remotely sensed imagery is one of the most challenging topics in emergency response and disaster management. Valuable pre-earthquake data are always not guaranteed shortly after an event. Consequently, building damage detection using only post-earthquake VHR images plays a significant role in rapid damage assessment during the first response [1, 2]. More precisely, post-earthquake VHR image classification based on various image features is the most commonly adopted strategy [2]. Along with image classification moving from pixel to object, Blaschke et al. [3] have elucidated the shortcomings of the pure per-pixel classification approach, which leads to splitting meaningful objects into separated pixels without explicit semantic features. Whereas, in terms of the per-superpixel strategy, Geographic Object-Based Image Analysis (GEOBIA) [3] provides a general architecture that is capable of segmenting images and extracting features over objects of interest, it avoids the intrinsic drawbacks of pixel-based methodology. In general, superpixel segmentation methods can be categorized into two types according to the features used: edge-based methods and region-based methods [3]. Edge-based methods take boundary as the primary vision clue for partition image contents, without considering regional features. On the other hand, region-based methods split or merge neighboring pixels according to their regional semantic homogeneity and heterogeneity. However, most region-based segmentations like Fractal Net Evolution Approach (FNEA) [4] embedded in eCognition suffered from inconsistent segmentation for utilizing merely spectral and shape features, but neglected the key visual cues like texture. Therefore, to address the lack of exploration on rich semantic features like texture, we need to incorporate textural semantics over the techniques mentioned above to obtain more reasonable segmentation.

Based on the per-superpixel strategy, Liu et al. [5] used simple linear iterative clustering (SLIC) [6] to generate superpixels for hyperspectral classification, but SLIC had notable drawbacks in short of shape matching. Moreover, it’s worth noting that they stated in [5] that the segmentation was only treated as spatial constraints, but not involved in feature representation stage to exploit the rich regional semantic features. More importantly, besides the image segmentation results, the subsequent feature representation of semantic objects plays an utmost critical role in detection. To the best of our knowledge, the detection or classification tasks contain two critical steps: feature design by prior human knowledge and machine learning by classifiers. However, most of the existing building damage detection methods utilize conventional classifiers, such as Support Vector Machine (SVM) [7], Random Forests (RF) [8], Extreme Learning Machine (ELM) [9] and Multi-Layer Perceptron (MLP) [10], these methods always encounter the main weakness arising from insufficient feature learning [7], and suffer from tedious feature designing and selection. Recent research has shown that the performance of machine
learning methods heavily depends on feature representation and learning [11]. In this case, designing or finding good features is confirmed to be the critical problem of developing a proper classifier-based strategy. Alternatively, unlike conventional frameworks, DNN or deep learning architecture could manipulate the hand-craft feature design process into a machine self-learning manner [12]. Consequently, feature learning and pattern discrimination can be achieved by DNN itself jointly.

Given this, the main contributions of this paper are twofold. First, a texture-enhanced segmentation method is proposed to generate more meaningful superpixels. Second, we proposed a DNN-based framework to combine the benefit of superpixel segmentation and deep feature learning architecture.

II. BUILDING DAMAGE DETECTION WITH DNN

Based on the approaches mentioned above, the intuition of our paper is to develop a superpixel-based method for building damage detection to address the issue of semantic feature exploration. A framework combining image segmentation and deep neural networks is proposed for building damage detection from post-earthquake VHR optical imagery. The flowchart of the proposed approach is summarized in Fig. 1, which is structured as follows:

1) The VHR imagery is initially partitioned by modifying the Fast Scanning and Adaptive Merging (FSAM) algorithm [7]. FSAM was proved to be an efficient initial segmentation algorithm with good shape connectivity and shape matching [7]. Nevertheless, FSAM was originally designed for only single-band images, which paid less attention to excavating the rich spectral information of multi-spectral VHR images. Therefore, spectral angle mapping (SAM) method was applied to customize for VHR multi-band imagery in our study, so as to make full use of the rich spectral features. The homogeneity between region $R_{obj1}$ and $R_{obj2}$ is calculated as:

$$h_{\text{SAM}}(R_{obj1}, R_{obj2}) = \cos^{-1}\left(\frac{\theta_{obj1} \cdot \theta_{obj2}}{\|\theta_{obj1}\| \cdot \|\theta_{obj2}\|}\right)$$

(1)

where $\theta_{obj1}$ and $\theta_{obj2}$ represent the spectral vector of adjacent obj1 and obj2, respectively. $B$ represents the total band number of the input image.

2) Then, a region merging criterion integrating texture feature is proposed, more perceptually meaningful superpixels are generated based on Region Adjacent Graph (RAG). Then various image features of merged superpixels are extracted to represent the semantic information of regions.

3) On the basis of feature extraction on previously generated superpixels, a pre-trained DNN using Stacked Denoising AutoEncoders [14] called SDAE-DNN was presented to classify and detect superpixels that indicate affected buildings, the results are evaluated and compared with state-of-the-art alternative methods in the 2015 Nepal earthquake.

A. Initial partition using modified FSAM

Firstly, the VHR imagery was over-segmented by modifying the Fast Scanning and Adaptive Merging (FSAM) algorithm [7]. FSAM was proved to be an efficient initial segmentation algorithm with good shape connectivity and shape matching [7]. Nevertheless, FSAM was originally designed for only single-band images, which paid less attention to excavating the rich spectral information of multi-spectral VHR images. Therefore, spectral angle mapping (SAM) method was applied to customize for VHR multi-band imagery in our study, so as to make full use of the rich spectral features. The homogeneity between region $R_{obj1}$ and $R_{obj2}$ is calculated as:

$$h_{\text{SAM}}(R_{obj1}, R_{obj2}) = \cos^{-1}\left(\frac{\theta_{obj1} \cdot \theta_{obj2}}{\|\theta_{obj1}\| \cdot \|\theta_{obj2}\|}\right)$$

(1)

where $\theta_{obj1}$ and $\theta_{obj2}$ represent the spectral vector of adjacent obj1 and obj2, respectively. $B$ represents the total band number of the input image.

B. Region Merging based on RAG

In this section, an improved region merging criterion incorporating texture information was proposed to group the pixels into perceptually meaningful geospatial regions. Regions of the initial partition are represented as nodes of a corresponding RAG, as illustrated in Fig. 2. The weights of the edges represent the heterogeneity between the adjacent pair of regions. A minimum heterogeneity criterion [4] was applied to RAG to find the optimal segmentation. During the merging, texture clustering can refine the real edges of the texture region. More precisely, the semantic heterogeneity consisted of spectral, textual and geometric information. It was defined as:

$$h = \omega_{\text{spec}} * h_{\text{spec}} + \omega_{\text{texture}} * h_{\text{texture}} + \omega_{\text{shape}} * h_{\text{shape}}$$

(2)
Moreover, SDAE was introduced as the corresponding deep auto-encoder (AE) [12], denoising AE (DAE) [14]. Correspondingly, the layer-wise feature abstraction and learning simultaneously. The following elementary features were calculated for each superpixel: 1) Spectral feature (mean values and variance for each band); 2) Shape feature (area, shape index, length/width, rectangular fit, roundness and density), which are calculated to distinguish between buildings and roads; 3) Texture feature (The near-infrared reflectance (NIR) band was used for grey-level co-occurrence matrix (GLCM) contrast, correlation, and entropy (all directions), considering that the NIR band is one of the most informative bands in VHR images for urban land cover classification). Besides, 4) Mean normalized difference vegetation index (NDVI) of each segment was also calculated to handle vegetations and non-vegetations.

Fig. 2: Region merging based on RAG. Left: image region merge. Right: Corresponding Region Adjacent Graph (RAG).

Besides spectral and shape features, a theoretically simple but effective texture descriptor named local binary pattern (LBP) has been proposed and widely used in computer vision [15]. Therefore, in our study, the joint distribution of LBP was used to characterize textural features over adjacent regions generated by the previous modified FSAM algorithm. LBP labels the pixels of an image by thresholding the neighbourhood of each pixel and considers the result as a binary number. The obtained values are summed as the LBP value of the current texture region. It is defined as:

$$LBP_{P,R} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p,$$

$$s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases}$$

where $P$ is the number of neighboring pixels on a circle of radius $R$, $g_p$ and $g_c$ denote the image intensity values of the $p$th neighbor and the center pixel, respectively; and $s(x)$ is a binary flag denoting the relation of $g_p$ and $g_c$, i.e., $x = g_p - g_c$.

The initial modified FSAM segmentation and minimum heterogeneity region merging results are illustrated in Fig. 3. The following elementary features were calculated for each superpixel: 1) Spectral feature (mean values and variance for each band); 2) Shape feature (area, shape index, length/width, rectangular fit, roundness and density), which are calculated to distinguish between buildings and roads; 3) Texture feature (The near-infrared reflectance (NIR) band was used for grey-level co-occurrence matrix (GLCM) contrast, correlation, and entropy (all directions), considering that the NIR band is one of the most informative bands in VHR images for urban land cover classification). Besides, 4) Mean normalized difference vegetation index (NDVI) of each segment was also calculated to handle vegetations and non-vegetations.

Fig. 3: The Initial superpixel segmentation result using modified FSAM and region merge results at scale 20.

C. SDAE-DNN pre-train strategy

After obtaining the superpixels and their elementary features mentioned above, the DNN classifier was trained and refined feature representation to detect building damage information (see Fig. 1). Typical deep neural network architectures include deep belief networks (DBNs) [11], SAEs [12], and stacked denoising AEs (SDAEs) [14]. Correspondingly, the layer-wise training models have a bunch of alternatives such as restricted Boltzmann machine (RBM) [11], auto-encoder (AE) [12], and denoising AE (DAE) [14]. Moreover, with respect to a supervised fine-tuned criterion, the SDAE deep architecture systematically yielded better generalization performance than DBN and SAE in several computer vision tasks [14]. Hence, in this paper, SDAE was introduced as the corresponding deep architecture for building damage detection from VHR imagery.

In the proposed work, the whole deep learning process of SDAE has 2 phases: unsupervised pre-training phase and supervised fine-tuning phase. We aim to conduct classification and exploit feature abstraction and learning simultaneously. Firstly, SDAE was constructed by stacking the modules of
The layers of SDAE are pre-trained sequentially from top to bottom. The learning target of each layer is to get the optimal weight by minimizing the target cost function defined in Equation (6). After pre-training, a logistic regression layer is added to the top layer of the SDAE. Then, the whole network is fine-tuned as an MLP using backpropagation [11].

SDAE encodes the corrupted input into a representation, then decodes the representation back to the input space, seeking to minimize the average reconstruction error between the output of the decoder and the original input. In this manner, SDAE is able to get more robust features from the hidden layer and capture the joint distribution among a subset of the inputs, consequently, it can be treated as a practical feature learner and classifier.

III. EXPERIMENTS AND RESULTS

Bhaktapur, the third-largest city of Nepal, was struck on 25 April 2015 by the Magnitude 7.8 2015 Nepal earthquake. The above methodology was implemented on a 4144×2072 pixels pan-sharpened multi-spectral WorldView-2 VHR imagery of Bhaktapur with 0.5 m resolution. The results are generated on a PC equipped with an Intel Core2 2.8 GHz processor and an NVIDIA GeForce GT 620 GPU card, implemented in Python and C++. As shown in Fig. 5, the ground truth data overlaid on original input images was shown in Fig. 5(a), the yellow points indicate the affected buildings, which were delineated and verified manually by visual inspection, based on the damage assessment map produced by UNOSAT (United Nations Operational Satellite Applications). Then, the detection result of SDAE-DNN was demonstrated in 5(b). Besides, the damage detection results by SVM, RF, ELM and MLP are listed in Fig. 5(c)-5(f), respectively. It should be noted that the motivation of this paper is not to investigate the performance of different machine learning algorithms, but to construct a novel superpixel-based deep learning framework for the requirements of building damage detection in VHR images.

Moreover, in terms of hyperparameter setting, five-fold cross-validation is used to perform grid search and seek optimal parameters for each method. The proposed superpixel-based SDAE-DNN was implemented with 5 hidden layers, and the number of neurons in each layer is selected from (20, 50, 200, 800), the learning rate is 0.001. Then the comparison is conducted with a series of state-of-the-art algorithms, e.g., SVM, RF, ELM and MLP, which are commonly used in remote sensing image classification. More precisely, SVM is run with linear kernels and the ranges for optimization of penalty coefficient are (0.1, 1, 10, 100, 800). The parameter of RF mainly refers to the number of trees. In this study, a set of values (20, 50, 200, 800) are defined for parameter selection. For ELM, the number of neurons in the hidden layer ranges from (20, 50, 200, 800). For MLP, the standard one hidden-layer MLP is implemented with hidden neurons selected from (20, 50, 200, 800).

Then, after we obtain the optimal parameters that achieve the best performance for the aforementioned methods, another five-fold stratified cross-validation is used to get the average
Fig. 5: The ground truth data and comparison of our detection results with four alternative algorithms. (a) The ground truth data, the yellow points indicate the damaged building pixels. (b) Detection results of proposed SDAE-DNN method. (c) Detection results of SVM method. (d) Detection results of RF method. (e) Detection results of ELM method. (f) Detection results of MLP method. (Red demonstrates the damaged buildings, yellow represents undamaged buildings.)

accuracy of 5 cross-validation loops, where four folds are used for training and the remaining unseen fold is reserved to measure accuracy. All the accuracy evaluation of the building damage detection results is presented in Table I based on four statistics, i.e., true positive rate (TP), false positive rate (FP), true negative rate (TN), and false negative rate (FN). The metrics used for evaluation are precision, recall, f1-score, cross-validation accuracy and Kappa coefficient of classification.

$$\begin{align*}
\text{Precision} &= \frac{|TP|}{|TP| + |FP|}, \\
\text{Recall} &= \frac{|TP|}{|TP| + |FN|} \\
\text{f}_1 &= \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\end{align*}$$

(8)

It can be observed that our method delivers the best cross-validation accuracy of 0.877, compared with other approaches. Moreover, it yields nearly the highest precision, recall, f1-score. It is demonstrated to be effective and competitive in dealing with the issue of building damage detection based on a superpixel-based deep learning architecture.

Table II summarizes the computing time of mentioned methods for the VHR image. For time efficiency comparison, the time does not include the segmentation phase, since it is the same for all the methods. It is observed that the proposed SDAE-DNN framework causes increased training complexity, but it is worth noting that the deep architecture yields competitive and reasonable predicting time, even slightly better than SVM.
| Method | Kappa | Precision | Recall | F1-score | Cross validation accuracy |
|--------|-------|-----------|--------|----------|---------------------------|
| SVM    | 0.911 | 0.924     | 0.953  | 0.938    | 0.843                     |
| RF     | 0.905 | 0.919     | 0.893  | 0.905    | 0.827                     |
| MLP    | 0.813 | 0.883     | 0.794  | 0.836    | 0.776                     |
| ELM    | 0.889 | 0.878     | 0.906  | 0.892    | 0.810                     |
| Proposed | 0.934 | 0.951     | 0.948  | 0.949    | 0.877                     |

TABLE I: ACCURACY COMPARISON OF PROPOSED METHOD.

| Image ID | SVM | RF | MLP | ELM | Proposed |
|----------|-----|----|-----|-----|----------|
| Training time (s) | 13.89 | 2.72 | 16.85 | 8.90 | 195.13 |
| Predicting time (s) | 19.33 | 5.50 | 3.39 | 11.64 | 12.07 |

TABLE II: COMPARISON OF THE EFFICIENCY WITH PREVIOUS WORKS.

To our knowledge, the proposed framework is the first attempt to apply deep learning to detect damaged buildings in VHR imagery. Experimental results demonstrated that the SDAE-DNN framework not only boosted damage detection precision, but also offered a possible route to avoid the common disadvantages of time-consuming feature designing and selection in building damage detection, which outperforms conventional machine learning-based frameworks. Considering that the training samples are delineated manually by time-consuming visual inspection, future work would refer to a more intelligent sampling strategy. Fortunately, the active learning [16] technique can be considered to optimize the sampling strategy and save the cost of manual labelling. Moreover, the classical edge detection-based building extraction methods [17,18] and image matching-based methods [19] should also be considered to cooperate with the deep learning techniques.

IV. CONCLUSION

In this paper, we concern the issue of feature exploration and learning for building damage detection in VHR imagery, a superpixel segmentation based strategy integrating the state-of-the-art SDAE-DNN architecture is proposed. Firstly, a modified region-merge segmentation method binding LBP texture is proposed, to generate meaningful superpixels better account for the spatial constraints, which could better handle the intrinsic consistency of semantics of geo-spatial objects. More importantly, the main contribution is that the proposed SDAE-DNN deep architecture can learn discriminative features hierarchically. The experiment results reveal that the proposed approach can achieve competitive building damage detection performance. The proposed framework would play a significant role in damage assessment, and contribute to better rescue management and post-earthquake reconstruction missions.
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