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Testing is an effective learning method, and it is the basis of mobile quiz apps. Quiz apps have the potential to facilitate remote and self-regulated learning. In this context, automatized feedback plays a crucial role. In two experimental studies, we examined the effects of two feedback types of quiz apps on performance, namely, the standard corrective feedback of quiz apps and a feedback that incorporates additional information related to the correct response option. We realized a controlled lab setting (n = 68, Study 1) and an unsupervised mobile setting (n = 150, Study 2). In the learning phase, participants used the quiz app and received feedback. They also completed a subsequent test as well as a follow-up test 1 week later by using the same quiz app. Irrespective of feedback type and setting, cognitive outcomes (quiz scores) and metacognitive outcomes (response certainty) increased similarly in the short term and long term. Feedback effects were not moderated by participants' overall response certainty during learning, their prior knowledge, and the difficulty of quiz items. Moreover, we found that participants perceived the quiz app to be similarly attractive, interesting, and enjoyable in both feedback conditions and that they spent slightly more time to process quiz items in the lab setting. We discuss these results in detail, including the role of moderating and mediating factors and prospects for further research and practice. Overall, our results underline that quiz apps are useful and effective tools that can support the acquisition and retention of semantic knowledge in different learning settings.
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INTRODUCTION

Mobile quiz applications (quiz apps) are popular and interactive software applications that have been used in television shows (Sperring and Strandvall, 2008), social media (Seebauer, 2014), and various educational settings. Educational settings include face-to-face (Hunsu et al., 2016), online (Boitshwarelo et al., 2017), and combined settings such as blended learning (Spanjers et al., 2015). In face-to-face settings, quizzes can function as audience response systems but with rather small effects on cognitive outcomes, as shown by meta-analytic results (Hunsu et al., 2016). Online/mobile settings include self-regulated learning processes (see Bjork et al., 2013) that can be supported by quiz apps. In general, quiz apps can function as formative learning tools that enable learners to (self-)monitor gains in achievement scores and that help them to develop cognitive processes related to self-regulated learning (McLaughlin and Yan, 2017). An effective and efficient way of
learning with quiz apps is to process multiple-choice tests in single-choice format, which requires learners to identify the correct response option (target) from several options. This test format can support long-term retrieval (Roediger et al., 2011), but Roediger and Butler (2011, p. 20) also pointed out that “feedback enhances the benefits of testing”. Therefore, the quality of feedback implemented in quiz apps plays a crucial role when it comes to teaching and learning in online/mobile learning scenarios.

In Search of Effective Feedback for Mobile Quiz Apps

Feedback is a core function of quiz apps that is fundamental for learning (Hattie and Timperley, 2007; Shute, 2008) and specifically relevant for self-regulated learning (Bjork et al., 2013), because feedback allows goal-oriented self-assessment with quiz apps (Nicol and Macfarlane-Dick, 2006). There are three common types of feedback implemented in multiple-choice quiz apps (for reviews, see Van der Kleij et al., 2011, 2015): First, knowledge of response feedback (KRF) only validates a response as correct or incorrect. Second, knowledge of correct response feedback (KCRF) labels the response as correct or incorrect and provides the correct answer, which can be considered the standard feedback type of multiple-choice quiz apps. Third, elaborated feedback (EF) subsumes several feedback types providing “additional information regarding the correctness of the response” (Van der Kleij et al., 2015, p. 6). Systematic reviews (Jaehnig and Miller, 2007; Van der Kleij et al., 2011) and a meta-analysis (Van der Kleij et al., 2015) have evaluated KRF as mostly ineffective, KCRF as moderately beneficial for obtaining lower-order learning outcomes, and EF as beneficial for obtaining both lower- and higher-order learning outcomes. However, since EF subsumes different feedback types providing additional information (see Shute, 2008; Van der Kleij et al., 2015), it is still unclear which subtype might be specifically effective for learning with quiz apps. A more recent meta-analysis on general effects of feedback on student learning indicated that “feedback is more effective the more information it contains” (Wisniewski et al., 2020, p. 12), but the large heterogeneity of feedback types and variance across interventions complicates drawing clear conclusions and inferring implementable solutions. Thus, for the purpose of our studies, we focused on using quiz apps to foster semantic general knowledge. Fostering such knowledge seems desirable, because it was found to predict students’ performance in examinations (Furnham et al., 2009) and to be positively correlated with other facets of cognitive performance (Furnham et al., 2008; Schipolowski et al., 2014). Furthermore, we focused on immediate feedback, since it was found to be more effective than delayed feedback for lower-order learning outcomes such as knowledge acquisition (Shute, 2008; Van der Kleij et al., 2015) and since it was found to be processed for a longer duration than delayed feedback (Van der Kleij et al., 2012).

While the standard KCRF only provides corrective feedback, several theoretical approaches suggest that providing additional target-related information (information semantically associated with a correct response option) could foster the acquisition and retention of knowledge, specifically the persistence of memories and the access to memories (cf. Roediger and Butler, 2011). Feedback that contains target-related information mostly corresponds to the so-called attribute isolation feedback (AIF), which is a subtype of EF that “presents information addressing central attributes of the target concept or skill being studied” (Shute, 2008, p. 160) and that “focuses on key components of the concept to improve general understanding of the phenomenon” (Mason and Bruning, 2001, p. 6). As illustrated by Figure 1, such feedback could increase the frequency (accuracy) of and confidence (certainty) in choosing targets: During learning phases (quiz sessions with feedback), target-related information could strengthen memory traces as it fosters in-depth processing of targets (and perhaps also of questions) (cf. Craik and Lockhart, 1972) and triggers activity in (target-related) semantic memory networks (Anderson, 1983). During test phases (quiz sessions without feedback), processing a target may trigger activity in target-related semantic memory networks (Anderson, 1983) so that access to target-related information and correct responding is facilitated. However, compared with the standard KCRF that is used in most quiz apps, AIF requires additional resources from learners (i.e., reading time and mental effort) as well as from teachers (i.e., time and effort needed for the creation and implementation of additional feedback information). Hence, besides the basic effectiveness of quiz apps, efficacy issues in terms of a cost–benefit ratio should also be considered when comparing feedback types. The present studies focused on a direct comparison between KCRF and AIF, including the potential impact of several moderator variables.

The Present Studies

The present studies examined whether the standard feedback of mobile quiz apps (KCRF) and AIF yield different effects under controlled conditions in a lab setting (Study 1) and under less standardized but ecologically valid conditions in a more self-regulated mobile setting (Study 2). Based on previous results (Roediger et al., 2011; Van der Kleij et al., 2015), we expected to find short- and long-term cognitive benefits by using a quiz app that includes KCRF. In contrast to KCRF, AIF provides additional target-related information that can support encoding and retrieval of correct response options. Therefore, based on the abovementioned theoretical considerations (cf. Figure 1), we hypothesized that AIF would additionally foster associative memory processes, resulting in even higher knowledge gains:

H1: Participants show a higher increase in quiz performance (overall quiz score) in a subsequent test and a delayed follow-up test (1 week later) after having used a quiz app providing AIF compared with participants having used a quiz app providing KCRF.

Feedback can also support the correction of metacognitive errors, for instance, when learners give correct responses but have a low confidence in their responses (Butler et al., 2008). Response certainty provides a metacognitive estimate that reflects learners’ retrieval confidence in self-regulated learning (see Bjork et al., 2013) and it can support learners to reflect on their answers (Nicol, 2007). Response certainty also indicates the extent to which learners understand the learning material and it
is expected to be stored along with responses (for a review, see Mory, 2004). Indeed, both learning performance and response certainty were found to increase after retrieval tests (Barenberg and Dutke, 2019). In the present context of quiz apps, and in analogy to the hypothesized interaction effect in objective learning performance (H1), we expected:

**H2:** Participants show a higher increase in overall response certainty in a subsequent test and a delayed follow-up test after having used a quiz app providing AIF compared with participants having used a quiz app providing KCRF.

Particularly after low certainty responses, feedback should act as a critical instructional episode because “this is the theoretical point where large-scale elaborations should have their greatest positive effect” (Kulhavy and Stock, 1989, p. 297). Furthermore, learners receiving KCRF corrected fewer errors when initial answers were given with low certainty compared with initial answers given with high certainty (Butler et al., 2008; Griffiths and Higham, 2018). In contrast to KCRF, AIF provides additional information associated with the correct response option so that learners being less confident when completing a quiz could gain a more solid understanding of each question and the correct response option (cf. Kulhavy and Stock, 1989; Mory, 2004). Moreover, learners who complete a quiz with an overall high response certainty but with a low quiz score might also benefit more from AIF than from KCRF. In contrast, a simple validation of responses via KCRF might be sufficient for learners who perform well in terms of high quiz scores. Hence, we exploratively hypothesized:

**H3:** Participants’ overall response certainty during learning moderates the effect of the received feedback type (KCRF vs. AIF) on participants’ quiz performance in a subsequent test and a delayed follow-up test.

The effectiveness of feedback might also depend on learners’ prior knowledge (Hattie and Timperley, 2007; Sitzman et al., 2014). Students with a low prior knowledge were found to benefit more from explanatory feedback than from corrective feedback (Moreno, 2004). Moreover, cognitive load can be induced by both elaborated feedback (cf. Swart et al., 2019) and task difficulty (Galy et al., 2012). Also, students with high cognitive load might need more guidance in learning (Moreno, 2007). Hence, we investigated if learners benefit differently from receiving KCRF and AIF given lower versus higher prior knowledge (H4) and given lower versus higher task difficulty (H5):

**H4:** Participants’ prior knowledge, assessed in the learning phase, moderates the effect of the received feedback type (KCRF vs. AIF) on participants’ quiz performance in a subsequent test and a delayed follow-up test.

**H5:** Task difficulty (i.e., the difficulty of quiz items) moderates the effect of the received feedback type (KCRF vs. AIF) on participants’ quiz performance in a subsequent test and a delayed follow-up test.

Online/mobile quiz apps can be used anywhere and anytime. Learners have high flexibility in terms of self-regulated learning, given a free choice of location, time, and device. However, this could lead to distraction or multitasking (Zwarun and Hall, 2014) and thus longer item processing times compared to a controlled lab setting. Alternatively, participants in online/mobile settings might minimize their cognitive effort under uncontrolled conditions (Revilla and Ochoa, 2015) and this could result in shorter processing times compared to a lab setting. We therefore investigated whether the mean processing time in online/mobile settings is different than in a lab setting (H6a). We additionally examined whether feedback type (KCRF vs. AIF) moderates this difference in mean processing time (H6b):

**H6a:** The mean item processing time in the learning phase differs between a controlled lab setting (Study 1) and a mobile setting (Study 2).

**H6b:** The potential difference between Study 1 and Study 2 in terms of mean item processing time is moderated by feedback type (KCRF vs. AIF).

Finally, we considered users’ subjective experiences when interacting with a quiz app. On the one hand, we examined whether users would find the quiz app utilizable and appealing. In this regard, instrumental (usability) as well as non-instrumental
(aesthetics) qualities contribute to a positive user experience and were found to depend on structural and visual features of human–computer interfaces (Hamborg et al., 2014) and their overall quality (Kaspar et al., 2010). Hence, an effect of feedback type on user experience regarding quiz apps is conceivable. On the other hand, digital games are known for their positive effects on motivation and continuous use (Ryan et al., 2006) so that the game experience of quiz apps is of interest. However, previous research reported mixed results. Some authors reported effects of feedback type on motivation (e.g., Iterbeke et al., 2020) while others reported a general positive effect of quiz games on players’ perceived enjoyment that was not moderated by feedback type (Tsai et al., 2015). Taken together, we examined whether a change in feedback type yields a different user experience (H7) and game experience (H8):

H7: Participants differently evaluate the user experience of a quiz app providing AIF compared with a quiz app providing KCRF.
H8: Participants differently evaluate the game experience of a quiz app providing AIF compared with a quiz app providing KCRF.

STUDY 1
Materials and Methods
Participants
We recruited 68 participants ($M_{age} = 24.87, SD_{age} = 5.96$; 41 female, 25 male, 1 other, 1 unspecified) via announcements in local university courses and randomly assigned them to the feedback conditions KCRF ($n = 34$) and AIF ($n = 34$). The minimum age required for participation was 18 years. We determined the sample size a priori, assuming a medium- to large-sized effect of $d = 0.60$ (cf. Cohen, 1988). This value was based on the averaged effect sizes of similar studies, which compared immediate KCRF with EF ($d = 0.10$, Merrill, 1987; $d = 1.23$, Kim and Phillips, 1991; $d = 0.76$, Pridemore and Klein, 1995; see Van der Kleij et al., 2015; and $d = 0.10$, Rüth et al., 2020). Such an effect size also seems desirable from a practical point of view because it requires more effort to create and implement AIF compared with KCRF. The required sample size was $n = 62$ for a $3 \times 2$ (feedback condition) repeated measures ANOVA, given a power of 0.80 and a significance level of 0.05 (GPower 3.1, Faul et al., 2007). All participants gave written informed consent and received a monetary compensation of 10€.

Design and Procedure
We applied a $3 \times 2$ (feedback condition) experimental design. Quiz session (learning phase with feedback vs. test phase without feedback vs. follow-up test without feedback) was a within-subject factor and feedback condition (KCRF vs. AIF) was a between-subject factor. In quiz session 1 (learning phase), each participant completed a quiz with 40 quiz items in single-choice format (participants could select only one response option). Processing a quiz item included three steps: (1) selecting one out of four response options, (2) rating one’s response certainty, and (3) receiving either KCRF or AIF (see Figure 2). Before the quiz started, these steps were demonstrated to all participants using sample material. Following the learning phase, participants rated their user experience and game experience, and provided sociodemographic information (age, gender, course of studies, and study semester). As shown in Figure 2, this phase simultaneously served as a filler task between the learning phase (quiz session 1) and the test phase (quiz session 2), resulting in a retention interval of approximately 5 min. Similar intervals were used in previous studies on feedback effects on semantic knowledge in online settings (Carpenter et al., 2008) and lab settings (Rüth et al., 2020). In the test phase, all participants responded to the same questions without receiving feedback. In an unannounced follow-up test (quiz session 3) that took place 1 week later, all participants again responded to the same questions without receiving feedback. While we initially communicated this appointment to the participants in the informed consent, we did not tell them that it would include a follow-up test. The order of quiz items was pseudo-randomized. There was no time limit, and the overall procedure was standardized. Participants completed all tasks using a laptop (Lenovo ThinkPad E540, 15.6-in. display) and an external computer mouse.

Quiz Materials
The quiz contained 40 single-choice quiz items on semantic (factual) knowledge. Initially, we selected eight questions for 12 common knowledge categories (history, literature, sports etc.), resulting in 96 questions with four response options each. Then, based on an online pre-study with an independent sample ($n = 163$), we assessed the difficulty of quiz items in terms of correct responses: We removed one quiz item hardly answered correctly at all ($<10\%$) as well as eight quiz items answered correctly by almost all participants ($>95\%$). Based on the percentage of participants who correctly answered a quiz item (item solution frequency), we then split the quiz items into three difficulty levels, resulting in 29 difficult (<33rd percentile), 29 moderate (between 33rd and 67th percentile), and 29 easy quiz items (>67th percentile). To avoid ceiling effects, we selected the most difficult (lowest solution frequency) quiz items from each difficulty level. The final quiz contained 13 easy (item solution frequency: $M = 72.30\%, SD = 3.82$), 13 moderate ($M = 48.37\%, SD = 1.85$), and 14 difficult quiz items ($M = 22.48\%, SD = 5.97$) on eight knowledge categories. Item solution frequency differed significantly between the three difficulty levels, all $t$s $\geq 15.46$, $ps < 0.001$, and $d$s $\geq 5.77$. Similar to Irwing et al. (2001), correct and incorrect response options contained one or two words and were unambiguous. Finally, we formulated AIF for each quiz item, which consisted of a sentence that provided information related to the correct response option. For instance, regarding the question “What is the name of the author of Robinson Crusoe?”, “Daniel Defoe” is the correct response option (target). The corresponding target-related information (AIF) is: “The English author received worldwide fame through his novel Robinson Crusoe and is regarded as a pioneer of English novels”.

In this example, AIF provides several pieces of semantic information associated with the correct response option: “English author,” “worldwide fame,” and “pioneer of English novels”. These pieces
of information may form new semantic nodes or relate to existing semantic clusters in learners’ memory networks so that, for instance, “Daniel Defoe” is assigned to the category “English authors”. We provide more examples of quiz items and feedback information, including the logic for incorrect response options, in Table 1.

**Measures**

**Quiz scores, response certainty, and item processing times**

The quiz app (own development) recorded participants’ quiz scores, response certainty, and item processing times (including reading the question and response options, selecting an option, evaluating the response certainty, and processing the response feedback). After selecting a response option, participants were asked to rate their response certainty (“How confident are you in that answer?”) based on a five-point rating scale (Mory, 2004) (“uncertain,” “rather uncertain,” “partly certain/uncertain,” “rather certain,” “certain”) (see Figure 2).

**User experience and game experience**

We assessed participants’ user experience by means of the User Experience Questionnaire (UEQ, Laugwitz et al., 2008). The UEQ consists of 26 items measuring the app’s attractiveness (Cronbach’s α = 0.88), perspicuity (α = 0.60), dependability (α = 0.45), efficiency (α = 0.59), stimulation (α = 0.77), and novelty (α = 0.80). Each item is rated on a seven-point scale ranging from 1 to 7 where the scale’s endpoints are labeled with semantically opposite attributes (e.g., “boring” vs. “exciting”).

To evaluate participants’ game experience, we used three items measuring competence (α = 0.86, e.g., “I felt competent when playing the quiz game”), two items measuring game enjoyment (α = 0.77, e.g., “It is fun to play the quiz game”), and three items measuring game preference (α = 0.81, e.g., “I would like to play the game again in my leisure time”). These items were derived from the Player Experience of Need Satisfaction Questionnaire (Ryan et al., 2006) and from a study on use intention of a learning tool (Pedrotti and Nistor, 2014). The responses ranged from 1 (“do not agree”) to 5 (“strongly agree”) and were averaged to scales.

**Results**

**Feedback Effects on Quiz Performance Across Quiz Sessions (H1)**

All analyses were performed with SPSS 27, and the Greenhouse–Geisser correction was applied for all ANOVAs. A 3 (quiz session) × 2 (feedback condition) ANOVA with quiz score as dependent variable showed a main effect of quiz session, $F_{(1.50,99.29)} = 1149.36, p < 0.001, \eta^2_p = 0.95$, but no main effect of feedback condition, $F_{(1,66)} = 1.41, p = 0.239, \eta^2_p = 0.02$. In contrast to H1, there was also no interaction between feedback and quiz session.
TABLE 1 | Examples of quiz items for different knowledge categories and corresponding feedback messages provided after responding, and the logic for constructing incorrect response options.

| Quiz item and feedback messages | Logic for incorrect response options |
|---------------------------------|--------------------------------------|
| Who went down in history as “Frederick the Great”? (history) | Each incorrect response option also provided a name of a royal historical person |
| (a) Frederick II. | KCRF: Frederick II. |
| (b) Frederick VII. | AIF: Frederick II.—popularly known as Old Fritz— was king of Prussia from 1740 and king of Prussia and Elector of Brandenburg from 1772. |
| (c) Frederick Barbarossa | |
| (d) Frederick IV. | |
| KCRF: Frederick II. | |
| AIF: Frederick II.—popularly known as Old Fritz— was king of Prussia from 1740 and king of Prussia and Elector of Brandenburg from 1772. | |
| What is the name of the author of “Robinson Crusoe”? (literature) | Each incorrect response option also provided a name of a novelist |
| (a) Daniel Defoe | KCRF: Daniel Defoe. |
| (b) Herman Melville | AIF: Daniel Defoe. The English author received worldwide fame through his novel “Robinson Crusoe” and is regarded as a pioneer of English novels. |
| (c) Mark Twain | |
| (d) Edgar Allen Poe | |
| KCRF: Daniel Defoe. | |
| AIF: Daniel Defoe. The English author received worldwide fame through his novel “Robinson Crusoe” and is regarded as a pioneer of English novels. | |
| What is the name of one of the most famous cycling races in the world? (sports) | Each incorrect response option provided a name similar to the correct response option |
| (a) Vuelta | KCRF: Vuelta. |
| (b) Vuesta | AIF: Vuelta. The Vuelta Ciclista a España—or Tour of Spain—is one of the three “Grand Tours” along with the Tour de France and the Giro d’Italia. |
| (c) Vulera | |
| (d) Volana | |
| KCRF: Vuelta. | |
| AIF: Vuelta. The Vuelta Ciclista a España—or Tour of Spain—is one of the three “Grand Tours” along with the Tour de France and the Giro d’Italia. | |
| How many mountains on earth are higher than 8,000 m? (geography) | Each incorrect response option provided a number around the correct number |
| (a) 14 | KCRF: 14. |
| (b) 10 | AIF: 14. Ten of these so-called “eight-thousanders” are located in the Himalaya and four in the adjacent Karakoram. |
| (c) 18 | |
| (d) 16 | |
| KCRF: 14. | |
| AIF: 14. Ten of these so-called “eight-thousanders” are located in the Himalaya and four in the adjacent Karakoram. | |
| Which name for a garment originates in the Indian language Hindi? (fashion) | Each incorrect response option also provided a term for an item of clothing |
| (a) Pajama | KCRF: Pajama. |
| (b) Negligee | AIF: Pajama. The word pajamas entered English in the nineteenth century, and since the beginning of the twentieth century in German has the meaning “sleeping suit”. |
| (c) Parka | |
| (d) Caban | |
| KCRF: Pajama. | |
| AIF: Pajama. The word pajamas entered English in the nineteenth century, and since the beginning of the twentieth century in German has the meaning “sleeping suit”. | |

Each feedback message (KCRF: knowledge of correct response feedback; AIF: attribute isolation feedback) started with “Correct.” (following a correct response) or “Incorrect.” (following an incorrect response). Category names (e.g., history) were not displayed to participants.

As shown in Figure 3A and supported by Bonferroni-adjusted t-tests, quiz scores increased from the learning phase (session 1) to the test phase (session 2), $p < 0.001$, $d = 4.73$, and decreased from the test phase to the follow-up test (session 3), $p < 0.001$, $d = 0.55$. Nonetheless, the performance gain was relatively long-lasting as quiz scores in session 3 were much higher than in session 1, $p < 0.001$, $d = 4.16$. Quiz scores in session 1 did not differ between KCRF and AIF, $t(66) = −0.82$, $p = 0.417$, $d = 0.20$, indicating that the random assignment of participants to feedback conditions was successful with regard to prior knowledge.
FIGURE 3 | Quiz performance and response certainty following KCRF and AIF in Study 1 (A,B) and Study 2 (C,D). Vertical lines indicate the standard error of the mean.

**Feedback Effects on Response Certainty Across Quiz Sessions (H2)**

A 3 (quiz session) × 2 (feedback condition) ANOVA with response certainty as dependent variable showed a main effect of quiz session, $F_{(1.64,108.19)} = 772.73, p < 0.001, \eta^2_p = 0.92$ (Figure 3B), but no main effect of feedback condition, $F_{(1,66)} = 1.68, p = 0.200, \eta^2_p = 0.03$. In contrast to H2, there was also no interaction, $F_{(1.64,108.19)} = 0.43, p = 0.614, \eta^2_p = 0.01$. Response certainty was higher in sessions 2 and 3 compared with session 1, both $ps < 0.001, ds \geq 3.61$, but it decreased from session 2 to session 3, $p < 0.001, d = 1.04$. Irrespective of the quiz session, response certainty and quiz scores were positively correlated in both feedback conditions, all $rs \geq 0.372, ps \leq 0.030$. In line with quiz scores, response certainty did not differ between KCRF and AIF in session 1, $t(66) = −0.60, p = 0.550, d = 0.15$.

**Effect of Low vs. High Initial Response Certainty on Quiz Performance (H3)**

Participants’ mean response certainty reported in the learning session 1 served as a proxy for the overall certainty they initially perceived with respect to the quiz content. In order to test for a moderating role of this overall response certainty on the effectiveness of the feedback conditions on quiz performance, we focused on participants who reported a low (<33rd percentile, LRC group) or high mean response certainty (>67th percentile, HRC group) in session 1. The response certainty of the LRC and HRC groups differed significantly in both feedback conditions in session 1, $ts \geq 8.49, ps < 0.001, ds \geq 3.44$. A 3 (quiz session) × 2 (feedback condition) × 2 (response certainty group) ANOVA with quiz score as dependent variable showed a main effect of quiz session, $F_{(1.56,65.57)} = 759.53, p < 0.001, \eta^2_p = 0.95$, and a main effect of response certainty group with higher test scores in HRC than LRC, $F_{(1,42)} = 6.62, p = 0.014, \eta^2_p = 0.14$, but no main effect of feedback condition, $F_{(1,42)} = 0.12, p = 0.727, \eta^2_p < 0.01$. Moreover, we found a significant interaction between quiz session and response certainty group, $F_{(1.56,65.57)} = 4.57, p = 0.021, \eta^2_p = 0.10$: While quiz scores were higher in the HRC group than in the LRC group in session 1, $t(44) = 3.32, p = 0.002, d = 0.98$, there was no difference in session 2, $t(36.05) = 1.73, p = 0.092, d = 0.52$. 
and session 3, $t(44) = 0.97, p = 0.340, d = 0.29$. In both response certainty groups, quiz scores increased from session 1 to session 2 ($ps < 0.001$). Quiz scores decreased significantly from session 2 to session 3 in the high response certainty group, $t(23) = −2.84, p = 0.009, d = 0.58$, but not in the low response certainty group, $t(21) = −1.95, p = 0.064, d = 0.42$. Contrary to H3, all other interactions were non-significant, $F$s ≤ 0.79, $ps ≥ 0.428$, $η^2_p ≤ 0.02$. Hence, participants’ overall response certainty in the initial learning session did not moderate the effect of feedback type.

Feedback Effects on Quiz Performance Given Low vs. High Prior Knowledge (H4)

We divided participants into groups of low ($<$33rd percentile, LPK group) and high prior knowledge ($>$67th percentile, HPK group), based on quiz scores in session 1. Consequently, quiz scores of the LPK and HPK groups differed significantly in both feedback conditions in session 1, $t$s ≥ 7.48, $ps < 0.001$, $ds ≥ 3.20$. We performed a $2 \times 2$ (quiz session: 2 vs. 3) × 2 (feedback condition) ANOVA with quiz score as dependent variable. As indicated in Figure 4A, we found a main effect of quiz session, $F(1,41) = 19.62, p < 0.001$, $η^2_p = 0.32$, and a main effect of prior knowledge, $F(1,41) = 14.17, p = 0.001, η^2_p = 0.26$, but no main effect of feedback condition, $F(1,41) = 1.20, p = 0.280, η^2_p = 0.03$. We also found an interaction between quiz session and prior knowledge, $F(1,41) = 4.30, p = 0.044, η^2_p = 0.10$: The HPK group outperformed the LPK group in sessions 2 and 3, with a smaller difference in session 2, $t(17.83) = 2.85, p = 0.011, d = 1.10$, than in session 3, $t(19.08) = 3.27, p = 0.004, d = 1.22$, irrespective of the feedback type received in session 1 (see Figure 4A). Notably, quiz scores decreased more from session 2 to session 3 in the LPK group, $t(14) = −2.86, p = 0.013, d = 0.74$, than in the HPK group, $t(29) = −2.55, p = 0.016, d = 0.47$. With respect to interaction hypothesis H4, we found no further interaction, $F$s ≤ 1.96, $ps ≥ 0.169$, $η^2_p ≤ 0.05$.

Feedback Effects on Quiz Performance Depending on Difficulty of Quiz Items (H5)

In the pre-study, we categorized all quiz items as easy, moderate, or difficult, based on their respective solution frequency. However, there was only a small overlap in solution frequency
between the pre-study and session 1 (30%), indicating sample differences. For the present analysis, we hence re-categorized all quiz items based on their solution frequency in session 1 as easy (>67th percentile) and difficult (<33rd percentile); observed quiz scores consequently differed between easy and difficult quiz items, ts ≥ 4.08, ps < 0.001, ds ≥ 0.70. Then, we performed a 2 (quiz session: 2 vs. 3) × 2 (feedback condition) × 2 (difficulty of quiz items) ANOVA with quiz score as dependent variable. We found a main effect of quiz session, F(1,66) = 20.30, p < 0.001, \( \eta^2 = 0.24 \), but no main effect of the difficulty of quiz items, \( F(1,66) = 0.44, p = 0.508, \eta^2 = 0.01 \), and no main effect of feedback condition, \( F(1,66) = 0.42, p = 0.519, \eta^2 = 0.01 \). All interactions were non-significant, Fs ≤ 0.26, ps ≥ 0.669, \( \eta^2 \leq 0.01 \) (see Figure 4B). In other words, and with respect to H5, we found no moderating effect of the difficulty of quiz items.

### User Experience and Game Experience (H7, H8)

As shown in Table 2, we found no difference in user experience between KCRF and AIF (H7). Participants’ user experience was above the scale’s midpoint for all rating dimensions in both feedback conditions, except for novelty. The game experience also did not differ between feedback conditions (H8). Participants’ game enjoyment and game preference were above the scale’s midpoint in both feedback conditions, whereas their perceived competence was rated below the scale’s midpoint.

### Discussion

Contrary to our expectations, AIF did not lead to larger effects than KCRF on knowledge retention in terms of quiz scores (H1) and response certainty (H2). Quiz scores and response certainty were positively correlated and they substantially increased from the learning phase (session 1) to the test phase (session 2), with a slight decrease from the test phase to the follow-up test (session 3). Both feedback types were similarly effective, independent of participants’ initial response certainty (H3) and prior knowledge (H4), and independent of whether easy or difficult quiz items were processed (H5). Hence, we did not find any support for corresponding moderation effects. Nonetheless, Study 1 revealed some interesting interactions: A significant interaction was found between quiz session and response certainty group as quiz performance was higher in the group of participants who reported high (compared with low) response certainty in session 1 (learning phase), but this effect was not observed in sessions 2 and 3. Moreover, participants with high prior knowledge, determined in the learning phase, showed a more temporally stable performance gain than participants with low prior knowledge, because their decrease in quiz performance from session 2 to session 3 was smaller. Participants’ user experience (H7) and game experience (H8) were similar for both feedback types, with ratings above the scales’ midpoints on most dimensions, indicating high instrumental and non-instrumental qualities of the app as well as high game enjoyment and game preference. Overall, using a quiz app with feedback in a learning session substantially increased performance and response certainty not only at short-term (session 2) but also long-term periods (session 3), irrespective of the feedback type.

### STUDY 2

Learners using mobile quiz apps can benefit from advantages of mobile learning, for instance, by realizing their preferred way of learning. This includes choosing a preferred space, time, and device (cf. Grant, 2019). Accordingly, the purpose of Study 2 was to validate our findings from a controlled lab setting (Study 1) in a more realistic and unsupervised online setting. In Study 2,
participants were free to choose their preferred location, time, and device when using the quiz app.

Materials and Methods
Participants
Participants were recruited online via mailing lists and social networks. A total of 189 participants (with a minimum age of 18 years) gave written informed consent and completed all three quiz sessions. We excluded 39 participants due to implausible processing times in at least one of the three quiz sessions: Based on the mean item processing time, we identified participants being very fast so that they could hardly have read the questions and response options carefully (<5th percentile), and participants being very slow so that they were presumably distracted or stopped the quiz immediately (>95th percentile) (Kaspar et al., 2015). Eventually, we analyzed the data of 150 participants (M_{age} = 26.10, SD_{age} = 6.85; 125 female, 24 male, 1 other) who provided a complete and valid data set and were randomly assigned to the KCRF (n = 83) and AIF condition (n = 67) by the quiz app. A monetary compensation of 10€ was given to 40 participants by means of a lottery.

Design and Procedure
The design and procedure of Study 2 were identical to Study 1, except that participants in Study 2 were free to choose a location, time, and device to complete the study. Most participants completed the learning and test phase at home (83.33%), but also at university (10.67%), at work (4.00%), or on the way (2.00%). Similarly, the follow-up test was mostly completed at home (79.33%), at university (10.67%), at work (5.33%), or on the way (4.00%), while one participant gave no response (0.67%). We used the same quiz items and measures as in Study 1, with slightly different internal consistencies of the UEQ’s scales (attractiveness: α = 0.92; perspicuity: α = 0.50; dependability: α = 0.52; efficiency: α = 0.45; stimulation: α = 0.86; novelty: α = 0.79) and of the scales that we used to measure game experience (competence: α = 0.90; game enjoyment: α = 0.79; game preference: α = 0.88). Scales were again formed by averaging the corresponding items.

Results
Feedback Effects on Quiz Performance Across Quiz Sessions (H1)
Replicating the results of Study 1, a 3 (quiz session) × 2 (feedback condition) ANOVA with quiz score as dependent variable showed a main effect of quiz session, F_{(1,74,257.14)} = 2450.23, p < 0.001, η_p^2 = 0.94, no main effect of feedback condition, F_{(1,1148)} = 0.09, p = 0.770, η_p^2 < 0.01, and no interaction, F_{(1,74,257.41)} = 0.66, p = 0.489, η_p^2 < 0.01 (Figure 3C). Again, quiz scores were higher in session 2, p < 0.001, d = 4.68, and session 3, p < 0.001, d = 4.12, than in session 1, but decreased from session 2 to session 3, p < 0.001, d = 1.04. Quiz scores in session 1 did not differ between KCRF and AIF; t(148) = 0.53, p = 0.594, d = 0.09.

Feedback Effects on Response Certainty Across Quiz Sessions (H2)
Replicating the results of Study 1, a 3 (quiz session) × 2 (feedback condition) ANOVA with response certainty as dependent variable showed a main effect of quiz session, F_{(1,74,257.14)} = 1777.00, p < 0.001, η_p^2 = 0.92, but no main effect of feedback condition, F_{(1,1148)} = 0.08, p = 0.777, η_p^2 < 0.01, and no interaction, F_{(1,74,257.41)} = 1.17, p = 0.308, η_p^2 = 0.01 (Figure 3D). Response certainty increased from session 1 to sessions 2 and 3, ps < 0.001, dS ≥ 4.38, and decreased from session 2 to session 3, p < 0.001, d = 1.09. Again, response certainty and quiz scores were positively correlated in both feedback conditions irrespective of quiz session, rs ≥ 0.410, ps ≤ 0.001. The response certainty observed in session 1 did not differ between KCRF and AIF, t(148) = 0.87, p = 0.385, d = 0.14.

The Effect of Low vs. High Initial Response Certainty on Quiz Performance (H3)
As in Study 1, we focused on participants with low (<33rd percentile; LRC group) and high mean response certainty (>67th percentile; HRC group) in session 1. In both feedback conditions, response certainty was higher in the HRC group than in the LRC group, ts ≥ 12.07, ps < 0.001, ds ≥ 3.47. A 3 (quiz session) × 2 (feedback condition) ANOVA showed a main effect of quiz session on quiz scores, F_{(1,63,159.68)} = 1726.61, p < 0.001, η_p^2 = 0.95, a main effect of response certainty group, F_{(1,980)} = 22.92, p < 0.001, η_p^2 = 0.19, but no main effect of feedback condition, F_{(1,980)} = 0.14, p = 0.706, η_p^2 < 0.01. We again found a significant interaction between quiz session and response certainty group, F_{(1,63,159.68)} = 14.34, p < 0.001, η_p^2 = 0.13: While quiz scores were higher in the HRC group than in the LRC group in session 1, t(100) = 5.58, p < 0.001, d = 1.11, this difference was smaller in session 2, t(78.64) = 2.85, p = 0.006, d = 0.58, and session 3, t(78.97) = 3.26, p = 0.002, d = 0.66. In both response certainty groups, quiz scores increased from session 1 to session 2 and decreased from session 2 to session 3 (ps < 0.001). As in Study 1 and contrary to H3, all other interactions were non-significant, Fs ≤ 1.72, ps ≥ 0.193, η_p^2 ≤ 0.02.

Feedback Effects on Quiz Performance Given Low vs. High Prior Knowledge (H4)
As in Study 1, quiz scores of participants with low (<33rd percentile; LPK group) and high prior knowledge (>67th percentile; HPK group) differed in both feedback conditions, ts ≥ 11.94, ps < 0.001, ds ≥ 3.38. A 2 (quiz session: 2 vs. 3) × 2 (feedback condition) × 2 (prior knowledge group) ANOVA with quiz score as dependent variable revealed a main effect of quiz session, F_{(1,103)} = 141.48, p < 0.001, η_p^2 = 0.58, a main effect of prior knowledge group, F_{(1,103)} = 68.66, p < 0.001, η_p^2 = 0.40, but no main effect of feedback condition, F_{(1,103)} = 0.01, p = 0.975, η_p^2 < 0.01. We again found an interaction between quiz session and prior knowledge group, F_{(1,103)} = 20.84, p < 0.001, η_p^2 = 0.17: As shown in Figure 4C, the HPK group outperformed the LPK group in sessions 2 and 3, with a smaller difference in session 2, t(66.88) = 6.58, p < 0.001, d = 1.36, than in session 3, t(71.14) = 7.82, p < 0.001, d = 1.60.
Again, quiz scores decreased more from session 2 to session 3 in the LPK group, $t(47) = -9.52$, $p < 0.001$, $d = 1.37$, than in the HPK group, $t(58) = -6.73$, $p < 0.001$, $d = 0.88$. As in Study 1, and with respect to interaction hypothesis H4, all other interactions were again non-significant, $F$s $\leq 2.67$, $ps \geq 0.106$, $\eta^2_p \leq 0.03$.

### Feedback Effects on Quiz Performance Depending on Difficulty of Quiz Items (H5)

As in Study 1, we observed only a small overlap between the pre-study and session 1 of Study 2 regarding the solution frequency of quiz items (32.5%). Hence, we re-categorized quiz items based on their solution frequency in session 1 as easy (>67th percentile) and difficult (<33rd percentile); observed quiz scores were consequently different for easy and difficult quiz items in both feedback conditions, $ts \geq 2.82$, $ps < 0.006$, $ds \geq 0.35$. Then, we performed a 2 (quiz session: 2 vs. 3) $\times$ 2 (feedback condition) ANOVA with quiz score as dependent variable. We found a main effect of quiz session, $F(1,148) = 84.81$, $p < 0.001$, $\eta^2_p = 0.36$, but no main effect of the difficulty of quiz items, $F(1,148) = 0.16$, $p = 0.694$, $\eta^2_p < 0.01$, and no main effect of feedback condition, $F(1,148) = 0.26$, $p = 0.614$, $\eta^2_p < 0.01$. We found a significant interaction between quiz session and difficulty of quiz items, $F(1,148) = 4.52$, $p = 0.035$, $\eta^2_p = 0.03$: Quiz scores decreased from session 2 to session 3 in case of easy quiz items, $t(149) = -6.50$, $p < 0.001$, $d = 0.53$, and in case of difficult quiz items, $t(149) = -6.85$, $p < 0.001$, $d = 0.56$. However, quiz scores for difficult items compared with quiz scores for easy items did not differ, neither in session 2, $t(149) = -1.71$, $p = 0.89$, $d = 0.14$, nor in session 3, $t(149) = 1.61$, $p = 0.110$, $d = 0.13$. All other interactions were non-significant, $F$s $\leq 1.59$, $ps \geq 0.209$, $\eta^2_p \leq 0.01$ (see Figure 4D). Similar to Study 1, these results provide no support for the interaction hypothesis H5.

### Item Processing Times in a Lab and a Mobile Setting (H6)

We compared participants’ item processing times observed under standardized (lab setting, $n = 68$) and unsupervised online conditions (mobile setting, $n = 150$). The analysis was limited to session 1 because feedback in terms of KCRF or AIF was only provided in this learning phase. We computed a 2 (study) $\times$ 2 (feedback condition) ANOVA. We found a main effect of study, $F(1,214) = 8.24$, $p = 0.005$, $\eta^2_p = 0.04$, and a main effect of feedback condition, $F(1,214) = 14.48$, $p < 0.001$, $\eta^2_p = 0.06$, but no interaction, $F(1,214) = 2.63$, $p = 0.107$, $\eta^2_p = 0.01$. Item processing times were higher in Study 1 ($M = 16.37$ s, $SD = 5.09$) than in Study 2 ($M = 14.55$ s, $SD = 3.85$), $t(216) = 2.91$, $p = 0.004$, $d = 0.43$ (H6a), and item processing times were higher for participants who received AIF ($M = 16.20$ s, $SD = 5.19$) compared with KCRF ($M = 14.18$ s, $SD = 3.18$), $t(160.74) = 3.41$, $p = 0.001$, $d = 0.48$ (H6b).

We finally checked whether the difference in item processing times between Study 1 and Study 2 during session 1 led to different quiz performances in session 2 (test phase) and in session 3 (follow-up test). The absolute performance between the two studies cannot be compared because participant samples were not identical but differently composed. Therefore, we analyzed the relative increase in short-term (quiz scores observed in session 2 minus session 1) and long-term performance (session 3 minus session 1). Notably, the short-term performance gain was similar in Study 1 ($M = 48.46$%, $SD = 10.18$) and Study 2 ($M = 46.57$%, $SD = 9.87$), $t(216) = 1.30$, $p = 0.196$, $d = 0.19$, but the long-term performance gain was significantly larger in Study 1 ($M = 45.11$%, $SD = 10.76$) than in Study 2 ($M = 39.92$%, $SD = 9.65$), $t(216) = 3.55$, $p < 0.001$, $d = 0.52$.

### User Experience and Game Experience (H7, H8)

Replicating the result pattern of Study 1, we did not find a difference between feedback conditions regarding user experience (H7) or regarding game experience (H8) (see Table 2). The mean user experience in both feedback conditions was again above the scale’s midpoint for all rating dimensions, except for dependability and novelty. In both feedback conditions, game enjoyment and game preference were above the scales’ midpoints, whereas perceived competence was below the scale’s midpoint.

### Discussion

Study 2 utilized a more realistic mobile setting compared to the lab setting of Study 1. Overall, we replicated the results found in Study 1. In summary, both KCRF and AIF resulted in a similar increase in quiz performance (H1) and response certainty (H2) at the short-term (session 2) and long-term (session 3) period, but quiz performance and response certainty slightly decreased from session 2 to session 3. The effect of feedback on quiz performance was not moderated by participants’ initial response certainty (H3), prior knowledge (H4), and the difficulty of quiz items (H5). Similar to Study 1, quiz performance was generally higher in the group of participants who reported high (compared with low) response certainty in session 1 (learning phase), but this difference was substantially reduced in sessions 2 and 3. As in Study 1, participants with high prior knowledge showed a more temporally stable performance gain than participants with low prior knowledge. Furthermore, we observed a significant interaction between quiz session and difficulty of quiz items. However, more detailed analyses of simple main effects revealed no substantial impact of the difficulty of quiz items. The reported user experience (H7) and game experience (H8) were again relatively high and not affected by the feedback type provided.

We additionally compared Study 1 and Study 2 regarding the mean duration participants needed to process a quiz item in the learning phase (H6). Processing a quiz item included four steps: reading the question and response options, selecting an option, evaluating the response certainty, and processing the response feedback. The mean item processing time was significantly higher in Study 1 than in Study 2 by about 12% (H6a). We might speculate that this effect reflects a more focused task processing under controlled lab conditions with a lower risk of distraction and multitasking. The relative increase in quiz performance was similar in the short term (Study 1: 49% vs. Study 2: 46%), but it was larger in the long term in Study 1 (46%) compared with Study 2 (40%). Thus, the effects...
of feedback type on memory traces might change over time, but this interesting finding should be scrutinized by future research. Moreover, the longer processing time in case of AIF compared with KCRF (about 14%; H6b) can be explained by the more complex feedback that apparently required more processing time, given all other things being equal in the two feedback conditions.

**GENERAL DISCUSSION**

We found that the standard corrective feedback of quiz apps (KCRF) and an elaborated feedback type that provides additional information on the correct response option (AIF) had similar positive effects on the acquisition and retention of semantic knowledge. The results found under controlled lab conditions (Study 1) and a more self-regulated mobile setting (Study 2) were almost identical, indicating some generalizability across learning settings. Although Study 2 had a higher power due to the larger sample size, we overall found no difference in feedback effects.

**Effects of Mobile Quiz Apps With Different Feedback Types**

We delineated why receiving AIF might be beneficial for learning as suggested by several theoretical approaches related to the encoding and retrieval of semantic knowledge (e.g., Craik and Lockhart, 1972; Anderson, 1983; Roediger and Butler, 2011). Still, our results show that AIF and the standard KCRF had similar positive effects on quiz performance and response certainty in the short and long term. These positive effects were moderated neither by participants’ initial response certainty, nor by their prior knowledge, nor by task difficulty. Our results are in line with a previous study in which students scored similarly in a summative assessment after receiving delayed KCRF or elaborated feedback for problem solving (Van der Kleij et al., 2012). However, in our studies, feedback in terms of KCRF or AIF was provided immediately after responding to a question and the quiz content focused on semantic knowledge. Relatedly, providing more complex feedback did not facilitate performance in a test about text comprehension (Kulhavy et al., 1985) and providing KCRF and AIF was found to yield similar short-term retention of learning material relevant to students’ regular university course (Rüth et al., 2020). Such findings might partly be due to cue overload (e.g., Karpicke et al., 2014) so that the amount of information to be encoded and stored exceeds learners’ memory-related capacities. While learning took place in a self-paced manner in our studies, asking learners to take breaks after several quiz items—also known as spaced practice (see Dunlosky and Rawson, 2015a)—might be one way to reduce the risk of cue overload. Moreover, in our studies, we limited the amount of additional information (AIF) to one sentence, yet the provision of AIF for too many quiz items still might have resulted in cue overload. Importantly, cognitive (over)load induced by the complexity of the learning material can be reduced and, as a consequence, performance can increase when the learning material is presented in segments (Mayer, 2017). Hence, AIF might outperform KFRC when reducing the number of items presented in a block. More generally, it has been formulated that providing feedback with more information would enhance learning (Wisniewski et al., 2020), but this seems to remain context-specific as also illustrated by mixed findings related to problem solving (Attali and van der Kleij, 2017; Cáceres et al., 2019).

**Positive Effects of Mobile Quiz Apps in Lab and Mobile Settings**

In the present studies, increases in terms of cognitive outcomes (quiz scores) and metacognitive outcomes (response certainty) were relatively long-lasting and they only slightly diminished from a subsequent test phase to an unannounced follow-up test 1 week later. Indeed, this effect of playing the quiz can be interpreted as large according to common rules of thumb for effect sizes (Cohen, 1988). Furthermore, quiz scores and response certainty followed a similar pattern and were positively correlated in each quiz session, indicating that participants’ quiz scores reflected their actual knowledge level. Similar findings were found in case of retrieval tests (Barenberg and Dutke, 2019), and seem also to apply to the context of multiple-choice tests and mobile quiz apps. Notably, the benefits of quiz apps on knowledge retention that we found could also facilitate transfer effects, for instance, a better performance in other knowledge or skill domains (for a review, see Pan and Rickard, 2018). We also found a general effect of prior knowledge on long-term retention, namely, that participants with higher prior knowledge were able to retain more knowledge in the follow-up test 1 week later. Previous research found no additional benefit of elaborated feedback on problem solving or conceptual understanding given low prior knowledge, yet given high prior knowledge (e.g., Smits et al., 2008; Janelli and Lipnevich, 2021). However, participants’ level of prior knowledge did not moderate the effects of AIF and KCRF. Also, across the two present studies, we found no hint for moderating effects of item difficulty and response certainty during learning on the effectiveness of feedback type. Importantly, the sample size of Study 2 was larger than the sample size of Study 1, but the overall result pattern was (nearly) perfectly replicated. Hence, missing effects of feedback type and of moderator variables do not seem to reflect simple issues of test power. Overall, our findings corroborate that quiz apps can be considered effective learning tools for the acquisition and retention of semantic knowledge, also in more self-regulated mobile settings. Notably, most participants did not use the quiz app in a literally mobile setting (about 2–4%), but at home (about 80–83%), in a university (about 11%), or at work (about 4–5%). Therefore, we would like to highlight that feedback effects might be different if quiz apps are used in potentially more noisy mobile settings (e.g., in public transport). Participants’ item processing times were longer in the lab setting than in the mobile setting, which could mean that participants in the mobile setting were less focused (Revilla and Ochoa, 2015). Supporting this notion, we found a similar short-term performance gain in both settings, but a larger long-term performance gain in the lab setting. Yet, the
absolute mean item processing time was sufficiently long in both settings (lab: 16.37 s; mobile: 14.55 s), indicating that participants did not simply rush through quiz items.

Limitations and Future Research
The results of our studies indicate that the effects of immediate KCRF and AIF are similar for the acquisition and retention of semantic knowledge. We found that these results were not moderated by learners’ overall response certainty during learning, their prior knowledge, and the difficulty of quiz items. In general, moderating factors complicate the isolation of pure feedback effects (for reviews, see Mory, 2004; Shute, 2008; Van der Kleij et al., 2015; Wisniewski et al., 2020), highlighting the importance of research examining potential moderating factors.

We observed that different feedback types were similarly effective but that learners invested more time to process quiz items with AIF compared with KCRF in both studies. To gain more in-depth information on learners’ memory-related processes, future studies could also use tests that ask learners to recall or recognize the content of AIF. A quiz app could also contain a function that asks learners to actively confirm that they processed the feedback information or that asks them to reflect on the feedback before proceeding to the next quiz item. To assess learners’ item processing times more thoroughly, future studies could include eye movement measurements to examine learners’ actual viewing times on different elements of the quiz items (Lindner et al., 2014). Still, even peripheral color cues might unfold different effects on learners’ performance regarding knowledge encoding and retrieval (Gnambs et al., 2015). In our studies, the design of the quiz app was identical between feedback conditions to exclude such effects of visual elements. Moreover, the main purpose of both KCRF and AIF is to provide feedback (e.g., information about learners’ performance relative to expected standards), yet learners may also use additional information in a feed-forward sense (e.g., information that allow learners to adapt their learning behavior) or in a feed-up sense (e.g., information that allow learners to specify and adjust their learning goals) (Hattie and Timperley, 2007). For instance, elaborated feedback that provides learners with explanations or examples (e.g., Janelli and Lipnevich, 2021) might be received differently by learners, such as in a feedback (e.g., student compare their performance with the required performance) or in a feed-forward sense (e.g., students memorize the provided explanations or examples, think about their appropriateness, and try to find own ones). Therefore, it seems worthwhile to complement objective measurements of performance with subjective measurements that consider how learners perceive and process feedback in learning environments.

In our studies, we examined learners’ subjective experiences in terms of response certainty, user experience, and game experience. It has been discussed that response certainty should be interpreted with caution when assessing learning performance (Bush, 2015). In our case, however, quiz scores and response certainty were positively correlated across feedback conditions and studies. Of course, self-reports in performance contexts are sometimes biased, which reduces their validity (e.g., Carrell and Willmington, 1996). Still, future research should focus on potential mediation processes incorporating subjective parameters, for example, an effect of feedback type on performance via users’ acceptance of feedback types. Such research on mediation effects could nicely complement the present research on moderation effects. Specifically, learners’ goal orientation and their motivation to attend additional information could affect their use of elaborated feedback (Shute, 2008). Knowledge about such individual needs of learners could also allow to provide them with adaptive feedback (for a review, see Bimba et al., 2017). For instance, while participants in our studies received AIF across all quiz items regardless of the correctness and certainty of responses, elaborated feedback might be more effective than KCRF following incorrect responses (Attali and van der Kleij, 2017) or following low certainty responses (Butler et al., 2008). While such modifications might change the user experience on an item-per-item level, our results indicate that the feedback type did not affect the user experience (usability and aesthetics) on a summative level. In the present studies, participants reported high attractiveness and stimulation (interest and excitement) of the app regardless of feedback type. Examinations of subjective experiences also allow the investigation of learners’ self-regulatory processes, including whether and how learners are willing to receive feedback and are seeking for feedback (cf. Hattie and Timperley, 2007). Overall, it appears to be a fruitful avenue for future research to investigate more parameters of subjective experiences (e.g., via think-aloud protocols or retrospective questions) and to integrate them into the feedback process.

Future research might also consider discussing further theoretical and practical aspects. For instance, while we referred to the feedback typology of Shute (2008), different categories of feedback types are used elsewhere (e.g., Wisniewski et al., 2020). Future research on and development of digital learning interventions could become more fruitful and comprehensible when taking into account such terminological differences and other issues that have been outlined as important (Rüth and Kaspar, 2017). Turning to more practically relevant aspects, previous works have discussed why and how testing can be an effective way of learning (see, e.g., Roediger and Karpicke, 2006; Roediger and Butler, 2011; Dunlosky et al., 2013). However, “students do use testing while learning, but results also suggest that they do not take full advantage of this effective study technique” (Dunlosky and Rawson, 2015b, p. 32). Hence, future studies could also provide more ecologically valid evidence on learners’ self-regulated learning with quiz apps. For instance, which quiz apps do students and teachers prefer and for what reason? What are the effects of using student- or teacher-developed versus curated question sets? Are guidelines being considered, for instance, on the formulation of multiple-choice questions (see, e.g., Azevedo et al., 2019)? In addition to the question of choosing the most effective feedback type, practical issues also include the impact of other components of quiz apps. Overall, more research is needed to understand the effects of different features of quiz apps on learners’ performance and on their subjective experiences.
The results of our studies indicate that KCRF and AIF similarly support the acquisition and retention of semantic knowledge. In this context, we can therefore not recommend the effort to add target-related information (AIF) to the standard feedback of quiz apps (KCRF). We also found that participants can focus on learning when using a quiz app in mobile settings, as indicated by the absolute item processing times. This is a crucial finding, suggesting that the use of quiz apps can foster (self-regulated) learning even in unsupervised learning settings. That participants did not perceive the quiz app as a particularly novel learning tool seems to be a negligible factor, since also in recent studies students reported to appreciate the (weekly) use of quizzes because they allowed them to receive regular feedback and to prepare for final examinations (e.g., Preston et al., 2020). Our results also indicate that the core functionality of quiz apps (without specific game-like features) is sufficient to elicit moderate to high game enjoyment and game preference. As shown by previous results, students rated the affective quality of quizzes higher compared to simulation games, and they rated the learning effectiveness and efficacy of quizzes higher compared to adventure games (Riemer and Schrader, 2015). Notably, participants in our studies used a quiz app in single player mode, while multiplayer modes might affect learning or motivational outcomes (see Abdul Jabbar and Felicia, 2015). Regarding the effectiveness of quiz apps for learning, students playing quiz games with more game-like features do not necessarily outperform students using less gamified quiz apps (Wang et al., 2016; Andzik et al., 2019; Sanchez et al., 2020). Moreover, some features such as music in quiz games might even distract students from learning (Andzik et al., 2019). It therefore seems worthwhile to consider that using a quiz app with core learning features may actually be more useful if the goal is to support student learning. More generally, testing was found to be more effective for learning than repeated exposure to learning material across learning conditions (e.g., frequency or timing of testing), learner characteristics (e.g., from preschool to adult age), learning materials (e.g., word pairs or general knowledge questions), and learning objectives (e.g., recognition or comprehension) according to meta-analyses (Rowland, 2014; Adesope et al., 2017) and reviews (Rawson and Dunlosky, 2012; Dunlosky et al., 2013). Against this background, our results emphasize that quiz apps effectively support learning via self-assessment in different settings and that even their core features can provide students a pleasant and game-like learning experience.
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**GENERAL CONCLUSION**

Corrective feedback of quiz apps (KCRF) and feedback that incorporated additional target-related information (AIF) were similarly beneficial to acquire and retain semantic knowledge in a quiz app. Learning by using the quiz app substantially increased learners' semantic knowledge in the short term and in the long term regardless of feedback type. These beneficial effects were found under controlled conditions in a lab and in an unsupervised mobile setting. Overall, quiz apps are valuable learning tools that can support remote and self-regulated learning.
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