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Electrically charged particles such as Electrons and Protons carry electric, \(E\), and magnetic, \(B\), fields. In addition to these fields, Quantum Mechanics (QM) endows these particles with an ‘arcane and spooky’ field — the wavefunction, \(\psi\). This wavefunction, \(\psi\), of QM is not only assumed to be separate but distinct from the electromagnetic field, \(A\). We herein upend this view by demonstrating otherwise. That is, we demonstrate that the four components ((\(\psi_0,\psi_1,\psi_2,\psi_3\)) of the Dirac wavefunction, \(\psi\), can be shown to not only be an intimate, but, a direct function of the electromagnetic field \((A_\mu)\) carried by the particle in question — i.e.: \(\psi = \psi(A_\mu)\). Insofar as unity, depth in our understanding and insight into both Dirac \([1, 2]\) and Maxwell \([3]\)’s equations as major pillars of Modern Physics, we believe that this work may very well inch us one-step-closer to the truth.

“Those who are not shocked when they first come across Quantum Theory cannot possibly have understood it.”

— Niels Henrik David Bohr (1885-1962)

1 Introduction

Attempts at finding a connection between the Dirac equation \([1, 2]\) and Maxwell’s equations of electrodynamics \([3]\) has been an on-going field of research (see e.g., Refs. \([4–6]\)). A similar attempt is made in the present. What makes the present attempt unique (see e.g., Electrodynamics \([3]\)) has been an on-going field of research than instructive, self-containment and completeness purposes. Thereafter in \(\S\), we give an exposition of the Maxwell-Proca \([9–13]\) theory in which process we obtain the much needed fourth component that allows us to finally link Maxwell’s equation to the Dirac equation. Having accomplished our mission, in \(\S\), we give a general discussion.

2 Maxwell’s equations

According to Maxwell \([3]\)’s legendary theory of electrodynamics, the electric, \(E\), and magnetic, \(cB\), fields generated from a (moving) charge \((qc)\) and current density \((J)\), these are governed by the following five equations:

\[
\nabla \cdot E = \mu c (qc), \quad (1a)
\]

\[
\nabla \cdot (cB) = 0, \quad (1b)
\]

\[
\nabla \times E + \frac{1}{c} \frac{\partial (cB)}{\partial t} = 0, \quad (1c)
\]

\[
\nabla \times (cB) - \frac{1}{c} \frac{\partial E}{\partial t} = \mu c J, \quad (1d)
\]

\[
0 = \frac{1}{c} \frac{\partial (qc)}{\partial t} + \nabla \cdot J. \quad (1e)
\]

We have written Maxwell \([3]\)’s equations \((1a-e)\) in such a manner that on the left handset we have the fields \((E, cB)\), and on the right, the sources \((qc, J)\). In addition to this, notice that, the fields \((E, cB)\) and sources \((qc, J)\) have the same dimensions — this we have done for our own convenient purposes and this will become clear as we go.

As is well known, the \((E, cB)\)-fields can be expressed in terms of the electromagnetic four vector potential, \(A_\mu\),
as follows:

\[
\begin{align*}
E &= -\nabla A_0 - \frac{\partial A}{\partial t}, \\
B &= \nabla \times A.
\end{align*}
\]

(2a)

(2b)

This electromagnetic four vector potential, \( A_\mu = (A_0, A) \), satisfies the Lorenz \([14]\) gauge condition:

\[
\partial^\mu A_\mu = \frac{1}{c} \frac{\partial A_0}{\partial t} + \nabla \cdot A = 0.
\]

(3)

In tensor form, Maxwell \([3]\)’s equations are such that:

\[
\begin{align*}
\partial^\mu F_{\mu\nu} &= \mu c J_\nu, \\
\partial_\alpha F_{\mu\nu} + \partial_\nu F_{\alpha\mu} + \partial_\mu F_{\alpha\nu} &= 0,
\end{align*}
\]

(4a)

(4b)

where:

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu,
\]

(5)

and written in full:

\[
[F_{\mu\nu}] = \begin{bmatrix}
0 & -E_1 & -E_2 & -E_3 \\
+E_1 & 0 & -cB_3 & +cB_2 \\
+E_2 & +cB_3 & 0 & -cB_1 \\
+E_3 & -cB_2 & -cB_1 & 0
\end{bmatrix},
\]

(6)

and: \( J_\mu = (\varrho c, J) \), is the four current with: \( \varrho \), and: \( J \), being the electrical charge and current densities respectively.

Written in terms of electromagnetic four vector potential, \( A_\mu = (A_0, A) \), under the Lorenz \([14]\) gauge condition \([\text{Eq. (3)}]\), the source coupled Maxwell \([3]\)’s equation \([\text{i.e., Eq. (1a,d)}]\) reduce to the following equation:

\[
\Box A_\nu = \mu c J_\nu,
\]

(7)

where:

\[
\Box = \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2},
\]

(8)

is the D’Alembert operator. All the above presented is standard material that is readily found in textbooks and this is also true for what we shall present in the next section. As stated, we are doing this for no more than instructive, self-containment and completeness purposes.

### 3 Dirac equation

For a particle whose rest-mass and wave-function are \( m_0 \) and \( \psi \) respectively, its Dirac equation is given by:

\[
[i \hbar \gamma^\mu \partial_\mu - m_0 c] \psi = 0,
\]

(9)

where:

\[
\gamma^0 = \begin{pmatrix}
I_2 & 0 \\
0 & -I_2
\end{pmatrix}, \quad \gamma^i = \begin{pmatrix}
0 & \sigma^i \\
-\sigma^i & 0
\end{pmatrix},
\]

(10)

are the \( 4 \times 4 \) Dirac gamma matrices \( (I_2 \text{ and } 0 \text{ are the } 2 \times 2 \text{ identity and null matrices respectively}) \) and \( \psi \) is the four component Dirac wave-function, \( \hbar \) is the normalized Planck constant, \( c \) is the speed of light in vacuum, \( i = \sqrt{-1} \) and:

\[
\psi = \begin{pmatrix}
\psi_0 \\
\psi_1 \\
\psi_2 \\
\psi_3
\end{pmatrix},
\]

(11)

is the Dirac \( 4 \times 1 \) four component wavefunction. Throughout this reading — unless otherwise specified — the Greek indices will be understood to mean: \( \mu, \nu, \ldots = 0, 1, 2, 3; \) and the lower case English alphabet indices: \( i, j, k \ldots = 1, 2, 3. \)

As is well know, ‘squaring’ the Dirac equation results in the KGE: \( \Box \psi = (m_0 c/\hbar)^2 \psi. \) In full vector form, this KGE is such that:

\[
\Box \begin{pmatrix}
\psi_0 \\
\psi_1 \\
\psi_2 \\
\psi_3
\end{pmatrix} = \left( \frac{m_0 c}{\hbar} \right)^2 \begin{pmatrix}
\psi_0 \\
\psi_1 \\
\psi_2 \\
\psi_3
\end{pmatrix}.
\]

(12)

In §(5 and 6), we shall make use of the full vector form of the KGE \([\text{i.e., Eq. (12)}]\).

### 4 Charged particle systems

We shall here assume that charged particles such as Electrons, Protons etc are described by Maxwell \([3]\) equations \([\text{i.e., Eq. (1)}]\). Further, we shall assume that the electrical charge distribution in space of these particles is such that:

\[
\nabla \varrho = 0.
\]

(13)

With these assumptions in place, we shall proceed to take the \textit{curl} of Eq. \((1c)\) and \((1d)\), and third — applying the \textit{vector identity}:

\[
\nabla \times \nabla \times V = \nabla (\nabla \cdot V) - \nabla^2 V,
\]

(14)

and lastly — making use of Eq. \((1a)\) and \((1b)\), one can show that:
From these two equations (15a,b), we shall generate KGEs for the \((E, \epsilon B)\)-fields.

### 4.1 Klein-Gordon equation

As stated above, our aim here is to convert the two Eqs. (15) into Klein-Gordon type equations for the \((E, \epsilon B)\)-fields. For this to be so, it is necessary to assume that the electrical field and currents produced by these charged particles as they travel in their local bound space are related by the following relation:

\[
\frac{1}{\epsilon} \frac{\partial J}{\partial t} = \frac{\sigma}{c^2} E,
\]

where: \(\sigma\), is the conductance [with the usual SI Units: \(\Omega^{-1}\), i.e., per Ohm] of space associated with the particle in question and \(\tau\) is some constant parameter with the dimensions of time. In the case of Electrons moving through a conductor, \(\tau\), is the usual mean time between collisions of the Electron with the lattice.

Now, in-order for us to obtain the KGE from Eqs. (15), we realise that if the current density where to be related to the \(E\)-field as follows:

\[
J = \frac{\sigma}{c^2} \int_0^\tau E \, dt = \frac{1}{\mu \epsilon} \left( \frac{m_0 \epsilon}{h} \right)^2 \int_0^\tau E \, dt.
\]

Substituting Eq. (17) into the two field Eqs. (15), we obtain:

\[
\Box E = \left( \frac{m_0 \epsilon}{h} \right)^2 E, \quad (18a)
\]

\[
\Box (\epsilon B) = \left( \frac{m_0 \epsilon}{h} \right)^2 (\epsilon B). \quad (18b)
\]

These Eqs. (18a,b), are indeed the KGE for the \((E, \epsilon B)\)-fields where:

\[
m_0 = \sqrt{\frac{\mu_0 \hbar^2}{c^2 \tau}}, \quad (19)
\]

is the nonzero mass of the particle in question and: \(h\) is Planck’s normalised constant. This system of equations [i.e., Eq. (18)] is not what we have in mind for the KGE that we want. For example, we want a KGE that a complex wavefunction that combines the \((E, \epsilon B)\)-fields into a single and unified system. We are going to seek such an equation in \(\S\) (4.1.1).

Before we move on to seek the KGE that we desire, it is important to notice that if we are to take the curl of Eq. (18), we obtain:

\[
\nabla \times J = -\left( \frac{\sigma}{c^2} \right) \epsilon B, \quad (20)
\]

and this Eq. (20) together with Eq. (17) are the London [15] system of equations used to explain the Meissner effect [16] in superconductivity. We are not going to explore this interesting observation in the present reading — perhaps in a future reading, we will do that. For the time being, we will keep our focus on what we hope to achieve herein and this is to demonstrate that Maxwell [3]’s equations can indeed be recast into the Dirac equation where the four components \((\psi_0, \psi_1, \psi_2, \psi_3)\) of the Dirac wavefunction are expressed in-terms of the electromagnetic four vector potential, \(A_\mu\).

### 4.1.1 Deterministic 3-vector KGE

Now, we move onto a part of what we seek and desire. To that end, one must realise that, for so long as the vectors \((E, \epsilon B)\) are real vectors, we can always define the Riemann-Weber-Silberstein (RWS) vector function \(\Psi\) (see e.g., Refs. [17–19]) which is such that:

\[
\Psi = \sqrt{\frac{c}{2\epsilon}} (E + i\epsilon B), \quad (21)
\]

where: \(\epsilon\), is the permittivity of space, and: \(\epsilon\), is in Classical Physics, the usual energy density of the \((E, \epsilon B)\)-fields, i.e.:

\[
\epsilon = \frac{1}{2} \mu E^2 + \frac{1}{2} B^2 = \frac{1}{2} \frac{m_0 \epsilon}{h} \left[ E^2 + (\epsilon B)^2 \right]. \quad (22)
\]

From the RWS vector function, \(\Psi\), we certainly and surely can write Eq. (18), in much more condensed and succinct manner as:

\[
\Box \Psi = \left( \frac{m_0 \epsilon}{h} \right)^2 \Psi. \quad (23)
\]

The imaginary number: \(i = \sqrt{-1}\), in Eq. (21) has been in-cooperated in-order to keep separate (and separable), the \((E, \epsilon B)\)-fields. In this way, one can easily recover the Maxwell [3]’s Eq. (2) from the resulting recasting by way of decomposing the real and imaginary parts of the recast set of equations.

In expanded form, the RWS-vector, \(\Psi\), is such that:

\[
\Psi = \sum_{k=1}^3 \psi_k \hat{e}_k = \psi_1 \hat{e}_1 + \psi_2 \hat{e}_2 + \psi_3 \hat{e}_3, \quad (24)
\]

where: \(\hat{e}_1, \hat{e}_2, \hat{e}_3\), are the unit vectors along the \(xyz\)-axis respectively, and the ‘space components’ \((\psi_1, \psi_2, \psi_3)\), of
the Dirac wavefunction, can now — via, Eq. (21), be related to the \((\varepsilon, cB)\)-fields as follows:

\[ \psi_k = \sqrt{\frac{\varepsilon}{2\epsilon}} (E_k + i\epsilon B_k), \quad (25) \]

and these vector components can be written in the de Broglie-Bohm polar form [20–23] as:

\[ \psi_k = R_k e^{i S_k / \hbar}, \quad \ldots \quad k = 1, 2, 3; \quad (26) \]

where: \((R_k, S_k)\) are well behaved (smooth, continuous, integrable and differentiable) real valued functions — with, \(|R_k|^2\), being the \(xyz\)-components of the quantum probability amplitude function — while the, \(S_k\)'s, are the \(xyz\)-components of the phase of the particle. From the foregoing, these functions \((R_k, S_k)\) are defined as follows:

\[ R_k = \sqrt{\frac{\varepsilon (E_k^2 + c^2 B_k^2)}{2\epsilon}}, \quad (27a) \]

\[ S_k = \hbar \tan^{-1} \left( \frac{c B_k}{E_k} \right). \quad (27b) \]

About these fields: \(\psi_k, \ i.e., \) as they are defined in Eq. (21, 22 and 25), notice that their norms are such that:

\[ 0 < \psi_k^* \psi_k < 1; \quad (28a) \]

\[ \Psi^* \cdot \Psi = 1. \quad (28b) \]

If, as is the case in Quantum Mechanics (QM), these norms are to represent the quantum probability measure, then, Eq. (28a) should be telling us that if the individual components, \(\psi_k\) are particles, they are not fully-fledged particles while Eq. (28b), is telling us that only the full set of the \(\psi_k\)'s form a fully-flighted particle system.

### 4.1.2 Non-deterministic 3-vector KGE

As they are given in Eq. (26), the wavefunctions, \(\psi_k\), are fully deterministic. We can introduce quantum indeterminacy into these wavefunctions by adding random variable quantum probability coefficients: \(w_k \in \mathbb{C}\), as follows:

\[ \psi_k = w_k \sqrt{\frac{\varepsilon}{2\epsilon}} (E_k + i\epsilon B_k) = R_k e^{i S_k / \hbar}. \quad (29) \]

These random variable quantum probability coefficients: \(w_k \in \mathbb{C}\), are such that:

\[ 0 < |w_k|^2 < 1. \quad (30) \]

In this new setting, the phases: \(S_k\), are deterministic and are still defined as in the case of the deterministic KGE [\(i.e.: \) in Eq. (27b), respectively], while the \(R\)-functions are (as a result of the introduction of the \(w\)-functions) now non-deterministic as they are now given by:

\[ R_k = |w_k| \sqrt{\frac{\varepsilon (E_k^2 + c^2 B_k^2)}{2\epsilon}}. \quad (31) \]

Written in the usual parlance of QM, the normalization conditions of the wavefunction(s) now become:

\[ 0 < \langle \psi_k | \psi_k \rangle < 1, \quad (32a) \]

\[ \langle \Psi | \Psi \rangle = 1. \quad (32b) \]

These normalization conditions have the same meaning as that given for Eq. (28).

### 5 Desideratum

As things stand at this present moment of our journey, what we thus far have managed to do with Maxwell [3]'s equations is to show that one can harness three wavefunctions \((\psi_1, \psi_2, \psi_3)\) that satisfy the same KGE that is satisfied by the four components \((\psi_0, \psi_1, \psi_2, \psi_3)\) of the Dirac equation. In-order for us to complete our journey of directly linking Maxwell [3]'s equations of electrodynamics with the Dirac [1,2] equation, we need to obtain — from within the confines and domains of Maxwell [3]'s system of equations, a way to generate the fourth component, \(\psi_0\). That is to say, what we have thus far is that:

\[ \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \end{pmatrix} = \left( \frac{m_0 c}{\hbar} \right)^2 \begin{pmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \end{pmatrix}, \quad (33) \]

where this equation is the same as Eq. (23), albeit, with the three wavefunctions \((\psi_1, \psi_2, \psi_3)\) now written in column vector form. In-order to obtain a four component KGE as Eq. (12), what we need is a fourth equation, namely:

\[ \Box \psi_0 = \left( \frac{m_0 c}{\hbar} \right)^2 \psi_0. \quad (34) \]

The logical, natural and sensible condition is that we are not to postulate it into existence because we need it, but we must harness it from within the framework of Maxwell [3]'s equations of electrodynamics. In-order for us to achieve this, let us have a look at the Maxwell-Proca theory and from its domains, seek this much needed Eq. (34).

### 6 Maxwell-Proca theory

In-order to generate our desired fourth component wavefunction, \(\psi_0\), we are going to make use of the Maxwell-Proca [9–13] theory of massive electrodynamics, \(i.e.: \)
\[ \partial^\mu F_{\mu\nu} + \kappa^2 A_\nu = \mu c J_\mu. \tag{35} \]

In its most basic form, Maxwell [3]'s theory is believed and is assumed to describe massless particles and this Eq. (35) is no more than Maxwell [3]'s original theory that has been supplemented with a mass term: \( \kappa^2 A_\nu \). This modification is usually used in theories that seek to endow the Photon with a nonzero mass. In the present case, we are using this theory to endow charged particles with a nonzero mass and the reason for this is simple: we know that the Electron and Proton are massive particles, so, if we are to come-up with a theory that hopes or purports to describe these particles, it — at least — must contain a nonzero mass term.

The idea that we are going to use originates from our on-going work [24–27] on massive Photons. We are not pursing the idea that we want. First, we shall write Eq. (35) in-terms of the electromagnetic four vector potential, \( A_\nu \), as follows:

\[ \Box A_\nu - \partial_\nu \partial^\mu A_\mu + \kappa^2 A_\nu = \mu c J_\mu. \tag{36} \]

Next, we shall introduce the following violation (see Refs. [24–27]) of the Lorenz [14] gauge:

\[ \partial^\mu A_\mu = \frac{1}{\varepsilon} \frac{\partial A_0}{\partial t} + \nabla \cdot A = \kappa \psi_0 \neq 0, \tag{37} \]

where of course, \( \psi_0 \), is our sought for fourth component of the Dirac wavefunction. With, the wavefunction no in-place, we want to the corresponding KGE for it. For, this, we introduce yet another gauge condition, namely:

\[ \partial_\nu \partial^\mu A_\mu = \kappa^2 A_\nu. \tag{38} \]

so that resultanty, the source couple Maxwell-Proca equations reduce to the usual massless source coupled field equation [i.e., Eq. (7)] under the Lorenz [14] gauge [i.e., Eq. (3)]. Taking the four divergence on both sides of Eq. (38) [and remembering to take into account Eq. (37)], we now obtain the desired KGE for, \( \psi_0 \), i.e.:

\[ \Box \psi_0 = \kappa^2 \psi_0. \tag{39} \]

In-order for Eq. (39) to be identical to our sought for Eq. (34), we must have that*:

\[ \kappa = \pm \frac{m_0 c}{\hbar} = \pm \frac{\mu \sigma}{\tau}. \tag{40} \]

This Eq. (40) completes our mission as this allows us to obtain our desired KGE for, \( \psi_0 \).

7 Discussion

At any rate imaginable, we have herein demonstrated that the usual four components \( (\psi_0, \psi_k) \) of the Dirac wavefunction, \( \psi \), can be shown to not only be an intimate, but, a direct function of the electromagnetic field \( (A_\mu) \) that define the particle carrying this field. In summary, these four components are defined in terms of, \( A_\mu \), as follows:

\[ \psi_0 = \frac{\omega_0}{\kappa} \left( \frac{\partial^\mu A_\mu}{\kappa} \right) = R_0 e^{\iota S_0/\hbar}, \tag{41a} \]

\[ \psi_k = \frac{\omega_1}{\kappa} \sqrt{\frac{\varepsilon}{2\varepsilon}} \left( E_k + \iota \varepsilon B_k \right) = R_k e^{\iota S_k/\hbar}. \tag{41b} \]

Since according to Eq. (2), the \( (E, \varepsilon B) \)-fields are defined in-terms of \( A_\mu \), it follows that as claimed: \( \psi = \psi(A_\mu) \).

For these four components \( (\psi_0, \psi_k) \), we have herein set that they satisfy the following normalization conditions:

\[ 0 < \langle \psi_0 | \psi_0 \rangle < 1, \text{ and } 0 < \langle \psi_k | \psi_k \rangle < 1, \tag{42} \]

the meaning of which is that, these components \( (\psi_0, \psi_k) \) are not fully-fledged and independent particles. It is only when they are acting and interaction together as four components that they form a fully-fledged particle and this is expressed by requiring that they meet the full normalization condition of QM, namely:

\[ \langle \psi | \psi \rangle = 1. \tag{43} \]

In-closing, we must say that: insofar as unity, depth in our understanding and insight into both Maxwell [3]'s equations and the Dirac [1,2] equation as one of the two major pillars of Modern Physics, we believe that this rather subtle demonstration, may very well inch us one-step-closer to the truth of ‘What is the meaning of the Dirac equation?’ . We shall not say anything further but leave the reader to excogitate and ponder on the meaning of what is presented herein.

References

1. P. A. M. Dirac. The Quantum Theory of the Electron. Proc. Roy. Soc. (London), A117(778):610–612, Feb. 1928.
2. P. A. M. Dirac. The Quantum Theory of the Electron II. Proc. Roy. Soc. (London), A118(779):351–361, Mar. 1928.
3. J. C. Maxwell. A Dynamical Theory of the Electromagnetic Field. Phil. Trans. Royal Soc., 155:459–512, 1 Jan. 1865.
4. M. Batyia. Dirac Equation and Electron Internal Structure. Int. J. Theo. & Math. Phys., 9(2):51–54, 2019.
5. Richard P. Bocker and B. Roy Frieden. A New Matrix Formulation of the Maxwell and Dirac Equations. Helikon, 4(12):e01033, Dec. 2018.
6. A. Gsponer. On the “Equivalence” of the Maxwell and Dirac Equations. *Int. J. Theo. Phys.*, 41(4):689–694, 2002.

7. O. Klein. Quantentheorie und fünfdimensionale Relativitäts-theorie. *Zeitschrift für Physik*, 37(12):895–906, Dec. 1926.

8. W. Gordon. Der Comptoneffekt nach der Schrödingerschen Theorie. *Zeitschrift für Physik*, 40(1):117–133, Jan. 1926.

9. A. Proca. Théorie non Relativiste des Particules a Spin Entire. *Journal de Physique et Le Radium*, VII(9):61–66, 1938.

10. A. Proca. Sur la théor du Positron. *Comptes Rendus Hebdo*, 202:1366–1368, 1936.

11. A. Proca. Sur la Théorie du Positron. *Comptes Rendus (Acad. Sci., Paris)*, 203:709–711, 1936.

12. A. Proca. Sur la Théorie Ondulatoire des Électrons Positifs et Négatifs. *J. Phys. Radium, Ser. VII*, 7(8):347–353, 1936.

13. A. Proca. Sur la Photons et les Particules Charge Pure. *Comptes Rendus (Acad. Sci., Paris)*, 203(1):709–711, 1936.

14. L. Lorenz. On the Identity of the Vibrations of Light with Electrical Currents. *Phil. Mag.*, 34:287–301, 1867.

15. The Electromagnetic Equations of the Supraconductor. *Proceedings of the Royal Society of London. Series A - Mathematical and Physical Sciences*, 149(866):71–88, Mar. 1935.

16. W. Meissner and R. Ochsenfeld. Ein neuer Effekt bei Eintritt der Supraleitung. *Die Naturwissenschaften*, 21(44):787–788, Nov. 1933.

17. C. T. Sebens. Electromagnetism as Quantum Physics. *Foundations of Physics*, 49(4):365–389, Mar. 2019.

18. M. K.-H. Kiessling and A. S. Tahvildar-Zadeh. On the Quantum-Mechanics of a Single Photon. *Journal of Mathematical Physics*, 59(11):112302, Nov. 2018.

19. I. Bialynicki-Birula. Photon Wave Function. In *Progress in Optics*, pages 245–294. Elsevier, 1996.

20. D. Bohm. A Suggested Interpretation of the Quantum Theory in Terms of ‘Hidden Variables’ I. *Phys. Rev.*, 84(2):166–179, Jan. 1952.

21. D. Bohm. A Suggested Interpretation of the Quantum Theory in Terms of ‘Hidden Variables’ II. *Phys. Rev.*, 85(2):180–193, Jan. 1952.

22. L. V. P. R. de Broglie. The Double Solution Theory, a New Interpretation of Wave Mechanics. *Journal de Physique*, 1927.

23. L. V. P. R. de Broglie. Ondes et mouvements. *Collect. Phys. Math.*, 1, 1926.

24. G. G. Nyambuya. On a New Testable Theory of Massive Photons (I) — On a Modified Planck Radiation Law. *Researchgate*, Dec. 2020.

25. G. G. Nyambuya. New Testable Theory of Massive Photons (II): Modified Stefan-Boltzmann Law. *Researchgate*, 2021.

26. G. G. Nyambuya. Light Speed Barrier as a Cosmic Curtain Separating the Visible and Invisible Worlds. *Prespacetime Journal*, 8(1):115–125, 11 Feb. 2017.

27. G. G. Nyambuya. Gauge Invariant Long Range and Long Lived Massive Photons. *Journal of Modern Physics*, 5(17):1902–1909, Nov. 2014.