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ABSTRACT

A real-time COVID-19 detection system is an utmost requirement of the present situation. This article presents a chest X-ray image-based automated COVID-19 detection system which can be employed with the RT-PCR test to improve the diagnosis rate. In the proposed approach, the textural features are extracted from the chest X-ray images and local binary pattern (LBP) based images. Further, the image-based and LBP image-based features are jointly investigated. Thereafter, highly discriminatory features are provided to the classifier for developing an automated model for COVID-19 identification. The performance of the proposed approach is investigated over 2905 chest X-ray images of normal, pneumonia, and COVID-19 infected persons on various class combinations to analyze the robustness. The developed method achieves 97.97% accuracy (acc) and 99.88% sensitivity (sen) for classifying COVID-19 X-ray images against pneumonia infected and normal person’s X-ray images. It attains 98.91% acc and 99.33% sen for COVID-19 X-ray against the normal X-ray classification. This method can be employed to assist the radiologists during mass screening for fast, accurate, and contact-free COVID-19 diagnosis.

1. Introduction

The Severe Acute Respiratory Syndrome (SARS) related viruses come under the coronavirus family [1]. A recently found coronavirus of this family is known as Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2). It becomes a pandemic disease termed as coronavirus infectious disease 2019 (COVID-19) [2]. It was originated due to an unknown cause in Wuhan city, province of China, at the end of 2019 and spread rapidly throughout the globe [3,4]. The primary diagnosis method for COVID-19 is a real-time reverse transcription-polymerase chain reaction (RT-PCR), which is widely used throughout the world. In the RT-PCR test, the complementary DNA (cDNA) is obtained using the reverse transcriptase process. After that, the PCR process is performed in three steps namely, denaturation, annealing, and elongation [5]. The COVID-19 disease is highly transmissible due to direct-indirect association in the social circle and long duration sustainability of virus on different objects. Mostly, the SARS-COV-2 virus enters in human-body through the nose and mouth and retains there, which increases the viral load rapidly. Due to continuous respiration, it reaches the lungs and affects the respiration process. Therefore, symptoms can be observed in lungs [6]. The chest X-ray and computed tomography (CT) scan-based radiological imaging methods are extensive factors in early diagnosis [7].

The deep neural network model CoroNet is proposed for classifying pneumonia, COVID-19, and normal cases with 89.6% accuracy [8]. Another deep neural network model COVID-Net is designed in [9] and other methods are also proposed [10]. Some researchers have used the ultrasound technique to monitor the COVID-19 positive patients [11]. The chest CT scans are used for ensemble support vector machine-based model development for COVID-19 detection [12]. Another CT image-based methodology for COVID-19 detection is developed using a deep network in which segmentation is applied to select the infected lungs region [13]. The texture descriptor of chest X-ray image based COVID-19 identification method is presented with 0.8889 F1 score in [14]. Recently, a fusion of multiple classifiers based method is developed for COVID-19 detection using X-ray images [15]. An autoregressive-moving-average based COVID-19 cases prediction method is developed in [16].
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1.1. Need of research

The diagnostic duration of the COVID-19 is a crucial factor as the viral load increases rapidly inside the human body. The RT-PCR test takes nearly four dedicated hours to detect the COVID-19. It increases up to 10–12 h as per the time taken in the sample collection and availability of the laboratory. The accessibility of the RT-PCR test and getting final results are the key parameters to begin the treatment. Therefore, a fast and accurate diagnosis for COVID-19 is of the utmost importance. The sensitivity of RT-PCR test is very low (nearly 65%) and high miss-detection is observed. However, the symptoms of COVID-19 are noticed in different radiological examinations [17,18]. Therefore, the radiological observations are crucial and can overcome the limitations of RT-PCR test [19]. The availability of radio images of COVID-19 patients, pneumonia patients, and healthy persons is highly unbalanced [20].

The process of X-ray imaging is very fast, contact-free, and easily available in most countries [21,22]. Therefore, an X-ray based highly accurate automated system with high sensitivity is needed to control the present COVID-19 pandemic. Most of the proposed models are based on neural network and deep learning, which require large size dataset to get good accuracy and sensitivity. Therefore, an X-ray image features based method is required to overcome the issue of large data availability, complete dependency on RT-PCR test, and time consuming CT scan process. Moreover, availability of X-ray imaging facilities are more in remote areas as compared to the CT scan. The X-ray process can be helpful in diagnosing and controlling of COVID-19 pandemic.

In this paper, an image texture-based features are investigated, and a method is proposed to distinguish X-ray images of SARS-COV-2 patients from normal persons and pneumonia patients. In the present work, texture-based features, various image-based entropy features, co-occurrence matrix, and local binary pattern [23] are studied extensively. Based on these features, a support vector machine (SVM) classifier is employed to design an automated method for COVID-19 detection with respect to normal and pneumonia patients. The suitable kernel features of SVM are selected to achieve high sensitivity and accuracy.

The rest of the paper is organized as follows. The proposed method for COVID-19 detection is detailed in Section-2. Section-3 describes the dataset and experimental setup. Results and discussion are explained in Section-4. Finally, the overall article is concluded in Section-5 with possible future work.

2. Approach for COVID-19 detection

The pictorial representation of the proposed approach is shown in Fig. 1. The proposed approach is developed for COVID-19 detection using chest X-ray images. The sample chest X-ray images are also shown in Fig. 1. In this method, first, the textual features are extracted from the chest X-ray images which are termed as image-based features. Second, the local binary patterns (LBPs) [23] of the chest X-ray images are obtained. The same set of features are extracted from LBPs and termed as LBP-based features. Further, these features are combined to obtain the combined feature set. Thereafter, the extracted features are normalized and ranked. Then, a subset of feature vector is selected from the ranked features. Finally, the support vector machine (SVM) classifier is employed for COVID-19 detection.

2.1. Local binary pattern (LBP)

The LBP [24] is computed from the chest X-ray image which is an effective texture descriptor. It incorporates the local pixel intensities information in a binary coded decimal value. The LBP [24] is computed from the chest X-ray image which is an effective texture descriptor. It incorporates the local pixel intensities information in a binary coded decimal value. It has been widely used in texture-based applications as it characterizes the local variation in gray levels [23].

2.2. Features

The gray-level co-occurrence matrix (GLCM), entropy-based features, zernike phase and amplitude, Hu’s moments, and fractal dimension (FD) are computed from chest X-ray and its LBP-images. These are briefly explained in section below.

2.2.1. GLCM features

It is a statistical method to examine the texture by considering the spatial relationship of pixels. Its elements are created by the relative number of times the gray level pair (c, d) occurs when pixels are separated by the distance (c, d) = (1, 0). For a m × n image, it can be defined as [25,26]:

\[ G_{ij}(c,d) = |(c,d) - (c+x,d+y)| : I(c,d) = j, I(c+x,d+y) = k \] (1)

The 29 textural features are extracted from the obtained GLCM of the chest X-ray image [26].

2.2.2. Entropy based features

The entropy-based features are also employed to measure the subtle variation in the textures. Three different entropy-based measures, namely Renyi entropy (RE), Yager entropy (YE), and Kapur entropy (KE), are utilized in the present work.

RE is defined as [27]

\[ RE = \frac{1}{1-A} \log_2 \sum_{j=0}^{A-1} h_i^j \] (2)

where A ≠ 1, and A > 0. The RE is a concentration measure parameter.
is also used to measure the concentration of time-frequency images [28, 29].

\[
YE = 1 - \frac{\sum_{i=2}^{P} |2h_i - 1|}{|P \times Q|}
\]  

(3)

where \( P \times Q \) denotes the size of image.

KE is defined as [27]

\[
KE = \frac{1}{B - A} \log \left( \frac{\sum_{s=0}^{R} a_{s}^{1} b_{s}^{1}}{\sum_{s=0}^{R} a_{s}^{2} b_{s}^{2}} \right)
\]  

(4)

where \( A \neq B, A > 0 \). Where \( g \) is number of gray levels of image. These entropy based features are widely applied for the analysis of images in the different applications such as glaucoma diagnosis in [23] and for the analysis of retinal health in [31]. These entropies have been previously found to be effective for human seizure detection [32, 33], for the analysis of retinal health in [31]. These entropies have been previously found to be effective for human seizure detection [32, 33], for the analysis of retinal health in [31]. These entropies have been previously found to be effective for human seizure detection [32, 33], for the analysis of retinal health in [31].

\[\begin{align*}
\text{Zernike amplitude} & = 6.52 \pm 3.24 \\
\text{Hu moment} & = 19.06 \pm 2.13 \\
\end{align*}\]

| Feature | Normal (%) | COVID-19 (%) |
|---------|------------|--------------|
|         | mn ± sd    | mn ± sd      |
| Fractal dimension | 2.24 ± 0.19 | 2.18 ± 0.03 |
| Hu moment 2 | 16.58 ± 0.90 | 19.06 ± 2.13 |
| Zernike amplitude | 6.52 ± 3.24 | 12.62 ± 7.48 |
| Hu moment 3 | 483.51 ± 110.4 | 650.23 ± 120.5 |
| Zernike Phase | -98.32 ± 81.04 | -20.54 ± 63.08 |
| Low gray level run emphasis | 1.34 ± 1.66 | 3.04 ± 1.32 |
| Variance | 3767.95 ± 684.66 | 2879.38 ± 1298.63 |
| Kurtosis | 2.35 ± 0.26 | 269 ± 0.84 |
| Renyi entropy | 5.63 ± 1.00 | 6.23 ± 1.23 |

| Feature | Normal (%) | COVID-19 (%) |
|---------|------------|--------------|
|         | mn ± sd    | mn ± sd      |
| Zernike phase | -16.82 ± 36.48 | -7.33 ± 73.70 |
| Hu moment 2 | 19.14 ± 0.981 | 20.03 ± 1.41 |
| Skewness | -0.14 ± 0.080 | -0.10 ± 0.17 |
| Hu moment 1 | 6.68 ± 0.023 | 6.69 ± 0.06 |
| Hu moment 4 | 27.18 ± 0.77 | 27.58 ± 1.54 |
| Fractal dimension | 2.61 ± 0.009 | 2.61 ± 0.02 |
| Variance | 7679.63 ± 302.97 | 7647.63 ± 483.51 |
| Hu moment 3 | 26.01 ± 1.03 | 26.53 ± 1.30 |
| Renyi entropy | 4.47 ± 0.476 | 4.54 ± 0.75 |
| Hu moment 7 | 54.61 ± 1.57 | 55.48 ± 2.66 |

\[|m| = \text{mean, } sd = \text{standard deviation.}\]

\[\text{Table 1}
\]

| Feature | Normal (%) | COVID-19 (%) |
|---------|------------|--------------|
|         | mn ± sd    | mn ± sd      |
| Fractal dimension | 2.24 ± 0.19 | 2.18 ± 0.03 |
| Hu moment 2 | 16.58 ± 0.90 | 19.06 ± 2.13 |
| Zernike amplitude | 6.52 ± 3.24 | 12.62 ± 7.48 |
| Hu moment 3 | 483.51 ± 110.4 | 650.23 ± 120.5 |
| Zernike Phase | -98.32 ± 81.04 | -20.54 ± 63.08 |
| Low gray level run emphasis | 1.34 ± 1.66 | 3.04 ± 1.32 |
| Variance | 3767.95 ± 684.66 | 2879.38 ± 1298.63 |
| Kurtosis | 2.35 ± 0.26 | 269 ± 0.84 |
| Renyi entropy | 5.63 ± 1.00 | 6.23 ± 1.23 |

\[\text{Table 2}
\]

| Feature | Normal (%) | COVID-19 (%) |
|---------|------------|--------------|
|         | mn ± sd    | mn ± sd      |
| Zernike phase | -16.82 ± 36.48 | -7.33 ± 73.70 |
| Hu moment 2 | 19.14 ± 0.981 | 20.03 ± 1.41 |
| Skewness | -0.14 ± 0.080 | -0.10 ± 0.17 |
| Hu moment 1 | 6.68 ± 0.023 | 6.69 ± 0.06 |
| Hu moment 4 | 27.18 ± 0.77 | 27.58 ± 1.54 |
| Fractal dimension | 2.61 ± 0.009 | 2.61 ± 0.02 |
| Variance | 7679.63 ± 302.97 | 7647.63 ± 483.51 |
| Hu moment 3 | 26.01 ± 1.03 | 26.53 ± 1.30 |
| Renyi entropy | 4.47 ± 0.476 | 4.54 ± 0.75 |
| Hu moment 7 | 54.61 ± 1.57 | 55.48 ± 2.66 |

shows higher values if the roughness of the texture is high [26].

2.3. Feature normalisation and selection

In this work, zero mean and unit standard deviation [41] is employed to normalize the extracted features. In the performance evaluation, all features do not provide the same discrimination capability. Therefore, the subset of features is selected from the normalized features. In the proposed work, we have employed ReliefF [42] feature selection method. Tables 1 and 2 tabulates first 10 features after feature selection.

2.4. Support vector machine (SVM)

The SVM classifier [43–45] is employed for classification with radial basis function (RBF) [46] as a kernel. Let there be D data points \( \{i_0, c_0\}_{i=0}^{D} \), where \( i_0 \in \mathbb{R}^p \) and \( c_0 \in \mathbb{R}^p \) are \( p \)th input data sample and corresponding class label, respectively. Further, the SVM classifier can be formulated as [47]:

\[
P(i) = \text{sign} \left[ \sum_{j=1}^{D} a_j c_j K(i, i_j) + b \right]
\]  

(10)

where \( a_j \) positive real constant, \( K(i, i_j) \) is a kernel function and \( b \) is a real constant.

In 10, \( K(i, i_j) \) is the RBF kernel function which is expressed as [47]:

\[
K(i, i_j) = \exp \left[ -\frac{||i - i_j||^2}{2\sigma^2} \right]
\]  

(11)

The kernel parameter, \( \sigma \), is varied from 0.5 to 3 with a step size of
The performance of the proposed approach is validated using 3-fold cross-validation [48]. Accuracy and sensitivity [49] are utilized as a measure of performance.

3. Dataset & experimental setup

3.1. Dataset

The dataset utilized in this work is obtained from Kaggle. It consists of chest X-ray images of 3 classes which are normal, pneumonia, and COVID-19 infected persons. All the images are in 1024 × 1024 resolution stored in portable network graphics (PNG) file format. There are 2905 X-ray images, of which 1341, 1345, and 219 images belong to normal persons, pneumonia-infected patients, and COVID-19 infected patients, respectively.

3.2. Experimental setup

To evaluate the performance of the proposed approach, the following experimental setup has been adopted in this paper:

3.2.1. Based on the features

In the proposed approach, the features are extracted from the chest X-ray images in the following three ways, such as:

1. Image-based features: The features are directly extracted from the chest X-ray images.
2. LBP-based features: The LBPs are obtained from the chest X-ray images. Thereafter, the features are extracted from the LBPs.
3. Combined features: The image-based and LBP-based features are combined to perform the experiments.

3.2.2. Based on the class

The database used in this work consists of three classes. To evaluate the performance of the proposed approach, the experimental set-up is organised as follows:

1. One-vs-One (OvO): In this experimental setup, binary classification is performed between the extracted features of any two classes while discarding the third class. For convention, normal class versus (vs) COVID-19 class, normal class vs Pneumonia class, and Pneumonia class vs COVID-19 class is denoted as N vs C, N vs P, and P vs C, respectively.
2. One-vs-All (OvA): In this experimental setup, the extracted features of any two classes are combined and treated as a single class. Thereafter, the binary classification is performed between the combined and remaining classes. Similar to OvO convention, the OvA classes are categorized as normal plus COVID-19 vs Pneumonia (NC vs P), normal plus Pneumonia vs COVID-19 (NP vs C), and normal vs Pneumonia plus COVID-19 (N vs PC).

4. Results & discussion

Potency of the proposed method is examined based on features for different class combinations. The number of features extracted from a single chest X-ray image via the image-based method, LBP-based method, and combined method are 42, 42, and 84, respectively. Thereafter, the subset of features is selected from the original feature vector by employing the feature selection method. In the proposed method, first 25 features are selected from the ranked original feature vector using the ReliefF feature selection method. Further, in the proposed approach, the ranked feature vector is fed to the SVM classifier for classification. The ranked image-based and LBP-based features for N vs C have been tabulated in Tables 1 and 2, respectively. From these tables, it is perceived that fractal dimension, Zernike amplitude, Zernike phase, Hu moment 2, and Renyi entropy are highly discriminatory as well as highly prioritized using ReliefF-based feature ranking method. Therefore, these features may contribute significantly to distinguish the COVID-19 class from other classes.

4.1. Effect of LBP on information enhancement

The use of features computed from LBP based images along with the features extracted from X-ray images enhances the texture-based information. Various features explained in section 2.2 are computed from LBPs of X-ray images. From Tables 1 and 2, it can be observed that FD computed from the LBPs of image has shown higher values as compared to the FD computed from the image without LBP. A higher mean value of FD indicates higher roughness of the texture. Hence, LBP is useful to increase the roughness of the texture which in turn improves the feature discrimination. Moreover, FD computed from the LBPs of image has shown lower values of standard deviation than FD computed from an image without LBP.

It can also be interpreted from Tables 1 and 2 that the RE computed from the LBP images is found lesser than the RE computed from X-ray images. Higher values of RE are an indication of a higher concentration of information in the textures. After applying the ReliefF based feature ranking method, it is observed that Renyi has achieved 9th position out of 42 features in LBP image based features while other entropy features are ranked lower position. Hence, RE computed from the LBP image show a lower concentration of information than RE computed without LBP. However, the standard deviation for RE computed from the LBP image is found lower than the direct computation of RE from the images.

The Hu moment-based features are applied for pattern recognition. The shape-related information in terms of spatial and intensity patterns is associated with the order of Hu moment. In Tables 1 and 2, it can be observed that the Hu moment 2 achieves a higher rank in both image-based features and LBP-based features for normal vs COVID-19 class. The mean values of Hu moment 2 are high for the LBP image as compared to the image-based computation. Moreover, the deviation is also high for the Hu moment 2 feature computed directly over the X-ray image than computed over the LBP-based X-ray image. In this way, it can be said that the LBP-based features are useful and can be applied to improve the distinguish behavior of the proposed methodology for COVID-19 identification.

4.2. Experimental results

Experimental results obtained for the proposed approach for different combination of classes are tabulated in Table 3 for experimental setup 1, i.e., OvO. The proposed approach achieves the classification acc of 99.04%, 92.60%, and 97.57% and sen of 99.55%, 95.07%, and 99.47% for N vs C, N vs P, and P vs C, respectively for image-based method. On the other hand, for the combined features, the proposed approach achieves classification acc of 98.91%, 94.19%, and 97.89% and sen of 99.33%, 94.55%, and 99.70% for N vs C, N vs P, and P vs C, respectively. The proposed method achieves high acc and sen while sen
Fig. 2. Classification performance for $N \leftrightarrow C$. (a) and (b) represent the plot of accuracy and sensitivity against the number of features for all three cases. (c) and (d) represent accuracy and sensitivity against the RBF sigma values.

Fig. 3. Classification performance for $P \leftrightarrow C$. (a) and (b) represent the plot of accuracy and sensitivity against the number of features for all three cases. (c) and (d) represent accuracy and sensitivity against the RBF sigma values.
of RT-PCR test is very less and showed miss-detections [18].

Fig. 2 represents the classification performance plot for N vs C experimental setup. The variation of acc and sen with respect to the number of features is shown in Fig. 2 (a) and (b), and it can be observed that the image-based features achieve the highest acc and sen using the first 15 features. The variation in the acc and sen with respect to the RBF sigma values can be observed in Fig. 2 (c) and (d). It can also be noticed that the RBF sigma value is best suited in the range of 1.7–2.0. For the RBF sigma value higher then 2.0, sen is reduced in all three combinations of feature sets. The plots for classification performance of P vs C are delineated in Fig. 3. For P vs C, the combined method achieves high acc and sen using 21 features. The RBF sigma value in the range 2.7–3 is best suited for getting high acc and sen.

Furthermore, the experiments have also been performed for OvA experimental setup. The classification performance for OvA is tabulated in Table 4. Fig. 4 shows the plot of the classification performance for all three cases. Fig. 4 (a) and (b) represent the plot of accuracy and sensitivity against the number of features for all three cases. Fig. 4 (c) and (d) represents accuracy and sensitivity against the RBF sigma values.

From Tables 3 and 4, it can be observed that the combined features provide better classification performance as compared to LBP-based features and image based features. Sen is a crucial parameter for reducing the misidentification and controlling the spread of the COVID-19 pandemic. By observing the sen values from Tables 3 and 4, it can be concluded that the combined approach provides better classification performance for the detection of COVID-19 cases. Very high sensitivity values such as 99.33%, 99.70%, and 99.88% are obtained for N vs C, P vs C, and NP vs C, respectively for combined feature setup. We have also computed the 3-class performance of the proposed approach. For the OvO setup, the average performance is computed by averaging the N vs P, P vs C, and N vs C. Similarly, in the OvA setup, the average has been taken for NP vs C, NC vs P, and N vs PC. The proposed method achieves a 3-class average classification acc of 97% and 95.08% for OvO and OvA experimental setup, respectively.

The proposed approach has also been compared with other existing methods for COVID-19 detection and shown in Table 5. It can be noticed from the comparison table that the proposed approach achieves better classification performance than the existing compared methodologies. The convolution neural network-based COVID-19 detection method achieved acc 96.78% for the two-class problem and 94.72% for three class problem. The deep neural network is applied for COVID-19 detection and attained the 98.08% acc for COVID-19 vs normal class and 87.2% acc for COVID-19 vs others. These methods require the availability of a larger dataset of COVID-19 X-ray images, which may be a significant issue. Other compared methods have been proposed mostly for COVID-19 vs normal class. Accomplishment of the proposed approach can be stated as follows:

1 Method achieves very high sen as well as acc for COVID-19 detection.
2 Significantly better classification performances than the state-of-the-art methods developed for COVID-19 detection.

### Table 4

| Type                | NC vs P acc (%) | NC vs P sen (%) | NP vs C acc (%) | NP vs C sen (%) | N vs PC acc (%) | N vs PC sen (%) |
|---------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Image-based features** | 91.88           | 94.55           | 98.11           | 99.70           | 92.67           | 98.88           |
| **LBP image-based features** | 90.64           | 93.84           | 96.54           | 99.66           | 92.36           | 92.77           |
| **Combined features** | 93.32           | 94.55           | 97.97           | 99.88           | 93.94           | 93.88           |

### Fig. 4

Fig. 4. Classification performance for NP vs C. Fig. (a) and (b) represent the plot of accuracy and sensitivity against the number of features for all three cases. Fig. (c) and (d) represents accuracy and sensitivity against the RBF sigma values.
COVID-19 detection in which the X-ray images can be uploaded from remote locations and fast results can be declared accurately. Moreover, the SARS-COV-2 virus load based study can be performed for infection severity level detection.
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