Quantum phases of hard-core bosons on 2D lattices with anisotropic dipole-dipole interaction
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By using an unbiased quantum Monte Carlo method, we investigate the hard-core Bose-Hubbard model on a square lattice with anisotropic dipole-dipole interaction. To study the effect of the anisotropy, dipole moments are assumed to be polarized in the x or y direction on the two-dimensional (2D) xy plane. To perform efficient simulations of long-range interacting systems, we use the worm algorithm with an O(N) Monte Carlo method. We obtain the ground-state phase diagram that includes a superfluid phase and a striped solid phase at half-filling as two main phases. In addition to these two main phases, we find a small region where there are multi plateaus in the particle density for small hopping amplitudes. In this region, the number of plateaus increases as the system size increases. This indicates the appearance of numerous competing ground states due to frustrated interactions. In our simulations, we find no evidence of a supersolid phase.
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I. INTRODUCTION

Since the experimental realization of a Bose-Einstein condensate (BEC) of $^{52}$Cr with a large permanent magnetic dipole moment [1], systems with the dipole-dipole interaction have attracted great interest. This is because long-range and anisotropic nature of the dipole-dipole interaction shows fascinating phenomena that are different from those of short-range and isotropic interactions. The observation of $d$-wave collapse of a $^{52}$Cr BEC is an interesting example [2]. More recently, a BEC of $^{168}$Er with a larger magnetic dipole moment has also been realized [3]. Furthermore, there are great experimental efforts toward the realization of a system of polar molecules with field-induced electric dipole moments [4, 5].

In previous theoretical and numerical works, novel quantum phases of dipolar bosons such as supersolid phases have been predicted in optical lattice systems [6, 7–24]. In particular, by recent quantum Monte Carlo simulations, supersolid phases have been found in the hard-core bosons on a square lattice [18] and a triangular lattice [19] with the dipole-dipole interaction. The Hamiltonian considered is given by

$$ H = -t \sum_{\langle i, j \rangle} \langle b_i^\dagger b_j + h.c. \rangle - \mu \sum_i n_i + \sum_{i<j} V_{ij} n_i n_j, $$

where $b_i^\dagger(b_i)$ is the bosonic creation (annihilation) operator on a site $i$, and $n_i$ is the particle number operator defined by $n_i = b_i^\dagger b_i$. The first, second and third term describe the kinetic energy with hopping amplitude $t$, the chemical potential, and the dipole-dipole interaction, respectively. More specifically, the dipole-dipole interaction $V_{ij}$ is given by

$$ V_{ij} = \frac{V \cdot (e_i \cdot r_{ij}) (e_j \cdot r_{ij})}{r_{ij}^3}, $$

where $r_{ij} = r_i - r_j$ is the relative position vector between sites $i$ and $j$, and $e_i$ is a unit vector of dipole moment on a site $i$. The strength $V$ of the dipole-dipole interaction is given by $V = \mu \mu_m^2/4\pi$ for a magnetic dipole moment $\mu_m = \mu_m e$ and $V = d^2/4\pi\epsilon_0$ for an electric dipole moment $d = de$. Here, $\mu_0$ and $\epsilon_0$ are the permeability and permittivity of vacuum, respectively. The authors of Refs. [18] and [19] have studied the case where dipole moments are uniformly perpendicular to the 2D plane, i.e., $e = (0, 0, 1)$. In such a case, the dipole-dipole interaction reduces to the purely repulsive one $V_{ij} = V/r^3$. Thus, the anisotropic nature of the dipole-dipole interaction is absent. When the dipole moments are tilted, the dipole-dipole interaction shows anisotropy with attractive interactions as well as repulsive ones. An interesting question is how the anisotropy changes the phase diagram and whether a supersolid phase is also found.

In this paper, we therefore simply consider the case where dipole moments are polarized in the $y$ direction on the 2D xy plane by an external uniform field in order to study anisotropic properties of the model. Since the unit vector of dipole moments is given by $e = (0, 0, 1)$ in this situation, the dipole-dipole interaction reduces to

$$ V_{ij} = \frac{V}{r^3} \left( 1 - \frac{3r_y^2}{r^2} \right), $$

where $r$ is an abbreviation of $r_{ij}$, and $r_y$ is the distance between two particles in the $y$ direction. Thus, the system has attractive long-range interactions in the $y$ direction and repulsive ones in the $x$ direction (Fig. 1). To investigate the system, we use the unbiased quantum Monte Carlo method based on the worm (directed-loop) algorithm [23, 24]. In our simulations, we treat systems of the size $N = L \times L$ with the periodic boundary condition. The lattice spacing is set to unity. To eliminate the effect of cutoff in long-range interactions, we employ the Ewald
summation method[28, 29]. In addition, we also adopt the $O(N)$ method[30] to perform efficient simulations of systems with long-range (but integrable) interactions.

\[
\langle \mathbf{W}^2 \rangle = T/4t, \quad S(k) = 1/N^2 \sum_{i,j} e^{i \mathbf{k} \cdot \mathbf{r}_{ij}} (\langle n_i n_j \rangle - \langle n_i \rangle^2) \quad \text{at a low temperature} \quad T/t = 0.05
\]

The paper is organized as follows. Section II presents the ground-state phase diagram in the grand-canonical ensemble. The phase diagram includes a superfluid phase and a striped solid phase at half-filling as two main phases. In addition to these phases, we find regions where multi plateaus appear at commensurate fillings in the particle density for small hopping amplitudes. In Sec. III we study finite-temperature transitions in the superfluid state and the striped solid state at half-filling. By performing finite-size scaling analysis, we reveal their universality classes and critical temperatures. Sec. IV describes the region where multi plateaus are observed in the particle density. Finally, in Sec. V we summarize our results.

II. GROUND-STATE PHASE DIAGRAM

Our main result is the ground-state phase diagram shown in Fig. 2(a). In the phase diagram for $t/V \gtrsim 0.62$, we find two phases, namely a superfluid (SF) phase and a striped solid (ST) phase at half-filling. The schematic configuration of the striped solid state is presented in Fig. 2(b). To detect each phase, we measure the particle density $\rho = 1/N \langle \sum_i n_i \rangle$, the superfluid stiffness $\rho_s = \langle W^2 \rangle T/4t$, and the structure factor $S(k) = 1/N^2 \sum_{i,j} e^{i \mathbf{k} \cdot \mathbf{r}_{ij}} (\langle n_i n_j \rangle - \langle n_i \rangle^2)$ at a low temperature $T/t = 0.05$. Here, $\langle \cdots \rangle$ indicates the thermal expectation value, $W = (W_x, W_y)$ is the winding number vector in the world-line representation[31], and $k$ is the wave vector. In the striped solid phase, the ordering wave vector is $k = (\pi, 0)$. In Fig. 3 we plot the physical quantities as a function of the chemical potential $\mu/V$ at $(t/V, T/t) = (0.62, 0.05)$. The physical quantities show clear jumps at boundaries between two different phases, suggesting first-order transitions. In 2D systems with isotropic repulsive dipolar interactions, there is a theoretical prediction that first-order transitions with a density change are forbidden due to the negative logarithmic-divergent surface tension between two phases[32]. In contrast, when dipole moments are pointin the 2D plane, the surface energy becomes non-negative, and, therefore, first-order transitions are allowed[33]. For smaller hopping amplitudes $t/V \lesssim 0.61$, we have found regions where multi plateaus appear in the particle density for finite systems. The regions are depicted as shaded regions in Fig. 2(a). We present the numerical results on these regions and discuss the results in Sec. V. In our simulation, we have found no evidence of a striped supersolid phase.

For small hopping amplitudes, the absence of a striped supersolid phase can be understood qualitatively by discussing its stability against domain-wall formations[12]. Although we consider the possibility of an interstitial-induced supersolid state in the following discussion, the same argument can also be applied to a vacancy-induced supersolid state because of the particle-hole symmetry. In Figs. 4(a) and (b), we present sketches of an interstitial-induced supersolid and domain-wall formation, respectively. We assume that the supersolid state is realized by Bose-Einstein condensation of interstitials on top of the striped solid[34, 35]. In both situations, particles with small density $\rho \sim 1/L$ are doped into the striped solid state at half-filling. We first consider the case of the classical limit $t = 0$. When we focus on interactions between doped particles, we notice that the energetic cost of the domain-wall formation in Fig. 4(b) is lower than that of the supersolid state in Fig. 4(a). This is because doped particles lower the energy by aligning in the attractive direction. In contrast, the interstitials in Fig. 4(a)
are interacting weakly, because they are far from each other. Even if we consider the effect of sufficiently small hopping amplitudes, we expect that doped particles still prefer the domain-wall formation because of the large energetic gain in the zero-th order of \( t \). Therefore, with doping of infinitesimal particle density, a supersolid state is expected to be unstable against the domain-wall formation for sufficiently small hopping parameters. When the hopping amplitude is increased, the situation is more complicated. This is because, when interstitials delocalize [Fig. 4(a)], the kinetic energy gain is only \( O(1) \). This causes a possibility that, for finite hopping amplitudes, the kinetic energy gain overcomes the loss in the zero-th order of \( t \), and, thus, the supersolid state becomes stable against the domain-wall formation. However, the absence of supersolid phase in our numerical results denies such a scenario in the present case.

III. FINITE-TEMPERATURE TRANSITIONS

In this section, we study finite-temperature transitions in the two main phases, namely ST phase and SF phase. By performing finite-size scaling analysis, we clarify their universality classes and critical temperatures. The results for ST phase and SF phase are presented in Sec. III A and Sec. III B respectively.

In this subsection, we study the finite-temperature transition to the ST phase. To this aim, we measure the Binder ratio \( g = 1 - \langle m^4 \rangle / \langle m^2 \rangle^2 \) as well as the structure factor \( S(\pi, 0) \). Here, \( m \) is the order parameter defined by \( m = 1/N \sum \langle \pi \rangle \). We plot the Binder ratio \( g \) and the structure factor \( S(\pi, 0) \) as a function of the temperature \( T/t \) at \( (t/V, \mu/V) = (0.62, -2.3) \) in Figs. 5(a1) and 5(b1) respectively. Both quantities take finite values at low temperatures in the ST phase. The critical temperature \( T_c \) is estimated as \( T_c/t = 0.580(5) \) from the crossing point of curves of \( g \) for different system sizes.

A. Striped solid phase at half-filling

We next study the finite-temperature transitions to the ST phase. The measured quantity is the correlation ratio \( C(L/2, 0)/C(L/4, 0) \) in the \( x \) direction. Here, \( C(r) \) is the off-diagonal (superfluid) correlation function defined by \( C(r) = \langle b_r b^0 \rangle \). Figure 4(a) shows the correlation ratio \( C(L/2, 0)/C(L/4, 0) \) as a function of the temperature \( T/t \) at \( (t/V, \mu/V) = (0.62, -2.6) \). We observe the merge of the data in the SF phase, which is characteristic of the Kosterlitz-Thouless(KT)-type superfluid. To es-

![FIG. 3](image-url) FIG. 3: (Color online) Particle density \( \rho \), structure factor \( S(\pi, 0) \), and superfluid stiffness \( \rho_s \) as a function of the chemical potential \( \mu/V \) at \( (t/V, T/t) = (0.62, 0.05) \). Dashed lines separate the whole region into three different phases, namely empty phase, SF phase, and ST phase.

![FIG. 4](image-url) FIG. 4: (Color online) (a) Possible interstitial-induced supersolid state that is realized by delocalization of doped particles (shaded circles) on the striped solid background (simple circles). (b) A domain-wall (dashed line) formed by doped particles. Wavy lines represent the attractive nearest-neighbor interactions between doped particles. Arrows of doped particles indicate hopping process.

B. Superfluid phase

We next study the finite-temperature transitions to the SF phase. The measured quantity is the correlation ratio \( C(L/2, 0)/C(L/4, 0) \) in the \( x \) direction. Here, \( C(r) \) is the off-diagonal (superfluid) correlation function defined by \( C(r) = \langle b_r b^0 \rangle \). Figure 4(a) shows the correlation ratio \( C(L/2, 0)/C(L/4, 0) \) as a function of the temperature \( T/t \) at \( (t/V, \mu/V) = (0.62, -2.6) \). We observe the merge of the data in the SF phase, which is characteristic of the Kosterlitz-Thouless(KT)-type superfluid. To es-

![FIG. 5](image-url) FIG. 5: (Color online) (a) Striped solid phase at half-filling. We successfully observe good data collapses that strongly supports our expectation.

![FIG. 6](image-url) FIG. 6: Results of our finite-size scaling analysis for \( g \) and \( S(\pi, 0) \).
FIG. 5: (Color online) (a1) and (b1) Binder ratio $g$ and structure factor $S(\pi, 0)$ as a function of the temperature $T/t$ at $(t/V, \mu/V) = (0.62, -2.3)$, respectively. (a2) and (b2) Finite-size scalings of $g$ and $S(\pi, 0)$, respectively.

IV. MULTI PLATEAUS IN THE PARTICLE DENSITY

In this section, we present numerical results for shaded regions shown in Fig. 2(a). In these regions, behaviors of the physical quantities are neither those of SF phase nor ST phase. To show it, we plot the particle density $\rho$ and the superfluid stiffness $\rho_s$ as a function of the chemical potential $\mu/V$ at a low temperature $T/t = 0.05$ in Fig. 7. The particle density $\rho$ shows multi plateaus at commensurate values and the number of plateaus increases as the system size increases. On the other hand, the superfluid stiffness $\rho_s$ is suppressed there and the value decreases rapidly as the system size increases. In the narrow regions between two adjacent plateaus (e.g. $\rho = 1/3$ and $3/8$ for $L = 24$), we have found that the system reaches different adjacent commensurate states according to initial states. This suggest that a direct transition occurs between two adjacent phases with commensurate fillings and there is little possibility of any phase with superfluidity. Unfortunately, we have found for larger system size than $L = 24$ that it is difficult to detect more plateaus clearly due to the presence of numerous metastable states.

FIG. 6: (Color online) Correlation ratio $C(L/2, 0)/C(L/4, 0)$ as a function of the temperature $T/t$ at $(t/V, \mu/V) = (0.62, -2.6)$. In the inset, the result of finite-size scaling plots is shown.

FIG. 7: (Color online) Particle density $\rho$ and superfluid stiffness $\rho_s$ as a function of the chemical potential $\mu/V$ at $(t/V, T/t) = (0.61, 0.05)$.

To reveal configurations of the commensurate states, we present snapshots of the particle configuration. Figures 8(a) and (b) show the results at plateaus $\rho = 1/3$ and $3/8$, respectively. The state at $\rho = 1/3$ has a striped structure with periodicity of 3 in the $x$ direction. To confirm it quantitatively, we have calculated $S(2\pi/3, 0)$ and $\rho_s$. These quantities are plotted as a function of the
temperature in Fig. 9. In the systems of $L=12, 18, \text{ and } 24$, the values of $S(2\pi/3, 0)$ are independent of the system sizes at low temperatures, whereas the value of superfluid stiffness $\rho_s$ decreases rapidly as the system size increases. (At higher temperatures $T/t \sim 0.3$, a SF phase may exist, because the value of superfluid stiffness $\rho_s$ does not vanish within the present system sizes.) This indicates that a striped solid state with periodicity of 3 is a possible ground state. However, it may change to the other commensurate state in larger systems at $\mu/V = -2.6$, because the width of plateau becomes smaller as the system size increases. The striped solid order is mainly caused by the next-nearest-neighbor repulsion in the $x$ direction. Similarly, the snapshot of the state at $\rho = 3/8$ also shows almost striped structure and can be well explained by mixture of stripes with periodicity of 2 or 3 in the $x$ direction. The appearance of the striped state at $\rho = 3/8$ is due to the competition of the nearest-neighbor and next-nearest-neighbor repulsions in the $x$ direction. This competition implies emergence of numerous striped states with different combinations of the periodicity 2 and 3 in large systems, and, thus, gives rise to corresponding plateaus in the density particle. From the present data, it is impossible to determine whether, in the thermodynamic limit, it results in an infinite sequence number of commensurate phases (devils staircase) or incommensurate phases because of the strong system size dependence. For the same reason, the precise phase boundaries remain unclear. Therefore, we simply denote it as the shaded region in the ground-state phase diagram [Fig. 2(a)].

![FIG. 8: (Color online) (a) and (b) Snapshots of particle configurations in a real space at plateaus $\rho = 1/3$ and $\rho = 3/8$, respectively. The parameters are chosen at ($L, t/V, \mu/V, T/t$) = (24, 0.61, -2.6, 0.05) and (24, 0.61, -2.575, 0.05), respectively. Each site is denoted as a square. Open and blue squares indicate empty and occupied sites, respectively. Both snapshots show almost striped structures with defects that derive from quantum and thermal fluctuations.](image)

![FIG. 9: (Color online) Structure factor $S(2\pi/3, 0)$ and superfluid stiffness $\rho_s$ as a function of the temperature $T/t$ at $(t/V, \mu/V) = (0.61, -2.6)$.](image)

V. SUMMARY

We have investigated the hard-core Bose-Hubbard model on a square lattice with fully anisotropic dipole-dipole interaction by using unbiased quantum Monte Carlo method. The ground-state phase diagram includes a superfluid phase and a striped solid phase at half-filling as two main phases. Furthermore, for small hopping amplitudes, we observe small regions where there are multi plateaus at commensurate fillings for finite systems. In the present case, a striped supersolid phase does not appear because of the strong attractive interactions in the $y$ direction. Such a striped supersolid phase might be observed in other cases such as negative $V$ or a different direction of dipole moments.
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