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To be suitable for film-quality animation, rigs for character deformation must fulfill a broad set of requirements. They must be able to create highly stylized deformation, allow a wide variety of controls to permit artistic freedom, and accurately reflect the design intent. Facial deformation is especially challenging due to its nonlinearity with respect to the animation controls and its additional precision requirements, which often leads to highly complex face rigs that are not generalizable to other characters. This lack of generality creates a need for approximation methods that encode the deformation in simpler structures. We propose a rig approximation method that addresses these issues by learning localized shape information in differential coordinates and, separately, a subspace for mesh reconstruction. The use of differential coordinates produces a smooth distribution of errors in the resulting deformed surface, while the learned subspace provides constraints that reduce the low frequency error in the reconstruction. Our method can reconstruct both face and body deformations with high fidelity and does not require a set of well-posed animation examples, as we demonstrate with a variety of production characters.
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1 INTRODUCTION

Film-quality character rigs rely on a complex hierarchy of procedural deformers, driven by a large number of animation controls, that map to the deformation of the vertices of a character’s surface mesh. Because the characters are subject to high aesthetic standards, and the rigs are the primary means by which the animators interact with them, the rigs themselves have strict performance requirements: the character’s skin must behave predictably and precisely over the entire range of control, which for animated characters can be extreme because of the caricatured design and motion.
Rigs for facial animation typically have much more complex behavior than body rigs, and require additional precision due to their importance in conveying the most crucial aspects of communication and expression. To offer artistic freedom, the face rig is usually a complex structure containing a large number of numerical controls. Unlike the joint-based controls commonly used for a character’s body, these numerical controls are globally defined and cooperatively influence the transformation of each vertex, making facial deformation highly nonlinear and expensive to compute.

In production itâ€™s often desirable to reuse the same rig behavior for different purposes in different environments. For example, transferring the rig to a simulation application for crowd simulation, to a game engine for VR production, or to a renderer for render-time manipulation. Unfortunately itâ€™s often not viable to take the original rig to other packages because a visually-matching reimplementation is required per deformer per package. Similarly, simulation-based rigs (e.g. muscle systems) provide complex behavior that is desirable in many production situations, but their lack of interactive response discourages their adoption. These issues can be addressed by a rig approximation method if it has the following characteristics: simple universal structure, high accuracy and good performance. A neural network approach automatically meets the first requirement, as the same network can approximate varying non-linear functions with different sets of weights. Neural networks can also provide benefits with batch evaluation. For example crowd characters, which can often reuse the same nonlinear deformation with different scaling factors, can be batch evaluated if driven by a neural network. Much of the work in this area – on moving from the typical rig deformer “stack” to a neural representation – has focused on run-time performance e.g. [Bailey et al. 2018].

In contrast, our work directly addresses the importance of accuracy as experienced in the film production environment. In this paper we introduce a new learning-based solution to accurately capture facial deformation for characters using differential coordinates and a network architecture designed for that space. Similar to other work, we assume that the deformation has both a linear and a nonlinear component that can be separated. The linear deformation is not the focus of this paper since its contribution to facial deformation is limited and many linear skinning solutions have been proposed [Kavan et al. 2008; Kavan and Zára 2005]. Instead, we focus on learning the nonlinear component, which applies equally well to both face and body rig approximation, as we show in our results.

At run-time our method takes as input animation controls defined as a set of artist-level rig parameters, and computes the deformation as vertex displacements from the rest pose. During the offline training process, we use vectorized features generated from rig parameters, and labels are differential coordinates calculated from the localized nonlinear deformation of the original rig. The differential coordinates have the advantages of a sparse mesh representation and embedded neighbor vertex information, which contribute to the learning of local surface deformation. However, the transformation between coordinates is ill-conditioned and non-invertible, and so we introduce a separate subspace to improve the conditioning of the reconstruction. This subspace is determined by artist-specified “anchor points”, selected from the original mesh at features that are significant to the character’s expressive ability. Our method conducts separate subspace training to learn how these anchor points deform using a split network structure.

We qualitatively and quantitatively evaluate our method on multiple production-quality facial rigs. Experimental results show our method can predict accurate facial deformation with minimal visual difference from the ground truth. We show our method extends to body deformation where it compares favorably with existing solutions. Additionally, we show how using anchor points improves the reconstruction by reducing the low frequency error introduced in the differential training.

2 RELATED WORK

2.1 Skinning and Rigging

Skinning techniques can be roughly divided into physics-based [Kim et al. 2017; Si et al. 2014], example-based [Loper et al. 2015; Mukai and Kuriyama 2016], and geometry-based methods. We focus here on geometry-based solutions due to their computational efficiency and simplicity. One of the most widely used techniques is linear blend skinning (LBS) [Maguenat-Thalmann et al. 1988], where a weighted sum of the skeletonâ€™s bone transformations is applied to each vertex. Advances in this technique include dual quaternion skinning (DQS) [Kavan et al. 2008], spherical blend skinning [Kavan and Zára 2005] and optimized centers of rotation skinning [Le and Hodgins 2016]. Although these methods are computationally efficient for computing linear deformation, they do not handle nonlinear behaviors such as muscle bulging and twisting effects. Improving on this, Merry et al. [2006] and Wang et al. [2002] introduce more degrees of freedom for each bone transformation through additional skin weights, which can be acquired by fitting example poses. Other approaches designed to address these issues include pose space deformation [Lewis et al. 2000; Sloan et al. 2001], cage deformation [Jacobson et al. 2011; Joshi et al. 2007; Ju et al. 2005; Lipman et al. 2008], joint-based deformers [Kavan and Sorkine 2012], delta mush [Le and Lewis 2019; Mancewicz et al. 2014] and virtual/helper joints methods [Kavan et al. 2009; Mukai 2015; Mukai and Kuriyama 2016]. Wang et al. [Wang et al. 2007] introduce a rotational regression model to capture nonlinear skinning deformation, which optimizes the deformation of all vertices simultaneously using the Laplace equation. An iterative optimization [Sorkine and Alexa 2007] is proposed to approximate nonlinear deformation by alternating surface smoothing and local deformation. All of these methods require additional computational cost for nonlinear components and are primarily focused on body deformation, leaving facial deformation largely unaddressed.

2.2 Facial Rig and Deformation

In contrast to body rigs that are defined by bones and joints, facial rigs often include hundreds of animation controls represented by numerical values which control the nonlinear transformation of each vertex. These animation controls are globally defined and widely used in blendshapes [Lewis et al. 2014; Lewis and Anjyo 2010] to achieve realistic facial animation for production. Prior work focused on editing data-driven facial animation [Deng et al. 2006; Joshi et al. 2006] or providing intuitive control [Lau et al. 2009; Lewis and Anjyo...
2.3 Learning-based Deformation

There has been increasing interest in using learning-based solutions to replace traditional deformation algorithms. Previous work such as [Lewis et al. 2000] utilize a support vector machine to learn mesh deformation given a set of poses. [Tan et al. 2018a,b] propose mesh-based autoencoders to learn deformation from a latent space. Based on their work, [Gao et al. 2018] put forward a solution to transfer shape deformation between characters with different topologies using a generative adversarial network. Luo et al. [2018] propose a deep neural network solution to approximate nonlinear elastic deformation, combining this with simulated linear elastic deformation to achieve better results. Liu et al. [2019] use graph convolutional networks to predict the skin weight distribution for each vertex, resulting in a trained network that can be applied to different characters given their mesh data and rigs. Relevant to our work is [Bailey et al. 2018], where multiple neural networks are used to approximate the rig’s nonlinear deformation components under the assumption that each vertex is associated with a single bone. For each bone, they train a network to predict the offset of each associated vertex. Three unaddressed issues that motivate our work are: (1) the deformation of a vertex is often influenced by multiple bones, with no single bone as the prominent influence, (2) the deformation can be determined by numeric controls (as in face rigs) and (3) associating bones with disjoint sets of vertices can introduce discontinuities at set boundaries.

2.4 Subspace Deformation and Model Reduction

Subspace model reduction techniques are commonly used to solve nonlinear deformation in real-time applications. Instead of evaluating the complete mesh, subspace models compute the deformation of a low dimensional embedding on the fly and project it back to the entire space. Subspace deformation was originally used in early simulation work [Pentland and Williams 1989], which uses a subspace spanned by the low-frequency linear vibration modes to represent the deformation. To augment the linear model and handle non-linearities, Krysl et al. [2001] propose the empirical eigenvectors subspaces using principal component analysis (PCA) for finite element models. Summer et al. [2007] use graph structure to represent deformations as a collection of affine transformations for shape manipulation. An et al. [2008] introduces subspace forces and Jacobians associated with subspace deformations for simulation. Barbić et al. [2005] observe that the reduced internal forces with linear materials are cubic polynomials in reduced coordinates, which could be precomputed for efficient implicit Newmark subspace integration. For deformation-related model reduction, Barbić et al. [2012] propose a method for interactive editing and designing of deformable object animations by minimizing the force residual objective. Wang et al. [2015] design linear deformation subspaces by minimizing a quadratic deformation energy to efficiently unify linear blend skinning and generalized barycentric coordinates. Building on these works, a recent hyper-reduced scheme [Brandt et al. 2018] uses two subspaces to achieve real-time simulation, one for constraint projections in the preprocessing stage and the other for vertex positions in real-time. Close to our work is Meyer et al. [2007], who propose the Key-Point Subspace Acceleration (KPSA) and caching to accelerate the posing of deformable facial models. The idea of using key points for reconstruction is analogous to the anchor points in our case. However, their method, like other subspace techniques, relies on high quality animation prior examples to compute the embedding of the subspace.

Compared with previous work, the advantages of our method are: (1) it can reconstruct both face and body deformation with high accuracy, (2) it can take different types of animation controls as input, (3) it does not require a particular set of well-posed animation priors and (4) it provides a simple universal structure for cross-platform real-time evaluation.

For the rest of the paper, we first review the preliminaries of differential coordinates in Section 3.1. We then describe our training pipeline (Section 3.2), including the vectorization from input animation controls, the acquisition of nonlinear deformation from existing poses, network structures and reconstruction. We introduce the implementation details in Section 3.3, and we describe our experiments, evaluate the training results, compare with existing solutions in Section 4. Finally, Section 5 discusses limitations and future work.

3 METHOD

Our model approximates the nonlinear deformation in a character rig. The linear deformation can be simply represented with linear blend skinning, so it’s not our focus here. For a given mesh in rest pose, our model takes animation controls defined by a set of rig parameters as inputs, and outputs the non-linear deformation of the mesh. Fig. 2 shows our training pipeline. To process the training data, we first vectorize the input rig parameters and extract the nonlinear deformation represented by vertex displacement from the corresponding deformed mesh. Then we convert the nonlinear deformation into differential coordinates (δ space), where we learn localized shape information and map the rig controls to it. However, we cannot directly reconstruct the mesh surface from differential coordinates since the transformation is ill-conditioned. We conduct a separate subspace learning on a group of anchor points selected from the original mesh, for which we learn deformation in local coordinates and use them as constraints for reconstruction.

3.1 Preliminary

Let $M \in \{V,E\}$ be a mesh with $n$ vertices, $V \in \mathbb{R}^{n \times 3}$. Each vertex $\mathbf{v}_i \in V$ is represented using absolute Cartesian coordinates and $E$ represents the set of edges. The Laplacian operator $L$ is defined [Sorkine 2005] as:

$$L = I - D^{-1}A$$

(1)
where $A$ is a (0, 1) adjacent matrix of size $n \times n$ that indicates the connectivity of vertex pairs in the mesh with $A_{ij} = 1$ if $(i, j) \in E$. $D$ is a diagonal matrix of size $n \times n$ representing the degree $d_i$ of each vertex. Applying the Laplacian operator $L$ to the vertices transforms the mesh into delta space, where each vertex $v_i$ is represented as $\delta_i$.

The differential coordinate of each vertex represents the difference between the vertex itself and the center of mass of its immediate neighbors ($A_i$ denotes the neighborhood set of vertex $v_i \in V$):

$$LV = \delta$$

$$v_i = \frac{1}{d_i} \sum_{j \in A_i} v_j = \delta_i$$  \hspace{1cm} (2)

It’s more convenient to use the symmetrical version of $L$, denoted by $L_s = DL = D - A$, giving:

$$L_s V = D\delta$$  \hspace{1cm} (3)

Compared to the Cartesian coordinates, where only the spatial location of each vertex is provided, the differential coordinates carry information about the local shape of the surface and the orientation of local details. It preserves local surface detail and captures the irregular shape of the surface. Transferring mesh deformation data into differential space leads to a sparse representation, which also contributes to the learning process. Intuitively, if a surface patch is deformed uniformly, the differential representation of the deformation will have zero values for all vertices except for the boundaries.

Given the Laplacian operator and differential coordinates, we now consider how to reconstruct mesh surface. Note the matrix $L_s$ is singular and has a non-trivial zero eigenvector because the sum of all its rows is 0. Therefore, we cannot directly invert the matrix for reconstruction, but can add constraints to the matrix to make it full rank. We introduce the subspace $P$, which is constructed by a set of anchor points from $V$. The dimension of the subspace is much smaller than the original mesh. The index matrix of the anchor points $I(P)$ is appended at the end of the Laplacian matrix $L_s$. Correspondingly, we append the Cartesian coordinates of anchor points $V(P)$ to the differential coordinates of the full mesh to make it solvable:

$$\bar{L}V = \left(\begin{array}{c} L_s \\ \omega I(P) \end{array}\right) V = \left(\begin{array}{c} D\delta \\ \omega V(P) \end{array}\right) = \bar{\delta}$$  \hspace{1cm} (4)

$\bar{L}$ is the full-rank matrix with anchor points appended to the original Laplacian matrix. $\omega$ is the weight matrix for the anchor points, which can be used to stress the importance of each anchor points. Given the full rank matrix $\bar{L}$ and $\bar{\delta}$, we can solve the following equation:

$$\bar{L}^T \bar{L}V = \bar{L}^T \bar{\delta}$$  \hspace{1cm} (5)

Applying the Laplacian operator to a mesh is analogous to obtaining the second spatial derivatives. The eigenvectors of $L$ are cosine basis functions of the Fourier transform, and the associated eigenvalues are squares of the frequencies [Zhang et al. 2010]. We demonstrate that for a small error $\epsilon$ introduced in differential coordinates, the high frequency component of $\epsilon$ is dampened when
converted back to Cartesian space. This leads to a smoother distribution of the error, which is much less noticeable in the reconstructed surface.

Since $L_s$ is symmetric positive semi-definite, it has an orthogonal eigenbasis $E = \{e_1, e_2, \ldots, e_n\}$, with corresponding eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_n$. (For this analysis, we assume $L_s$ is non-singular by adding one anchor)

$$L_s V' = D(\delta + e)$$
$$V' = L_s^{-1} D(\delta + e)$$

(6)

We denote $De$ as $e'$ and decompose it in basis $E$

$$e' = c_1 e_1 + c_2 e_2 + \ldots + c_n e_n$$

(7)

Notice that $L_s^{-1}$ shares the same eigenvectors and its corresponding eigenvalues are inverse. We have

$$L_s^{-1} e' = \frac{1}{\lambda_1} c_1 e_1 + \frac{1}{\lambda_2} c_2 e_2 + \ldots + \frac{1}{\lambda_n} c_n e_n$$

(8)

Since $\lambda_1$ is small and $\lambda_n$ is large, the inverse of the eigenvalues amplifies the low frequency eigenvector $e_1$ and damps the high frequency one $e_n$. In this way, the high-frequency errors in the differential coordinates are reduced. This is desirable for mesh deformation as localized high frequency errors are much more noticeable. To reduce the amplification of low-frequency error, we increase the number of anchor points, which improves the conditioning of the Laplacian matrix by increasing the smallest singular value. Therefore, we can decrease both the low and high-frequency errors when the mesh surface is reconstructed.

3.2 Pipeline

3.2.1 Input Features. The rig parameters cannot be directly used for training because they are in different representations and scales. Therefore, we need to first create feature vectors from the given rig value. Therefore, we can decrease both the low and high-frequency errors when the mesh surface is reconstructed.

3.2.2 Nonlinear Deformation. We use the nonlinear deformation as our training labels, which can be computed from the deformed mesh. We assume a mesh in rest pose $V$ and its deformation $\tilde{V}$ is defined by a set of rig parameters. We also assume $V$ and $\tilde{V}$ maintain the same topology. The vertex $v_i \in V$ and $\tilde{v}_i \in \tilde{V}$ are defined in local Cartesian coordinates. We have the following equation:

$$\tilde{v}_i = T_i(v_i + v_i_{n1})$$

(10)

where $v_i_{n1}$ is the vertex displacement in local space caused by the nonlinear deformation. $T_i$ is the linear transformation for vertex $v_i$ which can be computed from the transformation matrix of the joint controls.

$$T_i = \sum_{k=1}^{J_i} \omega_k M_{j_k} (M_{j_k}^T)^{-1}$$

(11)

$J_i(v_i)$ represents the joint controls that have influence on the vertex $v_i$. $M_{j_k}$ denotes the transformation matrix for joint $j_k$ and $M_{j_k}^T$ is its transformation matrix at rest pose. $\omega_k$ is the weight for the joint. We assume the rig as a black box, so we don’t have $M_{j_k}$ and $\omega_k$ available. For general purposes, we use an implicit method to calculate $T_i$. Given equation 10, we perturb $v_i_{n1}$ by moving one unit for every direction along XYZ coordinates and observe the vertex displacement produced by the rig. Then we can use the vertex displacement to calculate $T_i$. With the following equations:

$$\tilde{v}_i' = T_i v_i$$

$$\tilde{v}_{i,x} = T_i (v_i + (1, 0, 0, 0)^T)$$

$$\tilde{v}_{i,y} = T_i (v_i + (0, 1, 0, 0)^T)$$

(12)

$$\tilde{v}_{i,z} = T_i (v_i + (0, 0, 1, 0)^T)$$

$$\tilde{v}_{null} = T_i (0, 0, 0, 1)^T$$

By subtracting the first equation from the following ones, we have:

$$T_i = (\tilde{v}_{i,x} - \tilde{v}_i', \tilde{v}_{i,y} - \tilde{v}_i', \tilde{v}_{i,z} - \tilde{v}_i', \tilde{v}_{null})$$

(13)
$T_j$ can be substituted into equation 10 to calculate the nonlinear deformation with given rig input:

$$v_{i, nl} = T_j^{-1} \delta v_i - v_i$$  

(14)

Our goal is to learn the nonlinear deformation from given rig parameters by minimizing the per-vertex distance between our results and the ground truth.

3.2.3 Differential Network. The differential network takes the vectorized features as input and outputs the vertex displacement corresponding to the nonlinear deformation in differential coordinates. This network has 5 fully connected layers with 2048 units, each followed by a ReLU activation layer. Similar to [Bailey et al. 2018; Laine et al. 2017], we apply PCA at the end of the network by multiplying the projection matrix with the output. We precompute the projection matrix on the entire training set. The training data can be constructed as a matrix $M \in \mathbb{R}^{3|V| \times m}$ where $|V|$ is the vertex count and $m$ is the dimension for all training poses. The purpose of PCA is to project the network output back to a lower dimension which helps the network converge. We determine the number of principal components as a fixed percentage of the number of mesh vertices, which is simple to implement in practice (we evaluate the influence of different percentage on training in Section 4.1). Alternatively the PC number can be selected by choosing the most significant basis vectors such that the reprojection error of the training set is below a defined threshold.

For the loss function, a simple choice would be the regression loss such as the Euclidean distance between the predicted vertex displacement and the ground truth. However, it is known that an L2 loss function tends to blur the prediction results [Isola et al. 2017; Liu et al. 2019]. The mesh deformation for character animation is smooth and continuous, which implies the differential representation has small values. Our training data is generated by random sampling the rig parameters, but this also means the training data contains outliers that would never appear in real animation and which appear in delta space as large values. L2 loss is more sensitive to outliers due to the consideration of the squared differences. In our case, L2 loss tends to adjust the network to fit and minimize those outlier vertices, which leads to higher errors for other vertices. On the other hand, using L1 loss reduces the influence of outliers and produces better result. Therefore we use the L1 loss for the differential network.

3.2.4 Subspace Network. The subspace network takes the vectorized features as input and outputs the nonlinear deformation of selected anchor points in local Cartesian coordinates for reconstruction. Previously, Chen et al. [2005] and Sorkine et al. [2005] use greedy heuristic methods to select anchor points. They treat all the vertices in the mesh equally and iteratively select the vertex based on the largest geodesic distance between the approximated shape and the original mesh. However, these algorithms do not fit in our situation because of the different contributions of vertices to the facial animation. We pay more attention to the important facial features, such as eyes and mouth, rather than nose, ears or the scalp. In general face rigs define the controls on those areas to constrain the deformation. Therefore, we use the rig as reference to select anchor points and make sure that they are well-distributed and proportional to the density of the rig controls. Based on our observation, the training performance and reconstruction results do not depend on the specific anchor point selection as long as the major deformable facial features are covered. We also note that the number of anchor points contributes to the accuracy of reconstruction; we evaluate that in Section 4.2.

The subspace network consists of a set of mini-networks, each of which corresponds to a single anchor point and outputs its deformation in $\mathbb{R}^3$. For the input of each mini-network, we perform a dimension reduction technique similar to that used in [Bailey et al. 2018], where each network takes as input a subset of the vectorized features corresponding to the rig controls that deform the anchor point. However, the difference between our method and Bailey et al. is that we perform the split training on the anchor points instead of the entire mesh, and so we avoid the discontinuity issue. We apply this technique because only a small subset of all rig controls influence a certain anchor point. We collect the related rig controls by perturbing all the controls individually and recording which anchor produces deformation. This process is repeated with 100 random example poses and with large perturbations to ensure that controls affecting the anchor are identified. Each mini-network includes 3 fully connected layers with 64 units, each followed by a ReLU activation layer. For the loss function, we use L2 loss for the network as the subnetwork is trained on Cartesian coordinates, which don’t encode mesh information in a way that accentuates outliers. We use multiple mini-networks instead of a single network because there is no direct spatial relationship between the anchor points and there is low correlation between their deformation. In practice, we found this structure has better training performance compared with the single network due to the reduced dimension.

3.2.5 Reconstruction. We perform reconstruction using the full-rank Laplacian matrix $L$, which is constructed by appending the indices of anchor points at the end of the original Laplacian matrix $L$. Notice $L$ does not vary with input rig parameters and only depends on the selected anchor points. According to equation 5, we can apply Cholesky factorization on $L^T L$ to get the upper-triangular sparse matrix $R$:

$$L^T L = R^T R$$  

(15)

We only need to compute the factorization once with only the mesh topology information and the matrix $R$ can be reused whenever rig parameters change. Now we can easily solve the equation 4 and reconstruct the mesh surface using back substitution. We concatenate the results from the differential and subspace network to get $\delta$ and use it in the following equation:

$$R^T R v_{nl} = L^T \delta$$  

(16)

Since $R$ is a triangular matrix, we can efficiently reconstruct the nonlinear deformation $v_{nl}$ with back substitution, which makes it possible to run the reconstruction at an interactive speed with frequently updated results from the networks. We use uniform Laplacian instead of the cotangent Laplacian because the latter changes as the mesh deforms, requiring expensive
recomputation for every pose. With uniform Laplacian the factorization only needs to happen once, and the reconstruction is done with 2 back substitutions, which are very fast.

3.3 Implementation Details

For both the differential and subspace networks, we set the batch size as 128 and choose a SGD solver for optimization with the initial learning rate as 0.1 and the learning rate decay as 10\(^{-6}\) (SGD outperforms Adam in our case). We train 10000 epochs for both the network, which takes 3.5 hours for the differential network on an NVIDIA GeForce GTX 2080 GPU, and less than 1 hour for the subspace network.

4 EVALUATION

We use three production face rigs for experiments and evaluation (see Table 1). For each rig, we take a truncated normal sampling of the rig parameters to generate 10000 random poses: 9800 for training and 200 for testing (Fig. 4). The test poses are separated from the training data to avoid bias. The rig parameters of the test poses are fed into the trained network to produce the reconstructed deformation (Fig. 2). To evaluate the training performance we use two metrics: the MSE of the prediction error and the reconstruction error (cm). The MSE of the prediction error measures the difference between the ground truth and network output, while the reconstruction error measures the per-vertex absolute distance between the surface reconstruction and ground truth deformation. We evaluate the mean and maximum reconstruction errors calculated from the vertices among all test poses. The maximum error is a critical value to consider as a large localized error will render the animation pose unacceptable, regardless of the MSE.

Because face rigs precisely control the eyelid, eyebrow, and mouth behavior, and because these are the primary cues for expression, having high accuracy here is paramount. A slight difference in eyelid position changes the relative position of the pupil, which can change the audience perception of the pose from “scheming” to “sleepy”, while a similar change in the lip position can go from “slight smile” - with the teeth slightly exposed - to “sneer”, making any method that could not accurately differentiate between these poses unacceptable.

4.1 Evaluation for Differential Training

We first evaluate how varying the number of principle components (PC) influences the differential training. We specify the PC number as a varying percentage of the mesh vertex count. Fig. 5 shows the prediction error for three characters over 200 test poses. It is interesting to note that their MSE is minimized as the PC percentage approaches 5%, regardless of the different number of vertices in their meshes. This suggests the optimal PC number is roughly proportional to the mesh vertex count. Further increasing the PC percentage does not lead to significant performance improvement, but instead makes the network vulnerable to overfitting, shown by the slight increasing of the loss. Based on these observations, we set the PC number as 5% of the mesh vertex count for differential training for the rest of our evaluation.

We use an ablation study to evaluate the influence of the hidden layer numbers, varying the number of fully connected layers from 1 to 5 while fixing the subspace network and anchor points. The prediction and reconstruction error for character Agent for each of these is shown in Table 2. As shown, the prediction error decreases when the number of hidden layers increases, suggesting the improvement of network capacity for fitting. Also observable is the decrease of the reconstruction error, but it is less significant compared with the reduction of prediction error, suggesting that the accuracy of differential training is not the bottleneck for reconstruction.

4.2 Evaluation for Subspace Training

We use character Agent to evaluate how the anchor points and subspace network influence the deformation approximation, considering different number of anchor points, selection methods and subspace network structures. For experiment purpose, we fix the differential training (4403 mesh vertices with 220PC) and only change the subspace network. We specify the number of anchor points as 1%, 2% and 5% of the mesh vertex count, similar to our evaluation of PCA for differential training. We report both the prediction and reconstruction error in Table 3. Notice we increase the percentage by adding new anchor points into the existing ones instead of selecting a new group. To compare the network structure, we conduct the subspace training using a single network instead of the subspace mini-networks (“2%Single”). The single network takes the entire vectorized features as input and outputs the deformation of all anchor points together. To compare different anchor point selection methods, we use a new group of anchor points around the scalp with less significant deformation (“2% Scalp”). Notice the original group of anchor points are selected on the face to cover major facial features with large deformation, as discussed in Section 3.2.

As observed, increasing the number of anchor points leads to higher prediction error since the network performs better fitting when the dimension is low. However, the reconstruction error stays roughly the same when the number of anchor point gets larger, because increasing the number of anchor points can improve the Laplacian matrix condition for reconstruction, which balances the increase of prediction error. We use 2% anchor points as a middle point for our implementation and the rest of the evaluation.
Fig. 4. Training poses for production characters Agent (top), Matador (middle) and Bull (bottom). The poses are generated from a broad sampling of the rig parameter space. Although many look implausible, they are necessary to capture the full space accurately without assumptions on the artist’s control range.

Fig. 5. Prediction error of differential network with varying PC percentage. For the network comparison, both the prediction and reconstruction error of the subspace mini-networks (“2%”) are lower than the single network (“2%Single”). We believe the dimension reduction is the reason for resulting performance improvement. The subspace mini-networks fit anchor points separately because they are disconnected and do not have direct spatial relationship, which enables better approximation. The single network, on the contrary, tries to learn the deformation of anchor points all at once, increasing the difficulty of fitting.

For different anchor point selection, we find using vertices with less deformation can cause larger reconstruction error even when the prediction error is smaller. The network has better performance because no deformation needs to be learned for those vertices, but they are not ideal for the reconstruction. Fig. 6 shows an example. As we can see, the deformation on mouth and eyelids are shifted when vertices on the scalp are selected as anchor points. Ideally, we want the anchor points to “nail” the deformed mesh in place and prevent large shifts or rotations for important face regions. Therefore, we select anchor points to cover major facial features with large deformation.

4.3 Results

In this section, we evaluate the accuracy of deformation reconstruction using well-animated poses from production. We evaluate the mean and max reconstruction errors over a series well-animated production sequences, where the deformations are much more exaggerated and dynamic. We present the quantitative results in Table 5. The deformations of character bull are observed with larger errors because we test it on the most extreme animation sequence. Fig. 7 shows an example for the character and please refer to the supplemental video for detailed comparison. In general, our method can accurately reconstruct mesh surface with mean errors smaller than...
Table 4. Prediction errors (Differential and Subspace) and reconstruction errors (Mean and Max) for the tests with different training data size.

|          | Agent | Bull | Matador |
|----------|-------|------|---------|
| Mean     | 0.030 | 0.025| 0.024   |
| Max      | 0.032 | 0.027| 0.025   |

4.4 Comparison

We first compare the accuracy of facial deformation approximation with previous methods. Then we apply our method to body rigs and compare the results with Bailey et al. [2018].

4.4.1 Facial Deformation Comparison. We compare our method with linear blend skinning (LBS), PCA with linear regression (PCA), local Cartesian coordinates training using our model (Local) and Meyer et al. [2007] (KPSA). KPSA is an example-based deformation approximation method, which uses the deformation of key points as input to PCA to derive vertex positions for the entire mesh. The quality of the training data significantly influences the accuracy of the deformation, and their method relies on evaluating the original deformation stack to determine the key points on the fly. For the Local model, we apply the same differential network with PCA directly on the vertex local offsets without converting them into differential coordinates. No subspace learning and reconstruction is required for this model. We use it to compare the differential training and evaluate the contribution of mesh representation. We use the same set of randomly-generated training poses as used by our model to train both KPSA and the Local model, and we perform evaluation on the same well-animated sequences introduced in the last subsection.

We report the reconstruction error in Table 6 and provide visual comparison in Fig. 8. As observed, our method outperforms the other four methods in both quantitative and visualized results. We use the result of LBS as a baseline as it does not provide any nonlinear deformation. From the heat map, we can see that the Local model fails to capture the local deformation on the eyelids and the mouth is shifted. This is because no neighbor vertex information is embedded in the local offset, which makes it difficult for the network to predict the local deformation. For KPSA, it fails to reconstruct the deformation in the eyebrow region and the corner of the lips, even though with a substantial increase in the number of key points (274) and basis vectors (200) used in the original example. The relatively poor performance is caused by the linear reconstruction of training data, which could only provide a limited range and a fixed dimension for the approximated deformation. Once the target pose is out of the dimension defined by the PCA, it is difficult for that method to achieve high reconstruction accuracy. Additionally, the key points still need to be driven by the original rig. In comparison, our method can accurately capture the local deformation because of the error characteristics of the differential coordinates. Due to the nonlinear fitting capability of deep neural networks, our method can use randomly generated data for training and approximate deformation with a much larger range.

4.4.2 Body Deformation Comparison. We demonstrate our method applied to body deformation approximation and compare our results with Bailey et al. [2018]. We use character Agent as the example for comparison. The character’s height is 200.25 cm. The body contains 4908 vertices and the rig includes 107 joints controls with hand
joints excluded. We use the same training method and network structures mentioned in Section 3.2 and generate random poses for body rig as training data. Since the body rig does not include numerical controls, we remove them from input and only vectorize the joint controls. We use 245 PCs for the differential training and select 118 anchor points that are well-distributed around all the joints of the body. For Bailey et al. [2018], denoted as FDDA, we follow their methods to train multiple small networks (2 hidden layers with 128 units), each of which corresponds to a joint control and predicts the nonlinear deformation of the neighbor vertices in local coordinates. We generate 9800 random poses using the method described in Section 3.3 as training data and perform the evaluation using 189 poses from a well-animated production sequence for all three models.

We report the mean and max reconstruction error in the inline table and we show deformation results in Fig 9.

The results indicate that our method outperforms the FDDA method, especially for the maximum error. Using multiple networks for deformation approximation, FDDA suffers from discontinuity problem on torso and left arm. We can observe high errors on the connecting parts of the body since the vertices from the two parts are predicted by different networks. The discontinuity is caused by the slight change of joint scales in the evaluation sequence, which does not show up in the training data. Due to the local joint input and small-scale network, FDDA suffers from overfitting to the training data and is sensitive to new values. Our method uses a deeper network with a much larger input size, which increases the capacity and makes the network less sensitive to the unseen scaling change of a couple joints. Since our method also uses small networks for subspace training, there might be some anchors that are affected by the scaling. But due to the least square reconstruction, the local error is nicely distributed as low frequency error and is much less noticeable.

Increasing the network size for FDDA may improve the overall performance, however evaluating a large number of deeper networks (40 in our case) would cause significant performance downgrade.

Fig. 10 shows the error distribution of each model. As observed, the error distribution of our model is compressed to the lower range while the distribution of FDDA extends to large errors. Although the two methods have similar mean error, this observation suggests that our method can provide smooth approximation results with smaller maximum errors, and avoids inappropriate deformation.

5 CONCLUSION

In this paper we have presented a learning-based solution to capture facial deformation for rigs with high accuracy. Our method uses differential coordinates and a learned subspace to reconstruct smooth nonlinear facial deformation. We have demonstrated the robustness of our method on a wide range of animated poses. Our method compares favorably with existing solutions for both facial and body deformation. We also have successfully integrated our solution into the production pipeline.

Our work has limitations that we wish to investigate in the future. First, our method needs manually-selected anchor points for subspace training and reconstruction. It would be interesting to investigate methods for inferring the anchor points based on the characteristics of the facial mesh and training poses. Second, as a deep learning based approach, a model must to be trained for every character with different rig behavior or mesh topology. We would like to explore the possibility of integrating a high level super-rig into our method to provide a single model for different characters.
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