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Abstract

The paper presents sloWCrowd, a simple tool developed to facilitate crowdsourcing lexicographic tasks, such as error correction in automatically generated wordnets and semantic annotation of corpora. The tool is open-source, language-independent and can be adapted to a broad range of crowdsourcing tasks. Since volunteers who participate in our crowdsourcing tasks are not trained lexicographers, the tool has been designed to obtain multiple answers to the same question and compute the majority vote, making sure individual unreliable answers are discarded. We also make sure unreliable volunteers, who systematically provide unreliable answers, are not taken into account. This is achieved by measuring their accuracy against a gold standard, the questions from which are posed to the annotators on a regular basis in between the real question. We tested the tool in an extensive crowdsourcing task, i.e. error correction of the Slovene wordnet, the results of which are encouraging, motivating us to use the tool in other annotation tasks in the future as well.
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1. Introduction

One of the best-known crowdsourcing platforms is the Amazon's Mechanical Turk³ which is mostly suitable for non-linguistic or English tasks but, unfortunately, there are very few Turkers who would be able to solve tasks for Slovene. Other crowdsourcing tools, such as Word Detectives⁵ that is used for anaphora annotation in texts (Chamberlain et al. 2008), or Wordrobe⁶ which facilitates semantic corpus annotation (Venhuizen 2013), are either specialized for a particular task and cannot be easily adapted or not freely available. This is why we have developed a simple, adaptable, language-independent and open-source tool called sloWCrowd, suitable for a wide range of crowdsourcing lexicographic tasks which can be expressed as yes/no or multiple-choice questions. We tested the tool on the task of error correction in sloWNet (Fišer 2009), a WordNet based automatically developed semantic lexicon for Slovene and obtained very good results.

2. Description of the tool

The main purpose of the sloWCrowd⁴ tool is to offer a micro-task to the annotator which in most cases is to answer whether a particular automatically assigned annotation is correct or wrong, but the tool also supports multiple choice questions, e.g. several annotations can be presented in a micro-task, and the annotator chooses the correct one. Each task also has the skip option. The tool can handle various types of lexicographic tasks which require a large amount of human judgments. By assigning a lexicographic task to a crowd of annotators we decrease the time needed to solve the task considerably while keeping the quality of their answers at a high level as the same question is answered by multiple annotators.

2.1 Implementation of the tool

The tool uses PHP and MySQL, is simple to install and works on all popular web browsers, with the system designed so that it is easy to install and add new projects. The annotators are required to log in to the system, which allows tracking annotator answers, computing annotator accuracy and annotator administration. Log-in is via the PHP HybridAuth library. Creating new projects consists of uploading three files:

a) the dataset, a tab-delimited file in which each line contains one micro-task to be solved by the annotators;

b) the reference dataset containing solved tasks that are used for computing the accuracy and thus reliability of an annotator;

c) the interface file, containing the project-specific strings in the desired language to be displayed in the user interface.

These configuration files enable the creation of a large variety of projects that are based on yes / no or multiple-choice answers. The first line in the dataset file defines the structure of the project and the first two columns in the table are mandatory. The first one contains the id of the micro-task and the second the string to be validated. Additional columns are optional and can be used to further explain the task and contain text with HTML tags.

¹ https://www.mturk.com/mturk/welcome
² http://anawiki.essex.ac.uk/phrase detectives/
³ http://wordrobe.housing.rug.nl/
⁴ http://nl.ijs.si/slowcrowd/
⁵ fišer@ff.uni-lj.si
⁶ ales.tavcar@ijs.si
⁷ tomaz.erjavec@ijs.si
The dataset file for the task presented in the next section, i.e. validating sloWNet (wordnet) literals is given in Figure 1 and contains four columns: ID, LITERAL, SYNSET and DEFINITION. The literal and the optional columns are shown to the user during the annotation task. The goldstandard contains an additional column LABEL that states whether a definition for a literal is correct or wrong. The interface file contains all the translations of the tool in a variable, which is a definition tuple. This makes the adaptation of the tool for different types of projects and different languages trivial. The main MySQL database table holds information on particular projects, and each project is stored in two tables, one for annotator-related data, and the other for the collected answers to the tasks.

sloWCrowd implements a mechanism to validate the quality of the annotators. Every project allows uploading not only the dataset to be annotated, but also a gold standard, which contains micro-tasks with the correct answers. Annotators receive a mix of tasks from both datasets, allowing the system to evaluate their accuracy.

Their score is on the fly to determine the ratio of tasks from both datasets and also allows post-hoc removal of answers of unreliable annotators. The tool incorporates strategies to make the tasks more interesting. For example, the annotator receives a batch of 10 randomly chosen micro-tasks from the project with the progress bar displayed, motivating them to finish the batch. The answers of the annotators are scored, and the top-scoring annotators are displayed in the Hall-of-Fame of the project. The scores are assigned not only regarding the reference dataset but also by computing the most common answer of all annotators.

2.2 User interface

The annotator window for the task of annotating the Slovene Wordnet is given in Figure 2. At the top of the screen instructions for the task are given. The question is displayed in the central part and the possible answers at the bottom.

The tool uses a mechanism for the internal evaluation of the annotators. New users get a higher ratio of literals from the reference dataset in order to be able to quickly determine their annotation ability. As users progress through the micro-tasks, their accuracy stabilizes and a higher ration of dataset micro-tasks is given to them. Users with low annotation accuracy get around 50% of literals from the reference dataset, while the most reliable users get as low as 10%. The tool aims to provide as much dataset micro-tasks as possible to the reliable annotators and at the same time supervises less reliable annotators by introducing more micro-tasks from the reference dataset.

During the annotation, the tool keeps track of the used time by the user to solve each task. Micro-tasks where users require more time to solve are deemed hard. A different use of this feature is to identify neglectful users. Those users who consistently require only a few seconds to answer may not pay enough attention and usually do not provide useful answers. We also noticed that skipped literals in general require more decision time.
2.3 Administrator’s interface

Monitoring and exporting active projects and adding new ones is possible in the administrator’s interface. The administrator adds a new project by entering its name and description, uploads tabular files with the reference and task datasets, and chooses the file with the user interface of the project. On initialising the project the necessary database files are created by the tool. The project configuration window is given in Figure 3.

The project code field is an internal variable used for the creation of database tables used in the project. The project name field is an identifier for the project and is used during the annotation tasks. In the Project definition field it is possible to further explain the task in the project. It supports the use of variables (i.e., columns defined in the dataset file). A variable starts with question mark, followed by the column name (c.f. Figure 1). At runtime, the variable is replaced by the column value for the micro-task and shown to the annotator.

For active projects, the administrator can inspect the quality of the annotators and the number of tasks they have the option of disabling the answers of particular annotators.

A different screen gives an overview of all micro-tasks: how many annotators solved them, what is the ratio of different answers, and, if we choose to include them, whether a micro-task belongs to the reference dataset, as shown in Figure 4. It is also possible to focus on a particular micro-task and inspect all the answers of the individual annotators; we show this screen in Figure 5. In this screen all the relevant information is provided. Date and time of the annotation task, the annotators’ choice, the actual value (for literals from the reference dataset), the used time by the user and his overall accuracy.

Finally, the administrator interface allows downloading the answers, subject to several filters: whether to include non-active annotators, the reference dataset, etc.

3. Correcting sloWNet

In our crowdsourcing project we used the developed sloWCrowd tool to correct errors in the automatically developed and therefore noisy WordNet for Slovene. The list of potentially erroneous literals was produced in our previous research (Sagot and Fišer, 2012) by using methods of distributional semantics. sloWCrowd annotators were asked to read the problematic literal, its definition and their English equivalents from the aligned Princeton WordNet (Fellbaum, 1998) and decide whether or not the problematic literal fits into the synset or not. If they could not decide, they could skip the question and move on to the next one.
In the period between 25-10-2012 and 2-10-2013 310 different annotators logged into sloWCrowd and solved 41,587 micro-tasks for 7,544 different literals. Without taking into account the literals from the reference dataset that were used to calculate the annotators' accuracy, we have collected 31,637 new answers for 7,246 literals, which means that we have 4,36 answers per literal on average. The annotators needed an average of 10 seconds per micro-task, which means that the project lasted for 115 full hours or an equivalent of a 2-week full-time position of a single person. Some annotators (12%) immediately realized they were not interested in the task as they did not provide even a single answer. Among the annotators who answered at least one question, we collected 152 questions per annotator on average but the distribution of the annotators' answers is very uneven as 100 annotators answered only 10 questions or fewer while the annotator who provided the most answers checked as many as 4197 literals. As can be seen in Figure 6, the number of annotators that provided more than 500 answers is 11. These annotators contributed almost 58% of all the answers collected in the project.

According to the reference dataset, the annotators' average accuracy is 80.12 %, which is high for lexical semantics tasks. However, the fluctuation of accuracy among the annotators is very high. 72.16 % of all annotators pass the 75% threshold, which are the annotators who provided 85% of all the collected answers. Average accuracy of the ten annotators who contributed the most answers is as high as 83.71 %. This means that the answers of the annotators who have provided the most answers are as reliable as 83.71 %. The annotators that do not pass the 75% threshold can be deactivated in sloWCrowd. By discarding their answers, we lose only 15% of the collected answers.

The annotators answered to most questions negatively (15,861 or just over 50%), which means that a good half of the potentially problematic literals were in fact incorrect and should be deleted from sloWNet. 14,984 or 47.36% of the questions were answered positively and only 792 or 2.5% of the questions were skipped. This means that the task was straightforward and the errors quite obvious as we had anticipated. In order to obtain the most reliable answers possible, the same question was repeated up to five times to different annotators and the final decision whether to delete the literal from sloWNet or not was reached by taking into account the majority answer. The annotators validated 1,476 nouns that had been automatically assigned to 2,901 different sloWNet synsets. By taking into account the majority answers obtained with sloWCrowd we deleted literals from 1,264 (44%) different synsets while 1,446 (50%) were validated as correct. 190 literals (6%) received the same number of positive and negative answers, which means that we need to collect more votes for those literals before reaching the final decision about deleting them from sloWNet.

4. Conclusion

We have presented the sloWCrowd tool that is an adaptable crowdsourcing tool for various lexicographic tasks. While we presented the test of the tool on the project for error correction of sloWNet, the tool is also being employed for various other projects, in particular for correcting the French wordnet WOLF5, for choosing good corpus examples and collocations for Lexical Database of Slovene (Gantar and Krek, 2011), and for manually validating PoS tagging in a corpus of Croatian. In the full paper we will also introduce these projects in more detail and further explain the working of the tool, as well as introduce some new features, e.g. using time needed to solve a micro-task as an additional indicator of the reliability of the answer and annotator and computing the optimal number of answers for a given micro-task.

Some on-going sloWCrowd projects can be accessed at http://nl.ijs.si/slowcrowd/. The tool can be downloaded under CC-BY (Creative Commons Attribution) license from http://nl.ijs.si/slowcrowd/sloWCrowd.rar.
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