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Abstract

In this paper, we study the Cauchy problem for the focusing inhomogeneous nonlinear Schrödinger equation with inverse-square potential

\[ \begin{align*}
    i u_t - \Delta u - c|x|^{-2} u + |x|^{-b}|u|^\sigma u &= 0, \\
    u(0) &= u_0 \in H^1_c, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d,
\end{align*} \]

where \( d \geq 3, 0 < b < 2, \frac{4}{d-2} < \sigma < \frac{d}{d-2} \) and \( c > -c(d) := -\left(\frac{d-2}{2}\right)^2 \). We first establish the criteria for global existence and blow-up of general (not necessarily radial or finite variance) solutions to the equation. Using these criteria, we study the global existence and blow-up of solutions to the equation with general data lying below, at, and above the ground state threshold. Our results extend the global existence and blow-up results of Campos-Guzmán (Z. Angew. Math. Phys., 2021) and Dinh-Keraani (SIAM J. Math. Anal., 2021).
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1 Introduction

In this paper, we consider the Cauchy problem for the focusing inhomogeneous nonlinear Schrödinger equation with inverse-square potential, denoted by INLS\(c\) equation,

\[ \begin{align*}
    i u_t - P_c u + |x|^{-b}|u|^\sigma u &= 0, \\
    u(0, x) &= u_0(x) \in H^1_c(\mathbb{R}^d),
\end{align*} \]

where \( d \geq 3, u : \mathbb{R} \times \mathbb{R}^d \to \mathbb{C}, u_0 : \mathbb{R}^d \to \mathbb{C}, 0 < b < 2, \sigma > 0 \) and \( P_c = -\Delta u + c|x|^{-2} \) with \( c > -c(d) := -\left(\frac{d-2}{2}\right)^2 \).

The INLS\(c\) equation appears in a variety of physical settings, for example, in nonlinear optical systems with spatially dependent interactions (see e.g. [4] and the references therein). In particular, when \( b = 0 \), the equation (1.1) appears in various areas of physics, for instance in quantum field equations, or in the study of certain black hole solutions of the Einstein equations (see e.g. [5, 13]). When \( c = 0 \), it appears in nonlinear optics, modeling inhomogeneities in the medium in which the wave propagates (see e.g. [14]).

The case \( b = c = 0 \) is the classic nonlinear Schrödinger (NLS) equation which has been widely studied over the last three decades (see e.g. [8, 17, 20] and the references therein). The case \( b = 0 \) and \( c \neq 0 \) is known as the NLS equation with inverse-square potential, denoted by NLS\(c\) equation, which has also been extensively studied in recent years (see e.g. [9, 15, 16, 18, 22] and the references therein). Moreover, when \( c = 0 \) and \( b \neq 0 \), we have the inhomogeneous nonlinear Schrödinger equation, denoted
Similarly, we define Sobolev spaces in terms of $P_c$ via
\[ c(d) \int_{\mathbb{R}^d} |x|^{-2} |u(x)|^2 \, dx \leq \int_{\mathbb{R}^d} |\nabla u(x)| \, dx, \forall u \in H^1(\mathbb{R}^d), \tag{1.2} \]
which ensures that $P_c$ is a positive operator. Throughout the paper, for $s \in \mathbb{R}$ and $1 < p < \infty$, we denote by $H^{s,p}(\mathbb{R}^d)$ and $H^{s,p}_c(\mathbb{R}^d)$ the usual nonhomogeneous and homogeneous Sobolev spaces associated to the Laplacian $-\Delta$. As usual, we abbreviate $H^{s,2}(\mathbb{R}^d)$ and $H^{s,2}_c(\mathbb{R}^d)$ as $H^s(\mathbb{R}^d)$ and $H^s_c(\mathbb{R}^d)$, respectively. Similarly, we define Sobolev spaces in terms of $P_c$ via
\[ \|f\|_{H^{s,p}_c(\mathbb{R}^d)} = \| (P_c)^{\sigma} f \|_{L^p(\mathbb{R}^d)}, \|f\|_{H^{s,p}_c(\mathbb{R}^d)} = \| (1 + P_c)^{\sigma} f \|_{L^p(\mathbb{R}^d)}. \tag{1.3} \]
We also abbreviate $H^s(\mathbb{R}^d) = \dot{H}^{s,2}(\mathbb{R}^d)$ and $H^s_c(\mathbb{R}^d) = \dot{H}^{s,2}_c(\mathbb{R}^d)$. If there is no confusion, $\mathbb{R}^d$ will be omitted in various function spaces. Note that by definition, we have
\[ \|f\|_{\dot{H}^1} = \int |\nabla u(x)|^2 + c|x|^{-2} |u(x)|^2 \, dx. \tag{1.4} \]
By sharp Hardy inequality (1.2), we see that
\[ \|f\|_{\dot{H}^1} \sim \|f\|_{H^1} \text{ for } c > -c(d). \]
The INLS equation (1.1) is invariant under the scaling,
\[ u_\lambda(t, x) := \lambda^{\frac{2-b}{4}} u \left( \lambda^2 t, \lambda x \right), \lambda > 0. \]
An easy computation shows that
\[ \|u_\lambda(0)\|_{H^s} = \lambda^{s - \frac{d}{2} + \frac{2-b}{4}} \|u_0\|_{H^s}, \]
which implies that the critical Sobolev index is given by
\[ s_c := \frac{d}{2} - \frac{2-b}{\sigma}. \]
Note that, if $s_c = 0$ (alternatively $\sigma = \frac{4-2b}{d}$) the problem is known as the mass-critical or $L^2$-critical; if $s_c = 1$ (alternatively $\sigma = \frac{4-2b}{d}$) it is called energy-critical or $H^1$-critical. The problem is known as intcrical (mass-supercritical and energy-subcritical) if $0 < s_c < 1$ (alternatively $\frac{4-2b}{d} < \sigma < \frac{4-2b}{d-2}$). On the other hand, solutions to the INLS equation (1.1) conserve the mass and energy, defined respectively by
\[ M(u(t)) := \int_{\mathbb{R}^d} |u(t, x)|^2 \, dx, \]
\[ E(u(t)) := \int_{\mathbb{R}^d} \|\nabla u(t, x)|^2 + \frac{c}{2} |x|^{-2} |u(t, x)|^2 - \frac{1}{\sigma + 2} |x|^{-b} |u(t, x)|^{\sigma+2} \, dx. \]
For later uses, it is convenient to introduce the following exponents:
\[ \sigma_c := \frac{1 - s_c}{s_c} = \frac{4-2b - (d-2)\sigma}{d\sigma - 4 + 2b}, \tag{1.5} \]
\[ H_G := E(Q[M(Q)]^{\sigma_c}, \quad K_G := \|Q\|_{\dot{H}^1} \|Q\|_{L^2}^{\sigma_c}, \tag{1.6} \]
where \( Q \) is a positive solution to the ground state equation:

\[
P_c Q + Q - |x|^{-b}|Q|^\sigma Q = 0. 
\]  

(1.7)

Note that the existence of solution to the elliptic equation (1.7) was proved by [7]. Moreover, it was proved that all possible solutions to (1.1) have the same mass, the same \( \dot{H}^1_c \) norm and the same energy. See Lemma 2.1. For convenience, we also define the following quantities:

\[
M_G := M(Q), \quad E_G := E(Q), \quad S_G := \|Q\|_{H^1_c}, \quad P_G := \int |x|^{-b}|Q|^{\sigma+2}dx,
\]

(1.8)

which are the same for all possible solutions to (1.7). The quantities \( H_G, K_G, M_G, E_G, S_G \) and \( P_G \) defined in (1.6) and (1.8) appear throughout the paper and play an important role in our work.

Let us recall the known results for the INLS\(_c\) equation (1.1). Using the energy method, Suzuki [19] showed that if \( d \geq 3, 0 < \sigma < \frac{4-2b}{d-2b}, c > -c(d) \) and \( 0 < b < 2 \), then the INLS\(_c\) equation (1.1) is locally well-posed in \( H^1_c \). Recently, Campos-Guzmán [7] established the sufficient conditions for global existence and blow-up of \( H^1_c\)-solution to (1.1) with \( d \geq 3 \) and \( \frac{4-2b}{d-2b} \leq \sigma < \frac{4-2b}{4-2b} \). They also studied the local well-posedness and small data global well-posedness under some assumption on \( b \) and \( c \) in the energy-subcritical case \( \sigma < \frac{4-2b}{d-2b} \) with \( d \geq 3 \), by using the standard Strichartz estimates combined with the fixed point argument. Furthermore, they showed a scattering criterion and construct a wave operator in \( H^1_c \), for the intercritical case. Later, the authors in [12] establish the local well-posedness as well as small data global well-posedness and scattering in \( H^1_c \) for the energy-critical INLS\(_c\) equation (1.1) with \( d \geq 3 \), \( c > -\frac{(d+2-2b)^2-2}{(d+2-2b)}c(d) \), \( 0 < b < \frac{4}{3} \) and \( \sigma = \frac{4-2b}{d-2b} \). Furthermore, they establish the blow-up criteria for radial or finite variance data.

In this paper, we study the global existence and blow-up of \( H^1_c\)-solutions to the focusing INLS\(_c\) equation (1.1) in the intercritical case \( \frac{4-2b}{d-2b} < \sigma < \frac{4-2b}{4-2b} \). As mentioned above, the global existence and blow-up for the focusing intercritical INLS\(_c\) equation (1.1) were already studied by [7]. More precisely, they proved that the focusing intercritical INLS\(_c\) equation (1.1) with \( d \geq 3 \), \( 0 < b < 2 \) and \( c > -c(d) \) is globally well-posed in \( H^1_c \) if \( u_0 \in H^1_c \) satisfies

\[
E(u_0)[M(u_0)]^{\sigma_c} < H_G, \quad \|u_0\|_{H^1_c}^{\sigma_c} < K_G.
\]

They also prove that if

\[
E(u_0)[M(u_0)]^{\sigma_c} < H_G, \quad \|u_0\|_{H^1_c}^{\sigma_c} > K_G,
\]

and, in addition, if \( |x|u_0 \in L^2 \) or \( u_0 \) is radial, then the solution blows up in finite time.

As we can see, the global existence and blow-up for the focusing intercritical INLS\(_c\) equation (1.1) were studied only for data below the ground state threshold. In particular, the blow-up result was shown only for radial or finite variance data. Recently, Dinh-Keraani [10] systematically studied the long time dynamics of solutions to the focusing intercritical INLS equation (i.e. (1.1) with \( c = 0 \)) with general (not necessarily radial or finite variance) data lying below, at, and above the ground state threshold.

Motivated by [7, 10], this paper aims to study the global existence and blow-up for the focusing intercritical INLS\(_c\) equation with general (not necessarily radial or finite variance) data lying below, at, and above the ground state threshold. Our results can be seen as the extension of the global existence and blow-up results of [10] for (1.1) with \( c = 0 \) to the focusing intercritical INLS\(_c\) equation (1.1) with \( c > -c(d) \). Our results also extend the ones of [7] by treating the general data lying not only below the ground state threshold but also at, and above the ground state threshold.

To this end, we have the following criteria for global existence and blow-up of general solutions to (1.1).

\footnote{Note that the author in [19] considered (1.1) with \( c = -c(d) \). The authors in [7] pointed out that the proof for the case \( c > -c(d) \) is an immediate consequence of the previous one.}
**Theorem 1.1.** Let \( d \geq 3 \), \( 0 < b < 2 \), \( \frac{4-2b}{d} < \sigma < \frac{4-2b}{d-2} \) and \( c > -c(d) \). Let \( u \) be the solution to (1.1) defined on the maximal forward time interval of existence \([0,T^*)\).

1. **(Global existence)** If
   \[
   \sup_{t \in [0,T^*)} P(u(t))[M(u)]^{\sigma_c} < P_G[M_G]^{\sigma_c},
   \]  
   then \( T^* = \infty \), where
   \[
   P(f) := \int |x|^{-b}|f(x)|^{\sigma+2}dx.
   \]  

2. **(Blow-up)** Assume that
   \[
   \sup_{t \in [0,T^*)} G(u(t)) \leq -\delta
   \]  
   for some \( \delta > 0 \), where
   \[
   G(f) := \|f\|_{H_1^c}^2 - \frac{d\sigma + 2b}{2(\sigma + 2)} P(f).
   \]  

Then either \( T^* < \infty \) or \( T^* = \infty \) and there exists a time sequence \( t_n \to \infty \) such that \( \|u(t_n)\|_{H_1^c} \to \infty \) as \( n \to \infty \). Moreover, if we assume in addition that \( u \) has finite variance, i.e. \( |x|u(t) \in L^2 \) for all \( t \in [0,T^*) \), then \( T^* < \infty \).

A similar statement holds for negative times and we omit the details.

Using Theorem 1.1, we have the following criteria for global existence and blow-up below the ground state threshold.

**Theorem 1.2** (Below the ground state threshold). Let \( d \geq 3 \), \( 0 < b < 2 \), \( \frac{4-2b}{d} < \sigma < \frac{4-2b}{d-2} \) and \( c > -c(d) \). Let \( u_0 \in H_1^c \) satisfy
\[
E(u_0)[M(u_0)]^{\sigma_c} < H_G.
\]  

1. If \( u_0 \) satisfies
   \[
   \|u_0\|_{H_1^c} \|u_0\|_{L^2}^{\sigma_c} < K_G,
   \]  
   then the corresponding solution to (1.1) satisfies
   \[
   \sup_{t \in (-T^*, T^*)} P(u(t))[M(u)]^{\sigma_c} < P_G[M_G]^{\sigma_c}.
   \]

In particular, the solution exists globally in time.

2. If \( u_0 \) satisfies
   \[
   \|u_0\|_{H_1^c} \|u_0\|_{L^2}^{\sigma_c} > K_G,
   \]  
   then the corresponding solution to (1.1) satisfies
   \[
   \sup_{t \in (-T^*, T^*)} G(u(t)) \leq -\delta,
   \]

for some \( \delta > 0 \). In particular, the solution either blows up in finite time, or there exists a time sequence \( (t_n)_{n \geq 1} \) satisfying \( |t_n| \to \infty \) such that \( \|u(t_n)\|_{H_1^c} \to \infty \) as \( n \to \infty \). Moreover, if we assume in addition that

- \( u_0 \) has finite variance,
- or \( u_0 \) is radially symmetric,
• or \( \sigma \leq 2 \), and \( u_0 \in \Sigma_d \), where
\[
\Sigma_d := \{ f \in H^1_c : f(y, x_d) = f(|y|, x_d), x_d f \in L^2 \}
\] (1.18)

with \( x = (y, x_d), y = (x_1, \cdots, x_{d-1}) \in \mathbb{R}^{d-1} \), and \( x_d \in \mathbb{R} \),

then the corresponding solution blows up in finite time, i.e., \( T^* \), \( T^* < \infty \).

**Remark 1.3.** The authors in [7] proved the finite time blow-up for radial or finite variance data below the ground state threshold. Theorem 1.2 establishes the blow-up criteria for general (not necessarily radial or finite variance) data. In particular, the finite time blow-up for cylindrically symmetric data is also proved.

We also have the following criteria for global existence and blow-up at the ground state threshold.

**Theorem 1.4** (At the ground state threshold). Let \( d \geq 3 \), \( 0 < b < 2 \), \( \frac{d-2b}{d} < \sigma < \frac{4-2b}{d-2} \) and \( c > -c(d) \).

Let \( u_0 \in H^1_c \) satisfy
\[
E(u_0)[M(u_0)]^\sigma = H_G.
\] (1.19)

1. If \( u_0 \) satisfies
\[
\|u_0\|_{\dot{H}^1} \|u_0\|_{L^2}^\sigma < K_G,
\] (1.20)

then the corresponding solution to (1.1) exists globally in time. Moreover, the solution either satisfies
\[
\sup_{t \in \mathbb{R}} P(u(t))[M(u)]^\sigma < P_G[M_G]^\sigma.
\] (1.21)

or there exists a time sequence \( (t_n)_{n \geq 1} \) satisfying \( |t_n| \to \infty \) such that
\[
u(t_n) \to e^{i\theta} Q \text{ strongly in } H^1_c \text{ as } n \to \infty,
\] (1.22)

for some \( \theta \in \mathbb{R} \) and some positive solution \( Q \) to the ground state equation (1.7).

2. If \( u_0 \) satisfies
\[
\|u_0\|_{\dot{H}^1} \|u_0\|_{L^2}^\sigma = K_G,
\] (1.23)

then \( u(t,x) = e^{it} e^{i\theta} Q(x) \) for some \( \theta \in \mathbb{R} \) and some positive solution \( Q \) to (1.7).

3. If \( u_0 \) satisfies
\[
\|u_0\|_{\dot{H}^1} \|u_0\|_{L^2}^\sigma > K_G,
\] (1.24)

then the corresponding solution to (1.1)

(a) either blows up forward in time, i.e., \( T^* < \infty \)
(b) or there exists a time sequence \( t_n \to \infty \) such that \( \|u(t_n)\|_{\dot{H}^1} \to \infty \) as \( n \to \infty \),
(c) or there exists a time sequence \( t_n \to \infty \) such that (1.22) holds.

Moreover, if we assume in addition that
• \( u_0 \) has finite variance,
• or \( u_0 \) is radially symmetric,
• or \( \sigma \leq 2 \), and \( u_0 \in \Sigma_d \),

then the possibility in Item (b) can be excluded.

Finally, we study the global existence and blow-up above the ground state threshold.
Theorem 1.5 (Above the ground state threshold). Let $d \geq 3$, $0 < b < 2$, $\frac{4-2b}{d} < \sigma < \frac{4-2b}{d-2}$, $c > -c(d)$ and 

$$V(t) := \int |x|^2 |u(t, x)|^2 \, dx. \quad (1.25)$$

Let $u_0 \in H^1_c$ be such that $|x|u_0 \in L^2$. Assume that 

$$E(u_0)[M(u_0)]^{\sigma_c} \geq H_G, \quad (1.26)$$

$$\frac{E(u_0)[M(u_0)]^{\sigma_c}}{E_G[M_G]^{\sigma_c}} \left[ 1 - \frac{(V'(0))^2}{32E(u_0)V(0)} \right] \leq 1. \quad (1.27)$$

1. If

$$P(u_0)[M(u_0)]^{\sigma_c} < P_G[M_G]^{\sigma_c},$$

$$V'(0) \geq 0, \quad (1.28)$$

then the corresponding solution to (1.1) satisfies (1.9). In particular, the solution exists globally in time.

2. If

$$P(u_0)[M(u_0)]^{\sigma_c} > P_G[M_G]^{\sigma_c},$$

$$V'(0) \leq 0, \quad (1.30)$$

then the corresponding solution to (1.1) blows up forward in finite time, i.e., $T^* < \infty$.

Remark 1.6. To our knowledge, Theorem 1.4 and Theorem 1.5 are the first global existence and blow-up results for the focusing intercritical INLS$_c$ equation (1.1) with data lying at, and above the ground state threshold.

Remark 1.7. Theorem 1.3, Theorem 1.4 and Theorem 1.5 extend the global existence and blow-up results of [7] for focusing INLS equation (i.e. (1.1) with $c = 0$) to the focusing INLS$_c$ equation (1.1) with $c > -c(d)$.

This paper is organized as follows. In Section 2, we prove Theorem 1.1. In Section 3, we study the global existence and blow up of $H^1_c$-solutions lying below, at, and above the ground state threshold.

2 Criteria for global existence and blow-up

In this section, we prove Theorem 1.1. Throughout the paper, $C > 0$ will denote positive universal constant, which can be different at different places. $a \lesssim b$ means $a \leq Cb$ for some constant $C > 0$. We also write $a \sim b$ if $a \lesssim b \lesssim a$.

2.1 Variational Analysis

In this subsection, we recall the sharp Gagliardo–Nirenberg inequality related the focusing INLS$_c$ equation (1.1). First of all, we recall the existence of a ground state.

Lemma 2.1 (Existence of a ground state, [7]). Let $d \geq 3$, $0 < \sigma < \frac{4-2b}{d-2}$, $c > -c(d)$ and $0 < b < 2$. There exists a positive solution to the elliptic equation

$$P_cQ + Q - |x|^{-b}|Q|^\sigma Q = 0 \quad (2.1)$$

in $H^1$. Moreover, all possible solutions have the same mass $M_G$, the same $\dot{H}^1_c$ norm $S_G$ and the same energy $E_G$. 
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Lemma 2.2 (Sharp Gagliardo–Nirenberg inequality, \[7\]). Let \( d \geq 3 \), \( 0 < \sigma < \frac{4 - 2b}{\sigma - 2} \), \( c > -c(d) \) and \( 0 < b < 2 \). Then for \( f \in H^1_c \), we have

\[
P(f) \leq C_{GN} \| f \|_{H^1_c}^{\frac{d\sigma + 2b}{d\sigma + 2}} \| f \|_{L^2}^{\frac{4 - 2b - \sigma(d - 2)}{2}},
\]

where \( P(f) \) is given in (1.10). The equality in (2.2) is attained by a function \( Q \in H^1_c \), which is a positive solution to the elliptic equation (2.1).

Remark 2.3. We also have the following Pohozaev identities:

\[
M_G = \frac{4 - 2b - (d - 2)\sigma}{d\sigma + 2b} |S_G|^2 = \frac{4 - 2b - (d - 2)\sigma}{2(\sigma + 2)} P_G.
\]

In particular, we have

\[
C_{GN} = \frac{2(\sigma + 2)}{d\sigma + 2b} |K_G|^{\frac{d\sigma - 4 + 2b}{2}}.
\]

We also have

\[
E_G = \frac{d\sigma - 4 + 2b}{2(d\sigma + 2b)} |S_G|^2 = \frac{d\sigma - 4 + 2b}{4(\sigma + 2)} P_G,
\]

which implies

\[
H_G = \frac{d\sigma - 4 + 2b}{2(d\sigma + 2b)} |K_G|^2.
\]

2.2 Virial Identities

Given a real valued function \( a \), we define the virial potential by

\[
V_a(t) := \int a(x) |u(t, x)|^2 dx.
\]

A simple computation shows that the following result holds.

Lemma 2.4 ([9]). Let \( d \geq 3 \) and \( c > -c(d) \). If \( u : I \times \mathbb{R}^d \to \mathbb{C} \) is a smooth-in-time and Schwartz-in-space solution to \( iu_t - P_{\sigma} u = N(u) \), with \( N(u) \) satisfying \( \text{Im}(N(u) \bar{u}) = 0 \), then we have for any \( t \in I \),

\[
\frac{d}{dt} V_a(t) = 2 \int \nabla a(x) \cdot \text{Im}(\bar{u}(t, x) \nabla u(t, x)) dx,
\]

and

\[
\frac{d^2}{dt^2} V_a(t) = -\int \Delta^2 a(x) |u(t, x)|^2 dx + 4 \sum_{j,k=1}^{d} \int \partial^2_{j,k} a(x) \text{Re}(\partial_k u(t, x) \partial_j \bar{u}(t, x)) dx
\]

\[
+ 4c \int \nabla a(x) \cdot \frac{x}{|x|^2} |u(t, x)|^2 dx + 2 \int \nabla a(x) \cdot \{ N(u), u \}_p(t, x) dx,
\]

where \( \{ f, g \}_p := \text{Re}(f \nabla \bar{g} - g \nabla \bar{f}) \) is the momentum bracket.

Note that if \( N(u) = -|x|^{-b} |u|^\sigma u \), then

\[
\{ N(u), u \}_p = \frac{\sigma}{\sigma + 2} \nabla(|x|^{-b} |u|^\sigma + 2) + \frac{2}{\sigma + 2} \nabla(|x|^{-b} |u|^\sigma + 2).
\]

Hence, we immediately have the following result.
Corollary 2.5. If \( u \) is a smooth-in-time and Schwartz-in-space solution to the focusing INLS\(_c\) equation, then we have for any \( t \in I \),

\[
\frac{d^2}{dt^2} V_\varphi(t) = - \int \Delta^2 \varphi(x) |u(t,x)|^2 dx + 4 \sum_{j,k=1}^d \int \partial^2_{jk} \varphi(x) \text{Re}(\partial_k u(t,x) \partial_j \bar{u}(t,x)) dx
\]

\[
+ 4c \int \nabla \varphi(x) \cdot \frac{x}{|x|^2} |u(t,x)|^2 dx - \frac{2\sigma}{\sigma + 2} \int \Delta \varphi(x) |x|^{-b} |u(t,x)|^{\sigma + 2} dx
\]

\[
+ \frac{4}{\sigma + 2} \int \nabla \varphi(x) \cdot \nabla(|x|^{-b}) |u(t,x)|^{\sigma + 2} dx.
\]

We have the following localized virial estimate.

Lemma 2.6. Let \( d \geq 3 \), \( c > -c(d) \). Let \( u_0 \in \mathcal{H}^1_c \) be such that \( |x|u_0 \in L^2 \) and \( u : I \times \mathbb{R}^d \to \mathbb{C} \) be the corresponding solution to the focusing INLS\(_c\) equation. Then, \( |x|u \in C(I, L^2) \).

Moreover, for any \( t \in I \),

\[
\frac{d^2}{dt^2} \|xu(t)\|_{L^2}^2 = 8G(u(t)),
\]

where \( G() \) is given in \( (1.12) \).

Let us introduce a function \( \theta : [0, \infty) \to [0, \infty) \) satisfying

\[
\theta(r) = \begin{cases} 
  r^2, & \text{if } 0 \leq r \leq 1, \\
  0, & \text{if } r \geq 2,
\end{cases}
\]

and \( \theta''(r) \leq 2 \) for \( r \geq 0 \). \( (2.7) \)

For \( R > 1 \), we define the radial function \( \varphi_R : \mathbb{R}^d \to [0, \infty) \):

\[
\varphi_R(x) = \varphi_R(r) := R^2 \theta(r/R), \; r = |x|.
\]

One can easily see that

\[
2 - \varphi_R''(r) \geq 0, \; 2 - \frac{\varphi_R'(r)}{r} \geq 0, \; 2d - \Delta \varphi_R(x) \geq 0.
\]

We have the following localized virial estimate.

Lemma 2.7 (Localized Virial Estimate). Let \( d \geq 3 \), \( 0 < b < 2 \), \( c > -c(d) \), \( R > 1 \) and \( \varphi_R \) be as in \( (2.8) \).

Let \( u : I \times \mathbb{R}^d \to \mathbb{C} \) be a solution to the focusing INLS\(_c\) equation \( (1.1) \). Then for any \( t \in I \),

\[
\frac{d^2}{dt^2} V_{\varphi_R}(t) \leq 8G(u(t)) + CR^{-2} + CR^{-b} ||u(t)||_{H^1_c}^{\sigma + 2},
\]

where \( G \) is given in \( (1.12) \).

Proof. Applying Corollary 2.5 with \( a(x) = \varphi_R(x) \), we have

\[
\frac{d^2}{dt^2} V_{\varphi_R}(t) = - \int \Delta^2 \varphi_R(x) |u(t,x)|^2 dx + 4 \sum_{j,k=1}^d \int \partial^2_{jk} \varphi_R(x) \text{Re}(\partial_k u(t,x) \partial_j \bar{u}(t,x)) dx
\]

\[
+ 4c \int \nabla \varphi_R(x) \cdot \frac{x}{|x|^2} |u(t,x)|^2 dx - \frac{2\sigma}{\sigma + 2} \int \Delta \varphi_R(x) |x|^{-b} |u(t,x)|^{\sigma + 2} dx
\]

\[
+ \frac{4}{\sigma + 2} \int \nabla \varphi_R(x) \cdot \nabla(|x|^{-b}) |u(t,x)|^{\sigma + 2} dx.
\]
Noticing that
\[ \partial_j = \frac{x_j}{r} \partial_r, \quad \partial^2_{jk} = \left( \frac{\delta_{jk}}{r} - \frac{x_j x_k}{r^3} \right) \partial_r + \frac{x_j x_k}{r^2} \partial^2_r, \]
we have
\[ \sum_{j,k=1}^{d} \int \partial^2_{jk} \varphi_R(x) \Re(\partial_k u(t, x) \partial_j \bar{u}(t, x)) \, dx \]
\[ = \int \frac{\varphi'_R(r)}{r} |\nabla u(t, x)|^2 \, dx + \int \left( \frac{\varphi''_R(r)}{r^2} - \frac{\varphi'_R(r)}{r^3} \right) \cdot |x \cdot \nabla u(t, x)|^2 \, dx. \tag{2.12} \]
In view of (2.11) and (2.12), we have
\[ \frac{d^2}{dt^2} V_{\varphi_R}(t) = 8G(u(t)) - 8 \|u(t)\|_{H^1}^2 + \frac{4(\sigma + 2b)}{\sigma + 2} \int |x|^{-b} \|u(t, x)\|^{\sigma + 2} \, dx \]
\[ - \int \Delta^2 \varphi_R(x) |u(t, x)|^2 \, dx + 4 \int \frac{\varphi'_R(r)}{r} |\nabla u(t, x)|^2 \, dx \]
\[ + 4 \int \left( \frac{\varphi''_R(r)}{r^2} - \frac{\varphi'_R(r)}{r^3} \right) |x \cdot \nabla u(t, x)|^2 \, dx + 4c \int \frac{\varphi'_R(r)}{r^3} |u(t, x)|^2 \, dx \]
\[ - \frac{2\sigma}{\sigma + 2} \int \Delta \varphi_R(x) |x|^{-b} \|u(t, x)\|^{\sigma + 2} \, dx - \frac{4b}{\sigma + 2} \int |x|^{-b} \varphi'_R(r) |u(t, x)|^{\sigma + 2} \, dx. \tag{2.13} \]
Since \( \|\Delta^2 \varphi_R\|_{L^\infty} \lesssim R^{-2} \), the conservation of mass implies that
\[ \left| \int \Delta^2 \varphi_R(x) |u(t, x)|^2 \, dx \right| \lesssim R^{-2} \|u(t)\|_{L^2}^2 \lesssim R^{-2}. \tag{2.14} \]
Using the conservation of mass and the following facts
\[ |x \cdot \nabla u| \leq r |\nabla u|, \quad \varphi'_R(r) \leq 2, \quad \varphi''_R(r) \leq 2, \]
we see that
\[ 4 \int \frac{\varphi'_R(r)}{r} |\nabla u(t)|^2 \, dx + 4 \int \left( \frac{\varphi''_R(r)}{r^2} - \frac{\varphi'_R(r)}{r^3} \right) |x \cdot \nabla u(t)|^2 \, dx + 4c \int \frac{\varphi'_R(r)}{r^3} |u(t)|^2 \, dx - 8 \|u(t)\|_{H^1}^2 \]
\[ \leq 4 \left( 2 - \frac{\varphi'_R(r)}{r} \right) \int |\nabla u(t)|^2 + \frac{|x \cdot \nabla u(t)|^2}{r^2} - c \|u(t)\|_{L^2}^2 \, dx \]
\[ \leq -4c \left( 2 - \frac{\varphi'_R(r)}{r} \right) \int |u(t)|^2 \, dx = -4c \int_{|x| > R} \left( 2 - \frac{\varphi'_R(r)}{r} \right) \frac{|u(t)|^2}{|x|^2} \, dx \]
\[ \leq \max \{-4cS, 0\} \int_{|x| > R} R^{-2} |u(t)|^2 \, dx \leq \max \{-4cS(M(u(t)), 0\} R^{-2} \lesssim R^{-2}, \tag{2.15} \]
where \( S = \max_{r \geq 1} 2 - \frac{\varphi'(r)}{r} \). Furthermore, we have
\[ \frac{4(\sigma + 2b)}{\sigma + 2} \int |x|^{-b} |u(t, x)|^{\sigma + 2} \, dx - \frac{2\sigma}{\sigma + 2} \int \Delta \varphi_R(x) |x|^{-b} |u(t, x)|^{\sigma + 2} \, dx \]
\[ - \frac{4b}{\sigma + 2} \int |x|^{-b} \varphi'_R(r) |u(t, x)|^{\sigma + 2} \, dx \]
\[ = \frac{2\sigma}{\sigma + 2} \int |x|^{-b} (2d - \Delta \varphi_R(x)) |u(t)|^{\sigma + 2} \, dx + \frac{4b}{\sigma + 2} \int |x|^{-b} \left( 2 - \frac{\varphi'_R(r)}{r} \right) |u(t)|^{\sigma + 2} \, dx \]
\[ \leq C \int_{|x| > R} |x|^{-b} |u(t)|^{\sigma + 2} \leq CR^{-b} \|u(t)\|_{L^{\sigma + 2}}^{\sigma + 2} \leq CR^{-b} \|u(t)\|_{H^1}^{\sigma + 2}, \tag{2.16} \]
where the last inequality follows from the Sobolev embedding and the fact $H^1_c \sim H^1$ as $\sigma < \frac{4 - 2b}{d - 2}$. In view of (2.13)–(2.16), we get the desired result.

### 2.3 Proof of Theorem 1.1

First we prove Item 1. Let $u : [0, T^*) \times \mathbb{R}^d \to \mathbb{C}$ be a $H^1_c$-solution to (1.1) satisfying (1.9). It follows from (1.9) and the conservation of mass and energy that

$$\sup_{t \in [0, T^*)} \|u(t)\|_{H^1_c} \leq M,$$

(2.17)

for some $M < \infty$. This shows that $T^* = \infty$.

Next, we prove Item 2. Let $u : [0, T^*) \times \mathbb{R}^d \to \mathbb{C}$ be a solution to (1.1) satisfying (1.11). If $T^* < \infty$, then we are done. If $T^* = \infty$, then we have to show that there exists $t_n \to \infty$ such that $\|u(t_n)\|_{H^1_c} \to \infty$ as $n \to \infty$. Assume by contradiction that it doesn’t hold, i.e. $\sup_{t \in [0, \infty)} \|u(t)\|_{H^1_c} \leq M_0$ for some $M_0 > 0$. By the conservation of mass, we have

$$\sup_{t \in (0, \infty)} \|u(t)\|_{H^1_c} \leq M_1,$$

for some $M_1 > 0$. Hence, it follows from Lemma 2.7 (localized virial estimate) and (1.11) that

$$V''_\varphi R(t) \leq 8G(u(t)) + CR^{-2} + CR^{-b} \|u(t)\|_{H^1_c}^{\sigma + 2} \leq -8\delta + CR^{-2} + CR^{-b} M_1^{\sigma + 2},$$

for all $t \in [0, \infty)$. By taking $R > 1$ large enough, we have for all $t \in [0, \infty)$,

$$V''_\varphi R(t) \leq -4\delta.$$

Integrating this estimate, there exists $t_0 > 0$ sufficiently large such that $V''_\varphi R(t_0) < 0$ which is impossible. This completes the proof of the first part of Item 2. Let us assume that $u$ has finite variance. Then it follows from (1.11) and Lemma 2.6 that

$$\frac{d^2}{dt^2} \|xu(t)\|_{L^2}^2 = 8G(u(t)) \leq -8\delta.$$

By the classical argument of Glassey [11] the solution must blow up in finite time. This completes the proof of Theorem 1.1.

### 3 Global existence and blow up below, at, and above the ground state threshold

In this section, we prove Theorem 1.2, Theorem 1.4 and Theorem 1.5.

#### 3.1 Below the ground state threshold

In this subsection, we study the global existence and blow-up below the ground state threshold.

**Proof of Theorem 1.2.** (1.13) shows that there exists $\delta_0 > 0$ such that

$$E(u_0)[M(u_0)]^{\sigma_c} \leq (1 - \delta_0)H_G.$$

(3.1)
Proof of Item 1. Let \( u_0 \in H^1_c \) satisfy (1.13) and (1.14). It follows from Lemma 3.5 of [7, 3.1] and the conservation of mass and energy that there exists \( \delta > 0 \) such that
\[
\| u(t) \|_{H^1} \| u(t) \|_{L^2}^\sigma \leq (1 - \delta) K_G,
\] (3.2)
for all \( t \in (-T_*, T^*) \). Lemma 2.2 and (3.2) yield
\[
P(u(t))[M(u(t))]^{\sigma} \leq C_G N \| u(t) \|_{H^1_c}^{d_\sigma + 2b} \| u(t) \|_{L^2}^{d_\sigma - 4 + 2b}\]
\[
= C_G N \left( \| u(t) \|_{H^1} \| u(t) \|_{L^2}^\sigma \right)^{\frac{d_\sigma + 2b}{2}}
\leq C_G N(1 - \delta)^{\frac{d_\sigma + 2b}{2}} K_G^2,
\]
for all \( t \in (-T_*, T^*) \). By (2.6), (3.1) and the conservation of mass and energy, we have
\[
P(u(t))[M(u(t))]^{\sigma} \leq \frac{2(\sigma + 2)}{d_\sigma + 2b} (1 - \delta)^{\frac{d_\sigma + 2b}{2}} K_G^2 = (1 - \delta)^{\frac{d_\sigma + 2b}{2}} P_G[M_G]^{\sigma},
\]
for all \( t \in (-T_*, T^*) \) which shows (1.15). By Theorem 1.1, the solution exists globally in time.

Proof of Item 2. Let \( u_0 \in H^1_c \) satisfy (1.13) and (1.14). Lemma 3.5 of [7] also shows that
\[
\| u(t) \|_{H^1} \| u(t) \|_{L^2}^\sigma > K_G,
\] (3.3)
for all \( t \in (-T_*, T^*) \). By (2.6), (3.1), (3.3) and the conservation of mass and energy, we have
\[
G(u(t))[M(u(t))]^{\sigma} = \| u(t) \|_{H^1_c}^2 \| u(t) \|_{L^2}^{2\sigma} - \frac{d_\sigma + 2b}{2(\sigma + 2)} P(u(t))[M(u(t))]^{\sigma}.
\]
\[
= \frac{d_\sigma + 2b}{2} E(u(t))[M(u(t))]^{\sigma} - \frac{d_\sigma - 4 + 2b}{4} \left( \| u(t) \|_{H^1_c} \| u(t) \|_{L^2}^\sigma \right)^2
\leq \frac{d_\sigma + 2b}{2} (1 - \delta_0) H_G - \frac{d_\sigma - 4 + 2b}{4} [K_G]^2
\]
\[
= -\frac{d_\sigma - 4 + 2b}{4} \delta_0 [K_G]^2,
\]
for all \( t \in (-T_*, T^*) \). This shows (1.11) with
\[
\delta := \frac{(d_\sigma - 4 + 2b) \delta_0 [K_G]^2}{4[M(u_0)]^{\sigma}} > 0.
\]
By Theorem 1.1, the corresponding solution either blows up in finite time, or there exists a time sequence \( (t_n)_{n \geq 1} \) satisfying \(|t_n| \to \infty \) such that \( \| u(t_n) \|_{H^1} \to \infty \) as \( n \to \infty \). This completes the proof of the first part of Item 2.

Let us prove the second part of Item 2. If \( u_0 \) either has finite variance or is radially symmetric, then the solution blows up in finite time. This result was proved in [7]. It remains to consider the case of cylindrically symmetric data. For \( R > 1 \), we define the radial function \( \psi_R : \mathbb{R}^d - 1 \to [0, \infty) \):
\[
\psi_R(y) = \psi_R(r) := R^2 \theta(r/R), \ r = |y|, \quad (3.4)
\]
where \( \theta : [0, \infty) \to [0, \infty) \) is given in (2.7). We define the function on \( \mathbb{R}^d \):
\[
\phi_R(x) = \phi_R(y, x_d) := \psi_R(y) + x_d^2. \quad (3.5)
\]
Using the same argument as in the proof of Lemma 2.7, we have

\[
V''_\phi(t) = -\int \Delta^2_R \psi_R(y)|u(t,x)|^2 \, dx + 4 \sum_{j,k=1}^{d-1} \int \partial^2_{jk} \psi_R(y) \Re(\partial_k u(t,x) \partial_j \bar{u}(t,x)) \, dx \\
+ 4c \int \nabla \psi_R(y) \cdot \frac{y}{|x|} |u(t,x)|^2 \, dx - \frac{2\sigma}{\sigma + 2} \int \Delta^\sigma_R \psi_R(y)|x|^{-b}|u(t,x)|^{\sigma + 2} \, dx \\
- \frac{4b}{\sigma + 2} \int |y|^2 \frac{\psi'_R(r)}{r} |x|^{-b-2}|u(t,x)|^{\sigma + 2} \, dx - 8\|\partial_d u(t)\|_{L^2}^2 - \frac{4\sigma}{\sigma + 2} \int |x|^{-b}|u(t,x)|^{\sigma + 2} \, dx \\
- \frac{8b}{\sigma + 2} \int x_d^2 |x|^{-b-2}|u(t,x)|^{\sigma + 2} \, dx + 8c \int x_d^2 |u(t,x)|^2 \, dx.
\]

We can rewrite it as

\[
V''_\phi(t) = 8G(u(t)) - 8 \|\nabla u(t)\|_{L^2}^2 + \frac{4((d-1)\sigma + 2b)}{\sigma + 2} P(u(t)) \\
- \int \Delta^2_R \psi_R(y)|u(t,x)|^2 \, dx + 4 \sum_{j,k=1}^{d-1} \int \partial^2_{jk} \psi_R(y) \Re(\partial_k u(t,x) \partial_j \bar{u}(t,x)) \, dx \\
+ 4c \int |y|^2 \frac{\psi'_R(r)}{r} |u(t,x)|^2 \, dx - \frac{2\sigma}{\sigma + 2} \int \Delta^\sigma_R \psi_R(y)|x|^{-b}|u(t,x)|^{\sigma + 2} \, dx \\
- \frac{4b}{\sigma + 2} \int |y|^2 \frac{\psi'_R(r)}{r} |x|^{-b-2}|u(t,x)|^{\sigma + 2} \, dx - \frac{8b}{\sigma + 2} \int x_d^2 |x|^{-b-2}|u(t,x)|^{\sigma + 2} \, dx \\
+ 8c \int x_d^2 |u(t,x)|^2 \, dx - 8 \int |x|^{-2}|u(t,x)|^2 \, dx
\]  \tag{3.6}

Using the similar argument as in the proof of (2.15), we can get

\[
- 8 \|\nabla u(t)\|_{L^2}^2 + 4 \sum_{j,k=1}^{d-1} \int \partial^2_{jk} \psi_R(y) \Re(\partial_k u(t,x) \partial_j \bar{u}(t,x)) \, dx \leq 0
\]  \tag{3.7}

\[
\left| \int \Delta^2_R \psi_R(y)|u(t,x)|^2 \, dx \right| \lesssim R^{-2}. \tag{3.8}
\]

Similarly, we also have

\[
\left| \int (2(d-1) - \Delta_y \psi_R(y)) |x|^{-b}|u(t,x)|^{\sigma + 2} \, dx \right| \lesssim \int_{|y| \geq R} |x|^{-b}|u(t,x)|^{\sigma + 2} \, dx, \tag{3.9}
\]

\[
\left| \int \left(2|x|^2 - |y|^2 \frac{\psi'_R(r)}{r} - 2x_d^2 \right) |x|^{-b-2}|u(t,x)|^{\sigma + 2} \, dx \right| \lesssim \int_{|y| \geq R} |x|^{-b}|u(t,x)|^{\sigma + 2} \, dx, \tag{3.10}
\]
In view of (3.6)–(3.11), we have

\[ V_\phi''(t) \leq 8G(u(t)) + CR^{-2} + CR^{-b} \int_{|y| \geq R} |u(t,x)|^{\sigma+2} dx. \]  

(3.12)

Using the same argument as in the proof of (4.12) in [11], it follows from (3.12) and the fact \( H^1_c \sim \dot{H}^1 \) that

\[ V_\phi''(t) \leq 8G(u(t)) + CR^{-2} + \begin{cases} CR^{-\frac{\sigma+2}{2}} \|u(t)\|_{H^1_c}, & \text{if } \sigma = 2, \\ CR^{-\frac{(d-2)\sigma}{4}} \|u(t)\|_{H^1_c}^2 + CR^{-\frac{(d-2)\sigma}{4} - b}, & \text{if } \sigma < 2, \end{cases} \]  

(3.13)

for all \( t \in (-T_*, T^*) \). Lemma 3.6 of [7] and 3.2 also show that for some \( \eta > 0 \) and \( \epsilon > 0 \),

\[ 8G(u(t)) + \epsilon \|u(t)\|_{H^1_c}^2 \leq -\eta. \]  

(3.14)

In view of (3.13) and (3.14), we take \( R > 1 \) sufficiently large to get

\[ V_\phi''(t) \leq -\frac{\eta}{2} < 0, \]

for all \( t \in (-T_, T^*) \). This shows that \( T_*, T^* < \infty \). This completes the proof. \( \square \)

### 3.2 At the ground state threshold

In this subsection, we study the global existence and blow-up at the ground state threshold.

**Lemma 3.1** ([17]). If \( d \geq 3 \), \( c > -c(d) \), \( 0 < b < 2 \) and \( 0 < \sigma < \frac{4-2b}{d-2} \), then \( H^1_c \) is compactly embedded in \( L^{\sigma+2}(|x|^{-b} dx) \).

**Lemma 3.2.** Let \( d \geq 3 \), \( c > -c(d) \), \( 0 < b < 2 \) and \( 0 < \sigma < \frac{4-2b}{d-2} \). Let \( (f_n)_{n \geq 1} \) be a sequence of \( H^1_c \) function satisfying

\[ M(f_n) = M_G, \ E(f_n) = E_G, \ \forall n \geq 1 \]

and

\[ \lim_{n \to \infty} \|f_n\|_{H^1_c} = S_G. \]

Then there exists a subsequence still denoted by \( (f_n)_{n \geq 1} \) such that

\[ f_n \to e^{i\theta} Q \text{ strongly in } H^1_c \text{ as } n \to \infty \]

for some \( \theta \in \mathbb{R} \) and some positive solution \( Q \) to the ground state equation ([17]).

**Proof.** Since \( (f_n)_{n \geq 1} \) is a bounded sequence in \( H^1_c \), it follows from Lemma 3.1 that there exists a subsequence still denoted by \( (f_n)_{n \geq 1} \) and a function \( f \in H^1_c \) such that \( f_n \to f \) weakly in \( H^1_c \) and \( P(f_n) \to P(f) \) as \( n \to \infty \). Hence, it follows from (2.15) that

\[ P(f) = \lim_{n \to \infty} P(f_n) = \lim_{n \to \infty} (\sigma + 2) \left( \frac{1}{2} \|f_n\|_{H^1_c}^2 - E(f_n) \right) \]

\[ = (\sigma + 2) \left( \frac{1}{2} |S_G|^2 - E_G \right) \]

\[ = \frac{2(\sigma + 2)}{d\sigma + 2b} |S_G|^2 = P_G. \]
This shows that \( f \neq 0 \). Moreover, using Lemma 2.2, we have

\[
P(f) - C_{GN} \left\| f \right\|_{\dot{H}^1_c}^\sigma \left\| f \right\|_{L^2}^{2 - \frac{2d}{d-2}} \leq 0.
\] (3.15)

By the lower continuity of weak convergence, we have

\[
\left\| f \right\|_{\dot{H}^1_c} \leq \liminf_{n \to \infty} \left\| f_n \right\|_{\dot{H}^1_c}.
\]

Hence, we have

\[
P(f) - C_{GN} \left\| f \right\|_{\dot{H}^1_c}^\sigma \left\| f \right\|_{L^2}^{2 - \frac{2d}{d-2}} \geq \liminf_{n \to \infty} P(f_n) - C_{GN} \left\| f_n \right\|_{\dot{H}^1_c}^\sigma \left\| f_n \right\|_{L^2}^{2 - \frac{2d}{d-2}} = P_G - C_{GN} \left[ S_G \right] \left\| f \right\|_{L^2}^{2 - \frac{2d}{d-2}} = 0.
\] (3.16)

In view of (3.15) and (3.16), we see that \( f \) is an optimizer for (2.2). We also have

\[
\left\| f \right\|_{\dot{H}^1_c} = \liminf_{n \to \infty} \left\| f_n \right\|_{\dot{H}^1_c},
\]

which implies that \( f_n \to f \) strongly in \( H^1_c \). We claim that there exists \( \theta \in \mathbb{R} \) such that \( f(x) = e^{i\theta}g(x) \), where \( g(x) \) is a non-negative optimizer for (2.2). Indeed, since \( |\nabla f| \leq |\nabla g| \) for all \( f \in H^1_c \), it is clear that \( |f| \) is also an optimizer for (2.2) and

\[
\| |f| \|_{\dot{H}^1_c} = \| |f| \|_{H^1_c}.
\] (3.17)

Using (3.17) and the same argument as in the proof of Lemma 4.2 of [10], the claim follows with \( g(x) = |f(x)|. \) Since \( g \) is an optimizer for (2.2), Euler–Lagrange equation for \( g \) gives

\[
mP_{\sigma}g + ng - \frac{\sigma + 2}{C_{GN}} \left| x \right|^{-b} |g|^{\sigma} g = 0,
\]

where

\[
m = \frac{d\sigma + 2b}{2} \| f \|_{\dot{H}^1_c}^{d\sigma + 2b} \| f \|_{L^2}^{2 - \frac{2d}{d-2}},
\]

\[
n = \frac{4 - 2b - (d - 2)\sigma}{2} \| f \|_{\dot{H}^1_c}^{d\sigma + 2b} \| f \|_{L^2}^{2 - \frac{2b}{d-2}}.
\]

By a change of variable \( g(x) = \lambda Q(\mu x) \) with \( \lambda, \mu > 0 \) satisfying

\[
\mu^2 = \frac{n}{m}, \quad \lambda^2 = \frac{nC_{GN}}{\sigma + 2} \mu^{-b},
\]

we can see that \( Q \) solves (1.7). As \( \| g \|_{L^2} = \| Q \|_{L^2} \) and \( \| g \|_{\dot{H}^1_c} = \| Q \|_{H^1_c} \), we have \( \lambda = \mu = 1 \). This completes the proof.

**Proof of Theorem 1.3.** First, we prove Item 1.

**Proof of Item 1.** Let \( u_0 \in H^1_c \) satisfy (1.19) and (1.20). Note that (1.19) and (1.20) are invariant under the scaling

\[
u_0^\lambda(x) := \lambda^{\frac{2+b}{b}} u_0(\lambda x), \quad \lambda > 0.
\] (3.18)

Hence, by choosing a suitable scaling, we can assume that

\[
M(u_0) = M_G, \quad E(u_0) = E_G, \quad \| u_0 \|_{\dot{H}^1_c} < S_G.
\] (3.19)
We claim that
\[
\|u(t)\|_{\dot{H}^1} < S_G,
\]
for all \(t \in (-T_*, T^*)\). Assume by contradiction that there exists \(t_0 \in (-T_*, T^*)\) such that \(\|u(t_0)\|_{\dot{H}^1} \geq S_G\). By continuity argument, there exists \(t_1 \in (-T_*, T^*)\) such that \(\|u(t_1)\|_{\dot{H}^1} = S_G\). It follows from (2.15) and the conservation of energy that
\[
P(u(t_1)) = (\sigma + 2) \left( \frac{1}{2} \|u(t_1)\|_{\dot{H}^1}^2 - E(u(t_1)) \right)
\]
\[
= (\sigma + 2) \left( \frac{1}{2} [S_G]^2 - E_G \right)
\]
\[
= 2(\sigma + 2) \frac{\partial \beta}{\partial \sigma + 2b} [S_G]^2 = P_G.
\]
Hence, we have
\[
P(u(t_1)) - C_{GN} \|u(t_1)\|_{\dot{H}^1}^{\frac{d-2b}{2}} \|u(t_1)\|_{L^2}^{\frac{4-2b-\sigma(d-2)}{2}} = P_G - C_{GN} [S_G]^{\frac{d-2b}{2}} [M_G]^{\frac{4-2b-\sigma(d-2)}{4}} = 0,
\]
which shows that \(u(t_1)\) is an optimizer for (2.2). Using the same argument as in the proof of Lemma 3.2, we have \(u(t_1) = e^{i\theta} Q\) for some \(\theta \in \mathbb{R}\) and some positive solution \(Q\) to (1.7). Moreover, by the uniqueness of solution to (1.1), we have \(u(t) = e^{i(t-t_1)} e^{i\theta} Q\) which contradicts (3.19). This shows (3.20) and the solution exists globally in time. We divide the study in two cases.

**Case 1.1.** Let us consider the case
\[
\sup_{t \in \mathbb{R}} \|u(t)\|_{\dot{H}^1} < S_G.
\]
There exists \(\rho > 0\) such that
\[
\|u(t)\|_{\dot{H}^1} \leq (1 - \rho) S_G,
\]
for all \(t \in \mathbb{R}\). In view of (3.19) and (3.21), we have (3.2). Repeating the same argument as in the proof of Item 1 of Theorem 1.2, we can prove (1.21).

**Case 1.2.** Let us consider the case
\[
\sup_{t \in \mathbb{R}} \|u(t)\|_{\dot{H}^1} = S_G.
\]
Then there exists a time sequence \((t_n)_{n \geq 1}\) such that
\[
M(u(t_n)) = M_G, \quad E(u(t_n)) = E_G, \quad \lim_{n \to \infty} \|u(t_n)\|_{\dot{H}^1} = S_G.
\]
We claim that \(|t_n| \to \infty\). Assume by contradiction that there exists subsequence still denoted by \((t_n)_{n \geq 1}\) and \(t_0 \in \mathbb{R}\) such that \(t_n \to t_0\) as \(n \to \infty\). By continuity of solution, \(u(t_n) \to u(t_0)\) strongly in \(H^1_c\). This shows that \(\|u(t_0)\|_{\dot{H}^1} = S_G\). Using the same argument above, we see that \(u(t_0)\) is an optimizer for (2.2) which is a contradiction. Hence, it follows from Lemma 3.2 that there exists a subsequence still denoted by \((t_n)_{n \geq 1}\) such that
\[
u(t_n) \to e^{i\theta} Q\text{ strongly in } H^1_c \text{ as } n \to \infty,
\]
for some \(\theta \in \mathbb{R}\) and some positive solution \(Q\) to (1.7).

**Proof of Item 2.** Let \(u_0\) satisfy (1.19) and (1.23). By scaling (3.18), we can assume that
\[
M(u_0) = M_G, \quad E(u_0) = E_G, \quad \|u_0\|_{\dot{H}^1} = S_G.
\]
This shows that \(u_0\) is optimizer for (2.2) which implies that \(u_0 = e^{i\theta} Q(x)\) for some \(\theta \in \mathbb{R}\) and some positive solution \(Q\) to (1.7). By uniqueness of solution to (1.1), we have \(u(t) = e^{it} e^{i\theta} Q(x)\).
Proof of Item 3. Let $u_0$ satisfy (1.19) and (1.24). By scaling (3.18), we can assume that
\[ M(u_0) = M_G, \ E(u_0) = E_G, \ \|u_0\|_{\dot{H}^1} > S_G. \] (3.22)
Using the same argument as in the proof of Item 1, we can prove that
\[ \|u(t)\|_{\dot{H}^1} > S_G, \]
for all $t \in (-T_*, T^*)$. We only consider the positive times. The negative time is treated similarly. If $T^* < \infty$, then we are done. If $T^* = \infty$, we have two possible cases.

Case 3.1. Let us consider the case
\[ \sup_{t \in [0, \infty)} \|u(t)\|_{\dot{H}^1} > S_G. \]
Then there exists $\delta > 0$ such that
\[ \|u(t)\|_{\dot{H}^1} \geq (1 + \delta)S_G \] (3.23)
for all $t \in [0, \infty)$. It follows from (2.6), (3.22), (3.23) and the conservation of mass and energy, we have
\[
G(u(t))[M(u(t))]^{\sigma_c} = \frac{d\sigma + 2b}{2} E(u(t))[M(u(t))]^{\sigma_c} - \frac{d\sigma - 4 + 2b}{4} (\|u(t)\|_{\dot{H}^1} \|u(t)\|_{L^2}^2)^2 \\
\leq \frac{d\sigma + 2b}{2} H_G - \frac{d\sigma - 4 + 2b}{4} ((1 + \delta)K_G)^2 \\
= -\frac{d\sigma - 4 + 2b}{4} ((1 + \delta)^2 - 1) [K_G]^2,
\]
for all $t \in [0, \infty)$. By Theorem 1.1, there exists a time sequence $t_n \to \infty$ such that $\|u(t_n)\|_{\dot{H}^1} \to \infty$ as $n \to \infty$.

Case 3.2. Let us consider the case
\[ \sup_{t \in [0, \infty)} \|u(t)\|_{\dot{H}^1} = S_G. \]
Then there exists a time sequence $(t_n)_{n \geq 1}$ such that $\|u(t_n)\|_{\dot{H}^1} \to S_G$ as $n \to \infty$. Using the same argument as in Case 1.2, we can see that there exists a subsequence still denoted by $(t_n)_{n \geq 1}$ such that $t_n \to \infty$ and
\[ u(t_n) \to e^{i\theta}Q \text{ strongly in } H^1 \text{ as } n \to \infty \]
for some $\theta \in \mathbb{R}$ and some positive solution $Q$ to (1.27). This completes the proof of the first part of Item 3. Let us prove the second part.

• Finite variance data. If $|x|u_0 \in L^2$, then Case 3.1 is excluded. Indeed, if Case 3.1 occurs, we have
\[ G(u(t)) < -\eta, \ \forall t \in [0, \infty) \]
for some $\eta > 0$. Then Lemma 2.6 shows that
\[ \frac{d^2}{dt^2} \|xu(t)\|_{L^2}^2 = 8G(u(t)) < -8\eta < 0, \]
which contradicts $T^* = \infty$.

• Radially symmetric data. If Case 3.1 occurs, we have (3.23). It follows from (2.6), (3.22), (3.23) and the conservation of mass and energy that
\[
[M(u(t))]^{\sigma_c} \left(8G(u(t)) + \varepsilon \|u(t)\|_{\dot{H}^1} \right) \\
= 4(d\sigma + 2b) E(u(t))[M(u(t))]^{\sigma_c} - (2d\sigma - 8 + 4b - \varepsilon) \|u(t)\|_{\dot{H}^1}^2 [M(u(t))]^{\sigma_c} \\
\leq 4(d\sigma + 2b) H_G - (2d\sigma - 8 + 4b - \varepsilon) ((1 + \delta)K_G)^2 \\
= -2(d\sigma - 4 + 2b) ((1 + \delta)K_G)^2 \left[\frac{(1 + \delta)^2 - 1}{(1 + \delta)^2 - \frac{\varepsilon}{2(d\sigma - 4 + 2b)}} \right],
\]
for all $t \in [0, \infty)$. Taking $\varepsilon > 0$ sufficiently small, there exists $\eta > 0$ such that

$$8G(u(t)) + \varepsilon \|u(t)\|_{H^1_2} \leq -\eta,$$

(3.24)

for all $t \in [0, \infty)$. On the other hand, Lemma 4.6 of [12] shows that

$$V''_{\varphi_R}(t) \leq 8G(u(t)) + O\left(R^{-2} + \varepsilon^{-\frac{2d-1}{2}} R^{\frac{2(2d-1)+2b}{2d-2}} + \varepsilon \|u(t)\|_{H^1_2}^2\right),$$

(3.25)

for any $\varepsilon > 0$ and any $R > 1$. Taking $\varepsilon > 0$ small enough and $R > 1$ large enough, it follows from (3.23) and (3.24) that

$$V''_{\varphi_R}(t) \leq -\frac{\eta}{2},$$

for all $t \in [0, \infty)$. This is also impossible.

- **Cylindrically symmetric data.** Using (3.13), (3.24) and repeating the same argument above, we can easily prove that Case 3.1 is excluded. This completes the proof.

### 3.3 Above the ground state threshold

In this subsection, we study the global existence and blow-up above the ground state threshold.

**Lemma 3.3 (21).** Let $u \in H^1$ and $|x| u \in L^2$. Then we have

$$\|u\|_{2}^2 \leq \frac{2}{d} \|x| u\|_{2} \|\nabla u\|_{2}.$$

**Lemma 3.4.** Let $d \geq 3$, $0 < b < 2$, $\frac{4-2b}{d} < \sigma < \frac{4-2b}{d-2}$ and $c > -c(d)$. Assume $u \in H^1_c$ and $|x| u \in L^2$. Then we have

$$\left[\text{Im} \int x \cdot \bar{u} \nabla u dx\right]^2 \leq \int |x|^2 |u|^2 dx \left[\|u\|_{H^1_2}^2 - \frac{|P(u)|^{\frac{4}{d-2b}}}{C_G^{\frac{4}{d-2b}} [M(u)]^{-\frac{2b-2c}{d-2b}}}\right].$$

(3.26)

**Proof.** Noticing

$$\int |\nabla (e^{i\lambda |x|^2} u)|^2 dx = 4\lambda^2 \int |x|^2 |u|^2 dx + 4\lambda \text{Im} \int x \cdot \bar{u} \nabla u dx + \int |\nabla u|^2 dx,$$

we have

$$\left\|e^{i\lambda |x|^2} u\right\|_{H^1}^2 = 4\lambda^2 \int |x|^2 |u|^2 dx + 4\lambda \text{Im} \int x \cdot \bar{u} \nabla u dx + \left\|u\right\|_{H^1_2}^2.$$

(3.27)

On the other hand, Lemma 2.2 (sharp Gagliardo-Nirenberg inequality) implies that

$$|P(u)|^{\frac{4}{d-2b}} = \left|P(e^{i\lambda |x|^2} u)\right|^{\frac{4}{d-2b}} \leq C_{GN}^{\frac{4}{d-2b}} \left\|e^{i\lambda |x|^2} u\right\|_{H^1_c}^2 \left\|u\right\|_{L^2}^{2(4-2b)-2d-2c}$$

(3.28)

It follows from (3.21) and (3.28) that

$$4\lambda^2 \int |x|^2 |u|^2 dx + 4\lambda \text{Im} \int x \cdot \bar{u} \nabla u dx + \left\|u\right\|_{H^1_2}^2 \geq \frac{|P(u)|^{\frac{4}{d-2b}}}{C_G^{\frac{4}{d-2b}} [M(u)]^{-\frac{2b-2c}{d-2b}}},$$

for $\lambda \in \mathbb{R}$, where the left-hand side is a polynomial in $\lambda$. The discriminant of this polynomial in $\lambda$ must be negative or null, which yields the conclusion of this lemma.
Proof of Theorem 1.4. Let $u_0 \in H^1_0$ be such that $|x|u_0 \in L^2$. Assume further that $u_0$ satisfies (1.26) and (1.27). Using Lemma 2.6, we have

$$\|u(t)\|_{H^1}^2 = \frac{4(d\sigma + 2b)E(u(t)) - V''(t)}{2(d\sigma + 2b - 4)}, \quad (3.29)$$

Putting $z(t) := \sqrt{V(t)}$, it follows from (3.31) that

$$(z'(t))^2 \leq 4f(V''(t)), \quad (3.32)$$

where

$$f(x) = -\frac{x}{2d\sigma + 4b - 8} + \frac{(2d\sigma + 4b)E(u_0)}{d\sigma + 2b - 4} - \frac{\left(\frac{\sigma+2}{4d\sigma + 8\sigma - 16}\right)^{\frac{3}{4+d\sigma-2b}}}{C_{GN}^\frac{d\sigma+2b}{d\sigma+26}} \left(16E(u_0) - x\right)^{\frac{4-d\sigma-2b}{d\sigma+26}}. \quad (3.33)$$

with $x \leq 16E(u_0)$. An easy computation shows that

$$f'(x) = -\frac{1}{2d\sigma + 4b - 8} + \frac{\left(\frac{\sigma+2}{4d\sigma + 8\sigma - 16}\right)^{\frac{3}{4+d\sigma-2b}}}{C_{GN}^\frac{d\sigma+2b}{d\sigma+26}} \left(16E(u_0) - x\right)^{\frac{4-d\sigma-2b}{d\sigma+26}}. \quad (3.34)$$

Since $\sigma > \frac{4-2b}{d}$, $f(x)$ is decreasing on $(-\infty, x_0)$, increasing on $(x_0, 16E(u_0)]$, where $x_0$ satisfies

$$\frac{1}{2d\sigma + 4b - 8} = \frac{\left(\frac{\sigma+2}{4d\sigma + 8\sigma - 16}\right)^{\frac{3}{4+d\sigma-2b}}}{C_{GN}^\frac{d\sigma+2b}{d\sigma+26}} \left(16E(u_0) - x_0\right)^{\frac{4-d\sigma-2b}{d\sigma+26}}. \quad (3.34)$$

In view of (3.33) and (3.34), we also have $f(x_0) = \frac{x_0}{4}$. Using (2.4), (2.6) and (3.34), we also have

$$\left[\frac{M_G}{M(u_0)}\right]^\sigma \frac{16E_G}{16E(u_0) - x_0} = 1. \quad (3.35)$$

Hence, (1.26) is equivalent to

$$x_0 \geq 0. \quad (3.36)$$

Noticing

$$(z'(t))^2 = \frac{(V'(t))^2}{4V(t)},$$

and using (3.35), we can see that (1.27) is equivalent to

$$(z'(0))^2 \geq 4f(x_0) = \frac{x_0}{2}. \quad (3.37)$$
Proof of Item 1. Let \( u_0 \) satisfy (1.28) and (1.29). The assumption (1.29) means that 
\[ z'(0) \geq 0. \] (3.38)
Using (2.5) and (3.35), we can see that the assumption (1.28) is equivalent to
\[ \left[ \frac{M_G}{M(u_0)} \right]^{\sigma_c} \frac{1}{(d\sigma + 2b - 4)} P(u_0) > 1 = \left[ \frac{M_G}{M(u_0)} \right]^{\sigma_c} \frac{16E_G}{16E(u_0) - x_0}. \] (3.39)
Using (3.30), we can see that (3.39) is equivalent to
\[ V''(0) > x_0. \] (3.40)
By (3.40), we can take \( \delta_1 > 0 \) such that 
\[ V''(0) > x_0 + 2\delta_1. \]
By continuity argument, we have 
\[ V''(t) > x_0 + \delta_1, \quad \forall t \in [0, t_1), \] (3.41)
for all \( t_1 > 0 \) sufficiently small. By reducing \( t_1 \) if necessary, we can assume that
\[ z'(t_1) > 2\sqrt{f(x_0)}. \] (3.42)
In fact, using (3.37) and (3.38), we have \( z'(0) \geq 2\sqrt{f(x_0)} \). If the inequality is strict, then (3.32) follows from the continuity argument. If \( z'(0) = 2\sqrt{f(x_0)} \), it follows from (3.40) that
\[ z''(0) = \frac{1}{z(0)} \left[ \frac{V''(0)}{2} - (z'(0))^2 \right] > 0. \]
Hence, we can take \( t_1 > 0 \) small enough such that (3.42) holds. We then choose \( \varepsilon \in (0, 1) \) small enough such that
\[ z'(t_1) \geq 2\sqrt{f(x_0)} + 2\varepsilon. \]
We will prove by contradiction that
\[ z'(t) > 2\sqrt{f(x_0)} + \varepsilon, \quad \forall t \geq t_1. \] (3.43)
If (3.43) does not hold, there exists \( t_2 \) satisfying
\[ t_2 = \inf \left\{ t \geq t_1 : z'(t) \leq 2\sqrt{f(x_0)} + \varepsilon \right\}. \]
By continuity of \( z'(t) \), we have
\[ z'(t_2) = 2\sqrt{f(x_0)} + \varepsilon, \] (3.44)
and
\[ z'(t) \geq 2\sqrt{f(x_0)} + \varepsilon, \quad \forall t \in [t_1, t_2]. \] (3.45)
Using (3.45) and (3.32), we immediately have
\[ (2\sqrt{f(x_0)} + \varepsilon)^2 \leq (z'(t))^2 \leq 4f(V''(t)), \quad \forall t \in [t_1, t_2], \]
which implies that \( f(V''(t)) > f(x_0) \) for all \( t \in [t_1, t_2] \). This means that \( V''(t) \neq x_0 \) for all \( t \in [t_1, t_2] \). Using (3.40) and the continuity of \( V''(t) \), we have \( V''(t) > x_0 \) for all \( t \in [t_1, t_2] \). We claim that there exists a constant \( C > 0 \) (which is independent of \( \varepsilon \) and \( t \)) such that
\[ V''(t) \geq x_0 + \frac{\sqrt{\varepsilon}}{C}, \quad \forall t \in [t_1, t_2]. \] (3.46)
In view of (3.41) and (3.49), we have

\[ x_0 < x < x_0 + \frac{16E(u_0) - x_0}{2} \Rightarrow f(x) \leq f(x_0) + \frac{M}{2}(x - x_0)^2, \]  

(3.47)

where \( M := \max \left\{ f''(x) : x \in \left[ x_0, \frac{16E(u_0) + x_0}{2} \right] \right\}. \) It is obvious that \( M > 0. \) If \( V''(t) \geq x_0 + \frac{16E(u_0) - x_0}{2}, \)

then we take \( C = C_1 := \frac{2}{16E(u_0) - x_0}. \) If \( x_0 < V''(t) < x_0 + \frac{16E(u_0) - x_0}{2}, \) then it follows from (3.32), (3.45) and (3.47) that

\[ (2\sqrt{f(x_0) + \varepsilon})^2 \leq (z'(t))^2 \leq 4f(V''(t)) \leq 4f(x_0) + 2M(V''(t) - x_0), \]

which implies that

\[ 4\sqrt{f(x_0) + \varepsilon}^2 < 2M(V''(t) - x_0)^2. \]

Hence, we can take \( C = C_2 := \sqrt{M(4f(x_0))^{-\frac{1}{2}}}. \) Therefore, taking \( C := \max \{ C_1, C_2 \}, \) we have (3.46) for all \( t \in [t_1, t_2]. \) In view of (3.44) and (3.46), we have

\[ z''(t_2) = \frac{1}{z(t_2)} \left[ \frac{V''(t_2)}{2} - (z'(t_2))^2 \right] \]

\[ \geq \frac{1}{z(t_2)} \left[ \frac{x_0}{2} + \frac{\sqrt{\varepsilon}}{2C} - (2\sqrt{f(x_0) + \varepsilon})^2 \right] \]

\[ \geq \frac{1}{z(t_2)} \left[ \frac{\sqrt{\varepsilon}}{2C} - 4\varepsilon \sqrt{f(x_0) - \varepsilon}^2 \right]. \]

(3.48)

Taking \( \varepsilon > 0 \) small enough in (3.48), we have \( z''(t_2) > 0, \) which is contrary to (3.44) and (3.46). This completes the proof of (3.43). Using (3.43) and the same argument as in the proof of (3.46), we can prove

\[ V''(t) \geq x_0 + \frac{\sqrt{\varepsilon}}{C}, \quad \forall t \geq t_1. \]

(3.49)

In view of (3.44) and (3.49), we have

\[ V''(t) \geq x_0 + \delta, \quad \forall t \geq 0, \]

(3.50)

where \( \delta = \min \left\{ \delta_1, \frac{\sqrt{\varepsilon}}{C} \right\} > 0. \) Using (3.30), (3.31), (3.35), (2.5) and the conservations of mass and energy, we have for any \( t > 0 \)

\[ P(u(t))[M(u(t))]^{\sigma_e} = [M(u_0)]^{\sigma_e} \frac{(16E(u_0) - V''(t))(\sigma + 2)}{4(\sigma + 2b)} - 16 \]

\[ \leq [M(u_0)]^{\sigma_e} \frac{(16E(u_0) - x_0 - \delta)(\sigma + 2)}{4(\sigma + 2b)} - 16 \]

\[ = \frac{4(\sigma + 2)}{d\sigma - 4 + 2b} [M_G]^{\sigma_e} E_G - \frac{\sigma + 2}{4(d\sigma - 4 + 2b)} \delta [M(u_0)]^{\sigma_e} \]

\[ = (1 - \rho) P_G [M_G]^{\sigma_e}, \]

where

\[ \rho := \frac{\sigma + 2}{4(d\sigma - 4 + 2b)} [M(u_0)]^{\sigma_e} \delta > 0. \]

This shows (1.49), and thus the solution exists globally in time.
Proof of Item 2. Let $u_0$ satisfy (1.30) and (1.31). Using the same argument as in the proof of (3.38) and (3.40), we can prove that the assumptions (1.31) and (1.30) are respectively equivalent to
\[ z'(0) \leq 0, \quad (3.52) \]
\[ V''(0) < x_0. \quad (3.53) \]
We will prove by contradiction that
\[ z''(t) < 0, \quad (3.54) \]
for any $t$ in the existence time. In fact, it follows from (3.37) and (3.53) that
\[ z''(0) = \frac{1}{z(0)} \left[ \frac{V''(0)}{2} - (z'(0))^2 \right] < \frac{1}{z(0)} \left( \frac{x_0}{2} - \frac{x_0}{2} \right) = 0. \quad (3.55) \]
Assume that (3.54) does not hold. Then there exists $t_0 > 0$ in the existence time such that
\[ z''(t_0) = 0 \quad \text{and} \quad z''(t) < 0, \quad \forall t \in [0, t_0). \]
In view of (3.37) and (3.52), we have
\[ z'(t) < z'(0) \leq -\sqrt{4f(x_0)}, \quad \forall t \in (0, t_0], \quad (3.56) \]
which implies that $(z'(t))^2 > 4f(x_0)$. Hence, using (3.32), we immediately have
\[ f(V''(t)) > f(x_0), \quad \forall t \in (0, t_0]. \quad (3.57) \]
Using (3.57), (3.53) and the continuity of $V''(t)$, we can see that
\[ V''(t) < x_0, \quad \forall t \in [0, t_0]. \quad (3.58) \]
In view of (3.50) and (3.58), we have
\[ z''(t_0) = \frac{1}{z(t_0)} \left[ \frac{V''(t_0)}{2} - (z'(t_0))^2 \right] < \frac{1}{z(t_0)} \left( \frac{x_0}{2} - \frac{x_0}{2} \right) = 0, \]
which contradicts $z''(t_0) = 0$. Hence, we have (3.54) for any $t$ in the existence time. Using (3.52) and (3.54) and the fact $z(t) = \sqrt{V(t)}$, we can see that there exists $T < \infty$ such that $\lim_{t \to T} V(t) = 0$. Noting $\dot{H}^1 \sim H^1$, it follows from Lemma 3.3 that $\lim_{t \to T} \|u(t)\|_{\dot{H}^1} = \infty$. This completes the proof. \(\square\)
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