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Abstract—Existing remote sensing change detection methods are heavily affected by seasonal variation. Since vegetation colors are different between winter and summer, such variations are inclined to be falsely detected as changes. In this letter, we proposed an image translation method to solve the problem. A style-based recalibration module is introduced to capture seasonal features effectively. Then, a new style discriminator is designed to improve the translation performance. The discriminator can not only produce a decision for the fake or real sample, but also return a style vector according to the channel-wise correlations. Extensive experiments are conducted on season-varying dataset. The experimental results show that the proposed method can effectively perform image translation, thereby consistently improving the season-varying image change detection performance. Our codes and data are available at https://github.com/summitgao/RSIT_SRM_ISD
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I. INTRODUCTION

NOWADAYS, with the rapid advancement of the Earth observation program, an ever-growing number of optical remote sensing images are available. These images are widely applied in land cover change detection [1], environmental analysis [2], disaster monitoring [3], etc. Among these applications, change detection is one of the most important techniques to monitor the changed surfaces on the Earth. In most cases, researches are mainly interested in changes caused by human activities and natural disasters. However, such changes may be difficult to be detected due to some interfering factors. For instance, vegetation colors are different between summer and winter. These changes caused by seasonal variation may yield false alarms.

Many change detection methods are affected by seasonal variation. As illustrated in Fig. 1, the change map generated by the PCAKM [1] contains many noisy regions. These regions are mainly vegetations whose appearances are different between winter and summer. Such variations are falsely detected as changes. Therefore, if a function can be learnt to map remote sensing images captured in summer to images captured in winter, the false alarms in change detection caused by seasonal variation can be alleviated effectively.

The image-to-image translation [4] task aims to transform one representation of a scene into another. So image translation is natural to be adopted in a change detection framework to solve the aforementioned problem caused by seasonal variation. Many researchers have leveraged generative adversarial networks [5] into image translation. Isola et al. [4] used a conditional generative adversarial network (cGAN) for supervised pairwise image translation. Zhu et al. [6] proposed an unsupervised CycleGAN by imposing a cycle consistency loss, which is capable of learning the distinctive semantic difference between image sets from two domains and translating them correspondingly without direct pair-wise supervision.

Several attempts have been made to translate remote sensing images between different domains. Enomoto et al. [7] proposed a GAN-based image translation method for environmental monitoring. Niu et al. [8] proposed an image translation method between optical and SAR data based on conditional GAN for land cover classification. Saha et al. [9] employed the CycleGAN to learn the transcoding between SAR and optical images, where the CycleGAN provides useful semantic features for building change detection. The above-mentioned methods are designed for the image translation task between SAR and optical images. However, image translation focusing on seasonal variation is seldom explored.

Although the tasks of SAR-to-optical translation and seasonal translation look similar, the latter is more challenging, since it focuses on transferring the seasonal features while maintaining other more important features. However, such
seasonal features are difficult to be captured during the translation procedure. To tackle this issue, we consider the seasonal features of a remote sensing image as its style features, and introduce a style-based recalibration module to better capture the style features. Besides, a new style discriminator is designed to improve the translation performance during the training stage.

In this letter, the main contributions of our work can be summarized in twofold:

- We present an image translation method for season-varying multitemporal remote sensing images, which can effectively improve the change detection performance. To the best of our knowledge, this is the first attempt to incorporate image translation in the season-varying image change detection task.
- To effectively capture the seasonal features, a style-based recalibration module and a new style discriminator are designed to improve the translation performance during the training phase.
- Extensive experiments on the season-varying dataset demonstrate the superiority of the proposed method over the state-of-the-art methods. As a byproduct, we released the codes and data to facilitate other researchers.

II. METHODOLOGY

The architecture of the proposed method is shown in Fig. 2, where CycleGAN [6] is used as the backbone since it can be trained in an unsupervised way by utilizing two collections of unpaired data without labels. The model has two generators: \( G_{XY} \) represents the mapping from domain \( X \) (summer) to domain \( Y \) (winter), while \( G_{YX} \) denotes the mapping from domain \( Y \) to domain \( X \). Given the image collections \( \{x_i\}_{i=1}^{N_x} \) where \( x_i \in X \) and \( \{y_j\}_{j=1}^{N_y} \) where \( y_j \in Y \). \( N_x \) denotes the number of images in the summer domain, and \( N_y \) denotes the number of images in the winter domain. The discriminator \( D_X \) is trained to distinguish between images \( \{x\} \) from real domain \( X \) and translated images \( \{G_{YX}(y)\} \). The discriminator \( D_Y \) is trained to distinguish between images \( \{y\} \) from real domain \( Y \) and translated images \( \{G_{XY}(x)\} \).

A. The Generator with Style-Based Recalibration Module

As shown in Fig. 3(a), the generator follows an Encoder-Transformation-Decoder structure. The encoder contains three convolutional layers to encode the image to the feature space, while the decoder utilizes two fractionally-strided convolutions and one convolutional layer to reconstruct the image from the feature space. The essential transformation module is comprised of 9 residual blocks which manipulate the feature maps to conduct the translation process.

In order to represent style features effectively in feature space, we introduce the style-based recalibration module (SRM) [10] into the residual block. The SRM is comprised of two parts: style pooling and style integration. The style pooling operator extracts style features from each channel by summarizing feature responses across spatial dimensions. It is followed by the style integration operator, which produces example-specific style weights by utilizing style features via channel-wise operation. Finally, the style weights recalibrate the feature maps to either emphasize or suppress their information. Note that SRMConvBlock represents the residual block which integrates SRM. Details can be found in Fig. 3 (c).

In style pooling, the average mean and standard deviation of the feature map are selected as style features. Denote the input feature map as \( F \in \mathbb{R}^{C \times H \times W} \), where \( C \) is the total number of channels, and \( H, W \) denote spatial dimensions. The style feature \( T \in \mathbb{R}^{C^2} \) can be computed in each channel by:

\[
\mu_c = \frac{1}{HW} \sum_{i=1}^{H} \sum_{j=1}^{W} f_{cij} \quad (1)
\]

\[
\sigma_c = \sqrt{\frac{1}{HW} \sum_{i=1}^{H} \sum_{j=1}^{W} (f_{cij} - \mu_c)^2}, \quad (2)
\]

\[
t_c = [\mu_c, \sigma_c], \quad (3)
\]

where the style vector \( t_c \) serves as a summary descriptor of the style information for \( c^{th} \) channel. To be specific, \( \mu_c \) and \( \sigma_c \) are concatenated to form \( t_c \).

In style integration, the style features are converted into channel-wise style weights. Ref. [10] applied a learnable channel-wise fully connected layer to achieve style integration. However, it is found that the fully connected layer has high computational burden. Therefore, in our implementation, a 1-d convolutional layer with fewer parameters but a competitive capability is used to integrate the style. Given \( T \in \mathbb{R}^{C^2} \) from style pooling as the input, the style integration weight \( G \in \mathbb{R}^{C \times 1} \) performs as the following in each channel:

\[
g_c = \sigma(w \ast t_c), \quad (4)
\]

where \( g_c \) denotes the weight for \( c^{th} \) channel, \( \sigma(\cdot) \) denotes the sigmoid function, \( w \) denotes the convolution kernel, and \( \ast \) denotes convolution. Finally, the input feature \( F \in \mathbb{R}^{C \times H \times W} \) is recalibrated by the channel-wise style integration weights \( G \in \mathbb{R}^{C \times 1} \) to produce the output \( \hat{F} \in \mathbb{R}^{C \times H \times W} \) as:

\[
\hat{F} = G \cdot F \quad (5)
\]

Here, channel-wise multiplication is employed between the style integration weight \( G \) and the input feature map \( F \).
B. Style Discriminator

In order to perform better image translation, we propose a new style discriminator, which not only produces a decision for the fake or real sample, but also returns a style vector according to the channel-wise correlations. By constraining the L1 loss between two style vectors of the translated image and the real target domain image, the style discriminator can distinguish the style information better.

The proposed style discriminator is illustrated in Fig. 3 (b). Given an input image, it is encoded to the feature space by adopting several convolutional layers and SRM layers. Then, the encoded feature $M$ is fed into two different modules.

On the one hand, after convolution, $M$ is mapped into a set of overlapping image patches. Then, the decision results of each patch will be generated, and the results are averaged to a final scalar of $[0, 1]$. On the other hand, we consider the correlations of different channels as another kind of style representation for evaluating the style distance between translated images and target images. This correlation style representation can explore more style information across channels because in style pooling, the style features are computed in every separate channel. First, $M \in \mathbb{R}^{C \times H \times W}$ is provided to max and average pooling layers. After each max pooling and average pooling, the aggregated feature maps are combined and fed into the next two pooling layers. Through four pooling and fusion operations, the feature map $M$ is transformed to $V \in \mathbb{R}^{C \times 1 \times 1}$. Since each channel from total number of $C$ is now represented by a single value, $V \in \mathbb{R}^{C \times 1 \times 1}$ is reshaped to $V \in \mathbb{R}^{1 \times C}$. Therefore, the correlation between different channels can be described as a matrix $V^T V \in \mathbb{R}^{C \times C}$ by element-wise multiplication between the transpose of $V$ and itself. Only keeping the upper triangular elements of $V^T V$ while setting the other elements as 0, a style vector $v$ with the length of $C \times C$ is generated after flattening the correlation matrix. Then the L1 loss can be applied to measure the distance between two style vectors that represent translated and target images.

C. Training Overflow

As mentioned before, our goal is to learn the mapping functions $G_{XY} : X \rightarrow Y$ and $G_{YX} : Y \rightarrow X$. The objective function contains three types of terms: 1) adversarial loss $\mathcal{L}_{GAN}$ aims to match the distribution of translated images to the data distribution in the target domain; 2) style loss $\mathcal{L}_S$ calculates the differences between the translated image and the target image with two style vectors which are generated by the style discriminator $D_X$ and $D_Y$; 3) cycle consistency loss $\mathcal{L}_{cyc}$ aims to prevent the mappings $G_{XY}$ and $G_{YX}$ from contradicting each other.

The overall objective function can be summarized as:

$$
\mathcal{L} = \mathcal{L}_{GAN}(G_{XY}, D_Y, X, Y) + \mathcal{L}_S(G_{XY}(X), Y) + \mathcal{L}_{cyc}(G_{XY}, G_{YX})
$$

where $\lambda$ controls the relative importance of the cycle consistency loss, and $\lambda = 10$ in the following experiments. For both $\mathcal{L}_{GAN}$, the negative log-likelihood objective is replaced with a least-squares loss, which is more stable during training and can generate higher quality samples.

Specifically, the generator $G_{XY}$ aims to minimize the following objective function:

$$
\mathcal{L}_{G_{XY}} = \mathcal{L}_{GAN} + \mathcal{L}_{cyc} + \mathcal{L}_{id},
$$

$$
\mathcal{L}_{GAN} = \mathbb{E}_{x \sim p_{data}(x)}[(D_Y(G_{XY}(x)) - 1)^2],
$$

$$
\mathcal{L}_{cyc} = \mathbb{E}_{x \sim p_{data}(x)}[\|G_{YX}(G_{XY}(x)) - x\|_1],
$$

$$
\mathcal{L}_{id} = \mathbb{E}_{y \sim p_{data}(y)}[\|G_{XY}(y) - y\|_1],
$$

where an additional loss $\mathcal{L}_{id}$ is used to regularize the generator to approximate an identity mapping when real samples of the
target domain are provided as the input to the generator. The generator $G_{YX}$ operates in the same way.

For the style discriminator $D_Y$, it aims to minimize:

$$L_{DY} = L_{GAN} + L_S,$$  \(11\)

$$L_{GAN} = \mathbb{E}_{y \sim \text{data}(y)}[(D_Y(y) - 1)^2] + \mathbb{E}_{x \sim \text{data}(x)}[(D_Y(G_{XY}(x)))^2],$$  \(12\)

$$L_S = \mathbb{E}_{x \sim \text{data}(x), y \sim \text{data}(y)}[||D_Y(G_{XY}(x)) - D_Y(y)||_1],$$  \(13\)

where $L_{GAN}$ minimizes the output decision whereas $L_S$ regularizes the style vectors. The style discriminator $D_X$ is trained in the same manner.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Datasets and Training Details

Two sets of high resolution remote sensing images are collected for experiments from Google Earth. They are acquired at the same area from three cities in China, including Beijing, Tianjin, and Qingdao. Images in summer are captured in December 2016, and images in winter are captured in June 2019. All images are randomly cropped into $256 \times 256$ pixels. We generate 869 images as the training set, and 217 images as the testing set. The proposed method is trained from scratch with a learning rate of 0.0002. We keep the same learning rate throughout the training process.

B. Image-to-Image Translation Evaluation

In order to evaluate our translation model, we employ three criteria: Inception Score (IS) [11], Fréchet Inception Distance (FID) [12], and Kernel Inception Distance (KID) [13]. IS measures the quality and diversity of the translated images. FID compares features of real and generated images that extracted by a layer from a pre-trained Inception Network. KID computes the squared maximum mean discrepancy between the Inception feature representations of real target domain images and translated images.

### TABLE I

**QUANTITATIVE EVALUATION ON TRANSLATION**

| Method         | Winter to summer | Summer to winter |
|----------------|------------------|------------------|
|                | IS ↑ FID ↓ KID ↓ | IS ↑ FID ↓ KID ↓ |
| MUNIT [14]     | 3.61 210.09 7.72 | 3.38 216.41 8.48 |
| U-GAT-IT [15]  | 3.81 146.58 2.51 | 3.88 183.26 5.12 |
| CycleGAN [6]   | 3.71 130.76 2.41 | 3.99 129.02 1.04 |
| SECycleGAN [16]| 3.77 125.08 1.49 | 3.90 125.89 0.89 |
| Ours           | 3.72 119.75 1.20 | 4.18 124.19 0.82 |

Four state-of-the-art unsupervised image-to-image translation methods including MUNIT [14], U-GAT-IT [15], CycleGAN [6], and SECycleGAN [16] are selected as the baselines to evaluate the proposed method. The quantitative results are presented in Table I. It shows that our proposed image-to-image translation model achieves the lowest FID and KID scores, and it is quite competitive on IS score with the CycleGAN, SECycleGAN and U-GAT-IT. These quantitative evaluation results indicate that our image translation model has learnt both mapping functions $G_{XY} : X \rightarrow Y$ and $G_{YX} : Y \rightarrow X$ well after training.

Besides quantitative evaluation, we also conduct two computational efficiency analysis on our proposed method, and the results are illustrated in Table II and Table III. First, Table II presents the translation time of the proposed method tested on images of $256 \times 256$ and $512 \times 512$ pixels. It demonstrates that our method is capable of performing fast image translation. Second, Table III shows the amount of parameters and GFLOPs of our image translation model compared with others. It demonstrates that the introduced style-based recalibration module and the new style discriminator can improve the translation performance only with less computational burden added.

### TABLE II

**COMPUTATIONAL EFFICIENCY ANALYSIS I**

| Mappings              | Translation time per image (s) |
|-----------------------|-------------------------------|
|                       | $256 \times 256$ | $512 \times 512$ |
| Translation (Winter to Summer) | 0.039 | 0.188 |
| Translation (Summer to Winter)   | 0.040 | 0.185 |

### TABLE III

**COMPUTATIONAL EFFICIENCY ANALYSIS II**

| Method         | Params | GFLOPs |
|----------------|--------|--------|
| MUNIT [14]     | 15.026 M | 77.320 |
| U-GAT-IT [15]  | 10.587 M | 52.506 |
| CycleGAN [6]   | 11.378 M | 56.832 |
| SECycleGAN [16]| 11.378 M | 56.832 |
| Ours           | 12.634 M | 56.843 |

C. Performance Analysis for Season-Varying Image Change Detection

We now consider the use of the proposed method to assist in season-varying image change detection. In our approach, we first apply the method to translate multitemporal images to the same domain. Then, two well-known algorithms, PCAKM [1] and GETNET [17], are used to obtain the change detection results. To verify the change detection performance, false alarms (FA), missed alarms (MA), overall errors (OE), and percentage correct classification (PCC) are adopted as the evaluation criteria. One typical region is selected for discussion to verify the effectiveness of the proposed image translation method.

As can be observed from Fig. 4, new structures are built in this region. At first, we generate change maps directly...
The encouraging experimental results verify the effectiveness of the proposed method and indicate the necessity of integrating the proposed translation scheme in the season-varying image change detection task. Although our method achieves good results in change detection, we believe that there is still room for improvement, such as integrating the image translation and change detection operators into an end-to-end network.
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