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Abstract
A procedure for defining virtual spaces, and the periodic one-electron and two-electron integrals, for plane-wave second quantized Hamiltonians has been developed, and it was validated using full configuration interaction (FCI) calculations, as well as executions of variational quantum eigensolver (VQE) circuits on QuantumNium's ion trap quantum computers accessed through Microsoft's Azure Quantum service. This work is an extension to periodic systems of a new class of algorithms in which the virtual spaces were generated by optimizing orbitals from small pairwise CI Hamiltonians, which we term as correlation optimized virtual orbitals with the abbreviation COVOs. In this extension, the integration of the first Brillouin zone is automatically incorporated into the two-electron integrals. With these procedures, we have been able to derive virtual spaces, containing only a few orbitals, that were able to capture a significant amount of correlation. The focus in this manuscript is on comparing the simulations of small molecules calculated with plane-wave basis sets with large periodic unit cells at the Ŵ-point, including images, to results for plane-wave basis sets with aperiodic unit cells. The results for this approach were promising, as we were able to obtain good agreement between periodic and aperiodic results for an LiH molecule. Calculations performed on the QuantumNium H1-1 quantum computer produced surprisingly good energies, in which the error mitigation played a small role in the quantum hardware calculations and the (noisy) quantum simulator results. Using a modest number of circuit runs (500 shots), we reproduced the FCI values for the 1 COVO Hamiltonian with an error of 11 milliHartree, which is expected to improve with a larger number of circuit runs.
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Introduction
With the arrival of quantum computers, researchers are actively developing new algorithms to carry out quantum chemistry calculations on these platforms, in particular for calculations containing strong electron-electron correlations (aka high-level quantum chemistry methods). This is because it is anticipated that quantum computers with
50-100 qubits will eventually surpass classical digital computers for these types of calculations (Preskill 2018). However, in order for quantum computing to reach its full potential, there are hardware and software challenges that need to be addressed before it can become a viable replacement (Wasielewski et al. 2020) for existing high-performance classical computers and the associated cutting-edge parallel software that have been developed in the last two decades.

Most high-level quantum chemistry methods in use today (e.g., full configuration interaction (FCI) (Szabo and Ostlund 2012; Ross 1952; Gan et al. 2006; McArdle et al. 2020; Tubman et al. 2020; Sugisaki et al. 2021; Kawashima et al. 2021), coupled cluster (CC) (Coester 1958; Coester and Kummel 1960; Čížek 1966; Paldus et al. 1972; Mukherjee et al. 1975; Purvis and Bartlett 1982; Bishop and Kummel 1987; Paldus and Li 1999; Crawford and Schaefer 2000; Bartlett and Musial 2007; Peng et al. 2021), and Green's function (GF) (Green 1854, 2014; Feynman 1949, 1948; Martin and Schwinger 1959; Baym and Kadanoff 1961; Peng et al. 2021) approaches) are based on second-quantized Hamiltonians, which are written in terms of the creation and annihilation operators of the Fermion orbitals along with the one-electron and two-electron integrals for the system. In principle, this formulation is exact, however, conventional computing methods are restricted in their accuracy due to the prohibitive computational cost for exact modeling of the exponentially growing wavefunction from the basis set that is introduced. As a result, these basis sets are typically highly engineered. One of the first, and still popular, class of basis sets used in quantum chemistry methods are atomic-like orbitals or the linear combination of atomic orbitals (LCAO) basis set. Pioneered by J. Lennard-Jones (1929), L. Pauling (1931), and J.C. Slater (1930), the atomic orbitals are generated by carrying out an atom calculation for each kind of atom in the system; guided by the heuristic that says the electronic states of a molecule or solid can be thought of as a superposition of atomic orbitals. For high-level methods, a popular basis set is the Dunning correlation consistent basis set (Dunning and Hay 1977; Dunning 1989; Prascher et al. 2011), in which the atomic orbitals are optimized at the configuration interaction singles and doubles (CISD) level of theory (Handy 1980). While the size of this intuitive, optimistically a priori, class of basis set is small compared to modern style basis sets that are more complete, e.g., plane-wave basis sets, it still needs to contain enough atomic orbitals to produce a truly accurate result.

Another challenge is calculating the two-electron integrals for condensed phase systems, since one typically wants to use periodic boundary conditions to carry out the simulation. While this is natural for plane-wave DFT methods (Bylaska et al. 2011a, b; Bylaska 2017; Pickett 1989; Ihm et al. 1979; Car and Parrinello 1985; Payne et al. 1992; Remler and Madden 1990; Kresse and Furthmüller 1996; Marx and Hutter 2000, 2009; Martin 2004; Valiev et al. 2002; Bylaska et al. 2009; Chen et al. 2016; Gygi 2008; Bylaska et al. 2002; Peng et al. 2021) with low levels of theory, it is significantly more complicated to calculate exact exchange (Gygi and Baldereschi 1985, 1986, 1989; Bylaska et al. 2011; Bylaska 2017; Bylaska et al. 2020; Chawla and Voth 1998; Sorouri et al. 2006; Marsman et al. 2008; Görling 1996; DiStasio Jr et al. 2014; Peng et al. 2021) and the other two-electron integrals (Bylaska and Rosso 2018) with periodic boundary conditions, as it requires special integration strategies to handle the integration of the Brillouin zone. At first glance, periodic many-body calculations
would appear to be intractable because the expansion of one-electron orbitals in terms of Bloch states leads to a large number of orbitals describing the first Brillouin zone (Bylaska et al. 2020),

$$\psi_{\sigma,n,k}(r) = \frac{e^{i\mathbf{G} \cdot \mathbf{r}}}{\sqrt{\Omega}} \sum_{\mathbf{G}} \psi_{\sigma,n,k}(\mathbf{G}) e^{i\mathbf{G} \cdot \mathbf{r}},$$

where \( \psi_{\sigma,n,k}(\mathbf{G}) \) are the expansion coefficients, \( \Omega \) is the volume of the primitive cell \( \Omega = [a_1, a_2, a_3] = a_1 \cdot (a_2 \times a_3) \), \( r \) is the position in real space, \( \mathbf{G} \) are the reciprocal lattice vectors, \( \sigma \) and \( n \) are the spin and orbitals indexes, and \( k \) is a vector in the first Brillouin zone (Kittel 2005; Ashcroft and Mermin 1976). Simple approximations to the integration over the Brillouin zone in the exact exchange and other two-electron integrals lead to very inaccurate results, e.g. a straightforward \( \Gamma \)-point approximated calculation results in the two-electron integrals being infinite (Bylaska and Rosso 2018; Bylaska et al. 2020).

To overcome these limitations, we have recently developed new methods for generating optimized orbital basis sets, called COVOs (Bylaska et al. 2021). This method is different from other plane-wave derived optimized orbital basis sets (Shirley 1996; Prendergast and Louie 2009; Chen et al. 2011) in that it is based on optimizing small select CI problems rather than fitting one-electron eigenvalue spectra and band structures. In this work, the COVOs method is extended to periodic systems at the \( \Gamma \)-point using the recently developed Filon integration strategy (Bylaska et al. 2020) for calculating exact exchange energies and two-electron periodic integrals in electron transfer calculations (Bylaska and Rosso 2018; Bylaska et al. 2020; Simonnin et al. 2021), in which the integration of the first Brillouin zone is automatically incorporated.

In addition, present quantum devices are plagued by short coherence times and vulnerability to environment interference, i.e., noise. Although quantum algorithms such as quantum phase estimation can calculate molecular energies with proved exactness, these are not yet viable to run on near-term intermediate scale (NISQ) devices (Preskill 2018; Reiher et al. 2017). Therefore, it is desirable to limit the operation of quantum processors to a complementary concerted execution with classical counterparts, whereby each of these components is only in charge of those tasks for which it is more suitable. This has materialized into the development of Variational Quantum Algorithms (VQA) (Peruzzo et al. 2014; Cerezo et al. 2021). Briefly, this class of algorithms strives to find the lowest eigenvalue of a given observable by assuming the associated quantum state can be accurately represented by a trial wave function and whose parameters are varied according to the Rayleigh-Ritz method (variational principle), with these parameters being updated by the classical computer.

The paper is organized as follows. In “Pseudopotential Plane-Wave Second-Quantized Hamiltonian” section, a brief description of the second-quantized Hamiltonian and one-electron and two-electron integrals with periodic boundary conditions is given, followed in “Algorithm for defining a virtual space with a small CI Hamiltonian” section in which a new class of algorithm for generating a virtual space in which the orbitals are generated by minimizing small pairwise CI Hamiltonians. A complete
set of equations for implementing these optimizations is given in “One-electron Virtual and N-Filled Orbitals”. “Matrix elements from the two-electron operators” subsections. Using this new type of virtual space, CI calculations up to 18 virtual orbitals for the ground state energy curve of the LiH molecule in a periodic box are presented in “Results for the Ground State of the LiH Molecule Using Periodic Boundary Conditions” section. LiH is a commonly used test case in quantum computing (Kandala et al. 2017; Córcoles et al. 2019; Low et al. 2019). In “Quantum Computer Calculations for the Ground State of the LiH Molecule Using Periodic Boundary Conditions” section, results from quantum computing simulations using variational quantum eigensolver (VQE) quantum computing algorithms are presented, and lastly, the conclusions are given in “Conclusion” section.

Pseudopotential Plane-Wave Second-Quantized Hamiltonian

The non-relativistic electronic Schrödinger eigenvalue equation of quantum chemistry can be written as

$$H\Psi(x_1, x_2, ..., x_{N_e}) = E\Psi(x_1, x_2, ..., x_{N_e})$$  \hspace{1cm} (1)

where $H$ is the electronic structure Hamiltonian under the Born-Oppenheimer approximation, and $\Psi(x_1, x_2, ..., x_{N_e})$ is the quantum mechanical wavefunction that is a function of the spatial and spin coordinates of the $N_e$ electrons, $x_i = (r_i, \sigma_i)$. When solving this equation the Pauli exclusion principle constraint of particle exchange must be enforced, in which the wavefunction changes sign when the coordinates of two particles, $x_i$ and $x_j$, are interchanged, i.e.

$$|\Psi(x_1, x_2, ..., x_i, ..., x_j, ..., x_{N_e})\rangle = -|\Psi(x_1, x_2, ..., x_j, ..., x_i, ..., x_{N_e})\rangle.$$  \hspace{1cm} (2)

For the Born-Oppenheimer Hamiltonian, the interaction between the electrons and nuclei are described by the proper potentials $\frac{2e}{|r_i - R_A|}$, which for plane-wave solvers can cause trouble with convergence because of the singular behavior at $|r - R_A|$. A standard way to remove this issue in plane-wave calculations is to replace these singular potentials by pseudopotentials. By making this replacement, the Hamiltonian, $H$, in Eq. 1 can be written as

$$H = -\frac{1}{2} \sum_{i=1}^{N_e} \nabla_i^2 + \sum_{i=1}^{N_e} \sum_{A=1}^{N_A} \left( V_{\text{local}}^{(A)}(|r_i - R_A|) + \sum_{lm} \hat{V}_{\text{NL}}^{(A),lm} \right) + \sum_{i=1}^{N_e} \sum_{j>i}^{N_e} \frac{1}{|r_i - r_j|}$$

where the first term is the kinetic energy operator, the second term contains the local and non-local pseudopotentials, $V_{\text{local}}^{(A)}$ and $\hat{V}_{\text{NL}}^{(A),lm}$, that represent the electron-ion interactions, and the last term is the electron-electron repulsion.
Instead of writing the many-body Hamiltonian in the traditional Schrödinger form, as in the equations above, it is more common today to write it in an alternative representation, known as the second-quantization form. In this form, single particle (electron) creation $a_p^\dagger|0\rangle = |1\rangle$ and annihilation $a_p|1\rangle = |0\rangle$ operators are introduced, where the occupation of a specified state $p$ is defined as $|1\rangle$ and $|0\rangle$ for the occupied and unoccupied orbitals respectively. The second-quantized Hamiltonian is written as (Bylaska et al. 2021)

$$H = \sum_{p=1}^{N_{\text{basis}}} \sum_{q=1}^{N_{\text{basis}}} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{pqrs} h_{pqrs} a_p^\dagger a_r^\dagger a_s a_q,$$

where $\psi_p(x)$ represent one-electron spin-orbital basis. A nice feature about this form of the Hamiltonian is that the antisymmetry of wavefunction requirement as given in Eq. 2 is automatically enforced through the standard Fermionic anti-commutation relations $\{a_p, a_q^\dagger\} = \delta_{pq}$ and $\{a_p, a_q\} = \{a_p^\dagger, a_q^\dagger\} = 0$.

In this formulation, the choice of the one-electron spin-orbital basis is nebulous and requires some care in its choosing in order to obtain accurate results with this type of Hamiltonian. Typically, in quantum chemistry one uses the filled and virtual orbitals from a Hartree-Fock calculation. For methods that utilize linear combinations of atomic orbitals (LCAO) as the basis, the size of the basis set and subsequently generated Hartree-Fock orbitals is fairly small. However, for plane-wave solvers, and other grid based solvers, the size of the basis set is very large and the number of the one- and two-electron integrals in Eq. 3 will become prohibitive if all possible Hartree–Fock orbitals are used.

We note the formulae for the one-electron and two-electron integrals in “Periodic One-Electron Integrals using the Pseudopotential Plane-Wave Method”, “Periodic Two-Electron Integrals using the Pseudopotential Plane-Wave Method” and “Periodic Ion-Ion Electrostatic Energy using the Pseudopotential Plane-Wave Method” subsections are given in terms of the spatial orbitals rather than spin orbitals. The spin functions $\alpha$ and $\beta$ are integrated out in the standard way, to involve only spatial functions and integrals (Szabo and Ostlund 2012). Many of the periodic forms presented in the following sections are written in terms of Fourier space using periodic plane-wave basis sets, rather than real space. Descriptions of the plane-wave methods used in this work can be found in the following references (Bylaska et al. 2011, 2011; Bylaska 2017; Bylaska and Rosso 2018; Bylaska et al. 2020; Pickett 1989; Ihm et al. 1979; Car and Parrinello 1985; Payne et al. 1992; Remler and Madden 1990; Kresse and Furthmüller 1996; Marx and Hutter 2000; Martin 2004; Valiev et al. 2002; Chen et al. 2016).
Periodic One-Electron Integrals using the Pseudopotential Plane-Wave Method

The one-electron integrals in the pseudopotential plane-wave method can be written as a sum of the kinetic, local pseudopotential and non-local pseudopotential energies (Bylaska 2017).

\[ h_{pq} = E_{\text{kinetic}}^{pq} + E_{\text{local}}^{pq} + E_{\text{non-local}}^{pq} \] \hspace{1cm} (4)

The kinetic energy can be written as

\[ E_{\text{kinetic}}^{pq} = \frac{1}{2} \sum_G G^2 \psi_p^*(G) \psi_q(G) \]

where \( \psi_p(G) \) and \( \psi_q(G) \) are molecular orbitals in Fourier space. The local pseudopotential energy can be evaluated as

\[ E_{\text{local}}^{pq} = \sum_I \int_{\Omega} V_{\text{local}}^I(r) \psi_p^*(r) \psi_q(r) \, dr = \sum_{I,G} V_{\text{local}}^I(G) \rho_{pq}(G) \]

where the valence overlap electron density in reciprocal space \( \rho_{pq}(G) \) is obtained from taking the fast Fourier transform of its real-space representation, \( \rho_{pq}(r) = \psi_p^*(r) \psi_q(r) \).

The local potential is defined to be periodic and is represented as a sum of piecewise functions on the Bravais lattice by

\[ V_{\text{local}}^I(r) = \sum_L V_{\text{local}}^I(|r - R_I - L|) \]

where \( R_I \) is the location of the atom, \( I \), in the unit cell, \( L \) is a Bravais lattice vector, and \( V_{\text{local}}^I(r) \) is a radial local pseudopotential for the atom obtained from a Kleinman-Bylander expansion of a norm-conserving pseudopotential (Kleinman and Bylander 1982; Hamann 1989). The local pseudopotential in reciprocal space can be generated by using an \( l = 0 \) spherical Bessel transform.

\[ V_{\text{local}}^I(G) = \frac{4\pi}{\sqrt{\Omega}} e^{iG \cdot R_I} \int_0^{\infty} V_{\text{local}}^I(r) j_0(|G|r) r^2 \, dr \] \hspace{1cm} (5)

where \( j_0(x) = \frac{\sin(x)}{x} \) is the \( l = 0 \) spherical Bessel function of the first kind. The non-local pseudopotential energy can be evaluated as

\[ E_{\text{non-local}}^{pq} = \sum_l \sum_{lm} \sum_{n,n'} \left[ \sum_G \psi_p^*(G) P_{nmlm}(G) \right] h_{l,n,n',l}^{p,n,n'} \left[ \sum_{G'} P_{nmlm}(G') \psi_q(G') \right] \] \hspace{1cm} (6)

where \( P_{nmlm}(G) \) is the reciprocal space representation of the nonlocal projector obtained from the Kleinman-Bylander (or generalized Kleinman-Bylander Vanderbilt (1985); Blöchl (1990)) expansion of the pseudopotential, which can be obtained from spherical Bessel transforms.

\[ P_{nmlm}(G) = \frac{4\pi}{\Omega} e^{iG \cdot R_I} \int_{-\infty}^{\infty} T_{l,m}(G) \int_0^{\infty} P_{nmlm}(r) j_0(|G|r) r^2 \, dr \]
where $T_{lm}$ is a real space spherical harmonic or Tesseral harmonic (Bylaska et al. 2020), and $j_l(x)$ are the spherical Bessel functions of the first kind of degree $l$.

**Periodic Two-Electron Integrals using the Pseudopotential Plane-Wave Method**

The two-electron integrals are written as

$$h_{pqrs} = \begin{cases} 
2E_{pqrs}^{\text{periodic}} + 2E_{exch}^{pqrs} & \text{if } p = q \text{ or } r = s \\
2E_{pqrs}^{\text{screened}} & \text{otherwise}
\end{cases} \quad (7)$$

where the periodic Coulomb and screened Coulomb energies are

$$E_{pqrs}^{\text{periodic}} = \frac{\Omega}{2} \sum_{G \neq 0} \rho_{pq}^*(G) \frac{4\pi}{|G|^2} \rho_{rs}(G)$$

and

$$E_{pqrs}^{\text{screened}} = \frac{\Omega}{2} \sum_{G} \rho_{pq}^*(G) \rho_{rs}(G) V_f(G)$$

where the Fourier representation of the densities are

$$\rho_{pq}(G) = \sum_{G'} \psi_p^*(G') \psi_q(G' + G).$$

The periodic exchange term in Eq. 7 is approximated by

$$E_{exch}^{pqrs} \approx -E_{pqrs}^{\text{screened}}.$$  

The filter potential is approximated using the cutoff Coulomb kernel from our prior exchange paper based on the Wannier orbitals (Bylaska et al. 2011), written in real-space as

$$V_f(R) = \frac{1 - \left(1 - e^{-\left(\frac{R}{R_{cut}}\right)^{N+2}}\right)^N}{R},$$

where $R = |r_i - r_j|$, and $N$ and $R_{cut}$ are adjustable parameters. The design of this cutoff kernel is chosen to remove the interactions between redundant periodic images of Wannier orbitals, because of the long-range nature of the Coulomb potential. Recently, we developed a Filon integration strategy (Bylaska et al. 2020), which showed that filter potential for periodic exchange can be formulated as

$$V_f(G) = \frac{1}{(\Omega V_{BZ})^2} \int \int_{V_{BZ}} \frac{4\pi}{|G - k + l|^2} dk dl,$$

where $V_{BZ} = \frac{2\pi^2}{L}$ is the volume of the first Brillouin zone, and moreover this potential can be approximated by the cutoff Coulomb kernel.

To derive the form of the Eqs. 4 and 7, we compared the results from the “corresponding orbital transformation” developed by King et al. King et al. (1967) (and generalized to periodic boundary conditions, see “Algorithm for defining a virtual space with a small CI
Hamiltonian” section and reference (Bylaska and Rosso 2018)) to the results using the one-electron and two-electron integrals for the electronic structure Hamiltonian integrals, \( H_{AB} = \langle \Psi_A | H | \Psi_B \rangle \) between two determinants |\( \Psi_A \rangle \) and |\( \Psi_B \rangle \).

Periodic Ion-Ion Electrostatic Energy using the Pseudopotential Plane-Wave Method

The ion-ion electrostatic energy for a periodic system can be calculated using the Ewald decomposition (Ewald 1921).

\[
E_{\text{ion-ion electrostatic}} = \frac{1}{2\Omega} \sum_{\mathbf{G}\neq 0} \frac{4\pi}{|\mathbf{G}|^2} \exp \left( -\frac{|\mathbf{G}|^2}{4\epsilon^2} \right)
\times \left[ \sum_{IJ} Z_I \exp (i\mathbf{G} \cdot \mathbf{R}_I) Z_J \exp (-i\mathbf{G} \cdot \mathbf{R}_J) \right]
+ \frac{1}{2} \sum_{\mathbf{L}} \sum_{IJ \in [\mathbf{R}_I \mathbf{R}_J + \mathbf{L}] \neq 0} Z_I Z_J \frac{\text{erfc}(\epsilon |\mathbf{R}_I - \mathbf{R}_J + \mathbf{L}|)}{|\mathbf{R}_I - \mathbf{R}_J + \mathbf{L}|}
- \frac{\epsilon}{\sqrt{\pi}} \sum_I Z_I^2 - \frac{\pi}{2\epsilon^2 \Omega} \left( \sum_I Z_I \right)^2
\]

where \( Z_I \) are atom charges, \( \epsilon \) is a constant (typically on the order of 1) and \( \mathbf{L} \) is a lattice vector.

Algorithm for defining a virtual space with a small CI Hamiltonian

In this section, we present a downfolding method to define virtual orbitals for expanding the second-quantized Hamiltonian given in Eq. 3. As previously shown, these new types of orbitals are able to capture significantly more correlation energy than with virtual orbitals coming from Hartee-Fock (Bylaska et al. 2021). The basis of this method is to define a set of virtual orbitals, \( \{ \psi_e^{(n)}(\mathbf{r}) \} \) with \( n = 1, ..., N_{\text{virtual}} \), which we call correlation optimized virtual orbitals or COVOs for short, by optimizing a small select configuration interaction (CI) Hamiltonian with respect to a single virtual orbital, and then the next virtual orbitals in sequence, subject to them being orthonormal to the filled and previously computed virtual orbitals. The algorithm to calculate these new type of orbitals can be formulated as follows:

1. Set \( n = 1 \)
2. Using the ground state one-electron orbitals for many electron systems, \( \psi_{f_1}(\mathbf{r}), \psi_{f_2}(\mathbf{r}), \cdots, \psi_{f_N}(\mathbf{r}) \), and the virtual orbital to be optimized, \( \psi_e^{(n)}(\mathbf{r}) \), generate a CI matrix.
3. Calculate the select CI expansion coefficients by diagonalizing the CI matrix.
4. Using the CI coefficients associated with the lowest eigenvalue, calculate the gradient with respect to the \( \psi_e^{(n)}(\mathbf{r}) \) then update with a conjugate gradient or similar method while making sure that \( \psi_e^{(n)}(\mathbf{r}) \) is normalized and orthogonal to \( \psi_{f_1}(\mathbf{r}), \psi_{f_2}(\mathbf{r}), \cdots, \psi_{f_N}(\mathbf{r}) \) and \( \psi_e^{(m)}(\mathbf{r}) \) for \( m = 1, ..., n - 1 \).
5. If the gradient is small then \( n = n + 1 \)
6. If \( n \leq N_{\text{virtual}} \) go to step 2, otherwise finished.
A small CI wavefunction is constructed by varying the top orbitals to produce 3 determinant wavefunctions for the 2N-electron system composed of (N+1) one-electron orbitals, \( \psi_g(r) \) and \( \psi_e^{(i)}(r) \), can be written as a linear combination of 6 determinant wavefunctions, or just 3 determinant wavefunctions for just singlet (or triplet) states.

\[
\Psi_i[\psi_f(r), \ldots, \psi_{f_{N-1}}(r), \psi_g(r), \psi_e(r)] = c_g^{(i)} \psi_g[\psi_f(r), \ldots, \psi_{f_{N-1}}(r), \psi_g(r)] + c_e^{(i)} \psi_e[\psi_f(r), \ldots, \psi_{f_{N-1}}(r), \psi_e(r)] + c_m^{(i)} \psi_m[\psi_f(r), \ldots, \psi_{f_{N-1}}(r), \psi_g(r), \psi_e(r)] + \ldots
\]

Using this small CI ansatz, the energies of the system can be obtained by diagonalizing the following eigenvalue equation.

\[
HC_i = E_i SC_i
\]

where

\[
H = \begin{pmatrix}
\langle \Psi_g|H|\Psi_g \rangle & \langle \Psi_g|H|\Psi_e \rangle & \langle \Psi_g|H|\Psi_m \rangle \\
\langle \Psi_e|H|\Psi_g \rangle & \langle \Psi_e|H|\Psi_e \rangle & \langle \Psi_e|H|\Psi_m \rangle \\
\langle \Psi_m|H|\Psi_g \rangle & \langle \Psi_m|H|\Psi_e \rangle & \langle \Psi_m|H|\Psi_m \rangle
\end{pmatrix}
\]

\[
S = \begin{pmatrix}
\langle \Psi_g|\Psi_g \rangle & \langle \Psi_g|\Psi_e \rangle & \langle \Psi_g|\Psi_m \rangle \\
\langle \Psi_e|\Psi_g \rangle & \langle \Psi_e|\Psi_e \rangle & \langle \Psi_e|\Psi_m \rangle \\
\langle \Psi_m|\Psi_g \rangle & \langle \Psi_m|\Psi_e \rangle & \langle \Psi_m|\Psi_m \rangle
\end{pmatrix}
\]

\[
C_i = \begin{pmatrix}
c_g^{(i)} \\
c_e^{(i)} \\
c_m^{(i)}
\end{pmatrix}
\]

Note the overlap matrix, \( S \), is the identity matrix for orthonormal \( \psi_g \) and \( \psi_e \). The variation with respect to \( \psi_e(r) \) can simply be obtained using the following formula.

\[
\frac{\delta E_i}{\delta \psi_e^{(i)}(r)} = c_g^{(i)} \frac{\delta \langle \Psi_g|H|\Psi_g \rangle}{\delta \psi_e^{(i)}(r)} c_g^{(i)} + c_e^{(i)} \frac{\delta \langle \Psi_g|H|\Psi_e \rangle}{\delta \psi_e^{(i)}(r)} c_e^{(i)} + c_m^{(i)} \frac{\delta \langle \Psi_g|H|\Psi_m \rangle}{\delta \psi_e^{(i)}(r)} c_m^{(i)}
\]

\[
\frac{\delta E_i}{\delta \psi_e^{(i)}(r)} = c_g^{(i)} \frac{\delta \langle \Psi_e|H|\Psi_e \rangle}{\delta \psi_e^{(i)}(r)} c_g^{(i)} + c_e^{(i)} \frac{\delta \langle \Psi_e|H|\Psi_m \rangle}{\delta \psi_e^{(i)}(r)} c_e^{(i)} + c_m^{(i)} \frac{\delta \langle \Psi_e|H|\Psi_m \rangle}{\delta \psi_e^{(i)}(r)} c_m^{(i)}
\]

\[
\frac{\delta E_i}{\delta \psi_e^{(i)}(r)} = c_g^{(i)} \frac{\delta \langle \Psi_m|H|\Psi_g \rangle}{\delta \psi_e^{(i)}(r)} c_g^{(i)} + c_e^{(i)} \frac{\delta \langle \Psi_m|H|\Psi_e \rangle}{\delta \psi_e^{(i)}(r)} c_e^{(i)} + c_m^{(i)} \frac{\delta \langle \Psi_m|H|\Psi_m \rangle}{\delta \psi_e^{(i)}(r)} c_m^{(i)}
\]

It should be noted that the above formulas can be generalized to work beyond two electron systems by using corresponding orbitals techniques (King et al. 1967; Bylaska and Rosso 2018). The next two subsections, “One-electron Virtual and N-Filled Orbitals”- “Matrix elements from the two-electron operators”, provide formulas that can be used to generate the matrix elements in Eq. 9 and the gradients with respect to \( \psi_e(r) \) in Eq. 10.

We also note the COVOs approach is similar in spirit to the optimized virtual orbital space (OVOS) approach developed over 30 years ago by Adamowicz and Bartlett Adamowicz and Bartlett (1987); Adamowicz et al. (1988). The main difference is that the
variational space used by COVOs is significantly larger, because plane-wave basis sets are used instead of LCAO Gaussian basis sets used by OVOS. Another difference between the approaches is that the correlation is described by a small CI Hamiltonian for COVOs, and a second-order Hylleraas functional (Hylleraas 1928, 1929, 1930, 1964; Koga 1992) for OVOS. The cost to generate COVOs is similar to the cost to generate regular RHF virtual orbitals (just 4 to 9 times more expensive than RHF virtual orbitals). However, because the orbitals are generated one at a time, the resulting electronic gradient is non-Hermitian, which requires more advanced optimizers.

**One-electron Virtual and N-Filled Orbitals**

The one-electron spin orbitals of \((N+1)\)-state Hamiltonian are

\[
\begin{align*}
|\chi_{f_i}^\alpha\rangle &= |\chi_{f_i}^\beta\rangle, \\
|\chi_{f_N}^\alpha\rangle &= |\chi_{f_N}^\beta\rangle, \\
|\chi_e^\alpha\rangle &= |\chi_e^\beta\rangle
\end{align*}
\]

\[
ex__\alpha_{\beta}\psi^{*}_{\alpha}(r)\psi_{\beta}(r)dr = 0
\]

\[
ex_{\alpha}\psi^{*}_{\alpha}(r)\psi_{\alpha}(r)dr = 1
\]

\[
ex_{\beta}\psi^{*}_{\beta}(r)\psi_{\beta}(r)dr = \delta_{ij}
\]

\[
\int \alpha^{*}(s)\beta(s)ds = \int \beta^{*}(s)\alpha(s)ds = 0
\]

where the spatial orbitals and spin functions are orthonormalized.
\[
\int \alpha^*(s)\alpha(ds) = \int \beta^*(s)\beta(ds) = 1
\]

The 2N-electron Determinants of an (N+1)-state Hamiltonian With Different Top Level Fillings

For the (N+1)-state system, there are six 2N-electron wavefunctions, two of which are singlet, two of which are triplet, and two of which contain a mixture of singlet and triplet character. These wavefunctions can be written as

| \( |\Psi_g\rangle \) | \( |\Psi_e\rangle \) | \( |\Psi_a\rangle \) | \( |\Psi_b\rangle \) | \( |\Psi_u\rangle \) | \( |\Psi_d\rangle \) |
|---|---|---|---|---|---|
| \( e \) | | | | | |
| \( f_N \) | | | | | |
| \( f_{N-1} \) | | | | | |
| ... | ... | ... | ... | ... | ... |
| \( f_1 \) | | | | | |

\[
\Psi_g(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) = \frac{1}{\sqrt{(2N)!}} \begin{vmatrix}
\psi_{f_1}(r_1)\alpha(s_1) & \psi_{f_1}(r_2)\alpha(s_2) & \cdots & \psi_{f_1}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_1}(r_1)\beta(s_1) & \psi_{f_1}(r_2)\beta(s_2) & \cdots & \psi_{f_1}(r_{2N})\beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_{N-1}}(r_1)\alpha(s_1) & \psi_{f_{N-1}}(r_2)\alpha(s_2) & \cdots & \psi_{f_{N-1}}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_{N-1}}(r_1)\beta(s_1) & \psi_{f_{N-1}}(r_2)\beta(s_2) & \cdots & \psi_{f_{N-1}}(r_{2N})\beta(s_{2N}) \\
\psi_{f_N}(r_1)\alpha(s_1) & \psi_{f_N}(r_2)\alpha(s_2) & \cdots & \psi_{f_N}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_N}(r_1)\beta(s_1) & \psi_{f_N}(r_2)\beta(s_2) & \cdots & \psi_{f_N}(r_{2N})\beta(s_{2N}) \\
\end{vmatrix}
= |x_1^{\beta} x_2^{\alpha} \cdots x_{N-1}^{\beta} x_{N}^{\alpha}|^{\dagger}
\]

\[
\Psi_e(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) = \frac{1}{\sqrt{(2N)!}} \begin{vmatrix}
\psi_{f_1}(r_1)\alpha(s_1) & \psi_{f_1}(r_2)\alpha(s_2) & \cdots & \psi_{f_1}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_1}(r_1)\beta(s_1) & \psi_{f_1}(r_2)\beta(s_2) & \cdots & \psi_{f_1}(r_{2N})\beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_{N-1}}(r_1)\alpha(s_1) & \psi_{f_{N-1}}(r_2)\alpha(s_2) & \cdots & \psi_{f_{N-1}}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_{N-1}}(r_1)\beta(s_1) & \psi_{f_{N-1}}(r_2)\beta(s_2) & \cdots & \psi_{f_{N-1}}(r_{2N})\beta(s_{2N}) \\
\psi_{f_N}(r_1)\alpha(s_1) & \psi_{f_N}(r_2)\alpha(s_2) & \cdots & \psi_{f_N}(r_{2N})\alpha(s_{2N}) \\
\psi_{f_N}(r_1)\beta(s_1) & \psi_{f_N}(r_2)\beta(s_2) & \cdots & \psi_{f_N}(r_{2N})\beta(s_{2N}) \\
\end{vmatrix}
= |x_1^{\beta} x_2^{\alpha} \cdots x_{N-1}^{\beta} x_{N}^{\alpha}|^{\dagger}
\]
\[ \begin{align*}
\Psi'_a(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) &= \frac{1}{\sqrt{(2N)!}} \left| \begin{array}{cccc}
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N}) \\
\psi_{f_1}(r_1) \beta(s_1) & \psi_{f_2}(r_2) \beta(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N})
\end{array} \right| \\
\Psi'_b(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) &= \frac{1}{\sqrt{(2N)!}} \left| \begin{array}{cccc}
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N}) \\
\psi_{f_1}(r_1) \beta(s_1) & \psi_{f_2}(r_2) \beta(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N})
\end{array} \right| \\
\Psi'_c(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) &= \frac{1}{\sqrt{(2N)!}} \left| \begin{array}{cccc}
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N}) \\
\psi_{f_1}(r_1) \beta(s_1) & \psi_{f_2}(r_2) \beta(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N})
\end{array} \right| \\
\Psi'_d(x_1, x_2, \ldots, x_{2N-1}, x_{2N}) &= \frac{1}{\sqrt{(2N)!}} \left| \begin{array}{cccc}
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N}) \\
\psi_{f_1}(r_1) \beta(s_1) & \psi_{f_2}(r_2) \beta(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \beta(s_{2N}) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{f_1}(r_1) \alpha(s_1) & \psi_{f_2}(r_2) \alpha(s_2) & \cdots & \psi_{f_{2N}}(r_{2N}) \alpha(s_{2N})
\end{array} \right|
\end{align*} \]

Note that \( \Psi'_a \) and \( \Psi'_b \) cannot be written as a product of a spatial wavefunction times a spin-function. Moreover, these functions are not eigenfunctions of the spin operators \( S^2 \) and \( S_z \), and as a result these determinants contain both singlet and triplet components. However, if we take linear combinations of them we can get two new wavefunctions that are separable in spatial and spin functions, and at the same time being eigenfunctions of \( S^2 \) and \( S_z \).
For systems with periodic boundary conditions, the matrix elements for calculating $H_{AB}$ are used with the Bloch states, i.e.

$$a(x) = [a_{1k_1}(x), a_{2k_1}(x), \ldots, a_{Nk_1}(x),$$
$$a_{1k_2}(x), a_{2k_2}(x), \ldots, a_{Nk_2}(x),$$
$$\ldots]$$

$$b(x) = [b_{1k_1}(x), b_{2k_1}(x), \ldots, b_{Nk_1}(x),$$
$$b_{1k_2}(x), b_{2k_2}(x), \ldots, b_{Nk_2}(x),$$
$$\ldots]$$

**Incorporating Brillouin Zone Integration**

For systems with periodic boundary conditions, the matrix elements for calculating $H_{AB}$ are used with the Bloch states, i.e.
where \( k_1, k_2, \ldots \) are points in the first Brillouin zone, and \( a_{ik}(\mathbf{x}) \) and \( b_{ik}(\mathbf{x}) \) are the one-electron Bloch orbitals of \( \Psi_A \) and \( \Psi_B \), where the orbitals in each determinant are taken from the same orthonormal set. The corresponding orbital transformation (King et al. 1967) can be used to generalize for different orthonormal sets. Since the overlaps between orbitals with different \( k \)-points vanishes, the one-electron operators can be carried out per \( k \)-point (i.e., block by block). The matrix elements, however, for the two-electron operators are in general not block diagonal with respect to the \( k \)-points. In cases, where the two-electron matrix elements of the spin-orbitals have a double noncoincidence (King et al. 1967) the matrix elements are again block diagonal, otherwise the matrix elements can be represented as a sum of periodic Coulomb and exact exchange energies, where the Filon integration strategy (Bylaska et al. 2020) can be used to fold in the first Brillouin zone integration present in the exact exchange energies.

To compare the energy states, \( E_i \), between calculations with periodic and free space boundary conditions, it is convenient when calculating the 
\[
\langle \Psi_A | H | \Psi_A \rangle, \quad \langle \Psi_B | H | \Psi_B \rangle, \quad \langle \Psi_A | H | \Psi_B \rangle, \quad \langle \Psi_B | H | \Psi_A \rangle
\]
matrix elements to shift the Hamiltonian by a constant equal to the Ewald ion-ion energy, Eq. 8, plus the charge correction (\( Q^2 M_2 r_s \)) for systems with periodic conditions, and a constant equal to the free space ion-ion energy for free-space boundary conditions. It should be noted that the constant shift does not affect energy differences.

**Matrix elements from the one-electron operators**

The \( H_1 \) operator for a periodic system written in reciprocal-space containing \( N \)-electrons per unit cell is

\[
H_1 = \sum_{i=1}^{N} h(G_{(i)})
\]

where the \( h(G) \) function/operator is

\[
h(G) = \frac{1}{2} G^2 + \sum_{l=1}^{N_{\text{atoms}}} \left( V_{\text{local}}^l(G) + \hat{V}_{\text{NL}}^l \right)
\]

The periodic form of local pseudopotential is given in Eq. 5, and based on Eq. 6 the non-local pseudopotential kernel is defined as

\[
V_{\text{NL}}^l(G, G') = \sum_{lm} \sum_{n,n'} P_{nlm}^l(G) h_{n,n':l}^l P_{n'lm}^l(G')
\]

(11)

The one-electron matrix elements between \( |\Psi_g\rangle, |\Psi_e\rangle \), and \( |\Psi_m\rangle \) states of the periodic \( 3 \times 3 \) select CI Hamiltonian can be written using the corresponding orbitals formulas (Bylaska and Rosso 2018) as the following.

\[
H_{1g}^{bg} = \langle \Psi_g | H_1 | \Psi_g \rangle = \sum_{i=1}^{N} \left( \frac{1}{2} \sum_{G} G^2 \psi_{f_i}^*(G) \psi_{f_i}(G) + \sum_{l,G} V_{\text{local}}^l(G) [\rho_{f_i,f_i}(G)]
\]

\[
+ \sum_{l} \sum_{G,G'} \psi_{f_i}^*(G) V_{\text{NL}}^l(G, G') \psi_{f_i}(G') \right)
\]
\[ H_{1}^{ge} = \langle \Psi_{g} | H_{1} | \Psi_{e} \rangle = 0 \]

\[ H_{1}^{em} = \langle \Psi_{g} | H_{1} | \Psi_{m} \rangle = \sqrt{2} \left( \frac{1}{2} \sum_{G} G_{2} \psi_{j}^{*}(G) \psi_{e}(G) + \sum_{l,G} V_{l_{local}}^{l}(G)[\rho_{f_{N,e}}(G)] \right. \]
\[ \left. + \sum_{l \in G,G'} \psi_{j}^{*}(G)V_{NL}^{l}(G,G') \psi_{e}(G') \right) \]

\[ H_{1}^{eg} = \langle \Psi_{e} | H_{1} | \Psi_{g} \rangle = 0 \]

\[ H_{1}^{me} = \langle \Psi_{e} | H_{1} | \Psi_{m} \rangle = \frac{1}{2} \left( \sum_{l \in G,G'} \psi_{j}^{*}(G)V_{NL}^{l}(G,G') \psi_{e}(G') \right) \]
\[ + \sum_{l \in G,G'} \psi_{e}^{*}(G)V_{NL}^{l}(G,G') \psi_{f_{N,e}}(G') \left. \right) \]

\[ H_{1}^{mg} = \langle \Psi_{m} | H_{1} | \Psi_{g} \rangle = \sqrt{2} \left( \frac{1}{2} \sum_{G} G_{2} \psi_{e}^{*}(G) \psi_{f_{N}}(G) + \sum_{l,G} V_{l_{local}}^{l}(G)[\rho_{e_{f_{N}}}(G)] \right. \]
\[ \left. + \sum_{l \in G,G'} \psi_{e}^{*}(G)V_{NL}^{l}(G,G') \psi_{f_{N}}(G') \right) \]

\[ H_{1}^{me} = \langle \Psi_{m} | H_{1} | \Psi_{e} \rangle = \sqrt{2} \left( \frac{1}{2} \sum_{G} G_{2} \psi_{f_{N}}^{*}(G) \psi_{e}(G) + \sum_{l,G} V_{l_{local}}^{l}(G)[\rho_{f_{N,e}}(G)] \right. \]
\[ \left. + \sum_{l \in G,G'} \psi_{f_{N}}^{*}(G)V_{NL}^{l}(G,G') \psi_{e}(G') \right) \]
\[ H_{1}^{nm} = \langle \Psi_m | H_1 | \Psi_m \rangle = H_{1}^{re} + H_{1}^{ee} \]

\[ = 4 \sum_{i=1}^{N-1} \left( \frac{1}{2} \sum_G G^2 \psi_{\delta \eta_i} G(G) \psi_{\delta \eta_i} G(G) + \sum_{I,G} V_{local}^l(G)[\rho_{\delta \eta_i} (G)] \right. \]
\[ \left. + \sum_{I,G} \sum_{G,G'} \psi_{\delta \eta_i} G(G) V_{NL}^l(G,G') \psi_{\delta \eta_i} G(G') \right) + 2 \left( \frac{1}{2} \sum_G G^2 \psi_{\delta \eta_i} G(G) \psi_{\delta \eta_i} G(G) \right. \]
\[ \left. + \sum_{I,G} V_{local}^l(G)[\rho_{\delta \eta_i} (G)] + \sum_{I,G} \sum_{G,G'} \psi_{\delta \eta_i} G(G) V_{NL}^l(G,G') \psi_{\delta \eta_i} G(G') \right) \]
\[ + 2 \left( \frac{1}{2} \sum_G G^2 \psi_{\delta \eta_i} G(G) \psi_{\delta \eta_i} G(G) + \sum_{I,G} V_{local}^l(G)[\rho_{\delta \eta_i} (G)] \right. \]
\[ \left. + \sum_{I,G} \sum_{G,G'} \psi_{\delta \eta_i} G(G) V_{NL}^l(G,G') \psi_{\delta \eta_i} G(G') \right) \]

The variation of these integrals with respect to \( \psi_{\epsilon}^e(G) \) are then

\[ \frac{\delta H_{1}^{re}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_e | H_1 | \Psi_e \rangle}{\delta \psi_{\epsilon}^e(G)} = 0 \]

\[ \frac{\delta H_{1}^{ee}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_e | H_1 | \Psi_e \rangle}{\delta \psi_{\epsilon}^e(G)} = 0 \]

\[ \frac{\delta H_{1}^{nm}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_m | H_1 | \Psi_m \rangle}{\delta \psi_{\epsilon}^e(G)} = 0 \]

\[ \frac{\delta H_{1}^{re}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_e | H_1 | \Psi_e \rangle}{\delta \psi_{\epsilon}^e(G)} = 2 \left( \frac{1}{2} G^2 \psi_{\epsilon} G(G) + \sum_{I,G} V_{local}^l(G') \psi_{\epsilon} G(G + G') \right) \]
\[ + \sum_{I,G} \sum_{G,G'} V_{NL}^l(G,G') \psi_{\epsilon} G(G') \]

\[ \frac{\delta H_{1}^{nm}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_m | H_1 | \Psi_m \rangle}{\delta \psi_{\epsilon}^e(G)} = \sqrt{2} \left( \frac{1}{2} G^2 \psi_{\delta \eta} G(G) + \sum_{I,G} V_{local}^l(G') \psi_{\delta \eta} G(G + G') \right) \]
\[ + \sum_{I,G} \sum_{G,G'} V_{NL}^l(G,G') \psi_{\delta \eta} G(G') \]

\[ \frac{\delta H_{1}^{mg}}{\delta \psi_{\epsilon}^e(G)} \frac{\delta \langle \Psi_m | H_1 | \Psi_m \rangle}{\delta \psi_{\epsilon}^e(G)} = \sqrt{2} \left( \frac{1}{2} G^2 \psi_{\delta \eta} G(G) + \sum_{I,G} V_{local}^l(G') \psi_{\delta \eta} G(G + G') \right) \]
\[ + \sum_{I,G} \sum_{G,G'} V_{NL}^l(G,G') \psi_{\delta \eta} G(G') \]
\[
\begin{align*}
\frac{\delta H_{1\text{me}}}{\delta \psi_e^*(\mathbf{G})} &= \frac{\delta \langle \Psi_m | H_1 | \Psi_e \rangle}{\delta \psi_e^*(\mathbf{G})} = 0 \\
\frac{\delta H_{1\text{mm}}}{\delta \psi_e^*(\mathbf{G})} &= \frac{\delta \langle \Psi_m | H_1 | \Psi_m \rangle}{\delta \psi_e^*(\mathbf{G})} = 2 \left( \frac{1}{2} \mathbf{g}^2 \psi_e(\mathbf{G}) + \sum_j \sum_{\mathbf{G}'} V_{\text{local}}(\mathbf{G}') \psi_e(\mathbf{G} + \mathbf{G}') \right.
\left. + \sum_j \sum_{\mathbf{G}'} V_{\text{NL}}(\mathbf{G}, \mathbf{G}') \psi_e(\mathbf{G}') \right)
\end{align*}
\]

where \( V_{\text{local}}(\mathbf{G}') \) and \( V_{\text{NL}}(\mathbf{G}, \mathbf{G}') \) are given in Eqs. 5 and 11.

**Matrix elements from the two-electron operators**

The two-electron matrix elements between \( |\Psi_g\rangle, |\Psi_e\rangle, \) and \( |\Psi_m\rangle \) states of the periodic \( 3 \times 3 \) select CI Hamiltonian can be written using the Slater-Condon rules or the corresponding orbitals formulas (Bylaska and Rosso 2018; Bylaska et al. 2020) as the following.

\[
H_{2g}^g = \langle \Psi_g | H_2 | \Psi_g \rangle = E_{\text{II}}^g + E_{\text{exch}}^g = \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G} \neq \mathbf{0}} [\rho_{f_i f_j}^*(\mathbf{G})] \frac{4\pi}{|\mathbf{G}|^2} [\rho_{f_i f_j}(\mathbf{G})] - \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G}} [\rho_{f_i f_j}^*(\mathbf{G})] [\rho_{f_i f_j}(\mathbf{G})] V_f(\mathbf{G})
\]

\[
H_{2e}^g = \langle \Psi_e | H_2 | \Psi_e \rangle = E_{\text{II}}^g + E_{\text{exch}}^g = \frac{\Omega}{2} \sum_{\mathbf{G}} [\rho_{e f_N}^*(\mathbf{G})] [\rho_{e f_N}(\mathbf{G})] V_f(\mathbf{G})
\]

\[
H_{2m}^g = \langle \Psi_m | H_2 | \Psi_m \rangle = E_{\text{II}}^g + E_{\text{exch}}^g = \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G} \neq \mathbf{0}} [\rho_{f_i f_j}^*(\mathbf{G})] \frac{4\pi}{|\mathbf{G}|^2} [\rho_{f_i f_j}(\mathbf{G})] - \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G}} [\rho_{f_i f_j}^*(\mathbf{G})] [\rho_{f_i f_j}(\mathbf{G})] V_f(\mathbf{G})
\]

\[
H_{2e}^e = \langle \Psi_e | H_2 | \Psi_e \rangle = E_{\text{II}}^e + E_{\text{exch}}^e = \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G} \neq \mathbf{0}} [\rho_{f_i f_j}^*(\mathbf{G})] \frac{4\pi}{|\mathbf{G}|^2} [\rho_{f_i f_j}(\mathbf{G})] + \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G} \neq \mathbf{0}} [\rho_{f_i f_j}^*(\mathbf{G})] \frac{4\pi}{|\mathbf{G}|^2} [\rho_{e f_e}(\mathbf{G})]
\left. + \frac{\Omega}{2} \sum_{\mathbf{G} \neq \mathbf{0}} [\rho_{e f_e}(\mathbf{G})] \frac{4\pi}{|\mathbf{G}|^2} [\rho_{e f_e}(\mathbf{G})] - \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{\mathbf{G}} [\rho_{f_i f_j}^*(\mathbf{G})] [\rho_{f_i f_j}(\mathbf{G})] V_f(\mathbf{G})
\right.
\left. - \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{\mathbf{G}} [\rho_{e f_e}(\mathbf{G})] [\rho_{e f_e}(\mathbf{G})] V_f(\mathbf{G}) - \frac{\Omega}{2} \sum_{\mathbf{G}} [\rho_{e f_e}(\mathbf{G})] [\rho_{e f_e}(\mathbf{G})] V_f(\mathbf{G})
\right)
\[ H_{2m}^{em} = \langle \Psi_e | H_2 | \Psi_m \rangle = E_H^{em} + E_{\text{exch}}^{em} \]
\[ = \sqrt{2} \left( \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] + \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] \right) \]
\[ - \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) - \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \]

\[ H_{2m}^{mg} = \langle \Psi_m | H_2 | \Psi_g \rangle = E_H^{mg} + E_{\text{exch}}^{mg} \]
\[ = \sqrt{2} \left( \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] - \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \right) \]

\[ H_{2m}^{me} = \langle \Psi_m | H_2 | \Psi_e \rangle = E_H^{me} + E_{\text{exch}}^{me} \]
\[ = \sqrt{2} \left( \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] + \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] \right) \]
\[ - \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) - \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \]

\[ H_{2m}^{mm} = \langle \Psi_m | H_2 | \Psi_m \rangle = E_H^{mm} + E_{\text{exch}}^{mm} \]
\[ = \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] + \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] \]
\[ + \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] \frac{4\pi}{|G|^2} [\rho_{e \delta_i}(G)] - \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{j=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \]
\[ - \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) - \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{G \neq 0} [\rho^{\ast}_{e \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \]
\[ + \frac{\Omega}{2} \sum_{G \neq 0} [\rho^{\ast}_{j \delta_i}(G)] [\rho_{e \delta_i}(G)] V_f(G) \]

The variation of the two-electron integrals with respect to \( \psi_e^\ast(G) \) are then

\[ \frac{\delta H_{2e}^{EE}}{\delta \psi_e^\ast(G)} = \frac{\delta \langle \Psi_e | H_2 | \Psi_e \rangle}{\delta \psi_e^\ast(G)} = 0 \]

\[ \frac{\delta H_{2e}^{EE}}{\delta \psi_e^\ast(G)} = \frac{\delta \langle \Psi_e | H_2 | \Psi_e \rangle}{\delta \psi_e^\ast(G)} = 0 \]

\[ \frac{\delta H_{2e}^{EE}}{\delta \psi_e^\ast(G)} = \frac{\delta \langle \Psi_e | H_2 | \Psi_m \rangle}{\delta \psi_e^\ast(G)} = 0 \]
\[
\frac{\delta H_2^{eg}}{\delta \psi_e^a(G)} = \frac{\delta (\Psi_{e}H_2|\Psi_{e})}{\delta \psi_e^a(G)} = \frac{\Omega}{2} \sum_{G'} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
+ \frac{\Omega}{2} \sum_{G'} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G')
\]

\[
\frac{\delta H_2^{ee}}{\delta \psi_e^a(G)} = \frac{\delta (\Psi_{e}H_2|\Psi_{e})}{\delta \psi_e^a(G)} = \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G' \neq 0} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
+ \frac{\Omega}{2} \sum_{G' \neq 0} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
+ \frac{\Omega}{2} \sum_{G' \neq 0} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
- \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G'} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
- \frac{\Omega}{2} \sum_{G'} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G')
\]

\[
\frac{\delta H_2^{em}}{\delta \psi_e^a(G)} = \frac{\delta (\Psi_{e}H_2|\Psi_{m})}{\delta \psi_e^a(G)} = \sqrt{2} \left( \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G' \neq 0} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
+ \frac{\Omega}{2} \sum_{G' \neq 0} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
+ \frac{\Omega}{2} \sum_{G' \neq 0} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
- \frac{\Omega}{2} \sum_{i=1}^{N-1} \sum_{G'} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
- \frac{\Omega}{2} \sum_{G'} [\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \right)
\]

\[
\frac{\delta H_2^{mg}}{\delta \psi_e^a(G)} = \frac{\delta (\Psi_{m}H_2|\Psi_{e})}{\delta \psi_e^a(G)} = \sqrt{2} \left( \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{G' \neq 0} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \\
- \frac{\Omega}{2} \sum_{i=1}^{N} \sum_{G'} [\rho_{fj,e}^a(G')][\rho_{ef,n}^a(G')][\rho_{ef,e}^a(G')] \psi_n(G + G') V_f(G') \right)
\]
Results for the Ground State of the LiH Molecule Using Periodic Boundary Conditions

The NWChem program package (Kendall et al. 2000; Valiev et al. 2010; Bylaska et al. 2011; Bylaska 2017; Apra et al. 2020) was used for all calculations in this study, except for the FCI calculations, which used the TINYMRCC suite by Jiří Pittner. The plane-wave calculations used a simple cubic box with $L = 15 \, \text{Å}$, and a cutoff energy of 100 Ry. The web application EMSL Arrows (Bylaska et al. 2021) was used to set up and perform the plane-wave calculations. The valence electron interactions with the atomic core are approximated with generalized norm-conserving Hamann (1989) pseudopotentials modified to the separable form suggested by Kleinman and Bylander (1982). The pseudopotentials used in this study were constructed using the following core radii: H: $r_{cs} = 0.800 \, \text{a.u}$ and $r_{cp} = 0.800 \, \text{a.u}$; Li: $r_{cs} = 1.869 \, \text{a.u}$, and $r_{cp} = 1.551 \, \text{a.u}$. 

The results for PW FCI calculations of LiH with 1, 4, 8, 12, and 18 COVOs are shown in Fig. 1 and Table 2 in Appendix A. Our code produced the whole energy curves that show inversion symmetry about the central point at $R = 7.5 \, \text{Å}$, i.e., the energy at the distance $(15 \, \text{Å} - R)$ produced the same energy found at $R$ with the simple-cubic supercell size of 15 Å due to the periodicity. The average difference error for the 1, 4, 8, and 12 COVOs calculations from the 18 COVOs calculation is 12.9 kcal/mol, 2.7 kcal/mol, 1.0 kcal/mol, and 0.4 kcal/mol respectively. While the error is significant for 1 virtual orbital, the difference is quite small by 4 virtual orbitals, and the error steadily decreases as the number of virtual orbitals is increased. Another measure of the error is the extensivity error. The energy for large $R$ should be the same as the combined energy of the isolated H and Li atoms. The aperiodic PW FCI energies for the dissociated atoms (at $R = 7 \, \text{Å}$) were found to be -0.66372, -0.68739, -0.68945, -0.68946, and -0.69011 Hartrees for 1, 4, 8, 12, and 18 optimized virtual orbitals, respectively. The sequence of numbers shows the convergence to the combined Hartree-Fock energy of the isolated H and Li atoms which is -0.691388 Hartrees ($E(\text{H}) = -0.498883$ Hartrees and $E(\text{Li}) = -0.192505$ Hartrees) calculated by the pseudopotential plane-wave method.
In Fig. 2 we compared the total energies from aperiodic (see Table 3 in Appendix A) and periodic plane-wave FCI calculations for the LiH molecule with 1 and 18 correlation optimized virtual orbitals. The energies from periodic plane-wave FCI calculations are lower than the energies from aperiodic calculations from $R = 1.3$ Å to $R = 3.5$ Å, while the former are higher than the latter from $R = 4.0$ Å to $R = 7.0$ Å.
The average difference error for the 1 and 18 COVOs calculations between the aperiodic and periodic energies is 1.2 kcal/mol and 1.3 kcal/mol respectively, which suggests that periodic results agree with the aperiodic ones. However, at large $R$ a significant difference between aperiodic and periodic calculations can be observed. The comparison between the total energies from aperiodic and periodic plane-wave
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**Fig. 2** Total energies as a function of distance from aperiodic and periodic plane-wave FCI calculations for the LiH molecule with 1 and 18 correlation optimized virtual orbitals. The top plot shows energy from $R=1.3$ Å to $R=2.5$ Å, and the bottom plot shows energy from $R=2.5$ Å to $R=7.0$ Å. The periodic calculations used a simple-cubic supercell ($L=15.0$ Å).
FCI calculations for the $\text{H}_2$ molecule with 8 correlation optimized virtual orbitals is shown in Fig. 3. The difference in the agreement between periodic and aperiodic energies at large $R$ for LiH and $\text{H}_2$ molecules is due to the dipoles in molecules. Since $\text{H}_2$ is a non-polar molecule, there are no dipoles that affect the total energies in both aperiodic and periodic systems while for the polar LiH molecule at large $R$, the dipoles
between Li and H atoms and their images in periodic systems cancel each other in the periodic systems and thus the energy becomes higher than the energies in the aperiodic system.

Quantum Computer Calculations for the Ground State of the LiH Molecule Using Periodic Boundary Conditions

The COVOs optimized orbital basis sets can reduce the circuit depth and complexity for quantum algorithms, opening up applications in chemistry and physics. This is particularly meaningful as current and near-future quantum computers are noisy intermediate-scale quantum (NISQ) devices. These devices are restricted in the number of qubits, qubit connectivity, and fidelity of single- and multi-qubit entangling gates. To effectively utilize such quantum hardware, one must employ algorithms that minimize gate count and withstand noise, which is any undesired internal or external factor that changes the quantum system. Thanks to a grant from Microsoft, we were provided credits for jobs submitted on quantum computers and their corresponding emulators to demonstrate the applicability of the COVOs method in quantum computing for the periodic LiH system.

In this project, we had a few goals in mind in our endeavor to illustrate the applicability of a generated COVOs basis in quantum computing. First, we wanted to compute ground-state energy on an actual quantum computer. We also wanted ground-state energies at various Li–H internuclear distances to measure the performance of a quantum algorithm in different regimes or electronic correlation. Through Microsoft’s Azure Quantum cloud computing service (Azure quantum 2022), we had access to the H1-1 quantum computer provided by Quantinuum (a company formed from the combination of Honeywell Quantum Solutions and Cambridge Quantum) (Quantinuum 2022). The H1-1 quantum computer is the latest hardware in Quantinuum’s H1 generation of quantum computers with high-fidelity, fully connected qubits. The high fidelity of qubits corresponds to lower errors brought on by noise. In addition to computing ground-state energies at different bond lengths on a quantum computer, we also wanted to measure the effects of noise on the corresponding circuit evaluations. With these goals in mind, we set out on this venture while being mindful of the available computational funds granted to us, which was achieved through a three-stage process.

We probed the potential energy surface of LiH at 1.7, 3.0, and 7.0 Å inter-nuclear distances employing VQE, one of the most widely used near-term applications for quantum computing that has successfully been deployed to various kinds of quantum hardware (Peruzzo et al. 2014; Kandala et al. 2017). The VQE method is a hybrid quantum-classical approach in which energies are evaluated on quantum hardware or simulators, and classical computers perform the algorithm to optimize the variational parameters. The repeated evaluation of the quantum circuits can be costly, especially if there are slow convergences of the variational parameters. In the first stage of our calculations, we carried out noise-free VQE simulations to obtain optimal variational parameters. These simulations employed Qiskit’s Aer simulator with the simultaneous perturbation stochastic approximation optimizer and EfficientSU2 two-level circuit as the ansatz (Treinish et al. 2022). At this point, we limited ourselves to the 1 COVO basis
and three internuclear distances to evaluate for the sake of computational cost. A batch of four circuits, shown in Fig. 4, were evaluated to compute the energy. These circuits all require two qubits and consist of 8 $R_y$ and 8 $R_z$ rotation gates for the 16 variational parameters in the ansatz, 3 Controlled-X (or Controlled-NOT) gates, and 2 measurements on the two qubits, along with either 0, 1, or 2 Hadamard gates (McMahon 2007). These results reproduced FCI energies to less than a milliHartree for the three geometries. Currently, proposals for robust quantum error correction require qubit numbers and performance that are not yet available via Cloud-based NISQ devices today (Shor 1995; Cory et al. 1998; Reed et al. 2012), so before executing the circuits on the H1-1 quantum computer, we wanted to ensure that noise played a manageable role in computing the ground-state energies. So, for the second stage of the calculations, we used the optimal variational parameters obtained from the noise-free simulation with the noisy Quantinuum emulator that mimics the actual behavior of the Quantinuum H1-1 quantum computer. The error from noise was corrected using the post-processing mitigation technique called the full calibration measurement correction fitter, which measures a circuit with an expected result several times to construct a calibration matrix. The corresponding circuits can be seen in Fig. 5. There was a limit to the number of times a circuit could be executed, which was 500 times, so we performed 500 shots in the simulation. Between the circuits for the energy evaluation and the error mitigation, each complete run consumed nearly 80 credit units, a significant portion of our allocation. The number of credit units required is computed using the following formula:

$$\text{Units} = 5 + C(N_{1q} + 10N_{2q} + 5N_m)/5000,$$

![Fig. 4](image-url) The two-level circuits consisting of 8 $R_y$ and 8 $R_z$ rotation gates, 3 Controlled-X (or Controlled-NOT) gates, and 2 measurements on the two qubits, along with either 0 (top), 1 (middle two), or 2 (bottom) Hadamard gates. The values in parentheses represent the 16 variational parameters in the circuit.
where \( C \) is the shot count, \( N_{1q} \) is the number of one-qubit operations, \( N_{2q} \) is the number of two-qubit operations, and \( N_m \) is the number of state preparation and measurement operations per circuit. After convincing evidence that the error from the noise for this circuit can be well tempered, we performed the last stage of the calculations, where the same energy evaluation and error mitigation technique was performed for 500 runs on the Quantinuum H1-1 quantum computer.

For the three points, energies obtained on the H1-1 quantum computer and simulations reproduced the FCI values to less than 11 milliHartree (6.9 kcal/mol) when corrected for noise (see Table 1 and Fig. 6). These errors are expected to improve with a larger number of circuit runs, which was not feasible then. Given the advertised high-fidelity of qubits for the H1-1 quantum computer, error mitigation played a small role in hardware calculations and simulations, reducing all energies by 1-3 milliHartree. Overall, our results are promising, especially considering that another study of LiH showed error mitigated results ranging from \(~\)10-60 milliHartree along the potential energy surface (Kandala et al. 2019).

**Conclusion**

In summary, we have extended the COVOs method to periodic systems at the \( \Gamma \) point using the recently developed Filon integration strategy (Bylaska et al. 2020) for two-electron periodic integrals, in which the integration of the first Brillouin zone is automatically incorporated. We would also like to note that Fig. 1 in reference (Bylaska et al. 2020) illustrates how these integrations can be generalized to include explicit integrations over the first Brillouin zone by breaking it up into patches (see https://materialstheory.springeropen.com/articles/10.1186/s41313-020-00019-9/figures/1). For an \((N+1)\)-state Hamiltonian, the method is based on optimizing the virtual orbitals to minimize a small select CI Hamiltonian (i.e., COVOs).
that contains configurations containing all N filled RHF orbitals and the one virtual orbital to be optimized. Subsequent virtual orbitals are optimized in the same way, but with the added constraint of being orthogonal to the filled orbitals and the previously optimized virtual orbitals. The method was applied to the simple, but non-trivial, LiH molecule in a periodic system, and we were able to obtain good agreement between the total energies from aperiodic and periodic plane-wave FCI calculations. Also, as shown in Fig. 7, the shapes of the periodic COVOs are basically the same as what is found for the COVOs from aperiodic calculations, which indicates that this extended periodic COVOs method can reproduce the results by the aperiodic

\[ R(\text{Li-H}) \]

| $R(\text{Li-H})$ | FCI | Simulator w/o Mitigation | Simulator w/ Mitigation | H1-1 w/o Mitigation | H1-1 w/ Mitigation |
|-----------------|-----|--------------------------|--------------------------|--------------------|-------------------|
| 1.7             | -0.76044 | -0.76434 | -0.76547 | -0.75506 | -0.75786 |
|                 | (-0.00390) | (-0.00503) | (-0.00539) | (-0.00258) |                  |
| 3               | -0.70928 | -0.70946 | -0.71135 | -0.69688 | -0.69837 |
|                 | (-0.00018) | (-0.00207) | (-0.01241) | (-0.01091) |                  |
| 7               | -0.64801 | -0.64623 | -0.64747 | -0.6433 | -0.64433 |
|                 | (-0.00178) | (-0.00053) | (-0.0047) | (-0.00367) |                  |

![Fig. 6](image_url)

Fig. 6. VQE simulations and calculations on the Quantumium H1-1 quantum computer. Red triangles correspond to energies obtained with the H1-1 quantum computer simulator, while the blue squares correspond to the energies obtained using the H1-1 quantum computer. Open triangles and square are used to represent energies before error mitigation, while the filled shapes are the error corrected values. We note both the quantum computer and simulator results are very good, and error mitigation has very little effect on the overall results. The energies are plotted with the FCI potential energy curve, given by the solid black line. A simple-cubic supercell ($L=15.0 \, \text{Å}$) was used.
COVOs method in our previous work (Bylaska et al. 2021). Subsequent calculations showed that the correlation energy converged steadily as more virtual orbitals were included in the calculation. With 18 virtual orbitals the correlation energies were found to be converged to less than 1 kcal/mol.

To test the validity of the periodic COVOs method on a NISQ device, we carried out VQE simulations on the H1-1 quantum computer and its simulator. It was found that the energies obtained using the H1-1 quantum computer were able to reproduce the FCI values to less than 11 milliHartree (6.9 kcal/mol) with a modest number of 500 shots performed; slightly less when corrected for noise. These errors are expected to improve with a larger number of circuit runs. For both simulation and hardware calculations, it was found that error mitigation played a small role, only reducing the energies by 1-3 milliHartree. These results were promising, and open the door to running larger molecular and crystalline systems on NISQ devices in the near future.

Fig. 7 The 1 filled RHF orbital and 18 COVOs for the LiH molecule from periodic and aperiodic plane-wave FCI calculations are shown on the left and right panels respectively. The orbitals are displayed in the order of increasing orbital energy from left to right and bottom to top. The distance between two atoms at which the energy achieves its minimum is 1.6 Å for LiH. The positive and negative isosurfaces are colored in blue and orange respectively.
Appendix A

Total energies from periodic and aperiodic plane-wave FCI calculations with 1, 4, 8, 12 and 18 COVOs are shown in Tables 2 and 3.

Table 2  Total energies as a function of distance for the LiH molecule from periodic plane-wave FCI calculations with 1, 4, 8, 12, and 18 COVOs. A simple-cubic supercell (L=15.0 Å) was used

| R(Li-H) (Å) | PW FCI 1 COVO (Hartree) | PW FCI 4 COVOs (Hartree) | PW FCI 8 COVOs (Hartree) | PW FCI 12 COVOs (Hartree) | PW FCI 18 COVOs (Hartree) |
|------------|-------------------------|---------------------------|---------------------------|---------------------------|---------------------------|
| 1.30       | -0.74131                | -0.76074                  | -0.76224                  | -0.76317                  | -0.76362                  |
| 1.40       | -0.75131                | -0.77049                  | -0.77196                  | -0.77287                  | -0.77333                  |
| 1.50       | -0.75719                | -0.77602                  | -0.77747                  | -0.77835                  | -0.77881                  |
| 1.60       | -0.75998                | -0.77838                  | -0.77981                  | -0.78066                  | -0.78112                  |
| 1.70       | -0.76044                | -0.77834                  | -0.77976                  | -0.78059                  | -0.78103                  |
| 1.80       | -0.75918                | -0.77654                  | -0.77795                  | -0.77875                  | -0.77919                  |
| 1.90       | -0.75668                | -0.77348                  | -0.77489                  | -0.77565                  | -0.77609                  |
| 2.00       | -0.75331                | -0.76956                  | -0.77097                  | -0.77171                  | -0.77215                  |
| 2.50       | -0.73123                | -0.74492                  | -0.74652                  | -0.74714                  | -0.74759                  |
| 3.00       | -0.70928                | -0.72091                  | -0.72319                  | -0.72368                  | -0.72430                  |
| 3.50       | -0.69108                | -0.70100                  | -0.70474                  | -0.70513                  | -0.70618                  |
| 4.00       | -0.67684                | -0.68530                  | -0.69151                  | -0.69358                  | -0.69377                  |
| 4.50       | -0.66613                | -0.67458                  | -0.68316                  | -0.68628                  | -0.68666                  |
| 5.00       | -0.65837                | -0.67971                  | -0.67902                  | -0.68212                  | -0.68283                  |
| 6.00       | -0.65061                | -0.67364                  | -0.67703                  | -0.67705                  | -0.67848                  |
| 7.00       | -0.64801                | -0.67035                  | -0.67340                  | -0.67342                  | -0.67461                  |
| 8.00       | -0.64800                | -0.67035                  | -0.67340                  | -0.67342                  | -0.67461                  |
| 9.00       | -0.65061                | -0.67364                  | -0.67703                  | -0.67705                  | -0.67848                  |
| 10.00      | -0.65837                | -0.67792                  | -0.67903                  | -0.68212                  | -0.68284                  |
| 10.50      | -0.66613                | -0.67454                  | -0.68315                  | -0.68628                  | -0.68667                  |
| 11.00      | -0.67684                | -0.68530                  | -0.69151                  | -0.69358                  | -0.69377                  |
| 11.50      | -0.69108                | -0.70100                  | -0.70474                  | -0.70513                  | -0.70618                  |
| 12.00      | -0.70928                | -0.72092                  | -0.72319                  | -0.72368                  | -0.72430                  |
| 12.50      | -0.73123                | -0.74492                  | -0.74652                  | -0.74714                  | -0.74759                  |
| 13.00      | -0.75331                | -0.76956                  | -0.77097                  | -0.77171                  | -0.77214                  |
| 13.10      | -0.75668                | -0.77348                  | -0.77489                  | -0.77565                  | -0.77609                  |
| 13.20      | -0.75918                | -0.77654                  | -0.77795                  | -0.77874                  | -0.77919                  |
| 13.30      | -0.76044                | -0.77834                  | -0.77976                  | -0.78058                  | -0.78103                  |
| 13.40      | -0.75998                | -0.77838                  | -0.77981                  | -0.78066                  | -0.78112                  |
| 13.50      | -0.75719                | -0.77602                  | -0.77747                  | -0.77835                  | -0.77881                  |
| 13.60      | -0.75131                | -0.77049                  | -0.77196                  | -0.77287                  | -0.77333                  |
| 13.70      | -0.74131                | -0.76074                  | -0.76224                  | -0.76317                  | -0.76362                  |
Table 3  Total energies in Hartree as a function of distance for the LiH molecule from aperiodic plane-wave FCI calculations with 1, 4, 8, 12, and 18 COVOs. A simple-cubic supercell (L=15.0 Å) was used.

| R(Li-H) (Å) | PW FCI 1 COVO | PW FCI 4 COVOs | PW FCI 8 COVOs | PW FCI 12 COVOs | PW FCI 18 COVOs |
|-------------|---------------|----------------|----------------|-----------------|-----------------|
| 1.30        | -0.74087      | -0.76030       | -0.76181       | -0.76273        | -0.76319        |
| 1.40        | -0.75086      | -0.77002       | -0.77150       | -0.77240        | -0.77286        |
| 1.50        | -0.75671      | -0.77552       | -0.77697       | -0.77785        | -0.77831        |
| 1.60        | -0.75947      | -0.77784       | -0.77928       | -0.78013        | -0.78058        |
| 1.70        | -0.75990      | -0.77777       | -0.77919       | -0.78002        | -0.78046        |
| 1.80        | -0.75860      | -0.77593       | -0.77734       | -0.77813        | -0.77858        |
| 1.90        | -0.75606      | -0.77283       | -0.77424       | -0.77500        | -0.77544        |
| 2.00        | -0.75266      | -0.76885       | -0.77027       | -0.77100        | -0.77144        |
| 2.50        | -0.73040      | -0.74397       | -0.74559       | -0.74620        | -0.74666        |
| 3.00        | -0.70839      | -0.71976       | -0.72215       | -0.72262        | -0.72327        |
| 3.50        | -0.69047      | -0.69983       | -0.70404       | -0.70443        | -0.70556        |
| 4.00        | -0.67722      | -0.68469       | -0.69232       | -0.69454        | -0.69472        |
| 4.50        | -0.66867      | -0.68639       | -0.68766       | -0.69015        | -0.69077        |
| 5.00        | -0.66424      | -0.68613       | -0.68777       | -0.68922        | -0.69032        |
| 6.00        | -0.66366      | -0.68713       | -0.68942       | -0.68943        | -0.69025        |
| 7.00        | -0.66372      | -0.68739       | -0.68945       | -0.68946        | -0.69011        |

Acknowledgements
This material is based upon work supported by the U.S. Department of Energy (DOE), Office of Science, Office of Basic Energy Sciences, Chemical Sciences, Geosciences, and Biosciences (CSGB) Division through its “Embedding Quantum Computing into Many-body Frameworks for Strongly Correlated Molecular and Materials Systems” project at Pacific Northwest National Laboratory (PNNL). This work was also supported by the Quantum Science Center (QSC), a National Quantum Information Science Research Center of the U.S. Department of Energy (DOE). KMR also acknowledges support from BES CSGB’s Geosciences program at PNNL. We also would like to thank the DOE BES-Chem CCS, DOE BES Geosciences and DOE Advanced Scientific Computing Research (ASCRC) ECP NWChemEx (17-SC-20-SC) programs for their support of software development for high-performance computers and computer time needed to carry out the work. PNNL is operated for the U.S. Department of Energy by the Battelle Memorial Institute under Contract DE-AC06-76RLO-1830. This research used computational resources at the Pacific Northwest National Laboratory and resources of the National Energy Research Scientific Computing Center (NERSC), a User Facility supported by the Office of Science of the U.S. DOE under Contract No. DE-AC02-05CH11231, and the Argonne ALCF computing center through their early science program. We would also like to thank the NWChem project team and the people that have helped the progress of the NWChem software over the years. Lastly, we would like to thank the Azure Quantum Credits Program for a generous grant of computer time to run on the Quantinuum’s ion trap quantum computers.

Authors’ contributions
All authors contributed to the writing of the article. DS and EJB developed the COVOs model and codes. DS, NB, GP, CG and EJB contributed to application of the codes. NB, GP, BP, CG, GL and MR contributed to the error mitigation calculations. KK, KMR, and MR were the PIs of computing projects used in the development of the codes and quantum software libraries, and MR was also in charge of the computing project that provided access to the Quantinuum quantum computer. All authors read and approved the final manuscript.

Availability of data and materials
The codes developed are available in the NWChem software (https://github.com/nwchemgit/nwchem, or in near future NWChemEx (Kowalski et al. 2021) https://github.com/ebylasika/PWDFT). Input and output decks used to test the codes are available from the corresponding author. The data sets containing the one and two electron integrals based on COVOs that were used for the VQE quantum computing calculations can be found in the following github repository, https://github.com/duosong/PWLiH-Data.
Declarations

Competing interests
The authors declare that they have no competing interests.

Received: 23 July 2022   Accepted: 12 November 2022
Published online: 03 January 2023

References

L. Adamowicz, R.J. Bartlett, A.J. Sadlej, Optimized virtual orbital space for high-level correlated calculations. ii. electric properties. J. Chem. Phys. 88(9), 5749–5758 (1988). https://doi.org/10.1063/1.454721
L. Adamowicz, R.J. Bartlett, Optimized virtual orbital space for high-level correlated calculations. J. Chem. Phys. 86(11), 6314–6324 (1987). https://doi.org/10.1063/1.452468
E. Apra, E.J. Bylaska, W.A. De Jong, N. Govind, K. Kowalski, T.P. Straatsma, M. Valiev, H.J. van Dam, Y. Alexeev, J. Anschell et al., NWChem: Past, present, and future. J. Chem. Phys. 152(18), 184102 (2020). https://doi.org/10.1063/5.0004997
N.W. Ashcroft, D. Mermin, Introduction to Solid State Physics (Saunders, Philadelphia, 1976)
Azure Quantum - Quantum Cloud Computing Service. (2022). https://azure.microsoft.com/en-us/services/quantum/
R.J. Bartlett, M. Musial, Coupled-cluster theory in quantum chemistry. Rev. Mod. Phys. 79, 291–352 (2007). https://doi.org/10.1103/RevModPhys.79.291
G. Baym, L. Kadanoff, Conservation laws and correlation functions. Phys. Rev. 124, 287–299 (1961). https://doi.org/10.1103/PhysRev.124.287
R.F. Bishop, H. Kummel, The coupled-cluster method. Phys. Today 40(3), 52 (1987). https://doi.org/10.1063/1.881103
P.E. Blöchl, Generalized separable potentials for electronic-structure calculations. Phys. Rev. B 41(8), 5414 (1990). https://doi.org/10.1103/PhysRevB.41.5414
E.J. Bylaska, in Annual Reports in Computational Chemistry. Plane-wave DFT methods for chemistry, vol 13 (Elsevier, Amsterdam, 2017), pp. 185–228. https://doi.org/10.1016/bs.arcc.2017.06.006
E.J. Bylaska, K. Glass, D. Baxter, S.B. Baden, J.H. Weare, in J. Phys.: Conf. Ser. Hard scaling challenges for ab initio molecular dynamics capabilities in NWChem. Using 100,000 CPUs per second, vol 180 (IOP Publishing, San Diego, 2009), p. 012028. http://dx.doi.org/10.1088/1742-6596/180/1/012028
E.J. Bylaska, K. Rosso, Corresponding orbitals derived from periodic bloch states for electron transfer calculations of transition metal oxides. J. Chem. Theory Comput. 14(8), 4416–4426 (2018). https://doi.org/10.1021/acs.jctc.7b01180
E.J. Bylaska, D. Song, N.P. Bauman, K. Kowalski, D. Claudino, T.S. Humble, Quantum solvers for plane-wave hamiltonians: Abridging virtual spaces through the optimization of pairwise correlations. Front. Chem. 9, 603019 (2021). https://doi.org/10.3389/fchem.2021.603019
E.J. Bylaska, D. Song, E.S. Iton, S. O'Leary, T. Borsalba-Sánchez, P.G. Tratnyek, in Annual Reports in Computational Chemistry. Building toward the future in chemical and materials simulation with accessible and intelligently designed web applications, vol 17 (Elsevier, Amsterdam, 2021), pp. 163–208. https://doi.org/10.1016/bs.arcc.2021.09.003
E.J. Bylaska, D. Song, K.M. Rosso, Electron transfer calculations between edge sharing octahedra in hematite, goethite, and aninite. Geochim. Cosmochim. Acta 291, 79–91 (2020). https://doi.org/10.1016/j.gca.2020.04.036
E.J. Bylaska, K. Tsmekehman, S.B. Baden, J.H. Weare, H. Jonsson, Parallel implementation of γ-point pseudopotential plane-wave DFT with exact exchange. J. Comput. Chem. 32(1), 54–69 (2011a). https://doi.org/10.1002/jcc.21598
E. Bylaska, K. Tsemekhman, N. Govind, M. Valiev, Large-scale plane-wave-based density functional theory: formalism, parallelization, and applications. Comput. Methods Large Syst. Electron. Struct. Approx. Biotechnol. Nanotechnol. 77–116 (2011b). https://doi.org/10.1002/9780470930779.ch3
E.J. Bylaska, M. Valiev, R. Kawai, J.H. Weare, Parallel implementation of the projector augmented plane wave method for charged systems. Comput. Phys. Commun. 143(1), 11–28 (2002). https://doi.org/10.1016/S0010-4655(01)00413-1
E.J. Bylaska, K. Waters, E.D. Hermes, J. Zádor, K.M. Rosso, A Filon-like integration strategy for calculating exact exchange in periodic boundary conditions: A plane-wave DFT implementation. Mater. Theory 4(1), 1–31 (2020). https://doi.org/10.1186/s41313-020-00019-9
R. Car, M. Parrinello, Unified approach for molecular dynamics and density-functional theory. Phys. Rev. Lett. 55(22), 2471 (1985). https://doi.org/10.1103/PhysRevLett.55.2471
M. Cerezo, A. Arrasmith, R. Babbush, S.C. Benjamin, S. Endo, K. Fujii, J.R. McClean, K. Mitraei, X. Yuan, L. Cincio, P.J. Coles, Variational quantum algorithms. Nat. Rev. Phys. 3, 625–644 (2021). https://doi.org/10.1038/s44254-021-00348-9
S. Chowla, G.A. Voth, Exact exchange in ab initio molecular dynamics: An efficient plane-wave based algorithm. J. Chem. Phys. 108(12), 4697–4700 (1998). https://doi.org/10.1063/1.476307
Y. Chen, P. Elbylaska, J. Weare, First principles estimate of geochemically important transition metal oxide properties. Mol. Model. Geochem. React. Interaction. 107 (2016). https://doi.org/10.1002/9781118845226.ch4
M. Chen, G. Guo, L.H. Ee, Electronic structure interpolation via atomic orbitals. J. Phys. Condens. Matter 23(32), 325501 (2011). https://doi.org/10.1088/0953-8984/23/32/325501
J. Čížek, On the correlation problem in atomic and molecular systems. Calculation of wavefunction components in ursell-type expansion using quantum-field theoretical methods. J. Chem. Phys. 45(11), 4256–4266 (1966). https://doi.org/10.1063/1.1727484
F. Coester, Bound states of a many-particle system. Nucl. Phys. 7, 421–424 (1958). https://doi.org/10.1016/0029-5582(SB)90280-3
F. Coester, H. Kummel, Short-range correlations in nuclear wave functions. Nucl. Phys. 17, 477–485 (1960). https://doi.org/10.1016/0029-5582(60)90140-1
M. Treinish, J. Gambetta, P. Nation, qiskit bot, P. Kassebaum, D.M. Rodriguez, S. de la Puente González, S. Hu, K. Krisulich, J. Garrison, L. Zdanski, J. Lishman, J. Yu, M. Marques, J. Gacon, D. McKay, J. Gomez, L. Capelluto, Travis-S-IBM, A. Panigrahi, leongil, R.I. Rahman, S. Wood, L. Bello, T. Itoko, C.J. Wood, D. Singh, Drew, E. Arbel, Glen, Qiskit/qiskit: Qiskit 0.37.0. (2022). https://doi.org/10.5281/zenodo.6784303

N.M. Tubman, C.D. Freeman, D.S. Levine, D. Hait, M. Head-Gordon, K.B. Whaley, Modern approaches to exact diagonalization and selected configuration interaction with the adaptive sampling CI method. J. Chem. Theory Comput. 16(4), 2139–2159 (2020). https://doi.org/10.1021/acs.jctc.8b00536

M. Valiev, E.J. Bylaska, A. Gramada, J.H. Weare, in Reviews in Modern Quantum Chemistry: A Celebration of the Contributions of Robert G. Parr, ed. by K.D. Sen. First principles molecular dynamics simulations using density-functional theory (World Scientific, Singapore, 2002)

M. Valiev, E.J. Bylaska, N. Govind, K. Kowalski, T.F. Straatsma, H.J. Van Dam, D. Wang, J. Nieplocha, E. Aprà, T.L. Windus et al., NWChem: a comprehensive and scalable open-source solution for large scale molecular simulations. Comput. Phys. Commun. 181(9), 1477–1489 (2010). https://doi.org/10.1016/j.cpc.2010.04.018

D. Vanderbilt, Optimally smooth norm-conserving pseudopotentials. Phys. Rev. B 32(12), 8412 (1985). https://doi.org/10.1103/PhysRevB.32.8412

M.R. Wasielewski, M.D. Forbes, N.L. Frank, K. Kowalski, G.D. Scholes, J. Yuen-Zhou, M.A. Baldo, D.E. Freedman, R.H. Goldsmith, T. Goodson, et al., Exploiting chemistry and molecular systems for quantum information science. Nat. Rev. Chem. 1–15 (2020). https://doi.org/10.1038/s41570-020-0200-5

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.