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Abstract

This work introduces a live anomaly detection system for high frequency and high-dimensional data collected at regional scale such as Origin Destination Matrices of mobile positioning data. To take into account different granularity in time and space of the data coming from different sources, the system is designed to be simple, yet robust to the data diversity, with the aim of detecting abrupt increase of mobility towards specific regions as well as sudden drops of movements. The methodology is designed to help policymakers or practitioners, and makes it possible to visualise anomalies as well as estimate the effect of COVID-19 related containment or lifting measures in terms of their impact on human mobility as well as spot potential new outbreaks related to large gatherings.

1 Introduction

Mobile positioning data such as from Mobile Network Operators or social media, if received in almost real-time, have the potential to enhance situational awareness about events deviations from “usual” mobility patterns. Such anomalies may identify large gatherings that could be used as input to meta-population modelling and early warning applications aiming at flagging and projecting clusters that may lead to increases of $R_t$, the reproduction number.

Despite the fact that mobility data alone cannot predict future needs, they can show already compelling citizens needs, like transportation or health care facility allocation needs and they represent well human behavior (Bwambale et al., 2020). Moreover, thanks to the capability of collecting mobile data at very high time frequency and space granularity, the time evolution of mobility patterns can indeed show changes or ongoing trends or help to measure policy effects like the COVID-19 containment measures.

It is important to remark that, since mobile phone services unique subscribers represent about 65% of the population across Europe (GSMA, 2020), mobile data can reliably be used to capture the aggregate mobility patterns of the population.

In this work we present an anomaly detection system for mobile positioning data able to handle data of different nature and formats, covering large areas and regions. Designed to process high volume and diverse input data, a robust system for anomaly detection was developed to detect not only excess of mobility but also missing or unexpected information in the data flow or sudden drops of mobility patterns.

This work is structured as follows. Section 2 describes the input data in terms of volume, granularity and diversity. Section 3 describes the basic idea of the anomaly detection systems and its scopes. Section 4 summarises the limits of the proposed approach.

2 Mobile Positioning Data

The system is designed to process data in the form of Origin-Destination Matrix (ODM) (Mamei et al., 2019; Fekih et al., 2020; Kishore et al., 2020). Although the concept is somehow known to the general public, it is important to describe their nature to justify why the anomaly detection system of Section 3 has to be designed simple yet robust to handle many different situations in a context of big and high frequency data.
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Each cell \([i - j] \) of the ODM shows the overall number of ‘movements’ (also referred to as ‘trips’ or ‘visits’) that have been recorded from the origin geographical reference area \(i\) to the destination geographical reference area \(j\) over the reference period.

To avoid any ex-post re-identification of individuals, before getting into an ODM, the data have to undergo several additional procedures such as deletion of any personal data, removal of singularities, thresholding, application of differential privacy (noise and distortions) methods and so forth. In fact, ODM are usually shared in fully anonymised and aggregated form so that the risk of re-identification of individuals is virtually impossible.

In general, an ODM (see also Figure 1) contains the following minimal information: a timestamp for the start and end of the events considered, the areas of origin and destination and the counts (movements, trips, etc).

In order to identify a movement between an origin area and a destination, it is necessary to define the dwelling (or stop) time. This dwelling time may vary from a few minutes to a few hours. A movement is recorded in the ODM only when the user stops for at least a duration equal to the dwelling time in the destination area having previously stopped for at least the same time in the origin area. An alternative way of defining a movement is to split the day in a number of time windows (normally 6- or 8-hour long) and to count the users that move from one geographical area to another between time windows; in this case, a user’s origin and destination areas are defined as those where the user spent most of the time in that time window. Also the definition of geographical area can be very different from one case to another: it can be an administrative area or a regular spatial grid. The construction of the ODM therefore depends on a number of tuning parameters. Depending on the choice of these tuning parameters, an ODM will be able to capture some types of movements but not others. For instance, an ODM may capture movements that extend for a long period of time but not shorter movements and vice-versa.

Despite the diversity of the ODMs that can be handled, the ODM for a given source (social media or Mobile Network Operators) is consistent over time and relative changes are possible to be estimated. Some applications of these data to different contexts than the one presented here can be found in Santamaria et al. (2020); Iacus et al. (2020a,b).

3 A simple approach to anomaly detection

Detection of anomalies has a long history in statistics and quality control theory. In the context of change point analysis for the location parameter one can see, e.g., Bai (1997) and Csörgő and Horváth (1997) for i.i.d. settings and Bai (1994) for classical time series analysis, and in the context of the scale parameter for several classes of processes, e.g., Inclan and Tiao (1994) and Iacus and Yoshida (2012). These methods assume special data generation models and work with low dimensional and low frequency data mostly. In our case, we seek for robustness to data specification, computational efficiency and operational sustainability, therefore several decisions have been made to simplify the approach.

On one side, the anomaly detection system has:

- to detect areas characterised by large increases of mobility that could be connected to gathering events;
- to systematically provide data-driven knowledge of such events that can be input to real epidemiological early warning systems.

On the other hand the system has:

- to detect sudden drops of data in input not only excesses as a system to detect data quality issues;
- to be computationally efficient given the dimensionality of the data in terms of frequency, spatial granularity and number of countries analysed;
- operationally feasible, i.e., produce almost real time and interpretable analysis;
- be robust with respect to high diversity of the input ODMs;
- be completely data driven in the sense that it should adapt itself to the time frame and granularity of the data.

To what extent the problem that the proposed system for anomaly detection has to address is related to handling high-dimensional data? As said, the ODM are generated by different sources with different time frequency and space granularity: the ODM can be as large as \(10000 \times 10000\) entries time the 24...
hourly sampling at country level. The system should be able to capture anomalies of two types: the excess of volume and the sudden drop of volume as well as unexpected filling of some elements of the sparse ODM matrix at hand. It has to consider a non symmetric approach, as sudden drops may well be related to error in input data, while and unexpected excesses are structurally different and linked to large gatherings potentially critical in terms of Sars-Cov-2 spread. Being counts, the zero is a natural lower bound for low volumes times series, while the upper bound should be determined through standard statistical ideas. We used a simple approach that takes into account both privacy thresholds (we not consider cells whose moving average is below the threshold $th$ (20 in our application), natural variability and moving average. As it is well known that there exists both intra-daily, intra-weekly and seasonal patterns we apply short period moving average from the given date, time frame and space granularity. Let $i$ be the origin, $j$ the destination, $s$ the start time and $e$ the end time of the sampling of the ODM for the date $d$. We denote each cell of the ODM matrix by

$$ODM_{s,e}^d(i,j)$$

where $i$ and $j$ spans the set of unique origin and destination labels $C$, $d$ is a calendar date and $s$, $e$ are in the format $HH:MM:SS$. If we want to consider the total inbound flow to a cell $j$, we use the notation

$$ODM_{s,e}^d(\cdot,j) = \sum_{i \in C} ODM_{s,e}^d(i,j)$$

and we denote by

$$ODM_{s,e}^d(i,\cdot) = \sum_{j \in C} ODM_{s,e}^d(i,j)$$

the outbound movements from cell $i$. As there are situations in which the local movements are not interesting or such that the diagonal entries of the ODM matrix do not represent movements but people who stay in the same cell, we also consider the same quantities without the diagonals, i.e.,

$$\overline{ODM}_{s,e}^d(\cdot,j) = \sum_{i \in C, j \neq j} ODM_{s,e}^d(i,j)$$

and we denote by

$$\overline{ODM}_{s,e}^d(i,\cdot) = \sum_{j \in C, j \neq i} ODM_{s,e}^d(i,j).$$

The moving average is take over the previous $p$ periods ($p = 4$ in our application), i.e.,

$$MA_{s,e}^d(i,j) = \frac{1}{p} \sum_{t=1}^{p} ODM_{s,e}^{d-t}(i,j)$$

and the rolling standard deviation is calculated similarly

$$SD_{s,e}^d(i,j) = \sqrt{\frac{1}{p} \sum_{t=1}^{p} (ODM_{s,e}^{d-t}(i,j))^2 - (MA_{s,e}^d(i,j))^2}$$

In the event that for one or more past dates the data are not available, the $MA$ and $SD$ are calculated on the available data. If all past $p$ data are missing, no signal will be estimated and the date $d$ is marked as a “missing data” type. But historical variability in not enough as each ODM matrix, for different technical reasons at the MNOs level, may have a daily volume which is overall different from that of previous dates. This happens rarely but should be taken into account to avoid instrumentally false positives. Therefore, to take into account the overall variability, we select a first threshold $t$ corresponding to the 75% quantile of the distribution of elements of the matrix $ODM_{s,e}^d$ such that $ODM_{s,e}^d(i,j) \geq th$. The upper bound is then set to

$$U_{s,e}^d = \max(MA_{s,e}^d + t, MA_{s,e}^d + 3SD_{s,e}^d),$$

and the lower bound to

$$L_{s,e}^d = \min(MA_{s,e}^d - t, MA_{s,e}^d - 3SD_{s,e}^d, 0).$$

So this is a simple 3-sigma approach combined with a robust evaluation of daily variability. More sophisticated time series approach or stochastic modelling (like inhomogeneous periodical Poisson process modelling) could have been used in spite of parametric tuning and estimation as well as computational
Indeed, the present approach has been chosen also because of the need of the speed of calculation. All the formulas above have been implemented in R \cite{Rcoreteam2020} via sparse matrix linear algebra and, whenever possible, calculation on the database have been used to reduce the data transfer bottleneck. The present approach can handle, for a single date, in less than an hour the analysis of several sources, providing data for up to 20 countries, at daily and, possibly, hourly frequencies. For example, for a single source, we have an ODM matrix of about \(10000 \times 10000\) cells \(\times\) and 25 time frames. The analysis is performed also on the 10000 rows (\(ODM_{s,e}^d(i, \cdot)\)) and 10000 columns separately (\(ODM_{s,e}^d(\cdot, j)\)), considering the past 4 weeks as well (for the moving average calculation), i.e., the calculation of the anomalies is done on the non-null \(^2(10000 \times 10000 + 2 \times 1000) = 100,020,000\) times series taking into account the 25 time frames for 5 dates (the present and the past \(p\) dates). The signals are then marked as “lower” and “upper” signals and their intensity is evaluated in terms of relative increment with respect to the moving average. Let us denote this increment by

\[ INC_{s,e}^d(i, j) = \left( \frac{ODM_{s,e}^d(i, j)}{MA_{s,e}^d(i, j)} - 1 \right) \times 100\% \]

then, the level of the signal is classified as

- **level0** = no signal, i.e. \(L_{s,e}^d(i, j) \leq DM_{s,e}^d(i, j) \leq U_{s,e}^d(i, j)\),
- **level1** if \(INC_{s,e}^d(i, j) < 50\%\),
- **level2** if \(50\% \leq INC_{s,e}^d(i, j) < 100\%\),
- **level3** if \(INC_{s,e}^d(i, j) \geq 100\%\).

for both lower (\(DM_{s,e}^d(i, j) < L_{s,e}^d(i, j)\)) and upper (\(DM_{s,e}^d(i, j) > U_{s,e}^d(i, j)\)) signals as well as for the inbound and outbound timeseries \(ODM_{s,e}^d(i, \cdot)\) and \(ODM_{s,e}^d(\cdot, j)\). This type of filtering is helpful for the visual inspection of the thousands of signals appearing on a daily analysis.

A possible extension of this approach could consider also the spatial information contained in the data as in this approach the entries of the cells are considered independently (the only way they are considered together is using the overall quantile of the matrix). This type of approach will be computationally quite hard to solve and requires additional ad hoc hypotheses according to the data source, country and granularity, which we prefer not to use at this stage.

\(^2\)Although many of the cells of the ODM matrix are empty being a sparse matrix, in a single day several thousands of them are not null and therefore should be considered in the analysis.
4 Conclusions and limits of this approach

As said, this simple and direct approach to the anomaly detection does not consider the spatial information contained in the data. This can be a nice addition in future developments of the system. Indeed, parametric and non-parametric geo-statistical models can also be considered at the cost of putting assumptions on the data (by country and provider) and demanding for more computational time. The dimensionality of the problem is so high that, even using some restrictions like local dependency structure, it will become quite unfeasible to obtain model estimates in practical times though.

The system has been designed to alert on mobility anomalies for early warning capacity in case of COVID-19 outbreaks. Since these anomalies can be generally attributed to large gatherings and unusual mobility patterns in a broader sense, the system is a precious tool to understand the potential spread of the virus in case of outbreaks. At the same time, the system can allow authorities to monitor the implementation of mobility restrictions.

The system is not designed to be a tracking system as it is totally agnostic to reality. It is also worth to mention that the system has not be designed to produce a real COVID-19 early warning system but only to spot anomalies in the data in the terms explained in Section 3. This means that there is no direct link in this application between, e.g., the large gatherings spotted and the reproduction rate $R_t$ of the COVID-19 pandemic. Our data could only serve as an input to further epidemiological models or to policy makers to assess the effectiveness of the containment measures.

Despite its limitations, the systems seems to be able to capture what it is supposed to capture and can accommodate different sources of ODM data without any stringent assumptions rather than the confidentiality threshold $th = 20$, the length of the moving average $p = 4$ and the quantile level 75%. These are the only three tuning parameters of the anomaly detection system and can be changed by the researcher.

Competing and/or conflict of interests

None

References

Bai, J. (1994). Least squares estimation of a shift in linear processes. Journal of Times Series Analysis 15, 453–472.

Bai, J. (1997). Estimation of a change point in multiple regression models. The Review of Economics and Statistics 79, 551–563.

Bwambale, A., C. Choudhury, S. Hess, and M. S. Iqbal (2020). Getting the best of both worlds: a framework for combining disaggregate travel survey data and aggregate mobile phone data for trip generation modelling. Transportation.

Csörgő, M. and L. Horváth (1997). Limit Theorems in Change-point Analysis. New York: Wiley.

Fekih, M., T. Bellemans, Z. Smoreda, P. Bonnel, A. Furno, and S. Galland (2020). A data-driven approach for origin–destination matrix construction from cellular network signalling data: a case study of lyon region (france). Transportation. https://doi.org/10.1007/s11116-020-10108-w.

GSMA (2020). The mobile economy 2020 report. Available at https://www.gsma.com/mobileeconomy/.

Iacus, S. M., C. Santamaria, F. Sermi, S. Spyrratos, D. Tarchi, and M. Vespe (2020a, Sep). Human mobility and covid-19 initial dynamics. Nonlinear Dynamics.

Iacus, S. M., C. Santamaria, F. Sermi, S. Spyrratos, D. Tarchi, and M. Vespe (2020b). Mapping mobility functional areas (MFA) using mobile positioning data to inform covid-19 policies, JRC121299.

Iacus, S. M. and N. Yoshida (2012). Estimation for the change point of the volatility in a stochastic differential equation. Stochastic Processes and Their Applications 122, 1068–1092.

Inclán, C. and G. Tiao (1994). Use of cumulative sums of squares for retrospective detection of change of variance. Journal of the American Statistical Association 89, 913–923.
Kishore, N., M. Kiang, K. Engø-Monsen, N. Vembar, S. Balsari, and C. Buckee (2020). Mobile phone data analysis guidelines: applications to monitoring physical distancing and modeling covid-19. OSF Preprints.

Mamei, M., N. Bicocchi, M. Lippi, S. Mariani, and F. Zambonelli (2019). Evaluating origin-destination matrices obtained from cdr data. Sensors 19, 1440.

R Core Team (2020). R: A Language and Environment for Statistical Computing. Vienna, Austria: R Foundation for Statistical Computing.

Santamaria, C., F. Sermi, S. Spyrratos, S. M. Iacus, A. Annunziato, D. Tarchi, and M. Vespe (2020). Measuring the impact of covid-19 confinement measures on human mobility using mobile positioning data. a european regional analysis. Safety Science 132, 104925.