Bose condensates at high angular momenta
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We exploit the analogy with the Quantum Hall (QH) system to study weakly interacting bosons in a harmonic trap. For a $\delta$-function interaction potential the “yrast” states with $L \geq N(N - 1)$ are degenerate, and we show how this can be understood in terms of Haldane exclusion statistics.

We present spectra for 4 and 8 particles obtained by numerical and algebraic methods, and demonstrate how a more general hard-core potential lifts the degeneracies on the yrast line. The exact wavefunctions for $N = 4$ are compared with trial states constructed from composite fermions (CF), and the possibility of using CF-states to study the low $L$ region at high $N$ is discussed.
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The close relation between high angular momentum states of a condensate of weakly interacting hard core bosons\textsuperscript{[11]} and the Quantum Hall (QH) effect was recently pointed out\textsuperscript{[12]}. The essential observation is that the weak interaction limit allows for a two-dimensional description of the boson system in terms of lowest Landau level (LLL) wave functions\textsuperscript{[13]} - just as for a QH system, and they are both described by wave functions containing powers of the Laughlin-Jastrow factor $\prod_{i<j}(z_i - z_j)$, where $z_i$ is the complex coordinate of the $i$th particle. As pointed out by Cooper and Wilkin\textsuperscript{[14]}, the two systems can in fact be mapped onto each other by a standard Leinaas-Myrheim transformation\textsuperscript{[15]}, attaching an odd number of units of statistical flux to each particle. This enables us to use both intuition and techniques from the QH system to study rotating Bose condensates. In this paper we shall mainly discuss the angular momentum region $N(N - 1) \leq L \leq 2N(N - 1)$, where the ground state corresponding to a $\delta$-function two-body interaction is degenerate. We explicitly show how these degeneracies can be understood via a mapping to a system of free anyons in the LLL, and then show how the degeneracy is broken by a more general short range potential containing derivatives of delta functions. We also make a detailed comparison between algebraically calculated exact wave functions and trial wave functions formed from so called compact states of composite fermions, a construction originally due to Jain and Kawamura\textsuperscript{[15]}. In particular, we will emphasize the importance of a certain class of wavefunctions where the polynomial part is translationally invariant.

Although for computational reasons we have results only for few particles, $N = 4, 6$ and $8$, it is clear that some of our results, like the degeneracy structure of the yrast line, hold for any $N$. We also believe that many features of the results for the CF wave functions will generalize to higher $N$.

Since the flux attachment changes the angular momentum by $mN(N - 1)/2$, where $m$ is the number of fluxes attached, the boson - fermion mapping would apparently only be useful for studying angular momenta that are out of reach of present experiments\textsuperscript{[16]} (which are limited to the strong interaction regime and $L \sim N$). However, there are some indications that fermionic techniques could be useful for $L$ as low as $N$, i.e. for the so called single vortex state. Although we will return to this point at the end of the paper, we shall for now, without any further apologies, consider the theoretical problem of understanding the region $N(N - 1) \leq L \leq 2N(N - 1)$ of the yrast line.

The simplest model for a hard-core interaction is a delta function potential. We thus consider a model of $N$ interacting spinless bosons in a harmonic trap of strength $\omega$. In the limit of weak interaction, this may be rewritten\textsuperscript{[17]} as a two-dimensional lowest Landau level (LLL) problem in the effective “magnetic” field $B_{eff} = 2m\omega$ with the Hamiltonian taking the form

$$H = \omega L + g \sum_{i<j} \delta^2(z_i - z_j)$$

(1)

where $\delta = (2^{l+1/2}!l!)^{-1/2}z^l \exp(-\bar{z}/4)$ with $z = \sqrt{2m\omega}(x + iy)$. In Figs. 1 and 2 we show the interaction energy, in units of $g/4\pi$, as a function of the total angular momentum $L$ for $N = 4, 6, 8, 30 \leq L \leq 56$, respectively. The many-body states are obtained from Lanczos diagonalization suitable for large and relatively sparse matrices\textsuperscript{[18]}. The Fock space is spanned by single-particle states that are characterized only by the positive quantum numbers $l$, where $0 \leq l \leq L$. (Similar exact diagonalization studies have recently been reported in\textsuperscript{[19]} and\textsuperscript{[20]}. We note the following properties in the many-body spectra: Since increasing the angular momentum spreads out the particles in space, the yrast energy, $i.e.$ the lowest possible interaction energy for given $L$, decreases with increasing $L$. For each state in the spectrum, there exists a set of “daughter states” with higher values of $L$, having exactly the same (interaction) energy as the original state. These daughters are simply center-of-mass excitations of the original states, thus having the same many-body correlations\textsuperscript{[21]}.
Angular Momentum $L$

For $L \geq N(N-1)$ there are zero energy states, which can be understood by noting that any wavefunction of the form

$$\psi(z_1, z_2, ..., z_N) = \prod_{i<j}(z_i - z_j)^2S(z_1, z_2, ..., z_N),$$  \hspace{1cm} (2)

where $S(z_1, z_2, ..., z_N)$ is a symmetric polynomial in the $z_i$s, has zero interaction energy. Since the factor $\prod_{i<j}(z_i - z_j)^2$ contributes an angular momentum $L_0 = N(N-1)$, states of the type (2) exist for $L \geq L_0$.

At $L = N(N-1)$ there is a unique state with zero interaction energy corresponding to $S(z_1, z_2, ..., z_N) = 1$, while the states at higher $L$ typically are degenerate. The systematics of these degeneracies can be understood by a mapping to anyons in the lowest Landau level. The essential observation is that the wave functions (2) describe anyons in the LLL with statistics parameter $\alpha = 2$ \[13\] (in general, the statistics parameter is given by the exponent of the Jastrow factor). It is known \[13, 14, 15\] that anyons in the LLL obey Haldane’s fractional exclusion statistics (FES) \[16\], and following Ref. \[13\], one can use this knowledge to construct the allowed many-body states for given $N$ and $L$ as angular momentum excitations of the Laughlin-like state at $L = N(N-1)$. According to the definition of FES, each particle in the system blocks $\alpha = 2$ single-particle states, and many-particle states with total angular momentum $L$ are constructed by occupying single-particle states, with a minimum distance of $\alpha = 2$ between each pair of occupied levels (for an example, see Fig. 3). The number of allowed configurations then gives the degeneracy of the state for a given $L$.

Table 1 shows the degeneracies of some of the states on the $N = 4$ yrast line, as obtained from the anyon mapping, and they are in exact agreement with our numerical results.

| $L$   | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|-------|----|----|----|----|----|----|----|----|----|
| $d$   | 1  | 1  | 2  | 3  | 5  | 6  | 9  | 11 | 15 |

TABLE I. Degeneracy $d$ of the lowest $L$-excitations above the Laughlin state for $N = 4$. 

FIG. 1. Many-body spectra of $N = 4$ weakly interacting bosons in a harmonic trap for $L \leq 20$. The dashed line connects the yrast states.

FIG. 2. As Fig. 1 but for $N = 8$ and $30 \leq L \leq 56$, showing only the 100 lowest eigenvalues.

FIG. 3. FES construction of yrast states for $N = 4$, $L = 12(=L_0)$, 13 and 14. The $L = 12$ and $L = 13$ states are non-degenerate, whereas $L = 14$ has degeneracy 2.
This construction implicitly uses that all the eigenstates on the yrast line for \( L > N(N-1) \) contain the Jastrow factor \( \prod_{i<j}(z_i - z_j)^2 \), so the degeneracies can also be found as the number of ways one can distribute \( M = L - L_0 \) units of angular momentum among \( N \) particles.

For a more general hard core potential, the \( E = 0 \) states on the yrast line above \( L = N(N-1) \) are no longer degenerate. To demonstrate this point and study how the degeneracy is broken, we add a potential of the form

\[
V = c_1 \nabla^2 \delta^2(z - z') + c_2 \nabla^4 \delta^2(z - z'),
\]

that was originally used by Trugman and Kivelson \[12\] in the context of the fractional QH effect. The term \( \sim \nabla^2 \delta^2(z - z') \) does not contribute to the interaction energy for fully symmetric states, whereas the \( \nabla^4 \delta^2(z - z') \) term gives small corrections to the spectra in Figs. 1 and 2 (at the percent level for the parameters used in the inset of Fig. 3, where we show regularized forms of the potentials (3) and (3)).

We have examined how the potential (3) splits up the degeneracies of the zero interaction energy yrast states, by exact algebraic diagonalization, using computer algebra. Here we have directly used the form (3), and systematically exploited that for a given \( L \), all states corresponding to center-of-mass excitations of lower \( L \)-eigenstates are orthogonal to the subspace of “new” states. The latter subspace consists of translation invariant (TI) polynomials, \( \text{i.e.} \) functions invariant under a simultaneous, constant shift \( z_i \rightarrow z_i + a \) of all the coordinates \[12\]. Following Trugman and Kivelson \[12\], we have used a basis constructed from elementary symmetric functions \( s_a \). For given \( N \) and \( L \), the basis consists of all possible combinations

\[
|k_1 k_2 \ldots k_n\rangle \equiv s_{k_1}^{(i)}(z_i) s_{k_2}^{(i)}(\tilde{z}_i) \ldots s_{k_N}^{(i)}(\tilde{z}_N) \prod_{i<j} (z_i - z_j)^2,
\]

such that \( \sum_{n=1}^N n k_n = L - L_0 \). Note that, for \( n \geq 2 \), we have introduced the new variables \( \tilde{z}_i \equiv z_i - z_c \), with \( z_c \) the center-of-mass coordinate \( z_c = (\sum z_i)/N \). The basis states spanning the TI subspace are identified as those with \( k_1 = 0 \). The diagonalization is thus performed within this subspace only, which reduces the matrix dimension substantially. The resulting spectrum for \( N = 4 \), with the coefficient \( c_2 \) in (3) set equal to 1, is shown in Fig. 3. We notice the close similarity between Fig. 1 and 3. In both cases, the yrast line passes through the same number of steps, with the same step lengths, as \( L \) is increased by \( N(N-1) \), to the point where the yrast energy becomes zero. At the point \( L = 2N(N-1) \), the zero-energy yrast state is again non-degenerate and of the Laughlin type, \( \text{i.e.} \) \( \prod_{i<j}(z_i - z_j)^4 \), whereas the subsequent yrast states have degeneracies corresponding to FES with statistics parameter \( \alpha = 4 \). Including even higher derivative terms in the repulsive potential would subsequently split up the higher regions of the yrast line. Finally, note that the yrast states corresponding to cusps, \( \text{i.e.} \) states that are followed by a “plateau” in the yrast line, are always in the TI subspace.

![FIG. 4. Yrast spectrum for \( N = 4 \) and \( 12 \leq L \leq 26 \), for a repulsive potential \( \nabla^4 \delta^2(z - z') \). Translation invariant eigenstates are denoted by diamonds, whereas the crosses denote center-of-mass excitations. Inset: Delta function potential (regularized as a gaussian) and a potential including the terms (3), with \( c_1 = 0.023 \) and \( c_2 = 0.00008 \). We see that the latter more closely resembles a hard sphere potential.](image)

The algebraic diagonalization used here is limited in practice to smaller particle numbers and angular momenta than the numerical scheme used in Figs. 1 and 2. However, the present approach has the advantage that it provides explicit, analytic expressions for the eigenfunctions, in terms of symmetric polynomials. This gives some additional insight into the structure of the yrast states, and in particular the region below the single vortex in the case of a pure delta function interaction. Bertsch and Papenbrock \[11\] recently proposed and numerically tested the following form for the yrast states at \( 2 \leq L \leq N \),

\[
\psi_L(z_i) = \sum_{p_1 < p_2 < \ldots < p_L} (z_{p_1} - z_c)(z_{p_2} - z_c) \ldots (z_{p_L} - z_c) .
\]

This is just the symmetric polynomial \( s_{L,N}(\tilde{z}_i) \), \( \text{i.e.} \) the state \( |0 \ldots 1_{L-1}0 \rangle \) (with the 1 in the \( L \)th place), in the notation of (4) (without the Jastrow factor in the present case of a pure delta function interaction). This state is a basis state in the TI subspace for all \( 2 \leq L \leq N \). In the cases where this is the only basis state \( (L = 2, 3 \text{ for } N \geq 3) \), it is thus obvious that (3) is exact. Furthermore, performing the algebraic diagonalization up to \( L = N \) for \( N = 4 \) and \( N = 6 \), we have confirmed that even when the translation invariant subspace is spanned by more than one basis vector, the basis state (3) is always an exact eigenstate.
We now turn to a study of a class of wave functions that can be constructed in analogy with the so-called Jain states for the fractional QHE [17]. The main idea is to map the strongly interacting LLL bosons to weakly interacting composite fermions by attaching an odd number $m$ of flux quanta to each particle. Trial wavefunctions with angular momentum $L$ are thus constructed as non-interacting fermionic wavefunctions with angular momentum $L-m/2\,N(N-1)$, multiplied by $m$ Jastrow factors and projected onto the LLL,

$$
\psi_L = \mathcal{P} \left( f_F(z_i, \bar{z}_j) \prod_{i<j} (z_i - z_j)^m \right) .
$$

(6)

Here, $f_F$ is a Slater determinant consisting of single-particle wave functions $\eta_n(z, \bar{z}) \propto z^L L_n(z\bar{z}/2)$ where $n$ is the Landau level index ($l \geq -n$), and $L_n$ a generalized Laguerre polynomial.

Originally used for the homogeneous states relevant for the fractional QHE, wavefunctions of the type (6) were later employed to describe inhomogeneous systems such as quantum dots [8,18,19] and recently by Cooper and Wilkin [20] to study the bosonic yrast lines for up to 10 particles in the case of a pure delta function interaction.

In short, the LLL projection in (6) amounts to the replacement $\bar{z}_i \rightarrow 2\theta_i$ in the polynomial part of the wave function. However, there are several ways of doing this in practice, and we shall compare the different projection methods when constructing trial wave functions for the yrast states in Figs. 1 and 2. The most straightforward way is to replace the $\bar{z}_i$ with derivatives in the final polynomial, obtained after multiplying out the Slater determinant and the Jastrow factors and moving all $\bar{z}_i$s to the left. In practice, this method is applicable only for small particle numbers, when the number of derivatives involved is not too large. We shall refer to this method as “Method I” and apply it in a few special cases for comparison.

Alternatively, noting that [17]

\[
\eta_{j_1} \eta_{j_2} \cdots \prod_{i<j} (z_i - z_j)^{2p} = \begin{vmatrix}
\bar{\eta}_{j_1} & \bar{\eta}_{j_2} & \cdots \\
\bar{\eta}_{j_1} & \bar{\eta}_{j_2} & \cdots \\
\bar{\eta}_{j_1} & \bar{\eta}_{j_2} & \cdots \\
\end{vmatrix},
\]

(7)

where $\eta_{ij} \equiv \eta_i(z_j, \bar{z}_j)$ and $\bar{\eta}_{ij} \equiv \bar{\eta}_i(z_j, \bar{z}_j) \prod_{k \neq j} (z_j - z_k)^{p}$, one can first absorb $2p$ Jastrow factors in the Slater determinant, and then project entry by entry. Since the wave function (6) contains an odd number $m$ of Jastrow factors, one finally has to compensate by multiplying the resulting polynomial by $\prod_{i<j} (z_i - z_j)^{m-2p}$. We shall refer to this as Method II and use it as follows; for a delta function interaction, where the wave function contains $m = 1$ Jastrow factor, it is appropriate to use $p = 1$ (Method IIa). In the case of the $\nabla^4 \delta$-potential, the Jain construction will involve absorbing $m = 3$ flux quanta in the wave function, and we shall compare projection with $p = 1$ (Method IIa) and $p = 2$ (Method IIb). (Note that Method IIa is in a sense trivial, since it relates the wavefunctions at $L$ and $L + N(N-1)$ by multiplication with two Jastrow factors.)

We have already stressed the significance of the TI subspace - these are the states that determine the shape of the yrast line. It is very appealing that there is a special set of the states (4) that are in this subspace, namely the so called compact states [6] which are characterized by having the $n$:th Landau level occupied from $l_n = -n$ to $l_n = l_{n_{\text{max}}}$ without any “holes”. In the context of the QH effect, the important property of the compact states is that they are homogeneous. When describing quantum dots using the non-interacting composite fermion model (NICFM), one can show that CF candidates for the cusp states must be compact [6], and the same line of arguments was later used for bosons (13). From the point of view of the wavefunctions, the importance of the compact states is that they are in the TI subspace, and it is rather remarkable that for all $L$ where a compact state can be constructed, the one with the lowest CF energy has a large overlap with the lowest exact state in the TI subspace. This is true, independent of whether or not the state is a ground state, i.e. corresponds to a cusp in the yrast line. In the following discussion, we shall only be concerned with the wavefunctions, and will not discuss whether or not the NICFM can give a good description of the energy spectrum, a question that was already discussed in some detail [13,14].

**δ-function potential:** In this case we have calculated the Jain wavefunctions (4) corresponding to all compact states for $N = 4$, $0 \leq L \leq 12$, taking $m = 1$ and using projection method IIa ($p = 1$). If there are two compact states with the same $L$, we use the one with the lowest CF effective energy. In table II we show the overlap with the exact algebraic wavefunctions. A “1” indicates that the wavefunctions are identical. For comparison we have also included the overlaps with the wavefunctions corresponding to projection method I, as given by Cooper and Wilkin [20]. We note that all the compact states have very large overlap with the exact eigenstates. That the CF wavefunction is exact for $L = 2,3$ is a simple consequence of the TI property and that there is only one state in the TI subspace at these $L$ values. That the $L = 7$ state comes out exact is more surprising, and we have no good explanation for this. It would be interesting to pursue the exact diagonalization to higher $N$ in order to see if there are other non-trivial CF states that are exact. We also note that the direct projection (method I) does slightly better than method II.

| $L$ | 0  | 2  | 3  | 4  | 6  | 7  | 8  | 12 |
|-----|----|----|----|----|----|----|----|----|
| IIa | 1  | 1  | 1  | 0.944 | 0.962 | 1  | 0.997 | 1  |
| I   | 1  | 1  | 0.980 | 0.980 | 1  | 0.997 | 1  |

**TABLE II.** Overlaps between trial and exact wave yrast functions for $N = 4$, $0 \leq L \leq 12$ and a pure delta function interaction, using projection methods IIa and I (see text).
\(\nabla^4\delta\)-function potential: Here we calculated the Jain wavefunctions (6) corresponding to all, lowest CF-energy, compact states for \(N = 4, 12 \leq L \leq 24\) taking \(m = 3\) and using projection methods IIa \((p = 1)\) and IIb \((p = 2)\). For comparison, we also used method I for three \(L\) values. In table II we show the overlap with the exact algebraic wavefunctions. We again note that all the compact states (except \(L = 17\) with projection method I) have very large overlap with the exact eigenstates, and that for \(L = 17, 19\), the CF state is not the ground state. Comparing the different projection methods, we see that in many, but not all cases they give identical results. In particular, one should note that method IIb does not reproduce the exact wavefunction for \(L = 14, 15\) where the TI subspace is non-degenerate. This means that that projection gives a wave function that is not in the space of states given by (3). The same effect is even more striking for \(L = 17\), where method IIb gives the exact wave function, whereas direct projection (method I) gives a rather poor overlap, indicating that a large component is not in the subspace (3).

| \(L\) | 12 | 14 | 15 | 16 | 17* | 18 | 19* | 20 | 24 |
|-------|----|----|----|----|----|----|----|----|----|
| IIa   | 1  | 1  | 1  | 0.988 | 0.990 | 0.993 | 0.986 | 1  |
| IIb   | 0.938 | 0.910 | 0.988 | 0.990 | 1  | 0.910 | 0.993 | 0.986 | 1  |
| I     | 0.591 | 0.993 | 0.986 | 1  |

TABLE III. Overlaps between trial and exact yrast wave functions for \(N = 4, 12 \leq L \leq 24\), using two different projection methods (see text). The asterisk indicates that the \(L = 17\) and \(L = 19\) Jain states (which correspond to the lowest TI states) are not yrast states, but lie higher in energy than the CM excitation of the previous \(L\) state. Note that projection method IIa gives zero for \(L = 17\).

Finally, we comment on the possibility to use CF wavefunctions in the experimentally more relevant case of low \(L\), and in particular for the single vortex state at \(L = N\). Rather surprisingly, the overlaps between the CF and the exact wavefunction (3) tend to get larger with increasing particle number, at least up to \(N = 10\). It thus seems worthwhile to use the CF approach to construct trial wavefunctions for the single vortex for general \(N\). The single vortex CF state is in fact unique, if one demands that in addition to being compact, it should also have minimal CF cyclotron energy. The relevant Slater determinant is formed from the single particle states \(\eta_n, -n\) for \(n = N - 2, N - 1, \ldots 0\) and \(\eta_0, 1\), and, using projection method I, the resulting wavefunction takes the following rather compact form,

\[
\psi_{L=N} = \sum_{n=1}^{N} (-1)^n z_n \prod_{k=l, k \neq n} (\partial_k - \partial_l) \prod_{i<j} (z_i - z_j).
\] (8)

Although the \(\sim N^2\) derivatives make it difficult to evaluate this function for large \(N\), it can easily be handled in integrals of the form \(\int \prod_i d^2 z_i \exp(-1/2 \sum_i \bar{z}_i z_i) f(\bar{z}_i) \psi_{L=N}\) by partial integrations. Alternatively one can use projection Method II, where the wavefunction becomes a determinant of linear combinations of elementary symmetric polynomials. In both cases, it should be possible to compare with the exact wavefunction (3) using Monte Carlo methods.
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