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Abstract

A recent study (Yong, Silva, and Polifke, Combust. Flame 228 (2021)) proposed the use of phasor diagrams to categorize marginally stable modes in an ideal resonator with a compact, velocity-sensitive flame. Modes with velocity phasors that reverse direction across the flame were categorized as ITA modes. The present study extends this concept to growing and decaying modes. In other words, with the method proposed, it is possible to distinguish whether a given thermoacoustic mode – regardless of its stability – should be categorized as acoustic or ITA. The method proposed does not rely on any parametric sweep, but on the angle relating the velocity phasors across the flame. This method of categorization reveals distinct regions in the complex plane where acoustic and ITA eigenfrequencies are localized. Additionally, we analyze the medium oscillation at the flame location to construct a physically intuitive understanding of the proposed categorization method.
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1. Introduction

Thermoacoustic combustion instabilities (TCI) have been the subject of investigation over the past several decades due to their detrimental effects on...
combustion systems. Recently, the increased demand for cleaner, more efficient and more flexible combustion technologies has driven the need for lean premixed combustors, which are deemed more susceptible to TCI [1–3]. The onset of TCI is attributed to a positive feedback coupling between a fluctuating flame and acoustic perturbations [1 4–6]. Acoustic waves are generated by the unsteady volumetric expansion in the reactive region. According to the established understanding, these acoustic waves propagate upstream or downstream until reaching the acoustic boundaries, where they are reflected back towards the flame. At the flame, the reflected waves may perturb the flow variables associated with the flame such as the equivalence ratio, the swirl number, and especially the velocity of the incoming premixture, which in turn perturb the heat release rate, thus closing the feedback loop. If the heat release rate fluctuations are in-phase with the pressure fluctuations (fully or partially), i.e. if heat is given to the medium at the moment of greatest condensation, energy is transferred from the flame to the acoustic field [7]. Provided that acoustic dissipation is low, self-excited oscillations may ensue. However, in the feedback loop mechanism described above, the flame may be insensitive to acoustic fluctuations, i.e. a passive flame that only induces a temperature discontinuity. In this case, the reflected acoustic waves result in a standing wave mode – ‘pure acoustic mode’. Such mode is either marginally stable or damped, if dissipation and losses are taken into account.

This description of flame-acoustic feedback was shown to be incomplete, as the ‘intrinsic thermoacoustic (ITA) feedback loop’ was discovered [8, 9]. This ITA loop may be visualized in a signal flow chart as in Fig. 1 (red pathway). This feedback loop describes a more immediate route for the flame-acoustic perturbation to occur without involving the boundary reflections: the upstream velocity perturbation $u'_u$ triggers a flame response $\dot{Q}'$, which in turn generates an acoustic wave $g_u$ that travels upstream to perturb the upstream velocity, thereby closing the loop [8, 9]. Thermoacoustic modes generated solely through this feedback loop are known as ‘pure ITA modes’. We may deduce from Fig. 1 that all modes observed in a system with non-vanishing boundary reflections
Figure 1: The signal flow chart visualizes the scattering pathways of the characteristic wave amplitudes $f_1, g_1$ at the discontinuity due to the presence of a velocity sensitive flame. The indexes $u$, $d$ indicate the location at the immediate upstream and downstream of the flame. $r_{uu}, r_{ud}, t_{du}, r_{dd}$ are scattering matrix elements that describes the acoustic wave scattering due to the an impedance change across the flame interface (see [9] for the exact definitions). $c_1, c_2$ are the gain factors that correspond to the production of acoustic waves traveling upstream and downstream $g_u, f_d$ due to the fluctuating heat release rate $\dot{Q'}$. The red lines highlight the ITA feedback mechanism: the upstream velocity perturbation $u'_u$ triggers a flame response $\dot{Q'}$ described by the flame transfer function $F(\omega)$. The flame response facilitates the production of an acoustic wave travelling upstream $g_u$, which in turn mediates $u'_u$, closing the feedback loop.

and a fluctuating flame are the result of the interplay between both the acoustic and ITA feedback loops. Indeed, Emmert et al. [10] introduced the notion that a thermoacoustic mode in an echoic chamber can be predominantly associated either with the ITA loop – ‘ITA modes’ – or with the acoustic loop – ‘acoustic modes’, after demonstrating that the number of modes in a closed-open combustor exceeds the number of acoustic modes. The results of other numerical studies, which examined the changes in frequency and growth rate as the boundary reflection coefficients gradually increased from zero [8, 11], are consistent with this assertion.

The ability to distinguish ITA modes from acoustic modes becomes important, when one tries to understand if certain behaviour observed either in simulations or in experiments are inherent to ITA modes. One of the most discussed behaviors, which was attributed to ITA modes in the studies [10, 12], is mode destabilization upon boundary damping. This phenomenon was also confirmed in an experiment [13], where an acoustic liner at the end of the combustor suppressed instabilities associated with acoustic modes, but promoted
those associated with ITA modes. Furthermore, eigenfrequencies of ITA modes are thought to be less sensitive to changes in combustor length than acoustic modes \[12, 14\]. This conclusion was supported by the fact that the intrinsic feedback loop of the flame does not require acoustic waves traveling through the entire combustor (see above).

A variety of ad hoc methods were proposed to achieve the goal of mode categorization. Emmert et al.\[10\] introduced a coupling parameter \(\mu\) to modulate the coupling between the acoustic and ITA feedback loops in a thermoacoustic system, i.e. the coupling between the fluctuating heat release rate \(\dot{Q}'\) and the characteristic wave amplitudes \(f, g\). As \(\mu\) was gradually reduced from unity to 0, the existing eigenmodes either tracked to a ‘pure ITA mode’—modes found exclusively in an anechoic environment— or to a ‘pure acoustic mode’—modes found in a system with a passive flame (flame that is insensitive to acoustic fluctuations). These modes were thus categorized as ITA and acoustic modes, respectively. In the same vein, other authors\[15–18\] performed the sweep of parameters such as the flame gain or the reflection coefficients. Alternatively, proximity to a pure ITA or pure acoustic mode is used to identify an ITA or acoustic mode\[11, 19–21\]. Other studies, including\[13, 22\], simply made use of the established characteristics of pure ITA modes, say, independence of eigenfrequency from combustor length or eigenfrequency correspondence with a characteristic time delay of the flame response, to identify ITA modes.

Aside from being impractical in situations where parametric variation is difficult or expensive, these methods suffer from multiple limitations. For instance, methods that rely on the closeness of a mode eigenfrequency to the corresponding frequency of pure acoustic or ITA modes, are only applicable to a limited number of modes. A parameter sweep often entails a stark variation of system parameters, which modifies the nature of the modes of interest. Indeed, Mukherjee et al.\[23\] observed that the pressure profile of the ITA modes and the acoustic modes categorized by the tracking of the flame gain become indistinguishable from each other for a moderately large gain. As an acoustic mode ‘approaches a nearby ITA mode, it stops behaving like an acoustic mode’. The
The concept of modes switching identities under parametric variation was asserted by Hosseini et al. [18], as a complex interplay between ITA and acoustic modes was demonstrated under variation of parameters such as time delay, reflection coefficients, or temperature ratio across the flame. This assertion was reinforced by the results in [16, 19]. The lack of a physically based categorization method has led to the claim that mode identities do not correlate with specific mode behaviors. As such, Mukherjee et al. [23] speak of ‘born acoustic’ or ‘born ITA’ modes, which are modes that tracked to pure acoustic or pure ITA modes at the limit of small gain and have no correlation to the established characteristics typical for a pure acoustic or pure ITA mode. Similarly, Orchini et al. [17] classified the eigenmodes into modes of ‘acoustic origin’ and ‘ITA origin’, while highlighting the shared mode shape features between them in the proximity of an exceptional point.

Yong et al. [24] proposed a method that does not involve a parameter sweep to categorize marginally stable modes in an ideal cavity. Phasors and phasor diagrams were used to represent the acoustic variables, i.e. the characteristic wave amplitudes and the fluctuations in pressure, velocity and heat release rate. The phasor diagram in an anechoic environment reveals that pure ITA modes exhibit velocity phasors that are perfectly out of phase across the flame, which implies a change in sign of the pressure gradient across the flame. Interestingly, the same phasor characteristic is applicable to marginally stable modes in an ideal resonator, providing that the respective flame is sufficiently strong in gain and acts in the opposite direction of the upstream velocity. Due to the analogous phasor characteristic to pure ITA modes, these marginally stable modes are subsequently categorized as ITA modes. This method of ITA mode categorization is coherent with the previous works that investigated pure ITA modes [8, 9, 15], which concluded that ITA modes may arise when the FTF phase is equal to an odd multiple of $\pi$ – the ‘$\pi$-criterion’.

Unlike the previously proposed methods, the phasor based categorization proposed by Yong et al. is physically motivated, not limited to a specific flame model such as the $n - \tau$ model, applicable in a variety of combustor setups, and
also readily implementable in experimental settings. However, that proposed criterion has its limitation as Yong et al. [24] only investigated the marginally stable modes in an ideal resonator. In this work, we extend the scope of the phasor analysis to growing or decaying thermoacoustic modes, which allows the generalization of the phasor criterion.

This paper is structured as follows: The next section introduces phasor diagrams for wave propagation and thermoacoustic coupling across a compact heat source for non-zero growth rates. The differences to the phasor diagram of a marginally stable mode are highlighted. In the process, the influence of the non-zero growth rates on the flame transfer function (FTF) in terms of magnitude and phase are discussed. The second section serves as a preparatory stage for the core findings in the following sections. Here, the categorization of marginally stable thermoacoustic modes that relies on the direction reversal of the velocity phasors across the flame is recapitulated. Then, two limiting cases – highly decaying and highly unstable modes – are analyzed using the previous criterion. The third section inspects the phasor diagrams of a large variety of moderately unstable and decaying modes. Based on their distribution in a stability map, modes with partially aligned or partially anti-aligned velocity phasors across the flame are categorized as acoustic or ITA, respectively. It is demonstrated that a continuous increase or decrease in growth rates necessarily leads to a continuous transition of marginally stable acoustic modes into ITA modes at infinite growth and decay rates. In the subsequent section, the relative orientation of the velocity phasors is quantified in terms of the scalar product and visualized in contour maps that reveal the regions of acoustic and ITA modes. In the contour maps, an alternating pattern of decreasing and increasing size of the acoustic regions along the real axis is observed. This pattern is shown to directly correspond to the flame position. To complete the section, the transitional magnitude and phase of the FTF are derived. Finally, a physical interpretation is given to the categorization criterion, where the velocity phasors at the flame are interpreted as the physical motion of the flame medium. Acoustic modes and ITA modes are described as modes that predominantly exhibit a back-and-forth versus an
inwards-and-outwards oscillation at the flame, respectively. The paper ends with summary, conclusions and outlook.

Note that this work is a follow-up study of [24]. Thus, we highly recommend the readers to read the previous paper, to gain a better understanding on the construction of phasors and phasor diagrams, as well as the notations and keywords used.

2. Phasor diagrams of characteristic wave amplitudes for non-zero growth rates

In this section, we explore the spatial dependency of the characteristic wave amplitudes of modes with non-zero growth, and produce the corresponding phasor diagrams. The propagation of 1D plane waves may be expressed in terms of characteristic waves \( f \) and \( g \)

\[
f(x, t) = \hat{f}(x) e^{i\omega t} = \hat{f}(x_{\text{ref}}) e^{i\omega t - ikx}, \quad g(x, t) = \hat{g}(x) e^{i\omega t} = \hat{g}(x_{\text{ref}}) e^{i\omega t + ikx} \tag{1}
\]

where

\[
\hat{f}(x) = \hat{f}(x_{\text{ref}}) e^{-ikx}, \quad \hat{g}(x) = \hat{g}(x_{\text{ref}}) e^{ikx} \tag{2}
\]

describes the characteristic wave amplitudes (CWA), which propagate at the mean speed of sound \( c \) in \( \pm x \) direction, respectively; \( k = \omega/c \) is the wave number for a medium at rest; \( \omega \) is the eigenfrequency; \( x_{\text{ref}} \) indicates a reference location. As shown in [24], for real-valued frequencies \( \omega \in \mathbb{R} \), the CWAs in Eq. (2) describe a respective \( f \) and \( g \) phasors rotation in the clockwise and counterclockwise direction as \( x \) increases, with an angle of rotation \( \varphi = kx \).

Figure 2 illustrates the 2D phasor diagram at an arbitrary location \( x \) in a cavity with the reflection coefficient at \( x_{\text{ref}} \) being

\[
R_{\text{ref}} = \frac{\hat{f}(x_{\text{ref}})}{\hat{g}(x_{\text{ref}})} = 1. \tag{3}
\]

The phasors of the primitive acoustic variables, i.e. fluctuations of normalized
Figure 2: A 2D phasor diagram depicting the evolution of the phasors of the CWAs $\hat{f}$, $\hat{g}$ in the $+x$ direction. The phase advance of the $\hat{f}$, $\hat{g}$ relative to the reference position $x = 0$ is given by $\varphi = kx$ in the clockwise- and counterclockwise directions, respectively, according to the factor $e^{\pm ikx}$ given in Eq. (2). It is important to note that the time harmonic factor $e^{i\omega t}$ is factored out in a phasors representation. The phasor of the primitive variables $p^*, u'$ are obtained through addition and subtraction between the $\hat{f}$, $\hat{g}$ phasors, according to Eq. (4).

Pressure $p^* = p'/(\overline{\rho c})$ and velocity $u'$ are obtained by adding and subtracting $f, g$ phasors, according to the relation

$$p^* = \frac{p'}{\overline{\rho c}} = \hat{f} + \hat{g}; \quad u' = \hat{f} - \hat{g},$$

(4)

where $\overline{\rho}$ and $\overline{\rho c}$ represent mean density and specific impedance, respectively. For brevity, the apostrophe [''], which indicates a fluctuation, and the hat [''], which indicates a Fourier transformed variable, are omitted in all following figures as well as texts and equations. The overline [''] remains to indicate a mean value. A series of 2D phasor diagrams at different locations may be combined to generate a 3D phasor plot to depict the complete phasor evolution along the length of the cavity $x \in [0, L]$, as shown in Fig. 3 in [24]. The readers are invited to verify that the constraints of ideal boundaries and real-valued $\omega$ always result in a mirror symmetrical rotation of $f, g$. As a consequence, $p^*$ and $u$ are always in quadrature throughout the resonator.

In the case of net generation or loss of acoustic energy at the compact ele-
ments (flame, area change, damper, ...) or at the system terminations, $\omega$ may be complex valued,

$$\omega = \omega_r + i\omega_i = \omega_r - i\sigma,$$

where $\omega_r$ is the angular frequency and $\sigma$ is the growth rate, with $\sigma > 0$ describing a growth of acoustic variables $f, g$ as well as $p, u$ in time. Recalling (2) and the dependence of wave number on frequency $k = \omega/c$, it is evident that the $f$ phasor amplitude decreases, while the $g$ phasor amplitude increases with $x$, in the case of $\sigma > 0$. It appears counter-intuitive, but a growth in the time domain corresponds to a decay in space. This characteristic is visualized in Fig. 4. From the flame location $x_f$, $f$ and $g$ waves propagate upstream and downstream at constant amplitude, respectively. As time progresses, stronger characteristic waves are being produced at $x_f$ due to the positive growth. As a result, the wave profiles appear to be decaying in the direction of wave propagation.

2.1. Flame-acoustic coupling

Growing or decaying thermoacoustic modes are the result of imbalanced acoustic gain and loss. In this work, we consider an active flame, i.e. a flame with unsteady heat release, the sole mechanism for the gain or loss of acoustic energy in an ideal closed-open resonator as depicted in Fig. 3. At low Mach numbers, a compact premixed flame introduces a discontinuity in the acoustic field in two ways: first, the increase in mean temperature across the flame changes the specific impedance, thus also the partial transmission and reflection of acoustic waves; second, the unsteady heat release rate modifies the relation

Figure 3: Schematic representation of a simple quasi-1D cavity with a velocity-sensitive flame located at $x_f$. The locations of inlet, outlet, flame upstream and flame downstream are indicated by ‘in’, ‘out’, ‘u’, and ‘d’ respectively. These labels are used as indices for the variables throughout this paper to point to the given specific locations. The inlet at $x = 0$ and the outlet at $x = L$ are ideally closed ($u_{in} = 0$) and open ($p_{out} = 0$), respectively. The ‘cold’ and ‘hot’ sections are colored white and orange, with constant mean temperatures $T_u$ and $T_d$, respectively.
of velocity perturbation (magnitude and phase) between locations just up- and
downstream of the flame. These effects are summarized in the coupling relations
for acoustic variables across the flame – the linearized ‘Rankine-Hugoniot’ (RH)
relations \[25–28\]. For low Mach number flow \((\overline{\text{u}}_\text{u} \ll \overline{\text{u}}_\text{d})\), the RH relations reduce to

\[ p_u^* = \xi p_d^*, \quad u_d = u_u + \theta \overline{\text{m}}_u \overline{\text{Q}}_{\text{u}} \]

where the indices \([ \ )\text{u} and \([ \ )\text{d} indicate the flame upstream and downstream
positions, \(\xi = (\overline{\rho}_u \overline{\text{r}}_u)/(\overline{\rho}_d \overline{\text{r}}_d)\) is the ratio of specific impedance, \(\theta = T_d/T_u - 1\) is
the relative temperature increment, and \(\text{u}_q\) is the displacement rate contribution
due to heat release rate fluctuation \(\dot{\text{Q}}\). As summarized in the Rayleigh index
\(\text{RI}[4, 6, 7]\), acoustic energy will be produced by the flame, if the heat release
rate fluctuations are (fully or partially) in-phase with the pressure perturbations,

\[ \text{RI} \equiv \int p \dot{\text{Q}} \, dt > 0. \]  

\footnote{Without essential loss of generality, \(\text{u}_q\) is used interchangeably to represent \(\dot{\text{Q}}\) in this work. These quantities are proportional and in-phase.}
In an ideal resonator, where acoustic energy is not lost through the boundaries or flow entropies, a positive Rayleigh index at the flame corresponds directly to the onset of instabilities, which is represented by a positive growth rate $\sigma > 0$.

The heat release rate of a compact premixed flame is velocity sensitive \([6, 11, 29, 30]\). As such, the dependency of the heat release rate fluctuation $\dot{Q}$ on the velocity perturbation on the flame upstream $u_u$ may be characterized by a frequency dependent flame transfer function (FTF) $F(\omega)$ as given in Eq. \((8)\).

\[
\frac{\dot{Q}(\omega)}{\overline{Q}} = F(\omega) \frac{u_u(\omega)}{\overline{u_u}} \tag{8}
\]

In general, the FTF may be written as

\[
F(\omega) = |F(\omega)| e^{i\phi_f(\omega)} \tag{9}
\]

where $|F(\omega)|$ is the magnitude, and $\phi_f(\omega)$ is the phase of the FTF relative to the upstream velocity perturbation. For stability analysis, the FTF needs to be evaluated over all complex frequencies $\omega \in \mathbb{C}$. It should be distinguished from the flame frequency response (FFR) $F(\omega_r)$, which describes the flame response at real valued frequencies \(^2\)

\[
F = F(\omega_r) \tag{10}
\]

This distinction is important, as for a given frequency $\omega_r$ and growth rate $\sigma \neq 0$, the magnitude of the FTF, does not equal the gain of the FFR. To illustrate the dependency of the FTF on $\sigma$, we consider, by way of example, the simple $n - \tau$ model \([31]\)

\[
F(\omega) = ne^{-i\omega \tau} = ne^{-\sigma \tau} e^{-i\omega_r \tau} \tag{11}
\]

\footnote{Note that in the literature there is often no strict distinction between the FTF and the FFR. We find it helpful to distinguish between them here, as the FTF magnitude incorporates a non-zero growth rate (see above), which goes against the intuitive understanding of flame strength, i.e. FFR gain.}
Comparing Eqs. (9) and (11) gives the FTF magnitude and phase

\[ |F(\omega)| = ne^{-\sigma \tau}, \quad \phi_f(\omega) = -\omega_r \tau, \]  

(12)

where \( n \) represents the gain of the corresponding FFR. In this model, \( \sigma \) contributes purely to the FTF magnitude, while the oscillation frequency \( \omega_r \) contributes to the phase. In a more realistic flame model that exhibits excess gain and a low-pass behaviour, such as the distributed time delay (DTD) model [32]

\[ F(\omega) = \sum_{k=0}^{+\infty} h_k e^{-i\omega k \Delta t} = \sum_{k=0}^{+\infty} h_k e^{-\sigma k \Delta t} e^{-i\omega_r k \Delta t}, \]  

(13)

with the impulse response coefficients \( h_k \), and the sampling time step \( \Delta t \), both the FTF magnitude and phase are influenced by the growth rate and frequency. However, due to the exponential scaling of \( e^{-\sigma k \Delta t} \), one might expect that non-zero growth rates have a greater impact on the FTF magnitude than on the phase. From Eq. (13), it is not difficult to see that \( \sigma \gg 0 \) will result in a reduction of the corresponding weights of the impulse response \( h_k \), i.e. \( e^{-\sigma k \Delta t} \ll 1 \), and thus an overall reduction of the FTF magnitude. As an example, the FTF magnitude and phase of a DTD modeled flame with eight coefficients \( h_k \) (c.f. Tab. 1) are depicted in Fig. 5. Essentially, we observe that an increase in growth rate generally results in the reduction of \( |F(\omega)| \) for a given flame, but has relatively small impact on \( \phi_f(\omega) \).

Table 1: Impulse response coefficients \( h_k \) for DTD model

| \( k \) | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| \( h_k \) | 0.1 | 0.3 | 0.6 | 0.3 | 0.1 | -0.1| -0.2| -0.1|

In an experiment where only the FFR is available, the corresponding FTF could be generated from the FFR by extrusion, Taylor expansion, or filtering [32–36].
2.2. Dispersion relation of the thermoacoustic system

The interaction between flame and acoustics in a resonator may be summarized by the corresponding dispersion relation. For the setup illustrated in Fig. 3, the dispersion relation is given by

$$
\xi \frac{\cos \varphi_u(\omega)}{\sin \varphi_u(\omega)} - (1 + \theta F(\omega)) \frac{\sin \varphi_d(\omega)}{\cos \varphi_d(\omega)} = 0
$$

(14)

with $\varphi_u(\omega) = \omega x_f / L$, $\varphi_d(\omega) = \omega(1 - x_f / L)$, and $Z_{u,d}(\omega) = p_{u,d}^*/u_{u,d}$ being the frequency dependent acoustic impedance of the flame upstream and downstream (see [24] for detailed derivations). On the one hand, this dispersion relation could be solved for the eigenfrequencies $\omega$ and thus the eigenmodes, if the FTF is known. On the other hand, it could also be solved for the FTF, if the mode eigenfrequency $\omega$ is given,

$$
F(\omega) = \frac{1}{\theta} \left( \xi \frac{Z_u(\omega)}{Z_d(\omega)} - 1 \right).
$$

(15)

The phasor diagram in Fig. 6 depicts, by way of example, the phasors of acoustic variables immediately upstream and downstream of the flame for a
Figure 6: 2D phasor diagram depicting the phasors of an unstable mode ($\sigma > 0$) at the upstream $|u|$ and the downstream $|d|$ of the flame at $x = x_f = 0.4L$, with the FTF gain and phase being $|F| = 0.2$ and $\varphi_f = 0.6\pi$, respectively. The concentric circles act as a guide to highlight the difference in magnitude between the $f$ and $g$. The non-symmetrical $f, g$ phasors result in a phase difference between $u_u$ and $u_d$, $\varphi_{ud} \in (0, \pi)$.

The phasor plot also highlights the asymmetrical $f, g$ phasors (w.r.t. the real axis) and correspondingly the non-perpendicular $p, u$ phasors (compare these features against the phasors arrangement for a case $\sigma = 0$ as in [24]). For illustrative purpose, the 3D phasor plot is given in Fig. 7.

Figure 7: 3D phasor diagram of (a) $f, g$ and (b) $p^*, u$ for an unstable thermoacoustic mode $\sigma > 0$, with FTF gain $|F| = 0.13$ and phase $\varphi_f = 0.6\pi$, and $x_f = 0.4L$. Within the system boundaries, the $f, g$ phasors are non-symmetric, due to an amplitude decay of $f$, while simultaneously an amplitude growth of $g$ in the $+x$ direction. As a result, the $p^*, u$ phasors are not in quadrature to each other.
3. Thermoacoustic modes with infinite growth or decay rates in an ideal resonator

In this section, we briefly recapitulate the ITA categorization of marginally stable modes as proposed in [24]. Subsequently, we investigate the phasors characteristics of extreme cases in the same ideal closed-open cavity, i.e. modes with extreme growth/decay rates $\sigma \to \pm \infty$. We will show that such modes may be categorized as ITA or acoustic modes using the existing criterion. These observations will set the basis for the general case in the next section.

3.1. Marginally stable modes

In our previous work [24], the marginally stable modes in an ideal resonator, i.e. modes with real-valued frequencies $\omega \in \mathbb{R}$, were analyzed in terms of the velocity phasors. It was demonstrated that due to the symmetric rotation of the $f,g$ phasors (as discussed), the velocity phasors before and after the flame $u_u, u_d$ must be either perfectly aligned or anti-aligned. The modes with perfectly aligned $u_u, u_d$ are categorized as acoustic modes. In contrast, the modes with perfectly anti-aligned $u_u, u_d$ are categorized as ITA modes due to their resemblance to pure ITA modes, i.e. thermoacoustic modes in an anechoic environment. On the frequency axis, acoustic modes continuously transition into ITA modes and vice versa under a continuous variation of the FTF magnitude (or FFR gain, see discussions above), c.f. Fig. 14 in [24].

3.2. Extremely growing modes

At positive growth rates $\sigma > 0$, the amplitudes of the outgoing acoustic waves generated at the flame $f_d, g_u$ are larger than the incoming waves $g_d, f_u$. Recall from the previous section that the resonator and the boundaries are regarded as ideal, which allows the acoustic waves generated by the flame to propagate without dissipation to and from the boundaries. Thus, the incoming waves, say, $g_d$ in the downstream cavity, may be regarded as outgoing waves $f_d$ generated at earlier times, which were reflected back at the downstream termination $x = L$,
Thus, we may formulate

\[ g_d(t) = -f_d(t - 2\tau_d) \Rightarrow |g_d| = |f_d| e^{-2\sigma \tau_d} < |f_d| \]  

(16)

where \( \tau_d = (L - x_f)/c_d \). Correspondingly, in the upstream cavity

\[ f_u(t) = g_u(t - 2\tau_u) \Rightarrow |f_u| = |g_u| e^{-2\sigma \tau_u} < |g_u| \]  

(17)

where \( \tau_u = x_f/c_u \). In the limit of \( \sigma \to +\infty \), the incoming waves \( f_u, g_d \) vanish, as would be the case in an anechoic environment. Recalling Eq. (4), the acoustic variables \( p^*, u \) immediately upstream and downstream of the flame must satisfy

\[
\begin{align*}
 p_d^* &= f_d + g_d = f_d, \quad u_d = f_d - g_d = f_d \\
 p_u^* &= f_u + g_u = g_u, \quad u_u = f_u - g_u = -g_u
\end{align*}
\]

(18)

Inserting Eq. (18) into the pressure coupling relation given in Eq. (6), we obtain

\[ u_d = -\xi u_u. \]  

(19)

As shown above, the infinite growth rate implies a flipping of velocity phasor across the flame. Generalizing the categorization established in our previous study, we conclude that extremely growing thermoacoustic modes should be regarded as ITA modes.

Substituting Eq. (19) into Eq. (6), we derive the FTF magnitude \(|F(\omega)|\) at the limit of \( \sigma \to +\infty \).

\[
\begin{align*}
 \lim_{\sigma \to +\infty} |F(\omega)| &= -\frac{\xi + 1}{\theta} \in \mathbb{R}^-, \omega \in \mathbb{C} \\
 \Rightarrow |F(\omega)| &= \frac{\xi + 1}{\theta}, \quad \phi_f(\omega) = (2m + 1)\pi
\end{align*}
\]

(20)  (21)

With this FTF, we can show that the unsteady heat release rate \( \dot{Q} \), which is
Figure 8: 3D Phasor diagrams of an ITA mode with $\sigma = 10^3$ and $x_f = 0.4L$, depicting the evolution of (a) $f, g$ phasors and (b) $p^*, u$ phasors in the $+x$ direction in an ideal closed-open cavity. The dominant outgoing CWAs $f_d, g_u$ and negligible incoming CWAs $f_u, g_d$ are visualized in (a). As evident in (b), the velocity phasor at the immediate flame downstream $u_d$ is almost at $\pi$-radians phase difference with respect to the upstream velocity $u_u$. At the same time, the heat release phasors $u_q$ is almost aligned with the pressure fluctuation $p^*$ to generate a maximum acoustic energy. Note that the phasor diagrams of the pure ITA mode at the same frequency are completely identical. The animation showing the medium oscillation for this mode is provided as supplementary material following the discussions in Sec. 5.2

represented by $u_q$

$$u_q = u_u \theta F(\omega) = -(1 + \xi)u_u$$  \hspace{1cm} (22)$$

is perfectly in-phase with the pressure fluctuation (c.f. Fig. 8), thus satisfying the Rayleigh criterion for a thermoacoustic instability

$$\text{RI} \equiv p^*_u \cdot u_q$$

$$= (-u_u) \cdot (- (1 + \xi)u_u)$$

$$= (1 + \xi)|u_u|^2 > 0.$$  \hspace{1cm} (23)$$

To achieve the high growth rates, the strength of the flame response, which is represented by the FFR gain must be infinitely large. Take the $n - \tau$ model for example, where the FFR gain is directly proportional to the growth factor $e^{\sigma \tau}$.

$$|F(\omega)| = ne^{-\sigma \tau} = \frac{\xi + 1}{\theta} \iff n = \frac{\xi + 1}{\theta} e^{\sigma \tau}$$  \hspace{1cm} (24)$$

Evidently, the growth of acoustic waves is not directly associated with the FTF magnitude, but with the gain of the FFR. If a flame with an extremely high gain responds in the opposite phase with respect to the upstream velocity per-
turbation, instability with extremely high growth rate will ensue (as expected).

3.3. Extremely decaying modes

Another limiting case is that of extremely decaying modes $\sigma \to -\infty$. In this case, we find a complete annihilation of acoustic energy at the flame, such that no acoustic waves are transmitted or produced. The amplitude of the outgoing acoustic waves becomes negligibly small $f_d, g_u \to 0$. In analogy to the previous subsection, one derives from (16)-(17)

$$p_d^* = -u_d, \quad p_u^* = u_u;$$

and the coupling relation

$$u_d = -\xi u_u,$$

which is identical to that given in Eq. (19). A change in sign of the velocity fluctuations across the flame is expected, thus strongly decaying modes are also ITA modes. We obtain the FTF magnitude and phase $|F(\omega)| = (\xi + 1)/\theta$, $\phi_f = (2m + 1)\pi$, which is identical to Eq. (21). Although the FTF is identical to that in the extremely unstable case, we are not dealing with the same flame as discussed. In fact, the FFR gain approaches 0 here, which is however scaled up by the high decay rate $\sigma \to -\infty$ (see (24)). Physically, this case describes an annihilation of the pressure buildup at the flame by the reduction in heat release rate fluctuation due to the diminishing flame gain.

In Fig. 9 the 3D phasor plot for an extremely decaying mode is visualized. The localized amplitudes of the incoming waves $f_u, g_d$ is immediately visible in the $f, g$ plot. Beside that, the $u_q$ phasor that is almost fully out-of-phase with $p^*$ indicates that acoustic energy is annihilated by the thermoacoustic interactions.
Figure 9: 3D Phasor diagrams of an ITA mode with large decay rate $\sigma = -10^3$ and $x_f = 0.4L$, depicting the evolution of (a) $f, g$ phasors and (b) $p^*, u$ phasors in the $+x$ direction in an ideally closed-open cavity. (a) visualizes the dominant incoming CWAs $f_u, g_d$ and negligible outgoing CWAs $f_d, g_u$. As evident in (b), the velocity phasor at the immediate flame downstream $u_d$ is almost at $\pi$-radians phase difference with respect to the upstream velocity $u_u$. At the same time, the heat release phasors $u_q$ is almost fully anti-aligned with the pressure fluctuation $p^*$ to cause maximum annihilation of acoustic energy. Note that $u_u$ is hidden by $p^*_u$ in (b).

\begin{equation}
\text{RI} \equiv \overline{p^* u} u_q \\
= (u_u) \cdot (-1 + \xi) u_u \\
= -(1 + \xi)|u_u|^2 < 0.
\end{equation}

The conclusion that extremely decaying thermoacoustic modes are generally ITA is coherent with the findings in several studies, in particular [15, 17]. It was shown that the characteristic equation in (14) may be simplified to that of a pure ITA mode [9], as the ratio of acoustic impedances $Z_u(\omega)/Z_d(\omega)$ approaches $-1$ at $\sigma \to -\infty$:

\begin{equation}
1 + \xi + \theta F(\omega) = 0.
\end{equation}

4. Transition between acoustic and ITA modes with non-zero growth rates

In the previous section, we have seen that modes in the extreme case of $\sigma \to \pm \infty$ are generally ITA. Conversely, modes on the real frequency axis consist of alternating acoustic and ITA modes [24]. This leads to the obvious questions: what happens for intermediate values of growth rates and where are transitions from acoustic to ITA modes away from the real axis? More importantly, how
to define ITA modes that are not marginally stable? The latter question is warranted, as the $u_u$ and $u_d$ phasors are not perfectly aligned or anti-aligned (see above). In that case, such modes are not readily categorizable with the criterion outlined in our previous work [24].

To identify, in a heuristic manner, a meaningful phasor characteristic for the purpose of mode categorization, a large variety of thermoacoustic modes are computed with random combinations of FTF magnitude $|F(\omega)|$ and phase $\phi_f(\omega)$. The dispersion relation in (14) is solved for the corresponding complex eigenfrequencies. The relevant setup parameters are given in Tab. 2. With the

| Parameter | Value |
|-----------|-------|
| $x_f/L$   | 0.4   |
| $L$       | 0.9m  |
| $T_u$     | 300K  |
| $T_d$     | 1500K |
| $\theta$ | 4     |
| $\xi$     | 2.24  |

frequencies and FTFs known, the velocity phasors $u_u, u_d$ are generated and the frequencies are plotted in a stability map, c.f. Fig. 10. Note that only a handful of these phasor plots are depicted in the figure (labeled with numbers) to limit clutter. The stability map reveals:

(i) groups of modes in the vicinity of pure acoustic modes $\omega_{p,i}$ – modes for the passive flame case – on the neutral curve with partially aligned velocity phasors $u_u, u_d$ (represented by the blue triangles);

(ii) modes outside of the groups in (i), with partial anti-alignment of $u_u, u_d$ (represented by the red circles).

Generalizing this observation, we categorize the former as acoustic modes and the latter as ITA modes. At the transition region between acoustic and ITA modes, $u_u$ and $u_d$ phasors are perpendicular to each other. For illustrative purpose, the full 2D phasor diagrams of an acoustic mode ("1" in Fig. 10) and an ITA mode ("6" in Fig. 10) are visualized in Fig. 11.
In an effort to closer investigate the mode transition from acoustic to ITA, we take an acoustic mode on the real axis and judiciously modify the FTF such that the growth rate decreases. This yields a set of thermoacoustic modes with the same oscillation frequency $\omega_r$ but different growth rates $\sigma \in (-\infty, 0]$. The corresponding FTFs (magnitude and phase) are computed using Eq. (15). The resulting phasor diagrams are displayed in Fig. 12. The locations in a stability map of each mode in Fig. 12(a)-(e) are labeled correspondingly in Fig. 10 along the dotted vertical line. As the growth rate decreases, $u_q$ phasor rotates clockwise, such that the phase difference between itself and the pressure fluctuation $p_{[u,d]}$ grows – a direct consequence of a reduction of Rayleigh Index (as discussed). Consequently, $u_d$ rotates in the same direction, which increases its phase deviation to $u_u$, $\varphi_{ud} > 0$. Fig. 12(c) marks the transition of acoustic to ITA mode, where $u_u, u_d$ – which are 90 degrees apart – switch from being partially aligned to partially anti-aligned. The rotation continues allowing $u_u, u_d$ to reach full anti-alignment at high decay rates, at which the rotation stalls. This
Figure 11: 2D Phasor diagrams depicting phasors at the immediate flame upstream \[ u \] and downstream \[ d \]. (a) and (b) show the case where the velocity phasors \( u_u, u_d \) are partially aligned and partially anti-aligned, respectively (c.f. Fig. 10: “1” and “6”). The animations showing the medium oscillation for these modes are provided as supplementary materials following the discussions in Sec. 5.2.

observation elucidates that the transition of the \( u_u, u_d \) phasors from aligned to anti-aligned is continuous in the complex plane. An analogous trend may be observed, if the growth rate is increased from 0 to \( +\infty \) (not shown). In this case, instead of a clockwise rotation, \( u_q \) rotates counterclockwise to increase instability, which causes a similar change observed in Fig. 12. Note that the direction of rotation of \( u_q \) depends on the phase lag between the pressure and velocity phasors of the marginally acoustic mode. In this example given in Fig. 12(a), \( u \) lags \( p^* \). Hence, a clockwise rotating \( u_q \) increases stability and vice versa.

5. Criterion for ITA modes with non-zero growth rates

In consideration of the above findings, we define a general criterion – \( \Phi \) criterion – based on the scalar product between the velocity phasors \( u_u \) and \( u_d \)

\[
\Phi \equiv \frac{u_u}{|u_u|} \cdot \frac{u_d}{|u_d|} = \bar{u}_u \cdot \bar{u}_d.
\]  

(29)

\( 0 < \Phi < 1 \) and \( -1 < \Phi < 0 \) indicate acoustic modes and ITA modes, respectively. \( \Phi \) is a continuous (differentiable) function in the complex plane, c.f.
Figure 12: The phasor diagrams for thermoacoustic modes with $\omega_r/\omega_{p,1} = 0.85$ and $\sigma/\omega_{p,1} \in [-2,0]$. The FTF is computed using the dispersion relation in \[15\], which along with the complex frequency fully defines a mode. Besides (a), the phasor diagrams do not include the $f,g$ phasors to reduce cluttering. (a) shows the full phasor diagram of a marginally stable acoustic mode ($u_u,u_d$ in-phase, $p \perp u$). (b) shows a decaying acoustic mode ($\varphi_{ud} < \pi/2$). (c) shows a transitional mode ($\varphi_{ud} = \pi/2$). (d) shows a decaying ITA mode ($\varphi_{ud} > \pi/2$). (e) shows a highly decaying ITA mode, c.f. Sec. 3.3.

**Appendix B** Thus, any continuous variation in system parameters will result in a continuous change in eigenvalues of the system, and subsequently a mode transition from acoustic to ITA or vice versa. This property of $\Phi$ is inline with the observations made by previous authors 18 19 23, where a parametric sweep may entail a mode switching, say, from acoustic to ITA and vice versa.

Using the same computation method as that in Fig. 12, all thermoacoustic modes in the stability map within the range of $\omega_r/\omega_{p,1} \in (0,3.1]$ and $\sigma/\omega_{p,1} \in [-1.2,1.2]$ are evaluated. The $\Phi$ values are visualized in the contour map shown in Fig. 13. The blue regions encapsulated by the oval curves ($\Phi = 0$) represent the regions of acoustic modes, while the red region contains the ITA modes.

Note that the ‘islands’ of acoustic modes have different sizes around the

---

\[ \Phi = \text{Re}(\bar{u}_u|\bar{u}_d) = \text{Re}(\bar{u}_u^\dagger \bar{u}_d) \] (30)

where $\dagger$ indicates a complex conjugation.
Figure 13: Contour map of $\Phi$ within the range of $\omega_r/\omega_{p,1} \in (0, 3.1]$ and $\sigma/\omega_{p,1} \in [-1.2, 1.2]$ for $x_f = 0.4L$. The blue regions indicate acoustic modes ($\Phi > 0$) while the red region indicates ITA modes ($\Phi < 0$). The black squared markers on the neutral curve indicate the pure acoustic modes $\omega_{p,i}$. The black thickened lines tracing a semi circular path around $\omega_{p,i}$ indicate the transition of acoustic modes into ITA, and vice versa ($\Phi = 0$). The region with checkered background is where the dispersion relation could not be easily solved due to $\omega_r \to 0$.

Various pure acoustic modes $\omega_{p,i}$. To get an insight on how the size of the islands changes as the frequency grows, the contour map is extended to include higher values of $\omega_r$, c.f. Fig. [14]. The size of the acoustic island decreases initially but grows again. In this setup, we observe that the shrinking and growing of the acoustic islands repeats after $\omega_r/\omega_{p,1} \approx 8.15$, which creates an alternating pattern in the complex plane. ITA modes are most prevalent at around $\omega_r/\omega_{p,1} \approx 4$ (there is a very small acoustic region, which is not noticeable at this scale). The size of each island is determined by the distance between the acoustic-ITA transitional point of marginally stable modes (yellow dots) and the pole of the dispersion relation (green pentagon) given in Eq. [15], i.e when $\mathcal{F}(\omega) \to \infty$ (refer to [24] for detailed discussions). The FTF at the transitional point on the real axis is given by $\mathcal{F} = -1/\theta$ and the dispersion relation may be simplified to

$$\cos(\omega_r \tau_u) \cos(\omega_r \tau_d) = 0$$  \hspace{1cm} (31)
which yields the transition frequencies
\[ \omega_{r,\text{tran}} = \frac{2m + 1}{2} \frac{\pi}{\tau_u/d}. \] (32)

At the poles, the dispersion relation is given by
\[ \sin(\omega_r \tau_u) \sin(\omega_r \tau_d) = 0 \] (33)
which yields the pole frequencies
\[ \omega_{r,\text{pol}} = \frac{m\pi}{\tau_u/d}. \] (34)

The prevalence of acoustic modes in the vicinity of the real axis, which is determined by
\[ \Delta \omega_r = |\omega_{r,\text{pol}} - \omega_{r,\text{tran}}|, \] (35)
is thus a function of \( \tau_u \) and \( \tau_d \), or rather the flame position \( x_f \). This conclusion
sheds a new light into the observation in [37], where it was shown that the flame position inside a simple Rijke tube or a can-annular combustor could strongly influence the nature of the observed eigenmodes, and modes could easily switch nature between acoustic and ITA as the flame position varies.

The acoustic regions are at maximum size with $\tau_u = \tau_d$, resulting in every $\omega_{r,\text{tran}}$ being exactly the average of two consecutive $\omega_{r,\text{pol}}$. In this case, an ITA mode does not exist on the real axis, c.f. Fig. 15. Of course, the derivations that lead to this conclusion revolves around the dispersion relation given in Eq. (14), which is unique to an ideally closed-open resonator. More general conclusions on resonators with different boundary conditions are not developed in this study.

5.1. Transitional FTF magnitude and phase

At the transition, the velocity phasors $u_u, u_d$ are perpendicular to each other (with the exception of the marginally stable transitional mode, where $u_d = 0$), which results in $\Phi = 0$. Substituting the Eq. (6) into Eq. (29), yields

$$u_u \cdot u_d = |u_u|^2 (1 + \theta|\mathcal{F}(\omega)| \cos(\phi_f)) = 0$$

(36)
The equation is satisfied only for \( \cos(\phi_f) < 0 \), which yields the necessary transitional FTF magnitude \( |F_T| \) and phase \( \phi_f \)

\[
|F_T(\omega)| = \frac{1}{\theta \cos(\phi_f)}, \quad \text{with } |\phi_f| \in \left( \frac{\pi}{2}, \frac{3\pi}{2} \right). \tag{37}
\]

In order for an acoustic mode to transition to ITA, the volumetric oscillation caused by the active flame must be strong enough to act against the upstream displacement rate, with the flame being out-of-phase with the upstream velocity. With an FTF magnitude larger than the transitional value

\[
|F(\omega)| > |F_T(\omega)| \tag{38}
\]

we have an ITA mode at hand. Figure 16 shows schematically various combination of FTF gain and phase at the transition. In the limit case where \( \phi_f \to \pi/2 \) or \( \phi_f \to 3\pi/2 \), the \( F_T \) must be infinitely large (at the poles). A mode with \( \phi_f < \pi/2 \) or \( \phi_f > 3\pi/2 \) is always an acoustic mode.

![Figure 16: Orientation of the velocity phasors across the flame of a mode at the acoustic-ITA transition. \( u_q \) must be out-of-phase with \( u_u \), while the \( |F(\omega)| \) must so large, so that \( u_d \perp u_u \).]

Note that the transitional FTF magnitude and phase given in Eq. (37) are generally applicable, i.e. independent of the FTF models. For instance, we computed the FTFs (magnitude and phase) from Eq. (15) for the modes discussed in Fig. 13 without considering a specific FTF model, as shown in Fig. 17. Using the FTF phase \( \phi_f(\omega) \) in Fig. 17(b), one may compute the transitional values \( |F_T(\omega)| \) and compare them against the \( |F(\omega)| \) in Fig. 17(a) to define the acoustic and ITA regions. Naturally, the results match those identified previously.
Figure 17: Contour maps of $|F(\omega)|$ for $x_f = 0.4L$. The red line in (a) marks the value of $|F(\omega)|$ that extends to $\sigma \to \pm \infty$, i.e. $|F(\omega)| = \frac{\xi + 1}{\theta}$, while in (b) marks the $\phi_f(\omega)$ value for marginally stable modes that also extends to $\pm \infty$, i.e. $\phi_f(\omega) = (2m + 1)\pi$. The black thickened lines indicating the transition of acoustic modes into ITA and the black squared markers indicating the pure acoustic modes $\omega_{p,i}$ are included as references to Fig. 13. The region with checkered background is where the dispersion relation could not be easily solved due to $\omega_r \to 0$.

In practice, where a flame is described by a specific FTF model, the eigen-modes are only sparsely populated on the complex plane and therefore are a subset of the solutions presented here. As an example, the mode categorization in a test case with a flame described by a DTD model is demonstrated in Appendix A.

5.2. Velocity phasors as vectors of medium displacement rates

The change in sign of the pressure gradient was featured in [24] as a readily discernible characteristic of the proposed categorization method. In this work, we will instead use the velocities of the medium (gas) to develop an intuitive understanding to the question ‘what does it mean for a mode to be acoustic or ITA?’.

The real part of a velocity phasor represents the displacement rate of the medium

$$\dot{x}_j(x,t) = \text{Re}(u_j(x,t)) = |u_j|e^{\sigma t} \cos(\omega_r t + \alpha_j), \quad j = u, d$$

(39)
where $\alpha_j = \arg(u_j)$ is the relative phase between $u_j$ phasor and the real axis. $\dot{x}_j > 0$ signifies a displacement in the $+x$ direction.

Without an active flame, the medium between two velocity nodes in a standing wave oscillates back and forth — swings — at a given resonant frequency. This is coherent with the aligned $u_u, u_d$ phasors observed in pure acoustic modes.\(^4\)

In contrast, an active flame acts as a monopole source of volume. Thus, in an anechoic environment, $u_u, u_d$ phasors are anti-aligned, which describes an inwards-outwards oscillation — pulsation — at the flame. However, as shown, $u_u, u_d$ are in general partially aligned or anti-aligned, i.e. the medium at the vicinity of the flame oscillates in a superposed swinging and pulsating motion.

For an acoustic mode, the swinging oscillation dominates, and vice versa for an ITA mode.

Exemplary animations visualizing the oscillation of a pure acoustic\(^5\) and a pure ITA mode\(^6\) (corresp. Fig. 8), as well as an acoustic\(^7\) (corresp. Fig. 11(a)) and an ITA mode\(^8\) (corresp. Fig. 11(b)) are uploaded as supplementary materials. The mathematical description of the medium oscillations, which could lead to the derivation of the $\Phi$ criterion \(^{29}\) is detailed in Appendix D.

6. Summary, Conclusion and Outlook

In extension to the work of Yong et al. \(^{24}\), this study used phasor diagrams to visualize the propagation of characteristic wave amplitudes of growing as well as decaying thermoacoustic modes in an ideal closed-open resonator, which contains a compact, velocity sensitive flame. The inspection of the phasor diagrams suggests that the velocity phasor may shift by an intermediate phase between $-\pi$ and $\pi$ across the flame, as a result of the non-zero growth rate. At extremely

\(^{4}\)The special case, in which the flame, i.e. the region of interest, is located exactly at the velocity node is not analyzed, as they are not meaningful for the discussions in this work. For pedagogical purposes, it is discussed in detail in \(^{24}\) in the Appendix chapters.

\(^{5}\) PureAcoustic.mp4

\(^{6}\) PureITA_Fig8.mp4

\(^{7}\) Acoustic_Fig11(a).mp4

\(^{8}\) ITA_Fig11(b).mp4
high growth and decay rates, the velocity phasor changes direction across the flame, implying ITA modes according to the established criterion in [24]. The phasor diagrams of a variety of randomly selected modes were constructed and their corresponding locations in a stability map were determined. A clear pattern emerged: groups of modes around the pure acoustic modes have partially aligned flame upstream and downstream velocity phasors, while modes beyond these groups have partially anti-aligned velocity phasors. The first group of modes was subsequently categorized as acoustic modes, while the latter as ITA modes. It was demonstrated that the mode transition from acoustic to ITA and vice versa is a continuous process.

Representing the acoustic variables as phasors in the ordinary vector space allow the formulation of a generalized categorization criterion – Φ criterion – based on the dot product between the upstream and downstream velocity phasors, given in Eq. (29). A contour map depicting the distribution of acoustic and ITA modes was generated. Interestingly, the size of the acoustic region varies as the frequency increases, signifying that the prevalence of ITA modes, and correspondingly acoustic modes, in the proximity of the real frequency axis may vary for different combustor setups. Indeed, the size of the acoustic region is a function of flame position, as well as of reflective boundary conditions. As an extension to the Φ criterion, the transitional FTF magnitude was derived to enable a more practical mode categorization, where the corresponding FTF is compared against the transitional value.

Physically, the real value of a velocity phasor represents the displacement rate of the medium in a resonator. The perfectly anti-aligned velocity phasors across the flame, as typically seen in a pure ITA mode, indicate an unsteady volumetric oscillation – ‘pulsating’ – in the reactive region of the flame. A pair of perfectly aligned velocity phasors, on the other hand, represents the ordinary back and forth motion – ‘swinging’ – observed in a standing wave. In an echoic resonator with an active flame, the acoustic feedback is coupled with the ITA feedback mechanism. Thus, a superposition of both oscillation motions is expected. Note that the swinging and pulsating characteristics are equivalent
to the transitional FTF magnitude, both of which can be derived from the \( \Phi \) criterion. Thus, a mode may be categorized by analyzing either the FTF data or the velocity measurements on the flame upstream and downstream, depending on the circumstances and available diagnostic tools in an experiment.

In this work, we demonstrated that growing as well as decaying ITA modes could be reasonably categorized by means of phasors analysis. In addition to the known benefits of the phasor based categorization, such as straightforward implementation, physical relevance and low computational cost, the categorization of modes with partially aligned and anti-aligned velocity phasors across the flame widens its application.

In future works, more complex systems with non-ideal boundaries, internal losses or area changes, as well as can-annular geometries, shall be analyzed. In essence, we expect the \( \Phi \) criterion to be valid in these cases. Besides, the unique characteristics of ITA modes categorized this way shall be explored. It is interesting to investigate, if the peculiar characteristics observed in \[11\,\text{[13]}\,\text{[15]}\] could be explained with the phasor characteristics of ITA modes.
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Appendix A. Test case with a DTD flame model

In this section, we will demonstrate the implementation of the proposed categorization criterion in a test case with an FTF modeled by the DTD model given in Eq. (13). The corresponding impulse response coefficients $h_k$ are tabulated in Tab. A.3.

Table A.3: The impulse response coefficients $h_k$ of the DTD model at the corresponding element $k$. The discrete time step in this model is $\Delta t = 2 \times 10^{-4}$s.

| $k$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-----|---|---|---|---|---|---|---|---|
| $h_k$ | 0.1 | 0.3 | 0.8 | 0.3 | 0.1 | -0.2 | -0.4 | -0.2 |

The resultant FTF of the DTD model in terms of magnitude and phase are visualized in Fig. A.18. This FTF must simultaneously satisfy the dispersion relation given in Eq. (15), such that

\[
|F(\omega)|_{\text{DTD}} = |F(\omega)|_{\text{sys}} \quad (A.1)
\]
\[
\phi_f(\omega)|_{\text{DTD}} = \phi_f(\omega)|_{\text{sys}} \quad (A.2)
\]

where the index $[\ ]_{\text{DTD}}$ indicates the FTF of the flame model, and $[\ ]_{\text{sys}}$ indicates the FTF computed with the dispersion relation (15), the results of which are visualized in Fig. 17. The solutions that satisfy Eq. (A.1) are indicated by the black line in Fig. A.18(a). The solutions for Eq. (A.2) are not shown to reduce cluttering. The solutions satisfying both the Eqs. (A.1)-(A.2) are the eigenvalues of the thermoacoustic system at hand, as visualized in Fig. A.19 (blue circles).

We investigate one of the unstable mode with $\omega_r/\omega_p,1 = 2.8$ and $\sigma/\omega_p,1 = 0.2$ (blue filled circle). Owing to the fact that the case at hand (ideal closed-open boundaries, $x_f = 0.4L$) is thus far discussed in detail, we could readily determine that this mode is indeed an ITA mode using Fig. 17 or rather Fig. 13. Nevertheless, it is crucial to realize that the proposed criterion that relates the angle of the velocity phasors across the flame should be valid for other general cases, where the flame position differs or the boundary conditions are non-ideal,
Figure A.18: The surface plots of (a) FTF magnitude and (b) phase of a DTD flame model with excess gain and exhibit a low pass behaviour. The red curve depicts the FFR. The black curves on the surface in (a) mark the solutions that satisfy Eq. (A.1). The solutions for the phase are not shown in (b) to reduce clutter. The blue filled circle is the mode of interest with $\omega_r/\omega_{p,1} = 2.8$ and $\sigma/\omega_{p,1} = 0.2$.

Figure A.19: The thickened and thin curves satisfy Eq. (A.1) and (A.2) respectively. The intersection between them are all the eigenvalues to the thermoacoustic system (blue circles). The filled circle indicates the mode of interest with $\omega_r/\omega_{p,1} = 2.8$ and $\sigma/\omega_{p,1} = 0.2$.

say. In such cases, the convoluted process of solving the dispersion relation and producing the contour maps may be omitted. Instead, one could determine the ‘ITA-ness’ of the given mode by comparing the corresponding FTF magnitude to the transitional value (Eq. (37)). To demonstrate this using the example at hand, we read off Fig. A.18 to obtain $|\mathcal{F}(\omega)| = 1.8$ and $\phi_f(\omega) = -0.83\pi$. The FTF phase satisfies $\pi/2 < |\phi_f(\omega)| < 3\pi/2$ and yields a transitional FTF magnitude of $|\mathcal{F}_T(\omega)| = 0.29$. With $|\mathcal{F}(\omega)| > |\mathcal{F}_T(\omega)|$, we come to the same conclusion that the mode at hand is an ITA mode. The phasor diagram in Fig. A.20 also confirms this conclusion.
Appendix B. Continuity of $\Phi$

The real part of a holomorphic function is a harmonic function, which is a (continuously differentiable) analytic function. Consequently, it is possible to show that

$$\Phi = \bar{u}_u \cdot \bar{u}_d = \frac{1}{|u_u| |u_d|} \Re \{u_u^* u_d\}$$  \hspace{1cm} (B.1)

is a continuous (differentiable) function by showing that $u_u^* u_d$ is holomorphic.

A complex function $f(z) \in \mathbb{C}$, which is dependent on the complex variable $z \in \mathbb{C}$

$$f(z) = U(z) + iV(z), \quad z = x + iy$$  \hspace{1cm} (B.2)

is said to be holomorphic, if it satisfies the Cauchy-Riemann equations given in Eq. (B.3)

$$U_x(x, y) = V_y(x, y), \quad V_x(x, y) = -U_y(x, y),$$  \hspace{1cm} (B.3)

where the subscript $[ ]_x, [ ]_y$ denotes the differentiation with respect to $x$ and $y$, respectively.
The product $u_u^1u_d$ may be expanded to

$$u_u^1u_d = |u_u|^2 (1 + \theta \mathcal{F}) \quad \text{(B.4)}$$

$$= |u_u|^2 \left( 1 + \theta |\mathcal{F}| e^{\phi_i} \cos(\phi_r) + i \left( -\theta |\mathcal{F}| e^{\phi_i} \sin(\phi_r) \right) \right). \quad \text{(B.5)}$$

where $\phi_f = \phi_r + i\phi_i$ is the complex phase of the general FTF model $\mathcal{F} = |\mathcal{F}|e^{-i\phi_f}$.

Evaluating the Cauchy-Riemann equations yields

$$U_{\phi_r}(\phi_r, \phi_i) = -\theta |\mathcal{F}| e^{\phi_i} \sin(\phi_r)$$

$$V_{\phi_i}(\phi_r, \phi_i) = -\theta |\mathcal{F}| e^{\phi_i} \sin(\phi_r)$$

$$U_{\phi_i}(\phi_r, \phi_i) = \theta |\mathcal{F}| e^{\phi_i} \cos(\phi_r)$$

$$V_{\phi_r}(\phi_r, \phi_i) = -\theta |\mathcal{F}| e^{\phi_i} \cos(\phi_r)$$

$$\Rightarrow \quad U_{\phi_r}(\phi_r, \phi_i) = V_{\phi_i}(\phi_r, \phi_i)$$

$$U_{\phi_i}(\phi_r, \phi_i) = -V_{\phi_r}(\phi_r, \phi_i). \quad \Box$$

**Appendix C. Comparison with $\mu$ parameter sweep**

In the work of Emmert et al. [10], a parameter $\mu$ was introduced to modulate the coupling strength between the acoustic and ITA feedback loops and thus the dispersion relation obtained from the system matrix of a network model

$$C(\mu, \omega) \equiv (1 + \xi)(Z_d(\omega) - Z_u(\omega)\xi)$$

$$+ \mathcal{F}(\omega)\theta Z_d(\omega)(1 + \xi\mu^2) + \mathcal{F}(\omega)\theta Z_u(\omega)\xi(1 - \mu^2) = 0. \quad \text{(C.1)}$$

With $\mu = 1$, the dispersion relation represents the full physical system described by the network model, c.f. Eq. (14). However, if $\mu$ is reduced to 0, $C$ is factorized into two partial equations, one describes a pure acoustic $C_{AC}$ and the other
describes a pure ITA system \( C_{\text{ITA}} \) [9]

\[
C(\mu = 0, \omega) \equiv \left( Z_d(\omega) - Z_u(\omega)\xi \right) \frac{1 + \xi + F(\omega)\theta}{C_{\text{AC}}} \cdot \frac{1 + F(\omega)\theta Z_d(\omega)(1 + \xi^2) + F(\omega)\theta Z_u(\omega)\xi(1 - \mu^2)}{C_{\text{ITA}}}. \tag{C.2}
\]

The idea of Emmert’s method revolves around computing a numerical continuation path for each complex frequency as \( \mu \) reduced gradually from 1 to 0, i.e. a parameter sweep. The algorithm given in Alg. 1 describes a natural parameter continuation method. According to Emmert et al [10], all modes that can be

\begin{algorithm}
\caption{\( \mu \) parameter sweep}
\begin{algorithmic}[1]
\Require \( \omega_{\text{init}} \geq 0 \)
\Ensure \( C(\mu, \omega) = (1 + \xi)(Z_d(\omega) - Z_u(\omega)\xi) + F(\omega)\theta Z_d(\omega)(1 + \xi^2) + F(\omega)\theta Z_u(\omega)\xi(1 - \mu^2) \)
\State \( \mu \leftarrow 1 \)
\State \( \omega \leftarrow \omega_{\text{init}} \)
\State \( \delta \mu \leftarrow 10^{-5} \)
\State \( \delta \mu \ll 0 \)
\While {\( \mu > 0 \)}
\State \( \omega = \text{solve}(C(\mu, \omega) = 0) \)
\State \( \mu \leftarrow \mu - \delta \mu \)
\EndWhile
\end{algorithmic}
\end{algorithm}

tracked to a corresponding pure acoustic mode at \( \mu = 0 \) should be regarded as acoustic, while those that tracked to a pure ITA mode should be labeled as ITA. The continuation paths of a range of modes with the growth rate \( \sigma/\omega_{p,1} = 0.05 \) and real valued frequencies \( \omega_r/\omega_{p,1} \in (0.25, 3.25) \) are plotted in the complex plane shown in Fig. C.21. To distinguish the modes identified with the \( \mu \)-sweep method from those with the phasor based method proposed in this work, we name the former \( \mu \)-acoustic or \( \mu \)-ITA modes, while the latter simply acoustic or ITA modes to preserve consistency with the rest of the paper. The results from the \( \mu \) parameter sweep indicate rough agreements with those from the \( \Phi \) method. To evaluate the general conformity between these two methods, the \( \mu \) parameter sweep is performed on all thermoacoustic modes of interest in the range identical to Fig. 13. The results are visualized in Fig. C.22.

The \( \mu \)-acoustic region around the first passive acoustic mode \( \omega_{p,1} \) agrees roughly with the acoustic region identifiable in Fig. 13 However, the same
Figure C.21: Continuation paths of thermoacoustic modes with $\omega_r/\omega_{p,1} \in (0.25, 3.25)$ and $\sigma/\omega_{p,1} = 0.05$, as $\mu$ is reduced from 1 to 0. The colored markers represent the thermoacoustic modes of the full system $\mu = 1$, while the crosses represent the pure acoustic or ITA modes, to which the thermoacoustic modes are tracked at $\mu = 0$. The results from these two methods show rough agreements. Mismatching results are indicated with the ovals: (i) acoustic modes that tracked to pure ITA modes, (ii) ITA modes that tracked to pure acoustic modes.

cannot be said for that around the second pure acoustic mode $\omega_{p,2}$. Despite sharing a similar feature of occupying a defined region around $\omega_{p,2}$, the $\mu$-acoustic region is significantly larger. Another obvious disparity is the shape irregularity. Disregarding the rugged border, which is excusable due to the numerical nature of the algorithm, a reason cannot be deduced as to why the shape of the $\mu$-acoustic region is not symmetric to the real axis, when the symmetric dispersion relations Eqs. (C.1) and (C.2) are. This irregularity increases at higher frequencies as shown in Fig. C.23. The expansion of the $\mu$-acoustic region into regions of high growth and decay rates $|\sigma|/\omega_{p,1} > 1$ might not be physical. As discussed, the outgoing waves and incoming waves are highly localized at the flame at these growth and decay rates, rendering the upstream and downstream boundaries irrelevant. Hence, these modes should be more physically similar to the pure ITA modes than the pure acoustic modes. Further details on the growing $\mu$-acoustic regions are not developed in this work.

In any case, categorization methods based on a parameter sweep suffer from
Figure C.22: Contour plot depicting the destination frequency of each thermoacoustic mode within the range of $\omega_r/\omega_{p,1} \in (0, 3.1]$ and $\sigma/\omega_{p,1} \in [-1.2, 1.2]$, as $\mu$ reduced from 1 to 0. The $\mu$-acoustic modes constitutes the homogeneous yellow and blue (irregular) patches around $\omega_{p,1}$. Beyond the patches are the $\mu$-ITA modes. For comparison purpose, the black thickened curves from Fig. 13 (now dashed to improve visibility), which marks the acoustic to ITA transition is included. The corresponding modes that are shown in Fig. C.21 are indicated with the dotted horizontal line.

Figure C.22: Contour plot depicting the destination frequency of each thermoacoustic mode within the range of $\omega_r/\omega_{p,1} \in (0, 3.1]$ and $\sigma/\omega_{p,1} \in [-1.2, 1.2]$, as $\mu$ reduced from 1 to 0. The $\mu$-acoustic modes constitutes the homogeneous yellow and blue (irregular) patches around $\omega_{p,1}$. Beyond the patches are the $\mu$-ITA modes. For comparison purpose, the black thickened curves from Fig. 13 (now dashed to improve visibility), which marks the acoustic to ITA transition is included. The corresponding modes that are shown in Fig. C.21 are indicated with the dotted horizontal line.

multiple drawbacks. Among others, their computations are relatively costly due to the iterative nature. Besides, strong parameter variations would result in modifications to the original system of interest, thereby defeating the purpose of mode categorization. Moreover, parameter sweeps are difficult to implement if not impossible in experimental environments. Not to mention that categorization by parameter sweeps are not related to physical characteristics in terms of pressure gradient or sign of velocity across the flame. In comparison, the categorization framework proposed in this work requires only the distribution of acoustic variables within the thermoacoustic system, and more importantly the frequency and FTF of the system, which are readily available in simulations as well as in experiments that analyze thermoacoustic systems.

Appendix D. Mathematics of the oscillation velocities

Fig. D.24 shows the medium velocities on the flame upstream and downstream with respect to time for an ITA mode. Note that the amplitudes of the plots are normalized with the factor $e^{\sigma t}$ to eliminate the amplitude growth of the oscillations and thereby ease the visualization. The pulsating oscillation
Figure C.23: Contour plot depicting the destination frequency of each thermoacoustic mode within the range of $\omega_r/\omega_{p,1} \in (0, 3.1]$ and $\sigma/\omega_{p,1} \in [-1.2, 1.2]$, as $\mu$ reduced from 1 to 0. The irregularity is more significant at higher frequencies $\omega_r/\omega_{p,1} > 5$, such that even highly damped and growing modes $|\sigma|/\omega_{p,1} > 1$ are categorized as acoustic.

(white region) is observed more frequently in a single cycle than the swinging oscillation (cyan region). The proportion of time, in which the medium swings $r_{sw}$ or pulsates $r_{pu}$, is given by

$$r_{pu} = \frac{\varphi_{ud}}{\pi}; \quad r_{sw} = 1 - r_{pu}$$ (D.1)

where $\varphi_{ud} = \omega_r \tau_{ud}$ and $\tau_{ud} = \tau_{pu}$. It is evident that if $u_u, u_d$ are partially anti-aligned, then $r_{pu} > r_{sw} \Leftrightarrow r_{pu} > 0.5$ , signifying a dominant pulsating oscillation – an ITA mode.

The same $\Phi$ criterion may be derived by averaging the product of the displacement rates over a multiple of oscillation cycles $T = 2k\pi/\omega_r$

$$\Phi = \frac{2}{T} \int_0^T \text{Re}(\tilde{u}_u) \text{Re}(\tilde{u}_d) dt$$ (D.2)

$$= \frac{2}{T} \cos \varphi_{ud} \int_0^T \cos^2(\omega_r t) dt - \frac{2}{T} \sin \varphi_{ud} \int_0^T \cos(2\omega_r t) dt$$ (D.3)

$$= \tilde{u}_u \cdot \tilde{u}_d.$$ (D.4)
Figure D.24: (a) Phasor diagram showing an ITA mode with imperfect direction reversal of the velocity phasors. (b) Plot showing the displacement rates on the upstream (grey solid curve) and downstream (black dashed curve) of the flame with respect to time. The time delay between the zero displacement rates on the upstream and that of the downstream $\tau_{ud}$ corresponds to the relative phase between the velocity phasors $\varphi_{ud} = \omega_t \tau_{ud}$. It is clear that the duration of a pulsating oscillation $\tau_{pu}$, i.e. oscillation rates with opposite signs, equates $\tau_{ud}$. It is implied that the medium at the flame pulsates more frequently than it swings for an ITA mode.