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Abstract

Recently, much interest has gained the numerical approximation of equations of the Spatial Segregation of Reaction-diffusion systems with \( m \) population densities. These problems are governed by a minimization problem subject to closed but non-convex set.

In the present work we deal with the numerical approximation of equations of stationary states for a certain class of the Spatial Segregation of Reaction-diffusion system with two population densities having disjoint support. We prove the convergence of the numerical algorithm for two competing populations with non-negative internal dynamics \( f_i \). We also discuss the rate of convergence, by linking it with the so-called Two-Phase Membrane problem, and obtain an error estimate for the numerical scheme. At the end of the paper we present computational tests.
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1. Introduction

1.1. The statement of the problem

In recent years there have been intense studies of spatial segregation for reaction-diffusion systems. The existence of spatially inhomogeneous solutions for competition models of Lotka-Volterra type in the case of two and more competing densities have been considered \([6, 7, 8, 9, 15, 14, 20]\). The aim of this paper is to study the numerical solutions for a certain class of the Spatial Segregation of Reaction-diffusion System with two population densities. The problem is related with an arbitrary number of competing densities, which are governed by a minimization problem over closed but non-convex set.

Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \) be a connected and bounded domain with smooth boundary and \( m \) be a fixed integer. We consider the steady-states of \( m \) competing species coexisting in the same area \( \Omega \). Let \( u_i(x) \) denotes the population
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density of the $i^{th}$ component with the internal dynamic prescribed by $f_i(x)$.

Here we assume that $f_i$ is uniformly continuous and $f_i(x) \geq 0$.

We call the $m$-tuple $U = (u_1, \cdots, u_m) \in (H^1(\Omega))^m$, segregated state if

$$u_i(x) \cdot u_j(x) = 0, \text{ a.e. for } i \neq j, x \in \Omega.$$ 

The problem amounts to

$$\text{Minimize } E(u_1, \cdots, u_m) = \int_{\Omega} \sum_{i=1}^{m} \left( \frac{1}{2} |\nabla u_i|^2 + f_i u_i \right) \, dx, \quad (1)$$

over the set

$$S = \{(u_1, \cdots, u_m) \in (H^1(\Omega))^m : u_i \geq 0, u_i \cdot u_j = 0, u_i = \phi_i \text{ on } \partial\Omega\},$$

where $\phi_i \in H^\frac{1}{2}(\partial\Omega)$, $\phi_i \cdot \phi_j = 0$, for $i \neq j$ and $\phi_i \geq 0$ on the boundary $\partial\Omega$. We assume that $f_i$ is uniformly continuous and $f_i(x) \geq 0$.

Throughout the paper we will work with the case $m = 2$. The minimization problem will be reduced to:

$$\text{Minimize } E(u_1, u_2) = \int_{\Omega} \sum_{i=1}^{2} \left( \frac{1}{2} |\nabla u_i|^2 + f_i u_i \right) \, dx, \quad (2)$$

over the set

$$S = \{(u_1, u_2) \in (H^1(\Omega))^2 : u_i \geq 0, u_1 \cdot u_2 = 0, u_i = \phi_i \text{ on } \partial\Omega\}.$$ 

Here $\phi_i \in H^\frac{1}{2}(\partial\Omega)$ with property $\phi_1 \cdot \phi_2 = 0$, $\phi_i \geq 0$ on the boundary $\partial\Omega$.

Unfortunately, due to the non-convexity of the set $S$, the general framework of variational methods cannot be applied to the convergence analysis of the numerical scheme. Therefore we need to find another approach to overcome this issue.

1.2. Two-phase membrane problem

In this section we briefly explain the Two-Phase Membrane problem and show how it can be connected with the segregation problem with two competing densities (details can be found in [2]). This connection is playing a key role in proving the convergence of proposed algorithm as well as allows to obtain an error estimate.

Let $f_i : \Omega \to \mathbb{R}, i = 1, 2$, be non-negative Lipschitz continuous functions, where $\Omega$ is a bounded open subset of $\mathbb{R}^n$ with smooth boundary. Let

$$K = \{ v \in W^{1,2}(\Omega) : v - g \in W^{1,2}_0(\Omega) \},$$

where $g$ changes the sign on the boundary. Consider the functional

$$I(v) = \int_{\Omega} \left( \frac{1}{2} |\nabla v|^2 + f_1\max(v,0) - f_2\min(v,0) \right) \, dx, \quad (3)$$
which is convex, weakly lower semi-continuous and hence attains its infimum at some point \( u \in K \). Define

\[
v \lor 0 = \max(v, 0), \quad v \land 0 = \min(v, 0).
\]

In the functional (3) set

\[
\begin{align*}
    u_1 &= v \lor 0, \quad u_2 = -v \land 0, \\
    g_1 &= g \lor 0, \quad g_2 = -g \land 0.
\end{align*}
\]

Then the functional \( I(v) \) in (3) can be rewritten as

\[
I(u_1, u_2) = \int_\Omega \left( \frac{|\nabla u_1|^2}{2} + \frac{|\nabla u_2|^2}{2} + f_1 u_1 + f_2 u_2 \right) dx,
\]

where minimization is over the set

\[
S = \{(u_1, u_2) \in (H^1(\Omega))^2 : u_1 \cdot u_2 = 0, u_i \geq 0 \quad u_i = g_i \text{ on } \partial \Omega, i = 1, 2 \}.
\]

The Euler-Lagrange equation corresponding to the minimizer \( u \) is given by [23], which is called the Two-Phase Membrane Problem:

\[
\begin{align*}
    \Delta u &= f_1 \chi_{\{u_1>0\}} - f_2 \chi_{\{u_1<0\}} & \text{in } \Omega, \\
    u &= g & \text{on } \partial \Omega,
\end{align*}
\]

where \( \Gamma(u) = \partial \{x \in \Omega : u(x) > 0\} \cup \partial \{x \in \Omega : u(x) < 0\} \cap \Omega \) is called the free boundary. If we set \( u = u_1 - u_2 \) in the system (5) we arrive at:

\[
\begin{align*}
    \Delta (u_1 - u_2) &= f_1 \chi_{\{u_1-u_2>0\}} - f_2 \chi_{\{u_1-u_2<0\}} & \text{in } \Omega, \\
    u_1 - u_2 &= g_1 - g_2 & \text{on } \partial \Omega.
\end{align*}
\]

Thus, we see that the solution to our minimization problem (2) satisfies the Two-Phase Membrane Problem in the sense of (6). In the case of three and more competing densities this property is fulfilled only locally.

For more information about The Two-Phase Membrane problem the reader is referred to the works [22, 17, 16, 18, 19], and for numerical analysis we refer [3, 1, 5].

1.3. Recent developments

In last years there has been much interest given to study the numerical approximation of reaction-diffusion type equations. For instance the equations arising in the study of population ecology, when high competitive interactions between different species occurs.

We refer the reader to [7, 10, 11, 12, 15, 13, 14] and in particular to [13] for models involving Dirichlet boundary data. A complete analysis of the stationary case has been studied in [7]. Also numerical simulation for the spatial segregation limit of two diffusive Lotka-Volterra models in presence of strong competition and inhomogeneous Dirichlet boundary conditions is provided in [21]. The authors in [21] solve the problem for small \( \varepsilon \) and then let \( \varepsilon \to 0 \).
In the work [4] Bozorgnia proposed two numerical algorithms for the problem (1) with lack of internal dynamics ($f_i = 0$). The finite element approximation is based on the local properties of the solution. In this case the author was able to provide the convergence of the method. Unfortunately, this nice idea cannot be generalized for the case with non-negative internal dynamics. The second approach is a finite difference method, but lack of analysis of the scheme. This finite difference method has been generalized in [2] for the case of non-negative $f_i$. In [2] the authors give a numerical consistent variational system with strong interaction, and provide disjointness condition of populations during the iteration of the scheme.

In this case the proposed algorithm is a lack of convergence result for the general case. The present work deals with the analysis of the convergence of the algorithm for two competing populations with non-negative internal dynamics. It is noteworthy that the proposed algorithm can be applied for the finite element approximation as well. However, it still remains challenging to prove the convergence for the system of three and more competing population.

1.4. Notations

We will make the notations for the one-dimensional and two-dimensional cases parallely, but the proof will be given only for the one-dimensional case.

For the sake of simplicity, we will assume that $\Omega = (-1, 1)$ in one-dimensional case and $\Omega = (-1, 1) \times (-1, 1)$ in two-dimensional case in the rest of the paper, keeping in mind that the method works also for more complicated domains.

Let $N \in \mathbb{N}$ be a positive integer, $h = 2/N$ and

$$x_i = -1 + ih, \quad y_i = -1 + ih, \quad i = 0, 1, \ldots, N.$$ 

We use the notation $u_i$ and $u_{i,j}$ (or simply $u_{\alpha}$, where $\alpha$ is one- or two-dimensional index) for finite-difference scheme approximation to $u(x_i)$ and $u(x_i, y_j)$,

$$f_1(i) = f_1(x_i), \quad f_2(i) = f_2(x_i),$$

$$f_1(i, j) = f_1(x_i, y_j), \quad f_2(i, j) = f_2(x_i, y_j),$$

$$g_i = \phi_1(i) - \phi_2(i) = \phi_1(x_i) - \phi_2(x_i)$$

and

$$g_{i,j} = \phi_1(i, j) - \phi_2(i, j) = \phi_1(x_i, y_j) - \phi_2(x_i, y_j),$$

in one- and two-dimensional cases, respectively, assuming that the functions $\phi_1 - \phi_2$ and $f_1, f_2$ are extended to be zero everywhere outside the boundary $\partial \Omega$ and outside $\Omega$, respectively.

In this paper we will use also notations $u = (u_{\alpha})$, $g = (g_{\alpha})$ (not to be confused with functions $u, g$).

Denote

$$\mathcal{N} = \{i : 0 \leq i \leq N\} \quad \text{or} \quad \mathcal{N} = \{(i, j) : 0 \leq i, j \leq N\},$$

$$\mathcal{N}^\alpha = \{i : 1 \leq i \leq N - 1\} \quad \text{or} \quad \mathcal{N}^\alpha = \{(i, j) : 1 \leq i, j \leq N - 1\},$$
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in one- and two-dimensional cases, respectively, and
\[ \partial \mathcal{N} = \mathcal{N} \setminus \mathcal{N}^o. \]

In one-dimensional case we consider the following approximation for Laplace operator: for any \( i \in \mathcal{N}^o, \)
\[ \Delta_h u_i \equiv L_h u_i = \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2}, \]
and for two-dimensional case we introduce the following 5-point stencil approximation for Laplacian:
\[ \Delta_h u_{i,j} \equiv L_h u_{i,j} = \frac{u_{i-1,j} + u_{i+1,j} - 4u_{i,j} + u_{i,j-1} + u_{i,j+1}}{h^2} \]
for any \((i, j) \in \mathcal{N}^o.\)

2. Numerical algorithm and its properties

In this section we discuss the proposed algorithm and for the sake of completeness we recall the numerical algorithm (see \cite{2}), and state the basic properties. To this end we start with the definition of the algorithm for our particular case. The iterative method for two densities, say \( u_1 \) and \( u_2, \) will be as follows:

\begin{itemize}
  \item Initialization:
    \[ u_i^0(x, y) = \begin{cases} 
    0 & (x, y) \in \mathcal{N}^o, \\
    \phi_1(x, y) & (x, y) \in \partial \mathcal{N}. 
    \end{cases} \]
    \[ u_j^0(x, y) = \begin{cases} 
    0 & (x, y) \in \mathcal{N}^o, \\
    \phi_2(x, y) & (x, y) \in \partial \mathcal{N}. 
    \end{cases} \]
  
  \item Step \( k + 1, k \geq 0 : \)  
    We iterate over all interior points by setting:
    \[ \begin{cases} 
    u_i^{k+1}(x, y) = \max \left( \frac{-f_1(x_i, y_j)h^2}{4} + \frac{\nabla_1^k(x_i, y_j) - \nabla_2^k(x_i, y_j)}{4}, 0 \right), \\
    u_j^{k+1}(x, y) = \max \left( \frac{-f_2(x_i, y_j)h^2}{4} + \frac{\nabla_1^k(x_i, y_j) - \nabla_2^k(x_i, y_j)}{4}, 0 \right). 
    \end{cases} \tag{7} \]
  
  Here for a given uniform mesh on \( \Omega \subset \mathbb{R}^2, \) we define \( \nabla^k(x_i, y_j) \) for \( k = 1, 2, \) to be the average of \( u^k \) for all neighbor points of \((x_i, y_j) : \)

  \[ \nabla^k(x_i, y_j) = \frac{1}{4} \left[ u^k(x_{i-1}, y_j) + u^k(x_{i+1}, y_j) + u^k(x_i, y_{j-1}) + u^k(x_i, y_{j+1}) \right]. \]

The proof of the disjoint property of the densities for the numerical scheme, in general case, can be found in \cite{2}. Here we give a proof for two densities case.

\textbf{Lemma 1.} \textit{The iterative method (7) satisfies}
\[ u_1^k(x, y) \cdot u_2^k(x, y) = 0, \]
\textit{for all} \( k \in \mathbb{N}. \)
Proof. Observe that from (7) it follows that

$$u_k^l(x_i, y_j) \geq 0,$$

for all $k \in \mathbb{N}$ and $l \in \{1, 2\}$. Assume $u_k^l(x_i, y_j) > 0$ then by (7) we have

$$u_k^l(x_i, y_j) = \frac{-f_1 h^2}{4} + \pi_1^{k-1}(x_i, y_j) - \pi_2^{k-1}(x_i, y_j) > 0.$$ 

Thus

$$\pi_2^{k-1}(x_i, y_j) - \pi_1^{k-1}(x_i, y_j) < 0,$$

which leads to

$$\frac{-f_2 h^2}{4} + \pi_2^{k-1}(x_i, y_j) - \pi_1^{k-1}(x_i, y_j) < \frac{-f_2 h^2}{4} \leq 0.$$ 

Therefore

$$u_k^2(x_i, y_j) = \max \left( \frac{-f_2 h^2}{4} + \pi_2^{k-1}(x_i, y_j) - \pi_1^{k-1}(x_i, y_j), 0 \right) = 0.$$ 

Thus

$$u_k^1(x_i, y_j) \cdot u_k^2(x_i, y_j) = 0.$$ 

Lemma 2. The numerical algorithm (7) is stable and consistent.

Proof. Here we will prove the stability of the method, for the proof of the consistency we again refer the reader to the above mentioned work [2].

Due to the non-negative $f_i \geq 0$, we can write the following inequalities:

$$u_k^{l+1}(x_i, y_j) = \max \left( \frac{-f_1(x_i, y_j) h^2}{4} + \pi_1^k(x_i, y_j) - \pi_2^k(x_i, y_j), 0 \right) \leq \pi_1^k(x_i, y_j),$$ 

and

$$u_k^{l+1}(x_i, y_j) = \max \left( \frac{-f_2(x_i, y_j) h^2}{4} + \pi_2^k(x_i, y_j) - \pi_1^k(x_i, y_j), 0 \right) \leq \pi_2^k(x_i, y_j).$$ 

Therefore

$$u_2^{k+1}(x_i, y_j) \leq \pi_2^k(x_i, y_j), \quad \text{and} \quad u_2^{k+1}(x_i, y_j) \leq \pi_2^k(x_i, y_j),$$

respectively. Thus

$$\Delta_h u_1^{k+1} \geq 0, \quad \text{and} \quad \Delta_h u_2^{k+1} \geq 0,$$

where $\Delta_h$ is the usual discrete Laplace operator. After applying the discrete maximum principle we obtain

$$0 \leq u_1^{k+1}(x_i, y_j) \leq \max_{i,j} \phi_1(x_i, y_j),$$ 

and

$$0 \leq u_2^{k+1}(x_i, y_j) \leq \max_{i,j} \phi_2(x_i, y_j).$$ 

Hence, $u_1^k$ and $u_2^k$ are uniformly bounded for every $k \in \mathbb{N}$. This completes the proof of stability. 

\[\square\]
3. Convergence and error analysis

3.1. Algorithm for one-dimensional case

For the sake of simplicity, we consider here only the one-dimensional case. Let \( u = (u_0, u_1, ..., u_N) \) be the solution of (7) in one-dimensional case. In this case the algorithm reads:

- **Initialization:**
  \[
  u^0_1(x_i) = \begin{cases} 
  0 & x_i \in N^o, \\
  \phi_1(x_i) & x_i \in \partial N.
  \end{cases}
  \]
  \[
  u^0_2(x_i) = \begin{cases} 
  0 & x_i \in N^o, \\
  \phi_2(x_i) & x_i \in \partial N.
  \end{cases}
  \]

- **Step** \( k + 1, k \geq 0 \):
  We iterate over all interior points by setting
  \[
  \begin{cases} 
  u^{k+1}_1(x_i) = \max \left( \frac{-f_1(x_i)h^2}{2} + u^k_1(x_i) - u^k_2(x_i), 0 \right), \\
  u^{k+1}_2(x_i) = \max \left( \frac{-f_2(x_i)h^2}{2} + u^k_2(x_i) - u^k_1(x_i), 0 \right). 
  \end{cases}
  \]

Here for a given uniform mesh on \( \Omega \subset \mathbb{R} \), we define \( u^k(x_i) \) for \( k = 1, 2 \), to be the average of \( u^k \) for all neighbor points of \( x_i \),

\[
\overline{u}^k(x_i) = \frac{1}{2}[u^k(x_{i-1}) + u^k(x_{i+1})].
\]

Define \( g(x) = \phi_1(x) - \phi_2(x) \), and \( v_i = u_1(x_i) - u_2(x_i) \). We consider the following discrete functional:

\[
J_h(v) = -\frac{1}{2} \left( L_h v, v \right) + \left( f_1, v \vee 0 \right) - \left( f_2, v \wedge 0 \right) - \left( L_h g, v \right),
\]

defined on the finite dimensional space

\[
\mathcal{K} = \{ v \in \mathcal{H} : v_\alpha = 0, \ \alpha \in \partial N \}, \quad \text{where} \quad \mathcal{H} = \{ v = (v_\alpha) : v_\alpha \in \mathbb{R}, \ \alpha \in N \}.
\]

Here \( v \vee 0 = \max(v, 0) \), \( v \wedge 0 = \min(v, 0) \) and for \( w = (w_\alpha) \) and \( v = (v_\alpha), \alpha \in N \), the inner product \((\cdot, \cdot)\) is defined by:

\[
(w, v) = \sum_{\alpha \in N} w_\alpha \cdot v_\alpha.
\]

In particular, \( v_0 = g_0 \) and \( v_N = g_N \). We will use the notation \( \hat{v} = (v_1, v_2, ..., v_{N-1}) \). This is the unknown part in \( v \) that needs to be calculated.

We introduce also the following \( N - 1 \) dimensional vectors:

\[
\hat{f}_1 = \left( f_1(1) - \frac{g_0}{h^2}, f_1(2), ..., f_1(N-2), f_1(N-1) - \frac{g_N}{h^2} \right),
\]

and

\[
\hat{f}_2 = \left( f_2(1) - \frac{g_0}{h^2}, f_2(2), ..., f_2(N-2), f_2(N-1) - \frac{g_N}{h^2} \right).
\]

In the next section we will prove the convergence of \( \hat{v}^k = (v_1^k, v_2^k, ..., v_{N-1}^k) \), and then the disjointness condition for competing densities will lead to the convergence of \( u_1^k \) and \( u_2^k \) separately.
3.2. Convergence of algorithm

Theorem 1. The sequence $\tilde{v}^k$ converges and $\lim_{k \to \infty} \tilde{v}^k = \tilde{v}$.

Proof. Denote

$$\tilde{v}^{k,i} = (\tilde{\varphi}_1^k, \tilde{\varphi}_2^k, ..., \tilde{\varphi}_{i-1}^k, \tilde{\varphi}_{i+1}^k, ..., \tilde{\varphi}_{N-1}^k), \quad i = 1, ..., N - 1, \quad k \in \mathbb{N},$$

$$v^{k,i} = (0, \check{\varphi}_1^k, \check{\varphi}_2^k, ..., \check{\varphi}_{i-1}^k, \check{\varphi}_{i+1}^k, ..., \check{\varphi}_{N-1}^k, 0) \in \mathcal{K}, \quad i = 1, ..., N - 1, \quad k \in \mathbb{N}$$

and $\mathcal{J}_p = \mathcal{J}_h (v^{k,i})$ for $p = (N - 1)(k - 1) + i$ with $i = \overline{1, N - 1}$.

The main idea is to prove that $\mathcal{J}_p$ decreases.

First let $p \notin \{q(N - 1) : q \in \mathbb{N}\}$, i.e. $i \neq N - 1$. Then

$$\mathcal{J}_p - \mathcal{J}_{p+1} = \mathcal{J}_h (v^{k,i}) - \mathcal{J}_h (v^{k,i+1}) = -\frac{1}{2} \left( L_h (v^{k,i} - v^{k,i+1}), v^{k,i} - v^{k,i+1} \right) -$$

$$(L_h v^{k,i+1}, v^{k,i} - v^{k,i+1}) + (f_1, v^{k,i} \land 0 - v^{k,i+1} \land 0) - (f_2, v^{k,i} \land 0 - v^{k,i+1} \land 0) - (L_h g, v^{k,i} - v^{k,i+1})$$

$$= \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2 - \tilde{f}_1(i+1) \cdot (\tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i) + \tilde{f}_1(i+1) \cdot \left[ \tilde{v}^{k-1}_{i+1} \land 0 - \tilde{v}^{k-1}_i \land 0 \right] -$$

$$- \tilde{f}_2(i+1) \cdot \left[ \tilde{v}^{k-1}_{i+1} \land 0 - \tilde{v}^{k-1}_i \land 0 \right] - (L_h g)_{i+1} \cdot (\tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i).$$

We continue by considering three cases:

**Case 1:** $u^k_{i+1} > 0$. Due to $u^k_1(x_{i+1}) \cdot u^k_2(x_{i+1}) = 0$, we have $\check{\varphi}^k_{i+1} = u^k_1(x_{i+1}) > 0$, and $u^k_2(x_{i+1}) = 0$. It follows from (3) that

$$\frac{\tilde{v}^{k-1}_{i+1} - 2\check{\varphi}^k_{i+1} + \tilde{v}^{k-1}_i}{h^2} = \frac{2}{h^2} (\tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i),$$

$$= \frac{2}{h^2} (\check{\varphi}^k_{i+1} - \check{\varphi}^k_1),$$

$$= \frac{2}{h^2} (\tilde{\varphi}^k_{i+1} - \tilde{\varphi}^k_1).$$

Hence,

$$\mathcal{J}_p - \mathcal{J}_{p+1} = \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2 - \tilde{f}_1(i+1) \cdot (\tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i) + \tilde{f}_1(i+1) \cdot \left[ \tilde{v}^{k-1}_{i+1} \land 0 - \tilde{v}^{k-1}_i \land 0 \right] -$$

$$- \tilde{f}_2(i+1) \cdot \left[ \tilde{v}^{k-1}_{i+1} \land 0 - \tilde{v}^{k-1}_i \land 0 \right] - (L_h g)_{i+1} \cdot (\tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i).$$

Now, if $1 \leq i < N - 1$, then $\tilde{f}_1(i+1) = f_1(i+1)$ and $(L_h g)_{i+1} = 0$, so

$$\mathcal{J}_p - \mathcal{J}_{p+1} = \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2 - (f_1(i+1) + f_2(i+1)) \cdot (\tilde{v}^{k-1}_{i+1} \land 0) \geq \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2$$

If $i = N - 1$, then $\tilde{f}_1(i+1) = f_1(i+1) - \frac{g_N}{h^2}$ and $(L_h g)_{i+1} = \frac{g_N}{h^2}$, so

$$\mathcal{J}_p - \mathcal{J}_{p+1} = \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2 - (f_1(i+1) + f_2(i+1)) \cdot (\tilde{v}^{k-1}_{i+1} \land 0) + \frac{g_N}{h^2} \cdot \tilde{v}^{k-1}_{i+1} \geq \frac{1}{h^2} \left( \tilde{v}^{k-1}_{i+1} - \tilde{v}^{k-1}_i \right)^2.$$
Case 2: $\tilde{v}^k_{i+1} < 0$. In this case again due to $u^k_1(x_{i+1}) \cdot u^k_2(x_{i+1}) = 0$, we have $\tilde{v}^k_{i+1} = -u^k_2(x_{i+1}) < 0$, and $u^k_1(x_{i+1}) = 0$. Analogously to the previous case we can prove that (9) holds also in this case.

Case 3: $\tilde{v}^k_{i+1} = 0$. Since $\tilde{v}^k_{i+1} = u^k_1(x_{i+1}) - u^k_2(x_{i+1}) = 0$, then $u^k_1(x_{i+1}) \cdot u^k_2(x_{i+1}) = 0$ implies $u^k_1(x_{i+1}) = u^k_2(x_{i+1}) = 0$. Thus, according to (8) we have

$$\frac{2}{h^2}(\tilde{w}^{k-1}_1(x_{i+1})-\tilde{w}^{k-1}_2(x_{i+1})) - \tilde{f}_1(i+1) \leq 0 \leq \frac{2}{h^2}(\tilde{w}^{k-1}_1(x_{i+1})-\tilde{w}^{k-1}_2(x_{i+1})) + \tilde{f}_2(i+1).$$

Recalling that

$$\frac{\tilde{v}^{k-1}_i + \tilde{v}^{k-1}_{i+1}}{h^2} = \frac{2}{h^2}(\tilde{w}^{k-1}_1(x_{i+1}) - \tilde{w}^{k-1}_2(x_{i+1})), $$

we arrive at

$$\frac{\tilde{v}^{k-1}_i + \tilde{v}^{k-1}_{i+1}}{h^2} - \tilde{f}_1(i+1) \leq 0 \leq \frac{\tilde{v}^{k-1}_i + \tilde{v}^{k-1}_{i+1}}{h^2} + \tilde{f}_2(i+1).$$

Therefore

$$J_p - J_{p+1} = \frac{1}{h^2} \left( \tilde{v}^{k-1}_{t+1} - \tilde{v}^k_{i+1} \right)^2 - \left( \tilde{v}^{k-1}_i \lor 0 \right) \cdot \left( \frac{\tilde{v}^{k} + \tilde{v}^{k-1}_{i+1}}{h^2} - \tilde{f}_1(i+1) \right) - \left( \tilde{v}^{k-1}_{i+1} \lor 0 \right) \cdot \left( \frac{\tilde{v}^{k} + \tilde{v}^{k-1}_{i+1}}{h^2} + \tilde{f}_2(i+1) \right) - (L_h g)_{i+1} \cdot \tilde{v}^{k-1}_{i+1}. $$

Treating, as above, the cases $1 \leq i < N - 1$ and $i = N - 1$ separately we will obtain that (9) holds also in this case.

So far we have considered the case $p \not\in \{q(N-1) : q \in \mathbb{N}\}$. Now assume that $p \in \{q(N-1) : q \in \mathbb{N} \}$. In that case we have

$$J_p - J_{p+1} \geq \frac{1}{h^2} \left( \tilde{v}^k_{i+1} - \tilde{v}^{k-1}_{i+1} \right)^2. \quad (10)$$

Summarizing, we deduce that $J_p$ decreases, and, since it is also bounded from below, we conclude that the sequence $J_p$ converges. In view of (9) and (10) we conclude that $\tilde{v}^k_i$ is a Cauchy sequence, hence also converges for every fixed $i = 1, ..., N - 1$.

Thus we have proved that the sequence $\tilde{v}^k_i = u^k_1(x_i) - u^k_2(x_i)$ is converging to $\tilde{v}$ for every fixed $i = 1, ..., N - 1$. Observe that due to Lemma $\tilde{v}^k_i$ we have

$$u^k_1(x_i) = \max(u^k_1(x_i) - u^k_2(x_i), 0) \quad \text{and} \quad u^k_2(x_i) = \max(u^k_2(x_i) - u^k_1(x_i), 0). \quad (11)$$

Now, in view of (11) we will obtain the convergence of $u^k_1(x_i)$ and $u^k_1(x_i)$ separately.
3.3. Error estimate

To formulate the main result of this section we introduce the following notation:

$$\Delta_h v(x) = \frac{v(x-h) - 2v(x) + v(x+h)}{h^2},$$

$$\Delta_h v(x, y) = \frac{v(x-h, y) + v(x+h, y) + v(x, y-h) + v(x, y+h) - 4v(x, y)}{h^2}$$

in one- and two-dimensional cases, respectively. We define also

$$\Omega_h = \{ \alpha \cdot h : \alpha \in \mathcal{N} \}$$

and

$$\partial \Omega_h = \{ \alpha \cdot h : \alpha \in \partial \mathcal{N} \}.$$

**Theorem 2.** Let $f_i \in C^3(\Omega)$, and $(u_1, u_2) \in (H^1(\Omega))^2$ is the solution to \([1]\). Define $(u_1^h, u_2^h)$ to be the discrete scheme corresponding to the algorithm \([7]\). Then there exist a constant $M > 0$, independent of mesh size $h$, such that

$$|u_i(x) - u_i^h(x)| \leq M \cdot h^{2/7}, \quad x \in \Omega_h, \quad i = 1, 2.$$

**Proof.** As observed in introduction we can link the difference scheme with the Two-Phase Membrane problem, namely we know that due to the consistency of numerical scheme we have

$$\Delta_h (u_1 - u_2)(x_i, y_j) = f_1(x_i, y_j), \quad \text{if } u_1(x_i, y_j) > 0,$$

$$\Delta_h (u_1 - u_2)(x_i, y_j) = -f_2(x_i, y_j), \quad \text{if } u_2(x_i, y_j) > 0,$$

and

$$-f_2(x_i, y_j) \leq \Delta_h (u_1 - u_2)(x_i, y_j) \leq f_1(x_i, y_j), \quad \text{if } u_1(x_i, y_j) = u_2(x_i, y_j) = 0.$$  

Applying the same arguments as in \([1, 3]\) we can prove the same error result for our scheme, that is

$$|(u_1 - u_2)(x) - (u_1^h - u_2^h)(x)| \leq M \cdot h^{2/7}, \quad x \in \Omega_h.$$

Define $(u_1 - u_1^h)(x) = e_1^h(x)$, and $(u_2 - u_2^h)(x) = e_2^h(x)$. We have

$$|e_1^h(x) - e_2^h(x)| \leq M \cdot h^{2/7}, \quad x \in \Omega_h.$$ 

Due to the disjoint property $u_1u_2 = u_1^hu_2^h = 0$, simple computation yields

$$e_1^h \cdot e_2^h = (u_1 - u_1^h)(u_2 - u_2^h) = -(u_1u_2^h + u_1^hu_2) \leq 0.$$

Thus

$$|(e_1^h + e_2^h)(x)| \leq |(e_1^h - e_2^h)(x)| \leq M \cdot h^{2/7}, \quad x \in \Omega_h.$$

On the other hand

$$2 \max(|e_1^h(x)|, |e_2^h(x)|) \leq |(e_1^h + e_2^h)(x)| + |(e_1^h - e_2^h)(x)| \leq 2M \cdot h^{2/7},$$

for $x \in \Omega_h$. This completes the proof of the Theorem. \(\square\)
4. Numerical examples

In this section we will present simulations for two competing densities with different internal dynamics $f_i$. We consider the following minimization problem:

$$\text{Minimize} \int_{\Omega} \sum_{i=1}^{2} \left( \frac{1}{2} |\nabla u_i|^2 + f_i u_i \right) \, dx,$$

over the set

$$S = \{ (u_1, u_2) \in (H^1(\Omega))^2 : u_i \geq 0, u_1 \cdot u_2 = 0, u_i = \phi_i \, \text{ on } \partial \Omega \}.$$ 

In Figure 1 we consider the set $\Omega = [-1, 1]$, and $f_1$ and $f_2$ taken to be constant. The free boundaries are clearly visible. It is easy to see that the smaller dynamics $f_i$ provides $u_i$ more captured place.

Next we present numerical examples in 2D. In Figures 2 and 3 we take $\Omega = [0, 1] \times [0, 1]$, with the boundaries $\phi_1(x, y)$ and $\phi_2(x, y)$ defined by:

$$\phi_1(x, 0) = \begin{cases} 0.5 - 2.5x & 0 \leq x \leq 0.2, \\ 0 & 0.2 \leq x \leq 1, \end{cases} \quad \phi_1(x, 1) = \begin{cases} 0.5 - \frac{5}{8}x & 0 \leq x \leq 0.2, \\ 0 & 0.8 \leq x \leq 1, \end{cases}$$

$$\phi_1(0, y) = 0.5, \quad \phi_1(1, y) = 0,$$

and

$$\phi_2(x, 0) = \begin{cases} 0 & 0 \leq x \leq 0.2, \\ -\frac{1}{8} + \frac{5}{8}x & 0.2 \leq x \leq 1, \end{cases} \quad \phi_2(x, 1) = \begin{cases} 0 & 0 \leq x \leq 0.8, \\ -2 + 2.5x & 0.8 \leq x \leq 1, \end{cases}$$

$$\phi_2(0, y) = 0, \quad \phi_2(1, y) = 0.5.$$

In Figure 2 we clearly see that the zero set does not appear and competing densities $u_1$ and $u_2$ meet each other along the whole free boundary, while in Figure 3 there is a zero set between the densities due to the big internal dynamics $f_i$.
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