Free Energy Landscape and Isomerization Rates of Au₄ Clusters at Finite Temperature
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In metallic nanoparticles, the cluster geometric structures control the particle’s electronic band structure, polarizability, and catalytic properties. Analyzing the structural properties is a complex problem; the structure of an assembled cluster changes from moment to moment due to thermal fluctuations. Conventional structural analyses based on spectroscopy or diffraction cannot determine the instantaneous structure exactly and can merely provide an averaged structure. Molecular simulations offer an opportunity to examine the assembly and evolution of metallic clusters, as the preferred assemblies and conformations can easily be visualized and explored. Here, we utilize the adaptive biasing force algorithm applied to first principles molecular dynamics to demonstrate exploration of a relatively simple system which permits comprehensive study of the small metal cluster Au₄ in both neutral and charged configurations. Our simulation work offers a quantitative understanding of these clusters’ dynamic structure, which is significant for single-site catalytic reactions on metal clusters and provides a starting point for a detailed quantitative understanding of more complex pure metal and alloy clusters’ dynamic properties.

INTRODUCTION

In the assembly of nanoscopic and mesoscopic materials, clusters are important precursors where elemental units begin to aggregate. [1–3] The properties of initial aggregates that are formed control pathways available for subsequent assembly, [4–7] and therefore the ultimate structure of the assembled materials. In the case of metallic nanoparticles, cluster geometry can impact the particle’s electronic band structure, polarizability, and catalytic activity, [8–15] enabling many applications in gas sensing, pollution reduction, biology, nanotechnology, and catalysis. [16–25] Metal clusters’ geometric packing properties, [8] are very different from those of analogous clusters of isotropically attractive spheres. [3, 26] This arises from the directional interactions imparted by electron orbitals, which are predominantly anisotropic in nature. For example, a four-particle colloidal cluster’s stable structure is tetrahedral [3] while the equivalent stable structures of metals have different structures governed by electron-sharing geometries: [26–28] Au₄ tends to adopt either a two-dimensional rhombus (♦) or a Y-shaped (Y) geometry. [27] As the number of atoms in a metal cluster increases, the structures become more intricate and have more isomers. [29]

Potential isomers of metal clusters may be identified by minimizing the energy in a DFT calculation without thermal fluctuations. Though these conformations can be long-lived, at finite temperature a typical metallic cluster is dynamic [30] and exhibits rapid transitions between different structural isomers. [26, 31–33] Experimental work on small clusters with spatiotemporal microscopic resolution by Imaoka et al. [26] has revealed that the metallic cluster, Pt₄, randomly walks through several isomers and that the isomerization reactions follow simple first-order kinetics. Computational studies have utilized classical molecular dynamics simulation [28, 36] and first-principles molecular dynamics simulation [29, 37–40] to study the free energy profiles of neutral gas phase noble metal clusters and highlight the impact of temperature on the cluster stability. Most studies to date have focused on stable structures, and ignored kinetic concerns which are known to be vital for practical applications. [41] Recent simulation work by Wang et al. [31] has, for example, demonstrated that Au₂₀ rearranges dynamically to form single-atom catalytic active sites. Such behavior is essential to the function of nanoparticle-based heterogenous catalysts. Understanding the kinetic behavior of clusters is thus key in determining the function of catalysts and engineering new materials.

When acting as catalysts, metallic clusters frequently exchange electrons with a substrate or ligand during intermediate stages of a reaction. [42] Therefore, the charge of the cluster is often dynamically altering during a catalytic process, and changes in different steps. [42] Computational studies at 0 K using DFT calculations which have been compared to infrared spectroscopy on experiments show that a charged cluster has a different ground state geometry than a neutral
cluster. Thus, it is significant to study how the charge affects the free energy landscapes of metallic clusters at finite temperatures. Importantly, many of the properties of isomerization transitions, and how conformational states are influenced by the net charge on a metallic cluster, can be observed in small metallic clusters where they may be comprehensively understood.

Among all the noble metals, gold clusters are the most widely explored. As the number of atoms in a gold cluster increases, the number of isomers increases significantly, resulting in more complex free energy landscapes. In this work, we choose Au4 as a representative cluster and investigate the free energy landscape of gas phase neutral and charged Au4 clusters to understand their thermodynamic and structural properties at different temperatures. The Au4 cluster discussed previously is the smallest gold cluster which has multiple stable isomers, which are illustrated in Fig.1 First-principles molecular dynamics (FPMD) simulations coupled with advanced sampling methods are applied to explore and analyze this system’s stability and its isomerization rates. We additionally investigate the differences in thermodynamic and structural properties between neutral and charged metal clusters to look into the mechanisms by which the charge would affect the metal clusters’ stability at finite temperature.

All FPMD calculations involve a periodic cubic cell with an edge length of \( a = 13.92 \text{ Å} \), which is large enough that the Au4 cluster does not interact with its own periodic images. A Bussi-Donadio-Parrinello (BDP) thermostat is used to sample the canonical ensemble. As Au is a relatively heavy atom, the MD simulation timestep is set to be 1.935 fs for a balance of accuracy and efficiency. For each timestep, 10 self-consistent field calculations are performed, each involving five wave-function optimizations. Simulation settings for both charged and neutral clusters are identical, aside from modifying the overall net charge in Qbox to \( q_{\text{tot}} \in \{-1,0,1\} \).

Elucidating isomerization transition rates requires efficient sampling of rare events, since free energy barriers must be crossed. Enhanced sampling calculations proceed by applying a bias to collective variables to speed up the exploration of the simulated systems. Collective variables (CVs), closely related to the concept of reaction coordinates, are a low-dimensional projection of the high-dimensional space of MD simulations, which can clearly distinguish reactants from products and quantify dynamical progress along the pathway from reactants to products. Generally, this defines a vector valued function from the space of nuclear positions to the reduced CV space, \( \xi : \mathbb{R}^N \rightarrow \mathbb{R}^d \), where \( N \) is the number of atoms and \( d \) the desired reduced dimensionality. For delineating two basins, it is typically sufficient to define a single collective variable (though this can lead to dynamical bottlenecks if poorly chosen). Here, we opt for a single CV, the squared radius of gyration of the cluster \( R_g^2 \), defined as

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{\text{CM}})^2.
\]

\( R_g^2 \) captures the compactness of the cluster, and is thus sufficient to distinguish the two stable conformers. Here \( x_i \) and \( x_{\text{CM}} \) refer to the position of each particle and the center of mass, respectively. This CV is able to distinguish the stable isomers of Au4 as shown in Fig.1 and has been demonstrated a useful variable in past investigations for driving transitions between compact and extended clusters.

In this work, we choose Au4 as a representative cluster and investigate the free energy landscape of gas phase neutral and charged Au4 clusters to understand their thermodynamic and structural properties at different temperatures. Importantly, many of the properties of isomerization transitions, and how conformational states are influenced by the net charge on a metallic cluster, can be observed in small metallic clusters where they may be comprehensively understood.

Among all the noble metals, gold clusters are the most widely explored. As the number of atoms in a gold cluster increases, the number of isomers increases significantly, resulting in more complex free energy landscapes. In this work, we choose Au4 as a representative cluster and investigate the free energy landscape of gas phase neutral and charged Au4 clusters to understand their thermodynamic and structural properties at different temperatures. The Au4 cluster discussed previously is the smallest gold cluster which has multiple stable isomers, which are illustrated in Fig.1 First-principles molecular dynamics (FPMD) simulations coupled with advanced sampling methods are applied to explore and analyze this system’s stability and its isomerization rates. We additionally investigate the differences in thermodynamic and structural properties between neutral and charged metal clusters to look into the mechanisms by which the charge would affect the metal clusters’ stability at finite temperature.

All FPMD calculations involve a periodic cubic cell with an edge length of \( a = 13.92 \text{ Å} \), which is large enough that the Au4 cluster does not interact with its own periodic images. A Bussi-Donadio-Parrinello (BDP) thermostat is used to sample the canonical ensemble. As Au is a relatively heavy atom, the MD simulation timestep is set to be 1.935 fs for a balance of accuracy and efficiency. For each timestep, 10 self-consistent field calculations are performed, each involving five wave-function optimizations. Simulation settings for both charged and neutral clusters are identical, aside from modifying the overall net charge in Qbox to \( q_{\text{tot}} \in \{-1,0,1\} \).

Elucidating isomerization transition rates requires efficient sampling of rare events, since free energy barriers must be crossed. Enhanced sampling calculations proceed by applying a bias to collective variables to speed up the exploration of the simulated systems. Collective variables (CVs), closely related to the concept of reaction coordinates, are a low-dimensional projection of the high-dimensional space of MD simulations, which can clearly distinguish reactants from products and quantify dynamical progress along the pathway from reactants to products. Generally, this defines a vector valued function from the space of nuclear positions to the reduced CV space, \( \xi : \mathbb{R}^N \rightarrow \mathbb{R}^d \), where \( N \) is the number of atoms and \( d \) the desired reduced dimensionality. For delineating two basins, it is typically sufficient to define a single collective variable (though this can lead to dynamical bottlenecks if poorly chosen). Here, we opt for a single CV, the squared radius of gyration of the cluster \( R_g^2 \), defined as

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{\text{CM}})^2.
\]

\( R_g^2 \) captures the compactness of the cluster, and is thus sufficient to distinguish the two stable conformers. Here \( x_i \) and \( x_{\text{CM}} \) refer to the position of each particle and the center of mass, respectively. This CV is able to distinguish the stable isomers of Au4 as shown in Fig.1 and has been demonstrated a useful variable in past investigations for driving transitions between compact and extended clusters.

METHODS

The methods used in our calculation and information necessary to repeat or extend these calculations are discussed below. Biased first-principles molecular dynamics simulations (FPMD) were carried out using the Qbox code coupled with the SSAGES suite in client-server mode. Electronic structure computations necessary to obtain the forces on nuclei that are evolved in MD are carried using density functional theory (DFT) with the PBE exchange-correlation functional. SG15 optimized norm-conserving Vanderbilt (ONCV) pseudopotentials were used as implemented in the Qbox code. A plane-wave basis set expanded to an energy cutoff of 45 Ry represents the valence electrons, and the calculations include eight empty electronic states and Fermi smearing with an electronic temperature of 500 K. All calculations are performed without restricting spin. We do not explore effects of spin polarization in these calculations, though during preliminary work we compared the forces arising when considering spin polarization explicitly and have found its influence to be negligible, similar to the results of Liu, et al.

All FPMD calculations involve a periodic cubic cell with an edge length of \( a = 13.92 \text{ Å} \), which is large enough that the Au4 cluster does not interact with its own periodic images. A Bussi-Donadio-Parrinello (BDP) thermostat is used to sample the canonical ensemble. As Au is a relatively heavy atom, the MD simulation timestep is set to be 1.935 fs for a balance of accuracy and efficiency. For each timestep, 10 self-consistent field calculations are performed, each involving five wave-function optimizations. Simulation settings for both charged and neutral clusters are identical, aside from modifying the overall net charge in Qbox to \( q_{\text{tot}} \in \{-1,0,1\} \).

Elucidating isomerization transition rates requires efficient sampling of rare events, since free energy barriers must be crossed. Enhanced sampling calculations proceed by applying a bias to collective variables to speed up the exploration of the simulated systems. Collective variables (CVs), closely related to the concept of reaction coordinates, are a low-dimensional projection of the high-dimensional space of MD simulations, which can clearly distinguish reactants from products and quantify dynamical progress along the pathway from reactants to products. Generally, this defines a vector valued function from the space of nuclear positions to the reduced CV space, \( \xi : \mathbb{R}^N \rightarrow \mathbb{R}^d \), where \( N \) is the number of atoms and \( d \) the desired reduced dimensionality. For delineating two basins, it is typically sufficient to define a single collective variable (though this can lead to dynamical bottlenecks if poorly chosen). Here, we opt for a single CV, the squared radius of gyration of the cluster \( R_g^2 \), defined as

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{\text{CM}})^2.
\]

\( R_g^2 \) captures the compactness of the cluster, and is thus sufficient to distinguish the two stable conformers. Here \( x_i \) and \( x_{\text{CM}} \) refer to the position of each particle and the center of mass, respectively. This CV is able to distinguish the stable isomers of Au4 as shown in Fig.1 and has been demonstrated a useful variable in past investigations for driving transitions between compact and extended clusters.

Values at each basin in Fig.1 are approximately \( R_g^2 \approx 12.8 \text{ (Bohr)}^2 \). These positions necessarily shift slightly when the temperature or charge state are modified. Advanced sampling is carried out using the adaptive bias

\[
R_g^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{\text{CM}})^2.
\]
force (ABF) algorithm\textsuperscript{[54]} as implemented in SSAGES.\textsuperscript{[47]} The ABF method is constructed to swiftly surmount large barriers in free energy by negating the forces which act to restore a configuration to a stable basin; as such it is not only capable of accurately obtaining information about the relative free energies of basins, but can also accurately sample the barriers between them, enabling estimation of the transition rates using methods such as transition state theory (TST). Other sampling techniques could potentially be used. Prior works have applied replica-exchange Monte Carlo and molecular dynamics\textsuperscript{[29, 55]} to study the free energy landscape of neutral equilibrium gold clusters (Au\textsubscript{5} - Au\textsubscript{13}). These calculations require long equilibration times when the free-energy barriers are high between stable and metastable states.\textsuperscript{[56]} Replica-exchange methods allow for an unbiased search of the potential-energy substrates from which gold cluster structures can be identified. From results by Goldsmith et al.\textsuperscript{[29]} on the free energy landscape of Au\textsubscript{5}, free energy barriers are not well-sampled especially when the barrier is very high, causing rate calculations to be inaccurate. Provided the CV used is a sufficiently good approximation of the true reaction coordinate, ABF can be used to swiftly scale and accurately determine free energy barriers in reacting processes; this is in particular beneficial when using FPMD as the underlying algorithm to sample configurations.

We utilize four walkers\textsuperscript{[57]} to accumulate the ABF bias on $R^2_g$, which is accumulated within the interval $[11.5, 20.5]$ (Bohr)$^2$ encompassing both basins of interest. When walkers wander outside this grid, a restoring force is applied outside of an initial unbiased buffer zone having a thickness of 0.3 (Bohr)$^2$ to nudge the system back toward the region of interest. The one-dimensional region utilizes 90 bins, and the restoring forces are generated by a half-harmonic potential with a spring constant of 0.1 hartree/(Bohr)$^4$, centered at the edges of the buffer zones. The ABF algorithm requires a minimum number $n_{\text{visit}}$ of visits to each grid region before the full force is applied to avoid overemphasizing relatively rare states with large mean forces that can render a simulation unstable; here we set $n_{\text{visit}} = 100$. Prior to applying the ABF algorithm, each walker is run for a short time ($\approx 1700$ MD steps) to obtain a locally equilibrated state. Enhanced sampling calculations are then performed for another $1 \times 10^6$ MD steps. We find that these settings are sufficient to explore this system’s basins and transition state.

With the converged free energy landscape, we are able to explore transition rates using transition state theory (TST). Specifically, here, we are interested in the isomerization rate of the Au\textsubscript{4} cluster, but our discussion below is general to the computation of any reaction rate where the free energy landscape is known along a single collective variable or reaction coordinate. TST requires only minimal details about the energy surface in the immediate vicinity of transition states barrier, reactant and product basins. The general expression for a reaction rate in TST is\textsuperscript{[52]}

$$k_{\text{TST}} = \frac{k_B T}{h} v^{-1} \exp(-\beta \Delta F^\ddagger),$$  \hspace{1cm} (2)

where the volume per molecule $V_0$ corresponds to the reference concentration and to the volume in the translational partition functions, $n$ corresponds to the reaction order, and $\Delta F^\ddagger$ is the activation free energy. Eqn(2) tells us that to calculate the reaction rates for the first order reaction, one merely needs to know the free energy barrier of the transition states relative to the reactant basins. The information about free energy barriers is accessible using advanced sampling capable of driving successfully through these regions. These calculations are greatly facilitated using accurate free energy landscapes obtained through advanced sampling methods. It should be noted that more complex, multivariate expressions for TST can be used if the reaction coordinate is not accurately captured using a single CV; these could prove useful for studying isomerization rates between molecules in more complex clusters.

**RESULTS AND DISCUSSION**

![Figure 2. Free energy landscapes of the Au\textsubscript{4} cluster with varying temperature.](image)

Fig. 2 shows a collection of converged free energy landscapes of neutral Au\textsubscript{4} clusters at different temperatures between 270 K and 700 K. As can be reasonably hypothesized, the more compact, energetically favorable rhombus structure is favored at low temperatures, while the increased entropy within the Y-shaped structure is preferred as temperature is increased. It is clear, however, that both configurations are at least metastable at all temperatures explored here. The wells for each are relatively deep, with the free energy difference between the stable basin and transition state approximately 20 kJ mol$^{-1}$ or more for each temperature studied. At the lowest temperature, $\Delta F^\ddagger \approx 40$kJ mol$^{-1}$ and $\Delta F^\ddagger \approx$
25 kJ mol\(^{-1}\), corresponding to \(\approx 18 k_B T\) and \(\approx 11 k_B T\), respectively. This marks each configuration as extremely stable on short timescales typical of molecular simulations, with sampling of these transitions unlikely to be accessible without ABF or similar algorithms. The absolute depths of the free energy wells remain on this order as the temperature rises, meaning the activation barrier relative to \(k_B T\) is reduced significantly at higher temperatures; \(\Delta F^{\phi} \) becomes \(\approx 20 k_B T\) at 700 K (\(\approx 3.5 k_B T\)), so that transitions between the two basins become more dynamically favorable.

As temperature is increased, the relative stability of the rhombus decreases, with concomitant increase in the stability of the Y-shaped cluster. At \(\approx 400\) K, the Y-shaped isomer becomes the dominant configuration, due to its relatively higher entropy. Such effects have been previously noted to drive two-to-three dimensional transitions in Au\(_5\) - Au\(_{13}\) clusters \([29]\) as temperature is increased. We can analyse the temperature dependence of cluster stability by computing the equilibrium constant for the isomerization reaction. To obtain this quantity, we subdivide the collective variable domain into two regions belonging to the rhombus or Y-shaped clusters. Note that the equilibrium probability of finding the system in one state is calculated by integrating all the probabilities in that basin. \([52]\)

\[
P(i) = \int_{\xi_i} d\xi e^{-\beta F(\xi)}. \tag{3}
\]

where \(\xi \in \Xi_i\) defines the CV of interest, and \(\Xi_i\) the fraction of the domain corresponding to basin \(i\). Note that this probability is unnormalized; one must divide out by the full partition function to obtain this quantity. Importantly, the probabilities phrased in this way define the occupancy rate for a system to be in one of the stable basins. We separate the free energy landscape using the transition state and integrate each isomer’s probability in the corresponding basin. Therefore, we obtain an expression for the occupancy rate of each isomer as:

\[
r_\phi = \frac{P_\phi}{P_\phi + P_Y} \quad \text{and} \quad r_Y = \frac{P_Y}{P_\phi + P_Y}. \tag{4}
\]

From Fig.\(3\) the rhombus isomer is clearly dominant at low temperature. At 270 K, the occupancy rate of the rhombus isomer is almost 100\%, while the occupancy rate of the Y-shaped isomer is almost zero. With increasing temperature, the occupancy rate of the rhombus isomer decreases, and the occupancy rate of the Y-shaped isomer increases. While the basins at 400 K are approximately equally deep (see Fig.\(2\)), there is a clear preference for the system to be in the Y basin due to it’s wider character and greater resulting probabilistic weight. Interpolating linearly on our measurements predicts the isomers should be equally observed at approximately 330 K. As the temperatures increase to 500 K and beyond, the occupancy rates stabilize at approximate fractions \(r_\phi \approx 9\%\) and \(r_Y \approx 91\%\). As temperature is increased further, the two basins would likely merge into a fluid-like single basin, while these would also compete with a dissociated gas-like state, though these transitions cannot be predicted from the data at hand.

The dynamic transition between two Au\(_4\) isomers may be presented by a mono-molecular reaction with first-order kinetics. Previous experimental results have shown that isomerization with one small metal cluster with no degenerate states obeys a first-order rate law. \([26]\) Therefore, we calculate the reaction equilibrium constant \(K_{eq}\) following the first-order reaction rule:

\[
K_{eq} = \frac{r_\phi}{r_Y}. \tag{5}
\]

Here we have replaced the typical concentrations in a rate constant expression with the relative populations of each species, which are equivalent in a system of Au\(_4\) clusters, provided the system is not dense enough for clusters to interact. We plot the logarithm of the equilibrium constant\(\ln K_{eq}\) as a function of temperature in Fig.\(4\) (red circles). With increasing temperature, \(\ln K_{eq}\) initially increases, and eventually becomes approximately flat, mirroring the flattening of the ratios in Fig.\(3\). Here we also observe that the transition between clusters should occur at \(\approx 300\) K, where \(\ln K_{eq}\) is zero.

Transition state theory \([52]\) may be used to calculate the transition rates at different temperatures. The dynamic transition between the metal cluster isomers is a first-order reaction, \([26]\) thus the expression of reaction rate \(k\) is:

\[
k = \frac{k_B T}{h} \exp\left(-\beta \Delta F^{\phi}\right). \tag{6}
\]

Phrasing the reaction as:

\[
\diamond \xrightleftharpoons[k_{-1}]{k_1} Y, \tag{7}
\]

the forward and reverse rates are plotted in Fig.\(5\). In general, with temperature increasing, \(k_1\) and \(k_{-1}\) both increase, as is
Figure 4. The equilibrium constant in log-scale $\ln K_{eq}$ (red circles) and $\ln \frac{k_1}{k_{-1}}$ (blue squares) at different temperatures. These are numerically consistent, though $\ln \frac{k_1}{k_{-1}}$ is slightly lower, owing to the different accounting for entropy in the two calculations. See text for more details.

Figure 5. The forward transition ($\diamondsuit \rightarrow Y$) reaction rate $k_1$ and the reverse transition ($Y \rightarrow \diamondsuit$) reaction rate $k_{-1}$ at different temperatures. In general, with temperature increasing, $k_1$ and $k_{-1}$ both increase, as basins become less stable locally.

expected, since $\Delta F^\ddagger$ is relatively constant in magnitude over this temperature range, resulting in decrease of $\Delta F^\ddagger_i/kT$. The exception is the reverse reaction $k_{-1}$ at 270 K, which is significantly faster than the same reaction at 300 K due to the much lower free energy barrier for the reverse reaction at 270 K. This type of feature would be expected for systems which are only marginally stable, and for which the second stable basin may disappear in this CV for low temperatures. This perspective is supported by the occupancy statistics, which show the Y isomer to be essentially unpopulated at 270 K.

To close these calculations, we note that we can compare the results of transition state theory to our occupancy-based results for $K_{eq}$ using the relationship

$$\ln K_{eq} = \ln \frac{k_1}{k_{-1}}. \quad (8)$$

This quantity is plotted alongside our prior results in Fig. 4. We note that the two are in broad agreement, but that the equilibrium constant that we calculate from Equ. 8 is a bit smaller in comparison to that calculated from occupancy statistics. This is primarily due to the fact that $K_{eq}$ from ABF takes into account the relative weight of the whole basin, which favor more the entropy found in the Y-shaped isomer basin, though there could also be some small effects due to misalignment of the true reaction coordinate with $R_g^2$ that would cause $\Delta F^\ddagger_i$ to differ from the true activation energy. Since the differences are relatively small here, we can conclude that $R_g^2$ is a reasonable reaction coordinate for this transition.

To put these results within the context of typical ab-initio simulations, we utilize the widely applied harmonic approximation method (HA) \cite{58, 59} to calculate the free energy difference $\Delta F = F_\diamondsuit - F_Y$ to illustrate the differences which arise between the HA and more comprehensive sampling methods such as ABF. The HA assumes the conformational probability (partition function) may be broken down into contributions from translation $t$, rotation $r$ and vibration $v$ along with an overall weight from the ground state energy $U_0$, of a given conformation according to Peters \cite{58} and Meng. \cite{3}

$$P_i \propto e^{-\beta F_i} = Z_i e^{-\beta U_i} = Z_t Z_r Z_v e^{-\beta U_0} \quad (9)$$

where $i$ labels the conformation of interest. The translational components are essentially equal, but rotational, vibrational, and ground state energies are necessarily different because of differences in the underlying symmetries, inertial axes, and potential energy landscape of each conformation. For the rotational component, \cite{60} we use the online ABC rotational constant calculator \cite{61} to get the relative rotational constants $A$, $B$, $C$ for $\diamondsuit$ and $Y$ to plug into the relation

$$Z_r = \frac{\sqrt{\pi (kT)^3}}{\sigma \sqrt{ABC}}. \quad (10)$$

The vibrational component is calculated using Qbox to find the vibrational modes of the cluster, using finite difference calculations of the dynamical matrix, keeping the six highest frequency modes. \cite{62} We then use the quantum mechanical expression \cite{58} for the vibrational free energy,

$$F^{QM} = \beta^{-1} \sum_i \ln \left( \frac{1 - \exp(-\beta h v_i)}{\exp(-\beta h v_i)} \right), \quad (11)$$

where the index $i$ runs over the different vibrational modes of interest. Finally, adding in the ground state energy
difference computed using Qbox, \( \Delta U_0 = U_{0,\phi} - U_{0,Y} \approx -1.2742 \text{kJ mol}^{-1} \), we arrive at the result plotted in Figure 6. Interestingly, while the ABF sampling shows a clear transition between the two clusters, the harmonic approximation uniformly favors the Y-shaped conformation, illustrating the key role played by entropy in these transitions, and the importance of using full free energy landscape sampling even in \textit{ab initio} contexts.

![Figure 6](image)

**Figure 6.** \( \Delta F = F_{\phi} - F_Y \) at different temperatures, calculated by ABF sampling free energy method (red dots) and harmonic approximation (HA) method (blue squares).

### Charged Clusters

As noted, in real catalysts, metal clusters are not always neutral, and in many processes, \[63\] the charge distribution will change dynamically due to the ligands and substrate interactions involved in the catalytic cycle. As an example, Qiao et al. \[64\] find that in the Pt/FeO\(_x\) system, electrons transfer from a Pt atom to the FeO\(_x\) substrates, resulting in positively charged single Pt atoms Pt\(^+\), which exhibits remarkable catalytic performance for CO oxidation and preferential oxidation. Similarly, Camellone et al. \[42\] have found that in catalytic oxidation of CO using Au/CeO\(_2\), the active gold atoms within the catalyst are positive ions. These species activate molecular CO and catalyze its oxidation. Interestingly, oxygen vacancies can attract supported positively charged Au\(^+\) and turn them into negatively charged Au\(^-\). Since charge shifting plays a prominent role in catalytic processes, it is vital to investigate the effect of charge on the free energy of metal clusters. Here, we explore the influence that charge has on the conformational properties of Au\(_4\) clusters in comparison to the neutral species.

We summarize our results in Fig. 7. Some clear differences are manifest in the charged systems. We focus here on Au\(_4^+\) and Au\(_4^-\), as previous researchers only find at most one positive charge or one negative charge on a small Au cluster for the catalysis process of Au clusters. \[42, 65–67\] The first observed difference is the \( R_g^2 \) values of the two isomers. When neutral Au\(_4\) loses one electron and becomes positively charged, the \( R_g^2 \) values of the two isomers becomes smaller than those of the neutral Au\(_4\) cluster. This is somewhat surprising, since one would expect charges centered at the nuclei to be more repulsive thus expanding the cluster. However, this type of reasoning is inherently classical; the remaining electrons in the positive cluster create a cloud which is effectively smaller than the neutral case, and these localized negative charges act to draw the nuclei closer together. This leads to the decreasing of the \( R_g^2 \) values of the whole cluster. Interestingly, when neutral Au\(_4\) gains one extra electron and becomes negatively charged, the \( R_g^2 \) values of the two isomers becomes smaller than those of the neutral Au\(_4\) cluster. This is somewhat surprising, since one would expect charges centered at the nuclei to be more repulsive thus expanding the cluster. However, this type of reasoning is inherently classical; the remaining electrons in the positive cluster create a cloud which is effectively smaller than the neutral case, and these localized negative charges act to draw the nuclei closer together. This leads to the decreasing of the \( R_g^2 \) values of the whole cluster. Interestingly, when neutral Au\(_4\) gains one extra electron and becomes negatively charged, the \( R_g^2 \) values expand slightly, owing to the environment of the electron cloud pulling nuclei further apart. Notably, the effects are more pronounced for Au\(_4^+\) than for Au\(_4^-\). It is not clear how much these effects will generalize to larger clusters and higher valence, though it is likely the effects are more pronounced in the case of Au\(_4\) than they would be in a larger cluster. Other factors, like the impact of electrostatic repulsion on the cluster size, must then also be considered.

The explanation may be bolstered by analysing the HOMO (Highest Occupied Molecular Orbital) and LUMO (Lowest
Figure 8. Molecular orbitals of Au$_4$ at the ground state (0 K). Rhombus isomer’s HOMO (a) and LUMO (b). Y-shaped isomer’s HOMO (c) and LUMO (d).

Unoccupied Molecular Orbital (UOMO) of the Au$_4$ clusters. For the rhombus isomer, the HOMO and LUMO have a similar anti-bonding “p-like” symmetry, but are located on different pairs of atoms, shown in Fig 8(a) and (b). The HOMO orbital is mostly localized on atoms A and C, whereas the LUMO is mostly localized on atoms B and D. Adding one extra electron to the LUMO increases the occupation of an anti-bonding state between B and D, which makes the bond length of B and D larger, resulting in an increased $R^2_g$. Removing one electron from the HOMO will reduce the occupation of an anti-bonding state between A and C, leading to a smaller bond between A and C resulting in a smaller $R^2_g$. The Y-shaped isomer’s HOMO and LUMO are shown in Fig 8(c) and (d). The HOMO orbital is mostly localized on A, B and D, whereas the LUMO is mostly localized on A and B. Adding one extra electron to the LUMO increases the occupation of an anti-bonding state between A and B, making the bond length of A and B larger resulting in a larger $R^2_g$. Removing one electron from the HOMO will reduce the occupation of an anti-bonding state between A and D (or B and D), makes the bond length of A and D (or B and D) smaller and resulting in a smaller $R^2_g$. This additionally breaks the symmetry of the Y-shaped isomer.

A pronounced effect is also observed in the relative free energy of the two isomers. Compared with the neutral Au$_4$ cluster, the relative free energy of Y-shaped isomer in Au$_4^+$ increases significantly, and the Y-shaped isomer is metastable (and only weakly stable) at all studied temperatures; this is commensurate with our explanation relating cluster size to the electron cloud around the metal nuclei, which is unable to stretch as far when the cluster is positively charged. Similarly, the effect of the negative charge is to favor less compact structures, destabilizing the rhombus isomers at all studied temperatures. The relative difference in depth can be quite significant, meaning a cluster that becomes charged when in a stable rhombus (or Y shaped) configuration will experience a significant thermodynamic driving force toward the other conformation when gaining (or losing) an electron. Such effects could have pronounced influence on the effectiveness of nanoparticles in heterogeneous catalysis, or the relative structure of nanoparticles capped by specific ligands, and signify an important avenue for subsequent research.

CONCLUSION

In this work, we investigate the thermodynamic and structural properties of Au$_4$ clusters (neutral, monoanionic, monocationic) in the gas phase by surveying the free energy landscape and the isomerization rates. From this, a few general conclusions may be reached. One is that temperature is an important factor in determining the likely conformations, as it greatly affects the stability of Au$_4$ clusters with higher temperatures favoring larger entropy within the Y-shaped isomer. Exploring these free energy landscapes, we are able to quantitatively calculate the equilibrium constant $K_{eq}$ and transition rates $k_1$ and $k_{-1}$ of the Au$_4$ isomerization reaction at different temperatures, observing an intriguing nonmonotonicity, as one of the clusters becomes less mechanically stable at lower temperatures. Further, a cluster’s charge significantly affects its preferred equilibrium energy in surprising ways, concomitantly affecting the relative free energy and stability of the two isomers. The dynamic charge distribution change in catalysis processes can impact the metal cluster’s geometric structures. These observations are enabled by exploration of the full free energy landscapes available to the gold clusters using ab initio molecular dynamics and the ABF method; accounting for thermalization and entropy using only density functional theory and the harmonic approximation would have led to different conclusions.

Many other essential factors in the behavior of metal clusters remain to be explored in relation to experimental observations that typically take place near an interface, such as the influence of substrate geometry and the presence of defect points. Apart from interconversion within one cluster’s multiple isomers, catalysis processes have more complicated cluster-to-cluster transformations, which make interesting targets for applications of these coupled ab initio and advanced sampling methods. Importantly, industrial catalysis widely uses alloy clusters, and handling the thermodynamic and structural properties of complex alloys is thus essential and challenging. New advances in artificial intelligence and machine learning have offered new solutions to study structural and transitional properties on complicated metal and alloy systems with faster computational speed while retaining accuracy, and offer the potential to build on the framework established here to study complex physical processes in nanoparticles.
Example scripts and information necessary to run the examples contained in this article are posted at
https://github.com/shijiale0609/clustersFES
The Qbox code is available at http://qboxcode.org
SSAGES may be downloaded from http://ssagesproject.github.io
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