Observing the Migdal effect from nuclear recoils of neutral particles with liquid xenon and argon detectors
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In recent years, dark matter direct detection experiments have spurred interest in the Migdal effect, where it is employed to extend their sensitivity to lower dark matter masses. Given the lack of observation of the Migdal effect, the calculation of the signal is subject to large theoretical uncertainties. It is therefore desirable to attempt a first measurement of the Migdal effect, and to test the theoretical predictions of the Migdal effect for the calibration of the experimental response to a potential dark matter signal. In this work, we explore the feasibility of observing the Migdal effect in xenon and argon. We carry out proof-of-concept calculations for low-energy neutrons from a filtered source, and using a reactor, the Spallation Neutron Source, or $^{51}$Cr as potential neutrino sources. We perform a detector simulation for the xenon target and find that, with available technology, the low-energy neutron source is the most promising, requiring only a modest neutron flux, detector size, and exposure period.

I. INTRODUCTION

The Migdal effect, first proposed by A.B. Migdal over 80 years ago [1], is the ionization of an atom following a nuclear recoil. In the frame of the electron cloud, the Coulomb potential of the nucleus is perturbed, leading to both excitation and ionization of the electron cloud. The Migdal effect occurs in isolated atomic systems and is not caused by any in-medium effects, though the Migdal effect will be altered due to interactions with neighboring atoms. Presently, observations of the Migdal effect have been limited to nuclear decay processes [2, 3].

The Migdal effect has been explored for some time in the context of dark matter-nucleus scattering [4–8]. Recently, there has been increasing interest [9–13] in exploiting the Migdal effect to push experimental sensitivity to sub-GeV dark matter masses [14–18]. The sensitivity is increased by two separate characteristics of the Migdal effect: the inelastic kinematics of the scattering and the nature of the energy deposition. Dark matter gravitationally bound to the Milky Way has a maximum speed of $\sim$750 km/s in the lab frame [19]. This places an upper limit on the maximum energy transferred to the atom through an elastic nuclear recoil, which falls with the dark matter mass. However, including the effects from the inelastic Migdal recoil, the dark matter kinetic energy is more efficiently transferred into the kinetic and potential energy of the atomic electron cloud. Thus a Migdal recoil results in more energy being deposited into electronic energy, which can extend the recoil spectrum to higher energies than the nuclear recoil. This allows for the possibility of an observable signal even when the nuclear recoil is below the experimental threshold. Additionally, while a nuclear recoil signal is quenched, with only a fraction ($\sim$15% in xenon) being detectable, electronic energy is detected with very high efficiency. The combination of these two effects has allowed xenon experiments to set world-leading bounds on the interactions of light dark matter despite their comparatively high energy thresholds [16].

Having not been observed due to nuclear scattering, the probability of the Migdal effect is subject to large theoretical uncertainties that are difficult to quantify (e.g. [12]). Given the target-dependent nature of the Migdal effect, the interpretation of experimental results involving the Migdal effect from multiple targets is challenging. Therefore, it is important to measure and calibrate the Migdal effect directly via an independent method for each detector of interest. There are now experimental efforts underway to observe and calibrate the Migdal effect using neutron scattering [20]. Such a calibration is also needed for the unambiguous interpretation of low-energy neutrino scattering data [21]. An observation could be achieved with either neutrons or neutrinos as the projectile. Both neutrons and neutrinos will dominantly interact with the nucleus and thus induce minimal electronic recoil backgrounds. While neutrinos do interact with electrons, for low incident neutrino energies the coherent elastic neutrino-nucleus (CEνNS) rate dominates over the electron scattering rate.

In this paper we provide a proof-of-concept calculation to assess the feasibility of observing the Migdal effect in detectors with liquid xenon and argon targets. We then provide detailed modeling of the detector response for a xenon time projection chamber (TPC) using the NEST simulation package. The paper is organized as follows: In section II we briefly review the calculation of the Migdal effect in the context of neutron and neutrino scattering. In sections III and IV we investigate the feasibility of observing the Migdal effect in xenon due to neutrons and neutrinos, respectively. In section V we detail our detector model and perform NEST simulations to understand the detector response to Migdal events.
II. THE MIGDAL EFFECT

In this section we review the calculation of the Migdal effect as it was presented in [9]. The Migdal effect occurs as a consequence of the recoiling nucleus and so the differential rate of Migdal recoils is the product of the nuclear recoil rate for the 2-to-2 scattering processes \( \nu + N \rightarrow \nu + N \) or \( n + N \rightarrow n + N \), with the ionization rate, \( Z_{\text{ion}} \):

\[
\frac{d^2 R}{dE_{\text{NR}} d\nu} = \frac{d^2 R_{IT}}{dE_{\text{NR}} d\nu} \times |Z_{\text{ion}}|^2.
\]

where \( E_\nu \) is the incident particle energy and \( E_{\text{NR}} \) is the nuclear recoil energy. The ionization rate is given in terms of the ionization probability \( p_\text{ion}(n\ell \rightarrow (E_e)) \)

\[
|Z_{\text{ion}}|^2 = \frac{1}{2\pi} \sum_{n,\ell} \int dE_e \frac{d}{dE_e} p_\text{ion}(n\ell \rightarrow (E_e)).
\]

Atomic excitation is also possible due to nuclear recoils, however the ionization probability dominates over this effect in the energy region we consider here and so we neglect this effect. In [9] the transition amplitudes are calculated in the single-electron approximation for atomic eigenstates boosted by a Galilean transformation, whose wavefunctions are computed using the Dirac-Hartree-Fock method. In our analysis we include the Migdal electrons originating from the \( n = 3, 4, 5 \) (\( n = 1, 2, 3 \)) shells of xenon (argon). The detected energy spectrum is then obtained by summing the contributions from the nuclear recoil \( E_R \), the ejected electron energy \( E_e \), and the atomic de-excitation energy \( E_{\text{det}} \):

\[
E_{\text{det}} = LE_R + E_e + E_{\text{nl}}.
\]

where we have included a nuclear recoil quenching factor, \( L \). The differential event rate in terms of observed energy is obtained by integrating Eq. (1) over the atomic recoil energies and enforcing energy conservation.

III. NEUTRON SCATTERING

In this section we detail the calculation of the Migdal effect from elastic scattering of neutrons from xenon and argon nuclei as well as the intrinsic backgrounds. This has been previously explored in [23], where it was proposed to use gaseous detectors and neutrons of 565 keV energy. Our approach is different in two important ways. Firstly, we will consider lower-energy neutrons, which more closely resembles the kinematics of low-mass dark matter scattering. Secondly, we use liquid noble detectors, therefore measuring the Migdal response for the atomic system in liquid, as this is the target situation used in the most sensitive dark matter detectors. Following [24] we assume that the impulse (or sudden) approximation is valid and that we can ignore electromagnetic interactions of the neutron with the electron cloud.

A. Elastic scattering

Neutron-nucleus scattering is mediated by very short range meson-exchange currents which can be treated as contact interactions for the momentum transfers considered here. This simple picture is complicated by neutron capture processes that induce resonances in the elastic cross section. Detailed calculations of these cross sections have been carried out using the POD code and we make use of the results published in the JENDL-4.0 library [22]. This library provides a good fit to the calibration data obtained by the LUX collaboration [25]. We take the to-
The total elastic (black), Migdal (blue) and neutron capture (red) rates in xenon (left) and argon (right), as a function of the incoming neutron energy with a flux of 100 neutrons/cm²/s (with the spectrum assumed to be a δ function at each energy). Line widths are characteristic of 300 K. The rates are integrated above three different benchmark detector thresholds: none, low (Xe: 1 keV_{NR}, Ar: 10 keV_{NR}) and high (Xe: 5 keV_{NR}, Ar: 20 keV_{NR}), shown in solid, dotted and dashed respectively. The gray vertical lines correspond to potential neutron beam energies of (17, 24, 47, 59, 82) keV, from left to right.

Elastic scattering cross section as the average of the cross section for all xenon isotopes (weighted by their naturally occurring abundances). This cross section is shown in Fig. 1 across a wide range of incoming neutron energies. The cross section exhibits many sharp peaks where the elastic amplitude interferes with the inelastic amplitude. This is available for a temperature of 300 K, which makes lines slightly wider than in the actual cryogenic liquid, a small systematic that does not impact our results, or if anything, renders them conservative. Note that the elastic cross section for argon was obtained via subtraction of the inelastic cross section from the total cross section and this can sometimes produce artificial structure in the elastic cross section. The JENDL-4.0 library also provides the angular distribution of scattered neutrons in the center of momentum frame, $f(\cos \theta_{CM})$, which we use to infer the differential cross section in the lab frame with respect to the recoil energy, $E_R$:

$$\frac{dR}{dE_R} = \sigma_{\text{elastic}}(E_n) f(\cos \theta_{CM}) \frac{d\cos \theta}{dE_R}. \quad (4)$$

Choosing an appropriate incoming neutron energy involves balancing several requirements. Ideally, the neutron energy would produce low energy nuclear recoils, be away from resonances, and can be produced as a mono-energetic neutron beam. Low energy nuclear recoils are desired so that most elastic scatters are below the detector threshold, enhancing our ability to identify Migdal events. However, low energy recoils have a smaller probability of causing a Migdal event. The kinematics of the scattering can be approximated via the formula [25],

$$E_{NR} = E_n \frac{2m_n m_T (1 - \cos \theta_{CM})}{(m_n + m_T)^2}. \quad (5)$$

where $m_n$ and $m_T$ are the neutron and target nuclei masses, respectively, and $\mu_T$ is the reduced mass of the neutron/nuclear target system $m_n m_T/(m_n + m_T)$. For liquid xenon detectors, nuclear recoil thresholds of $\mathcal{O}(1)$ keV have been achieved with small acceptance probability, which climbs to around 50% at around 5 keV [26, 27]. Argon detectors can also be sensitive to $\mathcal{O}(1)$ keV recoils, however pulse-shape cuts performed to remove electronic backgrounds can raise this to 10 keV [28], or even ~50 keV [29]. Therefore, to keep the majority of elastic neutron recoils below threshold (~1 keV), neutron energies below 30 keV and 100 keV are required in xenon and argon, respectively. Neutrons of this energy are also below the inelastic scattering threshold and thus won’t excite the nucleus - another potential background to the Migdal calibration. The elastic neutron-xenon cross section between the energies of ~10−3000 eV is dominated by resonances, while the region around ~10−200 keV is relatively sparse. Except for a few major features, this region is also relatively clean in argon, while in the range of 100 keV-50 MeV, the cross section exhibits a lot of structure. For neutrons in this energy range, their velocity is around 1000 times the velocity of xenon atoms at 175 K (a typical temperature of noble liquids in a TPC). Therefore we can safely ignore the effect of temperature on the cross section and resonances.

Low energy mono-energetic neutron beams can be produced from reactor neutrons using filters [30] or from proton beams using threshold nuclear reactions and filters [31]. A selection of the energies these sources can produce have been illustrated in Fig. 1. The reactor

$$E_{R,\text{max}} = \frac{4\mu_T^2 E_n}{m_n m_T}. \quad (6)$$
source is able to deliver $10^8$ neutrons/hour from a megawatt reactor while the beam source can deliver $10^9$ neutrons/hour for proton beam currents of 600 nA. In both cases fluxes could be increased by a factor of 10 without much trouble. The demonstrated beam size for reactor neutrons is 5.9 cm (full-width at half max) while the beam source was restricted to a 2 cm square path (no detailed beam profile data was obtained in [31]). A smaller beam could enable tighter fiducialization of the detector which would allow for more self-shielding to reduce external electronic recoil backgrounds.

Assuming an average flux of 100 neutrons/cm$^2$/s, the total event rate for Migdal events and nuclear recoils is given as a function of the neutron energy in Fig. 2 (see appendix A for an example differential rate). At this flux, the Migdal effect could be feasibly observed across a wide range of energies. These graphs exhibit the increasing probability of Migdal events as the incident neutron energy is increased. They also highlight that once the elastic nuclear recoil energy is above detector threshold it will dominate the Migdal rate by orders of magnitude. This necessitates the need to ascertain how well a detector can distinguish a Migdal event from a nuclear recoil. This calculation also shows that the ratio of Migdal to nuclear recoil events is higher in argon than in xenon. However, the higher recoil threshold of argon detectors greatly suppresses the rate.

For our purposes we will assume an incoming neutron energy of 17 keV, giving a maximum nuclear recoil of 0.5 keV. With such 17 keV neutrons the cross section of elastic scattering on xenon is 7.2 barn, giving a mean free path in liquid xenon of $\sim 10$ cm. Therefore, an $O(1)$ fraction of incoming neutrons will elastically scatter within the detector volume. In argon, the mean free path is 120 cm, so a smaller fraction of the neutrons would scatter within the same volume. This, however, could be of benefit as it would reduce multiple scattering of neutrons within the detector.

### B. Neutron capture

Dark matter searches using TPCs have shown that internal backgrounds from detector materials and target contamination can be limited to around 100 events/tonne/yr/keV below 25 keV [32]. Given the potentially large rate of Migdal events we will assume this background to be subdominant compared to the intrinsic and external backgrounds. The consideration of external backgrounds due to cosmic rays and environmental radioactivity is beyond the scope of this work, however they can be mitigated via the same methods we suggest later in this section. The intrinsic background to a neutron-beam Migdal calibration is radiative neutron capture and the subsequent $\beta$ and electron capture decays. The total neutron capture rates are shown in Fig. 2. This rate neglects multiple scattering of neutrons within the detector and so should be regarded as a lower limit. For xenon, at neutron energies of 10-20 keV, the isotope-averaged neutron capture rate is only an order of magnitude smaller than the elastic scattering rate. On the other hand, argon enjoys a capture rate four orders of magnitude smaller than the elastic rate - below even the Migdal rate (if the sharp resonances in this energy range can be avoided). Given the relatively small rate of neutron capture in argon, we expect its contribution to the electronic recoil background to be negligible. We therefore focus the rest of this discussion on xenon.

In xenon, the leading contribution to radiative neutron capture is due to $^{129}$Xe, followed by $^{131}$Xe. The $\gamma$-ray emission is mostly prompt with energies in the hundreds of keV to MeV range (see appendix B for details). The lower-energy $\gamma$-rays will have short mean free paths, below the detector resolution of a few millimeters, and will be dominantly photo-absorbed. $\gamma$-rays above a few hundred keV can travel 1-10 cm and will dominantly Compton scatter, contributing to the low-energy electronic recoil background. This background can be reduced through cuts on energy and multiple scatters.

Neutron capture produces the unstable isotopes $^{125}$Xe, $^{127}$Xe, $^{133}$Xe, $^{135}$Xe and $^{137}$Xe, with half lives ranging from minutes to days. The first two decay via electron capture while the other three $\beta$ decay. Typical $\beta$ decay energies are >MeV, which can be vetoed based on energy (see appendix B for details). On the other hand, electron capture induces Auger decay and subsequent $\gamma$ decays of iodine in the 10-100 keV range. The rates of these backgrounds initially grows linearly with the abundance of the unstable isotopes, eventually (after hundreds of hours) reaching a steady-state when the decay rate equals the production rate. This slow rise time of these backgrounds allows for three potential mitigation techniques. A pulsed neutron beam source would allow one to trigger the Migdal signal on each beam pulse. The source could also be cycled on and off on the time scale of days, allowing the unstable isotopes to decay away (at a cost of live-time). Alternately, a large amount of xenon could be cycled through the active volume of the detector, effectively diluting the abundance of unstable isotopes.

### IV. NEUTRINO SCATTERING

The Migdal effect due to CE$\nu$NS has previously been treated in [9] and [11]. These previous works considered solar neutrinos as a source, finding Migdal rates below 10 events/tonne/year/keV, too small to be measured and distinguished from the neutrino-electron scattering rate. In this section we explore the feasibility of observing the Migdal effect from three different neutrino sources, not previously considered: nuclear reactors, the Spallation Neutron Source (SNS) and a radioisotope source chromium-51. We will assume optimistic characteristics for these neutrino sources to assess whether such a measurement is potentially viable.
CEνNS is a neutral-current process with differential cross section:

$$\frac{d\sigma}{dE_R} = \frac{G_F^2 m_T}{\pi} Q_w^2 \left(1 - \frac{m_T E_R}{2E^2}\right) F^2(E_R),$$

(7)

where $G_F$ is Fermi constant, $m_T$ and $Q_w$ are the mass and weak charge of the target nuclei, $E_R$ is the nuclear recoil energy and $E_\nu$ is the incoming neutrino energy. The form factor, $F(E_R)$, accounts for the loss of coherence at larger momentum transfers which we take to be of the Helm form [33]. The coherent nature of the interaction implies a scaling of the cross section with the number of nucleons squared, but the relatively small Weak charge of the proton means that the scaling is closer to the number of neutrons squared. This implies that large atomic mass targets are favored for their neutron-rich nuclei. Here we will consider two targets: xenon, which benefits from being neutron rich, and argon, for which higher recoil energies are possible due to its lighter mass.

The differential event rate per unit detector mass can be calculated from

$$\frac{d^2R}{dE_\nu dE_R} = \frac{1}{m_T} \frac{d\sigma}{dE_R} \frac{d\phi_{\nu,i}}{dE_\nu} \Theta(E_{R,\text{max}}(E_\nu) - E_R)$$

(8)

where $\phi_{\nu,i}$ is the flux of the $i$th neutrino species, and $\Theta$ is the Heaviside step function which restricts $E_R$ to be less than the maximum value, corresponding to back-to-back scattering:

$$E_{R,\text{max}} = \frac{2E^2_{\nu}}{m_T + 2E^2_{\nu}}.$$  

(9)

Nuclear reactors contain fission products which undergo $\beta$ decay, causing them to emit a large flux of low-energy anti-neutrinos ($< 10$ MeV). Reactor sources are currently the subject of ongoing CEνNS experiments. Here we will consider a 1 GW reactor at a distance of 10 m. The SNS produces spallation neutrons via a proton beam impinging on a mercury target. This process also produces a large number of pions that are promptly slowed down in the dense target. These pions then decay at rest (DAR), producing muons which decay in flight. This chain produces three neutrinos with energies below $m_\mu/2$. The COHERENT collaboration used the SNS to demonstrate the first ever observation of CEνNS. To estimate the flux of neutrinos from the SNS we assume a 1.4 MW proton beam at 0.984 GeV per proton and use a pion yield of 8.5% [34]. We assume a detector distance of 12 m. Some nuclear decays produce monoenergetic neutrinos, providing a useful calibration source. The GALLEX experiment used a 62 PBq sample of chromium-51 [35], which decays via electron capture with a half-life of 27.7 days. The decay proceeds to either the $7/2^-$ ground state or the $5/2^-$ excited state of the $^{51}$V nucleus, producing mono-energetic neutrino lines of 745.8 keV, 750.7 keV, 425.7 keV and 430.6 keV, with branching fractions of 81%, 9%, 9% and 1% respectively [36]. To assess the plausibility of such a calibration source we will optimistically assume an activity of 60 PBq and a source-detector distance of 1 m. A summary of the source characteristics are given in table I and the spectra of neutrinos they produce are given in Fig. 3. We calculated the expected CEνNS and Migdal rates for each of the neutrino sources and for detectors based on both xenon and argon. The rates are displayed as the integrated rate above a given threshold in Fig. 4 (for the differential rates see appendix A). These results show that even with the optimistic source characteristics assumed here, observing Migdal events from neutrinos would require exposures of order 1-10 tonne-years. As with the neutron scattering case, the ratio of Migdal to nuclear recoil events is higher in argon, leading to Migdal rates that exceed those in xenon even though the nuclear recoil rate is smaller in argon.

V. DETECTOR SIMULATION

In this section we present a rough design of a detector that is capable of observing the Migdal effect. We focus on a xenon target because the absolute Migdal rate is higher in xenon due to higher nuclear recoil cross sections and lower energy thresholds. The smaller mean free path of the neutrons also enables a more compact detector design. We consider this analysis exploratory, with the goal

| source     | flux (cm$^{-2}$/s) | $E_{\nu}$ (MeV) | $E^{\text{ne}}_{R}$ (keV) |
|------------|-------------------|-----------------|--------------------------|
| nuclear reactor | $1.5 \times 10^{13}$ | 10 | 1.7 |
| SNS        | $4.2 \times 10^{6}$ | 52.8 | 47 |
| $^{51}$Cr  | $4.8 \times 10^{13}$ | 0.746 | 0.01 |

TABLE I: Characteristics of the neutrino sources considered in this work
of evaluating whether such a detector can feasibly observe a sufficient number of Migdal events and whether they can be distinguished from the irreducible nuclear recoil background. As such we leave a statistical analysis that would include an estimation of electronic recoil background rates from external sources (e.g. Compton scattering of gamma-rays from the nuclear reactor) and intrinsic backgrounds (e.g. radiative neutron capture) to a future work.

The most sensitive dark matter detectors built are liquid xenon TPCs. Such detectors are sensitive to O(keV) nuclear recoils and can be scaled to multi-tonne target masses. TPCs operate in a dual-phase configuration, typically with a cylindrical shape, where a drift field is applied to the liquid phase and a stronger extraction field applied to pull charges into the gas phase. The larger liquid phase provides the main active detector medium, with a smaller gas phase above it. Photomultiplier tubes (PMTs) are placed in an array above and below the detector volume. When a nuclear or electronic recoil occurs within the liquid phase, quanta of photons and ions are produced, with the total number of quanta being proportional to the recoil energy. The photons are emitted as prompt scintillation light, at a wavelength that xenon is relatively transparent to. This allows the light to propagate out of the xenon and be detected by the PMTs, creating a signal labeled S1. The ions are prevented from recombining by the applied electric field, which causes the electrons to drift upwards. When the electrons reach the larger field at the liquid-gas interface they are extracted into the gas phase and rapidly accelerate, producing a secondary scintillation signal labeled S2. The size of the S1 and S2 signals are proportional to the initial number of photons and ions created by the recoil event. Since electronic recoils produce larger ionization yields than nuclear recoils, the S1/S2 ratio contains information that can be used to discriminate electronic and nuclear recoils. Migdal events, however, are a combination of nuclear and electronic recoils, and thus will not necessarily resemble either. Instead, their classification will depend on the fraction of energy coming from each component.

Working with the results presented in [30], we model our 17 keV neutron beam as having a Gaussian profile with full-width at half max of 5.9 cm and having a peak flux of 1455 neutrons/cm²/s (representing a modest 11% increase in total flux). With this in mind we model a relatively small xenon detector with dimensions given in
TABLE II: The dimensions of the xenon detector modelled in this work. The corresponding geometric parameters are shown in Fig. 5.

| dimension position (mm) | value |
|-------------------------|-------|
| r_{\text{max}}         | 120.  |
| radius                  | 100.  |
| cathode                 | 20.0  |
| bottom                  | 40.0  |
| top                     | 160.  |
| gate                    | 190.  |
| top drift               | 195.  |
| anode                   | 200.  |

TABLE III: The xenon detector properties.

| parameter     | value   |
|---------------|---------|
| g_1           | 0.15 PE/\gamma |
| g_2           | 24 PE/e^- |
| field         | 300 V/cm |
| e^- lifetime  | 350,\mu s |
| min S1        | 2 phd   |
| min S2        | 250 phd |
| no. PMTs      | 60      |

The properties are shown schematically in Fig. 5. The dimensions are motivated by the requirements of the neutron beam source, though we do not consider how one would couple the neutron beam to the detector. The size of the fiducial region captures > 98% of the incoming neutron flux and is deep enough for \sim 63% of incoming neutrons to scatter. These dimensions result in a 10 kg fiducial region, based on a liquid xenon density of $\rho = 2.8611$ g/cm$^3$ (at 173 K). Taking the mean free path and detector geometry into account, the neutron beam provides an average flux of 100 neutrons/cm$^2$/s within the detector fiducial volume.

The detector properties, summarized in table III, were chosen to represent what is achievable in a xenon TPC with current technology [37]. While longer electron lifetimes are achievable (at increased expense), the chosen value is already more than 3 times the maximum drift time given the size of the detector. The drift field was chosen to maximise the electronic vs. nuclear recoil discrimination power [38]. Owing to their lower rates, the neutrino sources would require a scaled up detector. Larger detectors would likely have a smaller $g_1$ and require longer electron lifetimes, but otherwise the results of this detector simulation should be generally applicable to a larger detector.

### A. Simulating the Migdal effect

As outlined in section II, the energy deposition of a Migdal recoil has three components: the initial nuclear recoil, the ejected electron and the subsequent deexcitation of the atomic system. In previous dark matter sensitivity studies, the Migdal event is treated as a single injection of electronic energy, including the quenched nuclear recoil energy. This ignores two points: the quanta produced by the nuclear recoil are subject to fluctuations (therefore, so is the quenching factor) and the electronic process has two components. Including these points is necessary to properly model the detector response to the Migdal effect. Fluctuations in the quenching factor also have a dramatic effect on the detector response to near-threshold nuclear recoil events, as we have by design in dark matter Migdal analyses. Here, we model the entire process on an event-by-event basis using the NEST simulation code [39, 40].

The Migdal effect is incorporated into the NEST nuclear recoil event workflow through the addition of the following steps:

1. After an energy has been selected from a given NR distribution, calculate the maximum allowed $E_{EM}$. For an incident, non-relativistic neutron with kinetic energy $E_n = m_n v_n^2/2$ impinging upon a nuclear target of mass $m_T$, this is

$$E_{EM,\text{max}} = \frac{\mu T E_n^2}{2} = \frac{\mu T m_n}{m_n},$$

where $E_n$ is related to the nuclear recoil energy through the formula in Eq. (6). For an incident neutrino that scatters at an angle of $\theta_{\nu'\nu}$, one finds the total electronic energy, $\Delta E$, arising from the sum of the ionized electron plus the energy from de-excitation is

$$\Delta E \simeq \frac{E_n^2 (1 - \cos \theta_{\nu'\nu}) - m_T E_R}{E_{\nu} (1 - \cos \theta_{\nu'\nu}) - E_R},$$

where we have made the approximation that the nuclear recoil energy and the electronic energy are small compared to the target mass and neutrino energy.

2. Loop over atomic shell and attempt to randomly ionize an electron according to the probability distribution of $E_e$ in Eq. (2).

3. Calculate the charge and light yield produced from the three separate sources of energy $E_R$, $E_e$ and $E_{nl}$ and sum them.

4. Calculate the quanta from the summed yields and then the corresponding S1 and S2 signals.

Steps 3. and 4. are performed by NEST using the yield calculations for a nuclear recoil with energy $E_R$ and electronic recoils with energy $E_{nl}$ and $E_e$. The electronic recoils use NEST’s $\beta$ model, which we found to be most suitable for modelling a Migdal event (see appendix C for further details). Here we have assumed that we can treat
the yield calculations for the three sources of energy independently, while treating the quanta jointly. While these choices may not capture the microphysics of a Migdal event, we consider this a starting point for future experimental or theoretical explorations. Indeed, the reason an experimental calibration of the Migdal effect is desired is because the detector response is unknown. This procedure can also be applied to the simulation of the Migdal effect for WIMPs.\(^1\)

We performed simulations following the above steps for each of our four sources of nuclear recoils: neutrons, reactor neutrinos, SNS neutrinos and the chromium decay neutrinos. In each case, we simulated a sufficient number of events ($\sim 10^6$ - $10^9$ events) to estimate the ratio of NR to Migdal events and the absolute Migdal rate passing basic detector cuts. The results are summarized in Table IV. Given the low probability of Migdal events, even in the best cases our results were dominated by nuclear recoil samples. To improve our sampling of the S1-S2 distribution of Migdal events, further simulations were performed with a scaled Migdal probability. The resulting NR and Migdal events were binned in the S1-log(S2) to produce the 1 and 2\(\sigma\) confidence regions given in Fig. 6. These regions indicate how well separated the NR and Migdal events are, but do not demonstrate how well they can be distinguished on an event-by-event basis. To address this we overlay a representative sample of events at the true NR to Migdal event ratio.

The distribution of Migdal events in S1-log(S2) is well separated from the NR distribution for three of the sources: the neutrons, reactor neutrinos and chromium source. This is due to the low energy of the NR from each of these sources, which only provides an insignificant contribution to the observed signal for most Migdal events. For each of these sources the Migdal distribution sits slightly above the median electronic recoil curve due to the fact that we have added the yields of two electronic recoil events (one for the ejected Migdal electron and one for the de-excitation process). Whether this is a physical feature remains to be seen. The neutron Migdal distribution exhibits a second island in the 1\(\sigma\) confidence region at low S1 and S2 (hidden by the NR in Fig. 6), while the chromium distribution exhibits one at higher S1 and S2. The reactor Migdal distribution exhibits both of these extra islands, for a total of three. These islands correspond to the different atomic shells from which the Migdal electrons were ejected. For these three sources, the most commonly observed (above threshold) Migdal events come from the $n = 4$ shell, which produces the main cluster of events around S1 < 10 pld and log $\frac{S2}{S1} = 3 - 3.5$. The $n = 3$ ($n = 5$) shell has more (less) binding energy and so it appears at higher (lower) S1 and S2.

VI. CONCLUSIONS

In this paper, we investigated the feasibility of using liquid xenon and argon TPCs to detect Migdal events arising due to nuclear recoils from four different sources: neutrons, reactor neutrinos, pion DAR neutrinos (from the SNS) and chromium-51 decay neutrinos. We found that the Migdal rates (per unit target mass) are similar in the argon and xenon detectors even though the nuclear recoil rates are smaller in argon. This characteristic, along with the smaller neutron capture cross section, may make argon a more desirable target for Migdal studies. However, this is highly dependent on what electronic recoil threshold can be achieved in argon.

We also find that, given the small ratio of Migdal to nuclear recoil events, it is imperative that the detector has excellent nuclear/electronic recoil discrimination. This is best achieved if the nuclear recoil energies are small and so is highly dependent on the source used. Our xenon detector simulations show that the lack of separation of

\[\begin{array}{|c|c|c|c|}
\hline
\text{Source} & \text{Calc. ratio} & \text{Sim. ratio} & \text{Sim. rate/kg/day} \\
\hline
\text{neutron (17 keV)} & 6.0 \times 10^{-4} & 0.1 & 600 \\
\text{reactor neutrinos} & 1.7 \times 10^{-4} & 0.1 & 4.3 \times 10^{-4} \\
\text{SNS neutrinos} & 1.5 \times 10^{-2} & 0.02 & 8.8 \times 10^{-3} \\
\text{$^{51}$Cr neutrinos} & 5.4 \times 10^{-6} & \infty & 8.2 \times 10^{-6} \\
\hline
\end{array}\]

\(^1\) Our implementation is available at 10.5281/zenodo.5587760
FIG. 6: The 1 and 2 σ confidence regions for NR and Migdal events in the S1-S2 plane for the four sources considered in this work. The overlayed dots show events from a representative exposure: 1 kg-day for neutrons, and $10^{-1}$ tonne-years for reactor neutrinos, $10^{-2}$ tonne-years for SNS neutrinos and 10 tonne-years for chromium neutrinos.

Migdal and NR events in S1-S2 for the SNS neutrinos makes identification impossible on an event by event basis. However, the Migdal effect does provide a 2% level correction to the observed event rate from SNS neutrinos. While there is good separation of Migdal and NR events for the chromium and reactor neutrino sources, the absolute rate that passes our cuts is very low. The neutron source exhibits good separation between the Migdal and NR events at $E_n = 17$ keV. The ability to discriminate the events would be diminished as the neutron energy, and thus nuclear recoil energy, is increased.

Our results indicate that observing the Migdal effect due to neutrino scattering would be incredibly challenging. Exposures of 10-1,000 tonne-days would be required just to obtain a handful of events, before considerations of external backgrounds are taken into account. These exposures are not realistic for the 10 kg xenon detector explored in this work. In terms of event rate, the only feasible option is the neutron source which can induce over thousands of Migdal events per day. Low-energy neutron sources thus provide an opportunity to calibrate the Migdal effect directly inside a dark matter style liquid noble TPC, in a kinematic regime that is directly analogous to low-mass dark matter scattering.
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Appendix A: Differential rates for the Migdal effect

Figures 7-10 show the differential rates in xenon and argon for nuclear recoils and the Migdal effect due to scattering of neutrons and the three neutrino sources. These rates assume a constant quenching factor of $L_{\text{Xe}} = 0.15$ and $L_{\text{Ar}} = 0.25$. These values are derived from the low energy region ($E_R \sim 0.5$ keV) of Lindhard theory. It has been shown that using a variable quenching factor from Lindhard theory has a minimal effect on the resulting Migdal rate [18].
FIG. 7: The differential nuclear recoil and Migdal scattering rates for 17 keV neutrons as a function of detected energy. The Migdal rate is given separately for each atomic shell, \( n \).

FIG. 8: The differential nuclear recoil and Migdal scattering rates for reactor neutrinos as a function of detected energy. The Migdal rate is given separately for each atomic shell, \( n \).
FIG. 9: The differential nuclear recoil and Migdal scattering rates for SNS neutrinos as a function of detected energy. The Migdal rate is given separately for each atomic shell, $n$.

FIG. 10: The differential nuclear recoil and Migdal scattering rates for chromium neutrinos as a function of detected energy. The Migdal rate is given separately for each atomic shell, $n$. 
Appendix B: Intrinsic backgrounds from neutron capture

Radiative neutron capture rates were calculated for a neutron flux of 100 cm$^2$/s and neutron energy of 17 keV, using the capture cross section for each isotope from [22]. The partial cross sections for each gamma transition were obtained from [41], which are evaluated at $E_n = 0.025$ eV. These cross sections were used to calculate the branching fraction for each gamma transition that was assumed to be the same at $E_n = 17$ keV. The resulting spectrum of gamma rays is given in Fig. 11.

The unstable isotopes created through neutron capture then decay via $\beta$ decay and electron capture. Given the half-lives of these isotopes we assume that the xenon in the detector has time to circulate and homogeneously distribute the unstable isotopes. Our decay rates therefore include a factor of $1/2$ to account for the fact that only a fraction of the xenon will be in the fiducial/active region of the detector. The $\beta$ decay spectrum was simulated using the detector configuration in Sec. V and the resulting S1-log(S2) distribution is shown in Fig. 12 (right). The fraction of the $\beta$ events that have S1 $< 50$ is: 5%, 1% and 0.1% for $^{133}$Xe, $^{135}$Xe and $^{137}$Xe respectively. The dominant contribution comes from $^{133}$Xe, which has an absolute rate equivalent to the Migdal rate once steady state is reached. However, even then only a few background events are expected in the Migdal region per kg-day.
Appendix C: Yields for Migdal events

The deexcitation of a xenon atom following the ejection of a non-valence electron (in this case due to the Migdal effect) can proceed via emission of an x-ray, Auger decay or some combination. Here we use electron capture decays of $^{127}$Xe and subsequent deexcitation of $^{127}$I to inform our choice of yield model. Fig. 13 shows that the $\beta$ model in NESTv2.3 does well at reproducing the data from LUX’s electron-capture calibration [43]. While there aren’t many data points to compare with the model, we are only interested in how the models perform in the neighborhood of points shown, since they correspond to electron capture from the $n = 4, 3, 2$ shells (from left to right).

FIG. 13: Comparison of $\gamma$ (red) and $\beta$ (blue) charge yield at $V = 180$ V/cm in NESTv2.3 with data from LUX’s electron capture calibration (green) [43]. Errors correspond to statistical and systematic errors summed in quadrature.
