SOlar-STellar Irradiance Comparison Experiment II (SOLSTICE II): End-of-Mission Validation of the SOLSTICE Technique

Martin Snow1,2,3 · William E. McClintock1,6 · Thomas N. Woods1,6 · Joshua P. Elliott1,6

Received: 27 January 2022 / Accepted: 30 March 2022 / Published online: 12 May 2022 © The Author(s) 2022

Abstract

The SOlar-STellar Irradiance Comparison Experiment (SOLSTICE: McClintock, Rottman, and Woods, Solar Phys. 230, 225, 2005) onboard the Solar Radiation and Climate Experiment (SORCE: Rottman, Solar Phys. 230, 7, 2005) observed ultraviolet solar spectral irradiance (SSI) from 2003 – 2020. This article gives an overview of the end-of-mission algorithms and calibration of SOLSTICE. Many of the algorithms were updated after the early mission, either due to an improved understanding of the instrument and the space environment, or due to operational constraints as the spacecraft systems aged. We validate the final official data version (V18) with comparisons to other observations and models. The SOLSTICE observations of the solar-cycle variability in the ultraviolet are compared to model estimates.
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1. Introduction

The Sun’s radiative output is the dominant direct energy input to the Earth’s climate system (Kren, Pilewskie, and Coddington, 2017). About half of the total solar irradiance (TSI) is transmitted through the Earth’s atmosphere and either deposits its energy at the Earth’s surface or scatters back into space. However, ultraviolet (UV) wavelengths are mostly absorbed by the atmosphere before reaching the ground. Therefore, an accurate measurement of UV solar spectral irradiance (SSI) can only be made from space. The far ultraviolet (FUV: 115 – 200 nm) is absorbed in the thermosphere and mesosphere, while the middle ultraviolet (MUV: 200 – 300 nm) deposits its energy in the stratosphere. SSI is therefore an essential contribution to the understanding of the Earth’s climate system (Stephens et al., 2012). MUV SSI in particular drives the creation and destruction of ozone (Heath and Schlesinger, 1986; Haigh, 1994).

Over the solar cycle, the FUV varies by more than 10%, with some wavelengths such as Lyman $\alpha$ varying by 60%. The solar-cycle variation of the MUV is generally only a few percent, but the Mg II lines near 280 nm change by more than 10% (Rottman et al., 2001; Snow and McClintock, 2005; Woods and DeLand, 2021; Woods et al., 2022).

1.1. SOLSTICE

Understanding the variability of that radiative-energy input requires measurements on as many time scales as possible, from transient events that last only a few hours to decades-long changes in the baseline irradiance. These measurements are the primary objective of the SOLar-STellar Irradiance Comparison Experiment (SOLSTICE: McClintock, Rottman, and Woods, 2005) onboard the SOLar Radiation and Climate Experiment (SORCE: Rottman 2005; Woods et al. 2021). SORCE was launched in 2003 and made irradiance measurements for seventeen years. It was finally decommissioned in January 2020.

SOLSTICE is a grating spectrometer. Its design was described in detail by McClintock, Rottman, and Woods (2005). On the SORCE platform, there were two identical spectrometers: SOLSTICE A and SOLSTICE B. Each spectrometer had two channels: FUV and MUV. The two channels shared all optical elements except for the exit slits and detectors. The MUV channel also had two neutral-density filters that could be inserted or removed from the light path. The light was directed onto one of the two exit slits using a camera mirror on a bi-stable mechanism (see McClintock, Rottman, and Woods (2005) Figure 4).

Before launch, SOLSTICE was absolutely calibrated at the National Institute of Standards and Technology’s Synchrotron Ultraviolet Radiation Facility III (Arp et al., 2000). McClintock, Snow, and Woods (2005) describes the responsivity calibration and its uncertainty for both solar and stellar modes. The ground calibration allowed SOLSTICE to make absolutely calibrated measurements of the program stars (Snow et al., 2013a).

The SOLSTICE technique for monitoring the loss of responsivity over time (Snow et al., 2005a) uses a small entrance aperture and an exit slit to observe the Sun during the daylight period of each orbit. During eclipse, the 0.1 mm square entrance aperture is replaced by a 16 mm diameter circular aperture, and the exit slit is replaced by a wide slit (0.75 mm FUV; 1.5 mm MUV). The instrument is then pointed at one of the program stars (McClintock, Rottman, and Woods, 2005) to measure the stellar irradiance. An ensemble of stable, bright, early-type stars was chosen as the irradiance reference for SOLSTICE. These stars are expected to be stable individually at the 1% level on timescales of centuries (Mihalas and Binney, 1981). The average irradiance of the ensemble will be stable at an even better level. Any stars that become unstable relative to the ensemble are easily identified using the fitting technique described in Section 3.1.1.
The exposure pattern on the optics is not exactly the same for solar and stellar modes, so an additional relative measurement of the responsivity as a function of position is collected on a regular basis. The summary of these measurements is described in more detail in Section 3. The uncertainties in modeling the long-term behavior of these calibration observations, i.e. the instrument degradation, is the subject of Section 3.2.

Before launch, both SOLSTICE A and SOLSTICE B were carefully calibrated on the ground (McClintock, Snow, and Woods, 2005), and the planned method for maintaining this calibration in flight was described by Snow et al. (2005a). The measurement equation and preflight estimates of the parameters of this equation are fully described in these references, so they will not all be repeated here for the sake of brevity. During the course of the long mission, many of the algorithms for calibration needed to be updated or redesigned. This article describes the algorithm changes that had the most significant impact on irradiance. The data available in the archive are Version 18, which was finalized in late 2020. A final Algorithms Theoretical Basis Document (ATBD) is available online through the University of Colorado’s CUScholar archive: scholar.colorado.edu/concern/reports/rx913r207 (Snow et al., 2021).

The flexibility of an accurately calibrated irradiance instrument with a stellar mode of operation has allowed SOLSTICE to do more than just monitor the UV SSI. The stellar observations have been used to cross-calibrate other instruments (Snow et al., 2013a; Pauluhn et al., 2015; Gröller et al., 2018; Chaffin et al., 2018). Lunar-reflectance observations (Snow et al., 2013b) have been used in cross-calibration and are now being incorporated into a revised photometric model (Young et al., 2021). Comet P/Holmes observations presented an opportunity to cross-calibrate SOHO/SWAN (Pryor et al., 2013).

1.2. SORCE

The operation of the SORCE spacecraft is described in detail by Woods et al. (2021), but a few elements that are particularly relevant to the SOLSTICE data record are summarized here. Spacecraft-battery performance is crucial to the success of every mission, and the degradation of SORCE’s batteries over its operational lifetime forced many changes to SOLSTICE’s observations and its data-processing algorithms.

The loss of battery capacity after the first few years of operation required that instruments be switched off during the eclipse portion of the orbit. SOLSTICE A began power cycling during eclipse in 2008, followed by SOLSTICE B in 2010. The loss of the eclipse observations meant the end of stellar-irradiance measurements until very late in the mission (Section 3.2.1).

Additionally, there were two time periods when the loss of battery capacity caused the spacecraft to enter safe mode. The first was a six-week period at the end of 2011. The more important event started in mid-2013 and lasted until early 2014. During this spacecraft emergency, the flight software was reconfigured and the spacecraft began the Day Only Operation (DO-Op) mode. All instrument commanding was changed. The changes to each mode of data collection are described in the appropriate subsection.

2. In-Flight Operation

This section describes the routine and non-routine operation of the SOLSTICE instrument during the seventeen-year mission. The primary data product was a daily average spectrum of the disk-integrated irradiance corrected to 1 AU. This spectrum was published with the
full spectral resolution of the instrument (0.1 nm, sampled every 0.025 nm) as well as a version binned to 1-nm intervals. This daily average with all corrections is referred to as Level 3 (L3) and is available on the LASP Interactive Solar Irradiance Datacenter (LISIRD: lasp.colorado.edu/lisird/) as well as from the NASA archive (acdisc.gesdisc.eosdis.nasa.gov/data/SORCE_Level3/SOR3SOLFUVD.018/). These data products are described more fully in Section 2.2.

2.1. Overview of Observations

Routine operations of the two SOLSTICE instruments began after a two-month commissioning phase. The full dataset begins in April 2003. During the primary mission, the two spectrometers (SOLSTICE A and B) would each measure SSI on nearly every orbit, with SOLSTICE A observing the MUV channel and SOLSTICE B scanning the FUV. In this way, the full spectral range was captured on each orbit. Once per week, the two spectrometers made cross-calibration measurements of both channels on a single orbit. Later in the mission, this cross-calibration was performed every day.

The spectral resolution of each channel was nearly the same (0.1 and 0.09 nm, McClotck, Snow, and Woods, 2005 (Table 1)). A normal spectral scan sampled the spectrum at standard grating-drive angular positions every 0.03 nm. Due to the difference in responsivity, the integration time in the FUV was 1.0 second and the MUV integration time was 0.5 second. Figure 5 of McClintock, Snow, and Woods (2005) shows the absolute responsivity of the different configurations for both spectrometers.

A typical day included Normal spectral scans (Section 2.1.1) on the majority of orbits. One orbit each day was devoted to wavelength calibration, and two orbits were devoted to thermal calibration. The wavelength calibration involved a repeating spectral scan over a small range (Section 2.1.2), while the thermal calibration was performed at a fixed wavelength for the entire orbit to measure the change in detector gain as a function of temperature.

2.1.1. Normal Spectral Scans

The most common mode for SOLSTICE to measure the solar spectrum is referred to as a Normal scan. The algorithm for determining the wavelength from the grating angle has been updated since McClintock, Rottman, and Woods (2005), and it is described in Section 3.3.1. The FUV Normal scan begins at about 113 nm and extends to 192 nm. The MUV Normal scans run from 155 to 317 nm. These scan ranges extend to the edges of the responsivity for each channel, and they allow for a large overlap between the two. The public data products go from 115 – 180 nm for the FUV and 180 – 310 nm for the MUV. The small regions at short and long wavelengths do not have sufficient signal-to-noise ratio to warrant publication. Figure 1 shows a typical daily spectrum.

After the spacecraft emergency in 2013 (Woods et al., 2021), instrument operations were dramatically altered for SOLSTICE. Instead of orbits consisting of several types of scans and calibration activities with SOLSTICE A dedicated to MUV observations and SOLSTICE B dedicated to the FUV, both A and B ran identical activity plans each orbit. This new activity consisted of a spectral scan with a reduced integration time (from 1000 down to 500 ms for FUV, and from 500 down to 200 ms for MUV) followed by a short interval of wavelength calibration scans (see Section 2.1.2 for descriptions of these wavelength calibrations). The observing strategy would ensure that in any orbit with 20+ minutes of Tracking and Data Relay Satellite System (TDRS) contact for data download, we would get a full spectrum plus the wavelength-calibration scans. Both instruments observed in the same FUV/MUV mode.
and then switched to the other mode on the following orbit. The data volume was greatly reduced compared to the prime mission, but all requirements for creating a valid Level 3 spectrum each day were met.

2.1.2. Wavelength Calibration Scans

The wavelength-calibration orbits consisted of repeated measurements of one spectral feature. In the FUV, the Lyman α line (121.6 nm) was repeatedly scanned with a repeat cadence of about one minute. These Lyman α scans are now available as a separate data product from the SORCE web page: lasp.colorado.edu/home/sorce/data/. Initial results of these calibration observations have been included in several publications on solar flares (Woods et al., 2004; Milligan and Chamberlin, 2016) as well as a study on exospheric hydrogen (Pierrat, Snow, and Machol, 2016). The SUMER Lyman α line profile was convolved with the SOLSTICE instrument profile to calibrate the high-resolution model of Kretzschmar, Snow, and Curdt (2018). A detailed description of the data product and additional scientific results is in preparation.

In the MUV, the chosen spectral region was the Mg II doublet near 280 nm (Snow et al., 2005b). In the first few years of operation, the MUV repeat cadence was about 2.5 minutes. An observation of a strong flare with the instrument in this high-cadence mode (Woods et al., 2004) showed that such Mg II observations have scientific merit. As described by Snow and McClintock (2005) and Snow et al. (2009), the variations in the Mg II cores warranted higher cadence observations than the 2.5-minute scan. The daily wavelength-calibration scan was modified to repeat the core measurement every 45 seconds. The wing reference irradiance was measured at the beginning and end of these orbits, but the majority of the time was spent scanning only the emission cores.

2.2. Data Products

The data-processing system takes advantage of the oversampling to create the primary data product from the SOLSTICE instrument. All of the spectral scans from each 24-hour period are aggregated and fitted with a high-order basis spline function. There are now two versions of the L3 data product, both derived from this spline fitting. The full-resolution spectrum...
evaluates the spline function on a uniform wavelength grid with a spacing of 0.025 nm (Snow and Elliott, 2021; Snow et al., 2021). These higher-resolution data were used to create new SSI models (Chamberlin et al., 2020), and they have been used extensively in planetary-atmosphere analysis (Roth et al., 2021; Molyneux et al., 2020; Jessup et al., 2020, 2015; Cunningham et al., 2015).

The 1-nm-binned data product is derived from a numerical integration of the spline function over 1-nm intervals. Figure 2 shows the Level 2 data used in the spline fitting, the high-resolution L3 data product and the standard 1-nm data for a small region of the FUV (left) and MUV (right) spectrum. For wavelength regions with narrow features, the high-resolution L3 allows a much more detailed analysis of the spectrum. Both L3 data products are available on a daily basis for the entire SORCE mission in both channels. The integration over 1-nm intervals is the same algorithm used for the previous SOLSTICE onboard the Upper Atmosphere Research Satellite (UARS: Rottman, Woods, and Sparn, 1993). Daily 1-nm irradiances from the two missions can therefore be directly compared.

The data are available on the SORCE web page lasp.colorado.edu/home/sorce/data. The 1-nm data file is available as an IDL save file and as an ASCII text file. The irradiance uncertainty is the root-sum-squared (RSS) combination of the calibration uncertainty (McClintock, Snow, and Woods, 2005) and the repeatability (Taylor and Kyuatt, 2001). Since there are many samples in each 1-nm interval during a 24-hour period, the statistical uncertainty is small, and the total uncertainty is dominated by the calibration uncertainty. The calibration uncertainty includes both preflight absolute calibration and uncertainty in the degradation correction.

The full-resolution data product is available in NetCDF format. In order to keep the file size manageable, the data are split into yearly files, each about 50 MB. The full-resolution data include two uncertainty estimates; one is the combined uncertainty (calibration and measurement), and the other is the measurement uncertainty alone, i.e. repeatability. The uncertainty in degradation correction is time-dependent, and it is therefore much more complicated. Section 4 discusses irradiance uncertainty in more detail.

---

**Figure 2** SOLSTICE data-product comparison. This small wavelength range shows the Level 2 data from the FUV channel (left) and the MUV channel (right). The small open circles are the fully corrected Level 2 irradiance data gathered during the 24-hour period on 1 January 2004. The filled diamonds show the irradiances from the new full-resolution data product. It was produced on a regular 0.025 nm wavelength grid. For comparison, the standard 1-nm-binned L3 data product is shown in red.
3. In-Flight Calibration

As described by McClintock, Snow, and Woods (2005), SOLSTICE was carefully calibrated before launch. The plan to maintain this calibration on orbit through observations of standard stars and relative measurements across the instrument’s field-of-view (FOV) is fully described by Snow et al. (2005a). These two methods are briefly revisited in Section 3.1. As the mission progressed, operational constraints required modifications to these observation plans. The new algorithms and observations are described in Section 3.2.

3.1. Calibrations During the Primary Mission

3.1.1. Stellar Fixed Wavelength Observations

The primary means of maintaining SOLSTICE’s calibration on-orbit was by observing of bright early-type stars (McClintock, Rottman, and Woods, 2005; Snow et al., 2005a). During the eclipse portion of every orbit, the instrument configuration was changed from solar to stellar. This involved swapping entrance and exit slits, removing the MUV neutral-density filters and taking longer integrations. Over time, the observing plan cycled among an ensemble of stars, taking measurements at fixed wavelength positions. Figures 5 and 6 of Snow et al. (2005a) show the wavelengths used in the stellar calibrations. Snow et al. (2005a) was published early in the SORCE mission, so the time series shown in Figures 11 and 12 of that article show a limited time range. Figures 3 and 4 shown here are typical stellar irradiance time series over the mission. These wavelengths were chosen from the middle of each channel’s wavelength range and are typical for all wavelengths in the two observing modes.

The four panels of Figures 3 and 4 are as follows: The upper-left panel shows the uncorrected stellar irradiances at this wavelength. The spectral resolution of SOLSTICE in stellar mode is about 1 nm in the FUV and 2 nm in the MUV (McClintock, Snow, and Woods, 2005). The primary assumption of the SOLSTICE technique is that the stellar irradiance is constant, so that any measured changes observed in the stellar signals are due to instrument degradation (Snow et al., 2005a). The degradation rate is assumed to be the same for each star. A least-squares fit is done on the ensemble of stellar measurements using MPFIT (Markwardt, 2009) where each star’s apparent magnitude is a free parameter $[A_0]$ but there is one set of time constants $[\beta$ and $\tau]$ that apply to all. The degradation function is assumed to be a simple exponential:

$$d(t) = A_0(1 - \beta e^{-t/\tau}). \quad (1)$$

$t$ is the time since launch, and the degradation factor $d$ is unity at $t = 0$ since each star’s irradiance is normalized by $A_0$. $\tau$ and $\beta$ are fitting parameters describing the decay time constant and asymptote of the exponential function (Snow et al., 2005a).

The lower-left panel of Figure 3 shows the stellar data after normalization, the best-fit line (solid), and the 1-σ uncertainty $(k = 1)$ envelope on this fit. The uncertainty in the fit can be interpreted as one component of the uncertainty in the long-term degradation correction. The uncertainty in the degradation fit at the measured wavelength grows at about 0.2% per year. It is not a strong function of wavelength. The uncertainties are discussed in more detail in Section 4.

The upper-right panel is the histogram of the residuals after applying the degradation correction to the stellar irradiances. The smooth curve is a Gaussian fit to the histogram, and the reduced $\chi^2_v$ is determined from the deviation from this model. At each wavelength, $\chi^2_v$
Figure 3  Stellar observations for the FUV channel at 141.2 nm. The upper-left panel shows the uncorrected stellar irradiances in $10^4$ photons cm$^{-2}$ s$^{-1}$ nm$^{-1}$ for all stars used for the fit at this wavelength. The lower left panel shows the stellar measurements after normalization and curve fitting. The solid line shows the best fit exponential, and the two dashed lines show the $k = 1$ uncertainty envelope for the fit. The upper-right panel shows the histogram of residuals for the best fit. The table in the lower right is the legend for the two time series, showing the symbol, the name of each star, and the average count rate at this wavelength.

is of order unity, indicating that there is no need to reject the assumption that the residuals are normally distributed. We interpret this result as confirmation that our exponential model for the degradation (Equation 1) is a good representation of the trends in the stellar data.

Below the histogram, the names of the stars used at that wavelength are identified by plot symbol, and the average count rate is given. Stars with lower count rates were observed for many one-second integrations, so that each stellar observation had about a 1% statistical uncertainty (Snow et al., 2005a).

Two differences between the FUV and MUV stellar observations are important to notice: First, many fewer stars are used in the MUV fit. Not as many program stars are bright in the MUV. Second, the rate of degradation between the two channels is significantly different. The MUV channel degraded at a much slower rate than the FUV channel. It should be noted that the stellar observations stopped in 2010 due to spacecraft-battery degradation (Woods et al., 2021). The exponential functions from the first six years had leveled out for all wavelengths, so these functions were extrapolated to the end of the mission.

In addition to fixed-wavelength observations at a limited number of wavelengths, SOLSTICE also made continuous stellar spectral scans (Snow et al., 2013a). These scans were useful for astronomical instrument cross calibrations as mentioned in Section 1.1, but they were also critical in validating the late-mission degradation that is described in Section 3.2.1.
Figure 4  Stellar observations for the MUV channel at 250.8 nm. The upper-left panel shows the uncorrected stellar irradiances in $10^4$ photons cm$^{-2}$ s$^{-1}$ nm$^{-1}$ for all stars used for the fit at this wavelength. The lower-left panel shows the stellar measurements after normalization and curve fitting. The solid line shows the best-fit exponential, and the two dashed lines show the $k = 1$ uncertainty envelope for the fit. The upper-right panel shows the histogram of residuals to the best fit. The table in the lower right is the legend for the two time series, showing the symbol, the name of each star, and the average count rate at this wavelength.

3.1.2. Field-of-View Observations

In addition to observations of bright stars, the SOLSTICE technique requires a relative measurement of the responsivity over the FOV (Snow et al., 2005a). The stellar-observing configuration uses a collimated beam of starlight that exposes the optics differently than the diverging beam of sunlight. Harsh sunlight degrades a relatively small spot on the primary mirror, and there is a pristine, larger, circular region that sees only starlight. The ratio between these two zones is a multiplicative factor in the degradation term of the solar-irradiance measurement equation.

During the primary mission, the measurement of the degradation of the larger circular region was made by slewing the spacecraft and letting the Sun cross the stellar FOV (Snow et al., 2005a). Figure 5 shows the signal as a function of slew angle in the cross-dispersion direction for a typical observation. The shaded region shows the portion of the FOV that is normally exposed to sunlight. As the slew angle increases in either direction, the solar image is vignetted by the internal baffles and the signal drops to zero. The FOV measurement is the ratio of the signal at the shoulders of edge of the plateau to the signal at the center (Snow et al., 2005a).
Figure 5  Example field-of-view measurement. The instrument observed at a fixed grating position while the spacecraft slewed across the Sun. The shaded region shows the portion of the FOV that is normally exposed to sunlight.

Figure 6  Field-of-view measurements of the primary mission derived from weekly cruciform scans. Measurements later in the mission (from 2007 onwards) had smaller random errors due to better wavelength information. The wavelength shown in the left panel was observed starting at the beginning of the mission. The wavelength shown on the right was added later and extrapolated up to launch. The normalization of the data is discussed in the text in Sections 3.1.2 and 3.2.2.

These observations were made at four wavelengths in each channel at the beginning of the SORCE mission. Once it became clear that the FOV correction was a significant contribution to the total degradation correction for the MUV, an additional four wavelengths were added to the planning software. One orbit per week was devoted to solar slews in the spacecraft yaw and pitch directions. A different wavelength was chosen each week so that the observation cycle would repeat every eight weeks. Figure 6 shows the time series of the FOV correction for two wavelengths. The left panel shows a wavelength observed since the start of the mission. The right panel shows a wavelength that was added later.

As described by Snow et al. (2005a), the center of the FOV was somewhat degraded during ground calibration, so all results are normalized to the first on-orbit measurements. For wavelengths that were added partway through the mission, extrapolating back to the beginning introduces some additional uncertainty in the early degradation correction. Version 18 mitigated this uncertainty with a new algorithm (Section 3.2.2).

One additional algorithm change that is relevant to this section was the change from commanding a fixed grating position during the spacecraft slew to commanding a spectral scan with a high repetition cadence. The wavelength range was kept small so that the same
wavelengths would be resampled many times throughout the maneuver. One of the sources of uncertainty in these FOV observations was that the exact wavelength sampled could be different from week to week (Snow et al., 2005a). Another source of uncertainty was that the wavelength scale shifted as a function of angle. Depending on the local spectral shape, the irradiance could go up or down due to small changes in the observed wavelength. Changing to a small spectral scan allowed us to correct for this wavelength shift. The reduction in uncertainty for each weekly measurement can be seen in the left panel of Figure 6. The data for the observations before 2007 have a much larger scatter than the later observations.

An important consideration is that the FOV correction was not as significant for the FUV channel. The FUV stellar observations showed a degradation of up to 15% due to detector fatigue. Changes to the FOV correction were of the order of 1 – 2% above 170 nm, and even less at shorter wavelengths. The analysis of the 170 – 180 nm range of the FUV channel is still ongoing and will be part of a Solar Irradiance Science Team project.

3.2. Changes to Calibration Observations and Degradation Model During Day Only Operation (DO-Op) Mode

Calibration measurements in the Day Only Operation (DO-Op) period needed to be changed to meet the new operational constraints. Battery degradation had forced the SOLSTICE instruments to be powered off during eclipse starting in 2008, and spacecraft commanding had to be greatly simplified after the spacecraft emergency in 2013 (Woods et al., 2021). The measurements described by Snow et al. (2005a) for stellar and FOV had to be reconfigured. Sections 3.2.1 and 3.2.2 describe the new observing sequences.

3.2.1. DO-Op Stellar Observations

After an entrance-aperture anomaly on SOLSTICE A at the beginning of 2006 (Snow et al., 2021), all stellar measurements fell to SOLSTICE B only. SOLSTICE A was able to continue to make dark measurements during the eclipse between 2006 and 2008, but not stellar-irradiance observations. The eclipse portion of every orbit was devoted to stellar and dark-sky observations. However, the spacecraft’s batteries began to degrade. To keep the mission going, the science instruments had to be powered off during eclipses starting in 2009 (Woods et al., 2021). Without eclipse operations, we could not make stellar-irradiance observations. The degradation correction derived from the first six years of stellar measurements was extrapolated to the end of the mission.

In order to validate that the extrapolation was reasonable, late in the mission we were able to execute a few stellar observations during the daylight part of the spacecraft orbit. The constraints on selecting a stellar target were that the angular distance from the Sun had to be at least 20° but not more than 30°. The first criterion was to keep the sunlight out of the FOV entirely, and the second criterion was to keep the solar panels illuminated. The low battery capacity needed to be fully restored every orbit, so the loss of sunlight on the solar panels needed to be minimized. Therefore, there was a ten-degree wide annulus around the Sun that would allow DO-Op stellar observations.

With these observing constraints, there were very few opportunities for stellar observations. In fact, we were only able to make stellar measurements in DO-Op mode twice. So we needed to maximize the scientific benefit. Since the MUV degradation curves were very shallow compared to the FUV curve, we observed only the FUV. Rather than cycle through the 18 fixed-wavelength points of the FUV stellar observing plan (Snow et al., 2005a), we instead commanded a continuous stellar spectral scan. Stellar spectral scans had also been
performed during the primary mission (Snow et al., 2013a) so that the late-mission observations could be directly compared. \( \alpha \) Virgo was chosen as the primary stellar target for DO-Op observations, because it is bright and its location in the sky was compatible with the angular requirements.

Figure 7 shows the apparent brightness of \( \alpha \) Virgo near 136 nm as a function of time. The red dots are the fixed-wavelength observations from the primary mission. The curve is the exponential fit through the fixed-wavelength observations. The black-diamond symbols show the observations from stellar scans, both during the main mission and during DO-Op mode. The statistical uncertainty in each of the stellar scans is lower than in the fixed-wavelength observations due to fewer integrations at each wavelength dwell (Snow et al., 2005a).

The DO-Op stellar measurements are consistent with the extrapolated degradation curve. There are not enough measurements to warrant rejecting the fit from the primary-mission data. The exponential curves at each wavelength in the later part of the mission have small slopes, indicating that the rate of degradation had slowed after the first few years of operation. The stellar component of the Version 18 degradation function is the same function that had been used in the data versions since the end of the primary mission in 2008.

An additional means of validating the SOLSTICE FUV degradation was a rocket underflight of Compact SOLSTICE (CSOL) in 2018 (Thiemann et al., 2022). This small instrument was designed to provide an end-of-mission calibration for SOLSTICE, since stellar observations were a challenge. The rocket flight did provide a FUV spectrum, but an operational anomaly caused the MUV spectrum to be overexposed and saturated the detector. CSOL will be launched again on the INSPIREsat-3 mission in 2022 (Thiemann et al., 2022).

Lyman \( \alpha \) irradiance measurements from the GOES-R series Extreme ultraviolet and X-ray Sensor (EXIS) instruments (GOES-16 and GOES-17) agreed with SOLSTICE (Machol et al., 2020) to within a few percent at first light. The degradation corrections after launch used SOLSTICE trending, so no comparison of the long-term trends between instruments is useful.

### 3.2.2. DO-Op Field-of-View Correction

The other major algorithm change mandated by the DO-Op mode was to the FOV observations. Weekly cruciform slews could no longer be commanded, so an alternative means of
measuring the FOV degradation was required. Our solution was to make a single offpoint from the solar boresight to 26 arcminutes away. The drawback of not sampling the entire FOV was more than made up for by the advantage of a long dwell time at the offpoint. Instead of asynchronously making a small wavelength scan during the slew, the instrument could now make a spectral scan of the entire MUV wavelength range. We gained FOV information at every wavelength, not just at four or eight selected wavelengths.

As discussed by Snow et al. (2005a) and Section 3.1.2, the preflight shape of the FOV was not well measured, and the relative measurements taken in flight were all normalized to make the correction unity at the beginning of the mission. Figure 8 shows the time series of FOV measurements for one wavelength. The red circles and the red curve are the data shown in the left panel of Figure 6. The blue points are the data measured with the DO-Op offpoint maneuver. The slope of the DO-Op data was not consistent with the primary-mission observations. However, if the normalization factor for all of the primary-mission data was allowed to be a (single) free parameter in a multivariate fit for the two datasets, a single exponential fit could be determined. The green circles show the main mission data with the new normalization factor applied, and the blue curve is the final FOV degradation function for this wavelength.

As discussed in Section 5.4, one of the areas of disagreement between SOLSTICE and other irradiance measurements and models was the steep decrease in the MUV during the decline of Solar Cycle 23. The renormalization of the primary-mission FOV measurements to align with the DO-Op FOV measurements steepens the early-mission degradation curve, thus reducing the decline of SSI during that part of the mission.

Figure 9 shows the tremendous gain in information about the FOV correction as a function of wavelength due to replacing the eight individual wavelengths with a spectral scan. Previous measurements at 230 nm, 250 nm, and 270 nm completely missed the features in between. Without the DO-Op version of the FOV measurement, we would have never solved the mystery of the anomalous solar-cycle variations in the MUV channel.

The other region of significant disagreement between the primary-mission cruciform scans and the DO-Op offpoint is for wavelengths longer than 280 nm. The DO-Op data show much more degradation than the extrapolation of the cruciform time series. There is a gap of several years between the end of the cruciform observations and the beginning of

![Figure 8](image-url)
the DO-Op offpoints, as shown in Figure 8. The SSI at those wavelengths in earlier versions of the SOLSTICE data showed a steady decline with time that was not consistent with the energy input to the atmosphere (Ermolli et al., 2013). Therefore, we made the decision to adopt the DO-Op measurement of the FOV degradation instead of the extrapolated cruciform trend.

The additional information as a function of wavelength from the DO-Op FOV measurements was also used to better inform the shape of the degradation surface during the primary mission. Rather than just linearly interpolating between observed wavelengths, as was done prior to Version 17, the shape shown in Figure 9 was propagated back to the beginning of the mission in the Version 18 data product.

### 3.3. Additional Algorithm Changes During the SORCE Mission

Spacecraft operations over the long, seventeen-year mission forced many changes to the algorithms described by McClintock, Rottman, and Woods (2005), McClintock, Snow, and Woods (2005), and the preflight Algorithm Theoretical Basis Document [disc.gsfc.nasa.gov/information/documents?title=SORCE Mission Preservation Documents](https://disc.gsfc.nasa.gov/information/documents?title=SORCE Mission Preservation Documents). This section describes the changed algorithms that had the largest impact on the final data products. There are also many other smaller algorithm improvements described in the SOLSTICE updated ATBD (Snow et al., 2021) and version release notes (Snow and Elliott, 2021). The ATBD includes short-term corrections for the SOLSTICE A entrance-aperture anomaly in 2006, SOLSTICE B aperture events in 2006, and transition to the DO-Op mode in 2014, as well as updates to the thermal model, detector dead time, filter transmission, and DO-Op exposure time. It also includes a description of the architecture of the data-processing system.

#### 3.3.1. Wavelength Scale

The step size of a normal scan is as described by McClintock, Snow, and Woods (2005), i.e. 33% of the solar-mode spectral bandpass. Equation 27 of that article (the grating equation) shows the conversion of grating position to wavelength for the solar mode; however, this relationship does not take into account Doppler shifts due to the orbital motion of the spacecraft. These Doppler shifts can be as large as one-third of a grating step. The final algorithm
uses the spacecraft velocity vector throughout the orbit to shift each sample to the correct wavelength. Figure 10 shows the result of the Doppler correction for a series of many observations over the same wavelength range throughout an orbit. Taking the Doppler shifts into account, the wavelength sampling over the course of a day is much better than the 33% of the spectral bandpass for a single scan.

### 3.3.2. South Atlantic Anomaly

The photomultiplier tubes used as detectors in the SOLSTICE instrument are sensitive to high-energy particles such as those in the Earth’s radiation belts. The South Atlantic Anomaly (SAA: Pavón-Carrasco and De Santis, 2016) is a region where the radiation belts dip down to lower altitudes, intersecting the orbit of SORCE. The original method for removing contamination from the SAA was to use a static geographic map to identify observations that might be corrupted and remove them from the data-processing stream. This was the algorithm for correcting UARS/SOLSTICE data, and in fact the same static map was planned for use by SORCE/SOLSTICE. Continued observations of the SAA determined that it was not a static geomagnetic feature and that a more dynamic means of detecting it would be appropriate. The design of SORCE/SOLSTICE uses one observing (active) channel at a time for irradiance measurements. The other (inactive) channel is read out at the same time. Since the optical chain sends light to only one channel at a time, the inactive channel’s counts are the result of the dark count rate and particle hits. Figure 11 shows a map of the historical SAA region and measurements of the inactive channel during the eclipse portion of the SORCE orbit for two weeks in 2003. The data are plotted in geomagnetic coordinates.

The elevated background level is clearly visible with background counts rising from order unity to many thousands. The red diamond shows the estimated center of the SAA based on these measurements. The evolution of the SAA seen in these SOLSTICE measurements shows that the center moving westward at about 0.33° year⁻¹ and northward about 0.16° year⁻¹.

The revised algorithm for SORCE/SOLSTICE uses the background level of the inactive channel to flag corrupted integrations. The primary advantage of using the inactive channel is that it is a real-time measurement of the particle background and does not depend on the SAA remaining within a static geographic region. The full description of the SAA analysis
Figure 11 Background count rates from the inactive channel during eclipse observations over a two-week period in 2003. The original (static) boundary of the SAA is indicated by the black line, and the center of the SAA is shown by the red diamond. The data are plotted in geomagnetic coordinates.

will be published in a future article. Initial results were presented by O’Connor and Snow (2011).

3.3.3. Dark Counts

The algorithm for measuring the detector dark counts has also been changed since the article by Snow et al. (2005a). Originally, dark counts were measured during special stellar observations of star-free regions of the sky. These measurements were then averaged and fit with a spline curve in time (cf. Figure 4 of Snow et al. (2005a)).

The FUV detectors showed a low dark rate (a few per second) consistent with preflight measurements. The FUV dark count rate remained unchanged throughout the mission. As described by Snow et al. (2005a), the MUV dark rate was much higher on orbit than was seen in preflight testing. The detector dark count rate in the MUV channels of both instruments was found to be slowly increasing over the first several years of the mission, reaching a plateau in 2009. The MUV dark rate remained relatively constant for the remaining decade of the mission, so that the dark rate was not a simple function of solar activity. The physical cause of these changes in the dark count rate is still unknown.

Degradation of the spacecraft’s batteries led to the cessation of all routine eclipse observations in 2009, so an alternative method of monitoring the dark count rate was needed. The new algorithm uses the inactive-channel measurements described in Section 3.3.2 rather than eclipse observations. Up to 2010, a cross-calibration observation sequence known as “AB-Comparison” consisted of simultaneous scans in both FUV and MUV mode for both SOLSTICE A and SOLSTICE B. The purpose of these simultaneous observations of the Sun is to allow us to transfer the calibration from one instrument to the other. AB-Comparison experiments were performed weekly from launch until 2010, when the cadence was increased to daily. So an inactive-channel measurement of the dark rate was made for each
instrument in solar mode at least once per week for the entire mission. Figure 12 shows the eclipse dark-region measurements in black and the inactive-channel dark rate measurements in blue for the first half of the mission. Both types of dark-rate measurements are consistent during the time period when eclipse measurements were possible.

3.3.4. 1-AU Correction

The standard irradiance data products from SORCE/SOLSTICE are all corrected to the average Sun–Earth distance, i.e. to 1 astronomical unit [AU]. This correction removes the $1/R^2$ effect due to the eccentricity of the Earth’s orbit. The 3% variation in the Sun–Earth distance produces a 6% change in irradiance.

Figure 13 shows an additional annual oscillation visible in the data products up to data processing Version 14. In addition to the $1/R^2$ effect, the apparent size of the Sun increases and decreases, thus exposing a slightly different area on the primary mirror. When the distance is smaller, the Sun illuminates some of the less-degraded parts of the optics, thus increasing the measured signal. Using the shape of the responsivity as a function of angle (Figure 5), we can estimate the magnitude of increased or decreased responsivity relative to the average. Removing this “second order” 1-AU correction produces the time series shown in red in Figure 13. Data versions from 15 onwards have this correction applied. The wavelength shown in Figure 13 was chosen because it has a very low solar variability, so the annual effect stands out. The solar-cycle variation at this wavelength is about 1.5% so a 0.1% correction is quite apparent. The solar-cycle trend in the V18 data product at this wavelength is not statistically significant, as discussed in Section 4. Figure 13 also clearly shows the six-month gap in the data in 2013 due to the spacecraft safe hold that led to the DO-Op mode of operation (Section 3.2).

4. Uncertainty Estimates

Estimating the uncertainty in SOLSTICE measurements is crucial to the scientific usefulness of the data record. Some sources of random uncertainty are very easy to estimate, such as the statistical uncertainty of a daily mean irradiance. The preflight systematic uncertainties
Figure 13 Example of a 1-nm time series from the MUV wavelength range showing the impact of the revised 1-AU correction. Without the revision, there was a distinct annual cycle. Note that this correction does not change the long-term degradation correction. The gap in observations for six months in 2013 is described in Section 3.2.

Figure 14 Degradation rates determined from stellar observations. The stars were observed from 2003 to 2009. The degradation as a function of wavelength at the end of each year are shown. Error bars are included only for the final year’s curve for clarity.

were all carefully analyzed and documented by McClintock, Snow, and Woods (2005). The challenge is in estimating the uncertainty in the degradation correction as a function of both time and wavelength. Figure 14 shows the degradation estimated by stellar measurements over the first six years of the SORCE mission. One curve per year is plotted, with the wavelengths where stellar irradiance is measured indicated by symbols. For clarity, the uncertainty of the curve is plotted as an error bars for the final year only. The curves are largely constant with wavelength, except for the shortest and longest. The stellar signals at these two extremes are low, so the correction for the dark-count rate is fractionally much larger. The systematic uncertainty at the long-wavelength end of the MUV is particularly difficult to estimate because of the low signal-to-noise ratio in both the solar and stellar measurements. The fits of the stellar-degradation curves show very little trend that is statistically significant. The redesign of the SOLSTICE instrument from its UARS predecessor did improve the MUV stellar signals with the removal of the neutral-density filters (McClintock, Rottman, and Woods, 2005), but the stellar signals were still too low to confidently detect a trend of about 1% over six years. The average fractional uncertainty in the stellar-degradation correction is 0.13% year$^{-1}$ in the FUV and 0.10% year$^{-1}$ in the MUV.
Table 1 gives a summary of the sources of uncertainty in the SOLSTICE MUV long-term trend. The uncertainty in the degradation correction is determined by the uncertainty in the parameters of the exponential fits to the stellar and FOV observations. The MUV irradiances have an additional source of uncertainty from the cross-calibration of SOLSTICE B to SOLSTICE A due to an entrance-aperture anomaly (Snow et al., 2021). The formal uncertainty in these components yields a combined trend uncertainty of about 0.3% per year. The uncertainties are not strong functions of wavelength, so to first order they can be taken to be independent of wavelength. In the FUV, we apply only the stellar correction, which has a stability uncertainty of about 0.13% per year.

The correction for instrument and spacecraft anomalies described in the ATBD (Snow et al., 2021) add to the measurement uncertainty when comparing data before and after events. These additional uncertainties due to anomalies are included in the L3 data products. Stability uncertainty is not explicitly included in the L3 data files, since the uncertainty applies to comparisons made between two dates chosen by the user. Uncertainty in SSI variability \[ \frac{E_1}{E_2} - 1 \] would be the RSS of the measurement uncertainties for the two irradiances and the stability uncertainty. These three sources of error are independent, so they can be added in quadrature. The stability uncertainty is the dominant source of uncertainty for time periods longer than a year. The stability requirement for SOLSTICE in the original ATBD was 0.5% per year, so we meet this goal at all wavelengths.

5. Comparison to Other Datasets

One way of validating the SOLSTICE irradiance dataset is by comparison to independent SSI measurements. Some SSI datasets are cross-calibrated with SOLSTICE (e.g. Thiemann et al., 2019; Evans et al., 2010), so they do not allow validation of the SOLSTICE technique. Fortunately, there are a few simultaneous independent observations of SSI available for comparison of the MUV. In this section we show ratios on the absolute scale for two spacecraft. We also compare variability estimates for one broadband measurement and one empirical model.

5.1. PREMOS

The PREcision Monitoring Sensor (PREMOS: Cessateur et al., 2016) onboard the Picard mission (Thuillier et al., 2006) had several filter-radiometers to measure SSI. Picard operated from 2010 to 2014, so there is enough overlap in observations to compare long-term trends. Three of the wavelength bandpasses overlapped SOLSTICE: 210, 215, and 266 nm. The 215 nm channel had a FWHM of 10 nm, while the 210 and 266 nm channels had a wider FWHM of 20 nm. The PREMOS team was uncertain about degradation of their UV filters...
prior to launch, so they adopted the SOLSTICE calibration for their absolute scale (Schmutz et al., 2009; Cessateur et al., 2016). We have therefore normalized the two SSI datasets for comparison. We have convolved the 1 nm L3 Version 18 data product with the PREMOS bandpass. We have also taken the daily median value from the PREMOS dataset. Figure 15 (left) shows the normalized time series for the 215 nm channel and the SOLSTICE spectrum after convolution with the PREMOS bandpass. Solar variation on the rotational time scales are clearly visible and well matched in the two datasets.

The 215-nm channel used a backup detector head with a lower duty cycle to correct for long-term degradation. However, the 210- and 268-nm channels of PREMOS maintained their calibration relative to the 215-nm channel via correlation with the 215-nm observations and scaling by solar proxies (Cessateur et al., 2016). Therefore, these two channels do not provide independent validation of SOLSTICE long-term trending, and we limit comparisons to the 215-nm channel. Cessateur et al. (2016) compared SOLSTICE Versions 13 and 15 with PREMOS, and we update these comparisons here with the Version 18 SOLSTICE data.

The right panel of Figure 15 shows the ratio of SOLSTICE and PREMOS during the full PREMOS mission. There is a fairly linear increase in the PREMOS/SOLSTICE ratio of about 0.5% during the first year of overlap. The ratio becomes much flatter after that. There were no operational changes on SOLSTICE that might explain a difference in the trends starting in 2011. A change in the ratio after a SORCE battery anomaly at the end of 2012 (Woods et al., 2021) is visible (about 0.3%). The trend of the ratio after that could be an indication of a small change in the SOLSTICE calibration due to the spacecraft safehold (Woods et al., 2021) that is not adequately corrected in Version 18. The solar-cycle trends during the overlap with PREMOS have varied slightly between Versions 13, 15, and 18, but all agree better than 1%. This is consistent with the estimated uncertainty of the SOLSTICE long-term trend of 0.3% year$^{-1}$.

5.2. ISS/SOLSPEC

Another independent measurement of UV SSI is from the SOLar SPECtrometer (SOLSPEC: Thuillier et al., 2009) on the International Space Station (ISS). The instrument has a long design heritage dating back to 1983 (Labs et al., 1987). All references to SOLSPEC in this
article refer to the instrument that was flown on the ISS from 2008 to 2017. It is a three-channel grating spectrometer observing 165–3080 nm (Thuillier et al., 2009). Comparison to SOLSTICE uses the UV channel. It has a spectral resolution of 1.2 nm (Thuillier et al., 2009). SOLSPEC was calibrated before flight at the Physikalisch-Technische Bundesanhalt (PTB) blackbody (Sperfeld et al., 1995, 1998). Below 220 nm, the signal from the PTB blackbody source was too low, so deuterium lamps were used to calibrate SOLSPEC in the 165–200 nm range (Thuillier et al., 2009). The uncertainties for the first-light spectrum from SOLSPEC range from 1–2% in the UV channel (Thuillier et al., 2009).

A SOLSPEC first-light reference spectrum was constructed based on the first month of operation in April 2008. Meftah et al. (2016) published the results for three spectral bands: 165–180, 180–200, and 200–242 nm. They made comparisons to the Whole Heliosphere Interval (WHI) reference spectrum (Woods et al., 2009). They found a difference of 20% in the 165–180 nm band, ≈1% in the 180–200 nm band, and about a 2% difference in 200–242 nm. The WHI spectrum in this wavelength range was created from SOLSTICE Version 9. Since the final data version for SOLSTICE is Version 18, it is worth revisiting the comparison.

Meftah et al. (2018, 2020) published updated versions of the SOLSPEC SSI spectrum. The SOLSPEC team has done a very detailed analysis of the sources of uncertainty as a function of wavelength in the UV (Bolsée et al., 2017; Meftah et al., 2018). Meftah et al. (2020) describe improvements to the SOLSPEC data-processing algorithms for the various wavelength ranges.

Figure 16 shows a comparison of SOLSTICE V18 to the SOLSPEC V2.0 spectrum. The black curve shows the ratio of the two spectra in April 2008. The SOLSPEC data were averaged over the entire month of April, while the SOLSTICE spectrum is the daily average for 5 April 2008. The Sun was very quiet during that month at solar minimum, so selecting any day in April would yield a similar result. The SOLSPEC team averaged over a month to increase the signal-to-noise ratio of that initial spectrum. The two spectra were smoothed to 1-nm resolution before taking the ratio. The red curves indicate the uncertainty envelope for the ratio. In this wavelength range, the SOLSTICE uncertainty is roughly 4% taking into account preflight uncertainty and five years of degradation uncertainty. The SOLSPEC uncertainty is from Meftah et al. (2020). The two uncertainties are independent above 180 nm, so they can be added in quadrature.

It should be noted that Meftah et al. (2020) do not provide an uncertainty for wavelengths below 180 nm because the authors recalibrated their spectrum in this wavelength range to match SOLSTICE. So, the combined uncertainty is just the 4% SOLSTICE uncertainty for 165–180 nm. For longer wavelengths, the two spectra agree within their 1-σ uncertainties.

5.3. TSIS-1 and SORCE SIM

Two additional instruments made overlapping measurements with SOLSTICE. There is a Spectral Irradiance Monitor (SIM) onboard SORCE (Harder et al., 2005) and a similar instrument on the Total and Spectral Irradiance Sensors-1 (TSIS-1) mission onboard the ISS (Richard et al., 2020). These two instruments are prism spectrometers with many shared design elements, so the comparisons with both instruments are merged into a single section here.

Both instruments use cycling between redundant channels to monitor long-term degradation. SORCE/SIM has only two redundant channels, while TSIS-1/SIM has three. Both instruments overlap with SOLSTICE in the MUV wavelength range. SORCE/SIM’s accurate measurement range includes 240–310 nm, while TSIS-1/SIM extends this range down to 200 nm.
Figure 16  Ratio of SOLSPEC V2.0 spectrum to SOLSTICE V18 for April 2008. The black curve shows the ratio of the two spectra, and the red curves show the upper and lower 1-σ uncertainty bounds for the ratio. The 165 – 180 nm range has been rescaled to match SOLSTICE (Meflah et al., 2020) so that the ratio is unity and the uncertainty is due to SOLSTICE alone.

Figure 17  Ratio of TSIS-1/SIM (blue) and SORCE/SIM (red) to SOLSTICE for 1 April 2018. The uncertainty in the stability of SOLSTICE after fifteen years in orbit is about ±5%, so this ratio is within the 1-σ error band. Figure 17 shows the ratio of SOLSTICE observations on 1 April 2018 to those from TSIS-1 and SORCE SIM. This date was chosen near the beginning of TSIS-1 operations, when little degradation was expected. The L3 high-resolution SOLSTICE spectrum was convolved with the SIM instrument profile using the IDL procedure on the TSIS-1 web page: lasp.colorado.edu/home/tsis/data/ssi-data/. The agreement is well within the uncertainty of the SOLSTICE stability. Recall that this comparison is fifteen years into the SORCE mission, and the SOLSTICE trend uncertainty alone is 0.3% year⁻¹. Therefore the 1-σ uncertainty for SOLSTICE alone is about 5%.

The analysis of the detailed wavelength structure of this comparison will be part of an ongoing SIST-3 project. The upward trend from 200 – 240 nm and the down–up shape from 240 – 270 nm in the ratio have corresponding shapes in Figure 9. It is certainly suggestive of a systematic error in the SOLSTICE FOV correction, and it will also be investigated by NASA’s Solar Irradiance Science Team-3 (SIST-3) program.

The comparison to SORCE/SIM is also a validation of the SIM degradation model in the UV. This ratio was not normalized. It is the ratio of the public V27 SIM to V18 SOLSTICE.
5.4. Irradiance Models

Throughout the SORCE mission, there have been many articles about the solar-cycle behavior of the SSI measurements. A subset of the articles concentrating on the UV include: Haigh et al. (2010), Ball et al. (2011), Deland and Cebula (2012), Unruh, Ball, and Krivova (2012), Morrill, Floyd, and McMullin (2014), Woods et al. (2018, 2022). At the end of Solar Cycle 23, Ermolli et al. (2013) published an overview of the issues regarding the observed trends in the SOLSTICE and SIM SSI data products. The decline of Solar Cycle 23 in the data versions at that time showed a much larger variation than had been seen in the data from previous solar cycles and was not consistent with the correlations to solar proxies that had been developed prior to SORCE. Figure 18 shows a comparison of the SORCE SSI measurements to the SATIRE-S (Yeo et al., 2014) and NRLSSI (Coddington et al., 2016) models. The left panel is the summary plot from Ermolli et al. (2013). In this figure, the time series are all normalized to the solar minimum in 2008. Both SIM and SOLSTICE show a much larger variation than the models or SUSIM observations. The differences were much larger than the quoted uncertainties for the SORCE measurements.

Over the next several years, the SORCE team continued to analyze calibration data and developed new algorithms to correct the irradiances for degradation as described in Section 3.2. The results at the end of the SORCE mission are summarized for one wavelength in the right panel of Figure 18. In this figure, all of the time series are normalized to 1 April 2018. For SOLSTICE, there is now reasonable agreement with the models for both Solar Cycles 23 and 24. The SIM data in Cycle 24 at this wavelength also match model estimates. The details of the SIM degradation analysis are beyond the scope of this article; see Harder et al. (2022). We include the SIM data only for comparison. Further analysis of both SIM and SOLSTICE continues through a SIST-3 project.

Long-term monitoring of UV SSI by SORCE has included more than one solar cycle. Woods et al. (2022) discuss the solar-cycle results for all the SORCE instruments, so we provide a summary for only SOLSTICE here. Figure 18 showed the time series for a 1-nm subset of the SOLSTICE data. It is an important wavelength for atmospheric studies, but it
Figure 19 Solar-cycle variability as a function of wavelength for SORCE/SOLSTICE (V18). The results from SATIRE-S are also shown to provide context to the SOLSTICE measurements.

is useful to look at the entire spectral range measured by SOLSTICE as well. We define the variability between two dates as the ratio of the irradiances minus one, i.e. \((E_2/E_1) - 1\). The variability as a function of wavelength for SOLSTICE V18 is shown in Figure 19.

The dates used to define the solar maximum and minimum are shown in Table 2. As discussed by Woods et al. (2022), solar-maximum and -minimum periods extend over a wide range of time and there are many criteria that can be used to define them. Minimum and maximum dates can also be functions of wavelength (White et al., 2011), but we have chosen a single date for all wavelengths for simplicity. These dates are the same as those adopted by Woods et al. (2022). It should be noted that SORCE did not begin observations until
Table 2  Dates of solar-cycle minimum and maximum. See text for explanation of SORCE’s Cycle 23 maximum. The dates were chosen to align with Woods et al. (2022).

| Solar Cycle | Feature | Date [YYYY/DOY] |
|-------------|---------|-----------------|
| 23          | Maximum (SORCE) | 2004/234 |
| 23/24       | Minimum   | 2008/315       |
| 24          | Maximum   | 2011/351       |
| 24/25       | Minimum   | 2019/289       |

Figure 20  Mean difference in variability between SOLSTICE and SATIRE-S for the three time periods shown in Figure 19 in percent as a function of wavelength. The red curves are the envelope of rotational variability (5 – 18 July 2005) for comparison (see text).

well after the peak of Solar Cycle 23. The date in mid-2004 was chosen in order to include measurements from all the SORCE instruments. SORCE/SIM did not start publishing L3 data until April 2004, and the chosen date corresponds to a peak in the 81-day averaged Mg II index after that. The Cycle 23/24 minimum agrees with the value published by White et al. (2011). Cycle 24 had several peaks, and Woods et al. (2022) chose the earliest in order to avoid the gap in SORCE observations caused by the spacecraft emergency in 2013. The Cycle 24/25 minimum is the commonly accepted date: www.swpc.noaa.gov/news/solar-prediction-scientists-announce-solar-cycle-25.

The variability of SATIRE-S (Yeo et al., 2014) for the same time ranges is also shown in each panel of Figure 19 for context. In order to simplify the plots, we have included only one model. SATIRE-S was chosen because it is the most independent from the SOLSTICE dataset. NRLSSI (Coddington et al., 2016) uses SOLSTICE data in deriving its parameters in this wavelength range.

Figure 20 shows the average difference between the SOLSTICE variability and the SATIRE-S variability for the three time periods in percentage. The standard deviation of the three differences is also shown. While there are regions of systematic differences, in general the V18 SOLSTICE solar-cycle variability agrees with the variability estimated from SATIRE-S. The SC23 decline is a period of about four years, so the estimated uncertainty of the SOLSTICE degradation over this interval is about 1%. Similarly, the SC24 rise is about three years, again about a 1% uncertainty in the SOLSTICE variability. The decline of SC24 was much more prolonged in this dataset and included the correction for the spacecraft emergency in 2013, so its uncertainty is closer to 4%. On average, the variability measured by SOLSTICE agrees with SATIRE-S to within this uncertainty at most
wavelengths. For context, Figure 20 also includes the variation of SOLSTICE irradiance as a function of wavelength for one rotation: 5–18 July 2005 (red curves). This time period was chosen as a typical example of a rotation. The shape is similar for all rotations, but the magnitude can vary. The purpose of including an average rotation is to give an indication of the statistical significance of the comparison to SATIRE-S. The standard deviation of the difference in variability for wavelengths longer than 260 nm is larger than the variability that we are trying to measure (except for the strong variation of the Mg II h and k lines at 280 nm). In contrast, the standard deviation of the difference at Lyman $\alpha$ is much smaller than the solar-cycle variation at 121.5 nm. Woods et al. (2022) provide more detailed discussions about SSI variability and additional comparisons to other models and SSI composites.

6. Discussion

The goals of this article are twofold: First, to describe the methods and algorithms used in processing the SOLSTICE spacecraft data. Over the long SORCE mission, there were many changes to the analysis. Some were mandated by operational constraints such as aperture anomalies and battery degradation. Others were upgrades to the originally planned algorithms such as wavelength determination and the SAA.

The preflight requirements on absolute calibration and stability over time were designed to measure expected variation over the solar cycle. The calibration observations of stars, the FOV, the wavelength scale, etc. were all designed to meet these requirements. The elements of the measurement equation that were tracked by the calibration observations were all maintained to assure that the stability requirement was met. However, the solar-cycle variability at wavelengths longer than 260 nm is smaller than the uncertainty in the stability. The requirement on SOLSTICE stability was better than 0.5% per year, and we achieved close to 0.3% per year. But a solar-cycle variability of less than 2% at wavelengths above 260 nm falls within that uncertainty over half a solar-cycle (i.e. five years).

The second main goal of this article is to show the results of these algorithm changes when SOLSTICE is compared to other datasets and models. During much of the SORCE mission, the public data products showed long-term trends that exceeded expectations for solar-cycle variation, especially in the MUV wavelength range. Version 18 data products, which implement all of the algorithm changes described in this manuscript, show much better agreement with models and independent measurements than shown by earlier data versions.

In the MUV, the best-calibrated independent measurement is the TSIS-1/SIM (Richard et al., 2020). Fifteen years into the SORCE mission, the MUV SSI from 200–310 nm from SOLSTICE agrees with TSIS-1/SIM to better than $\pm$5%. That is in line with our estimate of about 0.3% per year uncertainty in the degradation correction.

The comparison to ISS/SOLSPEC midway through the SORCE mission at solar minimum was also consistent with the combined uncertainties of the two measurements. The SOLSPEC uncertainty is a complex function of wavelength (Meftah et al., 2020), so it is impossible to interpret specific features of the ratio in terms of one instrument or another. However, the ratio shown in Figure 16 does provide validation of the calibration and stability estimates for both instruments.

Woods et al. (2022) describe the solar-cycle behavior of the SORCE instruments in more detail. The main conclusion of that article is that the trends observed by SORCE during Cycle 24 are much more in line with predictions and models. The Solar Cycle 23 trends in the end-of-mission data products are still larger than expected at many wavelengths, particularly
for $\lambda > 260$ nm. Figure 19 would seem to show reasonable agreement with the SATIRE-S model, but the uncertainty in the SOLSTICE measurements above 260 nm is larger than the variability due to the solar cycle.

These comparisons of SOLSTICE solar observations validate the SOLSTICE technique of using the same optics for both solar and stellar measurements. The SOLSTICE technique has been successfully used for over 30 years onboard the UARS and SORCE spacecraft. The on-going and future observations of solar UV irradiance by TSIS/SIM and GOES/EXIS do not use the SOLSTICE technique. CSOL, which will fly on INSPIRESat3, does not observe stars, so it will not use the SOLSTICE technique. It is not clear when the SOLSTICE technique will be applied next to extend solar-irradiance climate record for the FUV and MUV range. There is currently a spectral gap in the 140 nm to 200 nm range for UV SSI measurements, so there is good potential to apply the SOLSTICE technique again in the near future to address this spectral gap.
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