Sea surface temperature prediction model based on long and short-term memory neural network

Xiaojing Li*

Guangxi College for Preschool Education, Nanning, 530022, China
*Corresponding author’s e-mail: 50921626@qq.com; jjjin@cs.ecnu.edu.cn

Abstract. In response to the monitoring and forecasting of El Nino/La Nina phenomenon, this paper proposes a sea surface temperature prediction method based on long and short-term memory neural network for the average sea surface temperature in the NINO comprehensive area. This method uses the monthly anomaly sea surface temperature sequence for the mean sea surface temperature in the NINO Comprehensive area as the input of the long- and short-term memory neural network to establish a forecast model. The average sea surface temperature of the NINO comprehensive area is forecasted for the next 1 to 3 months. The results show that the method can better predict the average sea surface temperature of the NINO comprehensive area, which is useful for the monitoring and forecasting of El Nino/La Nina phenomenon. Provides a new approach.

1. Introduction

With the increase of global abnormal weather and climate and the frequent occurrence of severe weather, to study and analyze the causes of abnormal weather and climate, and to make scientific and effective estimates of them is the focus and hotspot of climate change research today. A large number of observational data and theoretical studies show that ENSO events have a significant impact on abnormal changes in global climate[1]. Its occurrence and development often cause severe heat, drought, floods and other disasters in many areas[2]. Therefore, predicting the sea surface temperature in the El Niño sea area is the key to studying ENSO events and making short-term climate predictions, and it is also an important part of studying global climate change.

The ocean and the atmosphere are a coupled system that affects each other. The change of sea surface temperature not only affects the ocean, but also greatly affects the state of the atmosphere. The sea surface temperature prediction methods generally include the dynamic model method of numerical forecasting and some traditional statistical methods. After more than ten years of development, the dynamic model based on the laws of physics has made great progress, but there are still great uncertainties in its prediction results[3-4], and the prediction results of different models are also quite different. Traditional statistical methods are generally based on solving linear equations, and these methods are used to predict sea surface temperature with nonlinear changes, which have great limitations.

In recent years, some nonlinear statistical forecasting methods have also been used in sea surface temperature forecasting[5-6]. For example, literature[5] used the integrated prediction method of wavelet decomposition and ANFIS model to predict the sea surface temperature of the equatorial East Pacific effectively, Literature[6] introduced chaos theory into sea surface temperature forecasting, combined phase space reconstruction theory with fuzzy neural network, and carried out prediction experiments on sea surface temperature in the sea east of Taiwan, and achieved good results.
In recent years, Long Short Term Memory Networks (LSTM) is a variant of many Recurrent Neural Networks (RNN). It makes up for the problems of RNN's gradient disappearance, gradient explosion, and insufficient long-term memory ability, so that the recurrent neural network can truly effectively use long-term timing information[7]. Unlike traditional RNNs, LSTM has a more complex memory unit, which can maintain good memory for long-term time series. Therefore, the model has outstanding performance in the problem of time series forecasting, and has been a research hotspot in the field of machine learning in recent years[8-11]. This paper attempts to use long and short-term memory neural network to establish a prediction model for the sea surface temperature anomaly in the next 1 to 3 months in the monthly average sea surface temperature anomaly time series of the NINO comprehensive area, and analyze and discuss the forecast effect of the model.

2. Research material
The research data adopts the reanalysis data of the monthly mean sea surface temperature field from January 1854 to December 2015 provided by NCEP/NCAR. At the same time, according to the definition and monitoring of El Nino events by the National Climate Center, the research scope of this article is defined as NINO comprehensive area (namely NINO1+2+3+4 area: 90°W-160°E, 5°S-5°N, 80°W-90°W, 10°S-0°).

3. LSTM neural network prediction model
LSTM Neural Network was first proposed by Sepp Hochreiter and Jurgen Schmidhuber in 1997[12], mainly improved the problem of the disappearance of gradient when the recurrent neural network is dealing with distant sequences. The architecture for an LSTM block is shown below. An LSTM block typically has a memory cell, input gate, output gate, and a forget gate in addition to the hidden state in traditional RNNs. As a recurrent neural network model, LSTM model has memory characteristics and is suitable for dealing with sequential problems. In addition, LSTM itself has a special structure, which is more suitable for dealing with delay and persistence characteristics than other neural network models.
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The learning process of LSTM algorithm is controlled through forget gate, input gate and output gate. \( \sigma \) is the 'sigmoid' activation function, \( w_f \) is the weight matrix of the forgetting gate, \( w_i \) is the weight of the input gate, matrix, \( w_c \) is the weight matrix of the update gate, \( w_o \) is the weight matrix of the output gate, \( b_f \) is the bias of the forgetting gate, and \( b_i \) Represents the bias of the input gate, \( b_c \) represents the bias of the update gate, \( b_o \) represents the bias of the output gate, \( h_t \) represents the output at time t, and \( c_t \) represents the cell state updated at time t.
Forgotten door: The forget gate can determine which information is discarded from the unit information state. Using sigmoid as the activation function, it can output a value between 0-1 for each element in the unit state. The formula is:

\[ f_t = \sigma(w_f [h_{t-1}, x_t] + b_f) \] (1)

Input gate: The input gate is used to determine the information to be added to the unit state. One is the input gate using sigmoid as the activation function to determine the value to be updated; the other is the 'tanh' layer, which is used to create a new value to be added to the unit state. From the above results, the cell state update value \( C_t' \) at time \( t \) can be calculated, and the formula is:

\[ C_t' = \tanh(w_c [h_{t-1}, x_t] + b_c) \] (2)

Output gate: Determine the value of the output gate, and the formula is:

\[ h_t = O_t \text{tanh}(C_t') \] (3)

Output gate:

\[ O_t = \sigma(w_o [h_{t-1}, x_t] + b_o) \] (4)

\[ h_t = O_t \text{tanh}(C_t') \] (5)

4. Prediction experiment and result analysis of average sea surface temperature in NINO comprehensive area.

The paper divides the sample of data into two sections, among which the average sea surface temperature data from January 1854 to December 1994 is a 140-year modeling sample, a total of 1680 samples. Among them, the average sea surface temperature data from January 1995 to December 2015 are independent forecast samples for 20 years, with a total of 240 independent forecast samples. For the monthly mean sea surface temperature time series \{ \( X_i(t), i = 1,2,L,N \); where \( t \) represents the current time \}, this article will forecast the next month \{ \( X(t + j), j = 1,2,3 \) \}.

Use the LSTM neural network structure to train and predict the sea surface temperature anomaly sequence. The specific prediction steps are as follows:

1. Network initialization. Initialize the weight \( W \) and the bias vector \( b \), set the total number of memory blocks \( N \), the learning rate \( \eta = 0.005 \), the maximum number of iterations \( T = 250 \), the training target error \( \varepsilon = 0.0001 \), the initial memory \( c_0 = 0 \), the initial output \( s_0 = 0 \).

2. Data standardization. Perform min-max standardization on the data set \( x \) to obtain a standardized data set \( X^* = \{x_1^*, x_2^*, L, x_n^*\} \), among them:

\[ x_t^* = (x_t - x_{\text{min}}) / (x_{\text{max}} - x_{\text{min}}) \quad 1 \leq t \leq n \] (6)

3. Data division. Divide \( X^* \) into the training set \( X_{tr}^* = \{x_1^*, x_2^*, L, x_d^*\} \) and the test set \( X_{te}^* = \{x_{d+1}^*, x_{d+2}^*, L, x_n^*\} \).

4. Error calculation. Calculate the error term between the output of the output layer and the theoretical output \( E \).

\[ E = \frac{1}{2}(s_t - x_t)^2 \] (7)

5. Weight and threshold update. Use Adam gradient optimization algorithm to update \( W \) and \( b \) based on the error term \( E \).

6. Repeat (3)-(5), and end when the number of training reaches the maximum number of iterations or the absolute value of the difference between the updated value and the value before the update is less than \( \varepsilon \).
### Table 1  Forecast results of 240 independent samples

| NINO integrated average sea surface temperature | 1 month ahead | 2 month ahead | 3 month ahead |
|-----------------------------------------------|--------------|--------------|--------------|
| Correlation coefficient                       | 0.9443       | 0.9026       | 0.8832       |
| Mean absolute error                           | 0.2473       | 0.3981       | 0.4365       |
| Anomaly correlation coefficient( ACC)          | 0.9083       | 0.8847       | 0.8246       |
| Anomaly sign agreement rate (%)               | 90.83%       | 84.58%       | 78.08%       |

It can be seen from Table 1 that, firstly, the correlation coefficients of 240 independent samples have reached above 0.88, among which the correlation coefficient between the forecast results of the next month and the independent sample forecast will reach 0.94; secondly, the average absolute error of the forecast is the smallest It reached 0.25, and the maximum did not exceed 0.44. Third, after calculating the corresponding anomaly value using the forecast value in the next 1 to 3 months, the agreement rate of the anomaly signs also reached more than 78%.

Figure 2 is a comparison diagram of the anomaly between the actual value and the predicted value one month ahead. It can be seen from the figure that the forecast result of the forecast model can be better close to the actual situation in terms of overall trend and local details, and can be compared. The main trend of the sea surface temperature change is well predicted, and the forecast model performs well in the prediction of multiple break points. It can be seen that the prediction effect of the sea surface temperature prediction model established in this paper is relatively ideal.

---

5. Summary and discussion

Although the changing law of sea surface temperature is extremely complicated, its short- and medium-term changing trend is still predictable. This article attempts to use the LSTM with memory function to predict the average sea surface temperature of the NINO complex in the next 1-3 months, and obtain the following conclusions:
1) The LSTM network has a strong ability to fit training samples.
2) In the 20-year independent sample experiment, most of the forecasts of sea surface temperature anomaly trends are consistent. The correlation coefficients of the independent samples are all above 0.88, and the coincidence rate of the anomaly signs is above 78%.
3) The prediction of sea surface temperature by the LSTM network increases with the increase of the prediction step, and its prediction performance decreases relatively greatly.

It can be seen that using the LSTM neural network model to predict sea surface temperature is a new prediction method, and it has indeed achieved good results in the sea surface temperature prediction experiment. Therefore, it can be a better tool and method for predicting sea surface temperature changes.
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