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Chapter 1

Dynamic networks?

Behind the terms “dynamic networks” lies a rich diversity of contexts ranging from near-static networks with occasional changes, to networks where changes occur continuously and unpredictably. In the past two decades, these highly-dynamic networks gave rise to a profusion of research activities, resulting (among others) in new concepts and representations based on graph theory. This chapter reviews some of these emerging notions, with a focus on our own contributions. The content also serves as a definitional resource for the rest of the document, restricting ourselves mostly to the notions effectively used in the subsequent chapters.

1.1 A variety of contexts

A network is traditionally defined as a set of entities together with their mutual relations. It is dynamic if these relations change over time. There is a great variety of contexts in which this is the case. Here, we mention two broad categories, communication networks and complex systems, which despite an important overlap, usually capture different (and complementary) motivations.

(Dynamic) communication networks. These networks are typically made of wireless-enabled entities ranging from smartphones to laptops, to drones, robots, sensors, vehicles, satellites, etc. As the entities move, the set of communication links evolve, at a rate that goes from occasional (e.g., laptops in a managed Wi-Fi network) to nearly unrestricted (e.g., drones and robots). Networks with communication faults also fall in this category, albeit with different concerns (on which we shall return later).

(Dynamic) complex networks. This category comprises networks from a larger range of contexts such as social sciences, brain science, biology, transportation, and communication networks (as a particular case). An extensive amount of real-world data is becoming available in all these areas, making it possible to characterize various phenomena.

While the distinction between both categories may appear somewhat artificial, it shed some light to the typically different motivations underlying these areas. In particular, research in communication networks is mainly concerned with what can be done from within the network through distributed interactions among the entities, while research in complex networks is mainly concerned with defining mathematical models
that capture, reproduce, or predict phenomena observed in reality, based mostly on the analysis of available data in which centralized algorithms play the key role.

Interactions between both are strong and diverse. However, it seems that for a significant period of time, both communities (and sub-communities) remained essentially unaware of their respective effort to develop a conceptual framework to capture the network dynamics using graph theoretical concepts. In way of illustration, let us mention the diversity of terminologies used for even the most basic concepts in dynamic networks, e.g., that of journey [32], also called schedule-conforming path [24], time-respecting path [101], and temporal path [61, 136]; and that of temporal distance [32], also called reachability time [94], information latency [103], propagation speed [98] and temporal proximity [104].

In the rest of this chapter, we review some of these efforts in a chronological order. Next, we present some of the main temporal concepts identified in the literature, with a focus on the ones used in this document. The early identification of these concepts, in a unifying attempt, was one of the components of our most influential paper so far [53]. Finally, we present a general discussion as to some of the ways these new concepts impact the definition of combinatorial (or distributed) problems classically studied in static networks, some of which are covered in more depth in subsequent chapters.

1.2 Graph representations

Standard graphs. The structure of a network is classically given by a graph, which is a set of vertices (or nodes) \( V \) and a set of edges (links) \( E \subseteq V \times V \), i.e., pairs of nodes. The edges, and by extension the graph itself, may be directed or undirected, depending on whether the relations are unidirectional or bidirectional (symmetrical). Figure 1.1 shows an example of undirected graph. Graph theory is a central topic in discrete mathematics. We refer the reader to standard books for a general introduction (e.g., [137]), and we assume some acquaintance of the reader with basic concepts like paths, distance, connectivity, trees, cycles, cliques, etc.

1.2.1 Graph models for dynamic networks

Dynamic networks can be modeled in a variety of ways using graphs and related notions. Certainly the first approach that comes to mind is to represent a dynamic network as a sequence of standard (static) graphs as depicted in Figure 1.2. Each graph of the sequence (snapshot, in this document) represents the relations among vertices at a given discrete time. This idea is natural, making it difficult to trace back its first occurrence in the literature. Sequences of graphs were studied (at least) back in the 1980s (see, e.g., [135, 86, 129, 74]) and simply called dynamic graphs. However, in a subtle way, the graph properties considered in these studies still refer to individual snapshots, and typical problems consist of updating standard information about the current snapshot,
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like connectivity [129].
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Figure 1.2: A dynamic network seen as a sequence of graphs

A conceptual shift occurred when researchers started to consider the whole sequence as being the graph. Then, properties of interest became related to temporal features of the network rather than to its punctual structure. In the distributed computing community, one of the first work in this direction was that of Awerbuch and Even in 1984 [11], who considered the broadcasting problem in a network that satisfies a temporal version of connectivity. On the modeling side, one of the first work considering explicitly a graph sequence as being the graph seem to be due to Harary and Gupta [93]. Then, a number of graph models were introduced to describe dynamic networks, reviewed here in chronological order.

In 2000, Kempe, Kleinberg, and Kumar [101] defined a model called temporal network, where the network is represented by a graph \( G \) (the footprint, in this document) together with a labeling function \( \lambda : E \to \mathbb{R} \) that associates to every edge a number indicating when the two corresponding endpoints communicate. The model is quite basic: the communication is punctual and a single time exist for every edge. Both limitations can be circumvented by considering multiple edges and artificial intermediate vertices slowing down communication.

Independently, Ferreira and Viennot [80] represented a dynamic network by a graph \( G \) together with a matrix that describes the presence schedule of edges (the same holds for vertices). The matrix is indexed in one dimension by the edges and in the other by integers that represent time. The authors offer an alternative point of view as a sequence of graphs where each graph \( G_i(V_i, E_i) \) correspond to the 1-entries of the matrix, this sequence being called an evolving graph, and eventually renamed as untimed evolving graph in subsequent work (see below).

Discussion 1 (Varying the set of vertices). Some graph models consider a varying set of vertices in addition to a varying set of edges, some do not. From a formal point of view, all models can easily be adapted to fit in one or the other category. In the present document, we are mostly interested in edge dynamics, thus we will ignore this distinction most of the time (unless it matters in the context). Also note that an absent node could sometimes be simulated by an isolated node using only edge dynamics.

A similar statement as that of Discussion 1 could be made for directed edges versus undirected edges. We call on the reader’s flexibility to ignore non essential details in the graph models when these details are not important. We state them explicitly when they are.

Ferreira and his co-authors [79, 32, 78] further generalize evolving graphs by considering a sequence of graph \( G_i = \{G_1, G_2, \ldots \} \) where each \( G_i \) may span a non unitary period of time. The duration of each \( G_i \) is encoded in an auxiliary table of times \( t_1, t_2, \ldots \)
such that every $G_i$ spans the period $[t_i, t_{i+1})$. A consequence is that the times can now be taken from the real domain, with mild restrictions pertaining to theoretical limitations (e.g., countability or accumulation points). In order to disambiguate both versions of evolving graphs, the earlier version from [80] is qualified as *untimed* evolving graphs. Another contribution of [32] is to incorporate the latency (i.e., time it takes to cross a given edge at a given time) through a function $\zeta$ called *traversal time* in [32].

In 2009, Kostakos [104] describes a model called *temporal graphs*, in which the whole dynamic graph is encoding into a single static (directed) graph, built as follows. Every entity (vertex) is duplicated as many times as there are time steps, then directed edges are added between consecutive copies of the same node. One advantage of this representation is that some temporal features become immediately available on the graph, e.g., directed paths correspond to non-strict journeys (defined further down). Recently, the term “temporal graph” has also been used to refer to the temporal networks of [101], with some adaptations (see e.g., [4]). This latter usage of the term seems to become more common than the one from [104].

In the complex network community, where researchers are concerned with the effective manipulation of data, different models of dynamic networks have emerged whose purpose is essentially to be used as a *data structure* (as opposed to being used only as a descriptive language, see Discussion 2 below). In this case, the network history is typically recorded as a sequence of timed links (e.g., time-stamped e-mail headers in [103]) also called link streams. The reader is referred to [73, 103, 140, 95] for examples of use of these models, and to [110] for a recent survey.

As part of a unifying effort with Flocchini, Quattrociocchi, and Santoro from 2009 to 2012, we reviewed a vast body of research in dynamic networks [53], harmonizing concepts and attempting to bridge the gap between the two (until then) mostly disjoint communities of complex systems and networking (distributed computing). Taking inspiration from several of the above models, we defined a formalism called TVG (for *time-varying graphs*) whose purpose was to favor expressivity and elegance over all practical aspects such as implementability, data structures, and efficiency. The resulting formalism is free from intrinsic limitation.

Let $V$ be a set of entities (vertices, nodes) and $E$ a set of relations (edges, links) between them. These relations take place over an interval $\mathcal{T}$ called the *lifetime* of the network, being a subset of $\mathbb{N}$ (discrete) or $\mathbb{R}^+$ (continuous), and more generally some time domain $\mathbb{T}$. In its basic version, a *time-varying graph* is a tuple $\mathcal{G} = (V,E,\mathcal{T},\rho,\zeta)$ such that

- $\rho : E \times \mathcal{T} \to \{0, 1\}$, called *presence* function, indicates if a given edge is available at a given time.
- $\zeta : E \times \mathcal{T} \to \mathbb{T}$, called *latency* function, indicates the time it takes to cross a given edge at a given start time (the latency of an edge could itself vary in time).

The latency function is optional and other functions could equally be added, such as a *node presence* function $\psi : V \times \mathcal{T} \to \{0, 1\}$, a *node latency* function $\varphi : V \times \mathcal{T} \to \mathbb{T}$ (accounting e.g., for local processing times), etc.

\footnote{For French readers: $[a, b)$ is an equivalent notation to $[a, b]$.}
Discussion 2 (Model, formalism, language). TVGs are often referred to as a *formalism*,
to stress the fact that using it does not imply restrictions on the environment, as opposed
to the usual meaning of the word *model*. However, the notion of formalism has a
dedicated meaning in mathematics related to formal logic systems. With hindsight, we
see TVGs essentially as a *descriptive language*. In this document, the three terms are
used interchangeably.

The purely descriptive nature of TVGs makes them quite general and allows tem-
poral properties to be easily expressible. In particular, the presence and latency func-
tions are not *a priori* constrained and authorize theoretical constructs like accumulation
points or uncountable 0/1 transitions. While often not needed in complex systems and
offline analysis, this generality is relevant in distributed computing, *e.g.*, to characterize
the power of an adversary controlling the environment (see [45] and Section 4.3 for
details).

**Visual representation.** Dynamic networks can be *depicted* in different ways. One
of them is the sequence-based representation shown above in Figure 1.2. Another is a
*labeled graph* like the one in Figure 1.3, where labels indicate when an edge is present
(either as intervals or as discrete times). Other representations include chronological
diagrams of contacts (see *e.g.*, [95, 88, 110]).

1.2.2 Moving the focus away from models (a plea for unity)

Up to specific considerations, the vast majority of temporal concepts transcend their
formulation in a given graph model (or stream model), and the same holds for many
algorithmic ideas. Of course, some models are more relevant than others depending on
the uses. In particular, is the model being used as a data structure or as a descriptive
language? Is time discrete or continuous? Is the point of view local or global? Is time
synchronous or asynchronous? Do links have duration? Having several models at our
disposal is a good thing. On the other hand, the diversity of terminology makes it harder
for several sub-communities to track the progress made by one another. We hope that
the diversity of models does not prevent us from acknowledging each others *conceptual*
works accross communities.
In this document, most of the temporal concepts and algorithmic ideas being reviewed are independent from the model. Specific models are used to formulate these concepts, but once formulated, they can often be considered at a more general level. To stress independence from the models, we tend to refer to a graph representing a dynamic network as just a graph (or a network), using calligraphic letters like $G$ or $H$ to indicate their dynamic nature. In contrast, when referring to static graphs in a way not clear from the context, we add the adjective static or standard explicitly and use regular letters like $G$ and $H$.

1.3 Some temporal concepts

Main articles: ADHOCNOW’11 [52] (long version IJPEDS’12 [53]).

This section presents a number of basic concepts related to dynamic networks. Many of them were independently identified in various communities using different names. We limit ourselves to the most central ones, alternating between time-varying graphs and untimed evolving graphs (i.e., basic sequences of graphs) for their formulation (depending on which one is the most intuitive). Most of the terminology is in line with the one of our 2012 article [53], in which a particular effort was made to identify the first use of each concept in the literature and to give proper credit accordingly. Most of these concepts are now becoming folklore, and we believe this is a good thing.

Subgraphs

There are several ways to restrict a dynamic network $G = (V, E, T, \rho, \zeta)$. Classically, one may consider a subgraph resulting from taking only a subset of $V$ and $E$, while maintaining the behavior of the presence and latency functions, specialized to their new domains. Perhaps more specifically, one may restrict the lifetime to a given sub-interval $[t_a, t_b] \subseteq T$, specializing again the functions to this new domain without otherwise changing their behavior. In this case, we write $G_{[t_a, t_b]}$ for the resulting graph and call it a temporal subgraph of $G$.

Footprints and Snapshots

Given a graph $G = (V, E, T, \rho, \zeta)$, the footprint of $G$ is the standard graph consisting of the vertices and edges which are present at least once over $T$. This notion is sometimes identified with the underlying graph $G = (V, E)$, that is, the domain of possible vertices and edges, although in general an element of the domain may not appear in a considered interval, making the distinction between both notions useful. We denote the footprint of a graph $G$ by $\text{footprint}(G)$ or simply $\cup(G)$. The snapshot of $G$ at time $t$ is the standard graph $G_t = (V, \{e : \rho(e, t) = 1\})$. The footprint can also be defined as the union of all snapshots. Conversely, we denote by $\cap(G)$ the intersection of all snapshots of $G$, which may be called intersection graph or denominator of $G$. Observe that, so defined, both concepts make sense as well in discrete time as in continuous time. In a context of infinite lifetime, Dubois et al. [30] defined the eventual footprint of $G$ as the graph $(V, E')$ whose edges reappear infinitely often; in other words, the $\limsup$ of the snapshots.
In the literature, snapshots have been variously called layers, graphlets, or instantaneous graphs; footprints have also been called underlying graphs, union graphs, or induced graphs.

**Journeys and temporal connectivity**

The concept of journey is central in highly dynamic networks. Journeys are the analogue of paths in standard graphs. In its simplest form, a journey in \( G = (V,E,T,\rho,\zeta) \) is a sequence of ordered pairs \( J = \{ (e_1,t_1), (e_2,t_2), \ldots, (e_k,t_k) \} \), such that \( e_1, e_2, \ldots, e_k \) is a walk in \( (V,E) \), \( \rho(e_i,t_i) = 1 \), and \( t_{i+1} \geq t_i \). An intuitive representation is shown on Figure 1.4. The set of all journeys from \( u \) to \( v \) when the context of \( G \) is clear is denoted by \( J^*_{(u,v)} \).

Several versions can be formulated, for example taking into account the latency by requiring that \( t_{i+1} \geq t_i + \zeta(e_i,t_i) \). In a communication network, it is often also required that \( \rho(e_i,t_i) = 1 \) for all \( t \in [t_{i}, t_{i} + \zeta(e_i,t_i)] \), i.e., the edge remains present during the communication period. When time is discrete, a more abstract way to incorporate latency is to distinguish between strict and non-strict journeys \([101]\), strictness referring here to requiring that \( t_{i+1} > t_i \) in the journey times. In other words, non-strict journeys correspond to neglecting latency.

Somewhat orthogonally, a journey is direct if every next hop occurs without delay at the intermediate nodes (i.e., \( t_{i+1} = t_i + \zeta(e_i,t_i) \)); it is indirect if it makes a pause at least at one intermediate node. We showed that this distinction plays a key role for computing temporal distances among the nodes in continuous time (see \([48, 50]\), reviewed in Section 4.2). We also showed, using this concept, that the ability of the nodes to buffer a message before retransmission decreases dramatically the expressive power of an adversary controlling the topology (see \([44, 46, 45]\), reviewed in Section 4.3).

Finally, departure(\( J \)) and arrival(\( J \)) denote respectively the starting time \( t_1 \) and the last time \( t_k \) (or \( t_k + \zeta(e_k,t_k) \)) if latency is considered) of journey \( J \). When the context of \( G \) is clear, we denote the possibility of a journey from \( u \) to \( v \) by \( u \rightsquigarrow v \), which does not imply \( v \rightsquigarrow u \) even if the links are undirected, because time induces its own level of direction (e.g., \( a \rightsquigarrow e \) but \( e \not\rightsquigarrow a \) in Figure 1.4). If for all \( u \) and \( v \), it holds that \( u \rightsquigarrow v \), then \( G \) is temporally connected (Class \( TC \) in Chapter 3). Interestingly, a graph may be temporally connected even if none of its snapshots are connected, as illustrated in Figure 1.5 (the footprint must be connected, though).

The example on Figure 1.5 suggests a natural extension of the concept of connected components for dynamic networks, which we discuss in a dedicated paragraph in Section 4.4.
Temporal distance and related metrics

As observed in 2003 by Bui-Xuan et al. [32], journeys have both a topological length (number of hops) and a temporal length (duration), which gives rise to several concepts of distance and at least three types of optimal journeys (shortest, fastest, and foremost, covered in Section 2.2 and 4.2). Unfolding the concept of temporal distance leads to that of temporal diameter and temporal eccentricity [32]. Precisely, the temporal eccentricity of a node $u$ at time $t$ is the earliest time that $u$ can reach all other nodes through a journey starting after $t$. The temporal diameter at time $t$ is the maximum among all nodes eccentricities (at time $t$). Another characterization of the temporal diameter (at time $t$) is the smallest $d$ such that $G_{(t,t+d]}$ is temporally connected. These concepts are central in some of our contributions (e.g., [48, 50], further discussed in Section 4.2). Interestingly, all these parameters refer to time quantities, and these quantities themselves vary over time, making their study (and computation) more challenging.

1.3.1 Further concepts

The number of definitions built on top of temporal concepts could grow large. Let us mention just a few additional concepts which we had compiled in [53, 133] and [38]. Most of these emerged in the area of complex systems, but are of general applicability.

Small-world. A temporal analogue of the small-world effect is defined in [136] based on the duration of journeys (as opposed to hop distance in the original definition in static graphs [139]). Perhaps without surprise, this property is observed in a number of more theoretical works considering stochastic dynamic networks (see e.g., [61, 69]). An analogue of expansion for dynamic networks is defined in [69].

Network backbones. A temporal analogue of the concept of backbone was defined in [103] as the “subgraph consisting of edges on which information has the potential to flow the quickest.” In fact, we observe in [50] that an edge belongs to the backbone relative to time $t$ iff it is used by a foremost journey starting at time $t$. As a result, the backbone consists exactly of the union of all foremost broadcast trees relative to initiation time $t$ (the computation of such structure is reviewed in Section 4.2).

Centrality. The structure (i.e., footprint) of a dynamic network may not reflect how well interactions are balanced within. In [53], we defined a metric of fairness as the standard deviation among temporal eccentricities. In the caricatural example of Figure 1.6 (depicting weekly interaction among entities), node $c$ or $d$ are structurally more central, but node $a$ is actually the most central in terms of temporal eccentricity:
it can reach all other nodes within 5 to 11 days, compared to nearly three weeks for \(d\) and more than a month for \(f\).

Together with a sociologist, Louise Bouchard, in 2010 [38], we proposed to apply these measures (together with a stochastic version of network backbones) to the study of health networks in Canada. (The project was not retained and we started collaborating on another topic.) This kind of concepts, including also temporal betweenness or closeness (which we expressed in the TVG formalism in [133]), received a lot of attention lately (see e.g., [125, 130]).

Other temporal or dynamic extensions of traditional concepts, not covered here, include treewidth [116], temporal flows [3], and characteristic temporal distance [136]. Several surveys reviewed the conceptual shift induced by time in dynamic networks, including (for the distributed computing community) Kuhn and Oshman [108], Michail and Spirakis [119], and our own 2012 survey with Flocchini, Quattrociocchi, and Santoro [53].

1.4 Redefinition of problems

Main articles: arXiv’11 [58], DRDC reports’13 [42, 43], IJFCS [51].

The fact that a network is dynamic has a deep impact on the kind of tasks one can perform within. This impact ranges from making a problem harder, to making it impossible, to redefining the metrics of interest, or even change the whole definition of the problem. In fact, many standard problems must be redefined in highly dynamic networks. For example, what is a spanning tree in a partitioned (yet temporally connected) network? What is a maximal independent set, and a dominating set? Deciding which definition to adopt depends on the target application. We review here a few of these aspects through a handful of problems like broadcast, election, spanning trees, and classic symmetry-breaking tasks (independent sets, dominating sets, vertex cover), on which we have been involved.

1.4.1 New optimality metrics in broadcasting

As explained in Section 1.3, the length of a journey can be measured both in terms of the number of hops or in terms of duration, giving rise to two distinct notions of distance among nodes: the topological distance (minimum number of hop) and the temporal distance (earliest reachability), both being relative to a source \(u\), a destination \(v\), and an initiation time \(t\).

Bui-Xuan, Ferreira, and Jarry [32] define three optimality metrics based on these notions: shortest journeys minimize the number of hops, foremost journeys minimize
reachability time, and fastest journeys minimize the duration of the journey (possibly delaying its departure). See Figure 1.7 for an illustration.

Optimal journeys from $a$ to $d$ (starting at time 0):
- the shortest: $a$-e-d (only two hops)
- the foremost: $a$-b-c-d (arriving at $5 + \zeta$)
- the fastest: $a$-f-g-d (no intermediate waiting)

Figure 1.7: Different meanings for length and distance (assuming latency $\zeta \ll 1$).

The centralized problem of computing the three types of journeys given full knowledge of the graph $G$ is introduced (and algorithms are proposed) in [32]. We investigated a distributed analogue of this problem; namely, the ability for the nodes to broadcast according to these metrics without knowing the underlying networks, but with various assumptions about its dynamics [47, 51] (reviewed in Section 2.2).

1.4.2 Election and spanning trees

While the definition of problems like broadcast or routing remains intuitive in highly dynamic networks, other problems are definitionally ambiguous. Consider leader election and spanning trees. In a static network, leader election consists of distinguishing a single node, the leader, for playing subsequently a distinct role. The spanning tree problem consists of selecting a cycle-free set of edges that interconnects all the nodes. Both problems are central and widely studied. How should these problems be defined in a highly dynamic network which (among other features) is possibly partitioned most of the time?

At least two (somewhat generic) versions emerge. Starting with election, is the objective still to distinguish a unique leader? This option makes sense if the leader can influence other nodes reasonably often. However, if the temporal connectivity within the network takes a long time to be achieved, then it may be more relevant to elect a leader in each component, and maintain a leader per component when components merge and split. Both options are depicted on Figure 1.8.

Figure 1.8: Two possible definitions of the leader election problem.
The same declination holds for spanning trees, the options being (1) to build a unique
tree whose edges are intermittent, or (2) to build a different tree in each component, to
be updated when the components split and merge. Together with Flocchini, Mans, and
Santoro, we considered the first option in [47, 51] (reviewed in Section 2.2), building
(distributedly) a fixed but intermittent broadcast tree in a network whose edges are all
recurrent (Class $\mathcal{E}^R$). In a different line of work (with a longer list of co-authors) [35,
124, 40, 18], we proposed and studied a “best effort” principle for maintaining a set
of spanning trees of the second type, while guaranteeing that some properties hold
whatever the dynamics (reviewed in Section 4.1). A by-product of this algorithm is to
maintain a single leader per tree (the root).

### 1.4.3 Covering problems

With Mans and Mathieson in 2011 [58], we explored three canonical ways of redefining
combinatorial problems in highly-dynamic networks, with a focus on covering problems
like dominating set. A dominating set in a (standard) graph $G = (V, E)$ is a subset of
nodes $S \subseteq V$ such that each node in the network either is in $S$ or has a neighbor in
$S$. The goal is usually to minimize the size (or cost) of $S$. Given a dynamic network
$\mathcal{G} = \{G_1, G_2, \ldots\}$, the problem admits three natural declinations:

- **Temporal** version: domination is achieved over time – every node outside the set
  must share an edge at least once with a node in the set, as illustrated below.

  ![Temporal dominating set](image)

- **Evolving** version: domination is achieved in every snapshot, but the set can vary
  between them. This version is commonly referred to as “dynamic graph algo-
rithms” in the algorithmic literature (also called “reoptimization”).

  ![Evolving dominating set](image)

- **Permanent** version: domination is achieved in every snapshot, with a fixed set.

  ![Permanent dominating set](image)
The three versions are related. Observe, in particular, that the temporal version consists of computing a dominating set in $\cup G$ (the footprint), and the permanent version one in $\cap G$. Solutions to the permanent version are valid (but possibly sub-optimal) for the evolving version, and those for the evolving version are valid (but possibly sub-optimal) for the temporal version [58]. In fact, the solutions to the permanent and the temporal versions actually form upper and lower bounds for the evolving version. Note that the permanence criterion may force the addition of some elements to the solution, which explains why some problems like spanning tree and election do not admit a permanent version.

**Open question 1.** Make a more systematic study of the connections between the temporal, the evolving, and the permanent versions. Characterize the role these versions play with respect to each other both in terms of lower bound and upper bound, and design algorithms exploiting this trinity (“threefold duality”).

In a distributed (or online) setting, the permanent and the temporal versions are not directly applicable because the future of the network is not known a priori. Nonetheless, if the network satisfies other forms of regularity, like periodicity [83, 81, 100] (Class $\mathcal{E}^P$) or recurrence of edges [47] (Class $\mathcal{E}^R$), then such solutions can be built despite lack of information about the future. In this perspective, Dubois et al. [72] define a variant of the temporal version in infinite lifetime networks, requiring that the covering relation holds infinitely often (e.g., for dominating sets, every node not in the set must be dominated infinitely often by a node in the set). We review in Section 2.4 a joint work with Dubois, Petit, and Robson [41], where we define a new hereditary property in graphs called robustness that captures the ability for a solution to have such features in a large class of highly-dynamic networks (Class $\mathcal{TC}^R$, all classes are reviewed in Chapter 3). The robustness of maximal independent sets (MIS) is investigated in particular and the locality of finding a solution in various cases is characterized.

This type of problems have recently gained interest in the algorithmic and distributed computing communities. For example, Mandal et al. [115] study approximation algorithms for the permanent version of dominating sets. Akrida et al. [5] (2018) define a variant of the temporal version in the case of vertex cover, in which a solution is not just a set of nodes (as it was in [58]) but a set of pairs $(\text{nodes}, \text{times})$, allowing different nodes to cover the edges at different times (and within a sliding time window). Bamberger et al. [15] (2018) also define a temporal variant of two covering problems (vertex coloring and MIS) relative to a sliding time window.

**Concluding remark**

Given the reporting nature of this document, we reviewed here the definition of concepts and problems in which we have been effectively involved (through contributions). As such, the content does not aim at comprehensiveness and many concepts and problems were not covered. In particular, the network exploration problem received a lot of attention recently in the context of dynamic networks, for which we refer the reader to a number of dedicated works [84, 82, 96, 27, 114].
Chapter 2

Feasibility of distributed problems

A common approach to analyzing distributed algorithms is the characterization of necessary and sufficient conditions to their success. These conditions commonly refer to the communication model, synchronicity, or structural properties of the network (e.g., is the topology a tree, a grid, a ring, etc.) In a dynamic network, the topology changes during the computation, and this has a dramatic effect on computations. In order to understand this effect, the engineering community has developed a number of mobility models, which govern how the nodes move and make it possible to compare results on a relatively fair basis and enable their reproducibility (the most famous, yet unrealistic model is random waypoint).

In the same way as mobility models enable the experimental investigations of algorithms and protocols in highly dynamic networks, logical properties on the network dynamics, i.e., classes of dynamic graphs, have the potential to guide a more formal exploration of their qualities and limitations. This chapter reviews our contributions in this area, which has acted as a general driving force through most of our works in dynamic networks. The resulting classes of dynamic graphs are then revisited, compiled, and independently discussed in Chapter 3.

2.1 Basic conditions

In way of introduction, consider the broadcasting of a piece of information in the dynamic network depicted on Figure 2.1. The ability to complete this task depends on which node is the initial emitter: a and b may succeed, while c is guaranteed to fail. The obvious reason is that no journey (thus no chain of causality) exists from c to a.

Figure 2.1: A basic mobility scenario.

Together with Chaumette and Ferreira in 2009 [39], we identified a number of such
requirements relative to a few basic tasks, namely broadcasting, counting, and election. For the sake of abstraction, the algorithms were described in a high-level model called *graph relabelings systems* [112], in which interactions consist of *atomic* changes in the state of neighboring nodes. Different scopes of action were defined in the literature for such models, ranging from a single edge to a closed star where the state of all vertices changes atomically [62, 63]. The *expression* of algorithms in the edge-based version is close to that of population protocols [10], but the context of execution is different (especially in our case), and perhaps more importantly, the type of *questions* which are investigated are different.

In its simplest form, the broadcasting principle is captured by a single rule, represented as $\text{IN} \rightarrow \text{IN}$ and meaning that if an informed node “interacts” (in a sense that will become clear) with a non-informed node, then the latter becomes informed. This node can in turn propagate information through the same rule. Graph relabeling systems\(^1\) typically take place over a fixed graph, which unlike the interaction graph of population protocols, *is* thought of as a static network. In fact, the main purpose of graph relabeling systems is to abstract *communications*, while that of population protocols is to abstract *dynamism* (through scheduling). In our case, dynamism is not abstracted by the scheduling; relabeling operations take place over a support graph that itself changes, which is fundamentally different and makes it possible to inject properties of the network dynamics into the analysis.

**The model.** Given a dynamic network $\mathcal{G} = \{G_1, G_2, \ldots\}$, the model we proposed in [39]\(^2\) considers relabeling operation taking place *on top of the sequence*. Precisely, every $G_i$ may support a number of interactions (relabelings), then at some point, the graph transitions from $G_i$ to $G_{i+1}$. The adversary (scheduler, or daemon) controls both the selection of edges on which interactions occur, and the moment when the system transitions from $G_i$ to $G_{i+1}$, subject to the constraint that every edge of every $G_i$ is selected at least once before transitioning to $G_{i+1}$. This form of fairness is reasonable, as otherwise some edges may be present or absent without incidence on the computation. The power of the adversary mainly resides in the *order* in which the edges are selected and the number of times they are selected in each $G_i$. The adversary does not control the sequence of graph itself (contrary to common models of message adversaries).

### 2.1.1 Necessary or sufficient conditions in terms of dynamics

The above model allows us to define formally the concept of necessary and sufficient conditions for a given algorithm, in *terms of network dynamics*. For a given algorithm $\mathcal{A}$ and network $\mathcal{G}$, $\mathcal{X}$ is the set of all possible executions and $X \in \mathcal{X}$ one of them corresponding to the adversary choices.

**Definition 1** (Necessary condition). A property $P$ (on a graph sequence) is necessary (in the context of $\mathcal{A}$) if its non-satisfaction on $\mathcal{G}$ implies that no sequence of relabelings can transform the initial states to desired final states. ($\neg P(\mathcal{G}) \implies \forall X \in \mathcal{X}, \mathcal{A} \text{ fails}$)

\(^1\)This model is sometimes referred to as “local computations”, but with a different meaning to that of Naor and Stockmeyer [120], therefore we do not use this term.

\(^2\)In [39], we relied on the general (i.e., timed) version of evolving graphs. With hindsight, untimed evolving graphs, *i.e.*, basic sequences of graphs, are sufficient and make the description simpler.
Definition 2 (Sufficient condition). A property $P$ (on graph sequences) is sufficient if its satisfaction on $\mathcal{G}$ implies that all possible sequences of relabelings take the initial states into desired final states. ($P(\mathcal{G}) \implies \forall x \in \mathcal{X}, A \text{ succeeds.}$)

In other words, if a necessary condition is not satisfied by $\mathcal{G}$, then the execution will fail whatever the choices of the adversary; if a sufficient condition is satisfied, the execution will succeed whatever the choices of the adversary. In between lies the actual power of the adversary. In the case of the afore-mentioned broadcast algorithm, this space is not empty: it is necessary that a journey exist from the emitter to all other nodes, and it is sufficient that a strict journey exist from the emitter to all other nodes.

Discussion 3 (Sensitivity to the model). By nature, sufficient conditions are dependent on additional constraints imposed to the adversary, namely here, of selecting every edge at least once. No property on the sequence of graph could, alone, guarantee that the nodes will effectively interact, thus sufficient conditions are intrinsically model-sensitive. On the other hand, necessary conditions on the graph evolution do not depend on the particular model, which is one of the advantages of considering high-level computational model without abstracting dynamism.

We considered three other algorithms in [39] which are similar to some protocols in [10], albeit considered here in a different model and with different questions in mind. The first is a counting algorithm in which a designated counter node increments its count when it interacts with a node for the first time ($k N_{k+1} F$). An obvious necessary condition to count all nodes is the existence of a direct edge between the counter and every other node (possibly at the same time or at different times). In fact, this condition is also sufficient in the considered model, leaving no power at all to the adversary: either the condition holds and success is guaranteed, or it does not and failure is certain.

The second counting algorithm has uniform initialization: every node has a variable initially set to 1. When two nodes interact, one of them cumulates the count of the other, which is eliminated ($i j \rightarrow i+j$). Here, a necessary condition to complete the process is that at least one node can be reached by all others through a journey. A sufficient condition due to Marchand de Kerchove and Guinand [117] is that all pairs of nodes interact at least once over the execution (i.e., the footprint of $\mathcal{G}$ is complete). The third counting algorithm adds a circulation rule to help surviving counters to meet, with same necessary condition as before.

Open question 2. Find a sufficient condition for this version of the algorithm in terms of network dynamics.

2.1.2 Tightness of the conditions

Given a condition (necessary or sufficient), an important question is whether it is tight for the considered algorithm. Marchand de Kerchove and Guinand [117] defined a tightness criterion as follows. Recall that a necessary condition is one whose non-satisfaction implies failure; it is tight if, in addition, its satisfaction does make success possible (i.e., a nice adversary could make it succeed). Symmetrically, a sufficient condition is tight if
its non-satisfaction does make failure possible (the adversary can make it fail). This is illustrated on Figure 2.2.

\begin{figure}[h]
\centering
\begin{tikzpicture}
\node (A) at (0,0) {\(\neg C_N(G) \rightarrow \text{failure guaranteed}\)};
\node (B) at (2,0) {\(C_N(G) \rightarrow \text{success guaranteed}\)};
\node (C) at (0,-1) {\(\neg C_N(G) \rightarrow \text{no information}\)};
\node (D) at (2,-1) {\(C_S(G) \rightarrow \text{no information}\)};
\node (E) at (1,-1.5) {\(\exists \text{ failure possible}\)};
\node (F) at (1,-2) {\(\neg \text{tight}\)};
\node (G) at (1,-2.5) {\(\text{tight}\)};
\draw [->] (A) -- (B);
\draw [->] (C) -- (D);
\draw [->] (D) -- (E);
\draw [->] (C) -- (F);
\draw [->] (G) -- (E);
\end{tikzpicture}
\caption{Figure 2.2: Tightness of conditions.}
\end{figure}

It was observed [117] that all of the conditions in [39] are tight. Interestingly, this implies that, while the adversary has no power at all in the case of the first counting algorithm, it has a lot in the case of the second.

2.1.3 Relating conditions to graph classes

Each of the above conditions naturally induces a class of dynamic networks in which the corresponding property is satisfied. In fact, if a node plays a distinguished role in the algorithm (non-uniform initialization), then at least two classes of graphs are naturally induced by each property, based on quantification (one existential, one universal). These classes correspond to graphs in which . . .

- . . . at least one node can reach all the others through a journey \((1 \leadsto *)\),
- . . . all nodes can reach each other through journeys \((* \leadsto *)\),
- . . . at least one node shares at some point an edge with every other \((1 \rightarrow *)\),
- . . . all pairs of nodes share at some point an edge \((* \rightarrow *)\),
- . . . at least one node can be reached by all others through a journey \((* \leadsto 1)\),
- . . . at least one node can reach all the others through a strict journey \((1 \overset{st}{\leadsto} *)\),
- . . . all nodes can reach each other through strict journeys \((* \overset{st}{\leadsto} *)\).

These classes were assigned an “\(\mathcal{F}\)” number in [36, 39] and for some a distinct “\(\mathcal{C}\)” number in [53]. We revisit all the classes and their names in Chapter 3, and we review algorithms for testing membership of a given graph to each of them.

2.1.4 Towards formal proofs

As explained above, one of the advantages of working at a high level of abstraction with atomic communication (here, graph relabelings) is that impossibility results obtained in these models are general, i.e., they apply automatically to lower-level models like message passing. Another important feature of such models is that they are well suited for formalization, and thereby for formal proofs.
From 2009 to 2012 [59, 60], Castéran et al. developed an early set of tools and methodologies for formalizing graph relabeling systems within the framework of the Coq proof assistant, materializing as the Loco library. More recently, Corbineau et al. developed the PADEC library [7], which allows one to build certified proofs (again with Coq) in a computational model called locally shared memory model with composite atomicity, much related to graph relabeling systems. This library is being developed intensively and may in the mid term incorporate other models and features. Besides the Coq realm, recent efforts were made by Fakhfakh et al. to prove the correctness of algorithms in dynamic networks based on the Event-B framework [75, 76]. These algorithms are formalized using graph relabeling systems (in particular, one of them is our spanning forest algorithm presented in Section 4.1). Another work pertaining to certifying distributed algorithms for mobile robots in the Coq framework, perhaps less directly relevant here, is that of Balabonski et al. [14].

**Research avenue 3.** Building on top of these plural (and related) efforts, formalize in the framework of Coq or Event-B the main objects involved in this section, namely sequences of graphs, relabeling algorithms, and the fairness condition for edge selection. Use them to prove formally that a given assumption on the network dynamics is necessary or sufficient to a given algorithm.

## 2.2 Shortest, fastest, and foremost broadcast

*Main articles: IFIP-TCS’10 [47] and IJFCS’15 [51]*

We reviewed in Section 1.4 different ways in which the time dimension impacts the formulation of distributed and combinatorial problems. One of them is the declination of optimal journeys into three metrics: shortest, fastest, and foremost defined in [32] in a context of centralized offline problems. In a series of work with Flocchini, Mans, and Santoro [47, 51], we studied a distributed version of these problems, namely shortest, fastest, and foremost broadcast with termination detection at the emitter, in which the evolution of the network is not known to the nodes, but must obey various forms of regularities (i.e., be in various classes of dynamic networks). Some of the findings were surprising, for example the fact that the three variants of the problems require a gradual set of assumptions, each of which is strictly included in the previous one.

### 2.2.1 Broadcast with termination detection (TDB)

The problem consists of broadcasting a piece of information from a given source (emitter) to all other nodes, with termination detection at the source (TDB, for short). Only the broadcasting phase is required to be optimal, not the termination phase. The metrics were adapted as follows:

- **TDB[foremost]:** every node is informed at the earliest possible time,
- **TDB[shortest]:** the number of hops relative to every node is minimized,
- **TDB[fastest]:** the time between first emission and last reception is globally minimized.
These requirements hold relative to a given initiation time \( t \), which is triggered externally at the initial emitter. Since the schedule of the network is not known in advance, we examine what minimal regularity in the network make TDB feasible, and so for each metric. Three cases are considered:

- Class \( \mathcal{E}^R \) (recurrent edges): graphs whose footprint is connected (not necessarily complete) and every edge in it re-appears infinitely often. In other words, if an edge is available once, then it will be available recurrently.
- Class \( \mathcal{E}^B \subset \mathcal{E}^R \) (bounded-recurrent edges): graphs in which every edge of the footprint cannot be absent for more than \( \Delta \) time, for a fixed \( \Delta \).
- Class \( \mathcal{E}^P \subset \mathcal{E}^B \) (periodic edges) where every edge of the footprint obeys a periodic schedule, for some period \( p \). (If every edge has its own period, then \( p \) is their least common multiple.)

As far as inclusion is concerned, it holds that \( \mathcal{E}^P \subset \mathcal{E}^B \subset \mathcal{E}^R \) and the containment is strict. However, we show that being in either class only helps if additional knowledge is available. The argument appears in different forms in [47, 51] and proves quite ubiquitous – let us call it a “late edge” argument.

**Late edge argument.** If an algorithm is able to decide termination of the broadcast in a network \( G \) by time \( t \), then one can design a second network \( G' \) indistinguishable from \( G \) up to time \( t \), with an edge appearing for the first time after time \( t \). Depending on the needs of the proof, this edge may (1) reach new nodes, (2) create shortcuts, or (3) make some journeys faster.

In particular, this argument makes it clear that the nodes cannot decide when the broadcast is complete, unless additional knowledge is available. We consider various combinations of knowledge among the following: number of nodes \( n \), a bound \( \Delta \) on the reappearance time (in \( \mathcal{E}^B \)), and the period \( p \) (in \( \mathcal{E}^P \)), the resulting settings are referred to as \( \mathcal{E}^R_n, \mathcal{E}^B_\Delta \), etc.

**The model.** A message passing model in continuous time is considered, where the latency \( \zeta \) is fixed and known to the nodes. When a link appears, it lasts sufficiently long for transmitting at least one message. If a message is sent less than \( \zeta \) time before the edge disappears, it is lost. Nodes are notified immediately when an incident link appears (\texttt{onEdgeAppearance()}), or disappears (\texttt{onEdgeDisappearance()}), which we call a presence oracle in the present document. Together with \( \zeta \) and the fact that links are bidirectional, the immediacy of the oracle implies that a node transmitting a message can detect if it was indeed successfully received (if the corresponding edge is still present \( \zeta \) time after the emission). Based on this observation, we introduced in [47] a special primitive \texttt{sendRetry()} that re-sends a message upon the next appearance of an edge if the transmission fails (or if the edge is absent when called), which simplifies the expression of algorithms w.l.o.g. Finally, a node can identify an edge over multiple appearances, and we do not worry about interferences.

In a subsequent work with Gómez-Calzado, Lafuente, and Larrea [91] (reviewed in Section 2.3), we explored various ways of relaxing these assumptions, in particular the presence oracle. Raynal et al. [128] also explored different variants of this model.
2.2. SHORTEST, FASTEST, AND FOREMOST BROADCAST

2.2.2 Main results

We review here only the most significant results from [47, 51], referring the reader to these articles for missing details. The first problem, TDB[foremost], can be solved already in \( \mathcal{E}^B_n \) by a basic flooding technique: every time a new edge appears locally to an informed node, information is sent onto it. Knowledge of \( n \) is not required for the broadcast itself, but for termination detection due to a late edge argument. Using the parent-child relations resulting from the broadcasting phase, termination detection proceeds by sending acknowledgments up the tree back to the emitter every time a new node is informed, which is feasible thanks to the recurrence of edges. The emitter detects termination after \( n - 1 \) acknowledgments have been received.

TDB[shortest] and TDB[fastest] are not feasible in \( \mathcal{E}^B_n \) because of a late edge argument (in its version 2 and 3, respectively). Moving to the more restricted class \( \mathcal{E}^B \), observe first that being in this class without knowing \( \Delta \) is indistinguishable from being in \( \mathcal{E}^R \). Knowing \( \Delta \) makes it possible for a node to learn its incident edges in the footprint, because these edges must appear at least once within any window of duration \( \Delta \). The main consequence is that the nodes can perform a breadth-first search (BFS) relative to the footprint, which guarantees the shortest nature of journeys. It also makes it possible for a parent to know its definitive list of children, which enables recursive termination using a linear number of messages (against \( O(n^2) \) in the termination described above). Knowing both \( n \) and \( \Delta \) further improves the termination process, which now becomes implicit after \( \Delta n \) time units.

**Remark 1.** \( \mathcal{E}^B_{\Delta} \) is strictly stronger than \( \mathcal{E}^B_n \) in the considered model, because \( n \) can be inferred from \( \Delta \), the reverse being untrue [51]. In fact, the whole footprint can be learned in \( \mathcal{E}^B_{\Delta} \) with potential consequences on many problems.

TDB[fastest] remains unsolvable in \( \mathcal{E}^B \). In fact, one may design a network in \( \mathcal{E}^B \) where fastest journeys do not exist because the journeys keep improving infinitely many times, despite \( \Delta \), exploiting here the continuous nature of time. (We give such a construct in [51].) Being in \( \mathcal{E}^P_p \) prevents such constructs and makes the problem solvable. In fact, the whole schedule becomes learnable in \( \mathcal{E}^P_p \) with great consequences. In particular, the source can learn the exact time (modulo \( p \)) when it has minimum temporal eccentricity (i.e., when it takes the smallest time to reach all nodes), and initiate a foremost broadcast at that particular time (modulo \( p \)), which will be fastest. Temporal eccentricities can be computed using T-Clocks [49, 50], reviewed in Section 4.2.

**Remark 2.** A potential risk in continuous time (identified by E. Godard in a private communication) is that the existence of accumulation points in the presence function might prevent fastest journeys to exist at all even in \( \mathcal{E}^P \). Here, we are on the safe side thanks to the fact that every edge appears at least for \( \zeta \) time units, which is constant in the considered model.

Missing results are summarized through Tables 2.1 and 2.2. Besides feasibility, we characterized the time and message complexity of all algorithms, distinguishing between information messages and other (typically smaller) control messages. We also considered the reusability of structures from one broadcast to the next, e.g., the underlying paths in the footprint. Interestingly, while some versions of the problem are harder to solve, they offer a better reusability. Some of these facts are discussed further in Section 3.2.
CHAPTER 2. FEASIBILITY OF DISTRIBUTED PROBLEMS

| Metric | Class | Knowledge | Feasibility | Reusability | Result from |
|--------|-------|-----------|-------------|-------------|-------------|
| Foremost | \(\mathcal{E}^R\) | \(\emptyset\) | no | – | \(/\) |
| | \(\mathcal{E}^R\) | \(n\) | yes | no | \([47]\) (long \([51]\)) |
| | \(\mathcal{E}^B\) | \(\Delta\) | yes | no | \(/\) |
| | \(\mathcal{E}^P\) | \(p\) | yes | yes | \([48]\) (long \([50]\)) |
| Shortest | \(\mathcal{E}^R\) | \(\emptyset\) | no | – | \(/\) |
| | \(\mathcal{E}^R\) | \(n\) | no | – | \([47]\) (long \([51]\)) |
| | \(\mathcal{E}^B\) | \(\Delta\) | yes | yes | \(/\) |
| | \(\mathcal{E}^P\) | \(p\) | yes | yes | \([49]\) (long \([50]\)) |

Table 2.1: Feasibility and reusability of TDB in different classes of dynamic networks (with associated knowledge).

| Metric | Class | Knowledge | Time | Info. msgs (1st run) | Control msgs (1st run) | Info. msgs (next runs) | Control msgs (next runs) |
|--------|-------|-----------|------|---------------------|----------------------|----------------------|----------------------|
| Foremost | \(\mathcal{E}^R\) | \(n\) | unbounded | \(O(m)\) | \(O(n^2)\) | \(O(m)\) | \(O(n)\) |
| | \(\mathcal{E}^B\) | \(n\) | \(O(n\Delta)\) | \(O(m)\) | \(O(n^2)\) | \(O(m)\) | \(O(n)\) |
| | \(\Delta\) | \(O(n\Delta)\) | \(O(m)\) | \(O(n)\) | \(O(m)\) | 0 |
| | \(n\&\Delta\) | \(O(n\Delta)\) | \(O(m)\) | 0 | \(O(m)\) | 0 |
| Shortest | \(\mathcal{E}^B\) | \(\Delta\) | \(O(n\Delta)\) | \(O(m)\) | 2\(n - 2\) | \(O(n)\) | 0 |
| | \(n\&\Delta\) | \(O(n\Delta)\) | \(O(m)\) | \(n - 1\) | \(O(n)\) | 0 |
| | \(n\&\Delta\) | \(O(n\Delta)\) | \(O(m)\) | 0 | \(O(m)\) | 0 |

Table 2.2: Complexity of TDB in \(\mathcal{E}^R\) and \(\mathcal{E}^B\) with related knowledge (Table from \([51]\)). Control messages are typically much smaller than information messages, and thus counted separately.

Open question 4. While \(\mathcal{E}^R\) is more general (weaker) than \(\mathcal{E}^B\) and \(\mathcal{E}^P\), it still represents a strong form of regularity. The recent characterization of Class \(\mathcal{T}C^R\) in terms of eventual footprint \([30]\) (see Section 2.4 in the present chapter) makes the inner structure of this class more apparent. It seems plausible to us (but without certainty) that sufficient structure may be found in \(\mathcal{T}C^R\) to solve TDB[foremost] with knowledge \(n\), which represents a significant improvement over \(\mathcal{E}^R\).

2.3 Bounding the temporal diameter

Main article: EUROPAR’15 \([91]\)

Being able to bound communication delays in a network is instrumental in solving a number of distributed tasks. It makes it possible, for instance, to distinguish between a crashed node and a slow node, or to create a form of synchronicity in the network. In highly-dynamic networks, the communication delay between two (remote) nodes may be arbitrary long, and so, even if the communication delay between every two neighbors are bounded. This is due to the disconnected nature of the network, which de-correlates...
2.3. BOUNDING THE TEMPORAL DIAMETER

In a joint work with Gómez, Lafuente, and Larrea [91], we explored different ways of bounding the temporal diameter of the network and of exploiting such a bound. This work was first motivated by a problem familiar to my co-authors, namely the agreement problem, for which it is known that a subset of sufficient size (typically a majority of the nodes) must be able to communicate timely. For this reason, the work in [91] considers properties that apply among subsets of nodes (components). Here, we give a simplified account of this work, focusing on the case that these properties apply to the whole network. One reason is to make it easier to relate these contributions to the other works presented in this document, while avoiding many details. The reader interested more specifically in the agreement problem, or to finer (component-based) versions of the properties discussed here is referred to [91]. The agreement problem in highly-dynamic networks has also been studied in a number of recent works, including for example [92, 64].

The model. The model is close to the one of Section 2.2, with some relaxations. Namely, time is continuous and the nodes communicate using message passing. Here, the latency \( \zeta \) is not a constant, which induces a partial asynchrony, but it remains bounded by some \( \zeta_{MAX} \). Different options are considered regarding the awareness that nodes have of their incident links, starting with the use of a presence oracle as before (nodes are immediately notified when an incident link appears or disappears). Then, we explore possible replacements for such an oracle, which are described gradually. As before, a node can identify a same edge over multiple appearances, and we do not worry about interferences.

2.3.1 Temporal diameter

Let us recall that the temporal diameter of the network, at time \( t \), is the smallest duration \( \delta \) such that \( G_{[t,t+\delta]} \) is temporally connected (i.e., \( G_{[t,t+\delta]} \in TC \)). The objective is to guarantee the existence of a bound \( \Delta \) such that \( G_{[t,t+\Delta]} \in TC \) for all \( t \), which we refer to as having a bounded temporal diameter. The actual definitions in [91] rely on the concept of \( \Delta \)-journeys, which are journeys whose duration is bounded by \( \Delta \). Based on these journeys, a concept of \( \Delta \)-component is defined as a set of nodes able to reach each other within every time window of duration \( \Delta \).

Networks satisfying a bounded temporal diameter are said to be in class \( TC(\Delta) \) in [91]. For consistency with other class names in this document, we rename this class as \( TC^B \), mentioning the \( \Delta \) parameter only if need be. (A more general distinction between parametrized and non-parametrized classes, inspired from [91], is discussed in Chapter 3.) At an abstract level, being in \( TC^B \) with a known \( \Delta \) makes it possible for the nodes to make decisions that depend on (potentially) the whole network following a wait of \( \Delta \) time units. However, if no additional assumptions are made, then one must ensure that no single opportunity of journey is missed by the nodes. Indeed, membership to \( TC^B \) may rely on specific journeys whose availability are transient. In discrete time, a feasible (but costly) way to circumvent this problem is to send a message in each time step, but this makes no sense in continuous time.
This impossibility motivates us to write a first version of our algorithms in [91] using the presence oracles from [47, 51]; i.e., primitives of the type \texttt{onEdgeAppearance()} and \texttt{onEdgeDisappearance()}. However, we observe that these oracles have no realistic implementations and thus we explore various ways of avoiding them, possibly at the cost of stronger assumptions on the network dynamics (more restricted classes of graphs).

2.3.2 Link stability

Instead of detecting edges, we study how \( \mathcal{TC}^B \) could be specialized for enabling a similar trick to the one in discrete time, namely that if the nodes send messages at regular interval, at least some of the possible \( \Delta \)-journeys will be effectively used. The precise condition quite specific and designed to this sole objective. Precisely, we require the existence of particular kinds of \( \Delta \)-journeys (called \( \beta \)-journeys in [91]) in which every next hop can be performed with some flexibility as to the exact transmission time, exploiting a stability parameter \( \beta \) on the duration of edge presences. The name \( \beta \) was inspired from a similar stability parameter used by Fernández-Anta et al. [77] for a different purpose.

The graphs satisfying this requirement (for some \( \beta \) and \( \Delta \)) form a strict subset of \( \mathcal{TC}^B \) for the same \( \Delta \). The resulting class was denoted by \( \mathcal{TC}'(\beta) \) in [91], and called oracle-free. We now believe this class is quite specific, and may preferably be formulated in terms of communication model within the more general class \( \mathcal{TC}^B \). This matter raises an interesting question as to whether and when a set of assumptions should be stated as a class of graphs and when it should not. No such ambiguity arises in static networks, where computational aspects and synchronism are not captured by the graph model itself, whereas it becomes partially so with graph theoretical models like TVGs, through the latency function. These aspects are discussed again in Section 3.1.3.

2.3.3 Steady progress

While making the presence oracle unnecessary, the stability assumption still requires the nodes to send the message regularly over potentially long periods of time. Fernández-Anta et al. consider another parameter called \( \alpha \) in [77], in a discrete time setting. The parameter is formulated in terms of partitions within the network, as the largest number of consecutive steps, for every partition \( (S, \bar{S}) \) of \( V \), without an edge between \( S \) and \( \bar{S} \). This idea is quite general and extends naturally to continuous time. Reformulated in terms of journeys, parameter \( \alpha \) is a bound on the time it takes for every next hop of some journeys to appear, “some” being here at least one between every two nodes (and in our case, within every \( \Delta \)-window).

One of the consequences of this parameter is that a node can stop retransmitting a message \( \alpha \) time units after it received it, adding to the global communication bound a second local one of practical interest. In [91], we considered \( \alpha \) only in conjunction with \( \beta \), resulting in a new class based on \( (\alpha, \beta) \)-journeys and called \( \mathcal{TC}''(\alpha, \beta) \subset \mathcal{TC}'(\beta) \subset \mathcal{TC}^B \) (of which the networks in [77] can essentially be seen as discrete versions). With hindsight, the \( \alpha \) parameter deserves to be considered independently. In particular, a concept of \( \alpha \)-journey where the time of every next hop is bounded by some duration is
of great independent interest, and it is perhaps of a more structural nature than $\beta$. As a result, we do consider an $\alpha$-$\text{TC}^B$ class in Chapter 3 while omitting classes based on $\beta$.

**Impact on message complexity.** Intuitively, the $\alpha$ parameter makes it possible to reduce drastically the number of messages. However, its precise effects in an adversarial context remain to be understood. In particular, a node has no mean to decide which of several journeys prefixes will eventually lead to an $\alpha$-journey. As a result, even though a node can stop re-transmitting a message after $\alpha$ time units, it will have to retransmit the same message again if it receives it again in the future (e.g., possibly through a different route).

**Open question 5.** Understand the real effect of $\alpha$-journeys in case of an adversarial (i.e., worst-case) edge scheduling $\rho$. In particular, does it significantly reduces the number of messages?

In conclusion, the properties presented above helped us propose in [91] different versions of a same algorithm (here, a primitive called terminating reliable broadcast in relation to the agreement problem). Each version lied at different level of abstraction and with a gradual set of assumptions, offering a tradeoff between realism and assumptions on the network dynamics.

### 2.4 Minimal structure and robustness

*Main article: arXiv’17 [41] (submitted)*

As we have seen along this chapter, highly dynamic networks may possess various types of internal structure that an algorithm can exploit. Because there is a natural interplay between generality and structure, an important question is whether general types of dynamic networks possess sufficient structure to solve interesting problems. Arguably, one of the weakest assumptions in dynamic networks is that every pair of nodes is able to communicate recurrently (infinitely often) through journeys. This property was identified more than three decades ago by Awerbuch and Even [11]. The corresponding class of dynamic networks (Class 5 in [53] – hereby referred to as $\text{TC}^R$) is indeed the most general among all classes of infinite-lifetime networks discussed in this document. This means that, if a structure is present in $\text{TC}^R$, then it can be found in virtually any network, including always-connected networks ($\mathcal{C}^*$), networks whose edges are recurrent or periodic ($\mathcal{E}^R$, $\mathcal{E}^B$, $\mathcal{E}^P$), and networks in which all pairs of nodes are infinitely often neighbors ($\mathcal{K}^R$). (All classes are reviewed in Chapter 3.) Therefore, we believe that the question is important. We review here a joint work with Dubois, Petit, and Robson [41], in which we exploit the structure of $\text{TC}^R$ to built stable intermittent structures.

#### 2.4.1 Preamble

In Section 1.4.3, we presented three ways of interpreting standard combinatorial problems in highly-dynamic networks [58], namely a temporal, an evolving, and a permanent version. The temporal interpretation requires that the considered property (e.g., in case
of dominating sets, being either in the set, or adjacent to a node in it) is realized \textit{at least once} over the execution.

Motivated by a distributed setting, Dubois et al. [72] define an extension of the temporal version, in which the property must hold not only once, but \textit{infinitely often} – in the case of dominating sets, this means being either in the set or \textit{recurrently} neighbor to a node in the set. Aiming for generality, they focus on $\mathcal{T}C^R$ and exploit the fact that this class also corresponds to networks whose \textit{eventual footprint} is connected [30]. In other words, if a network is in $\mathcal{T}C^R$, then its footprint contains a connected spanning subset of edges which \textit{are} recurrent, and vice versa.

This observation is perhaps simple, but has profound implications. While some of the edges incident to a node may disappear forever, some others \textit{must} reappear infinitely often. Since a distributed algorithm has no mean to distinguish between both types of edges, Dubois et al. [72] call a solution \textit{strong} if it remains valid relative to the actual set of recurrent edges, whatever they be.

### 2.4.2 Robustness and the case of the MIS

In a joint work with Dubois, Petit, and Robson [41], we revisited these notions, employing the terminology of “robustness” (suggested by Y. Métivier), and defining a new form of heredity in standard graphs, motivated by these considerations about dynamic networks.

\textbf{Definition 3} (Robustness). A solution (or property) is said to be \textit{robust} in a graph $G$ iff it is valid in all connected spanning subgraphs of $G$ (including $G$ itself).

This notion indeed captures the uncertainty of not knowing which of the edges are recurrent and which are not in the footprint of a network in $\mathcal{T}C^R$. Then we realized that it also has a very natural motivation in terms of static networks, namely that some edges of a given network may crash definitely and the network is used so long as it is connected. This duality makes the notion quite general and its study compelling. It also makes it simpler to think about the property.

In [41], we focus on \textit{maximal independent sets} (MIS), which is a maximal set of non-neighbor nodes. Interestingly, robust MISs may or may not exist depending on the considered graph. For example, if the graph is a triangle (Figure 2.3(a)), then only one MIS exists up to isomorphism, consisting of a single node. However, this set is no longer maximal in one of the possible connected spanning subgraphs: the triangle graph admits no robust MIS. Some graphs do admit a robust MIS, but not all of the MISs are robust. Figures 2.3(b) and 2.3(c) show two MISs in the bull graph, only one of which
is robust. Finally, some graphs are such that all MISs are robust (e.g., the square on Figure 2.3(d)).

We characterize exactly the set of graphs in which all MISs are robust [41], denoted $\mathcal{RMIS}^\forall$, and prove that it consists exactly of the union of complete bipartite graphs and a new class of graphs called sputniks, which contains among others things all the trees (for which any property is trivially robust). Graphs not in $\mathcal{RMIS}^\forall$ may still admit a robust MIS, i.e., be in $\mathcal{RMIS}^3$, such as the bull graph on Figure 2.3. However, the characterization of $\mathcal{RMIS}^3$ proved quite complex, and instead of a closed characterization, we presented in [41] an algorithm that finds a robust MIS if one exists, and rejects otherwise. Interestingly, our algorithm has low polynomial complexity despite the fact that exponentially many MISs and exponentially many connected spanning subgraphs may exist.

We also turn to the distributed version of the problem, and prove that finding a robust MIS in $\mathcal{RMIS}^\forall$ is a local problem, namely a node can decide whether or not it belongs to the MIS by considering only information available within $\frac{\log n}{\log \log n} = o(\log n)$ hops in the graph (resp. in the footprint in case of dynamic networks). On the other hand, we show that finding a robust MIS in $\mathcal{RMIS}^3$ (or deciding if one exists in general graphs) is not local, as it may require information up to $\Omega(n)$ hops away, which implies a separation between the MIS problem and the robust MIS problem in general graphs, since the former is solvable within $2^{\Theta(\sqrt{\log n})}$ rounds in the LOCAL model [123].

Some remarks

Whether a closer characterization of $\mathcal{RMIS}^3$ exists in terms of natural graph properties remains open. (It might be that it does not.) It would be interesting, at least, to understand how large this existential class is compared to its universal counterpart $\mathcal{RMIS}^\forall$. Another general question is whether large universal classes exist for other combinatorial problems than MIS, or if the notion is somewhat too restrictive for the universal versions of these classes. Of particular interests are other symmetry breaking problems like MDS or k-coloring, which play an important role in communication networks.

2.5 Conclusion and perspectives

Identifying necessary or sufficient conditions for distributed problems has been a recurrent theme in our research. It has acted as a driving force and sparked off many of our investigations. Interestingly, the structure revealed through them often turn out to be quite general and of a broader applicability. The next chapter reviews all the classes of graphs found through these investigations, together with classes inferred from other assumptions found in the literature.

We take the opportunity of this conclusion to discuss a matter which we believe is important and perhaps insufficiently considered by the distributed computing community: that of structures available a finite number of times. Some distributed problems may require a certain number $k$ of occurrences of a structural property, like an edge
appearance of a journey. If an algorithm requires \( k_1 \) such occurrences and another algorithm requires \( k_2 \) such occurrences, an instinctive reaction is to discard the significance of their difference, especially if \( k_1 \) and \( k_2 \) are of the same order, on the basis that constant factors among various complexity measures is not of utmost importance. The missed point here is that, in a dynamic network, such difference may not only relate to complexity, but also to feasibility! A dynamic network \( G \) may typically enable only a finite number of occurrences of some desired structure, e.g., three round-trip journeys between all the nodes. If an algorithm requires only three such journeys and another requires four, then the difference between both is highly significant.

For this reason, we call for the definition of structural metrics in dynamic networks which may be used to characterize fine-grained requirements of an algorithm. Early efforts in this direction, motivated mainly by complexity aspects (but with similar effects), include Bramas and Tixeuil [29], Bramas et al. [28], and Dubois et al. [72].

**Research avenue 6.** Systematize the definition of complexity measures based on temporal features which may be available on a non-recurrent basis. Start comparing algorithms based on the number of occurrences they require of these structures.
Chapter 3

Around classes of dynamic networks

In the same way as standard graph theory identifies a large number of special classes of graphs (trees, planar graphs, grids, complete graphs, etc.), we review here a collection of classes of dynamic graphs introduced in various works. Many of these classes were compiled in the context of a joint work with Flocchini, Quattrociocchi, and Santoro in 2012 [53], some others defined in a joint work with Chaumette and Ferreira in 2009 [39], with Gómez-Calzado, Lafuente, and Larrea 2015 [91], and with Flocchini, Mans, and Santoro [47, 51]; finally, some are original generalizations of existing classes. We resist the temptation of defining a myriad of classes by limiting ourselves to properties used effectively in the literature (often in the form of necessary or sufficient conditions for distributed algorithms, see Chapter 2).

Here, we get some distance from distributed computing and consider the intrinsic features of the classes and their inter-relations from a set-theoretic point of views. Some discussions are adapted from the above papers, some are new; the existing ones are revisited with (perhaps) more hindsight. In a second part, we review our efforts related to testing automatically properties related to these classes, given a trace of a dynamic network. Finally, we discuss the connection between classes of graphs and real-world mobility, with an opening on the emerging topic of movement synthesis.

3.1 List of classes

Main articles: SIROCCO’09 [39], IJPEDS’12 [53], IJFCS’15 [51], EUROPAR’15 [91].

The classes listed below are described mostly in the language of time-varying graphs (see definitions in Section 1.2.1). However, the corresponding properties are conceptually general and may be expressed in other models as well. For generality, we formulate them in a continuous time setting (nonetheless giving credit to the works introducing their discrete analogues). Common restrictions apply in the whole section. In particular, we consider networks with a fixed number of nodes $n$. We consider only edge appearances which lasts sufficiently long for the edge to be used (typically in relation to the latency); for example, when we say that an edge “appears at least once”, we mean implicitly for a sufficient duration to be used. The exact meaning of being used is vague to accommodate various notions of interaction (e.g., atomic operations or message
exchanges). Finally, we limit ourselves to undirected edges, which impacts inclusion relations among classes.

**Classes names.** Opportunity is taken to give new names to the classes. Some classes were assigned a $C_x$ name in some of our previous works and some others a $F_x$ name (sometimes for the same class). We hope the new names convey mnemonic information which will prove more convenient. In particular, the base letter indicates the subject of the property applies: journeys ($J$), edges ($E$), paths ($P$), connectivity ($C$), temporal connectivity ($TC$). The superscript provides information about the property itself: recurrent ($R$), bounded recurrent ($B$), periodic ($P$), round-trip ($\otimes$), one to all ($1\forall$), all to one ($\forall1$), and so on. Note that the letter $P$ is used twice in this convention, but its position (base or superscript) makes it non-ambiguous.

### 3.1.1 Classes based on finite properties

We say that a graph property $Prop$ is finite if $Prop(G_{[0,t]}) \implies Prop(G)$ for some $t$. In other words, if by some time the property has been satisfied, then the subsequent evolution of the graph with respect to this property is irrelevant. Among other consequences, this makes the properties satisfiable by graphs whose lifetime is finite (with advantages for offline analysis). Below are a number of classes based on finite properties. The contexts of their introduction in briefly reminded in Section 3.1.5.

**Class $J_1^\forall$ (Temporal source).** $\exists u \in V, \forall v \in V, u \rightsquigarrow v$. At least one node can reach all the others through a journey.

**Class $J_1^\forall$ (Temporal sink).** $\exists v \in V, \forall u \in V, u \rightsquigarrow v$. At least one node can be reached by all others through a journey.

**Class $TC$ (Temporal connectivity).** $\forall u, v \in V, u \rightsquigarrow v$. Every node can reach all the others through a journey.

**Class $TC_{\otimes}$ (Round-trip temporal connectivity).** $\forall u, v \in V, \exists J_1 \in J_{(u,v)}^*, \exists J_2 \in J_{(v,u)}^*, arrival(J_1) \leq departure(J_2)$. Every node can reach every other node and be reached from that node afterwards.

**Class $E_1^\forall$ (Temporal star).** $\exists u \in V, \forall v \in V, \exists t \in T, (u,v) \in G_t$. At least one node will share an edge at least once with every other node (possibly at different times).

**Class $K$ (Temporal clique).** $\forall u, v \in V, \exists t \in T, (u,v) \in G_t$. Every pair of nodes will share an edge at least once (possibly at different times).

**Subclasses of $K$ (Counsils).** Three subclasses of $K$ are defined by Laplace [109], called $F_{OC}$ (open counsil), $F_{PCC}$ (punctually-closed counsil), and $F_{CC}$ (closed counsil) corresponding to gradual structural constraints in $K$. For instance, $F_{OC}$ corresponds to network in which the nodes gather incrementally as a clique that eventually forms a complete graph, each node joining the clique at a distinct time.

**Discussion 4 (On the relevance of strict journeys).** Some of the classes presented here were sometimes separated into a strict and a non-strict version, depending on which
kind of journey is guaranteed to exist. However, the very notion of a *strict* journey is more relevant in discrete time, where a clear notion of time step exists. In contrast, an explicit latency is commonly considered in continuous time and unifies both versions elegantly (non-strict journeys simply correspond to assuming a latency of 0).

In some of our works (e.g., [39]), we considered strict versions of some classes. We maintain the distinction between both versions in some of the content below, due to (1) the reporting nature of this document, and (2) the fact that many works target discrete time. In particular, we suggest to denote strict versions of the classes using a superscript “\(>\)” applied to the class name, such as in \(J^{1>}, TC^{>}, \) and \(TC^{>}>\). Later in the section, we will ignore the distinction between both, in particular in the updated hierarchy given in Figure 3.2.

### 3.1.2 Classes based on recurrent properties

When the lifetime is *infinite*, temporal connectivity is often taken for granted and more elaborate properties are considered. We review below a number of such classes, most of which were compiled in [53]. For readability, most domains of the variables are not repeated in each definition. By convention, variable \(t\) always denotes a time in the lifetime of the network (i.e., \(t \in T\)), variables \(\Delta\) and \(p\) denote durations (in \(T\)), variable \(e\) denotes an edge (in \(E\)) and variables \(u\) and \(v\) denote vertices (in \(V\)), all relative to a network \(G = (V, E, T, \rho, \zeta)\).

**Class \(TC^R\) (Recurrent temporal connectivity).** For all \(t\), \(G_{[t,+\infty)} \in TC\). At any point in time, the network will again be temporally connected in the future.

**Class \(EC^B\) (Bounded temporal diameter).** \(\exists \Delta, \forall t, G_{[t,t+\Delta)} \in TC\). At any point in time, the network is temporally connected within the next \(\Delta\) units of time.

**Class \(ER^R\) (Recurrent edges).** The footprint \((V, E)\) is connected and \(\forall e \in E, \forall t, \exists t' > t, \rho(e, t') = 1\). If an edge appears once, it appears infinitely often (or remains present).

**Class \(EB^B\) (Bounded edge recurrence).** The footprint \((V, E)\) is connected and there is a \(\Delta\) such that \(\forall e \in E, \forall t, \exists t' \in [t, t+\Delta), \rho(e, t') = 1\). If an edge appears once, then it always re-appears within bounded time (or remains present).

**Class \(EP^P\) (Periodic edges).** The footprint \((V, E)\) is connected and \(\forall e \in E, \forall t, \rho(e, t) = \rho(e, t + kp)\), for some \(p\) and all integer \(k\). The schedule of every edge repeats modulo some period. (If every edge has its own period, then \(p\) is the least common multiple.)

**Class \(PR^R\) (Recurrent paths).** \(\forall u, v, \forall t, \exists t' > t, a\ path\ from\ u\ to\ v\ exists\ in\ G_{t'}\). A classical path will exist infinitely many times between every two vertices.

**Class \(CR^R\) (Recurrently-connected snapshots).** \(\forall t, \exists t' > t, G_t\ is\ connected\). At any point in time, there will be a connected snapshot in the future.

**Class \(C^*\) (Always-connected snapshots).** \(\forall t, G_t\ is\ connected\). At any point in time, the snapshot is connected.

**Class \(CT\) (T-interval connectivity).** For a given \(T \in \mathbb{T}\), \(\forall t, \cap G_{[t,t+T)}\ is\ connected\). For all period of length \(T\), there is a spanning connected subgraph which is stable.
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Class \( K^R \) (Complete graph of interaction). The footprint \( G = (V, E) \) is complete, and \( \forall e, \forall t, \exists t' > t : \rho(e, t') = 1 \). Every pair of vertices share an edge infinitely often. (In other words, the eventual footprint is complete.)

Class \( \alpha-TC^B \) (Steady progress). There is a duration \( \alpha \) such that for all starting time \( t \) and vertices \( u \) and \( v \), at least one (elementary) journey from \( u \) to \( v \) is such that every next hop occurs within \( \alpha \) time units.

The next two classes are given for completeness. We argued in Section 3.1.3 that they may preferably not be stated as independent classes, due to their high-degree of specialization, and rather stated as extra stability constraints within \( TC^B \) or \( \alpha-TC^B \).

Class \( \beta-TC^B \) (Bounded temporal diameter with stable links). There is a maximal latency \( \zeta_{MAX} \), durations \( \beta \geq 2\zeta_{MAX} \) and \( \Delta \) such that for all starting time \( t \) and vertices \( u \) and \( v \), at least one journey from \( u \) to \( v \) within \( [t, t + \Delta) \) is such that its edges are crossed in disjoint periods of length \( \beta \), each edge remaining present in the corresponding period.

Class \( (\alpha, \beta)-TC^B \). \( \alpha-TC^B \cap \beta-TC^B \).

3.1.3 Dimensionality of the assumptions

The complexity of the above description of \( \beta-TC^B \) raises a question as to the prerogatives of a class. In static graphs, the separation between structural properties (i.e., the network topology) and computational and communicational aspects (e.g., synchronicity) are well delineated. The situation is more complex in dynamic networks, and especially in continuous time, due to the injection of time itself into the graph model. For example, in time-varying graphs, the latency function encodes assumptions about synchronicity directly within the graph, making the distinction between structure and communication more ambiguous.

The down side of this expressivity is a temptation to turn any combination of assumptions into a dedicated class. We do not think this is a reasonable approach, neither do we have a definite opinion on this matter. Some types of assumptions remain non-ambiguously orthogonal to graph models (e.g., size of messages, knowledge available to the nodes, unique identifiers), but it is no longer true that dynamic graph models capture only structural information. A discussion on related topics can also be found in Santoro [131].

Research avenue 7. Clarify the prerogatives of (dynamic) graph models with respect to the multi-dimensionality of assumptions in distributed computing.

3.1.4 Parametrized classes

With Gómez-Calzado, Lafuente, and Larrea, we distinguish in [91] between two versions of some classes which admit parameters. Let us extend the discussion to parametrized classes in general, including for example \( TC^B, E^B \), and \( C^\cap \), which are all parametrized by a duration. Given such a class, one should distinguish between the instantiated version...
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(i.e., for a given value of the parameter) and the universal version (union of instantiated versions over all finite parameter values). Taking class $\mathcal{E}^B$ as an example, three notations can be defined: $\mathcal{E}^B$ is the instantiated version with an implicit parameter (as used above); $\mathcal{E}^B(x)$ is the instantiated version with an explicit parameter; and $\cup\mathcal{E}^B$ is the universal version. Some inclusions relations among classes, discussed next, are sensitive to this aspect, for example the fact that $\mathcal{C}^* \subseteq \cup\mathcal{C}^0$ brought some confusion in previous versions of the hierarchy (where this distinction was absent).

3.1.5 Background in distributed computing

We review here some of the contexts in which the above classes were introduced. We mainly focus on recurrent properties, the case of finite properties being already covered in Section 2.1.

$\mathcal{TC}^R$ is perhaps the most general class among the ones having infinite lifetime. This property corresponds to class $\mathcal{C}_5$ in our 2012 article [53]. It seems to have been first considered by Awerbuch and Even in the 80s [11]. Being in this class is often implicitly assumed in mobile ad hoc networks, as it captures the ability for the nodes to influence each other recurrently. We describe in Section 2.4 a joint work with Dubois, Petit, and Robson [41], in which the structure of $\mathcal{TC}^R$ is explored.

$\mathcal{TC}^B$ corresponds to the subset of $\mathcal{TC}^R$ in which the communication time is bounded by some value $\Delta$. This class corresponds in essence to classical assumptions made in static distributed computing, when the communication is asynchronous, but interpreted here as a bounded temporal diameter of a highly-dynamic network. Together with Gomez-Calzado, Lafuente, and Larrea, we explored in [91] (reviewed in Section 2.3) gradual restrictions of this class that make it possible to exploit the communication bound in realistic and efficient ways. One of the restriction corresponds to Class $\alpha$-$\mathcal{TC}^B$, where $\alpha$ stands for a parameter introduced by Fernandez-Anta et al. in [77], which we re-interpret in terms of the existence of journeys whose wait at every intermediate nodes is bounded (steady progress). Interestingly, this property also manifests with high probability in a wide range of edge-markovian dynamic graphs [22], making it possible to stop re-transmission after some time (parsimonious broadcast).

Classes $\mathcal{E}^R$, $\mathcal{E}^B$, and $\mathcal{E}^P$ were introduced in a joint work with Flocchini, Mans, and Santoro [47] (journal version [51]). These classes were shown to have a tight relation with the problems of foremost, shortest, and fastest broadcasts (with termination detection). The reader is referred to Section 2.2 for details. These three classes were later considered by Aaron et al. in [1], who show that the dynamic map visitation problem admit different complexities depending on the class, namely severe inapproximability in $\mathcal{E}^R$, limited approximability in $\mathcal{E}^B$, and tractability in $\mathcal{E}^P$. A number of works on network exploration [83, 96, 81] and [102, 113] also considered periodical networks.

Classes $\mathcal{P}^R$ and $\mathcal{C}^R$ were introduced by Ramanathan et. al in [126]; these classes capture, among other things, the ability to wait, for any two given nodes, that a snapshot of the network occurs where these nodes are connected by a standard path (Class $\mathcal{P}^R$); or to wait for a snapshot where all the nodes are connected (Class $\mathcal{C}^R$). The original paper does not mention that these features must hold infinitely often (only “one or more” times).
$K^R$ are graphs from $E^R$ whose footprint is a complete graph. In other words, every two nodes in the network are infinitely often neighbors. The network resulting from the random scheduler from [10] almost surely belongs to this class and inspired its definition. However, we take the opportunity to correct here a statement from [53], in which we misattributed the results from [10] to $K^R$. The results from [10] apply when a fairness criterion is satisfied, namely that every global state (configuration) that is infinitely often reachable is infinitely often reached. The random scheduler in [10] is only a possible way of satisfying this constraint, as it is one of the possible ways of generating graphs in $K^R$. As for the relation between $K^R$ and fair executions of population protocols, both are in fact incomparable.

The characteristic property of $C^*$ (every snapshot is connected) was considered in [122] in the context of information dissemination. For example, this property implies that at any point in time, at least one non-informed node has an informed neighbor (unless dissemination is complete), which bounds the propagation time by $n - 1$ rounds in synchronous systems.

Class $C^n_*$ corresponds to a variant of Class $C^*$ with an additional stability parameter. It was introduced by Kuhn et al. in [107] to study problems such as counting, token dissemination, and computation of functions whose input is spread over all the nodes (with adversarial edge scheduling). The running time of some algorithms for these problems in class $C^n_*(T)$ is sped up by a factor of $T$. In other words, the algorithms profit from stability. Godard and Mazauric [90] consider the particular case that a connected spanning subgraph is always present (i.e., $C^n_*(\infty)$), which they refer to as a statically-connected dynamic network (see also Section 4.4.1.)

**Message adversaries.** A significant line of work in distributed computing has considered dynamic transmission faults occurring on top of an (otherwise) static network. These systems are typically synchronous, and an execution is modeled by sequence of graphs, each element of which represents successful transmissions in the corresponding round. The main difficulty is to deal with uncertainty as to what faults will occur in what round, and a typical way of restricting uncertainty is to restrict the set of possible graphs, while having little or no control over the order in which these graphs will occur. The reader is referred to Santoro and Widmayer [132] for one of the seminal works in this area and to [127] for a more recent survey. In the past decade, there has been interesting convergences between these models and the kind of highly-dynamic networks discussed here (e.g., [66, 64]). In particular, while the common approach was mainly to restrict the set of possible graphs, some works (like the heard-of [66] model) have considered constraints in the form of predicates that apply to the sequence as a whole, which is what some of the above classes of dynamic networks essentially are.

**Research avenue 8.** Establish a methodical comparison between predicates “à la heard-of” and classes of dynamic networks discussed above. The usual restrictions on the set of allowed graphs (e.g., standard connectivity) have been relaxed in recent works (e.g., [65]), taking the assumptions down to pure temporal reachability achieved on top of possibly disconnected graphs (close in spirit to the above classes). Explicit efforts to unify both areas have also been made by Coulouma et al. [71] and Godard [89].
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3.1.6 Synthetic view of the classes

The classes are summarized in Table 3.1. Besides being dichotomized into finite or recurrent, some are based on the concept of journeys, others on standard paths (within snapshots), and others on the individual behavior of edges. Some are uniform, meaning that every node plays the same role in the definition; some are not. The distinction between strict and non-strict journeys is preserved in this table (it will be dropped subsequently based on Discussion 4 on page 30).

| Proposed name | In [53] | In [39] | Other names | Journey-based | Path-based | Edge-based | Finite | Uniform | Visual |
|---------------|---------|---------|-------------|--------------|-----------|-----------|--------|---------|--------|
| J¹<sup>1</sup> | C₁      | F₁      | -           | ✓            | -         | ✓         | ✓      | -       | 1–*   |
| J¹⁺<sup>1</sup> | -       | F₃      | -           | ✓            | -         | ✓         | ✓      | -       | 1–*   |
| J¹<sup>1</sup> | C₂      | F₇      | -           | ✓            | ✓         | ✓         | ✓      | -       | *~*   |
| J¹⁺<sup>1</sup> | -       | -       | -           | ✓            | ✓         | ✓         | ✓      | -       | *~*   |
| TC<sup>→</sup> | C₄      | F₂      | TC [4]      | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| TC<sup>⁻</sup> | -       | F₄      | TC [4]      | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| TC<sup>⊕</sup> | C₄      | -       | -           | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| E<sup>→</sup> | -       | F₆      | -           | ✓            | ✓         | ✓         | ✓      | ✓       | 1–*   |
| K             | -       | F₆      | -           | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| Counsils      | -       | -       | F<sub>occ/pr</sub>[109] | ✓            | ✓         | ✓         | ✓      | ✓       | -     |
| TC<sup>R</sup> | C₅      | -       | ETDN[126], COT [30] | ✓            | ✓         | ✓         | ✓      | ✓       | R     |
| TC<sup>B</sup> | -       | -       | TC(Δ) [91]  | ✓            | ✓         | ✓         | ✓      | ✓       | B     |
| α-TC<sup>B</sup> | -       | -       | -           | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| E<sup>R</sup> | C₆      | -       | F₀[36], R[51] | -            | ✓         | ✓         | ✓      | ✓       | R     |
| E<sup>B</sup> | C₇      | -       | B[51]       | ✓            | ✓         | ✓         | ✓      | ✓       | B     |
| E<sup>P</sup> | C₈      | -       | P[51]       | -            | ✓         | ✓         | ✓      | ✓       | P     |
| K<sup>R</sup> | C₁₃     | -       | F₈[36]      | -            | ✓         | ✓         | ✓      | ✓       | R     |
| P<sup>R</sup> | C₁₂     | -       | ERDN [126]  | ✓            | ✓         | ✓         | ✓      | ✓       | R     |
| C<sup>R</sup> | C₁₁     | -       | ECDN [126]  | ✓            | ✓         | ✓         | ✓      | ✓       | R     |
| C<sup>+</sup> | C₀      | -       | -           | ✓            | ✓         | ✓         | ✓      | ✓       | *~*   |
| C<sup>⁻</sup> | C₁₀     | -       | -           | ✓            | ✓         | ✓         | ✓      | ✓       | T-~*   |

Table 3.1: Summary of key properties of the classes.

Research avenue 9. Revisiting the expression of the classes using temporal logic. Many of the definitions make extensive use of temporal adjectives and quantifiers (e.g., “eventually”, “over time”, “at least once” etc.) making temporal logic a natural choice.

Subclasses of dynamic networks induced by footprints Dubois et al. [72] define an notion of induced subclass in which one restricts a class of dynamic network to the ones whose footprints fall into a given class of (static) graphs F. For example, TC<sup>R</sup> |<sub>F</sub> is the subset of TC<sup>R</sup> whose footprint is in F. Fluschnik et al. [85] also suggest a classification of dynamic networks based mostly on properties of the footprint (underlying graph) that impact the computational complexity of computing separators [101, 142].
3.2 Relations between classes

Main articles: SIROCCO’09 [39], IJPEDS’12 [53], IJFCS’15 [51], EUROPAR’15 [91].

Formally, each class is a set of graphs, and these sets are related to each other through inclusion relations. We review here a number of such relations among the known classes. Most of the relations concerning finite properties are from [36, 39] and most of the ones concerning recurrent properties are from [53]. Here, we give a unified account including also new classes and relations. Then, we discuss relations of a more computational nature which we characterized with Flocchini, Mans, and Santoro in [51]. Finally, some possible uses of such hierarchy are reviewed.

3.2.1 Inclusion relations among classes

Due to the reporting nature of this document, the hierarchies from [39] and [53] are reproduced unchanged (up to the names) on Figure 3.1. We briefly recall the arguments behind these inclusions and present the new relations.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3_1}
\caption{Hierarchies from [39] (left) and [53] (right), unified in Figure 3.2.}
\end{figure}
3.2. RELATIONS BETWEEN CLASSES

Finite properties. Unless \( n = 0 \), it holds that something true for all nodes is also true for at least one node, therefore \( \mathcal{T}C \subseteq \mathcal{J}^{1^V} \), \( \mathcal{T}C \subseteq \mathcal{J}^{1^V} \), and \( K \subseteq \mathcal{T}C \). Because every edge induces a valid (one-hop) journey, it holds that \( \mathcal{E}^{1^V} \subseteq \mathcal{J}^{1^V} \) and \( K \subseteq \mathcal{T}C \), and (somewhat reversely) \( \mathcal{E}^{1^V} \subseteq \mathcal{J}^{1^V} \). It also holds that \( \mathcal{T}C^R \subseteq \mathcal{T}C \subseteq \mathcal{T}C \subseteq \mathcal{T}C \). These inclusions are actually strict, and so are most of the subsequent ones.

Recurrent properties. As expected, \( \mathcal{T}C^R \) is the largest class among those based on recurrent properties. In particular, it contains \( \mathcal{E}^{R} \), which itself contains \( \mathcal{E}^{B} \), which in turn contains \( \mathcal{E}^{P} \). Indeed, periodicity of edges is a special case of bounded recurrence of edges, which is a special case of recurrence of edges. The containment of \( \mathcal{E}^{R} \) into \( \mathcal{T}C^R \) holds because \( \mathcal{E}^{R} \) additionally requires that the footprint is connected, thus reappearance of edges transitively create recurrent journeys between all pairs of nodes. The inclusion is strict, because some graphs in \( \mathcal{T}C^R \) may contain non-recurrent edges. In fact, \( \mathcal{T}C^R \) is the set of graphs in which a connected spanning subset of edges is recurrent [30] (see also Section 2.4). A special case within \( \mathcal{E}^{R} \) is when the footprint is complete, yielding class \( \mathcal{K}^R = \mathcal{K} \cap \mathcal{E}^{R} \).

The repetition of available paths within snapshots eventually creates journeys between nodes, so \( \mathcal{P}^{R} \subseteq \mathcal{T}C^{R} \). Since connected snapshots offer paths between all pairs of nodes, it follows that \( \mathcal{C}^{R} \subseteq \mathcal{P}^{R} \). Next, what is true in each step must also be true infinitely often, thus \( \mathcal{C}^{\ast} \subseteq \mathcal{C}^{R} \). The case of \( \mathcal{C}^{\cap} \) is more subtle because the universal version of this class (see Section 3.1.4) equals \( \mathcal{C}^{\ast} \), while instantiated versions of it may be strictly smaller than \( \mathcal{C}^{\ast} \). The relations represented on Figures 3.1 and 3.2 are for the instantiated versions of \( \mathcal{C}^{\cap} \).

Having a bounded temporal diameter at all times implies that all nodes can recurrently reach each other through journeys, thus \( \mathcal{T}C^{B} \subseteq \mathcal{T}C^{R} \). The inclusion is actually strict, as one could design a graph in \( \mathcal{T}C^{R} \) whose temporal diameter keeps growing unboundedly with time.

Under mild assumption (including discrete settings and bounded latency continuous settings), it holds that \( \mathcal{C}^{\ast} \subseteq \mathcal{T}C^{B} \). Finally, the existence of \( \alpha \)-journeys imply bounds on the temporal diameter (by \( \alpha(n-1) \) time units, plus latencies), implying that \( \alpha^{-\mathcal{T}C^{B}} \subseteq \mathcal{T}C^{B} \) (and justifying the \( B \) superscript in the name). All these relations are depicted in the updated version of the hierarchy on Figure 3.2.

![Figure 3.2: Updated hierarchy of the main classes of dynamic networks.](image-url)
Research avenue 10. Investigate the relations between directed analogues of these classes, i.e., when directed (non-symmetrical) edges can exist. The impact is significant. For example, with undirected edges, the repetition of journeys from a node $u$ to a node $v$ eventually creates backward journeys from $v$ to $u$, which explains why no recurrent version of $\mathcal{J}^{1\forall}$ was defined ($\mathcal{J}^{1\forallR}$ would amount to $\mathcal{TC}^R$ itself). This type of “reversibility” argument does not apply to directed networks.

3.2.2 Computational Relations

Besides set-theoretical relations (i.e., inclusions) among classes of graphs, e.g., $\mathcal{E}^P \subset \mathcal{E}^B \subset \mathcal{E}^R$, we considered with Flocchini, Mans, and Santoro [51] (partially reviewed in Section 2.2), the computational relations induced by various combinations of these classes with given knowledge, namely the number $n$ of nodes in the network, a bound $\Delta$ on the recurrence time, and the period $p$. In particular, we considered the relations between $\mathcal{P}(\mathcal{E}^R_n)$, $\mathcal{P}(\mathcal{E}^B_\Delta)$, and $\mathcal{P}(\mathcal{E}^P_p)$, where $\mathcal{P}(\mathcal{C}_k)$ is the set of problems one can solve in class $\mathcal{C}$ with knowledge $k$. We showed that, in the considered model, it holds that

$$\mathcal{P}(\mathcal{E}^R_n) \subset \mathcal{P}(\mathcal{E}^B_\Delta) \subset \mathcal{P}(\mathcal{E}^P_p)$$

(3.1)

In other words, the computational relations between these three contexts form a strict hierarchy. The fact that $\mathcal{P}(\mathcal{E}^R_n) \subset \mathcal{P}(\mathcal{E}^B_\Delta)$ comes from the existence of at least one problem in each setting which is not solvable in the other, using again the example of foremost, shortest, and fastest broadcast with termination (covered in Section 2.2).

3.2.3 Stochastic Comparison

Some of the classes are incomparable from a set-theoretic (and a fortiori computational) perspective. For example, none of $\mathcal{E}^R$, $\mathcal{TC}^B$, or $\mathcal{C}^R$ could be declared more general than the others, and the same holds for $\mathcal{E}^{1\forall}$ and $\mathcal{TC}$. While incomparable using set theory, one may look at different ordering relations, in particular stochastic ones.

Research avenue 11. Compare the generality of (otherwise incomparable) classes of dynamic networks by measuring how long it takes for a random network (e.g., edge-Markovian dynamic graph) to satisfy the corresponding property. For recurrent properties, one may look instead at how frequently the property is satisfied.

3.2.4 Conclusion

Several open questions related to the relations between classes have been discussed in this section. In way of conclusion, we will simply mention some of the uses one could make of such a hierarchy. First, we believe that these relations have the potential
to guide an algorithm designer. Clearly, one should seek properties that offer sufficient structure to be exploited, while remaining as general as possible. Second, such hierarchy allows one to compare the requirements of several candidate solutions on a rigorous basis. For example, we reviewed in Section 2.1 two counting algorithms, one of which requires the graph to be in \( K \), while the other requires it to be in \( J^{\forall} \). Precisely, both algorithms were guaranteed to succeed in \( K \) and to fail outside of \( J^{\forall} \); in between, i.e., in \( J^{\forall} \setminus K \), the first algorithm must fail, while the second could succeed, implying that the second is more general. Third, knowing which class a network belongs to provides immediate information as to what problem can be solved within. Giving again an example based on the model in Section 2.1, if a network is (say) in \( TC \cap J^{\forall} > \), then we have immediately that (1) broadcast has some chances of success whatever the emitter (depending on the adversary) and (2) it is guaranteed to succeed for at least one emitter.

This back and forth movement between classes and problems also manifests in more elaborate contexts, as seen above with Equation 3.1, which together with the gradual feasibility of foremost, shortest, and fastest broadcast in these contexts, implies a hierarchy of difficulty among these problems (in terms of topological requirements). We believe hierarchies of this type have the potential to lead more equivalence results and formal comparison between problems, and between algorithms.

### 3.3 Testing properties automatically

*Main articles: SIROCCO’09 [39], ALGOTEL’14 [21, 20], CIAC’15 [54], SIROCCO’17 [55] (long version in Theory of Computing Systems [56]), SNAMAS’11 [133], PhD Y. Neggaz [121].*

This section is concerned with the *a posteriori* analysis of connectivity traces using centralized algorithm. While we have not carried ourselves such studies on real data, we have designed a number of algorithms in this perspective. We first discuss methodological aspects, then describe some of our contributions in this area. In particular, we review various basic reductions of temporal properties in dynamic graphs to standard graph properties introduced in [39], then focus on the particular case of computing transitive closures of journeys [21, 20]. Next, we present a general framework for computing parameters of sequence-based dynamic graphs. The framework was introduced in [54] and generalized in [55] (both being combined in [56]). It can be *instantiated* with specific operations to address the computation of various parameters without changing the high-level logic. Finally, we review some suggestions made in [133] concerning the analysis of two-fold dynamic phenomena, namely the (long-term) evolution of (short-term) temporal metrics.

#### 3.3.1 A methodological framework

While not a central topic in [39], one of the perspectives discussed therein suggest a general approach to connect efforts in the analysis of distributed algorithms with practical considerations (usability of the algorithms). The workflow, depicted in Figure 3.3, considers temporal properties resulting from the analysis of distributed algorithms, on the one hand, and dynamic graphs resulting from either real-world measures (traces) or
artificial generation through mobility models. The main motivation is to assist the algorithm designer in making realistic assumptions and the algorithm deployer in choosing the appropriate algorithm for the target mobility context.

![Diagram](image)

Figure 3.3: Suitability of a distributed algorithm in given mobility contexts.

This architecture has been the guiding principle (motivation) behind most of the work reported in this section.

### 3.3.2 Around transitive closures of journeys (and paths)

In [26], Bhadra and Ferreira define the concept of transitive closure of journeys as the static directed graph $H = (V, A_H)$, where $A_H = \{(v_i, v_j) : v_i \sim v_j\}$ (see Figure 3.4). We considered in [39] two versions of this notion, whether the arcs in the closure represent strict or non-strict journeys (see Section 1.3 for definitions). Testing membership of a given graph to a number of basic classes listed above (based on finite properties) can be done using static derivated structures like this one. Precisely, given a graph $G$, its footprint $G$, its transitive closure $H$, and strict transitive closure $H_{\text{strict}}$, membership to the seven classes discussed in Section 2.1 can be reduced to the following.

- $G \in J_{1}^{\forall} \iff H$ contains an out-dominating set of size 1.
- $G \in TC \iff H$ is a complete graph.
- $G \in J_{1}^{\forall} \iff H_{\text{strict}}$ contains an out-dominating set of size 1.
- $G \in TC \iff H_{\text{strict}}$ is a complete graph.
- $G \in E_{1}^{\forall} \iff G$ contains a dominating set of size 1.
- $G \in K \iff G$ is a complete graph.
- $G \in J_{1}^{\forall} \iff H$ contains an in-dominating set of size 1.

![Diagram](image)

Figure 3.4: Transitive closure of journeys (here in discrete time).
Computing the transitive closure

The problem of computing the transitive closure of a dynamic network varies slightly depending on whether strict or non-strict journeys are considered. We first focus on the case that all journeys must be strict (at most one hop at a time), then we show how to adapt the same solution to non-strict journeys based on a pre-processing trick of the input graph.

Let us first observe that existing algorithms for other problems could be adapted to compute the transitive closure. In particular, one may compute a tree of foremost journeys using the centralized algorithm in Bhadra et al. [32], doing so from every node and adding arc \((u, v)\) iff \(v\) was reached when computing foremost journeys from \(u\). Using the data structure from [32] (described further down), this amounts to \(O(n(m \log k + n \log n))\) time steps, where \(k\) is the number of characteristic dates in the network (times of appearance or disappearance of edges).

In Barjon et al. [20] (French version [21]), we proposed an alternative algorithm for computing the transitive closure when the input graph is given as a sequence \(G = \{G_1, G_2, \ldots, G_k\}\), with \(G_i = (V, E_i)\). The main feature of our algorithm is that it unifies strict and non-strict through a preprocessing step (described later). The algorithm is basic and consists of scanning the graphs in a chronological order, updating for each edge the union of predecessors on both endpoints nodes (to enforce strictness, the union is based on a copy of the predecessors obtained at the end of the previous time). The final set of predecessors is the transitive closure. Complexity parameters include the number of times \(k\), the maximum instant density \(\mu = \max(|E_i|)\), and the cumulative density \(m = |\bigcup E_i|\), yielding an overall cost of \(O(k \mu n)\) operations. Depending on the values of the parameters, our algorithm achieves a better or worse complexity than the solution based on foremost trees. In particular, it performs better in sparse scenario where the instant density and the number of times are low (since we pay a linear dependency on \(k\)). A comparative table is given in [20] for all combination of parameters.

In the case of non-strict journeys no previous algorithm existed. Our algorithm is based on a double transitive closure: a standard transitive closure (i.e., of paths) applied to each \(G_i\), after which the resulting graph can be processed by the algorithm for strict closure (see Figure 3.5). Interestingly, the preprocessing remains contained within \(O(k \mu n)\) operations, resulting in the same running time complexity (up to a constant factor).

More general objects. A generalization of the concept of transitive closure was proposed in Whitbeck et al. [140], which captures the reachability relative to all possible initiation times and durations. Once computed, the resulting structure makes it possible to quickly answer queries of the type “can node \(u\) reach node \(b\) after time \(t\) and within \(d\) time units?” The complexity of their algorithm (based on an algebra of matrices) is strictly larger than ours (see [20]), but the object is more general.

Discussion 5 (Efficiency of data structures). The algorithms in [32], [140], and [20] all use different data structures to represent the input network. In [32], the input is a list of temporal adjacencies, which is similar to an adjacency list augmented with nested lists of presence intervals (one for each edge, see Page 101 of [99] for details). In [140],
the input is a time-indexed sequence of events of the type \((u, v, \text{UP}), (v, w, \text{DOWN})\). Finally, in [20], the data structure is essentially a sequence of sets of edges \(\{E_i\}\). The latter is admittedly a poor choice in terms of performance because it does not exploit stability, the status of an edge being duplicated even when it does not change. Similarly, any change in the network induces a new graph in the sequence. This has tremendous impact on the running time complexity of the above algorithms. Data structures based on sequences of links (link streams) like [140] or [110] often prove more efficient.

Despite Discussion 5, models based on sequences of graphs may be choices for high-level thinking and algorithmic design, as exemplified by the above pre-processing trick for non-strict journeys that may not be easily expressed in other models. Another illustration is the high-level strategies discussed next, which exploit the specificities of graph sequences.

Open question 12. If both strict and non-strict journeys are considered, then some graphs cannot be obtained as transitive closure. For example, the graph \(G = (\{u, v, w\}, \{(u, v), (v, u), (v, w), (w, v)\})\) (two-hop undirected path) cannot be a transitive closure, because it should include either \((u, w)\) or \((w, u)\) additionally (or both). Characterize the set of graphs which can be obtained as transitive closures.

3.3.3 Computing parameters of sequence-based dynamic graphs

With Klasing, Neggaz, and Peters, we presented in [54] a high-level algorithm for finding the largest \(T\) such that a given sequence of graphs \(G\) is \(T\)-interval connected (see Section 3.1.2 for definitions) and the related decision version for given \(T\). The approach is high-level, i.e., the graphs in the sequence are considered as atomic elements that the algorithm manipulates through two abstract operations: intersection (of two graphs), and connectivity testing (of one graph). We showed that both the maximization and decision versions of the problem can be solved using only a number of such operations which is linear in the length \(\delta\) of the sequence. The technique is based on a walk
through a lattice-like meta-graph which we call *intersection hierarchy*, the elements of which represent intersections of various sub-sequences of \( \mathcal{G} \) (see Figure 3.6(a)). Then, the largest \( T \) for which the network is \( T \)-interval connected corresponds to the row in which the walk terminates (3 in both examples).

\[
\begin{align*}
\mathcal{G}_1 & \quad \mathcal{G}_2 \quad \mathcal{G}_3 \quad \mathcal{G}_4 \\
(1,1) & \quad (2,2) \quad (3,3) \quad (4,4) \quad (5,5) \\
(1,2) & \quad (2,3) \quad (3,4) \quad (4,5) \quad (5,6) \\
(1,3) & \quad (2,4) \quad (3,5) \quad (4,6) \quad (5,7) \\
(1,4) & \quad (2,5) \quad (3,6) \quad (4,7) \quad (5,8) \\
(1,5) & \quad (2,6) \quad (3,7) \quad (4,8) \\
(1,6) & \quad (2,7) \\
(1,7) & \quad (2,8) \\
(1,8) &
\end{align*}
\]

(a) Intersection Hierarchy

![Maximization walk](image)

(b) Maximization walk

Figure 3.6: (a) Example of an intersection hierarchy (the first row is the input sequence itself). (b) Example of execution of the maximization algorithm. *The elements in gray and red are the only ones that need to be effectively computed; the gray ones are referred to as ladders.*

Then, with the same co-authors in [55], we generalized this framework for computing other parameters than \( T \)-interval connectivity. At a general level, the two operations are referred to as a *composition* operation and a *test* operation. The framework allows us to compute various parameters of dynamic graphs by simply changing the two operations, while using a high-level strategy for the construction and for the walk that are problem-insensitive (up to having one for maximization, one for minimization). The framework is illustrated in [55] through three other problems (in addition to \( T \)-interval connectivity, which are *bounded realization of the footprint*, *temporal diameter*, and *round trip temporal diameter*).

**Realization of the Footprint.** This property is motivated by Class \( \mathcal{E}^B \). Given a footprint \( G \) (whose vertex set is identified with that of \( \mathcal{G} \)), the problem is to find the smallest duration \( b \) such that in any window of length \( b \) in \( \mathcal{G} \), all edges of \( G \) appear at least once. Here, the composition operation is the *union* of two graphs and the test operation is the *equality to* \( G \). The row in which the walk terminates is the answer \( b \).

**Temporal Diameter.** This property is motivated by Classes \( \mathcal{T}C \) and \( \mathcal{T}C^B \). The problem is to find the smallest duration \( d \) such that every pair of node can communicate
through a journey in any window of length $d$. The hierarchy built here is one of transitive closures of journeys. More precisely, the composition operation is the concatenation of two transitive closures, and the test operation is equality to the complete graph. The row in which the walk terminates is the answer $d$.

**Round-trip Temporal Diameter.** This property is motivated by Class $\mathcal{TC}^{\leq}$. The problem is to find the smallest duration $d$ such that a back-and-forth journey exists between every two nodes. This problem is more complicated than searching two contiguous temporally connected subsequences: we must allow that the arrival of some forth journeys occur after the departure of other back journeys, making the problem more intricate. To solve the problem, we introduce the notion of round-trip transitive closure, in which every present arc $(u, v)$ is additionally labelled with two extra times that indicate the earliest arrival and latest departure of journeys from $u$ to $v$. The hierarchy built for this problem is one of round-trip transitive closures, using a special type of concatenation for composition, and equality to a complete graph for test, with the additional constraint that for the earliest arrival of every edge must be smaller than its latest departure.

**Concluding remarks.** These algorithms consider strict journeys by default, but they can be adapted to non-strict journeys by using the same pre-processing trick as above (illustrated on Figure 3.5). Other results from [55] include showing that the algorithms can work online with amortized $\Theta(1)$ composition and test operations for each graph of the sequence and proving constructively that some of the problems are in $\text{NC}$ ($\text{NC}$ is Nick’s class, containing all problems solvable in polylogarithmic time on parallel machines with polynomially many processors).

### 3.3.4 Fine-grain dynamics vs. Coarse-grain dynamics

Social network analysis is traditionally concerned with measuring parameters related to the network as well as the evolution of these parameters over time. The problem of capturing the evolution of structural parameters (such as paths, connectivity, distances, and clustering coefficients) proceeds usually through aggregation windows. One considers a sequence of graphs $G_1, G_2, \ldots$ such that each $G_i$ corresponds to the aggregation of interactions (often seen as a union of edges) taking place over some interval $[t_i, t'_i]$. In other words, every $G_i$ is the footprint of some $G_{[t_i, t'_i]}$ and then the main object of study becomes the sequence of these footprints. (Other terminologies in complex systems include aggregated graphs or induced graphs.) Note that choosing the appropriate duration for time windows in this type of investigation is a typically difficult problem (see e.g., [106, 34, 111]), which we have not considered per se.

The case of temporal parameters like journeys or temporal distances is more complex because two different time scales are involved in their studies: (1) their very definition relies on time and does not survive aggregation, and (2) their average features may be themselves subject to long-term evolution. For example, questions like *how does the temporal distance evolve between nodes over large time scales?* embed two different references to time. Same for questions like *how does a network self-organize, optimize, 
or deteriorate over time in terms of temporal efficiency? We introduced in [133] a distinction between fine-grain and coarse-grain dynamics to capture this distinction. The coarse-grain evolution of fine-grain dynamics is studied through considering a sequence of non-aggregated graphs $G_1, G_2, \ldots$, each one corresponding to $G_{[a,b]}$ for some interval $[a,b]$ (see Section 1.3 for definitions). Then temporal metrics can be measured on each $G_i$ and their long term evolution examined classically over the sequence.

Concluding remarks. This section reviewed some of our contributions around the question of testing properties of dynamic networks, given a trace of the communication links over some period of time. These contributions are of a centralized nature. However, the recognition of properties from a distributed point of view is a relevant question. In particular, if the nodes of a distributed network are able to learn properties about the underlying dynamic network, then this might help solve further problems. Some of our works reviewed in Section 2.2 relate to this topic, for example we explain that the nodes can learn the footprint of the network if the edges reappear within bounded time. From that, they can infer the number of nodes, which helps reduce in turn the message complexity of some problems. We also present in Section 4.2.3 a distributed algorithm for learning temporal distances among the nodes of a periodic network.

Research avenue 13. Investigate further distributed problems pertaining to the learning of properties of the dynamic network (self-awareness), with the aim to exploit the corresponding structure and gained knowledge in the solving of other problems.

3.4 From classes to movements (and back)

This section is more prospective; it discusses several links between real-world mobility and properties of dynamic networks. Fragments of these discussions appeared in a joint report with Flocchini in 2013 [42]; other fragments are recurrent in our own talks; however, most of the ideas were not yet systematically explored (whence the “prospective” adjective). In particular, the second part about movement synthesis prefigure a longer-term research program for us, some aspects of which are the object of a starting PhD by Jason Schoeters (since Nov. 2017).

3.4.1 Real-world mobility contexts

Real-world mobility contexts are varied, including for instance sensors, pedestrians, robots, drones, vehicles, or satellites. Each of these networks is of course dynamic, but in its own peculiar way. An interesting question is to understand what properties could be found in each type of network, making it possible to design better distributed algorithms that exploit this structure in more specific ways.

A number of such connections are illustrated in Figure 3.7, using the visual representation of the classes (see Table 3.1 on page 35). For instance, it is generally admitted that satellites have periodic movements (Class $E^P$), while sensor networks remain in general connected at any instant (Class $C^*$). Interaction between smartphones may represent interactions between people in a given context, such as in a small company with
bounded recurrence of edges, typically within a week (Class $\mathcal{E}^B$), or in a community with unbounded, yet recurrent interactions (Class $\mathcal{E}^R$). Vehicular networks exhibit an important range of densities and connectivity patterns, but they still offer recurrent connectivity over time and space (Class $\mathcal{T\mathcal{C}^R}$). Vehicles also share some traits with pedestrian through having their movements constrained by the environment (roads and pathways).

Through linking mobility contexts to graph properties, we expect to understand better what are the possibilities and limitations of each context, as well as enabling a more systematic transfer of results among the different contexts. It also help understand how networks of different natures could inter-operate.

**Research avenue 14.** Conduct a more systematic study of what property (structure) could be expected in what context, using real mobility traces datasets like the ones from the CRAWDAD initiative [134].

On a related note, studies measuring specific temporal metrics in such traces have been carried out recently, *e.g.*, reachability [140] and density of interaction [87].

### 3.4.2 Inducing structure through movements

Some types of mobility contexts like drones or robots have the convenient feature that the entities *control* their movements; that is, mobility is active rather than passive. Of course, the entities have a primary mission which determines to a large extent their patterns of movements. However, it is possible to *influence* their movements in order to force the satisfaction of certain properties. This general approach is often considered with respect to classical properties, *e.g.*, swarms of mobile entities moving while remaining connected all the time.

Going further, one may typically relax the connectivity constraint, making it possible for the network to operate in a disconnected mode with *temporal* connectivity constraints. Such properties would make movements less constrained while preserving
the ability to communicate within the group. Several temporal properties may actually be considered. Of particular interest are movements preserving a *bounded temporal diameter* \((\text{Class } \mathcal{T}^B)\), because this makes it possible for the nodes to distinguish between a temporary isolated node and a crashed node (if the group does not hear from it for some time).

**Research avenue 15.** *Design collective mobility patterns whose resulting graph/network satisfies a number of temporal properties, possibly inspired from the classes reviewed in this chapter.*

This topic raises in turn a number of fundamental questions about movements, in particular about the way they should be approached in theoretical computer science. A lot of effort has been devoted to movements synthesis in control theory, with approaches ranging from analytical (here, we use “analytical” in the mathematical sense of analytic functions) to heuristics based on potential fields. We refer here in particular to movements satisfying *kinodynamic* constraints (acceleration, deceleration, and more generally inertia). It seems that little research was conducted in this direction so far from a discrete and combinatorial setting, which is however at the core of our algorithmic culture. (We do not include here a large body of literature about mobile robots in the distributed computing community, where the motivations and constraints are typically different, *e.g.*, forming fixed patterns, breaking symmetry, or gathering at a same point.)

**Research avenue 16.** *Explore discrete combinatorial models for movement synthesis which satisfy acceleration constraints and yet are simple enough to serve as a basis for theoretical investigation. Consider trajectory problems typically based on heuristics and simulations (*e.g.*, path planning, obstacle avoidance), trying to tackle them with a more algorithmic approach (*e.g.*, exact algorithms, reductions, approximations).*

In a recent work with M. Raffinot and J. Schoeters, we revisited the TSP problem subject to acceleration constraints modelled by a “Vector Racer”-like model. In such a model, the mobile entities can move by discrete amount (integral vector coordinates), and every next vector cannot diverge by much from the previous one. This approach made it possible for us to design reductions from and to the TSP with inertia constraints to other versions of TSP. The years to come will likely see the emergence of an algorithmic science of movements based on similar *discrete* approaches, motivated by the fact that mobile entities with controlled movements are becoming commonplace. On a more personal note, we find the topic quite exciting and forsee many interesting connections to temporal properties being possibly induced by movements in the resulting network. (Another recent work considering such model for an *s-t* trajectory optimization is [23].)
Chapter 4

Beyond structure

This chapter reviews several contributions not directly related to the presence of structure in dynamic networks, which are however fully integrated within the same lines of work. In fact, some sections relate explicitly to the absence of structure. We first review a series of contributions around the topic of maintaining a distributed spanning forest in a highly-dynamic network when no assumption is made on the underlying dynamics. This topic is a recurrent source of interest to us since the introduction of the abstract scheme in [35]; it has since then generated many developments with various co-authors (listed below) [19, 124, 40], covering different aspects of the problem. Next, we present an algorithm called T-Clocks, elaborated with Flocchini, Mans, and Santoro through [48] and [50], which makes it possible to measure temporal distances in a distributed (and continuous-time) setting. While the algorithm requires no particular structure on the underlying dynamics, it has interesting applications when more structure is available (e.g., if the network is periodic). Then, we present a theoretical investigation about the expressivity of time-varying graphs in terms of automata and languages, carried out with Flocchini, Godard, Santoro, and Yamashita in [44, 46, 45], focusing on the impact of being able to buffer information at intermediate nodes (along journeys). We conclude with a small collection of interesting facts which we have collected over the years, in which the dynamic feature seems to have an impact on the very nature of things.

4.1 Spanning forest without assumptions

Main articles: ICAS’06 [35], ALGOTEL’10 [124], ADHOCNOW’13 [40], OPODIS’14 [18] (long version in The Computer Journal [19]), PhD Y. Neggaz [121], PhD M. Barjon [17]

We reviewed in Section 1.4 several ways to reformulate the spanning tree problem in highly-dynamic networks. Among the possible ways, one is as the maintenance of a set of trees, containing only edges that exist at the considered time (see Figure 4.1 for an illustration). The formulation of spanning trees as a maintenance problem is quite standard in the area of “dynamic graph algorithms”. In contrast, here, the setting is distributed and the network is typically disconnected, meaning that the best configuration is a single tree per component. Furthermore, the nodes may not be given
enough time between the changes to converge to a single tree per component. In fact, it

Figure 4.1: A spanning forest in a disconnected graph.

may even be the case that convergence never occurs. This section reviews our attempts
at understanding what can still be done in such a context, with a focus on solutions
where all decisions are taken immediately, without consulting the rest of the component.

4.1.1 Background

We introduced in 2006 [35] a high level (abstract) algorithm for this problem, whose ini-
tial purpose was to illustrate the automatic generation of code based on relabeling rules
(a somewhat unrelated topic). Several versions of this scheme were subsequently studied;
Guinand and Pigné realized some experimentations on random and deterministic
variants, with or without backtracking, leading to a short joint account of experimental
results in [124] (in French). Then, we established the correctness of the algorithm in
the abstract model three years later in [40]. More recently, together with Johnen and
Neggaz, we showed in [18] (long version [19]) that this algorithm can be adapted in
the synchronous message-passing model, at the cost of substantial sophistications and
a new technique for dealing with non-atomicity. The article includes simulation results
obtained together with Barjon and Chaumette, showing that the algorithm is relevant
in a practical scenario (based on real mobility datasets).

A number of other works in the literature considered spanning trees in dynamic
networks, with various limitations on the dynamics [33, 105, 2, 13, 25, 12], with a
special mention to [12], in which the restrictions are very mild (and the computed trees
are minimum). We refer the reader to [19] for a more detailed description of these works
and how they relate to our solution.

4.1.2 The algorithm

The algorithm in [35] was specified at a high-level of abstraction, based on a coarse
grain interaction model inspired from graph relabeling systems [112], where interaction
occurs among two neighbors in an atomic way (the model is different from population
protocols in that the scheduler does not abstract dynamism, but only communication,
see Section 2.1 for a discussion on these two models). The general principle is as follows.
Initially every node has a token, meaning that it is the root of a tree (initially, its own
tree). The first rule (merging rule on Figure 4.2) specifies that if two neighbors having
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a token interact, then their trees are merged and one of the node becomes the parent of the other (which also loses its token). In absence of merging opportunity, the tokens execute a walk (typically random, but not necessarily) within the tree in the search for other merging opportunities (circulation rule). The circulation of the token flips the direction of relations in the tree, so that the node having the token is always the root of its tree, and the tree is correctly rooted (all relations point towards the root). The fact that the walk uses only edges in the tree is crucial, because it makes it possible to regenerate a token immediately when an edge of the tree disappears (regeneration rule, on the child side). Indeed, the child side of a disappeared edge knows that its subtree is token free; it can regenerate a token without concertation and in a seamless way for the rest of its subtree. As a result, both mergings and regenerations are purely localized and immediate decisions.

(a) Merging rule  (b) Circulation rule  (c) Regeneration rule

Figure 4.2: Spanning forest principle (high-level representation). Black nodes are those having a token. Black directed edges denote child-to-parent relationships. Gray vertical arrows represent transitions.

Properties. We proved in [40] that the above scheme guarantees that, at any time, the network remains covered by a set of trees such that 1) no cycle exists, 2) every node belongs to a tree, and 3) exactly one node has a token in every tree and all the edges of the tree are properly directed towards it. These properties hold whatever the chaos of topological changes. One might object here that an algorithm doing basically nothing also satisfies these requirements, which is correct. The above scheme also guarantees that (with slight care given to the implementation), the process eventually converges towards a single tree per connected component if the network stops changing at some point. In some sense, it is a best effort algorithm. Correctness was much more difficult to establish in the case of the message-passing version; it occupied us for months and was eventually done successfully [19].

Speed of convergence. Little is known about the speed of convergence of (any version of) this algorithm. As already discussed, it may so happen that the rate of change is too fast for the algorithm to converge. Furthermore, the network may be partitioned at all time steps. We suggested in [124] that an appropriate metric in such cases is the number of trees per connected component, considered for example in a stationary regime (in case of probabilistic investigation) or over a real-world mobility trace (in case of simulations, which is exactly what we did in [19]).

Open question 17. Understand the theoretical complexity of this process. Based on discussions with knowledgeable colleagues in related areas (in particular T. Radzik, D. Sohier, and J.-F. Marckert), even a static analogue of this process based only on the merging and circulation operations has not been considered in standard graphs. These operations thus define a new form of coalescing process whose study remains to be done.
We made preliminary observations in this direction in [40], however the problem remains mostly open. Because the algorithmic principle is high-level, an ambiguity arises as to the exact behavior of the process: is it continuous or discrete? is it synchronous or asynchronous? what priority rules apply in case of ties? etc. These parameters have an impact on the analysis. However, we believe that the choice among them should be precisely driven by simplicity. In the longer term, the objective is to understand the dynamic version (with edge dynamics and regeneration rule) in a stochastic model of dynamic network like edge-markovian dynamic graphs [68], characterizing e.g., the number of trees per connected components in a stationary regime, as a function of birth and death rates for edges. We refer the reader to [16, 97, 6, 70, 31] for references on coalescing processes in general.

4.2 Measuring temporal distances distributedly

Main articles: IPDPS’11 [48], arXiv’12 [49], IEEE Trans. Computers’14 [50]

We mentioned in Chapter 1 a number of temporal concepts, among which that of temporal distance that accounts for the time it takes for entities of a dynamic network to reach each others. We present here a joint work with Flocchini, Mans, and Santoro [48] in which we design distributed algorithms for the nodes to learn temporal distances to each other in a unstructured dynamic network. The time setting is continuous; contacts may have arbitrary durations; and the latency of individual contacts is non-zero, altogether making the problem more complex. Our solution relies on the definition of an abstraction called T-Clocks, which enables to solve other problems in periodically-varying networks.

4.2.1 Overview

The problem of measuring temporal distances in dynamic networks was addressed in a number of works from the field of social network analysis [94, 104, 103]. In particular, Kossinets, Kleinberg, and Watts [103] flip the point of view, asking how ”out-of-date” an entity (node) \( v \) is with respect to every other node at a time \( t \). They define a concept of view as the answer table to this question, the indices being the nodes and the values indicating, for every other node \( u \), the latest time at which \( u \) could send a piece of information arriving at \( v \) before \( t \) (i.e., latest time of influence). The setting is centralized and contacts among entities are punctual, which implies that the views only changes punctually by discrete amounts. Finally, the speed of propagation along a contact (edge latency) is neglecte as well.

In [48], we considered the distributed version of this problem in a continuous time setting where contacts can have arbitrary durations. We also relaxed the assumption that latency is instantaneous, by considering an arbitrary (but fixed) latency. We construct an abstraction called T-Clocks, which every node can use to know, at any point in time, how out-of-date it is with respect to every other node. The main difficulty stems from considering continuous time together with non punctual contacts, the combination of which induces continuums of direct journeys (direct journeys are journeys realized without pauses at intermediate nodes) which induces continuous evolution of
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The edge latencies also complicates things by making it possible for a direct journey to be actually slower than an indirect one (indirect journeys are such that a pause is made at least at one intermediate node).

The use of T-Clocks is illustrated through solving two problems in periodically varying networks (class $E^P$), namely building reusable foremost broadcast trees (same article [48]), and building fastest broadcast trees (in [49]), both being combined in a long version [50]. The latter reduces to the problems of (i) finding minimum time of temporal eccentricity (i.e., when the duration needed to reach all other nodes is the smallest), then (ii) building a foremost broadcast tree for this particular time (modulo the period $p$). Next, we briefly discuss some of the key technical aspects.

4.2.2 Temporal views

In [48, 50] we refer to the concept of view as temporal views to avoid conflicts with the (unrelated) views of Yamashita and Kameda [141]. As explained, considering non-punctual contacts implies the possible co-existence of indirect journeys, and continuums of direct journeys on the other hand. While both can be dealt with in the same way in discrete time, their combination in continuous time produces complex patterns of temporal distances among nodes, as illustrated on Figure 4.3 (from [50]).

![Temporal view illustrations](image)

(a) A dynamic network  
(b) Temporal distance from $a$ to $c$ (seen from $a$)  
(c) Temporal view that $c$ has of $a$ (i.e., flipped point of view)

Figure 4.3: Temporal distance and temporal views as a function of time (with $\zeta \ll 1$).

Temporal distance and temporal view actually refer to the same quantity seen from different perspectives: the first is a duration seen from the emitter, while the second is a time seen from the receiver.

4.2.3 The T-Clocks abstraction

Direct journeys are often faster than indirect ones, but this is not always true. As a result, the temporal view $\phi$ that a node has (of another node) could result from either types of journey. The algorithm we introduced tracks the evolution of both types of views separately. While indirect views need only be updated punctually (in a similar way as in [103]), direct views evolve continuously, and are thus inferred, on demand, from the knowledge of the (currently best) number of hops in contemporaneous journeys from a considered node (say $u$) to the local node $v$. We call this hop distance the level of $v$ with respect to $u$. The T-Clocks algorithm consists of maintaining up-to-date
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information at each node \( v \) relative to its level (for direct views), and latest date of influence (for indirect views) relative to every other node \( u \). This work assumed the same computational model as in [51] (described in Section 2.2); in particular, it relies on presence oracle to detect the appearance and disappearance of incident edges. The resulting abstraction is illustrated on Figure 4.4.

Figure 4.4: T-Clocks as an abstraction to track temporal views. Picture from [50].

4.2.4 Using T-Clocks in periodically-varying networks

Using T-Clocks, it becomes easier to build foremost or fastest broadcast trees in periodically-varying networks (\( \mathcal{E} \)), thereby completing the results presented in Section 2.2. We briefly review how T-Clocks were used to build foremost broadcast trees in [48] and fastest broadcast trees in [49] (both being combined in [50]).

Foremost broadcast trees in \( \mathcal{E} \). These trees indicate what structural path (routing choice) a message initiated at a given emitter (here node \( a \)) should follow to arrive at every other node (here, \( b \) and \( c \)) at the earliest possible time. Examples of such trees are shown on Figure 4.5, where the intervals correspond to when the message is initiated at the emitter (rather than when the routing is made). Some edges may not be available directly, in which case the message should be sent upon their next appearance. Solving this problem with T-Clocks boils down to monitoring at each node (here, \( b \) and \( c \)) the evolution of the temporal view with respect to the considered emitter (here, node \( a \)). Whether due to direct and indirect journeys, T-Clocks make it possible to track which local neighbors are responsible for providing the best view of the emitter over a complete period \( p \), these neighbors being then selected as foremost parent for the corresponding times (modulo \( p \)).

Fastest broadcast trees in \( \mathcal{E} \). Fastest journeys minimize the span between first emission and last reception (possibly at the cost of delaying the first emission). Unlike the foremost quality, it is not always possible to find a tree in which every journey is fastest; this kind of “optimal substructure” feature applied to the foremost metric, making the definition of a tree more natural. We thus define a fastest broadcast tree as one (among the possibly many) which minimizes time between first emission at the emitter and last reception everywhere.

So defined, an interesting observation is that at least one of the foremost broadcast trees must also be fastest. In fact, the considered problem reduces to (i) finding the time
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Figure 4.5: Example of foremost broadcast trees from a given node, as a function of the initiation times at the emitter (adapted from [50]).

of minimum temporal eccentricity of the emitter (modulo the period $p$), and (ii) build a foremost broadcast tree for this initiation time. Since the construction of foremost broadcast tree is already solved by the algorithm presented above, we focus on the problem of determining the time of minimum temporal eccentricity using T-Clocks. Note that this problem is interesting in its own right, and may be used as a building block for other tasks than broadcasting (e.g., electing a leader based on its ability to reach other nodes quickly).

The algorithm consists of monitoring the evolution of temporal views at each node over a complete period (relative to the given emitter). The resulting information is converted back to temporal distance information, which are then aggregated back to the emitter, which eventually knows its eccentricity over a complete period. Finally, the emitter chooses any time of minimum eccentricity to initiate the construction of a foremost (and thus here fastest) broadcast tree.

4.3 The power of waiting

Main articles: PODC’12 [44], FCT’13 [46], TCS’15 [45]

Together with Flochini, Godard, Santoro, and Yamashita in [45] (brief announcement [44] and conference version [46]), we explored the connections between dynamic networks and computability in terms of formal languages. Focusing on the particular case of time-varying graphs (see Section 1.2.1 for definitions), we showed how the manipulation of a time-varying graph as an automata makes it possible to study the power of buffering in dynamic networks (that is, the ability for a node to store and carry information before retransmitting it). In summary, we show that the set of languages that can be generated if only direct journeys are allowed (no waiting/buffering) contains all computable languages, whereas the set of languages if waiting is allowed (indirect journeys are possible) it is just the family of regular languages. In other words, when waiting is allowed, the expressivity of the environment drops drastically from being as powerful as a Turing machine, to becoming that of a Finite-State machine, which gives a (admittedly abstract) idea of the importance of buffering in dynamic networks.
4.3.1 Automata based on time-varying graphs

Given a dynamic network modeled as a time-varying graph $G$, a journey in $G$ can be viewed as a word in the alphabet of the edge labels. In this light, the class of feasible journeys defines the language $L_f(G)$ expressed by $G$, where $f \in \{ \text{wait, nowait} \}$ indicates whether or not indirect journeys are considered feasible by the environment. Hence, a TVG $G$ whose edges are labelled over $\Sigma$, can be viewed as a TVG-automaton $A(G) = (\Sigma, S, I, E, F)$ where $\Sigma$ is the input alphabet; $S = V$ is the set of states; $I \subseteq S$ is the set of initial states; $F \subseteq S$ is the set of accepting states; and $E \subseteq S \times T \times \Sigma \times S \times T$ is the set of transitions such that $(s, t, a, s', t') \in E$ iff $\exists e = (s, s', a) \in E : \rho(e, t) = 1, \zeta(e, t) = t' - t$.

Figure 4.6 shows an example of a deterministic TVG-automaton $A(G)$ that recognizes the context-free language $a^n b^n$ for $n \geq 1$ (using only direct journeys). The presence and latency of the edges of $G$ are specified in Table 4.1, where $p$ and $q$ are two distinct prime numbers greater than 1, $v_0$ is the initial state, $v_2$ is the accepting state, and reading starts at time $t = 1$.

![Figure 4.6: A TVG-automaton $A(G)$ such that $L_{\text{nowait}}(G) = \{a^n b^n : n \geq 1\}$][45]

| $e$   | Presence $\rho(e, t) = 1$   | Latency $\zeta(e, t) =$ |
|-------|-----------------------------|-------------------------|
| $e_0$ | always true                 | $(p - 1)t$              |
| $e_1$ | $t > p$                     | $(q - 1)t$              |
| $e_2$ | $t \neq p^i q^{i-1}, i > 1$| $(q - 1)t$              |
| $e_3$ | $t = p$                     | any                     |
| $e_4$ | $t = p^i q^{i-1}, i > 1$    | any                     |

Table 4.1: Presence and latency functions for the edges of $G$.

The reader may have noticed the basic principle employed here, which consists of using latencies as a mean to encode words into time, and presences as a means to select them through opening the appropriate edges at the appropriate time.

4.3.2 Summary of the results

We characterize the two sets of languages $L_{\text{nowait}} = \{L_{\text{nowait}}(G) : G \in U \}$ and $L_{\text{wait}} = \{L_{\text{wait}}(G) : G \in U \}$, where $U$ is the set of all time-varying graphs; that is, the languages expressed when waiting is or is not allowed. For each of these two sets, the complexity of recognizing any language in the set (that is, the computational power needed by the accepting automaton) defines the level of difficulty of the environment. We first study
the expressivity of time-varying graphs when waiting is not allowed—that is, the only feasible journeys are direct ones—and prove that the set \( L_{\text{nowait}} \) contains all computable languages. The proof is constructive and shows how any given Turing machine can be simulated by a time-varying graph.

**Corollary 3.3 in [45].** For any computable language \( L \), there exists a time-varying graph \( G \) such that \( L = L_{\text{nowait}}(G) \).

We next examined the expressivity of time-varying graphs if indirect journeys are allowed; that is, entities have the choice to wait for future opportunities of interaction rather than seizing only those that are directly available. In striking contrast with the non-waiting case, the languages \( L_{\text{wait}} \) recognized by TVG-automata are precisely the set of regular languages. In other words, when waiting is no longer forbidden, the power of the accepting automaton (i.e., the difficulty of the environment, the power of the adversary), drops drastically from being at least as powerful as a Turing machine, to becoming that of a finite state machine. This gap is a measure of the computational power of waiting. (This result may appear counterintuitive, but the fact that the power of the environment/adversary drops is in fact a good news for the algorithm, which is a more intuitive way to think of this result.)

**Theorem 4.13 in [45].** \( L_{\text{wait}} \) is the set of regular languages.

To better understand the power of waiting, we then turn our attention to bounded waiting—that is, when indirect journeys are considered feasible if the pause between consecutive edges in the journeys have a bounded duration \( d > 0 \). In other words, at each step of the journey, waiting is allowed only for at most \( d \) time units. We examine the set \( L_{\text{wait}[d]} \) of the languages expressed by TVG in this case and prove the negative result that the complexity of the environment is not affected by allowing waiting for a limited amount of time, that is, for any fixed \( d \geq 0 \), \( L_{\text{wait}[d]} = L_{\text{nowait}} \). As a result, the power of the adversary is decreased only if it has no control over the length of waiting, i.e., if the waiting is unpredictable.

**Theorem 5.1 in [45].** For any fixed \( d \geq 0 \), \( L_{\text{wait}[d]} = L_{\text{nowait}} \).

The basic idea of the proof is to reuse the same technique as for the nowait case, but with a dilatation of time, i.e., given the bound \( d \), the edge schedule is time-expanded by a factor \( d \) (and thus no new choice of transition is created compared to the no-waiting case). As a result, the power of the adversary is decreased only if it has no control over the length of waiting, i.e., if the waiting is unpredictable.

**Open question 18.** Understand the significance of this technical result. Depending on the point of view, say (1) network designer or (2) edge presence adversary, the interpretation of the result is fundamentally different. In (1) it is a good news, since it gives more expressivity to design interactions in the network, but in (2) it implies that a distributed algorithm may be forced to act in a way imposed by the environment. The overall implications are not yet well understood.

**Open question 19.** Do these results have analogues in the area of timed automata, which are automata where transitions are subject to time constraints. (See e.g., [8]).
4.4 Collection of curiosities

We conclude this part of the document with a small collection of observations regarding concepts whose dynamic version (temporal version) seem different in essence to their static analogues, or whose implications are perhaps not yet well understood. Some of these observations are well-known or direct, others less obvious and some raise interesting questions.

4.4.1 Relation between paths and journeys

A first and simple fact is that having a connected footprint does not implies that the network is temporally connected, as exemplified by the graph on Figure 4.7 (from [53]).

Figure 4.7: A graph whose footprint is connected, but which is not temporally connected.

Clementi and Pasquale ask the reader in [69] whether one can define a graph whose temporal diameter is large despite the fact that every snapshot has small diameter. This is indeed feasible. Using a broadcasting analogy in discrete time, one can design every snapshot as two cliques linked by a single edge, one of which represents informed nodes and the other non-informed nodes. In each step, the construction is updated based on the same rule (see Figure 4.8). Then, every snapshot has diameter 3, while the temporal diameter is \( n - 1 \). Observe that the temporal diameter cannot exceed \( n - 1 \) in this setting, because at least one new node is informed in each time step. The latter argument applies more generally when all the snapshots are connected. In fact, it is the reason why \( C^* \subseteq TC_B \) in Section 3.2.

Figure 4.8: Small diameter vs. large temporal diameter.

Hardness of computing the temporal diameter. Godard and Mazauric [90] consider the problem of computing the temporal diameter of dynamic networks in an offline, but uncertain setting. More precisely, the network is described by an unknown sequence of graphs, each snapshot of which belongs to a known set of possible graphs. Every next graph in the sequence is independent from the previous (time-homogeneity). In this context, they show that computing the worst-case temporal diameter of the network
is hard. In fact, it is inapproximable in general, and becomes approximable (but still NP-Hard) if all the possible graphs contain a common connected spanning subgraph. In contrast, computing the standard diameter of a standard graph has a low-polynomial complexity.

4.4.2 Connected components

There are several ways to consider the temporal analogue of a component in terms of journeys. If the lifetime is \textit{infinite}, it seems reasonable to define them as maximal sets of nodes, each of which can reach the others \textit{infinitely often} through a journey, either within bounded or unbounded time windows (this is the point of view we adopted in \cite{91}, reviewed in Section 2.3). If the lifetime is \textit{finite}, one may rather define components as maximal sets of nodes, each of which can reach the others \textit{at least once}.

The latter point of view is the one adopted by Bhadra and Ferreira in \cite{26}, which seems to be the first significant study on the subject (2003). Bhadra and Ferreira further distinguish between \textit{open} and \textit{closed} components, depending on whether the journeys can travel through nodes outside the component. The existence of open components may seem strange, but it follows naturally from the fact that transitivity does not apply to journeys. Bhadra and Ferreira also observe that maximal components may overlap, which we illustrate using a minimal example on Figure 4.9 where \{a, b, c\} and \{b, c, d\} are two maximal components (a and d cannot reach each other). Again, this contrasts with static graphs, in which maximal components partition the network (\textit{i.e.}, they define equivalence classes among the nodes).

\textbf{Exponential number?}

In a static network (directed or undirected alike), the number of component cannot exceed \(O(n)\) because components partition the nodes. The overlapping nature of components in dynamic graphs (see \textit{e.g.}, Figure 4.9) raises the question of their number. In particular, can there be exponentially many maximal components?

Let us first examine the case that only strict journeys are allowed (\textit{i.e.,} latency is positive). Take a footprint that contains exponentially many maximal cliques, such as a Moon and Moser graph (Figure 4.10(a)), and make all of its edges appear at the same time for a single time unit of time (or \(\zeta\) time). Then, only one-hop journeys may exist, implying that every maximal clique in the footprint induces a maximal component in the dynamic network. (This idea is inspired from a similar construct in \cite{101} used to show that \textit{every} edge of the footprint might be necessary to achieve temporal connectivity.)

This argument for exponentially many connected components does not hold if non-strict journeys are possible (latency is neglected). With Klasing, Neggaz, Peters, and
Renault [57], we designed a slightly more complex gadget that generalizes this argument to all types of journeys. Take again a Moon and Moser graph and replace every edge \((u, v)\) with four edges \((u, u'), (u', v), (v, v'), (v', u)\), where \(u'\) and \(v'\) are new nodes (see Figure 4.10). Give these edges presence times 1, 2, 1, 2, respectively. (We call this a semaphore gadget.) Then, the arrival at \(u\) from \(v\) (resp. at \(v\) from \(u\)) is now too late for crossing another edge, turning original cliques into maximum components again. Moon and Moser graphs can have up to \(3^{n/3} = 2^{\Theta(n)}\) maximal cliques. Our solution induces a quadratic blow up in the number of vertices (two extra vertices per edge), leading to \(2^{\Theta(\sqrt{n})}\) maximal components.

![Figure 4.10: Dynamic networks can have super-polynomially many maximal components. The argument holds for strict and non-strict journeys alike.](image)

**Computational complexity**

Bhadra and Ferreira prove in [26] that finding a maximum size component in a dynamic network is NP-hard, based on a reduction from the clique problem. The reduction gadgets are different from our constructs above and no counting argument is invoked. Note that, while finding the largest component is hard, testing if a given set of nodes are temporally connected is clearly not and can be inferred directly from the transitive closure of journeys (itself efficiently computable, see Section 3.3.2).

On a related note, Viard et al. [138] look at the enumeration of temporal cliques, which in that case refer to cliques in the footprint of all \(G_{[t, t+\Delta]}\) for some \(\Delta\) (sliding window), which are also exponentially many. This is however less surprisingly, since cliques can already be in exponential number in static graphs (unlike components).

**How about recurrent components?**

Interestingly, if we consider the above recurrent version of connected components, which requires that journeys exist infinitely often among the nodes, then transitivity comes back in the picture and every two overlapping components collapse into one. Connected components in this case amount to (standard) components in the eventual footprint. Recurrent components are in this sense much closer to their classical analogue than non-recurrent ones.

**Research avenue 20. Make a more systematic study of these questions.**
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4.4.3 Menger’s theorem

In the context of static networks, Menger’s theorem [118] states that the maximum number of node-disjoint paths between any two nodes \( s \) and \( t \) is equal to the minimum number of nodes needed to separate them. For example, in the static network depicted on Figure 4.11(a), two disjoint paths exist between \( s \) and \( t \), namely \((s, v_1, t)\) and \((s, v_2, v_3, t)\), and indeed at least two nodes must be removed to disconnect \( s \) and \( t \) (e.g., \( v_1 \) and \( v_2 \)). In [24], Berman observes that the natural analogue of Menger’s theorem does not hold in dynamic networks. We reproduce here an example from [101] (Figure 4.11(b)), showing a dynamic network in which the theorem fails: any two journeys must share a node, and yet two nodes are needed to separate \( s \) and \( t \). Intuitively,

![Diagram](a) A static network ![Diagram](b) A dynamic network

Figure 4.11: Illustration of Menger’s theorem in both a static and a dynamic network (adapted from [101])

the times are used to force a journey to use certain edges, which prevents journeys whose underlying paths are the same as above. Note that some footprints (characterized in [101]) have the nice property that the resulting network remains Mengerian whatever the presence schedule of the edges.

4.4.4 Degrees and density

Bramas and Tixeuil [29] study the problem of data aggregation in a dynamic wireless sensor network where collisions may occur. The goal is to find a collision-free schedule that aggregates data from all the nodes to a single designated node in minimum time. This problem is known to be NP-complete in static networks, and so, even when the degree is restricted to 4 [67] (improved to 3 in [29]). Interestingly, Bramas and Tixeuil prove in the same paper that although the problem is trivial in static networks with degree at most 2, it is NP-hard in dynamic networks whose degree is never more than 2 at a single time. This result again tells us something about essential differences between static and dynamic contexts. In this case, however, it must be pointed out that the footprint of the graph used in their reduction does have degree more than 2.

Open question 21. See if a different reduction exists that limits the degree to 2 even in the footprint, making an even more essential separation between static and dynamic networks.

Cumulated vs. instant degrees. On a related note, with Barjon et al., we characterized in [20] the complexity of an algorithm for dynamic networks based on two
types of densities: the maximum *instant* density (largest amount of edges existing at a same time) and the *cumulative* density (number of edges in the footprint), both being possibly much different. The same distinction applies between both types of *degrees*, and in some sense, the above question (Open question 21) embodies this distinction.

### 4.4.5 Optimality of journeys prefixes

Bhadra et al. observed in [32] that *foremost* journeys have the convenient feature that all prefixes of a foremost journey are themselves foremost journeys. This feature allows us to define a distributed version of the problems in [32] in terms of foremost broadcast *trees*, all parts of which are themselves foremost (reviewed in Sections 2.2 and 4.2). Unfortunately (and interestingly), this feature does not apply to the *fastest* metric, pushing us to define fastest broadcast trees in a different way (minimizing the overall span between first emission and last reception). We give in Figure 4.12 a concrete example where the fastest quality is not prefix-stable, which adapts a continuous-time example we gave in [50] into the discrete time setting (for simplicity). To see this,

![Graph example](image)

Figure 4.12: A graph in which prefixes of fastest journeys are not themselves fastest.

consider the fastest journey from node *a* to node *d*, namely \{(ab, 3), (bc, 5), (cd, 6)\}. One of the prefixes of this journey, namely \{(ab, 3), (bc, 5)\} is not itself a fastest journey, since \{(ab, 1), (bc, 2)\} is faster. (Note that using the latter as an alternative prefix towards *d* would lead to a non-fastest journey.)
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