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ABSTRACT

Previous treatments of ambipolar diffusion in star-forming molecular clouds do not consider the effects of fluctuations in the fluid fields about their mean values. This paper generalizes the ambipolar diffusion problem in molecular cloud layers to include such fluctuations. Because magnetic diffusion is a nonlinear process, fluctuations can lead to an enhancement of the ambipolar diffusion rate. In addition, the stochastic nature of the process makes the ambipolar diffusion time take on a distribution of different values. In this paper, we focus on the case of long-wavelength fluctuations and find that the rate of ambipolar diffusion increases by a significant factor \( \lambda \sim 1-10 \). The corresponding decrease in the magnetic diffusion time helps make ambipolar diffusion more consistent with observations.

Subject headings: ISM: clouds — ISM: magnetic fields — stars: formation

1. INTRODUCTION

In the usual paradigm of low-mass star formation, molecular cloud cores are supported by magnetic fields. In order for star formation to take place, the cores must lose magnetic support, and this loss of support is generally thought to take place through the action of ambipolar diffusion (Mouschovias 1976; Shu 1983; Nakano 1984; Shu, Adams, & Lizano 1987; Lizano & Shu 1989; Ciolek & Basu 2000, 2001). This general picture has support from observations that suggest that ion-neutral drift does indeed occur in magnetized star-forming cores (e.g., Greaves & Hollands 1999).

An important issue facing this standard scenario is the timescale required for magnetic support to be removed from the cloud cores. As the observational picture comes into sharper focus, the number of observed cores without stars (e.g., Jijina, Myers, & Adams 1999) seems to be smaller than that predicted by most previous estimates from ambipolar diffusion (e.g., Ciolek & Mouschovias 1994, 1995; Lizano & Shu 1989) by a factor of 3–10. In other words, loss of magnetic support by diffusion appears to be too slow, with a timescale a factor of 3–10 times longer than that suggested by the observed statistics of cloud cores. These previous calculations, however, neglected a dimensionless factor that depends on the mass-to-flux ratio of the cores (Ciolek & Basu 2001). If the cloud cores have mass-to-flux ratios that approach the critical value, then the ambipolar diffusion timescale is significantly shorter than previous estimates. In particular, if the mass-to-flux ratio becomes supercritical, then the ambipolar diffusion timescale approaches zero. The need for this correction is bolstered by a recent compilation of Zeeman measurements of magnetic field strengths (Crutcher 1999), which suggests that many cores may have mass-to-flux ratios near the supercritical value. This observed sample includes only 27 cores with relatively large masses; additional measurements are necessary to clarify the observational picture.

In this study, we consider the effects of fluctuations on the mechanism of ambipolar diffusion described above. The timescale issue remains important, and this work shows that ambipolar diffusion can operate more quickly in the presence of such fluctuations. In addition, because of the chaotic nature of the fluctuations, the ambipolar diffusion timescale will take on a full distribution of values for effectively “the same” initial states.

Fluctuations are expected to be present in essentially all star-forming regions. Molecular clouds are observed to have substantial nonthermal contributions to the observed molecular line widths (e.g., Larson 1981; Myers, Ladd, & Fuller 1991; Myers & Gammie 1999). These nonthermal motions are generally interpreted as arising from magnetohydrodynamic (MHD) turbulence (e.g., Arons & Max 1975; Gammie & Ostriker 1996; for further evidence that the observed line widths are magnetic in origin, see Mouschovias & Psaltis 1995). Indeed, the sizes of these nonthermal motions, as indicated by the observed line widths, are consistent with the magnitude of the Alfvén speed (e.g., Myers & Goodman 1988; Crutcher 1998, 1999; McKee & Zweibel 1995; Fatuzzo & Adams 1993). As a result, the fluctuations are often comparable in magnitude to the mean values of the fields (T. Troland 2001, private communication).

Background fluctuations can lead to a net change in the diffusion rate because magnetic diffusion is a nonlinear process. As many authors have derived previously (e.g., see the textbook treatment of Shu 1992), and as we present below, the (dimensionless) diffusion equation takes the schematic form

\[
\frac{\partial b}{\partial \tau} = \frac{\partial}{\partial \mu} \left( \rho \frac{\partial b}{\partial \mu} \right),
\]

where \( b \) is the magnetic field strength, \( \mu \) is the Lagrangian mass coordinate, and we have ignored density variations. Now, suppose that the magnetic field fluctuates about its mean value on a timescale that is short compared to the diffusion time (the time required for the
mean value to change). We thus let \( b \rightarrow b(1 + \xi) \), where \( \xi \) is the relative fluctuation amplitude. In the simplest case in which the fluctuations are spatially independent, the right-hand side of equation (1) is thus multiplied by a cubic factor \((1 + \xi)^3\). Although a linear correction would average out over time, this nonlinear term must always average to a value greater than unity, and the corresponding diffusion timescale grows shorter by the same factor. As an example, suppose the field spends half of its time at a value of twice its mean strength and the other half of its time near zero strength. Half of the time, the effective diffusion constant is thus larger by a factor of 8, whereas the other half of the time, the diffusion constant is effectively zero. In this naive example, the mean diffusion constant is thus 4 times larger as a result of the fluctuations. The goal of this paper is to derive a more rigorous argument for this timescale enhancement.

This effect—changing diffusion timescales because of fluctuations—is well known in mathematical subfields. Simpler problems in which random noise fields drive physical systems at different rates appear in a host of textbooks (e.g., Srinivasan & Vasudevan 1971; Soong 1973). More recently, in the context of "stochastic ratchets," it has been shown that random fluctuations can drive a physical system to propagate "uphill," i.e., the opposite direction of its natural propagation in the absence of fluctuations (Doering, Horsthemke, & Rior-dan 1994). In astrophysics, stochastic aspects of magnetic field fluctuations have been considered in the context of cosmic-ray propagation (e.g., Jokipii & Parker 1969) and also in stellar atmospheres (e.g., Shore & Adelman 1976). Several previous papers have studied turbulent fluctuations in magnetically supported clouds, often by considering how the turbulence itself leads to field evolution in the absence of ambi-polar diffusion (e.g., Kim 1997). The formation of cores through the dissipation of turbulence has been suggested (Myers & Lazarian 1998). Turbulence can also enhance the rate of ambipolar drift and may help explain the observed relationship between density and magnetic field strength, \( B \propto \rho^\alpha \) (see Zweibel 2002).

In this current work, we consider ambipolar diffusion to be the main process that forms molecular cloud cores and study how fluctuations alter its rate.

This paper is organized as follows. In \( \S \) 2, we reformulate the ambipolar diffusion calculation in a plane geometry, where we explicitly include fluctuations in both the magnetic field and the density field. We perform an analysis of the resulting set of equations in \( \S \) 3. We specialize to the limit of long-wavelength fluctuations and apply the resulting formalism to astrophysical systems. We conclude in \( \S \) 4 with a summary and discussion of our results. The case of short-wavelength fluctuations is presented briefly in Appendix B. The most important outcome of this study is to demonstrate that fluctuations can lead to more rapid diffusion of magnetic fields in star-forming regions and that the diffusion timescale takes on a distribution of values (rather than a single timescale).

2. AMBIPOLAR DIFFUSION IN THE PRESENCE OF FLUCTUATIONS

In this section, we modify the standard ambipolar diffusion derivation to include the effects of fluctuations. We consider the simplest case of a planar layer of molecular cloud material. The magnetic field lines are parallel to the plane and all quantities depend only on the height \( z \) above the midplane:

\[
\mathbf{B} = B(z) \mathbf{k}. \tag{2}
\]

We note that a host of two-dimensional axisymmetric calculations have already been done (Lizano & Shu 1989; Mouschovias & Morton 1991; Ciolek & Mouschovias 1994; Basu & Mouschovias 1994; Basu 1997, 1998; Ciolek & Basu 2000). Although more idealized, this one-dimensional calculation is useful because it allows for analytical results and isolates the fluctuation effects that we are trying to elucidate (see also the discussion at the end of this section).

As derived previously (e.g., Shu 1992), with this basic configuration the equations of motion take the form:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial z} (\rho u) = 0, \tag{3}
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial z} = g - \frac{1}{\rho} \frac{\partial}{\partial z} \left( \frac{B^2}{8\pi} \right) , \tag{4}
\]

\[
\frac{\partial \mathbf{B}}{\partial t} + \frac{\partial}{\partial z} (\mathbf{B} u) = \frac{\partial}{\partial z} \left( \frac{B^2}{4\pi\gamma\rho_0} \frac{\partial \mathbf{B}}{\partial z} \right). \tag{6}
\]

To close the system of equations, the ion mass density \( \rho_i \) must be specified. The ion population depends on the complex balance between the ionization rate of the neutrals (primarily through cosmic rays), the subsequent production of molecular and metal ions, and the ion-electron recombination rate in the presence of grains. A reasonable (standard) approximation for the ionic mass density in molecular cloud environments is given by

\[
\rho_i = C \rho^{3/2}, \tag{7}
\]

where \( C = 3 \times 10^{-16} \text{ cm}^{-3/2} \text{ g}^{1/2} \). A new observational study (Caselli et al. 2002), however, indicates that the ionization fraction can be significantly smaller than suggested by equation (7) with this value of the constant \( C \) (see also Ciolek & Mouschovias 1998). This reduction in ionization also acts to speed up the ambipolar diffusion rate and helps alleviate the timescale problem of interest. Notice, however, that this effect is independent of our present work and can be easily incorporated by using a different value of the constant \( C \).

Next, we introduce the fluctuations through the Ansatz

\[
B \rightarrow B(1 + \xi), \quad \rho \rightarrow \rho(1 + \eta). \tag{8}
\]

The relative fluctuations \( \xi \) and \( \eta \) obey distributions that ultimately determine the effects of these variations. Although we will specialize to particular distributions later on, we now keep the analysis as general as possible. In any case, the fluctuations are assumed to have zero mean so that the quantities \( B \) and \( \rho \) appearing in the equations of motion can be thought of as time-averaged quantities and play the same role in this generalized calculation as they do in previous treatments.
Following many previous treatments, we rewrite the problem in terms of Lagrangian coordinates so the basic variable is the surface density of neutrals between the midplane ($z = 0$) and a height $z$. This change of variables takes the form

$$\sigma = \int_0^z \rho(z', t) dz'.$$  \hfill (9)

Notice that this Lagrangian coordinate measures the distance in terms of the mean density $\rho$ rather than the full fluctuating density field $\rho(1 + \eta)$. In terms of this new coordinate, the equation of continuity becomes

$$\frac{\partial \sigma}{\partial t} = \frac{1}{\rho}.$$  \hfill (10)

For an isothermal state ($P = a^2\rho$), the force equation can be written in the form

$$-\frac{\partial^2 \sigma}{\partial t^2} = 4\pi G \int_0^z \rho(1 + \eta) dz' + \frac{1}{1 + \eta \sigma} \left[ \frac{\rho(1 + \eta)}{\rho} \right] + \frac{1}{1 + \eta \sigma} \frac{\partial}{\partial t} \left[ \frac{\rho(z', t)}{8\pi} \right].$$  \hfill (11)

Since ambipolar diffusion is generally much slower than gravitational collapse, the cloud is expected to evolve near a magnetohydrodynamic equilibrium state. The inertial term in the force equation can therefore be justifiably ignored, leaving an expression that can be integrated to yield the quasi-magnetohydrodynamic equilibrium condition. In this case, however, the integration can be carried out only after a suitable averaging of the fluctuations has been done (see below). Finally, the magnetic field evolves according to a nonlinear diffusion equation of the form

$$\frac{\partial}{\partial t} \left[ \frac{B(1 + \xi)}{\rho(1 + \eta)} \right] = \frac{1}{1 + \eta \sigma} \left( \frac{b^2(1 + \xi)^2}{4\pi C \rho(1 + \eta)^{1/2}} \right) \frac{\partial}{\partial \sigma} \left[ \frac{B(1 + \xi)}{\rho(1 + \eta)} \right].$$  \hfill (12)

where the partial derivatives are taken with respect to constant $t$ or constant $\sigma$.

Following the notation of Shu (1983, 1992), we introduce a dimensionless surface density $\mu$, volume density $\rho$, magnetic field $b$, vertical coordinate $y$, and time $\tau$ as follows:

$$\sigma \equiv \frac{\sigma_{\infty} \mu}{\rho},$$  \hfill (13)

$$\rho \equiv \frac{2\pi G \sigma_{\infty}^2}{a^2} p,$$  \hfill (14)

$$B \equiv \frac{4\pi G^{1/2} \sigma_{\infty} b}{a},$$  \hfill (15)

$$z \equiv \frac{a^2}{2\pi G \sigma_{\infty}^2} y,$$  \hfill (16)

$$t \equiv \left[ \frac{\gamma C}{2(2\pi G^{1/2})} \left( \frac{a}{2\pi G \sigma_{\infty}} \right) \right] \tau.$$  \hfill (17)

The closed set of equations that describes ambipolar diffusion can now be written as a continuity equation:

$$\frac{\partial y}{\partial \mu} = \frac{1}{\rho},$$  \hfill (18)

a force balance equation:

$$\int_0^\rho \rho(1 + \eta) dy' + \frac{1}{1 + \eta \sigma} \left[ \rho(1 + \eta) \right] + \frac{1}{1 + \eta \sigma} \frac{\partial}{\partial t} \left[ \frac{\rho(z', t)}{8\pi} \right] = 0,$$  \hfill (19)

and a magnetic diffusion equation:

$$\frac{\partial}{\partial t} \left[ \frac{b(1 + \xi)}{\rho(1 + \eta)} \right] = \frac{1}{1 + \eta \sigma} \left( \frac{b^2(1 + \xi)^2}{\rho^{1/2} (1 + \eta)^{3/2}} \right) \frac{\partial}{\partial \mu} \left[ \frac{b(1 + \xi)}{\rho(1 + \eta)} \right].$$  \hfill (20)

These three equations, in conjunction with the specification of the fluctuations, constitute the problem to be solved.

As is well known, this one-dimensional slab model is unrealistic in the sense that gravity “saturates.” In other words, in Lagrangian coordinates, our model has a constant gravitational field strength for a given column density. The gravitational field depends on the mass shell but not on the distance from the midplane. Hence, a Lagrangian observer would find no increase in the gravitational field strength as the slab is compressed, unlike the more realistic case of higher dimensions. This point is important because ambipolar diffusion is driven by self-gravity, and the slab model lies in the regime of “weak gravity” (Mouschovias 1982). The enhancement of the timescale that we study here, however, arises from the nonlinearity of the equations and will be present in any geometry. To illustrate this claim, we derive an analogous formulation for a cylindrical geometry in Appendix A. In particular, we find that the enhancement factor (due to fluctuations) takes the same form as that derived above. Although the absolute value of the ambipolar diffusion timescale depends on the geometry, the enhancement factor calculated here does not.

3. ANALYSIS

In this section, we find solutions to a limited version of the problem derived in the previous section. Unfortunately, a full solution to equations (18)–(20) is beyond the scope of this paper, and several important simplifications are necessary to make further progress.

In a complete theory, one would also derive equations of motion for the fluctuations, represented here by $\xi$ and $\eta$, and one would solve for their temporal and spatial dependences in a self-consistent manner. Such a calculation would require a theory of how MHD waves are produced and how they cascade into turbulence. Because we have no working priori theory of turbulence, however, our first simplification is to assume viable fluctuation distributions rather than calculate them. In other words, we adopt a semiaempirical approach. These fluctuations are observed, and we can use observations to constrain their form, but we do not explicitly calculate their behavior.

Regardless of what distributions are chosen for the fluctuations, another complication arises. The equations of motion derived above describe the evolution of one particular realization of the problem. The usual way to solve such a problem is to set up the initial state and step forward in time (either analytically or numerically) by sampling the values of the fluctuations $\xi$ and $\eta$ from their (presumably known) distributions. As time progresses, the field evolves and one
obtains a solution. This approach, however, which we will adopt, does not provide a full solution to the problem. Because the fluctuations obey a distribution, a probabilistic description of the overall evolution problem is necessary. In particular, the time evolution of the magnetic field will have a distribution of possible solutions. A full solution to the entire problem (see Doering 1990) would calculate the full distribution of possible time behaviors for the magnetic field (and other fluid variables). Because this issue is compounded for the case of short-wavelength fluctuations, we focus our analysis on long-wavelength fluctuations. We briefly discuss the case of short-wavelength fluctuations in Appendix B, which shows that additional simplifying assumptions are necessary to make progress.

3.1. Time Averaging

In order to describe the average behavior of the fluid fields, we introduce a method of intermediate time averaging. Previous calculations for slab models suggest that ambipolar diffusion occurs on a timescale $\tau_{\text{AD}} \sim 10$–15 (Nakano 1984; Shu 1983; Mouschovias 1983), although this timescale is significantly shorter when the mass-to-flux ratio of the cores approaches supercritical values (Ciolek & Basu 2001). For comparison, observations suggest that the real value is closer to $\tau_{\text{AD}} \sim 1$–3. The fluctuations themselves presumably occur within the MHD regime and thus occur on timescales $\tau_{\text{MHD}} \sim \lambda / v_A$, where $\lambda$ is the length scale of the fluctuation and $v_A$ is the Alfvén speed. We can write the length scale in dimensionless form through the relation

$$\lambda = \frac{a^2}{2\pi G \sigma_\infty} \chi ,$$  

(21)

where we expect $\chi \approx 1$–10 for the long-wavelength limit considered below (see § 3.3). The dimensionless timescale for which the fluctuations vary is thus given by

$$\tau_{\text{MHD}} \sim \left[ \frac{\gamma C}{2(2\pi G)^{1/2}} \right]^{-1} \frac{a}{v_A} \chi ,$$  

(22)

where the dimensionless parameter $\gamma C / [2(2\pi G)^{1/2}] \approx 8$ for our adopted values of $C$ and $\gamma$. For this approach to be consistent, the fluctuation timescale must be much shorter than the ambipolar diffusion time. This requirement implies a constraint of the form $\chi \approx 8 (v_A / a) \tau_{\text{AD}}$, where we have used standard values for $\gamma$ and $C$ (see also Zweibel 1988). Notice that the ratio $v_A / a$ is typically 5–10, so this constraint is usually easy to satisfy (see, however, the discussion below).

To find time-averaged quantities, we must average over an intermediate timescale $\tau_0$ that obeys the ordering

$$\tau_{\text{MHD}} \ll \tau_0 \ll \tau_{\text{AD}} .$$  

(23)

Again, we require $\tau_{\text{MHD}} \ll \tau_{\text{AD}}$ so that an intermediate range of timescales exists. Further, we let brackets $\langle \ldots \rangle$ denote time-averaged quantities so that

$$\langle p(1 + \eta) \rangle \equiv \frac{1}{\tau_0} \int_0^{\tau_0} p(1 + \eta) dt' \approx p ,$$  

(24)

$$\langle b(1 + \xi) \rangle \equiv \frac{1}{\tau_0} \int_0^{\tau_0} b(1 + \xi) dt' \approx b .$$  

(25)

In equating the time-averaged quantities with $p$ and $b$, we are ignoring errors of $O[\tau_0 / \tau_{\text{AD}}]$. For the reasonable choice of taking the averaging timescale to be the geometric mean $\tau_0 = (\tau_{\text{MHD}} \tau_{\text{AD}})^{1/2}$, the relative error becomes $O[\tau_{\text{MHD}} / \tau_{\text{AD}}^{1/2}]$.

3.2. The Quasi-Equilibrium State

Next, we need to consider the equilibrium states. The timescale over which fluctuations change (roughly given by the MHD crossing time) is much shorter than the collapse timescale (roughly given by the sound crossing time) for cloud cores undergoing ambipolar diffusion. Because the fluctuation timescale is also much shorter than the ambipolar diffusion timescale, the slab is expected to evolve in a quasi-static equilibrium state supported primarily by magnetic pressure. Since the force resulting from magnetic pressure is nonlinear, however, the fluctuations can play an important role in supporting this state. The quasi-equilibrium condition is found by integrating the time-averaged force equation (19) to obtain

$$Kh^2 + p = 1 - \mu^2 ,$$  

(26)

where

$$K \equiv \left< \frac{(1 + \xi)^2}{(1 + \eta)} \right> .$$

In this geometry (used here to make the problem more tractable), an equilibrium state exists even in the absence of magnetic fields, and full gravitational collapse is not possible. While this geometry does not reflect realistic conditions in molecular cloud cores, it nicely illustrates the effects of fluctuations on the ambipolar diffusion problem.

In obtaining the above form, we have assumed that the fluctuations are relatively well behaved so that they obey constraints of the form

$$\langle \frac{1}{1 + \eta} \frac{\partial \eta}{\partial \mu} \rangle \approx 0 , \quad \langle (1 + \xi) \frac{\partial \xi}{\partial \mu} \rangle \approx 0 .$$  

(27)

In order for these constraints to hold, the derivatives of the fluctuations must average to zero (as expected) and the derivatives must not be correlated with the fluctuations themselves. In other words, the fluctuations must be both spatially and temporally symmetric. Ambipolar diffusion, as expressed by equation (20), then evolves the quasi-equilibrium state from a magnetically supported configuration to a thermally supported one in the slab model.

3.3. Long-Wavelength Fluctuations

We now consider the effects of fluctuations on the ambipolar diffusion process. As shown below, these effects vary considerably with the spectrum of the fluctuations. To start, we assume that the fluctuations in density and the magnetic field are independent of each other. We also consider the simplest case in which the fluctuations have long wavelengths. In the limiting case where the fluctuation scale $\lambda$ is much larger than the typical length scale $R$ in the cloud, the fluctuations can be considered to be spatially independent in the diffusion equation (20). This regime of parameter space is defined by the constraint

$$\lambda \gg R \sim \frac{a^2}{2\pi G \sigma_\infty} .$$  

(28)
For the rest of this paper, we will specialize our analysis to long-wavelength fluctuations that obey this constraint.

Although nature can also support short-wavelength fluctuations, a rigorous treatment of their effects is made difficult by several issues: (1) In stochastic differential equations, the solutions depend on the manner in which various limits are taken (see Doering 1990). For short-wavelength fluctuations, many different equivalent ways of taking the appropriate limits are possible, and no unique solution exists without further specification. In this context, we would need to understand the origin of turbulent fluctuations to provide further specification. (2) In numerical treatments of the diffusion problem, the diffusion equation can be unstable on short length scales. Many numerical treatments allow for (small) errors on short size scales but provide the correct short length scales. Many numerical treatments allow for (small) errors on short size scales but provide the correct global behavior (see Press et al. 1986). To adequately follow short-wavelength fluctuations, one needs a numerical method that adequately resolves all spatial scales. In light of these difficulties, we focus on long-wavelength perturbations in this paper. For purposes of illustration, however, we consider a representative approach for short-wavelength fluctuations in Appendix B.

In order for the fluctuations to affect the diffusion process, the effective diffusion coefficient must sample a range of possible fluctuations during the ambipolar diffusion time $\tau_{\text{AD}}$ (see eq. [17]). If the fluctuations are MHD in origin, their time-scale is given roughly by the Alfvén crossing time. Sufficiently rapid fluctuations thus impose the constraint

$$N_F \equiv \frac{\tau_{\text{AD}}}{\tau_{\text{MHD}}} \approx \left[ \frac{\gamma C}{2(2\pi G)^{1/2}} \right] \frac{v_A}{a} \tau_{\text{AD}} \chi^{-1} > 1,$$

where $\tau_{\text{AD}}$ is the (nondimensional) time interval required for diffusion to take place and $\tau_{\text{MHD}}$ is given by equation (22). The quantity $N_F$ thus represents the number of times that the distributions are independently sampled during the course of the diffusion process. The time required for the field strength to decrease by a factor of $e^1 \approx 2.7$ is usually $\tau_{\text{AD}} = 5-10$. The ratio $v_A/a$ is typically 3–10; the length scale $\chi = 1-10$, and the dimensionless ratio in square brackets is about 8. For reasonable values of the parameters, the left-hand side of the above inequality lies in the range $N_F = 20–800$, a wide range but always comfortably greater than unity. Furthermore, we expect the variations from case to case to differ from the expectation values by relative sizes of order $N_F^{-1/2}$ due to incomplete sampling of the distribution functions during the diffusion process. This relative variation is thus expected to be $\sim 0.04–0.2$.

When the constraints in equations (28) and (29) are satisfied, the fluctuations are independent of the spatial derivatives appearing in the diffusion equation (20). Before time averaging the diffusion equation (20), we rescale the equation in a specific form to simplify the averaging procedure. In particular, we write out the time derivatives, collect the terms on the right-hand side, and multiply by one factor of $(1 + \eta)$ to obtain the form

$$(1 + \xi) \left[ \frac{\partial}{\partial \tau} \left( \frac{b}{p} \right) \right] + \frac{b}{p} \left[ \xi - \eta \left( \frac{1 + \xi}{1 + \eta} \right) \right]$$

$$= \left( \frac{1 + \xi}{1 + \eta} \right)^{3/2} \left( \frac{b^2}{p^{1/2}} \right) \left[ \frac{\partial}{\partial \mu} \left( \frac{\partial b}{p^{1/2}} \right) \right],$$

where the dots represent time derivatives. With the diffusion equation written in this form, the time-averaging procedure removes all fluctuations except for an effective diffusion constant on the right-hand side, and the diffusion equation becomes

$$\frac{\partial}{\partial \tau} \left( \frac{b}{p} \right) = D \frac{\partial}{\partial \mu} \left( \frac{b^2}{p^{1/2}} \right),$$

where

$$D \equiv \left( \frac{(1 + \xi)^3}{(1 + \eta)^{3/2}} \right).$$

Notice that this effective diffusion constant $D$ would be unity in the absence of fluctuations.

### 3.4. Results for Particular Distributions

After time averaging, the diffusion problem is a rescaled version of the one solved previously. The quasi-static equilibrium state is given by equation (26), which contains the factor $K$ due to the pressure provided by fluctuations. In the diffusion equation, the effective diffusion constant is larger by the factor $D$. If we rescale the magnetic field strength according to $\tilde{b} = (K)^{1/2} b$, then the quasi-static equilibrium equation (26) takes its standard form. The diffusion equation also takes its standard form if we rescale the time coordinate according to $\tilde{\tau} = (D/K) \tau$. In other words, the ambipolar diffusion process speeds up by a factor of $\Lambda = D/K$, which is determined by the distribution of the fluctuations. To make further progress, we thus have to specify the distributions.

The magnetic field fluctuations $\xi$ and the density fluctuations $\eta$ follow normalized distributions, $f(\xi)$ and $g(\eta)$, with zero mean; i.e.,

$$\int f(\xi) d\xi = 1, \quad \int f(\xi) \xi d\xi = 0,$$

$$\int g(\eta) d\eta = 1, \quad \int g(\eta) \eta d\eta = 0,$$

where $f(\xi) d\xi$ is the probability that a fluctuation in the magnetic field has an amplitude between $\xi$ and $\xi + d\xi$ [the function $g(\eta)$ is defined similarly for density fluctuations]. For a given choice of distributions $f(\xi)$ and $g(\eta)$, the expectation value of the diffusion constant $D$, the equilibrium factor $K$, and the timescale correction factor $\Lambda = D/K$ can be calculated directly.

For purposes of illustration, we first consider the fluctuations to have uniform (flat) distributions with amplitude $A < 1$. In other words,

$$f(\xi) = \frac{1}{2A} \quad \text{for} \quad -A < \xi < A,$$

$$g(\eta) = \frac{1}{2A} \quad \text{for} \quad -A < \eta < A.$$

We are implicitly assuming that the density fluctuations are independent of the magnetic field fluctuations. With this particular choice for the distribution functions, the enhancement factor can be written in the form

$$\Lambda = \frac{6(1 + A^2)(1 - A)^{-1/2} - (1 + A)^{-1/2}}{3 + A^2 - \ln(1 + A) - \ln(1 - A)}.$$

The result is plotted in Figure 1, which shows that the enhancement factor becomes substantial, $\Lambda \sim 5$, as the fluc-
example, flux-freezing arguments (Shu 1992) imply that depend directly on the magnetic field fluctuations. For than when the density field has independent variations. fluctuations in the magnetic field strength alone lead to smaller changes in the magnetic field only, whereas the dotted curve shows the result for density fluctuations. Notice that fluctuations in the magnetic field produce a greater effect for relatively small amplitudes, but the density fluctuations are more important for larger amplitudes.

For our reference case of uniform distributions with amplitudes are comparable to the total field strength, and we find for the benchmark case is substantiated by equation (35), which shows that the magnetic field is perpendicular to the direction of wave propagation, then fluids can develop magnetosonic waves with correlated magnetic and density fluctuations; this configuration also supports slow (nonpropagating) modes that compress the matter (increase density) and displace the magnetic field. In real molecular clouds, MHD disturbances are a complicated and nonlinear superposition of many different types of waves and other motions (one should keep in mind that these different types of waves propagate at different speeds). As a result, many different possible distributions of fluctuations are allowed by the observations. Without further constraints, the parameter space of possible fluctuations allows arbitrarily large enhancements in the ambipolar diffusion rate. This claim is substantiated by equation (35), which shows that the enhancement increases without bound in the limit .

For our reference case of uniform distributions with amplitude approaches unity. In this particular treatment, the enhancement factor has a logarithmic divergence as .

For comparison, if we ignore density fluctuations and consider only fluctuations in the magnetic field strength, the enhancement factor simplifies to the form

\[
\Lambda = \frac{1 + 3\langle \xi^2 \rangle}{1 + \langle \xi^2 \rangle} = \frac{1 + A^2}{1 + A^2/3},
\]

where the first equality holds for \( \langle \xi^3 \rangle = 0 \) and the second equality holds for a uniform distribution of fluctuations.

For the benchmark case \( A = 1 \), the magnetic field fluctuations are comparable to the total field strength, and we find a modest increase in the ambipolar diffusion rate, i.e., \( \Lambda = 1.5 \). In the extreme limit \( \langle \xi^3 \rangle \to \infty \), the enhancement factor \( \Lambda \to 3 \) (for \( \langle \xi^3 \rangle = 0 \)). Thus, as expected, fluctuations in the magnetic field strength alone lead to smaller changes than when the density field has independent variations.

We can also consider the case of density fluctuations that depend directly on the magnetic field fluctuations. For example, flux-freezing arguments (Shu 1992) imply that \( B \propto \rho^\kappa \), where \( \kappa = \frac{5}{3} \) for the usual case of spherical geometry and \( \kappa = 1 \) for a one-dimensional cloud layer. If the fields, including fluctuations about their mean values, obey such a flux-freezing relation, then we have a correlation of the form \( (1 + \eta) \propto (1 + \xi)^{1/\kappa} \), and the enhancement factor becomes

\[
\Lambda = \frac{\langle (1 + \xi)^3 \rangle^{3/2\kappa}}{\langle (1 + \xi)^{2-1/\kappa} \rangle}. \tag{37}
\]

For our reference case of uniform distributions with amplitude \( A = 1 \), we can evaluate this expression to obtain \( \Lambda = (6\kappa - 2)/[(8\kappa - 3)^{21/2\kappa}] \). For the flux-freezing exponent \( \kappa = 1 \) appropriate for a one-dimensional layer, for example, we find \( \Lambda \approx 1.13 \).

When the fluctuations in magnetic field strength and density are correlated, the enhancement factor is generally smaller than in the absence of correlations. The special case of \( \kappa = \frac{5}{3} \) is particularly interesting. As shown by equation (37), the value \( \kappa = \frac{5}{3} \) leads to \( \Lambda = 1 \), i.e., no net enhancement of the ambipolar diffusion rate. In other words, for this particular correlation between the density and magnetic field fluctuations, the problem reduces to its old (nonfluctuating) form. This value \( \kappa = \frac{5}{3} \) is found in three-dimensional calculations of magnetic cloud models (Mouschovias 1976) and is consistent with Zeeman measurements of the magnetic field strength in several molecular clouds (Crutcher 1999; Basu 2000). Both the theoretical calculation and observational relation, however, correspond to the mean field and not the fluctuations; one interpretation is that the relation \( B \propto \rho^{1/2} \) is more of an upper envelope than a scaling law (Zweibel 2002). In any case, the correlation of the magnetic field fluctuations with the density fluctuations thus needs to be further specified.

In general, MHD disturbances exhibit a rich variety of different possible behaviors, including the various kinds of correlations between density and magnetic field fluctuations. In the linear regime, for example, pure Alfvén waves exhibit magnetic field fluctuations but have no density variations. Purely acoustic waves have density variations but no magnetic field fluctuations. When the magnetic field is perpendicular to the direction of wave propagation, then fluids can develop magnetosonic waves with correlated magnetic and density fluctuations; this configuration also supports slow (nonpropagating) modes that compress the matter (increase density) and displace the magnetic field. In real molecular clouds, MHD disturbances are a complicated and nonlinear superposition of many different types of waves and other motions (one should keep in mind that these different types of waves propagate at different speeds). As a result, many different possible distributions of fluctuations are allowed by the observations. Without further constraints, the parameter space of possible fluctuations allows arbitrarily large enhancements in the ambipolar diffusion rate. This claim is substantiated by equation (35), which shows that \( \Lambda \) increases without bound in the limit \( A \to 1 \) for one particular choice of distribution. To obtain bounds on \( \Lambda \), we thus need to impose additional constraints, as discussed below.

3.5. Application to Molecular Cloud Cores

We can scale the parameters of this theory to observed molecular clouds in order to specify the expected regime of our derived results. As mentioned in the introduction, molecular clouds have significant nonthermal contributions to their line widths (Larson 1981; Myers, Ladd, & Fuller 1991), and the implied nonthermal motions are often interpreted as MHD turbulence. Indeed, the amplitude of these motions is consistent with the expected Alfvén speed in these regions.

To constrain the allowed range of our fluctuations, we consider the observed line widths to arise from the fluctu-
ating part of the Alfvén speed in a time-averaged sense. In other words, we assume that
\[
(\Delta v)^2_{NT} = \langle v^2 \rangle_{\text{loc}} = \int \frac{B^2}{4\pi \rho} \left(1 + \xi^2 \right) dx - \int \frac{B^2}{4\pi \rho} \), \tag{38}
\]
where we have subtracted off the nonfluctuating part so that the nonthermal contribution to the line width vanishes in the absence of fluctuations. Evaluating this expression in terms of our formalism for the fluctuations, we find
\[
(\Delta v)^2_{NT} = 2a^2 \frac{b^2}{p} (K - 1) = 2\alpha_0 a^2 (K - 1) , \tag{39}
\]
where \(a\) is the sound speed, \(K\) measures the amplitude of the fluctuations as defined by equation (26), and \(\alpha_0\) is the initial ratio of magnetic to thermal pressure. To evaluate the ratio \(b^2/p\), we have used our equilibrium state with no fluctuations as a reference state. Since the observed line widths are comparable to the expected Alfvén speeds, we expect \((\Delta v)^2_{NT} \approx 2\alpha_0 a^2\), and thus we expect the quantity \((K - 1)\) to be close to unity. In other words, scaling our formulation to observed molecular clouds implies that \(K \approx 2\).

We need to apply this result to constrain the possible values of \(\Lambda\). For fluctuations obeying uniform distributions, the parameter \(K = 2\) for an amplitude \(A \approx 0.886\); the corresponding value of the enhancement factor is \(\Lambda \approx 2.26\). For the special case of no density fluctuations, the enhancement factor is given by equation (36); the constraint \(K = 2\) implies that \((\xi^2) = 1\) and hence \(\Lambda = 2\) (in the symmetric limit where \((\xi^2) = 0\)). In general, the inclusion of density fluctuations makes the enhancement factor larger. For typical star-forming regions, our net result is that fluctuations increase the ambipolar diffusion rate by a factor of 2.

### 3.6. Comparison to Numerical Results

We now compare our analytic results with numerical simulations. Instead of working exclusively with the expectation values (\(D\) and \(K\)), we can use the same distributions for the fluctuations \(\xi\) and \(\eta\) and then sample the distributions as we numerically integrate the equations of motion. Specifically, we use a time-averaged quasi-static equilibrium state (eq. [26]) and numerically integrate the diffusion equation (31) by sampling the distribution functions for the fluctuations to specify the effective diffusion constant. Our basic numerical scheme is similar to that described in Shu (1983), although the time resolution must be significantly higher (and highly variable) to properly include the wide range of values for the effective diffusion constant. Each numerical simulation results in one particular realization of the time evolution. If we perform enough realizations of the problem, the average timescale should be the same as that calculated from the expectation values above.

To numerically follow the evolution of the cloud, we need to specify the starting condition. Following previous authors, we adopt the following modified standard family of initial states:
\[
p = \frac{1}{1 + \alpha_0} \ \sech^2 \left(\frac{y}{1 + \alpha_0}\right) = \frac{1}{1 + \alpha_0} \ (1 - \mu^2) \), \tag{40}
\]
where the ratio \(\alpha_0/K\) represents the initial magnetic-to-thermal pressure ratio; i.e.,
\[
\alpha_0 = \frac{b^2}{p} = \frac{B^2/8\pi}{a^2 \rho} . \tag{43}
\]
Through the action of ambipolar diffusion, the fluid evolves toward a final state described by the above equations in the limit \(\alpha_0 \to 0\).

In addition to recovering the expectation values for the diffusion time, the numerical treatment also finds the deviations about the mean value (the expectation value). These deviations depend on how often we sample the distributions to evaluate the effective diffusion constant. If we sample the distributions often enough, say, at every numerical time step, then the numerically calculated timescale converges to the expectation values found earlier. As outlined in § 3.3, however, we expect the fluctuations to vary on the MHD crossing timescale (eq. [22]). In dimensionless time units, we thus expect the diffusion constant to take on independent new values for time intervals longer than \(T_x \approx 0.1 a / v_A \sim 0.02\). For the sake of definiteness, we take \(T_x = 0.02\) for all of the simulations presented here. As we show below, however, the value of \(T_x\) determines the width of the distribution of possible timescales; we can estimate this width analytically and then scale our results to other choices of \(T_x\).

We compare our numerical results with the analytical formulation in Figure 2. We have used uniform distributions of the fluctuations with amplitude \(A\) (see eqs. [33] and [34]) and set \(\alpha_0 = 10\) so that the magnetic pressure is 10 times larger than the thermal pressure at the start of the calculation. In these simulations, the diffusion constant \(D_x = (1 + \xi^2) (1 + \eta)^{-1/2}\) is changed every time interval \(T_x = 0.02\) by sampling the distributions of \(\xi\) and \(\eta\). The resulting timescale \(T_x\) for the magnetic field strength to decrease by one e-folding is plotted versus the fluctuation amplitude in Figure 2. The solid curve shows the expectation value for the timescale \(T_x = T_x(\alpha_0)/\Lambda\), where \(T_x(\alpha_0)\) is the timescale in the absence of fluctuations. The symbols show different realizations found by numerically integrating the problem. For this set of simulations, we have selected the amplitude \(A\) randomly as well. As expected, the numerical integrations agree with the analytic predictions of § 3.3. In particular, the mean value of the distribution of timescales from the numerical experiments closely follows the expectation value.

The width of the distribution (for a given amplitude \(A\)) increases with the amplitude of the fluctuations. As a result, fluctuations not only force ambipolar diffusion to take place more rapidly, on average, but they also allow the process to sample a range of timescales. This range of possible time behaviors, as illustrated in Figure 2, is determined (in part) by the timescale \(T_x\) that specifies how often the effective diffusion constant takes on different values. In the limit \(T_x \to 0\), the ambipolar diffusion timescale approaches the
have used problem for different samplings of the distributions (see § 3.3. The symbols show results from numerical integrations of the same distributions of magnetic and density fluctuations. The solid curve shows the changes (see text).
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We can quantify the width of the distribution of times-
scales for a given distribution of fluctuations and a given amplitude. For purposes of illustration, we use uniform distributions of fluctuations with amplitude \( A = 0.886 \), which corresponds to the case in which the fluctuations are large enough to account for the observed nonthermal line widths in molecular clouds (see § 3.5). Figure 3 shows the distribution of ambipolar diffusion timescales, calculated both numerically and analytically. The numerical results were obtained by running the aforementioned code 10,000 times to build up the distribution shown by the histogram in Figure 3. For comparison, the dashed curve shows a Gaussian distribution whose width is calculated as described below. The solid spike at \( \tau \approx 12.5 \) represents the delta-function distribution that applies in the absence of fluctuations.

The distribution of timescales \( \tau \) can be estimated analytically. The peak of the distribution (denoted here as \( \langle \tau \rangle \)) is determined by the enhancement factor \( \Lambda \) calculated in § 3.4. For the case shown in Figure 3, \( \Lambda = 2.25 \), hence \( \langle \tau \rangle = 5.54 \).

We can also find the width of the distribution. For a given realization of the problem, the timescale \( \tau \) is determined by the effective value \( \tilde{D} \) of the diffusion constant; i.e.,

\[
\tilde{D} = D + \frac{D}{N_F} \sum_{j=1}^{N_F} \left[ \frac{D_j}{D} - 1 \right],
\]

where \( N_F \) is the number of independent samplings of the diffusion constant (eq. [29]), \( D \) is the expectation value, and the \( D_j \) are the particular choices taken during a given run. (Notice that in the limit \( N_F \to \infty \), we must have \( \tilde{D} \to D \).) For simplicity, we consider \( N_F = \langle \tau \rangle / \tau_X \) to have a fixed value, although the exact value also varies from case to case (this complication is a higher order effect). The case-to-case variation \( AD = \tilde{D} - D \) in the diffusion constant is thus proportional to the sum of a large number (here, \( N_F \sim 300 \)) of random variables \( \zeta_j = D_j/D - 1 \). These variables \( \zeta_j \) are constructed to have zero mean and follow a distribution given by the convolution of \( f(\xi) \) and \( g(\gamma) \); we denote the variance of this \( \zeta \) distribution as \( \tilde{\sigma} \). Because of the central limit theorem, the distribution of the composite variable \( AD \) takes a Gaussian form. Similarly, the distribution of timescales takes a Gaussian form, and its width is given by

\[
\langle \sigma \rangle = \tilde{\sigma} \sqrt{\tau_X \langle \tau \rangle}.
\]

We can compare this formula with our numerical results for the particular case shown in Figure 3 (uniform fluctuations with \( A = 0.886 \)). The dashed curve shows a Gaussian distribution with this predicted width; the distribution is in good agreement with the histogram of results (solid curve) from

![Fig. 2.—Comparison of numerical and analytic results. The timescale \( \tau_e \) is the \( \epsilon \)-folding time for the magnetic field strength to decrease. The time \( \tau_e \) is plotted here as a function of fluctuation amplitude \( A \) for uniform distributions of magnetic and density fluctuations. The solid curve shows the expectation value of the \( \epsilon \)-folding timescale as calculated analytically in § 3.3. The symbols show results from numerical integrations of the same problem for different samplings of the distributions (see § 3.5), where we have used \( \tau_X = 0.02 \) as the timescale over which the diffusion constant changes (see text).](image1)

![Fig. 3.—Distribution of ambipolar diffusion times for a cloud layer with uniform fluctuations of amplitude \( A = 0.886 \); this level of fluctuations is consistent with the nonthermal line widths observed in star-forming regions. The solid histogram shows the result of 10,000 numerical simulations with different realizations of the fluctuations. The dashed curve shows the analytic prediction for the timescale distribution: a Gaussian with a peak value given by the expectation value and with a width predicted by application of the central limit theorem. The dotted curve depicts a wider Gaussian distribution that applies for longer fluctuation timescales (here, \( N_F = 100 \) or \( \tau_X \approx 0.055 \)). In the absence of fluctuations, the cloud maintains a single value for its ambipolar diffusion time, as shown by the delta-function spike at \( \tau_e \approx 12.5 \).](image2)
the numerical simulations. More precisely, we find that the expectation value for the ambipolar diffusion timescale \( \tau_e = \tau_0 / \Lambda \approx 5.54 \) is in good agreement with that found numerically, i.e., \( \langle \tau \rangle \approx 5.62 \). The chosen distributions of fluctuations show that \( \sigma \approx 2.51 \), hence equation (45) implies that the distribution of timescales should have width \( \langle \sigma \rangle \approx 0.835 \). The numerical simulations imply almost the same value \( \langle \sigma \rangle \approx 0.834 \). For all quantities that can be compared, the numerical results and the analytic predictions agree to within about 1%.

As shown by equation (45), the width of the timescale distribution depends on the timescale \( \tau_X \) over which the fluctuations occur, or, equivalently, the number \( N_F \) of independent fluctuation samples. The value chosen for our numerical simulations, \( \tau_X = 0.02 \), is near the low end of the expected range. For comparison, the dotted curve in Figure 3 also shows the distribution for a \( \tau_X = 0.055 \), which corresponds to \( N_F = 100 \). Notice that as the fluctuation timescale \( \tau_X \) grows even larger (and \( N_F \) decreases), the distribution of timescales grows wider and eventually departs from a Gaussian form.

### 4. DISCUSSION

In this paper, we have explored how fluctuations in the background fields affect the rate of ambipolar diffusion. These fluctuations force the magnetic field strength and the density to sample a distribution of values, rather than taking on a single value at a given point in space and time. We have used a one-dimensional molecular cloud layer as a test problem to study the effects of such fluctuations.

The first principal result of this paper is that the timescale for ambipolar diffusion is altered by these fluctuations. In particular, fluctuations drive ambipolar diffusion to take place more rapidly, with the timescale shorter by a factor of \( \Lambda \sim 1-10 \). For typical conditions in molecular cloud cores, the enhancement factor is near the lower end of this range, \( \Lambda \sim 2-3 \), but much larger enhancements remain possible. The ambipolar diffusion timescale depends on the distribution of fluctuations. For the case of uniform distributions, for example, the ambipolar diffusion timescale varies with the amplitude \( A \), as shown in Figure 1. In general, the timescale also depends on the shape of the distributions.

For a given distribution of fluctuations, the ambipolar diffusion timescale also varies from realization to realization (see Fig. 2). Descriptions of the ambipolar diffusion process thus face an interesting complication, which is our second principal result: the timescale for loss of magnetic support takes on a *distribution* of values instead of a single value. Consider two identical molecular cloud regions and suppose they are laced with fluctuations following a given distribution. Because the two regions experience incomplete (and different) samplings of the fluctuation distributions as their magnetic fields diffuse outward, they will not exhibit the same diffusion time. This feature is more general than its manifestation in this particular test problem. When a physical system contains an effectively random element—in this context, through chaos and turbulence—the outcomes must be described in terms of a probability distribution. For our test problem (ambipolar diffusion in a cloud layer), the single value of the \( \epsilon \)-folding time \( \tau_e \) is replaced by a distribution of values (see Fig. 3). Furthermore, the distribution of possible timescales approaches a Gaussian form; the most likely value for the timescale is shorter than the case without fluctuations by the enhancement factor \( \Lambda = D / k \) (see eqs. [26] and [31]), and the width of the distribution is given by equation (45).

This effect on the ambipolar diffusion timescale has important implications for star formation in molecular clouds. These clouds appear to be supported by magnetic fields, and the observed magnetic field strengths are commensurate with this view. Statistics of molecular cloud cores (with and without young stellar objects), however, argues that the (uncorrected) timescale for ambipolar diffusion may be too long to account for the observations. This work shows that magnetic fields can diffuse more rapidly than previous estimates suggest. This speed-up, along with any other enhancements (e.g., Ciolek & Basu 2001), can help account for the observed statistics of molecular cloud cores. Another complicating issue arises: because the ambipolar diffusion timescale takes on a distribution of values, and this distribution can be rather wide if the fluctuations change on long timescales \( \tau_X \), some core regions will experience much faster diffusion rates than others even if they have “the same” starting conditions. In this regime of diffusion activity, the cores that actually form stars are those that evolve on the “fast” side of the distribution, whereas the cores that happen to live on the “slow” side of the distribution will fail to form new stars.

This preliminary treatment of fluctuations, including their effects on ambipolar diffusion and star formation, remains incomplete in several respects. In this paper, we have separated the calculation of the diffusion process from the determination of the fluctuations. In particular, we have assumed a priori forms for the fluctuations to study their implications. In a complete treatment, one should calculate the fluctuations and their effects in a self-consistent manner. In addition, we have focused on long-wavelength fluctuations and have not considered spatial gradients in the fluctuating part of the fields. Magnetic turbulence cascades down to small scales, however, so it is possible that fields fluctuate at length scales smaller than our MHD condition. This complication should also be considered in future work. Our present treatment is limited to one-dimensional slab models, so magnetic tension is not included; two-dimensional simulations should be done in the future. Another classical problem is the heating of molecular cloud regions by ambipolar diffusion; the effects of fluctuations on this mechanism should be considered. Finally, the act of star formation provides a source of new turbulence, which drives new fluctuations and can affect the ambipolar diffusion rates of neighboring cores; this feedback effect should also be studied. In any case, fluctuations in both the magnetic and density fields introduce an effectively random element into the ambipolar diffusion process, and thereby provide a rich class of new behavior for further study.
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APPENDIX A

CYLINDRICAL GEOMETRY

In this appendix, we consider the effects of fluctuations on ambipolar diffusion in a molecular cloud filament. We consider only the simplest case of magnetic field lines that are aligned with the axis of the filament and depend only on the radial coordinate \( r \); i.e., we have

\[
B = B(r)\hat{z}.
\]  

(A1)

With this basic configuration, the equations of motion take the form

\[
\frac{\partial}{\partial t} + u \frac{\partial}{\partial r}(r\rho u) = 0,
\]

(A2)

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial r} = g - \frac{1}{\rho} \frac{\partial}{\partial r} \left( \frac{P + B^2}{8\pi} \right),
\]

(A3)

\[
\frac{1}{r} \frac{\partial}{\partial r} (rg) = -4\pi G \rho,
\]

(A4)

\[
\frac{\partial B}{\partial t} + \frac{1}{r} \frac{\partial}{\partial r} (rBu) = \frac{1}{4\pi\gamma C} \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{r}{\rho^{1/2}} B^2 \frac{\partial B}{\partial r} \right),
\]

(A5)

where we have defined \( u \) to be the radial (and only nonvanishing) component of the velocity and have made use of the relationship defined by equation (7). In practice, these filaments will be subject to clumping instabilities in both the linear (Gehman, Adams, & Watkins 1996) and nonlinear regimes (Adams, Fatuzzo, & Watkins 1994); in this derivation, however, we neglect this issue and focus on the effects of the cylindrical geometry.

Next, we introduce the fluctuations through the ansatz given by equation (8) and rewrite the problem in terms of a Lagrangian description of the dynamics (e.g., see § 2). For the cylindrical geometry considered here, the relevant Lagrangian coordinate is the mass per unit length \( \sigma \) along the filament within a radius \( r \) of the central axis; i.e.,

\[
\sigma \equiv \int_0^r \rho(r', t) r' \, dr'.
\]

(A6)

Notice that the variable \( \sigma \) differs from the true mass per unit length by a factor of \( 2\pi \), which has been omitted for simplicity. The original problem in the variables \( (r, t) \) is now transformed to one in new variables \( (\sigma, t) \), and the derivatives transform according to

\[
\frac{\partial}{\partial t} + u \frac{\partial}{\partial r} \rightarrow \frac{\partial}{\partial \sigma},
\]

(A7)

\[
\frac{\partial}{\partial r} \rightarrow r \frac{\partial}{\partial \sigma},
\]

(A8)

\[
u \rightarrow \frac{\partial}{\partial \sigma}.
\]

(A9)

With this transformation, the equation of continuity becomes

\[
\frac{\partial}{\partial \sigma} = \frac{1}{r \rho}.
\]

(A10)

For an isothermal equation of state, the force equation can be written in the form

\[
-\frac{1}{r} \frac{\partial^2 r}{\partial \sigma^2} = \frac{4\pi G}{r^2} \int_0^r \rho(1 + \eta) r' \, dr' + \frac{\alpha^2}{1 + \eta} \frac{\partial}{\partial \sigma} \left[ \rho(1 + \eta) \right] + \frac{1}{1 + \eta} \frac{\partial}{\partial \sigma} \left[ \frac{B^2(1 + \xi)^2}{8\pi} \right],
\]

(A11)

and the nonlinear diffusion equation for the magnetic field becomes

\[
\frac{\partial}{\partial t} \left[ \frac{B(1 + \xi)}{\rho(1 + \eta)} \right] = \frac{1}{1 + \eta} \frac{\partial}{\partial \sigma} \left[ \frac{r^2 B^2(1 + \xi)^2}{4\pi\gamma C \rho^{1/2} (1 + \eta)^{3/2}} \frac{\partial}{\partial \sigma} [B(1 + \xi)] \right].
\]

(A12)

Equations (A10)–(A12) exhibit exactly the same form as their slab counterparts (eqs. [10]–[12]). As such, the effects of fluctuations on ambipolar diffusion in a cylindrical filament will scale exactly as for the slab geometry considered in the main text.
APPENDIX B

SHORT-WAVELENGTH FLUCTUATIONS

We consider the effects of short-wavelength fluctuations in this appendix. As noted in the main body of the text, this analysis is complicated by the fact that the solutions to stochastic differential equations depend on the manner in which various limits are taken (Doering 1990). The formulation presented below thus represents one possible approach to the general problem.

The most likely source of short-wavelength fluctuations is MHD turbulence, which is present in most regions of molecular clouds. The MHD condition, already built into the ambipolar diffusion equations, requires that the neutral fluid remain coupled to the ions and to the magnetic field. Physically, this condition is met if the ion-neutral collision frequency $f_m = \gamma n_i$ exceeds the frequency associated with the MHD turbulence. The latter frequency can be approximated by $f_{\text{MHD}} \approx v_A/\lambda$, where $v_A = B/(4\pi n_i)^{1/2}$ is the Alfvén wave speed and $\lambda$ is the length scale of the fluctuations. As a result, the coupling condition requires that

$$\chi > 0.09 \frac{b}{p},$$

where $\chi$ is the dimensionless turbulence length scale as defined by equation (21).

If we assume that the fluctuations are both spatially and temporally symmetric (which means that $\xi$ and $\eta$ are not correlated with their first-order derivatives), then the following relations hold:

$$\left\langle F(\xi, \eta) \frac{\partial \eta}{\partial \mu} \right\rangle \approx 0, \quad \left\langle F(\xi, \eta) \frac{\partial \xi}{\partial \mu} \right\rangle \approx 0; \quad (B2)$$

$$\left\langle F(\xi, \eta) \frac{\partial \eta}{\partial \tau} \right\rangle \approx 0, \quad \left\langle F(\xi, \eta) \frac{\partial \xi}{\partial \tau} \right\rangle \approx 0; \quad (B3)$$

for all well-behaved functions $F(\xi, \eta)$. Under these conditions, the quasi-equilibrium state described in § 3.2 remains valid.

For short-wavelength fluctuations, expanding the diffusion equation using the same approach as presented in § 3.3 yields the form

$$(1 + \xi) \frac{\partial}{\partial \tau} \left( \frac{b}{p} \right) + \frac{b}{p} \left[ \frac{\partial}{\partial \mu} \left( \frac{1 + \xi}{1 + \eta} \right) \right] = \left( \frac{1 + \xi}{1 + \eta} \right)^{3/2} \frac{\partial}{\partial \mu} \left( \frac{b^2}{p^{3/2}} \frac{\partial b}{\partial \mu} \right) + \frac{\partial}{\partial \mu} \left[ \left( \frac{1 + \xi}{1 + \eta} \right)^{3/2} \right] \left( \frac{b^2}{p^{3/2}} \frac{\partial b}{\partial \mu} \right)$$

$$+ \frac{(1 + \xi)^2}{(1 + \eta)^{3/2}} \left[ \frac{\partial}{\partial \mu} \left( \frac{b^2}{p^{1/2}} \right) \right] + \frac{b^3}{p^{3/2}} \frac{\partial}{\partial \mu} \left[ \left( \frac{1 + \xi}{1 + \eta} \right)^{3/2} \frac{\partial}{\partial \mu} \left( 1 + \xi \right) \right]. \quad (B4)$$

We note that the second and third terms on the right-hand side vanish when they are time averaged because they take the form given by equation (B2). With this simplification, the time-averaged diffusion equation reduces to the form

$$\frac{\partial}{\partial \tau} \left( \frac{b}{p} \right) = D \frac{\partial}{\partial \mu} \left( \frac{b^2}{p^{3/2}} \frac{\partial b}{\partial \mu} \right) + G \frac{b^3}{p^{3/2}}, \quad (B5)$$

where $D$ is defined in equation (31), and

$$G = \left\langle \frac{\partial}{\partial \mu} \left[ \left( \frac{1 + \xi}{1 + \eta} \right)^{3/2} \right] \frac{\partial}{\partial \mu} \left( 1 + \xi \right) \right\rangle. \quad (B6)$$

For the case in which the fluctuations $\xi$ and $\eta$ are uncorrelated, the parameter $G$ simplifies to the form

$$G = \frac{1}{3} \left\langle \frac{1}{(1 + \eta)^{3/2}} \right\rangle \left\langle \frac{\partial^2}{\partial \mu^2} \left( 1 + \xi \right) \right\rangle. \quad (B7)$$

Similarly, for the case of perfectly correlated fluctuations, $G$ simplifies to the form

$$G = \frac{2}{3} \left\langle \frac{\partial^2}{\partial \mu^2} \left( 1 + \xi \right)^{3/2} \right\rangle. \quad (B8)$$

The relative size of the two terms on the right-hand side of equation (B5) ultimately determines the behavior of the magnetic field diffusion. Since the fluctuations $\xi$ and $\eta$ vary on a length scale $\chi \ll 1$, whereas $b$ and $p$ vary on a length scale $1 + \alpha_0 \approx K \lambda^2 / d^2 \gg 1$, a simple scaling analysis naively suggests that the second term (with coefficient $G$) would dominate over the first (with coefficient $D$). Upon closer inspection, however, we see that the derivatives of the fluctuations tend to cancel out, so that the relative sizes of $D$ and $G$ depend on the form of the fluctuations. In any case, however, this treatment does not yield an expression that can be scaled to the previous solutions with no fluctuations.
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