FINITE ELEMENT COMPLEXES IN TWO DIMENSIONS
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ABSTRACT. In this study, two-dimensional finite element complexes with various levels of smoothness, including the de Rham complex, the curl-div complex, the elasticity complex, and the div-div complex, are systematically constructed. Smooth scalar finite elements in two dimensions are developed based on a non-overlapping decomposition of the simplicial lattice and the Bernstein basis of the polynomial space, with the order of differentiability at vertices being greater than twice that at edges. Finite element de Rham complexes with different levels of smoothness are devised using smooth finite elements with smoothness parameters that satisfy certain relations. Finally, finite element elasticity complexes and finite element div-div complexes are derived from finite element de Rham complexes by using the Bernstein-Gelfand-Gelfand (BGG) framework. This study is the first work to construct finite element complexes in a systematic way. Moreover, the novel tools developed in this work, such as the non-overlapping decomposition of the simplicial lattice and the discrete BGG construction, can be useful for further research in this field.

1. INTRODUCTION

Hilbert complexes play a fundamental role in the theoretical analysis and the design of stable numerical methods for partial differential equations [5, 2, 3, 12]. Recently in [7] Arnold and Hu have developed a systematic approach to derive new complexes from well-understood differential complexes such as the de Rham complex involving Sobolev spaces. In this work we shall construct two-dimensional finite element complexes with various smoothness in a systematic way, including finite element de Rham complexes, finite element elasticity complexes, and finite element div-div complexes etc.

We first construct smooth finite elements in two dimensions by a geometric approach, in which the simplicial lattice \( T^2_k = \{ \alpha = (\alpha_0, \alpha_1, \alpha_2) \in \mathbb{N}^{0:2} \mid \alpha_0 + \alpha_1 + \alpha_2 = k \} \) as the multi-index set with sum \( k \) is employed. The smoothness (order of differentiability) at vertices and edges are specified by parameters \( r_v \) and \( r_e \), respectively. Let \( T_h \) be a triangulation of a domain \( \Omega \subset \mathbb{R}^2 \) and denote by \( r = (r_v, r_e) \). When \( r_v^i \geq 2r_v^e \) and \( k \geq 2r_v^e + 1 \), we construct \( C^{r_v} \)-continuous finite element spaces \( V_k(T_h; r) \) using a non-overlapping decomposition (partition) of the simplicial lattice \( T^2_k \) and the Bernstein basis \( \{ \lambda^\alpha, \alpha \in T^2_k \} \) of polynomial space \( P_k \), where \( \lambda \) is the barycentric coordinate. Notice that the \( C^{r_v} \)-continuity implies \( V_k(T_h; r) \subset H^{r_v+1}(\Omega) \).

We then move to the finite element de Rham complexes with various smoothness which include discrete versions of the de Rham complex, for \( r \geq 1 \),

\[
\mathbb{R} \buildrel \subset \over \hookrightarrow H^{r+1}(\Omega) \xrightarrow{\text{curl}} H^r(\Omega; \mathbb{R}^2) \xrightarrow{\text{div}} H^{r-1}(\Omega) \rightarrow 0,
\]
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and one with mixed regularities, for \( r \geq 0, s \geq \max\{r - 1, 0\} \),
\[
\mathbb{R} \xrightarrow{\subset} H^{r+1}(\Omega) \xrightarrow{\text{curl}} H^{r,s}(\text{div}, \Omega) \xrightarrow{\text{div}} H^s(\Omega) \to 0,
\]
where
\[
H^{r,s}(\text{div}, \Omega) := \{ v \in H(\text{div}, \Omega) : v \in H^r(\Omega; \mathbb{R}^2), \text{div} v \in H^s(\Omega) \}.
\]
Obviously (1) is a special case of (2) and also known as the Stokes complex.

Given three integer vectors \( r_0 = (r_0^1, r_0^2), r_1 = (r_1^1, r_1^2), r_2 = (r_2^1, r_2^2) \) satisfying \( r_0^1 \geq 2 r_1^1 + 1, r_2^1 \geq 2 r_2^2 \) and \( r_0 = r_1 + 1, r_1 \geq -1, r_2 \geq r_1 \ominus 1 \), for \( k \) sufficiently large, we devise finite element de Rham complexes of various smoothness
\[
\mathbb{R} \xrightarrow{\subset} V^{\text{curl}}_{k+1}(\mathcal{T}_h; r_0) \xrightarrow{\text{curl}} V^\text{div}_{k}(\mathcal{T}_h; r_1, r_2) \xrightarrow{\text{div}} V^L^2_{k-1}(\mathcal{T}_h; r_2) \to 0,
\]
which is a conforming discretization of the de Rham complex (2). The finite element de Rham complex (3) with \( r_0 = r_1 + 1 \) and \( r_2 = r_1 - 1 \) has been developed recently in [28]. We refer to [33, 24] for some nonconforming Stokes complexes modified from conforming finite element de Rham complexes.

By rotation of the vector field and differential operators, we also obtain the finite element de Rham complex involving \( \text{grad, rot} \):
\[
\mathbb{R} \xrightarrow{\subset} V^{\text{grad}}_{k+1}(\mathcal{T}_h; r_0) \xrightarrow{\text{grad}} V^{\text{rot}}_{k}(\mathcal{T}_h; r_1, r_2) \xrightarrow{\text{rot}} V^L^2_{k-1}(\mathcal{T}_h; r_2) \to 0,
\]
in which the space \( V^{\text{rot}}_{k}(\mathcal{T}_h; r_1, r_2) \) can find applications in the discretization of Maxwell equation or the fourth-order curl problems.

Several existing finite element de Rham complexes in two dimensions are special examples of (3) or (4), and summarized in Table 1.

| \( k \geq 0 \) | \( r_0 \) | \( r_1 \) | \( r_2 \) | Results |
|---|---|---|---|---|
| 1 | (0, 0) | (-1, -1) | (-1, -1) | standard |
| 4 | (0, 0) | (-1, -1) | (0, 0) | [30, Section 5.2.1] |
| 4 | (2, 1) | (1, 0) | (0, -1) | [22, Section 3] |
| 4 | (2, 1) | (1, 0) | (0, 0) | [22, Section 4] |
| 2 | (1, 0) | (0, -1) | (-1, -1) | [19, Section 2.2] |

Based on finite element de Rham complexes, we use the Bernstein-Gelfand-Gelfand (BGG) framework [7] to construct more finite element complexes. For \( r_1 \geq -1 \) and \( r_2 \geq r_1 \ominus 1 \) satisfying \( r_0^1 \geq 2 r_1^1 + 2, r_2^1 \geq 2 r_2^2 \), and polynomial degree \( k \) sufficiently large, we design the BGG diagram
\[
\mathbb{R} \xrightarrow{\subset} V^{\text{curl}}_{k+2}(r_1 + 2) \xrightarrow{\text{curl}} V^\text{div}_{k+1}(r_1 + 1) \xrightarrow{\text{div}} V^L^2_{k}(r_1) \xrightarrow{\text{2 skew}} 0
\]
\[
\mathbb{R}^2 \xrightarrow{\subset} V^{\text{curl}}_{k+1}(r_1 + 1; \mathbb{R}^2) \xrightarrow{\text{curl}} V^\text{div}_{k}(r_1, r_2; \mathbb{M}) \xrightarrow{\text{div}} V^L^2_{k-1}(r_2; \mathbb{R}^2) \xrightarrow{\text{2 skew}} 0
\]
which leads to the finite element elasticity complex
\[
\mathbb{P}_1 \xrightarrow{\subset} V^{\text{curl}}_{k+2}(r_1 + 2) \xrightarrow{\text{Air}} V^\text{div}_{k}(r_1, r_2; \mathbb{S}) \xrightarrow{\text{div}} V^L^2_{k-1}(r_2; \mathbb{R}^2) \to 0.
\]
For \( r_1 \geq 0, r_2 \geq \max\{r_1 - 2, -1\}, \) and \( k \geq \max\{2r_1^v + 3, 2r_2^v + 3\}, \) we build the BGG diagram

\[
\begin{align*}
\mathbb{R}^2 & \xrightarrow{\subset} \mathbb{V}^\text{curl}_{k+1}(r_1 + 1; \mathbb{R}^2) \xrightarrow{\text{curl}} \mathbb{V}^\text{div}^+(r_1, r_2; \mathbb{M}) \xrightarrow{\text{div}} \mathbb{V}^\text{div}_{k-1}(r_1 - 1, r_2) \rightarrow 0 \\
\mathbb{R} & \xrightarrow{\subset} \mathbb{V}^\text{curl}_k(r_1) \xrightarrow{\text{curl}} \mathbb{V}^\text{div}_{k-1}(r_1 - 1, r_2) \xrightarrow{\text{id}} \mathbb{V}^\text{div}_{k-2}(r_2) \rightarrow 0
\end{align*}
\]

which leads to the finite element divdiv complex

\[
\begin{align*}
\text{RT} & \xrightarrow{\subset} \mathbb{V}^\text{curl}_{k+1}(r_1 + 1; \mathbb{R}^2) \xrightarrow{\text{sym curl}} \mathbb{V}^\text{div}^+(r_1, r_2; \mathbb{S}) \xrightarrow{\text{div div}} \mathbb{V}^L^2_{k-2}(r_2) \rightarrow 0,
\end{align*}
\]

where \( \mathbb{V}^\text{div}^+(r_1, r_2; \mathbb{S}) \subset H(\text{div div}, \Omega; \mathbb{S}) \cap H(\text{div}, \Omega; \mathbb{S}). \) We refer to Section 5 for details. By a refinement of the BGG diagram, the finite element divdiv complexes presented in [29] and [13] with \( r_1 = (0, -1), r_2 = (-1, -1) \) are also covered.

Several existing finite element complexes in two dimensions can be viewed as special cases of (5) or (6), and are summarized in Table 2. However, discrete elasticity complexes and rot rot complexes based on the Clough-Tocher split in [20] are constructed using piecewise polynomials as shape functions, which are not covered by (5) and (6).

| Type                             | \( k \) | \( r_1 \)     | \( r_2 \)     | Results               |
|----------------------------------|--------|---------------|---------------|-----------------------|
| Elasticity complex (5)           | 3      | (0, -1)       | (-1, -1)      | [19, Section 6]       |
| Hessian complex (rotation of (5))| 5      | (0, -1)       | (0, 0)        | [15, Section 5.1]     |
| divdiv complex (6)               | 6      | (1, 0)        | (0, 0)        | [15, Section 5.2]     |
| divdiv complex (46)              | 3      | (0, -1)       | (-1, -1)      | [29, Section 2.3]     |
| divdiv complex (48)              | 3      | (0, -1)       | (-1, -1)      | [13, Section 3.3]     |

The rest of this paper is organized as follows. The de Rham complex and BGG framework are reviewed in Section 2. In Section 3 the geometric decomposition of \( C^m \)-conforming finite elements in two dimensions is studied. Finite element de Rham complexes with various smoothness are constructed in Section 4. More finite element complexes based on the BGG approach are developed in Section 5.

2. Preliminaries on Hilbert complexes

2.1. Notation. For scalar function \( v \), denote

\[
\text{mskw } v := \begin{pmatrix} 0 & -v \\ v & 0 \end{pmatrix}, \quad \text{curl } v := \left( \frac{\partial v}{\partial x_2}, -\frac{\partial v}{\partial x_1} \right)^\top = (\text{grad } v)^\perp,
\]

where \((a, b)^\perp := (b, -a)\) is the 90° rotation clock-wise, \( \text{hess } := \text{grad grad} \), and

\[
\text{Air } v := \text{curl curl } v = \begin{pmatrix} \frac{\partial^2 v}{\partial x_2^2} & -\frac{\partial^2 v}{\partial x_1 \partial x_2} \\ -\frac{\partial^2 v}{\partial x_1 \partial x_2} & \frac{\partial^2 v}{\partial x_1^2} \end{pmatrix}.
\]
Then $\text{div}(\text{mskw } v) = -\text{curl } v$. For vector function $v = (v_1, v_2)$, denote

$$\text{rot } v := \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2} = \text{div } v^\perp.$$  

For tensor function $\tau = \begin{pmatrix} \tau_{11} & \tau_{12} \\ \tau_{21} & \tau_{22} \end{pmatrix}$, denote

$$\text{sym } \tau := \frac{1}{2}(\tau + \tau^T), \quad \text{skw } \tau := \frac{1}{2}(\tau - \tau^T),$$

$$\text{sskw } \tau := \text{mskw}^{-1} \circ \text{skw } \tau = \frac{1}{2}(\tau_{21} - \tau_{12}).$$

By direct calculation, we have

$$(7) \quad \text{div } v = 2 \text{ sskw}(\text{curl } v), \quad \text{rot } v = 2 \text{ sskw}(\text{grad } v).$$

2.2. Hilbert complex and exact sequence. A Hilbert complex is a sequence of Hilbert spaces $\{V_i\}$ connected by a sequence of closed densely defined linear operators $\{d_i\}$

$$(8) \quad 0 \rightarrow V_1 \xrightarrow{d_1} V_2 \xrightarrow{d_2} \cdots \xrightarrow{d_{n-2}} V_{n-1} \xrightarrow{d_{n-1}} V_n \xrightarrow{d_n} 0,$$

satisfying the property $\text{img}(d_i) \subseteq \ker(d_{i+1})$. We will abbreviate Hilbert complexes as complexes. The complex is called an exact sequence if $\ker(d_1) = 0$ and $\text{img}(d_i) = \ker(d_{i+1})$ for $i = 1, \ldots, n - 1$. Therefore if (8) is exact, $d_1$ is injective and $d_{n-1}$ is surjective. To save notation, we usually skip the trivial space 0 in the beginning of the complex and use the embedding $V_1 \hookrightarrow V_2$ to indicate $d_1$ is injective. For more background on Hilbert complexes, we refer to [3].

When the Hilbert spaces are finite-dimensional, to verify the exactness, we rely on the following result on the dimension count.

**Lemma 2.1.** Let

$$(9) \quad V_0 \xrightarrow{\subset} V_1 \xrightarrow{d_1} V_2 \xrightarrow{d_2} V_3 \rightarrow 0,$$

be a complex, where $V_i$ are finite-dimensional linear spaces for $i = 0, \ldots, 3$. Assume $V_0 = V_1 \cap \ker(d_1)$, and

$$(10) \quad \dim V_0 - \dim V_1 + \dim V_2 - \dim V_3 = 0.$$ 

If either $d_1 V_1 = V_2 \cap \ker(d_2)$ or $d_2 V_2 = V_3$, then complex (9) is exact.

**Proof.** Given the identity (10) and the relation $V_0 = V_1 \cap \ker(d_1)$, we prove the equivalence of $d_1 V_1 = V_2 \cap \ker(d_2)$ and $d_2 V_2 = V_3$ by dimension count. By $V_0 = V_1 \cap \ker(d_1)$,

$$\dim d_1 V_1 = \dim V_1 - \dim(V_1 \cap \ker(d_1)) = \dim V_1 - \dim V_0.$$

Then it follows from (10) that

$$\dim(V_2 \cap \ker(d_2)) - \dim d_1 V_1 = \dim V_2 - \dim d_2 V_2 - \dim V_1 + \dim V_0$$

$$= \dim V_3 - \dim d_2 V_2,$$

as required. \qed
2.3. **The de Rham complex.** For a domain $\Omega \subseteq \mathbb{R}^2$, the de Rham complex is

\begin{equation}
\mathbb{R} \hookrightarrow H^1(\Omega) \xrightarrow{\text{curl}} H(\text{div}, \Omega) \xrightarrow{\text{div}} L^2(\Omega) \to 0.
\end{equation}

When $\Omega$ is simply connected, the de Rham complex (11) is exact. By changing smoothness of the Sobolev spaces, we obtain the version (2).

Restricted to one triangle, a polynomial de Rham complex is, for integer $k \geq 1$,

\begin{equation}
\mathbb{R} \hookrightarrow \mathbb{P}_{k+1}(T) \xrightarrow{\text{curl}} \mathbb{P}_k(T; \mathbb{R}^2) \xrightarrow{\text{div}} \mathbb{P}_{k-1}(T) \to 0,
\end{equation}

where $\mathbb{P}_k(T)$ denotes the set of real valued polynomials defined on $T$ of degree less than or equal to $k$, and $\mathbb{P}_k(T; X) := \mathbb{P}_k(T) \otimes X$ for $X$ being vector space $\mathbb{R}^2$, tensor space $\mathbb{M}$, or symmetric tensor space $\mathbb{S}$.

The following identity

\begin{equation}
1 - \left(\frac{k+3}{2}\right) + 2 \left(\frac{k+2}{2}\right) - \left(\frac{k+1}{2}\right) = 0
\end{equation}

can be verified directly. The relation $\text{curl} \mathbb{P}_{k+1}(T) = \mathbb{P}_k(T; \mathbb{R}^2) \cap \ker(\text{div})$ is due to the fact: if $\text{grad} p \in \mathbb{P}_k(T; \mathbb{R}^2)$, then $p \in \mathbb{P}_{k+1}(T)$, and in two dimensions $\text{curl}$ is a rotation of $\text{grad}$. Therefore complex (12) is exact by Lemma 2.1.

2.4. **Bernstein-Gelfand-Gelfand construction.** Eastwood’s work [21] established the relationship between the elasticity complex and the de Rham complex via the Bernstein-Gelfand-Gelfand (BGG) construction [9]. Arnold, Falk, and Winther [4] expanded upon this connection by replicating the same construction in the discrete setting, which they used to reconstruct the finite element elasticity complex from the finite element de Rham complexes, as previously introduced in [8]. While a systematic BGG construction has been developed more recently in [7], our focus in this work is limited to two-dimensional complexes, so we will rely on specific examples rather than the abstract framework in [7].

We stack two de Rham complexes into the BGG diagram

\begin{equation}
\mathbb{R} \hookrightarrow \mathbb{P}_{k+1}(T) \xrightarrow{\text{id}} \mathbb{P}_k(T; \mathbb{R}^2) \xrightarrow{\text{curl}} H^1(\Omega; \mathbb{R}^2) \xrightarrow{\text{div}} L^2(\Omega) \xrightarrow{\text{curl}} H(\text{div}, \Omega; \mathbb{M}) \xrightarrow{\text{div}} L^2(\Omega; \mathbb{R}^2) \to 0
\end{equation}

which leads to the elasticity complex

\begin{equation}
\mathbb{P}_1 \hookrightarrow H^2(\Omega) \xrightarrow{\text{Air}} H(\text{div}, \Omega; \mathbb{S}) \xrightarrow{\text{div}} L^2(\Omega; \mathbb{R}^2) \to 0.
\end{equation}

By rotation, we also have the Hessian complex

\begin{equation}
\mathbb{P}_1 \hookrightarrow H^2(\Omega) \xrightarrow{\text{hess}} H(\text{rot}, \Omega; \mathbb{S}) \xrightarrow{\text{rot}} L^2(\Omega; \mathbb{R}^2) \to 0.
\end{equation}

To provide a more effective explanation of how (15) is derived from (14), we present a step-by-step breakdown of the process. The anti-commutativity $\text{div} v = 2 \text{sskw}(\text{curl} v)$ is exactly the first identity in (7), by which we can change $H(\text{div}, \Omega; \mathbb{M})$ to $H(\text{div}, \Omega; \mathbb{S})$ as follows. For $u \in L^2(\Omega; \mathbb{R}^2)$, by the exactness of the bottom complex in (14), there exists $\tau \in H(\text{div}, \Omega; \mathbb{M})$ satisfying $u = \text{div} \tau$. Then apply the top complex in (14) to find $v \in H^1(\Omega; \mathbb{R}^2)$ satisfying $-2 \text{sskw} \tau = \text{div} v$. Set $\sigma = \tau + \text{curl} v \in H(\text{div}, \Omega; \mathbb{M})$. Clearly $\text{div} \sigma = \text{div} \tau = u$. By the anti-commutativity, we have $2 \text{sskw} \sigma = 2 \text{sskw} \tau + 2 \text{sskw}(\text{curl} v) = 2 \text{sskw} \tau + \text{div} v = 0$, i.e. $\sigma \in H(\text{div}, \Omega; \mathbb{S})$. This explains the div
stability $\text{div } H(\text{div}, \Omega; S) = L^2(\Omega; \mathbb{R}^2)$. The relation of these functions is summarized below:

$$
\begin{align*}
\tau &\xrightarrow{\text{id}} \theta \\
\theta &\xrightarrow{\text{curl}} \tau \\
\tau &\xrightarrow{\text{div}} u
\end{align*}
$$

The composition of two curl operators leads to $H^2(\Omega) \xrightarrow{\text{Air}} H(\text{div}, \Omega; S)$. The null space $\ker(\text{Air})$ consists of $\mathbb{R} + \mathbb{R}^2 \cdot x^\perp = \mathbb{P}_1$.

The BGG diagram

$$(16)\quad
\begin{array}{cccc}
\mathbb{R}^2 & \rightarrow & H^1(\Omega; \mathbb{R}^2) & \rightarrow \\
\uparrow & & \uparrow & \rightarrow \\
\mathbb{R} & \rightarrow & L^2(\Omega) & \rightarrow
\end{array}
$$

will lead to the divdiv complex

$$\text{RT} \xhookrightarrow{\subset} H^1(\Omega; \mathbb{R}^2) \xrightarrow{\text{sym curl}} H(\text{divdiv}, \Omega; S) \xrightarrow{\text{div div}} L^2(\Omega) \rightarrow 0,$$

and, again by rotation, the strain complex

$$\text{RM} \xhookrightarrow{\subset} H^1(\Omega; \mathbb{R}^2) \xrightarrow{\text{sym grad}} H(\text{rotrot}, \Omega; S) \xrightarrow{\text{rot rot}} L^2(\Omega) \rightarrow 0,$$

where $\text{RT} := \mathbb{R}^2 + x\mathbb{R}$ and $\text{RM} := \mathbb{R}^2 + x^\perp\mathbb{R}$.

The anti-commutativities in (16) are $\text{curl}(c; x) = \text{mskw } c$ for $c \in \mathbb{R}$ and $\text{div}(\text{mskw } v) = -\text{curl } v$ for $v \in L^2(\Omega)$. For $p \in L^2(\Omega)$, by the exactness of the bottom complex in (16), there exists $u \in H^{-1,0}(\text{div}, \Omega)$ satisfying $p = \text{div } u$. Then apply the top complex in (16) to find $\tau \in H(\text{divdiv}, \Omega; M)$ s.t. $u = \text{div } \tau$. Set $\sigma = \tau + \text{mskw } w \in H(\text{div div}, \Omega; M)$ with $w = -\text{sskw } \tau \in L^2(\Omega)$. By the anti-community, $\text{div div}(\text{mskw } w) = -\text{div (curl } w) = 0$. Hence $\text{div div } \sigma = \text{div div } \tau = p$, and $\text{sskw } \sigma = \text{sskw } \tau + \text{sskw } (\text{mskw } w) = \text{sskw } \tau + w = 0$, i.e. $\sigma \in H(\text{div div}, \Omega; S)$. This explains $\text{div div } H(\text{div div}, \Omega; S) = L^2(\Omega)$. The chase of the diagram is summarized below:

$$
\begin{align*}
\tau &\xrightarrow{\text{id}} u \\
\tau &\xrightarrow{\text{curl}} w \\
\tau &\xrightarrow{\text{div}} u
\end{align*}
$$

The null space $\ker(\text{sym curl })$ is given by $\mathbb{R}^2 + x\mathbb{R} = \text{RT}$.

We shall construct finite element counterparts of the BGG diagrams (14)-(16), and derive several finite element elasticity and divdiv complexes. The first step is to design finite element de Rham complexes of different smoothness.

3. Smooth Finite Elements in Two Dimensions

In this section, we shall construct $C^m$-continuous finite elements on two-dimensional triangular grids, firstly constructed by Bramble and Zlámal [10], by a decomposition of the simplicial lattice.

We use a pair of integers $r = (r^v, r^e)$ for the smoothness at vertices and at edges, respectively. Value $-1$ means no continuity. To be $C^m$-continuous, $r^e = m$ is the minimum requirement for edges and $r^v \geq \max\{2r^e, -1\}$ for vertices. The polynomial degree $k \geq \max\{2r^v + 1, 0\}$. For a vector $r \in \mathbb{R}^d$ and a constant $c$, $r \geq c$ means $r_i \geq c$
for all components $i = 1, 2, \ldots, d$, and $r + c := (r_1 + c, r_2 + c, \ldots, r_d + c)$. Define $r \ominus 1 := \max\{r - 1, -1\}$.

3.1. **Simplicial lattice.** For two non-negative integers $l \leq m$, we will use the multi-index notation $\alpha \in \mathbb{N}^{l:m}$, meaning $\alpha = (\alpha_l, \ldots, \alpha_m)$ with integer $\alpha_i \geq 0$. The length of $\alpha$ is $m - l + 1$. The sum (absolute value) of a multi-index is $|\alpha| := \sum_{i=l}^{m} \alpha_i$ for $\alpha \in \mathbb{N}^{l:m}$ and the factorial is $\alpha! := \alpha_l! \cdots \alpha_m!$. Denote $D^\beta := \frac{\partial^{|\beta|}}{\partial x_1^{\beta_1} \cdots x_d^{\beta_d}}$, $\beta \in \mathbb{N}^{1:2}$.

A simplicial lattice of degree $k \geq 1$ in two dimensions is a multi-index set of length 3 with fixed sum $k$, i.e., 

$$\mathcal{T}_k^2 := \{\alpha = (\alpha_0, \alpha_1, \alpha_2) \in \mathbb{N}^{0:2} \mid |\alpha| = k\}.$$ 

An element $\alpha \in \mathcal{T}_k^2$ is called a node of the lattice.

We can embed the simplicial lattice $\mathcal{T}_k^2$ into a triangle $T$ with vertices $\{v_0, v_1, v_2\}$. Given $\alpha \in \mathcal{T}_k^2$, the barycentric coordinate of $\alpha$ is given by $\lambda(\alpha) = (\alpha_0, \alpha_1, \alpha_2)/k$, and the geometric embedding is

$$x : \mathcal{T}_k^2 \to T, \quad x(\alpha) = \sum_{i=0}^{2} \lambda_i(\alpha) v_i.$$ 

The left side of Fig. 1 illustrates the embedding of a two-dimensional simplicial lattice $\mathcal{T}_8^2$ within a reference triangle $\hat{T}$ with vertices $(0,0), (1,0), (0,1)$, while the right side shows the embedding of the same lattice into an equilateral triangle.

![Figure 1. Two embedding of the simplicial lattice $\mathcal{T}_8^2$ in two dimensions.](image)

A simplicial lattice $\mathcal{T}_k^2$ is, by definition, an algebraic set. Through the geometric embedding $\mathcal{T}_k^2(T)$, we can apply operators for the geometric simplex $T$. For example, for a subset $S \subseteq T$, we use $\mathcal{T}_k^2(S) = \{\alpha \in \mathcal{T}_k^2 : x(\alpha) \in S\}$ to denote the portion of lattice nodes whose geometric embedding is inside $S$.

3.2. **Bernstein basis.** It holds that 

$$|\mathcal{T}_k^2| = \binom{k + 2}{k} = \dim \mathbb{P}_k(T).$$
Let $T$ be a triangle with vertices $\{v_0, v_1, v_2\}$ and $\lambda_i, i = 0, 1, 2,$ be the barycentric coordinate. The Bernstein basis of $\mathbb{P}_k(T)$ is

$$\{\lambda^\alpha := \lambda_0^{\alpha_0} \lambda_1^{\alpha_1} \lambda_2^{\alpha_2} \mid \alpha \in \mathbb{T}_k^2\}.$$ 

For a subset $S \subseteq \mathbb{T}_k^2$, we define

$$\mathbb{P}_k(S) := \text{span}\{\lambda^\alpha, \alpha \in S \subseteq \mathbb{T}_k^2\}.$$ 

By establishing a one-to-one mapping between the lattice node $\alpha$ and the corresponding Bernstein polynomial $\lambda^\alpha$, we can analyze polynomial properties through the simplicial lattice. In fact, all lattice nodes serve as interpolation nodes for the $k$-th order Lagrange element.

3.3. **Sub-simplicial lattices and distance.** We adopt the notation of [6] and define $\Delta(T)$ as the set of all sub-simplices of $T$, and $\Delta_\ell(T)$ as the set of all sub-simplices of dimension $\ell$, where $0 \leq \ell \leq 2$. A sub-simplex $f \in \Delta_\ell(T)$ is determined by choosing $\ell + 1$ vertices from the 3 vertices of $T$. We will overload the notation $f$ for both the geometric simplex and the algebraic set of indices. As an algebraic set, $f = \{f(0), \ldots, f(\ell)\} \subseteq \{0, 1, 2\}$ is a subset of indices, and also

$$f = \text{Convex}(v_{f(0)}, \ldots, v_{f(\ell)}) \in \Delta_\ell(T)$$

is the $\ell$-dimensional simplex spanned by the vertices $v_{f(0)}, \ldots, v_{f(\ell)}$. We also use notation $e_{ij}$ for the edge formed by vertices $v_i$ and $v_j$ for $i, j = 0, 1, 2, i \neq j$.

For $\ell = 0, 1$ and $f \in \Delta_\ell(T)$, we let $f^* \in \Delta_{2-\ell-1}(T)$ denote the sub-simplex of $T$ opposite to $f$. When treating $f$ as a subset of $\{0, 1, 2\}$, $f^* \subset \{0, 1, 2\}$ so that $f \cup f^* = \{0, 1, 2\}$, i.e., $f^*$ is the complementary set of $f$. Geometrically,

$$f^* = \text{Convex}(v_{f^*(1)}, \ldots, v_{f^*(2-\ell)}) \in \Delta_{1-\ell}(T)$$

represents the $(1 - \ell)$-dimensional simplex spanned by vertices not contained in $f$. When $f$ is a vertex $v_i$, we simply write $f^*$ as $v_i^*$. Note that $f$ can be identified as the zero level set of the barycentric coordinate associated with the index set $f^*$, i.e., $f = \{x \in T \mid \lambda_i(x) = 0, \text{ for all } i \in f^*\}$.

Given a sub-simplex $f \in \Delta_\ell(T)$, through the geometric embedding $f \hookrightarrow T$, we define the prolongation/extension operator $E_f : \mathbb{T}_k^\ell(f) \rightarrow \mathbb{T}_k^2(T)$ as follows:

$$E_f(\alpha)_{f(i)} = \alpha_i, i = 0, \ldots, \ell, \quad \text{and} \quad E_f(\alpha)_j = 0, j \notin f.$$ 

For example, for $\alpha = (\alpha_0, \alpha_1) \in \mathbb{T}_k^1(f)$, when $f = \{1, 2\}$, the extension $E_f(\alpha) = (0, \alpha_0, \alpha_1) \in \mathbb{T}_k^2(T)$, and when $f = \{0, 2\}$, the extension $E_f(\alpha) = (\alpha_0, 0, \alpha_1) \in \mathbb{T}_k^2(T)$.

The geometric embedding $x(E_f(\alpha)) \in f$ justifies the notation $\mathbb{T}_k^\ell(f)$. With a slight abuse of notation, for a node $\alpha_f \in \mathbb{T}_k^\ell(f)$, we still use the same notation $\alpha_f \in \mathbb{T}_k^2(T)$ to denote $E_f(\alpha_f)$. Then we have the following direct decomposition

$$\alpha = E_f(\alpha_f) + E_f(\alpha_{f^*}) = \alpha_f + \alpha_{f^*}, \quad \text{and} \quad |\alpha| = |\alpha_f| + |\alpha_{f^*}|. \quad (17)$$

Based on (17), we can write a Bernstein polynomial as

$$\lambda^\alpha = \frac{\lambda^\alpha_f}{\lambda_{f^*}} \lambda_{f^*}^{\alpha_{f^*}},$$

where $\lambda_f = \lambda_{f(0)} \ldots \lambda_{f(\ell)} \in \mathbb{P}_{\ell+1}(f)$ is the bubble function on $f$ and also denoted by $b_f$.

The bubble polynomial of $f$ is

$$b_f \mathbb{P}_{k-(\ell+1)}(f) := \text{span}\{b_f \lambda_{f(0)}^{\alpha_f} : \alpha_f \in \mathbb{T}_{k-(\ell+1)}^\ell(f)\}.$$
Geometrically as the bubble polynomial space vanished on the boundary, it is generated by the interior lattice nodes only. In Fig. 1, \( T_k^2(\hat{T}) \) consists of the nodes inside the red triangle, and \( T_k^1(f) \) for \( f = \{1, 2\} \) is in the blue trapezoid region.

3.4. **Derivative and distance.** Given \( f \in \Delta_i(T) \), we define the distance of a node \( \alpha \in T_k^2 \) to \( f \) as

\[
\text{dist}(\alpha, f) := |\alpha_{f^*}| = \sum_{i \in f^*} \alpha_i.
\]

We define the lattice tube of \( f \) with radius \( r \) as

\[
D(f, r) := \{ \alpha \in T_k^2, \text{dist}(\alpha, f) \leq r \},
\]

which contains lattice nodes at most \( r \) distance away from \( f \). Define

\[
L(f, s) := \{ \alpha \in T_k^2, \text{dist}(\alpha, f) = s \}.
\]

Then by definition,

\[
D(f, r) = \bigcup_{s=0}^{r} L(f, s), \quad L(f, s) = L(f^*, k - s).
\]

We have the following characterization of lattice nodes in \( D(f, r) \).

**Lemma 3.1.** For lattice node \( \alpha \in T_k^2 \),

\[
\alpha \in D(f, r) \iff |\alpha_{f^*}| \leq r \iff |\alpha_f| \geq k - r,
\]

\[
\alpha \notin D(f, r) \iff |\alpha_{f^*}| > r \iff |\alpha_f| \leq k - r - 1.
\]

**Proof.** By definition of \( \text{dist}(\alpha, f) \) and the fact \( |\alpha_f| + |\alpha_{f^*}| = k \). \( \square \)

For each vertex \( v_i \in \Delta_0(T) \) and an integer \( 0 \leq r \leq k \), the tube

\[
D(v_i, r) = \{ \alpha \in T_k^2(T), |\alpha_{v_i}| \leq r \},
\]

is isomorphic to a simplicial lattice \( T_k^2 \) of degree \( r \). In Fig. 1, \( D(v_0, 3) \) consists of lattice nodes in the green triangle which itself can be treated as a smaller simplicial lattice \( T_k^2 \). For an edge \( e \in \Delta_1(T) \), \( D(e, r) \) is a trapezoid of height \( r \) with base \( e \).

Recall that in [6] a smooth function \( u \) is said to vanish to order \( r \) on \( f \) if \( D^\beta u|_f = 0 \) for all \( \beta \in \mathbb{N}^{1:2} \) satisfying \( |\beta| < r \). The following result shows that the vanishing order of a Bernstein polynomial \( \lambda^\alpha \) on a sub-simplex \( f \) is the distance \( \text{dist}(\alpha, f) \).

**Lemma 3.2.** Let \( f \in \Delta_i(T) \) be a sub-simplex of \( T \). For \( \alpha \in T_k^2 \), \( \beta \in \mathbb{N}^{1:2} \), and \( |\alpha_{f^*}| > |\beta| \), i.e., \( \text{dist}(\alpha, f) > |\beta| \), then

\[
D^\beta \lambda^\alpha |_f = 0, \quad \text{when} \quad \text{dist}(\alpha, f) > |\beta|.
\]

**Proof.** For \( \alpha \in T_k^2 \), we write \( \lambda^\alpha = \lambda^\alpha_{f^*} \lambda^\alpha_{f^*} \). When \( |\alpha_{f^*}| > |\beta| \), the derivative \( D^\beta \lambda^\alpha \) will contain a factor \( \lambda^\alpha_{f^*} \), with \( \gamma \in \mathbb{N}^{1:(2-i)} \), and \( |\gamma| = |\alpha_{f^*}| - |\beta| > 0 \). Therefore \( D^\beta \lambda^\alpha |_f = 0 \) as \( \lambda_i|_f = 0 \) for \( i \in f^* \). \( \square \)

3.5. **Derivatives at vertices.** Consider a function \( u \in C^m(\Omega) \). The set of derivatives of order up to \( m \) can be written as

\[
\{ D^\beta u, \beta \in \mathbb{N}^{1:2}, |\beta| \leq m \}.
\]

Notice that the multi-index \( \beta \in \mathbb{N}^{1:2} \) is not in \( \mathbb{N}^{0:2} \). We can add a component with value \( m - |\beta| \) to form a simplicial lattice \( T_m^2 \) of degree \( m \), which can be used to determine the derivatives at that vertex.
Lemma 3.3. Let \( i \in \{0, 1, 2\} \). The polynomial space
\[
\mathbb{P}_k(D(v_i, m)) := \text{span} \ \{ \lambda^\alpha, \alpha \in \mathbb{T}_k^2, \text{dist}(\alpha, v_i) = |\alpha|, |\alpha| \leq m \},
\]
is uniquely determined by the DoFs
\[
(18) \quad \{ D^\beta u(v_i), \beta \in \mathbb{N}^{1:2}, |\beta| \leq m \}.
\]

Proof. Without loss of generality, consider \( v_0 \). Define map \( \alpha = (\alpha_0, \alpha_1, \alpha_2) \to \beta = (\alpha_1, \alpha_2) \) which induces a one-to-one map from \( D(v_0, m) = \{ \alpha \in \mathbb{T}_k^2, \alpha_1 + \alpha_2 \leq m \} \) to \( \{ \beta \in \mathbb{N}^{1:2}, |\beta| \leq m \} \). So the dimension of \( \mathbb{P}_k(D(v_1, m)) \) matches the number of DoFs \( (18) \). It suffices to show that for \( u \in \mathbb{P}_k(D(v_0, m)) \) if DoFs \( (18) \) vanish, then \( u = 0 \).

Recall the multivariate calculus result
\[
(19) \quad D^\beta(x_1^{\alpha_1}x_2^{\alpha_2}) = \beta! \delta(\alpha, \beta) \quad \text{for} \quad \alpha, \beta \in \mathbb{N}^{1:2}, |\alpha| = |\beta| = r \geq 0,
\]
where \( \delta(\alpha, \beta) \) is the Kronecker delta function. When the triangle \( T \) is the reference triangle, \( v_0 \) is the origin and \( \lambda_1 = x_1, \lambda_2 = x_2 \). So we conclude that the homogenous polynomial space \( \text{span} \ \{ x_1^{\alpha_1}x_2^{\alpha_2}, \alpha \in \mathbb{N}^{1:2}, |\alpha| = r \} \) is determined by DoFs \( \{ D^\beta u(v_0), \beta \in \mathbb{N}^{1:2}, |\beta| = r \} \). Running \( r = 0, 1, \ldots, m \), we then finish the proof when the triangle is the reference triangle.

For a general triangle, instead of changing to the reference triangle, we shall use the barycentric coordinate. Clearly \( \{ \nabla \lambda_1, \nabla \lambda_2 \} \) forms a basis of \( \mathbb{R}^2 \). Choose another basis \( \{ l^1, l^2 \} \) of \( \mathbb{R}^2 \), being dual to \( \{ \nabla \lambda_1, \nabla \lambda_2 \} \), i.e., \( \nabla \lambda_i \cdot l^j = \delta_{ij} \) for \( i, j = 1, 2 \). Indeed \( l^i \) is the edge vector \( e_{0i} \) as \( \nabla \lambda_i \) is orthogonal to \( e_{0i} \) for \( i = 1, 2 \). We can express the derivatives in this non-orthogonal basis and denote by \( D^\beta u := \frac{\partial^{|\beta|} u}{\partial (l^1)^\beta (l^2)^2} \). By the duality \( \nabla \lambda_i \cdot l^j = \delta_{ij} \), \( i, j = 1, 2 \), we have the generalization of \( (19) \)
\[
(20) \quad D^\beta(\lambda_1^{\alpha_1}\lambda_2^{\alpha_2}) = \beta! \delta(\alpha, \beta) \quad \text{for} \quad \alpha, \beta \in \mathbb{N}^{1:2}, |\alpha| = |\beta| = r.
\]

By the chain rule, it is easy to show that the vanishing \( \{ D^\beta u, \beta \in \mathbb{N}^{1:2}, |\beta| \leq m \} \) is equivalent to the vanishing \( \{ D^\beta u, \beta \in \mathbb{N}^{1:2}, |\beta| \leq m \} \). So we will work with \( D^\beta u \).

A Bernstein basis of \( \mathbb{P}_k(D(v_0, m)) \) is given by \( \{ \lambda_0^{k-|\alpha|}\lambda_1^{\alpha_1}\lambda_2^{\alpha_2}, \alpha \in \mathbb{N}^{1:2}, |\alpha| \leq m \} \). Assume \( u = \sum_{\alpha \in \mathbb{N}^{1:2}} c_\alpha \lambda_0^{k-|\alpha|}\lambda_1^{\alpha_1}\lambda_2^{\alpha_2} \) with \( c_\alpha \in \mathbb{R} \) and \( D^\beta u(v_0) = 0 \) for all \( \beta \in \mathbb{N}^{1:2} \) satisfying \( |\beta| \leq m \). We shall prove \( c_\alpha = 0 \) by induction.

For \( |\alpha| = 0 \), as \( e_{(0,0)}(v_0) = u(v_0) = 0 \), we conclude \( c_{(0,0)} = 0 \). Assume \( c_\alpha = 0 \) for all \( \alpha \in \mathbb{N}^{1:2} \) satisfying \( |\alpha| \leq r - 1 \), i.e., \( u = \sum_{\alpha \in \mathbb{N}^{1:2}, |\alpha| \leq m} c_\alpha \lambda_0^{k-|\alpha|}\lambda_1^{\alpha_1}\lambda_2^{\alpha_2} \). By Lemma 3.2, the derivative \( D^\beta(\lambda_0^{k-|\alpha|}\lambda_1^{\alpha_1}\lambda_2^{\alpha_2}) \) vanishes at \( v_0 \) for all \( \beta \in \mathbb{N}^{1:2} \) satisfying \( |\beta| < |\alpha| \). Hence, for \( |\beta| = r \), using \( (20) \),
\[
D^\beta u(v_0) = D^\beta \left( \sum_{\alpha \in \mathbb{N}^{1:2}, |\alpha| = r} c_\alpha \lambda_0^{k-r}\lambda_1^{\alpha_1}\lambda_2^{\alpha_2} \right)(v_0) = \beta! c_\beta = 0,
\]
which implies \( c_\beta = 0 \) for all \( \beta \in \mathbb{N}^{1:2}, |\beta| = r \). Running \( r = 1, 2, \ldots, m \), we conclude \( u = 0 \). \qed

3.6. Normal derivatives on edges. Given an edge \( e \), we identify lattice nodes to determine the normal derivative up to order \( m \)
\[
\left\{ \frac{\partial^\beta u}{\partial n_e^\beta} |_e, 0 \leq \beta \leq m \right\}.
\]
By Lemma 3.2, if the lattice node is \( r^e + 1 \) away from the edge, then the corresponding Bernstein polynomial will have vanishing normal derivatives up to order \( r^e \).
We have used lattice nodes $D(\Delta_0(e), r^\circ) := \bigcup_{v \in \Delta_0(e)} D(v, r^\circ)$ to determine the derivatives at vertices. We will use $D(e, r^\circ) \setminus D(\Delta_0(e), r^\circ)$ for the normal derivative.

**Lemma 3.4.** Let $r^\circ \geq r^e \geq 0$ and $k \geq 2r^\circ + 1$. Let $e \in \Delta_1(T)$ be an edge of a triangle $T$. The polynomial function space $\mathbb{P}_k(D(e, r^\circ) \setminus D(\Delta_0(e), r^\circ))$ is determined by DoFs

$$
\int_e \frac{\partial^\beta u}{\partial n_e^\alpha} \lambda_{e}^\alpha \, ds \quad \alpha \in \mathbb{T}_{k-2(r^\circ+1)+\beta}, \beta = 0, \ldots, r^e.
$$

**Proof.** Without loss of generality, take $e = e_{0,1}$. By definition $D(e, r^\circ) = \bigcup_{i=0}^{r^\circ} L(e, i)$, where recall that

$$
L(e, i) = \{ \alpha \in \mathbb{T}_k^2, \text{dist}(\alpha, e) = i \} = \{ \alpha \in \mathbb{T}_k^2, \alpha_0 + \alpha_1 = k - i \}
$$

consists of lattice nodes parallel to $e$ and with distance $i$. Define the map $(\alpha_0, \alpha_1, \alpha_2) \to (\alpha_0, \alpha_1)$ which is one-to-one between $L(e, i)$ and $\mathbb{T}_{k-i}(e)$.

Now we use the requirement $\alpha \notin D(\Delta_0(e), r^\circ)$ to figure out the bound of the components. Using Lemma 3.1, we derive from dist$(\alpha, v_0) > r^\circ$ that $\alpha_0 < k - r^\circ$. Together with $\alpha_0 + \alpha_1 = k - i$, we get the lower bound $\alpha_1 \geq r^\circ - i + 1$. Similarly $\alpha_0 \geq r^\circ - i + 1$. Therefore

$$
L(e, i) \setminus D(\Delta_0(e), r^\circ) = \{ (\alpha_0, \alpha_1, i), \alpha_0 + \alpha_1 = k - i, \min\{\alpha_0, \alpha_1\} \geq r^\circ - i + 1 \}.
$$

Define the one-to-one mapping

$$
\mathbb{T}_{k-2(r^\circ+1)+i}^1 \to L(e, i) \setminus D(\Delta_0(e), r^\circ),
$$

$$(\alpha_0, \alpha_1) \mapsto (\alpha_0 + (r^\circ - i + 1), \alpha_1 + (r^\circ - i + 1), i).$$

With the help of this one-to-one mapping, we shall prove the polynomial function space $\mathbb{P}_k(L(e, i) \setminus D(\Delta_0(e), r^\circ))$ is determined by DoFs

$$
(21) \quad \int_e \frac{\partial^\beta u}{\partial n_e^\alpha} \lambda_{e}^\alpha \, ds \quad \alpha \in \mathbb{T}_{k-2(r^\circ+1)+i}^1.
$$

Take $u = \sum_{\beta \alpha \iota} c_{\alpha} \lambda_{e}^{\alpha + r^\circ - i + 1} \lambda_{2}^{\iota} \in \mathbb{P}_k(L(e, i) \setminus D(\Delta_0(e), r^\circ))$ with coefficients $c_{\alpha} \in \mathbb{R}$. By the chain rule and the fact $\lambda_{2}^{\iota}|_e = 0$, in the non-zero terms of $\frac{\partial^\beta u}{\partial n_e^\alpha}$, the derivative in $\frac{\partial^\beta u}{\partial n_e^\alpha}|_e$ will all apply to $\lambda_{2}^{\iota}$, so

$$
\frac{\partial^\beta u}{\partial n_e^\alpha}|_e = i! (n_e \cdot \nabla \lambda_{2}^{\iota}) \lambda_{e}^{r^\circ - i + 1} \sum_{\alpha \in \mathbb{T}_{k-2(r^\circ+1)+i}} c_{\alpha} \lambda_{e}^{\alpha}|_e.
$$

Noting that $n_e \cdot \nabla \lambda_{2}^{\iota}$ is a constant and the bubble polynomial $\lambda_{e}^{r^\circ - i + 1}$ is always positive in the interior of $e$, the vanishing DoF (21) means $c_{\alpha} = 0$ for all $\alpha \in \mathbb{T}_{k-2(r^\circ+1)+i}$.

It follows from Lemma 3.2 that $\frac{\partial^\beta}{\partial n_e^\alpha} (\lambda_{e}^{\alpha} \lambda_{2}^{\iota})|_e = 0$ for $\alpha \in \mathbb{T}_{k-i}(e)$ and $0 \leq \beta < i \leq r^e$. That is the matrix

$$
\begin{pmatrix}
\frac{\partial^\beta}{\partial n_e^\alpha} (\lambda_{e}^{\alpha} \lambda_{2}^{\iota})|_e \\
\end{pmatrix}_{0 \leq \beta \leq r^e, 0 \leq i \leq r^e, \alpha \in \mathbb{T}_{k-2(r^\circ+1)+i}(e)}
$$
is lower block triangular as follows.

\[
\begin{pmatrix}
\alpha & 0 & 1 & \cdots & r^c - 1 & r^c \\
0 & k - 2(r^c + 1) & T_{k-2(r^c+1)+1}^1 & \cdots & T_{k-2(r^c+1)+r^c-1}^1 & T_{k-2(r^c+1)+r^c}^1 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
r^c & 0 & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

Since we have proved each block matrix is invertible, then the whole lower block triangular matrix is invertible which is equivalent to the unisolvence. \(\square\)

### 3.7. Geometric decompositions of the simplicial lattice.
Inside a triangle, a vertex will be shared by two edges and to have enough lattice nodes for each edge, \(r^v \geq 2r^e\) is required; see Fig. 2(b).

**Lemma 3.5.** Let \(r^e = m \geq -1, r^v \geq \max\{2r^c, -1\}\), and nonnegative integer \(k \geq 2r^v + 1 \geq 4m+1\). Let \(T\) be a triangle. Then it holds that

\[
T_k^2(T) = S_0(T) \oplus S_1(T) \oplus S_2(T),
\]

where

\[
S_0(T) := D(\Delta_0(T), r^v), \\
S_1(T) := \bigoplus_{e \in \Delta_1(T)} (D(e, r^e) \setminus S_0(T)), \\
S_2(T) := T_k^2(T) \setminus (S_0(T) \oplus S_1(T)),
\]

with cardinality

\[
|S_0(T)| = 3 \binom{r^v + 2}{2}, \\
|S_1(T)| = 3 \sum_{i=0}^{r^v} (k - 1 - 2r^v + i), \\
|S_2(T)| = \binom{k + 2}{2} - |S_0(T)| - |S_1(T)|.
\]

This leads to the decomposition of the polynomial space

\[
\mathbb{P}_k(T) = \mathbb{P}_k(S_0(T)) \oplus \mathbb{P}_k(S_1(T)) \oplus \mathbb{P}_k(S_2(T)).
\]

**Proof.** As \(k \geq 2r^v + 1\), the sets \(\{D(v, r^v), v \in \Delta_0(T)\}\) are disjoint.

We then show that the sets \(\{D(e, r^e) \setminus D(\Delta_0(e), r^v), e \in \Delta_1(T)\}\) are disjoints. A node \(\alpha \in D(e_{01}, r^e)\) implies \(\alpha_2 \leq r^e\) and \(\alpha \in D(e_{02}, r^e)\) implies \(\alpha_1 \leq r^e\). Therefore \(|\alpha_0| = \alpha_1 + \alpha_2 \leq 2r^e \leq r^v\), i.e., \(D(e_{01}, r^e) \cap D(e_{02}, r^e) \subseteq D(v_0, r^v)\). Repeat the argument for each pair of edges to conclude \(\{D(e, r^e) \setminus D(\Delta_0(e), r^v), e \in \Delta_1(T)\}\) are disjoint.

For a given edge \(e\), the vertex \(e^*\) is opposite to \(e\) and \(L(e^*, r^v) = L(e, k - r^v)\). As \(k - r^v \geq r^v + 1 > r^c\), we conclude \(D(e, r^e) \cap D(e^*, r^v) = \emptyset\) and consequently \(D(e, r^e) \setminus D(\Delta_0(T), r^v) = D(e, r^e) \setminus D(\Delta_0(e), r^v)\).

Then decompositions (22) and (23) follow. \(\square\)
The geometric decomposition of a Hermite element: $m = 0, r^e = 0, r^v = 1, k = 8$.

The geometric decomposition of a $C^1$ element: $m = 1, r^e = 1, r^v = 2, k = 8$.

Figure 2. Comparison of the geometric decompositions of a two-dimensional Hermite element and a $C^1$-conforming element.

Denote by

$$B_k(r) = B_k(r; T) := P_k(S_2(T)) = \text{span}\{\lambda^\alpha, \alpha \in S_2(T)\},$$

and call it the polynomial bubble space, which will play an important role in our construction of finite element de Rham complexes. Polynomials in $B_k(r)$ will have vanishing derivatives up to order $r^e$, and more precisely

$$B_k(r, T) = \{u \in P_k(T) : \nabla^j u \text{ vanishes at all vertices of } T \text{ for } j = 0, \ldots, r^v, \text{ and } \nabla^j u \text{ vanishes on all edges of } T \text{ for } j = 0, \ldots, r^e\}.$$

**Lemma 3.6.** Let $r^e \geq -1$ and $r^v \geq \max\{2r^e, -1\}$. Then

1. $\dim B_k(r) \geq 1$, when $k \geq \max\{2r^v + 1, 3r^e + 3, (r^e + 3)r^v = 0\}$;
2. $\dim B_k(r) \geq 3$, when $k \geq \max\{2r^v + 1, 3r^e + 4, 4|r^e = -1, r^v = 1\}, 2|r^e = -1, r^v = 0\}$.

**Proof.** The first statement has been proved in [14]. We can prove the second statement by verifying the following inequality directly

$$\dim B_k(r) = \left(\frac{k - 3r^e - 1}{2}\right) - 3\left(\frac{r^v - 2r^e}{2}\right) \geq 3.$$

□

**3.8. Smooth finite elements in two dimensions.** We are in the position to present $C^m$-finite elements on a triangulation.

**Theorem 3.7.** Let $r^e = m \geq -1, r^v \geq \max\{2r^e, -1\}$, and nonnegative integer $k \geq 2r^v + 1$. Let $T$ be a triangle. The shape function space $P_k(T)$ is determined by the DoFs

\begin{align*}
\int_T \partial^\beta u \quad &\alpha \in \mathbb{N}^{1:2}, |\alpha| \leq r^v, \nu \in \Delta_0(T), \\
\int_T \partial^\beta u \quad &q \in P_k-2(r^e+1)+\beta(e), \beta = 0, \ldots, r^e, e \in \Delta_1(T), \\
\int_T u q \quad &q \in B_k(r).
\end{align*}
Proof. By the decomposition (23) of $\mathbb{P}_k(T)$, the dimension of $\mathbb{P}_k(T)$ matches the number of DoFs. Let $u \in \mathbb{P}_k(T)$ satisfy all the DoFs (24a)-(24c) vanish. Thanks to Lemma 3.3, Lemma 3.4 and Lemma 3.5, it follows from the vanishing DoFs (24a) and (24b) that $u \in \mathbb{P}_k(S_2(T))$. Then $u = 0$ holds from the vanishing DoF (24c).

When $r^e = m = 1$ and $r^v = 2$, this is known as Argyris element [1, 34]. When $r^e = m$, $r^v = 2m$ and $k = 4m + 1$, $C^m$-continuous finite elements have been constructed in [10, 35], see also [31, Section 8.1] and the references therein, whose DoFs are different from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28]. The DoFs in [31], also called nodal minimal determining sets in the spline literature, are the point evaluation from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28]. The DoFs in [31], and the references therein, whose DoFs are different from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28]. The DoFs in [31], also called nodal minimal determining sets in the spline literature, are the point evaluation from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28]. The DoFs in [31], also called nodal minimal determining sets in the spline literature, are the point evaluation from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28]. The DoFs in [31], also called nodal minimal determining sets in the spline literature, are the point evaluation from (24b)-(24c). Here DoFs (24a)-(24c) are firstly constructed in [28].

With mesh $T_h$, define the global $C^m$-continuous finite element space

$$V(T_h) = \{ u \in L^2(\Omega) : u|_T \in \mathbb{P}_k(T) \text{ for all } T \in T_h \},$$

and all the DoFs (24a) and (24b) are single-valued.

Since $r^v \geq r^e$, the single-valued DoFs (24a) and (24b) will imply $u \in C^m(\Omega)$.

The finite element space $V(T_h)$ admits the following geometric decomposition

$$V(T_h) = \bigoplus_{e \in \Delta(\partial T_h)} \mathbb{P}_k(D(\nu, r^v)) \oplus \bigoplus_{e \in \Delta_2(T_h)} \mathbb{P}_k(D(e, r^e) \setminus D(\Delta_0(e), r^v)) \oplus \bigoplus_{T \in T_h} \mathcal{B}_k(r, T).$$

The dimension of $V(T_h)$ is

$$\dim V(T_h) = |\Delta_0(T_h)| \left( \frac{r^v + 2}{2} \right) + |\Delta_1(T_h)| \left( \frac{k - 2r^v + r^e}{2} \right) - \left( \frac{k - 2r^v - 1}{2} \right)$$

$$+ |\Delta_2(T_h)| \left( \frac{k - 3r^e - 1}{2} - 3 \left( \frac{r^v - 2r^e}{2} \right) \right).$$

In particular, denote by $V^{\text{BZ}}(T_h)$ the minimum degree case: $r^e = m$, $r^v = 2m$, $k = 4m + 1$ with $m \geq 0$, which is firstly constructed in [10], and the dimension is

$$\dim V^{\text{BZ}}(T_h) = |\Delta_0(T_h)| \left( \frac{2m + 2}{2} \right) + |\Delta_1(T_h)| \left( \frac{m + 1}{2} \right) + |\Delta_2(T_h)| \left( \frac{m}{2} \right).$$

When $m = 0, 1$, there is no interior moments as $k = 4m + 1$ is not large enough.

4. Finite Element de Rham Complexes

In this section we shall construct finite element spaces with appropriate DoFs which make the global finite element complexes (25) exact

$$\mathbb{R} \xrightarrow{\nabla} \mathbb{V}^{\text{curl}}(T_h; r_0) \xrightarrow{\text{curl}} \mathbb{V}^{\text{div}}(T_h; r_1, r_2) \xrightarrow{\text{div}} \mathbb{V}_{k-1}^L(T_h; r_2) \rightarrow 0.$$

Space $\mathbb{V}_k(T_h; r_2)$ is denoted as $\mathbb{V}_{k}^L(T_h; r_2)$ to emphasize it is considered as a subspace of $L^2(\Omega)$ although it might be continuous when $r_2 \geq 0$.

Unlike the classical FECC [5], additional smoothness on lower sub-simplexes (vertices and edges for a two-dimensional triangulation) will be imposed, which are described by three vectors $r_0, r_1$, and $r_2$ with the subscript referring to the $i$-form for $i = 0, 1, 2$. Each $r_i = (r^e_i, r^v_i)$ consists of two parameters for the smoothness at vertices and edges, respectively, and $r^e_i \geq 2r^v_i$ for $i = 0, 1, 2$. The finite element de Rham complexes constructed
in [28] are exactly complex (25) with \( r_0 = r_1 + 1 \) and \( r_2 = r_1 - 1 \). We shall consider the general case \( r_0 = r_1 + 1, r_1 \geq -1, \) and \( r_2 \geq r_1 \ominus 1 = \max\{r_1 - 1, -1\} \).

4.1. Continuous vector finite element space and decay smoothness. We first consider a simple case in which the smoothness parameters are decreased by 1:

\[
r_1 \geq 0, \quad r_0 = r_1 + 1, \quad r_2 = r_1 - 1.
\]

As \( r_1 \geq 0 \), \( \mathbb{V}^{\text{div}}_k(\mathcal{T}_h; r_1) = \mathbb{V}^2_k(\mathcal{T}_h; r_1) \), and \( \mathbb{V}^{\text{curl}}_{k+1}(\mathcal{T}_h; r_0) = \mathbb{V}_{k+1}(\mathcal{T}_h; r_1 + 1) \) is at least in \( C^1 \). In this case, (25) is also called a discrete Stokes complex. The vector element \( \mathbb{V}^{\text{div}}_k(\mathcal{T}_h; r_1) \) is \( H^1 \)-conforming and can be used as the velocity space in discretization of Stokes equation.

**Lemma 4.1.** Let \( r^e_1 \geq 0, r^e_1 \geq 2 r^e_1 + 1, k \geq 2 r^e_1 + 2, \) and let \( r_0 = r_1 + 1, r_2 = r_1 - 1. \) Write

\[
\begin{align*}
\dim \mathbb{V}^{\text{curl}}_{k+1}(\mathcal{T}_h; r_0) &= C_{00}|\Delta_0(\mathcal{T}_h)| + C_{01}|\Delta_1(\mathcal{T}_h)| + C_{02}|\Delta_2(\mathcal{T}_h)|, \\
\dim \mathbb{V}^{\text{div}}_k(\mathcal{T}_h; r_1) &= C_{10}|\Delta_0(\mathcal{T}_h)| + C_{11}|\Delta_1(\mathcal{T}_h)| + C_{12}|\Delta_2(\mathcal{T}_h)|, \\
\dim \mathbb{V}^{\text{curl}}_{k-1}(\mathcal{T}_h; r_2) &= C_{20}|\Delta_0(\mathcal{T}_h)| + C_{21}|\Delta_1(\mathcal{T}_h)| + C_{22}|\Delta_2(\mathcal{T}_h)|. \\
\end{align*}
\]

The coefficients \( C_{ij} \) are presented in the following table

| \(|\Delta_0(\mathcal{T}_h)|\) | \(|\Delta_1(\mathcal{T}_h)|\) | \(|\Delta_2(\mathcal{T}_h)|\) |
|-----------------|-----------------|-----------------|
| \((r^e_1 + 2)\)| \(\sum r^e_i + i\) | \((k + 3)\) | \(-3(C_{00} + C_{01})\) |
| \((r^e_1 + 2)\)| \(2\sum r^e_i + i\) | \((k + 2)\) | \(-3(C_{10} + C_{11})\) |
| \((r^e_1 + 2)\)| \(\sum r^2_i + i\) | \((k + 1)\) | \(-3(C_{20} + C_{21})\) |

\( C_{01} - C_{11} + C_{21} = \sum_{i=0}^{r_0} (i - 1) - 2 \sum_{i=0}^{r_1} i + \sum_{i=0}^{r_2} (i + 1) = -1. \)

With these two identities, the third column is an easy consequence of (13). □

As a corollary, we obtain the following polynomial bubble complex.

**Corollary 4.2.** Let \( r^e_1 \geq 0, r^e_1 \geq 2 r^e_1 + 1, k \geq 2 r^e_1 + 2, \) and let \( r_0 = r_1 + 1, r_2 = r_1 - 1. \) The polynomial bubble complex

\[
\begin{align*}
0 \subseteq \mathbb{B}_{k+1}(r_0) \xrightarrow{\text{curl}} \mathbb{B}^2_k(r_1) \quad & \xrightarrow{\text{div}} \mathbb{B}_{k-1}(r_2) \quad \xrightarrow{Q_0} \mathbb{R} \\
&\quad \Rightarrow 0 
\end{align*}
\]

is exact, where \( Q_0 \) is the \( L^2 \)-projection onto the constant space.

**Proof.** Clearly we have \( \text{curl} \mathbb{B}_{k+1}(r_0) \subseteq \mathbb{B}^2_k(r_1) \cap \ker(\text{div}) \). For \( v \in \mathbb{B}^2_k(r_1) \cap \ker(\text{div}) \), apply complex (12) to get \( v = \text{curl} q \) with \( q \in \mathbb{P}_{k+1}(T) \). As \( \text{curl} q \in \mathbb{B}^2_k(r_1) \), we have \( (\text{curl} q)\rvert_{\partial T} = 0 \), which means \( q\rvert_{\partial T} \) is constant. Hence by subtracting a constant, we
can choose \( q \in P_{k+1}(T) \) to satisfy \( q|_{\partial T} = 0 \), as a result \( q \in B_{k+1}(r_0) \). This proves \( \text{curl} B_{k+1}(r_0) = B^2_k(r_1) \cap \ker(\text{div}) \).

Thanks to the last column of the table in Lemma 4.1,

\[
\dim B_{k+1}(r_0) - \dim B^2_k(r_1) + \dim B_{k-1}(r_2) - 1 = 0,
\]

which together with Lemma 2.1 concludes the exactness of bubble complex (26).

\[ \square \]

**Theorem 4.3.** Let \( r_1^x \geq 0, r_1^y \geq 2 r_1^x + 1, k \geq 2 r_1^y + 2 \), and let \( r_0 = r_1 + 1, r_2 = r_1 - 1 \). The finite element complex

\[
\mathcal{R} \rightarrow \mathcal{V}^{\text{curl}}_{k+1}(T_h; r_0) \xrightarrow{\text{curl}} \mathcal{V}^{\text{div}}_k(T_h; r_1) \xrightarrow{\text{div}} \mathcal{V}^{L^2}_{k-1}(T_h; r_2) \rightarrow 0
\]

is exact.

**Proof.** By construction (27) is a complex, and

\[ \text{curl} \mathcal{V}^{\text{curl}}_{k+1}(T_h; r_0) = \mathcal{V}^{\text{div}}_k(T_h; r_1) \cap \ker(\text{div}). \]

By Lemma 4.1 and the Euler’s formula,

\[
1 - \dim \mathcal{V}^{\text{curl}}_{k+1}(T_h; r_0) + \dim \mathcal{V}^{\text{div}}_k(T_h; r_1) - \dim \mathcal{V}^{L^2}_{k-1}(T_h; r_2)
= 1 - |\Delta_0(T_h)| + |\Delta_1(T_h)| - |\Delta_2(T_h)| = 0.
\]

Therefore the exactness of complex (27) follows from Lemma 2.1.

\[ \square \]

**Example 4.4.** The two-dimensional finite element de Rham complexes constructed by Falk and Neilan [22] correspond to the case \( r_1^x = 0, r_1^y = 1 \), and \( k \geq 4 \):

\[ \mathbb{R} \rightarrow \text{Argy}_k(\begin{pmatrix} 2 \\ 1 \end{pmatrix}) \xrightarrow{\text{curl}} \text{Herm}_k(\begin{pmatrix} 1 \\ 0 \end{pmatrix}) \xrightarrow{\text{div}} \mathcal{V}^{L^2}_{k-1}(\begin{pmatrix} 0 \\ -1 \end{pmatrix}) \rightarrow 0. \]

To fit the space, we skip \( T_h \) in the notation and write \( \mathbf{r}_i = \left( \begin{array}{c} r_i^x \\ r_i^y \end{array} \right) \) as column vectors.

The vector element is \( C^0 \) and thus the previous finite element is \( C^1 \) for which the lowest degree is the Argyris element with shape function space \( P_3 \). The last one is discontinuous \( P_1 \) but continuous at vertices. If we want to use a continuous element for the pressure, i.e., \( r_2 = (2, 0) \), then \( r_1 = (3, 1), r_0 = (4, 2) \) and \( k \geq 8 \), which may find an application in the strain gradient elasticity problem [17, 32]. Later on, we will relax the relation \( r_2 = r_1 - 1 \) and construct relative low degree Stokes pair with continuous pressure elements.

Notice that the pair \( r_1 = (0, 0) \) and \( r_2 = (-1, -1) \) are not allowed since \( r_0 = r_1 + 1 = (1, 1) \) cannot define a \( C^1 \) element. Indeed the div stability for Stokes pair Lagrange_\( k \) – D\( G_{k-1} \) is more subtle and not covered in our framework.

4.2. **Normal continuous finite elements for vector functions.** We continue to consider the case \( r_1^x = -1 \) and the smoothness on edges are fixed by:

\[
r_0^x = 0, \quad r_1^x = -1, \quad r_2^x = -1.
\]

The constraints on the vertex smoothness are

\[
r_0^y = r_1^y + 1, \quad r_1^y \geq -1, \quad r_2^y = \max\{r_1^y - 1, -1\}.
\]

The finite element spaces for scalar functions \( \mathcal{V}^{\text{curl}}_{k+1}(T_h; r_0) \) and \( \mathcal{V}^{L^2}_{k-1}(T_h; r_2) \) remain unchanged. We need to define the finite element space for \( H(\text{div}, \Omega) \) with parameters \( r_1 = (r_1^y, -1) \). The vector function is not continuous on edges. But to be \( H(\text{div}) \)-conforming, the normal component should be continuous. A refined notation for the
smoothness parameter would be \( r_1 = \left( \begin{array}{c} r_1^\nu \\ -1, 0 \end{array} \right) \) where the tangential component is \(-1\) (discontinuous) and the normal component is \(0\) (continuous); notation \( \left( \begin{array}{c} r_1^\nu \\ 1 \end{array} \right) \) is adopted in [28]. To simplify notation, we still use the simplified form \( r_1 = (r_1^\nu, -1) \) and understand that \( r_1^\nu = -1 \) for \( \mathbb{V}^\text{div}(T_h; r_1) \) space means the normal continuity.

Take \( \mathbb{P}_k(T; \mathbb{R}^2) \) with \( k \geq \max \{2r_1^\nu + 2, 1\} \) as the space of shape functions. For \( r_1^\nu \geq 0 \), the DoFs are

\[
\begin{align*}
(28a) & \quad \nabla^i \mathbf{v}(v), \quad v \in \Delta_0(T), i = 0, \ldots, r_1^\nu, \\
(28b) & \quad \int_e \mathbf{v} \cdot \mathbf{n} \, q \, ds, \quad q \in \mathbb{P}_{k-2(r_1^\nu+1)}(e), e \in \Delta_1(T), \\
(28c) & \quad \int_e \mathbf{v} \cdot \mathbf{t} \, q \, ds, \quad q \in \mathbb{P}_{k-2(r_1^\nu+1)}(e), e \in \Delta_1(T), \\
(28d) & \quad \int_T \mathbf{v} \cdot q \, dx, \quad q \in \mathbb{B}_k^2((r_1^\nu, 0)).
\end{align*}
\]

Although \( r_1^\nu = -1 \), we still use \( \mathbb{B}_k((r_1^\nu, 0)) \) not \( \mathbb{B}_k((r_1^\nu, -1)) \) as the interior moments so that we can have DoFs \((28b)-(28c)\) on edges. Namely locally we use the vector Hermite-type element with parameter \( (r_1^\nu, 0) \). When defining the global \( H(\text{div})\)-conforming finite element space, the tangential component \((28c)\) is considered as local, i.e., double valued on interior edges.

When \( r_1^\nu = -1 \), there is no DoFs on vertices and DoFs are

\[
\begin{align*}
(29a) & \quad \int_e \mathbf{v} \cdot \mathbf{n} \, q \, ds, \quad q \in \mathbb{P}_k(e), e \in \Delta_1(T), \\
(29b) & \quad \int_e \mathbf{v} \cdot \mathbf{t} \, q \, ds, \quad q \in \mathbb{P}_{k-2}(e), e \in \Delta_1(T), \\
(29c) & \quad \int_T \mathbf{v} \cdot q \, dx, \quad q \in \mathbb{B}_k^2((0, 0)).
\end{align*}
\]

The normal component is the full degree polynomial \( \mathbb{P}_k(e) \) but the tangential component is corresponding to the edge bubble \( b_e \mathbb{P}_{k-2}(e) \). The interior moments become \( \mathbb{B}_k((0, 0)) \). Locally we use vector Lagrange finite element. At each edge, we use \( t - n \) (tangential-normal) coordinate and at a vertex we use the coordinate formed by the two normal direction of two edges containing that vertex and merge into \((29a)\). Then the uni-solvence in one triangle follows from that of vector Lagrange elements.

Define the global \( H(\text{div})\)-conforming finite element space

\[
\mathbb{V}^\text{div}_k(T_h; (r_1^\nu, -1)) = \{ \mathbf{v} \in L^2(\Omega; \mathbb{R}^2) : \mathbf{v}|_T \in \mathbb{P}_k(T; \mathbb{R}^2) \, \forall \, T \in T_h, \text{ all the DoFs } (28a)-(28b) \text{ are single-valued} \},
\]

for \( r_1^\nu \geq 0 \), and

\[
\mathbb{V}^\text{div}_k(T_h; (-1, -1)) = \{ \mathbf{v} \in L^2(\Omega; \mathbb{R}^2) : \mathbf{v}|_T \in \mathbb{P}_k(T; \mathbb{R}^2) \, \forall \, T \in T_h, \text{ DoF } (29a) \text{ is single-valued} \},
\]

where the tangential component \((28c)\) and \((29b)\) are considered as local and may be double-valued for each interior edge.
Theorem 4.5. Assume parameters $r_0, r_1, r_2$ satisfy

$$r_0^\gamma = r_1^\gamma + 1, \quad r_1^\gamma \geq -1, \quad r_2^\gamma = \max\{r_1^\gamma, 0\} - 1,$$

$$r_0^\epsilon = 0, \quad r_1^\epsilon = -1, \quad r_2^\epsilon = -1.$$  

Let $k \geq \max\{2r_1^\gamma + 2, 1\}$. The finite element complex

$$\mathbb{R} \subseteq \nabla_{k+1}^{\text{curl}}(T_h; r_0) \xrightarrow{\text{curl}} \nabla_k^{\text{div}}(T_h; r_1) \xrightarrow{\text{div}} \nabla_{k-1}^{L^2}(T_h; r_2) \to 0$$

is exact.

Proof. Apparently (30) is a complex, and

$$\text{curl} \nabla_{k+1}^{\text{curl}}(T_h; r_0) = \nabla_k^{\text{div}}(T_h; r_1) \cap \ker(\text{div}).$$

Then we count the dimension. The dimension count in Lemma 4.1 is still valid except $C_{11} = k - 1 - 2r_1^\gamma$. As $C_{01} = k - 2r_0^\epsilon$ and $C_{21} = 0$, the identity $C_{01} - C_{11} + C_{21} = -1$ still holds. The rest of the proof is the same as that of Theorem 4.3. □

Example 4.6. For $k \geq 1, r_0^\gamma = 0, r_1^\gamma = -1, r_2^\gamma = -1$, we recover the standard finite element de Rham complex

$$\mathbb{R} \subseteq \text{Lagrange}_{k+1}(0_0) \xrightarrow{\text{curl}} \text{BDM}_k(-1_1) \xrightarrow{\text{div}} \text{DG}_{k-1}(-1_1) \to 0.$$  

We can choose $r_0^\epsilon = 1, r_1^\epsilon = 0, r_2^\epsilon = -1$ and $k \geq 2$ to get

$$\mathbb{R} \subseteq \text{Herm}_{k+1}(1_0) \xrightarrow{\text{curl}} \text{Sten}_k(0_1) \xrightarrow{\text{div}} \text{DG}_{k-1}(-1_1) \to 0,$$

which has been constructed in [19].

4.3. General cases with inequality constraint. We consider more general cases with an inequality constraint on the smoothness parameters $r_1$ and $r_2$:

$$r_0 = r_1 + 1, \quad r_1 \geq -1, \quad r_2 \geq r_1 \ominus 1, \quad r_1^\gamma \geq 2r_1^\epsilon + 1, \quad r_2^\gamma \geq 2r_2^\epsilon.$$  

To define the finite element spaces, we further require

$$k \geq \max\{2r_1^\gamma + 2, 2r_2^\gamma + 2, 3r_1^\epsilon + 4, (r_2^\epsilon + 4)[r_2^\gamma = 0]\},$$

where the Iverson bracket $[\text{statement}] = 1$ if the statement inside the bracket is true and 0 otherwise.

The finite element spaces for scalar functions $\nabla_{k+1}^{\text{curl}}(T_h; r_0)$ and $\nabla_{k-1}^{L^2}(T_h; r_2)$ remain unchanged. Next we define a new finite element space for $\mathbf{H}(\text{div}, \Omega)$. Take $\mathbb{P}_k(T; \mathbb{R}^2)$ as
the space of shape functions. The degrees of freedom are

\begin{align}
(32a) & \quad \nabla^i \mathbf{v}(\nu), \quad \nu \in \Delta_0(T), i = 0, \ldots, r_1^n, \\
(32b) & \quad \nabla_1^j \text{div} \mathbf{v}(\nu), \quad \nu \in \Delta_0(T), j = 1, \ldots, r_2^n, \\
(32c) & \quad \int_e \mathbf{v} \cdot \mathbf{n} \, ds, \quad q \in \mathbb{P}_{k-2(r_1^n+1)}(e), e \in \Delta_1(T), \\
(32d) & \quad \int_e \partial_n^i (\mathbf{v} \cdot \mathbf{t}) \, ds, \quad q \in \mathbb{P}_{k-2(r_1^n+1)}(e), e \in \Delta_1(T), i = 0, \ldots, r_1^n, \\
(32e) & \quad \int_e \partial_n^j (\text{div} \mathbf{v}) \, ds, \quad q \in \mathbb{P}_{k-2(r_2^n+1)}(e), e \in \Delta_1(T), i = 0, \ldots, r_2^n, \\
(32f) & \quad \int_T \text{div} \mathbf{v} q \, dx, \quad q \in \mathbb{B}_{k-1}(r_2)/\mathbb{R}, \\
(32g) & \quad \int_T \mathbf{v} \cdot q \, dx, \quad q \in \text{curl} \mathbb{B}_{k+1}(r_1 + 1).
\end{align}

We explain the change of DoFs. We add DoFs \((32b), (32e),\) and \((32f)\) on \text{div} \mathbf{v} to determine \text{div} \mathbf{v} \in \mathbb{V}_{k-1}^{L^2}(\mathcal{T}_h; r_2).\) For interior moments, we use the bubble complex \((26)\) to split it into range of \text{div} and its orthogonal complement. On edges, DoFs on \text{div} \mathbf{v} introduce some linear dependence of normal derivatives of the tangential and normal components and thus need to remove some redundancy.

More precisely, for \(i = 0, 1, \ldots, r_1^n - 1\) with \(r_2^n = r_1^n - 1 \geq 0,\)

\[\partial_n^i (\text{div} \mathbf{v}) = \partial_n^i (\partial_n (\mathbf{v} \cdot \mathbf{n}) + \partial_t (\mathbf{v} \cdot \mathbf{t})) = \partial_n^{i+1} (\mathbf{v} \cdot \mathbf{n}) + \partial_t (\partial_n^i (\mathbf{v} \cdot \mathbf{t})).\]

The second term \(\partial_t (\partial_n^i (\mathbf{v} \cdot \mathbf{t}))\) will be determined by \((32a)\) and \((32d)\). The normal derivative of the normal component \(\partial_n^{i+1} (\mathbf{v} \cdot \mathbf{n}), i \geq 0,\) is built into \((32e)\) but not \(\mathbf{v} \cdot \mathbf{n}\) which should be explicitly included in \((32c)\). A linear combination of \((32c), (32d),\) and \((32e)\) will determine

\[\int_e \partial_n^i \mathbf{v} \cdot \mathbf{q} \, ds, \quad \mathbf{q} \in \mathbb{P}_{k-2(r_1^n+1)+i}(e), e \in \Delta_1(T_h), i = 0, 1, \ldots, r_1^n.\]

Consequently it returns to the smooth finite elements defined before.

**Lemma 4.7.** Assume \(r_1, r_2\) satisfy \((31)\), and \(k \geq \max\{2r_2^n+2, 3r_2^n+4, (r_2^n+4)[r_2^n = 0]\}\). The DoFs \((32a)-(32g)\) are unisolvent for \(\mathbb{P}_k(T; \mathbb{R}^2).\)

**Proof.** The condition \(k \geq \max\{2r_2^n+2, 3r_2^n+4, (r_2^n+4)[r_2^n = 0]\}\) ensures \(\dim \mathbb{B}_{k-1}(r_2) \geq 1\) which can be verified by showing \(|S_2(T)| > 0\) cf. Lemma 3.5.

The number of DoFs \((32b)\) and \((32e)-(32f)\) on \text{div} \mathbf{v} is \(\dim \mathbb{P}_{k-1}(T) - 3(r_2^n+1) - 1,\) which is constant with respect to \(r_2.\) Hence the number of DoFs \((32a)-(32g)\) is also constant with respect to \(r_2.\) As a result the number of DoFs \((32a)-(32g)\) equals to \(\dim \mathbb{P}_k(T; \mathbb{R}^2),\) which has been proved for case \(r_2 = r_1 \ominus 1.\)

Take \(\mathbf{v} \in \mathbb{P}_k(T; \mathbb{R}^2)\) and assume all the DoFs \((32a)-(32g)\) vanish. The vanishing DoF \((32c)\) implies \text{div} \mathbf{v} \in \mathbb{L}_0^2(T).\) By the vanishing DoFs \((32a)-(32b)\) and \((32e)-(32f),\) we get \text{div} \mathbf{v} = 0.\) And it follows from the vanishing DoFs \((32a)\) and \(32e)-(32d)\) that \(\mathbf{v} \in \text{curl} \mathbb{B}_{k+1}(r_1 + 1).\) Therefore \(\mathbf{v} = 0\) holds from the vanishing DoF \((32g)\).\qed

Define global \(C^r\)-continuous finite element space

\[\mathbb{V}_{k}^{\text{div}}(\mathcal{T}_h; r_1, r_2) = \{ \mathbf{v} \in \mathbb{L}^2(\Omega; \mathbb{R}^2) : \mathbf{v}|_T \in \mathbb{P}_k(T; \mathbb{R}^2) \forall T \in \mathcal{T}_h, \]

all the DoFs \((32a)-(32g)\) are single-valued\}.\]
When $r_2 \geq r_1 \ominus 1$, we have
\[ \mathbb{V}_k^{\text{div}}(T_h; r_1, r_2) \subseteq \mathbb{V}_k^{\text{div}}(T_h; r_1, r_1 \ominus 1). \]
Namely additional smoothness on $\text{div} \, v$ is imposed. We use Figure 3 to illustrate the exactness of the finite element de Rham complex (33), which is obtained by adding more constraints on $\text{div} \, v$.

\[ \mathbb{R} \hookrightarrow \mathbb{V}_{k+1}^{\text{curl}}(r_1) \quad \mathbb{V}_k^{\text{div}}(r_1, r_2) \quad \mathbb{V}_{k-1}^{L^2}(r_2) \quad \rightarrow 0 \]

**Figure 3.** Explanation of the smooth finite element de Rham complex with increased smoothness in pressure.

**Theorem 4.8.** Let $r_0 = r_1 + 1$, $r_1 \geq -1$, $r_2 \geq r_1 \ominus 1$ satisfying $r_1^2 \geq 2r_1^2 + 1$, $r_2^2 \geq 2r_2^2$.
Assume $k \geq \max\{2r_1^2 + 2, 2r_2^2 + 2, 3r_2^2 + 4, (r_2^2 + 4)[r_2^2 = 0]\}$. The finite element complex (33)
\[ \mathbb{V}_{k+1}^{\text{curl}}(T_h; r_0) \xrightarrow{\text{curl}} \mathbb{V}_k^{\text{div}}(T_h; r_1, r_2) \xrightarrow{\text{div}} \mathbb{V}_{k-1}^{L^2}(T_h; r_2) \rightarrow 0 \]
is exact.

**Proof.** It is straightforward to verify that (33) is a complex by showing $\text{curl} \, \mathbb{V}_{k+1}^{\text{curl}}(T_h; r_0) \subseteq \mathbb{V}_k^{\text{div}}(T_h; r_1, r_2)$ and $\text{div} \, \mathbb{V}_k^{\text{div}}(T_h; r_1, r_2) \subseteq \mathbb{V}_{k-1}^{L^2}(T_h; r_2)$. It is also obvious that
\[ \text{curl} \, \mathbb{V}_{k+1}^{\text{curl}}(T_h; r_0) = \mathbb{V}_k^{\text{div}}(T_h; r_1, r_2) \cap \ker(\text{div}). \]
We have proved the exactness for $r_2 = r_1 \ominus 1$. When counting the dimension, only need to check the difference.

The added vertex DoFs for $\mathbb{V}_k^{\text{div}}(T_h; r_1, r_2)$ and $\mathbb{V}_{k-1}^{L^2}(T_h; r_2)$ are equal, i.e.,
\[ C_{10}(r_2) - C_{10}(r_1 \ominus 1) = C_{20}(r_2) - C_{20}(r_1 \ominus 1). \]

Same argument can be applied to edge DoFs. Therefore the alternating column sums remain the same and the proof of Theorem 4.3 can be still applied.

We present two examples of the de Rham complex ending with the Lagrange element.

**Example 4.9.** Consider the case $r_1 = (1, 0)$, $r_2 = 0$ and $k \geq 4$, which is also constructed as $H^1(\text{div}) - H^1$ Stokes pair in Falk and Neilan [22]. Now we can choose continuous pressure space without increasing the polynomial degree. The complex is
\[ \mathbb{R} \subset \text{Arg} \, \mathbb{V}_{k+1}\left(\begin{array}{c} 2 \\ 1 \end{array}\right) \xrightarrow{\text{curl}} \mathbb{V}_k^{\text{div}}\left(\begin{array}{c} 1 \\ 0 \\ 0 \end{array}\right) \xrightarrow{\text{div}} \text{Lagrange}_{k-1}\left(\begin{array}{c} 0 \\ 0 \end{array}\right) \rightarrow 0. \]
The velocity space is a reduced Hermite space with continuity of $\text{div} \, v$ at vertices and edges. With such modification, this $\mathbb{P}_k - \mathbb{P}_{k-1}$ Stokes pair with continuous pressure element is point-wise divergence free comparing to the Taylor-Hood element.

**Example 4.10.** Consider the case $r_1 = -1$ and $r_2 = 0$, and $k \geq 4$. The complex is
\[ \mathbb{R} \subset \text{Lagrange}_{k+1}\left(\begin{array}{c} 0 \\ 0 \end{array}\right) \xrightarrow{\text{curl}} \mathbb{V}_k^{\text{div}}\left(\begin{array}{c} -1 \\ -1 \\ 0 \end{array}\right) \xrightarrow{\text{div}} \text{Lagrange}_{k-1}\left(\begin{array}{c} 0 \\ 0 \end{array}\right) \rightarrow 0, \]
which is the rotation of the finite element de Rham complex in [30, Section 5.2.1]. The space $\mathbb{V}_k^{\text{div}}(T_h; r_1, r_0)$ can be used to discretize fourth-order div or curl equations [23, 30]. We can also apply the pair $\mathbb{V}_k^{\text{div}}(T_h; r_1, r_0)$ and Lagrange $k-1(T_h; r_0)$ to mixed finite element methods for Poisson equation $-\Delta u = f$, in which the discrete $u_h$ is continuous.

For simplicity, hereafter we will omit the triangulation $T_h$ in the notation of global finite element spaces. For example, $\mathbb{V}_k^{\text{div}}(T_h; r_1, r_2)$ will be abbreviated as $\mathbb{V}_k^{\text{div}}(r_1, r_2)$.

5. Beyond the de Rham Complex

In this section, we shall construct more finite element complexes from copies of finite element de Rham complexes.

5.1. Finite element curl div complexes. Based on the finite element de Rham complex (33), we can obtain the finite element discretization of the curl div complex [7]

$$\mathbb{R} \times \{0\} \subset H^1(\Omega) \times \mathbb{R} \xrightarrow{\text{curl, } x} \mathbb{H}(\text{curl div, } \Omega) \xrightarrow{\text{curl div, } \mathbb{H}(\text{div, } \Omega) \xrightarrow{\text{div}} L^2(\Omega) \rightarrow 0,$$

where $\mathbb{H}(\text{curl div, } \Omega) := H^{0,1}(\text{div, } \Omega) = \{v \in \mathbb{H}(\text{div, } \Omega) : \text{div } v \in H^1(\Omega)\}$, and the operator $(\text{curl, } x)$ is defined by $(\text{curl, } x) \left( \begin{array}{c} v \\ c \end{array} \right) := \text{curl } v + c x$ for $v \in H^1(\Omega)$ and $c \in \mathbb{R}$.

**Theorem 5.1.** Let $r_0 = r_1 + 1$, $r_1 \geq -1$, $r_2 \geq \max\{r_1 - 1, 0\}$, $r_3 \geq \max\{r_2 - 2, -1\}$ satisfying $r_1^2 \geq 2r_1^2 + 1$, $r_2^2 \geq 2r_3^2 + 2$, $r_3^2 \geq 2r_3^2$. Assume $k \geq \max\{2r_1^2 + 2, 2r_2^2 + 2, 3r_3^2 + 4, (r_2^2 + 4)[r_3^2 = 0], 2r_3^2 + 4, 3r_3^2 + 6, (r_3^2 + 6)[r_3^2 = 0]\}$. The finite element complex

$$\mathbb{R} \times \{0\} \subset \mathbb{V}_{k+1}(r_0) \times \mathbb{R} \xrightarrow{\text{curl, } x} \mathbb{V}_k^{\text{div}}(r_1, r_2) \xrightarrow{\text{curl div, } \mathbb{V}_k^{\text{div}}(r_2 - 1, r_3) \xrightarrow{\text{div}} \mathbb{V}_k^{L^2}(r_3) \rightarrow 0$$

is exact.

**Proof.** By complex (33), clearly (34) is a complex, and $\text{div } \mathbb{V}_k^{L^2}(r_2 - 1, r_3) = \mathbb{V}_k^{L^2}(r_3)$. We will focus on the exactness of complex (34).

The condition $k \geq \max\{2r_1^2 + 2, 3r_2^2 + 4, (r_2^2 + 4)[r_2^2 = 0]\}$ implies $\dim \mathbb{B}_{k-1}(r_2) \geq 1$, and $k \geq \max\{2r_3^2 + 4, 3r_3^2 + 6, (r_3^2 + 6)[r_3^2 = 0]\}$ implies $\dim \mathbb{B}_{k-3}(r_3) \geq 1$. We get from the exactness of complex (33) that

$$\text{div } \mathbb{V}_k^{\text{div}}(r_1, r_2) = \mathbb{V}_k^{L^2}(r_2), \quad \text{curl } \mathbb{V}_k^{\text{curl}}(r_2) = \mathbb{V}_k^{\text{div}}(r_2 - 1, r_3) \cap \ker(\text{div}).$$

Hence $\text{curl } \text{div } \mathbb{V}_k^{\text{div}}(r_1, r_2) = \mathbb{V}_k^{\text{div}}(r_2 - 1, r_3) \cap \ker(\text{div})$ follows from $\text{curl } \mathbb{V}_k^{\text{curl}}(r_2) = \mathbb{V}_k^{L^2}(r_2)$ when $r_2 \geq 0$.

For $v \in \mathbb{V}_k^{\text{div}}(r_1, r_2) \cap \ker(\text{curl div})$, there exists constant $c$ such that $\text{div } v = 2c$. Then we have $\text{div } (v - cx) = 0$, i.e., $v - cx \in \mathbb{V}_k^{\text{div}}(r_1, r_2) \cap \ker(\text{div})$. Therefore $v \in \text{curl } \mathbb{V}_k^{\text{curl}}(r_0) \oplus x \mathbb{R}$ holds from the exactness of complex (33). \qed

5.2. Finite element elasticity and Hessian complexes. We first present two examples. Denote by

$$\mathbb{V}_k^{\text{div}}(r_1, r_2; \mathbb{M}) := \mathbb{V}_k^{\text{div}}(r_1, r_2) \times \mathbb{V}_k^{\text{div}}(r_1, r_2).$$
We take two vector functions by row to form a matrix and each row belongs to $V^\text{div}(r_1, r_2)$. To fit the space, we skip the constant space $\mathbb{R}$ in the beginning and 0 at the end in the sequence, and $\mathcal{T}_h$ in the spaces. The first example has been presented in [19] for $k \geq 3$:

$$
\begin{align*}
\text{Argy}_{k+2}(2 \choose 1) \xrightarrow{\text{curl}} \text{Herm}_{k+1}(1 \choose 0; \mathbb{R}^2) \xrightarrow{\text{div}} V^2_k(0 \choose -1) \\
\text{Herm}_{k+1}(1 \choose 0; \mathbb{R}^2) \xrightarrow{\text{curl}} \text{Sten}_k(0 \choose -1; \mathbb{M}) \xrightarrow{\text{div}} \text{DG}_{k-1}((-1 \choose -1); \mathbb{R}^2)
\end{align*}
$$

This will lead to the elasticity complex

$$ \text{RM} \preceq \text{Argy}_{k+2}(2 \choose 1) \xrightarrow{\text{Air}} \text{HZ}_k(0 \choose 1; \mathbb{S}) \xrightarrow{\text{div}} \text{DG}_{k-1}((-1 \choose -1); \mathbb{R}^2) \rightarrow 0. $$

We then present another example with rotated differential operators and use $V^\text{rot}(r_1, r_2)$ to increase the smoothness of the last space. The finite element BGG diagram for $k \geq 5$

$$
\begin{align*}
\text{Argy}_{k+2}(2 \choose 1) \xrightarrow{\text{grad}} \text{Herm}_{k+1}(1 \choose 0; \mathbb{R}^2) \xrightarrow{\text{rot}} V^2_k(0 \choose -1) \\
\text{Herm}_{k+1}(1 \choose 0; \mathbb{R}^2) \xrightarrow{\text{grad}} V^\text{rot}_k(0 \choose 1, 0; \mathbb{M}) \xrightarrow{\text{rot}} \text{Lagrange}_{k-1}(0 \choose 0; \mathbb{R}^2)
\end{align*}
$$

will lead to the finite element Hessian complex constructed in [15]

$$ \mathcal{P}_1 \subset \mathcal{V}^\text{hess}_{k+2} \xrightarrow{\mathcal{V}^2} \mathcal{V}^\text{rot}_k \xrightarrow{\mathcal{R}^2} \mathcal{V}^\text{grad}_{k-1} \rightarrow 0. $$

Note that complex (36) is not a rotation of complex (35) as complex (36) ends at a continuous Lagrange element.

We now present the general case.

**Theorem 5.2.** Let $r_1 \geq -1$ and $r_2 \geq 1$ satisfying $r_1^2 \geq 2 r_1^2 + 2, r_2^2 \geq 2 r_2^2$, and let polynomial degree $k \geq \max\{2 r_1^2 + 3, 2 r_2^2 + 2, 3 r_1^2 + 5, 5 r_2^2 - 1, r_2^2 - 1, 3 r_2^2 = -1, r_2^2 = 0\}$. Then we have the BGG diagram

$$
\begin{align*}
\mathbb{R} \xrightarrow{\mathcal{C}} \mathcal{V}^\text{curl}_{k+2}(r_1 + 2) \xrightarrow{\text{curl}} \mathcal{V}^\text{div}_{k+1}(r_1 + 1) \xrightarrow{\text{div}} \mathcal{V}^L_2_k(r_1) \xrightarrow{\text{div}} 0 \\
\mathbb{R}^2 \xrightarrow{\mathcal{C}} \mathcal{V}^\text{curl}_{k+1}(r_1 + 1; \mathbb{R}^2) \xrightarrow{\text{curl}} \mathcal{V}^\text{div}_{r_1, r_2; \mathbb{M}}(r_1, r_2; \mathbb{M}) \xrightarrow{\text{div}} \mathcal{V}^L_2_{k-1}(r_2; \mathbb{R}^2) \xrightarrow{\text{div}} 0
\end{align*}
$$

which leads to the finite element elasticity complex

$$
\begin{align*}
\mathcal{P}_1 \subset \mathcal{V}^\text{curl}_{k+2}(r_1 + 2) \xrightarrow{\text{Air}} \mathcal{V}^\text{div}_{k}(r_1, r_2; \mathbb{S}) \xrightarrow{\text{div}} \mathcal{V}^L_2_{k-1}(r_2; \mathbb{R}^2) \rightarrow 0,
\end{align*}
$$

where $\mathcal{V}^\text{div}_{k}(r_1, r_2; \mathbb{M}) := \mathcal{V}^\text{div}_{k}(r_1, r_2; \mathbb{M}) \cap \ker(\text{sskw})$.

**Proof.** First we show that $\text{sskw} \mathcal{V}^\text{div}_{k}(r_1, r_2; \mathbb{M}) = \mathcal{V}^L_2_{k}(r_1)$. For $q \in \mathcal{V}^L_2_{k}(r_1)$, by the exactness of the complex in the top line of (37), there exists $\mathcal{V}_h \in \mathcal{V}^\text{div}_{k+1}(r_1) = \mathcal{V}^\text{curl}_{k+1}(r_1)$ such that $\text{div} \mathcal{V}_h = q_h$. Then we get from the anti-commutative property (7) that $q_h = 2 \text{sskw}(\text{curl} \mathcal{V}_h)$. 
Again condition $k \geq \max\{2r_2^v + 2, 3r_2^v + 5, 5[r_2^v = -1, r_2^v = 1], 3[r_2^v = -1, r_2^v = 0]\}$ ensures $\dim \mathbb{B}_{k-1}(r_2) \geq 3$.

We can apply the BGG framework in [7] to get the complex (38) and its exactness. In two dimensions, we will provide a simple proof without invoking the machinery.

Clearly (38) is a complex. We prove the exactness of complex (38) in two steps.

**Step 1.** Prove $\text{Air } \mathbb{V}^\text{curl}_{k+2}(r_1 + 2) = \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) \cap \ker(\text{div})$. For $\tau \in \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) \cap \ker(\text{div})$, by the bottom complex in (37), there exists $v \in \mathbb{V}^\text{curl}_k(r_1 + 1; \mathbb{R}^2)$ such that $\tau = \text{curl } v$. Then it follows from (7) that $\text{div } v = 2 \text{ sskw (curl } v) = 2 \text{ sskw } \tau = 0$.

By the exactness of the top de Rham complex, there exists $q \in \mathbb{V}^\text{curl}_k(r_1 + 2)$ such that $v = \text{curl } q$. Thus $\tau = \text{curl } v = \text{Air } q \in \text{Air } \mathbb{V}^\text{curl}_{k+2}(r_1 + 2)$.

**Step 2.** Prove $\text{div } \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) = \mathbb{V}^\text{L2}_{k-1}(r_2; \mathbb{R}^2)$. As $\text{div } : \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{M}) \to \mathbb{V}^\text{L2}_{k-1}(r_2; \mathbb{R}^2)$ is surjective, given a $q \in \mathbb{V}^\text{L2}_{k-1}(r_2; \mathbb{R}^2)$, we can find $\tau \in \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{M})$ such that $\text{div } \tau = q$. By the diagram (37), we can find $v \in \mathbb{V}^\text{curl}_{k+1}(r_1 + 1)$ such that $\text{div } v = -2 \text{ sskw } \tau$. Set $\tau^* = \tau + \text{curl } v$. Then $\text{div } \tau^* = \text{div } \tau = q$ and $2 \text{ sskw } \tau^* = 2 \text{ sskw } \tau + 2 \text{ sskw curl } v = 2 \text{ sskw } \tau + \text{div } v = 0$, i.e. $\tau^*$ is symmetric. Therefore we find $\tau^* \in \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S})$ and $\text{div } \tau^* = q$.

In (38), $\mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S})$ is defined as $\mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{M}) \cap \ker(\text{sskw})$. Next we give the finite element description of space $\mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S})$ and thus can obtain locally supported basis. On each triangle, we take $\mathbb{P}_k(T; \mathbb{S})$ as the shape function space. By symmetrizing DoFs (32a)-(32g), we propose the following local DoFs for space $\mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S})$

\begin{align}
(39a) & \quad \nabla^i \tau(v), \quad v \in \Delta_0(T), i = 0, \ldots, r_1^v, \\
(39b) & \quad \nabla^j \text{div } \tau(v), \quad v \in \Delta_0(T), j = r_1^v, \ldots, r_2^v, \\
(39c) & \quad \int_e (\tau_n) \cdot q \, ds, \quad q \in \mathbb{P}^2_{k-2(r_2+1)}(e), e \in \Delta_1(T), \\
(39d) & \quad \int_e \partial_n^i (t^T \tau t) \, q \, ds, \quad q \in \mathbb{P}^2_{k-2(r_2+1)+i}(e), e \in \Delta_1(T), i = 0, \ldots, r_1^v, \\
(39e) & \quad \int_e \partial_n^i (\text{div } \tau) \cdot q \, ds, \quad q \in \mathbb{P}^2_{k-2(r_2+1)+i}(e), e \in \Delta_1(T), i = 0, \ldots, r_2^v, \\
(39f) & \quad \int_T \text{div } \tau \cdot q \, dx, \quad q \in \mathbb{B}^2_{k-1}(r_2)/\mathbb{RM}, \\
(39g) & \quad \int_T \tau : q \, dx, \quad q \in \text{Air } \mathbb{B}_{k+2}(r_1 + 2).
\end{align}

**Lemma 5.3.** The DoFs (39a)-(39g) are uni-solvent for $\mathbb{P}_k(T; \mathbb{S})$.

**Proof.** The number of DoFs (39b) and (39e)-(39f) is $2 \dim \mathbb{P}_{k-1}(T) - 3 - 6(r_2^v + 1)$. Then the number of DoFs (39a)-(39g) is

\begin{align*}
9 \left( r_1^v + 2 \right) / 2 + 6(k - 1 - 2r_1^v) + 3 \sum_{i=0}^{r_1^v} (k - 1 - 2r_1^v + i) + \dim \mathbb{B}_{k+2}(r_1 + 2) \\
+ 2 \dim \mathbb{P}_{k-1}(T) - 3 - 6 \left( r_2^v + 1 \right) / 2 = \dim \mathbb{P}_k(T) + 2 \dim \mathbb{P}_{k-1}(T) - 3,
\end{align*}

by (13), which equals to $\dim \mathbb{P}_k(T; \mathbb{S})$. 
Take \( \tau \in P_k(T; \mathbb{S}) \), and assume all the DoFs (39a)-(39g) vanish. It follows from the integration by parts and (39c) that
\[
(\text{div} \, \tau, q)_T = 0 \quad \forall \, q \in RM.
\]
Thanks to DoFs (39a)-(39b) and (39e)-(39f), we get \( \text{div} \, \tau = 0 \). On each edge \( e \),
\[
\partial^n_e(\text{div} \, \tau) = \partial^n_e(\text{div}(n^T \tau)) n + \partial^n_e(\text{div}(t^T \tau)) t
\]
\[
= \partial^n_e(\partial_n(n^T \tau n) + \partial_t(n^T \tau t)) n + \partial^n_e(\partial_t(t^T \tau n) + \partial_t(t^T \tau t)) t
\]
\[
= (\partial^{i+1}_n(n^T \tau n) + \partial_t \partial^{i+1}_n(t^T \tau n) + \partial_t \partial^{i+1}_t(t^T \tau t) n + \partial_n \partial^{i+1}_t(t^T \tau t)) t.
\]
Then we acquire from DoFs (39a)-(39e) that \( \tau \in \mathbb{A}_k(B_{k+2}(r_1+2) \bigcup \mathbb{B}_k) \). Finally we get \( \tau = 0 \) from the vanishing DoF (39g).

Next we define the global finite element space and show it is \( \mathbb{V}^\text{div}(r_1, r_2; \mathbb{S}) \).

**Lemma 5.4.** It holds
\[
\mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) = \mathbb{V} := \{ \tau \in L^2(\Omega; \mathbb{S}) : \tau | T \in P_k(T; \mathbb{S}) \, \forall \, T \in \mathcal{T}_h, \text{ all the DoFs (39a)-(39e) are single-valued} \}.
\]

**Proof.** Apparently \( \mathbb{V} \subseteq \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) \). By comparing DoFs and direct computation, we can show \( \dim \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{S}) = \dim \mathbb{V} \) and the desired result follows. \( \square \)

### 5.3. Finite element divdiv complexes

We first consider the case: the tensor finite element space is continuous. Let \( r_1 \geq 0 \) and \( r_2 \geq \max\{r_1 - 2, -1\} \). We introduce the space \( \mathbb{V}^\text{div}_k(r_1, r_2; \mathbb{M}) \subseteq \mathbb{V}^\text{div}_k(r_1) \times \mathbb{V}^\text{div}_k(r_2) \) with constraint on \( \text{div} \, \text{div} \, \tau \). The shape function space is \( P_k(T; \mathbb{M}) \) with \( k \geq \max\{2r_1^\nu + 2, 2r_2^{r_2} + 3\} \) and DoFs are
\[
(40a) \quad \nabla^i \tau | v, \quad v \in \Delta_0(T), \, i = 0, \ldots, r_1^\nu,
\]
\[
(40b) \quad \nabla^j \text{div} \, \text{div} \, \tau | v, \quad v \in \Delta_0(T), \, j = \max\{r_1^\nu - 1, 0\}, \ldots, r_2^{r_2},
\]
\[
(40c) \quad \int \nabla \cdot q | v, \quad q \in P^2_{k-2(r_1^\nu + 1)}(e), \, e \in \Delta_1(T),
\]
\[
(40d) \quad \int \partial^n_e(\tau t) \cdot q | v, \quad q \in P^2_{k-2(r_1^\nu + 1)}(e), \, e \in \Delta_1(T), \, i = 0, \ldots, r_1^e,
\]
\[
(40e) \quad \int \nabla \cdot \text{div} \, \text{div} \, \tau | q, \quad q \in P_{k-1-2r_1^\nu}(e), \, e \in \Delta_1(T),
\]
\[
(40f) \quad \int \partial^n_e(\text{div} \, \text{div} \, \tau) q | v, \quad q \in P_{k-1-2r_1^\nu}(e), \, e \in \Delta_1(T), \, i = 0, \ldots, r_1^e - 1,
\]
\[
(40g) \quad \int \partial^n_e(\text{div} \, \tau) q | v, \quad q \in P_{k-2(r_1^\nu + 1)}(e), \, e \in \Delta_1(T), \, i = 0, \ldots, r_2^e,
\]
\[
(40h) \quad \int \text{div} \, \text{div} \, \tau \, q \, dx, \quad q \in \text{curl} \, B_k(r_1),
\]
\[
(40i) \quad \int \text{div} \, \text{div} \, \tau \, q \, dx, \quad q \in B_{k-2}(r_2)/P_1(T),
\]
\[
(40j) \quad \int \text{div} \, \tau \, q \, dx, \quad q \in \text{curl} \, B_{k+1}(r_1 + 1; \mathbb{R}^2).
\]

**Lemma 5.5.** Assume \( k \geq \max\{2r_1^\nu + 2, 2r_2^{r_2} + 3, 3r_2^e + 6, 6|r_2^e| - 1, r_2^{r_2} = 1, 4|r_2^e| - 1, r_2^{r_2} = 0\} \). The DoFs (40a)-(40j) are uni-solvent for \( P_k(T; \mathbb{M}) \).
Proof. The number of DoFs (40b), (40g) and (40i) is
\[
\dim \mathbb{P}_{k-2}(T) - 3 - 3\left(\frac{r_1^2}{2}\right) = 3 \sum_{i=1}^{r_1^2-1} (k - 2r_1^{\nu} + i) + \dim \mathbb{B}_{k-2}(\max\{r_1 - 2, -1\}) - 3.
\]
And the number of DoFs (32a)-(32g) for \(\mathbb{V}_k^{\text{div}}(r_1, r_1 - 1)\) minus the number of DoFs (40a), (40c)-(40f), (40h) and (40j) is
\[
3 \sum_{i=1}^{r_1^2-1} (k - 2r_1^{\nu} + i) + 2 \dim \mathbb{B}_{k-1}(r_1 - 1) - \dim \mathbb{B}(r_1) - 2
\]
\[
= 2 \dim \mathbb{P}_{k-1}(T) - \dim \mathbb{P}_{k}(T) - 6\left(\frac{r_1^2}{2}\right) + 3\left(\frac{r_1^2 + 2}{2}\right) - 6 \sum_{i=0}^{r_1^2-1} (k - 2r_1^{\nu} + i)
\]
\[
+ 3 \sum_{i=0}^{r_1^2} (k - 2r_1^{\nu} - 1 + i) + 3 \sum_{i=1}^{r_1^2-1} (k - 2r_1^{\nu} + i) - 2
\]
\[
= 2 \dim \mathbb{P}_{k-1}(T) - \dim \mathbb{P}_{k}(T) - 3\left(\frac{r_1^2}{2}\right) - 2,
\]
by (13), which equals to \(\dim \mathbb{P}_{k-2}(T) - 3 - 3\left(\frac{r_1^2}{2}\right)\). Hence the number of DoFs (40a)-(40j) equals to \(\dim \mathbb{P}_{k}(T; \mathbb{M})\).

Take \(\tau \in \mathbb{P}_{k}(T; \mathbb{M})\), and assume all the DoFs (40a)-(40j) vanish. Let \(\nu = \text{div} \tau \in \mathbb{P}_{k-1}(T; \mathbb{R}^2)\). Applying the integration by parts, it follows from (40c) and (40e) that
\[
\text{div} \nu \in \text{div} \mathbb{P}_{k-1}(T; \mathbb{R}^2).
\]
Thanks to Theorem 3.7, we derive \(\nu = 0\) and \(\tau = 0\) from DoFs (40a), (40c)-(40d) and (40j). \(\square\)

Define global \(H(\text{div} \text{div}-\text{conforming})\) finite element space
\[
\mathbb{V}_k^{\text{div} \text{div}^+}(r_1, r_2; \mathbb{M}) = \{ \tau \in L^2(\Omega; \mathbb{M}) : \tau|_T \in \mathbb{P}_{k}(T; \mathbb{M}) \forall T \in \mathcal{T}_h, \]
all the DoFs (40a)-(40g) are single-valued\}.

The super-script in \(\text{div} \text{div}^+\) indicates the smoothness is more than \(\text{div} \text{div}\)-conforming. Indeed we have \(\mathbb{V}_k^{\text{div} \text{div}^+}(r_1, r_2; \mathbb{M}) \subset H(\text{div} \Omega; \mathbb{M}) \cap H(\text{div} \text{div}; \mathbb{M})\).

Theorem 5.6. Let \(r_1 \geq 0\) and \(r_2 \geq \max\{r_1 - 2, -1\}\). Assume \(k \geq \max\{2r_1^{\nu} + 2, 2r_2^{\nu} + 3, 3r_2^{\nu} + 6, [r_2^{\nu} + 1], 4[r_2^{\nu} = -1, r_2^{\nu} = 0]\}\). The BGG diagram
\[
\begin{array}{ccccccccc}
\mathbb{R}^2 & \subset & \mathbb{V}_{k+1}^{\text{curl}}(r_1 + 1; \mathbb{R}^2) & \subset & \mathbb{V}_k^{\text{div} \text{div}^+}(r_1, r_2; \mathbb{M}) & \text{div} & \mathbb{V}_{k-1}^{\text{div}}(r_1 - 1, r_2) & \to & 0
\\
\mathbb{R} & \subset & \mathbb{V}_k^{\text{curl}}(r_1) & \subset & \mathbb{V}_{k-1}^{\text{div}}(r_1 - 1, r_2) & \text{div} & \mathbb{V}_{k-2}^{L^2}(r_2) & \to & 0
\end{array}
\]
where \(\mathbb{V}_k^{\text{div} \text{div}^+}(r_1, r_2; \mathbb{S}) := \mathbb{V}_k^{\text{div} \text{div}^+}(r_1, r_2; \mathbb{M})/\text{mskw} \mathbb{V}_k^{\text{curl}}(r_1)\).
Proof. By the anti-commutative property \( \text{div}(\text{mskw} v) = -\text{curl} v \), we can conclude complex (42) from the BGG framework in [7].

In the following we give a self-contained proof without invoking the BGG framework. Clearly (42) is a complex. As \( \text{div} \text{div mskw} \nabla^k \text{curl} (r_1) = - \text{div} \text{curl} \nabla^k \text{curl} (r_1) = 0 \), we have

\[
\text{div} \text{div} \nabla^k \text{div}^+ (r_1, r_2; S) = \text{div} \text{div} \nabla^k \text{div}^+ (r_1, r_2; M) = \nabla^k_{L-2}(r_2).
\]

By two complexes in diagram (41), we have

\[
\begin{align*}
\dim \nabla^k \text{div}^+ (r_1, r_2; M) &= \dim \nabla^{k+1} (r_1 + 1; \mathbb{R}^2) + \dim \nabla^k (r_1 - 1, r_2) - 2, \\
\dim \nabla^k (r_1 - 1, r_2) &= \dim \nabla^k (r_1) + \dim \nabla^k_{L-2}(r_2) - 1.
\end{align*}
\]

Combining the last two equations yields

\[
\dim \nabla^k \text{div}^+ (r_1, r_2; M) = \dim \nabla^{k+1} (r_1 + 1; \mathbb{R}^2) + \dim \nabla^k (r_1) + \dim \nabla^k_{L-2}(r_2) - 3.
\]

Hence

\[
\dim \nabla^k \text{div}^+ (r_1, r_2; S) = \dim \nabla^{k+1} (r_1 + 1; \mathbb{R}^2) + \dim \nabla^k_{L-2}(r_2) - 3.
\]

Therefore the exactness of complex (42) follows from Lemma 2.1.

Next we give the finite element characterization of \( \nabla^k \text{div}^+ (r_1, r_2; S) \). We choose \( P_k(T; S) \) as the shape function space. By symmetrizing DoFs (40a)-(40j), we propose the following local DoFs:

\[
\begin{align*}
&\nabla^j \text{div} \text{div} \tau (v), \quad v \in \Delta_0(T), j = 0, \ldots, r_2^v, \\
&\int_e \tau n \cdot q \, ds, \quad q \in P_{k-2(r_1^r + 1)}(e), e \in \Delta_1(T), \\
&\int_e \partial_n^i (tT \tau t) q \, ds, \quad q \in P_{k-2(r_1^r + 1)+i}(e), e \in \Delta_1(T), i = 0, \ldots, r_1^e, \\
&\int_e n^T \text{div} \tau q \, ds, \quad q \in P_{k-1-2r_1^r}(e), e \in \Delta_1(T), \\
&\int_e \partial_n^i (tT \text{div} \tau) q \, ds, \quad q \in P_{k-1-2r_1^r+i}(e), e \in \Delta_1(T), i = 0, \ldots, r_1^r - 1, \\
&\int_e \partial_n^i (\text{div} \text{curl} \tau) q \, ds, \quad q \in P_{k-2(r_2^v + 2)+i}(e), e \in \Delta_1(T), i = 0, \ldots, r_2^e, \\
&\int_T \text{div} \tau \cdot q \, dx, \quad q \in \text{curl} B_k(r_1)/A^\perp, \\
&\int_T \text{div} \tau q \, dx, \quad q \in \text{curl} B_{k-2}(r_2)/P_1(T), \\
&\int_T \tau : q \, dx, \quad q \in \text{Air} B_{k+2}(r_1 + 2).
\end{align*}
\]

Using a similar proof as that in Lemma 5.5, we can prove the unisolvence.

**Lemma 5.7.** Let \( r_1 \geq 0 \) and \( r_2 \geq \max \{r_1 - 2, -1\} \). Assume \( k \geq \max \{2r_1^r + 2, 2r_2^v + 3, 3r_2^e + 6, 6r_2^e = -1, r_2^v = 1, 4|r_2^e = -1, r_2^v = 0\} \). The DoFs (43a)-(43j) are uni-solvent for \( P_k(T; S) \).
Lemma 5.8. Let \( r_1 \geq 0 \) and \( r_2 \geq \max\{r_1 - 2, -1\} \). Assume \( k \geq \max\{2r_1^+ + 2, 2r_2^+ + 3, 3r_2^+ + 6, 0[r_2^+ = -1, r_2^+ = 1], 4[r_2^+ = -1, r_2^+ = 0]\} \). It holds that

\[
\mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) = \mathcal{V} := \{ \tau \in L^2(\Omega; \mathbb{S}) : \tau|_T \in \mathbb{P}_k(T; \mathbb{S}) \ \forall \ T \in \mathcal{T}_h, \}
\]

all the DoFs (43a)-(43g) are single-valued} \]

and \( \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) \subset \mathcal{H}(\text{div}, \Omega; \mathbb{S}) \cap \mathcal{H}(\text{div}, \Omega; \mathbb{S}) \).

Proof. Apparently \( \mathcal{V} \subset \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) \). It suffices to prove \( \dim \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) = \dim \mathcal{V} \) which can be verified by a direct computation and the Euler’s formula. \( \square \)

Example 5.9. We choose \( r_1 = (1, 0), r_2 = (0, 0) \) to get the \( \text{div} \text{div} \) complex constructed in [15] for \( k \geq 6 \)

\[
\mathbb{R}^2 \subset \text{Argy}_{k+1}\left(\frac{2}{1}\right) ; \mathbb{R}^2 \xrightarrow{\text{sym} \text{curl}} \mathcal{V}_k^{\text{div}^+}\left(\frac{1}{0}\right) ; \mathbb{S} \xrightarrow{\text{div} \text{div}} \text{Lagrange}_{k-2}\left(\frac{0}{0}\right) \rightarrow 0.
\]

The finite element \( \text{div} \text{div} \) complexes presented in [29, 13] with \( r_1 = (0, -1), r_2 = (-1, -1) \) are not included in complex (42) due to the mis-match of the smoothness. In (41), \( \text{sskw}(\tau) \) is discontinuous for \( \tau \in \mathcal{V}_k^{\text{div}}\left(\begin{pmatrix} r_1^+ \\ 1 \end{pmatrix}, r_2; \mathbb{M}\right) \). The operator \( \text{mskw} \) is still injective. But it is unclear if \( \mathcal{V}_k^{\text{div}^+}\left(\begin{pmatrix} r_1^+ \\ 1 \end{pmatrix}, r_2; \mathbb{M}\right) / \text{mskw} \mathcal{V}_k^{\text{curl}}\left(\begin{pmatrix} r_1^+ \\ 0 \end{pmatrix}\right) \) consists of symmetric matrix functions with desirable normal continuity. The continuous version of the \( \text{div} \text{div} \) complex is [29]

\[
\begin{array}{ccc}
\mathbb{R}^2 & \subset & \mathcal{H}^{1,1}(\text{div}, \Omega) \xrightarrow{\text{sym} \text{curl}} \mathcal{H}(\text{div} \text{div}, \Omega; \mathbb{S}) \cap \mathcal{H}(\text{div}, \Omega; \mathbb{S}) \xrightarrow{\text{div} \text{div}} L^2(\Omega) \rightarrow 0.
\end{array}
\]

Now we consider the finite element discretization of the \( \text{div} \text{div} \) complex (44) by using the BGG framework. For the case \( r_1 = (r_1^+, -1) \) with \( r_1^+ \geq 0, r_0 = r_1 + 1 \) and \( r_2 \geq \max\{r_1 - 2, -1\} \), we refine the BGG diagram (41) to (45)

\[
\begin{array}{ccc}
\mathbb{R}^2 & \subset & \mathcal{V}_k^{\text{div}^+}(r_0, \begin{pmatrix} r_1^+ \\ 0 \end{pmatrix}) \xrightarrow{\text{curl}} \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) \xrightarrow{\text{div}} \mathcal{V}_k^{\text{div}}\left(\begin{pmatrix} r_1^+ - 1 \\ 0 \end{pmatrix}, r_2\right) \rightarrow 0
\end{array}
\]

Here the space \( \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) \) is the subspace of \( \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) \) defined by

\[
\mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) := \{ \tau \in \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) : \text{sskw} \tau \in \mathcal{V}_k^{\text{curl}}\left(\begin{pmatrix} r_1^+ \\ 0 \end{pmatrix}\right)\}.
\]

The diagram (45) will lead to the finite element \( \text{div} \text{div} \) complex (46) with the finite element space \( \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) = \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{M}) / \text{mskw} \mathcal{V}_k^{\text{curl}}\left(\begin{pmatrix} r_1^+ \\ 0 \end{pmatrix}\right)\).

Next we prove the exactness of the derived finite element \( \text{div} \text{div} \) complex directly rather than using the BGG framework. The space \( \mathcal{V}_k^{\text{div}^+}(r_1, r_2; \mathbb{S}) \) is still defined by DoFs (43) and recall that \( i = 0, \ldots, -1 \) means empty and thus (43d) and (43f) are not present.
**Theorem 5.10.** Let \( r_1 = (r_1^+, -1), r_2^+ \geq 0 \) and \( r_2 \geq \max\{r_1 - 2, -1\} \). Assume \( k \geq \max\{2r_1^+ + 2, 2r_2^+ + 3, 3r_2^+ + 6, 6r_2^+ = -1, r_2^+ = 1, 4[r_2^+ = -1, r_2^+ = 0]\} \). The following finite element divdiv complex is exact

\[
\begin{align*}
\operatorname{RT} &\subset \mathbb{V}_k^{\text{div}} \oplus \mathbb{V}_h^{1} \left( \left( \begin{array}{c}
1 \\
0 
\end{array} \right), \left( \begin{array}{c}
r_1^+ \\
r_2 
\end{array} \right) \right) \xrightarrow{\operatorname{sym,curl}} \mathbb{V}_h^{\text{div}} \oplus \mathbb{V}_h^{1} \left( \left( \begin{array}{c}
r_1^+ \\
r_1^+ + 1 
\end{array} \right), \left( \begin{array}{c}
r_2 \\
r_2 
\end{array} \right) \right) \xrightarrow{\text{div,div}} \mathbb{V}_h^{2} \left( r_2 \right) \to 0.
\end{align*}
\]

**Proof.** It is easy to check that (46) is a complex. We will prove the exactness of complex (46).

By divdiv complex (42), we have div div \( \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
r_1^+ \\
r_2 
\end{array} \right), \left( \begin{array}{c}
r_2 \\
r_2 
\end{array} \right) \right) = \mathbb{V}_h^{2} \left( r_2 \right) \). Noting that

\[
\begin{align*}
\dim \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
r_1^+ \\
r_1^+ + 1 
\end{array} \right), \left( \begin{array}{c}
r_2 \\
r_2 
\end{array} \right) \right) - \dim \mathbb{V}_h^{2} \left( r_2 \right) &= 3 \left( r_1^+ + \frac{2}{2} \right) |\Delta_0(T_h)| - \left( \frac{r_1^+}{2} \right) |\Delta_0(T_h)| + (3k - 6r_1^+ - 2) |\Delta_1(T_h)| \\
&+ |\Delta_2(T_h)| \dim \mathbb{B}_k \left( \left( \begin{array}{c}
r_1^+ \\
r_1^+ + 1 
\end{array} \right) \right) + |\Delta_2(T_h)| \dim \mathbb{B}_k+2 \left( \left( \begin{array}{c}
r_1^+ + 2 \\
1 
\end{array} \right) \right) - 4 |\Delta_2(T_h)| \\
&= 2 \left( r_1^+ + \frac{3}{2} \right) |\Delta_0(T_h)| + (3k - 6r_1^+ - 5) |\Delta_1(T_h)| \\
&+ |\Delta_2(T_h)| \dim \mathbb{B}_k \left( \left( \begin{array}{c}
r_1^+ \\
r_1^+ + 1 
\end{array} \right) \right) + |\Delta_2(T_h)| \dim \mathbb{B}_k+2 \left( \left( \begin{array}{c}
r_1^+ + 2 \\
1 
\end{array} \right) \right) - |\Delta_2(T_h)| \\
&- 3 \left( |\Delta_0(T_h)| - |\Delta_1(T_h)| + |\Delta_2(T_h)| \right).
\end{align*}
\]

Thanks to the DoFs (32a)-(32c) for \( \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
r_1^+ + 1 \\
r_1^+ + 1 
\end{array} \right), \left( \begin{array}{c}
r_1^+ \\
r_1^+ 
\end{array} \right) \right) \) and the Euler’s formula,

\[
\dim \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
r_1^+ \\
r_1^+ + 1 
\end{array} \right), \left( \begin{array}{c}
r_2 \\
r_2 
\end{array} \right) \right) - \dim \mathbb{V}_h^{2} \left( r_2 \right) = \dim \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
r_1^+ + 1 \\
r_1^+ + 1 
\end{array} \right), \left( \begin{array}{c}
r_2 \\
r_2 
\end{array} \right) \right) - 3,
\]

which together with Lemma 2.1 indicates the exactness of complex (46).

**Example 5.11.** When \( r_1^+ = 0 \) and \( r_2 = -1 \), we recover the finite element divdiv complex constructed in [29] for \( k \geq 3 \)

\[
\begin{align*}
\operatorname{RT} &\subset \mathbb{V}_k^{\text{div}} \left( \left( \begin{array}{c}
1 \\
0 
\end{array} \right), \left( \begin{array}{c}
0 \\
0 
\end{array} \right) \right) \xrightarrow{\operatorname{sym,curl}} \mathbb{H}^{1} \left( \left( \begin{array}{c}
0 \\
1 
\end{array} \right) \right) \xrightarrow{\text{div,div}} \mathbb{D}_{k-2} \left( \left( \begin{array}{c}
-1 \\
-1 
\end{array} \right) \right) \to 0.
\end{align*}
\]

Another modification is to relax the smoothness \( H(\text{div,}, \Omega; \mathbb{S}) \cap H(\text{div,}, \Omega; \mathbb{S}) \) to \( H(\text{div,}, \Omega; \mathbb{S}) \) only. We will modify (43) by replacing (43a)-(43c) with

\[
\begin{align*}
\int_{e} n^T \tau n \ q \ ds, \quad q \in \mathbb{P}_{k-2(r_1^+ + 1)}(e), \ e \in \Delta_1(T), \\
\int_{e} t^T \tau n \ q \ ds, \quad q \in \mathbb{P}_{k-2(r_1^+ + 1)}(e), \ e \in \Delta_1(T), \\
\int_{e} \text{tr}_2 \text{div}(\tau) \ q \ ds, \quad q \in \mathbb{P}_{k-1-2(r_1^+)}(e), \ e \in \Delta_1(T),
\end{align*}
\]

\[\text{tr}_2 \text{div}(\tau) \] represents the trace of the divergence of the tensor field \( \tau \) on the boundary of the element \( e \)
where $\text{tr}^{\text{div div}}(\tau) = \partial_t(t^T\tau n) + n^T \text{div} \tau$ is one of the trace operators of $\text{div} \text{div}$; see [13].

Define

$$\mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) = \mathbb{V} := \{\tau \in L^2(\Omega; S) : \tau|_T \in \mathbb{P}_k(T; S) \forall T \in \mathcal{T}_h,\}
$$

all the DoFs (43) by replacing (43c)-(43f) with (47) except (47b) are single-valued.

As $t^T \tau n$ is local, the vector $\tau n$ is not continuous across edges. But $t_1^{\text{div div}}(\tau) = n^T \tau n$ and $t_2^{\text{div div}}(\tau)$ are continuous. So the space $\mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S)$ is in $H(\text{div} \text{div}, \Omega; S)$ but not in $H^1(\text{div}, \Omega; S)$. It cannot be derived from the BGG diagram (45) as the induced space should be in $H(\text{div}, \Omega; S)$.

**Theorem 5.12.** The following finite element div div complex is exact

$$(48) \quad \mathbb{RT} \subseteq \mathbb{V}^\text{curl}(\begin{pmatrix} r_1^\gamma \\ 0 \end{pmatrix}; \mathbb{R}^2) \xrightarrow{\text{sym curl}} \mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) \xrightarrow{\text{div div}} \mathcal{V}^2_{k-2}(r_2) \to 0.$$

**Proof.** For $\tau = \text{sym curl} v$, we have [13, Lemma 2.2]

$$n^T \tau n = \partial_t(v \cdot n), \quad t_2^{\text{div div}}(\tau) = \partial_{tt}(v \cdot t).$$

Then it is obvious that (48) is a complex. We will show the exactness of complex (48).

Noting that $\mathbb{V}^{}\mathbb{V}^\text{div div}^+_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) \subseteq \mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S)$, by the exactness of complex (46), we have

$$\text{div} \text{div} \mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) = \mathcal{V}^2_{k-2}(r_2).$$

On the other side,

$$\dim \mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) - \dim \mathcal{V}^2_{k-2}(r_2) = 2 \left(\frac{r_1^\gamma + 3}{2}\right)|\Delta_0(\mathcal{T}_h)| + 2(k - 2r_1^\gamma - 2)|\Delta_1(\mathcal{T}_h)|$$

$$+ |\Delta_2(\mathcal{T}_h)| |\mathbb{B}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix})| + |\Delta_2(\mathcal{T}_h)| |\mathbb{B}_{k+2}(\begin{pmatrix} r_1^\gamma + 2 \\ 1 \end{pmatrix})| - |\Delta_2(\mathcal{T}_h)|$$

$$- 3(|\Delta_0(\mathcal{T}_h)| - |\Delta_1(\mathcal{T}_h)| + |\Delta_2(\mathcal{T}_h)|).$$

Thanks to the DoFs (24a)-(24c) for $\mathbb{V}^\text{curl}(\begin{pmatrix} r_1^\gamma \\ 0 \end{pmatrix}; \mathbb{R}^2)$ and the Euler's formula,

$$\dim \mathbb{V}^\text{div div}_k(\begin{pmatrix} r_1^\gamma \\ -1 \end{pmatrix}, r_2; S) - \dim \mathcal{V}^2_{k-2}(r_2) = \dim \mathbb{V}^\text{curl}(\begin{pmatrix} r_1^\gamma \\ 0 \end{pmatrix}; \mathbb{R}^2) - 3,$$

which together with Lemma 2.1 ends the proof.

**Example 5.13.** When $r_1^\gamma = 0$ and $r_2 = -1$, we recover the finite element div div complex constructed in [13] for $k \geq 3$

$$\mathbb{RT} \subseteq \text{Herm}_{k+1}(\begin{pmatrix} 1 \\ 0 \end{pmatrix}; \mathbb{R}^2) \xrightarrow{\text{sym curl}} \text{CH}_k(\begin{pmatrix} 0 \\ -1 \end{pmatrix}) \xrightarrow{\text{div div}} \text{DG}_{k-2}(\begin{pmatrix} -1 \\ -1 \end{pmatrix}) \to 0.$$

The first finite element div div complex in [11] is based on the distributional div div complex

$$\mathbb{RT} \subseteq \mathbb{H}^1(\Omega; \mathbb{R}^2) \xrightarrow{\text{sym curl}} \mathbb{H}^{-1}(\text{divdiv}, \Omega; \mathbb{S}) \xrightarrow{\text{div div}} \mathbb{H}^{-1}(\Omega) \to 0,$$
and not covered in this paper.

6. Conclusion and Future Work

In recent years, there have been several advancements in the construction of finite element Hessian complexes, elasticity complexes, and divdiv complexes, as documented in [13, 16, 15, 18, 25, 26, 27, 29]. Our primary objective is to extend the BGG construction to finite element complexes, unifying these findings and producing more systematic results. In this work, we have achieved this goal in two dimensions. However, the extension to three dimensions presents several challenges.

One of the challenges is the existence of finite element de Rham complexes with varying degrees of smoothness in three dimensions, which we will discuss in a forthcoming work [14]. Additionally, there is a mismatch in the continuity of Sobolev spaces $H^1(\Omega)$, $H(\text{curl}, \Omega)$, and $H(\text{div}, \Omega)$. The main obstacle to generalizing BGG to the discrete case is the mismatch of tangential or normal continuity of $H(\text{curl})$ or $H(\text{div})$ conforming finite element spaces, respectively. In [7], these spaces are replaced by $H^s(\Omega)$ Sobolev spaces with matching indices $s$. We will investigate further solutions in our future work. Moreover, edge-type finite elements in three dimensions are the most complex elements and require additional investigation.

To facilitate a clear and effective discussion, we will separate the two-dimensional and three-dimensional cases. Although the two-dimensional case is more straightforward and provides some insight into the three-dimensional case, treating them simultaneously in a simple and effective way is not possible due to the differences between the two cases. For instance, the proof of the div stability $\nabla^k_{\text{div}}(T_h; r_1, r_2) \xrightarrow{\text{div}} \nabla^k_{L^2}(T_h; r_2) \to 0$ can be established by dimension count in 2D, but is much more technical in 3D.
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