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Abstract: Problem statement: The way of referring to a place in the geographical space can be formal, based on the spatial coordinates, or informal, which we use in natural language by using toponyms (place names). A toponym can represent several geographical places. This ambiguity made problematic its conversion towards a unique formal representation. Toponym disambiguation in text is the task of assigning a unique location to an ambiguous place name in a given textual context. Approach: Several toponym disambiguation heuristics assumed a geographical proximity between the toponyms of the same context. This proximity can be in terms of spatial distance or in terms of arborescent relationships, i.e., proximity in the hierarchical tree of the world places. This study presented a new toponym disambiguation heuristic in text based on the quantification of the arborescent proximity between toponyms. This quantification was done by a new measure of geographical correlation that we call the Geographical Density. Results: Our method was compared to the state of the art methods using GeoSemCor corpus and it has outperformed them in term of recall (87.4%) and coverage (99.0%). The results showed that the toponyms of the same context are much closer in terms of arborescent relationships than in terms of spatial relationships. Conclusion: We believe that the quantification of arborescent relationships between toponyms of the same textual context is a good way to improve the recall of TD task. However, all the arborescent relationships’ types must be considered and not only the meronymy, which is the relation the most exploited in the existing TD methods.
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INTRODUCTION

The geographical space is ubiquitous. All our activities, experiences, knowledge and decisions are related to places on the geographical space. A reference to a place in this space can be either formal (for instance based on the spatial coordinates) or informal that we use in natural language using toponyms (place names). The formal presentation is the basis of all spatial processing that can be performed by the machine (e.g., spatial analysis and geometric calculation). However, spatial processing is not possible using toponyms (Hill, 2006).

With the increasing number of websites and digital libraries, the text in natural language has become an important source of geographical information (Any information related to a place in the earth is a geographic information) (Borges et al., 2003; Morimoto et al., 2003; Smith and Crane, 2001). This later is obtained using the automatic Processing of Natural Language techniques (NLP), but unfortunately, it cannot be exploited effectively by machines unless the geographical locations are represented in a formal way, which is not often the case in textual documents. In fact, it has been estimated that at least 70% of the textual documents contain references to geographic locations in the form of toponyms (Hill, 2006).

The conversion of the geographical locations from the informal to the formal representation is a necessity to take advantage of the geographic information extracted from texts such as news stories, historical texts and biographies. However this conversion is problematic because of the ambiguity of toponyms.

In fact, there are two types of toponyms ambiguity, the geo/geo ambiguity and the geo/non-geo ambiguity (Amitay et al., 2004). The geo/geo ambiguity arises when a toponym represents several places; for example, in TGN gazetteer (http://www.getty.edu/research/conducting_research/vocabularies/tgn (last visit 20/08/2009)), Tripoli is the name of 16 places in the
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world. The geo/non-geo ambiguity appears when a place name refers also to either a non geographic entities (e.g., Arafat is a place name and also a person name) or has other senses (e.g., Java is a programming language and an Indonesian island).

Toponym Disambiguation (TD) (a.k.a. toponym resolution) addresses the geo/geo ambiguity and it represents the task of assigning a unique location to an ambiguous place name in a given textual context. Once a toponym is disambiguated, it can be represented formally (for example by the latitude and the longitude) to be exploited by machine.

Disambiguation of toponyms is an important task in many domains, such as geographical information retrieval (Overell and Ruger, 2007) and information extraction (Li et al., 2003).

This article addresses the problem of toponym disambiguation by proposing a new method based on measuring the geographical correlation between toponyms that appear in the same text (the same context).

**Overview of the existing toponym disambiguation methods:** Despite the fact that toponym disambiguation methods are very different in spirit, they have common factors (Leidner, 2007). Most TD methods include two main phases for each toponym:

- Extracting the candidate referents: In this phase, for each toponym, the possible referents are extracted from a geographical knowledge resource (ex. a gazetteer or ontology)
- Choosing the correct referent: This phase involves applying a set of heuristics to determine among all the candidates the referent the most likely to be the meaning intended by the ambiguous toponym. TD heuristics rely mainly on the context and the knowledge resources as a source of evidence.

We classify the existing heuristics of toponym disambiguation into two main categories: Preference rules-based heuristics and context-based heuristics.

Heuristics of the first category depend mainly on human’s preferences and intuition. For instance, assigning to the ambiguous toponym the referent with the largest population (Amitay et al., 2004; Pouliquen et al., 2004; Rauch et al., 2003) or choosing the most frequent referent, for example if the toponym to be resolved is Gaza, applying this heuristic, the referent “Gaza-Palestine” will be chosen instead of “Gaza-USA” because the former is the most known (Stokes et al., 2008).

Heuristics of the second category seek evidence clues in the textual environment where the ambiguous toponym occurs; this makes the task of toponym disambiguation similar to the Word Sense Disambiguation (WSD) (Navigli, 2009) which is a common task in NLP domain.

Among this category works, we refer to Leidner et al. (2003) who attribute to the ambiguous toponyms of the same context the referents that reduce the bilateral distances to occupy together the smallest possible geometric space. This heuristic takes into account all the candidate referents for each toponym and optimizes using the proximity as criterion.

Clough (2005) proposed a heuristic based on calculating the overlap score between the context and the referent hierarchical path (i.e., the number of toponyms in common). More the score is high; more the referent is likely to be correct. There is also a similar method which seeks in the text the eventual mention of the root place (i.e., the referent’s direct holonym). For example, searching Lebanon or Libya if the ambiguous toponym is Tripoli, this heuristic is used by Pouliquen et al. (2004) and Li et al. (2006).

Smith and Crane (2001) proposed a heuristic that consists in calculating the geographical centroid of toponyms’ candidate referents and then remove all referents located more than two standard deviations away from the center. A similar method is proposed in by Rauch et al. (2003).

The method of Buscaldi and Rosso (2008a) is based on the calculation of WordNet conceptual density for each referent candidate of the ambiguous toponym. The referent that maximizes the conceptual density is then allotted to the ambiguous toponym. Conceptual Density (CD) is a measure of correlation between the sense of a word and its context. It was presented in the domain of WSD by Agirre and Rigau (1996) and then was reformulated by Rosso et al. (2003). This latter is then adapted to the disambiguation of toponyms by Buscaldi and Rosso (2008a). The conceptual density is calculated based on the hierarchical paths of toponyms candidate referents. The hierarchical paths in this method are obtained from WordNet.

The heuristic that we propose is context based and, like Buscaldi and Rosso (2008a) method, it uses toponyms’ hierarchical paths obtained from WordNet as a primary knowledge for disambiguation.

**The arborescent relationships:** By observing the context-based heuristics of toponym disambiguation, we notice that most of this class heuristics are basing on the intuition that assumes the existence of a certain geographical proximity between the toponyms’
referents of the same context. In the methods presented above, (Leidner et al., 2003; Smith and Crane, 2001) and (Rauch et al., 2003) suppose a distance proximity between the toponyms referents and (Clough, 2005; Pouliquen et al., 2004; Li et al., 2006) and (Buscaldi and Rosso, 2008a) assume a proximity in the hierarchical tree of world places, that we call arborescent proximity.

In a world hierarchical tree (Fig. 1 shows a part of this tree) we can distinguish two types of arborescent relationships between places: Hierarchical relationships and non-hierarchical relationships.

The hierarchical relationship exists between the components of the same branch in the tree. For example, between a country and each city that it contains (e.g., between Africa, Algeria and Constantine in Fig. 1). The non-hierarchical relationship exists between the nodes that are in different branches but have one (or several) common root (e.g., Algeria and Morocco in the Fig. 1). The common root can be direct (e.g., Andalusia for Seville and Cordoba) or indirect (inherited) (e.g., Africa for Constantine and Marrakech).

There exist two sorts of hierarchical relationships: Meronymy that is “part-of” relationship and holonymy that is “has-parts” relationship. For example, we say that Andalusia is a holonym of Cordoba and Cordoba is a meronym of Andalusia.

A hierarchical path of a place is composed of place names interrelated by the holonymy/meronymy relationship. A hierarchical path represents then a branch in the hierarchical tree of the World places. For example, the hierarchical path of Marrakech is “Africa>Morocco>Marrakech” and we say that Morocco is holonym of Marrakech and Africa is a direct holonym for Morocco and inherited holonym for Marrakech.

The types of the geographical relationships are summarized in Fig. 2.

We notice that most of the existing methods based on arborescent proximity are able to resolve toponyms by searching its holonyms in the same context (i.e., its meronymy relationships) (Since the meronymy is the relation “is-part-of”, then looking for meronymy relationships for a place name consists in finding its holonyms). Clough (2005) quantifies the existence of this relationship by the Overlap Score (OS) between the context and the referent holonyms. Clough (2005) quantifies the existence of this relationship by the Overlap Score (OS) between the context and the referent holonyms. The OS allows discovering the occurrence of all the referent’s holonyms, either direct or indirect, in the context. Pouliquen et al. (2004) and Stokes et al. (2008) methods seeks holonyms in the text without calculating the OS. However, to the best of our knowledge, the only method that exploits other arborescent proximity (i.e., not only the meronymy relationships) is the conceptual density-based method proposed by Buscaldi and Rosso (2008a). For example, if we consider {Georgia, Atlanta, Savannah, Texas} (These toponyms are taken from the file br-a01 of GeoSemCor corpus) to be the context toponyms, this method disambiguates Georgia to “Georgia>USA” instead of “Georgia>Asia”, because the former has a common root -which is USA- with the other context toponyms (non hierarchical relationship) and also it contains Atlanta and Savannah as parts (meronymy relationship) (It should be noted that this explanation is ours and it represents our own point of view about Buscaldi and Rosso (2008a) method and it is not taken from what is described in their article).

MATERIALS AND METHODS

We propose in the rest of this article a new toponym disambiguation heuristic. Our heuristic is able to discover all arborescent relationships (hierarchical and non hierarchical) between the toponyms of the same context and it is based on a new correlation measure between the toponyms that we call the geographical density.
Hierarchical path. We say that the place \( r \) we need for each referent: His ID, his toponym and his components of the referents of the other toponyms in the World places hierarchical tree, i.e., its hierarchical path has relatively many referents in common with the hierarchical paths components of the referents of the other toponyms in \( T \) i.e., with \( \text{Comp}(H-H_i) \) elements, (we can say that is an indirect relationship with the context).

The most linked to the context, i.e., its hierarchical path and the context contain relatively many names in common

These two features are quantified by calculating what we call the Geographical Density (GD) which is defined as a measure of the arborescent correlation between a referent of a toponym and the toponyms of the context in which it appears.

Toponym Disambiguation by the geographical density consists of the following steps:

- Extract all the toponyms of the document at hand \( D \)
- Eliminate duplications (applying one sense per discourse assumption). \( T \) is the set of toponyms of the document \( D \) without duplications
- Determine the list of candidate referents \( R \) for each toponym \( t_i \). Each candidate referent \( r_{id} \) must be represented by its hierarchical path \( h_{id} \)

### Notation:

Table 1 contains notations used to define the geographical density notion.

### Principle:

Our heuristic is based on the assumption that toponyms that appear together in the same document are related geographically with arborescent relationships.

The proposed heuristic resolves a toponym by the referent which is:

- The most linked geographically to the referents of other toponyms in the World places hierarchical tree, i.e., its hierarchical path has relatively many referents in common with the hierarchical paths components of the referents of the other toponyms in \( T \) i.e., with \( \text{Comp}(H-H_i) \) elements, (we can say that is an indirect relationship with the context).
- The most linked to the context, i.e., its hierarchical path and the context contain relatively many names in common

### The geographical density:

The Geographical density calculation is essentially based on the candidate refers hierarchical paths of all toponyms in the context (the hierarchical paths of all \( R \) elements i.e., \( H \)).

The hierarchical path of a referent is composed of the referent itself and its holonyms i.e., its direct and indirect roots (With a view to brevity, henceforth, when we say referent’s holonyms we mean all holonyms (direct and inherited) that compose its hierarchical path).

The GD of a referent \( r_{id} \) of an ambiguous toponym \( t_i \) increases when:

- There is a set composed of the hierarchical paths of referents in \( R_i \)
- \( R \) is the set of sets \( R \) of all toponyms \( t_i \) that appear in a document \( D \)
- \( H \) is the set of set of the components of all \( h_{id} \in H \) without duplication of elements
- Calculate the geographical density for each candidate referent in \( R_i \), \( i = 1...n \)
- Allocate to each toponym \( t_i \) the candidate referent \( r_{id} \) with the maximum geographical density GD \( (r_{id}, T) \)

The set of hierarchical paths of all referents of all toponyms \( t_i \) that appear in a document \( D \) \( H = \{h_{id}, i = 0..n\} \)

The most linked to the context, i.e., its hierarchical path and the context contain relatively many names in common
(d) is quantified by calculating the overlap score of the hierarchical path of the referent \( r_{id} \) with the context \( T \), this is represented by the value \( OS(h_{id}, T) \).

The geographical density \( GD(\text{freq} + OS) \) of a candidate referent \( r_{id} \) is the sum of these two values described above (frequency of each \( \text{Comp}(h_{id}) \) elements in \( R \) and the overlap score of this later with the context) (Eq. 1):

\[
GD(\text{freq} + OS) = \sum_{k=1}^{n} (\text{Frequnecy}(\text{freq} + OS)) + OS(h_{id}, T) \tag{1}
\]

\[
\text{Frequnecy}(\text{freq} + OS) = \sum_{i=1}^{n} W(r_{id}, R_{i}) \tag{2}
\]

\[
W(r_{id}, R_{i}) = \begin{cases} 
0, & \text{if the number of } r_{i} \text{ in } \text{Comp}(H_{i}) = 0 \\
1, & \text{if the number of } r_{i} \text{ in } \text{Comp}(H_{i}) \neq 0 
\end{cases} \tag{3}
\]

**Experimentation:** The evaluation of the toponyms disambiguation methods requires the use of two main resources that are: Textual corpora and sense inventories, for instance gazetteers. The evaluation is still problematic in this area due to lack of standard resources that enable the comparison between the performances of different methods. Leidner (2004; 2006) addressed this problem but unfortunately his data are not freely available (according to a personal communication with Jochen Leidner).

Buscaldi and Rosso (2008a) have evaluated their method based on the conceptual density using the WordNet ontology (http://wordnet.princeton.edu/) as a senses inventory and the corpus GeoSemCor.

We choose to evaluate our method using the same resources used by Buscaldi and Rosso (2008a): WordNet ontology and GeoSemCor corpus. This choice has two reasons: On one hand, these resources are the only resources of DT freely available and on the other hand this will allow us to compare our method with that of Buscaldi and Rosso (2008a).

The GeoSemCor corpus presented for the first time in (Buscaldi and Rosso, 2008a) is a version of SemCor where each toponym can be assigned to its correct referent in WordNet. This corpus is freely available on Buscaldi’s homepage (http://users.dsic.upv.es/~dbuscaldi/resources/geosemcor2.0.tar.gz). The Table 2 provides some information about it.

| Table 2: Information about the GeoSemCor corpus |
|-----------------------------------------------|
| Total number of toponyms: 1210.00              |
| Ambiguous toponym: 498.00                     |
| Document number: 123.00                       |
| Average number of toponyms per document: 9.84 |
| Toponyms number without duplications in the same document: 693.00 |
| Average number of toponyms per document without duplication: 5.20 |
| Number of duplication with different senses in the same document: 13.00 |

**RESULTS**

Experiments in this study aim to understand the role of the discovered arborescent relationships between toponyms of the same context in the TD task and the evaluation of our method by comparing it with others.

Performance estimation of toponym disambiguation methods is done with metrics used in Information Retrieval (IR) and automatic Processing of Natural Languages (NLP) area. These metrics are: Precision, recall, coverage and f-measure. They are calculated in the TD domain as follows:

\[
\text{Precision} = \frac{\text{Number of toponyms resolved correctly}}{\text{Number of resolved toponyms}}
\]

\[
\text{Recall} = \frac{\text{Number of toponyms resolved correctly}}{\text{Total number of toponyms}}
\]

\[
\text{Coverage} = \frac{\text{Number of resolved toponyms}}{\text{Total number of toponyms}}
\]

\[
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Experiments results are in the Table 3.

GD line represents the results of our method based on the geographical density. This latter-as explained above-is the sum of the referent frequency and the overlap score of its hierarchical path with the context.

| Table 3: Experimentation results of GD method and other methods using GeoSemCor corpus |
|-----------------------------------------------|
| Precision (%) | Recall (%) | Coverage (%) | F-measure |
| GD (freq + OS) | 88.2 | 87.4 | 99.0 | 0.878 |
| OS | 90.8 | 78.3 | 86.3 | 0.841 |
| CD | 89.9 | 77.5 | 86.2 | 0.832 |
| Map | 87.9 | 70.2 | 79.9 | 0.781 |
The OS line represents the results of experiments with the overlap score only. The line called CD represents the results of the conceptual density-based method of Buscaldi and Rosso (2008a). Map shows the results of Smith and Crane (2001) method, which is distance proximity-based. The results of these 4 methods were obtained using the corpus GeoSemCor. CD and Map results are taken from (Buscaldi and Rosso, 2008a; 2008b) by considering all toponyms of the document as a context.

**DISCUSSION**

The experiments results show that OS method has the highest precision; this means that the occurrence of toponym’s holonyms in the context is the most accurate indicator of its sense.

The recall using the geographical density is higher compared to that of OS. This confirms that to disambiguate the largest number of toponyms it is more efficient to detect all types of arborescent relationships rather than the meronymy relationships only.

The coverage of our method is the higher one. This shows that the geographical density is the most discriminant geographical correlation measure compared to the overlap score with the context, the conceptual density and the spatial distance measures.

By comparing our method with Map method we can deduce that the toponyms of the same context are much closer in terms of arborescent relationships than in terms of spatial relationships.

The recall of our method is considerably high compared to that of CD-based method (+9.9%). However, its precision is a little smaller (-1.7%) compared to that of CD-based method. This is due to the coverage of our method which is higher than the CD-based method.

**CONCLUSION**

We present in this article a new toponym disambiguation heuristic which is based on the assumption of the existence of an arborescent geographic relationship between toponyms of the same context. So, it resolves toponyms ambiguity by choosing the referents the most related between them in the hierarchical tree of the world places. In addition, we have classified the arborescent relationships in two classes: Hierarchical and non-hierarchical relations.

To quantify the degree of arborescent proximity we have introduced a measure of geographical correlation that we have called the Geographical Density (GD), this is by analogy to the Conceptual Density (CD) used for word sense disambiguation and applied by Buscaldi and Rosso (2008a) for the TD.

The evaluation results insure the validity of our assumption. In addition, it shows that the search of meronymy relationship which is a heuristic used in a lot of DT methods is precise but insufficient to disambiguate all toponyms of a context.

The performance of the GD-based method has exceeded CD-based method performance in terms of recall and coverage. CD-based method is similar to ours in that it uses refersents hierarchical paths as the main knowledge.

Comparing our method with that of Smith and Crane (2001) shows that toponym disambiguation relying on arborescent proximity is more accurate and more efficient than disambiguation based on proximity in terms of distance.

Finally, we recognize that GeoSemCor corpus and WordNet allow us to evaluate our method and compare it to others, but in reality these two resources are not really dedicated to the task of toponym disambiguation. There is no doubt that the use of resources tailored to TD task will enable us to make a more precise evaluation.
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