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Abstract

This document details the rationales behind assessing the performance of numerical black-box optimizers on multi-objective problems within the COCO platform and in particular on the biobjective test suite \textit{bbob-biobj}. The evaluation is based on a hypervolume of all non-dominated solutions in the archive of candidate solutions and measures the runtime until the hypervolume value succeeds prescribed target values.
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1 Introduction

The performance assessment of (numerical) optimization algorithms with the COCO platform [HAN2016co] is invariably based on the measurement of the runtime until a quality indicator reaches a predefined target value. On each problem instance, several target values are defined and for each target value a runtime is measured (or no runtime value is available if the indicator does not reach the target value) [HAN2016perf]. In the single-objective, noise-free case, the assessed quality indicator is, at each given time step, the function value of the best solution the algorithm has obtained (evaluated or recommended, see [HAN2016ex]) before or at this time step.

In the bi- and multi-objective case, e.g. on the biobjective bbob-biobj test suite [TUS2016], the assessed quality indicator at the given time step is a hypervolume indicator computed from all solutions obtained (evaluated or recommended) before or at this time step.

1.1 Definitions and Terminology

In this section, we introduce the definitions of some basic terms and concepts.

**function instance, problem** In the case of the bi-objective performance assessment within COCO, a problem is a 5-tuple of

- a parameterized function \( f_\theta : \mathbb{R}^n \rightarrow \mathbb{R}^2 \), mapping the decision variables of a solution \( x \in \mathbb{R}^n \) to its objective vector \( f_\theta(x) = (f_\alpha(x), f_\beta(x)) \) with \( f_\alpha : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( f_\beta : \mathbb{R}^n \rightarrow \mathbb{R} \) being parameterized (single-objective) functions themselves
- its concrete parameter value \( \theta \in \Theta \) determining the so-called function instance \( i \),
- the problem dimension \( n \),
- an underlying quality indicator \( I \), mapping a set of solutions to its quality, and
- a target value \( I_{\text{target}} \) of the underlying quality indicator, see below for details.

We call a problem solved by an optimization algorithm if the algorithm reaches a quality indicator value at least as good as the associated target value. The number of function evaluations needed to surpass the target value for the first time is COCO’s central performance measure. [HAN2016co] In case a single quality indicator is used for all problems in a benchmark suite, we can drop the quality indicator and refer to a problem as a quadruple \( f_\theta, \theta, n, I_{\text{target}} \). Note that typically more than one problem for a function instance of \( (f_\theta, \theta, n) \) is defined by choosing more than one target value.

**Pareto set, Pareto front, and Pareto dominance** For a function instance, i.e., a function \( f_\theta = (f_\alpha, f_\beta) \) with given parameter value \( \theta \) and dimension \( n \), the Pareto set is the set of all (Pareto-optimal) solutions for which no solutions in the search space \( \mathbb{R}^n \) exist that have either an improved \( f_\alpha \) or an improved \( f_\beta \) value while the other value is at least as good (or in other words, not worse).
words, a *Pareto-optimal* solution in the Pareto set has no other solution that *dominates* it. The image of the Pareto set in the *objective space* is called the Pareto front. We generalize the standard Pareto dominance relation to sets by saying solution set $A = \{a_1, \ldots, a_{|A|}\}$ dominates solution set $B = \{b_1, \ldots, b_{|B|}\}$ if and only if for all $b_i \in B$ there is at least one solution $a_j$ that dominates it.

**ideal point** The ideal point (in objective space) is defined as the vector in objective space that contains the optimal function value for each objective *independently*, i.e. for the above concrete function instance, the ideal point is given by $z_{\text{ideal}} = (\inf_{x \in \mathbb{R}^n} f_{\alpha}(x), \inf_{x \in \mathbb{R}^n} f_{\beta}(x))$.

**nadir point** The nadir point (in objective space) consists in each objective of the worst value obtained by any Pareto-optimal solution. More precisely, if $\mathcal{P}\mathcal{O}$ denotes the Pareto set, the nadir point satisfies $z_{\text{nadir}} = (\sup_{x \in \mathcal{P}\mathcal{O}} f_{\alpha}(x), \sup_{x \in \mathcal{P}\mathcal{O}} f_{\beta}(x))$.

**archive** An external archive or simply an archive is the set of non-dominated solutions, obtained over an algorithm run. At each point $t$ in time (that is after $t$ function evaluations), we consider the set of all mutually non-dominating solutions that have been evaluated so far. We denote the archive after $t$ function evaluations as $A_t$ and use it to define the performance of the algorithm in terms of a (quality) indicator function $A_t \rightarrow \mathbb{R}$ that might depend on a problem’s underlying parameterized function and its dimension and instance.

## 2 Performance Assessment with a Quality Indicator

For measuring the runtime on a given problem, we consider a quality indicator which is to be optimized (minimized). In the noiseless single-objective case, the quality indicator is the best so-far observed objective function value (recommendations can replace previous observations). In the case of the bbob-biobj test suite, the quality indicator is based on the hypervolume indicator of the *archive* $A_t$.

### 2.1 Definition of the Quality Indicator

The indicator $I_{HV}^{\text{COCO}}$ to be minimized is either the negative hypervolume indicator of the archive with the nadir point as reference point or the distance to the region of interest $[z_{\text{ideal}}, z_{\text{nadir}}]$ after a normalization of the objective space$^2$:

$$I_{HV}^{\text{COCO}} = \begin{cases} -HV(A_t, [z_{\text{ideal}}, z_{\text{nadir}}]) & \text{if } A_t \text{ dominates } \{z_{\text{nadir}}\} \\ \text{dist}(A_t, [z_{\text{ideal}}, z_{\text{nadir}}]) & \text{otherwise} \end{cases}$$

where

$$HV(A_t, z_{\text{ideal}}, z_{\text{nadir}}) = \text{VOL} \left( \bigcup_{\alpha \in A_t} \left[ f_{\alpha}(a) - z_{\text{ideal},\alpha} - z_{\text{nadir},\alpha}, 1 \right] \times \left[ f_{\beta}(a) - z_{\text{ideal,\beta}} - z_{\text{nadir,\beta}}, 1 \right] \right)$$

\footnote{We conduct an affine transformation of both objective function values such that the ideal point $z_{\text{ideal}} = (z_{\text{ideal,\alpha}}, z_{\text{ideal,\beta}})$ is mapped to $(0, 0)$ and the nadir point $z_{\text{nadir}} = (z_{\text{nadir,\alpha}}, z_{\text{nadir,\beta}})$ is mapped to $(1, 1)$.}
is the (normalized) hypervolume of archive $A_t$ with respect to the nadir point $(z_{\text{nadir},\alpha}, z_{\text{nadir},\beta})$ as reference point and where (with division understood to be element-wise, Hadamard division),

$$dist(A_t; \left[z_{\text{ideal}}, z_{\text{nadir}}\right]) = \inf_{a \in A_t, z \in \left[z_{\text{ideal}}, z_{\text{nadir}}\right]} \left\| \frac{f(a) - z}{z_{\text{nadir}} - z_{\text{ideal}}} \right\|$$

is the smallest (normalized) Euclidean distance between a solution in the archive and the region of interest, see also the figures below for an illustration.

Fig. 1: Illustration of Coco’s quality indicator (to be minimized) in the (normalized) bi-objective case if no solution of the archive (blue filled circles) dominates the nadir point (black filled circle), i.e., the shortest distance of an archive member to the region of interest (ROI), delimited by the nadir point. Here, it is the fourth point from the left (indicated by the red arrow) that defines the smallest distance.

### 2.2 Rationales Behind the Performance Measure

**Why using an archive?** We believe using an archive to keep all non-dominated solutions is relevant in practice in bi-objective real-world applications, in particular when function evaluations are expensive. Using an external archive for the performance assessment has the additional advantage that no population size needs to be prescribed and algorithms with different or even changing population sizes can be easily compared.
Why hypervolume? Although, in principle, other quality indicators can be used in replacement of the hypervolume, the monotonicity of the hypervolume is a strong theoretical argument for using it in the performance assessment: the hypervolume indicator value of the archive improves if and only if a new non-dominated solution is generated [ZIT2003].

2.3 Specificities and Properties

In summary, the proposed bbob-biobj performance criterion has the following specificities:

- Algorithm performance is measured via runtime until the quality of the archive of non-dominated solutions found so far surpasses a target value.

- To compute the quality indicator, the objective space is normalized. The region of interest (ROI) $[z_{\text{ideal}}, z_{\text{nadir}}]$, defined by the ideal and nadir point, is mapped to $[0, 1]^2$.

- If the nadir point is dominated by at least one point in the archive, the quality is computed as the negative hypervolume of the archive using the nadir point as hypervolume reference point.

- If the nadir point is not dominated by the archive, the quality equals the distance of the
archive to the ROI.

This implies that:

• the quality indicator value of an archive that contains the nadir point as non-dominated point is 0.

• the quality indicator value is bounded from below by $-1$, which is the quality of an archive that contains the ideal point, and

• because the quality of an archive is used as performance criterion, no population size has to be prescribed to the algorithm. In particular, steady-state and generational algorithms can be compared directly as well as algorithms with varying population size and algorithms which carry along their external archive themselves.

3 Definition of Target Values

For each problem instance of the benchmark suite, consisting of a parameterized function, its dimension and its instance parameter $\theta_i$, a set of quality indicator target values is chosen, eventually used to measure algorithm runtime to reach each of these targets. The target values are based on a target precision $\Delta I$ and a reference hypervolume indicator value, $I_i^\text{ref}$, which is an approximation of the $I_{\text{HVCOCO}}$ indicator value of the Pareto set.

3.1 Target Precision Values

All target indicator values are computed in the form of $I_i^\text{ref} + \Delta I$ from the instance dependent reference value $I_i^\text{ref}$ and a target precision value $\Delta I$. For the bbo$\text{b-biobj}$ test suite, 58 target precisions $\Delta I$ are chosen, identical for all problem instances, as

$$\Delta I \in \{-10^{-4}, -10^{-4.2}, \ldots, -10^{-4.8}, -10^{-5}, 0, 10^{-5}, 10^{-4.9}, 10^{-4.8}, \ldots, 10^{-0.1}, 10^0\}.$$

Negative target precisions are used because the reference indicator value, as defined in the next section, can be surpassed by an optimization algorithm. The runtimes to reach these target values are presented as empirical cumulative distribution function, ECDF [HAN2016perf]. Runtimes to reach specific target precisions are presented as well. It is not uncommon however that the quality indicator value of the algorithm never surpasses some of these target values, which leads to missing runtime measurements.

$^3$ In comparison, the reference value in the single-objective case is the $f$-value of the known global optimum and, consequently, the target precision values have been strictly positive [HAN2016perf].
3.2 The Reference Hypervolume Indicator Value

Unlike the single-objective \textit{bbob} test suite \cite{HAN2009fun}, the biobjective \textit{bbob-biobj} test suite does not provide analytic expressions of its optima. Except for $f_1$, the Pareto set and the Pareto front are unknown.

Instead of the unknown hypervolume of the true Pareto set, we use the hypervolume of an approximation of the Pareto set as reference hypervolume indicator value $I_{\text{ref}}$\textsuperscript{4}. To obtain the approximation, several multi-objective optimization algorithms have been run and all non-dominated solutions over all runs have been recorded.\textsuperscript{5} The hypervolume indicator value of the obtained set of non-dominated solutions, also called \textit{non-dominated reference set}, separately obtained for each problem instance in the benchmark suite, is then used as the reference hypervolume indicator value.

4 Instances and Generalization Experiment

The standard procedure for an experiment on a benchmark suite, like the \textit{bbob-biobj} suite, prescribes to run the algorithm of choice once on each problem of the suite \cite{HAN2016ex}. For the \textit{bbob-biobj} suite, the postprocessing part of COCO displays currently by default only 5 out of the 10 instances from each function-dimension pair.

5 Data Storage and Future Recalculations of Indicator Values

Having a good approximation of the Pareto set/Pareto front is crucial in assessing algorithm performance with the above suggested performance criterion. In order to allow the reference sets to approximate the Pareto set/Pareto front better and better over time, the COCO platform records every non-dominated solution over the algorithm run. Algorithm data sets, submitted through the COCO platform’s web page, can therefore be used to improve the quality of the reference set by adding all solutions to the reference set which are currently non-dominated to it.

Recording every new non-dominated solution within every algorithm run also allows to recover the algorithm runs after the experiment and to recalculate the corresponding hypervolume difference values if the reference set changes in the future. In order to be able to distinguish between different collections of reference sets that might have been used during the actual benchmarking experiment and the production of the graphical output, COCO writes the absolute hypervolume reference

\textsuperscript{4} Using the quality indicator value of the \textit{true} Pareto set might not be desirable, because the set contains an infinite number of solutions, which is neither a possible nor a desirable goal to aspire in practice.

\textsuperscript{5} Amongst others, we run versions of NSGA-II \cite{DEB2002} via Matlab’s \texttt{gamultiobj} function, SMS-EMOA \cite{BEU2007}, MOEA/D \cite{ZHA2007}, RM-MEDA \cite{ZHA2008}, and MO-CMA-ES \cite{VOS2010}, together with simple uniform RANDOMSEARCH and the single-objective CMA-ES \cite{HAN2001} on scalarized problems (i.e. weighted sum) to create first approximations of the bi-objective problems’ Pareto sets.
values together with the performance data during the benchmarking experiment and displays a version number in the plots generated that allows to retrieve the used reference values from the Github repository of COCO.
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