We study a class of stochastic programs where some of the elements in the objective function are random, and their probability distribution has unknown parameters. The goal is to find a good estimate for the optimal solution of the stochastic program using data sampled from the distribution of the random elements. We investigate two common optimization criteria for evaluating the quality of a solution estimator, one based on the difference in objective values, and the other based on the Euclidean distance between solutions. We use risk as the expected value of such criteria over the sample space. Under a Bayesian framework, where a prior distribution is assumed for the unknown parameters, two natural estimation-optimization strategies arise. A separate scheme first finds an estimator for the unknown parameters, and then uses this estimator in the optimization problem. A joint scheme combines the estimation and optimization steps by directly adjusting the distribution in the stochastic program. We analyze the risk difference between the solutions obtained from these two schemes for several classes of stochastic programs, while providing insight on the computational effort to solve these problems.
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1. Introduction

The interaction between data and optimization can be complex and sometimes counterintuitive. As an example, consider portfolio optimization: Construct a portfolio of assets that maximizes expected return over some future period, subject to a constraint on risk [Markowitz 1959]. A major issue in practice is the estimation of the expected returns of the individual assets. The theory of efficient markets tells us that the latest data contain the best available information. Surprisingly, Jorion [1986] recommends not to use the data directly to estimate the expected asset returns,
but instead to shrink the data on individual assets towards a “grand average” involving all the other assets as well. This seems counterintuitive but it works well in practice. This “paradox” can be traced back to the work of Stein (1956). Such results are best understood under a Bayesian framework. In this paper we focus on the computational implications of parameter estimation in the context of stochastic optimization.

Consider the following stochastic program

\[
\max_{x \in X} \mathbb{E}_{\xi \mid \theta} [f(\xi, x)].
\]

In (1), the vector \( \xi \in \mathbb{R}^n \) represents random variables with joint probability density function \( g(\xi \mid \theta) \), where \( \theta \) denotes a vector of parameters. Vector \( x \in \mathbb{R}^m \) represents decision variables that belong to a closed set \( X \subseteq \mathbb{R}^m \). Function \( f(\xi, x) : \mathbb{R}^{n+m} \to \mathbb{R} \) contains both random variables and decision variables, and its expectation with respect to the distribution \( g(\xi \mid \theta) \) forms the objective function of the stochastic program. We assume that this expectation is finite for all \( x \in X \). In our introductory portfolio example, the asset returns \( \xi \) could have a multivariate normal distribution \( g(\xi \mid \theta) \) with mean \( \theta \) and known covariance matrix, the portfolio weights form the decision vector \( x \), and the portfolio return is \( f(\xi, x) = \xi^\top x \).

If the parameters \( \theta \) are known, problem (1) reduces to a classical stochastic program with an optimal solution \( x^\ast(\theta) \) and optimal value \( \mathbb{E}_{\xi \mid \theta} [f(\xi, x^\ast(\theta))] \). In parametric stochastic programs, it is assumed that \( \theta \) is not fully known. In such situations, \( T \geq 1 \) independent observations of the random variables \( \xi \) drawn from the distribution \( g(\xi \mid \theta) \) are used to estimate the unknown parameters. The question is how to use these data to find a good estimator for the true optimal solution \( x^\ast(\theta) \) of (1)?

Parametric stochastic programs encompass numerous applications; see Birge and Louveaux (2011) for applications in optimization and Donti et al. (2017) for an application in machine learning. Various solution techniques have been proposed in the literature. Examples are Monte Carlo, bootstrapping and scenario reduction techniques such as sample-average approximation (SAA); see Shapiro (2003). Jiang and Shanbhag (2016) consider a setup where the parameter may be obtained through the solution of a learning problem. See also Wang et al. (2017).

One of the main tools in studying parametric stochastic problems is point estimation, which originates in statistical inference and decision theory. We refer the interested reader to Ferguson (1967) or Lehmann and Casella (1998) and many references therein. Estimation plays a central role in constructing optimization models that involve uncertainty. For instance, the theory of minimaxity in estimation is closely related to robust optimization. We refer the reader to Ben-Tal et al. (2009), Bertsimas et al. (2011) for an introduction to the theory and applications of
robust optimization, and to Lim et al. (2006) and references therein for a detailed account of the connection between robust optimization and minimaxity.

In this paper, we focus on stochastic optimization and its connection to statistical estimation theory under a Bayesian setting, where a prior distribution is assumed for the unknown parameters; see Kadane (2011) for an overview of basics in the Bayesian framework. This is a common framework when modeling parametric stochastic programs; see Lim et al. (2006). For the portfolio optimization problem introduced earlier, this setting implies that the returns have a certain distribution whose mean is random and follows a prior distribution. There are two natural schemes to find a solution estimator in this setting. In the first scheme, the parameter estimation is performed separately, and its estimator is used as an input for the optimization problem. In the second scheme, the estimation process is incorporated within the optimization step to obtain a solution.

While several bodies of work provide comparisons between the “true” stochastic optimization problem and its approximate “deterministic” counterpart for classical stochastic programs (see Kleywegt and Shapiro 2004), sometimes framed under the “separate” versus “joint” estimation-optimization framework (see e.g., Donti et al. 2017, Levine et al. 2016, Thomas et al. 2006), a detailed analysis of this nature is lacking in parametric stochastic optimization under the Bayesian framework. We provide such an analysis for the above schemes from two angles: the quality of the solution estimators obtained by each scheme, and the computational efficiency of performing them. In particular, we show how different problem structures and probability distributions affect the quality and efficiency of the separate and joint schemes, by providing theoretical and computational results.

Our study is organized as follows. In Section 2, we formally define the key problem settings: risk criteria, and the separate and joint estimation-optimization schemes. In Section 3, we illustrate the tradeoff between accuracy and computational efficiency by presenting experiments on two applications: a portfolio optimization problem and a stochastic geometric program. We observe that the separate and joint schemes can lead to problems with different computational complexity and solution stability. In Section 4, we identify conditions under which the two schemes yield the same solutions, and provide examples with an arbitrarily large risk difference when these conditions do not hold. In Section 5, we study a class of stochastic piecewise linear programs under our two schemes. This class of stochastic programs generalizes the newsvendor and median problems, and models applications in education, psychology and artificial intelligence. We derive explicit bounds on the risk difference between the solution estimators of the separate and joint schemes for various probability distributions. Through a higher dimensional extension, this class also describes the “rectifier” used as an activation function for deep neural networks in machine learning. We conclude the section by performing computational experiments on a core structure of such models. Section 6 contains concluding remarks.
2. Loss function and risk

Consider the stochastic program (1). The form of the distribution \( g(\xi|\theta) \) is known but the parameters \( \theta \) are unknown. However, we have \( T \geq 1 \) observations sampled from this distribution. To simplify notation, we will assume a single vector \( \bar{\xi} \) of observations, i.e., \( T = 1 \). This is done without loss of generality since in our Bayesian context the samples are used to derive posterior distributions, which are readily obtainable for any size \( T \).

Since the true optimal solution \( x^*(\theta) \) is unknown (as \( \theta \) is unknown), we estimate it with a solution estimator \( \hat{x}(\bar{\xi}) \in \mathcal{X} \) as a function of the observation \( \bar{\xi} \). There are many choices for a solution estimator, hence we need a suitable criterion to evaluate its performance. We use risk, a popular criterion in statistical inference. To this end, we define two natural loss functions, one based on the difference in objective values and the other based on the distance between solutions.

2.1. Loss as the difference in objective values

The loss function \( L \) is defined as the difference between the objective function values of the solution estimator \( \hat{x}(\bar{\xi}) \) and the true optimal solution \( x^*(\theta) \),

\[
L(x^*(\theta), \hat{x}(\bar{\xi})) = \mathbb{E}_{\xi|\theta}[f(\xi, x^*(\theta))] - \mathbb{E}_{\xi|\theta}[f(\xi, \hat{x}(\bar{\xi}))],
\]

where the expectations are taken with respect to the distribution \( g(\xi|\theta) \) of \( \xi \) given the true \( \theta \). The superscript represents that the loss is linear in objective function values. Note that \( L(x^*(\theta), x^*(\theta)) = 0 \) and that \( L(x^*(\theta), \hat{x}(\bar{\xi})) \geq 0 \) for any \( \hat{x}(\bar{\xi}) \in \mathcal{X} \) as it is feasible to (1), which has \( x^*(\theta) \) as an optimal solution.

We evaluate the loss under a popular framework in the Bayesian school, where the unknown parameters \( \theta \) are assumed to be random with a prior distribution \( \pi(\theta) \). Since \( L(x^*(\theta), \hat{x}(\bar{\xi})) \) is a function of both the unknown parameters \( \theta \) and the observation \( \bar{\xi} \), it is a random quantity. To obtain a measure of overall performance, a risk is defined as

\[
R^L(x^*(\theta), \hat{x}(\bar{\xi})) = \mathbb{E}_{\theta}\mathbb{E}_{\xi|\theta} \left[ L(x^*(\theta), \hat{x}(\bar{\xi})) \right],
\]

where the outer expectation is taken with respect to the prior distribution \( \pi(\theta) \) of \( \theta \), and the inner expectation is taken with respect to the likelihood distribution \( g(\xi|\theta) \).

A best solution estimator is defined as one that achieves minimum risk. It is called a Bayes solution estimator. The proof of the following proposition as well as some others in this section follow from standard techniques in Bayesian analysis. We include these proofs in Appendix A for the sake of completeness.
Proposition 1. Consider stochastic program (1). Assume that \( \xi \sim g(\xi|\theta) \) and \( \theta \sim \pi(\theta) \). Then, any solution estimator \( \hat{x}^{J,L}(\bar{\xi}) \) that solves
\[
\max_{x \in \mathcal{X}} \mathbb{E}_{\theta | \bar{\xi}} \mathbb{E}_{\xi | \theta} [f(\xi, x)]
\]
is a Bayes solution estimator under the loss function (2), where the inner expectation is taken with respect to the likelihood distribution \( g(\xi | \theta) \), and the outer expectation is taken with respect to the posterior distribution \( \Pi(\theta | \bar{\xi}) \) of the parameters \( \theta \) given the observation \( \bar{\xi} \).

The Bayes solution estimator \( \hat{x}^{J,L}(\bar{\xi}) \) found in Proposition 1 minimizes risk for the loss function (2) in a joint estimation and optimization (Joint-EO) scheme. The superscripts in \( \hat{x}^{J,L}(\bar{\xi}) \) represent the Joint scheme with respect to the Linear loss (2).

We next give another representation of the Joint-EO problem (4) based on the expectation with respect to a specific marginal distribution called posterior predictive.

Definition 1. The posterior predictive distribution of \( \xi \) given \( \bar{\xi} \) is defined as \( h(\xi | \bar{\xi}) = \int g(\xi | \theta) \Pi(\theta | \bar{\xi}) d\theta \), which is obtained by marginalizing the distribution of \( \xi \) given \( \theta \) over the posterior distribution of \( \theta \) given observation \( \bar{\xi} \).

Proposition 2. Assume that \( \xi \sim g(\xi | \theta) \), \( \theta \sim \pi(\theta) \), and that \( \mathbb{E}_{\xi | \bar{\xi}}[|f(\xi, x)|] \) is finite for any \( x \in \mathcal{X} \). Then, any solution estimator \( \hat{x}^{J,L}(\bar{\xi}) \) that solves
\[
\max_{x \in \mathcal{X}} \mathbb{E}_{\xi | \bar{\xi}} [f(\xi, x)]
\]
is a Bayes solution estimator under the loss function (2), where the expectation is taken with respect to the posterior predictive distribution \( h(\xi | \bar{\xi}) \).

Computing \( \hat{x}^{J,L}(\bar{\xi}) \) can be extremely challenging in practice. An alternative, which can be suboptimal in risk, is to apply a separate estimation and optimization (Separate-EO) scheme. First, a Bayes estimator \( \hat{\theta}^{B}(\bar{\xi}) \) for \( \theta \) is computed under the squared error loss, then this estimator is used in place of \( \theta \) in (4) to obtain an optimal solution \( \hat{x}^{S}(\bar{\xi}) \) that serves as a solution estimator for the true optimal solution \( x^{*}(\theta) \). The superscript in \( \hat{x}^{S}(\bar{\xi}) \) represents the Separate scheme.

It can be shown that the Bayes estimator of \( \theta \) under the squared error loss \( L^{Q}(\theta, \hat{\theta}(\bar{\xi})) = ||\theta - \hat{\theta}(\bar{\xi})||^{2} \) is \( \hat{\theta}^{B}(\bar{\xi}) = \mathbb{E}_{\theta | \bar{\xi}}[\theta] \), where the expectation is taken with respect to the posterior distribution \( \Pi(\theta | \bar{\xi}) \). When the likelihood and prior belong to the conjugate family, the posterior mean is representable as a convex combination between the prior mean and the observation (maximum likelihood estimator for multiple observations); see Diaconis and Ylvisaker (1979). Such estimators are sometimes referred to as shrinkage estimators as they shrink the maximum likelihood estimator towards another vector. Jorion (1986)’s shrinkage mentioned in the introduction can be viewed in
this light. We refer the interested reader to Davarnia and Cornuéjols (2017) and Basu et al. (2019) for a non-Bayesian perspective.

Proposition 2 allows for a direct comparison between the Separate-EO and the Joint-EO problems. For the Separate-EO, we solve (1) where the expectation is taken with respect to the distribution \( g(\xi|\hat{\theta}^B(\bar{\xi})) \). For the Joint-EO under the linear loss (2), we solve (5) where the expectation is taken with respect to the posterior predictive distribution \( h(\xi|\bar{\xi}) \). Therefore, the difference between these two estimation schemes stems from the difference between the distributions with respect to which the expectation of \( f(\xi, x) \) is computed.

2.2. Loss as the distance between solutions

Since an optimization problem can have multiple optimal solutions, we let

\[
D(W, v) = \min_{w \in W} ||w - v||,
\]

where \( W \subseteq \mathbb{R}^n \) and \( v \in \mathbb{R}^n \). We define the loss function

\[
L^Q(\mathcal{X}^*(\theta), \hat{x}(\bar{\xi})) = D^2(x^*(\theta), \hat{x}(\bar{\xi})),
\]

where \( \mathcal{X}^*(\theta) \) denotes the set of optimal solutions of (1) when \( \theta \) is known. The superscript indicates that the loss is quadratic in solutions. We define risk similarly to (3) as

\[
R^Q(x^*(\theta), \hat{x}(\bar{\xi})) = \mathbb{E}_{\theta}\mathbb{E}_{\bar{\xi}|\theta}[L^Q(x^*(\theta), \hat{x}(\bar{\xi}))].
\]

Note that the Separate-EO method does not incorporate information about the optimization problem in the estimation step. Hence, the change of the loss function does not affect this method, and we obtain the same solution estimator \( \hat{x}^S(\bar{\xi}) \) as given in Section 2.1. For the Joint-EO method, however, the underlying optimization problem is different and therefore a different definition for solution estimators is necessary.

Proposition 3. Assume that \( \xi \sim g(\xi|\theta) \) and \( \theta \sim \pi(\theta) \). Then, any solution estimator \( \hat{x}^{J,Q}(\bar{\xi}) \) that solves

\[
\min_{x \in \mathcal{X}} \mathbb{E}_{\theta|\bar{\xi}}[D^2(x^*(\theta), x)],
\]

is a Bayes solution estimator under the loss function (6), where the expectation is taken with respect to the posterior distribution \( \Pi(\theta|\bar{\xi}) \).

We note that the problem (8) is indeed a minimization problem as opposed to the problems (4) and (5).

The superscript in \( \hat{x}^{J,Q}(\bar{\xi}) \) indicates the Joint method under the Quadratic loss function (6). In the sequel, the expectation operator \( \mathbb{E}[\cdot] \) applied on a vector implies component-wise expectation. The following result shows that \( \hat{x}^{J,Q}(\bar{\xi}) \) can be obtained as the projection of \( \mathbb{E}_{\theta|\bar{\xi}}[x^*(\theta)] \) onto \( \mathcal{X} \), when (1) has a unique optimal solution.
Corollary 1. Assume that (1) has a unique optimal solution $x^*(\theta)$ for any given $\theta$. Then, the Bayes solution estimator of (8) under the loss function (6) is obtained as the optimal solution of

$$\min_{x \in \mathcal{X}} || E_{\theta|\xi}[x^*(\theta)] - x ||^2. \tag{9}$$

Further, when $\mathcal{X}$ is convex, the Bayes solution estimator is $\hat{x}^{J,Q}(\bar{\xi}) = E_{\theta|\bar{\xi}}[x^*(\theta)]$.

We note that computing $\hat{x}^{J,Q}(\bar{\xi})$ can be more challenging than $\hat{x}^{J,L}(\bar{\xi})$, as the former requires an explicit derivation of the optimal solution set $x^*(\theta)$ which can be very hard for general problem structures.

3. Trade-off between accuracy and computational efficiency

As established in Section 2, the Joint-EO method yields the best solution estimator. On the other hand, the Separate-EO method may sometimes be computationally more efficient. In this section, we present two applications that illustrate contrasting points on this trade-off spectrum.

The first application is a portfolio construction model, and we show that the Joint-EO method dominates the Separate-EO method in both computation time and solution quality. For the second application, we investigate a stochastic geometric program. Here the Joint-EO method is computationally expensive and does not yield stable solutions, whereas the Separate-EO method is tractable and exhibits a robust performance.

3.1. Application I: Portfolio construction

Consider an investor with unit initial wealth. She can invest in a combination of $n$ stocks whose random return is denoted by the vector $\xi$. We assume that random returns have a joint distribution $g(\xi|\mu)$ with unknown mean $\mu$. We further assume that a prior for the unknown parameters, denoted by $\pi(\mu)$, is available and a set of observations $\bar{\xi}_1, \ldots, \bar{\xi}_T$ are drawn from the likelihood distribution.

We assume that the utility function of the investor is given as $u: [0, \infty) \rightarrow \mathbb{R}$ and the aim is to maximize the expected utility. Denoting the portfolio weights by $x$, we formulate this problem as

$$\max_{x \in \Delta^n} E_{\xi|\mu}[u(1 + \xi^T x)], \tag{10}$$

where $\Delta^n := \{ x \in \mathbb{R}_+^n : \sum_{j=1}^n x_j = 1 \}$. Recall that the Separate-EO estimator can be obtained as an optimal solution of

$$\max_{x \in \Delta^n} E_{\xi|\bar{\mu}(\bar{\xi})}[u(1 + \xi^T x)], \tag{11}$$

where $\bar{\mu}(\bar{\xi})$ is the Bayes estimator of $\mu$, whereas the Joint-EO estimator under the linear loss can be computed as an optimal solution of

$$\max_{x \in \Delta^n} E_{\xi|\bar{\xi}}[u(1 + \xi^T x)]. \tag{12}$$
Now, consider a situation where the likelihood and prior distributions are multivariate normal with known covariance matrices and prior mean, that is, \( \xi | \mu \sim \mathcal{N}(\mu, \Sigma) \) and \( \mu \sim \mathcal{N}(\mu_0, \Sigma_0) \). Then, we obtain the posterior and predictive distributions respectively as \( \mu | \xi \sim \mathcal{N}(\mu_0, \Sigma_0) \) and \( \xi | \bar{\xi} \sim \mathcal{N}(\mu_0, \Sigma_0' + \Sigma) \), where \( \bar{\xi} \) is the sample average, \( \Sigma_0 := (\Sigma_0^{-1} + m \Sigma^{-1})^{-1} \) and \( \mu_0 := \Sigma_0(\Sigma_0^{-1} \mu_0 + m \Sigma^{-1} \bar{\xi}) \). Here, \( m \) is the sample size and \( \mu_0 \) is the posterior mean (hence, the Bayes estimator for \( \mu \)).

Let the utility function be of the popular exponential form, \( u(\omega) := 1 - e^{-\lambda \omega} \) for some given \( \lambda > 0 \). It follows that \( 1 + \xi^\top x | \mu_0' \sim \mathcal{N}(1 + x^\top \mu_0', x^\top \Sigma_0' x) \) and \( 1 + \xi^\top x | \bar{\xi} \sim \mathcal{N}(1 + x^\top \mu_0, x^\top (\Sigma_0' + \Sigma) x) \).

Using the moment-generating function of the normal distribution, we can obtain the Separate-EO estimator as an optimal solution of
\[
\max_{x \in \Delta^n} \left\{ 1 - e^{-\lambda (1 + x^\top \mu_0)} + \frac{1}{2} \lambda^2 (x^\top \Sigma_0' x) \right\},
\]
while the Joint-EO estimator under the linear loss can be computed as an optimal solution of
\[
\max_{x \in \Delta^n} \left\{ 1 - e^{-\lambda (1 + x^\top \mu_0)} + \frac{1}{2} \lambda^2 (x^\top (\Sigma_0' + \Sigma) x) \right\}.
\]

In fact, since the exponential function is monotone, the above problems can be converted to the quadratic programs
\[
\max_{x \in \Delta^n} \left\{ (x^\top \mu_0') - \frac{1}{2} \lambda (x^\top \Sigma_0' x) \right\}, \quad (13)
\]
and
\[
\max_{x \in \Delta^n} \left\{ (x^\top \mu_0') - \frac{1}{2} \lambda (x^\top (\Sigma_0' + \Sigma) x) \right\}, \quad (14)
\]
respectively.

To compare the empirical performance of the Separate-EO and Joint-EO solution estimators, we use a real dataset from [Kocuk and Cornuéjols (2018)] based on 11 sectors in the Standard & Poor’s 500 index spanning 360 months. In particular, let \( \xi_1, \ldots, \xi_{360} \) be the sector returns, and \( w^1, \ldots, w^{360} \) be the weights of the market portfolio constructed based on the market capitalization of each sector. We use the Black-Litterman approach to construct a prior distribution; see [Black and Litterman (1991)] and [Black and Litterman (1992)] for the original derivation, and [Bertsimas et al. (2012)] for a modern interpretation.

Let \( m \) be a fixed integer (such as 180) denoting the number of data points used in the estimation. For each \( v = 181, \ldots, 360 \), we conduct the following experiment:

- We compute the sample average and sample covariance \( \hat{\mu}^{v-1} \) and \( \hat{\Sigma}^{v-1} \) of the return values \( \xi^{v-m}, \ldots, \xi^{v-1} \).
- Using the Black-Litterman approach, we set the prior mean as \( \lambda \hat{\Sigma}^{v-1} w^{v-1} \) and prior covariance as \( \tau \hat{\Sigma}^{v-1} \), for some \( \tau > 0 \). Here, small (large) \( \tau \) indicates strong (weak) prior while small (large) \( \lambda \) represents low (high) risk aversion.
• We set the observed data mean as \( \hat{\mu}^{-1} \) and likelihood covariance as \( \hat{\Sigma}^{-1} \).

• We solve problems (13) and (14) to obtain the Separate-EO estimator \( \hat{x}^S \) and the Joint-EO estimator \( \hat{x}^{J,L} \).

• We compute the realized portfolio returns as \( r^S_v := \xi^v \top \hat{x}^S \) and \( r^{J,L}_v := \xi^v \top \hat{x}^{J,L} \).

• Finally, we compute some performance measures such as average, standard deviation, 1% Conditional Value-at-Risk (CVaR), that is, the average of the worst 1% of the realizations, and the ratio of the average to standard deviation and 1% CVaR given the realized returns \( r^S_{181}, \ldots, r^S_{360} \) and \( r^{J,L}_{181}, \ldots, r^{J,L}_{360} \).

The results with varying values of risk aversion \( \lambda \) and prior confidence \( \tau \) are given in Figure 1. We observe that the performance of the Joint-EO estimator is superior to that of the Separate-EO estimator in terms of all the measures considered. We also observe that the performance of the Separate-EO is fluctuating based on the specific choices of \( \lambda \) and \( \tau \) parameters whereas the performance of the Joint-EO is consistent. Due to our choice of the conjugate families, the computational effort of the separate and joint schemes are similar as the likelihood and posterior predictive are both Normal. In addition, the accuracy of the joint method is uniformly higher than the separate method. Next, we present another application that exhibits an opposite performance.

Figure 1  Empirical performance comparison of Separate-EO and Joint-EO solution estimators (\( m = 180 \)).
3.2. Application II: Geometric program

Geometric programs (GP) have applications in a wide variety of areas including circuit design, optimal control, nonlinear network design and chemical equilibrium problems; see Boyd et al. (2007) for a tutorial on geometric programming and for a comprehensive list of applications.

The objective and constraints of GPs are described by posynomial functions of the form $f(z) = \sum_k c_k \prod_i z_i^{\alpha_{ik}}$, where $c_k > 0$ is a constant, $z_i > 0$ is a decision variable and $\alpha_{ik} \in \mathbb{R}$ is an exponent. The trick to solve these nonconvex programs is to use the transformation $z_i = e^{x_i}$ for all $i$ and replace $f(z)$ with $\log f(e^{x})$ in the model. Such problems can be formulated as

$$\min_{x \in X} \left\{ \sum_k c_k e^{\alpha_{ik} x} \right\},$$

where $f_j(z)$ is a posynomial function, and $X$ is a polyhedron.

In a stochastic variant of (15), the exponents $\alpha_{ik}$ are random with distribution $g_{ik}(\xi_{ik}|\theta_{ik})$. Including all constraints in $X$, we write the general form of the stochastic geometric program as

$$\min_{x \in X} \mathbb{E}_{\xi|\theta} \left[ \sum_k c_k e^{\xi_{ik} x} \right],$$

where the expectation is taken with respect to the joint distribution of the random variables.

Under the assumption that the random exponents $\xi_{ik}$ are independent, the objective function of (16) decomposes into separable terms as $\mathbb{E}_{\xi|\theta} \left[ \sum_k c_k e^{\xi_{ik} x} \right] = \sum_k c_k \prod_i \mathbb{E}_{\xi_{ik}|\theta_{ik}} [e^{\xi_{ik} x_i}]$. The unique property of such decomposition is that the term $\mathbb{E}_{\xi_{ik}|\theta_{ik}} [e^{\xi_{ik} x_i}]$ is equal to the moment generating function $M_{\xi_{ik}|\theta_{ik}}(x_i)$ of the distribution $g_{ik}(\xi_{ik}|\theta_{ik})$. As a result, the stochastic geometric problem (16) reduces to

$$\min_{x \in X} \sum_k c_k \prod_i M_{\xi_{ik}|\theta_{ik}}(x_i).$$

Assume now that the parameter $\theta_{ik}$ is random with prior $\pi(\theta_{ik})$. We next use the results of Section 2.1 to evaluate the Separate-EO and Joint-EO solution estimators for (17). We present the risk comparison under the linear loss (2).

**Corollary 2.** Consider the stochastic geometric program (17). Assume that $\xi_{ik}$ has distribution $g_{ik}(\xi_{ik}|\theta_{ik})$ and its parameter $\theta_{ik}$ has prior $\pi(\theta_{ik})$. Further, assume that an observation $\bar{\xi}_{ik}$ is available. Then,

(i) $\hat{x}^S(\xi) \in \arg\min_{x \in X} \sum_k c_k \prod_i M_{\xi_{ik}|\theta_{ik}}(x_i)$, where $\hat{\theta}^B_{ik}$ is the Bayes estimator of $\theta_{ik}$ under the squared error loss.

(ii) $\hat{x}^{J,L}(\xi) \in \arg\min_{x \in X} \sum_k c_k \prod_i M_{\xi_{ik}|\bar{\xi}_{ik}}(x_i)$, where $M_{\xi_{ik}|\bar{\xi}_{ik}}$ is the moment generating function of the posterior predictive distribution $h(\xi_{ik}|\bar{\xi}_{ik})$. 


For a numerical illustration, consider the stochastic geometric program (17) for the exponential-gamma conjugate pair with prior hyperparameters $\alpha_k$ and $\beta_k$. We assume that a set of observations $\bar{\xi}_k$, $k \in [K]$ for some $K \in \mathbb{Z}$, is available. According to Corollary 2, obtaining the Separate-EO solution estimator amounts to solving the convex program

$$z^S := \min_{x \in \mathcal{X}} \left\{ \sum_{k=1}^{K} c_k \frac{\lambda_k(\bar{\xi}_k)}{\lambda_k(\xi_k) - x_k} \right\},$$

(18)

where $\lambda_k(\bar{\xi}_k) = \frac{\alpha_k + 1}{\beta_k + \bar{\xi}_k}$. Here, we implicitly use the fact that the moment generating function of the exponential distribution is available in closed-form. However, this approach is not applicable for the Joint-EO method as the moment generating function of the posterior predictive distribution, Lomax, is known to be mathematically intractable. Therefore, we require to make use of sampling-based methods (such as SAA) to obtain the Joint-EO solution estimator. In particular, let $\bar{\xi}_{rk}$ be a Lomax random variable with parameters $\beta_k + \bar{\xi}_k$ and $\alpha_k + 1$, for $k \in [K]$ and $r \in [R]$, where $R$ denotes the sample size. Then applying the SAA method to (15) for the Lomax distribution, we can approximate the Joint-EO solution estimator with the solution of the following convex program:

$$z^{J,L}(R) := \min_{x \in \mathcal{X}} \left\{ \sum_{k=1}^{K} c_k \frac{1}{R} \sum_{r=1}^{R} e^{\bar{\xi}_{rk}x_k} \right\}.$$  

(19)

We now discuss an experimental setting. We define the feasible region $\mathcal{X}$ as the intersection of the standard simplex $\Delta_K := \{ x \in \mathbb{R}_+^K : \sum_{k=1}^{K} x_k = 1 \}$ with a polyhedron $\mathcal{P} := \{ x \in \mathbb{R}^K : Ax = b \}$ where $A \in \mathbb{R}^{M \times K}$ and $b \in \mathbb{R}^M$. Such linear constraints are common in geometric programs when the original posynomial function $f_j(z)$ contains a single summation, i.e., $f_j(z) = c \prod_{i} z_i^{\alpha_i}$. In this case, the above-mentioned geometric transformation yields $f_j(e^x) = ce^{\alpha^T x}$, and hence the log constraint as presented in (15) becomes linear in $x$, i.e, $\alpha^T x \leq - \log c$. We randomly generate the parameters according to the following rules:

$$c_k = 1 \quad \alpha_k \sim \text{Unif}(5, 10) \quad \beta_k \sim \text{Unif}(5, 10)$$

$$A_{mk} \sim \text{Unif}(1, 10) \quad b_m \sim \text{Unif}(10, 50) \quad \bar{\xi}_k = \frac{\alpha_k}{\beta_k}.$$

In Table II we compare the Separate-EO and the Joint-EO solution estimators with $R = 100$, 1000 and 10000 for five randomly generated instances in dimension $K = 1000$ with $M = 10$ linear constraints. To compare the quality of the solutions obtained from the separate and approximate joint approach, we evaluate the solutions in the objective function of (19) for a new set of $R' = 10000$ independent samples generated from the Lomax distribution. We report these values in column

1 Using the inverse transformation technique, we can generate such random variables as $\beta_k[(1 - u)^{-1/(\alpha_k + 1)} - 1]$, where $u$ is a uniform $[0, 1]$ random variable
SEO for the Separate-EO and in columns JEO(R) for the Joint-EO methods. The results give several interesting observations from different perspectives.

First, we observe that obtaining the JEO(R) solution estimators becomes increasingly demanding with larger R values in terms of the computational effort. For example, for moderate-sized instances considered here, it typically takes about 2 minutes to obtain a solution estimator when a sample size of 10000 is used. For these problem instances, we ran into memory issues with $R = 100000$ sample points. The SEO estimators, on the other hand, do not suffer from these issues since they are obtained as a solution to a deterministic convex program, which scales reasonably well with the instance size.

Second, because of the above issue, the objective values $z^{J,L}(R)$ for some instances of the Joint-EO method (instances 3, 4 and 5) exhibit a slow convergence. This causes a serious concern for determining a reliable stopping criterion for the SAA algorithms, as not only the objective values but also the optimal solutions are unstable for different sampling sizes. These obstacles for the computation of the Joint-EO solution estimators stem from the slow convergence result of the SAA method for certain problem structures. In particular, [Birge (2016)] argues that despite the asymptotic convergence of the SAA method with the growth of the sample size, the optimization problem is still prone to severe estimation errors when the number of uncertain elements (often linked to the problem scale) is large. In contrast, the Separate-EO solution estimators, despite being sub-optimal, enjoy a fast and stable solution process.

Third, unlike the pattern observed in the portfolio application, the approximate solution of the Joint-EO does not always give a better solution than that of the Separate-EO method. In particular, in instance 5, the SEO solution consistently has a better objective value than the JEO solution for different sizes. In instance 4, interestingly, the SEO solution has a better objective value than the JEO for sample sizes 100 and 1000; whereas for sample size 10000, the JEO solution dominates the SEO at the price of a larger computation time. This observation clearly shows that the computational limitations dictated by the problem structure and prior-likelihood distributions can change the dynamic between the performance of solution estimators obtained from the separate and joint approaches.

The applications presented in Sections 3.1 and 3.2 show a remarkable difference between the separate and joint methods when it comes to the accuracy versus computational efficiency trade-off. This suggests a closer study of these two methods when applied to various problem structures and probability distributions. We note here that if the separate and joint problems are solved approximately using sampling methods such as SAA, and both likelihood and posterior distributions are similarly convenient to sample from, the two models will have a similar computational complexity. In such a situation, the joint problem is clearly the preferred method. However, in this paper we
Table 1  Computational results for randomly generated stochastic geometric programs with exponential-gamma pair ($K = 1000$, $M = 10$). Five problem instances (ins.) are solved, and the corresponding objective values (obj. val.) and computational times in seconds are recorded.

| ins. | SEO obj. val. time | JEO (100) obj. val. time | JEO (100) obj. val. time | JEO (10000) obj. val. time |
|------|--------------------|--------------------------|--------------------------|-----------------------------|
| 1    | 1061.09 2.55       | 1009.50 3.57             | 1009.34 13.22            | 1009.16 131.27             |
| 2    | 5944.84 2.69       | 1016.91 3.79             | 1014.87 12.68            | 1014.39 100.33             |
| 3    | 76641.14 2.93      | 1313.29 3.65             | 1166.62 12.75            | 1064.67 95.55              |
| 4    | 2020.64 2.69       | 4891.68 3.73             | 2936.59 12.37            | 1547.22 89.58              |
| 5    | 1721.14 2.83       | 25154.60 3.58            | 4540.34 12.86            | 2121.23 110.28             |

investigate the exact solutions of these two problems which potentially leads to a difference in the computational effort, as illustrated in this section. In the remainder of this paper, we develop a theoretical foundation for such a comparison.

4. Risk comparison between the separate and joint estimators

Because of the trade-off observed in Section 3, two basic questions arise: (i) Under what conditions do the Separate-EO and Joint-EO methods lead to the same solution estimator? (ii) When the two estimators are different, is there a bound on the risk difference?

4.1. Sufficient conditions for the estimators to be the same

First, we present sufficient conditions under which the Separate-EO and the Joint-EO yield the same solution estimators for the linear loss (2).

**Proposition 4.** Assume that the objective function $\mathbb{E}_{\xi|\theta}[f(\xi, x)]$ of (1) is multilinear in $\theta$, and that for any pair $(i, j) \in [n] \times [n]$, $i \neq j$ for which the product $\theta_i \theta_j$ appears in $\mathbb{E}_{\xi|\theta}[f(\xi, x)]$, we have that $\xi_i$ and $\xi_j$, as well as $\theta_i$ and $\theta_j$ are independent. Then, the set of Bayes solution estimators obtained from the Joint-EO scheme under the loss (2) is equal to the one obtained from the Separate-EO scheme, i.e., $\hat{x}^{J,L}(\bar{\xi}) = \hat{x}^S(\bar{\xi})$.

Next, we present conditions for the quadratic loss (6).

**Proposition 5.** Assume that (1) has a unique optimal solution $x^*(\theta)$ for any given $\theta$. Assume also that each component of $x^*(\theta)$ is multilinear in $\theta$, and that for any pair $(i, j) \in [n] \times [n]$, $i \neq j$ for which the product $\theta_i \theta_j$ appears in a component, we have that $\xi_i$ and $\xi_j$, as well as $\theta_i$ and $\theta_j$ are independent. Then, the set of Bayes solution estimators obtained from the Joint-EO scheme under the loss (6) is equal to the one obtained from the Separate-EO scheme, i.e., $\hat{x}^{J,Q}(\bar{\xi}) = \hat{x}^S(\bar{\xi})$.

The proofs of these two propositions are given in Appendix B.

We give three examples of the portfolio selection model to illustrate how problem modeling and parameter distributions affect the solution estimators, leading to equal and/or different values.

In the first case all three solution estimators are the same.
EXAMPLE 1. For the classical Markowitz (mean-variance) formulation (Markowitz 1959)

\[
\max_{x \in \mathcal{X}} \mu^T x - \frac{\tau}{2} x^T \Sigma x,
\]  

(20)

assume \( \mathcal{X} = \mathbb{R}^n \). This occurs when both long and short positions are allowed on all assets and a riskless asset is available.

Assume now that \( \mu \) is unknown and has a prior distribution \( \pi(\mu) \), while \( \Sigma \) is known and positive definite. The unconstrained problem (20) is convex and has a unique optimal solution \( x^*(\mu) = \frac{1}{\tau} \Sigma^{-1} \mu \). The conditions of Propositions 4 and 5 are satisfied. Therefore, all three solution estimators are equal to \( \hat{x}_{J,L}(\bar{\xi}) = \hat{x}_{J,Q}(\bar{\xi}) = \hat{x}_S(\bar{\xi}) = \frac{1}{\tau} \Sigma^{-1} \hat{\mu}_B(\bar{\xi}) \) where \( \hat{\mu}_B(\bar{\xi}) \) is the Bayes estimator (posterior mean) of \( \theta \), which is a shrinkage vector under exponential distributions. ■

Next, we give an example where the solution estimators of the Separate-EO and the Joint-EO under the loss (2) are equal, but different from that of the Joint-EO under the loss (6).

EXAMPLE 2. Consider the variation of portfolio selection where we want to maximize expected return subject to bounding the risk of the portfolio. This problem can be modeled as (1), where \( f(\xi, x) = \xi^T x \), and \( \mathcal{X} = \{ x \in \mathbb{R}^n | x^T \Sigma x \leq r^2 \} \). We obtain that

\[
\max_{x \in \mathcal{X}} \mu^T x.
\]  

(21)

Assume now that \( \mu \) is unknown and has a prior distribution \( \pi(\mu) \). Since the objective function of (21) is linear in \( \mu \), it follows from Proposition 4 that the solution estimators of the Separate-EO and the Joint-EO under the loss (2) are equal, i.e., \( \hat{x}_{J,L}(\bar{\xi}) = \hat{x}_S(\bar{\xi}) = \frac{1}{\tau} \Sigma^{-1} \hat{\mu}_B(\bar{\xi}) \). On the other hand, the unique optimal solution of (21) is obtained as \( x^*(\mu) = \frac{1}{\tau} \Sigma^{-1} \mu r \), which is not a linear function of \( \mu \). As a result, the conditions of Proposition 5 are not satisfied. This yields \( \hat{x}_{J,Q}(\bar{\xi}) = \mathbb{E}_{\mu | \bar{\xi}} \left[ \frac{1}{\tau} \Sigma^{-1} \mu r \right] \), a quantity that can be very difficult to compute depending on the distributions. ■

Finally, we illustrate the converse of Example 2 where the solution estimators of the Separate-EO and the Joint-EO under the loss (6) are equal, but different from that of the Joint-EO under the loss (2).

EXAMPLE 3. Consider the setting of Example 1, where the mean and covariance matrix of the asset returns are known, but the risk aversion factor \( \tau \) is random with exponential distribution \( \tau \sim \text{Exp}(\lambda) \). This problem can be modeled as (1), where \( f(\tau, x) = \mu^T x - \frac{\tau}{2} x^T \Sigma x \), and \( \mathcal{X} = \mathbb{R}^n \). We obtain that

\[
\max_{x \in \mathcal{X}} \mu^T x - \frac{1}{2\lambda} x^T \Sigma x.
\]  

(22)
Assume now that parameter $\lambda$ has a prior $\pi(\lambda)$. The unique optimal solution of the problem is $x^*(\lambda) = \lambda \Sigma^{-1} \mu$. Since $x^*(\lambda)$ is linear in $\lambda$, it follows from Proposition 5 that the solution estimators of the Separate-EO and the Joint-EO under the loss (6) are equal, i.e., $\hat{x}^{J,Q}(\bar{\xi}) = \hat{x}^{S}(\bar{\xi}) = \hat{\lambda}^B(\bar{\xi}) \Sigma^{-1} \mu$ where $\hat{\lambda}^B(\bar{\xi})$ is the Bayes estimator (posterior mean) of $\lambda$. On the other hand, since the objective function of (22) is not linear in $\lambda$, it does not satisfy the conditions of Proposition 4. In particular, $\hat{x}^{J,L}(\bar{\xi})$ is the maximizer of $\max_{x \in X} \mu^T x - E_{\lambda|x}(\frac{1}{2 \lambda}) x^T \Sigma x$. This yields $\hat{x}^{J,L}(\bar{\xi}) = \frac{\Sigma^{-1} \mu}{E_{\lambda|x}(\frac{1}{2 \lambda})}$, which may be computable only numerically depending on the distributions. ■

4.2. The separate EO solution estimator can be arbitrarily poor

The next example shows that the Separate-EO solution can yield arbitrarily poor solutions under the linear loss (2).

Example 4. Assume that random variables $\xi_i$ for $i \in [n]$ are independent and follow a normal distribution $\mathcal{N}(\mu_i, \sigma_i^2)$ where $\mu_i$ is unknown and $\sigma_i^2$ is known. Assume also that the parameters $\mu_i$ for $i \in [n]$ follow a normal distribution $\mathcal{N}(\lambda_i, \delta_i^2)$ where $\lambda_i$ and $\delta_i^2$ are known. In this case, the posterior $\mu_i|\bar{\xi}_i$ has a normal distribution $\mathcal{N}(\eta_i, \zeta_i^2)$ where $\eta_i = \frac{\sigma_i^2}{\sigma_i^2 + \delta_i^2} \lambda_i + \frac{\delta_i^2}{\sigma_i^2 + \delta_i^2} \bar{\xi}_i$ and $\zeta_i^2 = \frac{\sigma_i^2 \delta_i^2}{\sigma_i^2 + \delta_i^2}$. Consider an instance of the stochastic program (1) where the objective function is $E_{\xi|\mu}[f(\xi, x)] = \sum_{i=1}^n \mu_i^2 x_i$ and $\chi$ is an $n$-simplex, i.e.,

$$\max \left\{ \sum_{i=1}^n \mu_i^2 x_i \middle| \sum_{i=1}^n x_i = 1, x_i \geq 0, \forall i \in [n] \right\}.$$ 

(23)

To obtain the Bayes solution estimator for the Joint-EO method under the linear loss (2), we solve (23) by computing the posterior expectation of its objective function, see (1). We obtain the objective function $\sum_{i=1}^n (\eta_i^2 + \zeta_i^2) x_i$, since $E_{\mu|\xi}[\mu_i^2] = \eta_i^2 + \zeta_i^2$. The optimal solution (Bayes solution estimator) is attained at $\hat{x}^{J,L}(\bar{\xi}) = e^j$, where $e^j$ is the $j^{th}$ unit vector and $j$ is the index of the maximum value among $\{\eta_i^2 + \zeta_i^2\}_{i \in [n]}$. In contrast, the minimizer (worst solution) of the above problem is attained at $x = e^k$, where $k$ is the index of the minimum value among $\{\eta_i^2 + \zeta_i^2\}_{i \in [n]}$. Now we calculate the estimator obtained from the Separate-EO method. The Bayes estimator of the unknown parameter $\mu$ under the squared error loss is the posterior mean $\eta$ and therefore the resulting objective function in (23) is $\sum_{i=1}^n \eta_i^2 x_i$. Using similar arguments as above, the optimal solution of this problem is $\hat{x}^{S}(\bar{\xi}) = e^l$, where $l$ is the index of the maximum value among $\{\eta_i^2\}_{i \in [n]}$. In order to compare the quality of the estimators obtained from the Joint-EO and Separate-EO methods, we need to evaluate the objective value of $e^l$ in the Joint-EO problem given above. For any values of the parameters $\sigma$, $\delta$ and data $\bar{\xi}$ that satisfy $l = k$, the optimal solution of the Separate-EO method matches the worst solution in the Joint-EO problem. This shows that the Separate-EO estimator can be arbitrarily weak compared to the Joint-EO estimator.
For a numerical illustration, assume that \( n = 2, \bar{\xi}_1 = 2, \bar{\xi}_2 = 1, \lambda_1 = \lambda_2 = 0, \sigma_1 = \sigma_2 = 1, \delta_1 = 1 \) and \( \delta_2 = 3 \). We compute \( \eta_1 = 1, \eta_2 = \frac{9}{10}, \zeta^1_1 = \frac{1}{2} \) and \( \zeta^2_2 = \frac{9}{10} \). It follows that \( \eta^2_1 > \eta^2_2 \) and \( \eta^2_1 + \zeta^2_1 < \eta^2_2 + \zeta^2_2 \).

This shows that the Bayes solution estimator for the Joint-EO is \( \mathbf{x}^{J,E}(\bar{\xi}) = (0, 1) \) and the solution estimator for the Separate-EO is \( \mathbf{x}^S(\bar{\xi}) = (1, 0) \). ■

A similar example is presented for the quadratic loss (6) in Appendix C. Even though these examples show that the Separate-EO method can yield arbitrarily poor solution estimators compared to the Joint-EO method, there are problem classes for which explicit bounds on the difference between these two estimators can be derived. We present a popular such class in the next section.

5. Piecewise linear functions

Piecewise linear functions encompass a variety of applications in optimization. They are used to model approximate nonlinear functions, constraints involving partial differential equations, discount policy in marketing, fixed-charge problems, etc; see [Vielma et al. (2010)]. The stochastic variants of piecewise linear functions can be categorized into two major classes: one in which the stochasticity appears in the location of breakpoints (intercept), and one in which the stochasticity appears on the variable coefficients (slope). The former class includes stochastic newsvendor and median problems, while the latter includes rectifier activation functions in deep neural networks. In this section, we investigate examples of both of these classes using our Separate-EO and Joint-EO methods.

5.1. Piecewise linear functions with one breakpoint

Define \( f(\xi, x) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) as

\[
f(\xi, x) = \begin{cases} 
\bar{f}(\xi, x), & \text{if } \xi \leq x \\
\tilde{f}(\xi, x), & \text{if } \xi \geq x 
\end{cases}
\]

where \( \bar{f}(\xi, x) = \bar{a}\xi + \tilde{b}x + \bar{c} \), and \( \tilde{f}(\xi, x) = \tilde{a}\xi + \bar{b}x + \tilde{c} \). We assume that \( f(\xi, x) \) is continuous over its domain including the breakpoint, which yields \( \bar{f}(x, x) = \tilde{f}(x, x) \). In the above relation, \( x \) is a decision variable, and \( \xi \) is a random variable with distribution function \( g(\xi|\theta) \), and \( \theta \) is a random parameter with the prior distribution \( \pi(\theta) \).

Such functions are commonly used to model inventory control and pricing problems. For instance, consider a single-stage newsvendor problem where the purchase cost per unit of a product is \( c \) and the selling price per unit is \( s \). The random demand \( \xi \) follows a distribution \( g(\xi|\theta) \) with a random parameter \( \theta \) that has a prior \( \pi(\theta) \). Let \( x \) be the decision variable representing the order quantity. Then, the profit is \( f(\xi, x) = s \min\{x, \xi\} - cx \) which is of the form (24) where \( \bar{f}(\xi, x) = s\xi - cx \) and \( \tilde{f}(\xi, x) = (s - c)x \). Despite being simple, the newsvendor problem encompasses a rich literature in optimization and is considered as one of the most fundamental structures in stochastic programming; see e.g., [Chu et al. (2008), Liyanage and Shanthikumar (2005)]. Other areas of
application for piecewise linear functions with uncertain breakpoints emerge in modeling two-phase linear-linear processes such as latent growth behaviors [Kohli and Harring (2013)]. These models are widely used to describe developmental processes in education and psychology.

Assume that the likelihood cumulative distribution function (cdf) \( G \) satisfies \( \lim_{t \to -\infty} t G(t|\theta) = 0 \), a property that holds for most of the standard probability distributions (such as normal, exponential and geometric distributions). Then, using an integration by part, the expectation of the function (24) is computed as

\[
E_{\xi|\theta} [f(\xi, x)] = \left[ \int_{z \leq x} \tilde{f}(z, x) g(z|\theta) \, dz + \int_{z \geq x} \tilde{f}(z, x) g(z|\theta) \, dz \right] = \tilde{a} E_{\xi|\theta} [\xi] + \hat{b} x + \hat{c} + (\tilde{a} - \bar{a}) \int_{z \leq x} G(z|\theta) \, dz. \tag{25}
\]

It follows from (25) that the function \( E_{\xi|\theta} [f(\xi, x)] \), (i) is infinitely differentiable in \( x \), (ii) is strictly convex if \( \tilde{a} - \bar{a} > 0 \), strictly concave if \( \tilde{a} - \bar{a} < 0 \) and linear if \( \tilde{a} - \bar{a} = 0 \), and (iii) has a unique stationary point \( x^*(\theta) = G^{-1} \left( \frac{\tilde{b}}{\tilde{a} - \bar{a}} \right) \) when it is not linear, i.e., \( \bar{a} - \tilde{a} \neq 0 \).

Next, we consider the univariate unconstrained stochastic program

\[
\max_{x \in \mathbb{R}} E_{\xi|\theta} [f(\xi, x)], \tag{26}
\]

where \( f(\xi, x) \) is a piecewise linear objective function as defined in (24), and where \( \bar{a} - \tilde{a} > 0 \) so that (26) is convex. Assume that the random variable \( \xi \) follows distribution \( g(\xi|\theta) \) and the parameter \( \theta \) is random with a prior \( \pi(\theta) \). Given an observation \( \bar{\xi} \) from the distribution \( g(\bar{\xi}|\theta) \), Corollary 3 presents the Separate-EO estimator \( \hat{x}^S(\bar{\xi}) \) and the Joint-EO estimators \( \hat{x}^{J,L}(\bar{\xi}) \) and \( \hat{x}^{J,Q}(\bar{\xi}) \) under the linear and quadratic loss. This result is obtained as a direct consequence of Proposition 2 and Corollary 1.

**Corollary 3.** Consider the piecewise linear problem (26), and assume that an observation \( \bar{\xi} \) from the distribution \( g(\bar{\xi}|\theta) \) is available. Then,

(i) \( \hat{x}^S(\bar{\xi}) = G^{-1} \left( \frac{\tilde{b}}{\tilde{a} - \bar{a}} \right) \), where \( \hat{\theta}^B(\bar{\xi}) \) is the Bayes estimator of the unknown parameter \( \theta \) under the squared error loss.

(ii) \( \hat{x}^{J,L}(\bar{\xi}) = H^{-1} \left( \frac{\tilde{b}}{\tilde{a} - \bar{a}} \right) \), where \( H(\xi|\bar{\xi}) \) is the cdf of the posterior predictive distribution of \( \xi \) given the observation \( \bar{\xi} \).

(iii) \( \hat{x}^{J,Q}(\bar{\xi}) = E_{\pi|\xi} \left[ G^{-1} \left( \frac{\tilde{b}}{\tilde{a} - \bar{a}} \right) \right] \), where the expectation is taken with respect to the posterior distribution \( \pi(\theta|\bar{\xi}) \).

It is clear from Corollary 3 that the solution estimators depend on the distribution of \( \xi \) and its corresponding prior. As an example, we analyze the case with a normal-normal conjugate pair in detail.
Proposition 6. Consider the stochastic problem (26). Assume that the likelihood distribution is normal with $\xi \sim \mathcal{N}(\mu, \sigma^2)$ and the prior distribution is normal with $\mu \sim \mathcal{N}(\mu_0, \delta^2)$. Assume further that the parameters $\sigma^2$, $\mu_0$ and $\delta^2$ are known, and an observation $\bar{\xi}$ is drawn from the likelihood distribution. Then, we have

(i) $\hat{x}^S(\bar{\xi}) = \hat{x}^{L,Q}(\bar{\xi}) = [\rho \mu_0 + (1 - \rho) \bar{\xi}] + \Phi^{-1}\left(\frac{\bar{\delta}}{\bar{a} - \bar{a}}\right) \sigma$.

(ii) $\hat{x}^{J,L}(\bar{\xi}) = [\rho \mu_0 + (1 - \rho) \bar{\xi}] + \Phi^{-1}\left(\frac{\bar{\delta}}{\bar{a} - \bar{a}}\right) \sigma \sqrt{2 - \rho}$.

Here, $\rho := \frac{\sigma^2}{\sigma^2 + \delta^2}$ and $\Phi^{-1}(.)$ is the inverse \text{cdf} of a standard normal random variable.

Proof: (i) Due to Corollary 3(i), we have

$$\hat{x}^S(\bar{\xi}) = G^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}} \right) \mu^B(\bar{\xi}) = \hat{\mu}^B(\bar{\xi}) + \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \sigma,$$

where $G(\xi)$ is the \text{cdf} of a normal random variable with mean $\hat{\mu}^B(\bar{\xi}) := \rho \mu_0 + (1 - \rho) \bar{\xi}$ and variance $\sigma^2$. Hence, we obtain $\hat{x}^S(\bar{\xi})$ as stated. We also observe that $\hat{x}^*(\mu)$ is linear in $\mu$. Therefore, by Proposition 5, we conclude that $\hat{x}^S(\bar{\xi}) = \hat{x}^{J,Q}(\bar{\xi})$.

(ii) Due to Corollary 3(ii), we have

$$\hat{x}^{J,L}(\bar{\xi}) = H^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}} \right) \xi = \hat{\mu}^B(\bar{\xi}) + \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \sigma \sqrt{2 - \rho},$$

where $H$ is the \text{cdf} of a normal random variable with mean $\hat{\mu}^B(\bar{\xi}) = \rho \mu_0 + (1 - \rho) \bar{\xi}$ and variance $\sigma^2(2 - \rho)$. Hence, the result follows. □

In the above proposition, the value of $\rho$ is based on $T = 1$ observation. The reader can verify that, in general, for $T$ observations, the proposition holds with $\rho := \frac{\sigma^2}{\sigma^2 + T \delta^2}$. Similar adjustments can be made throughout this section. The computational complexity of obtaining the Separate-EO and Joint-EO estimators is similar as they both require an inverse normal \text{cdf} computation. We next provide bounds on the difference in their risk values. We will use the following result.

Remark 1. Consider $d(\kappa) = \kappa \left(\sqrt{1 + 1/(1 + \kappa^2)} - 1\right)$. Then,

(i) $d(0) = 0$, (ii) $\lim_{\kappa \to \infty} d(\kappa) = 0$, (iii) $d^* := \max_{\kappa \geq 0} d(\kappa) \leq 0.22575$.

Proposition 7. Let $2\bar{b} \geq \bar{a} - \bar{a}$. Under the assumptions of Proposition 6 we have

$$\mathcal{R}^L(x^*(\mu), \hat{x}^S(\bar{\xi})) - \mathcal{R}^L(x^*(\mu), \hat{x}^{J,L}(\bar{\xi})) \leq \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \bar{b} \sigma (\sqrt{2 - \rho} - 1) \leq \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \bar{b} \delta d^*.$$

Proof: We first compute an upper bound on the difference in the loss values of the estimators. Define $F(x) := \mathbb{E}_{\xi|\theta}[f(\xi, x)]$ as the objective function of (26). Then, we have

$$\mathcal{L}^L(x^*(\theta), \hat{x}^S(\bar{\xi})) - \mathcal{L}^L(x^*(\theta), \hat{x}^{J,L}(\bar{\xi})) = F(\hat{x}^{J,L}(\bar{\xi})) - F(\hat{x}^S(\bar{\xi}))$$

$$\leq F^*(\hat{x}^S(\xi))(\hat{x}^{J,L}(\bar{\xi}) - \hat{x}^S(\bar{\xi})) \leq \bar{b} \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \sigma (\sqrt{2 - \rho} - 1)$$

$$= \bar{b} \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \delta d(\kappa) \leq \Phi^{-1}\left(\frac{\bar{b}}{\bar{a} - \bar{a}}\right) \bar{b} \delta d^*,$$
where the first equality follows from the definition of the linear loss (2), the first inequality is obtained from the first order Taylor expansion of the concave function $F(x)$ at point $\hat{x}^{J,L}(\bar{\xi})$ about $\hat{x}^{S}(\bar{\xi})$, the second inequality follows from (i) $\hat{x}^{J,L}(\bar{\xi}) - \hat{x}^{S}(\bar{\xi}) = \Phi^{-1}\left(\frac{\tilde{b} - \tilde{a}}{\bar{a} - \hat{a}}\right)\sigma(\sqrt{2 - \rho} - 1)$ because of Proposition 6, (ii) $\Phi^{-1}\left(\frac{\tilde{b} - \tilde{a}}{\bar{a} - \hat{a}}\right) \geq 0$ because of the assumption $2\tilde{b} \geq \bar{a} - \tilde{a}$, and (iii) $F'(x) \leq \tilde{b}$ for all $x \in \mathbb{R}$ which is deduced from (25), the second equality holds due to the definition of $d(\kappa)$ with $\kappa := \sigma/\delta$ given in Remark 1 and $\rho = \frac{\sigma^2}{\sigma^2 + \delta^2}$, and the last inequality follows from Remark 1(iii). Since the difference in the loss of the two estimators in the above expression is independent of both $\mu$ and $\bar{\xi}$, the risk difference obtained by taking the expectations $\mathbb{E}_\mu \mathbb{E}_{\bar{\xi}|\mu}$ as given in (3) remains unchanged, yielding the result. □

The following result is obtained similarly to that of Proposition 7.

**Proposition 8.** Let $2\tilde{b} \leq \bar{a} - \tilde{a}$. Under the assumptions of Proposition 6, we have

$$
\mathcal{R}^L(\hat{x}^S(\bar{\xi})) - \mathcal{R}^L(\hat{x}^{J,L}(\bar{\xi})) \leq \Phi^{-1}\left(\frac{\tilde{b}}{\bar{a} - \hat{a}}\right)(\tilde{b} + \bar{a} - \hat{a})\sigma(\sqrt{2 - \rho} - 1)
$$

$$
\leq \Phi^{-1}\left(\frac{\tilde{b}}{\bar{a} - \hat{a}}\right)(\tilde{b} + \bar{a} - \hat{a})\delta d^*. \tag{22}
$$

We also analyze the exponential-gamma and geometric-beta conjugate pairs for which the detailed derivations are provided in Appendix D.1. We present the algorithmic summary of these results in Table 2. This table clearly shows how different conjugate pairs affect computational complexity of the stochastic problem (26).

**Table 2** Summary of the computational effort required to obtain the Separate-EO and Joint-EO solution estimators for the univariate piecewise linear stochastic problem with different likelihood-prior pairs.

| Likelihood | Prior     | Separate-EO | Joint-EO (Linear Loss) | Joint-EO (Quadratic Loss) |
|------------|-----------|-------------|------------------------|---------------------------|
| Normal     | Normal    | inverse normal cdf | inverse normal cdf     | inverse normal cdf        |
| Exponential| Gamma     | closed form  | closed form            | closed form               |
| Geometric  | Beta      | closed form  | need algorithm         | need numerical integration|

**5.2. Sum of piecewise linear functions with one breakpoint**

In this section, we study the following extension of the piecewise linear model of Section 5.1

$$
\max_{x \in \mathbb{R}^n} \mathbb{E}_{\xi|\theta} \left[ \sum_{i=1}^n f_i(\xi_i, x) \right], \quad (27)
$$

where $f_i(\xi_i, x)$ is a piecewise linear objective function of the form (24), i.e., $\tilde{f}_i(\xi_i, x) = \bar{a}_i \xi_i + \tilde{b}_i x + \tilde{c}_i$ for $\xi_i \leq x$, and $\bar{f}_i(\xi_i, x) = \bar{a}_i \xi_i + \tilde{b}_i x + \tilde{c}_i$ for $\xi_i \geq x$. We assume that $\bar{a}_i - \tilde{a}_i > 0$ for each $i \in [n]$, so that (27) is convex. In this problem, $x$ is the single decision variable and $\xi_i$ is a random variable with
probability distribution \( g_i(\xi_i|\theta_i) \) and the random parameter \( \theta_i \) has prior distribution \( \pi_i(\theta_i) \). In this setting, variables \( \xi_i \) are not required to be independent. We further assume that an observation \( \bar{\xi}_i \) drawn from \( g_i(\bar{\xi}_i|\theta_i) \) for \( i \in [n] \) is available.

Stochastic problems of the form (27) have applications in median and location-allocation problems in facility planning. For instance, consider the one-dimensional stochastic median problem, where the position \( \xi_i \) of \( n \) points on the line is random and each comes from a distribution \( g_i(\xi_i|\theta_i) \) for \( i \in [n] \). The goal is to find the location \( x \) that minimizes the total distance from the random points, i.e., \( \sum_{i=1}^{n} |\xi_i - x| \). This problem can be formulated as (27) where \( f_i(\xi_i, x) = |\xi_i - x| \), \( \bar{f}_i(\xi_i, x) = x - \xi_i \) and \( \bar{f}_i(\xi_i, x) = \xi_i - x \).

Using (25), the objective function of (27) can be computed as

\[
\mathbb{E}_{\xi_i|\theta_i}\left[ \sum_{i=1}^{n} f_i(\xi_i, x) \right] = \sum_{i=1}^{n} \left[ \bar{a}_i \mathbb{E}_{\xi_i|\theta_i}[\xi_i] + \bar{b}_i x + \bar{c}_i + (\bar{a}_i - \bar{a}_i) \int_{z_i \leq x} G_i(z_i|\theta_i) dz_i \right],
\]

Since this is a concave function under the assumption \( \bar{a}_i - \bar{a}_i > 0 \) for \( i \in [n] \), its maximizer is obtained as the root of the equation

\[
\sum_{i=1}^{n} (\bar{a}_i - \bar{a}_i) G_i(x|\theta_i) + \sum_{i=1}^{n} \bar{b}_i = 0.
\]

We next give the Separate-EO estimator \( \hat{x}^S(\bar{\xi}) \) and the Joint-EO estimator \( \hat{x}^{J.L}(\bar{\xi}) \) via univariate root finding using (29). We do not present the Joint-EO estimator \( \hat{x}^{J.Q}(\bar{\xi}) \) since the explicit solution for (29) is not computable in general.

**Proposition 9.** Consider problem (27). Assume that, for each \( i \in [n] \), the likelihood distribution has the pdf \( g_i(\xi_i|\theta_i) \) and the prior distribution has the pdf \( \pi_i(\theta_i) \). Assume further that an observation \( \bar{\xi}_i \) is available for \( i \in [n] \). Then,

(i) \( \hat{x}^S(\bar{\xi}) \) is the solution of

\[
\sum_{i=1}^{n} (\bar{a}_i - \bar{a}_i) G_i(x|\hat{\theta}_i^B(\bar{\xi}_i)) + \sum_{i=1}^{n} \bar{b}_i = 0,
\]

where \( \hat{\theta}_i^B(\bar{\xi}_i) \) is the Bayes estimator of \( \theta_i \) under the squared error loss, given observation \( \bar{\xi}_i \).

(ii) \( \hat{x}^{J.L}(\bar{\xi}) \) is the solution of

\[
\sum_{i=1}^{n} (\bar{a}_i - \bar{a}_i) H_i(x|\bar{\xi}_i) + \sum_{i=1}^{n} \bar{b}_i = 0,
\]

where \( H_i(x|\bar{\xi}_i) \) is the cdf of the posterior predictive distribution of \( \xi_i \) given observation \( \bar{\xi}_i \).

Next, we give a generic method to compute an upper bound on the risk difference between the Separate-EO estimator \( \hat{x}^S(\bar{\xi}) \) and the Joint-EO estimator \( \hat{x}^{J.L}(\bar{\xi}) \).
Proposition 10. Consider the setting in Proposition \( \Box \). Assume that the likelihood \( g_i(\xi_i|\theta_i) \) and the posterior predictive \( h_i(\xi_i|\bar{\xi}_i) \) are positive at all points in the domain. Then,
\[
\mathcal{R}^L(\hat{x}(\theta), \hat{x}^S(\bar{\xi})) - \mathcal{R}^L(\hat{x}(\theta), \hat{x}^{J,L}(\bar{\xi})) \\
\leq K \mathbb{E}_{\bar{\xi}} \left[ \max_i \left\{ \max \{ \hat{x}_i^{J,L}(\bar{\xi}_i) \} - \min \{ \hat{x}_i^S(\bar{\xi}_i) \}, \max \{ \hat{x}_i^S(\bar{\xi}_i) \} - \min \{ \hat{x}_i^{J,L}(\bar{\xi}_i) \} \right\} \right],
\]
where the expectation \( \mathbb{E}_{\bar{\xi}} \) is taken with respect to the marginal distribution of \( \bar{\xi} \), \( K = \max\{|\sum_{i=1}^n \tilde{b}_i|, |\sum_{i=1}^n \tilde{b}_i + \tilde{a}_i - \tilde{a}_i|\} \). Let \( \bar{x}_i^S(\bar{\xi}_i) \) and \( \bar{x}_i^{J,L}(\bar{\xi}_i) \) be the Separate-EO and Joint-EO estimators if there was only a single random variable \( \xi_i \), as computed in Corollary \( \Box \).

Proof: We will first obtain intervals which contain the solution estimators \( \hat{x}^S(\bar{\xi}) \) and \( \hat{x}^{J,L}(\bar{\xi}) \). Since \( g_i(\xi_i|\theta_i) \) and \( h_i(\xi_i|\bar{\xi}_i) \) are positive over the domain, their cdfs are strictly increasing. Therefore, we have that
\[
G_i \left( x \bigg| \hat{\theta}^i(\xi_i) \right) = \begin{cases} \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} & \text{for } x < G_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) \\
\frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} & \text{for } x > G_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) 
\end{cases} 
\]
for each \( i \in [n] \). Multiplying each of the above relations by \( \tilde{a}_i - \tilde{a}_i > 0 \) and then summing them over \( i \), we deduce that \( \hat{x}^S(\bar{\xi}) \in \left[ \min_i \left\{ G_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) \right\}, \max_i \left\{ G_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) \right\} \right] \). A similar argument shows that \( \hat{x}^{J,L}(\bar{\xi}) \in \left[ \min_i \left\{ H_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) \right\}, \max_i \left\{ H_i^{-1} \left( \frac{\tilde{b}_i}{\tilde{a}_i - \tilde{a}_i} \right) \right\} \right] \).

We now give an upper bound on the loss values of these estimators. Let \( F(x) = \mathbb{E}_{\bar{\xi}|\theta} \left[ \sum_{i=1}^n f_i(\xi_i, x) \right] \) as the objective function of \( \Box \). Since \( F \) is concave, we have
\[
\left| F^\prime(\hat{x}^S(\bar{\xi})) - F^\prime(\hat{x}^{J,L}(\bar{\xi})) \right| \leq \left| F^\prime(\hat{x}^S(\bar{\xi})) - F^\prime(\hat{x}^{J,L}(\bar{\xi})) \right| \leq K \max_i \left\{ \max \{ \hat{x}_i^{J,L}(\bar{\xi}_i) \} - \min \{ \hat{x}_i^S(\bar{\xi}_i) \}, \max \{ \hat{x}_i^S(\bar{\xi}_i) \} - \min \{ \hat{x}_i^{J,L}(\bar{\xi}_i) \} \right\},
\]
where the last inequality holds because (i) \( |F^\prime(\hat{x}^S)| \leq K \) as \( F^\prime(\hat{x}^S) \in \left[ \sum_{i=1}^n \tilde{b}_i + \tilde{a}_i - \tilde{a}_i, \sum_{i=1}^n \tilde{b}_i \right] \) due to \( \Box \), and (ii) the previously derived intervals for \( \hat{x}^S(\bar{\xi}) \) and \( \hat{x}^{J,L}(\bar{\xi}) \), and the fact that: if \( w \in [w_1, w_2] \) and \( v \in [v_1, v_2] \), then \( |w - v| \leq \max \{ w_2 - v_1, v_2 - w_1 \} \). To compute an upper bound on the risk difference, we take the expectation \( \mathbb{E}_{\bar{\xi}|\theta} \) or equivalently \( \mathbb{E}_{\bar{\xi}|\theta} \) of both sides of the above expression. Since this expression is independent of \( \theta \) the desired result is obtained by only taking the expectation \( \mathbb{E}_{\bar{\xi}} \). \( \Box \)

The result of Proposition \( \Box \) requires an additional expectation with respect to the marginal distribution of \( \bar{\xi} \), over the maximum of random variables. As a consequence, the bound given in this proposition can be hard to compute in closed-form for general classes of the stochastic program \( \Box \). However, it can be computed explicitly for certain objective functions and probability distributions.
To illustrate the derivation technique, we next consider the one-dimensional stochastic median problem where \( f_i(\xi_i, x) = |\xi_i - x| \) for \( i \in [n] \), and compute the bound on the risk of the Separate-EO and Joint-EO solution estimators for normal-normal conjugate pair. An analysis with exponential-gamma pair is provided in Appendix D.2.

**Proposition 11.** Consider the one-dimensional stochastic median problem. Assume that, for each \( i \in [n] \), the likelihood distribution is normal with \( \xi_i \sim \mathcal{N}(\mu_i, \sigma^2_i) \) and the prior distribution is normal with \( \mu_i \sim \mathcal{N}(\mu^0_i, \delta^2_i) \). Assume further that the parameters \( \sigma^2_i, \mu^0_i, \delta^2_i \) are known, and a realization of locations \( \tilde{\xi}_i \) is observed. Then, we have

\[
R^L(x^*(\mu), \hat{x}^S(\tilde{\xi})) - R^L(x^*(\mu), \hat{x}^{J,L}(\tilde{\xi})) \leq n \left( \max_i \{\mu^0_i\} - \min_i \{\mu^0_i\} + 2\sqrt{\frac{n-1}{n} \sum_{i=1}^{n} \frac{\delta_i^4}{\sigma_i^2 + \delta_i^2}} \right).
\]

**Proof:** Proposition 9 implies that \( \nu_i := \hat{x}^S(\tilde{\xi}_i) = \hat{x}^{J,L}(\tilde{\xi}_i) = \rho_i \mu_i^0 + (1 - \rho_i) \tilde{\xi}_i \) for \( i \in [n] \). This result follows from the facts that \( \frac{i}{a^2 - \bar{a}^2} = \frac{1}{2} \) for the median objective function, and therefore \( \Phi^{-1} \left( \frac{\nu_i}{\sigma_i} \right) = 0 \). Next, we use Proposition 10 to obtain

\[
R^L(x^*(\mu), \hat{x}^S(\tilde{\xi})) - R^L(x^*(\mu), \hat{x}^{J,L}(\tilde{\xi})) \leq n \mathbb{E}\{\max_i \{\nu_i\} - \min_i \{\nu_i\}\}. \tag{30}
\]

Now, we compute an upper bound on the right-hand-side using a well-known result in probability theory to bound max/min expectations. In particular, for random variables \( z_1, \ldots, z_n \), we have \( \mathbb{E}\{\max_i \{z_i\}\} \leq \max_i \{\mathbb{E}\{z_i\}\} + \sqrt{\frac{n-1}{n} \sum_{i=1}^{n} \text{Var}(z_i)} \) and \( \mathbb{E}\{\min_i \{z_i\}\} \geq \min_i \{\mathbb{E}\{z_i\}\} - \sqrt{\frac{n-1}{n} \sum_{i=1}^{n} \text{Var}(z_i)} \); see Aven [1985]. Since \( \tilde{\xi}_i \sim \mathcal{N}(\mu_i^0, \sigma^2_i + \delta_i^2) \) for each \( i \in [n] \), we have \( \mathbb{E}\{\nu_i\} = \mu_i^0 \) and \( \text{Var}(\nu_i) = \frac{\delta_i^4}{\sigma_i^2 + \delta_i^2} \). Using these relations in the above bounding inequalities, we obtain

\[
\mathbb{E}\{\max_i \{\nu_i\}\} \leq \max_i \{\mu_i^0\} + \sqrt{\frac{n-1}{n} \sum_{i=1}^{n} \frac{\delta_i^4}{\sigma_i^2 + \delta_i^2}} \quad \text{and} \quad \mathbb{E}\{\min_i \{\nu_i\}\} \geq \min_i \{\mu_i^0\} - \sqrt{\frac{n-1}{n} \sum_{i=1}^{n} \frac{\delta_i^4}{\sigma_i^2 + \delta_i^2}}.
\]

Plugging in these bounds into (30) gives the desired conclusion. \( \square \)

### 5.3. Piecewise linear functions with random slope

In this section we consider a stochastic piecewise linear model that includes randomness in the coefficients of the decision variables. This class of problems models the *rectified linear unit* (ReLU) activation function often used in neural networks; see Goodfellow et al. [2016]. Unlike for the class studied in Sections 5.1 and 5.2, an explicit derivation of Separate-EO and Joint-EO solution estimators seems out of reach in this case. Therefore we illustrate the difference in the quality of solutions obtained from the separate and joint methods through a computational experiment in a streamlined neural network model with a single layer.
Suppose that there are $n$ features denoted by random variables $\xi_1, \ldots, \xi_n$ that define an output $O$ through the following procedure

$$O = \max \left\{ 0, \sum_{j=1}^{n} \xi_j w_j + w_{n+1} + \epsilon \right\},$$  

(31)

where $w_1, \ldots, w_n, w_{n+1}$ are the true weights of the random features and $\epsilon$ is a random error. The goal is to model this problem using a single-layer neural network and to evaluate the accuracy of the Separate-EO and Joint-EO methods in estimating the weights.

To this end, we consider a setting where the likelihood and prior distributions of $\xi_i$ are independent normal distributions with known variance and prior mean, that is, $\xi_j | \mu_j \sim \mathcal{N}(\mu_j, \sigma_j^2)$ and $\mu_j \sim \mathcal{N}(\mu_0, \delta_0)$, $j = 1, \ldots, n$. Further, we assume that $T$ observations drawn from the likelihood are available as $\bar{\xi}^1, \ldots, \bar{\xi}^T$. For such a conjugate pair the posterior and predictive distributions are readily available.

The corresponding single-layer neural network model with $n$ input nodes and a single output node is represented as

$$O = \max \left\{ 0, \sum_{j=1}^{n} \xi_j x_j + x_{n+1} \right\},$$  

(32)

where $x_1, \ldots, x_n, x_{n+1}$ are decision variables. To determine these variables, we need to solve the problem

$$\min_{x \in \mathbb{R}^{n+1}} E_{\xi | \mu} \left| O - \max \left\{ 0, \sum_{j=1}^{n} \xi_j x_j + x_{n+1} \right\} \right|.$$  

(33)

The Separate-EO estimator can be obtained as an optimal solution of

$$\min_{x \in \mathbb{R}^{n+1}} E_{\xi | \mu_B(\bar{\xi})} \left| O - \max \left\{ 0, \sum_{j=1}^{n} \xi_j x_j + x_{n+1} \right\} \right|,$$  

(34)

where $\mu_B(\bar{\xi})$ is the Bayes estimator of $\mu$ under the quadratic loss, whereas the Joint-EO estimator under the linear loss can computed as an optimal solution of

$$\min_{x \in \mathbb{R}^{n+1}} E_{\xi | \mu} \left| O - \max \left\{ 0, \sum_{j=1}^{n} \xi_j x_j + x_{n+1} \right\} \right|.$$  

(35)

Since solving problems (34) and (35) directly does not seem possible, we adopt a sampling approach as common in machine learning. In particular, assuming that $R$ sample points are available from the posterior and predictive distributions, we define an approximate problem

$$\min_{x \in \mathbb{R}^{n+1}} \frac{1}{R} \sum_{r=1}^{R} \left| O^r - \max \left\{ 0, \sum_{j=1}^{n} \xi_j^r x_j + x_{n+1} \right\} \right|,$$  

(36)

which minimizes the average prediction error over the sample space. We denote the optimal solutions of problem (36) as $\hat{x}^S$ and $\hat{x}^{J,L}$ when sample points are obtained from the posterior and predictive distributions, respectively.
To conduct our experiments, we draw sample points of input features from the posterior and predictive distributions and compute the sample output according to (31) using true weights. We first randomly generate the parameters according to the following rules:

\[ w_j, w_{n+1} \sim \text{Unif}(-1,1), \mu_{0j} \sim \text{Unif}(-1,1), \delta_{0j} \sim \text{Unif}(0,0.1), \sigma_j \sim \text{Unif}(0.5,\bar{\sigma}), \quad j = 1,\ldots,n. \]

We also set the distribution of the error term as \( \epsilon \sim \mathcal{N}(0,0.1^2) \).

We solve problem (36) with \( R = 1000 \) as a mixed-integer linear program after linearizing the objective. This requires assuming an upper bound on the quantity \( \sum_{j=1}^{n} \xi_j x_j + x_{n+1} \), which we set to \( 10^5 \). Once the optimal weights \( \hat{x}^S \) and \( \hat{x}^{LL} \) are calculated, we compute the test error on a new (test) dataset with size \( R \) again. The average test error results of 100 macro-replications are reported in Table 3. We observe that the test errors with the Joint-EO approach are significantly lower than those of the Separate-EO approach. For the same problem and sample size, the difference becomes even more drastic when the upper bound parameter of the likelihood standard deviation \( \bar{\sigma} \) becomes larger. The extension of such computational studies performed on a deeper neural net with more complex structures while employing different simulation techniques is left as a direction of future research.

| Table 3 Test error results in the deep learning application with different problem sizes (here, SEO and JEO represent Separate-EO and Joint-EO, respectively). |
|---|---|---|---|---|
| \( n \) | \( T \) | \( \bar{\sigma} = 1.0 \) | \( \bar{\sigma} = 1.5 \) | \( \bar{\sigma} = 2.0 \) | \( \bar{\sigma} = 2.5 \) |
| 10 | 100 | 0.876 | 0.114 | 34.242 | 0.097 \( \text{SEO} \) | 1.356 | 0.123 \( \text{JEO} \) | 2.911 | 0.122 \( \text{SEO} \) | 2.557 | 0.093 \( \text{JEO} \) |
| 20 | 200 | 1.454 | 0.110 | 2.011 | 0.111 \( \text{SEO} \) | 2.371 | 0.108 \( \text{JEO} \) | 5.469 | 0.127 \( \text{SEO} \) | 4.779 | 0.179 \( \text{JEO} \) |
| 30 | 300 | 3.455 | 0.105 | 5.002 | 0.098 \( \text{SEO} \) | 3.624 | 0.124 \( \text{JEO} \) | 4.779 | 0.179 \( \text{SEO} \) | 4.746 | 0.239 \( \text{JEO} \) |
| 40 | 400 | 1.481 | 0.099 | 3.696 | 0.105 \( \text{SEO} \) | 3.624 | 0.124 \( \text{JEO} \) | 10.625 | 0.111 \( \text{SEO} \) | 4.746 | 0.239 \( \text{JEO} \) |
| 50 | 500 | 2.557 | 0.093 | 5.322 | 0.103 \( \text{SEO} \) | 16.695 | 0.110 \( \text{JEO} \) | 8.038 | 0.390 \( \text{SEO} \) | 8.038 | 0.390 \( \text{JEO} \) |

6. Conclusion

In the presence of uncertainty, data is used to estimate the unknown elements of stochastic programs. Several techniques can be employed. Under a Bayesian framework, two of the most common estimation rules solve the estimation and optimization problems either separately or jointly. In this paper we explore the analytical and computational trade-offs between the quality and complexity of these schemes in parametric stochastic programs. We use risk as an averaging measure for the quality of the solutions based on two optimization criteria: the gap between the objective values, and the distance between the solutions. We show conditions under which the two schemes yield equal solutions, and give examples when the risk difference between the solutions of the two schemes can be very large. We further study several classes of nonlinear stochastic programs with a piecewise linear structure, while presenting computational experiments on various applications.
Appendix A: Omitted proofs from Section 2

Proof of Proposition 7. We write that
\[
\mathcal{R}^L(x^*(\theta), \hat{x}(\xi)) = \mathbb{E}_\theta \mathbb{E}_{\xi|\theta}[L^L(x^*(\theta), \hat{x}(\xi))] = \mathbb{E}_\xi \mathbb{E}_{\theta|\xi}[L^L(x^*(\theta), \hat{x}(\xi))],
\]
where the first equality follows from the definition of the linear risk, and the second equality follows from exchanging the order of sequential expectations. According to the definition of Bayes solution estimator, we seek among all \(\hat{x}(\xi) \in \mathcal{X}\) an estimator that minimizes the risk \(\mathcal{R}^L(x^*(\theta), \hat{x}(\xi))\). First, we claim that any minimizer \(\hat{x}^{J,L}(\xi)\) of \(\mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}(\xi))]\) is also a minimizer of the risk \(\mathcal{R}^L(x^*(\theta), \hat{x}(\xi))\). To prove this claim, consider any estimator \(\hat{x}(\xi) \neq \hat{x}^{J,L}(\xi)\). It follows from the assumption that \(\mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}^{J,L}(\xi))] \leq \mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}(\xi))]\). Taking the expectation \(\mathbb{E}_{\xi}[]\) with respect to the marginal distribution of \(\xi\) from both sides, we obtain that \(\mathbb{E}_\xi \mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}^{J,L}(\xi))] \leq \mathbb{E}_\xi \mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}(\xi))]\). Hence, the claim follows from the chain relation in the first line. As a result, a Bayes solution estimator is a minimizer \(\hat{x}^{J,L}(\xi)\) of \(\mathbb{E}_{\theta|\xi}[\mathcal{L}^L(x^*(\theta), \hat{x}(\xi))]\) = \(\mathbb{E}_{\theta|\xi}[\mathbb{E}_{\xi|\theta}[f(\xi, x^*(\theta))]]\) finite for any \(x \in \mathcal{X}\) allows for the interchange of the integration order. We have that
\[
\mathbb{E}_{\theta|\xi}\mathbb{E}_{\xi|\theta}[f(\xi, x)] = \int_\mathcal{X} \int_\theta f(\xi, x)g(\xi|\theta)\Pi(\theta|\xi)d\xi d\theta = \int_\mathcal{X} f(\xi, x) \left(\int_\theta g(\xi|\theta)\Pi(\theta|\xi)d\theta\right) d\xi = \int_\mathcal{X} f(\xi, x)h(\xi|\xi)d\xi = \mathbb{E}_{\xi|\theta}[f(\xi, x)],
\]
where the second equality is obtained by the interchange of integration order, and the third equality follows from the definition of posterior predictive distribution in Definition 1. \(\square\)

Proof of Proposition 8. We have that \(\mathcal{R}^Q(x^*(\theta), \hat{x}(\xi)) = \mathbb{E}_\theta \mathbb{E}_{\xi|\theta}[\mathcal{L}^Q(x^*(\theta), \hat{x}(\xi))] = \mathbb{E}_\xi \mathbb{E}_{\theta|\xi}[\mathcal{L}^Q(x^*(\theta), \hat{x}(\xi))]\), where the first equality holds because of (7), and the second equality follows from changing the order of sequential expectations. According to the definition of Bayes estimator, we seek among all \(\hat{x}(\xi) \in \mathcal{X}\) an estimator that minimizes the risk \(\mathcal{R}^Q(x^*(\theta), \hat{x}(\xi))\). We claim that any minimizer \(\hat{x}^{J,Q}(\xi)\) of \(\mathbb{E}_{\theta|\xi}[\mathcal{L}^Q(x^*(\theta), x)]\) is also a minimizer of the risk \(\mathcal{R}^Q(x^*(\theta), \hat{x}(\xi))\). To prove this claim, consider any estimator \(\hat{x}(\xi) \neq \hat{x}^{J,Q}(\xi)\). It follows from the assumption that \(\mathbb{E}_{\theta|\xi}[\mathcal{L}^Q(x^*(\theta), \hat{x}^{J,Q}(\xi))] \leq \mathbb{E}_{\theta|\xi}[\mathcal{L}^Q(x^*(\theta), \hat{x}(\xi))]\). Taking the expectation \(\mathbb{E}_{\xi}[]\) with respect to the marginal distribution of \(\xi\) from both sides we obtain the desired result due to the chain relation in the first line. \(\square\)
Proof of Corollary[7] Since $x^*(\theta)$ is unique, we obtain that $D^2(x^*(\theta), \hat{x}(\xi)) = ||x^*(\theta) - \hat{x}(\xi)||^2$. To obtain the Bayes solution estimator, we need to find a minimizer of (8) which reduces to $\min_{x \in X} E_{\theta|\xi} [||x^*(\theta) - x||^2]$. Define $w = E_{\theta|\xi}[x^*(\theta)]$. We write that

$E_{\theta|\xi} [||x^*(\theta) - x||^2] = E_{\theta|\xi} [||(x^*(\theta) - w) + (w - x)||^2]$

$= E_{\theta|\xi} [||x^*(\theta) - w||^2] + E_{\theta|\xi} [||w - x||^2] + 2E_{\theta|\xi} [(x^*(\theta) - w)^T(w - x)]$

$= E_{\theta|\xi} [||x^*(\theta) - w||^2] + ||w - x||^2,$

where the first equality is obtained by adding and subtracting $w$, the second equality follows from decomposition of the norm vector, and the last equality holds because $E_{\theta|\xi}[x^*(\theta) - w] = 0$ by definition, and because $||w - x||^2$ does not depend on $\theta$. Note in the last relation that the first term $E_{\theta|\xi}[||x^*(\theta) - w||^2]$ does not contain $x$. This gives the desired relation [9]. For the next result, when $X$ is convex, any convex combination of $x^*(\theta)$ belongs to $X$ as $x^*(\theta) \in X$, and therefore the minimizer of (9) is attained at $E_{\theta|\xi}[x^*(\theta)]$. □

Appendix B: Omitted proofs from Section 4

Proof of Proposition[3] It follows from the assumptions that $E_{\theta|\xi}[f(\xi, x)]$ can be written as $\sum_{k=1}^K h_k(x)g_k(\theta)$ where $h_k(x) : \mathbb{R}^n \to \mathbb{R}$ and $g_k(\theta) = \prod_{l \in I_k} \theta_l$ for some $I_k \subseteq [n]$. For this function, the assumption also implies that for any $k \in \{1, \ldots, K\}$, all variables $\xi_l$ for $l \in I_k$ are independent, and so are all variables $\theta_l$ for $l \in I_k$. We compute the objective of the Joint-EO method as given in (4)

$E_{\theta|\xi}[f(\xi, x)] = \sum_{k=1}^K h_k(x)E_{\theta|\xi}[g_k(\theta)] = \sum_{k=1}^K h_k(x) \prod_{l \in I_k} E_{\theta|\xi}[\theta_l], \quad (37)$

where the first equality follows from linearity of the expectation operator and the second equality holds because random variables and parameters are independent. As discussed before, the Bayes estimator for a parameter under the squared error loss is the posterior mean. Therefore for the Separate-EO method, each $\theta_l$ is replaced by its posterior mean $E_{\theta|\xi}[\theta_l]$ in (1). The resulting objective function is (37). This shows that the objective of the Joint-EO and Separate-EO methods are equal. Since both have the same constraint set $X$, their optimal solutions are the same. □

Proof of Proposition[3] Under the assumption that $x^*(\theta)$ is unique for any given $\theta$, the Separate-EO solution estimator can be expressed as $\hat{x}^S(\xi) = x^*(\hat{\theta}^B(\xi))$ where $\hat{\theta}^B(\xi)$ is the Bayes estimator of the unknown parameter $\theta$ under the squared error loss. It follows from the discussion in Section 2.1 that $\hat{\theta}^B(\xi) = E_{\theta|\xi}[\theta]$. Therefore, the Separate-EO method yields $\hat{x}^S(\xi) = x^*(E_{\theta|\xi}[\theta])$. We obtain that $E_{\theta|\xi}[x^*(\theta)] = x^*(E_{\theta|\xi}[\theta])$ because of the linearity of the expectation operator and because of the independence of variables appearing in the products. As a result, $E_{\theta|\xi}[x^*(\theta)] \in X$. It follows from [4] in Corollary[4] that the Joint-EO method yields $\hat{x}^{JQ}(\xi) = E_{\theta|\xi}[x^*(\theta)]$. □
Appendix C: Omitted example from Section 4

Example 5. Assume the setting of Example 4. Consider an instance of stochastic program \( \text{[1]} \) where the objective function is \( E_\xi[ f(\xi, x) ] = \sum_{i=1}^{n} \mu_i x_i \) and \( \mathcal{X} \) is a unit-ball in \( \mathbb{R}^n \), i.e.,
\[
\max \left\{ \sum_{i=1}^{n} \mu_i x_i \left| \sum_{i=1}^{n} x_i^2 < 1 \right. \right\}.
\]

For any \( \mu \in \mathbb{R}^n \setminus \{0\} \), the unique optimal solution of the problem is \( x^* (\mu) = \frac{x}{||x||} \). As a result, the Separate-EO method yields the solution estimator \( x^S(\xi) = \frac{n}{||\eta||} \). Now we calculate the estimator obtained from the Joint-EO method under the quadratic loss. Since the optimal solution of \( \text{[38]} \) is unique and its feasible region is convex, it follows from Corollary \( \text{[1]} \) that \( \hat{x}^{J,Q}(\xi) = \mathbb{E}_{\mu|\xi}[x^*(\mu)] = \mathbb{E}_{\mu|\xi} \left\{ \frac{n}{||\mu||} \right\} \). In particular, the Joint-EO solution is a convex combination of normalized vectors \( \frac{\mu}{||\mu||} \) for all possible values of \( \mu \) taken according to the posterior distribution of \( \mu|\xi \). When this distribution is non-degenerate (can assume multiple distinct values), the expected vector \( \hat{x}^{J,Q}(\xi) \) belongs to the interior of the unit-ball. On the other hand, the Separate-EO solution \( x^S(\xi) \) is always on the boundary of the unit-ball. We conclude that the two solution estimators can never be equal. Moreover, they can achieve a maximum distance in the unit-ball. For instance, assume that the parameters \( \lambda, \sigma, \delta \) and the observation \( \xi \) are such that \( \eta_i = \left| \frac{\eta_i^2}{2}\lambda_i + \frac{\delta^2}{2}\xi_i \right| \leq \epsilon \) for all \( i \in [n] \) and a sufficiently small but positive \( \epsilon \). Due to the symmetry of the feasible region and the posterior distribution of \( \mu|\xi \) around the origin, the Joint-EO solution estimator is sufficiently close to the origin, while the Separate-EO solution estimator is always on the boundary. This yields the maximum distance of the Separate-EO solution from the Joint-EO solution.

For a numerical illustration, assume that \( n = 2, \xi_1 = 1.001, \xi_2 = -1, \lambda_1 = -1, \lambda_2 = 1, \sigma_1 = \sigma_2 = \delta_1 = \delta_2 = 1 \). We compute \( \eta_1 = 0.0005, \eta_2 = 0 \) and \( \zeta_1^2 = \zeta_2^2 = \frac{1}{2} \). It follows that the Bayesian solution estimator for the Joint-EO is very close to the origin and the solution estimator for the Separate-EO is \( x = (1, 0) \).

Appendix D: Omitted analyses from Section 5

D.1. Piecewise linear functions

In this section, we consider piecewise linear structures with exponential-gamma and geometric-beta conjugate pairs.

D.1.1. Exponential Likelihood with Gamma Prior

Using Corollary \( \text{[3]} \) one can prove the following.

Proposition 12. Consider the stochastic problem \( \text{[26]} \). Assume that the likelihood distribution is exponential with \( \xi \sim \exp(\lambda) \) and the prior distribution is gamma with \( \lambda \sim \text{Gamma}(\alpha, \beta) \). Assume further that the shape and rate hyperparameters \( \alpha \) and \( \beta \) are known, and a realization \( \xi \) is observed. Then, we have
\[
\begin{align*}
(i) \quad & \hat{x}^S(\xi) = \frac{a + \xi}{a + 1} \ln \left( \frac{a - \tilde{a}}{a - \tilde{b}} \right) \\
(ii) \quad & \hat{x}^{J,L}(\xi) = (\beta + \xi) \left[ \left( \frac{a - \tilde{a}}{a - \tilde{b}} \right)^{1/(\alpha + 1)} - 1 \right] \\
(iii) \quad & \hat{x}^{J,Q}(\xi) = \frac{a + \xi}{\alpha} \ln \left( \frac{a - \tilde{a}}{a - \tilde{b}} \right).
\end{align*}
\]

Proof: (i) Due to Corollary \( \text{[3]} \) (ii), we have
\[
\hat{x}^S(\xi) = G^{-1} \left( \frac{\tilde{b}}{\tilde{a} - \tilde{a}} \right) \lambda^B(\xi) = -\frac{1}{\lambda^B(\xi)} \ln \left( 1 - \frac{\tilde{b}}{\tilde{a} - \tilde{a}} \right) = \frac{1}{\lambda^B(\xi)} \ln \left( \frac{\tilde{a} - \tilde{a}}{\tilde{a} - \tilde{a}} \right),
\]
where \( G(\xi) \) is the cdf of an exponential random variable with parameter \( \lambda^B(\xi) = \frac{a + 1}{\beta + \xi} \). Hence, we obtain \( \hat{x}^S(\xi) \) as stated.
(ii) Due to Corollary 3(ii), we have
\[
\hat{x}^{J,L}(\bar{\xi}) = H^{-1}\left(\frac{\hat{b}}{\bar{a} - \hat{a}} \bigm/ \bar{\xi}\right) = \beta' \left(1 - \frac{\hat{b}}{\bar{a} - \hat{a}}\right)^{-1/\alpha'} - 1 = \beta' \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right)^{1/\alpha'} - 1,
\]
where \(H(\xi)\) is the cdf of a Lomax random variable with the scale and shape parameters \(\beta' := \beta + \bar{\xi}\) and \(\alpha' = \alpha + 1\). Hence, the result follows.

(iii) We write that
\[
\hat{x}^{J,Q}(\bar{\xi}) = \int_{0}^{\infty} \frac{1}{\lambda} \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \Pi(\lambda|\bar{\xi}) d\lambda
\]
\[
= \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \int_{0}^{\infty} \frac{1}{\lambda} \left(\frac{\beta + \bar{\xi}}{\alpha + 1}\right)^{\alpha} e^{-\left(\beta + \bar{\xi}\right)\lambda} d\lambda
\]
\[
= \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \frac{(\beta + \bar{\xi})}{\Gamma(\alpha + 1)} \int_{0}^{\infty} \frac{1}{\lambda^{\alpha + 1}} e^{-\left(\beta + \bar{\xi}\right)\lambda} d\lambda
\]
\[
= \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \frac{(\beta + \bar{\xi})}{\alpha},
\]
where the first equality follows from Corollaries 1 and 3(iii), the second equality holds since the posterior distribution \(\Pi(\lambda|\bar{\xi})\) is gamma with the shape and rate parameters \(\alpha + 1\) and \(\beta + \bar{\xi}\) respectively, the third equality is obtained by factoring suitable terms out of the integral and the last equality follows from the facts that \(\frac{\Gamma(\alpha + 1)}{\Gamma(\alpha)} = \frac{1}{\alpha}\) and that the integral is equal to 1 as it represents a gamma distribution.

We note that the complexity of obtaining the Separate-EO and Joint-EO estimators is the same as they all admit closed form solutions. Next, we discuss the risk difference between \(\hat{x}^{S}(\bar{\xi})\) and \(\hat{x}^{J,L}(\bar{\xi})\) as well as \(\hat{x}^{J,Q}(\bar{\xi})\).

**Proposition 13.** Let \(\alpha > 1\). Under the assumptions of Proposition 12, we have
\[
\mathcal{R}^l(x^*(\mu), \hat{x}^{S}(\bar{\xi})) - \mathcal{R}^l(x^*(\mu), \hat{x}^{J,L}(\bar{\xi})) \leq \frac{\hat{b}\beta\alpha}{\alpha - 1} \left\{ \left[\left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right)^{1/\alpha} - 1\right] - \frac{1}{\alpha + 1} \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \right\}.
\]

**Proof:** Let us first compute an upper bound on the difference in the loss values of the estimators. We define \(F(x) := E_{\lambda|x}[f(\xi, x)]\) as the objective function of (26) and write
\[
\mathcal{L}^l(x^*(\theta), \hat{x}^{S}(\bar{\xi})) - \mathcal{L}^l(x^*(\theta), \hat{x}^{J,L}(\bar{\xi})) = F(\hat{x}^{J,L}(\bar{\xi})) - F(\hat{x}^{S}(\bar{\xi}))
\]
\[
\leq F'(\hat{x}^{S}(\bar{\xi}))(\hat{x}^{J,L}(\bar{\xi}) - \hat{x}^{S}(\bar{\xi}))
\]
\[
\leq \hat{b}(\beta + \bar{\xi}) \left\{ \left[\left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right)^{1/\alpha} - 1\right] - \frac{1}{\alpha + 1} \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right) \right\},
\]
where the first equality follows from the definition of the linear loss (2), the first inequality is obtained from the first order Taylor expansion of the concave function \(F(x)\) at point \(\hat{x}^{J,L}(\bar{\xi})\) about \(\hat{x}^{S}(\bar{\xi})\), the second inequality follows from (i) \(\hat{x}^{J,L}(\bar{\xi}) - \hat{x}^{S}(\bar{\xi}) = (\beta + \bar{\xi})\left[\left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right)^{1/\alpha} - 1\right] - \frac{\beta + \bar{\xi}}{\alpha + 1} \ln \left(\frac{\bar{a} - \hat{a}}{\bar{a} - \hat{a} - \hat{b}}\right)\) due to Proposition 12 (ii), \(\hat{x}^{J,L}(\bar{\xi}) > \hat{x}^{S}(\bar{\xi})\) since \(\kappa^{1/\alpha} - 1 > \frac{\ln(\kappa)}{\alpha}\) for all \(\kappa, \alpha > 1\), and (iii) \(F'(x) \leq \hat{b}\) for all \(x \in \mathbb{R}\) which is deduced from (25). To obtain the risk difference, we take the expectations \(E_{\lambda|x}[\hat{\xi}]\) from the last term, which yields the desired result using \(E_{\lambda|x}[\hat{\xi}] = \frac{\bar{a}}{\alpha - 1}\). □

For the quadratic loss, it is possible to compute the risk difference exactly.
Proposition 14. Let $\alpha > 2$. Under the assumptions of Proposition 12, we have
\[ R^Q(x^* (\mu), \hat{x}^S(\tilde{\xi})) - R^Q(x^* (\mu), \hat{x}^{J,Q}(\tilde{\xi})) = \frac{\beta^2}{\alpha(\alpha+1)^2(\alpha-2)} \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2. \]

Proof: We write that
\[ R^Q(x^* (\mu), \hat{x}^S) = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \mathbb{E}_{\xi|\lambda} \left[ \frac{1}{\lambda} + \beta + \tilde{\xi} \right]^2 \]
\[ = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \mathbb{E}_{\xi|\lambda} \left[ 2 + 2\beta + \frac{1}{\alpha + 1} + \frac{(\beta + \tilde{\xi})^2}{(\alpha + 1)^2} \right] \]
\[ = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \left[ 2 + \frac{2\beta + \frac{1}{\alpha + 1}}{(\alpha + 1)^2} + \frac{(\beta + 2\frac{1}{\alpha + 1})^2}{(\alpha + 1)^2} \right] \]
\[ = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \left[ 2 + \frac{(\beta + 1)}{\alpha + 1} + \frac{(\beta + 1)^2}{\alpha + 1} \right], \]
where the first equality follows from Proposition 12 and the definition of the risk under quadratic loss, and the second equality holds because $\mathbb{E}_{\xi|\lambda}[\tilde{\xi}] = \frac{1}{\lambda}$ and $\mathbb{E}_{\xi|\lambda}[\beta^2] = \frac{\beta^2}{\alpha + 1}$, which yields $\mathbb{E}_\lambda[\frac{1}{\lambda^2}] = \frac{\beta^2}{\alpha + 1}$, and $\mathbb{E}_{\xi|\lambda}[\lambda^2] = \frac{\beta^2}{\alpha + 2}$, which yields $\mathbb{E}_{\xi|\lambda}[\beta + 1] = \frac{\beta^2}{\alpha + 2}$. Combining the above results, we obtain
\[ R^Q(x^* (\mu), \hat{x}^{J,Q}(\tilde{\xi})) = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \left[ 2 + \frac{(\beta + 1)}{\alpha + 1} + \frac{(\beta + 1)^2}{\alpha + 1} \right]. \]
Note that $\lambda \sim \text{Gamma}(\alpha, \beta)$ which implies that $\frac{1}{\lambda} \sim \text{Inverse-Gamma}(\alpha, \beta)$. Therefore, we obtain that $\mathbb{E}_\lambda[\frac{1}{\lambda^2}] = \frac{\beta^2}{\alpha^2 - 1}$ and $\mathbb{E}_\lambda[\frac{1}{\lambda^2}] = \frac{\beta^2}{\alpha^2 - 1}$, which yields $\mathbb{E}_\lambda[\beta + 1] = \frac{\beta^2}{\alpha^2 - 1}$. Combining the above results, we obtain
\[ R^Q(x^* (\mu), \hat{x}^{J,Q}(\tilde{\xi})) \]
\[ = \left[ \ln \left( \frac{\bar{a} - \tilde{a}}{\bar{a} - a - b} \right) \right]^2 \mathbb{E}_\lambda \left[ 2 + \frac{(\beta + 1)}{\alpha + 1} + \frac{(\beta + 1)^2}{\alpha + 1} \right]. \]
from which the result follows. 

D.1.2. Geometric Likelihood with Beta Prior Corollary 5 implies the following.

Proposition 15. Consider the stochastic problem (26). Assume that the likelihood distribution is geometric with $\xi \sim \text{Geo}(p)$ and the prior distribution is beta with $p \sim \text{Beta}(\alpha, \beta)$. Assume further that the shape parameters $\alpha$ and $\beta$ are known, and a realization $\tilde{\xi}$ is observed from the likelihood. Then, we have
\begin{enumerate}
  \item[(i)] $\hat{x}^S(\tilde{\xi}) \approx G^{-1} \left( \frac{\tilde{b}}{\bar{a} - \tilde{a}} \bigg| \hat{p}^B(\tilde{\xi}) \right) \approx \ln \left( \frac{\bar{a} - \tilde{a} - \tilde{b}}{\bar{a} - \tilde{a}} \right) \ln(1 - \hat{p}^B(\tilde{\xi})),$

Proof: (i) Due to Corollary 3, we have
\[ \hat{x}^S(\tilde{\xi}) = G^{-1} \left( \frac{\tilde{b}}{\bar{a} - \tilde{a}} \bigg| \hat{p}^B(\tilde{\xi}) \right) \approx \ln \left( \frac{\bar{a} - \tilde{a} - \tilde{b}}{\bar{a} - \tilde{a}} \right) \ln(1 - \hat{p}^B(\tilde{\xi})), \]
where $G(\xi)$ is the cdf of a geometric random variable with parameter $\hat{p}^B(\tilde{\xi}) = \frac{\alpha + 1}{\alpha + \beta + \xi}$. Hence, we obtain $\hat{x}^S(\tilde{\xi})$ as stated.
(ii) Due to Corollary \(3\), we have
\[
\hat{x}_{J,L}^*(\xi) = H^{-1}\left(\frac{\hat{b}}{\hat{a}} \xi\right),
\]
where \(H\) is the cdf of posterior predictive distribution. The results follows due to the relationship between the cdf \(H\) and its pmf \(h\).

(iii) We write that
\[
\hat{x}_{J,Q}^*(\xi) \approx \int_0^1 \ln\left(\frac{\hat{a} - \hat{b}}{\hat{a} - a}\right) \Pi(p|\xi) dp = \ln\left(\frac{\hat{a} - \hat{b}}{\hat{a} - a}\right) \int_0^1 \frac{p^n(1-p)^{\beta+\xi-2}}{\ln(1-p)} B(\alpha + 1, \beta + \xi - 1) dp,
\]
where the first relation follows from Corollaries \(1\) and \(3\), and the second relation holds since the posterior distribution \(\Pi(p|\xi)\) is beta with parameters \(\alpha + 1\) and \(\beta + \xi - 1\).

We note that \(\hat{x}_{J,Q}^*(\xi)\) can be approximated by a closed form expression while the approximations of \(\hat{x}_{J,L}^*(\xi)\) and \(\hat{x}_{J,Q}^*(\xi)\) require an algorithm and numerical integration, in general. This is an instance where computing the Joint-EO solutions is harder than computing the Separate-EO solutions.

D.2. Sum of piecewise linear functions

In this section, we consider the sum of piecewise linear functions with exponential-gamma conjugate pairs.

**Proposition 16.** Consider the one-dimensional stochastic median problem. Assume that, for each \(i \in [n]\), the likelihood distribution is exponential with \(\xi_i \sim \text{Exp}(\lambda_i)\) and the prior distribution is gamma with \(\lambda_i \sim \text{Gamma}(\alpha_i, \beta_i)\). Assume further that the parameters \(\alpha_i\) and \(\beta_i\) are known with \(\alpha_i > 2\), and that a realization of locations \(\xi_i\) is observed for \(i \in [n]\). Then, we have
\[
\mathcal{R}_L(x^*(\lambda), \hat{x}_{J}^*(\xi)) - \mathcal{R}_L(x^*(\lambda), \hat{x}^{J,L}_{J,L}^*(\xi)) \leq n \max_i \left\{ \frac{\alpha_i \beta_i (\frac{\alpha_i + \sqrt{2}}{\alpha_i - 1})}{\alpha_i - 1} \right\} + \sqrt{\frac{n-1}{n} \sum_{i=1}^n \frac{\beta_i^2 \alpha_i (\frac{\alpha_i + \sqrt{2}}{\alpha_i - 1})}{(\alpha_i - 1)^2 (\alpha_i - 2)}} + \sqrt{\frac{n-1}{n} \sum_{i=1}^n \frac{\beta_i^2 \alpha_i (\frac{\alpha_i + \sqrt{2}}{\alpha_i - 1})}{(\alpha_i - 1)^2 (\alpha_i - 2)}}.
\]

**Proof:** Proposition \(12\) implies that \(\hat{x}_{J}^*(\xi)\) is a realization of \(\xi\) for \(i \in [n]\). Since \(\frac{\alpha_i + \sqrt{2}}{\alpha_i - 1} < \frac{\alpha_i + \sqrt{2}}{\alpha_i - 1} \) for \(\alpha_i > 0\), we have \(\hat{x}_{J}^*(\xi) < \hat{x}^{J,L}_{J,L}^*(\xi)\) for each \(i \in [n]\). Applying Proposition \(10\) we obtain
\[
\mathcal{R}_L(x^*(\lambda), \hat{x}_{J}^*(\xi)) - \mathcal{R}_L(x^*(\lambda), \hat{x}^{J,L}_{J,L}^*(\xi)) \leq n \mathbb{E}_\xi[\max_i \{\hat{x}^{J,L}_{J,L}^*(\xi_i)\} - \min_i \{\hat{x}_{J}^*(\xi_i)\}].
\]

Now, we compute an upper bound on the right-hand-side using Aven (1985). Since \(\hat{\xi}_i \sim \text{Lomax}(\beta_i, \alpha_i)\) for \(i \in [n]\), we have
\[
\mathbb{E}[\xi_i] = \frac{\beta_i}{\alpha_i - 1} \quad \text{and} \quad \text{Var}(\xi_i) = \frac{\beta_i^2 \alpha_i}{(\alpha_i - 1)^2 (\alpha_i - 2)}.
\]

Since both \(\hat{x}_{J}^*(\xi_i)\) and \(\hat{x}^{J,L}_{J,L}^*(\xi_i)\) are affine transformations of \(\xi_i\), we can easily obtain their mean and variance as well. Finally, plugging in the resulting bounds for \(\mathbb{E}[\min_i \{\hat{x}_{J}^*(\xi_i)\}]\) and \(\mathbb{E}[\max_i \{\hat{x}^{J,L}_{J,L}^*(\xi_i)\}]\) into \(39\) gives the desired result.

**Acknowledgments**

This work was supported in parts by ONR grant 000141812129 and NSF grant CMMI-1560828.
Author Biographies

Danial Davarnia is an Assistant Professor in the Department of Industrial and Manufacturing Systems Engineering at Iowa State University. He received his Ph.D. degree in Industrial and Systems Engineering from University of Florida, and was a postdoctoral research fellow in the Tepper School of Business at Carnegie Mellon University after that. His research interests include mixed-integer nonlinear programming and stochastic programming, with applications in transportation and network design.

Burak Kocuk is an Assistant Professor in the Industrial Engineering Program at Sabancı University, Istanbul. He received his Ph.D. degree in Operation Research from Georgia Institute of Technology and he was a postdoctoral research fellow at Carnegie Mellon University after that. His research focuses on developing solution methods for mixed-integer nonlinear programming problems with applications in engineering optimization.

Gérard Cornuéjols is a University Professor at Carnegie Mellon University. He holds the IBM chair in Operations Research. He is a member of the National Academy of Engineering; he was awarded the Lanchester prize, the Fulkerson prize, the von Neumann theory prize and the Dantzig prize.

Story of the paper.

Practitioners in the finance industry have observed a fascinating interaction between data and optimization. In the classical Markowitz model for portfolio construction, a major issue is the estimation of the expected returns of the individual assets. The theory of efficient markets tells us that the latest data contain the best available information. Surprisingly, in 1986 Jorion recommended not to use the data directly, but instead to “shrink” the data on individual assets towards a “grand average” involving all the other assets as well. This seems counterintuitive but it works well in practice. This “paradox” can be traced back to the stunning work of Stein (1956) in statistics. Our work originated in an attempt to understand the computational consequences of this paradox in the more general context of optimization.
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