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Abstract. Using Harnack’s inequality and a scaling argument we study Liouville-type theorems and the asymptotic behaviour of positive solutions near an isolated singular point $\zeta \in \partial \Omega \cup \{\infty\}$ for the quasilinear elliptic equation

$$-\text{div}(|\nabla u|^{p-2} A \nabla u) + V |u|^{p-2} u = 0 \quad \text{in } \Omega,$$

where $\Omega$ is a domain in $\mathbb{R}^d$, $d \geq 2$, $1 < p < d$, and $A = (a_{ij}) \in L^\infty_{\text{loc}}(\Omega; \mathbb{R}^{d \times d})$ is a symmetric and locally uniformly positive definite matrix. It is assumed that the potential $V$ belongs to a certain Wolff class and has a generalized Fuchsian-type singularity at an isolated point $\zeta \in \partial \Omega \cup \{\infty\}$.
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1. Introduction

This paper studies positive Liouville-type theorems and removable singularity theorems for the $(p, A)$-Laplacian type elliptic equation

$$Q(u) = Q_{p,A,V}(u) := -\Delta_{p,A}(u) + V |u|^{p-2} u = 0 \quad \text{in } \Omega \quad (1.1)$$

near an isolated singular point $\zeta \in \partial \Omega \cup \{\infty\}$. Here $\Omega$ is a domain in $\mathbb{R}^d$ ($d \geq 2$) with boundary $\partial \Omega$, $1 < p < d$, $V$ is a real valued potential belonging to a certain Wolff space $W^p_{\text{loc}}(\Omega)$ (see Definition 2.8), and

$$\Delta_{p,A}(u) := \text{div}(|\nabla u|^{p-2} A \nabla u)$$
is the $(p, A)$-Laplacian, where $A = (a_{ij}) \in L_{\text{loc}}^{\infty}(\Omega; \mathbb{R}^{d \times d})$ is a symmetric and locally uniformly positive definite matrix valued function, and

$$
\left| \xi \right|_A^2 \triangleq \left| \xi \right|_{A(x)}^2 := A(x) \xi \cdot \xi = \sum_{i, j = 1}^{d} a_{ij}(x) \xi_i \xi_j \quad x \in \Omega, \; \xi = (\xi_1, ..., \xi_d) \in \mathbb{R}^d.
$$

Liouville theorems and asymptotic behaviours of positive solutions of second-order quasilinear elliptic operators near an isolated singular point $\zeta \in \partial \Omega \cup \{\infty\}$ was studied extensively in the past few decades, see [8, 9, 12, 15–17, 25, 28] and references therein. In particular, we mention the work of Fraas and Pinchover [8], where Liouville theorems and removable singularity theorems for positive solutions of (1.1) have been obtained for the entire range $1 < p < \infty$ under the assumptions that $A$ is the identity matrix, and $V \in L_{\text{loc}}^{\infty}(\Omega)$ has a pointwise Fuchsian-type singularity at $\zeta \in \{0, \infty\}$, namely,

$$
\left| V(x) \right| \leq \frac{C}{|x|^p} \quad \text{near } \zeta.
$$

Furthermore, in the same paper and in [9], the asymptotic behaviour of the quotient of two positive solutions near the singular point $\zeta$ has been established. The outcomes in [8, 9] extend to the quasilinear case results obtained in [19, and references therein] for positive classical solutions of a second-order linear elliptic operators in a non-divergence form.

Recently, based on criticality theory for $Q_{p, A, V}$ with $V$ in a local Morrey space $M_{\text{loc}}^{\sigma}(p; \Omega)$ (see Definition 2.2) established in [20], the aforementioned results were further extended in [11] to the case where $A = (a_{ij}) \in L_{\text{loc}}^{\infty}(\Omega; \mathbb{R}^{d \times d})$ is a symmetric and locally uniformly positive definite matrix valued function, and $V$ belongs to $M_{\text{loc}}^{\sigma}(p; \Omega)$ which has a generalized Fuchsian-type singularity at $\zeta$. More precisely, let $A_R := \{x \in \mathbb{R}^d : R/2 \leq |x| < 3R/2\}, V \in M_{\text{loc}}^{\sigma}(p; \Omega)$ is said to have a generalized Fuchsian-type singularity at $\zeta$ if for every relative punctured neighbourhood $\Omega' \subset \Omega$ of $\zeta$, there exist a positive constant $C$ and $R_0 > 0$ such that

$$
\begin{cases}
\|x\|^{p-d/q} V \|_{M_{\text{loc}}^{\sigma}(p; A_R \cap \Omega')} \leq C & \text{if } p \neq d, \\
\|V\|_{M_{\text{loc}}^{\sigma}(d; A_R \cap \Omega')} \leq C & \text{if } p = d,
\end{cases}
$$

for all $0 < R < R_0$ if $\zeta = 0$, and $R > R_0$ if $\zeta = \infty$.

The results in [11] covers the full range of $1 < p < \infty$ as in [8, 9]. Note that for $p > d$, $M_{\text{loc}}^{\sigma}(p; \Omega) = L_{\text{loc}}^{1}(p; \Omega)$, which is mainly the weakest assumption for the well-definedness of weak solutions, and for ensuring the local Harnack inequality and the Hölder continuity of weak solutions of the equation $Q(u) = 0$.

On the other hand, by Lemma 2.4 and remarks 2.6 and 2.9, the local Morrey space $M_{\text{loc}}^{\sigma}(p; \Omega)$ for $1 < p < d$ is a proper subset of the local Stummel-Kato class $K_{\text{loc}}^{p}(\Omega)$ (see Definition 2.3), which in turn is a proper subset of the local Wolff class $\mathfrak{W}_{\text{loc}}^{p}(\Omega)$ (see Definition 2.8). It is important to remark here that when $1 < p < d$, the assumption that $V \in M_{\text{loc}}^{\sigma}(p; \Omega)$ is the weakest to ensure the local Hölder continuity of weak solutions of (1.1) [20]. That is, if $V \in K_{\text{loc}}^{1}(\Omega)$ or $V \in \mathfrak{W}_{\text{loc}}^{p}(\Omega)$, then weak solutions of (1.1) may not be Hölder continuous, see [5], [7] and [24] for counterexamples.
1.1. The Main Goal

The main purpose of the present paper is to extend the results obtained in [8,9,11] related to the operator $Q_{p,A,V}(u)$ for $1 < p < d$, when the potential $V$ is assumed to be in the local Wolff class $\mathcal{M}_r^p(\Omega)$. Establishing the Harnack convergence principle (Theorem 3.8), we first study some properties of the principal eigenvalue, and discuss the relationship between the positivity of the principal eigenvalue and the generalized maximum principles (see the Theorem 3.15). Then, using the maximum principles, we prove the existence and uniqueness of a positive weak solution to the following Dirichlet problem in a bounded domain $\omega \subset \Omega$:

$$
\begin{cases}
Q_{p,A,V}(u) = g & \text{in } \omega, \\
u = 0 & \text{on } \partial \omega.
\end{cases}
$$

where $0 \leq g \in L^{p'}(\omega)$. As a consequence the Dirichlet problem, we derive Theorem 3.17, known as the Agmon-Allegretto-Piepenbrink (AAP)-type theorem, which asserts that the nonnegativity of the energy functional

$$Q_{p,A,V}(\varphi) := \int_{\Omega} (|\nabla \varphi|^p_A + V|\varphi|^p) \, dx$$

on $C_c^\infty(\Omega)$ is equivalent to the existence of a positive weak solution or supersolution of $Q_{p,A,V}(u) = 0$ in $\Omega$. Then, using the AAP-type theorem, we show that in a bounded domain, the positive principal eigenfunction is in fact the Agmon ground state (Theorem 3.22), and derive the generalized weak comparison principle (Theorem 3.27). Finally, we study the asymptotic behaviour of positive weak solutions near a Fuchsian-type singular point $\zeta$, and prove removable singularity theorems for positive solutions of (1.1) when the potential $V$ lies in a local Wolff space and has a Fuchsian-type singularity at $\zeta$ (see Definition 4.1). More precisely, we prove the uniqueness (up to a multiplicative constant) of certain positive weak solutions and study the asymptotic behaviour of the quotients of two positive weak solutions of the quasilinear elliptic equation (1.1) near the singular point $\zeta$ (see the Theorem 4.15). Our main tool is a uniform Harnack inequality (Lemma 4.12) and a scaling argument using the quasi-invariance of (1.1) under the map $x \mapsto Rx$, where $x \in \Omega$ and $R > 0$. The novelty of this work lies in the fact that the potential $V$ lies in the local Wolff class $\mathcal{M}_r^p(\Omega)$ which implies that solutions of (1.1) are not necessarily Hölder continuous. Another difficulty arises since $\mathcal{M}_r^p(\omega)$ is not a Banach space for $p > 2$ and subdomains $\omega \subset \Omega$.

The paper is organized as follows. In Sect. 2, we recall various function spaces such as Morrey, Kato and Wolff spaces, and provide basic results related to these spaces. Section 3 is devoted to criticality theory for the operator $Q_{p,A,V}$ with $V$ in the local Wolff class $\mathcal{M}_r^p(\Omega)$. In particular, we prove the corresponding Harnack convergence principle, weak maximum, and weak comparison principles. Finally, in Sect. 4, we introduce the notion of a Fuchsian-type singularity, discuss some related notions, and prove the main results of the paper. In particular, we present a uniform Harnack inequality and a ratio limit theorem for positive solutions defined near the singular point $\zeta$. Finally, we obtain a positive Liouville-type theorem under the further assumption that $Q$ has a weak Fuchsian-type singularity at $\zeta$. 
2. Morrey, Kato and Wolff Spaces

We begin with some standard notation. Let $\Omega$ be a domain (i.e., a nonempty open connected set) in $\mathbb{R}^d$, $d \geq 2$. We denote the ball in $\mathbb{R}^d$ of radius $r > 0$ centered at $x$ by $B_r(x)$. Similarly, $S_r(x) := \partial B_r(x)$ denotes the sphere of radius $r > 0$ centered at $x$, and we set $B_r := B_r(0)$, $S_r := S_r(0)$. Further, denote by $B^*_r := \mathbb{R}^d \setminus B_r$ and $(\mathbb{R}^d)^* := \mathbb{R}^d \setminus \{0\}$ the corresponding exterior domains.

Let $f, g \in C(\Omega)$ be two positive functions. By $f \asymp g$ in $\Omega$, we mean that there exists a positive constant $C$ such that

$$C^{-1} g(x) \leq f(x) \leq C g(x) \quad \text{for all } x \in \Omega.$$

We write $\Omega_1 \Subset \Omega_2$ if $\Omega_2$ is open and $\overline{\Omega}_1$ is compact (proper) subset of $\Omega_2$. By a compact exhaustion of a domain $\Omega$, we mean a sequence $\{\Omega_i\}_{i=1}^{\infty}$ of smooth, relatively compact domains in $\Omega$ such that $\Omega_1 \neq \emptyset$, $\Omega_i \Subset \Omega_{i+1}$, and $\bigcup_{i=1}^{\infty} \Omega_i = \Omega$. Finally, throughout the paper, $C$ refers to a positive constant which may vary from line to line.

In this section we introduce various function spaces such as Morrey, Kato and Wolff spaces, and discuss the relationships between them.

2.1. Morrey Spaces

We recall certain classes of Morrey spaces.

**Definition 2.1.** (Morrey spaces) Let $f \in L^1_{\text{loc}}(\Omega)$, for $q \in [1, \infty]$, we say that $f$ belongs to the local Morrey space $M^q_{\text{loc}}(\Omega)$ if for any $\omega \Subset \Omega$,

$$\|f\|_{M^q(\omega)} := \sup_{y \in \omega} \frac{1}{r^{d/q'}} \int_{\omega \cap B_r(y)} |f(x)| \, dx < \infty,$$

where $q' = q/(q-1)$ is the H"older conjugate exponent of $q$. An application of Hölder inequality implies that $L^q_{\text{loc}}(\Omega) \subset M^q_{\text{loc}}(\Omega) \subset L^1_{\text{loc}}(\Omega)$ for any $q \in (1, \infty)$.

Next we recall a special local Morrey space $M^q_{\text{loc}}(p; \Omega)$ which depends on the underlying exponent $1 < p < \infty$.

**Definition 2.2.** (Local Morrey spaces) Let

$$M^q_{\text{loc}}(p; \Omega) := \begin{cases} M^q_{\text{loc}}(\Omega) \text{ with } q > d/p & \text{if } p < d, \\ L^1_{\text{loc}}(\Omega) & \text{if } p > d, \end{cases}$$

while for $p = d$, a function $f \in L^1_{\text{loc}}(\Omega)$ is said to belong to the Morrey space $M^q_{\text{loc}}(d; \Omega)$ if for some $q > d$ and any $\omega \Subset \Omega$

$$\|f\|_{M^q(d; \omega)} := \sup_{y \in \omega} \varphi_q(r) \int_{\omega \cap B_r(y)} |f| \, dx < \infty,$$

where $\varphi_q(r) := \log^q/d\left(\frac{\text{diam}(\omega)}{r}\right)$ (see [18, Theorem 1.94], and references therein).
2.2. Stummel-Kato Class

Next, we introduce the Stummel-Kato class of locally integrable functions for $1 < p < d$.

**Definition 2.3.** *(Stummel-Kato class)* Let $1 < p < d$. We say that $V \in L^1_{\text{loc}}(\Omega)$ belongs to the class $\tilde{K}_p^\omega(\Omega)$ if for any $\omega \in \Omega$

$$\eta_{V,\omega}(r) := \sup_{x \in \omega} \int_{\omega \cap B_r(x)} \frac{|V(y)|}{|x-y|^{d-p}} \, dy < \infty \quad \forall 0 < r < \text{diam}(\omega).$$

A function $V \in \tilde{K}_p^\omega(\Omega)$ is said to belong to the local Stummel-Kato class $K_p^\omega(\Omega)$ if for every $\omega \in \Omega$ we have $\lim_{r \to 0} \eta_{V,\omega}(r) = 0$. (see for example, [7, Definition 1.1] for $p = 2$, and [24, Definition 2.1] for $1 < p < d$). If $\Omega = \mathbb{R}^d$ we write $\eta_V(r) := \eta_{V,\mathbb{R}^d}(r)$.

We call $\eta_{V,\omega}(r)$ the Stummel-Kato modulus of $V$ in $\omega$. It is known that $\eta_{V,\omega}(r)$ is a nondecreasing continuous function of $r$ with the doubling property [24], i.e., there exists constant $K \in (0, 1)$ such that

$$K\eta_{V,\omega}(2r) \leq \eta_{V,\omega}(r) \quad \forall r > 0.$$  

The constant $K$ is the doubling constant of $\eta_{V,\omega}$. The Stummel-Kato class $K_p^\omega(\Omega)$ is equipped with the seminorms given by

$$\|V\|_{K^p(\omega)} := \eta_{V,\omega}((\text{diam}(\omega)),$$

for every $\omega \in \Omega$, and therefore, $K_p^\omega(\Omega)$ is a Fréchet space. In fact, for any $\omega \in \Omega$ and a fixed $0 < r < \text{diam}(\omega)$, $\eta_{V,\omega}(r)$ defines a semi-norm in $K_p^\omega(\Omega)$ and $\eta_{V,\omega}(r) \leq \|V\|_{K^p(\omega)}$.

When $p = 2$, $K_2^\omega(\Omega)$ is the classical Kato class which was introduced by Kato [13] to study the self-adjointness of Schrödinger operators. Aizenman and Simon [1] for $A = I$, and later Chiarenza et al. [5] established for $p = 2$ a local Harnack inequality and the continuity of solutions for the Schrödinger-type equation $-\text{div}(A\nabla u) + Vu = 0$, where $A$ is a symmetric matrix such that $A \in L^{\infty}_{\text{loc}}(\mathbb{R}^d)$ is locally uniformly elliptic, and $V$ belongs to the Stummel-Kato class. For $1 < p < d$, the higher order Stummel-Kato class potentials can be traced back to Davies and Hinz work [6]. In general, the study of higher-order Schrödinger operators with potentials in Stummel-Kato class $K_p^\omega(\Omega)$ turns out to be more difficult than in the case $p = 2$. More details about the Stummel-Kato class and related theory in PDEs can be found for example in Ragusa and Zamboni [24], Zamboni [29], Zheng and Yao [30], and in references therein.

Lemma 2.4 below asserts that for $1 < p < d$, the local Morrey space $M_{\text{loc}}^q(p; \Omega)$ is a (proper) subset of $K_p^\omega(\Omega)$. For a proof see [18, Lemma 1.29].

**Lemma 2.4.** Let $1 < p < d$ and $f \in M_{\text{loc}}^q(p; \Omega)$ with $q > d/p$. Then there exists a constant $C > 0$ such that for $0 < r < \text{diam}(\omega)$

$$\int_{\omega \cap B_r(x)} \frac{|f(y)|}{|x-y|^{d-p}} \, dy \leq C r^{p-d/q} \|f\|_{M^q(\omega)}.$$

We next give a subclass of $K_p^\omega(\Omega)$ in which each Stummel-Kato modulus $\eta_{V,\omega}(r)$ of $V \in K_p^\omega(\Omega)$ satisfies a particular integral condition near zero.
Definition 2.5. (See [24,29]) Let $1 < p < d$, $\sigma \in (0,1)$, and let $\theta := p/(\sigma p' + p)$, so, $0 < 1 - \theta = \frac{\sigma}{\sigma + p - 1} < 1$. A function $V \in K_{\text{loc}}^p(\Omega)$ is said to belong to the class $\tilde{K}_{\text{loc}}^p(\Omega)$ if there exists $\delta > 0$ such that
\[
\int_0^\delta \frac{1}{t} \left( \int_0^t \frac{\eta_V^{1-\theta}(s)}{s} \, ds \right)^{\frac{1}{p}} \, dt < \infty.
\]

Remark 2.6. Clearly, $\tilde{K}_{\text{loc}}^p(\Omega) \subset K_{\text{loc}}^p(\Omega) \subset \tilde{K}_{\text{loc}}^p(\Omega)$. Also, it can be seen that for $1 < p < d$ the local Morrey space $M_{\text{loc}}^q(p; \Omega)$ is in fact, a proper subspace of the class $\tilde{K}_{\text{loc}}^p(\Omega)$. Indeed, if $f \in M^q(p; \omega)$, then by Lemma 2.4, we have $\eta_V^{1-\theta}(s) \leq C_{\text{s}}(p-d/q)(1-\theta)\|f\|^{1-\theta}_{M^q(\omega)}$. Hence for $\delta > 0$,
\[
\int_0^\delta \frac{1}{t} \left( \int_0^t \frac{\eta_V^{1-\theta}(s)}{s} \, ds \right)^{\frac{1}{p}} \, dt \leq C\|f\|^{(1-\theta)/p}_{M^q(\omega)} \int_0^\delta \frac{1}{t} \left( \int_0^t s^{(p-d/q)(1-\theta)-1} \, ds \right)^{1/p} \, dt
\]
\[
= C\|f\|^{(1-\theta)/p}_{M^q(\omega)} \int_0^\delta \frac{t^{(p-d/q)(1-\theta)-1}}{\delta} \, dt = C\|f\|^{(1-\theta)/p}_{M^q(\omega)} \frac{\delta^{(p-d/q)(1-\theta)}}{p} < \infty.
\]

The next result is an uncertainty-type inequality due to Ragusa and Zamboni [24, Corollaries 2.6, 2.7] (see also [29, Theorem 2.1, Corollary 2.2]).

Theorem 2.7. Let $1 < p < d$, $0 < \theta < 1$ as above, and $\omega \subset \mathbb{R}^d$. Suppose that a function $V \in K^p(\omega)$ satisfies
\[
\int_0^\theta \frac{\eta_V^{1-\theta}(s)}{s} \, ds < \infty \quad \text{for some } q > 0,
\]
and let
\[
\Phi(r) := C(d) \int_0^r \frac{\eta_V^{1-\theta}(t)}{t} \, dt.
\]
Then
(i). There exists a constant $C(d,p)$ such that
\[
\int_{\omega \cap B_r} |V(x)||u(x)|^p \, dx \leq C(d,p)\Phi(r) \int_{\omega \cap B_r} |\nabla u(x)|^p \, dx
\]
for every $u \in C^\infty_c(\omega)$ with supp$(u) \subseteq \omega \cap B_r$.

(ii). For any $\delta > 0$ the following inequality holds true for any $u \in C^\infty_c(\omega)$
\[
\int_{\omega} |V(x)||u(x)|^p \, dx \leq \delta \int_{\omega} |\nabla u(x)|^p \, dx + \frac{C_1(\text{diam}(\omega))\delta}{\Phi^{-1}(C(d,p,\eta_V))} \int_{\omega} |u(x)|^{d+p} \, dx.
\]

Using a standard density argument one can replace in Theorem 2.7 the space $C^\infty_c(\omega)$ with $W^{1,p}_0(\omega)$. Theorem 2.7 is an extension of the Morrey-Adams theorem to the Kato class (see for example [11,20] and references therein, where the potential $V$ is assumed to be in the local Morrey space $M^q_{\text{loc}}(p; \Omega)$). Using Theorem 2.7 and the Moser iteration technique, Ragusa and Zamboni [24] proved the local boundedness of weak solutions and the validity of Harnack inequality for nonnegative weak solutions of the equation $-\Delta_p u + V |u|^{p-2} u = 0$ for $V \in \tilde{K}_{\text{loc}}^p(\Omega)$. Hence, as a consequence of
the Harnack inequality, the local continuity of weak solutions is obtained (see [24, Theorem 6.1]). Note that if the potential $V$ lies in the Morrey space $M^p_{\text{loc}}(\rho; \Omega)$ with $1 < p < d$, then weak solutions are in fact Hölder continuous (see Malý and Ziemer [18, Theorem 4.11] and also Di Fazio [7]).

### 2.3. Wolff Class

In this subsection, we introduce another space of locally integrable functions for $1 < p < d$ which is known as the Wolff class.

**Definition 2.8.** (Wolff class) Let $1 < p < d$. We say that $f \in L^1_{\text{loc}}(\Omega)$ belongs to the Wolff class $W^p_{\text{loc}}(\Omega)$ if for every $\omega \Subset \Omega$

$$
\lim_{r \to 0} \frac{\sup_{x \in \omega} \int_{B_r(x)} |f(y)| \, dy}{s} = 0.
$$

We call $W_f(r)$ the Wolff modulus of $f$. Note that we should consider $d \geq 2$ when $1 < p < 2$, and $d \geq 3$ when $p = 2$. For $p = 2$, by [18, Lemma 1.27] we have

$$
\int_0^r \frac{1}{s^{d-1}} \left( \int_{\omega \cap B_s(x)} |f(y)| \, dy \right) \, ds = \frac{1}{(d-2)} \int_{\omega \cap B_r(x)} \frac{|f(y)|}{|x-y|^{d-2}} \, dy.
$$

Thus, $W^2_{\text{loc}}(\Omega) = K^2_{\text{loc}}(\Omega)$, i.e., for $p = 2$ the Wolff space $W^p_{\text{loc}}(\Omega)$ is in fact the standard Kato class. The following remark gives a relationship between the Kato class $K^p_{\text{loc}}(\Omega)$ and the Wolff class $W^p_{\text{loc}}(\Omega)$ for $p \in (1, d)$.

**Remark 2.9.** Let $1 < p < d$ and $r > 0$ be sufficiently small. Then

$$
W_f(r) = \sup_{x \in \omega} \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f(y)| \, dy \right] \frac{1}{s^{1-p}} \, ds,
$$

$$
\leq \sup_{x \in \omega} \int_0^r \int_{\omega \cap B_s(x)} \frac{|f(y)|}{|x-y|^{d-p}} \, dy \frac{1}{s^{1-p}} \, ds \leq \int_0^r \frac{\eta_{f;x}^{-\theta}(s)}{s} \, ds \leq \int_0^r \frac{\eta_{f;x}^{-\theta}(s)}{s} \, ds,
$$

since

$$
1 - \theta = \frac{\sigma}{\sigma + p - 1} < \frac{1}{p-1} \quad \text{with} \quad 0 < \sigma < 1.
$$

This implies that if $f \in K^p_{\text{loc}}(\Omega)$ and for every $\omega \Subset \Omega$ there exists $\delta > 0$ such that $\int_0^\delta \frac{\eta_{f;x}^{-\theta}(s)}{s} \, ds < \infty$, then $f$ is in the Wolff class $W^p_{\text{loc}}(\Omega)$.

**Lemma 2.10.** For $1 < p \leq 2$ and $0 < r \leq \text{diam}(\omega)$, the expression

$$
\|f\|_{W^p_{\omega}} := W_f^{p-1}(r) = \sup_{x \in \omega} \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f(y)| \, dy \right] \frac{1}{s^{1-p}} \, ds
$$

defines a norm on the Wolff class $W^p_{\omega}$. Moreover, $(W^p_{\omega}, \| \cdot \|_{W^p_{\omega}})$ is a Banach space.
Proof. We will show only the triangle inequality. Since $1 < p \leq 2$ implies $\frac{1}{p-1} \geq 1$, the Minkowski inequality implies that

$$
\|f_1 + f_2\|_{\mathcal{M}^p(\omega)} = \sup_{x \in \omega} \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f_1(y) + f_2(y)| dy \right]^\frac{1}{p-1} \frac{ds}{s} \right]^{p-1}
$$

$$
\leq \sup_{x \in \omega} \left[ \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f_1(y)| dy + \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f_2(y)| dy \right]^\frac{1}{p-1} ds \right]^{p-1}
$$

$$
\leq \sup_{x \in \omega} \left[ \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f_1(y)| dy \right]^\frac{1}{p-1} ds \right]^{p-1}
$$

$$
+ \sup_{x \in \omega} \left[ \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f_2(y)| dy \right]^\frac{1}{p-1} ds \right]^{p-1} = \|f_1\|_{\mathcal{M}^p(\omega)} + \|f_2\|_{\mathcal{M}^p(\omega)}.
$$

Following [3, Lemma 2.7], we infer that the Wolff space $\mathcal{M}^p(\omega)$ with the norm $\| \cdot \|_{\mathcal{M}^p(\omega)}$ is a Banach space for $1 < p \leq 2$.

**Lemma 2.11.** For $p > 2$, the expression

$$
\|f\|_{\mathcal{M}^p(\omega)} := W_f^{p-1}(r) = \sup_{x \in \omega} \int_0^r \left[ \frac{1}{s^{d-1}} \int_{\omega \cap B_s(x)} |f(y)| dy \right]^\frac{1}{p-1} \frac{ds}{s} \right]^{p-1}
$$

defines a quasinorm on $\mathcal{M}^p(\omega)$ for every fixed $0 < r \leq \text{diam}(\omega)$.

**Proof.** If $p > 2$, then $0 < \frac{1}{p-1} < 1$. Using the same argument as in the proof of Lemma 2.10, we obtain

$$
\|f_1 + f_2\|_{\mathcal{M}^p(\omega)} \leq 2^{p-2} \left( \|f_1\|_{\mathcal{M}^p(\omega)} + \|f_2\|_{\mathcal{M}^p(\omega)} \right),
$$

where we use the following two inequalities with $a, b > 0$: $(a + b)^{\lambda} \leq a^{\lambda} + b^{\lambda}$ for $0 < \lambda < 1$ and $(a + b)^{\lambda} \leq 2^{\lambda-1}(a^{\lambda} + b^{\lambda})$ for $\lambda > 1$.

The following crucial Morrey-Adams type estimates for potentials in the Wolff class $\mathcal{M}_{loc}^p(\Omega)$ extend Theorem 2.7, and will be used in our study.

**Theorem 2.12.** Let $1 < p < d$, $\omega \Subset \Omega$, and $V \Subset \mathcal{M}^p(\omega)$.

(i). For any $\varepsilon > 0$ there exist $0 < r_0 < 1$ and $\tau_\varepsilon > 0$ (depending on $\varepsilon, d, p$) such that if $B_{4r_0}(x_0) \subset \omega$ and $W_V(r_0) < \tau_\varepsilon$, then

$$
\int_{B_r(x_0)} |V||u|^p \, dx \leq \varepsilon \int_{B_r(x_0)} |\nabla u|^p \, dx \quad \forall r \leq r_0 \text{ and } u \in W_0^{1,p}(B_r(x_0)).
$$

(ii). Let $r > 0$ and $B_{2r}(x_0) \subset \omega$. Then there exists a constant $C > 0$ depending on $d, p$ such that

$$
\int_{B_r(x_0)} |V||u|^p \, dx \leq CW_V^{p-1}(2r) \int_{B_r(x_0)} |\nabla u|^p \, dx \quad \forall u \in W_0^{1,p}(B_r(x_0)).
$$
Proof. See [16, Lemma 2.1] and [27, Lemma 2.1]. □

As a consequence of Theorem 2.12 (ii), we obtain the following two Morrey-Adams type theorems in \( \omega \subset \Omega \).

**Theorem 2.13.** Let \( 1 < p < d \) and \( V \in \mathcal{W}_p^p(\Omega) \). Then for any \( \omega' \subset \omega \subset \Omega \) and \( \delta > 0 \), there exists a positive constant \( C_\delta = C(d, p, \delta, \omega', \omega, W_V(\text{diam(} \omega \)) \) such that

\[
\int_{\omega'} |V||u|^p \, dx \leq \delta \|\nabla u\|_{L^p(\omega', \mathbb{R}^d)}^p + C_\delta \|u\|_{L^p(\omega')}^p \quad \forall u \in W_0^{1,p}(\omega').
\]

Proof. The proof follows straightforwardly from Theorem 2.12 by using a partition of unity of \( \omega' \) (see [24, Corollary 2.7] for a similar proof).

**Theorem 2.14.** (Morrey-Adams type theorem) Let \( 1 < p < d \) and \( V \in \mathcal{W}_p^p(\Omega) \). Then for any \( \omega' \subset \omega \subset \bar{\omega} \subset \Omega \) with \( \partial \omega' \) being Lipschitz and \( \delta > 0 \), there exists \( C_\delta = C(d, p, \delta, \omega', \bar{\omega}, W_V(\text{diam(} \bar{\omega} \)) \) such that

\[
\int_{\omega'} |V||u|^p \, dx \leq \delta \|\nabla u\|_{L^p(\omega', \mathbb{R}^d)}^p + C_\delta \|u\|_{L^p(\omega')}^p \quad \forall u \in W^{1,p}(\omega')
\]

(2.2)

Proof. To prove (2.2), we use an extension operator \( E : W^{1,p}(\omega') \to W_0^{1,p}(\omega) \) such that for any \( u \in W_0^{1,p}(\omega') \)

\[
\begin{cases}
E(u) = u & \text{in } \omega', \\
\|E(u)\|_{L^p(\omega)} \leq C(d, p, \omega', \omega) \|u\|_{L^p(\omega')}, \\
\|\nabla E(u)\|_{L^p(\omega', \mathbb{R}^d)} \leq C(d, p, \omega', \omega) \|\nabla u\|_{L^p(\omega', \mathbb{R}^d)}.
\end{cases}
\]

(2.3)

Then applying Theorem 2.13 in \( \omega \), we have

\[
\int_{\omega'} |V||u|^p \, dx \leq \int_{\omega} |V||E(u)|^p \, dx
\]

\[
\leq \delta \|\nabla E(u)\|_{L^p(\omega', \mathbb{R}^d)}^p + C(d, p, \delta, \omega, \bar{\omega}, W_V(\text{diam(} \bar{\omega} \))).\|E(u)\|_{L^p(\omega')}^p.
\]

Therefore, by using (2.3) in the latter term, (2.2) follows. □

We conclude the present section by the following corollary which demonstrates that the Wolff class \( \mathcal{W}_p^p(\Omega) \) is continuously embedded in \( L_1^1(\Omega) \).

**Corollary 2.15.** Let \( 1 < p < d \) and \( V \in \mathcal{W}_p^p(\Omega) \). Suppose \( x_0 \in \Omega \) and \( B_{2r}(x_0) \subset \Omega \). Then there exists \( C = C(d, p) \) such that

\[
\int_{B_{r/2}(x_0)} |V| \, dx \leq C_r^{d-p} W_V^{p-1}(2r).
\]

Proof. The proof is immediate by choosing \( u \in C_\infty_c(B_{2r}(x_0)) \) with \( \text{supp } u \subset B_r(x_0), 0 \leq u \leq 1 \) in \( B_r(x_0), u = 1 \) in \( B_{r/2}(x_0) \) and \( |\nabla u| < C/r \), in part (ii) of Theorem 2.12. □

3. Criticality Theory for \( Q_{p,A,V} \) with Potential in Wolff Class

The present section is devoted to criticality theory for weak positive solutions of the equation (1.1) with potentials in the local Wolff class \( \mathcal{W}_p^p(\Omega) \).
3.1. The Setting

Let $\Omega \subseteq \mathbb{R}^d$ be a domain, and fix $1 < p < d$. Throughout the paper we assume that the operator $Q = Q_{p,A,V}$ satisfies the following local regularity assumptions.

**Assumption 3.1.**

- $A = (a_{ij})_{i,j=1}^d \in L^\infty_{\text{loc}}(\Omega; \mathbb{R}^{d \times d})$ is a symmetric matrix valued function.
- $A$ is locally uniformly elliptic in $\Omega$, that is, for any $\omega \Subset \Omega$ there exists $\Theta_\omega > 0$ such that for all $\xi \in \mathbb{R}^d$ and $x \in \omega$

\[(\Theta_\omega)^{-1} \sum_{i=1}^d \xi_i^2 \leq |\xi|_{A(x)}^2 := \sum_{i,j=1}^d a_{ij}(x)\xi_i\xi_j \leq \Theta_\omega \sum_{i=1}^d \xi_i^2.\]

- $V \in W^p_{\text{loc}}(\Omega)$ is a real valued function.

By Assumptions 3.1, the function $\xi \mapsto |\xi|_{A(x)}^p$ is strictly convex a.e. $x \in \Omega$. At some points, we assume that $|\xi|_{A}^p$ is locally strong convex function.

**Assumption 3.2.** We say that $|\xi|_{A}^p$ is a locally strong convex function with respect to $\xi \in \mathbb{R}^d$ if there exists $\bar{p} \geq p$ such that for every $\omega \Subset \Omega$ there exists a positive constant $C_\omega(\bar{p})$ such that

\[|\xi|_{A}^p - |\eta|_{A}^p - p|\eta|_{A}^{p-2}A(x)\eta \cdot (\xi - \eta) \geq C_\omega(\bar{p})|\xi - \eta|_{A}^{\bar{p}} \quad \forall \xi, \eta \in \mathbb{R}^d \text{ and a.e. } x \in \omega.\]

In fact, by [21, Lemma 3.4] and [22, Lemma 2.2], there exists a constant $C(p) > 0$ such that for all $\xi, \eta \in \mathbb{R}^n$ ($\eta \neq 0$ if $p < 2$) and a.e. $x \in \omega$,

\[|\xi|_{A}^p - |\eta|_{A}^p - p|\eta|_{A}^{p-2}A(x)\eta \cdot (\xi - \eta) \geq C(p)|\xi, \eta|_{p,A}, \tag{3.1}\]

where

\[[\xi, \eta]_{p,A} \triangleq \begin{cases} |\xi - \eta|_{A}^p & \text{if } p \geq 2, \\ |\xi - \eta|_{A}^2(|\xi|_{A} + |\eta|_{A})^{p-2} & \text{if } 1 < p < 2. \end{cases}\]

**Definition 3.3.** A function $v$ is said to be a (weak) solution of the equation $Q_{p,A,V}(u) = 0$ in $\Omega$ if $v \in W^{1,p}_{\text{loc}}(\Omega)$ and $v$ satisfies

\[\int_{\Omega} (|\nabla v|_{A}^{p-2}A\nabla v \cdot \nabla \varphi + V|v|^{p-2}v\varphi) \, dx = 0 \quad \forall \varphi \in C_c^\infty(\Omega). \tag{3.2}\]

We say the $v \in W^{1,p}_{\text{loc}}(\Omega)$ is a supersolution of (1.1) in $\Omega$, if the integral in (3.2) is nonnegative for every nonnegative test function $\varphi \in C_c^\infty(\Omega)$. A function $v$ is a subsolution of (1.1) if $-v$ is supersolution of (1.1).

Theorem 2.12 implies that the integral in (3.2) is well defined. Note that (1.1) is the Euler-Lagrange equation associated with the energy functional

\[Q_{p,A,V}(\varphi) = Q_{p,A,V}(\varphi; \Omega) := \int_{\Omega} (|\nabla \varphi|_{A}^p + V|\varphi|^p) \, dx \quad \varphi \in C_c^\infty(\Omega).\]

Throughout the paper we write $Q_{p,A,V} \geq 0$ in $\Omega$ if $Q_{p,A,V}(\varphi) \geq 0$ for all $\varphi \in C_c^\infty(\Omega)$. 

3.2. Harnack Convergence Principle

In this subsection we prove the Harnack convergence principle. First we recall the local Harnack inequality for nonnegative weak solutions of the equation $Q_{p,A,V}(u) = 0$ for $1 < p < d$ proved in [2, Theorem 2.2]. We also refer to [26, Theorem 2.2], where the local Harnack inequality of nonnegative solutions is proved for certain quasilinear equations with coefficients in Wolff class. The Harnack inequality of positive solutions is further extended in [17, Theorem 1.2] for a certain class of divergence-type elliptic equations with nonstandard growth conditions and coefficients from appropriate Wolff classes.

Theorem 3.4. (Local Harnack inequality) For $1 < p < d$ let $\omega' \Subset \omega \Subset \Omega$ be subdomains. Then under Assumptions 3.1, any nonnegative solution $v$ of the equation $Q_{p,A,V}(u) = 0$ in $\omega$ satisfies

$$\sup_{\omega'} v \leq C \inf_{\omega'} v,$$

where $C$ is a positive constant depending only on $d, p, \Theta, W_V(\text{diam}(\omega))$ and $\text{dist}(\omega', \omega)$, but not on $v$.

We recall the weak Harnack inequality which is valid for nonnegative supersolutions of $Q_{p,A,V}(u) = 0$. For the proof see [26, Theorem 2.1].

Theorem 3.5. (Weak Harnack inequality) Let $1 < p < d$ and $\omega' \Subset \omega \Subset \Omega$. Then under Assumptions 3.1, for every $0 < q < \frac{d(p-1)}{d-p}$ any nonnegative supersolution $v$ of the equation of $Q_{p,A,V}(u) = 0$ in $\omega$ satisfies

$$\|v\|_{L^q(\omega')} \leq C \inf_{\omega'} v,$$

where the constant $C > 0$ depends only on $d, p, q, \Theta, L^d(\omega'), \text{diam}(\omega'), \text{dist}(\omega', \omega)$ and $W_V(\text{diam}(\omega))$. Here $L^d(\omega')$ is the Lebesgue measure of $\omega'$.

As a consequence of Theorem 3.4, we have the following result.

Corollary 3.6. (Local continuity) Let $1 < p < d$. Then under Assumptions 3.1, any solution $v$ of (1.1) is continuous and has the following bound on its modulus of continuity: if $B_{r_0} := B_{r_0}(x_0) \Subset \Omega$ and $\beta \in (0,1)$, then there exist $\alpha \in (0,1)$ depending on $\beta$, and positive constants $C = C(d,p,\Theta_{B_{r_0}}, W_V(r_0)), \gamma = \gamma(d,p,\Theta_{B_{r_0}}, W_V(r_0))$, such that

$$\text{osc}_{B_r} v \leq C \left[ \left( \frac{r}{r_0} \right)^{\alpha} \text{osc}_{B_{r_0}} v + \gamma W_V(r_0^{1-\beta} r^{\beta}) \right] \quad \forall 0 < r < r_0.$$
where $\gamma > 0$ is a constant depending on $d, p, \Theta_{B_{r_0}}, W_V(r_0)$ (see [17, Corollary 1.5.] for $p(x) \equiv p$).

Then by applying [18, Lemma 4.12], or [10, Lemma 8.23], it follows that for any $\beta \in (0, 1)$, there exist a positive constant $C = C(\beta) > 0$ and $\alpha \in (0, 1)$ such that

$$\tau(r) \leq C \left[ \left( \frac{r}{r_0} \right)^\alpha \tau(r_0) + \gamma W_V(r_0^{1-\beta} r^\beta) \right] \quad \forall 0 < r < r_0.$$ 

This implies the continuity of solutions since $W_V(r) \to 0$ as $r \to 0$. \hfill $\Box$

**Remark 3.7.** When the potential $V$ lies in the Wolff class $\mathfrak{W}_p^0(\Omega)$ or in the Stummel-Kato class $K_{p,0}^0(\Omega)$, one should not expect Hölder continuity of solutions of (1.1) (see for example, [5,24]).

The following version of the Harnack convergence principle will be used several times throughout the paper.

**Theorem 3.8.** (Harnack convergence principle) Let $\{\Omega_i\}$ be a compact exhaustion of the domain $\Omega$. Suppose that $\{A_i\} \subset L^\infty(\Omega; \mathbb{R}^{d \times d})$ is a sequence of symmetric and locally uniformly positive definite matrices such that their local ellipticity constants are uniformly bounded away from 0, and $\{A_i\}$ converges weakly in $L^\infty(\Omega; \mathbb{R}^{d \times d})$ to $A \in L^\infty(\Omega; \mathbb{R}^{d \times d})$ satisfying Assumptions 3.1. Furthermore, assume that

(i) for $1 < p \leq 2$, $\{V_i\} \in \mathfrak{W}_p(\Omega_i)$ converges weakly in the Wolff class $\mathfrak{W}_p^0(\Omega)$ to $\nabla \in \mathfrak{W}_p^0(\Omega)$,

(ii) for $p > 2$, $\{V_i\} \in \mathfrak{W}_p(\Omega_i)$ converges with respect to the quasinorm of the Wolff class $\mathfrak{W}_p^0(\Omega)$ to $\nabla \in \mathfrak{W}_p^0(\Omega)$.

For each $i \in \mathbb{N}$, let $v_i$ be a positive (continuous) solution of $Q_{p,A_i,V_i}(v) = 0$ in $\Omega_i$ with $v_i(x_0) = 1$, where $x_0 \in \Omega_1$ is a fixed reference point.

Then, up to a subsequence, $\{v_i\}$ converges weakly in $W^{1,p}_loc(\Omega)$ and also locally uniformly to a positive solution $v$ of the equation $Q_{p,A,V}(v) = 0$ in $\Omega$.

**Proof.** (i) Assume first that $1 < p \leq 2$. So, $\{V_i\} \in \mathfrak{W}_p(\Omega_i)$ converges weakly in the Wolff class $\mathfrak{W}_p^0(\Omega)$ to $\nabla \in \mathfrak{W}_p^0(\Omega)$. The sequence $\{A_i\}$ of matrices is locally uniformly elliptic and converges in the weak topology of $L^\infty(\Omega; \mathbb{R}^{d \times d})$, so $\|A_i\|_{L^\infty(\Omega; \mathbb{R}^{d \times d})} \leq C_{\Omega}$ for every $\Omega \subset \Omega$. Therefore, the matrices $A_i$ are locally uniformly positive definite matrices which are uniformly bounded in every $\Omega \in \Omega$ except for a set of measure zero.

Since $v_i$ is a positive weak solution of the equation $Q_{p,A_i,V_i}(v) = 0$ in $\Omega_i$, we have

$$\int_{\Omega_i} |\nabla v_i|_{A_i}^{p-2} A_i \nabla v_i \cdot \nabla u \, dx + \int_{\Omega_i} V_i v_i^{p-1} u \, dx = 0 \quad \text{for all } u \in W^{1,p}_0(\Omega_i).$$

Fixing a natural number $k$ and $u \in C_c^\infty(\Omega_k)$, we may plug $v_i|u|^p \in W^{1,p}_0(\Omega_k), i \geq k$, as a test function in the above equality to obtain

$$\| \nabla v_i|_{A_i} u \|_{L^p(\Omega_k)} \leq p \int_{\Omega_k} |\nabla v_i|_{A_i}^{p-1} |u|^{p-1} v_i|\nabla u|_{A_i} \, dx + \int_{\Omega_k} |V_i| v_i^{p} |u|^p \, dx.$$
Applying Young’s inequality \( pb \leq \varepsilon a^p + [(p-1)/\varepsilon]^{p-1} b^p \), \( \varepsilon \in (0, 1) \), with \( a = |\nabla v_i|^p_{A_i} \) and \( b = v_i |\nabla u|_{A_i} \), on the first term, and Morrey-Adams theorem (Theorem 2.13) for the second term of the above inequality, we get

\[
(1-\varepsilon) \|\nabla v_i\|_{L^p(\Omega_k)}^p \leq \frac{(p-1)}{(\varepsilon)} C_{\Omega_k} + \|\nabla(u)|_{A_i}\|_{L^p(\Omega_k)}^p + \delta \|\nabla(v_i u)|_{\Omega_k}^p + C_\delta \|v_i u\|_{L^p(\Omega_k)}^p,
\]

where \( C_\delta = C(d, p, \delta, W_V(\text{diam}(\Omega_{k+1}))) \). Since the sequence \( \{\{\}\} \) is locally uniformly elliptic and bounded a.e., therefore, using the inequality

\[
\|\nabla(v_i u)|_{L^p(\Omega_k)}^p \leq 2^{p-1} \left( \|v_i |\nabla u|_{A_i}\|_{L^p(\Omega_k)}^p + \|u|\nabla(v_i u)|_{\Omega_k}^p \right),
\]

we obtain the following estimates for every \( i \geq k \) and any \( u \in C^\infty(\Omega_k) \)

\[
((1-\varepsilon) C_{\Omega_k}^p - 2^{p-1} \delta C_{\Omega_k}^p) \|\nabla v_i|_{L^p(\Omega_k)}^p \leq \left( \frac{(p-1)}{(\varepsilon)} C_{\Omega_k}^p + 2^{p-1} \delta \right) \|v_i |\nabla u|_{A_i}\|_{L^p(\Omega_k)}^p + C_\delta \|v_i u\|_{L^p(\Omega_k)}^p. \quad (3.3)
\]

Pick an arbitrary subdomain \( \omega \subseteq \Omega \). Without loss of generality, we may assume that \( x_0 \in \omega \). Now for a subdomain \( \omega' \subseteq \Omega \) with \( \omega \subseteq \omega' \), there exists \( k \geq 1 \) such that \( \omega' \subseteq \Omega_k \). Let \( 0 < \delta < (1-\varepsilon) 2^{1-p} C_{\Omega_k}^p \) and specialize \( u \in C^\infty(\Omega_k) \) such that

\[
\text{supp}\{u\} \subset \omega', \quad 0 \leq u \leq 1, \quad u = 1 \text{ in } \omega, \quad \text{and } |\nabla u| \leq \frac{1}{\text{dist}(\omega, \partial \omega')} \text{ in } \omega'. \quad (3.4)
\]

Our assumption on the weak convergence of \( \{V_i\} \) in \( W^p_{loc}(\Omega) \) implies that \( \{W_V(\text{diam}(\omega'))\} \) is bounded in \( \mathbb{R} \). Hence, by the local Harnack inequality, the sequence of solutions \( \{v_i\} \) is bounded in \( L^\infty(\omega) \). Also, by Corollary 3.6, the solutions \( \{v_i\} \) have a common modulus of continuity in \( \omega \). Thus, Arzelà-Ascoli theorem implies that up to a subsequence, \( \{v_i\} \) converges uniformly in \( \omega \). Moreover, using \( u \) as in (3.4) to the estimates (3.3), we get

\[
\|\nabla v_i|_{L^p(\Omega_k)}^p + \|v_i|_{L^p(\omega)}^p \leq C(d, p, \varepsilon, \delta, \text{dist}(\omega, \partial \omega'), C_{\Omega_k}, W_V(\text{diam}(\Omega_{k+1}))),
\]

for every \( i \geq k \). This shows that the sequence \( \{v_i\} \) is bounded in \( W^{1,p}(\omega) \). Hence, up to a subsequence, \( \{v_i\} \) converges weakly to a nonnegative function \( v \in W^{1,p}(\omega) \cap C(\omega) \) with \( v(x_0) = 1 \). Since up to subsequence, \( \{v_i\} \) converges uniformly in \( \omega \), it follows that

\[
v_i \to v \quad \text{uniformly in } \omega, \quad \text{and } \nabla v_i \rightharpoonup \nabla v \text{ in } L^p(\omega; \mathbb{R}^d).
\]

Claim: \( v \) is a weak solution of \( Q_{\Lambda, p, \varphi}(u) = 0 \) in \( \tilde{\omega} \subseteq \omega \). Indeed, using the uniform convergence of \( \{v_i\} \) to \( v \) in \( \omega \), we get

\[
\left| \int_{\tilde{\omega}} (V_i v_i^{p-1} \varphi - \nabla v_i^{p-1} \varphi) \, dx \right|
\]

\[
\leq \int_{\tilde{\omega}} |V_i| |v_i^{p-1} - v^{p-1}| |\varphi| \, dx + \int_{\tilde{\omega}} (V_i - \nabla) v_i^{p-1} \varphi \, dx
\]

\[
\leq C \|v_i - v\|_{L^\infty(\tilde{\omega})} \int_{\tilde{\omega}} |V_i| \, dx + \int_{\tilde{\omega}} (V_i - \nabla) v_i^{p-1} \varphi \, dx \quad \forall \varphi \in C_c^\infty(\tilde{\omega}). \quad (3.5)
\]
Since $\{W_{V_i}(\text{diam}(\omega'))\}$ is bounded in $\mathbb{R}$, the sequence $\{V_i\}$ is bounded in $L^1_{\text{loc}}(\Omega)$ (see Corollary 2.15). Thus, the first term of the above inequality converges to zero, while the second term converges to zero by our assumption on the weak convergence of $\{V_i\}$ to $V$. Therefore, from (3.5), we get

$$\int_{\tilde{\omega}} V_i v_i^{p-1} \varphi \, dx \to \int_{\tilde{\omega}} \nabla v^{p-1} \varphi \, dx \quad \text{for every } \varphi \in C_c^\infty(\tilde{\omega}).$$

On the other hand, the sequence $\{A_i\}$ of matrices converges weakly in $L^\infty(\Omega; \mathbb{R}^{d \times d})$ to $\mathbb{A} \in L^\infty(\Omega; \mathbb{R}^{d \times d})$ and $\nabla v_i \to \nabla v$ in $L^p(\omega; \mathbb{R}^d)$, consequently, by [11, Proposition 2.7] it follows that

$$|\nabla v_i|^p_{A_i} A_i \nabla v_i \to i \to \infty |\nabla v|^p_{\mathbb{A}} \nabla v \text{ in } L^p(\tilde{\omega}; \mathbb{R}^d).$$

Thus, the claim is proved.

(ii) Assume now that $p > 2$. In this case, we only need to show that

$$\int_{\tilde{\omega}} V_i v_i^{p-1} \varphi \, dx \to \int_{\tilde{\omega}} \nabla v^{p-1} \varphi \, dx \quad \text{for every } \varphi \in C_c^\infty(\tilde{\omega}), \quad (3.6)$$

since the rest of the proof follows as in (i). Obviously,

$$\left| \int_{\tilde{\omega}} (V_i v_i^{p-1} u - \nabla v^{p-1} u) \, dx \right| \leq \int_{\tilde{\omega}} |V_i - \nabla| |v_i|^{p-1} |u| \, dx + \int_{\tilde{\omega}} |\nabla| |v_i^{p-1} - v^{p-1}| |u| \, dx$$

$$\leq C \int_{\tilde{\omega}} |V_i - \nabla| |u| \, dx + \int_{\tilde{\omega}} |\nabla| |v_i^{p-1} - v^{p-1}| |u| \, dx. \quad (3.7)$$

Clearly, $\nabla v_i^{p-1} \to \nabla v^{p-1}$ pointwise in $\tilde{\omega}$, and by the uniform bound of $\{v_i\}$ in $L^\infty(\tilde{\omega})$, $|\nabla v_i^{p-1}| \leq C|\nabla|$, where $C$ is independent of $i$. Since $|\nabla| \in \mathcal{M}^p_{\text{loc}}(\Omega) \subset L^1_{\text{loc}}(\Omega)$, the dominated convergence theorem implies that

$$\int_{\omega} |\nabla| |v_i^{p-1} - v^{p-1}| |u| \, dx \to 0 \quad \forall u \in C_c^\infty(\tilde{\omega}).$$

Moreover, $V_i \to V$ in the quasinorm of $\mathcal{M}^p_{\text{loc}}(\Omega)$, and $\mathcal{M}^p_{\text{loc}}(\Omega)$ is continuously embedded in $L^1_{\text{loc}}(\Omega)$ (Corollary 2.15), it follows that the first integral of the right-hand side of (3.7) converges to 0 as $i \to \infty$. Thus, (3.6) follows. \qed

3.3. The Dirichlet Problem

The present subsection is devoted to the existence of a solution of the nonhomogeneous Dirichlet problem (3.11) in a bounded Lipschitz subdomain. For a uniqueness result, see Theorem 3.26. We begin with a lemma concerning the weakly lower semicontinuity and coerciveness of a functional $J$ associated with this Dirichlet problem.

**Lemma 3.9.** Let $1 < p < d$, and $\omega \Subset \tilde{\omega} \Subset \omega' \Subset \mathbb{R}^d$, where $\omega$ is a Lipschitz domain. Assume that $A$ and $V$ satisfy Assumptions 3.1, and let $G \in \mathcal{M}^p(\omega')$. Define a functional $J : W^{1,p}(\omega) \to \mathbb{R} \cup \{\infty\}$ by

$$J[u] := Q_{p,A,V}(u; \omega) - \int_\omega G|u| \, dx = \int_\omega |\nabla u|^p_{A} \, dx + \int_\omega V|u|^p \, dx - \int_\omega G|u| \, dx.$$

Then:

(i) The functional $J$ is weakly lower semicontinuous in $W^{1,p}(\omega)$.
(ii) Moreover, if \( V \geq 0 \), then for any \( g \in W^{1,p}(\omega) \) the functional \( J \) is coercive in 
\[ S_g := \{ u \in W^{1,p}(\omega) \mid u = g \text{ on } \partial \omega \text{ in the trace sense} \}. \]

**Proof.** (i). Let \( \{u_n\} \) be a sequence in \( W^{1,p}(\omega) \) such that \( u_n \to u \) in \( W^{1,p}(\omega) \). Consequently, \( \{\|u_n\|_{W^{1,p}(\omega)}\} \) is bounded. Since \( W^{1,p}(\omega) \) is compactly embedded in \( L^p(\omega) \), it follows that, up to a subsequence, \( u_n \to u \) in \( L^p(\omega) \) and \( u_n \to u \) a.e. in \( \omega \).

Let \( \delta > 0 \). Using Minkowskii’s inequality and Theorem 2.14, we get
\[
\left( \int_\omega V^\pm |u_n|^p \, dx \right)^{1/p} - \left( \int_\omega V^\pm |u|^p \, dx \right)^{1/p} \leq \left( \int_\omega V^\pm |u_n - u|^p \, dx \right)^{1/p} \leq \left( \int_\omega V^\pm |u_n - u|^p \, dx \right)^{1/p}.
\]
\[
\leq \left( \delta \|\nabla (u_n - u)\|_{L^p(\omega)}^p + C(d, p, \delta, \|V^\pm\|_{W^{1,p}(\omega)})^p \|u_n - u\|_{L^p(\omega)}^p \right)^{1/p} \leq \delta^{1/p} \left( C + \|\nabla u\|_{L^p(\omega)} + C(d, p, \delta, \|V^\pm\|_{W^{1,p}(\omega)}) \|u_n - u\|_{L^p(\omega)} \right).
\]
where \( C = \sup\{\|u_n\|_{W^{1,p}(\omega)}\} \). This implies that \( \lim \sup_{n \to \infty} \int_\omega V^\pm |u_n|^p \, dx \leq \int_\omega V^\pm |u|^p \, dx \).

On the other hand, Fatou’s lemma implies \( \int_\omega V^\pm |u|^p \, dx \leq \lim \inf_{n \to \infty} \int_\omega V^\pm |u_n|^p \, dx \).

Therefore,
\[
\lim_{n \to \infty} \int_\omega V|u_n|^p \, dx = \int_\omega V|u|^p \, dx.
\]
In addition, the weak lower semicontinuity of the gradient term is immediate since the mapping \( \xi \mapsto |\xi|^p_{A(x)} \) is convex. Thus,
\[
Q_{p,A,V}(u) \leq \lim \inf_{n \to \infty} Q_{p,A,V}(u_n).
\]

Similarly, for the last term of the functional \( J \), we have
\[
\int_\omega G^\pm |u_n| \, dx - \int_\omega G^\pm |u| \, dx \leq \|G^\pm\|_{L^1(\omega)}^{1/p} \left( \int_\omega G^\pm |u_n - u|^p \, dx \right)^{1/p} \leq \|G^\pm\|_{L^1(\omega)}^{1/p} \left[ C + \|\nabla u\|_{L^p(\omega)} \right] \|u_n - u\|_{L^p(\omega)}.
\]
This shows that \( \lim \sup_{n \to \infty} \int_\omega G^\pm |u_n| \, dx \leq \int_\omega G^\pm |u| \, dx \). On the other hand, by Fatou’s lemma we have \( \int_\omega G^\pm |u| \, dx \leq \lim \inf_{n \to \infty} \int_\omega G^\pm |u_n| \, dx \).

Thus,
\[
\lim_{n \to \infty} \int_\omega G|u_n| \, dx = \int_\omega G|u| \, dx,
\]
and part (i) is proved.

(ii) Fix a number \( t \in \mathbb{R} \), and suppose \( u \in S_g \) such that \( J[u] \leq t \). In order to prove that the functional \( J \) is coercive in \( S_g \), it is enough to show that \( \|u\|_{W^{1,p}(\omega)} \leq C \), where the positive constant \( C \) is independent of \( u \).

Since \( V \geq 0 \) in \( \omega \) and \( J[u] \leq t \), it follows that
\[
\int_\omega |\nabla u|^p_{A} \, dx \leq t + \int_\omega G|u| \, dx \leq t + \|G\|_{L^1(\omega)}^{1/p} \left( \int_\omega |G|^p \, dx \right)^{1/p} \leq t + C\|u\|_{W^{1,p}(\omega)},
\]
Proof. Consider the functional
\[ I(u) = Q_{p, A, V}(u; \omega) - \int_\omega G u \, dx - \int_\omega |\nabla u|^p_A \, dx - \int_\omega V |u|^p \, dx. \]
Let \( \{u_n\} \subset S_g = \{ u \in W^{1,p}(\omega) : u = g \text{ on } \partial \omega \} \) be such that \( I[u_n] \downarrow m := \inf_{u \in S_g} I[u] \).

Since \( g \geq 0 \), we have \( \{|u_n|\} \subset S_g \). Now, consider the functional \( J : W^{1,p}(\omega) \to \mathbb{R} \) defined as in Lemma 3.9. Since \( G \geq 0 \), it follows that \( J[u] \leq I(u) \) and \( m \leq I[|u_n|] = J[u_n] \leq I[u_n] \). This implies that \( J[u_n] \to m \) as \( n \to \infty \) and \( m = \inf_{u \in S_g} J[u] \).

By Lemma 3.9, the functional \( J \) is weakly lower semicontinuous and also coercive in \( S_g \). So, in light of Mazur’s theorem, and since \( J \) is even, there exists a
nonnegative $u \in S_g$ such that $J[u] = m$. Also we have $J[u] = I[u] = m$. Thus, $u$ is a minimizer of the functional $I$ in $S_g$, and hence, a solution of problem (3.11). $\square$

### 3.4. Principal Eigenvalue and the Maximum Principle

In this subsection we recall the definition of a principal eigenvalue of the operator $Q_{p,A,V}$ satisfying Assumptions 3.1, and discuss its properties.

**Definition 3.11.** (Eigenvalue) Let $\omega \subsetneq \Omega$ be a bounded domain.

1. A real number $\Lambda$ is said to be an eigenvalue with an eigenfunction $v$ of the Dirichlet eigenvalue problem

$$
\begin{cases}
Q_{p,A,V}(u) = \Lambda |u|^{p-2}u & \text{in } \omega, \\
0 & \text{on } \partial \omega,
\end{cases}
$$

if $v \in W^{1,p}_0(\omega) \setminus \{0\}$ and $v$ satisfies

$$
\int_\omega |\nabla v|^p_A - 2A \nabla v \cdot \nabla \varphi \, dx + \int_\omega V |v|^{p-2}v \varphi \, dx = \Lambda \int_\omega |v|^{p-2}v \varphi \, dx \quad \forall \varphi \in C_c^\infty(\omega).
$$

2. A principal eigenvalue of the Dirichlet eigenvalue problem (3.12) is an eigenvalue of (3.12) with a nonnegative eigenfunction.

The following proposition on the existence of principal eigenvalue extends the result in [20, Thorem 3.9], where the potential $V$ is assumed to be in the Morrey space $M^q(p; \omega)$. The proof follows the same arguments as in [20, Thorem 3.9] (using the Morrey-Adams theorem for $V \in W^{1,p}(\omega)$), and therefore it is omitted.

**Proposition 3.12.** Assume that $A$ and $V$ satisfy Assumptions 3.1. Then $Q_{p,A,V}$ on a subdomain $\omega \subset \Omega$ admits a unique principal eigenvalue, denoted by $\Lambda_1$. Moreover, $\Lambda_1$ is given by the Rayleigh-Ritz variational formula

$$
\Lambda_1 := \Lambda_1(Q_{p,A,V}; \omega) = \Lambda_1(\omega) = \inf_{u \in W^{1,p}_0(\omega) \setminus \{0\}} \frac{Q_{p,A,V}(u; \omega)}{\|u\|^p_{L^p(\omega)}}.
$$

Furthermore, the principal eigenvalue $\Lambda_1$ is simple and isolated.

We recall a generalized Picone identity which implies the strict monotonicity of $\Lambda_1(Q_{p,A,V}; \omega)$ as a function of subdomains $\omega \subset \Omega$. For the proof of Picone identity see [21, Lemma 3.1] and Remark 3.2 therein.

**Lemma 3.13.** (Picone identity) Let $v > 0, u \geq 0$ be in $W^{1,p}_{\text{loc}}(\Omega)$ such that $uv^{-1} \in L^\infty_{\text{loc}}(\Omega)$, and assume that $A$ and $V$ satisfy Assumptions 3.1. For $x \in \Omega$ define

$$
L_A(u,v)(x) := |\nabla u|^p_A + (p-1) \frac{u^p}{v^p} |\nabla v|^p_A - p \frac{u^{p-1}}{v^{p-1}} \nabla u \cdot A(x) \nabla v |\nabla v|^p_A, 
$$

and

$$
R_A(u,v)(x) := |\nabla u|^p_A - \nabla \left( \frac{u^p}{v^{p-1}} \right) \cdot A(x) |\nabla v|^p_A \nabla v |\nabla v|^p_A - 2A \nabla v \cdot \nabla \varphi \, dx + \int_\omega V |v|^{p-2}v \varphi \, dx = \Lambda \int_\omega |v|^{p-2}v \varphi \, dx \quad \forall \varphi \in C_c^\infty(\omega).
$$

Then

$$
L_A(u,v)(x) = R_A(u,v)(x) \geq 0 \quad \text{a.e. } x \in \Omega.
$$

Moreover, $L_A(u,v) = 0$ a.e. in $\Omega$ if and only if $u = cv$ in $\Omega$ for some constant $c \geq 0$. 

Using this Picone identity we have the following lemma on the positivity of principal eigenvalue which implies that if \( Q_{p,A,V}(\varphi) \geq 0 \) for all \( \varphi \in C_c^\infty(\Omega) \), then \( \Lambda_1(\omega) > 0 \) for any bounded subdomain \( \omega \Subset \Omega \). This extends the result obtained in \cite[Lemma 5.1]{Giri_Pinchover} for potential \( V \in L^\infty_{\text{loc}}(\Omega) \).

**Lemma 3.14.** Let \( \omega_1 \Subset \omega_2 \Subset \Omega \) be Lipschitz subdomains. Suppose that \( A \) and \( V \) satisfy Assumptions 3.1, and \( Q_{p,A,V} \geq 0 \) in \( \omega_2 \). Then \( \Lambda_1(\omega_1) > \Lambda_1(\omega_2) \geq 0 \).

**Proof.** From the Rayleigh-Ritz variational formula, we get \( \Lambda_1(\omega_2) \geq 0 \). Let \( \phi_i \in W^{1,p}_0(\omega_i) \) be the normalized principal eigenfunctions corresponding to the principal eigenvalues \( \Lambda_1(\omega_i) \), \( i = 1, 2 \). By the Harnack inequality, \( \phi_i \) does not vanish in \( \omega_i \) for \( i = 1, 2 \), and hence \( \frac{\phi_1}{\phi_2} \in L^\infty_{\text{loc}}(\omega_1) \). Now consider a nonnegative minimizing sequence \( \{\varphi_n\} \subset C_c^\infty(\omega_1) \) that converges to \( \phi_1 \) in \( W^{1,p}_0(\omega_1) \). Then by using the Picone identity (Lemma 3.13) we have

\[
0 \leq \int_{\omega_2} L_A(\varphi_n, \phi_2) dx = \int_{\omega_1} L_A(\varphi_n, \phi_2) dx = \int_{\omega_1} R_A(\varphi_n, \phi_2) dx 
\]

\[
= \int_{\omega_1} |\nabla \varphi_n|^p_A dx - \int_{\omega_1} \nabla \left( \frac{\varphi_n}{\phi_2} \right) \cdot A(x) \nabla \phi_2 |\nabla \phi_2|^p_A d \omega_1 dx 
\]

\[
= \int_{\omega_1} |\nabla \varphi_n|^p_A dx + \int_{\omega_1} V \varphi_n dx - \Lambda_1(\omega_2) \int_{\omega_1} \varphi_n dx, 
\]

where we have used \( \frac{\varphi_n}{\phi_2} \in W^{1,p}_0(\omega_2) \) as a test function in weak formulation of (3.12) in \( \omega_2 \). Letting \( n \to \infty \) and using Fatou’s lemma, we obtain

\[
0 \leq \int_{\omega_1} L_A(\phi_1, \phi_2) dx \leq \lim_{n \to \infty} \int_{\omega_1} L_A(\varphi_n, \phi_2) dx 
\]

\[
= (\Lambda_1(\omega_1) - \Lambda_1(\omega_2)) \int_{\omega_1} \varphi_1^p dx. 
\]

This implies that \( \Lambda_1(\omega_1) \geq \Lambda_1(\omega_2) \). If \( \Lambda_1(\omega_1) = \Lambda_1(\omega_2) \), then \( L_A(\phi_1, \phi_2) = 0 \) a.e. in \( \omega_1 \). Therefore, Lemma 3.13, implies \( \phi_2|\omega_1 = c\phi_1 \) for some \( c > 0 \). But by the Harnack inequality \( \phi_2 > 0 \) on \( \partial \omega_1 \) which contradicts the fact that \( \phi_1 = 0 \) on \( \partial \omega_1 \) in the trace sense. Thus, \( \Lambda_1(\omega_1) > \Lambda_1(\omega_2) \). \( \square \)

The positivity of the principal eigenvalue in a bounded subdomain implies the generalized maximum principle for \( Q_{p,A,V} \geq 0 \).

**Theorem 3.15.** (Maximum principle) Suppose that \( A \) and \( V \) satisfy Assumptions 3.1, and assume that \( Q \geq 0 \) in \( \Omega \). Let \( \omega \Subset \Omega \) be a subdomain. Then the following assertions are equivalent:

(i) The principal eigenvalue \( \Lambda_1 \) of \( Q_{p,A,V} \) in \( \omega \) is positive.

(ii) The weak maximum principle for \( Q_{p,A,V} \) holds true in \( \omega \): If \( v \in W^{1,p}(\omega) \) is a solution of

\[
Q_{p,A,V}(u) = G \quad \text{in} \ \omega, 
\]

\[ u \geq 0 \quad \text{on} \ \partial \omega, \tag{3.15} \]

where \( G \in L^1_{\text{loc}}(\omega) \) is nonnegative, then \( v \geq 0 \) in \( \omega \).
(iii) The strong maximum principle for $Q_{p,A,V}$ holds true in $\omega$: a solution $v \in W^{1,p}(\omega)$ of (3.15) is either $v = 0$ or $v > 0$ in $\omega$.

Proof. (i) $\Rightarrow$ (ii): Let $v \in W^{1,p}(\omega)$ be a solution of (3.15). Then choosing $v^- \in W^{1,p}_0(\omega)$ as a test function in the weak formulation of (3.15) we have

$$Q_{p,A,V}(v^-;\omega) = \int_{\{x \in \omega : v(x) < 0\}} G v \, dx.$$ 

Since $G \geq 0$ it follows that $Q_{p,A,V}(v^-;\omega) \leq 0$. If $v^- \neq 0$, then $\Lambda_1 \leq 0$, which contradicts (i). Thus, $v^- = 0$ a.e. in $\omega$ and, hence $v \geq 0$ a.e. in $\omega$.

(ii) $\Rightarrow$ (iii): Since $G \geq 0$, it follows that $v$ is a nonnegative supersolution of $Q_{p,A,V}(u) = 0$ in $\omega$. The weak Harnack inequality (Theorem 3.5) implies that $v > 0$ in $\omega$.

(iii) $\Rightarrow$ (i): Suppose that the principal eigenvalue $\Lambda_1 \leq 0$ and let $v \in W^{1,p}_0(\omega)$ be its principal eigenfunction. Then $u := -v$ is a supersolution of $Q_{p,A,V}(u) = 0$ in $\omega$ with $u = 0$ on $\partial\omega$. Since $u \neq 0$, the strong maximum principle implies that $u > 0$ which is a contradiction. Thus, $\Lambda_1 > 0$. \hfill $\Box$

Next we prove the existence and uniqueness for the Dirichlet problem.

**Theorem 3.16.** Assume that $A$ and $V$ satisfy Assumptions 3.1, and let $\omega \Subset \omega' \Subset \Omega$ be subdomains. Suppose that $\Lambda_1$ of $Q_{p,A,V}$ in $\omega$ is positive. Then for $0 \leq g \in L^{p'}(\omega)$ there exists a unique positive solution in $W^{1,p}_0(\omega)$ of

$$\begin{align*}
Q_{p,A,V}(u) &= g \quad \text{in } \omega, \\
u &= 0 \quad \text{on } \partial\omega.
\end{align*}$$

(3.16)

Proof. Consider the functional

$$J[u] := Q_{p,A,V}(u;\omega) - \int_\omega gu \, dx \quad u \in W^{1,p}_0(\omega).$$

Using Theorem 2.13, and following the same steps as in Lemma 3.9 (i), we obtain that the functional $Q_{p,A,V}$ is weakly lower semicontinuous in $W^{1,p}_0(\omega)$. On the other hand, since $g \in L^{p'}(\omega)$, the functional $I(u) := \int_\omega gu \, dx$ is a bounded linear functional in $W^{1,p}_0(\omega)$. Therefore, the functional $J[u]$ is weakly lower semicontinuous in $W^{1,p}_0(\omega)$.

We claim that the functional $J[u]$ is coercive in $W^{1,p}_0(\omega)$. Assume that $J[u] \leq t$. Since $\Lambda_1 > 0$ hence we have

$$\Lambda_1 \|u\|_{L^p(\omega)}^p \leq Q_{p,A,V}(u;\omega) \quad \forall u \in W^{1,p}_0(\omega).$$

Then by applying Hölder inequality, we get

$$\Lambda_1 \|u\|_{L^p(\omega)}^p \leq J[u] + \int_\omega gu \, dx \leq t + \|g\|_{L^{p'}(\omega)} \|u\|_{L^p(\omega)}.$$ 

This inequality implies that

$$\|u\|_{L^p(\omega)} \leq m := \max \left\{ 1, \left( \frac{t + \|g\|_{L^{p'}(\omega)}}{\Lambda_1} \right)^{1/(p-1)} \right\}. \quad (3.17)$$
On the other hand, applying Hölder’s inequality and Morrey-Adams theorem (Theorem 2.13) in the inequality $J[u] \leq t$ we obtain

$$\int_\omega |\nabla u|_A^p \, dx \leq t + \int_\omega gu \, dx + \int_\omega |V||u|^p \, dx$$

$$\leq t + \|g\|_{L^{p'}(\omega)} \|u\|_{L^p(\omega)} + \delta \|\nabla u\|_{L^p(\omega;\mathbb{R}^d)}^p + C_\delta \|u\|_{L^p(\omega)}, \tag{3.18}$$

where $C_\delta = C(d, p, \delta, \omega, \omega', \|V\|_{W^{1,p}(\omega')})$. Then, (3.17), (3.18) and Assumptions 3.1 imply

$$\|\nabla u\|_{L^p(\omega;\mathbb{R}^d)}^p \leq (\Theta_\omega^{-p} - \delta)^{-1}(t + \|g\|_{L^{p'}(\omega)}m + C_\delta m^p),$$

for $\delta < \Theta_\omega$. This together with (3.17) implies that $\|u\|_{W^{1,p}(\omega)} \leq C$, where the constant $C > 0$ is independent of $u$.

Thus, the functional $J[u]$ is weakly lower semicontinuous and coercive in $W^{1,p}_0(\omega)$. Consequently, the functional has a minimizer in $W^{1,p}_0(\omega)$ and the corresponding Dirichlet problem has a nonnegative solution $v_1 \in W^{1,p}_0(\omega)$. Since $\Lambda_1 > 0$ by the strong maximum principle (Theorem 3.15), the solution $v_1$ is either 0 or positive in $\omega$.

**Uniqueness:** Let $v_i \in W^{1,p}_0(\omega)$, $i = 1, 2$, be two solutions of (3.16). If $v_1 = 0$, then $g = 0$ in $\omega$, and then $v_2$ is a principal eigenvalue with eigenvalue 0, but in light of the uniqueness of the principal eigenvalue, this contradicts the assumption that $\Lambda_1 > 0$.

Thus, $v_i > 0$ in $\omega$ for $i = 1, 2$. Consider $v_{i,h} := v_i + h$, where $h$ is a positive constant and $i = 1, 2$. Taking $\varphi_{i,h} := \frac{v_{1,h}^p - v_{2,h}^p}{v_{1,h}^p - v_{2,h}^p} \in W^{1,p}_0(\omega)$ as a test function in the definition of $v_1$ being a solution of the equation (3.16), we have

$$\int_\omega (v_{1,h}^p - v_{2,h}^p)|\nabla \log v_{1,h}|_A^p \, dx - p\int_\omega v_{2,h}^p|\nabla \log v_{1,h}|_A^{p-2}A\nabla \log v_{1,h} \cdot \nabla \log \left(\frac{v_{2,h}}{v_{1,h}}\right) \, dx$$

$$= \int_\omega \frac{(g - V_1v_{1,h}^{p-1})(v_{1,h}^p - v_{2,h}^p)}{v_{1,h}^p - v_{2,h}^p}. $$

Similarly, using $\varphi_{2,h} = \frac{v_{2,h}^p - v_{1,h}^p}{v_{2,h}^p - v_{1,h}^p} \in W^{1,p}_0(\omega)$ as a test function in the definition of $v_2$ being a solution of the Dirichlet problem (3.16), we get

$$\int_\omega (v_{2,h}^p - v_{1,h}^p)|\nabla \log v_{2,h}|_A^p \, dx - p\int_\omega v_{1,h}^p|\nabla \log v_{2,h}|_A^{p-2}A\nabla \log v_{2,h} \cdot \nabla \log \left(\frac{v_{1,h}}{v_{2,h}}\right) \, dx$$

$$= \int_\omega \frac{(g - V_2v_{2,h}^{p-1})(v_{2,h}^p - v_{1,h}^p)}{v_{2,h}^p - v_{1,h}^p}. $$
Adding the above two equations, we reach at
\[
\int_{\omega} v_{1,h}^p \left( |\nabla \log v_{1,h}|_A^p - |\nabla \log v_{2,h}|_A^p - p |\nabla \log v_{2,h}|_A^{p-2} A \nabla v_{2,h} \cdot \nabla \log \frac{v_{1,h}}{v_{2,h}} \right) dx \\
+ \int_{\omega} v_{2,h}^p \left( |\nabla \log v_{2,h}|_A^p - |\nabla \log v_{1,h}|_A^p - p |\nabla \log v_{1,h}|_A^{p-2} A \nabla \log v_{1,h} \cdot \nabla \log \frac{v_{2,h}}{v_{1,h}} \right) dx \\
= \int_{\omega} \left[ g \left( \frac{1}{v_{1,h}^{p-1}} - \frac{1}{v_{2,h}^{p-1}} \right) - \frac{V}{v_{1,h}^{p-1}} - \frac{V}{v_{2,h}^{p-1}} \right] (v_{1,h}^p - v_{2,h}^p) dx.
\]

Using the convexity inequality (3.1) we arrive at
\[
\int_{\omega} \left[ g \left( \frac{1}{v_{1,h}^{p-1}} - \frac{1}{v_{2,h}^{p-1}} \right) - \frac{V}{v_{1,h}^{p-1}} - \frac{V}{v_{2,h}^{p-1}} \right] (v_{1,h}^p - v_{2,h}^p) dx \geq C(p) \\
\times \int_{\omega} \left[ (v_{1,h}^p + v_{2,h}^p) |\nabla \log \frac{v_{1,h}}{v_{2,h}}|_A^p \right] \quad p \in [2, \infty), \\
\times \int_{\omega} \left[ (v_{1,h}^p + v_{2,h}^p) |\nabla \log \frac{v_{1,h}}{v_{2,h}}|_A^p \right] \quad p \in (1, 2).
\]

This implies that
\[
0 \geq \int_{\omega} g \left( \frac{1}{v_{1,h}^{p-1}} - \frac{1}{v_{2,h}^{p-1}} \right) (v_{1,h}^p - v_{2,h}^p) dx \geq \int_{\omega} \left[ \frac{v_{1,h}^{p-1}}{v_{2,h}^{p-1}} - \frac{V}{v_{2,h}^{p-1}} \right] (v_{1,h}^p - v_{2,h}^p) dx.
\]

Since \( v_{i,h} \to v_i \) as \( h \to 0 \) for \( i = 1, 2 \), it follows that the integrand of the integral of the right hand side above converges to 0 a.e. in \( \omega \). Also,
\[
\left| V \left( \frac{v_{1,h}^{p-1}}{v_{2,h}^{p-1}} - \frac{V}{v_{2,h}^{p-1}} \right) (v_{1,h}^p - v_{2,h}^p) \right| \leq 2|V|((v_1+1)^p + (v_2+1)^p) \in L^1(\omega).
\]

Therefore, by the dominated converges theorem, it follows that
\[
\lim_{h \to 0} \int_{\omega} g \left( \frac{1}{v_{1,h}^{p-1}} - \frac{1}{v_{2,h}^{p-1}} \right) (v_{1,h}^p - v_{2,h}^p) dx = 0.
\]

This together with the Fatou lemma implies that
\[
0 = \int_{\omega} \left[ (v_{1,h}^p + v_{2,h}^p) |\nabla \log \frac{v_{1,h}}{v_{2,h}}|_A^p \right] \quad p \in [2, \infty),
\]
\[
\times \int_{\omega} \left[ (v_{1,h}^p + v_{2,h}^p) |\nabla \log \frac{v_{1,h}}{v_{2,h}}|_A^p \right] \quad p \in (1, 2).
\]

Thus, \( v_1 = v_2 \) a.e. in \( \omega \).

### 3.5. Agmon–Allegretto–Moss and Piepenbrink-Type Theorem

The next result, known as the Agmon-Allegretto-Piepenbrink (AAP)-type theorem, asserts that the nonnegativity of the functional \( Q_{p,A,V} \) on \( C_c^\infty(\Omega) \) is equivalent to the existence of a positive solution or supersolution of \( Q_{p,A,V}(u) = 0 \) in \( \Omega \). This result generalizes the AAP Theorem 4.3 obtained in [20] for a potential \( V \in M_{loc}^p(p; \Omega) \) (see [20] for the history of AAP theorem).

**Theorem 3.17.** (AAP-type theorem) Suppose that \( A \) and \( V \) satisfy Assumptions 3.1. Then the following assertions are equivalent:

(i) \( Q_{p,A,V} \geq 0 \) in \( \Omega \);

(ii) the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \) admits a positive solution;
(iii) the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \) admits a positive supersolution.

Proof. (i) \( \Rightarrow \) (ii): Fix a point \( x_0 \in \Omega \) and consider a sequence \( \{\omega_i\}_{i \in \mathbb{N}} \) of Lipschitz compact exhaustion \( \cup_{i \in \mathbb{N}} \omega_i = \Omega \) such that \( x_0 \in \omega_1 \), and consider the following Dirichlet problem for \( i \geq 2 \)

\[
Q_{p,A,V+1,i}(u) = f_i \quad \text{in } \omega_i, \\
u = 0 \quad \text{on } \partial \omega_i,
\]

where \( f_i \in C_c^\infty(\omega_i \setminus \bar{\omega}_{i-1}) \setminus \{0\} \) and \( f_i \geq 0 \). By (i), we have

\[
\Lambda_i = \inf_{u \in W^{1,p}_0(\omega_i) \setminus \{0\}} \frac{Q_{p,A,V+1,i}(u;\omega_i)}{\|u\|_{L^p(\omega_i)}^i} \geq \frac{1}{i} \quad \text{for all } i \geq 1.
\]

This together with Theorem 3.16 implies that the Dirichlet problem (3.19) admits a positive solution \( v_i \in W^{1,p}_0(\omega_i) \). Set \( \omega'_i = \omega_{i-1} \). As \( \text{supp} (f_i) \subset \omega_i \setminus \omega'_i \), we get for \( i \geq 2 \)

\[
\int_{\omega'_i} |\nabla v_i|_A A \nabla v_i \cdot \nabla u \, dx + \int_{\omega'_i} \left( V + \frac{1}{i} \right) v_i^{p-1} u \, dx = 0 \quad \forall u \in W^{1,p}_0(\omega'_i).
\]

By Theorem 3.6, \( v_i \in C(\omega'_i) \) for all \( i \geq 2 \). Normalize \( f_i \) to get \( v_i(x_0) = 1 \) for all \( i \geq 2 \). The Harnack convergence principle (Theorem 3.8) with \( A_i = A \) and \( V_i = V + 1/i \), implies that, up to a subsequence, \( v_i \to v \), where \( v \) is a positive solution of \( Q_{p,A,V}(u) = 0 \) in \( \Omega \).

(ii) \( \Rightarrow \) (iii) is trivial.

(iii) \( \Rightarrow \) (i): Let \( \tilde{v} \in W^{1,p}_0(\Omega) \) be a positive supersolution of the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \). The weak Harnack inequality (Theorem 3.5) implies that \( 1/\tilde{v} \in L^{\infty}_a(\Omega) \). For any \( \varphi \in C_c^\infty(\Omega) \), choose \( |\varphi|^p \tilde{v}^{1-p} \in W^{1,p}_0(\Omega) \) as a test function and denote \( T := -|\nabla \log \tilde{v}|_{A}^{p-2} |\nabla \log \tilde{v}| \), then

\[
(p - 1) \int_{\Omega} |T|_A |\varphi|^p \, dx \leq p \int_{\Omega} |T|_A |\varphi|^{p-1} |\nabla \varphi|_A \, dx + \int_{\Omega} V |\varphi|^p \, dx.
\]

Using the Young’s inequality: \( pab \leq (p-1)a^{p'} + b^p \) with \( a = |T|_A |\varphi|^{p-1} \) and \( b = |\nabla \varphi|_A \), we obtain that \( Q_{p,A,V}(\varphi) \geq 0 \) for all \( \varphi \in C_c^\infty(\Omega) \).

\[\square\]

3.6. Null-Sequence and Ground State

In this subsection we recall the notion of a null-sequence and a ground state corresponding to the functional \( Q_{p,A,V} \). We show that if \( Q_{p,A,V} \) admits a ground state \( \Phi \) in \( \Omega \), then \( \Phi \) is the unique (up to a multiplicative constant) positive supersolution of \( Q_{p,A,V} \) in \( \Omega \). Moreover, in a bounded domain, the positive principal eigenfunction is in fact a ground state if \( A \) and \( V \) satisfy assumptions 3.1, and 3.2.

Definition 3.18. (Null-sequence) Assume that \( Q_{p,A,V} \geq 0 \) in \( \Omega \). A sequence \( \{u_n\} \subset W^{1,p}_c(\Omega) \) is said to be a null-sequence of \( Q_{p,A,V} \) in \( \Omega \) if

(a) \( u_n \geq 0 \) for all \( n \in \mathbb{N} \);
(b) there exists an open set \( K \Subset \Omega \) such that \( \|u_n\|_{L^p(K)} = 1 \) for all \( n \in \mathbb{N} \);
(c) \( \lim_{n \to \infty} Q_{p,A,V}(u_n) = 0. \)
Definition 3.19. (Ground state) A positive \( \Phi \in W^{1,p}_{\text{loc}}(\Omega) \) is an (Agmon) ground state of \( Q_{p,A,V} \) in \( \Omega \) if \( \Phi \) is an \( L^p_{\text{loc}}(\Omega) \) limit of a null-sequence.

Lemma 3.20. Assume that \( Q_{p,A,V} \geq 0 \) in \( \Omega \), where \( A \) and \( V \) satisfy Assumptions 3.1. If \( p < 2 \) assume further that Assumption 3.2 is satisfied. Suppose that \( Q_{p,A,V}(u) = 0 \) in \( \Omega \), and consider the sequence \( \{w_n := u_n/v\} \). Then \( \{w_n\} \) is bounded in \( W^{1,p}_{\text{loc}}(\Omega) \), and \( \nabla w_n \to 0 \) in \( L^p_{\text{loc}}(\Omega; \mathbb{R}^d) \).

Proof. Fix \( K \in \Omega \) such that \( \|u_n\|_{L^p(K)} = 1 \) for all \( n \in \mathbb{N} \), and let \( K \subseteq \omega \subseteq \Omega \) be a Lipschitz subdomain. By the Minkowski inequality we have

\[
\|w_n\|_{L^p(\omega)} \leq \|w_n - \langle w_n \rangle_K\|_{L^p(\omega)} + \langle w_n \rangle_K (L^d(\omega))^{1/p},
\]

where \( \langle w_n \rangle_K = \frac{1}{|K|} \int_K w_n(x) \, dx \). Applying the Poincaré inequality to the first term, and the weak Harnack inequality (Theorem 3.5) to the second term of the right hand side of the above inequality, we have

\[
\|w_n\|_{L^p(\omega)} \leq C(d,p,K,\omega) \|\nabla w_n\|_{L^p(\omega; \mathbb{R}^d)} + \frac{1}{\inf_K v} \langle w_n \rangle_K (L^d(\omega))^{1/p}.
\]

Then using the Hölder inequality, we used the Hölder inequality, and \( \|u_n\|_{L^p(K)} = 1 \). Let

\[
I(v, w_k) := \begin{cases} 
C(\bar{p}) \int_{\Omega} v^p |\nabla w_k|^p_A \, dx & 1 < p < 2, \\
C(p) \int_{\Omega} v^p |\nabla w_k|^p_A \, dx & p \geq 2,
\end{cases}
\]

where \( \bar{p} \geq p \), and \( C(p) \) and \( C(\bar{p}) \) are the constants in (3.1) and (3.1), respectively. Using (3.1) and (3.1) to obtain

\[
I(v, w_k) \leq \int_{\Omega} |\nabla u_k|^p_A \, dx - \int_{\Omega} w_k^p |\nabla v|^p_A \, dx - \int_{\Omega} v |\nabla v|^p_A A \nabla v \cdot \nabla (w_k^p) \, dx
\]

\[
= \int_{\Omega} |\nabla u_k|^p_A \, dx - \int_{\Omega} |\nabla v|^p_A A \nabla v \cdot \nabla (w_k^p) \, dx.
\]

(3.21)

Since \( v \) is a positive supersolution, we get

\[
I(v, w_k) \leq \int_{\Omega} |\nabla u_k|^p_A \, dx + \int_{\Omega} V w_k^p \, dx = Q_{A,p,V}[u_k].
\]

(3.22)

Using the definition of \( I \), the weak Harnack inequality, (and for \( p \leq 2 \) use also Hölder inequality), we obtain from (3.22) that

\[
c_{\omega} \int_{\omega} |\nabla w_k|^p \, dx \leq C(p) \int_{\Omega} v^p |\nabla w_k|^p_A \, dx \leq Q_{A,p,V}[u_k] \to 0 \text{ as } k \to \infty,
\]

(3.23)

where \( c_{\omega} > 0 \) is a positive constant. By the weak compactness of \( W^{1,p}(\omega) \), we infer that (up to a subsequence)

\[
\nabla w_k \to 0 \quad \text{in } L^p_{\text{loc}}(\Omega; \mathbb{R}^d).
\]

(3.24)
By (3.20) and (3.23), we have that \( w_k \) is bounded in \( W_{\text{loc}}^{1,p}(\omega) \).

\[ \] 

**Remark 3.21.** In Lemma 3.20, for \( p < 2 \) we may replace Assumption 3.2 with the assumption that the gradient of the positive supersolution \( v \) is locally bounded (see the proof of Proposition 4.11 in [20]).

As a consequence of this lemma, we have the following uniqueness result:

**Theorem 3.22.** Assume that \( Q_{p,A,V} \geq 0 \) in \( \Omega \), where \( A \) and \( V \) satisfy Assumptions 3.1, and if \( p < 2 \) assume further that Assumption 3.2 is satisfied. Then any null-sequence of the functional \( Q_{p,A,V} \) converges, both in \( L_{\text{loc}}^p(\Omega) \) and a.e. in \( \Omega \) to a unique (up to a multiplicative constant) positive supersolution (which is in fact a solution) of the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \).

**Proof.** By the AAP theorem (Theorem 3.17), the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \) admits a positive solution \( v \in W_{\text{loc}}^{1,p}(\Omega) \) and a positive supersolution \( \tilde{v} \in W_{\text{loc}}^{1,p}(\Omega) \). Suppose that \( \{u_n\} \) is a null-sequence of the functional \( Q_{p,A,V} \) in \( \Omega \). Consider \( w_n := u_n/\tilde{v} \). Lemma 3.20 implies that \( \nabla w_n \to 0 \) in \( L_{\text{loc}}^p(\Omega; \mathbb{R}^d) \). Then the Rellich-Kondrachov theorem implies that up to a subsequence (still denoted by \( \{w_n\} \)), \( w_n \to c \) in \( W_{\text{loc}}^{1,p}(\Omega) \) for a constant \( c \geq 0 \). Since \( \tilde{v} \) is locally bounded away from zero, \( u_n \to c\tilde{v} \) a.e. in \( \Omega \) and also in \( L_{\text{loc}}^p(\Omega) \) (up to a subsequence). In particular, \( c = \|\tilde{v}\|_{L^p(K)}^{-1} \). It follows that any null-sequence \( \{u_n\} \) converges (up to a positive multiplicative constant) to the same positive supersolution \( \tilde{v} \). Since the positive solution \( v \) is also a positive supersolution, we conclude that \( \tilde{v} = Cv \) for some \( C > 0 \), and thus \( \tilde{v} \) is also the unique positive solution of the equation \( Q_{p,A,V}(u) = 0 \) in \( \Omega \). \( \square \)

**Lemma 3.23.** Suppose that \( A \) and \( V \) satisfy Assumptions 3.1. Let \( \omega \in \Omega \) be a subdomain. Then, up to a multiplicative constant, the positive principal eigenfunction of \( Q_{p,A,V} \) in \( \omega \) is a ground state of \( Q_{p,A,V-\Lambda_1} \) in \( \omega \).

**Proof.** Let \( v_1 \) be the positive principal eigenfunction of \( Q_{p,A,V} \) in \( \omega \) with principal eigenvalue \( \Lambda_1 \). Fix \( K \subset \omega \) such that \( C_K := \|v_1\|_{L^p(K)} > 0 \). Then the sequence \( \{C_K^{-1}v_1\} \) is a null-sequence and, \( C_K^{-1}v_1 \) is a ground state of the functional \( Q_{p,A,V-\Lambda_1} \) in \( \omega \). \( \square \)

As a corollary of Theorem 3.22, we have:

**Corollary 3.24.** Let \( \omega \in \Omega \) be a subdomain. Assume that \( A \) and \( V \) satisfy Assumptions 3.1, and if \( p < 2 \) assume further that Assumption 3.2 is satisfied. Then the following assertions are equivalent:

(i) the principal eigenvalue \( \Lambda_1 > 0 \);
(ii) the equation \( Q_{p,A,V}(u) = 0 \) in \( \omega \) admits a strict positive supersolution in \( W_0^{1,p}(\omega) \);
(iii) the equation \( Q_{p,A,V}(u) = 0 \) in \( \omega \) admits a strict positive supersolution in \( W^{1,p}(\omega) \).

**Proof.** (i) \( \Rightarrow \) (ii): Assume that the principal eigenvalue \( \Lambda_1 > 0 \) with a principal eigenvalue \( v \in W_0^{1,p}(\omega) \). Then by the strong maximum principle, \( v \) is a strict positive supersolution of \( Q_{p,A,V}(u) = 0 \) in \( \omega \).
(ii) ⇒ (iii) : This is immediate.
(iii) ⇒ (i) : Suppose that the equation $Q_{p,A,V}(u) = 0$ in $\omega$ admits a strict positive supersolution in $W^{1,p}(\omega)$. By the AAP theorem (Theorem 3.17), $Q_{p,A,V}(\varphi) \geq 0$ for all $\varphi \in C^\infty(\omega)$. This implies that the principal eigenvalue $\Lambda_1 \geq 0$. Now if $\Lambda_1 = 0$, then in light of Theorem 3.22 and Lemma 3.23, the associated principal eigenfunction is the unique (up to a multiplicative constant) positive supersolution of the equation $Q_{p,A,V}(u) = 0$ in $\omega$. This contradicts our assumption that the equation $Q_{p,A,V}(u) = 0$ in $\omega$ admits a strict positive supersolution in $W^{1,p}(\omega)$. Therefore, $\Lambda_1 > 0$. □

3.7. Weak Comparison Principle

The first result in this subsection is a simple version of the weak comparison principle between sub and supersolutions of the operator $Q_{p,A,V}$ when the potential $V \in \mathcal{M}^p_{\text{loc}}(\Omega)$ is nonnegative. We omit the proof since it is quite standard and follows exactly as in [20, Lemma 5.1], where the potential is assumed to be in $M^q(p;\omega)$.

**Lemma 3.25.** Let $1 < p < d$, and $\omega \subseteq \Omega$ be a Lipschitz subdomain. Suppose that $A$ and $V$ satisfy Assumptions 3.1, $G \in \mathcal{W}^p_{\text{loc}}(\Omega)$, and $V \geq 0$ in $\omega$. Let $v_1, v_2$ be respectively a subsolution and a supersolution of the problem

$$Q_{p,A,V}(u) = G \quad \text{in } \omega.$$

If $v_1 \leq v_2$ a.e. on $\partial \omega$ in the trace sense, then $v_1 \leq v_2$ a.e. in $\omega$.

**Theorem 3.26.** Let $1 < p < d$ and $\omega \subseteq \Omega$ be a Lipschitz subdomain. Suppose that $A$ and $V$ satisfy Assumptions 3.1 and $g \in \mathcal{W}^p_{\text{loc}}(\Omega)$, where $g \geq 0$. Let $f, u_1, u_2 \in W^{1,p}(\omega) \cap C(\bar{\omega})$, where $f \geq 0$ a.e. in $\omega$ and

$$Q_{p,A,V}(u_1) \leq g \leq Q_{p,A,V}(u_2) \quad \text{in } \omega,$$

$$u_1 \leq f \leq u_2 \quad \text{on } \partial \omega,$$

$$0 \leq u_1 \leq u_2 \quad \text{in } \omega.$$

Then there exists a nonnegative solution $u \in W^{1,p}(\omega) \cap C(\bar{\omega})$ of the Dirichlet problem

$$\begin{cases}
Q_{p,A,V}(u) = g & \text{in } \omega, \\
u = f & \text{on } \partial \omega,
\end{cases} \quad (3.25)$$

such that $u_1 \leq u \leq u_2$ a.e. in $\omega$. Moreover, if $f > 0$ a.e. on $\partial \omega$, then the solution $u$ of the Dirichlet problem (3.25) is unique.

**Proof.** Existence: Define the set

$$S := \{ v \in W^{1,p}(\omega) \cap C(\bar{\omega}) : 0 \leq u_1 \leq v \leq u_2 \text{ in } \omega \}.$$ 

For $v \in S$, consider the function $G(x,v) := g(x) + 2V^-(x)v^{p-1}(x)$, $x \in \omega$. Since $0 \leq v \in C(\bar{\omega})$, it follows that $G \in \mathcal{W}^p(\omega)$ and also $G \geq 0$ a.e. in $\omega$. For $v \in S$ consider the following Dirichlet problem

$$\begin{cases}
Q_{p,A,|V|}(u) = G(x,v) & \text{in } \omega, \\
u = f & \text{on } \partial \omega.
\end{cases} \quad (3.26)$$
By Theorem 3.10, the Dirichlet problem (3.26) admits a solution \( u \in W^{1,p}(\omega) \). Moreover, the solution is unique. Indeed, if \( u \) and \( \tilde{u} \) are solutions of the above problem, then we have
\[
Q_{p,A,|V|}(u) = G(x,v) = Q_{p,A,|V|}(\tilde{u}) \text{ in } \omega, \\
u = f = \tilde{u} \text{ on } \partial \omega.
\]

By applying Lemma 3.25 with \( u \) as a subsolution and \( \tilde{u} \) as a supersolution, we get \( u \leq \tilde{u} \) in \( \omega \). By interchanging the roles of \( u \) and \( \tilde{u} \), it follows that \( \tilde{u} \leq u \) in \( \omega \). Hence, \( u = \tilde{u} \) in \( \omega \).

Define a map \( \psi : S \rightarrow W^{1,p}(\omega) \) by \( \psi(v) = u \), where \( u \) is a solution of the problem (3.26). The mapping \( \psi \) is well-defined in the set \( S \) and by using Lemma 3.25, it can be seen that the map \( \psi \) is monotone. Let \( v \in W^{1,p}(\omega) \cap C(\omega) \) be a subsolution of the Dirichlet problem (3.25). Then
\[
Q_{p,A,|V|}(v) = Q_{p,A,V}(v) + G(x,v) - g(x) \leq G(x,v)
\]
in the weak sense, and hence \( v \) is a subsolution of the problem (3.26). Also, by the definition of \( \psi \), \( \psi(v) \) is a solution of (3.26). By Lemma 3.25, we have \( v \leq \psi(v) \) a.e. in \( \omega \). Moreover,
\[
Q_{p,A,V}(\psi(v)) = Q_{p,A,|V|}(\psi(v)) - G(x,\psi(v)) + g(x) \\
= 2V^{-1}(|v|_{p^{-2}} - |\psi(v)|_{p^{-2}}) + g(x) \leq g(x) \text{ in } \omega,
\]
in the weak sense. This shows that if \( v \) is a subsolution of the Dirichlet (3.25), then \( \psi(v) \) is also a subsolution of (3.25) with \( v \leq \psi(v) \) a.e. in \( \omega \). Similarly, it can be seen that if \( v \in W^{1,p}(\omega) \cap C(\omega) \) be a supersolution of (3.25), then \( \psi(v) \) also a supersolution of (3.25) with \( \psi(v) \leq v \) a.e. in \( \omega \).

Now define the following two sequences
\[
v_0 := u_1, \quad v_n := \psi(v_{n-1}) \quad \text{and} \quad \bar{v}_0 := u_2, \quad \bar{v}_n := \psi(v_{n-1}).
\]

From the above arguments, the sequences \( v_n \uparrow v \) and \( \bar{v}_n \downarrow \bar{v} \) for every \( x \in \omega \). Also due to Brezis-Lieb Lemma [14, Theorem 1.9], both the sequences converges in \( L^p(\omega) \). By using a similar argument as in Theorem 3.8, it can be seen that \( v \) and \( \bar{v} \) are fixed point of \( \psi \) and both are solutions of the Dirichlet problem (3.25) with \( u_1 \leq v \leq \bar{v} \leq u_2 \) in \( \omega \).

**Uniqueness:** Let \( v_1, v_2 \in W^{1,p}(\omega) \cap C(\omega) \) be positive solutions of (3.25) with \( f > 0 \) a.e. on \( \partial \omega \). Then using \( \varphi_1 = \frac{v_1^p - v_2^p}{v_1^p} \in W^{1,p}_0(\omega) \) as a test function in the definition of \( v_1 \) being a solution of (3.25), we have
\[
\int_\omega (v_1^p - v_2^p) \nabla \log v_1^p \text{ d}x - p \int_\omega v_2^p \nabla \log v_1^{p-2} A \nabla v_1 \cdot \nabla \log \left( \frac{v_2}{v_1} \right) \text{ d}x \\
= \int_\omega \left( g - V \frac{v_1^{p-1}}{v_1^p} \right) (v_1^p - v_2^p).
\]
Similarly, using \( \varphi_2 = \frac{v_1^p - v_2^p}{v_2^p} \in W_0^{1,p}(\omega) \) as a test function in the definition of \( v_2 \) being a solution of the Dirichlet (3.25), we get
\[
\int_\omega (v_2^p - v_1^p)|\nabla \log v_2|^p_A dx - p \int_\omega v_1^p|\nabla \log v_2|_A^{p-2} A \nabla \log v_2 \cdot \nabla \log \left( \frac{v_1}{v_2} \right) dx
= \int_\omega (g - V v_2^{p-1})(v_2^p - v_1^p).
\]
Adding the above two equations, we reach at
\[
\int_\omega v_1^p \left( |\nabla \log v_1|^p_A - |\nabla \log v_2|^p_A - p|\nabla \log v_2|_A^{p-2} A \nabla \log v_2 \cdot \nabla \log \left( \frac{v_1}{v_2} \right) \right) dx \\
+ \int_\omega v_2^p \left( |\nabla \log v_2|^p_A - |\nabla \log v_1|^p_A - p|\nabla \log v_1|_A^{p-2} A \nabla \log v_1 \cdot \nabla \log \left( \frac{v_2}{v_1} \right) \right) dx
= \int_\omega g \left( \frac{1}{v_1^{p-1}} - \frac{1}{v_2^{p-1}} \right) (v_1^p - v_2^p) dx \leq 0.
\]
Now, (3.1) implies that
\[
0 \geq C(p) \int_\omega dx \begin{cases} (v_1^p + v_2^p)|\nabla \log (\frac{v_1}{v_2})|^p_A & \text{if } p \geq 2, \\ (v_1^p + v_2^p)|\nabla \log (\frac{v_2}{v_1})|^p_A + (|\nabla \log v_1|_A + |\nabla \log v_2|_A)^{p-2} & \text{if } 1 \leq p < 2. \end{cases}
\]
Consequently, \( v_2 \nabla v_1 = v_1 \nabla v_2 \) a.e. in \( \omega \). Hence, there is a constant \( c \) such that \( v_1 = cv_2 \) a.e. in \( \omega \). Since \( v_1 = v_2 = f \) on \( \partial \omega \), we infer that \( v_1 = v_2 \) in \( \bar{\omega} \). Therefore, the Dirichlet problem (3.25) admits a unique solution. \( \square \)

**Theorem 3.27.** (Weak Comparison Principle) Let \( \omega \in \Omega \). Assume that \( A \) and \( V \) satisfy Assumptions 3.1, and \( Q_{p,A,V} \geq 0 \) in \( \Omega \). Suppose that \( v_1, v_2 \in W^{1,p}(\omega) \cap C(\bar{\omega}) \) satisfy the following inequalities
\[
\begin{cases} Q_{p,A,V}(v_2) = g & \text{in } \omega, \\ v_2 > 0 & \text{on } \partial \omega, \end{cases} \quad \text{and} \quad \begin{cases} Q_{p,A,V}(v_1) \leq Q_{p,A,V}(v_2) & \text{in } \omega, \\ v_1 \leq v_2 & \text{on } \partial \omega. \end{cases}
\]
where \( g \in W^p(\omega) \) with \( g \geq 0 \) a.e. in \( \omega \). Then \( v_1 \leq v_2 \) a.e. in \( \omega \).

**Proof.** By the assumption on \( v_2 \), we have that \( v_2 \) is a supersolution of equation (1.1) in \( \omega \) and \( v_2 > 0 \) on \( \partial \omega \). Hence, by the strong maximum principle we have \( v_2 > 0 \) in \( \bar{\omega} \). Define \( c := \max \{1, \frac{\max_{\bar{\omega}} v_1}{\min_{\bar{\omega}} v_2} \} \). Then \( v_1 \leq cv_2 \) in \( \bar{\omega} \). Now consider the following boundary value problem
\[
\begin{cases} Q_{p,A,V}(u) = g & \text{in } \omega, \\ u = v_2 & \text{on } \partial \omega. \end{cases} \tag{3.27}
\]
By our assumption and the choice of the constant \( c \), it follows that \( cv_2 \) is a supersolution of the problem (3.27) with \( v_1 \leq v_2 \leq cv_2 \) on \( \partial \omega \). Also note that \( v_1 \) is a subsolution of the problem (3.27). By applying Theorem 3.26 with \( u_1 = v_1 \) and \( u_2 = cv_2 \), we have a solution \( v \) of (3.27) such that \( v_1 \leq v \leq cv_2 \) in \( \omega \) with \( v = v_2 \) on \( \partial \omega \). Again by the strong maximum principle, we have \( v > 0 \) in \( \bar{\omega} \). Now, the uniqueness of the boundary value problem (3.27) (Theorem 3.26) implies that \( v = v_2 \). Therefore, \( v_1 \leq v_2 \) a.e. in \( \omega \). \( \square \)
4. Fuchsian-Type Singularity and Positive Liouville-Type Theorem

The present section is devoted to the study of positive Liouville-type theorems, Picard-type principles, and removable singularity theorems for the equation

\[ Q_{p,A,V}(u) = -\Delta_{p,A}(u) + V|u|^{p-2}u = 0 \quad \text{in } \Omega, \]  

where the potential \( V \in W^{p}_{\text{loc}}(\Omega) \) has an isolated Fuchsian-type singularity at \( \zeta \) which belongs to the (ideal) boundary of \( \Omega \). Since we permit the domain \( \Omega \) to be unbounded and the singular point \( \zeta = \infty \), it is worthy to consider the one-point compactification \( \hat{\mathbb{R}}^d := \mathbb{R}^d \cup \{\infty\} \) of \( \mathbb{R}^d \). We denote by \( \hat{\Omega} \) the closure of \( \Omega \) in \( \hat{\mathbb{R}}^d \).

Throughout this section, we assume that \( Q_{p,A,V} \geq 0 \) in \( \Omega \). Note that under this assumption the weak comparison principle in bounded subdomains is valid when \( A \) and \( V \) satisfy Assumptions 3.1.

For \( R > 0 \), we denote by \( A_R \) the annuls given by

\[ A_R := \{ x \in \mathbb{R}^d \mid R/2 \leq |x| < 3R/2 \}. \]

The dilated domain \( \Omega/R \) of \( \Omega \) is defined by

\[ \Omega/R := \{ x \in \mathbb{R}^d \mid x = R^{-1}y, \text{ where } y \in \Omega \}. \]

We assume that the singular point \( \zeta \in \partial \hat{\Omega} \) is an isolated component of \( \partial \hat{\Omega} \) and \( \zeta \) is either equal to 0 or \( \infty \). We are interested in the behavior of positive solutions of (4.1) near \( \zeta \). In fact, we may assume that \( \Omega \) is one of the followings domains: \( B_r \setminus \{0\} \), \( \mathbb{R}^d \setminus B_r \) for some \( r > 0 \), \( \mathbb{R}^d \) and \( \mathbb{R}^d \setminus \{0\} \).

With some abuse of notation, we write \( R \to \zeta \) if \( R \to 0 \) in \( \mathbb{R} \) and \( \zeta = 0 \), \( R \to \infty \) in \( \mathbb{R} \) and \( \zeta = \infty \).

**Definition 4.1.** (Fuchsian-type singularity) Let \( 1 < p < d \), and \( A \) and \( V \) satisfy Assumptions 3.1. Let \( \zeta \in \{0, \infty\} \) be an isolated point of \( \partial \hat{\Omega} \). Then we say that the operator \( Q_{p,A,V} \) has a Fuchsian-type singularity at \( \zeta \) if there exists a punctured neighbourhood \( \Omega' \subset \Omega \) of \( \zeta \) such that

(i) The matrix \( A \) is bounded and uniformly elliptic in \( \Omega' \), i.e., there exists a constant \( C > 0 \) such that

\[ C^{-1}|||\xi|||^2 \leq |||\xi|||^2_{A(x)} \leq C|||\xi|||^2 \quad \forall x \in \Omega' \text{ and } \xi \in \mathbb{R}^d. \]  

(ii) There exists a positive constant \( C \) and \( R_0 > 0 \) such that

\[ |||V|||_{W^{p}(A_R \cap \Omega')} \leq C \]  

for all \( 0 < R < R_0 \) if \( \zeta = 0 \), and \( R > R_0 \) if \( \zeta = \infty \).

A set \( \mathcal{A} \subset \Omega \) is said to be an essential set with respect to the singular point \( \zeta \) if there exist \( a \in (0,1), b \in (1,\infty) \), and a sequence \( \{R_n\} \) of positive numbers converging to \( \zeta \) such that

\[ \mathcal{A} = \bigcup_{n=1}^{\infty} \mathcal{A}_n, \quad \text{where } \mathcal{A}_n = \{ x \in \Omega : aR_n < |x| < bR_n \}. \]
Similar to the linear case as in [19] or for the quasi-linear cases as in [8,11], it is enough to assume that inequalities (4.2) and (4.3) hold only on an essential set $\mathcal{A}$ with respect to the singular point $\zeta$, i.e., there exists a constant $C > 0$ (independent of $n$) such that

$$C^{-1}|\xi|^2 \leq |\xi|^2_{A(x)} \leq C|\xi|^2 \quad \forall x \in \mathcal{A} \text{ and } \xi \in \mathbb{R}^d, \quad \|V\|_{W^p(A_n)} \leq C,$$

for some essential set $\mathcal{A} = \bigcup_{n=1}^{\infty} A_n$ of $\zeta$.

**Example 4.2.** Let $1 < p < d$, and $\Omega = \mathbb{R}^d \setminus \{0\}$. Consider the $(p, A)$-Laplacian with the Hardy potential $V(x) = \lambda|x|^{-p}$, and the equation

$$-\Delta_{p,A}(u) - \frac{\lambda}{|x|^p}|v|^{p-2}v = 0 \quad \text{in } \Omega,$$

where the matrix $A$ satisfies (4.2) outside a compact set in $\Omega$. We assert that equation (4.4) has Fuchsian-type singularity both at $\zeta = 0$ and $\zeta = \infty$.

Let us check that (4.3) is satisfied near $\zeta = 0$. It is enough to show that for sufficiently small $R > 0$, (4.3) is fulfilled over the annular set $A_R = \{x \in \Omega : R/2 \leq |x| < 3R/2\}$. Indeed,

$$\|V\|_{W^p(A_R)} = \sup_{x \in \mathcal{A}_R} \int_0^{\text{diam}(A_R)} \frac{1}{r^{d-1}} \left[\int_{A_R \cap B_r(x)} |y|^{-p} dy \right]^{\frac{p}{p-1}} dr \leq C \sup_{x \in \mathcal{A}_R} \frac{1}{R^{p+1}} \int_0^{3R} \frac{1}{r^{d-1}} r^{d+1} dr \leq C \frac{1}{R^{p+1}} R^{d+1} = C < \infty.$$

Note that the constant $C > 0$ is independent of $R$. Hence, (4.4) has a Fuchsian-type singularity at $\zeta = 0$. The case $\zeta = \infty$ follows similarly for large enough $R > 0$.

Next, we present a dilation process using the quasi-invariance of (4.1) under the scaling $x \mapsto Rx$, where $R > 0$. For $R > 0$, let $A_R$ and $V_R$ be the scaled matrix and the scaled potential defined by

$$A_R(x) := A(Rx), \quad V_R(x) := R^p V(Rx) \quad x \in \Omega/R.$$

If $u$ is a solution of (1.1), then for any $R > 0$, the function $u_R(x) := u(Rx)$ is a solution of the equation

$$-\Delta_{p,A_R}(u_R) + V_R(x)|u_R|^{p-2}u_R = 0 \quad \text{in } \Omega/R.$$

Now take an annular subset $\mathcal{A}_R := (B_{3R/2} \setminus B_{R/2}) \cap \Omega$. Since $\zeta$ is an isolated singular point of $\partial \hat{\Omega}$, it follows that for $R$ ‘near’ $\zeta$, the set $\mathcal{A}_R/R$ is a fixed annular set $\hat{\mathcal{A}}$. 
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Moreover, for such \( R \) we have
\[
\|V_R\|_{\mathcal{M}^p(A_R/R)} = \sup_{x \in A_R/R} \int_0^{\text{diam}(A_R/R)} \frac{1}{(Rr)^{p-d}} \left[ \int_{A_R/R \cap B_r(x)} R^p |V(y)| \, dy \right]^{\frac{1}{p-1}} \, dr
\]
\[
= \sup_{x \in A_R/R} \int_0^{\text{diam}(A_R/R)} \frac{R^{p-d}}{(Rr)^{p-d}} R^{d-1} \left[ \int_{A_R/R \cap B_r(Rx)} |V(y)| \, dy \right]^{\frac{1}{p-1}} \, dr
\]
\[
= \sup_{R \in A_R} \int_0^{\text{diam}(A_R)} \frac{1}{(Rr)^{p-d}} \left[ \int_{A_R/R \cap B_r(Rx)} |V(y)| \, dy \right]^{\frac{1}{p-1}} \, d(Rr) = \|V\|_{\mathcal{M}^p(A_R)}.
\]
Thus, if \( Q_{p,A,V} \) has a Fuchsian-type singularity at \( \zeta \), then
\[
\|V_R\|_{\mathcal{M}^p(A)} = \|V_R\|_{\mathcal{M}^p(A_R/R)} = \|V\|_{\mathcal{M}^p(A_R)} \leq C,
\]
where \( C > 0 \) is a positive constant independent of \( R \).

The limiting dilation process is defined as follows. Let \( \{R_n\} \) be a sequence of positive numbers satisfying \( R_n \to \zeta \), and set \( Y := \lim_{n \to \infty} \hat{\Omega}/R_n \). Clearly, \( Y = (\mathbb{R}^d)^* = \mathbb{R}^d \setminus \{0\} \). Let \( \zeta = 0 \) or \( \zeta = \infty \), and assume that
\[
A_{R_n} \to A \quad \text{in the weak topology of } L_0^\infty(Y, \mathbb{R}^{d \times d}),
\]
\[
\begin{cases}
V_{R_n} \to V & \text{in the weak topology of } \mathcal{M}_0^p(Y) \text{ if } 1 < p \leq 2,
V_{R_n} \to V & \text{with respect to the quasinorm of } \mathcal{M}_0^p(Y) \text{ if } p > 2,
\end{cases}
\]
as \( n \to \infty \). Define the \textit{limiting dilated equation} with respect to (4.1) and the sequence \( \{R_n\} \) (which satisfies the conditions (4.6) and (4.7)) by
\[
\mathcal{D}^{\{R_n\}}(Q)(w) = \mathcal{D}^{\{R_n\}}(Q_{p,A,V})(w) := Q_{p,A,V}(w)
\]
\[
= -\Delta_{p,A}(w) + V|w|^{p-2}w = 0 \quad \text{on } Y.
\]
Next, we show that the property of having a Fuchsian-type singularity at \( \zeta \) is preserved under the limiting dilation process \( Q_{p,A,V} \to \mathcal{D}^{\{R_n\}}(Q) \).

**Lemma 4.3.** Let \( 1 < p < d \) and assume that \( A \) and \( V \) satisfy Assumptions 3.1. Suppose that (4.1) has a Fuchsian-type singularity at \( \zeta \in \{0, \infty\} \subset \partial \hat{\Omega} \). Then for any sequence \( R_n \to \zeta \) which satisfies conditions (4.6) and (4.7), the corresponding limiting dilated equation \( \mathcal{D}^{\{R_n\}}(Q)(w) = 0 \) in \( Y \) has Fuchsian-type singularity at \( \zeta \).

**Proof.** By our assumption, there exists an essential set \( A = \bigcup_{n=1}^\infty A_n \), where \( A_n = \{x \in \Omega: aR_n < |x| < bR_n\} \) and a constant \( C > 0 \) such that
\[
\|V\|_{\mathcal{M}^p(A_n)} \leq C, \quad \forall n \in \mathbb{N}.
\]
We claim that
\[
\|V\|_{\mathcal{M}^p(A_n)} \leq C, \quad \forall n \in \mathbb{N}.
\]
Since for each $n$, $A_n/R_n$ is a fixed annular set $\tilde{A} = \{x \in \Omega : a < |x| < b\}$, we have for any fixed $k$ sufficiently large:

$$\|V\|_{\mathfrak{W}^p(A/R_k)} = \|V\|_{\mathfrak{W}^p(\tilde{A})} \leq \liminf_{n \to \infty} \|V_{R_n}\|_{\mathfrak{W}^p(A_n/R_n)} = \liminf_{n \to \infty} \|V\|_{\mathfrak{W}^p(A_n/R_n)} \leq C,$$

where $C > 0$ is independent on $k$, and the weak convergence of $\{V_{R_n}\}$ is used for $1 < p \leq 2$, while for $p > 2$, a Fatou type lemma on quasinormed space follows from [4, Lemma 3.3 and Lemma 3.5]. Similarly, $C^{-1}\|\xi\|^2 \leq \|\xi\|^2_{\tilde{A}(x)} \leq C\|\xi\|^2$ for all $x \in A/R_k$, $k \geq k_0$. Therefore, the lemma follows. 

Let us now recall the notion of a regular point (see [8,9,11]) of the operator $Q_{p,A,V}$ which turns out to be closely related to positive Liouville-type theorems for (4.1).

**Definition 4.4.** Let $G_\zeta$ be the germs of all positive solutions $u$ of the equation $Q_{p,A,V}(w) = 0$ in relative punctured neighbourhoods of $\zeta \in \{0, \infty\}$. The singular point $\zeta$ is said to be a regular point of the equation $Q_{p,A,V}(w) = 0$ if for any two positive solutions $u, v \in G_\zeta$

$$\lim_{x \to \zeta, x \in \Omega'} \frac{u(x)}{v(x)}$$

exists in the generalized sense,

where $\Omega'$ is a relative punctured neighbourhood of $\zeta$.

The following result states that for any $1 < p < \infty$ and $d \geq 2$, the singular point $\zeta$ is a regular point of the equation $-\Delta_{p,A}(w) = 0$ in $\mathbb{R}^d \setminus \{0\}$, where $A \in \mathbb{R}^{d \times d}$ is a fixed symmetric and positive definite matrix and $\zeta$ is either 0 or $\infty$. For a proof see [11, Theorem 4.1].

**Theorem 4.5.** Assume that $1 < p < \infty$ and $d \geq 2$. Let $A \in \mathbb{R}^{d \times d}$ be a fixed symmetric and positive definite matrix. Then

(i) for $p \leq d$, $\zeta = 0$ is a regular point of $-\Delta_{p,A}(w) = 0$ in $\mathbb{R}^d \setminus \{0\}$.

(ii) for $p \geq d$, $\zeta = \infty$ is a regular point of $-\Delta_{p,A}(w) = 0$ in $\mathbb{R}^d$.

Next we recall the notion of positive solutions of minimal growth [8,11,21,23].

**Definition 4.6.** (1) Let $K \in \Omega$. A positive solution $u$ of (1.1) in $\Omega \setminus K$ is said to be a positive solution of minimal growth in a neighbourhood of infinity in $\Omega$ if for any $K' \in \Omega$ with smooth boundary such that $K \subseteq \text{int } K'$, and any positive supersolution $v \in C(\Omega \setminus \text{int } K')$ of (1.1) in $\Omega \setminus K'$, we have

$$u \leq v \quad \text{on } \partial K' \quad \Rightarrow \quad u \leq v \quad \text{in } \Omega \setminus K'.$$

(2) A positive solution of (1.1) in $\Omega$ which has minimal growth in a neighbourhood of infinity in $\Omega$ is called a minimal positive solution of (1.1) in $\Omega$.

(3) Let $\zeta \in \partial \Omega$ and let $u$ be a positive solution of (1.1) in $\Omega$. Then $u$ is said to be a positive solution of minimal growth in a neighbourhood of $\partial \Omega \setminus \{\zeta\}$ if for any relative punctured neighbourhood $K \in \Omega$ of $\zeta$ such that $\Gamma := \partial K \cap \Omega$ is smooth, and any positive supersolution $v \in C((\Omega \setminus K) \cup \Gamma)$ of (1.1) in $\Omega \setminus K$, we have

$$u \leq v \quad \text{on } \Gamma \quad \Rightarrow \quad u \leq v \quad \text{in } \Omega \setminus K.$$
Next we discuss the existence of a positive solution of minimal growth of $Q(u) = 0$ in a neighbourhood of $\partial \hat{\Omega} \setminus \{\zeta\}$, where $\zeta \in \{0, \infty\}$ is an isolated singular point.

**Theorem 4.7.** Let $1 < p < d$. Suppose that $Q_{p,A,V} \geq 0$ in $\Omega$, where $A, V$ satisfy Assumptions 3.1. Assume that the operator $Q_{p,A,V}$ has an isolated Fuchsian-type singularity at $\zeta \in \partial \hat{\Omega}$, where $\zeta \in \{0, \infty\}$. Then the equation $Q_{p,A,V}(u) = 0$ in $\Omega$ admits a positive solution of minimal growth in a neighbourhood of $\partial \hat{\Omega} \setminus \{\zeta\}$.

**Proof.** The proof follows the same steps as in [20, Theorem 5.7] and [11, Proposition 3.9], in which $V$ is assumed to be in $M_{\text{loc}}^q(p; \Omega)$. \qed

**Remark 4.8.** It turns out that $\Phi$ is a ground state of (1.1) in $\Omega$ if and only if $\Phi$ is a positive minimal positive solution (see, [20, Theorem 5.9]).

The next lemma concerns a monotonicity property for the quotient of two positive solutions near the isolated singular point $\zeta \in \{0, \infty\}$.

**Lemma 4.9.** Let $1 < p < d$, and $A, V$ satisfy Assumptions 3.1. Assume that $u, v \in G_{\zeta}$ are defined in a punctured neighbourhood $\Omega'$ of $\zeta \in \{0, \infty\}$. For $r > 0$, denote $\partial E_A(r) := \{x \in \mathbb{R}^d : |x|_{A-1} = r\}$ where $A \in \mathbb{R}^{d \times d}$ is a symmetric, positive definite matrix (in particular if $A = I$ then $\partial E_A(r) = S_r$). Define

$$m_r := \inf_{\partial E_A(r) \cap \Omega} \frac{u(x)}{v(x)}, \quad M_r := \sup_{\partial E_A(r) \cap \Omega} \frac{u(x)}{v(x)}. \quad (4.9)$$

The following assertions hold:

(i) The functions $m_r$ and $M_r$ are eventually monotone as $r \to \zeta$. In particular, there are numbers $0 \leq m \leq M \leq \infty$ such that

$$m := \lim_{r \to \zeta} m_r, \quad \text{and} \quad M := \lim_{r \to \zeta} M_r. \quad (4.10)$$

(ii) Suppose further that $u$ and $v$ are both positive solutions of (4.1) in $\Omega$ of minimal growth in $\partial \hat{\Omega} \setminus \{\zeta\}$, then $0 < m \leq M < \infty$ and $m_r \searrow m$ and $M_r \nearrow M$ when $r \to \zeta$.

The proof of Lemma 4.9 is similar to [8, Lemma 4.2] for the case when $A = I$ and $V \in L_{\text{loc}}^\infty(\Omega)$. We also refer to [11, Lemma 3.14] in which $V \in M_{\text{loc}}^q(p, \Omega)$. Part (ii) of Lemma 4.9 implies the following result.

**Corollary 4.10.** Suppose that operator $Q_{p,A,V}$ has a Fuchsian-type isolated singularity at $\zeta \in \{0, \infty\}$. Let $u, v$ be two positive solutions of (4.1) of minimal growth in a neighbourhood of $\partial \hat{\Omega} \setminus \{\zeta\}$. Then

$$mv(x) \leq u(x) \leq Mv(x) \quad x \in \Omega,$$

where $0 < m \leq M < \infty$ are defined in (4.10).

As in [8,11], where $V \in L_{\text{loc}}^\infty(\Omega)$ or $V \in \mathfrak{M}_{\text{loc}}^p(\Omega)$, the regularity at $\zeta \in \{0, \infty\}$ imply a Picard-type principle and a positive Liouville-type theorem, respectively.

**Proposition 4.11.** Suppose that $Q_{p,A,V}$ has an isolated Fuchsian-type singularity at $\zeta \in \{0, \infty\}$ which is regular. Then (4.1) admits a unique (up to a multiplicative constant) positive solution in $\Omega$ of minimal growth in a neighbourhood of $\partial \hat{\Omega} \setminus \{\zeta\}$.
Proof. **Existence:** Follows from Theorem 4.7.

**Uniqueness:** Let \( u \) and \( v \) be two solutions of (4.1) of minimal growth in a neighbourhood of \( \partial \Omega \setminus \{ \zeta \} \). Then Corollary 4.10 implies
\[
mv(x) \leq u(x) \leq Mv(x) \quad x \in \Omega,
\]
where \( 0 < m \leq M < \infty \) are defined in (4.9) and (4.10). In addition, since \( \zeta \) is a regular point, it follows that
\[
\lim_{x \to \zeta \atop x \in \Omega} \frac{u(x)}{v(x)} \text{ exists and is positive.}
\]
Therefore, we get \( m = M \) and hence \( u(x) = Mv(x) \). \( \square \)

Let \( \mathcal{A}_r := (B_{3r/2} \setminus \tilde{B}_{r/2}) \cap \Omega' \) be an annular set, where \( \Omega' \) is a punctured neighbourhood of \( \zeta \). For \( u, v \in \mathcal{G}_\zeta \), denote
\[
a_r := \inf_{x \in \mathcal{A}_r} \frac{u(x)}{v(x)}, \quad A_r := \sup_{x \in \mathcal{A}_r} \frac{u(x)}{v(x)}.
\]
The local Harnack inequality (Theorem 3.4) implies that there exists \( r_0 > 0 \) such that \( 0 < A_r \leq C_r a_r, C_r < \infty \) for every \( 0 < r < r_0 \). For a Fuchsian-type singularity of (4.1) at \( \zeta \in \{0, \infty\} \) we have the following uniform Harnack inequality in annular sets \( \mathcal{A}_r \) for \( r \) near \( \zeta \).

**Lemma 4.12. (Uniform Harnack inequality)** Let \( 1 < p < d \). Suppose that \( A \) and \( V \) satisfy Assumptions 3.1. Further, assume that \( Q_{p,A,V} \) has an isolated Fuchsian-type singularity at \( \zeta \in \{0, \infty\} \). Let \( u, v \in \mathcal{G}_\zeta \). Then there exists positive constant \( C \) independent of \( r, u, \) and \( v \) such that
\[
A_r \leq Ca_r \quad \forall r \text{ near } \zeta.
\]

**Proof.** Let \( \Omega' \subset \Omega \) be a fixed punctured neighbourhood of \( \zeta \) and \( u, v \in \mathcal{G}_\zeta \) be two positive solutions in \( \Omega' \). For \( r > 0 \), consider the annular set \( \mathcal{A}_r := (B_{2r} \setminus \tilde{B}_{r/4}) \cap \Omega' \).

By our assumption, \( \zeta = 0 \) (or \( \zeta = \infty \)) is an isolated singular point. Therefore, for \( r < r_0 \) (respectively, \( r > r_0 \)) \( \mathcal{A} := \mathcal{A}_r/r \) and \( \tilde{\mathcal{A}} := \tilde{\mathcal{A}}_r/r \) are fixed annulus with \( \mathcal{A} \in \tilde{\mathcal{A}} \).

For such \( r \), let \( u_r(x) := u(rx), v_r(x) := v(rx) \), where \( x \in \Omega'/r \). Then the functions \( u_r \) and \( v_r \) are positive solution of the equation
\[
Q_r[u_r] := -\Delta_{p,A_r}(u_r) + V_r(x)|u_r|^{p-2}u_r = 0 \text{ in } \tilde{\mathcal{A}},
\]
where \( A_r := A(rx) \) and \( V_r = r^p V(rx) \). By estimate (4.5), the norms \( \|V_r\|_{\mathfrak{g}^{p}(\tilde{\mathcal{A}})} \) of the scaled potentials are uniformly bounded \( \tilde{\mathcal{A}} \). Also, by (4.2), the scaled matrices \( A_r(x) \) are uniformly elliptic and bounded in \( \tilde{\mathcal{A}} \). Thus, by applying the local Harnack inequality (Theorem 3.4) in the annular domain \( \tilde{\mathcal{A}} \) we get
\[
A_r = \sup_{x \in \mathcal{A}_r} \frac{u(x)}{v(x)} = \sup_{x \in \mathcal{A}_r} \frac{u_r(x)}{v_r(x)} \leq C \inf_{x \in \mathcal{A}_r} \frac{u_r(x)}{v_r(x)} = C \inf_{x \in \mathcal{A}_r} \frac{u(x)}{v(x)} = Ca_r,
\]
where the constant \( C > 0 \) is independent of \( u \) and \( v \) for \( r \) near \( \zeta \). \( \square \)

The next result is an extension to the case \( V \in \mathfrak{g}^p_{\text{loc}}(\Omega) \) of Proposition 3.18 in [11], where the potential \( V \) is assumed to be in \( M^q_{\text{loc}}(\Omega) \).
Theorem 4.13. Let $1 < p < d$, and $A, V$, satisfy Assumptions 3.1. Assume that the operator $Q_{p, A, V}$ has an isolated Fuchsian-type singularity at $\zeta \in \partial \Omega$, and there is a sequence $R_n \to \zeta$, such that either $0$ or $\infty$ is a regular point of a limiting dilated equation $D^{(R_n)}(Q)(w) = 0$ in $Y$. Then $\zeta$ is a regular point of the equation $Q_{p, A, V}(u) = 0$ in $\Omega$.

Proof. The proof follows the same steps as in [11, Proposition 3.18.]. For the completeness, we provide the proof. Let $u, v \in \mathcal{G}_\zeta$. Define

$$m_r := \inf_{S_r \cap \Omega'} \frac{u(x)}{v(x)}, \quad M_r := \sup_{S_r \cap \Omega'} \frac{u(x)}{v(x)},$$

where $\Omega'$ is a punctured neighbourhood of $\zeta$. By Lemma 4.9, $M := \lim_{r \to \zeta} M_r$ and $m := \lim_{r \to \zeta} m_r$ exist in the generalized sense. Thus, we only need to show that $M = m$.

If $M := \lim_{r \to \zeta} M_r = \infty$ (respectively, $m := \lim_{r \to \zeta} m_r = 0$), then by the uniform Harnack inequality, Lemma 4.12, we get $m = \infty$ (respectively, $M = 0$), and hence the limit

$$\lim_{x \to \zeta, \; x \in \Omega'} \frac{u(x)}{v(x)} \quad \text{exists in the generalized sense.}$$

So, it can be assumed that $u \asymp v$ in some neighbourhood $\Omega' \subset \Omega$ of $\zeta$. Let us now fix $x_0 \in \mathbb{R}^d$ such that $R_n x_0 \in \Omega$ for all $n \in \mathbb{N}$ and consider

$$u_n(x) := \frac{u(R_n x)}{u(R_n x_0)}, \quad v_n(x) := \frac{v(R_n x)}{v(R_n x_0)}.$$

Then by the definition of $G_\zeta$, $u_n$ and $v_n$ are positive solutions of the equation

$$-\Delta_{p, A_n}(w) + V_n(x)|w|^{p-2}w = 0 \quad \text{in } \Omega'/R_n,$$

where $A_n(x) := A_{R_n}(x)$ and $V_n(x) := V_{R_n}(x)$, are the associated scaled matrix and potential, respectively. Since $u_n(x_0) = 1$ and $v_n(x_0) \asymp 1$, the Harnack convergence principle (Proposition 3.8) implies that the sequence $\{R_n\}$ admits a subsequence (still denoted by $\{R_n\}$) such that

$$\lim_{n \to \infty} u_n(x) := u_\infty(x), \quad \text{and} \quad \lim_{n \to \infty} v_n(x) := v_\infty(x)$$

locally uniformly in $Y = \lim_{n \to \infty} \Omega'/R_n$, and $u_\infty$ and $v_\infty$ are positive solutions of the equation

$$D^{(R_n)}(Q)(w) = -\Delta_{p, A}(w) + V|w|^{p-2}w = 0 \quad \text{in } Y. \quad (4.11)$$

So, for any fixed $R > 0$ we get

$$\sup_{x \in S_R} \frac{u_\infty(x)}{v_\infty(x)} = \sup_{x \in S_R} \lim_{n \to \infty} \frac{u_n(x)}{v_n(x)} = \lim_{n \to \infty} \sup_{x \in S_R} \frac{u_n(x)}{v_n(x)}$$

$$= \lim_{n \to \infty} \sup_{x \in S_R} \frac{u(R_n x)}{v(R_n x)} = \lim_{n \to \infty} \sup_{R_n x \in S_{R R_n}} \frac{u(R_n x)}{v(R_n x)} = \lim_{n \to \infty} M_{RR_n} = M,$$
where we have used the existence of $\lim_{r \to \zeta} M_r = M$, and the local uniform convergence of the sequence $\{u_n/v_n\}$ in $Y$. Similarly, we get
\[
\inf_{x \in S_R} \frac{u_\infty(x)}{v_\infty(x)} = m.
\]
By our assumption, either $\zeta_1 = 0$ or $\zeta_1 = \infty$ is a regular point of the dilated equation (4.11), so the limit
\[
\lim_{x \to \zeta_1} \frac{u_\infty(x)}{v_\infty(x)} \quad \text{exists.}
\]
Hence, $m = M$, this shows that
\[
\lim_{x \to \zeta} \frac{u(x)}{v(x)} \quad \text{exists.}
\]
Therefore, $\zeta$ is a regular point of the equation $Q_{p,A,V}(u) = 0$ in $\Omega$.

We now introduce the notion of a weak Fuchsian-type singularity, and prove a Liouville-type theorem for $Q_{p,A,V}$ having a such singularity at $\zeta$.

**Definition 4.14.** Let $1 < p < d$, and $A, V$ satisfy Assumptions 3.1. Assume that the operator $Q_{p,A,V}$ has an isolated Fuchsian-type singularity $\zeta \in \{0, \infty\}$. The operator $Q_{p,A,V}$ is said to have a weak Fuchsian-type singularity at $\zeta$ if there exist $m$ sequences $\{R_{n}^{(j)}\}_{n=1}^{\infty} \subset \mathbb{R}_+$, $1 \leq j \leq m$, satisfying $R_{n}^{(j)} \to \zeta^{j}$, where $\zeta^{(1)} = \zeta$, and $\zeta^{(j)} = 0$ or $\zeta^{(j)} = \infty$ for $2 \leq j \leq m$, such that
\[
\mathcal{D}\{R_{n}^{(m)}\} \circ \cdots \circ \mathcal{D}\{R_{n}^{(1)}\}(Q)(u) = -\Delta_{p,A}(u) \quad \text{on } Y,
\]
where $A \in \mathbb{R}^{d \times d}$ is a symmetric, positive definite matrix, and $Y = \lim_{n \to \infty} \Omega/R_{n}^{(1)}$.

**Theorem 4.15.** (Liouville theorem) Let $1 < p < d$ and $A, V$ satisfy Assumptions 3.1. Suppose that $\zeta \in \partial \hat{\Omega}$ is an isolated singular point, where $\zeta = 0$ or $\zeta = \infty$. Further, assume that the operator $Q = Q_{p,A,V}$ has a weak Fuchsian-type singularity at $\zeta$. Then $\zeta$ is a regular point of (4.1).

In other words, if $u$ and $v$ are two positive solutions of the equation $Q_{p,A,V}(w) = 0$ in a punctured neighborhood of $\zeta$, then

(i) $\lim_{x \to \zeta} \frac{u(x)}{v(x)}$ exists in the generalized sense.
(ii) the equation $Q_{p,A,V}(w) = 0$ admits a unique positive solution in $\Omega$ of minimal growth in a neighbourhood of $\partial \hat{\Omega} \setminus \{\zeta\}$.

**Proof.** By Proposition 4.11, we have (i) $\Rightarrow$ (ii). Thus, we only need to show that $\lim_{x \to \zeta} \frac{u(x)}{v(x)}$ exists in the generalized sense. Since the operator $Q_{p,A,V}$ has a weak Fuchsian-type singularity at $\zeta$, we have
\[
\mathcal{D}\{R_{n}^{(m)}\} \circ \cdots \circ \mathcal{D}\{R_{n}^{(1)}\}(Q)(w) = -\Delta_{p,A}(w) \quad \text{in } \mathbb{R}^{d} \setminus \{0\},
\]
where $A \in \mathbb{R}^{d \times d}$ is a symmetric, positive definite matrix. Recall that by Theorem 4.5 either $0$ or $\infty$ is a regular point of $-\Delta_{p,A}$. Therefore, Theorem 4.13 and a reverse induction argument imply that $\zeta$ is a regular point of the equation $Q_{p,A,V}(w) = 0$. \qed
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