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ABSTRACT

This is the report for the PRIM project in Telecom Paris. This report is about applications based on spatial-frequency transform and deep learning techniques. In this report, there are two main works. The first work is about the enhanced JPEG compression method based on deep learning. We propose a novel method to highly enhance the JPEG compression by transmitting fewer image data at the sender’s end. At the receiver’s end, we propose a DC recovery algorithm together with the deep residual learning framework to recover images with high quality. The second work is about adversarial examples defenses based on signal processing. We propose the wavelet extension method to extend image data features, which makes it more difficult to generate adversarial examples. We further adopt wavelet denoising to reduce the influence of the adversarial perturbations. With intensive experiments, we demonstrate that both works are effective in their application scenarios.
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Chapter 1

Introduction

In the field of image processing, an image is often represented in the form of a 2D matrix where each element of the matrix stands for the intensity of a certain pixel. The intensity distribution of the entire image represents the image in the spatial domain. It is intuitive to manipulate the pixel value in the spatial domain to process the image. Other than the spatial domain, one can also apply transformations in the frequency domain. The frequency for an image represents the rate of change of the image signal. Transformations like discrete cosine transform and wavelet transform calculate the quantity of signal that lies in the given frequency bands. This kind of transformations in the frequency domain provides more information than the spatial domain, which makes it easier to detect more important features. They are widely used in various aspects in the field of image processing and achieve significant results. For example, wavelet features are used for texture analysis in image retrieval [1]. In image compression, new compression methods are proposed based on the compression of wavelet coefficients [2].

Recently, a big number of deep learning techniques are introduced in image processing. Since the appearance of AlexNet [3], the convolutional neural networks (CNNs) have shown the superiority over traditional methods in different image processing tasks including image classification [3], image denoising [4], image compression [5], etc. CNNs apply 2D convolution on the image with a small kernel to extract local features between pixels. CNNs have a large learning capacity that can be controlled by the depth and the kernel size. In [4], CNNs are used together with residual learning framework to denoise images with high effectiveness. In [5], two CNNs are seamlessly integrated into an end-to-end image compression framework. These approaches achieved surprising results with the help of the architecture of CNNs and abundant computational power. Noticed that these approaches always operate directly in the spatial domain in an end-to-end manner, the possibility of using transformations in the frequency domain is not well investigated.

In this report, we investigate the possibilities of combining transformations in the frequency domain with deep learning techniques in two different applications. On one hand, deep learning techniques can be used to enhance the existing method that is based on transformations in the frequency domain, e.g. JPEG compression based on discrete cosine transform. We propose a novel method to enhance the JPEG compression by using the DC coefficient recovery algorithm together with the deep residual learning framework. This method can recover images in the receiver’s end by only using 4 DC coefficients and all AC coefficients of original images, which results in a 40% reduction of transmission data. On the other hand, transformations like wavelet transform can be used to enhance the robustness of deep learning models. We propose a novel defense against adversarial examples by using the wavelet extension method. This method extracts image structures and basic elements by using wavelet transform and extend the dimension of input images. By preventing adversaries from generating adversarial examples that are effective on both parts, the method increases the robustness of target deep learning models. By doing intensive experiments, we demonstrate that both methods are effective in their application scenarios.

The roadmap of this report is as follows: in Chapter 2, we propose an enhanced JPEG compression method based on accurate DC recovery and deep residual learning; in Chapter 3, we introduce a defense mechanism for deep learning models against adversarial examples by using the wavelet extension method; in Chapter 4, we further discuss the limits of these methods and the potential of improvement.
Chapter 2

Deep Residual Learning-based Enhanced JPEG Compression Method

With the development of big data and network transmission technology, multimedia contents such as images or videos are widely transmitted in all kinds of networks. However, traditional multimedia compression methods based on spatial-frequency transformation and coding techniques are not correspondingly developed and touching the limits of compression ratio which brings the transmission latency issues for multimedia data. In this chapter, we propose a novel method to highly enhance the JPEG compression by transmitting only four DC coefficients and all AC coefficients of one image at the sender’s end. At the receiver’s end, firstly, we propose a state of the art DC recovery method to preprocess the received four DC coefficients and all AC coefficients. Then, a deep residual learning model is built to remove the block artifacts for the preprocess results which can provide a high level of image quality. By performing these two steps, our proposed method could recover the transmitted only four DC coefficients and all AC coefficients with more than 31 dB considering PSNR while transmitting only 60% data of the original JPEG images.

2.1 Introduction

During the last decades, the digital data generation and transmission have been evolving and increasing significantly [6]. Multimedia data files, such as images or videos, are rapidly produced and transmitted through all kinds of networks. As pointed in [7], multimedia networks are widely deployed and transmission latency is becoming serious issues for multimedia data sharing. However, although the multimedia data volume increased rapidly, the corresponding compression algorithms are not well developed in the meantime.

Most of today’s multimedia data are still compressed based on information theory. Discrete Cosine Transform (DCT) [8] is the most widely used transform in multimedia coding, which covers image and video coding standards such as JPEG, MPEG-1/2, MPEG-4, AVC/H.264 [9], and the more recent HEVC [10]. DCT is a Fourier-like transform, which was first proposed by [8] to compact most energy of a highly-correlated discrete signal into a few coefficients The purpose of DCT is to perform de-correlation of the input signal and to present the output in the frequency domain just like other transformation algorithms. The DCT could well represent a signal with only the cosine-series expansion which gets rid of the complex numbers in the Fourier transform. Deploying DCT in the multimedia data compression is basically to determine the importance levels of the DCT coefficients considering the visual effects and then to use the quantization step to compress these coefficients with unrecoverable loss.

Most multimedia compression standards working in frequency domain apply the DCT transform to smaller blocks sequentially to reduce the overall time complexity of the transformation. For instance, the JPEG standard [11] deploys DCT algorithms on two-dimension (DCT-2D) at a small block level with the block size of $8 \times 8$ pixels. This DCT-2D for one $8 \times 8$ block will generate 64 coefficients with each coefficient carries distinct information of the transformed signal. Among all DCT coefficients, the first (i.e., the one with the lowest frequency) coefficient is called the DC coefficient while the rest are called AC coefficients. DC coefficient is considered the special one because it carries the average intensity of the transformed signal which is the average value of the pixel values of the 64 pixels in this $8 \times 8$ block. The compression algorithm will then compress the DC and AC coefficients with quantization steps to ignore many of the AC coefficients.
One ground truth of the multimedia compression is that compressing more AC coefficients will achieve a higher compression ratio but lead to worse image quality. JPEG standard also has different quantization tables for changing how many AC coefficients will be kept according to compression requirements. However, on the other hand, compression on the DC coefficients could also be a promising approach to achieve a higher compression ratio. For instance, the authors in [12] showed a video compression method based on the prediction of the DC coefficients. Also, [13] showed DC coefficients of JPEG images can be guessed with only AC coefficients.

These research approaches inspired that the JPEG image could be compressed with keeping only AC coefficients at the sender’s end if the DC coefficients can be then recovered at the receiver’s end. However, the main two approaches introduced in Section 2.2.2 for recovering DC coefficients are all suffering from the prediction errors that cannot be overcome [13, 14]. The prediction errors are due to the basic observed theory of the pixel passing in [14] is not always true (see Section 2.4.1).

Therefore, our main contributions are: (1) we propose a state of the art DC coefficient recovery method for JPEG based on only four DC coefficients and all AC coefficients; (2) we propose the Deep Learning (DL) model to solve the block artifacts that cannot be overcome by the traditional DC recovery methods; (3) by combining the traditional DC recovery and the DL model, we implement an enhanced JPEG compression method by transmitting only 60% of the JPEG image with PSNR achieving more than 30 dB.

The roadmap for this chapter is as follows: in Section 2.2, some related research background is presented; in Section 2.3, we illustrate how to use the proposed method; in Section 2.4, we present the preprocess DC recovery method; in Section 2.5, we present the deep residual learning model; in Section 2.6, we explain the experiment details and evaluate the method; in Section 2.7, we discuss about the research motivation; in Section 2.8, we conclude our work.

2.2 Research background

In this section, we list the research background mainly on two aspects. Firstly, the DC coefficients are explained with a more practical definition. We illustrate the initial research motivation of why DC coefficients are special and why the research of recovering DC coefficients from the rest AC coefficients is performed. Then, we listed the two main approaches of the previous work for recovering the DC coefficients which are based on the block by block propagation methods and based on image spatial domain optimization respectively.

2.2.1 Practical definition of the DC coefficients

In this subsection, we will briefly explain the very practical definition of the DC coefficients in the DCT. Since DCT has different types shown in [15], the most popular DCT algorithm is a two-dimensional symmetric variation of the transform that operates on \(8 \times 8\) blocks (DCT \(8 \times 8\)) and its inverse (iDCT \(8 \times 8\)). This DCT \(8 \times 8\) is utilized in JPEG compression routines [11] and has become an important standard in image and video compression steps.

According to the definition of the DCT transformation [11], the DC coefficient is the average value of the input elements. Thus, the DC coefficients of the DCT transform of image blocks represent the mean values of the pixel values in the corresponding image blocks. We illustrate this definition by an example of one \(8 \times 8\) block shown in Figure 2.1. In the Figure 2.1(a), we list the pixel values on the \(z\)-axis for the original block. Then, we add the DC coefficient in the DCT result and do the iDCT to get the pixel values with only the DC coefficient increased in Figure 2.1(b). The pixel value distribution is not changed in Figure 2.1(a) and (b) while every pixel value is added with the same value.

Thus, for one JPEG image, if all DC coefficients in all \(8 \times 8\) blocks are changed to zero, the relative difference of the pixel values still exist without any loss. We could consider that for the pixel value distribution on one JPEG image with all DC coefficients are zeros means every \(8 \times 8\) block is still keeping the distribution inside the block but the difference is the average values of the different blocks. Based on this practical explanation for the DC coefficients, the motivation of this research is to transmit only the AC coefficients in each block at the sender’s end and to recover the corresponding DC coefficients at the receiver’s end to realize higher compression ratio for JPEG images.

2.2.2 Previous approaches on the DC coefficient recovery

The very initial question of the DC coefficients recovery was proposed by [14] since the early stage of SE methods used to protect the DC coefficients of each \(8 \times 8\) block to further protect the image content. Such image protection methods are deployed on the JPEG images or other image formats with DCT transformation. The implementation of such methods showed a hard visual degradation for the images but the authors in [14] showed that the DC coefficients of the \(8 \times 8\) JPEG blocks can be guessed by the rest AC coefficients.
The guessing method is based on the observed statistical distribution of the image property in [14]: in general, the difference signal at the pixel level and the DC coefficients has been modeled as a zero-mean Laplacian distributed variate. The distribution is generally narrow with a small value of variance. Therefore, we could assume the value of variance as zero to determine the difference of the DC coefficients of the neighbor $8 \times 8$ block. This method is experimented in [14] for the DC coefficients recovery in JPEG images and further improved in [13] [16]. However, one serious issue existed in this method since there will be tiny errors if we use the DC coefficient in the $8 \times 8$ block $B_{(i,j)}$ to guess the neighbor $8 \times 8$ block $B_{(i+1,j)}$ and this error will propagate. As shown in [13] [16], although the recovery results have an acceptable PSNR value and the image contents can be observed, the error propagation will lead to a lot of edges in the image contents.

The other approach is based on the optimization algorithms such as shown in [17] since this question can be solved by the Linear Programming (LP) technique for not only the basic DC recovery problem and the general DCT coefficients recovery problem. The authors in [17] also showed the recovery for the image content even more than 15 AC coefficients are also missing. In a bitmap case, more than half of the low-frequency coefficients are missing, a rough recovery for the image content is still possible [18]. However, this approach does not suit our case since the image we want to deal with is JPEG images. In JPEG images, as there are the quantization and rounding step [19], most of the DCT coefficients are rounded to zeros (could be more than 90% of the DCT coefficients in the JPEG images are zeros as pointed in [13]). Although this LP approach can optimize the calculation and remove the edges due to the error propagation, the recovery results lost much detailed information. The summarized problem definition and the main motivation of our research of using DL can be seen in Section 2.4.

2.3 System design

In this section, we show how to use the proposed method in the practical JPEG image transmission scenario.

As shown in Figure 2.2, at the sender’s end, the JPEG image can be compressed without the DC coefficients. More specifically, for the standard JPEG compression process, we keep the same transformation step (DCT-2D) and the encoding process. The only difference is that the DC coefficients in every $8 \times 8$ will be removed and replaced with zeros. In our work, we keep only four DC coefficients of the $8 \times 8$ blocks in the four corners of the image as the reference for the recovery step. For instance, for an image with a size of $256 \times 256$, there are $32 \times 32$ blocks with each block contains one DC coefficient. For such an image, there are initially 1024 DC coefficients in total for the standard JPEG compression but now there suppose to be only 4 DC coefficients to be transmitted since 1020 DC coefficients are changed to zeros.

At the receiver’s end, the JPEG decoding process is the first performed to get the correct AC coefficients and the four DC coefficients of the four corner blocks. A preprocessing step will be deployed to have a prediction of the missing DC coefficients. This preprocessing step is proposed based on improving the previous work [13] which can roughly recover the DC coefficients based on the pixel passing theory in [14]. However, as pointed in [13], there will be block artifacts (not noise) in the recovered image due to the error propagation. Then, a deep residual learning model based on CNN, which is proposed in this paper, will be used to further recover the DC coefficients precisely by removing the block artifacts and provide better image quality. Through this operation, the transmission data for a $256 \times 256$ JPEG

Figure 2.1: An example of the definition of DC coefficient in a $8 \times 8$ block: (a) original distribution of pixel values (b) distribution of pixel values when DC coefficient increased: all pixel values increased with the same value
image are highly reduced (only 60% compared with standard JPEG images). For different images, the compression performance will be around 60% for many JPEG datasets (see Section 2.6.5).

2.4 Preprocess method design

In this section, we illustrate the preprocess method in Figure 2.2. Firstly, we describe the problems of error propagation existed in the traditional approach based on the pixel passing distribution theory in [14]. Secondly, we present our improvement to overcome this error propagation by improving the method proposed in [13] which still suffers from the error propagation situation. This question is then summarized into a more precise statistical problem and we propose the motivation of using DL based approach to solve.

2.4.1 Problem of traditional approach

As discussed in Section 2.2.2, there are two main approaches to solving the DC coefficient recovery problems. In fact, in this special use case that only DC coefficients are missing for JPEG images, all AC coefficients have remained which means for each $8 \times 8$ block, the relative pixel value distribution is accurately remained. If we use the method operated in the spatial domain or try to optimize the image content with the LP approach, even the recovered image is more smooth, most of the AC coefficients are changed. Therefore, we not only failed to recover the accurate DC coefficient but also introduce the errors for the AC coefficients. Thus, we use the first approach that is focused on how to recover the image content by accurately recovering the DC coefficients without changing the AC coefficients.

We firstly indicate that the basic observed theory in [14] does not fit the practical scenario with an example shown in Figure 2.3. These two $8 \times 8$ blocks are picked from an image and the neighbor two vectors of the neighbor pixels are very different. For this case, the method in [13] which is always trying to find the DC value to achieve the minimum Mean Square Error (MSE) of two neighbor blocks will introduce wrong predictions for the DC value since the real case is that the MSE of the real case is very large.

In Figure 2.3 if we know the DC value of the block $B_{i,j}$ is 80, based on the min MSE method in [13], the predicted DC value of the block $B_{i+1,j}$ is 82. The difference of the two neighbour vectors in Figure 2.3 is $[7, -13, -15, 3, 9, -1, 2, 19]$ while the real DC value of the block $B_{i+1,j}$ is 49 and the difference of the neighbour 8 pixels is $[103, 20, 80, 62, 48, 68, 57, 73]$. The fact is that the pixel passing of these two neighbor blocks is not the zero-mean Laplacian distributed variate. On the opposite, the variance between these two blocks is very intensive. This is the reason why the image recovery methods based on DC recovery in [14, 13] will have the propagated errors and the block artifacts in the image. Thus, the problem to be solved is that for cases shown in Figure 2.3 which does not fit the observed statistical theory in [14].
2.4.2 Improved DC recovery method

In this subsection, we propose the preprocess step in Figure 2.2 based on improving the previous approach in [13]. According to our observation, the ratio that the pixel passing of the neighbor $8 \times 8$ blocks fit the zero-mean Laplacian distributed variate theory in [14] is more than 90%. Such that we first tried to improve the method in [13] by calculating one $8 \times 8$ block’s pixel passing for multiple directions. For instance, for one block $B(i,j)$, we first try to predict its DC coefficient by calculating the smoothest pixel passing compared with its left neighbor block $B(i-1,j)$. Then, we predict its DC coefficient by its upper neighbor block $B(i,j-1)$. The average value of the two predicted DC coefficients will be seen as the predicted DC coefficient for block $B(i,j)$. The reason for such performing is that for the blocks that do not have smooth pixel passing with its left neighbor blocks, they still have a 90% chance to have a smooth pixel passing with its upper neighbor blocks. Such that the average calculation will make up the errors of the DC prediction in one direction as pointed in Figure 2.3.

We also tried to fix this situation by also calculating one DC coefficient based on the pixel passing of the last two columns of its left neighbor block. The method as shown in Figure 2.4 is to find one DC coefficient $D(i,j)$ that can make the pixel passing distribution of the blocks $B(i,j)$ and $B(i-1,j)$ most similar with the pixel passing distribution of last two column pixels in $B(i-1,j)$.

In our experimentation, we deployed the scheme in Figure 2.4 for two directions (compute for $B(i,j)$ with $B(i-1,j)$ and $B(i,j-1)$) as shown in Table 2.1 and Algorithm 2.4.2.
Table 2.1: Major notations used in the algorithm and their definitions.

| Notation | Definition |
|----------|------------|
| $B_{i,j}$ | $8 \times 8$ block with location $(i,j)$ |
| $C_{i,j}$ | $64$ DCT coefficients of block $B_{i,j}$ |
| $A_{i,j}$ | $63$ AC coefficients of block $B_{i,j}$ |
| $D_{i,j}$ | DC coefficient of block $B_{i,j}$ |
| $P_{i,j}$ | Pixel values of block $B_{i,j}$ |
| $\tilde{D}_{i,j}$ | Estimated DC coefficient of block $B_{i,j}$ |
| $Q_{50}$ | Quantization table of JPEG used in our work |
| $v_n$ | Number of $8 \times 8$ blocks in vertical direction |
| $h_n$ | Number of $8 \times 8$ blocks in horizontal direction |
| $iDCT$ | Inverse Discrete Cosine Transform |
| $\text{Concat}$ | Concatenation of two arrays |
| $\text{MSE}$ | MSE between two neighbour blocks defined in [13] |

**ALGORITHM 1:** DC coefficients prediction from upper-left to bottom-right corner.

**Input:** AC coefficients $A_{i,j}$ with $(i,j) \in \{v_n, h_n\}$, DC coefficient $D_{(1,1)}$ of upper-left block

**Output:** Recovered DC coefficients $\tilde{D}_{(i,j)}$ with $(i,j) \in \{v_n, h_n\}$

```plaintext
\[ \tilde{D}_{(1,1)} = D_{(1,1)} \]
for $i \leftarrow 1$ to $v_n$ do
  for $j \leftarrow 1$ to $h_n$ do
    /* Find the optimal DC that minimize loss. */
    for $DC \leftarrow -64$ to $64$ do
      /* Calculate spatial domain value. */
      \[ P(i, j) = iDCT(\text{Concat}(DC, A_{i,j}) \ast Q_{50}) \]
      \[ P(i, j-1) = iDCT(\text{Concat}(\tilde{D}_{(i,j)}, A_{i,j-1}) \ast Q_{50}) \]
      \[ P(i, j-1) = iDCT(\text{Concat}(\tilde{D}_{(i,j-1)}, A_{i,j-1}) \ast Q_{50}) \]
      \[ \text{MSE}(DC) = \text{MSE}(P(i, j), P(i, j-1)) + \text{MSE}(P(i, j), P(i, j-1)) \]
    end for
    \[ D_{(i,j)} = \text{argmin}_{DC} \{\text{MSE}(DC)\} \]
  end for
end for
```

The results of this design are shown in Figure 2.5. There are still some block artifacts that existed if we look into details of the image content (e.g. see the Figure 2.5(d)) although we could observe a clear improvement compared with the previous method in [13]. The PSNR of the recovery result in Figure 2.5(d) compared with the JPEG image is around 25 dB. The improvement in visual effects is very obvious but there are still prediction errors leading to the block artifacts.

The limitation of such a method is that there are around 10% of the $8 \times 8$ blocks that contain at least one non-smooth pixel passing with the neighbor blocks. In other words, the fundamental reason for such error in DC prediction is that the basic theory as shown in [14] we relied on cannot fit for all blocks in the real-world image cases. This fact leads to the limitation that no matter how we try to use the average prediction methods to make up the errors of DC coefficients, there are always some blocks that do not fit the basic theory. Therefore, the next question is that if we can summarize a statistical model to correct the errors in the DC recovery with a large number of images. We answer this question by using the DL models to explore the real-world trends of the pixel passing for correcting the errors in DC prediction.

### 2.4.3 Analysis and discussion

Some other related research works have shown the possibility of deploying DL models to solve similar problems in the DCT related questions. One of the most popular issues is to use the DL model to enhance the image quality [20] which can also be seen as to remove the noise of the image [21]. However, we are not dealing with the image with the noise defined as the traditional situation since we have the exactly correct AC coefficients compared with the JPEG images, which means we do not have errors in the high-frequency domain compared with the original JPEG images. In other words, since we have all correct AC coefficients in the frequency domain and the JPEG image is the target we want to rebuild, there is no noise existed. Therefore, directly deploying the image denoising technique is not suitable for our scenario since the denoising techniques are mainly used to remove noises existed in the spatial domain corresponding to the errors of coefficients in the high-frequency bands which do not exist in our case.
The research direction should be to improve the traditional pixel passing theory based method as the first step and then to use the DL model to solve the block artifacts which is limited by the theory of the traditional approaches. The DL model should be used to learn the compensate values between the original JPEG images and the images generated by the DC recovery methods. Thus, by using these two steps together as shown in Figure 2.2, these two steps can recover the JPEG images with very limited information at the receiver’s end. Therefore, we do not use the denoising DL models but deploy the deep residual learning model to realize our target that is to remove the block artifacts generated by the state of the art DC recovery method for JPEG images.

2.5 Deep learning model description

In this section, we propose a deep CNN model, Block Artifact Removing Convolutional Neural Networks to Enhance JPEG compression (BARCNN), to further enhance the quality of JPEG images. Firstly, the objective function will be formulated. Secondly, the architecture of our model will be introduced. Finally, the implementation will be explained.

2.5.1 Formulation

BARCNN is a deep CNN model used to improve the image quality of the recovered image of the preprocess step in Figure 2.2. The purpose is to learn mapping functions between the input image \( I \) recovered by the method in Section 2.2.2 and the original image \( J \). For achieving this purpose, we improved the DnCNN model in [4] by combining the deep residual learning framework [22] to design our model. The input image of our model can be considered as \( I = J + N \), where \( J \) is the original JPEG image and \( N \) is the image representing block artifacts caused by propagation.
error mentioned in Section 2.2. We aim to learn a residual mapping function $R(I)$ that satisfies $R(I) \approx N$. Thus, the loss function can be formulated by the averaged Mean Squared Error (MSE) as follows:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \| R(I_i; \theta) - (J_i - I_i) \|_F^2$$  \hspace{1cm} (2.1)

where $\theta$ is the trainable parameters of our model, $N$ is the number of training images. $I_i$ and $J_i$ are the i-th corresponding input image and the original image. $\| . \|_F$ denotes the Frobenius norm. As illustrated in Figure 2.6 there two residual blocks in BARCNN model. The first block learns a residual mapping $F(I) = H(I) - I$. The second block learns another residual mapping $G(H(I)) = K(I) - H(I)$. Since $K(I)$ is the approximation of the original image $J$, then the objective residual mapping $R(I) = G(H(I)) + F(I)$. Hence, the loss function in Equation (2.1) can be further formulated as:

$$L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \| G(H(I_i); \theta) + F(I_i; \theta) - (J_i - I_i) \|_F^2$$  \hspace{1cm} (2.2)

By using residual learning, our model can learn a residual mapping by a combination of several nonlinear mappings. This approach makes it powerful to learn more complex features for image artifacts.

2.5.2 Model Architecture

Instead of using only one residual mapping in [4], we use two residual blocks to obtain a deeper network. As illustrated in Figure 2.6, two blocks have identical architecture while each residual block contains 12 convolutional layers and one shortcut connection. In a block, all convolutional layers have 64 filters of size $3 \times 3$ with a stride of 1, except from the last one that has only one filter of size $3 \times 3$ filters with a stride of one, which makes the output have the same shape as the input. All layers use rectified linear units (ReLU) as the activation function to produce nonlinearity. The batch normalization is also used from the 2nd layer to the 11th layer. According to [23], increasing network depth using an architecture with very small convolutional filters can significantly improve the performance of the model. Thus, we use filters of size $3 \times 3$ and build a neural network with a depth of 24. The important features in our model are the use of residual blocks and batch normalization, which make the network easier to be optimized and obtain promising results. The use of residual learning follows the research direction in [22]. In our case, the noise image $N$ represents block artifacts caused by error propagation in the preprocessed DC recovery. Compared with the original image $J$, $N = J - I$ has relatively smaller values. It would be easier to optimize a mapping that fits $N$ rather than $J$. Hence, nonlinear functions $F$ and $G$ are trained to fit the residual mappings. In each residual block, there is one shortcut connection, which represents an identity mapping. According to [22], this kind of shortcut connection helps to solve the degradation problem that appears in simply stacked nonlinear layers. With this architecture, we obtain a deeper CNN model that has higher complexity while is still easy to train. The experiment results show that this architecture is effective for our removing block artifacts task.

The use of batch normalization is inspired by [24]. The change in the distributions of internal nodes of a deep neural network, so-called "internal covariate shift", is considered to having a negative effect on training efficiency. In [25], the actual impact of batch normalization is to make the optimization landscape significantly smoother. This smoothness can result in more efficient training, which motivates us to use this mechanism in our model. BARCNN model is trained by using the mini-batch Adam optimization algorithm. Thus normalization can be adopted for each mini-batch during each iteration. To stabilize the distribution of inputs to the nonlinear function, the batch normalization is performed before Relu activation in each layer.

2.5.3 Implementation

To train BARCNN model, a big amount of images are needed. Since our model can be applied to images of different sizes, we consider using many small image patches as training data. Thus, the input image $I$ of our model is a crop of the image recovered by the method in Section 2.2. The size of the patch should be well chosen to contain significant patterns. Since the DCT transform is performed block by block with a size of $8 \times 8$, there will be block artifacts on the boundaries between different blocks. Moreover, errors in predicting DC values result in an intensity difference. To better extract these artifacts, we set the size of the patch as 32 to have 16 DCT blocks in one cropped image. The experiment results show that patches that we generated contain enough information for removing artifacts.
The cropped images are then fed into BARCNN model. Convolutional layers use filters to extract high-level features in the image. Batch normalization helps to stabilize the distribution of those features. And ReLU activation ensures the non-linearity of each layer. After 12 layers, the output of the first residual block has the same size as the input, which can be considered as the input image plus the related noise image. Then the second residual block is used to further tune the noise image through the same procedure. The final output is the enhanced image $J$, which will be compared with the reference cropped image through loss function (equation 2.2). Adam optimization is used to optimize the loss with an adaptive learning rate. More details about settings during the training procedure will be introduced in Section 2.6.2.

**2.6 Experimentation and evaluation**

In this section, we first list the key implementation details of the BARCNN model training. Then, the evaluation results including the visual effects analysis and the statistical analysis are proposed. The compression ratio as proposed in Figure 2.2 is also calculated on several famous datasets with different image sizes and properties to prove a high compression ratio can be achieved for various kinds of JPEG images by our model.

**2.6.1 Data preparation**

The images used in our experiments are selected from the LFW dataset [26]. In total, 5000 human face images are used as dataset and 4000 out of the 5000 images are used as training dataset and the rest of 1000 as testing dataset. We
apply JPEG compression to all images and set all DC coefficients to zero except the four DC coefficients in corners. Then, we use the preprocessing step shown in Section 2.4 to predict the DC coefficients and the images with block artifacts are get. These images are used as the training dataset by cropping each image into 225 patches of size $32 \times 32$ with a stride of 16. Thus, the training data have 900000 cropped images and the testing dataset has 225000 cropped images. The reference data have the same number of images cropped from original images. All pixel values in images are normalized to values in $[0, 1]$.

2.6.2 Training settings

We use Keras package [27] with Tensorflow [28] backend to implement our model. Weights in all convolutional layers are initialized by random generated orthogonal matrix. The parameters of Adam optimizer are set by $\beta_1 = 0.9, \beta_2 = 0.999$. The initial learning rate is 0.0001. Experiments are done on a platform with Intel(R) Xeon(R) CPU E5-2620v3 @ 2.40GHz CPU and three NVIDIA Tesla K80 GPUs. The mini-batch size is 256 for each GPU. The loss function converges after about 50 epochs.

2.6.3 Visual evaluation

Firstly, we list the visual effects of the recovered images by comparison with the JPEG images, JPEG images with all DC coefficients are zeros and the recovered images based on the improved method based on [13]. As pointed in Section 2.6.2, we tested 1000 images in the LFW data set to measure the effectiveness of the proposed BARCNN model. In Figure 2.7, we list four of the images (image id (a), (b), (c), and (d)) picked from the testing data set. As we can observe, for the images with all DC coefficients equal to zeros, there are only some blur edges of the original image but all gray scales are lost. For the improved method based on [13], the basic grayscale gradient is recovered but there are block artifacts due to the errors of the DC values. These errors on the DC values are mainly due to the error propagation in the DC guessing process pointed by [14, 13] which cannot be overcome by the traditional methods. Then, we can also observe an obvious improvement based on the BARCNN model on the details. The block artifacts including the sharp edges are removed and the whole image quality is improved.

2.6.4 Statistical evaluation

We use Peak Signal-to-Noise Ratio (PSNR) and Structural SIMilarity (SSIM) [29] to measure the JPEG image rebuilding results. Note that PSNR is normally used to measure the effect of the noise compared with the ground truth images, here the PSNR is measured compared with the JPEG image for two images recovered in two steps as shown in Figure 2.2. Firstly we improved the method in [13] to get a preprocess recovery image as shown in Figure 2.8 which contains block artifacts. Then the proposed BARCNN model is used to further recover the preprocessed images to test the improvement on the PSNR value. In Figure 2.7(a), we list the PSNR values of 100 randomly picked images in the test data set (LFW data set) and plot the PSNR values of the preprocess recovered images and the recovered images based on BARCNN model. The average PSNR values are also calculated respectively and we can observe an obvious improvement of the PSNR values with the average PSNR values are 29.2 dB and 30.3 dB, respectively.

Figure 2.7: The statistical results comparison between the recovery methods in [13], recovered images of preprocess step, and the BARCNN model on the preprocess results: (a) PSNR; (b) SSIM.
Figure 2.8: The comparison of four example images. **For the 1st example image:** (a1) original JPEG image; (a2) JPEG compressed image with no DC (PSNR: 10.12 dB, SSIM: 0.5285, compression: 63.58%); (a3) recovered image by method in [13] (PSNR: 16.00 dB, SSIM: 82.27%); (a4) recovered image by preprocess step (PSNR: 31.45 dB, SSIM: 96.69%); (a5) further corrected image by BARCNN model (PSNR: 34.49 dB, SSIM: 96.98%). **For the 2nd example image:** (b1) original JPEG image; (b2) JPEG compressed image with no DC (PSNR: 11.55 dB, SSIM: 0.5907, compression: 62.76%); (b3) recovered image by method in [13] (PSNR: 16.07 dB, SSIM: 75.53%); (b4) recovered image by preprocess step (PSNR: 27.12 dB, SSIM: 95.30%); (b5) further corrected image by BARCNN model (PSNR: 30.22 dB, SSIM: 95.93%). **For the 3rd example image:** (c1) original JPEG image; (c2) JPEG compressed image with no DC (PSNR: 9.44 dB, SSIM: 0.3957, compression: 63.13%); (c3) recovered image by method in [13] (PSNR: 16.03 dB, SSIM: 60.86%); (c4) recovered image by preprocess step (PSNR: 29.67 dB, SSIM: 94.03%); (c5) further corrected image by BARCNN model (PSNR: 33.41 dB, SSIM: 95.92%). **For the 4th example image:** (d1) original JPEG image; (d2) JPEG compressed image with no DC (PSNR: 12.59 dB, SSIM: 0.5285, compression: 63.58%); (d3) recovered image by method in [13] (PSNR: 17.91 dB, SSIM: 79.78%); (d4) recovered image by preprocess step (PSNR: 29.44 dB, SSIM: 95.92%); (d5) further corrected image by BARCNN model (PSNR: 32.63 dB, SSIM: 96.52%).
SSIM is also used to test the image quality after transmission and recovery. For the preprocess recovered images, the SSIM on average can reach 0.95 which is the best result in the traditional block-based approach. However, the average SSIM of the DL based method is 0.96. Moreover, for the preprocess recovered images, the SSIM could be relatively lower until 0.91 while the DL based method is always more than 0.93.

### 2.6.5 Compression ratio evaluation

The baseline scenario is that the sender will directly send the JPEG images with a standard JPEG compression procedure such that the receiver will get a JPEG image. The second scenario, as shown in Figure 2.2, uses the same procedure to generate a JPEG image with replacing all DC coefficients as zeros except from the four DC coefficients in the four corner blocks.
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Table 2.2: Compression ratio tests on five datasets.

| Dataset  | LFW100 | BSDS100 | General100 | Urban100 | Manga109 |
|----------|--------|---------|------------|----------|----------|
| min      | 34.93% | 44.19%  | 42.59%     | 46.33%   | 49.54%   |
| max      | 70.37% | 74.25%  | 78.05%     | 82.82%   | 81.13%   |
| ave      | 63.84% | 63.94%  | 63.59%     | 66.50%   | 66.38%   |

For the proposed scenario, we test the compression ratio on five benchmark dataset. The compression ratio is calculated by the ratio between JPEG images with only four DC coefficients and original JPEG images. The results are shown in Table 2.2. LFW100 contains 100 images selected from our testing dataset. Four others are datasets used in [30]. Some images have a compression ratio of less than 50%, which means that they can save half of the storage of JPEG images. The average compression ratio is around 65%. The high compression ratio shows the effectiveness of the proposed JPEG transmission procedure. Noticed that in practice, there are several factors that influence the compression ratio, image size, average intensity, spectral distribution, etc.

### 2.7 Discussion

We are currently exploring the possibility of enhancing the JPEG image compression by recovering the DC coefficients at the receiver’s end. The main research motivation is to answer the question that if the DC coefficients can be accurately recovered if the AC coefficients are exactly kept proposed in [14]. The initial research is based on improving the existing approaches but the limitation is very obvious since the basic theory is not 100% true in real-world image cases. Although the PSNR measurement is acceptable the block artifacts are very obvious which became an obstacle that cannot be overcome by the traditional methods. Then, we re-defined this obstacle as a question of building a model to fit the pixel distribution property of real-world images which inspired us to deploy the deep learning model.

However, as pointed in Section 2.4 in our scenario, the block artifacts we want to remove is not the same with the noise of image based on the traditional definition. The research proposed in this chapter is to combine the improved methods for accurately DC coefficients recovery, which is the state of the art method, with the deep residual learning model. Therefore, by recovering DC coefficients with acceptable accuracy, the deep residual learning model can be used to tinny tune the pixel values to achieve a block-free image with higher PSNR. Since the average PSNR compared with the JPEG is more than 30 dB and transmission data ratio is only around 60% of the initial JPEG image, we believe this research has achieved our initial target that could highly enhance the JPEG compression.

### 2.8 Conclusion

In this chapter, we proposed an enhanced JPEG compression method by recovering the JPEG image from only four DC coefficients and all AC coefficients at the receiver’s end. We firstly proposed a state of the art accurate DC recovery method as the preprocess step to generate an image with only the AC coefficients and four DC coefficients. Then, in order to get rid of the problem that the observed theory cannot fit all real-world image property, we proposed a deep residual learning model to further remove the block artifacts based on the results of the preprocessed images. Our experimentation showed that transmitting only four DC coefficients and all AC coefficients will take only around 60% data of the original JPEG image while the recovery method can generate an image with average PSNR more than 30 dB for over 1000 JPEG images. Therefore, by combining the traditional method and the deep learning method, we presented a practical enhanced JPEG compression method.
Chapter 3

Wavelet Transformation based Adversarial Example Defenses

Recent research works demonstrated that deep neural networks are vulnerable to adversarial examples, which are normally maliciously created by carefully adding deliberate and imperceptible perturbations. However, state of the art signal processing-based approaches are either decreasing accuracy on clean datasets or threatened by some specific adversarial examples. In this chapter, we propose a novel framework by enhancing not only the input data samples but also the classifiers which are effective against many kinds of adversarial attacks. First, we propose a wavelet extension method to extend training data sample dimensions by extracting the image structures and basic elements to be concatenated with the initial image. Then, we further add wavelet denoising for the inference step to further reduce the influence of the adaptive adversarial attacks in the white-box scenario. By providing intensive experiments on 8 famous adversarial attack methods under all possible scenarios, our proposed method can outperform the two state of the art wavelet-based defense methods.

3.1 Introduction

Deep Learning (DL) based classification methods have been well developed and widely deployed on many real-world systems [31]. However, the robustness of the DL-based classification models is challenged by the existence of Adversarial Examples (AEs) [32]. The AEs are generated by adding carefully designed perturbations which are usually imperceptible compared with clean data samples but can mislead the classifiers with surprising results [33]. Specifically, the initial AE generated is an image with very small perturbations and very limited imperceptible to human eyes but can decrease the accuracy of the neural network classifiers to almost zero.

In recent years, many research works on various kinds of AE generation methods are proposed. Initially, AEs are generated by calculating model gradients such as Fast Gradient Sign Method (FGSM) [33] is calculated based on the sign of the gradient of the classification loss with respect to the input sample. Later, other approaches are proposed to enhance the AE generation methods by not only calculating gradients but also using optimization algorithms [34] which enhanced the generation of AEs. On the other hand, recent works showed that AEs threats classifiers for not only the image classification tasks, but also other tasks such as Natural Language Processing (NLP) [35] or malware detection [36]. Thus, the existence of AEs significantly threatens the reliability and robustness of the classifiers.

The countermeasures dealing with AEs are also developed based on different adversary’s knowledge including white-box, black-box, and gray-box scenarios [37]. The white-box scenario of DL service is that all details of the model are known including training data, model architectures, hyperparameters, numbers of layers, activation functions, and model weights. The black-box scenario also exists as online ML services like Google Cloud AI [32] with only the input data sample and output (label or confidence score) are known. The gray-box scenario is also proposed and similar to the white-box scenario except that the parameters keep unknown. Initially, AE generation methods are based on calculating gradients of the classification loss with respect to parameters. However, they can be also used to attack the black-box scenario due to the transferability of AEs [38] which makes the defense schemes in black-box scenario vulnerable.

One approach to designing the defense scheme is to perform differentiable transformations on an input image before classification. However, AEs can still be generated by taking the gradient of a class probability with respect to input data samples. In this chapter, we propose a novel framework by enhancing not only the input data samples but also the classifiers which are effective against many kinds of adversarial attacks. First, we propose a wavelet extension method to extend training data sample dimensions by extracting the image structures and basic elements to be concatenated with the initial image. Then, we further add wavelet denoising for the inference step to further reduce the influence of the adaptive adversarial attacks in the white-box scenario. By providing intensive experiments on 8 famous adversarial attack methods under all possible scenarios, our proposed method can outperform the two state of the art wavelet-based defense methods.
pixels through both the model and the transformation. More complicated methods following this idea were proposed like [39, 40] to use non-differentiable transformations but was proved still vulnerable by [41].

In this chapter, we propose a novel approach, WD-WavExt, to enhance the robustness of neural networks by not only enhancing the data sample but also the model. First, we propose a Wavelet Extension (WavExt) method to extract the image structures and basic elements to combine with the initial image as one tensor for the training that can enhance the robustness against tiny perturbations. Then, for the inference step, we propose the Wavelet-based Denoising (WD) as a preprocessing step which is different from the training preprocessing step to further reduce the influence of AEs.

The roadmap of this chapter is as follows. In Section 2, we briefly introduce the background information including the current strategies of defending AEs. In Section 3, we present WD-WavExt with details. In Section 4, we evaluate WD-WavExt comparing with two states of the art approaches under different scenarios. We conclude in Section 6.

3.2 Research Background

In this section, we first point out the necessity of choosing defense against AE by recovering its ground truth labels rather than the only detection on if the input is an AE or not. We also briefly introduce the current defense strategies on AEs including the backgrounds, defense preliminaries, and current main approaches.

3.2.1 Problem of Countermeasures: Detect or Defend?

The very initial purpose of generating AE is to mislead the classifiers usually by adding imperceptible perturbations. Therefore, the basic ideas of dealing with AEs can be concluded as either to detect one AE and reject it or to classify the AE as its correct label.

For instance, the detection of AE can be seen as a function that decides whether the input data sample is an AE. In [42], the authors proposed to train a classifier to distinguish between normal input data samples and AEs. The limitation of such approaches, as pointed in [37], is obvious since it will require the defender to understand the attacker such as acquiring future AEs or knowing the process for generating AEs. This approach seems not to be able to provide a generalized defend scheme for AEs since if the detector was trained with slightly perturbed AEs, the detector had high false-positive rates because it decided many normal examples as adversarial.

On the other hand, however, considering a non-AE input data sample, the classifier may also misclassify its label since the accuracy of classifiers is usually not 100% which is the same effect as the AE generation. Therefore, it is questionable to design methods to detect whether an input is an AE or not since detection AE does not equal to increase the model’s robustness. In [43], the authors claimed that their method can effectively detect the AEs. First, in the practical scenario, the inputs are more complicated since they can be normal input, normal input with wrong prediction labels, AEs, non-AE inputs with noise, etc. Papers like [43] only evaluated the accuracy of detecting AEs but how to recover the correct label is still challenging since a classifier with high accuracy on agnostic inputs including AEs is more important. Such detection approaches are not practically useful for maintaining the performance of classifiers.

Therefore, from a viewpoint based on a classification-oriented purpose, we claim the valuable point should be to get the correct label of the data samples processed with AE generation methods.

3.2.2 Defense Strategies on Adversarial Attacks

The current designs of countermeasures on AEs can be summarized as following two main types of ideas including reactive and proactive. The proactive approaches aim to make DNN models more robust against the AE generations. This approach can be represented as the augmentation on model $F$ as $F'$ such that $F'(\tilde{x}) = F(x)$ such as network distillation [44]. However, $F'$ can be considered as the novel target function and AEs can be further generated according to the novel $F'$ [34]. On the other hand, the reactive approaches aim to detect or prevent the AEs after the DNN models are built. This approach can be presented as: given a classification model $F$ and an image $\hat{x}$, which may either be an original image $x$, or an adversarial image $\tilde{x}$, the goal of such reactive approach is to design a transformation function $\tau$ such that $F(\tau(\tilde{x})) = F(x)$.

One of the reactive approaches is to design a transformation function $\tau$ such that $F(\tau(\tilde{x})) = F(x)$. Since AEs are normally tiny but fragile perturbations which can be influenced by signal processing techniques such as wavelet transformation shown in [39] or denoising networks [45].

The main motivation of such transformation-based defenses is to influence the malicious perturbations with one more layer of perturbations. By performing either noise removing or image quality enhancement operations [46], the limitation of such approaches is obvious. On the one hand, such transformation-based defenses are that with very tiny
defensive perturbations, the influence of AEs cannot be significantly removed. On the other hand, intensive defensive perturbations will lead to an obvious decrease in the accuracy of clean images that disobey the initial defend purpose. This problem is because the visual element in one image is made of visual structures, basic visual elements, and visual details. Such transformation-based defenses are always suffering from the issue that the trade-off between removing AEs and controlling the changes made on initial visual structures, basic visual elements, and visual details.

3.3 Proposed method

In this section, we first briefly introduce our initial motivation for designing the AE defense method. Then, the theory and practical details of the wavelet extension by decomposition and reconstruction are discussed. After we pick the certain wavelet filter, we build the AE defense method and all design details are presented.

3.3.1 Basic Designs

For an image \( x \), we note its AE as \( \bar{x} = x + \delta \) with \( \delta \) the adversarial perturbation. Let \( F \) denotes the function of target classifier, the problem of adversarial attacks can be formulated as the following:

\[
\min_{\delta} \|\delta\|, \quad s.t. \quad F(\bar{x}) \neq F(x)
\]

(3.1)

Attackers try to generate \( \bar{x} \) misclassified by target classifier while keeping \( \bar{x} \) visually as imperceptible as possible.

\[
\max_{\tau} P(F(\tau(\bar{x})) = F(\tau(x)))
\]

(3.2)

\[
\max_{\tau} P(F'(\bar{x}) = F'(x))
\]

(3.3)

The defenses against AEs are mainly based on two ideas. The first idea is to apply transformations on input images to reduce the influence of carefully added perturbations, as in eq. 3.2. The transformations can be non-differentiable and non-invertible, which makes adversaries difficult to get the gradients of the target model through back-propagation. The second idea is to modify the architecture of the target model to increase robustness, as in eq. 3.3. The modified model keeps high accuracy with clean inputs while it is effective on certain AEs.

Our idea is to combine these two schemes to benefit from their strengths. We also introduce a new mechanism to increase the difficulty of generating AEs by considering the following problem:

\[
\max_{F', \tau_1, \tau_2} P(F'(\tau_1(\bar{x}), \tau_2(\bar{x})) = F'(\tau_1(x), \tau_2(x)))
\]

(3.4)

In this case, the target classifier \( F' \) takes two parts into consideration at the same time. In practice, the adversary can only provide \( \bar{x} \) as input to the entire system. Then different transformations \( \tau_1, \tau_2 \) are applied to \( \bar{x} \) to extract features of different levels. This mechanism requires adversaries to generate AEs that are effective on both parts. The problem is now to find the proper transformations that satisfy this situation. Based on this principle, we introduce our defense method in the following subsections.

3.3.2 WavExt: Wavelet Extension

The basic idea of the wavelet transform is to represent any arbitrary function \( f \) as a superposition of wavelets [47]. Discrete Wavelet Transformation (DWT) decomposes \( f \) into different scale levels, where each level is then further decomposed with a resolution adapted to the level. One way to achieve such a decomposition writes \( f \) as an integral over \( a \) and \( b \) of \( \psi_{a,b} \) with appropriate weighting coefficients where \( \psi \) are mother waves that satisfies the property of \( \int \psi(x)dx = 0 \).

In practice, one prefers to write \( f \) as a discrete superposition (sum rather than integral): \( f = \sum c^{a,b} \psi^{a,b} \). Therefore, with the proper choice of the wavelet filter, the image can be decomposed into several scales representing different elements such as visual content structures, details, etc which are usually used for compression [48].

In our work, we propose Wavelet Extension (WavExt) to deploy the wavelet decomposition and reconstruction to extract and rebuild the image elements and structures to assist the classification. As we all know, the existing AE generation methods mainly try to add tiny perturbation on images to mislead the classifiers which modify little on the basic content...
Figure 3.1: An example to show similar saliency maps between (g) and (h). (a) and (e): clean image and its saliency map; (b) and (f): corresponding AE image and its saliency map; (c) and (g): Wavelet extension of image (a) and its saliency map; (d) and (h): Wavelet extension of AE image (b) and its saliency map.

ALGORITHM 2: Process of WavExt Defense.

**Input**: Image $x$, size $N \times N \times 3$

**Output**: Class $C$

1: $LL, LH, HL, HH = $ wavelet-decomposition($I$)
2: $LL$ is cropped to the size $N/2 \times N/2 \times 3$
3: The value of $LL$ is normalised to $[0, 255]$
4: $x_{Ext} = $ Bicubic-Interpolation($LL$)
5: if Inference then
6: $x_{Extended} = $ concat(WD($x$), $x_{Ext}$)
7: else
8: $x_{Extended} = $ concat($x$, $x_{Ext}$)
9: end if
10: $C = $ arg max $Classifier(x_{Extended})$

3.3.3 WD-WavExt: Wavelet Denoising and Wavelet Extension

After the wavelet decomposition and reconstruction in Section 3.2, our DNN model will be trained with an input size of $N \times N \times 6$ although the input of the system is still with the size of $N \times N \times 3$. Therefore, considering the initial motivation of using wavelet extension, the extended 3 layer tensor is the extracted image structures and basic elements used for assisting the classification. The extended 3 layer tensor in our work is proved to increase the accuracy of the classification which adds the robustness of the DNN models.

In order to prove the effectiveness of using wavelet extension, we calculate the saliency map [51]. As shown in Figure 3.1 (e) and (f), as the saliency maps for the clean image (Figure 3.1 (a)) and corresponding AE (Figure 3.1 (b)), have obvious difference that causes misclassification. However, the saliency maps of their extracted structures with wavelet decomposition and reconstruction (Figure 3.1 (g) and (h), respectively) are relatively very similar.
input must be an image with the size of $N \times N \times 3$ so the attacker may try to use the first three-layer of the AE tensor with size $N \times N \times 6$ to mislead the classification. After we receive this AE with size $N \times N \times 3$, we will perform the wavelet decomposition and reconstruction and concatenate the generated $N \times N \times 3$ tensor with the AE as the input. Furthermore, we actually use different preprocessing step to inference input image with size $N \times N \times 3$ as shown in Figure 3.2 (b). The motivation of using different preprocessing steps for training and inference is to introduce the non-differentiable process at the inference step to increase the difficulty for gradient-based AE generation methods. The point here is gradient-based AE generation methods will calculate the gradients according to the trained model parameters which will not have the best-optimized result since the inference step has a different preprocessing step.

In this work, we use the wavelet-based denoising method named BayesShrink as shown in [52]. For an image $X$ with $N$ pixels, this is given by $\sigma \sqrt{\frac{2}{\log N}}$, where $\sigma$ is the variance of the noise to be removed and is a hyper-parameter. In our work, we model the threshold for each wavelet coefficient as a Generalized Gaussian Distribution (GGD). The optimal threshold is then assumed to be the value which minimizes the expected mean square error as follows.

$$T_h \ast (\sigma_x, \beta) = \arg \min_{T_h} E(\hat{X} - X)^2 \approx \frac{\sigma_x^2}{\sigma_x}$$

(3.5)

where $\sigma_x$ and $\beta$ are parameters of the GGD for each wavelet sub-band and the approximation can be then calculated as $\frac{\sigma_x^2}{\sigma_x}$. Within a certain range of $\beta$, BayesShrink could effectively remove artificial noise while preserving the perceptual features of natural images [39].

In summary, for the training steps, the enhance method is only relying on WavExt while for the inference steps, the enhanced method is relying on WavExt combined with the Wavelet Denoising (WD-WavExt). Of course, we admit that the BayesShrink based denoising step may be further replaced with other better methods within our proposed system.

### 3.4 Evaluations

In this section, we evaluate the robustness of our defense against various adversarial attacks. We first introduce our experiment settings about the target model and dataset. Then we evaluate our defense in two different scenarios, AEs generated by adversarial attacks on the undefended model, and, AEs generated by adaptive adversarial attacks under the knowledge of our defense method.
Table 3.1: The Top-1 accuracy in the presence of AEs generated by various adversarial attacks on undefended model.

| Attack          | $L_{\infty}$ | $L_2$  | Undefended | WA   | PD   | WD-WavExt |
|-----------------|--------------|--------|------------|------|------|-----------|
| Clean           | 0.0          | 1.0    | 0.89       | 0.92 | 0.97 |
| FGSM-1 ($\epsilon = 0.03$) | 0.030 | 1.65  | 0.18       | 0.65 | 0.27 | 0.67      |
| FGSM-2 ($\epsilon = 0.005$) | 0.005 | 0.28  | 0.39       | 0.84 | 0.84 | 0.94      |
| I-FGSM-1 ($\epsilon = 0.03$) | 0.050 | 0.88  | 0.0        | 0.68 | 0.22 | 0.55      |
| I-FGSM-2 ($\epsilon = 0.005$) | 0.005 | 0.21  | 0.21       | 0.85 | 0.86 | 0.93      |
| MI-FGSM-1 ($\epsilon = 0.03$) | 0.030 | 1.28  | 0.0        | 0.56 | 0.06 | 0.51      |
| MI-FGSM-2 ($\epsilon = 0.005$) | 0.005 | 0.25  | 0.29       | 0.84 | 0.86 | 0.92      |
| JSMA            | 0.832        | 4.12   | 0.0        | 0.60 | 0.49 | 0.68      |
| DeepFool       | 0.015        | 0.12   | 0.0        | 0.87 | 0.95 | 0.95      |
| LBFQS          | 0.018        | 0.15   | 0.0        | 0.86 | 0.92 | 0.97      |
| CW             | 0.011        | 0.09   | 0.0        | 0.86 | 0.95 | 0.97      |
| BPDA           | 0.015        | 0.72   | 0.0        | 0.83 | 0.81 | 0.86      |

3.4.1 Training Settings

In our experiments, we consider the image classification task on the CIFAR-10 dataset. There are 50000 images for training and 10000 images for testing. Each image is of size $32 \times 32 \times 3$ and belongs to one of ten classes. All pixel values are normalized to be in $[0, 1]$. The target classifier is the ResNet-29 [53]. It consists of in total of 29 layers containing three bottleneck residual blocks with channel size 64, 128, 256, respectively. The model is trained to reach the Top-1 accuracy of 92.27% under the evaluation of all test images.

3.4.2 Evaluation Settings

As pointed in Figure 3.2, the model with our defense takes a $N \times N \times 3$ image of three RGB layers as input and applies wavelet extension to extend this image into a tensor of size $N \times N \times 6$ to be fed into the classifier.

In order to evaluate our method along with the model, we test according to the following configurations. Since the input of WavExt defended classifier is changed to size $N \times N \times 6$, we train another ResNet-29 model and the Top-1 accuracy on test images reaches 91.96% (DNN model shown in Figure 3.3 (a)). We compare our method with two states of the art wavelet transform-based defense approaches, Wavelet Approximation (WA) [40] and Pixel Deflection (PD) [39]. The comparison is made up of two aspects including the black-box scenario and the white-box scenario (results in Section 4.3).

The first black-box scenario is that the attacker is aware of only the input data sample and the output label in Figure 3.3 (a) which fits the definition for the black-box scenario according to [37]. Of course, due to the transferability of the neural networks, the AE attacks can still perform on this DNN model. We use 8 most famous AE generation methods (including FGSM, I-FGSM, MI-FGSM [54], L-BFGS, JSMA, DeepFool, CW and BPDA [55]) to generate AEs to test the classification accuracy on the undefended DNN model, DNN model with WA protection, DNN model with PD protection, and our proposed WD-WavExt method (results in Section 4.3).

Second, we also evaluate the white-box scenario (results in Section 4.4) that the attackers have all the knowledge of our model’s training details as shown in Figure 3.2 (a) including all the model’s parameters. Since the proposed WavExt uses different preprocessing and extending methods on the training data and on the inference data, the definition of white-box in [57] means the inference steps are unknown to attackers. However, still, we evaluate the situation that even the attackers know the inference steps which is the extreme situation and the test results are given in Section 4.5.

Moreover, in order to focus on the performance in the presence of AEs, the images that are misclassified by the undefended model before applying attacks are ignored. Since some of the attacks are computationally intensive, we randomly selected 100 test images that are correctly predicted by the original model as the evaluation set.

3.4.3 Evaluation in Black-box Scenario

In the black-box scenario, the details of performing AE attacks are given as follows. For FGSM, I-FGSM and MI-FGSM, we generate AEs with different scales of distortion $\epsilon = 0.005, 0.003$ under the $L_{\infty}$ constraints. For the rest of AE generation methods, we generate AEs until the accuracy of the undefended model drops to 0. For targeted attacks, we randomly generated the target that is different from the original one. All AEs are generated targeting the undefended target classifier. To clearly show the magnitude of AEs distortion compared with the original images, we calculate the average normalized $L_{\infty}$ and $L_2$ distance.
We also re-experiment the two wavelet transformation-based approaches following the details given as follows. The WA uses level-1 wavelet approximation on the input image to get low-resolution representation. The PD randomly selects pixels and replaces them by other pixels randomly selected within a small window followed by wavelet denoising to reduce adversarial noise. Since PD is a stochastic process, we perform 10 runs and take the majority of prediction to evaluate the accuracy as proposed in the original paper. We adjust the window size and the number of deflections.

The Top-1 accuracy in the presence of AEs generated on the undefended model is shown in Table 3.1. Some attacks like DeepFool, L-BFGS, and CW make the accuracy of the undefended model drops to 0 with little $L_2$ distortion.

Our defense is very effective towards all 8 kinds of AE attacks, which outperforms both WA and PD in most cases. According to the experimentation, for attacks with larger $L_2$ distortion, like I-FGSM-1, and MI-FGSM-1, PD defense is no longer effective. However, our defense still shows resistance in this case because of the wavelet-based denoising and the wavelet-based extension representation for the image structures and basic elements.

### Table 3.2: The Top-1 accuracy in the presence of AEs generated by adapting adversarial attacks to our defense.

| Attack       | $L_{\text{inf}}$ | $L_2$ | WavExt | WD-WavExt |
|--------------|------------------|-------|--------|-----------|
| FGSM-1       | 0.030            | 1.65  | 0.18   | 0.35      |
| FGSM-2       | 0.005            | 0.28  | 0.48   | 0.62      |
| I-FGSM-1     | 0.030            | 0.81  | 0.00   | 0.04      |
| I-FGSM-2     | 0.005            | 0.21  | 0.24   | 0.48      |
| MI-FGSM-1    | 0.030            | 1.25  | 0.02   | 0.06      |
| MI-FGSM-2    | 0.005            | 0.24  | 0.28   | 0.50      |
| JSMA         | 0.898            | 4.95  | 0.19   | 0.68      |
| DeepFool     | 0.015            | 0.12  | 0.85   | 0.95      |
| L-BFGS       | 0.017            | 0.15  | 0.77   | 0.97      |
| CW           | 0.012            | 0.09  | 0.87   | 0.97      |

### 3.4.4 Evaluation in White-box Scenario

According to the definition of the white-box scenario in [37], the attackers know all the details of the target classifier even including the parameters. Then, the AEs generation based on these methods will produce AEs with a size of $N \times N \times 6$ which fits our actual DNN model. However, since we force to accept the input data sample with a size of $N \times N \times 3$ so we define the threat model in this scenario is that the attackers will take an RGB image and use the WavExt to get a $N \times N \times 6$ tensor with the first 3 layers remains the same as visual content but the rest 3 layers are wavelet extension representing the image structures. Then, attackers will generate a $N \times N \times 6$ tensor accordingly as the AEs but we only accept the input data sample of $N \times N \times 3$. In this case, it is pointless to try to perform the reverse calculation on the lossy wavelet extension (last 3 layers) back since the reverse calculation in Figure 3.2(a) is impossible with a cut operation. So we assume the attacker will pick the first 3 layers of the $N \times N \times 6$ AE tensor as the actual input to mislead our model.

Since we have a different size of input with the actual input for the classifier, the existing approaches like WA or PD cannot fit our case which cannot be used for comparison. We generate AEs by 7 methods and adapt the AEs into an input data sample of $N \times N \times 3$ by separating the first three layers. We compare the WavExt method which is using
the AEs with their wavelet extension and the WD-WavExt which is to combine the denoising results with the wavelet extension as shown in Table 3.2. We can observe that, after adaptive attacks, our defense still shows resistance against some attacks, especially for DeepFool, LBFGS, and CW. Therefore, we proved that (as shown in Section 3.3) by using the wavelet denoising to actual input during the inference phase, the robustness is increased and maintained.

3.4.5 Further Discussion with BPDA

Although most previous researches didn’t consider the case that adversaries are fully aware of the defense method, we claim that it is important to evaluate the robustness in this circumstance. In this section, we assume the attackers understand everything including the details of BayesShrink wavelet denoising used in the inference step. Therefore, the classification process can still be summarized as $y = f(x)$ which $x$ is the input data sample with size of $N \times N \times 3$ and $f$ is a mapping function.

In this case, many previous gradient-based attacks such as FGSM have problems handling the non-differentiable function $f$ which includes the wavelet denoising and extension. In other words, calculating one AE with size $N \times N \times 3$ directly from calculating the gradient will not work in this case which is called obfuscated gradient [55].

We do notice that there is one possibility, Backward Pass Differentiable Approximation (BPDA) [41], as a powerful attack that may potentially overcome this difficulty brought by defense methods. The idea of BPDA is to calculate gradients by replacing the non-differentiable transformation with the identity function on the back-propagation process. By iteratively adapting the defense method and observing the change of prediction, BPDA modifies the original image to generate AEs.

In [41], the author claims that they use BPDA to break PD defense and the accuracy of PD can be significantly decreased. We also apply BPDA to attack our defense under the constraints of two magnitudes as shown in Table 3.4. The results show that our defense is more robust compared with PD under the same constraints. With enough iterations and larger constraints, BPDA can still make the accuracy of the WD-WavExt defended model drop dramatically. However, this result shows that the architecture of Wd-WavExt can still increase the difficulty for BPDA to generate AEs and outperforms the state of the art PD method.

In summary, we are not trying to propose a method that can generally defend all kinds of AEs. However, according to our intensive experimentation under all possible scenarios, we believe our framework of building models and preprocess data samples provides a novel direction to increase the DNN robustness against many famous AE attacks compared with the state of the art defense methods. Particularly, we also provide an idea for defending BPDA by introducing transformations that can’t be easily induced during back-propagation.

3.5 Conclusion

In this chapter, we proposed a novel framework for defending the AEs. First, we extract the image structures, basic elements as supplementary data to concatenate with images for improving the robustness of target classifiers. By defining a novel process, WavExt, we changed the dimension from input data samples to actual classifier inputs which increased difficulty for attackers. Also, we use different preprocessing steps for training and inference to defend gradient-based AE generation methods by avoiding direct access to gradients in white-box scenarios. We demonstrated the robustness of our defense in both black-box and white-box scenarios with intensive experimentation by outperforming two states of the art approaches.
Chapter 4

Future Work and Conclusion

In this report, we proposed two image processing applications that combine the transformations in the frequency domain and deep learning techniques. These applications show the interest of processing images in the frequency domain.

Firstly, we proposed a novel method to enhance JPEG compression by transmitting much less data while maintaining good image quality. This enhanced compression method can considerably increase the efficiency of image data transmission. Nowadays, the amount of image data continues to increase due to the development of social networks. Transmissions of all these image data become a big challenge to the networks. By using the proposed enhanced JPEG compression method, we can reduce the amount of data transmitting through the networks. This only requires some additional computation on the edge devices, e.g. computers, cellphones, tablets, etc. Fortunately, the devices have already become much powerful than ever before and can easily handle the computation. There are still some potentials to improve our method. It is possible to discard more information during transmission and then recover the image at the receiver's end. For example, discarding some AC coefficients that represent high-frequency content, i.e. details. It is also possible to use more advanced deep learning architecture to better recover the image.

Secondly, we proposed a novel framework for defending the AEs through wavelet extension. We demonstrated the robustness of our defense in both black-box and white-box scenarios. In practice, there are many deep learning-based applications in image processing, e.g. face recognition, object detection, etc. However, the security of these applications is not totally ensured due to the existence of adversarial examples. Our method can be used to enhance the robustness of current applications against potential adversary attacks. It can be easily adapted to every kind of neural networks by only changing parameters in the first layer and adding a preprocessing. We also notice that our method can be improved in several aspects. 1) The wavelet transform can be used in a different way. Currently, we assume that the adversarial perturbations appear mostly in the high-frequency domain, which might not be exact. If we can further explore the distribution of adversarial perturbations in the frequency domain, we can reduce their impact by using wavelet decomposition differently. 2) In order to defend the BPDA attack, more work needs to be done. We already demonstrated that our method is more robust than other defense under the BPDA attack. However, it still shows limited robustness. It is possible to introduce more transformations at the same time to shrink the effective space of adversarial examples. This will make it difficult for adversaries to generate adversarial examples, at least with small perturbations.

All in all, we show the potential of using transformations including discrete cosine transform and wavelet transform together with deep learning models on image processing applications. Although the end-to-end deep learning framework has its advantages and simplicity, we show that the use of frequency domain can be beneficial in some cases. This provides a novel direction when we design the architecture of deep learning models.
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