Pole structure of the electronic self-energy with coexistence of Charge order and Superconductivity
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We compare the pole structure of the electronic Green’s function obtained by Cluster Dynamical Mean Field Theory to the results from the fractionalized Pair Density Wave idea. In the superconducting phase, we can consider the system in a state with coexistence of Superconducting and Charge order. Writing the Green’s function in a way analogous to the previously proposed “hidden-fermions” model from Ref.[1] leads to a similar pole structure for the self-energy. The fractionalization of the Pair Density Wave order also describes the pseudogap phase as a superposition of superconducting and charge order fluctuations. Considering a phenomenological lifetime for the particle-particle and particle-hole pairs leads to an electronic spectral function that matches the numerical results.

I. INTRODUCTION

Since their discovery, cuprate superconductors have been the focus of many investigations to understand the nature of the relation between the high-temperature superconducting phase and the pseudogap that appears when they are doped away from half-filling.3,5. They have been the subject of an important amount of work on the theoretical, experimental and numerical side. In the latter case, a lot of efforts have been invested into the development of the Dynamical Mean Field Theory that allows for solving the Hubbard model by mapping it onto an impurity problem.1 The technique has been extended to include multiple sites in the Cluster Dynamical Mean Field Theory (CDMFT)7,8 and gives precise results on the energy dependence of the electronic Green’s function at specific points of the Brillouin zone9–11. Recent results from CDMFT on 2x2 clusters have shown a peculiar link between the structure of the electronic self-energy in the pseudogap (PG) and in the superconducting (SC) phase1,10,11 that deviate from the standard BCS theory. Multiple propositions have been made to explain this with an analytical model such as a hidden-fermion model1 or a SU (2) gauge theory.12

In the experimental side, there is growing evidence that the charge ordering observed above the superconducting temperature13–23 plays an important role in the pseudogap physics. In fact, recent Raman experiment22 suggests that the Charge Density Wave (CDW) gap is of the same order as the superconducting gap. This charge order is also known to coexist with the superconductivity at low temperature and long-range CDW is observed when superconductivity is destroyed by a magnetic field19,20,25. A recent proposal linked these two orders by the fractionalization of modulated particle-particle pairs, i.e. of a Pair Density Wave (PDW) order26,27, leading to a constraint between the resulting CDW and SC amplitudes. The resulting superposition of fluctuations in both channels was used to explain28 the momentum, energy and temperature dependence of the electronic spectral function observed in Bi2201 by angle-resolved photo-emission spectroscopy (ARPES).29

We are here interested in the possibility that the fine structure in the self-energy obtained by CDMFT calculation1,30,31 on the Hubbard model could be explained by the same scenario. In the superconducting phase, the electronic Green’s function is given by considering a coexistence of SC and CDW order.

We write the electronic Green’s function in the superconducting phase in a way analogous to the hidden-fermion proposition that was used to describe CDMFT results1,10,11 by coupling electrons to “hidden” fermionic excitations on top of pairing. We identify the hidden-fermion with a modulating order and show that it leads to a pole structure in the self-energy close to the one obtained via numerical calculation below $T_c$. The fractionalized PDW scenario gives a description of the pseudogap that relies on the superposition of SC and CDW fluctuations in the antinodal region and is different from the hidden-fermion model mentioned previously. We show that the fractionalized PDW still reproduces the electronic Green’s function in the pseudogap phase.

II. ELECTRONIC SPECTRAL FUNCTION FROM CDMFT

Cluster extension of CDMFT with 2x2 sites gives detailed energy-dependence of the electronic Green’s function in the Hubbard model at low doping. Due to the small system size, this is however limited to some specific points of the Brillouin zone. One of the most important results concerns the antinodal point at $k = (0, \pi)$ where the pseudogap is observed above the superconducting state. CDMFT allows us to decompose the deviation from the non-interacting Green’s function into two parts: the normal and anomalous self-energy. The final form of the electronic Green’s function is given by:

\[
G(k, \omega) = \left[ \omega - \epsilon_k - \Sigma_N(k, \omega) - W(k, \omega) \right]^{-1},
\]

\[
W(k, \omega) = \frac{\Sigma_{AN}(k, \omega)^2}{\omega + \epsilon_k - \Sigma_N(k, -\omega)}.
\] (1)

The anomalous part of the self-energy is directly related to the superconducting order and vanishes outside of the ordered phase but the normal part presents features that lead to the pseudogap in the antinodal region at higher temperature. Another quantity of interest is the electronic spectral function $A(k, \omega) = \frac{1}{\pi} \text{Im}(G(k, \omega))$ which relate directly to ARPES experiment for occupied states ($\omega < 0$). Interestingly there are strong links between the structure in the normal self-energy above and below $T_c$ as well as connection with the anomalous self-energy. These seems to indicate that the pseudogap physics is strongly related to the superconducting
The energy dependence of the normal self-energy (red lines) and of the electronic spectral function (green dotted line) for momenta on a line from \(k = (0, \pi)\) to \(k = (\pi/2, \pi/2)\) is shown in Fig.1(a) in the superconducting phase. The distinctive feature of the self-energies in the anti-nodal region (at \(k = (0, \pi)\)) is the two symmetric peaks at low energy. The two poles of \(\Sigma_N\) have a marked weight asymmetry with the pole at \(\omega > 0\) having a larger spectral weight than the other at negative energies. The spectral function plotted at the same momentum (green dotted line in Fig.1(a)) presents 3 poles, one at negative energy which is well defined and 2 at positive energies which are broader. In contrast, the two poles of \(\Sigma_{AN}\) shown in Fig.1(b) for the same momenta have the same position as the poles of \(\Sigma_N\) but opposite weight. When going toward the nodal region we observe that the pole at positive energy split into two poles of approximately equal weight. This is also the case for the pole at negative energy even though the vanishing weight close to \(k = (\pi/2, \pi/2)\) makes it harder to pinpoint the position of the two peaks.

Another crucial information given by CDMFT is the cancellation that occurs between the poles of \(\Sigma_N\) and \(W\). Indeed it has been observed that, besides having poles at the same energy, the residue of both the normal and the anomalous self-energy at these poles is such that they cancel in the expression of the single-particle Green’s function. This has consequences for the electronic spectral function as the poles of the self-energy should correspond to zeros of the spectral function, effectively leading to the splitting of the non-interacting band. These results were interpreted in terms of "hidden-fermions" which couple to the original electronic degree of freedom and are themself susceptible to pairing\(^1\)\(^{-10}\)\(^{11}\). It is then possible to write a mean-field Hamiltonian for this model and extracts analytical expression for the normal and anomalous self-energy. As we will show in the next section, this construction guarantees the cancellation between \(\Sigma_N\) and \(W\) mentioned earlier. It also displays a structure for both parts of the self-energy in agreement with the numerical results with proper choice for the hidden-fermion. We will present the model and its main features in the next section and then show how to incorporate charge order in the hidden-fermion formalism and compare the results to CDMFT in both the superconducting and the pseudogap state.

III. HIDDEN-FERMION MODEL

We start with the same hidden-fermion model from Ref.1. This model describe electrons \((c_{k,\sigma}^\dagger)\) on a square lattice coupled to other fermionic excitation \((f_{k,\sigma}^\dagger)\):

\[
H = \sum_{k,\sigma} \epsilon_{k,\sigma} c_{k,\sigma}^\dagger c_{k,\sigma} + \sum_{k,\sigma} \left( \sigma \Delta_{k,\sigma} c_{k,\sigma}^\dagger c_{-k,-\sigma}^\dagger + h.c \right) \\
+ \sum_{\alpha, k, \sigma} \epsilon_{f,\alpha} f_{k,\sigma}^\dagger f_{k,\sigma} + \sum_{\alpha, k, \sigma} \left( \sigma \Delta_{f,\alpha} f_{k,\sigma}^\dagger f_{-k,-\sigma}^\dagger + h.c \right) \\
+ \sum_{\alpha, k, \sigma} \left( V_{k}^\alpha c_{k,\sigma}^\dagger f_{k,\sigma} + h.c \right) 
\]

(2)

The electronic spectral function can then be obtain and the coupling to the different \(f_{k,\sigma}^\dagger\) excitation leads to a normal and anomalous self-energy given by:

\[
\Sigma_N(k, \omega) = \sum_{\alpha} \frac{V_{k}^{\alpha 2}}{\omega^2 - \epsilon_{k,\sigma}^{\alpha 2} - \Delta_{f,\alpha}^2} \\
\Sigma_{AN}(k, \omega) = \Delta_k + \sum_{\alpha} \frac{-V_{k}^{\alpha 2} \Delta_{f,\alpha}^2}{\omega^2 - \epsilon_{k,\sigma}^{\alpha 2} - \Delta_{f,\alpha}^2} 
\]

(3)

As can be seen from Eq.(3) the normal and anomalous part of the self-energy share a similar pole structure which is primarily governed by the choice of \(\Delta_{f,\alpha}^\alpha\) and \(\epsilon_{k,\sigma}^\alpha\). The value of the coupling between the \(c_{k,\sigma}^\dagger\) and the \(f_{k,\sigma}^\dagger\) fermions only enters in the spectral weight at the different poles as can be seen by computing the residue of the self-energy:

\[
\text{Res} (\Sigma_N, \pm \omega^\alpha) = \frac{V_{k}^{\alpha 2}}{2} \left( \frac{1 \pm \frac{\epsilon_{k,\sigma}^{\alpha}}{\sqrt{\epsilon_{k,\sigma}^{\alpha 2} + \Delta_{f,\alpha}^2}} \right) \\
\text{Res} (\Sigma_{AN}, \pm \omega^\alpha) = \frac{V_{k}^{\alpha 2} \Delta_{f,\alpha}^2}{2 \omega^\alpha} 
\]

(4)

We can see that the self-energies have poles due to the hidden-fermions at the energies \(\omega^\alpha = \pm \sqrt{\epsilon_{k,\sigma}^{\alpha 2} + \Delta_{f,\alpha}^2}\). There is however an important distinction between the normal part and the anomalous part of the self-energy in the weight associated with each of these poles. In fact, the anomalous self-energy has equal and opposite weight at each pole while it depends on
We focus on an axial wave-vector that links different parts of the Fermi surface, i.e. $Q = (±Q_0, 0)$ as shown in Fig.2. We also take into account strong correlations by adding a renormalization factor $z(k, \omega)$ that will modify the dispersion of the hidden fermion so that $\epsilon^{f,\alpha}_k = z\epsilon_{k+Q}$ and $\epsilon^{f,\beta}_k = z\epsilon_{k-Q}$ where we took $z(k, \omega)$ to be a constant. The bare dispersion is given by taking nearest and second neighbours hopping $\epsilon_k = -2t(\cos (k_x) + \cos (k_y)) - 4t' \cos (k_x) \cos (k_y) - \mu$. We took $t = 1$ as our energy scale, $t' = -0.2$ and $\mu$ is chosen to fix the electron density to $n = 0.95$ using the Luttinger sum rule in the non-interacting case. Lastly, as we are interested in the superconducting phase, we take the SC gap with a d-wave form factor $\Delta_k = \frac{\Delta_0}{2}(\cos (k_x) - \cos (k_y))$ and the other gaps are given by $\Delta^{f,\alpha}_k = \Delta_{k+Q}$ and $\Delta^{f,\beta}_k = \Delta_{k-Q}$.

IV. RESULTS

A. Normal self-energy in the superconducting state

To relate the different features of the normal self-energy to the properties of the hidden-fermions we need to study the structure of the normal part of the self-energy given by Eq.(3). The positions of the poles are given by $\omega^{\pm}_k = \pm \sqrt{\epsilon_{f,\alpha}^2 + \Delta_k^2}$ and thus come by pair with symmetric position in energy. The weight associated with each pole is obtained by computing the residue at each of them and is given in Eq.(4). The asymmetry in weight is thus controlled by the sign of $\epsilon^{\alpha}_k$ and the value of $\Delta^{f,\alpha}_k$. As noted in Ref.[1], the observation that the pole at positive energy has a larger weight than the pole at negative energy in the anti-nodal region impose the fact that $\epsilon^{f,\alpha}_{(0, \pi)}$ has to be positive. This constraint is naturally fulfilled in our model when we choose a CDW wave-vector larger than the anti-nodal Fermi wave-vector which also fits experimental observation. This is however no longer the case for the fermion identified with $c_{k-Q,\sigma}$ when we approach the nodal region which explains the discrepancy between our model and the CDMFT results near $k = (\pi/2, \pi/2)$.

The results for the hidden-fermion model Eq.(2) but we consider that two fermionic excitation will contribute and identify them with $f^{\alpha}_k = \epsilon^{\alpha}_{k+Q,\sigma}$ and $f^{\beta}_k = \epsilon^{\beta}_{k-Q,\sigma}$.

The original proposition was that only one of these hidden fermionic excitations is relevant to explain the structure of the self-energy at low energy and that identifying $\epsilon^{f}_k = z_k\epsilon_{k+\pi} - \mu_f$, where $z_k$ is the renormalization factor due to the strong interactions and $\pi = (\pi, \pi)$, leads to a pole structure analogous to the CDMFT results. We show here that another choice of hidden fermion can lead to satisfactory comparison with the results obtained by CDMFT but have a different interpretation. Our choice of hidden fermions is based on the experimental observation of charge order in cuprates (by X-Ray\cite{15,19,32,33} or NMR\cite{21,22,24} measurements) that persists in the superconducting phase. This coexistence of CDW and SC has been shown to successfully reproduce the single-particle electronic Green’s function observed in Bi2201 by ARPES\cite{28} and the softening observed in the phonon spectrum at $T_c$\cite{35}. Our analysis is thus based on the previous hidden-fermion model Eq.(2) but we consider that two fermionic excitation will contribute and identify them with $f^{\alpha}_k = \epsilon^{\alpha}_{k+Q,\sigma}$ and $f^{\beta}_k = \epsilon^{\beta}_{k-Q,\sigma}$. 

![FIG. 2. Fermi surface for free electrons with dispersion given by $\epsilon_k = -2t(\cos (k_x) + \cos (k_y)) - 4t' \cos (k_x) \cos (k_y) - \mu$ where $t = 1$, $t' = -0.2$ and $\mu = -0.56$. The black arrow indicate the charge order wave-vector taken to link different part of the Fermi surface while the red line shows the path between $k = (0, \pi)$ and $k = (\pi/2, \pi/2)$ where the self energy is computed.](image)
be independent of momentum, a coupling between the electrons and the hidden-fermions to \( \omega < 0 \) in the nodal region for the pole at \( k = (0, \pi) \) we only have two visible poles with an asymmetry consistent with the CDMFT results. This symmetry is lost when going to the nodal region and we observe a splitting of the poles. The change of sign of \( \epsilon_{k-Q} \) close to \( k = (\pi/2, \pi/2) \) explains the significant weight for the pole at negative energy. We choose here \( Q_0 = 0.27\pi, z = 0.22, \Delta_0 = 0.55, V_0 = 0.7 \) and a numerical broadening factor \( \eta = 0.03\imath \).

This is because \( \epsilon_{k-Q} \) will change sign and become negative. Because the pairing gap for the hidden-fermion is taken as \( \Delta^f_{k} = \Delta_{k+Q} \), there is no cancellation of the weight at \( k = (\pi/2, \pi/2) \) which result in a non-vanishing weight in the nodal region for the pole at \( \omega < 0 \). Note that we took here a coupling between the electrons and the hidden-fermions to be independent of momentum, i.e \( V_f^{\alpha} = V_0 \). This does not impact the position of the poles as shown by Eq.(3) but only the weight at each pole (see Eq.(4)). Furthermore, results from CDMFT away from the antinodal point \( k = (0, \pi) \) are extrapolated from the available momentum points. Thus, the discrepancy between the spectral weight in the nodal region can be due to multiple factors.

### B. Pseudogap phase

We showed that both the antiferromagnetic hidden-fermion and the fractionalized PDW models give similar results in the superconducting phase. The two models differ strongly in the pseudogap phase where the hidden-fermion model restores the charge conservation symmetry but keeps the coupling between electrons and the hidden fermions unchanged. In contrast, the fractionalization of a Pair Density Wave leads to the superposition of SC and CDW fluctuations that have a strong impact on the electronic spectral functions.

#### 1. Pseudogap in the hidden-fermion model

In the hidden-fermion model, the pseudogap phase is obtained by setting the superconducting order parameters \( \Delta_k \) and \( \Delta^f_{k} \) to zero. The remaining part of the self-energy is due to the hybridization to the hidden-fermions through \( V^\alpha \). The self-energy thus take the form:

\[
\Sigma_N (k, \omega) = \sum_\alpha \frac{V^\alpha_k}{\omega - \epsilon^f_{k,\alpha}}
\]

\[
\Sigma_{AN} (k, \omega) = 0
\]

The structure of the self-energy is then reduced to peaks located at the energy of the hidden-fermions as shown in Fig.4(a) (red dotted line). In our case, the self-energy in the anti-nodal region will display a single peak at \( \omega > 0 \) because \( \epsilon_{\pi+Q} = \epsilon_{\pi-Q} > 0 \). This leads to the electronic spectral function having two poles with a vanishing spectral weight at \( \omega = 0 \) for \( k = (0, \pi) \) (red line in Fig.4(a)). Note that a non-zero value of hybridization between \( c_{k,\sigma} \) and \( c_{k+Q,\sigma} \) should be interpreted as a long-range CDW at the mean-field level. As such, we should observe a Fermi surface reconstruction with gapless states in the pseudogap phase. This long-range order has only been observed by applying strong magnetic fields\(^{19,20,23}\) in the superconducting phase. Furthermore, the short-range charge order above \( T_c \) is only observed below a transition temperature \( T_{CO} \) which is lower than the pseudogap temperature \( T^* \). The band structure observed by ARPES does not however show significant change for temperatures in the pseudogap region. It is thus inconsistent to consider that the pseudogap phase is solely due to the charge order.

#### 2. Fractionalized Pair Density Wave

We start by giving details on the Pair Density Wave fractionalization as described in Ref.[26 and 27]. The fractionalization of the PDW operator is based on the relation between the \( \eta \)-mode, which is a modulated particle-particle pair and the SC (\( \Delta_{ij} = J_{ij} \sum_{\sigma} c_{i,\sigma} c_{j,-\sigma} \)) and the CDW

orders. In particular we can write:

\[ \hat{n} = [\hat{\Delta}_{ij}, \hat{\chi}_{ij}], \quad \hat{n}^\dagger = [\hat{\chi}_{ij}, \hat{\Delta}_{ij}], \]

(7)

where \( Q \) is the modulation wave-vector of the PDW. In a way analogous to the electron’s fractionalization in strong coupling theory\(^{35,36,37} \), the \( \eta \)-operators are then invariant with the following gauge structure

\[ \hat{\Delta}_{ij} \rightarrow e^{i\theta} \hat{\Delta}_{ij}, \quad \hat{\chi}_{ij} \rightarrow e^{i\theta} \hat{\chi}_{ij}. \]

(8)

The effective field theory for the fluctuating PDW thus involved an emergent \( U(1) \) gauge field whose fluctuation produces a constraint between the two fields:

\[ |\hat{\Delta}_{ij}|^2 + |\hat{\chi}_{ij}|^2 \equiv |\Psi_{ij}|^2 = \text{const}, \]

(9)

where \( \Psi_{ij} = (\hat{\Delta}_{ij}, \hat{\chi}_{ij})^t \). The energy scale associated with Eq.(9) is typically the scale at which the fractionalization occurs.

Earlier descriptions of the pseudogap phase as a fractionalized PDW led to good agreement with experimental ARPES results for the electronic spectral function\(^{28} \). The main characteristic of the pseudogap in this theory is to be an equal superposition of SC and CDW fluctuations in the anti-nodal regions. This is achieved at the mean-field level by considering the previous model but constraining the amplitude for the SC and CDW amplitude to be equal while adding finite lifetime \( \Gamma_1 \) and \( \Gamma_2 \) for the particle-hole and for the particle-particle pairs respectively. Because none of the parameters is put to zero, the self-energy and the spectral function have the same pole structure in both the pseudogap and the superconducting phases. In fact, the electronic spectral function at \( k = (0, \pi) \) given in Fig.4(b) with both damping rate \( \Gamma_1 \) and \( \Gamma_2 \) being turned on alternatively clearly shows 4 poles indicated by arrows. The main observation is that there is a significant reduction in the spectral weight of the two poles at lower energy for both positive and negative energy. This is the same phenomenon that was used to describe the observation of a “flat band” below \( T_c \) by ARPES in Bi2201\(^{28} \). Similarly to this previous study, this description of the pseudogap effectively leads to Fermi arcs and no long-range order is expected. We show the resulting electronic spectral function at \( \omega = 0 \) in the antinodal region in Fig.5(b). We can see that part of the Fermi surface is washed out even in the absence of fluctuations \( \Gamma_1 = \Gamma_2 = 0 \).

Despite having a similar structure for the self-energy in the pseudogap phase, there is an important difference between the structure of the Green’s function in our approach and in previous studies based on fractionalization such as the one using a \( SU(2) \) theory\(^{12} \) of fluctuating antiferromagnetism. In our case, the line of zeros for the real part of the Green’s function (black dotted line in Fig.5) is very close to the non-interacting Fermi surface. This is in strong contrast to other cases where the Luttinger surface created by interaction with the antiferromagnetic fluctuations intersect the Fermi surface to create small pockets in the nodal region\(^{38} \).

It is important to note that in order to obtain a good fit with

\[
(\hat{\chi}_{ij} = J\hat{d}_{ij} \sum_{\sigma} c_{i\sigma} c_{j\sigma} e^{iQ(\mathbf{r}_i+\mathbf{r}_j)/2}) \text{ operators where} \ J \text{ is the typical interaction strength giving rise to the SC and CDW}
\]
the numerical result obtained by CDMFT, it is necessary here to take a value of $V^{\alpha}$ (in the superconducting phase) and $\Psi$ (in the pseudogap phase) significantly lower than the value of the pairing amplitude $\Delta$ in the superconducting phase. Indeed, an agreement between the experimental ARPES results and the fractionalized PDW scenario was obtained with the SC and CDW order being very close, a fact supported by Raman experiment in mercury-based cuprate\textsuperscript{25}. This would indicate that only a part of the particle-particle pairs come from the fractionalization while the other part can be described by a standard superconducting condensate. This can also be compared to the two behaviours observed in Raman experiment for the nodal and antinodal part of the superconducting gap\textsuperscript{19}. In fact, the nodal gap follows the critical temperature with doping and decreases away from optimal doping while the antinodal gap decreases linearly with doping, following the pseudogap temperature. This imbalance could be here a result of the finite size of the cluster (2x2 sites) used in the CDMFT calculation which is smaller than the wavelength of the charge modulation, thus hindering the formation of modulated orders.

V. DISCUSSION

The results obtained from CDMFT calculations give valuable information on the energy dependence of the electronic Green’s function in the doped Hubbard model. This is often limited to specific points in the Brillouin zone which depend on the cluster size. From this, it seems difficult to account for potential modulating orders with a wavelength larger than the cluster size. There is however a large number of experimental evidence\textsuperscript{13–24} for these orders to exist and compete in the pseudogap phase of cuprates superconductors. We argued in this paper that despite the numerical limitation, there are signatures of the charge order in the electronic self-energy calculated in CDMFT.

Much like in ARPES experiments, the observations are indirect consequences of the charge order and there is no Fermi surface reconstruction as the charge order remain short-ranged and fluctuating. In the case of ARPES in Bi2201, the main indicators for a modulating order were the back-bending of the band at the Brillouin zone’s edge and the specific way the pseudogap was closing close to the nodal region (for more details see Ref.[29 and 40]). The limited momentum resolution of CDMFT does not allow for such distinction but the singular pole structure of the self-energy in the anti-nodal region could itself contain evidence for this modulating order. It is important to note the similarities between the original hidden-fermion from Ref.[1] and our proposition which contain the charge order. In particular both of them give the same result for $k (0, \pi)$. There are however distinctions to be made when going close to the nodal region where the two models differ. The main argument for the CDW scenario is that it allows for the double pole structure observed for $\omega > 0$ (see Fig.3) which is observed numerically. This is to be taken with caution as both the numerical results and the idea of CDW order reaches their limit in the nodal region.

A more convincing argument may come from the electronic spectral function in the pseudogap phase. The original idea for the hidden-fermion is to describe the pseudogap by the absence of pairing. At the mean-field level, this would lead to a CDW long-range order with the associated Fermi surface reconstruction. The spectral function at the anti-nodal point does show the 2 poles observed by CDMFT with a vanishing weight at $\omega = 0$ but there are still gapless states away from $k_x = 0$. In contrast, the fractionalized PDW scenario is characterized by the equal superposition of SC and CDW fluctuations in the pseudogap. As such the spectral function has the same structure as in the superconducting state and is fully gapped at the Brillouin zone’s edge, leaving Fermi arcs in the nodal region if we include a momentum dependence for the pseudogap order\textsuperscript{27–28}. Taking into account fluctuations in the SC and CDW orders leads to a drastic reduction in the spectral weight of specific poles, giving an effective spectral function with two apparent peaks. The same argument was given to explain the observation of a “flat band” in Bi2201 below $T_c$.

There are still many differences between the results from CDMFT and the experimental spectral function measured by ARPES. It is however interesting to find common ground to link these two essential techniques to investigate the pseudogap phase of cuprates. The capacity of CDMFT to explore the positive energies which are inaccessible to ARPES and the wide range of doping available to the experimental are complementary to elucidate the pseudogap phase of cuprates.
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