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Abstract: Machine learning (ML) and Deep Learning (DL) technique have been widely applied to areas like image processing and speech recognition so far. Likewise, ML and DL play a critical role in detecting and preventing in the field of cybersecurity. In this review, we focus on recent ML and DL algorithms that have been proposed in cybersecurity, network intrusion detection, malware detection. We also discuss key elements of cybersecurity, the main principle of information security, and the most common methods used to threaten cybersecurity. Finally, concluding remarks are discussed, including the possible research topics that can be taken into consideration to enhance various cyber security applications using DL and ML algorithms.
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1. Introduction

Cyber security since the start of the computer network era, cyber security systems have been of great importance. Cyber security is a major field of investigation because all government-based, military, business, financial, and civil operations collect, process, and store enormous volumes of data on computers and other systems. Businesses must organize their activities through their entire information infrastructure in order to be on the defensive side of cyber security. Cyber security encompasses a variety of components, including network security, application security, mobile security, data security, and endpoint protection [1],[2].

Recently, cybersecurity has undergone massive transformation technological shifts and operations in a computer context. Machine Learning (ML) and Deep Learning (DL) are a subset of Artificial Intelligence (AI), and ML algorithms play an important part in several cyber security applications for early detection and the prediction of various attacks such as spam classification. spam classification [3], [4], spam filtering [5], fraud detection [6], [7], malware detection [8], [9], [10], [11], phishing [12], dark web or deep web sites [13], and intrusion detection [14]. Also, ML needs to use similar languages to solve cybersecurity problems. Python has become famous for its succinct, readable code and multitude of ML algorithm libraries, and a common ML language [15]. DL is an AI method that simulates the functioning of the human brain in data processing and in decision making. DL is a port of ML in AI, which has networks that can learn from unstructured or unstructured data without supervision. Often known as deep neural research or profound neural network [16]. Additionally, DL methods and their ensembles and hybrid approaches can be used to intelligently resolve a variety of cybersecurity problems, including intrusion detection, malware or botnet recognition, phishing, and predicting cyberattacks, such as DoS, fraud detection, or cyber-anomalies. Due to its increased accuracy, DL is advantageous for developing security models, especially when learning from large amounts of security datasets [17].
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An intrusion Detection System (IDS) is a software-hardware computer hybrid that captures, analyzes, and detects any unwanted, suspicious, or malicious network traffic. IDS is classified into the following categories: Network Intrusion Detection System (NIDS); Host Intrusion Detection System (HIDS); Perimeter Intrusion Detection System (IDS); and VM-based Intrusion Detection System (IDS). However, there are two primary types of intrusion detection systems: NIDS and HIDS. NIDS tracks, captures, and analyzes network traffic in order to detect malicious data contained within packets. Network IDS tracks both external and internal network traffic and also observes data traversing between devices within the network. In HIDS, it is installed on individual computers rather than network hosts. It will only track data packets sent from the system and will notify the administrator if any suspicious behavior is detected on the network. IDS can be used to assess the quality and nature of attacks and to detect intrusions. IDSs may be used in combination with other security measures such as access control, authentication protocols, and encryption techniques to assist in defending networks against cyberattacks. Data mining, the term used to characterize information discovery, may assist in implementing and deploying IDSs with increased precision and robust behavior compared to more conventional IDSs that might be less effective against sophisticated cyber-attacks.

This study presents ML and DL approaches for cybersecurity purposes. Overall, several ML and DL methods for network intrusion detection are described. This paper does not discuss all of the available techniques for detecting network anomalies; rather, it focuses exclusively on ML and DL techniques. The remainder of this paper is divided into the following sections: Section 2 focuses on cybersecurity. Section 3 describes ML methods in cybersecurity. Section 4 describes DL methods in cybersecurity. Section 5 discusses the research status. Section 6 presents conclusions.

2. Cybersecurity

Cybersecurity applies to steps to protect the privacy and safety of electronic information from harm or theft. It is common practice not to misuse these devices and details. Cybersecurity refers to software, hardware, and Internet information and can be used to keep everything from personal information to complicated government systems. For the key cyber security concerns, organizations must maintain efficient vulnerability management systems, including remedial, detection, monitoring, and evaluation, emphasizing information security vulnerabilities. Cyber security is the primary component of technology activities and processes aimed at defending networks, devices, and programs from assault, harm, and unauthorized access. In the sense of computing, the term "defense" refers to cyber security. Any industry, including financial institutions, enterprises, governments, and companies, collects, processes, and stores confidential information on computers and transmits it over networks or other computers. Thus, the number of cyber-attacks is increasing. It is also approached in Fig 1. The concepts are described as follows.

The primary components of cybersecurity are as follows: Application security, information security, and network security.

- **Application security**: it represents taking different steps to secure the application. This is often accomplished by monitoring the application for security vulnerabilities and identifying, resolving, and preventing them.
- **Information Security**: This is a collection of procedures or practices in which business data and knowledge are kept confidential, integrity, and accessible in various forms.
- **Network security**: This is the process of defending a computer network from intruders, whether they are deliberate attackers or opportunistic malware.

![Fig. 1 Cybersecurity and other domains of security [19]](image-url)
• **Operations security**: This is the method of defining and safeguarding unclassified sensitive information that is often desirable to competitors or adversaries seeking to obtain real information.

• **Internet security**: Involves a variety of security procedures that are used to ensure the safety of online transactions. It involves guarding browsers, networks, operating systems, and other applications against attacks by establishing precise rules and regulations.

• **ICT security**: It is generally known as the ISO's Technical Root of Computer Security or the CIA Theory of operational security.

• **End-User Knowledge**: This is critical since people are the chain's weakest connection of cybersecurity. User ignorance of cybersecurity threats accounts for 50% of cyberattacks, and nearly 90% of cyberattacks are the result of human actions.

The cyberattacks’ goal is to disable or obtain access to the target device. The objective can be accomplished by using a variety of attacks against the target structure. Numerous cyber-attacks occur and continue to develop on a daily basis. The following section discusses some of the most recent cyberattacks [19], [21]:

• **Malware**: Malware is a type of malicious software that is intended to inflict harm on a single device or network. This category includes both traditional malicious software such as worms, malware, and trojans and more recent malicious software such as spyware and ransomware. When a user clicks on a dangerous link, opens an email file, or installs risky applications, the malware infects the device or network. The critical point to remember is that malware reproduces and spreads by interaction with other systems or devices. Several of the causes include blocking network access, installing additional malicious software, and gathering information.

• **Phishing**: Phishing is the act of sending malicious messages that appear to originate from a legitimate source, usually via email. The objective is to steal personal data such as credit card and login information or to infect the victim's computer with malware. Phishing is an increasingly prevalent form of cybercrime.

• **Spam**: It is an unwelcome email message. 12 Spam emails can be a time sink for users, but they can also contain Java applets that run automatically when the message is read.

3. **Machine Learning (ML) in Cybersecurity**

Machine learning (ML) is a data analysis technique that automates the process of developing analytical models. As a subset of the field of AI, ML is used in every area of computational work where algorithms are designed and performance is increased [22]. The main types of machine learning are supervised and unsupervised learning [23]. The aim of machine learning is to ensure that a machine can learn and automate tasks without human intervention [24]. The most common supervised methods of learning, called classification and regression, are popular in classifying or predicting a security problem in the future. For instance, in the cybersecurity domain, classification techniques can be used to predict a denial of service attack (Yes, No) or classify various network attack groups such as scanning and spoofing [25]. ML could play a major role in cybersecurity. Additionally, ML applications in cybersecurity in a variety of domains, including power system protection, industrial control system security, intrusion detection in supervisory control and data acquisition (SCADA) systems, intrusion detection for vehicular ad-hoc network (VANET) systems, and malware analysis [26]. In the following, we discuss the most common and popular methods that can be used to solve ML tasks and how they are related to cybersecurity tasks.

3.1 **Naïve Bayes (NB)**

NB is a simple but surprisingly efficient algorithm for predictive modeling. It is a classifier for binary (two-class) and multi-class classification problems. The technique is most easily understood when input values are binary or categorical. It is referred to as naïve Bayes or idiot Bayes because the probability calculations for each hypothesis are simplified to make them tractable [27].

The study by, Bhosale [28] proposes the Modified Naïve Bayes Intrusion Detection System (MNBIDS) To enhance DDoS attack detection with the KDDCup99 dataset. The authors have used Data Pre-processing, Hybrid Feature Selection, and Modified Naïve Bayes Algorithms to improve the system accuracy. Then, compare the SVM, CNN, KNN, ANN, and proposed Naïve Bayes Classifiers to determine which method the best results. The experiment results show MNBIDS system is better as compare to others. Talita. A [29] has used NB with feature selection based on Particle Swarm Optimization (PSO) method KDD CUP’99 specifically on one of the benchmark datasets for IDS problem. The best classification result was obtained when 38 features were used, an accuracy of 99.12%.

3.2 **K-Nearest Neighbor (K-NN)**

K-NN is one of the most basic machine learning algorithms known. The K-NN algorithm can be used for regression and classification, but for classification problems, it is most used and is also called an algorithm for lazy
learners. It is a subset of supervised learning and is widely used in pattern recognition, data processing, and intrusion detection [30].

Chen. F [31] The Author has used Tree-Seed Algorithm (TSA) to extract the most useful characteristic of the input data and K-NN for classification. The proposed model (KNN-TSA) to improve the classification efficiency of intrusion detection with KDD CUP 99 datasets. The experimental results demonstrate that the proposed model can remove redundant features and reduce the classifier input dimensions. Rao. B [32] Proposed Indexed Partial Distance Search K-NN (IKPDS), Partial Distance Search K-NN (KPDS) techniques for Network Intrusion Detection and comparison to standard K-NN classification. The author evaluates K-NN classification using the NSL-KDD dataset. The results show 99.6% accuracy of the proposed method. Fauzi. In [33], the authors have used the IDS process to select the best features from 41 to 18 using Genetic Algorithms (GA) and KNN with the KDD99 dataset. The results of the K-NN algorithm for training data, which has an accuracy of 99.98%, and for testing data accuracy of 97.52%

3.3 Support Vector Machine (SVM)

SVM is an extensively used supervised learning algorithm for classification and regression issues. However, it is mainly utilized to solve classification issues in machine learning. SVM generates a hyperplane or several hyperplanes in a high-dimensional vacuum. The best hyperplane is one that optimally partitions the given data into different classes using the main partition. A non-linear classifier uses a variety of kernel functions to determine the margins between hyperplanes. The main goal of these kernel functions, such as linear, polynomial, radial basis, and sigmoid, is to maximize the margins between hyperplanes [34]. Fig 2 illustrates the fundamentals of SVM classification [35].

![Fig 2 - The fundamental example of SVM classification](image_url)

The study by Khalvati. L [36] Proposed Intrusion Detection System (IDS) based on novel hybrid learning, that approach combines the K-Medoids clustering and selecting feature using the SVM method. The experimental results on the KDDCUP'99 dataset have shown that this method is capable of achieving 91.5 % for accuracy, 90.1% for detection rate and 6.36 for False alarm rate. The work by, Gu and Lu [37] Proposed a system for efficient intrusion detection using SVM and Naive Bayes with multiple datasets. The experimental results on the UNSW-NB15 dataset, the accuracy was 93.75 %; on the CICIDS2017 dataset, it was 98.92 %; on the NSL-KDD dataset, it was 99.35 %; and on the Kyoto 2006+ dataset, it was 98.58 %. However, Wang. W [38] proposed a Cloud Intrusion Detection based on unsupervised Deep Learning Stacked Denoising Autoencoders (SDAE) method and supervised learning SVM methods with NSL-KDD dataset. The author has used SDAE for dimensionality reduction, and SVM is used to build a classifier that can identify cyberattacks. The test results demonstrate that the approach suggested performs relatively well Classification accuracy, precision rate, recall rate, and f-measure are all factors to consider when compared to the other approaches. The study that is made by Prabakar [39] aims to improve the simulation of annealing and SVM in Wireless Sensor Networks Intrusion Detection Systems. Compared to GWO-SVM and PSO-SVM, the feature selection methods give greater performance. Increased accuracy by 8.71 %, false alarm rate reduction by 81.74 %, identification rate increase by 3.92 %, and execution time reduction by 43.64 %.
3.4 Decision Tree (DT)

DT is a nonparametric supervised learning approach that can be used for both classification and regression. There are two nodes in a DT: the Decision Node and the Leaf Node [40]. ID3 [41], J48 [42], CART algorithm [43]. Classification of instances is accomplished by inspecting the attribute identified by that node, beginning at the root node and continuing down the tree branch corresponding to the attribute value. The most frequently used criteria for splitting are "Entropy" in (eq.1) for the Gini impurity and "Gini" in (eq.2) for the knowledge gain represented mathematically as [41].

\[
\text{Entropy} = -\sum_{i=1}^{n} p(x_i) \log_2 p(x_i) \\
\text{Gini} = 1 - \sum_{i=1}^{n} p^2
\]

Taghavinejad et al. [44] proposed a smart method for detecting intrusions by combining three DTs. The proposed method's output was compared to that of the SVM, K-NN, and DT methods. The experimental results indicate that the proposed approach outperforms other intrusion detection methods in IoT-based SG. However, Nejati. E [45] Described how to build an intrusion detection system using tree-based classifiers such as DT, RF, and Gradient Boosted Trees (GBT). The model is evaluated using a variety of feature selection methods and the NSL-KDD dataset.

In addition, to the most popular ML methods mentioned above, several other ML techniques exist in the field for a variety of purposes. For instance, a random forest (RF) is a multiple DT are usually more accurate in a learning model than a single DT [25]. Regression analysis consists of a variety of ML techniques that allow the prediction of a continuous (y) outcome variable based on the values of one or more (x) predictor variables. Some well-known forms of regression methods include linear, polynomial, lasso, and ridge regression, among others [46]. Cluster analysis, alternatively referred to as clustering, is an unsupervised ML method used to identify and group similar data points in large datasets without concern for the particular outcome [47]. Clustering can be used in various fields of use, such as cybersecurity, electronic commerce, mobile data processing, health analysis, and user modeling [48]. The most common clustering algorithms are K-means [49][50] and K-Medoids [51].

4. Deep Learning in (DL) Cybersecurity

Deep Learning (DL) typically is known to be a subset of Machine Learning (ML) in the field of Artificial Intelligence (AI), which is a computer simulation based on the biological neural networks found in the human brain [52], Artificial Neural Networks (ANN) are often used in DL, and the most widely used neural network algorithm is backpropagation [52]. It is a neural learning network composed of several layers. There are three layers in total: an input layer, one or two hidden layers, and an output layer. The main distinction between the two is DL, and traditional DL is the quality that DL produces as the amount of security data increases. By and large, DL algorithms perform better than ML algorithms when data volumes are large, while ML algorithms outperform DL algorithms when data volumes are small [17]. In the following section, we will discuss the most common neural network and DL algorithms in the context of cybersecurity, including the multilayer perceptron (MLP), convolutional neural network (CNN), recurrent neural network (RNN), and long-short term memory (LSTM) network. In the area of cybersecurity, DL may be used for a variety of purposes, including detecting network intrusions, detecting and classifying malware, performing security threat analysis, forecasting cyberattacks or anomalies, and conducting backdoor attacks [53] [14].

4.1 Multi-Layer Perceptron (MLP)

MLPs are a subclass of feedforward ANN, which is a form of a supervised learning algorithm. Furthermore, it is referred to as the fundamental architecture for DL or Deep Neural Networks (DNN) [54]. A typical MLP is a fully connected network with an input layer that receives data, an output layer that makes between these two layers, a judgment or inference about the input signal, and one or more hidden layers [55]. Fig. 3 displays ANN modeling for cyber anomalies or attacks, considering the input, hidden, and output layer [54].

The study by, Tavoli [56] A novel approach for intrusion detection is proposed that utilizes a multilayer perceptron (MLP) neural network. The proposed approach is divided into two phases: training and testing with the KDD99 dataset. Backpropagation error algorithms are used to train MLP neural networks. MLP is good at lowering the rate of false positives. The proposed method produces significantly better results than other approaches.
4.2 Convolution Neural Network (CNN)

A type of ANN, CNN is capable of extracting local features in data [57], and the biggest advantage is that its multilayer structure has the ability of automatic learning [58]. Each layer in CNN takes optimized parameters into consideration to ensure a significant result while minimizing complexity [59]. This type of network has been successfully used to recognize images and video, classification, and text processing. In general, CNN often consists of multiple layers such as an input layer, convolutional layer, pooling layer, fully connected layers, and an output layer, as depicted in Fig 4 [60]. The CNN’s are most frequently used for visual image analysis, they can also be used for cybersecurity, it has been used for tasks like intrusion detection, IoT Networks [61], classification and detection of malware variants [62], android malware detection, etc. [63].

Nguyen et al. [64] Proposed an IDS framework based on CNN to detect DoS attacks. The experiments demonstrate that our CNN-based DoS detection algorithm achieves a high level of precision, up to 99.87 %. Additionally, comparisons to other ML algorithms, such as KNN, SVM, and Naive Bayes, show that our proposed method outperforms established techniques. However, [65] has used network attack IDS focused on Convolutional Neural Networks (CNNs) for protecting the CAN bus system. The experiment results show that our classifier effectively detects CAN bus machine attacks, with a detection rate of 0.99 and a high accuracy of 99.99 %.

4.3 Long Short-Term Memory-Recurrent Neural Network (LSTM-RNN)

Recurrent Neural Networks (RNNs) have made significant contributions to computer vision and natural language processing are two areas on which researchers are working (NLP), semantic comprehension, speech recognition,
language modeling, translation, image representation, and recognition of human behavior, among others [66]. The RNN model architecture is a feedback loop that connects layers and has the ability to store data from previous inputs, thus improving the model’s reliability. For modeling sequence data, RNNs are extremely efficient [67]. In particular, a Short-Term Long Memory (LSTM) architecture can resolve the RNN’s vanishing gradient problem, allowing it to achieve long-term dependence. LSTM is an advantageous method for dealing with time-sequential data [68]. Fig 5 illustrates an LSTM cell in which the ‘Forget Gate’, the ‘Input Gate’, and the ‘Output Gate’ all function cooperatively to monitor the flow of information in an LSTM unit [69].

Fig 5 - The basic structure of the LSTM unit [69]

As a novel strategy, there are several studies on these models in the area of cybersecurity, including the following: Detection of anomalies in 5G networks [70], Detection of distributed attacks in fog-to-things computing. The study by [71] proposed an intrusion detection system for SDNs that utilizes a Gated Recurrent Unit Recurrent Neural Network (GRU-RNN) with the NSL-KDD dataset. The experimental results indicated that with just six raw features, the accuracy was 89 %. Tang et al. [72] propose a Software-Defined Network (SDN) framework. The authors have used DNN to construct an anomaly detection model. They trained their model using only six fundamental features drawn from the NSL-KDD Dataset’s 41 features. Also, Kim [73] has used the LSTM structure to construct an IDS model that was trained on the KDD 99 dataset. The experimental results demonstrated that the LSTM structure is efficient for intrusion detection, and a feasible solution was suggested for reducing the false positive rate. This further demonstrated the suitability of the LSTM structure for intrusion detection. Kim et al. [74] used KDD 1999 data. The proposed intrusion detection model is comprised of two parameters: four hidden layers and one hundred hidden units. For deep neural network training, the ReLU function is used as the activation function, and the stochastic optimization approach is used. The proposed model is approximately 99 % accurate. Sokolov [75] proposed a method focused on DNN for analyzing cyber-threats in cloud-based applications. The proposed system employs four neural classifiers for network traffic, spam comments, spam email, and photos. The obtained findings are comparable to those obtained using contemporary approaches. The accuracy achieved for each aspect is comparable to that of contemporary works.

Along with the above-mentioned most popular DL methods, many other deep learning approaches exist in the field for a variety of purposes. For example, the Self-Organizing Map (SOM) is a form of ANN that uses unsupervised learning to convert high-dimensional data to a two-dimensional grid map, thereby achieving dimensionality reduction [76]. The Auto Encoder (AE) is another learning method that is commonly used in unsupervised learning tasks for dimensionality reduction and feature extraction [77]. The Restricted Boltzmann Machines (RBM) method is essential for dimension reduction, classification, regression, collaborative filtering, feature learning, and topic modeling [78]. A Deep Belief Network (DBN) is a type of DNN unsupervised network that is similar to RBM or autoencoders. It is also a type of Backpropagation Neural Network (BPNN) [79]. A Generative Adversarial Network (GAN) is a form of DL network that can generate new data with properties similar to the original data input. Additionally, GANs are commonly used in natural image synthesis, medical image processing, bioinformatics, data augmentation, video generation, and voice generation, among other applications. Additionally, it is beneficial in the field of cybersecurity [80].

5. Assessment and Recommendation

Our work examines a large number of academic intrusion detection studies based on Machine Learning (ML) and Deep Learning (DL), as shown in Table 1.
In this paper, we reviewed most of the ML and DL tasks in the domain of cybersecurity. We realize that most of them have good accuracy. However, some research has higher accuracy through the literature in Table 1. ML and DL technique with variance datasets such as the authors [85],[87],[89], and [91]. The authors of [85] have superior accuracy by utilized the KDDCUP99 dataset to enhance the hybrid intrusion detection system. The authors are proposing a new method based on a decision tree of data mining techniques that are based on the C4.5 algorithm to provide better results with high accuracy of the detection rate and reduce the value of false-positive rate. In [89] Proposed hybrid IDS is a combination of two ML algorithms J48 DT and SVM. To select relevant features from the KDD CUP dataset. Also, the author [90] proposed an algorithm to use the known signature to find the signature of the related attack quickly. In addition, the author [91] In the learning process, two methods have been suggested PID (Perimeter Intrusion Detection) with MLP (Multi-Layer Perceptron), and these proposed methods used quantum classifiers to address issues in ID, and then PID with MLP and quantum classifier algorithm to achieve all parameters such as performance, accuracy, and higher consistency. Furthermore, [87] proposed a model that makes use of a multi-layered RNN. It is intended to be applied for fog computing security similar to end-users and IoT applications. It has been demonstrated that the proposed model used a balanced variant of the difficult dataset: NSL-KDD.

On the other hand, some techniques reviewed in this paper have lower accuracy than other algorithms that have high accuracy, as mentioned above, such as [92] proposed Intrusion Detection System used a DL model called Multi-Layer Perceptron (MLP) trained on the kddcup99 dataset. The Intrusion detection and prevention systems are integrated as a single framework to accomplish the goal of intrusion detection and prevention activities in a more reliable and timely manner. Generally, as we reviewed most of ML and DL algorithms, we realized that most of them have higher accuracy.

6. Conclusion

We presented a study of machine learning and deep learning approaches for network security in the last three years, highlighting the most recent implementations of machine learning and deep learning in the area of Cybersecurity intrusion detection. Network intrusion detection datasets are important for training and testing systems. Machine learning and deep learning algorithms will not work without representative data, and collecting such a dataset is challenging and time-consuming. A series of similar studies were explored in terms of intrusion detection, malware detection, and the use of deep learning and machine learning approaches, as well as their accomplishments and limitations.
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