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Abstract.

In this paper we consider real Wigner random matrices – symmetric $n$ by $n$ random matrices whose entries are independent identically distributed real random variables. We prove that the probability distribution of one or several eigenvalues close to the center of the spectrum does not depend on the probability distribution of the entries of the matrix and is the same as for the Gaussian Orthogonal Ensemble. We make only mild smoothness assumptions on the probability distribution of the entries and assume that the probability distribution of the entries decays polynomially with sufficiently large power or faster than polynomially.

1 Introduction.

Random matrices are an interesting subject in itself and also arise in a number of problems of interest in mathematics, physics and mathematical physics.

Random matrices were introduced by Wigner to model the energy levels in large nuclei. In the modeling of the energy levels of large nuclei, one has to deal with a very complicated many body problem and probability provides effective tools to describe it. A Hamiltonian of a very large nucleus can be represented as a random matrix, in which all the entries are independent random variables.

In addition to nuclear physics, random matrices also found applications in the solid state physics to model electronic energy levels of small metallic particles, to model ultrasonic resonance frequencies of structural materials and to model the energy levels of a spin glass assuming that the entries of a random matrix are the strengths of interactions between the different spins.

Numerical simulations show that energy levels of certain quantum systems behave like the eigenvalues of a random matrix taken from a Gaussian Orthogonal Ensemble.
In number theory, in connection with the Riemann hypothesis, it is conjectured and checked analytically in certain regions as well as numerically that the spacings between the zeroes of Riemann zeta function on the line Re$z = \frac{1}{2}$ have the same distribution as the spacings between the nearest eigenvalues of a random matrix, and that other local fluctuation properties of the eigenvalues of a random matrix and of a Riemann zeta function are also identical.

These wide applications stimulate the search for general patterns in the behaviour of eigenvalues of random matrices. In this paper we show that for a general class of systems which can be described by random matrices with independent identically distributed random entries, the behaviour of eigenvalues is universal, that is it does not depend on the distribution of the entries of the matrix for a wide range of distributions.

### 1.1 Definitions, and method of the proof developed in this paper.

Consider a Wigner ensemble of $n$-dimensional real random symmetric matrices $A_n = ||a_{ij}||$ with $a_{ij} = a_{ji} = \frac{\xi_{ij}}{\sqrt{n}}$, for $1 \leq i, j \leq n$. Let $\xi_{ij}$ be independent identically distributed random variables with a symmetric distribution such that $E\xi_{ij}^2 = \frac{1}{4}$.

Let $\lambda_1, \ldots, \lambda_n$ be the eigenvalues of $A_n$. The limit in probability of the empirical distribution function of eigenvalues $N_n(\lambda) = \frac{1}{n} \# \{k : \lambda_k \leq \lambda\}$ is given by a Wigner semi circle theorem (see papers by Wigner [39], [40], Marchenko [23], Pastur [25], [26], L.Arnold [1], [2], Wachter [38], Girko [15] and others):

$$\lim_{n \to \infty} N_n(\lambda) = \int_{-\infty}^{\lambda} I_{[-1,1]} \frac{2}{\pi} \sqrt{1-t^2} dt,$$

where $I_{[-1,1]}(x) = 1$ for $-1 \leq x \leq 1$ and $= 0$ otherwise.

The outstanding problem of probability theory is to prove the universality in the bulk for Wigner random matrices, i.e. that in the limit of large $n$ the probability distributions of any $k$ eigenvalues of a Wigner random matrix $A_n$ converge to a limit which is independent of the distributions of entries of $A_n$, and is the same as for the matrices in Gaussian Orthogonal Ensemble (or Gaussian Unitary Ensemble).

The question of probability distribution of the individual eigenvalues has been studied thoroughly for the Gaussian Unitary Ensemble (GUE) and Gaussian Orthogonal Ensemble (GOE), where GUE is the ensemble of random hermitian matrices such that $\text{Re} a_{ij} = \text{Im} a_{ij} = N(0, \frac{1}{8n})$ for $i \neq j$ and $a_{ii} = N(0, \frac{1}{4n})$ and GOE is
the ensemble of random real symmetric matrices such that \( a_{ij} = N(0, \frac{1}{4n^2}) \) for \( i \neq j \) and \( a_{ii} = N(0, \frac{1}{2n}) \). The joint distribution of the matrix elements can be written as

\[
P(dA_n) = \text{const}_n \beta e^{-\beta n \text{Trace}(A_n^2)} dA_n,
\]

where \( \beta = 2 \) for GUE and \( \beta = 1 \) for GOE.

This equation implies the following formula for the distribution of the eigenvalues for GUE and GOE:

\[
dP(\lambda_1, \ldots, \lambda_n) = P_{n,\beta}(\lambda_1, \ldots, \lambda_n) d\lambda_1 \ldots d\lambda_n,
\]

where

\[
P_{n,\beta}(\lambda_1, \ldots, \lambda_n) = \text{const}_n \beta \prod_{1 \leq i \leq j \leq n} |\lambda_i - \lambda_j|^{\beta} e^{-\beta n (\lambda_1^2 + \ldots + \lambda_n^2)}.
\]

In [36, 37, 13] Tracy-Widom, and Forrester studied the distribution of the first few largest eigenvalues in GUE and GOE. They showed that the distribution of first \( k \) rescaled eigenvalues

\[
\lambda_i = \frac{\lambda_i - 1}{2n^{2/3}}, i = 1, \ldots, k,
\]

2n^{2/3} has a limit as \( n \to \infty \):

\[
F_{\beta,k}(s_1, \ldots, s_k) = \lim_{n \to \infty} P_{\beta}(\lambda_i^{(n)} \leq 1 + \frac{s_i}{2n^{2/3}}; i = 1, \ldots, k).
\]

The limiting \( k \)-dimensional distribution function can be expressed in terms of the solutions of a completely integrable PDE. The distribution of the rescaled maximal eigenvalue \( \lambda_1^{(n)} \) is given by

\[
F(x) = \lim_{n \to \infty} P(\lambda_1^{(n)} \leq 1 + \frac{x}{2n^{2/3}}) = \exp \left( - \int_x^\infty (t-x) u^2(t) dt \right),
\]

where \( u(t) \) is the solution of the Panleve II equation \( u''(t) = tu(t) + 2u(t)^3 \).

Sinai and Soshnikov in [34, 33] studied the fluctuations around the semi circle law on the edges of the spectrum: \( \lambda = \pm 1 \) for the matrices \( A_n \) such that the distributions of random variables \( \xi_{ij} \) decay at least as fast as Gaussian distributions.

The eigenvalues are rescaled by the factor \( r_n \) such that \( r_n n^{2/3} \to n \to \infty \), so that

\[
\lambda_k = 1 - r_n \theta_k,
\]

and the mass

\[
\mu_n(\theta_k) = \frac{1}{nr_n^{3/2}}.
\]
is placed at each point $\theta_k$. The main theorem in [34] is

**Theorem [SiSo]**

As $n \to \infty$ the measures $\mu_n$ weakly converge in probability on each finite interval to a measure $\mu$ concentrated on the half-line $\mathbb{R}^+$ and absolutely continuous with respect to the Lebesgue measure. The density $\frac{d\mu}{dx}$ has the form $\frac{2\sqrt{2}}{\pi} \sqrt{x}$ for $x \geq 0$ and is 0 for $x < 0$. If $r_n \neq e^{-2/3}$ for some $\varepsilon > 0$, then the measures $\mu_n$ weakly converge to $\mu$ with probability 1. The consequences of the Theorem [SiSo] give the distribution of the maximal eigenvalue $\lambda_{\max}$ of $A_n$ and the number of eigenvalues on $[1 + n^{-2/3}x, \infty]$ for $x > 0$, see [34].

In [29] I generalize the Theorem [SiSo] to the matrices $A_n$ with distribution of $\xi_{ij}$ decaying only polynomially fast at infinity. The main result can be stated as the following Theorem.

**Theorem [Ru1]**

Let the distribution of $\xi_{ij}$ satisfy the assumption

$$P(|\xi_{i,j}| \geq x) \leq \frac{1}{x^p},$$

with $p \geq 18$. Then Theorem [SiSo] holds.

The idea of the proof is to introduce a large cutoff $\Lambda_n > 0$, such that the set of $\omega$ on which at least one of the $\xi_{ij}$ exceeds $\Lambda_n$ has a small measure. On the compliment of this set we approximate the distribution of $\xi_{ij}$ by the distribution with a cutoff. Then we show, following the argument in [34] with the necessary modifications (due to the fact that the cutoff $\Lambda_n$ is an increasing function of $n$), that

**Theorem [Ru2]**

Let $p_n \to n \to \infty$ so that $p_n = o(n^{2/3})$. Then

$$\mathbb{E}(\text{Tr}A_n p_n^{3/2} n) \to n \to \infty \frac{2^{3/2}}{\pi^{1/2}}$$

in probability. (4)

In order to prove the universality at the edge of the spectrum and to find the distribution of 1st, 2nd, 3rd eigenvalues, one needs to consider the rescaling by the factor $r_n$ such that $r_n n^{2/3} \to 1$.

The main result proved by Soshnikov in [35] states

**Theorem [So]**
For Wigner symmetric $n$ by $n$ random matrices with elements $a_{ij} = \frac{\xi_{ij}}{\sqrt{n}}$, where $\xi_{ij}$ are i.i.d. with distributions of entries which are symmetric, which decay faster than a Gaussian at infinity and such that $E_{2\xi_{ij}} = \frac{1}{4}$, the joint distribution function of $k$-dimensional random vector with the components $(\lambda_{1}^{(n)} - 1)2n^{2/3}, \ldots, (\lambda_{k}^{(n)} - 1)2n^{2/3}$ has a weak limit as $n \to \infty$ which coincides with the case of Gaussian Unitary Ensemble.

In [29] I generalize this theorem to the matrices $A_{n}$ with distribution of $\xi_{ij}$ decaying only polynomially fast at infinity:

**Theorem [Ru3]**

Consider a Wigner ensemble of $n$-dimensional real random symmetric matrices $A_{n} = ||a_{ij}||$ with $a_{ij} = a_{ji} = \frac{\xi_{ij}}{\sqrt{n}}$, for $1 \leq i, j \leq n$. Let $\xi_{ij}$ be i.i.d. random variables with a symmetric distribution such that $E_{\xi_{ij}}^{2} = \frac{1}{4}$ and such that the distributions of $\xi_{ij}$ satisfy the assumption $P(|\xi_{ij}| \geq x) \leq \frac{1}{x^{p}}$ with $p \geq 18$.

Then the joint distribution function of $k$-dimensional random vector with the components $(\lambda_{1}^{(n)} - 1)2n^{2/3}, \ldots, (\lambda_{k}^{(n)} - 1)2n^{2/3}$ has a weak limit as $n \to \infty$ which coincides with the case of Gaussian Unitary Ensemble.

The limiting distribution of the largest Gaussian Unitary Ensemble eigenvalue appeared in the paper by Baik, Deift and Johansson [4] as a limit of the rescaled distribution of the length of the longest increasing subsequence $l_{N}(\sigma)$ of a random permutation $\sigma$ of $N$ letters. Okunkov in [28] generalized the Baik-Deift-Johansson result for an arbitrary number of rows of partitions of $N$. The limiting distribution of the largest Gaussian Unitary Ensemble eigenvalue appeared also in the paper by Johansson [18] on shape fluctuations in certain random growth models in two dimensions.

To understand the joint distribution of several eigenvalues in the bulk we introduce the $k$ point correlation functions are defined as

$$\rho_{n,\beta,k}(\lambda_{1}, \ldots, \lambda_{k}) = \frac{n!}{(n-k)!} \int_{\mathbb{R}^{n-k}} P_{n,\beta}(\lambda_{1}, \ldots, \lambda_{n}) d\lambda_{k+1} \cdots d\lambda_{n}.$$ 

Let $v_{n,I}$ be the number of eigenvalues in a set $I$: $v_{n,I} = \# \{ \lambda_{i}^{(n)} : \lambda_{i}^{(n)} \in I, i = 1, 2, \ldots, n \}$. It can be shown that $E v_{n,I} = \int_{I} \rho_{n,\beta,1}(x) dx$, i.e. in order to understand the distribution of several eigenvalues around the point $x$, one should look at the intervals $(x - \frac{\text{const}}{\rho_{n,\beta,1}(x)}, x + \frac{\text{const}}{\rho_{n,\beta,1}(x)})$. Therefore consider a rescaling

$$\lambda_{i} = x + \frac{y}{\rho_{n,\beta,1}(x)}, \quad i = 1, 2, \ldots, k.$$
The rescaled $k$-point correlation function will be defined as:

$$R_{n,\beta,k}(y_1,\ldots,y_k) = \rho_{n,\beta,1}(x)^{-k} \cdot \rho_{n,\beta,k}(\lambda_1,\ldots,\lambda_k).$$

It can be shown that

$$E\nu_{n,\lambda_n}(\nu_{n,\lambda_n} - 1)\ldots(\nu_{n,\lambda_n} - k + 1) = \int_{c_1,c_2} R_{n,\beta,k}(y_1,\ldots,y_k)dy_1\ldots dy_k.$$ 

In the cases of GUE and GOE one can derive the limiting distribution of $\nu_{n,\lambda_n}$ which gives the distribution of eigenvalues for in the bulk of the spectrum (see [24]).

For GUE it was shown that the rescaled $k$-point correlation functions have the following limit on the compact subsets of $\mathbb{R}^k$:

$$\lim_{n \to \infty} R_{n,2,k}(y_1,\ldots,y_k) = R_{2,k}(y_1,\ldots,y_k) = \det(K(y_i,y_j))_{i,j=1}^k,$$

where $K(y,z) = \frac{\sin(\pi(y-z))}{y-z}$. In the case of GOE $K(y,z) = \frac{\sin(\pi(y-z))}{(y-z)} + \frac{\sin(\pi(y+z))}{(y+z)}$.

In [16] is derived the distribution of one or several eigenvalues of GUE. Gustavsson ([16]) proves the following theorems:

**Theorem [Gu1] (The bulk).**

Set

$$G(t) = \frac{2}{\pi} \int_{-1}^{t} \sqrt{1-x^2} dx \quad -1 \leq t \leq 1$$

and $t = t(k,n) = G^{-1}(k/n)$ where $k = k(n)$ is such that $k/n \to a \in (0,1)$ as $n \to \infty$. If $x_k$ denotes the $k$:th eigenvalue in the GUE then it holds that as $n \to \infty$

$$\frac{x_k - t\sqrt{2n}}{\left(\frac{\log n}{4(1-r^2)n}\right)^{1/2}} \to N(0,1)$$

in distribution.

**Theorem [Gu2] (The edge).**

Let $k$ be such that $k \to \infty$ but $\frac{k}{n} \to 0$ as $n \to \infty$ and define $x_{n-k}$ as eigenvalue number $n-k$ in the GUE. Then it holds that as $n \to \infty$,

$$\frac{x_{n-k} - \sqrt{2n} \left(1 - \left(\frac{3\pi k}{4\sqrt{2n}}\right)^{2/3}\right)}{\left(\frac{1}{12\pi} \frac{\log k}{n^{1/3}k^{2/3}}\right)^{1/2}} \to N(0,1)$$
in distribution.

**Theorem [Gu3] (The bulk).**

Let \( \{ x_{k_i} \}^m_1 \) be eigenvalues of the GUE such that \( 0 < k_{i+1} - k_i \sim n^{\theta_i}, 0 < \theta_i \leq 1 \), and \( k_i/n \rightarrow a_i \), where \( a_i \in (0,1) \) as \( n \rightarrow \infty \). Define \( s_i = s_i(k_i,n) = G^{-1}(k_i/n) \) and set

\[
X_i = \frac{x_{k_i} - s_i \sqrt{2n}}{\left( \frac{\log n}{4(1-s_i^2)n} \right)^{1/2}} i = 1, \ldots, m.
\]

Then as \( n \rightarrow \infty \)

\[
P[X_1 \leq x_1, \ldots, X_m \leq x_m] \rightarrow \Phi_\Lambda(x_1, \ldots, x_m)
\]

where \( \Lambda \) is the \( m \times m \) correlation matrix with \( \Lambda_{ij} = 1 - \max_{i \leq k < j < m} \theta_k \), and \( \Phi_\Lambda \) is the cumulative distribution function for the normalized \( m \)-dimensional Normal Distribution with correlation matrix \( \Lambda \).

**Theorem [Gu4] (The edge).**

Let \( \{ x_{n-k_i} \}^m_1 \) be eigenvalues of the GUE such that \( k_1 \sim n^{\gamma} \) where \( 0 < \gamma < 1 \) and \( 0 < k_{i+1} - k_i \sim n^{\theta_i}, 0 < \theta_i < \gamma \). Set

\[
X_i = \frac{x_{n-k_i} - \sqrt{2n} \left( 1 - \left( \frac{3\pi k_i}{4\sqrt{2n}} \right)^{2/3} \right)}{\left( \frac{1}{12\pi} \log \left( \frac{\log n}{\sqrt{n^{2/3} k_i^{2/3}}} \right) \right)^{1/2}} i = 1, \ldots, m
\]

then as \( n \rightarrow \infty \)

\[
P[X_1 \leq x_1, \ldots, X_m \leq x_m] \rightarrow \Phi_\Lambda(x_1, \ldots, x_m)
\]

where \( \Lambda \) is the \( m \times m \) correlation matrix with \( \Lambda_{i,j} = 1 - \frac{1}{\gamma} \max_{i \leq k < j < m} \theta_k \), and \( \Phi_\Lambda \) is the cdf for the normalized \( m \)-dimensional Normal Distribution with correlation matrix \( \Lambda \).

In [7], [27], [9], [10] and [11] the result of the universality in the bulk of the spectrum has been generalized to the certain classes of unitary invariant ensembles of hermitian random matrices, when

\[
P(dA_n) = \text{const}_n e^{-n \text{Tr} V(A_n)} dA_n,
\]

where \( V \) is for example a polynomial of even degree with a positive leading coefficient. If \( V \) is not a quadratic polynomial, the matrix elements of \( A \) are strongly correlated (therefore these results do not apply to Wigner random matrices.)
Johansson in [17] shows the universality of rescaled two point correlation functions in the bulk of the spectrum for quite a general class of hermitian Wigner matrices, with elements whose distributions are convolutions of Gaussians with other distributions.

The goal of this paper is to prove the universality in the bulk of Wigner random matrices for a general class of matrices. In other terms, we intent to prove that for any sufficiently smooth, in general case non-gaussian, \( g(x) \)

\[
P \left( \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} \right) = \frac{\text{Vol} \left( \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_{m_i,m_j} \right)}{\text{Vol}(S_{m_i,m_j})} \left(1 + \varepsilon_{m_i,m_j}\right).
\]

The proof is complicated by the fact that level surfaces \( \prod g(x_j) = \text{const} \) are not spherical, and are not necessary rescalings of each other, unless \( g(x) \) can be closely approximated by the relation

\[
g(x) = \text{Const} e^{|x|^\alpha}.
\]

In this case to obtain level surfaces which are rescalings of each other, we subdivide the space of \( \{x_i,j\}_{i,j=1,...,n} \), i.e. \( \mathbb{R}^{n(n+1)/2} \) into cones. These cones are narrow enough that level surface \( \prod g(x) = \text{const} \) can be approximated by a quadratic surface by Taylor expansion. We prove the result of Proposition 3 separately in each cone, but the cones \( C_m \) have to be selected specially so that

\[
\frac{\text{Vol} \left( \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, C_m, S_{m_1,m_2} \right)}{\text{Vol}(C_m,S_{m_1,m_2})} = \frac{\text{Vol} \left( \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_{m_1,m_2} \right)}{\text{Vol}(S_{m_1,m_2})}.
\]

(6)

The partitioning of the space \( \mathbb{R}^{n(n+1)/2} \) into cones \( C_m \) satisfying (6) is discussed in details in Lemma 6, in which we also show that the subset of the space not in \( \cup C_m \) has negligible probability.

This approach allows to prove in this paper that the probability distribution for the eigenvalues in the bulk is the same for different probability densities \( g(x) \) for the entries \( x_{i,j} \), and that it does not depend on the distribution of the entries of the random matrix.

To this end we take Gaussian random matrices, i.e. those with

\[
g(x) = \frac{e^{-x^2/2}}{\sqrt{2\pi}}, \quad -\infty < x < \infty.
\]
We show in Proposition 2 that probability distribution of eigenvalues \( x_i \in (-1, 1) \) can be written as
\[
P\left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}} \right) = \frac{\text{Vol} \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}}, S_{m_1,m_2} \right)}{\text{Vol}(S_{m_1,m_2})} (1 + \varepsilon_{m_1,m_2}),
\]
where \( S_{m_1,m_2} \) is a set of probability
\[S_{m_1,m_2} = \{ x : \frac{n(n+1)}{8} - m_1 n \leq \sum x_{ij}^2 \leq \frac{n(n+1)}{8} - m_2 n \}.
\]

By the Central Limit Theorem, it is equal \( 1 - \varepsilon_n \). Proposition 2 is valid because for the gaussian random value level surfaces are spherical and look exactly the same on each level surface up to a rescaling, and therefore \( P(A) \) is equal to \( \frac{\text{Vol}(A,S_{m_1,m_2})}{\text{Vol}(S_{m_1,m_2})} \), for every level surface \( \prod g(x_{i,j}) = \text{const} \iff \sum x_{ij}^2 = r^2 \) up to rescaling. Once we find the cones \( C_m \), we show that level surfaces are close to rescaling of one another inside each cone. Therefore probability can be replaced by ratio of volumes.

## 2 Main result.

The main result of the paper is the following Theorem:

**Theorem 1.1**

Consider a symmetric \( n \) by \( n \) Wigner random matrix, whose entries \( x_{ij} \) are independent random variables with the probability distribution \( g \), with \( \text{Ex}_{ij}^2 = \frac{1}{4} \) and such that \( f(x) = -\ln g(x) \) satisfies the following assumptions:

for all \( \Lambda \) large enough \( \max_{[0,\Lambda]} |f(x)| \leq C \max_{[\Lambda,\Lambda+1]} f(x) \),

\(|f''(x)|, |f'''(x)| \leq \max(C |f(x)|, C)\).

Let \( x_i \) be an eigenvalue of a Wigner random matrix such that the expected position of \( x_i \) is within distance \( O(\frac{1}{\sqrt{n}}) \) from 0. Then for large \( n \)
\[
P\left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}} \right)
\]
is independent (up to negligible corrections) of the distribution \( g \) of the entries of the Wigner random matrix and is the same as for GOE.

**Remark.**
The result of the Theorem 1.1 can also be rephrased equivalently as:

Let $x_{-\frac{n}{2}} \leq \ldots \leq x_{\frac{n}{2}}$ be the eigenvalues of the matrix. Then for $x_i$ with $|i| \leq \text{const}$,

$$P\left(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i - \frac{i}{\sqrt{n}} \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}\right)$$

is the same as for GOE up to negligible corrections.

The proof of Theorem 1.1 consists of a number of Propositions and Lemmas given below. In Proposition 1 we show that it is sufficient to consider the problem on the set

$$\frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn.$$ 

In Proposition 2 we explain the idea of the proof on the simple case of $g$ Gaussian. In Proposition 3 we prove the main Theorem 1.1 for a general $g$, by subdividing the space into small cones and on each cone conducting an argument similar to the argument outlined in Proposition 2. Lemmas 4 – 11 contain technical statements needed in the proof of Proposition 3.

The proof of the Theorem 1.1 is the same up to obvious modifications as the proof of the following more general Theorem:

**Theorem 1.2**

Consider a symmetric $n$ by $n$ Wigner random matrix, whose entries $x_{ij}$ are independent random variables with the probability distribution $g$, with $\text{Ex}_{ij}^2 = \frac{1}{4}$ and such that $f(x) = -\ln g(x)$ satisfies the following assumptions:

For all $\Lambda$ large enough $\max_{[0,\Lambda]} f(x) \leq C \max_{[\Lambda,\Lambda+1]} f(x)$,

$$|f''(x)|, |f'''(x)| \leq \max(C |f(x)|, C).$$

Let $x_{i_1}, x_{i_2}, \ldots x_{i_k}$ be eigenvalues of a Wigner random matrix, whose expected positions are within $O\left(\frac{1}{\sqrt{n}}\right)$ from 0. Then for large $n$,

$$P\left(\frac{b_1 \sqrt{\ln n}}{\sqrt{n}} \leq x_{i_1} \leq \frac{c_1 \sqrt{\ln n}}{\sqrt{n}}, \ldots, \frac{b_k \sqrt{\ln n}}{\sqrt{n}} \leq x_{i_k} \leq \frac{c_k \sqrt{\ln n}}{\sqrt{n}}\right)$$

does not depend (up to negligible corrections) on the distribution of the entries of the matrix and is the same as for GOE.

**Remark:** The assumptions that

$$\max_{[0,\Lambda]} f(x) \leq C \max_{[\Lambda,\Lambda+1]} f(x)$$

and that $|f''(x)|, |f'''(x)| \leq \max(C |f(x)|, C)$

were made for simplicity of explanation and can be relaxed significantly. Some assumption that $|f''|$ and $|f'''|$ are not too large (less than $n^\varepsilon$ on the set of measure $1 - \varepsilon_n$) is needed for Lemma 10 to hold.
3 Proof of the main result.

We consider each matrix \((x_{ij})\) as a point in the \(\mathbb{R}^{\frac{n(n+1)}{2}}\) dimensional space with coordinates \((x_{ij})\). In what follows we shall assume that \(\varepsilon_M\) is a small positive or negative number and that \(\varepsilon_M \to M \to \infty 0\) (or \(\varepsilon_n \to n \to \infty 0\)). Sometimes we shall use the notation \(\varepsilon_{M,n}\) to emphasize \(n\) dependence.

We shall denote by \(S_M\) (or by \(S_K\)) a region between two spheres in \(\mathbb{R}^{\frac{n(n+1)}{2}}\) such that

\[
S_M = \{x_{ij} : \frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn\}.
\]

We shall denote by \(S_{M_1,M_2}\) a region between two spheres in \(\mathbb{R}^{\frac{n(n+1)}{2}}\) such that

\[
S_{M_1,M_2} = \{x_{ij} : \frac{n(n+1)}{8} - M_2n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1n\}.
\]

We shall denote by \(S_r\) a spherical shell \(\sum_{ij} x_{ij}^2 = r^2\). In the rest of the paper we shall use the following notation: by \(\text{Vol}(S_M)\) we shall mean the volume of the surface, by \(\text{Vol}(\sum_{ij} x_{ij}^2 = r^2)\) we shall mean the surface area of the surface.

**Proposition 1:**

*For all \(g\) such that Central Limit Theorem holds,*

\[
\int \prod_{ij} g(x_{ij}) \prod_{ij} dx_{ij} = \int \prod_{ij} g(x_{ij}) \prod_{ij} dx_{ij} + \varepsilon_M
\]

where \(\varepsilon_M \to 0\) as \(M \to \infty\).

**Proof:** For any measurable set \(C\) in \(\mathbb{R}^{\frac{n(n+1)}{2}}\),

\[
\int \prod_{ij} g(x_{ij}) \prod_{ij} dx_{ij} = P(x_{ij} \in C, i, j = 1, \ldots n).
\]

Since, by the Central Limit theorem,

\[
P(S_M) = P\left(\frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn\right) = 1 + \varepsilon_M \to M \to \infty 1
\]

Proposition 1 is proved.
The following Proposition is important in the subsequent results and also illustrates the method used to prove the main Theorem.

**Proposition 2:**

For a gaussian $g$,

$$P \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}} \right) = \frac{\text{Vol} \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)}{\text{Vol} \left( \frac{n(n+1)}{8} - M_2 n \leq \sum x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)} (1 + \epsilon_M), \quad (8)$$

where $\epsilon_M \to M^{-\infty} 0$.

**Proof:**

$$P \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}} \right) = \int e^{-\sum x_{ij}^2} \prod_{ij} dx_{ij}$$

$$= \int e^{-r^2} \text{Vol} \left( \sum x_{ij}^2 = r^2, \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}}, S_{M_1, M_2} \right) dr + \epsilon_M. \quad (9)$$

Since the hypersurface $\sum_{ij} x_{ij}^2 = r^2$ is a rescaling of the hypersurface $\sum_{ij} x_{ij}^2 = r^2$ by a factor $\frac{2}{r}$, we obtain that to each point $(x_{ij})$ on the surface $\sum_{ij} x_{ij}^2 = r^2$ there corresponds a point $(x_{ij}') = (x_{ij} \frac{2}{r})$, on the surface $\sum_{ij} x_{ij}'^2 = r^2$ on the same radial line, we have that the eigenvalues $(x_i)$ of the matrix $(x_{ij})$ correspond to the eigenvalues $(x_i' = x_{i} \frac{2}{r})$ of the matrix $(x_{ij}')$. Since one hypersurface is the rescaling of the other one

$$\frac{\text{Vol} \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}}, \sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)}{\text{Vol} \left( \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)}$$

$$= \frac{\text{Vol} \left( \frac{b \sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln n}}{\sqrt{n}}, \sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)}{\text{Vol} \left( \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n \right)} \quad (10)$$

i.e. relative volumes stay the same under a rescaling.

Using the fact that $\frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n$ we obtain that $x_i' = 1 + O \left( \frac{M}{n} \right)$, where $M = \max (M_1, M_2)$ here and subsequently. By Lemma 4 we
Thus write
\[
\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n}))) \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})), \sum_{ij} x_{ij}^2 = r^2, S_{M_1,M_2})
\]
\[
= \text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \sum_{ij} x_{ij}^2 = r^2, S_{M_1,M_2})(1 + \epsilon_M).
\]

Thus
\[
\int e^{-r^2} \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_{M_1,M_2}) dr
\]
\[
= \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n)
\]
\[
\int e^{-r^2} \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n) dr(1 + \epsilon_M)
\]
\[
= \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n)
\]
\[
\int \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n) dr(1 + \epsilon_M).
\]

By the Central Limit Theorem \(P(S_{M_1,M_2}) = 1 + \epsilon_M\). Now, observe that using the same arguments
\[
\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n)
\]
\[
= \int \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_{M_1,M_2}) dr
\]
\[
= \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n)
\]
\[
\int \text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n) dr(1 + \epsilon_M).
\]

Therefore, \[
\text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n)
\]
\[
\text{Vol}(\sum_{ij} x_{ij}^2 = r^2, \frac{n(n+1)}{8} - M_2 n \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + M_1 n) 
\]
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we have that

\[
A \text{ procedure of construction on the cones } C
\]

Thus the Proposition 2 is proved.
In the following Proposition, and thereafter, we use the notation:

\[
= m = F \text{ or any } f
\]

and the existence of partition into the cones

\[
\geq \lambda 0. \text{ Consider partitioning the set }
\]

Thus the Proposition 2 is proved.
In the following Proposition, and thereafter, we use the notation:

\[
f(x) = -\ln g(x)
\]

Proposition 3:

For any \( f = -\ln g \) such that, for all \( \Lambda \) large enough

\[
\max_{[0, \Lambda]} f(x) \leq C \max_{[\Lambda, \Lambda+1]} f(x),
\]

and

\[
|f''(x)|, |f'''(x)| \leq \max(C |f(x)|, C)
\]

we have that

\[
\int \prod_{ij} g(x_{ij})^{b \sqrt{\ln \frac{1}{\epsilon}}} \leq x_{ij} \leq c \sqrt{\ln \frac{1}{\epsilon}} \prod_{ij} dx_{ij}
\]

\[
= \frac{\text{Vol}(b \sqrt{\ln \frac{1}{\epsilon}} \leq x_{ij} \leq c \sqrt{\ln \frac{1}{\epsilon}}, \frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn)}{\text{Vol}(\frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn)} (1 + \varepsilon_M).
\]

Proof: Let us call a set \( C \) a cone, if \( (x_{ij}) \in C \) implies that \( (\lambda x_{ij}) \in C \) for all \( \lambda \geq 0 \). Consider partitioning the set \( \mathbb{R}^{\frac{n(n+1)}{2}} \) into a finite number of small cones \( C_m, m = 1, \ldots, m_n \) and a conical set denoted by \( B \), such that the set \( B \) has negligible probability. Most importantly we assume that all \( C_m \) are such that

\[
\frac{\text{Vol}(b \sqrt{\ln \frac{1}{\epsilon}} \leq x_{ij} \leq c \sqrt{\ln \frac{1}{\epsilon}}, \frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)}{\text{Vol}(\frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)}
\]

\[
= \frac{\text{Vol}(b \sqrt{\ln \frac{1}{\epsilon}} \leq x_{ij} \leq c \sqrt{\ln \frac{1}{\epsilon}}, \frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn)}{\text{Vol}(\frac{n(n+1)}{8} - Mn \leq \Sigma_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn)} (1 + \varepsilon_M).
\]

A procedure of construction on the cones \( C_m \) satisfying these assumptions and thus the existence of partition into the cones \( C_m \) is proved in Lemmas 6, 7, 8a, 8b, 8c.
Below we use the following notation. Let $V_m$ be the area inside $C_m$ between the surfaces $\prod_{ij} g(x_{ij}) = z_0$ and $\prod_{ij} g(x_{ij}) = z_1$ which encloses all the points such that $\frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn$.

We can rewrite $P(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}})$ as

$$\int \prod_{ij} g(x_{ij}) \mathbf{1}_{\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}} \prod_{ij} dx_{ij}$$

$$= \sum_m \int z \text{Vol}(\prod_{ij} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m) dh + \varepsilon_{M,n},$$

(17)

where $dh$ is the distance between the surfaces $\prod_{ij} g(x_{ij}) = z$ and $\prod_{ij} g(x_{ij}) = z + dz$.

First we consider the example $f(x) = x^\alpha$. In this case the surfaces $\sum_{ij} x_{ij}^\alpha = z$ and $\sum_{ij} x_{ij}^\alpha = z'$ are rescalings of each other via a factor $(\frac{z'}{z})^1$. So we obtain that

$$\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \sum_{ij} f(x_{ij}) = -\ln z, V_m, C_m)$$

$$= \frac{\text{Vol}(\sum_{ij} f(x_{ij}) = -\ln z, V_m, C_m)}{\text{Vol}(\sum_{ij} f(x_{ij}) = -\ln z', V_m, C_m)}.$$  

(18)

To prove (18) in the case of general $g$ we first approximate the level surfaces $\sum_{ij} f(x_{ij}) = -\ln z$ by quadratic surfaces and prove the analog (18) for the quadratic surfaces and then show that (18) holds, since the quadratic surfaces approximate the level surfaces closely. For this we use Lemmas 4 and 10 which are formulated and proved further in the paper, and are summarized as follow:

In Lemma 10 it is proved that for general $g$

$$\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{ij} g(x_{ij}) = z, V_m, C_m)$$

$$= \frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z', V_m, C_m)}(1 + \varepsilon_{M,n}).$$

(19)

By Lemma 4 we obtain,

$$\text{Vol}(\prod_{ij} g(x_{ij}) = z', \frac{b\sqrt{\ln n} r'}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n} r'}{\sqrt{n}}, V_m, C_m)$$
\[
\text{Vol}(\prod_{ij} g(x_{ij}) = z', \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)(1 + \varepsilon_M).
\] (20)

Therefore,

\[
\frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z, \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, V_m, C_m)} = \frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z', \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z', V_m, C_m)}(1 + \varepsilon_M).
\] (21)

And we obtain

\[
P\left( \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m \right) = \frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, V_m, C_m)} \cdot \int \prod_{ij} g(x_{ij}) \text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m) dh(1 + \varepsilon_n)
\]

\[
= \frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, V_m, C_m)} P(C_m, V_m)(1 + \varepsilon_n).
\] (22)

By the same methods we obtain that

\[
\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)
\]

\[
= \int \text{Vol}(\prod_{ij} g(x_{ij}) = z, \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m) dh
\]

\[
= \frac{\text{Vol}(\prod_{ij} g(x_{ij}) = z, \; \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m)} \int \text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m) dh(1 + \varepsilon_{M,n}).
\] (23)

Therefore,

\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(V_m, C_m)} = \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{ij} g(x_{ij}) = z_0, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z_0, V_m, C_m)}(1 + \varepsilon_{M,n}).
\]
Thus we obtain,

$$\int \prod_{ij} g(x_{ij}) \prod_{ij} \frac{1}{\sqrt{n}} d_{ij} = \sum_m \frac{\text{Vol}(\frac{b \sqrt{n}}{\sqrt{n}}, x_i \leq \frac{c \sqrt{n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(V_m, C_m)} P(C_m)(1 + \varepsilon_{M,n}).$$

By Lemma 9 and by the assumptions on $C_m$,

$$\frac{\text{Vol}(\frac{b \sqrt{n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(V_m, C_m)} = \frac{\text{Vol}(\frac{b \sqrt{n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n}}{\sqrt{n}}, \frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)}{\text{Vol}(\frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)} (1 + \varepsilon_{M,n}). \tag{24}$$

Therefore we derive,

$$\int \prod_{ij} g(x_{ij}) \prod_{ij} \frac{1}{\sqrt{n}} d_{ij} = \frac{\text{Vol}(\frac{b \sqrt{n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n}}{\sqrt{n}}, \frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)}{\text{Vol}(\frac{n(n+1)}{8} - Mn \leq \sum_{ij} x_{ij}^2 \leq \frac{n(n+1)}{8} + Mn, C_m)} \sum_m P(C_m)(1 + \varepsilon_{M,n}) \tag{25}$$

Where we use the fact that $\sum_m P(C_m) = 1 + \varepsilon_{M,n}$.

The Proposition 3 is proved.

**Lemma 4:**

For all $C_m$,

$$\text{Vol}(\prod_{ij} g(x_{ij}) = z, \frac{b \sqrt{n}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n}}{\sqrt{n}}, V_m, C_m)(1 + \varepsilon_{M,n}). \tag{26}$$
Also,

\[
\text{Vol}(\prod_{ij} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})) \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})), V_m, S_M) = \text{Vol}(\prod_{ij} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, S_M)(1 + \varepsilon_{M,n}).
\]  

(27)

Proof: We note that

\[
\prod_{ij} dx_{ij} = \prod_{ij} |x_i - x_j| \prod_i dx_i \prod_{ij} O_i \prod_{ij} d\xi_{ij},
\]

where \(\prod_{ij} O_i \prod_{ij} d\xi_{ij}\) represents the angular part.

Everywhere in the proof of Lemma 4 we shall assume that \(x_i = O(\sqrt{\ln n})\).

\[
\prod_{k \neq j} |x_k - x_j| = \prod_{k, j \neq i} |x_k - x_j| \prod_j |x_i - x_j - O(\frac{M}{n} \sqrt{\ln n})| = \prod_{k \neq j} |x_k - x_j| e^{-O(\frac{M}{n} \sqrt{\ln n}) \sum_{j \neq i} \frac{1}{|x_j - x_k|}}.
\]

By Lemma 5, on a set of probability \((1 - \varepsilon_K) P(C_k)\) we have that

\[
\frac{M \sqrt{\ln n}}{n^2} \sum_{j \neq i} \frac{1}{|x_i - x_j|} \leq \varepsilon_n.
\]

Take the set \(V_m \cap C_m\) and subdivide it into small conical pieces \(W_l, l = 1, \ldots, L\). Replacing \(x_i = \frac{c\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})))\) with \(x_i = \frac{c\sqrt{\ln n}}{\sqrt{n}}\) and writing \(x_{kj} = \sum_i x_i \xi_{ik} \xi_{ij}\) where \(\xi_{ik}\) and \(\xi_{ij}\) are the angular variables such that \(\sum_i \xi_{ij}^2 = 1\) and \(\sum_i \xi_{ij} \xi_{ik} = \delta_{jk}\), we obtain that

\[
\text{Vol}(\sum_{ij} f(x_{ij}) = -\ln z, \frac{b\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})) \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} (1 + O(\frac{M}{n})), W_l, V_m, C_m) = \text{Vol}(\sum_{kj} f(x_{kj} + O(\frac{M}{n^{3/2}}) \xi_{sk} \xi_{sj}) = -\ln z, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, W_l, V_m, C_m)(1 + \varepsilon_n).
\]  

(28)

The surface \(\sum_{kj} f(x_{kj} + O(\frac{M}{n^{3/2}}) \xi_{sk} \xi_{sj}) = -\ln z\) is close to the surface \(\sum_{kj} f(x_{kj}) = -\ln z\).
Let \( r^2 = \sum x_j^2 \) and \((r')^2 = \sum_{k \neq j} x_j^2 + (x_i + O(M/n^2))^2\). Then
\[
\frac{r'}{r} = \sqrt{\frac{r^2 + O(M/n^2) \sum_{k \neq j} \xi_{ik} \xi_{kj}}{r^2}} = \sqrt{\frac{\sum_{k \neq j} x_j^2 + (x_i + O(M/n^2))^2}{r^2}} = 1 + O(M/n^2). \tag{29}
\]

Since the surface \( \sum_{k \neq j} f(x_{kj} + O(M/n^2)^2) \xi_{ik} \xi_{ij} = -\ln z \) and the surface \( \sum_{k \neq j} f(x_{kj}) = -\ln z \) are less than \( O(M/n^2) \) apart radially; and due to the fact that cones are very small, the change of volume \( \sum_{k \neq j} f(x_{kj} + O(M/n^2) \xi_{ik} \xi_{ij}) = -\ln z \) is replaced by \( \sum_{k \neq j} f(x_{kj}) = -\ln z \) in the equation (28) is
\[
(\frac{r'}{r})^{n(n+1)/2} = (1 + O(M/n^2)^n(n+1)/2) = 1 + O(M/n^2)
\]
we obtain
\[
\text{Vol}(\sum_{ij} f(x_{ij}) = -\ln z, \frac{b\sqrt{\ln n}}{\sqrt{n}} (1 + O(M/n)) \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} (1 + O(M/n)), V_i, V_m, C_m)
\]
\[
= \text{Vol}(\sum_{ij} f(x_{ij}^c) = -\ln z, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, W_i, V_m, C_m)(1 + O(\varepsilon_i)). \tag{30}
\]

**Lemma 5:**

For every cone \( C_k \) defined in Proposition 3, on the subset \( C \) of the cone \( C_k \) of probability \((1 - \varepsilon_K)P(C_k)\)
\[
\frac{M\sqrt{\ln n}}{n^2} \sum_{j \neq i} \frac{1}{|x_i - x_j|} \leq \varepsilon_n. \tag{31}
\]

Also, (37) holds on the subset of \( C_k \cap \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} \) of probability \((1 - \varepsilon_K)P(C_k \cap \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}})\). Consequently on the set of probability \((1 - \varepsilon_K)P(C_k \cap \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}})\)
\[
\text{Vol}(\prod_{i,j} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, C^c, C_k) \leq \varepsilon_n.
\]

**Proof:** By Lemma 8a, on the set of probability \( 1 - \varepsilon_K \), the relation \(|x_j - \frac{j}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \leq \frac{\ln n}{\sqrt{n}} \) is satisfied for all \( j = 1, \ldots, n \). Then for the cones \( C_k \), except for the
cones in the set of probability $\sqrt{\varepsilon K}$, we also have that $|x_j - \frac{j}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \leq \frac{\ln^4 n}{\sqrt{n}}$ (for all $j$) on the set of probability $(1 - \sqrt{\varepsilon K})P(C_k)$.

For a given cone $C_k$ on a set of probability $(1 - \sqrt{\varepsilon K})P(C_k)$ we have that

$$\frac{M\sqrt{\ln n}}{n^{\frac{3}{2}}} \sum_{|j-i| \geq 3\ln^4 n} \frac{1}{|x_i - x_j|} \leq o(\frac{1}{n}).$$

Now, consider the eigenvalues $x_j$ for $|j-i| \leq 3\ln^4 n$, and consider a subset $C^{(i)}_k$ of $C_k$ such that

$$C^{(i)}_k = \{x_j : |x_i - x_{i+1}| \leq \frac{M\ln^2 n}{n^{\frac{3}{2}}}, |x_j - x_{j+1}| \geq \frac{M\ln^8 n}{n^{\frac{3}{2}}} \text{ for } |j-i| \leq 3\ln^4 n, x_j \in C_k\},$$

as well as a subset $C_i$ of $C_k$ such that

$$C_i = \{x_j : |x_i - x_{j+1}| \leq \frac{M\ln^8 n}{n^{\frac{3}{2}}}, |x_j - x_{j+1}| \geq \frac{M\ln^8 n}{n^{\frac{3}{2}}} \text{ for } |j-i| \leq 3\ln^4 n, x_j \in C_k\}.$$

Divide $C^{(i)}_k$ into disjoint neighborhoods $\delta(C^{(i)}_k)$ such that in each $\delta(C^{(i)}_k)$, $\Delta x_i = \Delta x_{i+1} = \Delta \cdot \frac{M\ln^2 n}{n^{\frac{3}{2}}}$ and $\Delta x_j = \Delta \cdot \frac{\delta}{n^{\frac{3}{2} + \varepsilon}}$, with $\Delta = O(\frac{1}{n^{\frac{3}{2} + \varepsilon}})$ and $\delta \leq \frac{1}{\ln n}$.

Similarly divide $C_i$ into disjoint neighborhoods $\delta(C_i)$ such that in each neighborhood, $\Delta x_i = \Delta x_{i+1} = \Delta \cdot \frac{M\ln^8 n}{n^{\frac{3}{2}}}$ and $\Delta x_j = \Delta \cdot \frac{\delta}{n^{\frac{3}{2} + \varepsilon}}$. Notice that this way have equal number of neighborhoods $\delta(C^{(i)}_k)$ and $\delta(C_i)$ and a natural correspondence between them. We can see then

$$\text{Vol}(\delta(C^{(i)}_k)) = O\left(\frac{M\ln^2 n}{n^{\frac{3}{2}}} \prod_{j \neq i} |x'_j - x_j| \prod_{j,k \neq i} |x_j - x_k| \prod_{j \neq i} \Delta x_j \Delta x'_i, \right)$$

and

$$\text{Vol}(\delta(C_i)) = O\left(\frac{M\ln^8 n}{n^{\frac{3}{2}}} \prod_{j \neq i} |x_i - x_j| \prod_{j,k \neq i} |x_j - x_k| \prod_{j \neq i} \Delta x_j \Delta x_i. \right)$$

(We used $x'_i$ in the product $\prod_{j,k \neq i} |x'_j - x_j|$ to emphasize that the values $x_i$ are different in $\delta(C^{(i)}_k)$ and $\delta(C_i)$.) We observe that

$$\prod_{j \neq i} |x'_j - x_i| = e\left(\frac{M\ln^8 n}{n^{\frac{3}{2}}} \sum_{|j-i| \leq 3\ln^4 n} \frac{1}{|x_i - x_j|}\right) \prod_{j \neq i} |x_i - x_j| \leq O(\ln^4 n) \prod_{j \neq i} |x_i - x_j|.$$
Therefore we obtain that
\[ \text{Vol}(\delta(C^{(0)})) \leq \frac{1}{\ln^{12} n} \text{Vol}(\delta(C^{(i)})). \]

Summing over \(\delta(C^{(i)})\) we obtain that
\[ \text{Vol}(C^{(0)}(i)) \leq \frac{1}{\ln^{12} n} \text{Vol}(C^{(i)}). \]

Since \(\sum_{i,j} f(x_{ij})\) is the same on \(C^{(0)}(i)\) and on \(C^{(i)}\) up to \(\varepsilon_n\) (see the arguments in the proof of Lemma 8b), we obtain that
\[ P(C^{(0)}(i)) = \sum P(\delta(C^{(0)})) = \sum \int_{\delta(C^{(0)})} e^{-\sum_{i,j} f(x_{ij})} d\text{Vol} \leq \frac{1}{\ln^{12} n} P(C^{(i)}). \tag{32} \]

Now similarly consider the set \(C^{(1)}\) such that \(|x_i - x_{i+1}| \leq \frac{M \ln^2 n}{n^2}\), and there exists \(x_{j'}\) with \(|j' - i| \leq 3 \ln^4 n\) such that \(\frac{M \ln^2 n}{n^2} \leq |x_{j'} - x_{j'+1}| \leq \frac{M \ln^8 n}{n^2}\) and for other \(x_j\), \(|x_j - x_{j+1}| \geq \frac{M \ln^8 n}{n^2}\).

Consider a small neighborhood \(\delta(C^{(1)}(i))\) inside \(C^{(1)}(i)\), such that \(\Delta x_i = \Delta x_{i+1} \leq \Delta \cdot \frac{M \ln^2 n}{n^2}, \Delta x_{j'} = \Delta x_{j'+1} \leq \Delta \cdot \frac{M \ln^8 n}{n^2}, \Delta x_j \leq \Delta \cdot \frac{\delta}{n^{2+\epsilon}}\). Consider a corresponding small neighborhood \(\delta(C^{(i)}(i))\). Then we obtain that
\[ \text{Vol}(\delta(C^{(1)}(i))) \leq 3 \ln^4 n \frac{M \ln^2 n}{n^2} \frac{M \ln^8 n}{n^2} \prod_{j \neq i} |x_j - x'_{j'}| \prod_{j \neq j'} |x_j - x'_{j'}| \prod_{j,k \neq j',i} |x_j - x_k| \prod_{j \neq i,j'} \Delta x_j \Delta x_{j'} \Delta x_{j'}. \]

Here the notation \(x'_{j'}\) and \(x'_{j''}\) is used in \(\delta(C^{(1)}(i))\) to emphasize that \(x_i\) and \(x_{j'}\) are different from those in \(\delta(C^{(i)}(i))\). Then we obtain
\[ \prod_j |x_j - x'_{j'}| = e^{O(\varepsilon_n)} \prod_j |x_j - x_i| \]
\[ \prod_{j \neq i,j'} |x_j - x'_{j'}| = e^{O(\varepsilon_n) \frac{M \ln^8 n}{n^2} \sum_{j \neq i,j'} |x_j - x_{j'}|} \leq O(\ln^4 n) \prod_{j \neq i,j'} |x_j - x'_{j'}|. \]
Therefore
\[
\text{Vol}(\delta(C^{(1)}_{(i)})) \leq M \ln^{14} n \frac{1}{\delta n^{1-\varepsilon}} \text{Vol}(\delta(C_{(i)})).
\]

Similarly to the arguments above we obtain
\[
P(C^{(1)}_{(i)}) \leq \frac{M \ln^{14} n}{\delta n^{1-\varepsilon}} P(C_{(i)}).
\]

Repeating such arguments for the sets \(C^{(2)}_{(i)}, C^{(3)}_{(i)}\) etc. (where set \(C^{(k)}_{(i)}\) is a set such that \(|x_i - x_{i+1}| \leq \frac{M \ln^{2} n}{n^2}\) and there exist \(k\) eigenvalues \(x_{j'}\) with \(|j' - i| \leq 3 \ln^{4} n\) such that \(\frac{M \ln^{2} n}{n^2} \leq |x_{j'} - x_{j'+1}| \leq \frac{M \ln^{8} n}{n^2}\) and for other \(j\) such that \(|j - i| \leq 3 \ln^{4} n\), \(|x_j - x_{j+1}| \geq \frac{M \ln^{8} n}{n^2}\), we obtain
\[
P(C^{(0)}_{(i)} \cup C^{(1)}_{(i)} \cup C^{(2)}_{(i)} \cup \ldots) \leq \frac{\text{const}}{\ln^{10} n} P(C_{(i)}).
\]

(With a little more work, we can show that the condition \(\frac{M \ln^{2} n}{n^2} \leq |x_{j'} - x_{j'+1}|\) can be removed). Therefore probability that \(|x_i - x_{i+1}| \leq \frac{M \ln^{2} n}{n^2}\) is less than \(\varepsilon_n P(C_k)\).

The arguments above go through without any changes on the set \(\frac{b \sqrt{n} \ln n}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n} \ln n}{\sqrt{n}} \cap C_k\).

We derive then that \(P\left(\exists i \text{ such that } |x_i - x_{i+1}| \leq \frac{M \ln^{2} n}{n^2}\right) \leq \varepsilon_n\). Therefore
\[
P(C^c) = P\left(\sum \frac{M \sqrt{n} \ln n}{n^2} \frac{1}{|x_i - x_j|} \geq \varepsilon_n\right) \leq \sum_k \frac{M \sqrt{n} \ln n}{n^2} \frac{n^2}{M \ln^2 n} = \frac{\sqrt{\ln n}}{\ln^2 n} \approx \frac{1}{\sqrt{n}} \leq \varepsilon_n
\]

Using the results of Lemma 10 we derive that for some \(z_1\) determined by mean value theorem
\[
\text{Vol}\left(\frac{b \sqrt{n} \ln n}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n} \ln n}{\sqrt{n}}, C^c, V_k, C_k\right)
\]
\[
\text{Vol}\left(\frac{b \sqrt{n} \ln n}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n} \ln n}{\sqrt{n}}, V_k, C_k\right)
\]
\[
= \frac{\text{Vol}(\prod_{i,j} g(x_{ij}) = z_1, \frac{b \sqrt{n} \ln n}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n} \ln n}{\sqrt{n}}, C^c, V_k, C_k)}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z_1, \frac{b \sqrt{n} \ln n}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{n} \ln n}{\sqrt{n}}, V_k, C_k)} \approx (1 + \varepsilon_n). \tag{33}
\]
Since by Lemma 10,

\[
\text{Vol}(\prod_{i,j} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} r \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} r, C^c, V_{k,C})
\]

\frac{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} r \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} r, V_{k,C})}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} r \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} r, V_{k,C})} = (1 + \epsilon_n),
\]

we obtain that

\[
\text{Vol}(\prod_{i,j} g(x_{ij}) = z, \frac{b\sqrt{\ln n}}{\sqrt{n}} r \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} r, V_{k,C}) \leq \epsilon_n.
\]

Lemma is proved.

**Remark:** Before proceeding with the partitioning of the space of \( \{x_{ij}\}_{i,j=1,\ldots,n} \) into the cones \( C_m \), let us introduce additional relations which are used in the Lemmas that follow: For the matrix with elements \( x_{ij} \), we can represent each element as

\[
x_{ij} = \sum_{k=1}^{n} x_k \xi_{ij} \xi_{k,j}
\]

where \( \xi_{ij} \) are the \( \frac{n(n-1)}{2} \) angular variables, such that \( \sum_k \xi_{kj} = 1 \) and \( \sum_k \xi_{ik} \xi_{kj} = \delta_{ij} \).

As is shown in Mehta (see [24])

\[
\prod_{ij} dx_{ij} = \prod_{ij} [x_i - x_j] \prod_{ij} O_{ij} \prod_{ij} d\xi_{ij},
\]

where \( O_{ij} \) depends only on the angular variables.

In order to construct the partition of \( \mathbb{R}^{\frac{n(n+1)}{2}} \) into cones \( C_m \) (and a set \( B \) of negligible probability) such that

\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_K, C_m)}{\text{Vol}(S_K, C_m)} = \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_K)}{\text{Vol}(S_K)} (1 + \epsilon_n)
\]

(35)

it is sufficient to construct the cones satisfying this condition in the set of eigenvalues \( x_1 \leq \ldots \leq x_n \), and then take rectangles in the space of \( \xi_{ij} \) (and rescale them by all \( \eta > 0 \) to make cones) so that in each cone \( C_m \cap S_r \) for all \( i \) and \( j \) each \( \Delta \xi_{ij} \leq \frac{1}{n^{\pi+k}} \) (this can be made smaller if needed), then the ratio of volumes in (35)
stays the same, because the $\xi_{ij}$ part in each integral is the same in the numerator and denominator and therefore cancels.

**Lemma 6:**

The set $x_1 \leq x_2 \leq \ldots \leq x_n$ can be divided into the cones $C_k$ (and a set $B$ of negligible probability) such that in each cone $x_i$ changes from $-\frac{N\delta}{2n^{2+\epsilon}}$ to $\frac{N\delta}{2n^{2+\epsilon}}$ and the length of each $C_k \cap S_r$ is $\frac{N\delta}{2n^{2+\epsilon}}$ in the long direction and less than $\frac{\delta}{n^{2+\epsilon}}$ in each perpendicular direction, where $N \leq n^\frac{1}{4}$ and $\delta \leq \frac{1}{\ln n}$. Also in each cone $C_k$,

$$\frac{\text{Vol}(\frac{b\text{Vol}}{\sqrt{n}} \leq x_i \leq \frac{c\text{Vol}}{\sqrt{n}}, S_K, C_k)}{\text{Vol}(S_K, C_k)} = \frac{\text{Vol}(\frac{b\text{Vol}}{\sqrt{n}} \leq x_i \leq \frac{c\text{Vol}}{\sqrt{n}}, S_K)}{\text{Vol}(S_K)}(1 + \epsilon_{K,n}).$$

**Proof:** Let $|\lambda| \leq \frac{N\delta}{2n^{2+\epsilon}}$. Divide the set $x_1 \leq x_2 \leq \ldots \leq x_n$ into cones in the following way. Consider all the points $(x_j)$ on a particular $S_r$ such that $S_r \subset S_K$. If at $x_i = \frac{i}{\sqrt{n}} - \frac{\sqrt{n}}{2}$, all $x_j$'s (with $|j - i| \leq \sqrt{n}$) have the property that $x_j - x_{j-1} \geq \frac{1}{n^{2+\epsilon}}$, then draw a line through this point on which take $x'_j = x_j + \lambda(1 - \frac{|j-i|}{N})$ for $|j-i| \leq N$ and $x'_j = x_j$ for $|j-i| > N$. If for $x_i = \frac{i}{\sqrt{n}} - \frac{\sqrt{n}}{2}$ there exist $j$ such that $|x_j - x_j-1| \leq \frac{1}{n^{2+\epsilon}}$, then draw a line through this point such that for those $x_j$ and $x_{j-1}$, $x'_j - x_{j-1} = x_j - x_{j-1}$ and for other $x_j$ we have as before that $x'_j = x_j + \lambda(1 - \frac{|j-i|}{N})$ where $j'$ is the number of eigenvalue $x_j$ ($j' \geq i$) such that $x_j - x_{j-1} \leq \frac{1}{n^{2+\epsilon}}$ (i.e. omitting all the eigenvalues which distance less than $\frac{1}{n^{2+\epsilon}}$ between the neighboring eigenvalues). Take such lines distance $\frac{\delta}{n^{2+\epsilon}}$ apart in the direction of each $x_j$ at $x_i = \frac{i}{\sqrt{n}} - \frac{\sqrt{n}}{2}$ to be the boundaries of the cones $\tilde{C}_k$. To obtain the cone take the rescalings by all possible $\eta > 0$ – or connect all the points of the parallelepiped just constructed with the origin. Construct the cones consequently: first construct one cone, then, using its boundaries, construct neighboring cones. For the cones where there exist $j$ such that $x_j - x_{j-1} \leq \frac{1}{n^{2+\epsilon}}$ let the boundaries of the cones be given by the lines such that for those $j$, $x'_j - x'_{j-1} = x_j - x_{j-1}$ (and therefore these would also be the boundaries of the neighboring cones). Therefore if a cone has boundaries given by non-parallel lines, the smallest distance between
the boundaries in any \( x_j \) direction is \( \frac{\delta}{2n^{2+\epsilon}} \). Now in the cones \( \tilde{C}_k \) we have that

\[
\begin{align*}
\text{Vol}(\frac{\sqrt{\ln n}}{\sqrt{n}} &\leq x_i \leq \frac{\sqrt{\ln n}}{\sqrt{n}} , S_r, \tilde{C}_k) = \frac{\int \cdots \int_{S_r \cap \tilde{C}_k} \prod_{j \neq i} dx_j \int \frac{\sqrt{\ln n}}{\sqrt{n}} dx_i \prod_{j \neq k} |x_j - x'_k|}{\int \cdots \int_{S_r \cap \tilde{C}_k} \prod_{j \neq i} dx_j \int \frac{\sqrt{\ln n}}{\sqrt{n}} dx_i \prod_{j \neq k} |x_j - x'_k|}. (36)
\end{align*}
\]

We shall now show that if \( p \) is the number of \( x_j \)'s such that \( x_{j+1} - x_j \leq \frac{1}{n^{2+\epsilon}} \) then for some \( |C'_n| \leq \text{const}, |C''_n| \leq \text{const} \)

\[
\prod_{j \neq k} |x_j' - x_k'| = \prod_{j \neq k} |x_j - x_k| e^{\lambda(N+p)n^{\frac{1}{2}+\epsilon} \text{ln}C'_n + \lambda(N+p)n^{\frac{1}{2}+\epsilon} \text{C}''_n + 6e^{\text{const}} e_N n^{\frac{1}{2}+\epsilon} \text{ln}^4 n}.
\]

Indeed, in Lemmas 7, 8a and 8b it is shown that with probability \( 1 - \epsilon_K \) the number \( p \) of \( x_j \) such that \( x_{j+1} - x_j \leq \frac{1}{n^{2+\epsilon}} \) is less than \( n^{\frac{1}{2} - \epsilon} \ln^5 n \).

(Because we are going to use factors \( C_n \leq \text{const} \) in the estimate, this amounts to that if \( x_j - x_{j-1} \leq \frac{1}{n^{2+\epsilon}} \) then we can treat them in the estimate as if they actually coincide, and if \( x_j - x_{j-1} > \frac{1}{n^{2+\epsilon}} \) then we can treat them in the estimate as if the distance between them is equal to \( \frac{1}{n^{2+\epsilon}} \).

Now by \( x_j \) and \( x_k \) we shall mean eigenvalues which are distance more than \( \frac{1}{n^{2+\epsilon}} \) from the neighboring eigenvalues (for those eigenvalues \( x'_j = x_j + \lambda(1 - \frac{i}{N}) \) if \( |j - i| \leq N \), and later in the calculation we shall take into account other \( x_j \)'s which are distance less than \( \frac{1}{n^{2+\epsilon}} \) from the neighboring eigenvalues.

Now suppose \( i \leq j' \leq i + N \). If \( i \leq k' \leq j' \leq i + N \) then \( x'_j - x'_k = x_j - x_k - \frac{\lambda}{N}(j' - k') \). Therefore

\[
|x'_j - x'_k| = |x_j - x_k| e^{\frac{\lambda}{N} |j' - k'|}.
\]

If \( j' \leq k' \leq i + N \) then \( x'_j - x'_k = x_j - x_k + \frac{\lambda}{N}(j' - k') \). Then

\[
|x'_j - x'_k| = |x_j - x_k| e^{\frac{\lambda}{N} |j' - k'|}.
\]

If \( i - N \leq k' \leq i \) then \( x'_j - x'_k = x_j - x_k - \frac{\lambda}{N}(j' + k' - 2i) \). Therefore

\[
|x'_j - x'_k| = |x_j - x_k| e^{\frac{\lambda}{N} (j' + k' - 2i)}.
\]
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If \( i + N \leq k' \leq n \) then \(|x_j' - x_k'| = |x_j - x_k + \lambda(1 - \frac{j-i}{N})|\). Therefore

\[
|x_j' - x_k'| = |x_j - x_k| e^{-\frac{\lambda(N-j'+i)}{|x_j-x_k|}}.
\]

If \( 1 \leq k' \leq i - N \), then \( x_j' = x_j + \lambda(1 - \frac{j'-i}{N}) \) and \( x_k' = x_k \). Then

\[
|x_j' - x_k'| = |x_j - x_k + \lambda(1 - \frac{j'-i}{N})| = |x_j - x_k| e^{-\frac{\lambda(N-j'+i)}{|x_j-x_k|}}.
\]

Therefore we obtain

\[
\prod_{i \leq j' \leq i+N, k' \neq j'} |x_j' - x_k'| \prod_{i \leq j' \leq i+N, k' \neq j'} |x_j - x_k| e^{\sum_{i \leq j' \leq i+N} S_{n,j} C_n},
\]

where \( |C_n| \leq 1 \), and

\[
S_{n,j}' = \sum_{i \leq k' \leq i+N} \frac{\lambda}{N} \frac{|j' - k'|}{|x_j' - x_k'|} + \sum_{i - N \leq k' \leq i} \frac{\lambda}{N} \frac{|2i - j' - k'|}{|x_j' - x_k'|} + \sum_{k' \leq i} \frac{\lambda}{N} \frac{|N - j' + i|}{|x_k'-x_j'|} + \sum_{k' \geq i+N} \frac{\lambda}{N} \frac{|N - j' + i|}{|x_k'-x_j'|}.
\] (37)

Now we shall take into account next to some points \( x_j \) there can be several points \( x_{k} \geq x_j \) if \( j \geq i \) such that \( x_k - x_{k-1} \leq \frac{1}{n^{2+\varepsilon}} \) (or \( x_k \leq x_j \) if \( j < i \) such that \( x_{k+1} - x_k \leq \frac{1}{n^{2+\varepsilon}} \)). Let \( p_1, p_2, \ldots, p_q \) with \( p_1 + \ldots + p_q = p \) be the respective numbers of such “close” eigenvalues at different \( j \)'s. Suppose that next to the given \( x_j \) there are \( p_j \) such “close” points. Then we obtain that for these points we can use exactly the same estimates we used for \( x_j \). Therefore instead of \( S_{n,j}' \) we obtain \( S_{n,j} \) such that

\[
S_{n,j} = \sum_{k:i \leq k' \leq i+N} \frac{p_k}{N} \frac{|j' - k'|}{|x_j' - x_k'|} + \sum_{k:i - N \leq k' \leq i} \frac{p_k}{N} \frac{|j' + k' - 2i|}{|x_j' - x_k'|} + \sum_{k \leq i} \frac{p_k}{N} \frac{|N - j' + i|}{|x_k'-x_j'|} + \sum_{k' \geq i+N} \frac{p_k}{N} \frac{|N - j' + i|}{|x_k'-x_j'|}.
\] (38)

The sums of interest can be estimated as follows:

\[
\sum_{j,k=1}^{i+N} p_j p_k \frac{|j' - k'|}{|x_j' - x_k'|} = \sum_{j'=0}^{i+N} p_{j'} \sum_{|j' - k'| \leq 3\ln^4 n} \frac{p_k}{|x_j' - x_k'|} + \sum_{j \geq 3} \sum_{q \leq 4} \sum_{3q \ln^4 n \leq |j' - k'| \leq 3(q+1)\ln^4 n} \frac{p_k}{|x_j' - x_k'|}.
\]
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and

\[ (p + N)N3\ln^4 n \frac{1}{\sqrt{N}} + (p + N)N3\ln^4 n \sum_{q \geq 1} \frac{\sqrt{n}}{(3q - 2)\ln^4 n} \]

\[ = (p + N)N3\ln^4 n \frac{1}{\sqrt{N}} + (p + N)N3\ln{n}. \] (39)

Note that each \( p_k \leq 3\ln^4 n \), because by Lemma 8a on the set of \( \{x_{ij}\} \) of probability 
\( 1 - e^{-\ln^3 n} \) any interval of the length \( \frac{1}{\sqrt{n}} \) cannot contain more than \( 3\ln^4 n \) eigenvalues. (Otherwise, eigenvalues will be more than \( \frac{\ln^4 n}{\sqrt{n}} \) away from their expected positions.)

Also,

\[
\frac{\lambda}{N} \sum_{k' \leq i - N} p_k \sum_{j' = i - N}^{i + N} \frac{N - j' + i}{|x_{k'} - x_{j'}|} \]

\[ = \frac{\lambda}{N} \sum_{j' = i - N}^{i + N} (N - j' + i) p_j \left[ \sum_{i - N - 3\ln^4 n \leq k' \leq i - N - 3\ln^4 n} \frac{p_k}{|x_{k'} - x_{j'}|} \right] \]

\[ + \sum_{q \geq 1} \sum_{i - N - 3(q + 1)\ln^4 n \leq k' \leq i - N - 3q\ln^4 n} \frac{p_k}{|x_{k'} - x_{j'}|}. \] (40)

Now we can estimate that

\[ \sum_{j' = i - N}^{i + N} (N - j' + i) p_j \sum_{|i - N - 3\ln^4 n \leq k' \leq i - N - 3\ln^4 n|} \frac{p_k}{|x_{k'} - x_{j'}|} \]

\[ = N(p + 2N)C'_N 3\ln^4 n \frac{1}{\sqrt{N}} + 3N(p + 2N)C'_N \ln^4 n \frac{1}{\sqrt{N}} \] (41)

and

\[ \sum_{j' = i - N}^{i + N} p_j \sum_{q \geq 1} (N - j' + i) \sum_{i - N - 3(q + 1)\ln^4 n \leq k' \leq i - N - 3q\ln^4 n} \frac{p_k}{|x_{k'} - x_{j'}|} \]

\[ = C'_N N(p + 2N) \sum_{q \geq 1} \frac{3\ln^4 n \sqrt{N}}{(3q - 2)\ln^4 n} = C'_N N(p + 3N) \ln^4 n \frac{1}{\sqrt{N}} \] (42)

Therefore

\[ \frac{\lambda}{N} \sum_{k' \leq i - N} p_k \sum_{j' = i - N}^{i + N} \frac{N - j' + i}{|x_{k'} - x_{j'}|} = \frac{\lambda}{N} 3N(p + 2N)C'_N \ln^4 n \frac{1}{\sqrt{N}} + 3\lambda(p + 2N)C_N \ln^4 n \frac{1}{\sqrt{N}} \] (43)

27
And we obtain
\[ \prod_{j':i \leq j' \leq i+N} \prod_{k' \neq j'} |x_{j'} - x_{k'}| = \prod_{k' \neq j} |x_j - x_k| e^{\sum_{i \leq j \leq i+N} p_j S_{n,j}}. \] (44)

Estimating the sum in (38) we obtain,
\[ \sum p_j S_{n,j} = \prod_{i \leq j' \leq i+N} \prod_{k' \neq j} |x_{j'} - x_{k'}| \]
\[ = \prod_{i \leq j' \leq i+N} \prod_{k' \neq j} |x_k - x_j| e^{3(p+N)\lambda n^2 \epsilon N^4 n + 3\lambda (p+2N)C_n^4 \lambda n^2 \epsilon N^4 n} e^{3C_n^3 N(p+N)n} \ln n}. \] (45)

Let \( i-N \leq j' \leq i \). Then we obtain that for \( i-N \leq k' \leq i \)
\[ |x_{j'} - x_k'| = |x_j - x_k| e^{\frac{\lambda |j' - k'|}{N |x_{j'} - x_k'|}}. \]

For \( i \leq k' \leq i+N \) we obtain
\[ |x_{j'} - x_k'| = |x_j - x_k| e^{-\frac{\lambda |N+i-j'|}{N |x_{j'} - x_k'|}}. \]

For \( k' \leq i-N \), we obtain
\[ |x_{j'} - x_k'| = |x_j - x_k| e^{\frac{\lambda |N+i-j'|}{N |x_{j'} - x_k'|}}. \]

For \( k' > i+N \), we obtain
\[ |x_{j'} - x_k'| = |x_j - x_k| e^{\frac{\lambda |N+i-j'|}{N |x_{j'} - x_k'|}}. \]

Therefore,
\[ \prod_{i-N \leq j' \leq i+k' \neq j} \prod_{i-N \leq j' \leq i+k' \neq j} |x_{j'} - x_k'| = \prod_{i-N \leq j' \leq i+k' \neq j} \prod_{i-N \leq j' \leq i+k' \neq j} |x_j - x_k| e^{\sum_{i \leq j \leq i+N} S_{n,j} C_n^3} \]
where \( |C_n^3| \leq 1 \), and
\[ S_{n,j}' = \sum_{k' = i-N}^{i} \frac{\lambda}{N} \frac{|j' - k'|}{|x_{j'} - x_{k'}|} + \sum_{k' = i+1}^{i+N} \frac{\lambda}{N} \frac{|2i - j' - k'|}{|x_{k'} - x_{j'}|} \]
\[ + \frac{\lambda}{N} \sum_{k' < i-N} \frac{|N-i+j'|}{|x_{j'} - x_{k'}|} + \frac{\lambda}{N} \sum_{k' > i+N} \frac{|N-i+j'|}{|x_{k'} - x_{j'}|} \]
obtain

If next to \( x_j \) there are \( p_j \) “close” points, then repeating the estimates as in (45) we obtain

\[
\prod_{i-N \leq j' \leq i' \neq j} \prod \left| x'_j - x'_k \right| = \prod_{i-N \leq j' \leq i' \neq j} \prod \left| x_j - x_k \right| e^{6(p+N)C_n^p \lambda n^{N/2} + 6C_n^p \lambda N N^{N/2} + \varepsilon \ln^4 n}.
\]

Suppose \( j' < i - N \). Then if \( i - N \leq k' \leq i + N \) we obtain

\[
\prod_{j' < i-N} \prod_{k' = i-N} ^{i+N} \left| x'_j - x'_k \right| = \prod_{j' < i-N} \prod_{k' = i-N} ^{i+N} \left| x_j - x_k \right| e^{\frac{\lambda}{N} \sum_{i-N} ^{i+N} p_j \sum_{k' = i-N} ^{i+N} p_k \frac{N - |i - k'|}{|x_k' - x_j'|}}.
\]

Calculating the exponent we obtain

\[
\frac{\lambda}{N} \sum_{j' < i-N} p_j \sum_{k' = i-N} ^{i+N} p_k \frac{N - |i - k'|}{|x_k' - x_j'|} = 3C(2N + p)\lambda n^{N/2} \ln n + 3C'\lambda (2N + p)n^{N/2} + \varepsilon \ln^4 n.
\]

Suppose \( j' > i + N \). Then for \( i - N \leq k' \leq i + N \),

\[
\prod_{j' > i+N} \prod_{k' = i-N} ^{i+N} \left| x'_j - x'_k \right| = \prod_{j' > i+N} \prod_{k' = i-N} ^{i+N} \left| x_j - x_k \right| e^{\frac{\lambda}{N} \sum_{j' > i+N} p_j \sum_{k' = i-N} ^{i+N} p_k \frac{N - |i - k'|}{|x_k' - x_j'|}}.
\]

We estimate the sum in the exponential in the same way as above

\[
\frac{\lambda}{N} \sum_{j' \geq i+N} p_j \sum_{k' = i-N} ^{i+N} p_k \frac{N - |i - k'|}{x_k' - x_j'} = C(p + 2N)\lambda n^{N/2} \ln n + 3C'\lambda (p + 2N)n^{N/2} + \varepsilon \ln^4 n.
\]

Therefore

\[
\prod_{j' \geq i+N} \prod_{k' = i-N} ^{i+N} \left| x'_j - x'_k \right| = \prod_{j' \geq i+N} \prod_{k' = i-N} ^{i+N} \left| x_j - x_k \right| e^{3Cp\lambda(p + 2N)n^{N/2} \ln n + 3C'\lambda (p + 2N)n^{N/2} + \varepsilon \ln^4 n}\bigg).\]
Combining all of these estimates together we obtain that
\[
\prod_{1 \leq k \leq j \leq n} |x_j^* - x_k^*| = \prod_{1 \leq k \leq j \leq n} |x_j - x_k| e^{S_{n,j}},
\]  
where
\[
S_{n,j} = C'_n \lambda (p + 2N) n^{\frac{1}{2}} \ln n + 3C'''_n \lambda (p + 2N) n^{\frac{1}{2} + \epsilon} \ln^4 n
\]
\[
= C_n \lambda (p + 2N) n^{\frac{1}{2} + \epsilon} \ln^4 n,
\]  
and \(C_n, C'_n, C'''_n\), are \(\text{const} > 0\). If we rename the coordinates inside the cone \(\tilde{C}_k\) in the following way \(x_j^* = \tilde{x}_j + \lambda (1 - \frac{|j' - i|}{N})\) for \(|j' - i| \leq N\) and \(|\tilde{x}_j - \tilde{x}_{j-1}| \geq \frac{1}{n^{\frac{1}{2} + \epsilon}}\) and \(x_j^* - x_j^* = \tilde{x}_j - \tilde{x}_{j-1}\) if \(|\tilde{x}_j - \tilde{x}_{j-1}| \leq \frac{1}{n^{\frac{1}{2} + \epsilon}}\) (where \(\tilde{x}_j\) are the eigenvalues at \(\lambda = 0\)), we can obtain the coordinates on \(C_k \cap S_r\) in the following way
\[
x_j^* = (\tilde{x}_j + \lambda (1 - \frac{|j' - i|}{N})) \left( \frac{\sum_j \tilde{x}_j^2}{\sum_{j:|j' - i| > N} \tilde{x}_j^2 + \sum_{j:|j' - i| \leq N} (\tilde{x}_j + \lambda (1 - \frac{|j' - i|}{N}))^2} \right)^{\frac{1}{2}}.
\]

Then we obtain
\[
\frac{\text{Vol}(b \sqrt{\ln n} \leq x_i \leq c \sqrt{\ln n}, S_r, \tilde{C}_k)}{\text{Vol}(S_r, \tilde{C}_k)} = \frac{\int \cdots \int_{S_r \cap \tilde{C}_k} \prod_j d\tilde{x}_j \int_{b \sqrt{\ln n} / \sqrt{n}}^{c \sqrt{\ln n} / \sqrt{n}} dx_j^* \prod_j, k |x_j^* - x_k^*|}{\int \cdots \int_{S_r \cap \tilde{C}_k} \prod_j d\tilde{x}_j \int_{-2n^{\frac{1}{2} + \epsilon}}^{2n^{\frac{1}{2} + \epsilon}} dx_j^* \prod_j, k |x_j^* - x_k^*|}
\]
\[
= \frac{\int \cdots \int_{S_r \cap \tilde{C}_k \cap \{\lambda = 0\}} \prod_j d\tilde{x}_j \prod_j, k |\tilde{x}_j - \tilde{x}_k| \int_{b \sqrt{\ln n} / \sqrt{n}}^{c \sqrt{\ln n} / \sqrt{n}} dx_j^* \prod_j, k \int_{-2n^{\frac{1}{2} + \epsilon}}^{2n^{\frac{1}{2} + \epsilon}} dx_j \ e^{C_n \lambda (p + N) n^{\frac{1}{2} + \epsilon} \ln^4 n(1 + o(\lambda))}}{\int \cdots \int_{S_r \cap \tilde{C}_k \cap \{\lambda = 0\}} \prod_j d\tilde{x}_j \prod_j, k |\tilde{x}_j - \tilde{x}_k| \int_{-2n^{\frac{1}{2} + \epsilon}}^{2n^{\frac{1}{2} + \epsilon}} dx_j \ e^{C_n \lambda (p + N) n^{\frac{1}{2} + \epsilon} \ln^4 n(1 + o(\lambda))}}.
\]  
(49)

In order to make this ratio to be equal to
\[
\frac{\text{Vol}(b \sqrt{\ln n} \leq x_i \leq c \sqrt{\ln n}, S_K)}{\text{Vol}(S_K)}.
\]  
(50)
For each \( \lambda = \text{const} \) that is outside of the interval \( [b \sqrt{\ln n}, c \sqrt{\ln n}] \), we shall rescale the width of each cone in each \( \tilde{x}_j \) direction for \( j \) such that \( |\tilde{x}_j - \tilde{x}_{j-1}| \geq \frac{1}{n^{\frac{1}{2} + \varepsilon}} \) by a factor

\[
e^{-\frac{c_n}{n^p} \lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^4 n - \frac{C_\lambda}{n^p}}.
\]

Then we claim that the integral in (49) changes by a factor

\[
e^{-C_\lambda \lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^4 n - C_\lambda},
\]

and the ratio in (49) can be made equal to the ratio in (50). (For example, we can take \( C_\lambda = 0 \) for \( \lambda \in [b \sqrt{\ln n}, c \sqrt{\ln n}] \), and take \( C_\lambda = \alpha' \sqrt{\ln n} \) for \( \lambda \) outside of this interval. In the latter case, assuming that the ratio (50) is equal to \( g \), we obtain

\[
\alpha' = \frac{(c - b)(1 - g)}{g}.
\]

Indeed, if each \( \tilde{x}_j \) is rescaled, it is shifted by at most

\[
\delta = \frac{C_n \lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^4 n}{n^{\frac{1}{2} + \varepsilon} n - p} + \frac{C_\lambda \lambda}{n^{\frac{1}{2} + \varepsilon} (n - p)}.
\]

By calculations similar to the ones in the beginning of the Lemma we obtain that

\[
\prod_{j,k} |\tilde{x}_j - \tilde{x}_k| e^{\frac{C_n \lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^4 n}{n - p} + \frac{C_\lambda \delta}{n^{\frac{1}{2} + \varepsilon} (n - p)}} \leq \prod_{j,k} |x_j - x_k| e^{C_\lambda \lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^5 n + C_\lambda \delta \ln n}.
\]

The factor in the exponential is less than

\[
\lambda (p + N)n^{\frac{1}{2} + \varepsilon} \ln^4 n
\]

provided that

\[
\delta \ln n < 1.
\]

Now to make ratio (49) be equal (50) we start by rescaling a given cone by the factor

\[
e^{-\frac{c_n}{n^p} (p + N) \lambda n^{\frac{1}{2} + \varepsilon} \ln^4 n - \frac{C_\lambda}{n^p}}.
\]
in each $x_j \cap \lambda = \text{const}$ direction, for $\lambda \notin \left[ \frac{\sqrt{\ln n}}{\sqrt{n}}, \frac{c\ln n}{\sqrt{n}} \right]$ for $j$ such that $x_j - x_{j-1} \geq \frac{1}{n^{\frac{1}{2}+\varepsilon}}$. Then after the rescaling (i.e. taking $dx_j = d\tilde{x}_je^F$ and using the fact discussed above that under this rescaling $\prod_j dx_j |x'_j - x'_k| = e^{(n-p)\int_j \lambda d\tilde{x}_j} \prod_j |x'_j - x'_k|$) we obtain

$$\int \ldots \int_{\mathcal{S}_r \subset \mathcal{C}_k \cap \lambda = \text{const}} \prod_j \int_j \prod_k |x'_j - x'_k|$$

$$= \int \ldots \int_{\mathcal{S}_r \subset \mathcal{C}_k \cap \lambda = \text{const}} e^{-C_n\lambda(p+N)n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}} \prod_j d\tilde{x}_j e^{\delta\lambda C_\kappa(p+N)n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}} \prod_j \tilde{x}_j - \tilde{x}_k$$

$$= \int \ldots \int_{\mathcal{S}_r \subset \mathcal{C}_k \cap \lambda = \text{const}} e^{-C_k\lambda(p+N)n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}} \prod_j \tilde{x}_j - \tilde{x}_k. \quad (52)$$

By choosing $C_k$, for each $\lambda$ we can make (49) equal to (50). Note that the same $C_k$ works in all the cross-sections $\tilde{C}_k \cap \mathcal{S}_r$ of a given cone. We start with one cone $\tilde{C}_k$ and change it as described above. Call the new cone $\hat{C}_k$. Then using the new boundaries of this cone, we proceed to the neighboring cone and change it as described above until we change all the cones. We claim that this is possible because the boundaries of each cone as the result change very little.

Indeed, if each cone is rescaled by the factor $e^{\lambda(p+N)n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}}$ in the direction of each $x_j \cap \lambda = \text{const}$ and if the set $x_1 \leq \ldots \leq x_n$ is divided into $K$ cones of width $\frac{\delta}{n^{\frac{1}{2}+\varepsilon}}$ in the direction $x_j \cap \lambda = \text{const}$ the boundary of $K$th cone is shifted in $x_j$ direction by

$$K \frac{\delta}{n^{\frac{1}{2}+\varepsilon}}(p+N)\lambda \ln^4 n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon} \frac{C_n}{n - p}$$

The requirement that this shift is negligible compared with the width of the cone $\frac{\delta}{n^{\frac{1}{2}+\varepsilon}}$ gives a condition on $N$ and $K$:

$$K(\lambda(p+N)n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}n^{\frac{1}{2}+\varepsilon}) \ll 1.$$ 

Taking $|\lambda| \leq \frac{\lambda_0}{2n^{\frac{1}{2}+\varepsilon}}$ and $K \leq \frac{\lambda_0}{2\delta \frac{1}{n^{\frac{1}{2}+\varepsilon}}} = \frac{\lambda_0}{2}$, we obtain from the previous inequality the condition on $N$:

$$N(p+N) \frac{\lambda_0}{n^{\frac{1}{2}+\varepsilon}} \frac{\lambda_0}{n^{\frac{1}{2}+\varepsilon}} \frac{C_n}{n - p} \leq N^3 \frac{C_n}{n - p} \ln^4 n \ll 1.$$ 
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Therefore \( N \ll \frac{1}{\ln n} \) satisfies the condition. We can take \( N \leq \frac{1}{\ln n} \). For such \( N \) Lemma is proved.

Lemma is proved.

**Lemma 7:**

For a Gaussian Ensemble with probability \( 1 - e^{-\ln^6 n} \), among the eigenvalues \( x_j \) with \( i - \sqrt{n} \leq j \leq i + \sqrt{n} \), there are at most \( n^{\frac{1}{2} - \frac{\epsilon}{2}} \frac{2\ln^5 n}{\epsilon} \) eigenvalues such that \( x_{j+1} - x_j \leq \frac{1}{n^{1+\epsilon}} \).

**Proof:** Divide the interval \([x_{i-\sqrt{n}}, x_{i+\sqrt{n}}]\) into \( n^{1+\epsilon} \) subintervals \( I_k \) of length \( \frac{1}{n^{1+\epsilon}} \). Then probability that there exist \( p \) eigenvalues \( x_j \) such that \( x_{j+1} \in I_k \) and \( x_j \in I'_k \) for some \( k' \) is

\[
\frac{(n^{1+\epsilon})!}{p!(n^{1+\epsilon} - p)!} \int_{I_k} dx_1 \int_{I_{k+1}} dx_2 \ldots \int_{I_{k+p}} dx_{2p} \det(\frac{\sin(x_i \sqrt{n} - x_j \sqrt{n})}{(x_i \sqrt{n} - x_j \sqrt{n})})_{1 \leq i, j \leq 2p} 
\leq \frac{n^{(1+\epsilon)}p}{p!} \frac{1}{(n^{2+2\epsilon})^p} \left( \frac{4}{\epsilon} \right)^p
\]

Similarly we obtain that for all \( 1 \leq k \leq n^{\frac{1}{2} - \epsilon} \) the following holds: for a given \( k \), probability that there exist \( p \) eigenvalues \( x_j \) such that \( x_j \in I'_k \) (for some \( k' \)) and \( x_{j+1} \in I_{k'+k} \) can be estimated as

\[
\frac{(n^{1+\epsilon})!}{p!(n^{1+\epsilon} - p)!} \int_{I_{k+1}} dx_1 \int_{I_{k+2}} dx_2 \ldots \int_{I_{k+p+1}} dx_{2p} \det(\frac{\sin(x_i \sqrt{n} - x_j \sqrt{n})}{(x_i \sqrt{n} - x_j \sqrt{n})})_{1 \leq i, j \leq 2p} 
\leq \frac{n^{(1+\epsilon)}p}{p!} \frac{1}{(n^{2+2\epsilon})^p} \left( \frac{4}{\epsilon} \right)^p
\]

Therefore we derive that

\[
P(\exists \text{ at least } p \text{ } j's \text{ such that } \frac{k-1}{n^{1+\epsilon}} \leq |x_{j+1} - x_j| \leq \frac{k+1}{n^{1+\epsilon}}) \leq \frac{1}{n^{\epsilon p}} \leq \frac{\sqrt{2}}{n^{(1+\epsilon) p}} \left( \frac{4}{\epsilon} \right)^p
\] (53)

If \( p = \frac{2\ln^5 n}{\epsilon} \), then this probability is less than \( e^{-2\ln^6 n} \). In the set \( x_{i-\sqrt{n}} \leq x_j \leq x_{i+\sqrt{n}} \) there are at least \( \frac{2}{\epsilon} n^{\frac{1}{2} - \epsilon} \ln^5 n \) eigenvalues such that \( |x_{j+1} - x_j| \leq \frac{1}{n^{1+2\epsilon}} \), then there exists a \( k \leq n^{\frac{1}{2} - \epsilon} - 1 \) such that for at least \( \frac{2}{\epsilon} \ln^5 n \) eigenvalues \( x_i \) such that

\[
\frac{k-1}{n^{1+\epsilon}} \leq x_i - x_{i-1} \leq \frac{k+1}{n^{1+\epsilon}}
\]
Thus this set has probability at most $e^{-2\ln^6 n}$. Therefore with probability $1 - e^{-\ln^6 n}$ there are at most $\frac{2}{\epsilon} n^{1/2 - \epsilon \ln^5 n}$ eigenvalues on $[x_{i-\sqrt{n}}, x_{i+\sqrt{n}}]$ with distances $x_{j+1} - x_j \leq \frac{1}{n^{1/2 + 2\epsilon}}$. The estimates are done here for GUE. However the estimates in (53) and in (53) are sufficiently rough to also hold for GOE.

Lemma is proved.

**Lemma 8a:** For all $|x_j| < \sqrt{n}$ with probability $1 - \varepsilon_{K,n}$, $|x_j - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \leq \frac{4\ln^4 n}{\sqrt{n}}$.

**Proof:** Consider a particular $x_k$ and the integral

$$P\left(\left|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}\right| \geq \frac{\ln^4 n}{\sqrt{n}}\right) = \int e^{-\sum_{i,j} f(x_{i,j})} \text{Vol}(\sum_{i,j} x_{i,j}^2 = r^2, |x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln^4 n}{\sqrt{n}}, S) dh.$$

For a Gaussian Ensemble it was derived by Gustavsson [16] that for $|x_k| < \sqrt{n}$

$$P_{gaus}(\left|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}\right| \geq \lambda_k) \leq e^{-c_k \lambda_k^2 n \ln n}, \quad \text{where } c_k \leq 4.$$

Therefore by the same methods as in Proposition 2 we can show that

$$\frac{\text{Vol}(\sum_{i,j} x_{i,j}^2 = r^2, |x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \lambda_k, S)}{\text{Vol}(\sum_{i,j} x_{i,j}^2 = r^2, S)} \leq e^{-c_k \lambda_k^2 n \ln n}.$$

Denote by $x_{k,j}^{(0)}$ the value of $x_{i,j}$ if $x_k = \frac{k}{\sqrt{n}} - \frac{\sqrt{n}}{2}$. Then we can find $\sum_{i,j} f(x_{i,j}) - \sum_{i,j} f(x_{i,j}^{(0)})$.

Indeed, if $x_k$ is shifted by $\lambda_k$ then $\sum_j x_j^2 = \sum_j x_j^{(0)}^2 + 2\lambda_k x_k + \lambda_k^2$. If $\lambda_k$ is sufficiently large then several eigenvalues adjacent to $x_k$ are shifted. Therefore we obtain that the total distance between the initial $x_j^{(0)}$ and the final $x_j$ is

$$\sum_j (x_j - x_j^{(0)})^2 = \sum_k \lambda_k^2$$

where the $\sum'$ is the sum only over the shifted eigenvalues.

By Central Limit Theorem, for the points on the surface $\sum_{i,j} f(x_{i,j}) = z$ in the set of probability $1 - \varepsilon_n$, $\sum_{i,j} x_{i,j}^2 = \frac{n(n+1)}{8} \pm Kn$. Therefore over the distance along
the sphere of $O(n^{\frac{1}{2}}-\delta)$ the distance between the surface and the sphere increases by $O(1)$. By using similar triangles, we obtain that over a distance along the sphere of order $\lambda$, the distance between the surface $\Sigma_{i,j} f(x_{i,j}) = z$ and the sphere increases at most by $\frac{\lambda}{n^{\frac{1}{2}}-\delta}$ (See Lemma 8c for more details). Let $x'_{i,j}$ be the point on the same $S_r$ as the point $x_{i,j}^{(0)}$ and on the same radial line as $x_{i,j}$. Therefore the surface $\Sigma_{i,j} f(x_{i,j}) = z'$ which goes through the point $x'_{i,j}$ and the surface $\Sigma_{i,j} f(x_{i,j}^{(0)}) = z_0$ which goes through the point $x_{i,j}^{(0)}$ cross the radial line which goes through $x_{i,j}^{(0)}$ at distances $r'$ at $x_{ij}$ and $r_0$ at $x'_{ij}$ such that $\frac{r'}{r_0} = 1 + \frac{\sqrt{\sum_k \lambda_k^2}}{n^{\frac{1}{2}}-\delta}$. Then on this radial line

$$z_0 = \sum_{i,j} f(x'_{i,j}, \frac{r'}{r_0}) = \sum_{i,j} f(x_{i,j}) + \sum_{i,j} f'(x_{i,j})x'_{i,j}(\frac{r'}{r_0} - 1) + \frac{1}{2} \sum_{i,j} f''(\tilde{x}_{i,j})\tilde{x}_{i,j}^2(\frac{r'}{r_0} - 1)^2$$

$$= z' + \sqrt{\sum_k \lambda_k^2 n^{\frac{1}{2}}+\delta} + O(\varepsilon). \quad (54)$$

If we split the integral into the integrals over very thin cones $C_{x_j}$ such that in each cone all $x_j$ don’t change except for those eigenvalues which move when $x_k$ is shifted by $\lambda_k$. The way these cones are constructed is not important, but for example these cones are constructed as follows. Through each point on the set $x_k = \frac{k}{\sqrt{n}} - \frac{\sqrt{n} \varepsilon}{2}$ draw a line such that on this line all the eigenvalues on $[x_k - \frac{\ln n}{\sqrt{n}} x_k + \frac{\ln n}{\sqrt{n}}]$ shift together with $x_k$ so that if $x_k$ shifts by $\frac{\alpha \ln n}{\sqrt{n}}$ to the right (for $|\alpha| < \ln^4 n$), the distance between $x_j$ and $x_k$ such that $x_j > x_k$ decreases by a factor $1 - \frac{1}{\ln^2 n}$ and the distance between $x_j$ and $x_k$ such that $x_j < x_k$ increases by a factor $1 + \frac{1}{\ln^2 n}$. Then the distances between adjacent eigenvalues $x_j$ and $x_{j+1}$ increases by a factor $1 + \frac{1}{\ln^2 n}$ for $j < k$. Take parallelepipeds on $x_k = \frac{k}{\sqrt{n}} - \frac{\sqrt{n} \varepsilon}{2} \cap S_r$ such that in each parallelepiped, each $x_j$ changes by at most $\frac{1}{n^{\frac{1}{2}} \varepsilon}$. Through the boundaries of each parallelepiped draw lines as described above. Then rescale each resulting figure by all $\lambda > 0$ making a cone, make the cones one after another using the boundaries of the previous cone in the construction of the next cone.

Below we show that on the set of measure $1 - e^{-\frac{\ln^7 n}{2}}$

$$\frac{\text{Vol}(|x_j - \frac{j}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln^7 n}{\sqrt{n}}, C_{x_j}, S_K)}{\text{Vol}(C_{x_j}, S_K)} \leq e^{-\frac{\ln^7 n}{2}}.$$
Similarly from Gustavson’s result we derive

\[
\frac{\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| = \lambda_k, S_k, \sum x_j^2 = r^2)}{\text{Vol}(S_k, \sum x_j^2 = r^2)} = e^{-c_k \frac{\lambda_k^2 n}{4ln n}}.
\]

(55)

Now we can write

\[
\frac{\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| = \lambda_k, S_k, \sum x_j^2 = r^2)}{\text{Vol}(S_k, \sum x_j^2 = r^2)} = \sum_{C_{x_j}} \frac{\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| = \lambda_k, S_k, C_{x_j}, \sum x_j^2 = r^2)}{\text{Vol}(S_k, C_{x_j}, \sum x_j^2 = r^2)} \text{Vol}(S_k, \sum x_j^2 = r^2).
\]

(56)

Let \(B'_{\lambda_k} = \cup' C_{x_j}\) be a set such that for any \(C_{x_j} \in B'\)

\[
\frac{\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| = \lambda_k, S_k, C_{x_j}, \sum x_j^2 = r^2)}{\text{Vol}(C_{x_j}, S_k, \sum x_j^2 = r^2)} \geq e^{-c_k \frac{\lambda_k^2 n}{4ln n}}.
\]

(56)

and \(B'\) contains all \(C_{x_j}\) for which (56) is true, then we must have that

\[
\frac{\text{Vol}(\cup' C_{x_j}, S_k, \sum x_j^2 = r^2)}{\text{Vol}(S_k, \sum x_j^2 = r^2)} \leq e^{-c_k \frac{\lambda_k^2 n}{4ln n}}.
\]

(57)

Integrating over all values of \(\lambda_k \geq \lambda\) we obtain that

\[
\frac{\text{Vol}(\cup_{\lambda_k \geq \lambda} B'_{\lambda_k}, S_k, \sum x_j^2 = r^2)}{\text{Vol}(S_k, \sum x_j^2 = r^2)} \leq \int_{\lambda}^{\infty} d\lambda_k e^{-c_k \frac{\lambda_k^2 n}{4ln n}} \leq e^{-c_k \frac{\lambda_k^2 n}{4ln n}}.
\]

(58)

We can show that on the cones except in a set of a small probability, there are less than \(n^{\frac{4}{3} - \delta}\) eigenvalues on the interval \([x_k - \frac{\ln^9 n}{\sqrt{n}}, x_k + \frac{\ln^9 n}{\sqrt{n}}]\). Therefore

\[
\frac{c_k \lambda_k^2 n}{2ln n} > 2 \sqrt{\sum_k \lambda_k^2 n^{\frac{1}{3}} - \delta}.
\]

Indeed, from Gustavsson’s result it follows that the relative volume of such set where there are more than \(n^{\frac{4}{3} - \delta}\) eigenvalues on \([x_k - \frac{\ln^9 n}{\sqrt{n}}, x_k + \frac{\ln^9 n}{\sqrt{n}}]\) is less than
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\[ e^{-\frac{1}{8}\ln n^{\frac{8}{27}}} \] and by arguments such as in the Lemma 8c it follows that the probability of this set is less than \( \varepsilon_K \).

Probability of each such cone \( C_{x_j} \) (outside of the set of probability \( \varepsilon_K \)) is therefore

\[
P(C_{x_j}) = \int_{C_{x_j}} \int \lambda_k e^{-\sum_{i,j} f(x_{ij})} \text{Vol}(\sum_{i,j} x_{ij}^2 = r^2, S_K, x_k = \lambda_k) \, dh
\]

\[
\leq \int \lambda_k e^{-\sum_{i,j} f(x_{ij})} e^{-\sum_{i,j} f(x_{ij})} \text{Vol}(\sum_{i,j} x_{ij}^2 = r^2, S_K) \, dh
\]

\[
= \int_{C_{x_j}} e^{-\sum_{i,j} f(x_{ij}) + o(1)} \text{Vol}(\sum_{i,j} x_{ij}^2 = r^2, S_K) \, dh.
\] (59)

Substituting this into the integral and using the fact that \( \sum P(C_{x_j}) = 1 \), we obtain

\[
P(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln n}{\sqrt{n}}) \leq \sum_{C_{x_j}} \int_{C_{x_j}} \lambda_k \, dh \leq e^{-\ln n} \sum_{C_{x_j}} \text{Vol}(\sum_{i,j} x_{ij}^2 = r^2, S_K) \, dh
\]

\[
\leq e^{-\ln n}.
\] (60)

Now we shall prove that on the set of cones \( C_{x_j} \) such that there exists \( k \) such that

\[
\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln n}{\sqrt{n}}, C_{x_j}, S_K) \geq e^{-\frac{1}{2}\ln n}
\]

has a small probability. Indeed, from Gustavsson’s result it follows that the volume of the set \( B \) such that

\[
\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln n}{\sqrt{n}}, B, S_K) \geq e^{-\frac{1}{2}\ln n}
\]

is less than \( e^{-\frac{1}{2}\ln n} \).

Consider the cones \( C_{x_j} \subset B \) such that

\[
\text{Vol}(|x_k - \frac{k}{\sqrt{n}} + \frac{\sqrt{n}}{2}| \geq \frac{\ln n}{\sqrt{n}}, C_{x_j}, S_K) \geq e^{-\frac{1}{2}\ln n}.
\]
Let $B_\alpha$ be a subset of a set $B$ consisting of several cones which share a common boundary with the neighboring cone in $B_\alpha$, i.e. $B_\alpha$ is a larger cone. Now make a cone $\tilde{B}_\alpha$ by taking the cone $B_\alpha$ and rescale each boundary in $x_j$ direction by $\frac{\ln n}{n^2} x_j$ for each $i, j$. Then

$$\text{Vol}(\tilde{B}_\alpha \cap S_R) = e^{\ln^4 n} \text{Vol}(B_\alpha \cap S_R)$$

Compare $B_\alpha \cap S_R$ and $\tilde{B}_\alpha \cap S_R$. Divide $B_\alpha \cap S_R$ into the nested parallepipeds such that each bigger one $B_{\alpha}^{k+1}$ is the rescaling by $1 + \frac{\ln^2 n}{n^2}$ of the previous $B_{\alpha}^k$. Then we claim that on the bigger set $\tilde{B}_\alpha$ the sum $\sum_{i,j} f(x_{ij})$ differs by at most $\epsilon n$ on the set of probability $(1 - \epsilon n)P(\tilde{B}_\alpha)$.

Indeed, consider small rectangles on the boundary of the set $B_\alpha$ such that each small rectangle is centered on the point in $B_\alpha$, the small rectangles are non-overlapping, and all together they cover all the points in $\tilde{B}_\alpha \cap B_{\alpha}^c$. Then in such rectangle, expand $\sum_{i,j} f(x_{ij})$ about its center $x_{ij}^{(1)}$ (where by the center we mean the point such that $E(x_{ij} - x_{ij}^{(1)}) = 0$ for all $i, j$ with respect to the probability conditioned on this rectangle):

$$\sum_{i,j} f(x_{ij}) = \sum_{i,j} f(x_{ij}^{(1)}) + \sum_{i,j} f'(x_{ij}^{(1)}) (x_{ij} - x_{ij}^{(1)}) + \epsilon_n.$$

Consider the probability measure conditioned on this rectangle. Then by the Central Limit Theorem on the set of probability $1 - \epsilon_n$ with respect to the conditional measure and therefore on the set of probability $(1 - \epsilon n)P(\tilde{B}_\alpha)$ with respect to the original probability measure

$$\sum_{i,j} f'(x_{ij}^{(1)}) (x_{ij} - x_{ij}^{(1)}) = O(n) \max(x_{ij} - x_{ij}^{(1)}) = O(n) \frac{\ln^4 n}{n^2} \leq \epsilon_n.$$

Repeating the same argument for each $B_{\alpha}^k$ we obtain same result that $\sum f(x_{j})$ on $B_{\alpha}^{k+1}$ differs from $\sum f(x_{j})$ on $B_{\alpha}^k$ by at most $2\epsilon_k$.

Therefore we obtain that

$$P(B_\alpha) \leq e^{-\ln^4 n} P(\tilde{B}_\alpha).$$

Since the constructed sets $\tilde{B}_\alpha$ do not overlap, we obtain that

$$P(B) \leq e^{-\ln^4 n} P(\tilde{B}) \leq e^{-\ln^4 n}. $$
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Lemma 8b:

On the set of probability $1 - \varepsilon_{K,n}$, out of the eigenvalues $x_j$ with $|j - i| \leq \sqrt{n}$ there are at most $n^{\frac{1}{2} - \varepsilon} \ln^5 n$ eigenvalues $x_j$ such that $x_{j+1} - x_j \leq \frac{1}{n^{\frac{1}{2} + \varepsilon}}$.

Proof: Suppose on $[-1, 1]$ there are exactly $p_1 n^{1/2 - \varepsilon/2}$ (with $p_1 \in \mathbb{N}$) intervals $[x_{j,k}, x_{j,k+1}]$ for $k = 1, \ldots, p_1 n^{1/2 - \varepsilon/2}$. We prove by induction that all such intervals have the property that $x_{j+1} - x_j \leq \frac{1}{n^{\frac{1}{2} + \varepsilon}}$ and for $j \neq j_k$ $x_{j+1} - x_j > \frac{1}{n^{\frac{1}{2} + \varepsilon}}$.

We start the construction by finding $p_1 n^{\frac{1}{2} - \varepsilon}$ intervals $[x_{j,k'}, x_{j,k'+1}]$ such that $x_{j,k'} > x_{j,k+1}$ and $[x_{j,k'}, x_{j,k'+1}]$ is the first interval to the right of $[x_{j,k}, x_{j,k+1}]$ such that $x_{j,k'+1} - x_{j,k'} > \frac{\varepsilon}{n^{\frac{1}{2} + \varepsilon}}$. (It is easy to show that on the set of probability $1 - \varepsilon_{n}$ all such intervals have the property that $i_k' - j_k \leq 3\ln^4 n$ and $x_{j,k'} - x_{j,k+1} \leq \frac{3\ln^4 n}{\sqrt{n}}$. Indeed, by Gustavsson, on the set of probability $1 - \varepsilon_{n}$, we have that on $[-1, 1]$, $|x_i - x_{i}^{exp}| \leq \frac{\ln^4 n}{\sqrt{n}}$, $\forall i$ and therefore if we assume the contrary, if all $3\ln^4 n$ e.v. are $\leq \frac{\varepsilon}{\sqrt{n}}$ away from the nearest e.v. then $x_j - x_i \leq \frac{\varepsilon(j-i)}{\sqrt{n}}$ and since $x_{j}^{exp} - x_{i}^{exp} = \frac{j-i}{\sqrt{n}}$ we obtain $|x_j - x_{j}^{exp}| + |x_i - x_{i}^{exp}| \geq \frac{(1-\varepsilon)(j-i)}{n^{\frac{1}{2} + \varepsilon}}$. Therefore for $\varepsilon \leq \frac{3}{2}$ we must have $j - i \leq 3\ln^4 n$.)

Let $S$ be a particular realization of $x_i$ $i = 1, \ldots, n$, we shall call $S$ a “configuration”. We construct a configuration $S'$ from configuration $S$ by following the next step by step process:

a) $\forall k = 1, \ldots, p_1 n^{\frac{1}{2} - \varepsilon}$ we expand $[x_{j,k}, x_{j,k+1}]$ to $[x'_{j,k}, x'_{j,k+1}]$ in the following way. Let $\alpha_{j,k} = (x_{j,k+1} - x_{j,k}) n^{\frac{1}{2} + \varepsilon}$ (then $\alpha_{j,k} < 1$). We shift $x_{j,k+1}$ to the right to $x'_{j,k+1}$ and leave $x_{j,k}$ in place so that $x_{j,k} = x'_{j,k}$ and

$$x'_{j,k+1} - x'_{j,k} = \frac{\varepsilon^2}{2\ln^8 nn^2} + \frac{\alpha_{j,k}\varepsilon^2}{2\ln^8 nn^2},$$

i.e.

$$x'_{j,k+1} = x_{j,k+1} + \frac{\varepsilon^2 (1 + \alpha_{j,k})}{2\ln^8 nn^2} + \frac{\alpha_{j,k}}{n^{\frac{1}{2} + \varepsilon}}.$$

Now shift all $x_i$ with $i \in (j_k + 1, i_{k'})$ by exactly the same amount that $x_{j,k+1}$ was shifted i.e. $\frac{\varepsilon^2 (1 + \alpha_{j,k})}{2\ln^8 nn^2} + \frac{\alpha_{j,k}}{n^{\frac{1}{2} + \varepsilon}}$ and leave in place all $x_i$ with $i \geq i_{k'} + 1$.
We thus obtain a new configuration with \([x'_{j_k}, x'_{j_k+1}]\) of length \(\frac{\varepsilon^2(1+\alpha_{j_k})}{2\ln^3 m^2}\) and
\([x'_{i_k}, x'_{i_k+1}]\) of length \(x_{i_k+1} - x_{i_k} = \frac{\varepsilon^2(1+\alpha_{j_k})}{2\ln^3 m^2} + \frac{\alpha_{j_k}}{n^{1/2} + \frac{1}{\varepsilon}}\). Once we expand each interval \([x_{j_k}, x_{j_k+1}]\) \(k = 1, \ldots, p\) by this procedure we obtain \(S'\) from \(S\).

Then we define the neighborhood of \(S\), called \(\delta(S)\) by letting each \(x_j\) in \(\delta(S)\) change by at most \((\frac{1}{n^{1/2} + \frac{1}{\varepsilon}})\) (where \(\delta > 0\)). In some \(S\) this can affect results of the shifts (for example, if \(x_{j_k+1} - x_{j_k} \geq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\), therefore in these cases we exclude the extra configurations from \(\delta(S)\). Therefore, we construct \(\delta(S)\) by taking all configurations \(S\) such that \(\forall x_j \in \delta(S)\), \(\Delta x_j \leq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\) and if \(x_{j_k+1} - x_{j_k} \leq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\) for some \(S\) in \(\delta(S)\), then \(x_{j_k+1} - x_{j_k} \leq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\) \(\forall S\) in \(\delta(S)\). Similarly, if \(x_{t_k+1} - x_{t_k} \geq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\) for some \(S\) in \(\delta(S)\) then \(x_{t_k+1} - x_{t_k} \geq \frac{\varepsilon}{n^{1/2} + \frac{1}{\varepsilon}}\) \(\forall S\) in \(\delta(S)\).

Then the mapping \(S \rightarrow S'\) is continuous in \(\delta(S)\) (for this particular choice of \([x_{j_k}, x_{j_k+1}], [x_{t_k}, x_{t_k+1}]\) and \(\delta(S)\) maps to \(\delta(S')\). We observe that due to the construction of the map
\[
\int_{\delta(S')} \prod dx_j' \geq \int_{\delta(S)} \prod dx_j,
\]
but the map \(S \rightarrow S'\) expands distances.

b) Now we compare \(\prod |x_j - x_j'|_S\) and \(\prod |x_j - x_j'|_{S'}\) where \(S\) maps into \(S'\).

For \(x_i \in [x_{j_k+1}, x_{t_k}]\)
\[
\prod_{j \geq t_k+1} |x_j' - x_j'| = \prod_{j \geq t_k+1} |x_j - x_i - (d' - d)|
\]
\[
= \prod_{j \geq t_k+1} |x_j - x_i| \prod_{j \geq t_k+1} |1 - \frac{d' - d}{x_j - x_i}|
\]
\[
\approx \prod_{j \geq t_k+1} |x_j - x_i| \exp\left(-\sum_{j \geq t_k+1} \frac{d' - d}{x_j - x_i}\right),
\]

where \(d' - d = \frac{1+\alpha}{2} \frac{\varepsilon^2}{\ln^3 m^2} - \frac{\alpha}{n^{1/2} + \frac{1}{\varepsilon}}\) i.e. equal to the amount of shift of \(x_i\) since no shift of \(x_j\).

Now we can calculate an estimate for the sum in the exponential
\[
\sum_{j \geq t_k+1} \frac{1}{|x_j - x_i|} = \sum_{i_{t_k+1} \leq j \leq t_k} \frac{1}{|x_j - x_i|} + \sum_{i_{t_k+1} + 3\ln^3 n < j \leq n} \frac{1}{|x_j - x_i|}
\]
\[
= \sum_{i_{t_k+1} \leq j \leq t_k} \frac{1}{|x_j - x_i|} + \sum_{k \geq 1} \frac{1}{|x_j - x_i|}
\]
This allows to derive from the formula (61) that
\[
\prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i'| = \prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i| \prod_{j_{k+1} \leq i \leq j_{k'}} \exp(\alpha' \frac{3\epsilon}{\ln^4 n})
\]
This allows to derive from the formula (61) that
\[
\prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i'| = \prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i| \prod_{j_{k+1} \leq i \leq j_{k'}} \exp(\alpha' \frac{3\epsilon}{\ln^4 n})
\]
Similarly we estimate
\[
\prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i| = \prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i + d' - d|
\]
where \(\alpha'_1, \alpha'_2, \alpha''_1, \alpha''_2 \in [0, 1]\).

We used in the estimate above that: \(x_j \geq x_{i_{k'}} + 1, x_i \leq x_{i_{k'}}\) therefore \(|x_j - x_i| \geq (3k - 2)\ln n\) and \(\frac{1}{|x_j - x_i|} \leq (3k - 2)\ln n\). Also, if we have that \(x_j \geq x_{i_{k'}} + 3\ln n\) and \(x_i \leq x_{i_{k'}}\) implies \(|x_j - x_i| \geq (3k - 2)\ln n\) and \(\frac{1}{|x_j - x_i|} \leq (3k - 2)\ln n\). We also have that \(|x_{i_{k'}} + 3\ln n - x_{i_{k'}}| \geq (3k - 2)\ln n\) and \(\frac{1}{|x_{i_{k'}} + 3\ln n - x_{i_{k'}}|} \leq \frac{\sqrt{n}}{(3k - 2)\ln n}\). In addition, \(|x_{i_{k'}} + 1 - x_{i_{k'}}| \geq \frac{\epsilon}{\ln n} = \frac{\epsilon^2}{\ln^8 n^2} + \frac{\epsilon}{\ln^8 n^2} \leq \frac{\sqrt{n}}{(3k - 2)\ln n}\). In addition, \(|x_{i_{k'}} + 1 - x_{i_{k'}}| \geq \frac{\epsilon}{\ln n} = \frac{\epsilon^2}{\ln^8 n^2} + \frac{\epsilon}{\ln^8 n^2} \leq \frac{\sqrt{n}}{(3k - 2)\ln n}\). Therefore, for the factor in the exponential we obtain
\[
\sum_{j \geq j_{i_{k'}}} \frac{d' - d}{|x_j - x_i|} = \left(1 + \frac{\alpha'_1}{\ln^8 n^2} - \frac{\alpha'_2}{\ln^8 n^2}\right) \left(\frac{3\ln n}{\sqrt{n^2}} \ln n\right) \left(1 + \frac{\epsilon}{\ln^8 n^2} + \frac{3\ln n}{\sqrt{n^2}} \ln n\right) = \alpha'_1 \frac{3\epsilon}{\ln^4 n},
\]
where \(\alpha' \in [0, 1]\). And we can see that for \(i \in [j_{k+1}, j_{k'}]\)
\[
\prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i| = \prod_{j_{k+1} \leq i \leq j_{k'}} \prod_{j \geq j_{k+1}} |x_j - x_i| \exp(\alpha' \frac{3\epsilon}{\ln^4 n}) \tag{61}
\]
changes by a factor

the ratio is

Combining the estimates (61), (63), (64) we obtain

\[
\prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i| \prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i|.
\]

Thus, we find that for each expansion of \([x_{j_k}, x_{j_k + 1}]\) to \([x'_{j_k}, x'_{j_k + 1}]\) the product changes by a factor

\[
\prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i| = e^{-9\alpha_k \varepsilon \beta_k \frac{n^2 \varepsilon^2}{\ln^8 n} \frac{1 + \alpha_k}{2\alpha_k} \prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i|}.
\]

Therefore after expanding \(p \cdot n^{\frac{1}{2} - \varepsilon}\) intervals \([x_{j_k}, x_{j_k + 1}]\) under the mapping of \(S\) to \(S'\) the resulting product changes by a factor

\[
\prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i| = \beta \left( \frac{n^2 \varepsilon^2}{\ln^8 n} \right) \prod_{i \leq j_k} \prod_{j \geq j_k + 1} |x_j - x_i|,
\]

where we can always pick \(\varepsilon > 0\) small enough so that \(\beta \geq 1\).

c) Comparing \(\sum_{i,j} f(x_{i,j})|_{\delta(S)} = z_0\) and \(\sum_{i,j} f(x'_{i,j})|_{\delta(S')} = z\), we can claim that

\[
z_0 = z + \sum_{i,j} f(x'_{i,j})x'_{i,j} \frac{C_{n^4 n^{\frac{1}{2}}} \sqrt{p' \sqrt{C''}}}{n^{\frac{12}{2} - \delta}}.
\]
Indeed, when \( x_{jk+1} \) is shifted, we get a total shift of

\[
d' - d = \frac{1 + \alpha}{2} \frac{\epsilon^2}{\ln^8 nn^\frac{1}{2}} - \frac{\alpha}{n^{\frac{1}{2} + \epsilon}}
\]

for the eigenvalues \( x_{jk+1}, \ldots, x_{ik} \) so at most \( 3\ln^4 n \) eigenvalues.

To estimate the final distance between \( S \) and \( S' \) we get

\[
\sum (x'_j - x_j)^2 = \sum N_k (d' - d)^2 = \tilde{\alpha}3\ln^4 n p_1 n^{\frac{1}{2} - \frac{\epsilon}{2}} \left( \frac{\epsilon^2}{\ln^8 nn^\frac{1}{2}} \right)^2 = \frac{3\tilde{\alpha} p_1 \epsilon^4}{\ln^{12} nn^\frac{1}{2} + \frac{1}{4} + \frac{\epsilon}{2}},
\]

where \( \tilde{\alpha} \in [0, 1] \), \( N_k \leq 3\ln^4 n \) and \( p_1 n^{\frac{1}{2} - \frac{\epsilon}{2}} \) is the number of intervals \( [x_{jk+1}, x_{ik}] \) on which the shifts occur. This leads to the distance between \( S \) and \( S' \), denoted by \( d(x,x') \) as

\[
d(x,x') = \frac{\sqrt{3\tilde{\alpha} \epsilon^2} \sqrt{p_1}}{\ln^{6} nn^\frac{1}{2} + \frac{1}{4} + \frac{\epsilon}{2}}.
\]

By Lemma 9 on the set of measure \( 1 - \epsilon_{\delta,n} \) over the distance \( d(x,x') \), the distance between the hypersurface \( \Sigma_{i,j} f(x_{i,j}) = z \) and the hypersphere \( \Sigma_{i,j} x_{i,j}^2 = r^2 \) intersecting at the point \( x \) increases by at most \( \frac{d(x,x')}{n^{\frac{1}{2} - \frac{\epsilon}{2}}} \) for any \( \delta > 0 \) and sufficiently large \( n \geq n_\delta \). Therefore we obtain that the radial distance between the hypersurface and the hypersphere, i.e. between points \( x \) and \( x' \), is at most

\[
\frac{d(x,x')}{n^{\frac{1}{2} - \frac{\epsilon}{2}}} = \frac{\sqrt{3\tilde{\alpha} \epsilon^2} \sqrt{p_1}}{\ln^{6} nn^\frac{1}{2} + \frac{1}{4} + \frac{\epsilon}{2}} = d.
\]

(67)

Let assume now that \( (x_{i,j}^{(0)})_{i,j} \) be the point of the intersection of \( \Sigma_{i,j} f(x_{i,j}) = z_0 \) and \( \Sigma_{i,j} x_{i,j}^2 = r_0^2 \), and let \( S \) be the eigenvalue configuration corresponding to the point \( x^{(0)} = (x_{i,j}^{(0)})_{i,j} \), and \( S' \) be the eigenvalue configuration corresponding to the point \( x = (x_{i,j})_{i,j} \). Let also \( \Sigma_{i,j} f(x_{i,j}) = z \) to pass through \( x \).

To estimate \( z = \sum_{i,j} f(x_{i,j}) \) we make the following construction: Suppose \( x_{i,j}^{(0)} \) is on \( S_r \) and \( x_{i,j} \) is on \( S'_r \). Let \( x'_{i,j} \) be a point on the same radial line as \( x_{i,j} \) such that \( \Sigma_{i,j} (x'_{i,j})^2 = r_0^2 \) (i.e. \( \exists \lambda > 0 \) such that \( x_{i,j} = \lambda x'_{i,j} \forall i,j \)). Let \( x_{i,j}^{(0)} \) be a point on the same radial line as \( x_{i,j} \) such that \( \Sigma_{i,j} f(x_{i,j}^{(0)}) = z_0 \) (i.e. \( \exists \lambda' > 0 \) such that \( x_{i,j}^{(0)} = \lambda' x_{i,j} \forall i,j \)).
Let \( r = \sqrt{\sum_{i,j} (x_{i,j}')^2} = \sqrt{\sum_{i,j} (x_{i,j}^{(0)})^2} \), \( r' = \sqrt{\sum_{i,j} (x_{i,j})^2} \) and \( r'_0 = \sqrt{\sum_{i,j} (x_{i,j}'^{(0)})^2} \).

Since \( r'_0 = Cn \) and by the argument in the equation (67), we have that

\[
\frac{r'_0}{r} = 1 + \frac{\sqrt{3\alpha \varepsilon^2 \sqrt{p_1}}}{\ln^5 nn^{1/2 + \frac{1}{4} - \delta}}
\]

and

\[
r' = r + \frac{\sqrt{3\alpha \varepsilon^2 \sqrt{p_1} Cn^{1/2 + \frac{1}{4} - \delta}}}{\ln^5 n}.
\]

The distance between \( S_r \) and \( S'_r \) is obtained by a simple estimate, in which we denote by \( I \) the set of \( j \)'s that are shifted by the map \( S \rightarrow S' \)

\[
r'^2 = \sum_j (x_j + (d' - d) * 1_{I_j})^2 = \sum_{i,j} x_{i,j}^2 + \sum_{j \in I_j} (d' - d)^2 + 2 \sum_{j \in I_j} x_j (d' - d) \quad \text{(68)}
\]

Therefore

\[
r'^2 = r^2 + 3\alpha' p_1 \ln^4 nn^{1/2 - \frac{1}{4}} \frac{\varepsilon^4}{\ln^{16} nn} + 6\alpha'' \ln^4 n p_1 \frac{n^{1/2 - \frac{1}{4}} \varepsilon^2}{\ln^8 nn^2}
\]

\[
= r^2 + \frac{3\alpha' p_1 \varepsilon^4}{\ln^{12} nn^{1/2 + \frac{1}{4}}} + \frac{6\alpha'' p_1 \varepsilon^2}{\ln^4 nn^{1/2}}.
\quad \text{(69)}
\]

We can easily derive from this equation that

\[
r' - r = \frac{3\alpha'' p_1 \varepsilon^2}{\ln^4 nn^{1/2}} \approx \frac{3\alpha'' p_1 \varepsilon^2}{C \ln^4 nn^{1/2 + \frac{1}{4}}},
\]

and hence

\[
r' = r'_0 + \frac{\sqrt{3\alpha \varepsilon^2 \sqrt{p_1} Cn^{1/2 + \frac{1}{4} - \delta}}}{\ln^5 n} = r'_0 (1 + \frac{\sqrt{3\alpha \varepsilon^2 \sqrt{p_1}}}{\ln^5 nn^{1/2 + \frac{1}{4} - \delta}}). \quad \text{(70)}
\]

Using the equation (70), we can estimate \( z' - z_0 \). Since \( x_{ij}'^{(0)} = x_{ij} r'_0 \) we have that

\[
z_0 = \sum_{ij} f(x_{ij}') = \sum_{ij} f(x_{ij}) + \sum_{ij} f'(x_{ij}) x_{ij} (\frac{r'_0}{r} - 1) + o.t. \quad \text{(71)}
\]

Let \( x_{ij}'^{(0)} \) be in a set \( C \) such that

\[
\sum_{i,j} f'(x_{ij}) x_{ij} \geq E(f'(x)) \frac{n(n+1)}{2} + Kn^{1+\delta}
\]
where \( x'_{ij} \) is as in the construction described above, and let first demonstrate that 
\[ P(C) \leq \sqrt{\varepsilon_n}. \]

Note that in the construction of \( x'_{ij} \) the distance \( d(x^{(0)}, x) \) and e.v. \( x_j \) are fixed by the mapping \( S \to S' \) so the only free variables are the angular part or the direction of the vector \( x_{ij} \). We can see the set of \( x'_{ij} \) as a projection of the hypersphere in angular variables with eigenvalues fixed, with the center at \( x^{(0)} \) and the radius \( d(x^{(0)}, x) \) to \( S_0 \). So, for each \( x^{(0)} \) we can consider a "bad set", i.e. the set of directions of \( x^{(0)} \) to \( x' \), such that for a particular direction
\[
\sum_{i,j} f'(x_{ij})x'_{ij} \geq E(f'(x)x)\frac{n(n+1)}{2} + Kn^{1+\delta},
\]
for some fixed \( \delta > 0 \), \( K \gg 1 \) and \( \forall n \geq n_{\delta,K} \). Denote this "bad set" of \( x' \) by \( \Lambda_{x^{(0)}}^c \).

Then \( P(x' \in \Lambda_{x^{(0)}}^c | x^{(0)}) \geq \sqrt{\varepsilon_n} \) can happen only on the set \( C \) of \( x^{(0)} \) of probability \( P(C) \leq \sqrt{\varepsilon_n} \). Indeed,
\[
P(x' \text{ s.t.} \sum_{i,j} f'(x'_{ij})x'_{ij} \geq E(f'(x)x)\frac{n(n+1)}{2} + Kn^{1+\delta}) \leq \varepsilon_n
\]
by the Central Limit Theorem.

Therefore,
\[
\varepsilon_n \geq \int P(x \in \Lambda_{x^{(0)}}^c)P(dx^{(0)}) = \int P(\mathcal{N}_{x^{(0)}} \leq \sqrt{\varepsilon_n})P(dx^{(0)}) + \int P(\mathcal{N}_{x^{(0)}} > \sqrt{\varepsilon_n})P(dx^{(0)}) \geq \int P(\mathcal{N}_{x^{(0)}} \geq \sqrt{\varepsilon_n})P(dx^{(0)}).
\]

Thus
\[
P(x^{(0)} \in C) \leq \sqrt{\varepsilon_n}.
\]

Now we use this and the relation \( x_{ij}^{(0)} = x'_{ij} \frac{r'_0}{r} \) to find that
\[
z_0 = \sum_{ij} f(x'_{ij}) \frac{r'_0}{r} = \sum_{ij} f(x_{ij}) + \sum_{ij} f'(x_{ij})x'_{ij} \frac{r'_0}{r} - 1 + \text{(o.t.)}.
\]

Considering that from the estimates above we obtain
\[
\frac{r'_0}{r} = 1 - \frac{C_n\sqrt{p_1\ln^6 n}}{n^{\frac{1}{2} + \frac{\delta}{12} + \frac{1}{2}}},
\]
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and using the fact that by the Central Limit Theorem on the set of probability $1 - \epsilon_n$, $\sum_{ij} f'(x_{ij})x_{ij} = n^2\mathbb{E}(f'(x)x)$, we derive that

$$z_0 = z + \frac{C_n\sqrt{p}\ln^4 n}{n^{1-\frac{1}{12\pi}}},$$

and thus estimating $z - z_0$.

**d:** The important part of the estimate is to get all the preimages of $S'$, therefore consider $\delta(S')$ to be a neighborhood of $S'$ where each eigenvalue changes by at most $\frac{1}{n^2-\delta}$ and find what $\delta(S)$ map into it.

We start with all $S$ that map into a particular $S'$. For a given $S$, we define $\delta_S(S)$ so that $\forall x_{ij} \in \delta_S(S) x_{ij}$ changes by at most $\frac{1}{n^{1/2}}$ and the inequalities

$$|x_{j+1} - x_j| \leq \frac{1}{n^{1/2} + \epsilon}, \quad |x_{j+1} - x_j| \geq \frac{1}{n^{1/2}}$$

remain true everywhere in $\delta_S(S)$ for each $j$, (i.e. if for a particular $j'$ we have that for some $\tilde{S} \in \delta_S(S)$, $|x_{j'+1} - x_{j'}| \leq \frac{1}{n^{1/2} + \epsilon}$ then $\forall S \in \delta_S(S)$ we have $|x_{j'+1} - x_{j'}| \leq \frac{1}{n^{1/2} + \epsilon}$.)

Now we let $\delta_S(S')$ to be the image of $\delta_S(S)$ under the map $S \to S'$. We define the neighborhood of $S'$ corresponding to all the preimages of $S'$ to be

$$\delta(S') = \cap_S \text{preimages of } S' \delta_S(S').$$

Clearly, the intersection is not empty.

We defined $\delta(S)$ to be a preimage of $\delta(S')$ for a particular map $\delta_S(S) \to \delta_S(S')$.

We note that the preimage $S$ of $S'$ (and therefore $\delta(S)$ of $\delta(S')$) is defined uniquely once all the intervals $[x_{j_k}, x_{j_k+1}]$ and $[x_{i_k'}, x_{i_k'+1}]$ are specified in $S'$.

Indeed, if $d(x'_{j_k}, x'_{j_k+1})$ is given, then $d(x_{j_k}, x_{j_k+1})$ is determined by

$$d(x'_{j_k}, x'_{j_k+1}) = \frac{1 + n^{\frac{1}{2} + \epsilon}d(x_{j_k}, x_{j_k+1})}{2} \frac{\epsilon^2}{\ln^8 nn^2}.$$
Now specifying $[x'_{j_{k}}, x'_{j_{k+1}}]$ and $[x_{i_{k'}}, x_{i_{k'+1}}]$ out of $2\sqrt{n}$ possible choices for $[x_{i},x_{i+1}]$ on $(-1,1)$ requires at most

$$N_{p_{1}} = \frac{(2\sqrt{n})!}{(p_{1}n^{\frac{1}{2} - \frac{1}{2} e})!(p_{1}n^{\frac{1}{2} - \frac{1}{2} e})!(2\sqrt{n} - 2p_{1}n^{\frac{1}{2} - \frac{1}{2} e})!}$$

possibilities.

Notice, that given $S'$, we should be able to rule out some of the possibilities because of the lengths of $[x'_{j_{k}}, x'_{j_{k+1}}]$ and $[x'_{i_{k'}}, x'_{i_{k'+1}}]$.

Therefore each $\delta(S')$ has at most $N_{p_{1}}$ preimages. We can now estimate $P(\delta(S))$ from the above information

$$P(\delta(S)) = P(S)\text{Vol}(\delta(S)),$$

where $P(S)$ – the probability density, can be assumed to be constant on $\delta(S)$ due to the small size of $\delta(S)$.

We are going to show that

$$\text{Vol}(\delta(S')) \geq \sum_{\text{preimages}} \text{Vol}(\delta(S)).$$

Therefore,

$$P(\delta(S')) = P(S')\text{Vol}(\delta(S')) \geq \sum_{\text{preimages of } \delta(S')} P(S')\text{Vol}(\delta(S)) = \sum_{\delta(S): \text{preimages of } \delta(S')} \int_{\delta(S)} e^{-\sum_{i,j} f(x_{i j})} \prod_{i,j} |x_{i} - x_{j}| \prod_{i} d x_{i}$$

$$= \sum_{\delta(S): \text{preimages of } \delta(S')} \int_{\delta(S)} e^{-\sum_{i,j} f(x_{i j}) + O_{n}} \prod_{i,j} |x_{i} - x_{j}| \prod_{i} d x_{i},$$

where $O_{n} = \sum_{i,j} f(x'_{i j}) - \sum_{i,j} f(x_{i j})$.

In order for the argument to go through, we shall need to show that

$$\sum_{\delta(S): \text{preimages of } \delta(S')} e^{O_{n}} \text{Vol}(\delta(S)) \leq \text{Vol}(\delta(S')).$$

(73)

Instead of (73) it is sufficient to show that

$$\frac{(2\sqrt{n})!e^{O_{n}}\text{Vol}(\delta(S))}{((p_{1}n^{\frac{1}{2} - \frac{1}{2} e})!)^2(2\sqrt{n} - 2p_{1}n^{\frac{1}{2} - \frac{1}{2} e})!} \leq \text{Vol}(\delta(S')).$$

(74)
From (66) we have that

\[
\text{Vol}(\delta(S')) = \prod_{i,j} |x'_j - x'_i| \int_{\delta(S')} \prod_i dx'_i \ast \text{Angular part}
\]

\[
= \beta \left(\frac{\epsilon^2 n^e}{\ln^8 \bar{n}}\right)^{p_1 n^{1/2 - \delta}} \prod_{i,j} |x_j - x_i| \int_{\delta(S)} \prod_i dx_i \ast \text{Angular part} \ast \frac{\int_{\delta(S')} \prod_i dx'_i}{\int_{\delta(S)} \prod_i dx_i} = \beta \left(\frac{\epsilon^2 n^e}{\ln^8 \bar{n}}\right)^{p_1 n^{1/2 - \delta}} \text{Vol}(\delta(S)) \ast \left(\frac{\int_{\delta(S')} \prod_i dx'_i}{\int_{\delta(S)} \prod_i dx_i}\right).
\]

Therefore (74) becomes, since \(O_n = C_n \sqrt{\bar{p}} \ln^4 n n^{1/2 + \delta - \frac{\epsilon}{2}}\)

\[
\frac{(2\sqrt{n})! \exp(C_n \sqrt{\bar{p}} \ln^4 n n^{1/2 + \delta - \frac{\epsilon}{2}})}{((p_1 n^{1/2 - \delta})!)^2 (2\sqrt{n} - 2p_1 n^{1/2 - \delta})!} \leq \beta \left(\frac{\epsilon^2 n^e}{\ln^8 \bar{n}}\right)^{p_1 n^{1/2 - \delta}} \left(\frac{\int_{\delta(S')} \prod_i dx'_i}{\int_{\delta(S)} \prod_i dx_i}\right). \tag{75}
\]

Due to the expanding nature of the map \(S \to S'\) we know that

\[\frac{\int_{\delta(S')} \prod_i dx'_i}{\int_{\delta(S)} \prod_i dx_i} \geq 1.\]

This justifies replacing sufficient condition (74) with (76): for all \(p_1 \geq \bar{p}\), all \(n \geq n_0\)

\[
\frac{(2\sqrt{n})! \exp(C_n \sqrt{\bar{p}} \ln^4 n n^{1/2 + \delta - \frac{\epsilon}{2}})}{((p_1 n^{1/2 - \delta})!)^2 (2\sqrt{n} - 2p_1 n^{1/2 - \delta})!} \leq \left(\frac{\epsilon^2 n^e}{\ln^8 \bar{n}}\right)^{p_1 n^{1/2 - \delta}}. \tag{76}
\]

We simplify the left hand side of (76) using Stirling’s formula

\[
\frac{(2\sqrt{n})!}{(2\sqrt{n} - 2p_1 n^{1/2 - \delta})!} = (2\sqrt{n})^{2p_1 n^{1/2 - \delta}} \exp(-p_1 n^{-\frac{\epsilon}{2}} (p_1 n^{1/2 - \delta} - \frac{1}{2})).
\]

We obtain

\[
\frac{(2\sqrt{n})! \exp(C_n \sqrt{\bar{p}} \ln^4 n n^{1/2 + \delta - \frac{\epsilon}{2}})}{((p_1 n^{1/2 - \delta})!)^2 (2\sqrt{n} - 2p_1 n^{1/2 - \delta})!} = \frac{(2\sqrt{n})^{2p_1 n^{1/2 - \delta}} \exp(-p_1 n^{-\frac{\epsilon}{2}} (p_1 n^{1/2 - \delta} - \frac{1}{2})) e^{C_n \sqrt{\bar{p}} \ln^4 n n^{1/2 + \delta - \frac{\epsilon}{2}}}}{(2\pi p_1 n^{1/2 - \delta})^2 p_1 n^{1/2 - \delta}} \exp(-2p_1 n^{1/2 - \delta}).
\]
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\[
\frac{1}{2\pi p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \left( \frac{1}{p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \right)^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} e^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + \frac{1}{2} p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} e C_n \sqrt{p_1 n^{\frac{1}{2} + \delta - \frac{\varepsilon}{2}}}.
\]

The latter expression can easily be simplified further, so that (76) becomes

\[
\frac{1}{2\pi p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \left( \frac{1}{p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \right)^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} e^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + \frac{1}{2} p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + C_n \sqrt{p_1 n^{\frac{1}{2} + \delta - \frac{\varepsilon}{2}}}.
\]

And can be rewritten as

\[
\frac{1}{2\pi p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \left( \frac{1}{p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \right)^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} e^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + C_n \sqrt{p_1 n^{\frac{1}{2} + \delta - \frac{\varepsilon}{2}}} + \frac{1}{2} p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} \leq 1.
\]

The left hand side of (77) can be simplified as

\[
\frac{1}{2\pi p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \left( \frac{1}{p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \right)^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} e^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + C_n \sqrt{p_1 n^{\frac{1}{2} + \delta - \frac{\varepsilon}{2}}} + \frac{1}{2} p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}.
\]

and (77) becomes

\[
\frac{1}{2\pi p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \left( \frac{1}{p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} \right)^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}}} e^{2p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} - p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} + C_n \sqrt{p_1 n^{\frac{1}{2} + \delta - \frac{\varepsilon}{2}}} + \frac{1}{2} p_1 n^{\frac{1}{2} - \frac{\varepsilon}{2}} \leq 1.
\]

From (78) and the discussion above we obtain the sufficient condition to have

\[
P(\delta S') \geq \sum_{\text{preimages}} P(\delta S)
\]
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is satisfied provided that

$$\frac{1}{2\pi n^{\frac{1}{2}-\frac{\epsilon}{2}}} \sum_{p_1 \geq \bar{\rho}} (p_1)^{-1} \left( \frac{2\ln^4 n}{e} + \frac{1}{2} \right)^{-\frac{1}{2}} \left( \frac{2\ln^4 n}{e} + K \right)^{-1} e^{\frac{1}{2} \ln^4 n + C_n \sqrt{p_1 \ln^4 n^{1+\delta-\frac{\epsilon}{2}}} \leq \varepsilon_n. \right.$$  

(79)

Now we are going to prove (79). Consider

$$\bar{\rho} = \frac{2\ln^4 n}{e}, \quad p_1 = \frac{2\ln^4 n}{e} + K, \quad K \geq 1.$$  

Then we show that the inequality (79) holds. Indeed, substituting $p_1, \bar{\rho}$ into the left hand side of (79) we obtain

$$\sum_{K \geq 1} \left( \frac{2\ln^4 n}{e} + K \right)^{-\frac{1}{2}} \left( \frac{2\ln^4 n}{e} + K \right)^{-1} e^{\frac{1}{2} \ln^4 n + 2K \delta^{-\frac{\epsilon}{2}}} e^{\left( \frac{2\ln^4 n}{e} + K \right)^{\frac{1}{2}} n^{\frac{1}{2} - \frac{\epsilon}{2}}} = \left( \frac{2\ln^4 n}{e} + K \right)^{-\frac{1}{2}} \sum_{K \geq 1} \left( \frac{2\ln^4 n}{e} + K \right)^{-1} e^{2\ln^4 n + C_n \sqrt{2e^{\frac{1}{2} \ln^4 n^{1+\delta-\frac{\epsilon}{2}}} \leq \varepsilon_n. \right.$$  

(80)
This implies the sum in the formula (79) is bounded for all \( n \geq n_0 \) by
\[
\left( \frac{4e\pi}{e} \ln^4 n \left( n^{\frac{1}{2} - \frac{\epsilon}{2}} \right)^2 \right)^{-1} \sum_{K \geq 1} \exp \left( -Kn^{\frac{1}{2} - \frac{\epsilon}{2}} - \frac{K^2 \epsilon}{2e\ln^4 n} n^{\frac{1}{2} - \frac{\epsilon}{2}} \right) \leq \left( \frac{4e\pi}{e} \right)^{-1} e^{-n^{\frac{1}{2} - \frac{\epsilon}{2}} (\ln^4 n n^{\frac{1}{2} - \frac{\epsilon}{2}})^{-1}}.
\]
(81)

Therefore for \( p_1 \geq C\ln^5 n \), probability that there are more than \( p_1 n^{\frac{1}{2} - \frac{\epsilon}{2}} \) pairs of eigenvalues such that \( |x_{j+1} - x_j| \leq \frac{1}{n^{\frac{1}{2} - \epsilon}} \) is
\[
\sum_{p_1 \geq C\ln^5 n} P(\delta S) = \sum_{p_1 \geq C\ln^5 n} \sum_{\delta S} \sum_{\delta S'} P(\delta S')|_{\delta S \to \delta S'} \leq \sum_{p_1 \geq C\ln^5 n} \sum_{\delta S} \left( \frac{2\sqrt{n}}{\epsilon} \right)! \left( \frac{p_1 n^{\frac{1}{2} - \frac{\epsilon}{2}}}{2} \right)! \sum_{\delta S'} P(\delta S')|_{\delta S \to \delta S'} \leq \sum_{p_1 \geq C\ln^5 n} \sum_{\delta S} \left( \frac{2\sqrt{n}}{\epsilon} \right)! \sum_{\delta S'} P(\delta S') \leq 2e^{-n^{\frac{1}{2} - \frac{\epsilon}{2}}}.\]

Therefore we obtain:
\[
\text{Probability (that number of pairs } [x_j, x_{j+1}] \text{ such that } |x_{j+1} - x_j| \leq n^{-\frac{1}{2} - \epsilon} \text{ is greater than } C\ln^5 n n^{\frac{1}{2} - \frac{\epsilon}{2}}) \leq \epsilon_n \Rightarrow n \to \infty 0.\]
(82)

The Lemma is proved.

**Lemma 8c:**

The radial distance between the surface \( \Sigma ij f(x_{ij}) = z \) and \( \Sigma ij x_{ij}^2 = r^2 \) at the distance \( \lambda \) along the hypersphere from an intersection point is less than \( \frac{\lambda}{n^{\frac{1}{2} - \delta}} \) on the set of probability \( 1 - \epsilon_{K,n} \).

**Proof:** Consider the surface
\[
\sum_{ij} f(x_{ij}) = -\ln z.
\]

---
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If we expand around $x_{ij}^{(0)}$, supposing that $\sum_{ij}(x_{ij} - x_{ij}^{(0)})^2 = O(n^3)$, we obtain

$$\sum_{ij} f(x_{ij}^{(0)}) + \sum_{ij} f'(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)}) + \sum_{ij} \frac{1}{2} f''(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)})^2 + O(n) = \sum_{ij} f(x_{ij}^{(0)}).$$

(83)

We can rewrite the previous equation as

$$\sum_{ij} a_{ij}(x_{ij} - \Delta_{ij})^2 = C,$$

(84)

where we are letting $a_{ij} = \frac{1}{2} f''(x_{ij})$, $\Delta_{ij} = -\frac{f'(x_{ij}^{(0)})}{f''(x_{ij}^{(0)})} + x_{ij}^{(0)}$, and $C = \frac{1}{2} \frac{f'(x_{ij}^{(0)})^2}{f''(x_{ij}^{(0)})}$. Denote by $\sum_i'$ the sum over all $\{ij\}$ such that $a_{ij} > 0$ and by $\sum''_i$ the rest of the sum. Then we can rewrite (84) as

$$\sum_{ij} a_{ij}(x_{ij} - \Delta_{ij})^2 = C + \sum_{ij}'' a_{ij}(x_{ij} - \Delta_{ij})^2.$$  

(85)

Consider a hypersphere $\sum_{ij} x_{ij}^2 = \sum_{ij} (x_{ij}^{(0)})^2 = r_0^2$. Rewrite the equation of this hypersphere as

$$\sum_{ij} x_{ij}^2 = r_0^2 - \sum_{ij}'' x_{ij}.$$  

(86)

As can be easily observed, the hypersurfaces satisfying the equations (85) and (86) intersect at the point $\{x_{ij}^{(0)}\}$. We would like to find out the upper bound on how the distance between these surfaces increases as the distance $\lambda$ from the distance of intersection increases. In the equation (85), consider the set $S_c$ of $x_{ij}$ such that $\sum_i'' a_{ij}(x_{ij} - \Delta_{ij})^2 = \text{const}$. Then on this set, (85) is an equation of a hypersphere.

Consider $\{x_{ij}\}$ in the set $S_c$. Then on this set we can consider a crosssection passing through the point $\{x_{ij}^{(0)}\}$, the point of intersection of the ellipse and the sphere. First suppose that the crosssection is in the 2 dimensional plane. It is easy to derive in two dimensions that the distance between the ellipse and the sphere within distance $x$ from the intersection along the sphere is less than $c_1 x + c_2 x^2$. Now suppose that the crosssection is the 3 dimensional hyperplane. Then we can parametrize this hyperplane by 2D planes all passing through $\{x_{ij}^{(0)}\}$, and in each 2D crosssection, we have that the distance between the ellipse and the sphere is less.
than \( c_1x + c_2x^2 \), therefore the distance between the hyperellipsoid and the hypersphere in the 3D cross-section is less than \( c_1x + c_2x^2 \). Similarly, consider a cross-section by a 4D hyperplane passing through \( \{x_{ij}^{(0)}\} \). It can be parametrized by the cross-section by 3D hyperplanes passing through \( \{x_{ij}^{(0)}\} \) in such a way that the distance of the 4D cross-section is the minimum of the distances in the 3D cross-sections. Therefore we derive that in any 4D cross-section the distance between the hyperellipsoid and hypersphere increases at most as fast as \( c_1x + c_2x^2 \) with the distance \( x \) along the sphere from the point of intersection. Proceeding by induction, we get that the distance in any \( 4 \)-dimensional cross-section of hyperellipsoid and a hypersphere increases at most as fast as \( c_1x + c_2x^2 \), if \( x \) is the distance along the hypersphere from the point of intersection \( \{x_{ij}^{(0)}\} \).

Consider the point \( \{x_{ij}^{(0)}\} \) and all the points distance \( O(n^{\frac{2}{3}}) \) from this point. Only on a set of \( \{x_{ij}^{(0)}\} \) of probability measure \( \varepsilon_n \) it is possible to have that at all the points distance \( O(n^{\frac{2}{3}}) \), the distance between the surface \( \sum_{ij} f(x_{ij}) = -\ln z \) and the surface \( \sum_{ij} x_{ij}^2 = r^2 \) is greater than \( O(K) \) for some large \( K \). (That is because by the Central Limit Theorem, for the points on the surface \( \sum_{ij} f(x_{ij}) = z \) in the set of probability \( 1 - \varepsilon_n \), \( \sum_{ij} x_{ij}^2 = \frac{n(n+1)}{8} \pm Kn \). Therefore over the distance along the sphere of \( O(n^{\frac{2}{3}} - \delta) \) the distance between the surface and the sphere increases by \( O(K) \).

For a set of \( x_{ij}^{(0)} \) of measure \( 1 - \frac{1}{2} \varepsilon_n \) we have that the distance between the surfaces \( \sum_{ij} f(x_{ij}) = -\ln z \) and \( \sum_{ij} x_{ij}^2 = r^2 \), intersecting at \( \{x_{ij}^{(0)}\} \), at a distance \( O(n^{\frac{2}{3}}) \) from the point of intersection is with probability \( 1 - \frac{1}{2} \varepsilon_n \) less than some large constant \( K \). Let the distance between \( \sum_{ij} f(x_{ij}) = \sum_{ij} f(x_{ij}^{(0)}) \) and \( \sum_{ij} x_{ij}^2 = \sum_{ij} (x_{ij}^{(0)})^2 \) at the distance \( O(n^{\frac{2}{3}}) \) from \( x_{ij}^{(0)} \) in the direction \( \bar{p} \) be denoted by \( d(\bar{p}) \). Consider the set \( S_{\sqrt{\varepsilon_n}} = \{(x_{ij}^{(0)}, \bar{p})\} \) such that \( d(\bar{p}) > K \). Then by the Central Limit Theorem probability of \( S_{\sqrt{\varepsilon_n}} \) is less than \( \sqrt{\varepsilon_n} \). Indeed, since

\[
P(d(\bar{p}) > K) = \int P(d(\bar{p}) > K|x_{ij}^{(0)}, \bar{p}) f(x_{ij}^{(0)}, \bar{p}) \prod_{ij} dx_{ij} d\bar{p} \leq \varepsilon_n, \tag{87}
\]

we obtain that the set of \( (x_{ij}^{(0)}, \bar{p}) \) such that \( P(d(\bar{p}) > K|x_{ij}^{(0)}, \bar{p}) > \sqrt{\varepsilon_n} \) has probability less than \( \sqrt{\varepsilon_n} \). Therefore the total probability of a set of \( x_{ij}^{(0)} \), such that given
the $x_{ij}^{(0)}$, we have that on a set of $\vec{\rho}$ of measure at least $\varepsilon \sqrt{n}$, the distance $d(\vec{\rho})$ is > than $K$, must be less than $\varepsilon \sqrt{n}^{1/4}$. We have that for given the $x_{ij}^{(0)}$ (outside of the set of probability $\varepsilon \sqrt{n}^{1/4}$) in the set of $\vec{\rho}$ of measure $\geq 1 - \varepsilon \sqrt{n}^{1/4}$, $d(\vec{\rho}) \leq K$. This implies that we can choose a particular direction $\vec{\rho}$ from the directions in the set of measure $1 - \varepsilon \sqrt{n}^{1/4}$ such that $\sum_i f(x_{ij}) = \sum_i f(x_{ij}^{(0)})$ and $\sum_i x_{ij}^2 = \sum_i (x_{ij}^{(0)})^2$

is less than $\frac{\lambda K}{n^{3/5}}$.

Lemma is proved.

**Lemma 9:**

Consider the cylinders $C_k$ such that in each cylinder as $x_i$ shifts by $\lambda$, where $|\lambda| \leq \frac{N}{\sqrt{n}}$, each $x_j$ shifts by $\lambda \left(1 - \frac{|i-j|}{N}\right)$ for $|j-i| \leq N$, and stays the same for $|j-i| > N$. In these cylinders

$$\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_K, C_k)}{\text{Vol}(V_K, C_k)} = \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, S_K, C_k)}{\text{Vol}(S_K, C_k)} (1 + \varepsilon n)$$

**Proof:** In such a cylinder $C_k$ distance to a point on the other side of $[\prod_{jk} g(x_{jk}) = z \cap C_k]$ is

$$\Delta x = \sqrt{\sum_j (x_j - x_{ij}^{(0)})^2} = \lambda \sqrt{N} \leq \frac{N^{3/2}}{\sqrt{n}}$$

By Lemma 8c, the distance between the sphere and the surface $\prod_{ij} g(x_{ij}) = z$ intersecting on one side of the cylinder is less than $\Delta x \leq \frac{N^{3/2}}{n^{1-\delta}}$.

The ratio of the volume of the intersection of a small cone with $\prod_{jk} g(x_{jk}) = z$ and with $\sum_{jk} x_{jk}^2 = r^2$ is

$$\left(\frac{r'}{r}\right)^{\frac{n(n+1)}{2}} = 1 + O\left(\frac{N^{3/2}}{n^{1-\delta}}\right).$$
This $1 + \varepsilon_n$ for all $N << n^{\frac{1}{2} - \frac{3}{5} \delta}$. Therefore for each small cone the volume of the intersection with $\prod_{jk} g(x_{jk}) = z$ is the same as the volume of the intersection with the surface $\sum_{jk} x_{jk}^2 = r^2$. Lemma 9 is proved.

**Lemma 10:**

\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} r') \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}} r', \prod_{ij} g(x_{ij}) = z', V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z', V_m, C_m)}
\]

\[
= \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{ij} g(x_{ij}) = z, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m)} (1 + \varepsilon_n), \tag{88}
\]

and also

\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{ij} g(x_{ij}) = z, V_m, C_m)}{\text{Vol}(\prod_{ij} g(x_{ij}) = z, V_m, C_m)}
\]

\[
= \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_m, C_m)}{\text{Vol}(V_m, C_m)} (1 + \varepsilon_n). \tag{89}
\]

**Proof:** Consider a cone $C_k$ and in this cone choose a cross-section $C_k \cap \{ \lambda = \text{const} \}$ perpendicular to the long direction of $C_k \cap S_r$. Also consider two surfaces $\prod_{ij} g(x_{ij}) = z$ and $\prod_{ij} g(x_{ij}) = z'$ in the same perpendicular cross-section. Let $x_{ij}^{(0)}$ be a point in the center of the surface $\prod_{ij} g(x_{ij}) = z$ in this cross-section ($x_{ij}^{(0)}$ is chosen later). Then $x_{ij}^{(0)} \frac{r'}{r}$ is the corresponding point on the same radial line on the surface $\prod_{ij} g(x_{ij}') = z'$. Let $x_{ij}$ be a point on the surface $\prod_{ij} g(x_{ij}) = z$. Now perform a Taylor expansion of $\sum_{i,j} f \left(x_{ij} \frac{r'}{r} \right)$ around the point $x_{ij}$ and then of the remainder terms around the point $x_{ij}^{(0)}$. (Note that the point $x_{ij} \frac{r'}{r}$ is not necessarily on $\prod g(x_{ij}) = z'$.) By doing so we obtain

\[
\sum_{i,j} f \left(x_{ij} \frac{r'}{r} \right) = \sum_{i,j} f(x_{ij}) + \sum_{i,j} f'(x_{ij}) x_{ij} \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f''(x_{ij})(x_{ij})^2 \left( \frac{r'}{r} - 1 \right)^2
\]

\[
+ \ O \left( \frac{1}{n} \right) = \sum_{i,j} f(x_{ij}) + \sum_{i,j} f'(x_{ij}^{(0)}) x_{ij}^{(0)} \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f''(x_{ij}^{(0)})(x_{ij}^{(0)})^2 \left( \frac{r'}{r} - 1 \right)^2
\]
\begin{equation}
+ \sum_{i,j} f''(x_{ij}^{(0)}) x_{ij}^{(0)} (x_{ij} - x_{ij}^{(0)}) \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f'(x_{ij}^{(0)}) (x_{ij} - x_{ij}^{(0)}) \left( \frac{r'}{r} - 1 \right) + O\left( \frac{1}{n} \right). \tag{90}
\end{equation}

Considering that \( x_{ij}^{(0)} \) is fixed, on the subset of measure \((1 - \epsilon_n)P(\sum_{i,j} f(x_{ij}) = z \cap C_k \cap \{ \lambda = \text{const} \})\) of the set of \( x_{ij} \) such that \( \{ \sum_{i,j} f(x_{ij}) = z \cap C_k \cap \{ \lambda = \text{const} \} \} \), we have that by the Central Limit Theorem

\[
\sum_{i,j} f''(x_{ij}^{(0)}) x_{ij}^{(0)} (x_{ij} - x_{ij}^{(0)}) = O\left( \sqrt{\sum_{i,j} (f''(x_{ij}^{(0)}) x_{ij}^{(0)} (x_{ij} - x_{ij}^{(0)}))^2} \right) = O\left( \frac{\ln n \frac{1}{n^2}}{n^\epsilon} \right).
\]

Similarly

\[
\sum_{i,j} f'(x_{ij}^{(0)}) (x_{ij} - x_{ij}^{(0)}) = O\left( \sqrt{\sum_{i,j} (f'(x_{ij}^{(0)}) (x_{ij} - x_{ij}^{(0)}))^2} \right) = O\left( \frac{\ln n \frac{1}{n^2}}{n^\epsilon} \right).
\]

The idea of the proof is the following: Consider a particular cone \( C_k \) and a point \( x_{ij}^{(0)} \in C_k \cap S_K \). In a small neighborhood around this point the surface \( \Sigma_{ij} f(x_{ij}) = z \) is approximately a plane. The \( n(n-1)/2 \) projections \( (x_{ij} - x_{ij}^{(0)})^p \) of the coordinates \( x_{ij} - x_{ij}^{(0)} \) onto this plane (omitting \( x_{n,n} - x_{n,n}^{(0)} \)) are independent random variables. Since in the cross section \( \lambda = \text{const} \) each \( |\Delta x_{ij}| \leq \frac{\delta}{n^{2+\epsilon}} \), then

\[
\sqrt{\sum_{i,j} (\Delta x_{ij})^2} = \sqrt{\sum_{i,j} (\Delta x_{ij})^2} \leq \frac{\delta}{n^2}.
\]

Consider a probability measure conditioned on the set \( \{ \sum_{i,j} f(x_{ij}) = z \cap C_k \cap \{ \lambda = \text{const} \} \} \). The set \( C_k \cap \{ \lambda = \text{const} \} \) is a rectangular set, and therefore \( x_{ij} - x_{ij}^{(0)} \) (for all \( i, j \) except for \( x_{n-1,n} - x_{n-1,n}^{(0)} \)) are independent on this set and therefore are independent with respect to the probability measure conditioned on this set. By the arguments above we obtain that \( x_{ij} - x_{ij}^{(0)} \) (for all \( i, j \) except for \( x_{n-1,n} - x_{n-1,n}^{(0)} \) and \( x_{n,n} - x_{n,n}^{(0)} \)) are independent on the set \( \{ \sum_{i,j} f(x_{ij}) = z \cap C_k \cap \{ \lambda = \text{const} \} \} \) and therefore are independent with respect to the probability measure conditioned on this set.

Choose \( x_{ij}^{(0)} \) so that \( E_{\text{conditional}}(x_{ij} - x_{ij}^{(0)}) = 0 \) (where the expectation \( E_{\text{conditional}} \) is taken with respect to the conditional measure on the set \( \{ \sum_{i,j} f(x_{ij}) = z \} \cap C_k \cap \{ \lambda = \text{const} \} \).
\{\lambda = \text{const}\}). Then by the Central Limit Theorem we obtain:

\[
\sum_{i,j} f'(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)})^P = \sqrt{\sum_{i,j} \text{Var}(f'(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)})^P)} \phi,
\]

where \(\phi\) is a standard normal random variable.

Since by Lemma 11, \(f'(x_{ij}) \leq O(\ln n)\) we obtain

\[
\sqrt{\sum_{i,j} \text{Var}(f'(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)})^P)} \leq O(\ln n) \sqrt{\sum_{i,j} \text{E}(x_{ij} - x_{ij}^{(0)})^2} \leq \frac{O(\delta \ln n)}{n^\varepsilon}.
\]

(The estimate of \(\sum_{i,j} f''(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)}) = O(\frac{\delta \ln n}{n^\varepsilon})\) is proved similarly.) Also the cases when \(C_k \cap \{\lambda = \text{const}\}\) is a rotated rectangular set or a parallelepiped give similar results. Indeed, for a \(C_k \cap \{\lambda = \text{const}\}\) a rotated parallelepiped, consider the coordinates \(\tilde{x}_{ij} = f'(x_{ij}^{(0)})(x_{ij} - x_{ij}^{(0)})\), in these coordinates \(C_k \cap \{\lambda = \text{const}\}\) is still a parallelepiped. Then consider the rotated coordinates \(z_{ij}\), parallel to the axis of the parallelepiped \(C_k \cap \{\lambda = \text{const}\}\). The coordinates \(z_{ij}\) (excluding \(z_{nn}\)) are independent on the parallelepiped, and \(E_{\text{conditional}} z_{ij} = 0\), so all the arguments above apply to \(z_{ij}\), and we obtain that on the set of probability \((1 - \varepsilon_n)P(C_k \cap \{\sum_{i,j} f(x_{ij}) = z\} \cap \{\lambda = \text{const}\})\) we have that

\[
\sum_{i,j} z_{ij} = \sqrt{\sum_{i,j} \text{Var} z_{ij}} \phi.
\]

Since \(\sqrt{\sum_{i,j} \text{Var} z_{ij}} \leq \text{const} \sqrt{\sum_{i,j} z_{ij}^2}\) and since \(\sum_{i,j} z_{ij}^2 = \sum_{i,j} \tilde{x}_{ij}^2\), we obtain that

\[
\sum_{i,j} z_{ij} = O\left(\frac{\delta \ln n}{n^\varepsilon}\right).
\]

Denoting for simplicity \(X_k = \tilde{x}_{ij}\) and \(Z_k = z_{ij}\), where \(k = 1, \ldots, \frac{n(n+1)}{2}\), we obtain

\[
X_i = \sum_j \alpha_{ij} Z_j,
\]

for the rotation matrix \((\alpha_{ij})\): \(\alpha^2 \alpha = \alpha \alpha^2 = I\). Therefore

\[
\sum_i X_i = \sum_j Z_j \sum_i \alpha_{ij} = \sqrt{\sum_j \text{Var} Z_j^2 (\sum_i \alpha_{ij})^2} \phi \leq n \max Z_j \phi.
\]
In the cross-section $\{\lambda = \text{const}\}$ each $|\Delta z_{ij}| \leq \frac{\delta}{n^{\frac{1}{2}+\varepsilon}}$. Thus we obtain that on the subset of probability $(1 - \varepsilon_n)P(\{\sum_{i,j} f(x_{ij}) = z\} \cap C_k \cap \{\lambda = \text{const}\})$ of the set $\{\sum_{i,j} f(x_{ij}) = z\} \cap C_k \cap \{\lambda = \text{const}\}$

$$\left| \sum_{i,j} f'(x_{ij}^{(0)}) x_{ij}^{(0)} (x_{ij} - x_{ij}^{(0)}) \right| = \left| \sum_{i,j} \tilde{x}_{ij} \right| \leq \text{const} n \max |\Delta z_{ij}| \leq \delta \ln n \frac{1}{n^{\frac{1}{2}-\varepsilon}}.$$ 

Now, taking into account that $\frac{r'}{r} - 1 = O \left( \frac{1}{n} \right)$, we can estimate that

$$\sum_{i,j} f''(x_{ij}^{(0)}) x_{ij}^{(0)} (x_{ij} - x_{ij}^{(0)}) \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f'(x_{ij}^{(0)}) (x_{ij} - x_{ij}^{(0)}) \left( \frac{r'}{r} - 1 \right) = \frac{O(\delta \ln n)}{n^{\frac{1}{2}+\varepsilon}};$$

Therefore using that

$$\sum_{i,j} f(x_{ij}^{(0)}) = \sum_{i,j} f(x_{ij})$$

and

$$\sum_{i,j} f(x_{ij}^{(0)}) + \sum_{i,j} f'(x_{ij}^{(0)}) x_{ij}^{(0)} \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f''(x_{ij}^{(0)}) (x_{ij} - x_{ij}^{(0)})^2 \left( \frac{r'}{r} - 1 \right)^2 + O(\frac{1}{n})$$

$$= \sum_{i,j} f \left( x_{ij}^{(0)} \frac{r'}{r} \right) = \sum_{i,j} f(x'_{ij}),$$

and taking into consideration that the remainder term, $O(\frac{1}{n})$, is the same in both terms up to $O(\frac{\delta \ln n}{n^{\frac{1}{2}+\varepsilon}})$, we come to a more precise estimate

$$\sum_{i,j} f \left( x_{ij} \frac{r'}{r} \right) - f(x'_{ij}) = \frac{O(\delta \ln n)}{n^{\frac{1}{2}+\varepsilon}}.$$ 

If $R$ and $R'$ are radial distance to the points $x_{ij} \frac{r'}{r}$ and to the point on the same radial line on the surface $f(x'_{ij}) = \ln z'$, we obtain that

$$\sum_{i,j} f \left( x_{ij} \frac{r'}{r} R' \right) = \sum_{i,j} f \left( x_{ij} \frac{r'}{r} R \right) + \sum_{i,j} f' \left( x_{ij} \frac{r'}{r} \right) x_{ij} \frac{r'}{r} \left( \frac{R'}{R} - 1 \right) + \text{l.o.t.}$$

Therefore

$$\sum_{i,j} f' \left( x_{ij} \frac{r'}{r} \right) x_{ij} \frac{r'}{r} \left( \frac{R'}{R} - 1 \right) = \frac{O(\delta \ln n)}{n^{\frac{1}{2}+\varepsilon}}.$$
Since by the Central Limit Theorem

\[ \sum_{i,j} f' \left( x_{ij} \frac{r'}{r} \right) x_{ij} \frac{r'}{r} = O(n^2), \]

we obtain that on the set of probability \((1 - \varepsilon_n)P(C_k \cap \{ \lambda = \text{const} \})\)

\[ \frac{R'}{R} = 1 + O \left( \frac{\delta \ln n}{n^{\frac{1}{2} + \varepsilon}} \right). \]

Therefore we obtain that the distance between the point \(x_{ij} \frac{r'}{r}\) and the point \(x_{ij} \frac{r'}{r} R'\) on the same radial line on the surface \(\sum_{i,j} f(x_{ij}' = z')\) is

\[ x_{ij} \frac{r'}{r} \left( \frac{R'}{R} - 1 \right) \]

in the \(x_{ij}\) direction. Since typical \(x_{ij} - x_{ij}^{(0)}\) is of the order on \(\frac{1}{n^{1+\varepsilon}}\) in any direction perpendicular to the long direction of the cylinder, the volume of the \(\prod_{i,j} g(x_{ij}) = z \cap C_k \cap \{ \lambda = \text{const} \}\) is the same for different \(z\) up to a factor \(\left( \frac{r'}{r} \right)^{\frac{n(n+1)}{2}} \left( 1 + O \left( \frac{1}{n^{n+\varepsilon}} \right) \right)\) (on a set of probability \((1 - \varepsilon_n)P(C_k \cap \{ \lambda = \text{const} \})\)):

\[ \frac{\text{Vol}(\prod_{i,j} g(x_{ij}') = z', C_k, \{ \lambda = \text{const} \}))}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, C_k, \{ \lambda = \text{const} \})} = \left( \frac{r'}{r} \right)^{\frac{n(n+1)}{2}} \left( 1 + O \left( \frac{1}{n} \right) \right). \]

Therefore on a set of probability \((1 - \varepsilon_n)P(C_k)\):

\[ \frac{\text{Vol}(C_k \cap \prod_{i,j} g(x_{ij}) = z' \cap \{ \lambda = \text{const} \}))}{\text{Vol}(C_k \cap \prod_{i,j} g(x_{ij}) = z \cap \{ \lambda = \text{const} \})} = \frac{\text{Vol}(C_k \cap \prod_{i,j} g(x_{ij}') = z')}{\text{Vol}(C_k \cap \prod_{i,j} g(x_{ij}) = z').} \]

If we take the cones \(K_v\) to be so narrow that \(K_v \cap \sum_{i,j} x_{ij}^2 = \frac{n(n+1)}{8}\) contains either no points such that \(\frac{b \sqrt{\ln \nu}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln \nu}}{\sqrt{n}}\) or contains only the points such that \(\frac{b \sqrt{\ln \nu}}{\sqrt{n}} \leq x_i \leq \frac{c \sqrt{\ln \nu}}{\sqrt{n}}\), then

\[ \frac{\text{Vol}(\prod_{i,j} g(x_{ij}') = z', K_v)}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, K_v)} = \left( \frac{r'}{r} \right)^{\frac{n(n+1)}{2}} \left( 1 + O \left( \frac{1}{n} \right) \right). \]
Now, \( r' \) and \( r \) were considered for a particular value of \( \lambda \). They can potentially depend on the value of \( \lambda \) we chose. To estimate the ratio \( \frac{\text{Vol}(\frac{Mn}{\sqrt{n}} \leq x_i \leq \frac{Mn}{\sqrt{n}} C_m)}{\text{Vol}(C_m)} \) we need to show that \( \left( \frac{r'}{r} \right)^{\frac{n(n+1)}{2}} \) stays the same for different \( \lambda \).

We return to the argument in the beginning of the lemma, but now we choose \( x_{ij}^{(0)} \) at \( \lambda = 0 \), and take the line \( x_j' = x_j + \lambda \left( 1 - \frac{|r'|^2}{N} \right) \), and we take also a point \( x_{ij} \) on this line with \( x_j, \xi_{i,j} \) fixed and only \( \lambda \) changing. This is the “long” direction of the cone. Now we write the formula (90) again for this \( x_{ij}'^{(0)}, x_{ij}^{(0)}, x_{ij} \) in this new cross-section.

\[
\sum_{i,j} f \left( x_{ij} \right) = \sum_{i,j} f(x_{ij}) + \sum_{i,j} f'(x_{ij})x_{ij} \left( \frac{r'}{r} - 1 \right) + \sum_{i,j} f''(x_{ij})x_{ij}(x_{ij})^2 \left( \frac{r'}{r} - 1 \right)^2
\]

We estimate as before

\[
\sum_{i,j} f''(x_{ij})x_{ij}(x_{ij} - x_{ij}) = O \left( \sqrt{\sum f''(x_{ij})x_{ij}(x_{ij} - x_{ij})^2} \right).
\]

Since each \( |\Delta x_j| \leq \frac{N8}{n^{2+\epsilon}} \) we obtain that each \( \Delta x_{ij} \leq \frac{N8}{n^{2+\epsilon}} \sum |\xi_{ij}| |\xi_{kj}| \leq \frac{N8}{n^{2+\epsilon}} \). And as above we derive that

\[
\sum f''(x_{ij})x_{ij}(x_{ij} - x_{ij}) \left( \frac{r'}{r} - 1 \right) = O \left( \frac{\delta N \ln n}{n^{2+\epsilon}} \right).
\]

Similarly we obtain that

\[
\sum f'(x_{ij})x_{ij}(x_{ij} - x_{ij}) \left( \frac{r'}{r} - 1 \right) = O \left( \frac{\delta N \ln n}{n^{2+\epsilon}} \right).
\]

We can rewrite (91) for these \( x_{i,j}, x_{i,j} \) as (since \( x_{ij}'r' \) is the point on the surface \( \Sigma_{ij} f(x_{ij}) = z' \)

\[
\sum f(x_{ij}) = \sum f(x_{ij}') \frac{r'}{r}.
\]
\[
\sum f(x_{ij}^{(0)}) + \sum f'(x_{ij}^{(0)})x_{ij} \left( \frac{r'}{r} - 1 \right) + \sum f''(x_{ij}^{(0)}) (x_{ij}^{(0)})^2 \left( \frac{r'}{r} - 1 \right)^2 + O\left(\frac{1}{n}\right),
\]
to obtain that
\[
\sum f(x_{ij}) - \sum f(x'_{ij}) = O\left(\frac{\delta N \ln n}{n^{\frac{1}{2} + \epsilon}}\right).
\]
As before, if \( R \) and \( R' \) are radial distances to the points \( x_{ij} \) and the points on the same radial line on the surface \( f(x'_{ij}) = \ln z' \) we obtain that
\[
\sum f(x_{ij}) = \sum f(x_{ij}) + \sum f'(x_{ij})x_{ij} \frac{R'}{R} - 1.
\]
Therefore
\[
\sum f'(x_{ij})x_{ij} \frac{R'}{R} - 1 = O\left(\frac{\delta N \ln n}{n^{\frac{1}{2} + \epsilon}}\right),
\]
and as before we obtain that
\[
\frac{R'}{R} = 1 + O\left(\frac{\delta N \ln n}{n^{\frac{1}{2} + \epsilon}}\right),
\]
and also that the radial distance between the point \( x_{ij} \) and \( x_{ij} R' \) is
\[
\Delta = R' - R = O\left(\frac{\delta N \ln n}{n^{\frac{3}{2} + \epsilon}}\right).
\]
Let \( r(\lambda) \) be the distance to \( x_{ij} \) at some value of \( \lambda \) and \( R' \) is the distance to \( x_{ij} ' \) on the same radial line. Then
\[
\frac{Vol(\prod_{i,j} g(x_{ij}) = z', C_k, \{\lambda = \text{const}\})}{Vol(\prod_{i,j} g(x_{ij}) = z, C_k, \{\lambda = \text{const}\})} = \left(\frac{R'}{r(\lambda)}\right)^{\frac{n(n+1)}{2}} \left(1 + O\left(\frac{1}{n}\right)\right)
\]
\[
= \left(\frac{r(\lambda) + R' - R}{r(\lambda)}\right)^{\frac{n(n+1)}{2}} \left(1 + O\left(\frac{1}{n}\right)\right) = \left(\frac{r' + R' - R}{r(\lambda)}\right)^{\frac{n(n+1)}{2}} \left(1 + O\left(\frac{1}{n}\right)\right)
\]
\[
= \left(\frac{r' + O\left(\frac{N \ln n}{n^{\frac{3}{2}}}\right)}{r(\lambda)}\right)^{\frac{n(n+1)}{2}} \left(1 + O\left(\frac{1}{n}\right)\right) = \left(\frac{r'}{r}\right)^{\frac{n(n+1)}{2}} \left(1 + O\left(\frac{1}{n}\right)\right).
\]
From this we derive
\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{i,j} g(x_{ij}) = z', C_k)}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z', C_k)} = \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{i,j} g(x_{ij}) = z, C_k)}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, C_k)} (1 + \varepsilon_n). \quad (94)
\]

Using the arguments similar to those in Lemma 2 we obtain
\[
\frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, \prod_{i,j} g(x_{ij}) = z, C_k)}{\text{Vol}(\prod_{i,j} g(x_{ij}) = z, C_k)} = \frac{\text{Vol}(\frac{b\sqrt{\ln n}}{\sqrt{n}} \leq x_i \leq \frac{c\sqrt{\ln n}}{\sqrt{n}}, V_k, C_k)}{\text{Vol}(V_k, C_k)} (1 + \varepsilon_n). \quad (95)
\]

**Lemma 11.**

Let \( f(x) \) be such that for all \( \Lambda \) large enough \( \max_{[0, \Lambda]} f(x) \leq C_{\max_{\Lambda, \Lambda+1}} f(x) \), and such that \( |f'(x)|, |f''(x)|, |f'''(x)| \leq \max(C|f(x)|, C) \).

Then, on the set of \( P_g \) measure \( 1 - \varepsilon_n \)
\[
\max(|f'(x)|, |f''(x)|, |f'''(x)|) \leq O(\ln n), \forall i, j = 1, \ldots, n.
\]

**Proof:** Let \( \Lambda \) be a cutoff such that
\[
P(|\xi_{ij}| \leq \Lambda, i, j = 1, \ldots, n) \geq 1 - \varepsilon_n.
\]

We now restrict our consideration to \( x_{ij} \) such that \( |x_{ij}| \leq \Lambda \) for all \( i, j \). \( \Lambda \) can be chosen so that it works both for a given distribution \( g \) and for a Gaussian. Writing that \( g(x) = e^{-f(x)} \), we obtain
\[
(1 - \int_{\Lambda}^{\infty} e^{-f(x)} dx)^n \geq 1 - \varepsilon_n.
\]

This implies
\[
\int_{\Lambda}^{\infty} e^{-f(x)} dx \leq \frac{\varepsilon_n}{n^2}.
\]

Therefore
\[
\frac{\varepsilon_n}{n^2} \geq \int_{\Lambda}^{\Lambda+1} e^{-f(x)} dx \geq e^{-\max_{\Lambda \leq x \leq \Lambda+1} f(x)}.
\]
Thus
\[ \max_{\Lambda \leq x \leq \Lambda + 1} f(x) \leq \ln \left( \frac{n^2}{\epsilon_n} \right). \]

Assuming that \( \max_{[0, \Lambda]} f(x) \leq \max_{[\Lambda, \Lambda+1]} f(x) \) and that \( |f'(x)|, |f''(x)|, |f'''(x)| \leq C|f(x)| + C \) we obtain that on the set of measure \( 1 - \epsilon_n \)
\[ \max_{ij} |f'(x_{ij})|, |f''(x_{ij})|, |f'''(x_{ij})| \leq O(\ln n). \]

Thus the Lemma is proved.
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