We illustrate a procedure that defines and converts non-Abelian charges of Weyl nodes via braid phase factors, which arise upon exchange inside the reciprocal momentum space. This phenomenon derives from intrinsic symmetry properties of topological materials, which are increasingly becoming available due to recent cataloguing insights. Specifically, we demonstrate that band nodes in systems with $C_2T$ symmetry exhibit such braiding properties, requiring no particular fine-tuning. We further present observables in the form of generalized Berry phases, calculated via a mathematical object known as Euler form. We demonstrate our findings with explicit models and a protocol involving three bands, for which the braid factors mimic quaternion charges. This protocol is implementable in cold atoms setups and in photonic systems, where observing the proposed braid factors relates to readily available experimental techniques. The required $C_2T$ symmetry is also omnipresent in graphene van-der-Waals heterostructures, which might provide an alternative route towards realizing the non-Abelian conversion of band nodes.

Uncovering the underlying mathematical structures, inspired by insights from the physics of nematic liquids, we also relate our theoretical predictions to experimentally viable settings. In particular, we introduce a two-dimensional three-band model, which is directly implementable in cold-atom and photonic systems. Most importantly, we also uncover three-dimensional generalizations, and discuss possible experimental realizations in van-der-Waals heterostructures.

**Three-band model and braiding protocol.**—We find that the ability of band nodes to pairwise annihilate crucially depends on the presence of band nodes in other band gaps. This enables non-trivial “reciprocal braiding” inside momentum ($k$) space, illustrated in Fig. 1a–b. For concreteness, we consider three-band models, and introduce the following terminology. The main gap of interest, hosting the Fermi level, is called “principal gap”. Accordingly, band nodes in this gap are described as “principal nodes”. The other band gaps, as well as the corresponding band and nodes, are designated as “adjacent”.

To make our study concrete, we consider the Hamiltonian with tuning parameter $t$,

$$H(k; t) = \begin{pmatrix}
  f(t) & g(k) & g^*(k) \\
  g^*(k) & 0 & h(k; t) \\
  g(k) & h^*(k; t) & 0
\end{pmatrix}$$  \hspace{1cm} (1)

having onsite energy $f(t) = F_{[8\pi]}(t)$, couplings $g(k) = -i(e^{-ik_1\pi}e^{-ik_2\pi})$ and $h(k; t) = h_0(t) + h_1(t)e^{ik_1\pi}e^{ik_2\pi}$. Here $h_0(t) = F_{[2\pi]}(t)$ and $h_1(t) = [10 - F_{[8\pi]}(t)]$. The dependence on the tuning parameter $t \in [-10, 10]$ is defined through $F_{[\nu, \pm]}(t) = \frac{1}{2}(|t + \nu| \pm |t - \nu|)$, which is a piecewise-linear function with shoulders at $+\nu$ and at $-\nu$, see Fig. 2a. The practical implementation of the model in Eq. (1) requires tuning of only three tight-binding parameters, namely the potential on the first site, and the
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hopping amplitude between the latter two sites along the horizontal resp. vertical direction. The physical degrees of freedom \( \{ \phi_\alpha \}_{\alpha=A,B,C} \) are three s-wave orbitals, fulfilling \( \phi_C = C_2 \phi_2 \), where the \( C_2 \) rotation axis is taken perpendicularly to the basal plane \([20]\). The model breaks \( C_2 \) and \( T \) but preserves the combined anti-unitary symmetry \( C_2T \).

We realize the braiding protocol by increasing the adiabatic control parameter ("time") \( t \) in Eq. (1) from \(-10\) to \(+10\). By construction, the model exhibits nodal points along the two diagonals of the Brillouin zone, \((11)\) and \((11)\), connecting \( \Gamma \) and \( M \). In Fig. 2c, we show snapshots of the band structure along these diagonals during the braiding protocol with solid resp. dashed curves. The orange arrows indicate the motion of the nodal points upon increasing time. Furthermore, Fig. 2d displays the configuration of the nodal points at a few times, keeping track of their past trajectory.

At the initial time \( t = -10 \), the three bands are gapped. At \( t = -8 \), the adjacent gap exhibits a pair of nodal points moving from \( \Gamma \) (where they were created) towards \( M \) along \((11)\). At \( t = -4 \), there are two principal nodes moving from \( M \) (where they were created) towards \( \Gamma \) along \((11)\). At \( t = -2 \), the principal nodes meet at \( \Gamma \). Remarkably, instead of annihilating, we find that the principal nodes "bounce" in the \((11)\) direction, where they follow their adjacent counterparts, as visible at \( t = 0 \). Fig. 2b shows the full 2D band structure at this very time. At \( t = 2 \), the two adjacent nodes meet at \( M \) and also fail to annihilate, as can be seen at time \( t = 4 \) where they progress towards \( \Gamma \). At \( t = 8 \), the adjacent nodes have been annihilated at \( \Gamma \). Finally, at \( t = 10 \), the principal nodes have been annihilated at \( M \), and the three bands have become gapped again.

**Non-Abelian topological obstruction.** — The path-dependent capability of band nodes to annihilate, exemplified by the model in Eq. (1), is a consequence of underlying non-Abelian band topology. While similar phenomena have been reported in the context of nodal lines in \( \mathcal{PT} \)-symmetric systems \([21]\), we find that point nodes are more suitable for experimental studies, while also offering an easier implementation of the braiding. Importantly, we significantly simplify the mathematical description of the non-Abelian topology. After identifying the essence of the nontrivial braid factors by encoding the underlying Hamiltonian using orthonormal frames \([21]\), we express the capability of nodes to pairwise annihilate using the appropriate geometric concepts \([22, 23]\).

For a two-dimensional system, we note \([20]\) that \( C_2T \) symmetry implies the existence of a basis in which the Bloch Hamiltonian \( \mathcal{H}(k) \) is a real symmetric matrix. The model in Eq. (1) is brought to this form by a unitary rotation, \( H(k) \rightarrow V \cdot H(k) \cdot V^\dagger \), where \( V = \sqrt{1 \pm \sigma_y} \) [square root of the permutation matrix \((123) \leftrightarrow (132)]\). Focusing on momenta where the energy bands are non-degenerate, we form an energetically ordered set of real \( N \) Bloch states, \( \{ |\psi_j(k)\rangle \}_{j=1}^N =: F(k) \). This collection of orthogonal and real vectors forms an orthonormal frame \([21]\), Crucially, we can assign a frame-rotation charge to each closed path that avoids band nodes \([20]\). If one varies the momentum along a closed path based at \( k_0 \), the Hamiltonian returns to its original form. Nonetheless, the initial and the final frame at \( k_0 \) may differ in the overall \( \pm \) sign of some eigenstates, thereby altering the triad spanning the frame. Notably, such a transformation occurs if one encircles a band node. As one moves along a tight loop around the node formed by a pair of bands, then the two vectors describing those bands perform a \( \pi \)-rotation, while the other bands are essentially constant. This corresponds to an overall \( \pi \) rotation of the frame, related to the \( \pi \) Berry phase carried by the node \([24-26]\).

Given two nodes inside the same band gap, one may wonder how their associated frame rotations compose together. One possibility is that the second rotation undoes the first, e.g. if we rotate by \( \pi \) in the reverse direction. In that case the two nodes annihilate when brought together. Alternatively, the rotations could revolve in the same direction. Although the total \( 2\pi \) rotation looks like a do-nothing transformation, simple manifestations such as the Dirac’s belt trick \([27]\) reveal that a \( 2\pi \) rotation
cannot be trivially undone (while a 4π rotation can). Mathematically, this corresponds to the non-trivial fundamental group \( \pi_1[SO(N)] = \mathbb{Z}_2 \) for \( N > 2 \). Physically, this implies that a pair of nodes associated with a 2π frame rotation cannot annihilate [23].

For the three-band model in Eq. (1), we study in Fig. 3 the accumulated frame-rotation angle on two paths that enclose the two principal nodes. More precisely, we decompose the 3D rotation matrix along the path using the generators \( L_{x,y,z} \) as \( F(k) = e^{i \phi \sum L_{x,y,z}} \). As anticipated, we find that the accumulated rotation angle equals 0 (2π) if the nodes can (cannot) annihilate. The difference for the two paths originates from the non-commutativity of rotations. More specifically, the rotation angle \( \alpha \) acquired as one circumnavigates a principal node is reversed after conjugation with the overall ±π rotation associated with the adjacent node \( (e^{\pi L_\alpha} e^{\pi L_i} e^{\pi L_j} = e^{-\alpha L_\alpha} \) for \( i \neq j ) \) [20]. Consequently, the topological charge of principal nodes anticommutes with the topological charge of the adjacent nodes. This property is modelled by the quaternion group \( Q = \{ \pm 1, \pm i, \pm j, \pm k \} \), see Fig. 1b.

Mathematically speaking, the orthonormal frame \( F(k) \) has a gauge degree of freedom, which corresponds to inverting the sign of any of the vectors. This coincides with the gauge description of the order-parameter space of a biaxial nematic [28]. \( M = SO(3)/D_3 \), where \( D_3 \) is the dihedral crystallographic point group [21]. Consequently, closed paths in \( M \) are described by the fundamental group \( \pi_1[M] \), being the quaternion group [29–35]. It has been recognized [32] that topological defects of bi-

**FIG. 2. Braiding protocol defined by the model in Eq. (1).** a. Control parameters during the braiding protocol as a function of adiabatic time \( t \). b. 2D band structure at \( t = 0 \) where both principal and adjacent nodes coexist along the diagonal (11). c. Band structures along the two diagonals of the Brillouin zone, i.e. (11) (full lines) and (11) (dashed), at successive instants of the adiabatic parameter \( t \in [-10, 10] \). d. Schematic configuration of the nodal points over the 2D Brillouin zone with their past trajectory at a few instants (the dashing matches with c.). At \( t = -2 \), the principal nodes meet exactly at \( \Gamma \) but fail to annihilate. At \( t = 2 \), the adjacent nodes meet exactly at \( M \) without annihilating each other. The orange arrows represent the motion of the nodal points.
axial nematics are disclinations, which correspond to π-rotations around three perpendicular axes. Such defects are conveniently described by Pauli matrices [30], which constitute a representation of the quaternion group.

Although the calculation of the frame-rotation angles in Fig. 3 successfully predicts the ability of nodes to pairwise annihilate, the algorithm has two major shortcomings. First, commutation relations of rotation matrices are difficult to visualize. Second, and more severely, such approach becomes computationally inefficient for models with many bands, such as obtained in first-principles calculations. To overcome both issues, we present an alternative algorithm for the band node diagnosis.

**Euler form.**—The capability of nodes to annihilate can be efficiently formulated using Euler form. Here, we introduce this mathematical object, while the application to the model in Eq. (1) is presented in the next section. If |u^1(k)⟩ and |u^2(k)⟩ denote the Bloch states of the two principal bands, then their Euler form is [36]

\[ \text{Eu}(k) = \langle \nabla u^1(k) \rangle \times \langle \nabla u^2(k) \rangle. \] (2)

Although Euler form can be formulated more generally for any even number of bands [37], the two-band formulation is sufficient for the problem of band-node braiding [20]. The integral of Euler form over a closed surface gives an integer topological invariant called Euler class [38], analogous to the way Berry curvature on a closed surface integrates to an integer invariant called the Chern number. Euler form and Euler class can be understood as refinements of Berry curvature and of Chern number for real symmetric Hamiltonians [39].

We motivate the quantization of Euler class by drawing an analogy to Chern number for a two-band model \( \mathcal{H}(k) = h(k) \cdot \sigma \), where \( \{ \sigma_i \}_{i=1}^3 \) are the Pauli matrices and \( h(k) \) is a three-component real vector. The integral of Berry curvature over an infinitesimal domain \( dk_1 dk_2 \) can be expressed [2] as one half of the solid angle

\[ d\Omega = n \cdot (\partial_{k_1} n \times \partial_{k_2} n) \, dk_1 dk_2 \] (3)

that is covered by the unit vector \( n(k) = h(k)/\|h(k)\| \) as \( k \) ranges over the domain, cf. Fig. 4a. If momentum ranges over a closed manifold, then \( n \) wraps around the unit sphere (i.e. the manifold of unit vectors) an integer number of times. This implies that Berry curvature integrates to integer multiples of \( 2\pi \). The integer coefficient is the Chern number. In models with additional bands, the construction using the unit sphere becomes inadequate, but the quantization still follows from the theory of characteristic classes [40].

In analogy, the simplest scenario with a non-trivial Euler class over two principal bands occurs in three-band models. We find [20], as illustrated in Fig. 4b, that the integral of the Euler form over an infinitesimal domain \( dk_1 dk_2 \) is equal to the solid angle \( d\Omega \) in Eq. (3) (without the 1/2 factor), where \( n = u_1 \times u_2 \) is the cross product of the real three-component vectors representing the principal bands. Using arguments as before, one concludes that for three-band models the Euler form on closed manifolds integrates to integer multiples of \( 4\pi \). Although the simple geometric interpretation of the Euler form becomes insufficient in many-band models, it follows from the theory of characteristic classes [20, 40] that quantization to integer multiples of \( 2\pi \) persists, and

\[ \chi = \frac{1}{2\pi} \int \text{Eu}(k) \, dk_1 dk_2 \] (4)

is an integer number called the Euler class. For reasons discussed in the Supplemental Material [20], the Euler form is well-defined only in the absence of adjacent nodes. On the other hand, although principal nodes produce discontinuities of the Euler form, the keep the form bounded and integrable [20].

**Band node diagnosis from Euler class.**—To predict whether a pair of principal nodes annihilate when...
FIG. 5. Braiding of Weyl points (WPs) in 3D momentum space. a. Two principal WPs (spheres) with equal chirality (green color), pinned to plane $k_3 = 0$ (orange sheet), can be brought together on two sides of an adjacent WP (grey sphere). After their collision, the two principal WPs can either symmetrically leave the plane (A), or remain pinned inside the plane (B), depending on their total frame-rotation charge. b. Analogous situation involving two principal WPs with opposite chirality (green vs. magenta color). Depending on their frame-rotation charge, the WPs either annihilate (C) or remain pinned inside the plane (D) after colliding. The processes (A–D) can also be realized in reverse directions, and can also be exhibited by adjacent nodes. c.–d. Motion of WPs inside 3D Brillouin zone for tight-binding models presented in the Supplemental Material [20]. Solid opaque (ragged transparent) lines indicate trajectories of principal (adjacent) WPs, and the magenta resp. green color indicates WPs with opposite chirality. Spheres indicate the position of the WPs at the end of the protocol. Besides processes (A–D), both protocols also exhibit a simultaneous creation of two in-plane WPs of one chirality with two out-of-plane WPs of the other chirality (E). Intersection of trajectories indicated with cyan triangles do not correspond to WP collisions. Rather, they imply exchange (i.e. braiding) of principal and adjacent WPs, which explains the altered behavior of the two principal WPs between their pairwise creation and their pairwise bounce.

brought together along a specified trajectory, we choose a region (disk) $D$ that (i) contains the trajectory, and that (ii) does not contain any additional principal nor adjacent nodes. For regions with a boundary the integral of the Euler form ceases to be quantized, analogous to the way Berry curvature on manifolds with a boundary does not integrate to an integer Chern number. In both cases, the quantization is restored by combining the surface integral with a contour integral of a connection over the boundary. Euler form exhibits discontinuities at principal nodes, which prevents the two integrals from cancelling [20].

Assuming that $D$ contains an even number of principal nodes, one can find a continuous real gauge for the principal bands on the boundary $\partial D$, which implies a unique value of the Euler connection $a(k) = \langle u^\dagger(k) \nabla u^2(k) \rangle$ on the boundary. We find [20] that the Euler class over $D$,

$$\chi(D) = \frac{1}{2\pi} \left[ \int_D \text{Eu}(k) \, dk_1 \, dk_2 - \oint_{\partial D} a(k) \cdot dk \right],$$

is an integer topological invariant. If the principal nodes inside $D$ are able to annihilate, this integer is zero. This is because annihilating all nodes inside the disc makes the Euler form continuous, in which case the Stokes theorem guarantees cancellation of the two integrals. In contrast, a non-zero value of $\chi(D)$ indicates an obstruction for annihilating the principal nodes. We confirm such a correspondence for the model in Eq. (1) using numerical studies presented in the Supplemental Material [20].

Euler class of a collection of principal nodes joined with predefined trajectories can also be computed by considering Wilson-loop flow over a punctured Brillouin zone (i.e. excluding adjacent nodes), as discussed in the Supplemental Material [20]. This method provides an alternative and highly efficient tool for the diagnosis of material candidates from first principles.

Non-Abelian conversions in $(3 + 1)D$.—Having obtained an understanding of the non-Abelian topological charge of point nodes in two dimensions, we shift our attention three spatial dimensions. It is understood [41] that $C_3 T$ symmetry can stabilize Weyl points (WPs) inside high-symmetry planes, as observed in the $k_z = 0$ plane of WTe$_2$ [42], MoTe$_2$ [43] and LaAlGe [44]. While such WPs are characterized by their chiral charge [9], the $C_3 T$ symmetry assigns them an extra frame-rotation charge defined by the Hamiltonian inside the symmetric plane. Importantly, these charges carry complementary pieces of topological information. While the chiral charge discloses whether a pair of WPs can annihilate, the frame-rotation charge conveys whether the two WPs can disappear from the symmetric plane.

Four scenarios are possible, as illustrated in Fig. 5a–b, which shows the braiding of principal WPs (marked in green vs. magenta to distinguish their chirality) around an adjacent node (gray). Starting with two WPs of equal chirality within the symmetric plane, they can either leave the plane (A) or bounce within the plane (B) when collided. Considering instead two principal WPs of opposite chirality, they can either annihilate (C) or bounce (D). In cases (B) and (D), the two principal WPs carry a nontrivial frame-rotation charge that obstructs their disappearance from the symmetric plane, independently of their chirality. In cases (A) and (C), the frame-rotation
charge is trivial, allowing the pair of principal WPs to disappear from the plane.

In Fig. 5c–d we illustrate the four scenarios using data obtained from explicit 3D tight-binding models, detailed in the Supplemental Material [20]. The trajectories of the principal WPs (solid opaque lines) and adjacent WPs (ragged transparent lines) are marked according to their chirality (green vs. magenta) and are given a time direction through the arrows. The spheres indicate the position of the WPs at the end of the protocol. In both cases we assume that two adjacent WPs are first created within the symmetric plane [(E) in Fig. 5c, and (C) in Fig. 5d], which are then driven through a non-contractible loop in the Brillouin zone, each WP in opposite direction, until they disappear by colliding at the end of their trajectories within the plane [(A) in Fig. 5c, and (C) in Fig. 5d]. Then follows the creation of two principal WPs within the symmetric plane [(C) in Fig. 5c, and (E) in Fig. 5d], that are sent in opposite directions over a non-contractible path in the Brillouin zone that crosses the past trajectory of the adjacent WPs. This induces a non-trivial frame-rotation charge upon the principal WPs at the end of their trajectories, such that these experience an obstruction to leave the plane [(D) in Fig. 5c, and (B) in Fig. 5d].

**Experimental implementation.**— We now turn to the experimental relevance of our framework. Given the concrete nature of our model, a first promising direction entails implementation in cold-atom systems. Indeed, the Hamiltonian in Eq. (1) can directly be engineered, whereas synthetic dimensions can be employed to access the three-dimensional model. Moreover, recent experimental studies have reported on techniques to measure geometric Wilson phases [45]. Upon the influence of an external force, elements of the Berry-Wilczek-Zee connection [46] can be obtained. We note that taking a consistent patch in momentum space in this setup exactly matches with taking the right gauge conditions in the above geometric description. Additionally, generalizations of methods, e.g. focusing on the principal bands, to reconstruct the Berry curvature using tomography, should be possible [47].

Next to cold-atom realizations, photonic systems offer a promising venue to implement our scheme. In particular, using the waveguide setup that was recently employed to measure second Chern numbers [48], the model Hamiltonian can be realized on a 2D surface, whereas the extra z-direction acts as an adiabatic time parameter to accomplish the protocol outlined in Figs. 1 and 2.

Apart from these direct pursuits, our analysis also opens up material searches. In particular, we anticipate that recent progress in the analysis of van-der-Waals heterostructures should entail an interesting research direction. Studies into twisted bilayer graphene [49] have identified the existence of non-trivial bands in terms of the above characterization under $C_2T$ symmetry [38, 50, 51]. The flexibility of the stacking direction (also under stress, strain and voltage/potential differences for e.g the $p_z$ band [50]) could be utilized to implement the above physics in such systems. We also remark the pioneering experimental efforts to move the WPs of WTe$_2$ through k-space by driving an optical “shear” phonon mode, reported by Ref. [52].

Finally, we illustrate a general observable of frame-rotation charge, being distinct behavior in the Landau-level spectrum depending on whether the nodes can annihilate. Assuming momenta and Hamiltonian parameters sufficiently close to the Weyl collision point, the third band is approximately constant and can be neglected. As a result, the effective physics can be modelled with two-band $k \cdot p$ Hamiltonians. Assuming two WPs of opposite chirality that have a trivial (+) vs. non-trivial (−) total frame-rotation charge, we obtain [20]

$$\mathcal{H}_+(k) = 2(k_xk_y + m)\sigma_x + k_z\sigma_y + (k_x - k_y - k^2_z)\sigma_z$$  \hspace{0.5cm} (6)

$$\mathcal{H}_-(k) = 2(k_xk_y + m)\sigma_x + k_zk_z\sigma_y + (k^2_x - k^2_y - k^2_z)\sigma_z$$  \hspace{0.5cm} (7)

Both models exhibit a pair of WPs at the identical locations for $m < 0$. However, while the WPs of $\mathcal{H}_+(k)$ annihilate at $m = 0$, the non-trivial winding [41] of the frame describing $\mathcal{H}_-(k)$ forces the corresponding two WPs to bounce inside the plane. We find [20] that the chiral Landau levels of $\mathcal{H}_+(k)$ hybridize, and open an energy gap, while the chiral Landau levels of $\mathcal{H}_-(k)$ cross, cf. Fig. 6. The latter case resembles the Landau levels of a massless Dirac Hamiltonian and hence we expect negative longitudinal mangetoresistance (and other signatures of the chiral anomaly) in such perpendicular fields only when the frame-rotation charge prevents the Weyl points from annihilating.

**Conclusions.**— In this paper we presented experimentally relevant models and protocols to uncover a novel non-Abelian braiding effect for momentum space band nodes of $C_2T$-symmetric systems. In addition, we have presented mathematically rigorous but physically appealing analyses to characterize these phenomena by introducing the notion of Euler form, as well as using Wilson-loop techniques. The observation of the discussed effects is within the reach of current experimental techniques, and we are therefore hopeful that our study will prove impactful in the near future.

**FIG. 6. Signature of frame-rotation charge in Landau levels.**

Landau levels (LLs) of the Hamiltonian in Eq. (6) (a), resp. in Eq. (7) (b), for $m = -0.5$. Both models exhibit a pair of Weyl points of opposite chirality at the exact same locations. The chiral Landau levels of the model with trivial (non-trivial) frame-rotation charge are found to hybridize (cross).
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A. Tight-binding models and numerical results

A1. Generic tight-binding model

We derive a generic three-dimensional three-band tight-binding model with the single constraint that it satisfies \(C_2 T\) symmetry with \((C_2 T)^2 = +1\), and given a choice of the Wyckoff positions. \(C_2 T\) symmetry requires the magnetic space group \(P12'1\) \((\#3.3.10)\) as minimal subgroup \([53, 54]\), i.e. the direct product between the primitive monoclinic Brillavais lattice as the normal subgroup of translations and the magnetic point group \(Z = \{E, C_2 T\}\) \((\#3.3.8)\) with \(\hat{y}\) as the \(C_2\) rotation axis \([53, 54]\).

We choose the primitive lattice vectors as \(a_1 = a(\sin \theta, 0, \cos \theta), a_2 = b(1, 0, 0),\) and \(a_3 = c(0, 1, 0),\) and write their dual (primitive reciprocal lattice vectors) as \(\{b_1, b_2, b_3\}\) \((a_i \cdot b_j = 2\pi \delta_{ij})\) taken as the basis for the Bloch wave vector (momentum) \(k = (k_1 b_1 + k_2 b_2 + k_3 b_3)/2\). Note that the \(C_2\) rotation axis \((\hat{y} \text{ as in } [53])\) is \(a_3\) in our basis, i.e. it acts component-wise on the momentum as \(C_2(k_1, k_2, k_3) = (-k_1, -k_2, k_3)\). The \(C_2\) rotation axis defines a basal plane perpendicular to it.

The advantage of the crystallographic convention \(C_2\) (taken along \(\hat{y}\)) is that if we choose \(\hat{z}\) as the quantization axis for the spin, the representation of \(C_2 T\) symmetry on the pure spinor basis \((\phi_\uparrow, \phi_\downarrow)\) takes the simple form \((-\sigma_y)\langle \sigma_y K \rangle = 1 K\), where \(K\) is complex conjugation, i.e. it makes explicit the fact that it acts trivially on the spin degrees of freedom. As a consequence, our model below holds both for spinful and spinless systems, since it is constrained only by \(C_2 T\) symmetry. Form now on we thus discard spin indices and remark explicitly when a statement is only valid for the spinless case.

In the following we make the assumption that one real s-wave orbital sits on Wyckoff’s positions \(1b\) and \(2e\) \([53]\). Since \(2e\) is twofold \((1b\) is invariant under \(C_2\), \(2e\) is not) there are three sub-lattice sites per unit cell. We take their locations within the \(n\)-th unit cell as \(\{R_\alpha + r_\alpha\}_{\alpha = A, B, C}\), with \(r_A = (0, 0, 0)\) for \(1b\), and \(r_B = (u, v, w)\) and \(r_C = (-u, -v, w)\) for \(2e\) (here and in the following we write all vectors of the direct space in the primitive basis \(\{a_i\}_{i = 1,2,3}\)). We write the localized Wannier function for the \(\alpha\)-th orbital of the \(n\)-th unit cell as \(w \cdot R_\alpha + r_\alpha\). The Bloch basis is then given through the discrete Fourier transform as

\[
|\varphi_\alpha(k)\rangle = \frac{1}{\sqrt{N_\alpha}} \sum_{R_\alpha} e^{ik \cdot R_\alpha} |w, R_\alpha + r_\alpha\rangle, \quad \alpha = A, B, C,
\]

with \(N_\alpha\) the number of lattice sites with an \(\alpha\)-orbital.

In the following we use the row vector notation \(\varphi, k = (|\varphi_A, k\rangle |\varphi_B, k\rangle |\varphi_C, k\rangle\). \(C_2 T\) symmetry acts then as

\[
C_2 T |\varphi, k\rangle = |\varphi, (k_1, k_2, -k_3)\rangle (\text{1} \oplus \sigma_x)K.
\]

We can now write the Bloch tight-binding model

\[
\mathcal{H} = \sum_{k \in BZ} |\varphi, k\rangle H(k) \langle \varphi, k|,
\]

with the matrix components

\[
H_{\alpha\beta}(k) = \sum_{n \in H^3} T_{\alpha\beta}(n) e^{i\mathbf{k} \cdot (n_1 a_1 + n_2 a_2 + n_3 a_3)},
\]

where the Bloch wave vector \(k = (k_1 b_1 + k_2 b_2 + k_3 b_3)/2\) is taken within the first Brillouin zone (BZ), i.e. \((k_1, k_2, k_3) \in (-1, 1, 1)^3\).

The hopping parameters \(T_{\alpha\beta}(n) \in \mathbb{C}\) are constrained by symmetry. First of all, hermiticity imposes

\[
T_{\beta\alpha}(n) = T_{\alpha\beta}(-n)^*.
\]

Then, \(C_2 T\) requires

\[
(1 \oplus \sigma_x) H^*(k_1, k_2, k_3)(1 \oplus \sigma_x) = H(k_1, k_2, -k_3),
\]

which can be recast into constraints

\[
T_{AA}(C_2 n) = T_{AA}(n)^*, \quad T_{AC}(C_2 n) = T_{AB}(n)^*, \quad T_{CC}(C_2 n) = T_{BB}(n)^*, \quad T_{CB}(C_2 n) = T_{BC}(n)^*.
\]

In the following we choose the parameters \(\{T_{BA}(n), T_{BC}(n), T_{CA}(n), T_{AC}(n), T_{CC}(n)\}\) as functions of the other parameters, respecting Eqs. (5) and (7).

A2. Explicit 3D model

Taking the origin \(0\) of the Bravais lattice as a reference, and using \(n\) of Eq. (4) to label its neighbors, we limit the tight-binding model to the following neighbors: from the basal plane \(n_0 \in \{(n_1, n_2, 0) \in \mathbb{Z}^3 | n_1, n_2 = -1, 0, 1\}\), from the first plane above \(n_0 \in \{(n_1, n_2, 1) \in \mathbb{Z}^3 | n_1, n_2 = -1, 0, 1\}\), and the first plane below \(n_0 \in \{(n_1, n_2, -1) \in \mathbb{Z}^3 | n_1, n_2 = -1, 0, 1\}\). In the following we use ‘0’, ‘1’, and ‘d’ to refer respectively to the basal plane, the upper plane (up), and the lower plane (down).

Let us label the neighbors around within each plane clockwise from 1 to 8 as a function of \((n_1, n_2)\), i.e. 1 : (1, 0), 2 : (1, 1), 3 : (0, 1), 4 : (-1, 1), 5 : (-1, 0), 6 : (-1, -1), 7 : (0, -1), 8 : (1, -1), and 0 : (0, 0), see Fig. S.1. We then use a more compact labeling of the parameters as \(\{T_{AA}(n_0)\}_{n_0} = \{a_j^0\}_{j=0,...,8}, \{T_{AA}(n_0)\}_{n_0} = \{a_j^0\}_{j=0,...,8}, \) and \(\{T_{AA}(n_0)\}_{n_0} = \{a_j^0\}_{j=0,...,8}.\)

We proceed similarly for \(T_{BB} = b, T_{CC} = c, T_{AB} = d, T_{AC} = e, T_{BC} = f\), while the labeling of \(T_{BA}, T_{BC}, T_{CA}\) is readily given by hermiticity Eq. (5).

We can now rewrite the constraints following from Eq. (5) and (7) in terms of the compact labeling, i.e.

\[
c_{j+4}^0 = (b_j^0)^*, \quad c_j^0 = (b_j^0)^*, \quad c_j^0 = (d_j^0)^*, \quad c_j^0 = (d_j^0)^*, \quad c_j^0 = (d_j^0)^*, \quad c_j^0 = (d_j^0)^*, \quad c_j^0 = (d_j^0)^*, \quad c_j^0 = (d_j^0)^*.
\]
for $j = 1, \ldots, 4$ and $\mu = 0, u, d$, and $c_0^0 = (b_0^0)^*$. Note that since the $c$'s and $e$'s are here all determined by the $b$'s and the $d$'s, respectively, we do not refer to them anymore. Then,

$$a_j^0 = a_j^u, \quad f_j^0 = f_j^u,$$

for $j = 0, \ldots, 8$, and with $a_0^0 \in \mathbb{R}$. Furthermore,

$$a_{j+4}^0 = (a_j^0)^*, \quad b_{j+4}^0 = (b_j^0)^*, \quad d_{j+4}^0 = (d_j^0)^*, \quad f_{j+4}^0 = (f_j^0)^*,$$

for $j = 1, \ldots, 4$, and with $a_0^0, b_0^0 \in \mathbb{R}$. Finally,

$$b_{j+4}^d = (b_j^d)^*, \quad b_j^d = (b_j^d)^*,$$

for $j = 1, \ldots, 4$, and $b_0^d = (b_0^d)^*$. In the following, any parameter that is not explicitly constrained to be real is considered as a complex number.

We note that from the form of Eq. (4) the three $p_{j}^{0,u,d}$-terms for fixed $p \in \{a, b, d, f\}$ and $j \in \{1, \ldots, 8\}$ all have the same $(k_1, k_2)$-dependence. On the one hand, the $p_{j}^0$-terms have no $k_3$ dependence. On the other hand, the $p_{j}^u$- and $p_{j}^d$-terms have the form factors of the $p_{j}^0$-terms multiplied respectively by $e^{ik_3\pi}$, and by $e^{-ik_3\pi}$. As a consequence, a generic 3D model has the form

$$H_{3D}(\{p_j^{0,u,d}\}_{p,j})(k_1, k_2, k_3) = H_{2D}(\{p_j^0\}_{p,j})(k_1, k_2, 0) + H_{2D}(\{p_j^u\}_{p,j})(k_1, k_2, k_3) + H_{2D}(\{p_j^d\}_{p,j})(k_1, k_2, -k_3),$$

where $H_{2D}(\{p_j^0\}_{p,j})(k_1, k_2, 0)$ is the tight-binding model limited to the basal plane.

**A3. Systematic 3D embedding of 2D models**

In the three-dimensional Brillouin zone $k_3 = 0$ and $k_3 = 1$ define the two $C_2T$ symmetric planes. The non-Abelian braiding of Weyl points happens within these planes. For clarity we isolate the braiding protocol to the plane $k_3 = 0$ by requiring that all the $(k_1, k_2)$-dependent terms vanish at $k_3 = 1$ which guarantees that the band structure is featureless there, while the terms that do not depend on $(k_1, k_2)$ will be used to control the band gaps at $k_3 = 0$ and $k_3 = 1$ independently (see below). It is now straightforward from Eq. (8) to define the conditions that realize this. Indeed, from

$$H_{3D}(\{p_j^{0,u,d}\}_{p,j})(k_1, k_2, 1) = H_{2D}(\{p_j^0\}_{p,j})(k_1, k_2, 0) + H_{2D}(\{p_j^u\}_{p,j})(k_1, k_2, 1) + H_{2D}(\{p_j^d\}_{p,j})(k_1, k_2, 1),$$

we have that $H_{3D}(\{p_j^{0,u,d}\}_{p,j})(k_1, k_2, 1) = 0$ is readily satisfied if $p_0^0 - p_0^u - p_0^d = 0$ for $j \neq 0$.

For instance for $p = a$ we get $a_0^0 - a_0^u - a_0^d = 0$. But since $a_0^d = a_0^u$, it reduces to $a_0^u = a_0^0/2$. For $p = b$ we first get $b_0^0 - b_0^u - b_0^d = 0$. In principle, the phases of the $b_{j}^{0,u,d}$'s are free to differ, however, for simplicity we take them equal without significant loss of generality. Then, by setting $b_j^d = \beta_j b_j^0$ (with $\beta_j$ real), the constraint is satisfied for $b_j^0 = (1 - \beta_j)b_j^0$.

Collecting all the conditions together, these are

$$a_j^u = a_j^0/2, \quad b_j^u = (1 - \beta_j)b_j^0, \quad b_j^d = \beta_j b_j^0,$$

for $j = 1, \ldots, 4$ and where $\beta_j \in [0, 1]$ are free parameters, and

$$d_j^u = (1 - \delta_j)d_j^0, \quad d_j^d = \delta_j d_j^0/2,$$

for $j = 1, \ldots, 8$ and where $\delta_j \in [0, 1]$ is an other free parameter.

As for the $(k_1, k_2)$-independent terms, we impose the same constraint of cancellation at $k_3 = 1$ for $a_{0}^0, b_{0}^0$, and $f_{0}^0$, while we impose the cancellation condition at $k_3 = 0$ for $d_{0}^{0,u,d}$. This allows us to control the gaps between the bands at $k_3 = 0$ and at $k_3 = 1$ independently. That gives,

$$a_0^u = a_0^0/2, \quad b_0^u = b_0^0/2, \quad f_0^u = f_0^0/2, \quad d_0^u = -(1 - \delta_0)d_0^0, \quad d_0^d = -\delta_0 d_0^0.$$

Note the minus signs for the $d_{0}^{0,u,d}$'s.
A4. Free parameters for the braiding protocol

We list the remaining free parameters by which the protocol of the three-dimensional braiding of Weyl nodes is defined. The free complex variables are \( \{a_{j_3}^0, b_{j_3}^0\}_{j=1,...,4} \), \( \{d_{j_1}^0, f_{j_1}^0\}_{j=1,...,8} \), and \( \{d_{j_2}^0, f_{j_2}^0\}_{j=1,...,4} \), \( \{\beta_j\}_{j=1,...,4} \), \( \{\delta_j\}_{j=1,...,8} \), and \( \delta_0 \).

A5. Minimal 2D model

We define here the 2D minimal model discussed in the main text in terms of the generic tight-binding model introduced above. Since it lies within the basal plane only, we have \( p_{v,j}^{\mu} = 0 \) for all \( j \). Then, among the basal tight-binding terms only the following are set to finite values \( \{a_{0,0}^0, d_{0}^0, f_{0}^0, f_{1}^0, f_{3}^0\} \).

Introducing the parameter \( t \) that controls the braiding and using the notations of the main text, we obtain the minimal model

\[
H_{2D}(k; t) = \begin{pmatrix}
    f(t) & g^*(k) & g^*(k) \\
    g^*(k) & 0 & h(k; t) \\
    g^*(k) & h^*(k; t) & 0
\end{pmatrix}, \tag{12}
\]

where

\[
f(t) = a_{0,0}^0(t),
\]

\[
g(k) = d_{0}^0 e^{-ik_1\pi} + d_{2}^0 e^{-ik_2\pi},
\]

\[
h(k; t) = f_{0}^0(t) + f_{1}^0(t)e^{ik_1\pi} + f_{3}^0(t)e^{ik_2\pi}, \tag{13}
\]

and

\[
a_{0,0}^0(t) = F_{[8,-]}(t),
\]

\[
d_{0}^0 = -i,
\]

\[
f_{1}^0(t) = 10 - F_{[8,+]}(t), \tag{14}
\]

with the \( t \)-dependent functions defined through \( F_{[\nu,\pm]}(t) = 1/2(|t + \nu| \pm |t - \nu|) \), see Fig. S-2.

Importantly, the overly simplified form of the minimal model leads to an effective auxiliary \( C_2 \) symmetry

\[
U(1 \otimes \sigma_x) H(C_2 k)(1 \otimes \sigma_x) U^\dagger = H(k), \tag{15}
\]

with \( U = \text{diag}(-1,1,1) \) corresponding to the gauge transformation \( \phi_A \rightarrow -\phi_A \). This can be straightforwardly verified from the explicit expressions Eq. (12) and (13).

As a consequence of this effective symmetry, the band structure is \( C_2 \) symmetric and Weyl points (WPs) can only be created four at a time, i.e. two pairs of WPs with opposite chirality. Indeed, any WP at \( k \) must have its symmetric partner of equal chirality at \( -C_2 k \), and these must have their symmetric partners of opposite chirality at \( -C_2 k \) and \( -k \) due to \( C_2 T \) symmetry. This property is relaxed in the model used for the 3D protocol of the main text, see Section A7.

A6. 3D embedding of the braiding protocol of the minimal 2D model

The minimal 2D model can be readily embedded into 3D by appplying the rules of Section A3. In order to have all bands gapped at \( k_3 = 1 \), we set the extra parameter \( d_{0}^0 = 4i \), while all the other basal parameters are kept the same as in the 2D case. We remark that this preserves the auxiliary \( C_2 \) symmetry Eq. (15) so that WPs must be created or annihilated four at a time.

In Fig. S-3 we show the 3D embedding of the minimal 2D model at successive snapshots for \( t \in [-10,10] \). The 3D band structures are represented through two-dimensional slices taken, in one direction, along the diagonals (110) and (110) (connecting \( \Gamma \) to \( M \)), and then (100) (connecting \( \Gamma \) to \( X \)), successively; and, in the other direction, along (001) for \( k_3 \in [0,1] \), i.e. along the \( C_2 \) axis perpendicular to the basal plane.

We start with the three bands gapped \( t = -10 \), then four WPs are created in the second gap at \( \Gamma \) \( t = -9 \), with two WPs of equal chirality moving towards \( M \) along the (110) diagonal and two WPs with the other chirality located outside the symmetric plane, one above and one underneath \( \Gamma \) \( t = -8 \). Note that by the effective \( C_2 \) symmetry, the two WPs above and underneath \( \Gamma \) are trapped on the \( C_2 \) axis perpendicular to the plane. At \( \Gamma \) \( t = -4 \), two WPs of equal chirality have been created in the first gap at \( M \), above and underneath which we find their two partners of creation. The later are again trapped on the \( C_2 \) axis crossing \( M \), as imposed by the effective \( C_2 \) symmetry. The two WPs within the symmetric plane \( k_3 = 0 \) are heading along the diagonal (110) towards \( \Gamma \), where they meet at the later time \( t = -2 \).

These do not leave the symmetric plane though, as we find them at \( t = 0 \) moving now along the diagonal (110).

At \( t = 2 \), the two WPs of the second gap within the symmetric plane meet at \( M \) without leaving the plane, as we can see at \( t = 4 \) where they now move along (110) towards \( \Gamma \). At \( t = 8 \), they have reached \( \Gamma \) where they recombine and annihilate with their two partners of creation. At \( t = 9 \), the WPs of the first gap within the symmetric plane meet eventually at \( M \) where they also recombine and annihilate with their two partners of cre-
As discussed in the main text, the non-Abelian frame-rotation charge captures the stability of two WPs colliding within a $C_2T$ symmetric plane. On the hand, we have found above (Fig. S-3) that equal chirality WPs from one gap bounce away as a consequence of the braiding with the WPs of the adjacent gap. On the other hand, we illustrate the case without braiding in Fig. S-4. In this case, there is no obstruction for two WPs of equal chirality to leave the symmetric plane after colliding, as can be seen in panel 4 of Fig. S-4.

### A7. 3D braiding protocol

We present here the numerical data that supports the discussion in the main text of the four scenarios when two principal WPs collide within a $C_2T$ symmetric plane depending on their braiding with adjacent WPs (see Fig. 5). We organize the braiding protocol such that the obstruction to leave the symmetric plane happens for the principal WPs.

#### 1. WP location within the symmetric plane

In Fig. S-5 we draw the product of the magnitude of the two gaps, principal and adjacent, over the 2D Brillouin zone at the symmetric plane $k_3 = 0$. Lighter (darker orange) color indicates larger (smaller) gaps (principal and adjacent combined). The dark spots indicate the location of WPs.

Fig. S-5a (b) corresponds to the process of Fig. 5c (respectively, d). Following the main text, we label the processes between two WPs that meet as (A), (B), (C), (D), and (E), see below and in Fig. 5.

In Fig. S-5a we start (panel 1) with the creation of two secondary WPs of equal chirality within the symmetric plane (E). Then we collide them after they run, each in opposite direction, through a non-contractible loop of the Brillouin zone (panels 2–3). Since there has been no braiding for them, they can leave the plane, one above and one below (A). A pair of principal WPs of opposite chirality is now created (C) (panel 4). We make them collide after they run, each in opposite direction, along a non-contractible loop that crosses the past trajectory of the adjacent WPs (panels 5–7). Due to the nontrivial frame-rotation charge they acquired during the braiding with the adjacent WPs, these do not annihilate and bounce back within the symmetric plane (D) (panel 8).

In Fig. S-5b we start (panel 1) with the creation of two principal WPs of equal chirality within the symmetric plane (E). Two adjacent WPs of opposite chirality are then created (C) (panel 2). We collide the adjacent WPs after they run, each in opposite direction, through a non-contractible loop of the Brillouin zone (panels 3–4). Since there has been no braiding for them, they can leave the plane through annihilation (C). We then collide the principal WPs after they run, each in opposite direction, through a non-contractible loop (panels 5–6). Since their trajectory crosses the past trajectory of the adjacent WPs they acquired a nontrivial frame-rotation charge which forbids them to leave the symmetric plane, so that they bounce away within the plane (B) (panel 7).

2. Values of the tight-binding parameters

The tight-binding parameters for the protocol of Fig. S-5a, and Fig. S-5b, are given in Table IA, and Table IB, respectively. The tight-binding parameters of Table I are themselves defined in terms of control parameters which values determine the WP configuration at a given “time” of the protocol. We list the values of the control parameters corresponding to the snapshots of Fig. S-5a, and Fig. S-5b, in Table II A, and Table II B, respectively.

#### 3. Chirality of each pair of WPs

The identification of the processes (A, B, C, D, E) requires the computation of the chiral charge of the WP pair involved. We show in Fig. S-6 the in-plane band structure with a pair of WPs (left column) and the computation of the corresponding chirality (right column) at snapshots of the 3D braiding protocol Fig. S-5. The chirality is obtained as the winding number of the flow of Berry phase as we sweep a base loop over a sphere wrapping the WP pair from a north pole (NP) above the symmetry plane to a south pole (SP) underneath the symmetric plane, and with the equator (E) defining a loop within the symmetric plane (visible as the black line on the left column).

Fig. S-6a captures the adjacent WP pair between (E) and (A) of Fig. S-5a, giving a chirality of $+2$, i.e. the WPs have equal chirality. Fig. S-6b captures the principal WP pair between (C) and (D) of Fig. S-5a, revealing that these have opposite chirality (since the total chirality is zero).

Fig. S-6c captures the adjacent WP pair between (C) and (E) of Fig. S-5a, revealing that they have an opposite chirality. Fig. S-6d captures the principal WP pair between (E) and (B) of Fig. S-5b, revealing that these have equal chirality.

#### 4. Stable critical points

Finally, we show in Fig. S-7a, and b, the band structures at the stable critical points of Fig. S-5a, and Fig. S-5b respectively, i.e. when the two principal WPs meet exactly before to bounce away through the process (D), and (B) respectively. The band structure shows a two-dimensional slice of the 3D band structures with one direction taken within the symmetric plane and the other...
FIG. S-3. **3D embedding of the 2D braiding protocol.** The braiding protocol for the minimal 2D model discussed in the main text is controlled by $t$. This setup can be embedded in 3D so that the 2D nodal points are realized as Weyl points within a single $C_2 T$ symmetric plane ($k_3 = 0$), and with the three bands gapped on the other symmetric plane ($k_3 = 1$). We draw the two-dimensional slices of the 3D Band structures with the long direction taken as the diagonals $(1\bar{1}0)$ and $(110)$ (connecting $\Gamma$ to $M$), and $(100)$ (connecting $\Gamma$ to $X$), and with the second direction taken as $(001)$, i.e. for $k_3 \in [0, 1]$ (connecting the two $C_2 T$ symmetric planes).

FIG. S-4. **3D embedding without braiding.** When there is no braiding two WPs of equal chirality are allowed to leave the symmetric plane after colliding. The two WPs of the first gap created at $M$ meet at $\Gamma$ and leave the symmetric plane along the vertical $C_2$ axis. In the middle of the process, we find that the WPs are converted into a nodal line centered on $M$ that crosses the points $X$ and $Y$ of the Brillouin zone, see panel 2. Then in the third panel the WPs reappeared on $(110)$, but four extra WPs have emerged out of the nodal line and populate the two vertical $C_2$ axes crossing $X$ and $Y$ (here only $X$ is shown). Eventually, the two WPs within the symmetric plane meet at $\Gamma$ and leave the plane, see panel 4.

direction taken along the vertical axis $(001)$ for $k_3 \in [0, 1]$. 
FIG. S-5. 3D braiding protocol. Product of the magnitude of the two gaps, principal and adjacent, over the 2D Brillouin zone at the symmetric plane \( k_3 = 0 \). Lighter (darker orange) color indicates larger (smaller) gaps (principal and adjacent combined). The dark spots indicate the location of WPs. a Numerical data corresponding to the process of Fig. 5c with the successive steps (E), and (A) for the adjacent WPs, and then (C), and (D) for the principal WPs. b Numerical data corresponding to the process of Fig. 5d with the successive steps (E) for principal WPs, (C) for adjacent WPs, and again (C) for adjacent WPs, and eventually (B) for principal WPs.
TABLE I. Tight-binding parameters for the 3D braiding protocol of Fig. S-5 parameterized as functions of the control parameters \{p_0, p_1, p_3, p_4, p_5, p_6\}, see Table II.

A. Tight-binding parameters for Fig. S-5a.

| Parameter | Expression |
|-----------|------------|
| $a^0_0$   | $0.5p_0$   |
| $b^0_0$   | $0$        |
| $a^1_0$   | $i(0.45p_3 + 0.045p_4)$ |
| $d^0_0$   | $3.33$     |
| $a^2_0$   | $-0.3p_3$  |
| $a^3_0$   | $-0.2p_3$  |
| $a^4_0$   | $0.1p_3$   |
| $b^0_0$   | $0$        |
| $d^7_0$   | $0.333e^{-i0.45\pi}p_2$ |
| $b^0_2$   | $-0.03p_4$ |
| $b^0_3$   | $0$        |
| $b^0_4$   | $-0.1p_3$  |

B. Tight-binding parameters for Fig. S-5b.

| Parameter | Expression |
|-----------|------------|
| $a^0_0$   | $4.5 - 3.5p_3$ |
| $b^0_0$   | $0$        |
| $a^1_2$   | $2.67e^{-i0.35\pi}$ |
| $d^4_2$   | $-1.333p_4$ |
| $d^5_2$   | $-0.1667p_4$ |
| $a^6_2$   | $0.5p_4$   |
| $d^7_2$   | $(0.333p_2 - 0.000333p_5)e^{i0.2\pi}$ |
| $d^0_8$   | $0.1p_2e^{-i0.06\pi}$ |
| $d^5_8$   | $i(0.667p_2 + 0.0667p_5)e^{i0.2\pi}$ |

TABLE II. Values of the control parameters \{p_0, p_1, p_2, p_3, p_4, p_5, p_6\} entering Table I and corresponding to the snapshots of Fig. S-5.

A. Control parameters for the snapshots of Fig. S-5a.

1. $p_0 = 10.4 \quad p_1 = 0.6 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0$ 
2. $p_0 = 10.4 \quad p_1 = 1 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0$ 
3. $p_0 = 10.4 \quad p_1 = 1.4 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0$ 
4. $p_0 = 6.76 \quad p_1 = 1 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0$ 
5. $p_0 = 5.2 \quad p_1 = 2 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0$ 
6. $p_0 = 5.2 \quad p_1 = 2 \quad p_2 = 1 \quad p_3 = 1 \quad p_4 = 0 \quad p_5 = 0$ 
7. $p_0 = 5.2 \quad p_1 = 2 \quad p_2 = 1 \quad p_3 = 1 \quad p_4 = 1 \quad p_5 = 0$ 
8. $p_0 = 5.2 \quad p_1 = 2 \quad p_2 = 1 \quad p_3 = 1 \quad p_4 = 1 \quad p_5 = 1$

B. Control parameters for the snapshots of Fig. S-5b.

1. $p_1 = 1.6 \quad p_2 = 1 \quad p_3 = 0 \quad p_4 = 0 \quad p_5 = 0 \quad p_6 = 0$ 
2. $p_1 = 2.48 \quad p_2 = 1.24 \quad p_3 = 0.3 \quad p_4 = 0 \quad p_5 = 0 \quad p_6 = 0$ 
3. $p_1 = 2.8 \quad p_2 = 1.4 \quad p_3 = 0.5 \quad p_4 = 0 \quad p_5 = 0 \quad p_6 = 0$ 
4. $p_1 = 3.12 \quad p_2 = 1.56 \quad p_3 = 0.7 \quad p_4 = 0 \quad p_5 = 0 \quad p_6 = 0$ 
5. $p_1 = 3.6 \quad p_2 = 1.8 \quad p_3 = 1 \quad p_4 = 0.5 \quad p_5 = 0 \quad p_6 = 0$ 
6. $p_1 = 3.6 \quad p_2 = 1.8 \quad p_3 = 1 \quad p_4 = 1 \quad p_5 = 1 \quad p_6 = 0$ 
7. $p_1 = 3.6 \quad p_2 = 1.8 \quad p_3 = 1 \quad p_4 = 1 \quad p_5 = 1 \quad p_6 = 1$
FIG. S-6. **Weyl point pair chirality.** Left column: Band structure within the symmetric plane with the pairs of Weyl points (WPs) involved in the processes (A), (B), (C), (D), and (E) of Fig. S-5. Right column: Flow of Berry phase over a base sphere, wrapping each pair of WPs, from the north pole (NP), above the symmetric plane, to the south pole (SP), underneath the plane, and with the equator (E) intersecting the plane (black circle in the figures on the left). a WP pair between (E) and (A) of Fig. S-5a. b WP pair between (C) and (D) of Fig. S-5a. c WP pair between (C) and (C) of Fig. S-5b. d WP pair between (E) and (B) of Fig. S-5b.

FIG. S-7. **Stable critical points of the 3D braiding protocol.** a Band structure at \( k_1 = 0.13\pi \) for \((k_2, k_3) \in [-1, 1] \times [0, 1]\) at the critical point (D) of the braiding protocol Fig. S-5a. b Band structure at \( k_2 = 0.31\pi \) for \((k_1, k_3) \in [-1, 1] \times [0, 1]\) at the critical point (B) of the braiding protocol Fig. S-5b.
B. Reality condition

In the main text, we assumed that $C_2\mathcal{T}$ symmetry automatically implies reality of the Bloch Hamiltonian. While this is not true in general, the conclusions presented in the main text still apply. More precisely, the existence of antiunitary operator $\mathcal{A}$ that obeys $(i)\ \mathcal{A}^2 = +1$ and $(ii)\ \forall \mathbf{k} : \mathcal{A}\mathcal{H}(\mathbf{k})\mathcal{A}^{-1} = \mathcal{H}(\mathbf{k})$, implies the existence of a Hilbert-space basis, in which the Hamiltonian $\mathcal{H}(\mathbf{k})$ is real. In this section we justify this claim by two different methods. We remark that the antiunitary operator is represented by a physical insight in the next paragraph. Every antiunitary operator $\mathcal{A}$ can be represented as some unitary operator $\mathcal{U}$ composed with the complex conjugation $\chi$ [55], i.e. $\mathcal{A} = \mathcal{U}\chi$. Unitarity means that $\mathcal{U}\mathcal{U}^\dagger = 1$, while $\mathcal{A}^2 = +1$ implies that $\mathcal{A}\mathcal{A}^\dagger = 1$. It follows that $\mathcal{U} = \mathcal{U}^\dagger$. The Autonne-Takagi factorization [56] then guarantees that $\mathcal{U} = \mathcal{V}\mathcal{D}^{\dagger}\mathcal{V}^{\dagger}$ for some unitary $\mathcal{V}$ and a diagonal matrix $\mathcal{D} = \text{diag}\{e^{i\varphi_j}\}_j$. Constructive and finite algorithms exist that find the Autonne-Takagi decomposition of a symmetric unitary matrix [57]. Rotation of the Hilbert-space by unitary matrix $\mathcal{D}^{\dagger}\mathcal{D}^\dagger \equiv \mathcal{W}$ then transform the antiunitary operator to $\mathcal{W}\mathcal{A}\mathcal{W}^\dagger = \mathcal{K}$, i.e. to the form assumed in the main text.

From a physical point of view, it is well known that an antiunitary symmetry squaring to +1 (rather than −1) does not imply Kramers degeneracies [58]. In other words, eigenstates of $\mathcal{A}$ form generally one-dimensional irreducible representations for this symmetry. By taking these eigenstates to form the basis of the Hilbert space, the antiunitary operator is represented by $\mathcal{D}'\mathcal{K}$, where $\mathcal{K} = \text{diag}\{e^{i\varphi_j}\}_j$ is a diagonal matrix of phase factors. Rotating the Hilbert space by unitary $\mathcal{W} = \sqrt{\mathcal{D}'}$ then transforms the antiunitary operator to just the complex conjugation $\mathcal{K}$. While the absence of Kramers doubling for such a symmetry is well accepted in the solid-state community, the formal proof of this statement actually follows from the Autonne-Takagi factorization, as discussed in the previous paragraph.

C. Euler form and Euler class

In this section, we outline the mathematical definition of Euler form and of Euler class for real vector bundles. To make the analogy with the Berry curvature and Chern number manifest, we first review the definitions and the properties of these more familiar objects. Note that in this section we adopt the language of differential forms [31], since it allows for more concise expression of the studied objects and of the relations between them.

We first recall the basic terminology. A collection of $n$ bands over a base space $B$ defines an $n$-dimensional vector bundle $E \to B$, which is generically complex. In this section we assume that the vector bundle is smooth (although this assumption would be lifted in later sections, in particular Sec. E). We order the states $\{|u^\alpha(\mathbf{k})\}_\alpha$ as columns into a rectangular matrix $\mathcal{U}(\mathbf{k})$, and we construct the Berry-Wilczek-Zee (BWZ) connection [46]

$$\mathcal{A}(\mathbf{k}) = \mathcal{U}(\mathbf{k})\mathcal{U}^\dagger(\mathbf{k}),$$

where $\mathcal{U}$ is the exterior derivative (i.e. the differentiation $d = dk^j\partial_k^j$, followed by antisymmetrization in covariant indices [31]). Mathematically, $\mathcal{A}(\mathbf{k})$ is a 1-form with values in Lie algebra $\mathfrak{u}(n)$. At the level of individual components, the connection can be expressed as

$$\mathcal{A}^{\alpha\beta}(\mathbf{k}) = \langle u^\alpha(\mathbf{k})|\partial_k u^\beta(\mathbf{k})\rangle,$$

where $i$ is a momentum component (the 1-form part), and $\alpha, \beta$ are band indices (the Lie algebra part). This object is skew-Hermitian in band indices, precisely because $\mathfrak{u}(n)$ constitutes skew-Hermitian matrices. Mixing the $n$ states with a matrix $X(\mathbf{k}) \in \mathfrak{u}(n)$ as $\mathcal{U}(\mathbf{k}) = \mathcal{U}(\mathbf{k})X(\mathbf{k})$, i.e. performing a gauge transformation, transforms the connection as

$$\tilde{\mathcal{A}} = X^{-1}\mathcal{A}X + X^1dX,$$

where we dropped the momentum arguments for brevity. The BWZ curvature is defined as

$$\mathcal{F} = d\mathcal{A} + \mathcal{A} \wedge \mathcal{A}.$$ (19)

Mathematically, this is a 2-form with values in $\mathfrak{u}(n)$. Componentwise,

$$\mathcal{F}^{\beta\gamma}_{ij} = \langle \partial_k u^\alpha|\partial_k u^\beta\rangle - \langle \partial_k u^\alpha|\partial_k u^\gamma\rangle + \langle u^\alpha|\partial_k u^\gamma\rangle \langle u^\beta|\partial_k u^\gamma\rangle - \langle u^\alpha|\partial_k u^\beta\rangle \langle u^\gamma|\partial_k u^\gamma\rangle,$$ (20)

which is skew-symmetric in momentum coordinates (the 2-form part), and skew-Hermitian in band indices (the Lie algebra part). The curvature transforms covariantly under gauge transformations,

$$\tilde{\mathcal{F}} = X^{-1}\mathcal{F}X$$ (21)

which allows us to define a gauge-invariant object, $\mathcal{F} = \text{tr}(\mathcal{F})$, usually called Berry curvature. The trace in this definition runs over band indices, i.e. we perform a projection $u(n) \to u(1)$. Assuming the Einstein summation convention, this amounts to

$$\mathcal{F}_{ij} = \mathcal{F}^{\alpha\beta}_{ij} = \langle \partial_k u^\alpha|\partial_k u^\beta\rangle - \langle \partial_k u^\alpha|\partial_k u^\gamma\rangle$$ (22)

where the two terms in the second line of Eq. (20) have cancelled each other. One can similarly define Berry connection $\mathcal{A} = \text{tr} \mathcal{A}$. Since the expression $[\mathcal{A} \wedge \mathcal{A}]_{ij} = A_iA_j - A_jA_i$ in Eq. (19) has zero trace, it follows that
meaning that the Euler form is invariant under proper SO(n) transformations of the n states, while it flips sign under improper O(n) transformations. We will refer to gauge transformations with $\det(X) = -1$ as orientation-changing.

If the rank of the bundle is $n = 2$, and the base space is two-dimensional and parameterized by momenta $k_x$ and $k_y$, then the Euler curvature

$$Eu = \left( \langle \partial_{k_x} u^1 | \partial_{k_x} u^2 \rangle - \langle \partial_{k_y} u^1 | \partial_{k_y} u^2 \rangle \right) dk^x \wedge dk^y,$$

(29)

is a single-component object. If further both the base space and the vector bundle are orientable, the Euler curvature can be treated as a volume form, and integrated over the base space $B$. Note that the nilpotence $d^2 = 0$ implies that the exterior derivative of the Euler curvature is zero. However, the potential may not be globally defined, therefore the Euler class of an oriented real bundle on a base space $B$ defines an element of the de Rham cohomology $H^2_{dR}(B)$. In fact, it can be shown [40] that $\frac{1}{2\pi} Eu(k)$ integrates to an integer if the base space does not have a boundary, therefore the Euler form defines an element of the singular cohomology with integer coefficients, $H^2(B; \mathbb{Z})$ [39]. The integer

$$\chi(E) = \frac{1}{2\pi} \oint_B Eu$$

(30)

is called the Euler class of the vector bundle $E$. The name is motivated by the observation that for a tangent bundle $TM$ of a two-dimensional manifold $M$ without a boundary, the integer $\chi(TM)$ reproduces the Euler characteristic of $M$ [31]. This observation for $n = 2$ is a special case of the more general Chern-Gauss-Bonnet theorem [59], which applies to manifolds without boundary of higher even dimensions. Note also that the Euler characteristic of any odd-dimensional closed manifold is zero [60], thus justifying our motivation to consider real Hamiltonians with even number $n$ of bands.

We remark that Eq. (30) is analogous to the definition of the first Chern number

$$c_1(E) = \frac{1}{2\pi} \oint_B F$$

(31)

which is an element of $H^2(B; \mathbb{Z})$ for complex vector bundles. The mathematical arguments guaranteeing the quantization of $\chi(E)$ resp. $c_1(E)$ are essentially identical [39] and based on considering a covering of the base space $B$ with open discs $\{D_\alpha\}_{\alpha=1}^N$. To outline the argument, let us explicitly consider the case of $B$ being a 2-sphere $(S^2)$. The sphere is covered by $N = 2$ discs, e.g. the northern hemisphere $D_{\text{north}}$ and the southern hemisphere $D_{\text{south}}$, which meet at the equator $\gamma_0$. Since disc is a contractible manifold, we can use Stokes' theorem to relate $\int_{D_\alpha} F$ to $\int_{\partial D_\alpha} A$ and analogously $\int_{D_\alpha} F$ to $\int_{\partial D_\alpha} A$ for the complex case) on each hemisphere. The resulting two integrals run around the equator in opposite
where in the last expression we used that the connections $a_{\text{north}}$ and $a_{\text{south}}$ on the two hemispheres must be related by a gauge transformation [recall Eq. (25)], and we assumed that the orientation of the vector bundle is fixed on the whole 2-sphere [thus $\det(X) = +1$]. Note that if we write the SO(2) matrix $X$ using the algebra element $\alpha \in \mathfrak{so}(2)$ as $X = e^{i \alpha \sigma_y}$, then the last expression in Eq. (32) reduces to integration of $\text{Pf}[X^\top dX] = d\alpha$. Since the gauge transformation $X$ must return to its original form after traversing the equator, the value of $\alpha$ must increase by an integer multiple of $2\pi$ on $\gamma_{\text{eq}}$. Therefore

$$2\pi \chi(E) = \oint_{\gamma_{\text{eq}}} d\alpha = 2\pi m \quad \text{with} \quad m \in \mathbb{Z}$$

(33)

which completes the proof of the quantization of the Euler form for real orientable vector bundles on $S^2$.

D. Euler form in three-band models

In this section, we further elaborate on the analogy between the Euler class and the first Chern number by briefly focusing on the minimal models. More specifically, we show that both the Berry curvature $F(k)$ of one band obtained from a two-band complex Hamiltonian, as well as the Euler form $\text{Eu}(k)$ of two bands obtained from a three-band real Hamiltonian, can be understood by considering geometry on a 2-sphere ($S^2$). The discussion below thus proves the geometric interpretation of Euler form presented in Fig. 4(b) of the main text. We note that this section provides a slight digression from the theoretical notions presented in previous sections and we return to the general case of real models with an arbitrary number of bands.

Let us first recall the mathematics behind the first Chern number of a complex Hamiltonian, defined in Eq. (31), for the case of two bands. Hermitian two-band Hamiltonians can be decomposed using the Pauli matrices and the unit matrix as

$$H(k) = h(k) \cdot \sigma + h_0(k) \mathbb{1}$$

(34)

where $h_{0,x,y,z}(k)$ are real functions of momentum. Spectral flattening brings eigenvalues of the Hamiltonian to $\pm 1$ without changing the band topology [6], and is associated with replacing $h_0 \rightarrow 0$ and $h \rightarrow h/||h|| \equiv n$. The band topology of the two-band complex Hamiltonian is thus completely captured by the three-component unit vector $n(k) \in S^2$. It is known [2, 3] that the Berry curvature of one of the two bands can be expressed as

$$F_{ij} = \frac{1}{2} n \cdot (\partial_k n \times \partial_k n),$$

(35)

such that $F_{ij} dk_i dk_j$ corresponds to one half of the (oriented) solid angle spanned by $n$ on the $S^2$ as the momentum argument is varied over a rectangle of size $dk_i \times dk_j$. For a closed two-dimensional base manifold, the vector $n$ has to wrap around the unit sphere an integer number of times, hence the integral of $F_{ij} dk_i dk_j$, i.e. the total (oriented) solid angle spanned by $n$, must be quantized to integer multiples of $2\pi$. Therefore, $c_1(E)$ defined in Eq. (31) is an integer. This simple argument does not generalize to models with more than two bands, in which case one has to follow the proof outlined at the end of Sec. C.

We find that a very similar geometric interpretation also applies to Euler form of two bands obtained from a three-band real Hamiltonian. In this case, spectral flattening brings the Hamiltonian with two occupied bands and one unoccupied band to [29]

$$H(k) = n(k) \cdot n(k)^\top - 2 \cdot \mathbb{1},$$

(36)

where $n(k) = u^1(k) \times u^2(k) \in S^2$ is the (normalized) column vector representing the unoccupied state, which can be represented as cross product of the (normalized) occupied states $u^1(k)$ and $u^2(k)$.

Note that, because of the reality condition, the left (“bra”) and the right (“ket”) eigenstates are componentwise equal to each other. The quadratic dependence of the Hamiltonian on the unit vector, manifest in Eq. (36), implies that vectors $\pm n$ represent the same Hamiltonian. Therefore the space of unique spectrally flattened 3-band Hamiltonians is $S^2/\mathbb{Z}_2 \cong \mathbb{RP}^2$ [21]. However, if the vector bundle defined by $H(k)$ is orientable (which is a necessary condition to define Euler form), then there are no closed paths $\gamma \subset B$ in the base manifold which would be mapped by the Hamiltonian to the non-contractible path in $\mathbb{RP}^2$. Therefore, Euler form of an orientable rank-2 bundle obtained from a three-band real Hamiltonian, is related to geometry on $S^2$. In fact, we show below that

$$\text{Eu}_{ij} = n \cdot (\partial_k n \times \partial_k n),$$

(37)

which [besides the altered interpretation of $n(k)$] qualitatively differs from Eq. (35) only in the absence of the prefactor $\frac{1}{2}$. Following the same arguments as for the first Chern number, we find that for three-band models the Euler class $\chi(E)$ defined in Eq. (30) must be an even integer. This agrees with the known fact, that odd values of the Euler class (corresponding to a non-trivial second Stiefel-Whitney class) require models with at least two occupied and with at least two unoccupied bands [23]. We also remark that the cross-product definition of $n(k)$ in terms of the two occupied states makes the expression in Eq. (37) invariant only under the proper SO(2) gauge transformations of the occupied states, reminding us of the importance of orientability of the vector bundle.
The remainder of this section contains a proof of Eq. (37). While the logic of the proof is straightforward, some of the expressions are rather lengthy. We employ the Einstein summation convention, and we write

\[ n_{\alpha} = \epsilon_{\alpha bc} u_{b}^{1} u_{c}^{2} \]  

where \( \epsilon \) is the Levi-Civita symbol. The right-hand side of Eq. (37) can be expressed as

\[ (37) = \epsilon_{\alpha bc} u_{b}^{1} \epsilon_{\alpha de} \partial_{k_{1}} (\epsilon_{dfg} u_{d}^{2}) \partial_{k_{2}} (\epsilon_{ehi} u_{e}^{2}) \]  

Using the identity \( \epsilon_{abc} \epsilon_{ade} = \delta_{ad} \delta_{ce} - \delta_{ac} \delta_{de} \), and performing the summation over indices \( b, c \) and \( e \), we obtain

\[ (37) = \epsilon_{dfg} \epsilon_{ehi} (u_{d}^{2} u_{e}^{2} - u_{e}^{2} u_{d}^{2}) \partial_{k_{1}} (u_{f}^{2} u_{g}^{2}) \partial_{k_{2}} (u_{h}^{2} u_{i}^{2}). \]  

To get rid off the remaining Levi-Civita symbols, we use

\[ \epsilon_{dfg} \epsilon_{ehi} = \delta_{de}(\delta_{fg} \delta_{hi} - \delta_{fi} \delta_{gh}) - \delta_{dh}(\delta_{fg} \delta_{ei} - \delta_{fe} \delta_{gh}) + \delta_{dg}(\delta_{fe} \delta_{hi} - \delta_{fi} \delta_{eh}). \]  

This long identity has to be substituted into Eq. (40). Note that the combinations of Kronecker symbols containing \( \delta_{de} \) trivially lead to zero after the substitution, because \( \delta_{de}(u_{d}^{2} u_{e}^{2} - u_{e}^{2} u_{d}^{2}) = 0 \). The remaining terms in Eq. (41), after summing over indices \( e, h, \) and \( i \), lead to

\[ (37) = -(u_{f}^{2} u_{g}^{2} - u_{f}^{1} u_{g}^{1}) \partial_{k_{1}} (u_{f}^{2} u_{g}^{2}) \partial_{k_{2}} (u_{f}^{1} u_{g}^{1}) + (u_{f}^{1} u_{g}^{2} - u_{f}^{2} u_{g}^{1}) \partial_{k_{1}} (u_{f}^{1} u_{g}^{2}) \partial_{k_{2}} (u_{f}^{2} u_{g}^{1}) \]

\[ + (u_{f}^{2} u_{g}^{1} - u_{f}^{1} u_{g}^{2}) \partial_{k_{1}} (u_{f}^{2} u_{g}^{1}) \partial_{k_{2}} (u_{f}^{1} u_{g}^{2}) \]

Performing the derivatives by parts, Eq. (42) expands into 32 individual terms

\[ (37) = -u_{f}^{2} u_{g}^{2} (\partial_{k_{1}} u_{f}^{2}) (\partial_{k_{1}} u_{g}^{2}) - u_{f}^{1} u_{g}^{1} (\partial_{k_{1}} u_{f}^{1}) (\partial_{k_{1}} u_{g}^{1}) - u_{f}^{2} u_{g}^{1} (\partial_{k_{2}} u_{f}^{2}) (\partial_{k_{2}} u_{g}^{1}) - u_{f}^{1} u_{g}^{2} (\partial_{k_{2}} u_{f}^{1}) (\partial_{k_{2}} u_{g}^{2}) \]

Most of these 32 terms vanish. To see this, we use orthonormality \( u_{b}^{1} u_{b}^{2} = 0 \) on the vector coordinates displayed in red. Furthermore, the normalization \( u_{b}^{1} u_{b}^{1} = 1 \) implies that \( u_{b}^{1} (\partial_{k_{1}} u_{b}^{1}) = 0 = u_{b}^{2} (\partial_{k_{2}} u_{b}^{1}) \), which we indicate in blue. Only two terms remain, in which we further use the normalization to 1 on vector components displayed in green. After renaming the repeated indices, we obtain

\[ \text{Eu}_{ij} = (\partial_{k_{1}} u_{f}^{2}) (\partial_{k_{2}} u_{g}^{2}) - (\partial_{k_{1}} u_{f}^{1}) (\partial_{k_{2}} u_{g}^{2}) \equiv \langle \partial_{k_{1}} u_{f} | \partial_{k_{2}} u_{g}^{2} \rangle - \langle \partial_{k_{1}} u_{f}^{1} | \partial_{k_{2}} u_{g}^{2} \rangle. \]  

The last expression exactly corresponds to the components of the the Euler form over two bands as defined in Eq. (29). This completes the proof of Eq. (37).

\[ \text{E. Singularity of Euler form at principal nodes.} \]

In the main text we consider the Euler form \( \text{Eu}(k) \) defined by the two principal bands. Note that adjacent nodes pose problems for the mathematical construction. This is because circumnavigating an adjacent node reverses the orientation of one of the principal Bloch states (the one that participates in the formation of the node), but not the other one. Therefore, parallel transport around an adjacent node is associated with an improper gauge transformation \( X = \sigma_{z} \notin \text{SO}(2) \). Since such vector bundle is not orientable, its Euler curvature cannot be defined. This is the reason why we only consider calculations over regions with no adjacent nodes.

On the other hand, the behavior of the Euler form near a principal node is more subtle. First, circumnavigating a principal node reverses the sign of both principal Bloch states, which corresponds to a proper gauge transformation \( X = -1 \in \text{SO}(2) \), such that Euler form of the bundle is well-defined on an annulus around the node. On the other hand, the eigenstates of the Hamiltonian are not continuous functions of \( k \) at the location of principal nodes, suggesting that the derivatives of the eigenstates are not well-defined at these points. Never-
theless, we show that the bundle spanned by the two principal bands is actually continuous and differentiable at principal nodes. The last two statements are not in contradiction! Indeed, a discontinuous basis of the bundle does not imply discontinuity of the bundle. There may be (and we show that there really is) a different basis which is perfectly continuous at principal nodes.

However, one has to consider the relevance of the two bases for physical observables. Since the two principal bands are separated by a band gap away from the principal nodes, the discontinuous basis spanned by the principal eigenstates has a special physical significance. Especially, we show in Sec. F that this canonical (although discontinuous) basis encodes observable features, such as the path-dependent ability of band nodes to annihilate. This information is lost once we allow for mixing of the two principal eigenstates by a general SO(2) gauge transformation – such as when going to the basis that reveals the continuity of the bundle. These are subtle but important issues, which we discuss in more detail in Sec. F.

In contrast, the present section is only concerned with the analytic properties of the vector bundle spanned by the principal bands in the two different choices of a basis. We begin our discussion by presenting the most general Hamiltonian near a principal node to the linear order in momentum. We treat the obtained Hamiltonian perturbatively, and we first consider the eigenstate basis to reveal the ill-defined structure of the Euler form near the principal node. Understanding the Euler form in the eigenstate basis is important, both because of its physical significance but also because it is the most natural basis to use in numerical calculations, as presented later in Sec. H. We subsequently show that it is possible to construct a mixture of the two principal states that is continuous and differentiable at the node, thus leading to a continuous Euler form at the node. The bottom line of our analysis, important for the discussion in Secs. F–H, can be stated as follows. If one describes the vector bundle spanned by the two principal bands using the eigenstate basis, then the Euler form is bounded (which allows us to integrate it) but not differentiable (which prevents us from a naïvely applying Stokes’ theorem) at principal nodes.

Let us proceed with the actual analytic calculations. We first consider a two-band model that exhibits a node at \( \mathbf{k} = 0 \) at zero energy. To linear order, the Hamiltonian near the node must take the form

\[
\mathcal{H}_{2\text{-band}}(\mathbf{k}) = \sum_{i=1}^{2} \sum_{j=0}^{3} k_{ij} h_{ij} \sigma_j
\]

where \( k_{1,2} \) are the two momentum coordinates, \( h_{ij} \) are 8 real coefficients, and \( \{\sigma_j\}_{j=0}^{3} \) is the unit matrix and the three Pauli matrices. It is known that by a suitable proper rotation and by a linear rescaling of the momentum coordinates to \( \mathbf{k}(\mathbf{k}) \), we can bring the Hamiltonian to the form

\[
\mathcal{H}_{2\text{-band}}(\mathbf{k}) = \left( \begin{array}{cc} \kappa_1 + \varepsilon(\mathbf{k}) & \pm \kappa_2 \\ \pm \kappa_2 & -\kappa_1 + \varepsilon(\mathbf{k}) \end{array} \right),
\]

where \( \varepsilon(\mathbf{k}) = \nu_1 \kappa_1 + \nu_2 \kappa_2 \) describes the tilting of the band node [42]. Since the considered coordinate transformation is linear, the associated Jacobian \( J_{ij} = \partial \kappa_i / \partial k_j \) is a constant matrix. The \( \pm \) sign corresponds to nodes with positive vs. negative winding number \( w \in \pi_1(SO(2)) = \mathbb{Z} \), and we keep it unspecified throughout the whole section.

If there are additional bands, then the same rotation of the two basis vectors brings the corresponding \( n \)-band linear-order Hamiltonian to the form

\[
\mathcal{H}_{n\text{-band}}(\mathbf{k}) = \left( \begin{array}{c|c} \kappa_1 + \varepsilon(\mathbf{k}) & f^\top(\mathbf{k}) \\ \pm \kappa_2 & -\kappa_1 + \varepsilon(\mathbf{k}) & g^\top(\mathbf{k}) \\ \hline f(\mathbf{k}) & g(\mathbf{k}) & E + h(\mathbf{k}) \end{array} \right),
\]

where \( f(\mathbf{k}) \) and \( g(\mathbf{k}) \) are \( \mathbf{k} \)-linear \( (n-2) \)-component column vectors with real components \( \{f_c(\mathbf{k})\}_{c=3}^{n} \) and \( \{g_c(\mathbf{k})\}_{c=3}^{n} \). \( E \) is a non-degenerate diagonal matrix of \( (n-2) \)-non-zero band energies, and \( h(\mathbf{k}) \) is \( \mathbf{k} \)-linear Hermitian matrix of size \( (n-2) \times (n-2) \). In Eq. (46) we explicitly assume that the additional \( (n-2) \) basis vectors of the Hilbert space are given by the additional eigenstates of the Hamiltonian at the node, therefore \( h(\mathbf{k} = 0) = 0 \). Therefore, after adopting the properly rotated and rescaled momentum coordinates and the right Hilbert-space basis, the model in Eq. (46) represents the most general \( n \)-band real Hamiltonian near a principal node to linear order in momentum.

Our incentive is to find the approximate form of the principal Bloch vectors near the principal band node of the model in Eq. (46) using perturbation theory. Then we can use the perturbative result to study the behavior of the Euler form near the principal node. Our goal is to examine whether the lowest order of the Euler form contains a \( 1/|\mathbf{k}| \) divergence, or a discontinuity, or whether it is perfectly regular. As already advertised, we find that the result of the analysis depends on the choice of basis of the bundle.

To proceed, we split the Hamiltonian in Eq. (46) into \( \mathcal{H}_0 = \text{diag}(\varepsilon(\mathbf{k}), \varepsilon(\mathbf{k}), E) \), and a “perturbation” \( \mathcal{H}' \) that contains all the terms linear in \( \mathbf{k} \), that is

\[
\mathcal{H}'(\mathbf{k}) = \begin{pmatrix} \kappa_1 & \pm \kappa_2 & f^\top(\mathbf{k}) \\ \pm \kappa_2 & -\kappa_1 & g^\top(\mathbf{k}) \\ f(\mathbf{k}) & g(\mathbf{k}) & E + h(\mathbf{k}) \end{pmatrix}.
\]

The first step of the perturbation theory requires us to find states that diagonalize the matrix \( \mathcal{H}_{0b} = \langle a | \mathcal{H}' | b \rangle \) with \( a, b \in \{1, 2\} \) representing the degenerate states at the principal nodes. We take \( |1\rangle = (1\ 0\ 0\ \ldots)^\top \) and \( |2\rangle = (0\ 1\ 0\ \ldots)^\top \), in which case this matrix corresponds simply to the upper-left \( 2 \times 2 \) block of Eq. (47). If we further decompose \( \mathbf{k} \) using the polar coordinates as \( \mathbf{k}_1 = \ldots \)
\( \kappa \cos \phi \) and \( \kappa_2 = \kappa \sin \phi \), this block is diagonalized by
\[
|1^{(0)}\rangle = \begin{pmatrix} \pm \cos \frac{\pi}{2} \\ - \cos \frac{\pi}{2} \end{pmatrix} \quad \text{and} \quad |2^{(0)}\rangle = \begin{pmatrix} \mp \sin \frac{\pi}{2} \\ 0 \end{pmatrix}
\]
where \( \zeta = \pm 1 \) corresponds to two different orientations of the bundle. Changing the relative sign between the two states corresponds to orientation-changing gauge transformation \( X = \pm \sigma_z \). On the other hand, increasing \( \phi \rightarrow \phi + 2\pi \) flips the sign of both bands, which corresponds to a proper gauge transformation \( X = -1 \).

The first-order correction to the states in Eq. (48) is given by
\[
|a^{(1)}\rangle = \sum_{c=3}^{n} \langle c | H' | a^{(0)} \rangle \left( \begin{array}{cc} \epsilon(\kappa) - \bar{c} \epsilon_c & 0 \\
0 & \epsilon(\kappa) - \bar{c} \epsilon_c \end{array} \right) |c\rangle
\]
where \( |c\rangle \) is the \( c^{th} \) element of the basis in which we expressed Eq. (47). This prescription does not lead to a change in the first two components of the principal vectors, while for components with \( c \geq 3 \) we find
\[
\langle c | 1^{(1)} \rangle = \langle c | \kappa \rangle \left( \begin{array}{cc} \pm f_c(\kappa) \sin \frac{\pi}{2} - g_c(\kappa) \cos \frac{\pi}{2} \\
\pm f_c(\kappa) \cos \frac{\pi}{2} + g_c(\kappa) \sin \frac{\pi}{2} \end{array} \right)
\]
\[
\langle c | 2^{(1)} \rangle = \langle c | \kappa \rangle \left( \begin{array}{cc} + f_c(\kappa) \cos \frac{\pi}{2} + g_c(\kappa) \sin \frac{\pi}{2} \\
- f_c(\kappa) \sin \frac{\pi}{2} - g_c(\kappa) \cos \frac{\pi}{2} \end{array} \right).
\]
Note that the expressions inside the square brackets are linear in \( \kappa \), while the prefactor can be approximated for \( \kappa \) close to 0 as
\[
\left| \frac{1}{\epsilon(\kappa) - \bar{c} \epsilon_c} \right| \approx 1 - \frac{\bar{v}_1 \kappa_1 + \bar{v}_2 \kappa_2}{\bar{c} \epsilon_c^2}.
\]
Therefore, if we are after terms of the lowest order in \( \kappa \), we can approximate the prefactor simply by \(-1/\bar{c} \epsilon_c \). Furthermore, notice that states \( |1^{(0+1)}\rangle \) and \( |2^{(0+1)}\rangle \), which we obtained by performing the first-order perturbation theory, are not properly normalized. However, since the lowest-order corrections \( |1^{(1)}\rangle \) and \( |2^{(1)}\rangle \) are linear in \( \kappa \), the correction from the proper normalization would be quadratic in \( \kappa \). More explicitly, normalizing the states would induce a prefactor of the form
\[
\frac{1}{\sqrt{1 + |\kappa \nu|^2}} \approx 1 - \frac{1}{2} |\kappa \nu|^2
\]
where \( |\kappa \nu|^2 \) represents the normalization of the first-order correction. Since we are interested only in corrections to the principal states of the lowest order in \( \kappa \), we safely ignore the normalization.

We have established the lowest-order (linear) corrections in \( \kappa \) to the principal Bloch states in Eq. (48). We can use the obtained states to calculate the Euler connection and the Euler form in the eigenstate basis,
\[
a = |1\rangle \langle \partial_\kappa | 2 \rangle \quad \text{and} \quad \text{Eu} = (\partial_\kappa,1) \langle \partial_\kappa,2 \rangle - (\partial_\kappa,1) \langle \partial_\kappa,2 \rangle
\]
where we dropped the superscript “\((0+1)\)” for brevity. To calculate the derivatives, note that
\[
\partial_{\kappa_1} = \frac{\partial \kappa_1}{\partial \kappa_1} \partial_\kappa + \frac{\partial \phi}{\partial \kappa_1} \partial_\phi = \cos \phi \partial_\kappa - \frac{\sin \phi}{\kappa} \partial_\phi \quad (55)
\]
\[
\partial_{\kappa_2} = \frac{\partial \kappa_2}{\partial \kappa_2} \partial_\kappa + \frac{\partial \phi}{\partial \kappa_2} \partial_\phi = \sin \phi \partial_\kappa + \frac{\cos \phi}{\kappa} \partial_\phi. \quad (56)
\]
The existence of the \( 1/\kappa \) factors in these expressions suggests that we might encounter a singularity as we approach the principal node. Finally, to complete the calculation we also rewrite
\[
\begin{align*}
f_c(\kappa) &= \alpha_c \kappa \cos \phi + \beta_c \kappa \sin \phi \quad (57) \\
g_c(\kappa) &= \gamma_c \kappa \cos \phi + \delta_c \kappa \sin \phi. \quad (58)
\end{align*}
\]
With the help of Mathematica, we find the Euler connection to the leading order in \( \kappa \) as
\[
a = \pm \frac{\zeta}{2\kappa} (\sin \phi, - \cos \phi) + O(\kappa) \quad (59)
\]
which diverges as we approach the node. In contrast, the Euler form to the leading order in \( \kappa \) is
\[
\text{Eu} = -\zeta \sum_{c=3}^{n} \frac{1}{\bar{c} \epsilon_c} \left[ (\beta_c \gamma_c - \alpha_c \delta_c) \\
\pm \frac{1}{2} (\alpha_c \cos \phi + \beta_c \sin \phi)^2 \pm \frac{1}{2} (\gamma_c \cos \phi + \delta_c \sin \phi)^2 \right]
\]
which does not diverge at the node. All the \( 1/\kappa \) factors, present in some of the previous formulae, cancel out. Substituting back the original coordinates, \( \kappa \rightarrow k \), corresponds to a double multiplication by the (constant) Jacobian matrix, which also does not induce a divergence. Furthermore, we already argued that higher-order contributions to Eu(\( \kappa \)) cannot induce a divergence as \( \kappa \rightarrow 0 \). Altogether, we find that the Euler form in the eigenstates basis is bounded near a principal node. Note, however, that the dependence of Eu on \( \phi \) (which persists for \( \kappa \rightarrow 0 \)) implies that Eu is discontinuous at \( k = 0 \). In particular, the discontinuity implies that the Euler form is not differentiable at principal nodes, which poses an obstruction for the use of Stokes' theorem on regions that contain principal nodes.

We now show that the vector bundle spanned by the two principal eigenstates is continuous at the principal node. Recall that a rank-2 bundle is a collection of two-dimensional planes – one plane per every point of the base space. The specific choice of these planes varies continuously between the points of the base space. Importantly, these planes need not in general be equipped with any intrinsic basis. The basis vectors that we use to span these planes are just an auxiliary tool. Performing an SO(2) gauge transformation on the two vectors spanning the rank-2 bundle does not correspond to a change of the bundle, just to a change of coordinates that we use to describe the bundle.

In particular, it is convenient to consider the “mixed”
states
\[ |A(\kappa)\rangle = \pm \sin \frac{\delta}{2} \left| 1^{(0+1)} \right> + \zeta \cos \frac{\delta}{2} \left| 2^{(0+1)} \right> \] (61)
\[ |B(\kappa)\rangle = -\zeta \cos \frac{\delta}{2} \left| 1^{(0+1)} \right> + \sin \frac{\delta}{2} \left| 2^{(0+1)} \right> \] (62)
which are related to the eigenstates of the perturbed Hamiltonian by a proper gauge transformation
\[ X(\kappa; \zeta) = \left( \begin{array}{c} \pm \sin \frac{\delta}{2} + \zeta \cos \frac{\delta}{2} \\ -\zeta \cos \frac{\delta}{2} \pm \sin \frac{\delta}{2} \end{array} \right) \] (63)
Using trigonometric identities, we find that to linear order in \( \kappa \) these rotated vectors are
\[ |A(\kappa)\rangle = \left( \begin{array}{c} 1 \\ 0 \\ \left( -\frac{f_3}{E_3} \right)^n \end{array} \right) |B(\kappa)\rangle = \zeta \left( \begin{array}{c} 0 \\ 1 \\ \left( -\frac{g_3}{E_3} \right)^n \end{array} \right) \] (64)
These are manifestly continuous at \( \kappa \to 0 \), meaning that the vector bundle spanned by the two principal bands is continuous at the principal node. In fact, the bundle is differentiable at \( k = 0 \), which is best appreciated by considering \( n = 3 \), in which case the rank-2 bundle can be described by the vector spanning its rank-1 complement inside the 3-dimensional real Hilbert space, which we construct as a cross product
\[ |A(\kappa)\rangle \times |B(\kappa)\rangle = \left( \begin{array}{c} f_3(\kappa) \\ g_3(\kappa) \\ E_3, 1 \end{array} \right)^\top \] (65)
Especially, we find the the Euler connection and the Euler form to the leading order in \( \kappa \) in the continuous basis as
\[ \tilde{a} = (A|\nabla B) = \zeta \left( \frac{\alpha_3 k_x + \beta_3 k_y}{E_3} \right)(\gamma_3, \delta_3) \] (66)
and
\[ \tilde{E}_a = (\partial_1 A|\partial_2 B) - (\partial_2 A|\partial_1 B) = -\zeta \left( \frac{\beta_3 \gamma_3 - \alpha_3 \delta_3}{E_3} \right) \] (67)
which are both perfectly regular for \( \kappa \to 0 \). In particular, the result in Eq. (67) exactly reproduces the \( \phi \)-independent contribution to Eq. (60).

How is the difference between the results in Eqs. (60) and (67) compatible with the fact, stated in Sec. C, that the Euler form is invariant under proper gauge transformations? The subtlety lies in the fact, that the proof of gauge invariance of \( \tilde{E}_a(\kappa) \) assumes a differentiable gauge transformation \( X(\kappa) \). This is not fulfilled by the transformation in Eq. (63) at \( \kappa = 0 \), thus allowing us to change the behaviour of the Euler form at that point. Furthermore, note that the very definition of the Euler form as the Pfaffian of the Berry-Wilczek-Zee connection requires the collection of states \( \Omega(\kappa) \) itself to be differentiable, else the exterior derivatives in Eqs. (16) and (19) are meaningless. But this assumption is not fulfilled by the states specified in Eqs. (48–51) at \( \kappa = 0 \). Therefore, our original calculation of the Euler form at the principal node has been flawed to begin with. The reason that the gauge transformation in Eq. (63) suddenly made the Euler form at \( \kappa \to 0 \) regular is precisely that the rotated states \( |A(\kappa)\rangle \) and \( |B(\kappa)\rangle \) are differentiable at that point.

Nevertheless, in spite of the nicer analytic properties of Euler form in the smooth basis, one should keep in mind the physical significance of the eigenstate basis. In other words, the physical setting makes the considered vector bundle equipped with a canonical (albeit discontinuous) basis! We analyze the importance of this special basis for physical observables in the next section.

F. Euler class for manifolds with a boundary

In this section, we generalize the notion of Euler class of a pair of principal bands in two important ways. First, we consider a base manifold with a boundary. Throughout the discussion, we explicitly assume that the manifold is topologically a disc (denoted \( D \)), which has boundary homeomorphic to a circle (\( \partial D \simeq S^1 \)). Nevertheless, most of the presented results readily generalize to arbitrary manifolds with a boundary as long as the vector bundle spanned by the principal bands remains orientable. Second, we admit the occurrence of principal nodes inside the base manifold. Crucially, to obtain useful information from such a generalization, it is essential to adopt the eigenstate basis. We find that the value of the Euler class on a disc \( D \), denoted \( \chi(D) \), indicates whether the collection of principal nodes can annihilate inside \( D \).

The first generalization is straightforward. If there are no band nodes in \( D \), then the eigenstate basis is continuous. Therefore, Stokes’ theorem guarantees that
\[ \chi(D) = \frac{1}{2\pi} \left( \oint_D \tilde{E}_a - \int_{\partial D} \tilde{a} \right) = 0 \] (68)
is invariant. Let us further assume the presence of principal nodes in \( D \) (but no adjacent nodes as we want the bundle to remain orientable). We proved in the second part of Sec. E that the vector bundle spanned by the two principal bands is continuous everywhere, including at the nodes. However one has to depart from the eigenstate basis to reveal this fact, and instead has to consider the “mixed” basis, cf. Eqs. (61–67). In such continuous basis, Stokes’ theorem still applies, which implies the validity of Eq. (68) even in the presence of principal nodes. One concedes that the vector bundle spanned by the two principal bands on a disc cannot support a non-trivial topological invariant.

However, one should keep in mind the physical realization of the vector bundle as a pair of energy bands that are non-degenerate away from the band nodes. This interpretation equips the bundle with a canonical basis, namely the eigenstate basis discussed at length in the first part of Sec. E. Therefore, one should only consider deformations of the vector bundle which preserve this additional structure. Indeed, we show below that such con-
which constitutes a half-integer state near a principal node is double-valued associated with a Dirac string [38]. Returning back to Eqs. (48–51), one should first recognize that each principal node is associated with a gauge transformation that regularizes the nodes creates a new Dirac string that exactly compensates the singular behavior.

To develop the generalization of the Euler class, one should first recognize that each principal node is associated with a Dirac string [38]. Returning back to Eqs. (48–51), one observes that the continuous real gauge for eigenstates near a principal node is double-valued, namely the overall sign of both states is reversed if we increase \( \phi \rightarrow \phi + 2\pi \). Therefore, any single-valued gauge must necessarily exhibit a discontinuity – the Dirac string – across which both principal states flip sign. Each principal node must constitute the end-point of a Dirac string. Furthermore, since away from band nodes the eigenstates basis is continuous, there are no other end-points for Dirac strings. Therefore, in the eigenstate basis there is a one-to-one correspondence between the principal nodes and the end-points of Dirac strings. From this perspective, the gauge transformation to the continuous basis, analyzed in Eqs. (48–51), can be understood as creation of a new Dirac string that exactly compensates the “physical” Dirac string present in the eigenstate basis. This exactly resolves the apparent paradox presented in Sec. E.

The exact position of the Dirac strings (i.e. besides their fixed end-points) is arbitrary, and should not have any bearing on physical observables. Indeed, we find that both Euler connection and Euler form are continuous at a Dirac string. This readily follows from the transformation rules presented in Sec. C, namely we see from Eqs. (25) and (28) that the sign-reversing gauge transformation \( X = -\mathbb{1} \) leaves both \( \text{Eu}(k) \) and \( a(k) \) invariant. We conclude that the relation \( \text{Eu}(k) = d a(k) \) remains valid along Dirac strings, meaning that they are no obstructions for the use of Stokes’ theorem. Therefore, the only obstructions for Stokes’ theorem are the principal nodes themselves, since at their locations the derivatives of the principal eigenstates (and thus also the Euler connection and the Euler form) are not well-defined, cf. Sec. E. We thus use Stokes’ theorem to relate

\[
2\pi \chi(D) = \int_D \text{Eu} - \oint_{\partial D} a = \sum_{\alpha} \left( \int_{D_\alpha^+} \text{Eu} - \oint_{\partial D_\alpha^+} a \right)
\]

where the summation index \( \alpha \) indicates the principal nodes inside the region \( D \), and \( D_\alpha^+ \) is a disc with radius \( \epsilon \) centered at principal node \( \alpha \).

To simplify Eq. (70), we proceed as follows. First, we proved in Sec. E that Euler form is bounded near principal nodes, hence the integrals over \( D_\alpha^+ \) converge to 0 in the limit \( \epsilon \rightarrow 0 \). Furthermore, it follows from Eq. (59) that \( a \cdot d\kappa = \pm \frac{1}{2} \zeta \pi d\phi = \epsilon \rightarrow 0 \), which integrates to \( \mp \zeta \pi \) on \( \partial D_\alpha^+ \). Plugging this result into Eq. (70), we find

\[
\chi(D) = \frac{\zeta}{2} \sum_{\alpha} w_\alpha
\]

where \( w_\alpha = \pm 1 \) describes the winding number of the principal node, while \( \zeta = \pm 1 \) is the global orientation of the vector bundle. The result in Eq. (71) proves that \( \chi(D) \) of the orientable bundle spanned by the two principal states on region \( D \) with a boundary is a half-integer topological invariant if one works in the eigenstate basis.

Let us conclude the section with several remarks:

1. Note that Eq. (71) expresses \( \chi(D) \) as a sum of \( \pm \frac{1}{2} \) quanta carried by the principal nodes. If the nodes were able to annihilate inside \( D \), then we would be left with a nodeless region, for which we proved in Eq. (68) that \( \chi(D) = 0 \). Therefore, non-trivial value \( \chi(D) \neq 0 \) is an obstruction for annihilating the principal nodes inside \( D \).

2. The two admissible values of a winding number \( w_\alpha = \pm 1 \) are reminiscent of the frame-rotation angle associated with the node being either \( +\pi \) or \( -\pi \). We prove in Sec. G that this intuition is correct, i.e. the two quantities are in an exact one-to-one correspondence.

3. One should take into account that Eq. (71) is not as useful in practice as it appears! To make sure that we take the same orientation of the vector bundle at all principal nodes, it is necessary to know the bundle along some trajectories connecting the principal nodes. To avoid this extra work, our numerical algorithm for computing \( \chi(D) \), presented in Sec. H is based on directly implementing Eq. (69).

4. In the presence of additional adjacent nodes, the vector bundle ceases to be orientable, and the relative orientation of two principal nodes depends on
the specific choice of trajectory connecting them. This foreshadows the non-Abelian conversion of band nodes which we discuss in the main text of the manuscript. This “braiding” phenomenon is more carefully exposed in the next section.

G. Non-Abelian frame-rotation charge

In this section, we review the original derivation of the non-Abelian exchange of band nodes in $k$-space, which was obtained by Ref. [21] using homotopy theory [31]. We subsequently show that the same non-Abelian behavior is reproduced by considering the Euler class on manifolds with a boundary, as has been defined in Sec. F. Similar observations on a less formal level were also made by Ref. [38]. The exact correspondence between the two approaches provides a proof that the two distinct mathematical descriptions of the braiding phenomena (homotopy theory vs. cohomology classes) are two windows into the same underlying topological structure.

In the homotopic description, one begins with identifying the space $M_N$ of $N$-band real symmetric matrices that do not exhibit level degeneracy. This corresponds to Bloch Hamiltonians at momenta lying away from band nodes. With this assumption, we can uniquely order all eigenstates of $H(k)$ according to increasing energy into an $O(N)$ matrix $(|u^a(k)\rangle)_{a=1}^N \equiv F(k)$, which can be interpreted as an orthonormal $N$-frame. We further adjust band energies $\{\varepsilon^a(k)\}_{a=1}^N$ to some standard values (e.g. $\varepsilon^a = a$) while preserving their ordering. The space of such spectrally normalized Hamiltonians is $M_N = O(N)/\mathbb{Z}_N^N$, where the quotient corresponds to flipping the overall sign of any of the $N$ eigenvectors, which leaves the spectrally normalized Hamiltonian $H(k) = \sum_{a=1}^N |u^a(k)\rangle \varepsilon^a (u^a(k))$ invariant. Band nodes correspond to obstructions for a unique ordering of bands by energy, and thus induce discontinuities of frame $F(k)$.

To describe the band nodes, we study the topology of space $M_N$. Since there are $2^N$ different frames (corresponding to the quotient $\mathbb{Z}_N^N$) which all represent the same Hamiltonian, the following scenario is possible: We start at some point $k_0$, and we follow the continuously rotating frame $F(k)$ that encodes the Hamiltonian $H(k)$ along $k \in \gamma$, until we reach again $k_0$ as the final point. Comparing the initial vs. the final frame at $k_0$, we may find that they are two different of the $2^N$ frames representing the same Hamiltonian $H(k_0)$. We say that the Hamiltonian underwent a non-trivial frame rotation, which represents a non-trivial closed path inside $M_N$. For example, we know from Secs. E and F that a band node leads to a $\pi$-rotation of the frame by $X = (1, 1, \ldots, 1, -1, -1, 1, \ldots, 1)$, where the two negative entries correspond to the two bands forming the node. More generally, since the handedness of the frame cannot change under the continuous evolution along $\gamma$, only $1/2 \cdot 2^N = 2^{N-1}$ of the elements with $\det X = +1$ can actually be reached. Since the frame rotation is quantized to a discrete set of elements, it constitutes a topological invariant of the Hamiltonian $H(k)$ along path $\gamma$, which cannot change under continuous deformations as long as the spectrum along $\gamma$ remains non-degenerate.

To explain the origin of the non-Abelian exchange of band nodes, let us briefly focus on models with $N = 3$ bands. The same discussion also applies to any three consecutive bands in models with $N \geq 3$ bands. A node formed by the lower (upper) two bands corresponds to a $\pi$-rotation in the first (last) two coordinates, i.e. $X_{12} = \text{diag}(-1, -1, +1)$, $X_{23} = \text{diag}(+1, -1, -1)$. A path that encloses one of each species of nodes is associated with total frame rotation $X_{13} = \text{diag}(-1, +1, -1)$. However, while the geometric transformations

$$X_{12} \cdot X_{23} = X_{23} \cdot X_{12} \quad (72)$$

clearly commute, the continuous paths in $\text{SO}(3)$ that realize the left-hand vs. the right-hand side of Eq. (72) are topologically distinct. To see this, recall that $\text{SO}(3)$ can be visualized as a solid three-dimensional ball with radius $\pi$ and with antipodal points on the surface being pairwise identified. This relation is achieved by mapping $R(\alpha; n)$ (i.e. a clockwise rotation by angle $0 \leq \alpha \leq \pi$ around axis given by unit vector $n$), with a point inside the ball at position $r = \alpha n$. Then rotating first by $\pi$ around axis 1 and then by $\pi$ around axis 3 traces the pink path in Fig. S-9, while performing the two rotations in reverse order produces the orange path in Fig. S-9, which follows from

$$R(\alpha; \hat{e}_3) \cdot R(\pi; \hat{e}_1) = R(\pi; +\cos \frac{\alpha}{2} \hat{e}_1 + \sin \frac{\alpha}{2} \hat{e}_2) \quad (73)$$
$$R(\alpha; \hat{e}_1) \cdot R(\pi; \hat{e}_3) = R(\pi; +\cos \frac{\alpha}{2} \hat{e}_3 - \sin \frac{\alpha}{2} \hat{e}_2) \quad (74)$$

FIG. S-9. Geometry of rotations in three dimensions. If we represent clockwise rotation by angle $0 \leq \alpha \leq \pi/2$ around unit vector $n$ by point with position $r = \alpha n$, then $\text{SO}(3)$ looks like a ball with radius $\pi$ and with antipodal points on the surface identified. The orange vs. the pink trajectory represent two ways of composing a $\pi$ rotation around axis 1 with a $\pi$ rotation around axis 3. The two trajectories cannot be continuously deformed into one another, i.e. they are topologically distinct. From this observation we deduce that topological charges associated with band nodes in consecutive band gaps do not commute with each other.
where \( \hat{e}_i \) indicates the unit vector directed along axis \( i \in \{1,2,3\} \). The two paths in Fig. S-9 both connect the center of the ball to the \( \pi \)-rotation around axis 2. However, these paths cannot be continuously deformed into each other, i.e. they are topologically distinct. This ultimately follows from the fact that \( \text{SO}(3) \) is not a simply connected space. As a consequence, the ordering of the group elements from the \( \mathbb{Z}_2^N \) quotient matters, and the topological charges associated with a pair of band nodes inside consecutive band gaps do not commute!

A careful analysis [21] reveals that the algebra of closed paths in space \( M_N = \mathcal{O}(N) / \mathbb{Z}_2^N \) is governed by group \( Q_N \) (called “Salingaros group” [61]) which is uniquely characterized by the following four conditions [62]. We use +1 to indicate the identity element.

(i) There is a unique element \((-1)\neq +1\) which has the property \((-1)^2 = +1\).

(ii) For each band gap \( 1 \leq G \leq (N-1) \) there is an associated element \( g_G \) such \((g_G)^2 = -1\).

(iii) \( g_G \cdot g_G' = \epsilon g_G' \cdot g_G \), where \( \epsilon = -1 \) (anticommute) if \( |G - G'| = 1 \) and \( \epsilon = +1 \) (commute) otherwise.

(iv) All elements of \( Q_N \) can be expressed by composing elements \( g_G \).

The element \(-1\) corresponds to a \( 2\pi \) rotation (around any axis), and corresponds to the generator of the fundamental group \( \pi_1[\text{SO}(N)] = \mathbb{Z}_2 \) [27]. Most interestingly, condition (iii) states that band nodes in consecutive band gaps carry anticommuting charges. This corresponds to the fact, visible in Fig. S-9, that

\[
\left( R(\pi, \hat{e}_3) \cdot R(\pi, \hat{e}_1) \right) = R(2\pi, \hat{e}_2) \cdot R(\pi, \hat{e}_1) \cdot R(\pi, \hat{e}_3) \quad (75)
\]

if the rotations are interpreted as paths in \( \text{SO}(3) \).

The group \( Q_3 \) coincides with the quaternion group \( \{\pm 1, \pm i, \pm j, \pm k\} \), therefore \( Q_N \) for \( N \geq 3 \) has been dubbed “generalized quaternions” by Ref. [21].

We finally show that the same anticommuting behaviour follows by studying the Euler form on manifolds with a boundary as defined in Sec. F. Our proof thus successfully bridges the homotopic description of Ref. [21] with the cohomological description proposed by Ref. [38] and further elaborated by the present work. To observe the non-trivial exchange, let us consider the situation, illustrated in Fig. S-10, with two principal nodes (blue dots) near an adjacent node (red dot). We know from Sec. F that principal nodes are end-points of Dirac strings carrying a proper gauge transformation \( X = -1 \) on the two principal bands (dashed blue lines). We showed in the same section that such a gauge transformation is harmless for the calculation of the Euler class. On the other hand, adjacent nodes are end-points of Dirac strings carrying an improper gauge transformation \( X = \pm \sigma_2 \), which flips the sign of just one of the principal bands. Therefore, the bundle spanned by the two principal bands is non-orientable on regions containing such “adjacent” Dirac strings. Especially, an annulus enclosing the adjacent node is traversed by such a Dirac string for any single-valued gauge of the eigenstate basis, i.e. the bundle spanned by the principal bands is non-orientable on such an annulus.

Nevertheless, the total Euler class of the two principal nodes can still be calculated, provided that one covers the nodes with a disc lying to the side of the adjacent node. We show in Fig. S-10 two such discs, labelled \( D_{L,R} \), which lie to the left (yellow) resp. to the right (green) of the adjacent node. Both discs admit a gauge with a well-defined orientation of the bundle, which is achieved by appropriately positioning the adjacent Dirac string (dashed red lines \( D.S_{L,R} \)) such that it lies outside of the corresponding disc. Importantly, these two gauges are related by a gauge transformation that has a discontinuity along path \( \gamma_{G.T.} = D.S_{L} \cup D.S_{R} \) (solid brown path in Fig. S-10). This gauge transformation rotates \( D.S_{L} \) into \( D.S_{R} \) (and vice versa), and is simply equal to \( X = 1 \) on one side and to \( X = \pm \sigma_2 \) on the other side of the path \( \gamma_{G.T.} \). Such a gauge transformation necessarily reverses the orientation of the bundle at exactly one of the two
principal nodes. It follows that the relative contribution of the two principal nodes to the sum in Eq. (71) is reversed due to the reversed orientation $\zeta$ near one of the nodes. Therefore, if the contributions of the two nodes to the Euler class cancel on $D_L$ [e.g. $\chi(D_L) = \frac{1}{2} - \frac{1}{2} = 0$], then the Euler class is automatically non-trivial on $D_R$ [corresponding to $\chi(D_R) = \pm \left( \frac{1}{2} + \frac{1}{2} \right) = \pm 1$]. Following the discussion at the end of Sec. F, the two principal nodes annihilate if brought together along a trajectory inside $D_L$, but are incapable to annihilate if brought together along a trajectory inside $D_R$. We thus conclude that the anticommutation relation in Eq. (75) [resp. in axiom (iii) on the previous page] is exactly reproduced by the behaviour of Euler class on manifolds with a boundary.

### H. Numerical calculation of the Euler form.

To test the presented theory numerically, we have implemented a Mathematica code that takes as input (1) an $N$-band real-symmetric Bloch Hamiltonian, (2) two (consecutive) band indices, and (3) a rectangular region containing no adjacent nodes. The program outputs the Euler class on the defined region (with a boundary) for the selected pair of consecutive bands, by implementing Eq. (69) in the eigenstate basis. To work properly, the code also requires setting two hyper-parameters, which specify (i) the subdivision of the sides of the rectangular region into a discrete set of points, and (ii) a cut-off parameter which is used to regularize the numerical integration. The code is briefly described below, and we have made it available online [63].

The code sequentially implements the following steps. It begins by initializing the input parameters. We define a Bloch Hamiltonian $H[k_1, k_2]$, two (consecutive) band indices $\text{LowerBand}$ and $\text{UpperBand}$ that label the two principal bands, and a rectangular domain $k_1 \in [k1Min, k1Max]$, $k_2 \in [k2Min, k2Max]$. The code automatically extracts the total number of bands $\text{TotalBands}$. The labelling of the bands is such that the lowest-energy band is indexed by 1, and the highest-energy band is indexed by the value $\text{TotalBands}$. We further set the value of hyper-parameter $\text{pts}$ which defines the discretization of the sides of the rectangular region into $\text{pts} \times \text{pts}$ infinitesimal squares of size $\text{dx} \times \text{dx}$, where $\text{dx} = (k1Max - k1Min)/\text{pts}$ and similarly for $\text{dx}$. We finally define hyper-parameter $\text{cut}$ which is used later to regularize the numerical integration of Euler form.

In the next stage, we prepare the data for the numerical calculation of the derivatives that appear in the definition of Euler connection and Euler form. We save the two numerically obtained principal eigenstates of the Hamiltonian at the regular mesh of points into a $\text{pts} \times \text{pts} \times \text{TotalBands} \times 1$ array called $\text{AllStates}$. Note that each entry of this array is itself an array of size $\text{TotalBands} \times 1$ (i.e. a right eigenstate). However, numerical diagonalization of the Hamiltonian finds the principal bands with a random $+/-$ gauge, which has to be smoothed before computing the derivatives. Furthermore, we know from Sec. F that each principal node is a source of a Dirac string associated with a $X = \pm 1$ gauge transformation. This implies the absence of a single-valued continuous gauge on regions containing principal nodes. To deal with these two issues, the code proceeds as follows. First, it computes the Berry phase on each of the $\text{pts} \times \text{pts}$ infinitesimal squares of the mesh, and stores the information in an array $\text{Fluxes}$. The default value is $+1$, while squares containing a node are indicated by value $-1$. Positions of all the nodes are then extracted and saved as pairs of numbers in array $\text{Nodes}$. Knowing the position of all the principal nodes inside the region, the code follows a set of rules to fix the position of the Dirac strings. The chosen trajectories of the Dirac strings are saved in array $\text{Strings}$. The infinitesimal squares traversed by a Dirac string are characterized by $\text{Strings}[:, i, j] = -1$, else the default value is $+1$. Finally, the two principal states are gauged such that they vary...
smoothly away from the Dirac strings, while both of the states simultaneously flip sign across each Dirac string. This gauge is then used to update all the states stored in array \text{AllStates}.

In the final stage, the code takes the gauged eigenstates saved in \text{AllStates}, and uses them to compute Euler form inside the region and Euler connection on the boundary of the region. Following Eq. (69), these two quantities are integrated to obtain the Euler class on the rectangular region. The integration of Euler connection along the boundary is straightforward, and the result is saved as \text{EulerConnectionIntegral}. On the other hand, more care is needed to correctly integrate the Euler form. The first complication has to do with calculating the Euler form on infinitesimal squares traversed by a Dirac string, where an extra gauge transformation is needed to compute the derivatives of the principal eigenstates. Note also that the code is set to skip the computation of Euler form on infinitesimal squares containing the principal nodes (i.e. with \text{Fluxes}[1,1] = -1). The second problem is more subtle and relates to the analytic properties of Euler form near principal nodes in the eigenstate basis. Although we proved in Sec. E that \text{Eu}(k) is bounded and integrable near principal nodes, we observe that numerically calculated Euler form (saved in pts \times pts array \text{EulerForm}) exhibits an oscillatory divergence near principal nodes [see the example data in Fig. S-11 and S-12]. The divergence is an artifact of the numerical computation of the derivatives (which we implement using the Euler method). More specifically, the computation fails in close vicinity of the nodes, since there the eigenstates change very rapidly on the scale of dk1 and dk2, which are used in the numerical estimation of the derivatives. To regularize the numerical integration, we sum contributions to the Euler-form integral only over regions with |\text{EulerForm}[1,1]| < \text{cut}. The obtained value of the integral is saved as \text{EulerFormIntegral}. We finally output \text{EulerClass}, which is the difference of \text{EulerFormIntegral} and \text{EulerConnectionIntegral} divided by $2\pi$, cf. the definition in Eq. (69).

To demonstrate the performance of the code, we consider the model in Eq. (1) of the main text for $t = -2.5$, when the system exhibits two principal nodes near the center of the Brillouin zone. First, we consider in Fig. S-11 a square region $k_1 \in [-1,1]$ and $k_2 \in [-1,1]$, which contains the two principal nodes and no adjacent nodes. The numerically estimated values of the integrals of Euler connection and Euler form, together with the corresponding value of the Euler class, are listed in the top part of Table III. We find $\chi(D) = -1$, which implies that the two principal nodes cannot annihilate. This prediction is indeed confirmed by panels $t \in \{-2,0,2\}$ in Fig. 2(a) of the main text, where we observe bouncing of the two principal nodes from the “dashed” to the “solid” diagonal of the Brillouin zone. In contrast, Fig. S-11 considers the same model but at an earlier time $t = -5.5$, when the same two principal nodes appear near the corner of the Brillouin zone. Considering the region $k_1 \in [\pi - 1, \pi + 1]$ and $k_2 \in [\pi - 1, \pi + 1]$, we find the Euler class to be trivial, $\chi(D) = 0$. This implies that the two principal nodes annihilate if brought together along a trajectory inside this region, as is confirmed by decreasing the tuning parameter to $t \in \{-6,-10\}$ in Fig. 2(a) of the main text.

| pts | $|D|\text{Eu}$ | $|D|\text{a}$ | $\chi(D)$ |
|-----|-----------------|----------------|------------|
| 25  | 1.1246          | 7.1618         | -0.9609    |
| 100 | 0.9968          | 7.2546         | -0.9960    |
| 400 | 0.9807          | 7.2608         | -0.9995    |
| 1000| 0.9779          | 7.2618         | -1.0000    |

| pts | $|D|\text{Eu}$ | $|D|\text{a}$ | $\chi(D)$ |
|-----|-----------------|----------------|------------|
| 25  | -1.4566         | 0.0000         | -0.2318    |
| 100 | -0.5564         | 0.0000         | -0.0886    |
| 400 | -0.1766         | 0.0000         | -0.0281    |
| 1000| -0.0504         | 0.0000         | -0.0080    |

This table shows the integration data corresponding to the density plots of Euler form in Fig. S-11 resp. Fig. S-12, rounded to $10^{-4}$. We find that the Euler class in the first setting converges to $-1$, and in the second setting to 0.
I. Critical nodes.

In three-dimensional models with $C_2 T$ symmetry, the non-Abelian frame-rotation charge may present an obstruction for the annihilation of two in-plane Weyl points with opposite chirality (process D in Fig. 5 of the main text). Especially, it is possible to bring two Weyl points of opposite chirality on top of each other by tuning Hamiltonian parameters. At that stage, a quadratic touching is realized, which we describe as a stable critical node. The node carries zero chirality, yet it cannot be gapped because of the non-Abelian topological charge. To study this phenomenon, we construct a two-band Hamiltonian that captures the two bands forming the stable critical point. We contrast the obtained model with the more conventional situation when we bring to-gether Weyl points of opposite chirality and with a trivial frame-rotation charge (process C in Fig. 5 of the main text). We characterize the node formed by such two Weyl points at the moment of their annihilation as an unstable critical node. The present section contains derivation of the two models, while in the next Sec. J we discuss their Landau-level spectra presented in Fig. 6 of the main text.

We first study the case of opposite-chirality Weyl points with a non-trivial frame-rotation charge. We assume the Weyl points are formed by the lower two out of the total of three bands. We begin with constructing the "stable critical Hamiltonian" $H_{s.c.}(k)$ inside the plane $k_z = 0$. We parameterize the in-plane momentum coordinates using the polar angle $\phi$ and the magnitude $k_{\parallel} = (k_x^2 + k_y^2)^{1/2}$ as $k_x = k_{\parallel} \cos \phi$ and $k_y = k_{\parallel} \sin \phi$. To get the non-trivial value $2m$ of the frame-rotation angle around the critical node, the eigenbasis frame must be rotated by an $SO(3)$ matrix

$$R(k) = \begin{pmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

as we encircle the node. Assuming that the band energies near the point degeneracy inside the plane $k_z = 0$ depend only on the distance from the degeneracy, we write $E(k_{\parallel}) = \text{diag}(-f(k_{\parallel}), +f(k_{\parallel}), 1)$, where the function $f(k_{\parallel})$ will be determined later. We have further set the energy of the critical node to zero, and assumed that in the vicinity of the node the third band has energy +1.

The rotation matrix, together with the diagonal matrix of band energies, lead to the in-plane Hamiltonian

$$H_{s.c.}(k_{\parallel}, \phi) = R(\phi) \cdot E(k_{\parallel}) \cdot R^T(\phi) = \begin{pmatrix} f(k_{\parallel}) \cos(2\phi) & f(k_{\parallel}) \sin(2\pi) & 0 \\ f(k_{\parallel}) \sin(2\pi) & -f(k_{\parallel}) \cos(2\pi) & 0 \\ 0 & 0 & +1 \end{pmatrix}. $$

With a bit of trigonometry, we find

$$\sin(2\phi) = \frac{2k_x k_y}{k_x^2 + k_y^2} \quad \text{and} \quad \cos(2\phi) = \frac{k_x^2 - k_y^2}{k_x^2 + k_y^2}. $$

Since the Hamiltonian $H_{s.c.}(k)$ should not be singular at $k = 0$, we set $f(k_{\parallel}) = k_{\parallel}^0 = k_x^2 + k_y^2$. The critical Hamiltonian inside the $k_z = 0$ plane thus takes the form

$$H_{s.c.}(k_x, k_y) = \begin{pmatrix} k_x^2 - k_y^2 & 2k_x k_y \\ 2k_x k_y & -k_x^2 + k_y^2 \end{pmatrix}. $$

where we have dropped the unimportant third band. Including a mass term $2m\sigma_y$ [or alternatively $2m\sigma_z$, but this just corresponds to the previous choice after rotating the $(k_x, k_y)$ coordinates by $\pi/4$], we get the model

$$H_{\text{bounce}}(k_x, k_y; m) = \begin{pmatrix} k_x^2 - k_y^2 & 2k_x k_y + 2m \\ 2k_x k_y + 2m & -k_x^2 + k_y^2 \end{pmatrix} $$

which exhibits two bouncing in-plane Weyl points nodes as $m$ changes sign.

We finally need to complete the in-plane Hamiltonian to $k_z \neq 0$. First, note that the $C_2 T$ symmetry, represented by $\mathcal{K}$, enforces the terms multiplying $\sigma_y$ ($\sigma_{x,z}$) to be odd (even) in $k_z$. However, including the simplest possible term $k_z \sigma_y$ does not do the job, as that would produce two Weyl points with the same chirality. Especially, for $m = 0$ one obtains the Hamiltonian of a double Weyl point [64]

$$H_{\text{DWP}} = \Re[(k_x + i k_y)^2] \sigma_z + \Im[(k_x + i k_y)^2] \sigma_x + k_z \sigma_y $$

with total Chern number $|C| = 2$. To instead get a model with $C = 0$, we apply the following two steps. First, we replace $k_z \sigma_y \mapsto k_z k_x \sigma_y$ (or alternatively $k_x k_z \sigma_y$). This corrects the Chern number, but has a caveat, namely the resulting spectrum exhibits an accidental nodal line along $k_x = 0 = k_y$ for $m = 0$. This final piece is amended by also including a term proportional to $k_x^2 \sigma_x$ or $k_y^2 \sigma_z$. We do the latter, leading to our final model

$$H_{-}(k) = 2(k_x k_y + m) \sigma_x + k_x k_z \sigma_y + (k_x^2 - k_y^2 - k_z^2) \sigma_z $$

The bouncing of Weyl points happens inside the $k_z = 0$ plane. The two Weyl point are located at $k_y = \pm \sqrt{-m}$ for $m < 0$, and at $k_x = -k_y = \pm \sqrt{m}$ for $m > 0$. Focusing finally on the stable critical point node realized at $m = 0$, we obtain

$$H_{s.c.}(k) = \begin{pmatrix} k_x^2 - k_y^2 - k_z^2 & 2k_x (k_y - i k_z) \\ 2k_x (k_y + ik_z) & -k_x^2 + k_y^2 + k_z^2 \end{pmatrix} $$

which disperses quadratically around $k = 0$ in all directions. The stable critical node cannot be gapped as long as $C_2 T$ symmetry is present. One can check that symmetry-compatible perturbations can at best split the critical node into a pair of Weyl points of opposite chirality. This remains true even if we couple the two-band model to additional bands at finite (non-zero) energy.
We now switch gears, and briefly compare the stable critical point to the case of two opposite-chirality in-plane Weyl points with a trivial frame-rotation charge. Such Weyl points are able to pairwise annihilate, and we describe the quadratic node at the moment of their annihilation as an unstable critical node. Repeating steps similar to those presented above, we arrive at a model

$\mathcal{H}_{\text{unt.c.}}(k) = 2(k_xk_y + m)s_x + k_x s_y + (k_x - k_y - k_z^2)s_z$  \hspace{1cm} (84)

This model exhibits a pair of in-plane Weyl points located at $k_x = k_y = \pm \sqrt{-m}$ for $m < 0$ (i.e. just as for the previous model), and no Weyl points for $m > 0$. For $m = 0$ we realize the unstable critical point, described by the Hamiltonian

$\mathcal{H}_{\text{unt.c.}}(k) = \begin{pmatrix} k_x - k_y - k_z^2 & k_xk_y + ik_z \\ k_xk_y + ik_z & -k_x + k_y + k_z^2 \end{pmatrix}$  \hspace{1cm} (85)

which disperses quadratically inside the $(k_x, k_y)$-plane and linearly in the $k_z$ direction. For the Hamiltonian $\mathcal{H}_+(k)$

J. Fingerprints of Euler class in Landau levels

We study Landau levels of Hamiltonians in Eqs. (82) and (84). Ignoring Zeeman coupling (we do not know the microscopic meaning of the two-level degree of freedom), this is achieved through the Peierls substitution. For a $B$-field along the $z$-axis, this amounts to replacing

$(k_x, k_y) \mapsto (-i\partial_x + A_x, -i\partial_y + A_y) \equiv (\Pi_x, \Pi_y)$  \hspace{1cm} (86)

while retaining $k_z$. In the last equation, we have explicitly set $\hbar = e = 1$. Since the commutator $[\Pi_x, \Pi_y] = -i(\partial_x A_y - \partial_y A_x) = -iB$, we can conveniently express the $\Pi$-operators using the ladder operators $a, a^\dagger$ (which fulfill $[a, a^\dagger] = 1$ and $[a, a] = 0 = [a^\dagger, a^\dagger]$) as

$\Pi_x = \sqrt{\frac{B}{2}}(a + a^\dagger)$ and $\Pi_y = i\sqrt{\frac{B}{2}}(a - a^\dagger)$.  \hspace{1cm} (87)

Importantly, when representing quadratic terms such as $k_xk_y$ using the ladder operators, we should be careful to retain Hermiticity. For example, the replacement

$2k_xk_y \mapsto iB(a + a^\dagger)(a - a^\dagger)$

$= iB [(a^2 - a^2) + (a^\dagger a - aa^\dagger)]$  \hspace{1cm} (88)

would not be Hermitian. The correct replacement requires us to first symmetrize the ordering of the momentum coordinates inside the polynomials,

$k_xk_y + k_yk_x \mapsto \frac{B}{2} [(a + a^\dagger)(a - a^\dagger) + (a-a^\dagger)(a+a^\dagger)]$

$= iB (a^2 - a^2)$  \hspace{1cm} (89)

which is Hermitian. We similarly find that

$k_x^2 - k_y^2 \mapsto B (a^2 + a^2)$.  \hspace{1cm} (90)

In the numerics we also have to introduce cut-off on the dimension of the matrices representing ladder operators, which is known to induce non-physical states in the spectrum [10]. These “ghost states” can be identified by their large expectation value of the occupation number $\langle \psi | \hat{n} | \psi \rangle$, which grows without saturation upon increasing the cut-off.

We plot the numerically obtained Landau levels of the models in Eqs. (82) and (84) for $B = 1$ and for $m \in \{-2, -1, 0, +1, +2\}$ in Fig. S-13. Let us first discuss the observations for the Hamiltonian $\mathcal{H}_+(k)$ with a trivial frame-rotation charge inside the $k_z = 0$ plane, which correspond to Fig. S-13a-e. We find that as the two Weyl points approach each other, their chiral Landau levels start to hybridize, leading to a large band gap $\Delta E \approx 2$ at the moment of their annihilation (i.e. for the unstable critical point at $m = 0$). In contrast, for the Hamiltonian $\mathcal{H}_-(k)$ with a non-trivial frame winding inside the $k_z = 0$ plane [41], we observe in Fig. S-13f-j a stable crossing of Landau levels at zero energy for all values of $m$. Such crossing, reminiscent of the Landau levels of a Dirac point, could thus serve as an experimental signature that two approaching in-plane Weyl points
cannot annihilate.

The appearance of the zero-energy Landau level crossing of the Hamiltonian in Eq. (82) at \( k_z = 0 \) can be derived analytically. It amounts to showing that the equation

\[
\frac{\alpha^2 + \alpha^{12}}{i (\alpha^2 - \alpha^{12}) + \frac{2m}{B}} \left( \sum_n c_n |n\rangle \right) = \left( \begin{array}{c} 0 \\ 0 \end{array} \right)
\]

where we decomposed both components of a zero-energy eigenstate using the number basis, with the property \( \alpha |n\rangle = \sqrt{n} |n-1\rangle \) and \( \alpha^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle \). Finding a zero-energy eigenstate (if it exists) corresponds to finding a pair of sequences \( \{c_n\}_{n=0}^\infty \) and \( \{d_n\}_{n=0}^\infty \) that solve Eq. (91). Reading both rows of the equation corresponds to two sets of constraints, namely that \( \forall n \in \mathbb{Z}^+ \)

\[
\begin{align*}
(c_{n+2} + id_{n+2})\sqrt{(n+1)(n+2)} + (c_{n-2} + id_{n-2})\sqrt{n(n-1)} + \frac{2m}{B} d_n &= 0 \\
(c_{n+2} + id_{n+2})\sqrt{(n+1)(n+2)} - (c_{n-2} - id_{n-2})\sqrt{n(n-1)} - i\frac{2m}{B} c_n &= 0.
\end{align*}
\]

For \( n = 0 \) and \( n = 1 \) the second term on the left-hand side of both equations vanishes, while the first term is the same for both equations. It therefore follows that

\[
d_0 = -ic_0 \quad \text{and} \quad d_1 = -ic_1
\]

for any zero-energy eigenstate of the Landau-level Hamiltonian. For larger values of \( n \), it is convenient to consider the sum and the difference of Eqs. (92) and (92)

\[
\begin{align*}
i(d_{n+2} - c_{n+2})\sqrt{(n+1)(n+2)} + \frac{m}{B} (d_n - ic_n) &= 0 \\
-i(d_n + ic_n)\sqrt{n(n-1)} + \frac{m}{B} (d_{n+2} + ic_{n+2}) &= 0,
\end{align*}
\]

where in the second equation we relabelled \( n \to n+2 \). The latter equation implies that if \( d_n = -ic_n \), the same relation also holds for \( n + 2 \). Starting with Eqs. (94), we inductively find that \( d_n = -ic_n \) for all \( n \). We insert this relation into Eq. (95), and find a simple recurrence relation

\[
c_{n+2} = -i \frac{m}{B} \frac{1}{\sqrt{(n+1)(n+2)}} c_n
\]

with an arbitrary initial condition on \( c_0 \) and \( c_1 \). The solution to the recurrence is

\[
\begin{align*}
c_{2\ell} &= \left( -i \frac{m}{B} \right)^\ell \frac{1}{\sqrt{(2\ell)!}} c_0 \\
c_{2\ell+1} &= \left( -i \frac{m}{B} \right)^\ell \frac{1}{\sqrt{(2\ell)!}} c_1.
\end{align*}
\]

We therefore conclude that there are two linearly independent zero-energy solutions to the Landau-level Hamiltonian at \( k_z = 0 \), which correspond to Eqs. (98-99) with initial conditions \( c_0 = 1 \) and \( c_1 = 0 \), resp. with \( c_0 = 0 \) and \( c_1 = 1 \) (and with \( d_n = -ic_n \) for both). Using finally the Hamiltonian \( \mathcal{H}_-(k_x, k_y, 0; m) |\psi\rangle = 0 \) has two linearly independent solutions for all values of \( m \). To get there, we first rewrite the Hamiltonian using the ladder operators, such that the equation for zero-energy states becomes

\[
\sum_{\ell=0}^\infty \frac{m}{B} \frac{1}{(2\ell)!} \cosh \left( \frac{m}{B} \right) = \cosh \left( \frac{m}{B} \right)
\]

that

\[
|\psi^A\rangle = \frac{1}{\sqrt{\cosh \left( \frac{m}{B} \right)}} \sum_{\ell=0}^\infty \left( \frac{im}{B} \right)^\ell \frac{1}{\sqrt{(2\ell)!}} \left( -i |2\ell\rangle \right)
\]

we obtain

\[
|\psi^B\rangle = \frac{1}{\sqrt{\cosh \left( \frac{m}{B} \right)}} \sum_{\ell=0}^\infty \left( \frac{im}{B} \right)^\ell \frac{1}{\sqrt{(2\ell)!}} \left( |2\ell + 1\rangle \right)
\]

as the two linearly independent zero-energy eigenstates normalized to unity.

K. Frame rotations vs. flow of the Pfaffian

We now introduce a yet another way of computing the frame-rotation charge (or Euler class) of two principal nodal points by making use of Wilson loops. Compared to Eq. (69) this approach has the advantage that it does not require the explicit construction of a smooth gauge for the eigenstates.

Adopting the real gauge for the eigenstates, the Wilson loop computed over the two-principal bands,

\[
\mathcal{W}_l = \exp \left\{ \oint_l d\mathbf{k} \mathcal{A}(k) \cdot d\mathbf{k} \right\},
\]

is an element of the Lie group SO(2). Therefore, every Wilson-loop matrix must correspond to a Wilson-loop Hamiltonian, \( \mathcal{W}_l = e^{i\mathcal{H}_l} \), where \( i\mathcal{H}_l \) is an element of the Lie algebra \( so(2) \), i.e. it is a real 2 x 2 skew-symmetry matrix. We thus can parameterize the Wilson loop as \( \mathcal{W}_l = e^{\zeta(l)\mathbf{i} \sigma_y} \), with the function \( \zeta(l) \in \mathbb{R} \) obtained as the
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Assuming the presence of a pair of principal and of a pair of adjacent nodes, we can define two distinct flows, as illustrated in Fig. S-14. The dashed lines mark the origin of the creation of the pair of principal nodes (black) and adjacent nodes (gray). Assuming that the principal nodes were created first, we then know that the adjacent nodes can be annihilated along the dashed line between the two. From the computation of the Euler class in Eq. (69), we also know that the Euler class is zero (trivial frame-rotation charge) over the region $BZ - D^\nu$ of Fig. S-14a, i.e. $\chi[BZ - D^\nu] = 0$, while it is finite (nontrivial frame-rotation charge) over the region $BZ - D^\nu$ of Fig. S-14b, i.e. $\chi[BZ - D^\nu] = 1$.

Let us compare these predictions to the flow of the Wilson loop (of the Pfaffian). To keep the analysis simple, we probe the scannerio in Fig. S-15a for the model from the main text with $t = 6$, when the two adjacent nodes are located on top of each other at $\Gamma$, cf. Fig. 3c of the main text. We find (see Fig. S-15a for the Wilson-loop eigenvalues and Fig. S-15b for the Pfaffian) that the winding number is indeed trivial, consistent with $\chi[BZ - D^\nu] = 0$. In contrast, to probe the scenario from Fig. S-15b, we take the model form the main text with $t = 2$, when the two adjacent nodes are located on top of each other at M. In this case, we find (see Fig. S-15c and d) that there is a non-trivial winding number, consistent with $\chi[BZ - D^\nu] = 1$. We thus conclude that the predictions based on combining the integrals of Euler form and of Euler connection are consistent with calculating the winding of the Wilson-loop Pfaffian.

\begin{align}
\zeta(l) &= \text{Pf} [iH \omega_l] = \text{Pf} [\log \omega_l]. \quad (104)
\end{align}

The Wilson loop is a periodic function of $\zeta(l)$ modulo $2\pi$, and it changes continuously under smooth deformations of the base loop $l$. Therefore, the winding number of Wilson loop [16] is obtained as the winding number of $\zeta(l)$ as the base loop flows over a closed two-dimensional manifold.

Since the nontrivial frame-rotation charge of a pair of principal nodes requires a braiding with adjacent nodes, we should generically consider the presence of adjacent nodes. Therefore, the principal two-band subspace is not separated by a band gap from the rest of the band structure. For this reason, we devise a flow of Wilson loop (resp. of the Pfaffian) over a punctured Brillouin zone $BZ - D^\nu$, i.e. the Brillouin zone (BZ) from which we exclude the infinitesimal islands ($D^\nu$) surrounding the adjacent nodes. Fixing a base point ($x_0$), we form oriented base loops ($l_\nu$) within the punctured BZ. Then the flow is obtained by deforming the base loop smoothly over the punctured Brillouin zone ($\nu \in [0,1]$) from the base point ($l_0 = x_0$) to the boundary $l_1 = \partial BZ - \partial D^\nu$.

Assuming the presence of a pair of principal and of a pair of adjacent nodes, we can define two distinct flows, as illustrated in Fig. S-14. The dashed lines mark the origin of the creation of the pair of principal nodes (black) and adjacent nodes (gray). Assuming that the principal nodes were created first, we then know that the adjacent nodes can be annihilated along the dashed line between the two. From the computation of the Euler class in Eq. (69), we also know that the Euler class is zero (trivial frame-rotation charge) over the region $BZ - D^\nu$ of Fig. S-14a, i.e. $\chi[BZ - D^\nu] = 0$, while it is finite (nontrivial frame-rotation charge) over the region $BZ - D^\nu$ of Fig. S-14b, i.e. $\chi[BZ - D^\nu] = 1$.

Let us compare these predictions to the flow of the Wilson loop (of the Pfaffian). To keep the analysis simple, we probe the scannerio in Fig. S-15a for the model from the main text with $t = 6$, when the two adjacent nodes are located on top of each other at $\Gamma$, cf. Fig. 3c of the main text. We find (see Fig. S-15a for the Wilson-loop eigenvalues and Fig. S-15b for the Pfaffian) that the winding number is indeed trivial, consistent with $\chi[BZ - D^\nu] = 0$. In contrast, to probe the scenario from Fig. S-15b, we take the model form the main text with $t = 2$, when the two adjacent nodes are located on top of each other at M. In this case, we find (see Fig. S-15c and d) that there is a non-trivial winding number, consistent with $\chi[BZ - D^\nu] = 1$. We thus conclude that the predictions based on combining the integrals of Euler form and of Euler connection are consistent with calculating the winding of the Wilson-loop Pfaffian.
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