Expected hypervolume improvement for simultaneous multi-objective and multi-fidelity optimization

Abstract

Bayesian optimization has proven to be an efficient method to optimize expensive-to-evaluate systems. However, depending on the cost of single observations, multi-dimensional optimizations of one or more objectives may still be prohibitively expensive. Multi-fidelity optimization remedies this issue by including multiple, cheaper information sources such as low-resolution approximations in numerical simulations. Acquisition functions for multi-fidelity optimization are typically based on exploration-heavy algorithms that are difficult to combine with optimization towards multiple objectives.

Here we show that the expected hypervolume improvement policy can act in many situations as a suitable substitute. We incorporate the evaluation cost either via a two-step evaluation or within a single acquisition function with an additional fidelity-related objective. This permits simultaneous multi-objective and multi-fidelity optimization, which allows to accurately establish the Pareto set and front at fractional cost. Benchmarks show a cost reduction of an order of magnitude or more. Our method thus allows for Pareto optimization of extremely expensive black-box functions.

The presented methods are simple and straightforward to implement in existing, optimized Bayesian optimization frameworks and can immediately be extended to batch optimization. The techniques can also be used to combine different continuous and/or discrete fidelity dimensions, which makes them particularly relevant for simulation problems in plasma physics, fluid dynamics and many other branches of scientific computing.

Introduction

Optimization of black-box functions is a very common task across numerous disciplines such as computer science, engineering and physics (Theodoridis [2015], Arora [2019]). While these problems are well understood for some kinds of functions, there exist various properties that can make black-box functions very difficult to optimize towards a certain goal. First of all, optimization becomes increasingly challenging the more input dimensions the function has. This situation is well known as the curse of dimensionality and, as a result, optimization becomes particularly challenging if single evaluations of the problem are very expensive or slow.

The situation becomes even more complicated when the optimization goal, the objective, is not straightforward to define but represents a combination of desirable outcomes. Examples for this situation are plentiful and range from everyday cost-benefit problems to science cases such as the one that motivated this study, namely the optimization of multiple beam parameters (charge, energy,
In this article we discuss how an existing Bayesian optimization policy, namely expected hypervolume improvement, can be extended to allow simultaneous multi-objective and multi-fidelity optimization. The method makes efficient use of cheaper approximations of the black box function, each of different fidelity, to establish the Pareto front for lower total cost. The manuscript is structured as follows: After an introduction to Bayesian optimization via Gaussian process regression (1.1), we discuss common acquisition functions used for single-objective, single-fidelity optimization (1.2). We then outline how these policies are generalized to either multi-fidelity (1.3) and multi-objective (1.4) optimization. In Section 2 we then use these concepts to devise policies to perform combined multi-fidelity, multi-objective optimization in either two steps (2.1) or in a combined, single step (2.2). We benchmark our results for different test functions, showing significantly faster convergence towards the Pareto front than for Bayesian optimization without multiple fidelities (2.3). In Section 3 we summarize our results and give an outlook on potential applications.
Pareto front

\[ f(x) = y \]

Figure 1: **Pareto front.** Illustration how a multi-objective function \( f(x) = y \) acts on a two-dimensional input space \( x = (x_1, x_2) \) and transforms it to the objective space \( y = (y_1, y_2) \) on the right. The entirety of possible input positions is uniquely color-coded on the left and the resulting position in the objective space is shown in the same color on the right. The Pareto front is the ensemble of points that dominate others, i.e. that give the highest combination of \( y_1 \) and \( y_2 \). The corresponding set of coordinates in the input space is called the Pareto set. Note that both Pareto front and Pareto set may be continuously defined locally, but can also contain discontinuities when local maxima get involved. In this example, \( f \) is a modified version of the Branin-Currin function from (Dixon 1978; Currin et al. 1991) that exhibits a single, global maximum in \( y_2 \) but multiple local maxima in \( y_1 \), see also illustration in the center.

1 Bayesian approaches for multi-fidelity or multi-objective optimization

1.1 Bayesian optimization via Gaussian process regression

Gaussian processes (GP) are a distribution over functions of random variables in a continuous domain and serve as a model for the black-box objective function (Rasmussen 2003). The GP can be completely described by a mean and a co-variance or kernel function. The mean function describes the average value of the objective function in the parameter space while the kernel captures the relation between two different points in the parameter space. Prior information of the black-box function \( f(x) \) can be encoded either in the mean function or in the kernel. By convention at the start of the optimization the mean is taken to be zero everywhere whereas the prior information about \( f(x) \) is encoded in the kernel. Once the black-box function is evaluated at a certain number of positions \( x_i \), the GP is updated conditioned on the evaluated values \( y_i \). This so-called "posterior" distribution \( g(x) \) is, in contrast to \( f(x) \), inexpensive to probe. After obtaining the model, the task of finding the next evaluation point is performed by the acquisition function that uses the inexpensive posterior distribution \( g(x) \). In essence, the problem of optimizing the expensive black-box function is reduced to one of optimizing an inexpensive acquisition function for which many efficient algorithms exist.

Acquisition functions are a broad class of functions that can be constructed using the GP model mean and variance. The quality of an acquisition function can be judged by its ability to reach the global optimum in as few evaluations of the objective function as possible. This can be best explained through a series of diagrams shown in Figure 2 where runs of a Bayesian optimization are shown starting from three initial points. After a GP model is constructed giving a mean (solid blue line) and a variance (shaded region), the acquisition function is constructed (bottom plot). This acquisition function is then optimized using e.g. gradient methods to find its maximum, which is the point where the next evaluation of the black-box objective function will be taken. The choice of the acquisition function thus has significant impact on the convergence of the Bayesian optimization to the global optimum and the next section summarizes some of the most popular policies described in the literature.

1.2 Single-objective, single-fidelity optimization

In this section we will briefly review some of the most common acquisition functions used for the optimization of a single objective from a single information source. We assume that the objective function has been evaluated \( n \) times yielding input-output pairs \([x_n, y_n]\) over which a posterior mean \( \mu_n(x) \) has been calculated. All of the acquisition functions suggest the next
point by maximizing a quantity generated using the evaluated points and the posterior distribution $x_{n+1} = \arg \max_{x \in X} D_n(x)$ where $D_n$ is one of the acquisition function described below.

The arguably most common acquisition function in Bayesian optimization is known as Expected Improvement (EI) (Mockus 1994). It proposes the next point to be probed based on the expected improvement over the current optimal objective value $y^*$. We can write the acquisition function as

$$EI_n = E[\max(f_{n+1}(x) - y^*, 0)],$$

where $f_{n+1}(x)$ is calculated using the GP posterior to compute EI. A variation of EI is the knowledge gradient (KG) acquisition function (P. I. Frazier, W. B. Powell, and Dayanik 2008, Scott, P. Frazier, and W. Powell 2011). In KG we essentially ‘trust’ the posterior model and select our next point in the Bayesian optimization not conditioned on the best observable, but the best value of the posterior mean. The KG acquisition function is

$$KG_n = E[\max(f_{n+1}(x)) - \max(f_n(x))],$$

which is more exploratory than EI because it is influenced by how the posterior changes over the whole domain. This makes it attractive for incorporating multiple fidelities.

Another class of acquisition functions are known as information-theoretic where the purpose is to utilize the mutual information between the maximizing location $x^*$ and observed data set (Hennig and Schuler 2012). Entropy search (ES) is the first of these and is mathematically represented as

$$ES_n = I(x_{n+1}; x^* | x_n, y_n) = H(p_{n+1}(x^*)) - E[H(p_{n}(x^* | x_{n+1}, y_{n+1}))],$$

where $H$ denotes the Shannon’s entropy. The left term above depicts the entropy of the posterior of the maximizing location $x^*$ while the right term depicts an expectation over the entropy after an additional sample. In higher input dimensions it becomes difficult to evaluate the mutual information between the point to be queried and the maximizing location $x^*$. Another cheaper to evaluate entropy-based acquisition function known as Max-value entropy search (MES) (Wang and Jegelka 2017) utilizes the mutual information $I$ between the maximum value $y^*$ instead of $x^*$.

$$MES_n = I(x_{n+1}; y^* | x_n, y_n) = H(p_n(y^* | x_n, x_{n+1})) - E[H(p_{n+1}(y^* | x_{n+1}, y_n))].$$

Figure 2: Consecutive iterations of Bayesian maximization of the Forrester test function. Top: The dashed black line represents the true function that is being optimized. The blue line is the GP regression mean with a shaded region around it representing the standard deviation. The blue dots are the points that were evaluated. Arrows indicate the next measurement point suggested by the respective acquisition functions from the bottom plot, showing the different prioritization towards exploration and exploitation. Bottom: Evaluations of three different metrics, i.e. expected improvement (EI, Eq. 1), max-value entropy search (MES, cf. Eq. 4) and upper confidence bound (UCB, Eq. 5 with $\kappa = 2$) for each step in the upper plot.
This is computationally cheaper than ES to evaluate while maintaining comparable or better performance.

For completeness, the upper confidence bound policy (UCB), or lower confidence bound (Cox and John [1992]) for minimization tasks, is

$$\text{UCB}(x) = \mu(x) - \kappa \sigma(x)$$  \hspace{1cm} (5)$$

where $\kappa$ is a parameter to trade off exploration versus exploitation. UCB is a much more simpler acquisition function that works well in practice and can also be extended to multi-fidelity applications easily.

### 1.3 Single-objective, multi-fidelity optimization

Many single-objective policies can be extended to include multiple information sources [Huang et al. 2006; Picheny et al. 2013; Swersky, Snoek, and Adams 2013; Klein et al. 2017; McLeod, Osborne, and Roberts 2017; Zhang et al. 2017]. This is essentially done by adding new dimensions to the input space of the problem that describes the accuracy or fidelity of the data. Typically, low fidelity information sources are cheaper to probe than high fidelity sources, which means there is a trade-off between data fidelity and cost.

Denoting the search parameters as $x$ and fidelity parameters as $s$, we can build a surrogate model that incorporates information from $f(x, s)$. The main difference to the single-objective scenario is that we are ultimately most interested in the best value at the target fidelity, which in most use cases corresponds to the most expensive, highest fidelity sources. It should be noted that if we were to treat the fidelity dimensions like other input dimensions, the optimizer may find the optimal numerical value lies at a low fidelity and might not explore the high-fidelity dimension. On the other hand, if the high-fidelity dimension typically yields higher values in general, the acquisition function of a maximization problem might not incorporate many measurements from lower fidelities. Multi-fidelity optimization algorithms therefore need to effectively leverage information versus cost.

An intuitive solution to this problem is the two-step approach by Lam, Allaire, and Willcox [2015]. Here the selection of the next point to probe in $x$ is done separately from the fidelity choice $s$. Regarding the first, Lam et al. use an EI policy that is conditioned and evaluated at the target fidelity only. It also incorporates measurements at different fidelity by projecting them to the target fidelity using the surrogate model. Once a suitable position has been identified in $x$, the ideal fidelity for probing this point is chosen by rating the predicted reduction in uncertainty or gain in knowledge with the computational cost involved.

Both selection of the next point and weighting by the expected knowledge gain per unit cost can also be combined in a single step. However, due to the aforementioned problems, it is usually necessary to use more exploratory algorithms for this purpose. In particular MES and KG acquisition functions are adapted with minor changes for multi-fidelity optimization. For KG, instead of being conditioned on the best value of the posterior mean, they are conditioned on the best value of the posterior mean at the target fidelity $s^* \max_{x \in X} f(x, s^*)$. In the case of MES the mutual information between the maximum value $y^*$ at the highest fidelity with the data set is maximized. This gain of information is then divided by the computational cost that is a function of fidelity (Takeno et al. 2020). We can write the acquisition function of this multi-fidelity MES as

$$\text{MF-MES}_n = \frac{H(p_n(y^*|x_n, y_n, x_{n+1})) - E[H(p_n(y|x_n, y_n, x_{n+1}, y^*))]}{\text{cost}(s)}.$$  \hspace{1cm} (6)$$

Similar multi-fidelity policies exist for other exploratory acquisition functions such as the Upper Confidence Bound (Kandasamy, Dasarathy, Poczos, et al. 2016; Kandasamy, Dasarathy, Schneider, et al. 2017) or Knowledge gradient (Wu and P. I. Frazier 2018; Wu, Toscano-Palmerin, et al. 2020).

### 1.4 Multi-objective, single-fidelity optimization

As we outlined in the introduction, it is desirable in many cases to optimize not only towards a single, scalarized objective, but to establish a combination of solutions that maximizes different objectives. In this case the function that is being maximized can be expressed as a vector of functions

$$f(x) = \begin{pmatrix} f_1(x) \\ f_2(x) \\ \ldots \end{pmatrix}.$$
that are evaluated to yield output vectors

\[ y(x) = \begin{pmatrix} y_1(x) \\ y_2(x) \\ \vdots \end{pmatrix} \]

As mentioned in the introduction, a useful criteria employed in such a Multi-objective Bayesian optimization is known as the Hypervolume Indicator. Hypervolume (HV) is defined as the n-dimensional volume of the output subspace covered from a reference point, always taken to be zero in this work, to a set of points known as the Pareto front (\( \mathcal{P} \)). This Pareto front as depicted in Fig[1] is the set of points that dominate all other points in the space. Using this definition of HV, we can then proceed to define Hypervolume Improvement (HVI) as

\[ \text{HVI}(\mathcal{P}, y) = \text{HV}(\mathcal{P} \cup y) - \text{HV}(\mathcal{P}) \]  

Equation 7 describes essentially the difference between the current hypervolume and one with an additional output point \( y \) (Yang, M. Emmerich, A. Deutz, and Bäck 2019). If the set of points making up \( \mathcal{P} \) already dominate \( y \) then \( \text{HVI} = 0 \), because there is no hypervolume gained by adding the point \( y \).

HVI can be used to generalize the expected improvement policy described in section 1.2 to the multi-objective scenario. First proposed by M. T. Emmerich, Giannakoglou, and Naujoks 2006, this method is called Expected Hypervolume Improvement (EHVI). Following the definition from Yang, M. Emmerich, A. Deutz, and Bäck 2019 we can write this as

\[ \text{EHVI}(\mu, \sigma, \mathcal{P}, y) = E[\text{HVI}] = \int \text{HVI}(\mathcal{P}, y), \text{PDF}_{\mu, \sigma}(y) \, dy, \]  

where the probability density function \( \text{PDF}_{\mu, \sigma} \) is the independent multivariate normal distribution with mean \( \mu \) and standard deviation \( \sigma \). This infill criterion has been demonstrated to achieve a good convergence to the true Pareto front (Couckuyt, Deschrijver, and Dhaene 2014; Luo, Shimoyama, and Obayashi 2014; Shimoyama, Jeong, and Obayashi 2013).

One of the usual criticism of EHVI has been of the time complexity involved in calculating it. A first closed form calculation of EHVI was implemented by M. T. Emmerich, A. H. Deutz, and J. W. Klinkenberg 2011 with a computational complexity \( O(n^3 \log n) \) for a 2-D case. Over the years with efforts by Hupkens et al. 2015, M. Emmerich, Yang, et al. 2016 and Yang, M. Emmerich, A. Deutz, and Fonseca 2017 the time complexity for 2-D and 3-D case has been reduced to \( O(n \log n) \). In this work an implementation of EHVI available on BoTorch based on estimating gradients using auto-differentiation is used as described by Daulton, Balandat, and Bakshy 2020. This exploits the high number of cores that are available with modern GPUs to make EHVI optimization fast and applicable to real-world scenarios. Since the simulations discussed in this work are assumed to be much more expensive, the overhead from EHVI optimization is insignificant.

## 2 Bayesian multi-objective and multi-fidelity optimization

Due to their exploratory nature, multi-fidelity algorithms that act on a scalar objective can in principle also find a Pareto front. However, due to the necessary scalarization step, these functions are always biased towards a certain part of the Pareto front. A more efficient, holistic approach is to take both multi-objective and multi-fidelity information into account. A first paper reporting such an approach for discrete fidelity levels was recently published by Belakaria, Deshwal, and Doppa 2020. Being mostly motivated by applications in neural network training, the approach from this paper is however limited to scenarios where higher fidelities yield higher objective values. The assumption of objective values at lower fidelities being upper bounded by the values at highest fidelity in general does not hold true for many use cases such as numerical simulations of physical systems. To remedy this issue we present two new approaches for Bayesian multi-objective and multi-fidelity optimization using either two evaluation steps for objectives and fidelity, respectively or combining both into a single prediction.

Many studies motivated by applications such as neural network training use an exponential decay kernel by default. In this paper, we have \( k \) number of \( GP_1, GP_2, \ldots, GP_k \) models modelling \( k \) objective functions \( f_1, f_2, \ldots, f_k(x) \). Each of these functions also has an input fidelity parameter \( s \) that implies greater accuracy with higher values. In this case highest fidelity evaluation of these
objectives functions do not necessarily yield highest objective values. The fidelity parameter is also modelled by the GP outlined above with a Matern 5/2 kernel representing a problem of the nature \( d + 1 \rightarrow k \) where \( d \) is the input dimension, \( k \) is the output dimension (number of objective functions) and \( +1 \) represents the fidelity dimension. The use of the Matern 5/2 kernel permits us to model a more general form of fidelity dependence, in contrast the strictly monotonically increasing dependence assumed in (Belakaria, Deshwal, and Doppa 2020). Our benchmark functions (see Sec (2.3)) are thus also design for not having the highest objective values for the highest fidelity as discussed before. There the points on the Pareto front at the highest fidelity do not completely dominate the points on the Pareto front at any lower fidelity. Hence the algorithm will aim to reproduce the Pareto front at the highest fidelity rather than achieving the highest possible Pareto front.

### 2.1 Two-step optimization

Analogous to the work by Lam, Allaire, and Willcox (2015), we can use MO restricted to a single target fidelity to select the next position \( x_{n+1} \) to probe and then the fidelity \( s_{n+1} \) that provides highest information gain per unit cost at \( x_{n+1} \) is selected.

Here we are going to use EHVI to suggest the next point in the input space \( x_{n+1} \) and combine it with the MF-MES method that maximizes information gain on a scalarized objective giving the fidelity point \( s_{n+1} \). The scalarization is done by summing all the objectives with equal weights. In this process we call 2-step multi-objective multi-fidelity (2-step MOMF), the selection of the input domain \( x \) is disjointed from the selection of the fidelity point \( s \). Here, we can also utilize any other multi-fidelity acquisition function such as KG or UCB discussed before for selecting the fidelity parameter \( s \). The working of the 2-step MOMF is outlined in algorithm 1.

For a single fidelity dimension, the multi-fidelity step takes a negligible amount of time and the method can be extended to multiple fidelity dimensions. Similar to Lam et al., our two-step multi-fidelity implementation is not simultaneously optimizing the different objectives and fidelities.

**Algorithm 1 Two-Step Multi-Objective Multi-Fidelity Optimization (2-step MOMF)**

**Inputs:** Probed Dataset \( D = (x_{n-1}, y_{n-1}) \). Models \( GP_1, GP_2, ..., GP_k \), each function has a continuous fidelity \( s \), \( C_{total} \) represents the total available cost

1: Generate Initial data \( D = (x_{n-1}, y_{n-1}) \) and build the surrogate models \( GP_1, GP_2, ..., GP_k \) for objective functions \( f_1, f_2, ..., f_k(x) \). Also build another surrogate model for a scalarized objective to be given to Fidelity selector.

2: Generate MC-samples for the estimation of the Expected Hypervolume Improvement acquisition function.

3: Generate a candidate set of points that discretizes the input space where MF-MES will be calculated.

4: while \( C_i < C_{total} \) do

5: \( x_i \leftarrow \text{argmax}_{x \in X} [EHVI(x|D, s = 1)] \) \( \triangleright \) Highest fidelity hypervolume optimization.

6: \( s_i \leftarrow \text{argmax}_{s \in S} [MF-MES(x|D, x_i)] \) \( \triangleright \) Selecting Fidelity using MF-MES.

7: \( y_i \leftarrow \text{Problem}(x_i, s_i) \) \( \triangleright \) Evaluating objective function at \( x_i \) and fidelity \( s_i \).

8: \( D_n \leftarrow x_i, y_i \) \( \triangleright \) Updating dataset with the new input-output pair.

9: Update models \( GP_1, GP_2, ..., GP_k \) and the Fidelity selector GP.

10: end

### 2.2 Single-step optimization

As discussed earlier, single-step multi-fidelity optimization with greedy, myopic algorithms is difficult because the optimal numerical value may lie outside of the target fidelity plane, in which case the optimizer has no incentive to probe this fidelity. However, in case of multi-objective optimizers we can alleviate this issue by introducing an additional, fidelity-related objective. To illustrate this approach, we use a simple one-dimensional problem with an additional fidelity dimension, based on Forrester’s function. In this case, the output of the function is a vector of the form

\[
f(x, s) = \left( \begin{array}{c} f_1(x, s) \\ f_2(s) \end{array} \right) \]
The fidelity objective function should be monotonically increasing and may be chosen as simple as
\( f_2(s) = s \). In this case, the multi-fidelity expected hypervolume optimization (MF-EHVI) is simultaneously trying to optimize the function objective and the fidelity objective. Because of the increasing fidelity objective, the optimizer will always explore the target fidelity level and try to increase the hypervolume enclosed within the Pareto front of \( f_1(x, s) \) and \( f_2(s) \). As in any multi-fidelity scenario with difference in cost, we can use a cost-related penalizer such that the acquisition function will always probe the point with the largest ratio between the expected hypervolume improvement and the associated cost. In summary, the acquisition function will optimize the knowledge about the Pareto front and Pareto set per unit cost.

Figure 3 shows an example how this multi-fidelity version of the EHVI acquisition function, henceforth called single-step multi-objective multi-fidelity (1-step MOMF), optimizes the 1D Forrester function by incorporating information from lower fidelity data with reduced cost. The cost in this test case is modeled as \( C(s) = \exp[a \cdot s] \), with \( a = 5 \) such that the cost for an evaluation at maximal fidelity is about 150 times higher than at low fidelity. The main assumption of 1-step MOMF is that the Pareto set underlying the Pareto front belongs to a similar region of the search space so that the information is efficiently translated between fidelities. It should be noted that this method, as all multi-fidelity approaches that transfer knowledge, is less efficient if the Pareto set moves significantly between fidelities.

While our example uses a very simple fidelity objective, \( f_2(s) = s \), the behavior of the optimizer can be further tuned via the fidelity objective function \( f_2(s) \) and can take into account prior knowledge about the information gain from different fidelities. For instance, if fidelity corresponds to the resolution of a numerical simulation it is in many cases expected that the result eventually converges with little extra information at increasing cost. This type of behavior can be accounted for via the fidelity objective, e.g. by using an objective with decreasing return such as \( f_2(s) = \tanh(s) \). It is also conceivable to take behavior such as numerical convergence dynamically into account during optimization.

Last, we would like to mention that we can also extend the method to include multiple fidelity dimensions \( s^m \), where \( m \) is the number of fidelity dimensions, which is useful for multi-dimensional numerical models with individual resolution parameters. Depending on the problem, these individual fidelity dimensions may still be treated via a single, combined fidelity objective or as individual dimensions of the optimization problem. It should be noted, however, that the EHVI algorithm does not scale very effectively to many dimensions and the 2-step MOMF may be preferable if many fidelity dimensions are to be optimized individually.
Algorithm 2 Single-Step Multi-Objective Multi-Fidelity Optimization (1-step MOMF)

Inputs: Probed Dataset $D = (x_n, y_n)$, Models $GP_1, GP_2, ..., GP_k$, each function has a continuous fidelity $s_i$. $C_{total}$ represents the total available cost.

1. Generate Initial data $D = (x_{n-1}, y_{n-1})$ and build the surrogate models $GP_1, GP_2, ..., GP_k$ for objective functions $f_1, f_2, ..., f_k(x)$. Note that the last function $f_k$ is a fidelity-related objective.
2. Generate MC-samples for the estimation of the Expected Hypervolume Improvement acquisition function.
3. while $C_i < C_{total}$ do
   4. $x_i, s_i \leftarrow \arg\max_{x \in X}[MF-EHVI(x|D, s = 1)]$ \quad \triangleright Hypervolume/cost optimization
   5. $y_i \leftarrow Problem(x_i, s_i)$ \quad \triangleright Evaluating objective function at $x_i$ and fidelity $s_i$
   6. $D_n \leftarrow x_i, y_i$ \quad \triangleright Updating dataset with the new input-output pair
   7. Update models $GP_1, GP_2, ..., GP_k$
4. end

2.3 Comparison and benchmark

In this section we will describe the results of our proposed single-step and two-step MOMF algorithms. As discussed above, the algorithm on entropy-search methods (for 2-step MOMF) and expected hypervolume improvement acquisition functions (for both 1-step and 2-step MOMF). All bench-marking is performed by modifying existing implementations of MES and EHVI in the BoTorch package (Balandat et al. 2020) to the multi-objective, multi-fidelity problem.

To assess the performance of the methods, we use multi-fidelity modifications of the popular Branin-Currin (2-D) and Park (4-D) test functions. The function definitions are given in the Appendix. The cost function for the different fidelities is modeled as an exponential function of the form $C(s) = \exp(4.8 \cdot s)$ resulting in a ratio of about 120:1 between the highest ($s = 1$) and lowest ($s = 0$) fidelity. This cost function represents a realistic model for a scenario such as computational physics simulations, which can easily take from 10 minutes to 20 hours to run, depending on parameters such as the numerical resolution, number of spatial dimensions and so forth.

Both MOMF algorithms are initialized with five starting points that are randomly distributed in the input search space. The single-fidelity EHVI optimizer is initialized with a single point at the highest fidelity $s = 1$ and thus starts at an initial cost of $C(1) \approx 120$. Meanwhile, the fidelity of initial points for the MOMF optimizers is drawn from a cost-aware probability distribution of the form $p(s) \propto 1/C(x)$, resulting on average in a five-times lower initialization cost. As the choice of initial points can influence the performance of the optimization, we run each optimizer 10 times with different initialization to attain more robust statistics on the convergence of the algorithms. For hypervolume calculation, the points taken during the optimization run are used as training inputs for a GP model while a random input sample of 10000 points at the highest fidelity are taken as test inputs. From these 10000 points a set of non-dominated points and consequently the hypervolume is calculated at each iteration step. Please note that the estimated hypervolume may occasionally decrease between iterations (see for instance 2-step MOMF at cost $\sim 600$ in Fig.4). This is because we calculate the hypervolume via the GP and not only via the dominating measurements at maximum fidelity. When a point is added to the training inputs, this can have the effect of decreasing the hypervolume temporarily since the model might predict differently at other places of the 2-D space. After subsequent learning of the objective function this effect is minimized since the GP model becomes more certain of its predictions. Furthermore, in the first two iterations due to lack of training points for the GP model we obtain a large set of non-dominated points making this calculation computationally expensive, thus without any loss of information this calculation is after four iterations. This is the reason the hypervolume points for the EHVI in the following figures start at a cost of 480. Last, the number of iterations for the MOMF algorithms was fixed to 120 while the EHVI ran for 80 iterations. For the EHVI the total cost was 9600 while the MOMF algorithms stopped at variable costs ranging from 1500 to 4000.

In Figure 4 an optimization of the multi-fidelity versions of Branin and Currin (Dixon 1978; Currin et al. 1991) functions is shown. A single representative trial that was close to the mean hypervolume as a function of cost is depicted on the top left. The regular steps along the cost axis for EHVI indicate a fixed cost at the highest fidelity, while for both the MOMF it can be seen that step sizes are irregular. The MOMF algorithms take a few points at intermediate fidelities before taking a
Figure 4: Benchmark with 2-D-Branin-Currin problem. Top Left: Hypervolume of a single representative trial expressed as a percentage of the total hypervolume versus total cost for both MOMF versions and single-fidelity EHVI. Top Right: The number of points taken at different fidelities for the representative trials shown on the left. The 1-step MOMF takes more iterations at intermediate fidelities when compared with 2-step MOMF which has relatively high peaks at fidelity 0 and 1. Note that the EHVI only takes points at the highest fidelity. Bottom Left: The Pareto front for each of the three algorithms for the same trial at a cost of 500 (indicated by dashed line in the figure on the top left). The dashed black line represents the true Pareto front calculated from 10000 random points. The area represents the amount of Pareto front covered by each algorithm. The 1-step MOMF has already found values in the trade-off region and close to the individual maxima of the Branin and Currin functions. The 2-step MOMF is approaching the maximum of the Branin function but both 2-step MOMF and EHVI have yet to explore the trade-off points. Bottom Right: The Pareto front for a cost of 1000 cost for a single representative trial, clearly showing how the 1-step MOMF has reached an accurate representation of the Pareto front while the conventional, single-fidelity EHVI algorithm has only discovered a small fraction of the Pareto front.

For the estimation of the cost advantage we use the average hypervolume cost curves from ten runs (shown at the left in Figure 5). Taking 90% convergence as a threshold, there is an order
Figure 5: **Benchmark with 4-D-Park\(_{1,2}\) problem.** *Top Left:* Hypervolume of a single representative trial expressed as a percentage of the total hypervolume versus total cost for both MOMF versions and single-fidelity EHVI. *Top Right:* The number of points taken at different fidelities for the representative trials shown on the left. The 1-step MOMF in this case has a higher number of points taken at the highest fidelity. This is because once it has converged it takes 6 points at the highest fidelity to increase hypervolume. The 2-step MOMF as seen in Branin-Currin case takes less intermediate fidelity points when compared to the 1-step MOMF. *Bottom Left:* The Pareto front for each of the three algorithms for the same trial at a cost of 750 (indicated by dashed line in the figure on the top left). The area represents the amount of Pareto front covered by each algorithm. The 1-step MOMF has already converged to almost 95% of the total hypervolume. The 2-step MOMF also converged but to a lower overall hypervolume. The EHVI at this cost has only found maximum of Park 2 function. *Bottom Right:* The Pareto front for a cost of 1500 cost showing little changes in both MOMF Pareto fronts, but a better coverage for the EHVI. At this cost the EHVI still has not reached the hypervolume that the 1-step MOMF reached at a cost of 750.

**Figure 5** depicts a representative trial run results of the same three algorithms for the optimization run of modified Park functions (Park [1991]). The top left sub-figure shows the hypervolume percentage covered versus total cost for the MOMF and EHVI runs. The Park problem shows a similar behavior regarding the fidelity distribution, i.e. the 2-step MOMF concentrates on points at minimum (\(s = 0\)) and maximum (\(s = 1\)) fidelity, while the 1-step MOMF takes more intermediate fidelity points. On the bottom two plots of Figure 5 we see the evolution of the Pareto fronts for the 3 optimizers. The 1-step MOMF already at a cost of 500 has converged to a hypervolume coverage of 94%, hence its Pareto front at a cost of 750 is close to the true Pareto front. The 2-step MOMF also has started exploring the trade-off region and consequently pushes out the Pareto front slightly up to a cost of 1500, as shown on the right. The EHVI at the cost of 750 has found points close to Park 2 maximum and thus explores the trade-off region at a cost of 1500. The cost advantage estimation is again done using the mean hypervolume versus total cost curves generated using 10 trials as shown in Figure 6.
The EHVI converged to a hypervolume of 89.4% at a cost of about 7600, whereas the 1-step MOMF reached 90% hypervolume coverage at a cost of about 560. This results in a cost reduction factor of about 13, very similar to the Branin-Currin problem.

It should be noted that the cost reduction is intrinsically linked to the cost ratio between lowest and highest fidelity. In our examples, this ratio was 1:120 and thus, the highest possible cost reduction by taking only lowest fidelity data points would be 120. Averaging the fidelity of the 1-step MOMF over 10 trials and 150 iterations for both Branin-Currin and Park functions yields $\pi \approx 0.30$ and $\pi \approx 0.32$, respectively. This results in an average cost of 4.3 and 4.6 per iteration, while the conventional EHVI is fixed to a cost of 120. Thus, a cost reduction of 26 is the maximum that could be achieved if the information gain were the same at all fidelity levels. However, this is generally not the case and low-cost approximations do normally not carry as much information as the highest fidelity. In our case, we see a cost reduction of about half this best possible value, i.e. a cost reduction factor of 13 in both considered test cases. The cost reduction factor can be even higher when the ratio between the cost at highest and the lowest fidelity is increased. For instance, at a maximum cost ratio of 1200:1 for the Branin-Currin problem we measure a cost reduction factor of 44 for convergence to 90% of the hypervolume.

### 3 Summary and outlook

To conclude, we have demonstrated simultaneous multi-fidelity and multi-objective optimization with a cost reduction of more than an order of magnitude for test problems with a cost ratio of 1:120. The 1-step MOMF also converged to a higher hypervolume when compared with EHVI. An upper limit to the cost reduction factor was also discussed which can be increased by increasing the cost ratio between the highest and lowest fidelity. These results show that MOMF offers significant cost advantage for applications where the goal is to optimize multiple objectives while having access to lower fidelity data.

Our methods build up on existing acquisition functions and can easily be implemented in optimized Bayesian optimization frameworks such as BoTorch (Balandat et al. 2020). This also means that the method can be readily extended e.g. to batch optimization. Code samples for the benchmark cases
have been made available online\(^1\). Since many complex problems in physics and engineering can be simulated with a varying degree of accuracy, our work is crucial in optimizing conflicting objectives in such simulations. This work can also be applied in other areas where optimizing different objectives is advantageous while having access to cheaper evaluations of the functions. The algorithm is flexible in nature since the idea can be applied to any other multi-objective, single-fidelity acquisition function by introducing a fidelity objective and penalizing the acquisition value by the cost. Both methods of MOMF can also be easily extended to include multiple fidelity dimensions, thus allowing efficient optimization over e.g. different resolution parameters in numerical simulations.
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4 Appendix

4.1 Notation

| Notation      | Description                                      |
|---------------|--------------------------------------------------|
| \(x, y, f, s\) | bold notation for vectors                        |
| \(f_1, f_2, \ldots, f_k\) | \(k\) number of objective functions            |
| \(x, y\)      | input and output vector                          |
| \(f, s\)      | vector of objective functions and fidelity vector|
| \(y_k^i\)     | value of \(k\)th function evaluated at fidelity |
| \(\lambda_k^i\) | cost of evaluating \(k\)th function at fidelity |
| \(Y^*\)      | true Pareto front at the highest fidelity        |

4.2 Test functions

In this section we describe the analytical functions used to benchmark the performance of our algorithm. As this is one of the first studies on combined multi-objective and multi-fidelity optimization, we could not directly use test functions from the literature but had to modify them to incorporate an additional fidelity input dimension and exhibit trade-off behavior between the objectives.

4.2.1 Modified multi-fidelity Forrester function

The original Forrester function is

\[ f(x) = (6x - 2)^2 \sin(12x - 4) + 7.025 \]

and we use the following modified version as multi-fidelity reference case:

\[ f(x, s) = D(s) \cdot [E - g(x, s)] \]

where

\[ g(x, s) = A(s) \cdot f[x - 0.2(1 - x \cdot s)] + B(s) \cdot (x - 0.5) - C(s) \]

with \( A = 0.5 + 0.5s, B = 2 - 2s, C = 5s - 5, D = 1.5 - 0.5s \) and \( E = 25 \). The most important differences to other multi-fidelity versions of this function are that it contains a fidelity- and position-dependent shift \( \tilde{x}(x, s) = x - 0.2(1 - x \cdot s) \), is inverted for maximization (\( E - g(x, s) \) term), the value of the maxima along the fidelity is decreasing (\( D(s) \) term) and the maxima are continuously connected from low to high fidelity.

4.2.2 Modified multi-fidelity, multi-objective Branin-Currin function

Two popular functions used for optimization benchmarking are Branin-Currin functions which were also modified. The usual form of the Branin function is

\[ B(x) = a(x_2 - bx_1^2 + cx_1 - r)^2 + p(1 - t) \cos(x_1) + p, \]

where values of the constants were taken to be \( a = 1, b = 5.1/(4\pi^2), c = 5/\pi, r = 6, p = 10, t = 1/(8\pi) \) and the form of Currin function is

\[ C(x) = \left[1 - \exp \left( -\frac{1}{2x_2} \right) \right] \frac{2300x_1^3 + 1900x_1^2 + 2092x_1 + 60}{100x_1^2 + 500x_1^2 + 4x_1 + 20}. \]

Both of these functions were modified to make the range of input and output values to be between 0 and 1, i.e. \( x_i, y_i \in [0,1] \forall i = [1, 2] \). The modified form that was used for the Branin is

\[ B(x, s) = -[a(x_{22} - b(s)x_{11}^2 + c(s)x_{11} - r)^2 + p(1 - t(s)) \cos(x_{11}) + p] \]

where \( x_{11} = 15(x_1) - 5, x_{22} = 15x_2, a = 1, b(s) = 5.1/(4\pi^2) - 0.01(1 - s), c(s) = 5/\pi - 0.1(1 - s), r = 6, p = 10, t(s) = (1/(8\pi)) + 0.05(1 - s) \) was used. The \( x_{11} \) and \( x_{22} \) are used to scale the original domain of the Branin to \([0,1]\). The main difference is the addition of fidelity
The problem a minus sign is added. The modified form for the Curran function is

\[ C(x, s) = -\left[ 1 - (0.1)(1 - s) \exp\left( -\frac{1}{2x_2} \right) \right] \frac{2300x_1^4 + 1900x_2^4 + 2092x_1 + 60}{100x_1^4 + 500x_1^2 + 4x_1 + 20} \]

where again the main difference is the addition of fidelity term \(1 - s\) and the addition of a minus sign for maximization.

### 4.2.3 Modified multi-fidelity multi-objective Park functions

For a benchmark of the multi-objective multi-fidelity problem in higher dimensions, multi-fidelity versions of Park 1 and Park 2 functions were used. The original form of the Park functions is

\[ P_1(x) = \frac{x_1}{2} \left[ \sqrt{1 + (x_2 + x_3^2)x_4^2} - 1 \right] + (x_1 + 3x_4) \exp[1 + \sin(x_3)] \]

\[ P_2(x) = \frac{2}{3} \exp(x_1 + x_2) - x_4 \sin(x_3) + x_3 \]

We modified the above two Park functions adding a fidelity dimension \((s)\). To achieve a reasonable Pareto front for optimization, the two functions were also slightly modified. The location of the Pareto set was also modified to not have all the optimizing points in the corners of the 4-D hypercube. A last modification is shifting the Pareto front of the Park functions by subtraction to place a higher importance on the trade-off region. The final form of the two modified Park functions was

\[ P_1(x, s) = A(s) \left[ T_1 + T_2 - B(s) \right] / 22 - 0.8 \]

\[ T_1 = \left[ x_1 + 0.001(1 - s) \right] \cdot \left[ \sqrt{1 + (x_2 + x_3^2)x_4^2} \right] \]

\[ T_2 = (x_1 + 3x_4) \exp[1 + \sin(x_3)] \]

\[ P_2(x, s) = A(s) \left[ 5 - \frac{2}{3} \exp(x_1 + x_2) - (x_4) \sin(x_3)A(s) + x_3 - B(s) \right] / 4 - 0.7 \]

where \(A(s) = (0.9 + 0.1s)\) and \(B(s) = 0.1 \times (1 - s)\). Both Park functions now contain a fidelity parameter \(s\). These Park functions are evaluated on a transformed input space

\[ [x_1, x_2, x_3, x_4] \rightarrow [1 - 2(x_1 - 0.6)^2, x_2, 1 - 3(x_3 - 0.5)^2, 1 - (x_4 - 0.8)^2]. \]
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