Analysis of algal bloom intensification in mid-Ganga river, India, using satellite data and neural network techniques
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Abstract River Ganga is one of the most significant rivers in the country. This river is the adobe for numerous aquatic species and microorganisms. The color of the river suddenly changed to green due to the rise of algal bloom in the Varanasi and nearby regions of the river Ganga during May–June 2021. These algal blooms can be detrimental to the aquatic animals of the river. This study analyzes the occurrence and the possible reasons for the algal bloom generation in the river for the considered stretch. Several factors like nutrient accumulation in the river through agricultural run-off, warm river temperature, low flow condition of the river, thermal stratification, and less turbid river water can be considered as possible reasons for algal bloom development. In this work, the optical remote sensing-based Sentinel 2 datasets have been used for the duration of mid-May 2021 to mid-June 2021. These datasets have been processed in the Google Earth Engine (GEE) platform, and chlorophyll concentration has been calculated using different satellite-based indices or band ratios. The chlorophyll concentration measurements have quantified the algal bloom growth. These indices or band ratios have been analyzed using several artificial neural network (ANN) architectures like multilayer perceptron (MLP) and radial basis function (RBF) along with the in situ values. It has been found that chlorophyll concentration has been highest for the mid-June 2021 time period in the considered river stretch.
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Introduction

The Ganga river, situated in the northern part of India (internationally known as the Ganges), is one of the major rivers across the globe. Approximately 40% of the Indian population (~540 million people) lives within its basin (Bowes et al., 2020). The Ganga river is the adobe for various species, and it can bestow humanity with several ecosystem services...
The river Ganga is the primary source of water for agricultural fields and industrial units located in the vicinity of the river. It can produce an income source for the people associated with it (Haritash et al., 2016; Trivedi, 2010). Human intervention and industrial and agricultural waste can cause a bacterial and algal bloom in the river. Phosphate, sulfur, and nitrate are the nutrients that help the algae grow. The algae release the neurotoxin microcystin that will pose a threat to aquatic lives. The same scenario can be observed in river Ganga (Dixit et al., 2017; Tare et al., 2003; Zanchett & Oliveira-Filho, 2013). The measurement of the chlorophyll in water can be used as the yardstick to determine the algae in the water (Devi et al., 2008; Lee et al., 2005).

Nowadays, remote sensing technology and satellite-based imageries have been used abundantly to measure the chlorophyll in the water bodies. The physical properties of distant objects can be computed using emitted or reflected energy, which is the primary explanation for this technology. Compared to traditional methods, remote sensing datasets can provide the synoptic view, repetitive coverage of a particular place to observe the change and information of an area beyond visible wavelengths, which is otherwise impossible to detect through the naked eyes (Budd et al., 2001; Roy et al., 2017). In the year 2010, Google had created a modern technology for processing the satellite imageries, known as GEE (Google Earth Engine). Massive satellite datasets can be processed using GEE technology. GEE is a cloud-based computing model, and this model is freely available on the web platform (Gorelick et al., 2017; Zurqani et al., 2018).

For the last 1.5 years, the whole world has been suffering from the pandemic known as COVID-19, caused due to the novel coronavirus strain. It has been one of the most virulent diseases that affect human lives in more than 200 countries, including India (Chauhan & Singh, 2020; Patel et al., 2020). In this coronavirus scenario, some of the media reported about the river Ganga getting green in the Varanasi region during May 2021 (Jaiswal, 2021). The media report states that scientists have analyzed that the greenish appearance of the river could be due to microcystis algae. Some other scientists are also claiming that the rainfall can also be an additional factor for the increase in the nutrients in the river Ganga, which can make the river green due to the algal bloom spread. But in general, the change in the color of river water is a major cause of concern for the local people who take a daily bath in the river. During the same period in May 2020, the river water was clean due to less pollution discharge in the river because of the lockdown implemented by the Indian government (Garg et al., 2020).

Field sampling for the river chlorophyll (Chl-a) measurement has been done. The satellite imageries have been utilized in this study to detect the presence of the green algae in the river Ganga for the Varanasi and its nearby areas by analyzing the chlorophyll spread. Statistical modeling and artificial neural network (ANN) techniques have been applied to determine the algal spread in the river for the considered stretch from mid-May 2021 to mid-June 2021.

**Materials and methods**

**Study area**

The study stretch that has been chosen for this analysis is situated between Varanasi and Mirzapur. This stretch is located in southeastern Uttar Pradesh, a state of India, between the coordinates 82.49°E, 25.17°N to 83.00°E, 25.29°N. In terms of the geomorphological unit, this segment of the river comes under the central Ganga plains. The river plain in this region is flat alluvial in nature, having a slight eastward gradient and shallow depression. In this segment, the average width of the river varies between 700 and 750 ms. The average height of this region is 76.19 m above the mean sea level (Pandey & Singh, 2017; Rai et al., 2010). The summer season in this region is more dominant in this region than the winter season because the summer season has a longer duration. The temperature in this region for the winter season lies between 5 and 15 °C, primarily, and for the summer season, the temperature range varies between 32 and 47 °C. The average annual precipitation in this region is 1110 mm (Das et al., 2020). In Fig. 1, the map of the study area has been drawn.
In situ Chl-ameasurement

The field sampling was done on 15 May, 30 May, and 14 June 2021 to measure the Chl-a concentration in the river. The concentration has been measured using YSI ProDSS Water Quality Meter. The Chl-a concentration values have been measured mainly at the center of the river channel at 0.5 m below the water surface. Simultaneously, GPS coordinates were also recorded for those points with a handheld portable GPS system (Garmin Ltd. etrex-12 channel global positioning system). Thirty-five samples have been measured throughout the study stretch for each of those sampling dates.

Satellite data description

Sentinel-2 (S-2) images have been used in this study, and under the Copernicus S-2 mission, the satellites have been launched. This mission consists of two satellites, namely Sentinel-2A (S2A) and Sentinel-2B (S2B). These are multi-spectral (MSI) satellites. S2A and S2B were commissioned in orbit in 2015 and 2017. Analysis of the lake ecology and retrieving information about the water quality at finer scales are some of the significant usages of the S2 imageries (Bresciani et al., 2018; Bhattacharjee et al., 2021). Level 2 products of S2 images have been available on the GEE platform (Li et al., 2019; Bhattacharjee et al., 2021). The spatial resolution of blue, green, red, and NIR (Near Infrared) bands is 10 m as compared to 30-mresolution for the same bands in the LANDSAT satellite. S-2 imager has a revisit time of 10 days, but when both the imagers are operational, the revisit time decreases to 5 days. The temporal resolution of Sentinel satellites is better than LANDSAT satellites because the LANDSAT satellites have a 16-day temporal resolution (Van der Werff & Van der Meer, 2016; Gorji et al., 2020). The GEE platform has been used for processing the S-2 images. Sen2cor atmospheric correction technique has already been applied to the GEE platform. The datasets of S2A and S2B, which completely covered the entire study stretch, have been collected for the month of May and June 2021. The S-2 satellite images dated 15 May, 30 May, and 14 June 2021 have been chosen for this study.

Indices calculation in the GEE platform and selecting indices using regression model(s) based on statistical parameters

The biogeochemical characteristics of the water body have been the driving force for selecting the proper indices. Researchers encounter a significant challenge in selecting the indices to measure Chl-a in inland waters. The challenge is that the presence of inorganic suspended solids (ISS) and color dissolved organic matter (CDOM) have higher values, and their concentrations in the water are not always correlated with Chl-a (Palmer et al., 2015). Most of the researchers incorporate the NIR-to-red ratio and the green-to-red ratio-based indices to measure Chl-a in the inland water. These ratio-based indices will remove the absorption overlap effect of CDOM and ISS. The absorption effect of CDOM and ISS have been prominent in the blue region of the electromagnetic (EM) spectrum (Ha et al., 2017a, b). In addition to that, water reflectance has been measured by different satellites at various wavelengths. So a single algorithm lacks versatility for precise calculation of Chl-a. For example, the positioning of spectral bands in LANDSAT-8 is such that NIR-to-red ratio estimation for Chl-a will not give explicit results. S-2 satellite has red-edge bands, and the red-edge1 to red ratio will give a convincing result in determining the Chl-a concentration. So for different satellites, distinct band ratios need to be applied for Chl-a estimation (Gholizadeh et al., 2016; Ha et al., 2017a, b).

The S-2 satellite has red-edge bands, and the analysis from those satellite images shows that chlorophyll has a peak in the red-edge wavelength range along with the green wavelength range (Huete, 2004; Chen et al., 2017; Bramich et al., 2021). For this study, the reflectance values from S-2 images over a 3 × 3 pixels grid encompassing the sampling point to reduce noise have been used (Han & Jordan, 2005). In this study, six bands of the S-2 images have been used for indices generation. The central wavelength and spatial resolution of the bands used in this analysis have been tabulated in Table 1.

For the calculation of these indices, the S-2 images dated 15 May, 30 May, and 14 June 2021 have been processed in the GEE platform. Three images have been selected for this analysis because the other images in this period have very high cloud cover. Within a
short time frame, the GEE platform processes all the images. By using the Google earth pro software, the shapefile of the study area has been drawn, and then in the GEE domain, that shapefile has been imported for the indices calculation. Statistical modeling has been applied in this study to select the few better band combinations for Chl-a estimation from S-2 images. Three statistics-based regression models, namely linear, exponential, and power models, have been chosen. The most suited band ratios and the correlated bands with in situ data have been tested by four trendline functions: linear, exponential, logarithmic, and power. The best regression model has been chosen on the basis of the root mean square percent error (RMSPE). The best model has the least RMSPE. The formula for the RMSPE has been given as

\[
\text{RMSPE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{X_{\text{est}} - X_{\text{act}}}{X_{\text{act}}} \right)^2} \times 100
\]  

(1)

Where \( n \) represents the number of samples, \( X_{\text{est}} \) represents the value generated from the model, and \( X_{\text{act}} \) is the actual value obtained from the field sampling.

Then for the best model, all the generated indices were simulated using statistical parameters like \( r \) (Pearson’s correlation coefficient), \( R^2 \) (coefficient of determination), RMSPE, and mean absolute percentage error (MAPE). The formula for the MAPE has been given as

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{X_{\text{est}} - X_{\text{act}}}{X_{\text{act}}} \right| \times 100
\]  

(2)

The uncertainty factor has been associated with the statistical model. This factor has been minimized in this study by randomizing the model 25 times for each of the input band ratios.

Finally, some of the indices have been selected, which have better \( r \) and \( R^2 \), and lower RMSPE and MAPE. The rest of the others have been rejected. Then these selected indices further have been given as input to the neural network models for Chl-a estimation.

**Chl-a estimation using artificial neural networks**

*Multilayer perceptron network*

The artificial neural networks (ANN) provides a modified approach for assessing complex relationships among the variables without considering assumptions. In the case of remote sensing-based analysis, the input and other supporting variables establish an equation with biophysical factors. These biophysical factors have been depicted as output variables (Mas & Flores, 2008). Many non-linear relationships can be modeled by using ANN without having a priori knowledge of the type of nonlinearity. This kind of modeling cannot be performed using non-linear regression models (Palani et al., 2008). In this study, multilayer perceptron (MLP) neural network has been used, and MLP works well to capture the non-linear relationship. The MLP ANN model has been composed of input, hidden, and output layers. The datasets have been inserted into the model through input layers. The next stage of the model comprises hidden layers, which have been used for information processing. Then this processed information goes to the output layers. The neurons have been known as the basic building blocks for these layers. The neurons have been defined using the algebraic functions, which depict nonlinearity. The parameters for these functions have been decided by the boundary values (Singh et al., 2009). The passing signals have been repeatedly modified by neurons using the weight and transfer function until they reach the output layer. The number of neurons in a network depends upon the network architecture. The input and hidden layers have been connected through weights, and these weights have been usually evaluated by system training. The weighted inputs have been added to the hidden layers, and then these layers generate the output using the transfer function. The significant variations among the different ANN models have been the

**Table 1** Characteristics of the S2A bands used

| Sentinel-2 bands       | Central wavelength (nm) | Spatial resolution (m) |
|------------------------|-------------------------|------------------------|
| Band 2-blue            | 490                     | 10                     |
| Band 3-green           | 560                     | 10                     |
| Band 4-red             | 665                     | 10                     |
| Band 5-red edge 1      | 705                     | 20                     |
| Band 7-red edge 3      | 783                     | 20                     |
| Band 8-NIR             | 842                     | 10                     |
| Band 8A-NIR narrow     | 865                     | 20                     |

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{X_{\text{est}} - X_{\text{act}}}{X_{\text{act}}} \right| \times 100
\]  

(2)
network architecture, weight determining techniques, and activation function used (Palani et al., 2008). One of the widely used learning algorithms applied in ANN has been the backpropagation (BP) technique. The training algorithm arrives at the best fit condition through the error redistribution technique. Several stages have been involved in the development of the BP technique. The first step is determining the important input parameters by incorporating the statistical methods. The field datasets have been grouped into training (74 samples) and validation (31 samples) to check the model’s efficacy. In the next step, randomly selected training and test datasets have been inserted into the network. In general, 30% of the total datasets represent the test datasets. The weighted inputs have been aggregated using the hidden layers, and these hidden layers also generate the output value using the transfer function. Levenberg–Marquardt algorithm (LMA) has been applied to compute the weights. In comparison to the conventional gradient descent algorithm, the LMA computes the weight more rapidly (Prasad et al., 2020). This analysis has incorporated the tan-sig function as the transfer function from the input layer to the hidden layer. From the hidden layer to the output layer, purelin has been selected as the transfer function (Guo et al., 2016).

Radial basis function network

The radial basis function (RBF) networks are special feed-forward networks that have a single hidden layer. These kinds of networks contain the linear and non-linear types of neurons. The non-linear functions like Gaussian and sigmoid have been used for the hidden layer neurons. In addition to that, a linear function has been placed in output layer neurons as its transfer (activation) function. For the function approximation problem, the linear output layer transfer function has been used (Kopal et al., 2019; Nguyen & Keip, 2018). There is no inter-connection between the neurons on the same layer. All the neurons of the next layer have been connected to a single neuron of the previous layer. In the input layer, the information has been inserted. The input signal does not get affected by the transfer function. In this architecture, the input data has been transferred from the user. The hidden layer of the network assists the input data in propagating through them in a forward direction so that they can reach the output layer. This network follows the feed-forward network structure rule (Kopal et al., 2019). The information transferring process happens from the linear input layer to the non-linear hidden layer. The information transfer has been executed in such a way that each hidden neuron’s output becomes reversely proportional to the Euclidean distance. This distance has been measured between the center of the RBF of a particular neuron and the input vector. (Xu & Gupta, 2019). For the Gaussian activation function, the center of the symmetrical Gaussian bell curve has been represented by the weights of hidden layer neurons. The weights have been predecided in such a way that the Gaussian activation function encloses the entire input space. Each Gaussian function traverses only to a narrow domain of the input space where the Gaussian has been centered (Ressom et al., 2007; Davydov & Oanh, 2011). The output layer has estimated the aggregation of biases and weights of total RBFs output. The application and development of the RBF-ANN architecture have been the estimation of the optimal number of hidden neurons as well as the weightage determination of the output layer. For successful learning, an important step has been implemented by bias value, which shifts the activation function either right or left side. The shift occurred due to the biasing assist in generating a better fitting curve for the data as well as the better prediction model creation for ANN output (Pislaru & Shebani, 2014). In the learning algorithm, the width and position of RBF centers and the linear weights associated with each output neuron have been modified at each iteration. The RBF-ANN is also an error-back-propagation ANN. This architecture requires less time for learning as compared to MLP architecture because all of the inputs of RBF-ANN have been assigned directly into the hidden layer by not giving any weightage. The error signal has been incorporated to adjust the weight between the hidden and the output layer. When the center of each RBF comes very near to the input vector, then the network learning process gets completed. The error generated by the output network has been under the desirable limit in such a scenario. So, the functional dependence approximation within the variables can be represented by a combination. This combination has been linear in nature for an optimal number of RBFs with acceptable widths which have been suitably positioned (Davydov & Oanh, 2011; Kopal et al., 2019). A Gaussian function has been implemented as the RBF of the hidden layer neurons in the form of (Davydov & Oanh, 2011)
\[ \varphi_j(x_i) = \exp\left(-\frac{|x_i - \mu_j|^2}{2\sigma_j^2}\right) \]  

(3)

where \( \varphi_j(x_i) \) represents the response of the \( j \)th hidden neuron corresponding to its input \( x_i \) and the terms \( \sigma_j \) and \( \mu_j \) denote the centroid and spread width, respectively.

\[ d_j(x_i) = |x_i - \mu_j|^2 \]  

(4)

The term \( d_j(x_i) \) represents the Euclidean distance between the elements of the input vector \( x_i \) and the corresponding centroid of Gaussian \( \mu_j \). The datasets have also been divided into a 70:30 ratio for training and testing for this model.

In this study, the neural network models have been developed with three layers (input, hidden, and output) in the Google COLAB environment (a python-based open-source platform). The input layer consists of six selected input variables. A total of 70% of the datasets have been used for model training, and 30% for model testing. The number of nodes depends on the complexity of the approximated function and sample size. The output layer was of the Chl-a concentration of the sampling points, and the output layer had a single node. The initial learning rate for both ANN models has been set as 0.01, and the Adam optimization function has been used for both models. The structure of the ANN model(s) is shown in Fig. 2.

The overall flowchart of the methodology adopted for this study has been drawn in Fig. 3.

**Results and discussion**

Chl-a concentration variation in the study stretch for in situ measurement

The concentration of the Chl-a variation for in situ measurement has been shown through a violin plot in Fig. 4.

Boucher et al. (2018) stated that algorithm efficiency and performance could be reduced if the time interval between satellite acquisition day and in situ measurement day increases. In this study, the in situ measurement was done on the same date as the satellite overpass over the study stretch. The average air temperature for the region has been recorded as 31.75 °C on 15 May, 29.77 °C on 30 May, and 32.54 °C on 14 June. Chl-a concentration varies between 7 and 19 µg/L on 15 May 2021 with a standard deviation (SD) of 3.65 µg/L. On 30 May 2021, the concentration of the Chl-a ranges between 36 and 68 µg/L with an SD of 8.72 µg/L. The Chl-a concentration was highest on 14 June 2021 and; it lies between 56 and 91 µg/L having an SD of 9.39 µg/L. One of the probable reasons for the surge in the Chl-a concentration in the river is the increase in rainfall amount in mid-June as compared to mid-May. The rainfall increases the river depth marginally as, in this case, the average depth of the river throughout the study stretch on 15th of May has been calculated as 7.86 m, while the average depth increased to 8.03 m on 30th of May. In this study, the river depth has been considered as a proxy variable for the thermal stratification. It has been assumed that if the river depth has increased, the river thermal stratification also gets enhanced. The lower layer of the thermally stratified water body gets exhausted with oxygen, leading to nutrient release from the sediments. The nutrients from the colder water layer may enhance the algal growth in the uppermost layer of the water body (Weinke & Biddanda, 2019). The chlorophyll-a variation, along with the river depth, has been shown in Fig. 5a.

The river flow velocity has also been recorded for the three sampling dates. From the velocity graph, it can be seen that on all the three considered dates, the velocity of the river has been less than 1 m/s.

The "t-test: paired two sample for means" analysis has also been performed between the depth and chlorophyll-a for the two dates, i.e., 15 and 30 May 2021, at a confidence level of 95% (\( \alpha = 0.05 \)). The analysis outcome has been tabulated in Tables 2 and 3. In these tables, variable 1 corresponds to river depth, and variable 2 corresponds to chlorophyll concentration.

From the above two tables, it can be seen that in t-tests, the critical t-value is less than the modulus of the calculated t-value (t stat value). The P-value (randomness) has been less than the critical t value. So the alternate hypothesis that tells the river depth affects the chlorophyll concentration has been accepted. The null hypothesis, which ascertains the river depth has no effect on chlorophyll concentration, has been rejected.
According to the media reports, environmental and river scientists are showcasing the increase in the rainfall of this region as the primary reason for the algal bloom. The scientists claim that more fertilizers are getting mixed with the river water due to the improved precipitation. The fertilizers mostly contain phosphate, sulfur, and nitrate, which in turn can act as nutrients that can be helpful for algal growth. The rainfall graph of the region for the time period between 1 May 2021 and 22 June 2021 is given in Fig. 6. The rainfall dataset has been downloaded from the India Water Resources Information System (India-WRIS) portal.

Analysis of the spectral curve and best regression model for the assessment of the band ratios

For each day of the in situ sampling, ten sampling points out of 35 points have been chosen for the spectra generation. The spectral curve for 14 June 2021 has been provided in Fig. 7.

Four of the most suited band ratios, namely $\rho_{\text{Band 3}}:\rho_{\text{Band 2}}$, $(\rho_{\text{Band 5}}+\rho_{\text{Band 3}}):\rho_{\text{Band 2}}$, $\rho_{\text{Band 5}}:\rho_{\text{Band 4}}$, and $\rho_{\text{Band 3}}:\rho_{\text{Band 2}}$, have been chosen to decide the best regression model. The RMSPE of the power model has the lowest value, so this regression model has been selected further to distinguish between all the suited and non-suited band ratios. The average
RMSPE of the four models for the four most suited band ratios has been tabulated in Table 4.

In this study, ten band ratios have been analyzed using the power model, and out of those ten band ratios, six ratios have been selected, and the remaining four have been rejected for further process. The performance of the band ratios for the power model is given in Table 5.
For all of the 105 sample points, the analysis has been done. If a band ratio satisfies the four statistical parameter criteria, then only it has been selected. The band ratio \( \rho_{\text{Band} 8}/\rho_{\text{Band} 4} \) fulfills two statistical criteria out of the four, so it has still been rejected. The criteria and selection scenario have been depicted through a Venn diagram given in Fig. 8.

### Analysis of the ANN models

ANN models procure better results as compared to statistical regression models (Duan et al., 2007; Ha et al., 2017a, b). Analysis of the Guo et al. (2016) on the Haihe River, China, illustrates that neural networks have better efficiency than regression models. In this study, two ANN models have been incorporated for Chl-a estimation. The optimal number of the nodes in the hidden layer for MLP has been 17 for this present, with a MAPE value of 3.73%. RBF has 15 nodes that produce the optimal result for this analysis with a MAPE value of 2.42%. Figure 9 shows the optimal number of nodes for both the neural network architecture. Even if the number of nodes increases, the MAPE error for both models shows an upsurge.

The regression curve for the two ANN models has been made from the test datasets of the two models. These two models randomly select the test data from the datasets. In Fig. 10, the regression plot has been drawn for the two models. It shows the relationship between the independent variable known as “Target” and the dependent variable known as “Output.” The independent variable represents the in situ Chl-a concentration values, and the dependent variable portrays the predicted Chl-a concentration values by the ANN models. The RBF model has a slightly better \( r \) and \( R^2 \) value as well as marginally lower RMSPE and MAPE. The RBF model performs moderately better in this study because the low-dimensional datasets have been used for which deep-feature extraction is not mandatory. Moreover, for this study, the output results have been directly correlated with the component of input vectors (Bansal, 2017).

The scatter plot of Chl-a concentration simulated from these two ANN models for the test datasets and in situ Chl-a concentration for those exact locations has been shown in Fig. 11. The values predicted from RBF have been slightly better in accuracy as compared to the MLP model.

---

**Fig. 5** a Regression plot showing the variation between chlorophyll-a and river depth for a 15 May 2021 and b 30 May 2021. b Line graph showing the river flow velocity for the three considered dates. The measurement has been done from the Mirzapur side to the Varanasi side.

**Fig. 6** Rainfall graph for the Varanasi and nearby region for the time period May 1–June 22, 2021.
Several researchers incorporate single-day image reflectance data and single-day in situ measurement data for the model simulation (Markogianni et al., 2013; Rundquist et al., 1996). This study incorporated the multi-date in situ measurement and image reflectance values, increasing the model efficiency.

Mapping the spatial distribution of the Chl-a concentration

RBF algorithm captures the fluctuation in the Chl-a concentration level in a better manner as compared to MLP. The modified Shepard (MS) interpolation technique has been applied to interpolate the RBF model output. Franke and Nielson developed the MS technique in 1980. The inverse distance weighted least-squares method has been incorporated into this technique. The interpolators are similar to those applied in inverse distance weighting (IDW) technique. The use of local least squares eliminates the “bull’s-eye” pattern (Bronowicka-Mielniczuk et al., 2019). The concentration of Chl-a varies between 6.65 and 18.08 µg/L on 15 May, but on 30 May, the concentration ranges between 34.23 and 69.47 µg/L. In June 2021, the concretion of Chl-a increased more rapidly as the algal bloom spread more swiftly, and on June 14, Chl-a concentration hovers between 58.65 and 91.87 µg/L. The spatial spread of the Chl-a concentration is shown in Fig. 12.

Assessment of the probable causes for the Chl-a concentration and algal bloom variation in the river

The media reports stated that Ganga is turning greenish in the Varanasi and nearby regions in late May 2021 (Singh, 2021). The precipitation cannot be the only sole reason for the Ganga turning green. It has been reported by the regional officer of the Central Pollution Control Board (CPCB) that on 21 May 2021, for the first time, river water turned green, and after 3–4 days, it became normal, but again, after a few days, the water turned green. If we observe the rainfall data from May 1 to May 21, 2021, then it can be noticed that before 21 May 2021, only on 20 May, the aggregate rainfall above 40 mm was recorded. Even on 16 June 2000, the aggregate precipitation above 50 mm occurred,
but Ganga did not turn green during that time. For May–June 2000, the precipitation graph is shown in Fig. 13.

The normal value in the rainfall graph has been calculated by considering 96–104% of the long period average (LPA). The LPA has been calculated by Indian Meteorological Department (IMD) for a period of 50 years, starting from 1951 to 2000 (Pai et al., 2017).

The temperature of the river in this region during the month of May and June mainly varies in the range between 27 and 30 °C (Saxena & Singh, 2020). The temperature range between 22 and 35 °C has been very favorable for the growth of algae (Singh & Singh, 2015). So, the temperature can also be considered one of the factors for algal growth (Wang et al., 2016).

The stable water condition of the river is also one of the many factors positively influencing algal growth. Most of the algae prefer stable water conditions with a low flow rate (Zhu et al., 2013). Global warming can be one of the factors for the low flow rate in the river because, with the increase in the river temperature, the discharge of the river gets reduced (Van Vliet et al., 2011). Along with global warming, the water extraction for irrigation and construction of weirs and dams over the river also subside the river flow rate. According to some media reports, the Ganga basin already has 942 dams and weirs in its various tributaries. Still, many more such structures

| Table 3 | t-Test analysis for 30th of May |
|---------|------------------------------|
| Parameters | Variable 1 | Variable 2 |
| Mean | 8.031714 | 72.38057 |
| Variance | 3.483556 | 90.75695 |
| Observations | 35 | 35 |
| Pearson correlation | 0.863259 | |
| df (degree of freedom) | 34 | |
| $P(T < = t)$ | 4.63E–33 | |
| $t$ Critical | 1.690924 | |

| Table 4 | RMSPE values showing the efficiency of the regression models for four of the most suited band ratios |
|---------|------------------------------|
| Model | RMSPE$^a$ |
| Linear | 32.41 |
| Exponential | 28.23 |
| Logarithmic | 27.57 |
| Power | 17.11 |

$^a$The values have been denoted in percentage (%).

| Table 5 | Performance of the band ratios for the power model using in situ Chl-a measurements and reflectance datasets ($N=105$) |
|---------|------------------------------|
| S-2 band ratio | $r$ | $R^2$ | RMSPE$^a$ | MAPE$^a$ |
| B3/B2 | 0.7 | 0.57 | 32.2 | 22.8 |
| B5/B2 | 0.75 | 0.64 | 30.8 | 21.9 |
| B3/B4 | 0.67 | 0.55 | 32.9 | 23.1 |
| B5/B4 | 0.73 | 0.6 | 31.2 | 22.6 |
| (B5 + B3)/B2 | 0.81 | 0.69 | 27.9 | 20.8 |
| (B5 + B3)/(B8A + B4) | 0.63 | 0.52 | 33.4 | 23.3 |
| B8/B4 (R)$^b$ | 0.66 | 0.53 | 47.3 | 31.9 |
| B8A/B2 (R) | 0.34 | 0.26 | 66.5 | 39.7 |
| B7/B4 (R) | 0.44 | 0.34 | 53.3 | 36.4 |
| B7/B2 (R) | 0.49 | 0.41 | 49.6 | 33.8 |

$^a$The values have been denoted in percentage (%).

$^b$Rejected ratios have been marked with (R) beside them

Fig. 8 Selection criteria of the band ratios as inputs to the ANN architecture(s) using logical operator

SELECTED BAND RATIOS AS INPUTS

$R^2 \geq 0.52$

$R \geq 0.63$

$RMSPE \leq 33.4$

$MAPE \leq 23.3$
will be built in the near future (Misra, 2019). The region of Varanasi and the nearby stretch has been mainly covered by agricultural land (Mishra et al., 2018). The population of this region is increasing, and so is the demand for food as well. Rice is one of the major crops of this region, and the irrigation area for rice has been increased by 1.5 times in this decade (2011–2020) as compared to the previous decade (2000–2010) (Dey et al., 2020). The Ganga river is one of the primary sources of irrigation in this region, along with the groundwater. The usage of river water for irrigation also slows the flow rate of the river in this region. The river experts have reported in the media that the greenish color of the river in this region during May–June 2021 could have occurred due to the low flow condition of the river. Some construction work had been taking place near the river Ganga in this region, which diminishes the flow rate in the region as per media reports.
Another consequence of the low flow or stable water condition has been the thermal stratification. The high water temperature has also been considered an additional factor for thermal stratification. Thermal stratification occurs when the lower layer remains cooler and the top layer of the water column becomes warmer (Zhu et al., 2013). When a water body has been stratified, lower layer waters often become exhausted with oxygen (anoxia), leading to increased nutrient release from the sediments. The pulses of nutrients from the colder bottom layer may enhance the algal growth in the uppermost layer of the water body (Weinke & Biddanda, 2019). Due to climate change, the temperature of the river Ganga has increased (Tripathi et al., 2017), which leads to thermal stratification. The stratification will eventually give rise to the algal growth in the river.

Another factor for enhanced algal growth in this region may be the low turbidity of the river in this region. A significant part of the year 2020 has been under the effect of lockdown due to the novel Coronavirus. The Indian government has applied the lockdown in the entire country for most of the year 2020 (Chauhan & Singh, 2020; Patel et al., 2020). Due to

---

**Fig. 11** Scatter plot showing a comparison between observed in situ values and predicted Chl-a concentration using neural network architectures: a MLP, b RBF
the effect of the lockdown, all the rivers in the country, including the river Ganga, have become cleaner, so the turbidity in the river gets reduced (Garg et al., 2020). The algal growth surge in the low turbid condition. More solar radiation can infiltrate through the water column when the water has become less turbid, and solar radiation plays a critical role in algal growth. This creates optimal conditions for algal growth (Singh & Singh, 2015; Wellard Kelly et al., 2013). The discharge from the Vindhyachal sewage treatment plant (STP) has been considered the primary cause of the algal bloom in the region, as per the reports submitted to the Varanasi district magistrate (DM) (Vindhyachal STP discharge causing algal bloom in Ganga, 2021).

From the above discussion, it can be seen that this menace of algal bloom in the river Ganga in the Mirzapur-Varanasi region is an outcome of several factors that have been accompanying each other.

**Conclusion**

This study has been performed to detect the concentration of the Chl-a in the Varanasi and nearby regions using S-2 satellite imageries. The period of analysis has been considered between May and June 2021. The spatial distribution of the Chl-a concentration has been simulated using satellite imageries and ANN. Two of the ANN models have been used in this study, namely MLP and RBF. The RBF model shows better-simulating results in comparison to that of the MLP model. The RBF has the lower error values (RMSPE = 4.79%, MAPE = 2.42%) as compared to MLP (RMSPE = 5.91%, MAPE = 3.73%). The Chl-a concentration can represent the spread of algal bloom in the river. The probable causes of this algal bloom generation have also been analyzed. According to this study, the algal bloom concentration became highest on 14 June 2021. These blooms turn the river water green. These blooms are very harmful to the river ecosystem as they can disrupt the fish network structure of the river; alongside, these blooms can also cause the death of several other organisms that reside
inside the river. When the river becomes flooded in the monsoon period, the flow of the river increases tremendously, which can destroy these blooms as well. For the sake of the river ecosystem restoration, it is important to eradicate these harmful blooms as early as possible.
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