Precision of Protein Thermometry
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Temperature sensing is a ubiquitous cell behavior, but the fundamental limits to the precision of temperature sensing are poorly understood. Unlike in chemical concentration sensing, the precision of temperature sensing is not limited by extrinsic fluctuations in the temperature field itself. Instead, we find that precision is limited by the intrinsic copy number, turnover, and binding kinetics of temperature-sensitive proteins. Developing a model based on the canonical TlpA protein, we find that a cell can estimate temperature to within 2%. We compare this prediction with in vivo data on temperature sensing in bacteria.

Cells routinely make decisions based on the temperature of their surroundings. For example, most cells undergo systemic changes in response to a heat or cold shock [1]. Some cells initiate a phenotypic response such as virulence when the temperature crosses a particular threshold [2]. Some cells thermotax, or move toward a preferred temperature range [3]. These behaviors are possible because molecular conformations, chemical reaction rates, and various mechanical properties of cells can change dramatically as a function of temperature, and cells have developed many different ways to detect such changes [4, 5]. Molecules that participate in the response to temperature changes are called molecular thermometers or thermosensors, and this class includes DNA and various RNA and protein molecules.

Despite detailed knowledge of the molecular mechanisms of temperature sensing in cells, the basic question of what sets the precision of temperature sensing remains largely unexplored. Is the precision limited extrinsically by temperature fluctuations in the surrounding fluid, or intrinsically by properties of the cell’s molecular components? Similar questions have been heavily investigated for other types of cell sensing, beginning with Berg and Purcell’s analysis of chemical concentration sensing [7], and extending to sensing of concentration gradients [8], concentration ramps [9], multiple ligands [10], material stiffness [11], and fluid flow [12], among others. In most of these cases, extrinsic fluctuations have been found to limit sensory precision, suggesting that cells have evolved sensors that are as precise as physically possible. However, the precision of temperature sensing, and the associated question of extrinsic versus intrinsic limits, has been understudied by comparison.

Early work by Dusenbery shed important light on this problem [13]. Using the two-point correlation function for temperature fluctuations in a homogeneous fluid, Dusenbery estimated that extrinsic fluctuations are several orders of magnitude smaller than cells’ actual sensitivity thresholds. This finding suggests that cells’ temperature sensors are not as precise as physically possible. However, it leaves an important question unanswered: if extrinsic fluctuations do not set the limit on the precision of cellular temperature sensing, then what does?

Here we revisit this problem from a perspective that combines the physics of temperature fluctuations with the molecular mechanisms of thermoreception. Following Dusenbery’s lead, we start by using the two-point correlation function to investigate a thermal analog of Berg and Purcell’s “perfect instrument” for concentration sensing [7]. This investigation confirms that extrinsic temperature fluctuations are far too small to be limiting in a biological context. We therefore investigate the intrinsic fluctuations imposed by cells’ molecular machinery for temperature sensing. We are guided by a prototypical and well studied protein thermometer, namely the TlpA protein in the bacterium Salmonella typhimurium [14, 15]. Developing a stochastic model based on the experimentally characterized details of TlpA, we find that intrinsic fluctuations are much larger than extrinsic fluctuations and can in fact be biologically limiting. Specifically, we find that intrinsic fluctuations impose a sensing error of roughly 2%, and we discuss how this limit compares with the observed temperature sensing threshold in bacteria.

In their perfect instrument for concentration sensing, Berg and Purcell considered a completely permeable sphere of radius a that could count the number of molecules within its volume at each instant, perform a time average, and use this information to estimate the surrounding concentration [7]. In the case of temperature sensing, the analogous instrument is a permeable sphere of radius a that records the temperature $T(\vec{x}, t)$ at each point within its volume at each instant $t \in [0, \tau]$, performs a volume and time average, and then uses the result as the temperature estimate $\overline{T}$ (Fig. 1A). We assume the medium to be homogeneous and in thermal equilibrium, with average temperature $\overline{T}$. The key ingredient is the two-point correlation function for the temperature fluctuations obtained in the regime of linear irreversible thermodynamics [17]

$$
\langle (T(\vec{x}, t) - \overline{T})(T(\vec{x}', t') - \overline{T}) \rangle = \frac{k_B T^2}{\rho c_s} \left( \frac{\rho c_s}{4\pi K} \right)^{3/2} \exp \left[ -\frac{\rho c_s \sqrt{||\vec{x} - \vec{x}'||^2}}{4K|t - t'|} \right], 
$$

(1)
where $k_B$ is Boltzmann’s constant and the material properties $\rho$, $c_s$, and $K$ are the mass density, specific heat, and thermal conductivity of the medium respectively. The variance in the estimator is computed by integrating the two-point correlation function in Eq. 1 in both space and time. The result has the following short- and long-time limits [18],

$$\sigma(\hat{T})/T = \sqrt{\frac{k_B}{C}} \times \left\{ \begin{array}{ll}
\frac{1}{\sqrt{4\tau_D/(5\tau)}} & \tau \rightarrow 0 \\
\frac{1}{\tau_D} & \tau \gg \tau_D,
\end{array} \right. \quad (2)$$

where we have introduced the heat capacity of the medium contained within the instrument $C = 4\pi a^3 c_s / 3$ and the timescale for temperature fluctuations to diffuse across the instrument $\tau_D = \rho c_s a^2 / K$ [17]. Equation 2 has an intuitive interpretation: the variance falls off with the heat capacity of the instrument (in units of $k_B$) because if the heat capacity is large, a large fluctuation in thermal energy corresponds to a small fluctuation in temperature. The variance is further decreased in the long-time limit by the number $\tau/\tau_D$ of independent measurements the instrument can make, where independence is defined by the diffusion time.

For water at room temperature, $\rho \approx 1$ g/cm$^3$, $c_s \approx 4$ J/(g·K), and $K \approx 0.6$ J/(s·m·K). For a cell radius of $a \approx 1$ µm, the error in an instantaneous measurement according to Eq. 2 is $\sigma(\hat{T})/T \approx 10^{-6}$. The diffusion time is $\tau_D \approx 6$ µs, after which the error drops further due to time averaging (Fig. 2, blue). Clearly the extrinsic fluctuations in the medium itself are not limiting, as it is unlikely that a cell needs to estimate temperature to less than one part in a million. This finding agrees with the conclusions of Dusenbery, whose approach was more heuristic [13].

Of course, cells are not perfect thermometers. They detect temperature indirectly through molecular or mechanical properties [4–6]. Therefore, to investigate the intrinsic limits imposed by the detection mechanism itself, we must develop a model that accounts for the information actually available to the cell. Here we focus on the molecular mechanism of protein thermometry, in which proteins’ conformational states are temperature dependent. Protein thermometers are ubiquitous: for example, temperature-dependent oligomerization, unfolding or misfolding, and methylation of proteins drive, in various combinations, the heat shock response [1], high-temperature response [16, 19], and thermotaxis response [3, 20, 21] in bacteria. In these cases, a temperature-induced conformational change is generally followed by negative feedback [22].

For concreteness, we consider the protein TlpA in S. typhimurium, which includes these common features but is otherwise relatively simple and experimentally well characterized. A step-increase in temperature results in a sustained increase in TlpA level, suggesting that TlpA responds to absolute temperature, not temperature change [23]. TlpA forms homodimers, with the dimer favored at low temperatures and the monomer favored at high temperatures [14, 16]. The dimer binds to the promoter region of the $tlpA$ gene and inhibits its expression [15], resulting in negative feedback. TlpA is a canonical protein thermometer, and its mechanism has been used to engineer other thermal switches [24, 25].

Suppose that two TlpA molecules associate with rate $k_d$ and dissociate with rate $k_m$ [14] (Fig. 1B, yellow).
Subject to these reactions alone, the total number of TlpA units \( n = m + 2d \) is conserved, where \( m \) and \( d \) are the numbers of monomers and dimers respectively. Therefore we refer to this as the “fixed pool” (FP) model. The mean fraction \( f = m/n \) of TlpA units in the monomeric state has been measured as a function of temperature at physiological concentrations using circular dichroism spectroscopy \[10\] \[26\]. We find that the data are well described by a sigmoid \( f(T) = 1 + \exp[-4(T - T_M)/\Delta T]^{-1} \) with half-maximal temperature \( T_M = 39 \, ^\circ C \) and width \( \Delta T = 6.3 \, ^\circ C \). [18] \[the factor of 4 ensures that \( f'(T_M) = 1/\Delta T \)].

Finally, \( \text{due to the fact that dimerization further discretizes the monomers switch between the monomer and dimer states. of the binomial distribution, which arises because the numerical factor } [31]. \[Equation 3\] has an intuitive interpretation: the factor \( n f(1 - f)/2f \) in \( \sigma^2_{FP}(m) \) is the variance of the binomial distribution, which arises because the molecules switch between the monomer and dimer states. The additional factor \( 2f(2 - f) \) is an increase in the noise due to the fact that dimerization further discretizes the monomer number beyond that of a pure binomial process, as the monomer number can only change by two \[32\]. Finally, \( k_d \mu^{-1} \), which sets \( \tau_d \), is the timescale for a monomer to form a dimer with any other monomer. As in \[Eq. 2\], the variance in the long-time limit of \[Eq. 3\] is reduced by the number \( \tau/\tau_d \) of independent measurements made.

When \( T = T_M \), we have \( f = 1/2 \) and \( f' = 1/\Delta T \), and the instantaneous error in \[Eq. 3\] reduces to \( \sigma(\bar{T})/\Delta T = 1/\sqrt{3 \mu} \). We see that the error decreases with the square root of the number of TlpA molecules \( n \), as expected for counting noise. From the experimentally estimated number of TlpA dimers per cell \[16\], we infer \( n \approx 1700 \) \[33\], and therefore an instantaneous error of \( \sigma(\bar{T})/\Delta T = 1.4\% \) (Fig. 2, yellow). To see how sensing improves with time integration, we need to estimate the dimerization rate \( k_d \). We are unaware of an experimental estimate for the dimerization rate of TlpA. However, TlpA is a coiled-coil, and the dimerization rate of engineered coiled-coils has been measured at \( k_d V = 4 \times 10^6 \, (\text{M} \cdot \text{s})^{-1} \) \[34\]. Given the bacterial volume of \( V = 1 \, \mu\text{m}^3 \) \[35\], this results in an autocorrelation time of \( \tau_d = 0.3 \, \text{s} \) at \( f = 1/2 \), beyond which the error falls off \[36\]. The intrinsic noise from molecular detection (Fig. 2, yellow) clearly dominates over the extrinsic noise from temperature fluctuations in the medium (Fig. 2, blue).

The fixed pool model is unrealistic because in cells the protein number is not actually fixed. Instead, proteins are produced via gene expression and lost by active degradation or dilution from cell division. As we are not aware of evidence that TlpA is actively degraded, we consider dilution here. Specifically, we introduce a production rate \( k^+ \) for the monomer and a dilution rate \( k^- \) for both the monomer and dimer. We call this the “production-dilution” model (Fig. 1B, red). \[Experiments \[16\] \[27\] suggest that neither \( k^+ \) nor \( k^- \) is strongly temperature dependent \[18\], and therefore we assume that the dominant temperature dependence is via \( f \). Because cell division is much slower than monomer binding \[38\], we consider the limit \( k^- \ll k_d \mu \).

Using the same stochastic techniques as above, we find \[18\] that the mean and variance of the monomer number become \( m = k^+ f/k^- \) and

\[
\sigma^2(m) = \sigma^2_{FP}(m) + \frac{f^2 \sigma^2(n)}{(2 - f)^2},
\]

where \( \sigma^2(n) = (7 - 3f)k^+/(4k^-) \) is the variance of the (now fluctuating) pool size \( n = m + 2d \), and \( \sigma^2_{FP}(m) \) as given beneath \[Eq. 3\] is here written in terms of the mean pool size \( \bar{n} = m/f \). The second term in \[Eq. 4\] is always positive, showing that pool fluctuations due to protein turnover increase the noise, as expected. Indeed, using \( f = 1/2 \) and \( k^+ / k^- \) inferred from the experimental dimer number \[33\], we see that the instantaneous error (Fig. 2, red) is increased from that of the FP model (Fig. 2, yellow). The full \( \tau\)-dependent expression for \( \sigma(\bar{T})/\Delta T \) is calculated \[36\] using \( k^- = \ln(2)/\tau_{1/2} \approx 2 \, \text{hr}^{-1} \) from cell division \[39\], and we see that the relative error has two clear bends at the dimerization and dilution timescales \( \tau_d \) and \( \tau_{1/2} \) respectively (Fig. 2, red).

Thus far we have not yet accounted for the fact that TlpA exhibits negative feedback: the TlpA dimer binds to the promoter region of the tlpA gene and inhibits its expression \[15\]. To incorporate this autorepression, we replace the monomer production rate \( k^+ \) with the function \( k^+/(1 + \alpha d) \). We call this the “production-dilution with feedback” (PDF) model (Fig. 1B, purple). The parameter \( \alpha \) describes the autorepression strength, and its inverse sets where half-maximal expression occurs. \[Experiments \[16\] suggest that \( \alpha \) is not strongly temperature dependent \[18\], and therefore we continue to assume that
the dominant temperature dependence is via $f$. With autorepression, we find [18] that the mean monomer number becomes

$$m = \frac{f}{\alpha(1-f)} \left[ \sqrt{1 + \frac{2\alpha k^+(1-f)}{k^-}} - 1 \right], \quad (5)$$

and the variance obeys Eq. [4] with $\sigma^2(n)$ acquiring an $\alpha$ dependence (see [18]). We have checked [18] that Eqs. 4 and 5 agree with stochastic simulations [40]. Both Eq. 4 and Eq. 5 decrease monotonically with $\alpha$, showing that autorepression reduces both the monomer number variance and its mean. The latter effect dominates, such that relative fluctuations $\sigma(m)/m$ increase with autorepression strength [11].

The increase in relative fluctuations with autorepression is offset by an increase in temperature sensitivity. To see this, we recognize that the instantaneous relative error can be written $\sigma(T)/\Delta T = [\sigma(m)/m] / [\overline{d m}/dT(\Delta T/m)]$, again by error propagation. The first term in brackets is the relative fluctuations while the second term is the sensitivity: the derivative $\overline{d m}/dT$ scaled by the characteristic quantities $\overline{m}$ and $\Delta T$. Differentiating Eq. [4] the sensitivity evaluates to

$$\frac{d m}{dT} \frac{\Delta T}{\overline{m}} = f^* \Delta T \left[ \frac{1}{f} - 1 - \frac{1}{2} \frac{1}{\sqrt{1 + 2\alpha k^+(1-f)/k^-}} \right]. \quad (6)$$

Equation [6] is an increasing function of $\alpha$, showing that autorepression increases the sensitivity. This result is consistent with the fact that mutations that target the autorepression result in a weakened dependence of monomer number on temperature [16].

The tradeoff between increasing relative fluctuations and increasing sensitivity leads to an optimal autorepression strength $\alpha^* = 1.75k^-/k^+$ that minimizes the error in instantaneous temperature sensing $\sigma(T)/\Delta T$ at $T = T_M$ [18]. Using this value, $f = 1/2$, $k^- = 2 \text{hr}^{-1}$, and $k^+ / k^-$ inferred from the experimental dimer number [33], we see that the error (Fig. 2, purple solid) [30] is reduced from the case without feedback (Fig. 2, red).

Finally, we account for a ubiquitous source of additional noise in bacterial gene expression, namely bursts. Bursts of protein production can occur at the transcriptional level, due to binding and unbinding at the promoter region [12], and at the translational level, due to multiple proteins being produced from a single transcript [43]. In our case the promoter binding timescale is sufficiently fast compared to the protein production timescale that transcriptional bursting can be neglected [18] [41] [45], and therefore we focus on translational bursts. Specifically, we perform stochastic simulations [10] of the PDF model in which each production event generates $b$ TlpA proteins instead of one, where $b$ is geometrically distributed with mean $\overline{b}$ [43], and we take $k^+ \rightarrow k^+ / \overline{b}$ to leave the mean monomer number $\overline{m}$ unchanged. We see in Fig. 2 that the temperature estimation error increases with mean burst size $\overline{b}$, as expected (purple dashed).

Our results provide a quantitative prediction for the precision with which a cell can estimate temperature using a protein thermometer. A temperature-sensitive behavioral response is likely to occur on a timescale slower than monomer binding $\tau_d$ but faster than cell division $\tau_1/2$. Fig. 2 shows that the estimation error is relatively insensitive to the integration time in this range. In particular, for a typical bacterial protein burst size of $\overline{b} = 5 - 10$ molecules [43], we predict that the cell can estimate temperature to within 2% (Fig. 2, gray box).

How does the predicted bound of 2% precision compare to observed thermosensing thresholds in experimental systems? The transcriptional activity of TlpA has been measured in vivo [10] using a Miller assay with a LacZ reporter [46] [47]. Miller units are proportional to the number of TlpA production events and therefore include time integration while excluding noise downstream of TlpA. Measurements at temperatures $T_1$ and $T_2$ below and above the transition temperature, respectively, provide an estimate of the thermosensing error $\sigma(T)/\Delta T$, where $\Delta T = T_2 - T_1$, and $\sigma(T)$ is evaluated from the measured uncertainties using linear error propagation (see [18] for details). Using this procedure, we find $\sigma(T)/\Delta T = 24\%$. This value is larger than 2%, indicating that this protein thermometer obeys the predicted bound. In fact, modeling the LacZ reporter explicitly, the predicted bound becomes 20–30% due to the additional reporter noise [18], which is consistent with the experimental observation of 24%.

The excellent agreement between the predicted bound and the experimental observation may be partly fortuitous. First, the data may include purely experimental sources of error associated with the Miller assay, which would increase the observed error. Second, the Miller assay is a population measurement, which would decrease the observed error: it reports $[\sigma(T)/\Delta T] / \sqrt{N}$, where $N$ is the number of independently responding units within the population of $N_{\text{cells}}$, and the degree to which cells respond in a correlated ($N \rightarrow 1$) or uncorrelated ($N \rightarrow N_{\text{cells}}$) manner is unclear. Third, the population likely includes natural cell-to-cell variability [48], which would increase the observed error. These unknowns underscore the need for measurements of temperature sensitivity at the single-cell level. We are not aware of any such measurement for a protein thermometer.

Molecular thermometers drive a variety of cell behaviors, and it is natural to ask how our work could be extended. Many thermosensors, including TlpA, are speculated to cause threshold-like responses, where the cell cares only if the temperature is above a particular threshold, not the value of the temperature itself. For this task, decision theory or optimal stopping [49] [51] may be more appropriate than the time-integrated statistics we inves-
tigate here. Furthermore, many thermosensors are used for thermotaxis, the motion of a cell toward an optimal temperature. Here the sensory network is more complicated [20, 21] and the task is also different: the cell cares about the value of both the temperature and its spatial gradient. It would be interesting to integrate our findings into a model of thermotaxis to investigate the physical limits to the precision of that behavior.

Guided by a canonical protein thermometer, we have derived the physical limits to the precision of cellular temperature sensing. Unlike for many other types of cell sensing, the precision of temperature sensing is evidently not limited by the extrinsic noise inherent to the environmental signal itself. Instead, the precision is limited by the biochemical details of the molecular thermometer inside the cell. Specifically, the relative error falls off with the square root of the number of molecules and the number of correlation times, as expected for systems dominated by biochemical noise. Developing a model based on the experimental features and measured parameters of the TlpA protein, we predict a sensitivity threshold of 2%, which we find is consistent with the observed thermosensing threshold in bacteria. Our work advances the understanding of cell sensing and lays the groundwork for further exploration of temperature-sensitive cell behavior.
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SUPPLEMENTAL MATERIAL

DERIVATION OF EQ. 2 OF THE MAIN TEXT

Fox (Ref. [17] of the main text) considered local fluctuations in the temperature \( T(x, t) \) of a homogeneous medium near equilibrium with a uniform, time-independent mean

\[
\langle T(\vec{x}, t) \rangle = T. \tag{7}
\]

This was done in the context of linear, irreversible thermodynamics, and the correlation function for fluctuations in this regime is (Eq. 1 of the main text)

\[
\langle \Delta T(\vec{x}, t) \Delta T(\vec{y}, t') \rangle = k_B T^2 \rho c_s \left( \frac{k_B T^2}{4 \pi K} \right)^{3/2} \exp \left[ -\rho c_s |\vec{x} - \vec{y}|^2 \right], \tag{8}
\]

where \( k_B \) is Boltzmann constant, \( \rho \) is the mass density of the medium, \( c_s \) is the specific heat, and \( K \) is the thermal conductivity. We generalize the perfect instrument of Berg and Purcell to sense temperature as follows. We assume that the detector is a completely permeable sphere of radius \( a \) that can record the fluctuating temperature at each point within its volume at each instant. It then performs an average over its volume and some time interval of length \( \tau \), yielding the estimate

\[
\hat{T} = V^{-1} \int_V d^3 \vec{x} \int_0^\tau T(\vec{x}, t) dt. \tag{9}
\]

Since it is linear in the temperature, we note that

\[
\langle \hat{T} \rangle = T. \tag{10}
\]

The fluctuations are given by the double integral of the correlation function in space and time

\[
\sigma^2(\hat{T}) = V^{-2} \tau^{-2} \int_V d^3 \vec{x} d^3 \vec{y} \int_0^\tau \langle \Delta T(\vec{x}, t) \Delta T(\vec{y}, t') \rangle dt dt'. \tag{11}
\]

Short-Time Limit

In the short-time limit, \( \tau \to 0 \), the average is purely spatial

\[
\hat{T} \sim V^{-1} \int_V T(\vec{x}, t) d^3 \vec{x} \tag{12}
\]

and the correlation function is a delta function

\[
\langle \Delta T(\vec{x}, t) \Delta T(\vec{y}, t) \rangle = \frac{k_B T^2}{\rho c_s} \delta(\vec{x} - \vec{y}). \tag{13}
\]

With this, the variance in our estimator is

\[
\sigma^2(\hat{T}) \sim \frac{k_B T^2}{\rho c_s V^2} \int_V \delta(\vec{x} - \vec{y}) d^3 \vec{x} d^3 \vec{y} = \frac{3 k_B T^2}{4 \pi \rho c_s a^3}. \tag{14}
\]

The noise-to-signal ratio is

\[
\frac{\sigma(\hat{T})}{\bar{T}} \sim \sqrt{\frac{3 k_B}{4 \pi \rho c_s a^3}}, \tag{15}
\]

as in Eq. 2 of the main text (top case).
Long-Time Limit

We will start by performing the time integrals first. We perform a change of variables from \((t,t')\) to \((\Delta, t')\), with \(\Delta = t - t'\), and switch the order of integration so that we integrate over \(t'\) first. We can do the time integrals analytically, which yields

\[
\sigma^2(\hat{T}) = \frac{k_B T^2}{V^2} \int_V \left[ -\frac{e^{-c_s \rho ||\vec{x} - \vec{y}||^2 / 4K\tau} \sqrt{pc_s}}{2(\pi K\tau)^{3/2}} + \frac{(c_s \rho ||\vec{x} - \vec{y}||^2 + 2K\tau)}{4\pi K^2 ||\vec{x} - \vec{y}||^2} \text{erfc}\left(\frac{||\vec{x} - \vec{y}|| \sqrt{pc_s}}{4K\tau}\right) \right] d^3\vec{x} d^3\vec{y}. \tag{16}
\]

In the long-time limit, the term that goes as \(\tau^{-1}\) decays the slowest and dominates the expression. We may also set the complementary error function to one, as the argument is small. This simplifies the expression to

\[
\sigma^2(\hat{T}) \sim \frac{k_B T^2}{2\pi K\tau V^2} \int_V d^3\vec{x} d^3\vec{y}. \tag{17}
\]

One can evaluate this integral by expanding it in terms of spherical harmonics or recognizing that it is related to the volume averaged potential inside of a uniformly charged sphere. Either way, the integral comes out to

\[
V^{-2} \int_V d^3\vec{x} d^3\vec{y} = \frac{6}{5a}. \tag{18}
\]

Putting everything together, we find

\[
\frac{\sigma(\hat{T})}{\hat{T}} \sim \sqrt{\frac{3k_B}{5\pi K a \tau}}, \tag{19}
\]

as in Eq. 2 of the main text (bottom case).

FIT TO THE CIRCULAR DICHRORISM DATA

In their experiment, Hurme et al. used circular dichroism to infer the fraction of TlpA units in the monomeric state as a function of temperature \textit{in vitro} (Ref. [16] of the main text). The resulting curves are dependent on the supplied concentration of subunits, and they considered two concentrations: 0.12 \(\mu\)M and 3.61 \(\mu\)M. From a blotting analysis, they estimated the \textit{in vivo} concentration as 0.36 \(\mu\)M at 28 °C and 0.6 \(\mu\)M at 37 °C. Both of these are closer to the 0.12 \(\mu\)M value used \textit{in vitro}, so we use this case. We fit the fraction of TlpA units in the monomeric state as a function of temperature with a sigmoid

\[
f(T) = \frac{1}{1 + \exp(-4(T - T_M)/\Delta T)} \tag{20}
\]

using the method of least squares to determine the parameters. We find \(T_M = 39 \, \text{°C}\) and \(\Delta T = 6.3 \, \text{°C}\). The fit is shown in Fig. 3.

DERIVATION OF Eqs. 3-5 OF THE MAIN TEXT

Properties of the Ornstein-Uhlenbeck Process

The Ornstein-Uhlenbeck process is important because it appears as the linearization of any Markovian chemical master equation. The stochastic differential equation takes the form

\[
d\vec{X}_t = J(\vec{X}_t - \vec{\mu})dt + d\vec{N}_t, \tag{21}
\]

where \(\vec{X}_t\) is \(n\) dimensional, the Jacobian matrix \(J\) and the mean \(\vec{\mu}\) are constant in time, and \(\vec{N}_t\) is a vector of \(n\) correlated and scaled Wiener processes where the mean is zero and the covariances are given by

\[
\langle \vec{N}_t \vec{N}_s^T \rangle = \min(s,t)\Sigma, \tag{22}
\]
for $\Sigma$ symmetric and positive-definite. The general solution is

$$\vec{X}_t = \vec{\mu} + e^{\mathcal{J}t}(\vec{X}_0 - \vec{\mu}) + \int_0^t e^{\mathcal{J}(t-s)}d\vec{N}_s.$$  \hspace{1cm} (23)

The steady state mean is $\vec{\mu}$, and the steady state covariance matrix is computed through

$$C = \lim_{t \to \infty} \left\langle (\vec{X}_t - \vec{\mu})(\vec{X}_t - \vec{\mu})^T \right\rangle.$$  \hspace{1cm} (24)

In order for this limit to exist, $\mathcal{J}$ must have eigenvalues with negative real parts, and we assume this to be the case, as this also implies that the deterministic system is stable. The Itô isometry (Ref. [30] of the main text) can be used to simplify this to an integral

$$C = \int_0^\infty e^{\mathcal{J}t} \Sigma e^{\mathcal{J}^T t} dt.$$  \hspace{1cm} (25)

By using integration by parts, we find the Lyapunov equation

$$\mathcal{J} C + C \mathcal{J}^T + \Sigma = 0.$$  \hspace{1cm} (26)

This is easier to solve in practice, since it is linear in the components of $C$.

Now we compute the cross-correlation matrix. We start in steady state, so we assume that $\vec{X}_0$ is gaussian distributed with mean $\vec{\mu}$ and covariances given by the steady state covariance matrix $C$. The cross-correlation matrix is defined through

$$C(\tau) = \left\langle (\vec{X}_{t+\tau} - \vec{\mu})(\vec{X}_t - \vec{\mu})^T \right\rangle,$$  \hspace{1cm} (27)

where stationarity removes the $t$-dependence. Progress can be made by using the Itô isometry again and proceeding by cases depending on the sign of $\tau$. This yields the result

$$C(\tau) = \begin{cases} e^{\mathcal{J} \tau} C, & \tau > 0, \\ C e^{-\mathcal{J}^T \tau}, & \tau < 0. \end{cases}$$  \hspace{1cm} (28)

Now let’s put this all together. If $\vec{X}$ is a stationary stochastic process, the covariances of the time average $C_{TA}$ over the window $[0, \tau]$ are related to the cross-correlations $C(t)$ via

$$C_{TA}(\tau) = \tau^{-2} \int_0^\tau \int_0^\tau C(t-t') dt dt'.$$  \hspace{1cm} (29)

FIG. 3: Fraction of TlpA units in the monomer state as a function of temperature. The black dots are the experimental data (open circles in Fig. 5C of Ref. [16] of the main text), while the blue line is the sigmoidal fit (Eq. 20) with half-maximal temperature $T_M = 39$ °C and width $\Delta T = 6.3$ °C.
As before, we change to the pair of variables \((\Delta, t')\), with \(\Delta = t - t'\), and switch the order of integration so that \(t'\) is integrated first. This leads to

\[
C_{\text{TA}}(\tau) = \tau^{-2} \left[ \int_{0}^{\tau} (\tau - \Delta)C(\Delta)d\Delta + \int_{-\tau}^{0} (\tau + \Delta)C(\Delta)d\Delta \right].
\]  

(30)

Using the specific form of our cross-correlation matrix and integrating by parts gives

\[
C_{\text{TA}}(\tau) = \tau^{-2} \left[ -\tau J^{-1}C + J^{-2} [e^{J\tau} - I] C - \tau C(JT)^{-1} + C(JT)^{-2} \left[ e^{JT\tau} - I \right] \right],
\]  

(31)

the inverse of \(J\) exists since the eigenvalues have negative real parts and we have used the shorthand \(J^{-2} = (J^{-1})^2\). We can simplify things a bit further by using Eq. 26 to yield

\[
C_{\text{TA}}(\tau) = \tau^{-2} \left[ \tau J^{-1}\Sigma(JT)^{-1} + J^{-2} \left[ e^{J\tau} - I \right] C + C(JT)^{-2} \left[ e^{JT\tau} - I \right] \right].
\]  

(32)

The first term is what we would find in the zero-frequency limit of the power spectrum.

**General Setting for the Biochemical Models**

In our model, we have a monomer that can reversibly form a dimer. The monomer is actively produced, but the dimer represses the production of the monomer, and both are lost via dilution, leading to the reactions

\[
2 M \xrightleftharpoons[k_d]{k_m} D, \quad M \xrightarrow[k^-]{g(d_t)} \emptyset, \quad D \xrightarrow[k^-]{g(d_t)} \emptyset,
\]  

(33)

One can write the Kramers-Moyal expansion for the stochastic reactions. Doing so out to second-order derivatives yields a Fokker-Planck equation, which corresponds to the following stochastic differential equations

\[
\frac{dd_t}{dt} = [k_d m_t^2 - (k_m + k^-)d_t]dt + \sqrt{k_d m_t^2 + k_m d_t}dW_t^{(1)} + \sqrt{k^- d_t}dW_t^{(2)},
\]

\[
\frac{dm_t}{dt} = \left[ \frac{k^+}{1 + \alpha d_t} + 2k_md_t - k^-m_t - 2k^+_m m_t^2 \right]dt - 2 \sqrt{k_d m_t^2 + k_m d_t}dW_t^{(1)} + \sqrt{\frac{k^+}{1 + \alpha d_t} + k^-}m_t dW_t^{(3)},
\]  

(34)

where \(W_t^{(1)}, W_t^{(2)}, W_t^{(3)}\) are standard, independent Wiener processes with variance \(t\).

From the deterministic equations, it is easy to see that there is a unique positive steady state. The fraction of TlpA molecules in the monomer state

\[
f = \frac{\bar{m}}{\bar{m} + 2\bar{d}},
\]  

(35)

has been well characterized experimentally, where the bars denote the deterministic steady state or mean values. We can use this to solve for the dimer number in terms of the monomer number and fraction

\[
\bar{d} = \frac{\bar{m}}{2} \left( \frac{1 - f}{f} \right).
\]  

(36)

Using the steady state condition from the dimer’s equation of motion gives

\[
k_m + k^- = \frac{\bar{m}^2}{\bar{d}}.
\]  

(37)

We can use Eq. 36 to eliminate the dimer, which gives

\[
k_m = \frac{2\bar{m}f k_d}{1 - f} - k^-.
\]  

(38)

We will make this substitution when solving the rate equations for \(\bar{m}\).
Derivation of Eq. 3 (Fixed Pool)

For the fixed pool, we take $k^+$ and $k^-$ to zero. This makes $m_t + 2d_t = n$ a conserved quantity that we call the pool size. We can eliminate the dimer from the dynamics

$$dm_t = [k_m(n - m_t) - 2k_dm_t^2]dt - 2\sqrt{k_dm_t^2 + k_m \frac{n - m_t}{2}} dW_t^{(1)}. \quad (39)$$

We start by finding the steady state mean. We do so by identifying the $m$ value that causes the deterministic term to vanish. Using Eq. 38 this gives $\bar{m} = nf$, as expected. To convert noise in molecules to noise in a temperature estimate, we also need a linearization factor $d\bar{m}/dT$, which is just $nf'$.

Now we will linearize the system to find the fluctuations. In doing so, we will also confirm that the fixed point is linearly stable. Letting $\delta m_t = m_t - \bar{m}$ and expanding the equation to first-order in $\delta m$ in the deterministic term and zeroth-order in the noise term, we find

$$d(\delta m_t) = -2k_dnf \frac{(2 - f)}{1 - f} \delta m_t dt - 2\sqrt{2k_df^2n^2}dW_t^{(1)} \quad (40)$$

The coefficient of the linearized deterministic term is negative, so the fixed point is deterministically stable. We see that the Jacobian and noise covariance matrix are

$$\mathcal{J} = -2k_dnf \frac{(2 - f)}{1 - f}, \quad \Sigma = 8k_df^2n^2. \quad (41)$$

With these, we can find the variance in the time average or the maximum likelihood estimate of the mean, as the Lyapunov equation is trivial to solve for scalars. The steady state variance may be computed from Eq. 26

$$\sigma^2(m) = \frac{2(1 - f)fn}{2 - f}. \quad (42)$$

The variance in the time averaged monomer number may be computed from Eq. 32 by using $C = \sigma^2(m)$ and the expressions for $\mathcal{J}$ and $\Sigma$ in Eq. 41. From Eq. 28 we see that the correlation timescale is $\tau_d = -1/\mathcal{J}$. This completes the derivation of Eq. 3 of the main text.

Derivation of Eqs. 4 and 5 (Production-Dilution, without and with Feedback)

Deterministic Analysis

The deterministic equations for the system are

$$\dot{d} = k_dm^2 - (k_m + k^-)d,$$

$$\dot{m} = \frac{k^+}{1 + \alpha d} + 2k_md - k^-m - 2kd^2 \quad (43)$$

The mean dimer number can be found from its equation of motion: $\bar{d} = k_d\bar{m}^2/(k_m + k^-)$. Using the dimer steady state equation and Eq. 36, we find that the monomer steady state value satisfies

$$0 = \frac{k^+}{1 + \alpha\bar{m}(1 - f)/(2f)} - \frac{k^-\bar{m}}{f} \quad (44)$$

The production term decreases from $k^+$ to 0 monotonically for $\bar{m} > 0$, while the loss term increases monotonically from 0 to infinity, so there is exactly one stable, positive fixed point. We find that the positive root is

$$\bar{m} = \frac{f}{\alpha(1 - f)} \left[\sqrt{1 + \frac{2(1 - f)\alpha k^+}{k^-}} - 1\right], \quad (45)$$
as in Eq. 5 of the main text. It will be helpful to compute the mean monomer number in the absence of autorepression. This is done by taking $\alpha \to 0$, where we find
\[
m_0 := \lim_{\alpha \to 0} \bar{m} = \frac{f k^+}{k^-}.
\]  
\(\text{Eq. 46}\)

as given above Eq. 4 of the main text. We can treat $m_0$ as a free parameter and solve for $f$ in terms of $\alpha$, $m_0$, and $\bar{m}$
\[
f = \frac{\bar{m}^2}{\bar{m}^2 + 2\alpha^{-1}(m_0 - \bar{m})}.
\]  
\(\text{Eq. 47}\)

This will be useful in simplifying expressions later on.

We show that the fixed point is stable. The Jacobian at the fixed point is
\[
J = \begin{bmatrix}
-k_m - k^- & 2k_d \bar{m} \\
2k_m - \frac{\alpha k^+}{(1 + \alpha \bar{d})^2} & -k^- - 4k_d \bar{m}
\end{bmatrix}.
\]  
\(\text{Eq. 48}\)

The eigenvalues of this matrix both have negative real parts if the trace is negative and the determinant is positive. Since $\bar{m} > 0$, it is trivial to see that this has a negative trace. Using Eqs. [46] and [48], it follows that the determinant is positive, so we conclude that this fixed point is stable.

### Stochastic Analysis

Linearizing the noise term, we can read off the form of $\tilde{N}_t$
\[
\begin{bmatrix}
\tilde{N}_{t(1)} \\
\tilde{N}_{t(2)}
\end{bmatrix} = \begin{bmatrix}
\sqrt{k_d \bar{m}^2 + k_m d W_t^{(1)}} + \sqrt{k^- d W_t^{(2)}} \\
-2 \sqrt{k_d \bar{m}^2 + k_m d W_t^{(1)}} + \sqrt{k^+ \bar{m}^2 + k^- \bar{m} W_t^{(3)}}
\end{bmatrix}.
\]  
\(\text{Eq. 49}\)

We just need to identify the matrix $\Sigma$, which may be readily computed from the previous expression and simplified using the steady state equations and the expression for dimer from Eq. [36]
\[
\Sigma = \begin{bmatrix}
k_d \bar{m}^2 + k_m d + k^- d & -2 (k_d \bar{m}^2 + k_m d) \\
-2 (k_d \bar{m}^2 + k_m d) & 4 (k_d \bar{m}^2 + k_m d) + \frac{k^+}{1 + \alpha \bar{d}} + k^- \bar{m}
\end{bmatrix}
\begin{bmatrix}
2k_d \bar{m}^2 - k^- \bar{m} (1 - f) \\
-2 \left(2k_d \bar{m}^2 - k^- \bar{m} (1 - f)\right)
\end{bmatrix}.
\]  
\(\text{Eq. 50}\)

With this, our system of SDEs is in the canonical form for an OU process. The covariance matrix may be determined from Eq. [26]. Using Eq. [47] to eliminate the fraction, we find that,
\[
C_{1,1} = \frac{(\bar{m} - m_0) k_d (-2\alpha \bar{m}^4 (\alpha \bar{m} - 2) + m_0 \bar{m}^2 (\alpha \bar{m} (3\alpha \bar{m} - 16) + 14) + 4m_0^2 \bar{m} (3\alpha \bar{m} - 7) + 14m_0)}{\alpha (2\bar{m}^2 (\alpha \bar{m} - 2) - 3m_0 \bar{m} (\alpha \bar{m} - 4) - 8m_0^2) (\bar{m} k_d (\bar{m} (\alpha \bar{m} - 4) + 4m_0) + k^- (m_0 - \bar{m}))} \\
- \frac{k^- m_0 (\bar{m} - m_0)^2 (\bar{m} (\alpha \bar{m} - 4) + 4m_0)}{(\bar{m} (\alpha \bar{m} - 2) - 3m_0 \bar{m} (\alpha \bar{m} - 4) - 8m_0^2) (\bar{m} k_d (\bar{m} (\alpha \bar{m} - 4) + 4m_0) + k^- (m_0 - \bar{m}))},
\]  
\(C_{1,2} = C_{2,1} = \frac{1}{2} \frac{2 \alpha m_0 \bar{m} (2 \alpha \bar{m} - 47) + 128 + m_0^2 \bar{m} (31 \alpha \bar{m} - 160) + 64m_0^3}{2m_0 \bar{m}}
\]  
\(\text{Eq. 51}\)

\[
C_{2,2} = -\frac{k^- m_0 (\bar{m} - m_0) k_d (16 \bar{m}^3 (\alpha \bar{m} - 2) + m_0 \bar{m}^2 (2 \alpha m_0 - 47) + 128) + m_0^2 \bar{m} (31 \alpha \bar{m} - 160) + 64m_0^3}{2 \bar{m}^2 (\alpha \bar{m} - 2) - 3m_0 \bar{m} (\alpha \bar{m} - 4) - 8m_0^2} \left(\begin{array}{c}
k_d (\bar{m} (\alpha \bar{m} - 4) + 4m_0) + k^- (m_0 - \bar{m}) \\
-k^- (m_0 - \bar{m})
\end{array}\right)
\]  
\[+ \frac{k^- m_0 (\bar{m} - m_0) (\alpha \bar{m} (\alpha \bar{m} - 2) + m_0 (10 - \alpha \bar{m}) + m_0)}{\alpha \bar{m} (2m_0 \bar{m} (\alpha \bar{m} - 4) - 8m_0^2) (\bar{m} k_d (\bar{m} (\alpha \bar{m} - 4) + 4m_0) + k^- (m_0 - \bar{m}))}
\]  
\[+ \frac{k^- m_0 (\bar{m} - m_0) (\alpha \bar{m} (18 \alpha \bar{m} - 59) - 16) + m_0 \bar{m} (29 \alpha \bar{m} + 20) - 8m_0^2}{2 \alpha \bar{m} (2 \alpha \bar{m} - 2) + 3m_0 \bar{m} (\alpha \bar{m} - 4) + 8m_0^2} \left(\begin{array}{c}
k_d (\bar{m} (\alpha \bar{m} - 4) + 4m_0) + k^- (m_0 - \bar{m}) \\
k^- (m_0 - \bar{m})
\end{array}\right).\]
As before, the variance in the time averaged monomer number may be computed from Eq. 32 by using this covariance matrix with the expressions for $\mathcal{J}$ and $\Sigma$ in Eqs. 48 and 50 respectively. The variance in the pool size may be computed from these results according to

$$\sigma^2(n) = \text{cov}(2d + m, 2d + m) = 4C_{1,1} + 4C_{1,2} + C_{2,2},$$

where “$\text{cov}$” denotes the covariance.

We now describe how to arrive at Eq. 4 of the main text. In the limit that protein loss is much slower than dimerization $k^- \ll k_d \overline{m}$, we find that the variance $\sigma^2(m) = C_{2,2}$ and $\sigma^2(n)$ simplify to

$$\sigma^2_{\text{PD}}(m) = -\frac{2\alpha^2 m_0 \overline{m}^5 + \alpha (16\overline{m} - 31m_0) (\overline{m} - m_0) \overline{m}^3 - 32 (\overline{m} - 2m_0) (\overline{m} - m_0)^2 \overline{m}}{2 (\alpha \overline{m}^2 (2\overline{m} - 3m_0) - 4 (\overline{m} - 2m_0) (\overline{m} - m_0)) (\overline{m} (\alpha \overline{m} - 4) + 4m_0)},$$

$$\sigma^2_{\text{PD}}(n) = -\frac{m_0 (\alpha \overline{m} - 4) + 4m_0) (\overline{m} (2\alpha \overline{m} - 7) + 7m_0)}{2\alpha \overline{m} (\alpha \overline{m}^2 (2\overline{m} - 3m_0) - 4 (\overline{m} - 2m_0) (\overline{m} - m_0))}.$$  

In the limit of no feedback, $\alpha \to 0$, the expressions simplify further to

$$\sigma^2_{\text{PD}}(m) = \frac{f (5f^2 - 17f + 16) k^+}{4(f - 2)^2 k^-}, \quad \sigma^2_{\text{PD}}(n) = \frac{(7 - 3f) k^+}{4k^-}.$$  

We compute $\sigma^2_{\text{PD}}(m)$ according to Eq. 42 but take $n = \overline{m}/f$, where the expression for $\overline{m}$ is taken from Eq. 45. Eq. 4 in the main text may be verified by computing $(\sigma^2_{\text{PD}/\text{PD}}(m) - \sigma^2_{\text{PD}}(m))/\sigma^2_{\text{PD}/\text{PD}}(n)$, which simplifies to $f/(2 - f)^2$ for both nonzero $\alpha$ (PDF) and zero $\alpha$ (PD).

### Optimal Autorepression

The autorepression strength $\alpha$ has competing effects such that there is an optimal strength that minimizes the relative error. When the timescale separation is large, $k^- \ll k_d \overline{m}$, we find that the relative error $\sigma(m)/|d\overline{m}/dT| = C_{2,2}^{1/2}/|d\overline{m}/dT|$ only depends on $\alpha$, $f$, and the ratio $k^+/k^-$. To find the optimal $\alpha$, we set $f = 1/2$, find where the derivative of the relative error with respect to $\alpha$ vanishes, and check that the second derivative with respect to $\alpha$ at that point is positive. There is exactly one positive $\alpha$ value where the derivative vanishes, and it occurs at

$$\alpha = \alpha^* = \frac{1.75}{k^+/k^-},$$

as stated in the main text. The second derivative at this point is $0.0105 \times (k^+/k^-)^{3/2}$, so this is a local minimum. We find that the relative error is $O(\alpha^{1/4})$ as $\alpha \to \infty$ in both cases, so this is the global minimum. Using the ratio $k^+/k^- = 2521$ estimated from experiments, this leads to $\alpha^* = 6.9 \times 10^{-4}$.

### MONOMER READOUT VS. DIMER READOUT

Here we compare the temperature estimation error inferred from the monomer number (as in the main text) and from the dimer number. We see in Fig. 4 that qualitatively the error has a similar dependence on the integration time in the two cases, and quantitatively the two only differ by a factor of order unity (ranging from approximately two to three depending on the integration time).

### MAXIMUM LIKELIHOOD ESTIMATION

#### Trajectory Probability

We want to incorporate all of the available information to derive the limits to cellular performance. This requires the probability of observing a specified trajectory. Suppose that we have a stochastic differential equation with additive noise

$$d\tilde{X}_t = \tilde{F}(\tilde{X}_t, t)dt + d\tilde{N}_t,$$  

(56)
where $\vec{X}_t$ is $n$-dimensional, and $\vec{N}$ is an $n$-dimensional scaled Wiener process where the mean is zero and the covariances are given by

$$\langle \vec{N}_s \vec{N}_t^T \rangle = \min(s, t)\Sigma,$$  \hspace{1cm} (57)

for $\Sigma$ symmetric and positive definite. We define the current at time $t$ to be

$$\vec{J}(\vec{X}_t, t) = \vec{F}(\vec{X}_t, t) dt + d\vec{N}_t.$$  \hspace{1cm} (58)

We can formally write the probability density of observing a trajectory by discretely sampling it at $M$ points in time separated by time $\Delta t$ and computing

$$P(\{\vec{X}_t\}_{t>0}|\vec{X}_0) = \lim_{M\to\infty} \left( \prod_{j=1}^M \delta(\vec{X}_j - \vec{X}_{j-1} - \vec{J}_{j-1}) \right)_j,$$  \hspace{1cm} (59)

where we used the Itô discretization, take $\Delta t \to 0$ such that $M\Delta t = \tau$ is constant, and use a subscript $j$ to indicate evaluation at $j\Delta t$ and $\vec{X}_j\Delta t$. Since we specify the trajectory we are interested in, $\vec{J}_j$ is a gaussian random variable that is linearly related to the scaled Wiener processes via

$$\Delta \vec{N}_j = \vec{J}_j - \vec{F}_j \Delta t.$$  \hspace{1cm} (60)

The increments of the Wiener process at different times are independent, while at the same time their covariance is

$$\langle \Delta \vec{N}_j \Delta \vec{N}_j^T \rangle = (\Delta t)\Sigma.$$  \hspace{1cm} (61)

It follows that the jump distribution at one instant is

$$P(\vec{J}_j) = P(\Delta \vec{N}_j) \left| \det \left( \frac{\partial (\Delta \vec{N}_j)}{\partial \vec{J}_j} \right) \right| = \frac{\exp \left( -\frac{1}{2\Delta t} \langle \vec{J}_j - \vec{F}_j \Delta t, \Sigma^{-1}(\vec{J}_j - \vec{F}_j \Delta t) \rangle \right)}{\sqrt{(2\pi)^n \det(\Sigma)}}.$$  \hspace{1cm} (62)

Since the process is Markovian, we may evaluate the average of the product of deltas term-by-term

$$P(\{\vec{X}_t\}_{t>0}|\vec{X}_0) = \lim_{M\to\infty} \prod_{j=1}^M \langle \delta(\vec{X}_j - \vec{X}_{j-1} - \vec{J}_{j-1}) \rangle_j.$$  \hspace{1cm} (63)
Using the delta functions leads to the result

\[ P(\{\vec{X}_t\}_{t>0}|\vec{X}_0) = \lim_{M \to \infty} \prod_{j=1}^{M} \frac{\exp \left( -\frac{1}{2\Delta t} (\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t, \Sigma^{-1}(\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t)) \right)}{\sqrt{(2\pi)^n \det(\Sigma)}}. \] (64)

This is the well-known Onsager-Machlup functional. To get the probability of the full trajectory, we need to weight this by the probability of a given initial condition

\[ P(\vec{X}_0) \lim_{M \to \infty} \prod_{j=1}^{M} \frac{\exp \left( -\frac{1}{2\Delta t} (\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t, \Sigma^{-1}(\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t)) \right)}{\sqrt{(2\pi)^n \det(\Sigma)}}. \] (65)

**The Maximum Likelihood Estimate**

For the case of an Ornstein-Uhlenbeck process, we have

\[ \vec{F}_j = \mathcal{J}(\vec{X}_j - \bar{\mu}). \] (66)

and the steady state distribution

\[ P(\vec{X}_0) = \frac{\exp \left( -\frac{1}{2} \left( \vec{X}_0 - \bar{\mu}, \Sigma^{-1}(\vec{X}_0 - \bar{\mu}) \right) \right)}{\sqrt{(2\pi)^n \det(C)}}. \] (67)

We can re-write our functional as

\[ P(\vec{X}_{t \geq 0}) \sim \exp \left( -\frac{1}{2} \left( \vec{X}_0 - \bar{\mu}, \Sigma^{-1}(\vec{X}_0 - \bar{\mu}) \right) \right) \times \prod_{j=1}^{M} \frac{\exp \left( -\frac{1}{2\Delta t} (\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t, \Sigma^{-1}(\vec{X}_j - \vec{X}_{j-1} - \vec{F}_j \Delta t)) \right)}{\sqrt{(2\pi)^n \det(\Sigma)}}, \] (68)

where we are working with the expression at finite \( M \) and then taking the \( M \to \infty \) limit. Generally, the maximum likelihood estimate is computed via

\[ \hat{\vec{\theta}} = \arg\max_{\vec{\theta}} P(\vec{x}|\vec{\theta}), \] (69)

where \( \vec{x} \) is the data and \( \vec{\theta} \) are the parameters influencing the distribution (Ref. [27] of the main text). Since the logarithm is monotone, this maximization is often computed by taking the logarithm and differentiating. This gives

\[ \nabla_{\bar{\mu}} \log P \sim -\Sigma^{-1}(\bar{\mu} - \vec{X}_0) - \mathcal{J}^T \Sigma^{-1} \sum_{j=1}^{M} (\vec{X}_j - \vec{X}_{j-1} + \mathcal{J}(\bar{\mu} - \vec{X}_{j-1}) \Delta t). \] (70)

Let’s simplify this expression. The difference of \( X \) terms form a telescoping sum that simplifies to

\[ \sum_{j=1}^{M} (\vec{X}_j - \vec{X}_{j-1}) = \vec{X}_\tau - \vec{X}_0, \] (71)

using the fact that \( M\Delta t = \tau \). The \( \mu \) term from the dynamics simplifies

\[ \sum_{j=1}^{M} \mathcal{J} \bar{\mu} \Delta t = \mathcal{J} \bar{\mu} \tau. \] (72)

The last term from the dynamics is the definition of an Itô integral

\[ -\sum_{j=1}^{M} \mathcal{J} \vec{X}_{j-1} \Delta t = -\mathcal{J} \int_{0}^{\tau} \vec{X}_t dt. \] (73)
This leads to the simplified expression
\[ \nabla_\mu \log P = -C^{-1}(\bar{\mu} - \bar{X}_0) - J^T \Sigma^{-1} \left[ \bar{X}_\tau - \bar{X}_0 + J \bar{\mu} \tau - \int_0^\tau \bar{X}_t dt \right]. \] (74)

Our maximum likelihood estimate is determined by finding the \( \hat{\mu} \) that causes the gradient to vanish, and this is
\[ \hat{\mu} = (C^{-1} + J^T \Sigma^{-1} J)^{-1} \left[ (C^{-1} + J^T \Sigma^{-1}) \bar{X}_0 - J^T \Sigma^{-1} \bar{X}_\tau + J^T \Sigma^{-1} J \int_0^\tau \bar{X}_t dt \right]. \] (75)

Note that this is an unbiased estimator, as the mean of \( \bar{X}_t \) is \( \bar{\mu} \) for all \( t \) for our given initial condition. Furthermore, since it is a linear combination of gaussian random variables, it is also a gaussian random variable. In the long time limit, the time average term dominates. This can be written as the uniform time average plus corrections that vanish at long times. It is straightforward, albeit tedious, to compute the covariance matrix. After a lot of cancellation, we find
\[ C_{\mu,\mu} = \left( (\hat{\mu} - \bar{\mu})(\hat{\mu} - \bar{\mu})^T \right) = (C^{-1} + J^T \Sigma^{-1} J)^{-1}, \] (76)

This also has the same short- and long-time asymptotics as the naive time average.

**Cramer-Rao Bound**

The Cramer-Rao bound specifies the best that an estimate can possibly do (Ref. [27] of the main text). The multivariate Cramer-Rao bound states that, for an unbiased estimator,
\[ C_{\theta,\theta} \geq I(\bar{\theta})^{-1}, \] (77)

where \( I(\bar{\theta}) \) is the Fisher information
\[ I_{i,j}(\bar{\theta}) := \left\langle \left( \frac{\partial \log P(\bar{x}|\bar{\theta})}{\partial \theta_i} \right) \left( \frac{\partial \log P(\bar{x}|\bar{\theta})}{\partial \theta_j} \right) \right\rangle = -\left\langle \frac{\partial^2 \log P(\bar{x}|\bar{\theta})}{\partial \theta_i \partial \theta_j} \right\rangle, \] (78)

where the last step assumes differentiability and uses integration by parts. Here \( A \geq B \) means that \( A - B \) is a positive semi-definite matrix. Note that any positive semi-definite matrix \( M \) has \( \bar{v}^T M \bar{v} \geq 0 \) for any real vector \( \bar{v} \). Taking \( \bar{v} \) to be any standard unit vector gives the inequality
\[ \left[C_{\theta,\theta}\right]_{i,i} \geq \left[I(\bar{\theta})^{-1}\right]_{i,i}. \] (79)

The variances of the estimates are bounded below by the diagonal elements of the inverse Fisher matrix. When the matrix “inequality” is saturated, the variances of the estimates are minimized.

Focusing on a particular component of the mean, we have
\[ \frac{\partial \log P}{\partial \mu_i} = -\sum_k C_{i,k}^{-1} \mu_k - \sum_k (J^T \Sigma^{-1} J)_{i,k} \mu_k \tau + f_i(\bar{X}), \] (80)

where \( f_i(\bar{X}) \) contains the \( \bar{\mu} \)-independent terms. Taking another derivative with respect to \( \mu_j \) gives
\[ \frac{\partial^2 \log P}{\partial \mu_i \partial \mu_j} = -C_{i,j}^{-1} - (J^T \Sigma^{-1} J)_{i,j} \tau. \] (81)

This is a constant, so it is minus the Fisher information, see Eq. [78]. We see that the inverse Fisher information matrix is equal to the covariance matrix \( C_{\mu,\mu} \), so maximum likelihood estimation attains the minimum possible error.

**Comparison of Time Averaging and Maximum Likelihood**

Using the expressions derived above, we can compute the relative error using the maximum likelihood approach and compare it to the time average. This is shown in Fig. S3, where the parameter values are those used in the main text, and we see that the two curves are almost identical. Although maximum likelihood is optimal, it assumes that the cell “knows” the matrices \( J \) and \( \Sigma \), but this result shows that the cell can come very close to the fundamental limit using naive time averaging.
FIG. 5: Comparison of the relative error in temperature sensing through maximum likelihood (red) and time averaging (blue). Parameter values match those used in the main text: $f = 1/2$, $\alpha = 6.94 \times 10^{-4}$, $k_d = 7.1 \times 10^{-4}$ s$^{-1}$, $k^- = 5.5 \times 10^{-4}$ s$^{-1}$, and $k^+/k^- = 2521$.

TEMPERATURE DEPENDENCE OF $k^+$, $k^-$, AND $\alpha$

In the main text, we account for the temperature dependence of the binding rates $k_d$ and $k_m$ via the experimentally characterized monomer fraction $f(T)$. We assume that the remaining parameters $k^+$, $k^-$, and $\alpha$ are temperature independent, but in principle they could depend on temperature. Therefore, we investigate the temperature dependence of these parameters here. We will argue that $dk^+/dT$ and $d\alpha/dT$ may neglected based on experimental evidence and that $dk^-/dT$ as estimated from experiments is negligible quantitatively compared to $df/dT$.

We will begin by considering the experimental results regarding $k^+$ and $\alpha$. Hurme et al. performed a Miller assay on mutants where the region of gene coding for TlpA was removed and replaced with a reporter, while the promoter was unchanged (Ref. [16] of the main text). This assay reports the number of times that a gene has been expressed within a period of time, and it was not found to vary significantly with temperature in the mutants. Since $k^+$ is the production rate in the absence of autorepression (achieved here since the cells don’t contain TlpA), we take this to mean that we may safely neglect its temperature dependence. This same evidence raises the possibility that the structure of the promoter does not radically change with temperature, which suggests that we may regard $\alpha$ as relatively insensitive to temperature. However, making a statement about $\alpha$ requires the dimer to be present. Hurme et al. also did further experiments without excising the coding region of the gene. The approach was to induce modifications to the TlpA binding site on the promoter similar to what would be seen upon induction to high temperature while leaving the temperature and the fraction $f$ constant. They tested the effects of DNA supercoiling via H-NS mutants and topoisomerase I and found that supercoiling did not contribute to derepression. They also applied ethanol stress, which is known to activate heat shock genes, and found that this did not lead to derepression of $tlpA$. We take this evidence to suggest that the interaction of the promoter with a given TlpA dimer is relatively insensitive to temperature and ignore the temperature sensitivity of $\alpha$.

We now consider the temperature dependence of $k^-$, which is set by the cell division time. Fehlhaber and Krüger measured the temperature dependence of the division time in *Salmonella enteritidis* (Ref. [37] of the main text). We fit their data over the range 22-42 °C to a quadratic function using the least squares method, shown in Fig. 6. Using the fit at $T = 39$°C with $k^- = \log(2)/\tau_{1/2}$, we find $(k^-)^{-1}dk^-/dT = -\tau_{1/2}^{-1}d\tau_{1/2}/dT = -0.044$ (°C)$^{-1}$. To see how this sensitivity compares to that of the fraction $f$ in determining the temperature dependence of the monomer number $\bar{m}$, we recall the expression for $\bar{m}$ in Eq. [45]. Its scaled derivative is

$$\frac{1}{\bar{m}} \frac{d\bar{m}}{dT} = \left[1 - \frac{f(1 + \chi)}{2}\right] \frac{1}{f(1 - f)} \frac{df}{dT} + \left[\frac{-1 - \chi}{2}\right] \frac{1}{k^-} \frac{dk^-}{dT},$$

where the response-like variable $\chi = \sqrt{k^-/[2(1-f)ak^+ + k^-]}$ is positive and less than one.
Now we can compare the magnitudes of the terms containing the temperature sensitivity due to \( k^- \) and that due to \( f \). In the PD model \((\alpha \to 0)\) at \( f = 1/2 \), the term for \( f \) in Eq. 82 is 0.31 \((\degree C)^{-1}\), while the term for \( k^- \) is 0.044 \((\degree C)^{-1}\). In the PDF model, for the parameters used in the main text \((f = 1/2, \alpha = 6.94 \times 10^{-4}, s^{-1}, \text{and } k^+/k^- = 2521)\), the term for \( f \) is 0.37 \((\degree C)^{-1}\), while the term for \( k^- \) is 0.035 \((\degree C)^{-1}\). In both cases, the term for \( f \) is an order of magnitude larger than that for \( k^- \). Therefore we neglect the temperature dependence of \( k^- \).

**FIG. 6: Plot of division time \( \tau_{1/2} \) against temperature using data from Ref. [37] of the main text. The blue points are the measured average values and the red line is the quadratic fit with least square error.**

**CHECKING THE LINEAR NOISE APPROXIMATION USING SIMULATIONS**

Employing the Gillespie algorithm (Ref. [40] of the main text), we check whether the linear noise approximation assumed above holds for the “Production-Dilution with Feedback” model. For the simulation, we use the parameters in the main text: \( f = 1/2, \alpha = 6.94 \times 10^{-4}, s^{-1}, k^- = 5.5 \times 10^{-4} s^{-1}, \text{and } k^+/k^- = 2521 \). Fig. 7 (blue) shows the distribution of monomer numbers (left) and time-averaged monomer numbers over one generation, 20 minutes (right), obtained for \( 10^6 \) simulated trajectories. Both fit well with the linear noise approximation (dashed black) which peaks around the mean \( \overline{m} \) as given in Eq. 5 of the main text. We have used the numerical values for this mean \( \overline{m} \) and the variance as calculated using Eq. 51 and Eq. 32 respectively to generate the plots shown in the left and right panels of Fig. 7. The theoretically predicted distribution for the time-average has a larger discrepancy with the data than in the case with the instantaneous monomer number. Our theory predicts that the variances for panels A and B are 850.3 and 166.2 respectively, while the data have respective variances of 829.5 and 151.3. We see that the theory predicts a variance that is biased high in both cases. The difference between the predicted variances and the simulated variances are comparable in the two cases, but the discrepancy is relatively larger in the time-averaged case, where the variances are much smaller.

**TIMESCALE OF TRANSCRIPTIONAL BURSTS**

When the TlpA dimer is bound to the promoter region for \( tlpA \), the gene is not transcribed. If the dimer is unbound, the gene is transcribed and TlpA monomers are produced at rate \( k^+ \). We introduce \( k_{on} \) and \( k_{off} \), which are the rate constants for a single dimer molecule to bind and unbind from the promoter region respectively. It is straightforward to show that, for a given dimer number \( d \), the steady state probability that the gene is off is \((1 + k_{on}d/k_{off})^{-1} \). For consistency with our deterministic results, we take \( k_{on}/k_{off} = \alpha \). Therefore, it suffices to estimate either the binding or the unbinding rate. We will estimate the binding rate under the assumption that it is diffusion-limited. In this case, the binding rate takes the form

\[
k_{on} = \frac{4\pi DR}{V},
\]  

(83)
where $D$ is the relative diffusion coefficient between the promoter and a TlpA dimer, $R$ is the contact radius at which the binding reaction occurs, and $V = 1 \, \mu m^3$ is the cell volume (Ref. [35] of the main text).

First, we discuss estimating $R$. We treat the dimer as a sphere whose radius is estimated from its mass and typical values of partial specific volume for proteins (Ref. [44] of the main text). The promoter can be enclosed by a sphere whose diameter is the length of the promoter. We assume that the dimer binds to the promoter when it reaches this sphere. This leads to the estimate

$$R = R_d + \frac{L}{2}, \quad (84)$$

where $R_d$ is the estimated radius of a TlpA dimer and $L$ is the length of the promoter.

Now we turn to estimating the relative diffusion coefficient. Since the promoter region is tethered to the rest of the DNA, we assume that its fluctuations in position are small compared to the excursions of a given dimer molecule. This means that we may approximate the relative diffusion coefficient by the diffusion coefficient of a dimer molecule. We then use the Einstein fluctuation relation to connect the diffusion coefficient to the drag coefficient of the dimer and Stokes’ law to connect the drag coefficient to its size. This leads to

$$D = \frac{k_B T}{6 \pi \eta R_d}, \quad (85)$$

where $\eta$ is the dynamic viscosity of cytosol.

Putting everything together, we find

$$k_{\text{on}} = \frac{2 \times 3 k_B T}{\eta V} \left[ 1 + \frac{L}{2R_d} \right]. \quad (86)$$

Koski et al. (Ref. [14] of the main text) state that the mass of a TlpA monomer is 43 kDa, so the dimer has a mass of 86 kDa. This leads to an estimate of $R_d \approx 2.9$ nm (Ref. [44] of the main text). Typical transcription factor binding sites are typically $\sim 10$ base pairs long (Ref. [45] of the main text), and each base pair is around 0.34 nm, so this leads to $L \approx 3.4$ nm. The dynamic viscosity of cytosol may be approximated by that of water, which is $6.6 \times 10^{-4}$ kg/(m·s) at 39°C. This leads to the estimates $k_{\text{on}} = 6.9 \, s^{-1}$ and $k_{\text{off}} = k_{\text{on}} / \alpha = 9.9 \times 10^3 \, s^{-1}$. Using the parameters in the main text ($f = 1/2$, $\alpha = 6.94 \times 10^{-4}$, $k_d = 7.1 \times 10^{-4} \, s^{-1}$, $k^- = 5.5 \times 10^{-4} \, s^{-1}$, and $k^+/k^- = 2521$), the typical rate of the receptor switching on is $k_{\text{on}} d = 3.3 \times 10^3 \, s^{-1}$. In contrast, the dilution rate is $k^- = 5.5 \times 10^{-4} \, s^{-1}$, and the dimerization rate is $2k_d \bar{m} = 1.3 \, s^{-1}$. There is a very clear separation of timescales here. The monomer and dimer will effectively respond to the average promoter state. Therefore, we expect the effect of promoter fluctuations on the variance of the monomer and dimer to be negligible, and this is consistent with what we have observed in simulations (data not shown).
ESTIMATE OF THERMOSENSING PRECISION FROM MILLER ASSAY EXPERIMENTS

We look at the error in temperature sensing inferred from Hurme’s measurements of the Miller units at different temperatures (Ref. [16] of the main text). In the Miller assay, a promoter is added after the gene of interest. Whenever the target gene is transcribed, the reporter is as well. After some time, optical measurements are taken to quantify gene activity. The result is proportional to the number of times the reporter mRNA has been translated normalized by the cell density (Refs. [46] and [47] of the main text).

The data were taken at two different temperatures $T_1$ and $T_2$. We are interested in the activity at intermediate temperatures $T_1 < T < T_2$. Let us say that the measured values of the activity $A$ at $T_1$ and $T_2$ are $A_1 \pm \sigma_{A,1}$ and $A_2 \pm \sigma_{A,2}$ respectively. We use linear interpolation to estimate the mean and standard deviation

$$A(T) = \left(\frac{A_2 - A_1}{T_2 - T_1}\right)(T - T_1) + A_1,$$

(87)

$$\sigma_A(T) = \left(\frac{\sigma_{A,2} - \sigma_{A,1}}{T_2 - T_1}\right)(T - T_1) + \sigma_{A,1}.$$

(88)

We assume that the error is given by linear error propagation. Specifically, the units are measured and Eq. 87 is inverted to solve for temperature $\hat{T} = f(A)$. Linear error propagation at the transition temperature gives the fluctuations in the temperature estimate

$$\sigma(\hat{T}) = \frac{\sigma_A(T_M)}{|dA/dT|} = \frac{\sigma_A(T_M)}{|A_2 - A_1|},$$

(89)

which leads to a relative error

$$\frac{\sigma(\hat{T})}{|T_2 - T_1|} = \frac{\sigma(\hat{T})}{\Delta T} = \frac{\sigma_A(T_M)}{|A_2 - A_1|}.$$

(90)

For *S. typhimurium* molecule $A$ is TlpA, and the experiments were done at $T_1 = 37^\circ\text{C}$ and $T_2 = 43^\circ\text{C}$ and found $A_1 = 68$, $\sigma_{A,1} = 16$, $A_2 = 294$, $\sigma_{A,2} = 116$, $T_M = 39^\circ\text{C}$ (Ref. [16] of the main text). This leads to a relative error of 24%, as stated in the main text.

INCLUDING THE MILLER ASSAY REPORTER IN THE THEORY

Theoretical Calculation

As mentioned above, the Miller units are proportional to the number of reporter molecules produced per cell. Therefore, we add the production of a reporter molecule $\beta$ to our model. This is produced whenever the monomer would be produced. Since we care about the number produced per cell per generation (around $\tau = 20$ minutes), we neglect the effect of degradation or dilution on $\beta$ and start with $\beta_0 = 0$. We now compute the error in temperature sensing due to the reporter copy number.

We perform the second-order Kramers-Moyal expansion and then apply the linear noise approximation to the monomer production rate to find

$$d\beta_t = \frac{k^+}{1 + \alpha d_t}dt + \sqrt{\frac{k^+}{1 + \alpha d_t}dW^+_t \approx \left[ \frac{k^+}{1 + \alpha d} - \frac{\alpha k^+ \delta d}{(1 + \alpha d)^2} \right]dt + \sqrt{\frac{k^+}{1 + \alpha d}dW^+_t},$$

(91)

where $W^+_t$ is a Wiener process with variance $t$. This can be solved by integrating

$$\beta_\tau - \frac{k^+ \tau}{1 + \alpha d} = -\frac{\alpha k^+}{(1 + \alpha d)^2} \int_0^\tau \delta d_t dt' + \sqrt{\frac{k^+}{1 + \alpha d}} \int_0^\tau dW^+_t.$$

(92)

Since both of the terms on the right have zero mean, we see that

$$\beta_\tau = \frac{k^+ \tau}{1 + \alpha d}.$$

(93)
Differentiating with respect to temperature gives
\[
\frac{d\beta_r}{dT} = \frac{\alpha k^+ \tau}{(1 + \alpha d)^2} \frac{d\tilde{d}}{dT}.
\] (94)

We evaluate this by using Eqs. 20, 36, 45, and 82.

Now we need to solve for the fluctuations. Some care is required here, since the noise in $\beta$ is coupled to the noise in the monomer. This follows from decomposing the production-degradation noise in Eq. 34 as
\[
\sqrt{1 + \alpha d_t} + k - m_d dW_t^{(3)} = \sqrt{1 + \alpha d_t} dW_t^+ - \sqrt{k - m_d dW_t^-},
\] (95)

where $W_t^+$ and $W_t^-$ are independent Wiener processes with variance $t$. Squaring Eq. 92 and taking the expectation value gives
\[
\sigma^2(\beta_r) = \frac{(\alpha k^+)^2}{(1 + \alpha d)^4} \int_0^\tau C_{1,1}(t_1 - t_2) dt_1 dt_2 + \frac{k^+}{1 + \alpha d} \int_0^\tau \langle dW_{t_1}^+ dW_{t_2}^+ \rangle - \frac{2\alpha (k^+)^{3/2}}{(1 + \alpha d)^{5/2}} \int_0^\tau \langle dW_{t_1}^+ \delta dt_2 \rangle dt_2.
\] (96)

By multiplying and dividing the first term by $\tau^2$, it can be written in terms of time averaged covariances from Eq. 32. The second term is straightforward to evaluate from the Itô isometry (Ref. [30] of the main text). Carrying both of these steps out gives
\[
\sigma^2(\beta_r) = \frac{(\alpha k^+)^2}{(1 + \alpha d)^4} [C_{TA}(\tau)]_{1,1} + \frac{k^+}{1 + \alpha d} - \frac{2\alpha (k^+)^{3/2}}{(1 + \alpha d)^{5/2}} \int_0^\tau \langle dW_{t_1}^+ \delta dt_2 \rangle dt_2.
\] (97)

We can evaluate the remaining term using the analytic solution for the Ornstein-Uhlenbeck process from Eq. 23. After linearizing Eq. 34 around the steady state mean, we have $\tilde{\mu} = 0$, so there are two terms in $\delta d_i$. The first is the exponential decay of the initial conditions. Since the initial conditions are uncorrelated with the stochastic driving term, this vanishes. The second term, arising from the stochasticity and damping, will make a non-vanishing contribution. It will be convenient to express the noise terms for each reaction as a vector $\tilde{N}$ in Eq. 42 by introducing a matrix
\[
\mathcal{B} = \begin{bmatrix}
\sqrt{k_d m^2 + k_m d} & \sqrt{k - d} \\
-2\sqrt{k_d m^2 + k_m d} & 0 \\
0 & \sqrt{\frac{k^+}{1 + \alpha d} - \sqrt{k - m}}
\end{bmatrix}
\] (98)

so that $\tilde{N}_i = \mathcal{B} \tilde{W}_i$. We have
\[
\int_0^\tau \langle dW_{t_1}^+ \delta dt_2 \rangle dt_2 = \int_0^\tau \int_0^\tau \left[ \mathcal{B} \epsilon^{(t_2 - t_3)} \mathcal{B} d\tilde{W}_{t_3} \right] dt_3.
\] (99)

Carrying out the matrix multiplication and using the Itô isometry again gives
\[
\int_0^\tau \langle dW_{t_1}^+ \delta dt_2 \rangle dt_2 = \sqrt{\frac{k^+}{1 + \alpha d}} \int_0^\tau \int_0^t \int_0^t \mathcal{J}^{t'} \mathcal{J}^{-t} \left[ e^{\mathcal{J} \tau - \mathcal{I}} \right]_{1,2} dt', dt''
\] (100)

where $\mathcal{J}$ is the Jacobian from Eq. 48. Again, we perform the change of variables $(t', t'') \rightarrow (\Delta, t'')$, with $\Delta = t' - t''$. Switching the order of integration, integrating over $t''$ first, and then performing integration by parts for $\Delta$ gives
\[
\int_0^\tau \langle dW_{t_1}^+ \delta dt_2 \rangle dt_2 = \sqrt{\frac{k^+}{1 + \alpha d}} \left[ -\tau \mathcal{J}^{-1} + \mathcal{J}^{-2} \left[ e^{\mathcal{J} \tau - \mathcal{I}} \right] \right]_{1,2}.
\] (101)

Combining this with the previous two parts from Eq. 97 to find
\[
\sigma^2(\beta_r) = \frac{(\alpha k^+)^2}{(1 + \alpha d)^4} [C_{TA}(\tau)]_{1,1} + \frac{k^+}{1 + \alpha d} - \frac{2\alpha (k^+)^{3/2}}{(1 + \alpha d)^{5/2}} \left[ -\tau \mathcal{J}^{-1} + \mathcal{J}^{-2} \left[ e^{\mathcal{J} \tau - \mathcal{I}} \right] \right]_{1,2}.
\] (102)

The relative error for temperature sensing in this strategy is $\sigma(\beta_r)/|\Delta T| d\beta_r / dT|$. For the other parameters, we use the values in the main text: $f = 1/2$, $\alpha = 6.94 \times 10^{-4}$, $k_d = 7.1 \times 10^{-4}$ s$^{-1}$, $k^- = 5.5 \times 10^{-4}$ s$^{-1}$, and $k^+/k^- = 2521$. This leads to a relative error of 6.7%.
Including Translational Bursts

The transcripts for TlpA and the reporter could have different burst sizes, whose respective means we denote by $\bar{b}_T$ and $\bar{b}_\beta$. The terms in the deterministic rate equations take the form $(\text{propensity}) \times (\text{mean change})$. When adding bursts to TlpA, the mean change in molecule number per reaction changes $1 \rightarrow \frac{k^+}{1 + \alpha \bar{d}} \rightarrow \frac{k^+ \bar{b}_\beta / \bar{b}_T}{1 + \alpha \bar{d}}$. Note that this does not generally preserve the amount of $\beta$ in each cell, as the mean production of $\beta$ transforms as

$$\frac{k^+}{1 + \alpha \bar{d}} \rightarrow \frac{k^+ \bar{b}_\beta / \bar{b}_T}{1 + \alpha \bar{d}}.$$  \hspace{1cm} (103)

Intuitively, the mean burst size of $\beta$ has been measured and is held fixed, but varying $\bar{b}_T$ tunes the frequency of bursts. We take $\bar{b}_\beta = 7.8$, which is the measured value for the reporter beta-galactosidase (Ref. [43] of the main text), and consider multiple values for the mean burst size of TlpA that are typical for bacteria: $\bar{b}_T = 1, 5, 7.8$ and $10$. To find the variance in the amount of $\beta$, we use Gillespie simulations (Ref. [40] of the main text) where each production event produces $b_T$ monomers and $b_\beta$ reporter molecules, where $b_T$ and $b_\beta$ are independent geometric random variables with respective means $\bar{b}_T$ and $\bar{b}_\beta$. The derivative is computed using the deterministic result of the previous section, but caution must be exercised when modifying $k^+$, since $\bar{d}$ does not change with the $\bar{b}_T$, but $\bar{\beta}_\tau$ does. Modifying Eq. 94, the result is

$$\left| \frac{d\beta}{dT} \right| = \frac{\alpha k^+ \bar{\tau}(\bar{b}_\beta / \bar{b}_T)}{(1 + \alpha \bar{d})^2} \left| \frac{d\bar{\eta}}{dT} \right|,$$  \hspace{1cm} (104)

where $\bar{d}$ is computed according to Eqs. 36 and 45 without changing or mapping $k^+$, as the mapping leaves the production term in $\bar{\eta}$ unchanged. We use the values in the main text: $f = 1/2, \alpha = 6.94 \times 10^{-4}$, $k_d = 7.1 \times 10^{-4}$ s$^{-1}$, $k^- = 5.5 \times 10^{-4}$ s$^{-1}$, and $k^+/k^- = 2521$. We found that the relative error increased with $\bar{b}_T$, as the mean $\bar{\beta}_\tau$ decreased. Over the physiologically relevant range of $5 \leq \bar{b}_T \leq 10$, we found that the relative error increased from 23% to 32%. Because the range $5 \leq \bar{b}_T \leq 10$ is approximate, we round this error range to one significant digit, 20% to 30%, as stated in the main text.