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Abstract. We prove that there exists a bounded convex domain \( \Omega \subset \mathbb{R}^3 \) of fixed volume that minimizes the first positive curl eigenvalue among all other bounded convex domains of the same volume. We show that this optimal domain cannot be analytic, and that it cannot be stably convex if it is sufficiently smooth (e.g., of class \( C^{1,1} \)). Existence results for uniformly H"older optimal domains in a box (that is, contained in a fixed bounded domain \( D \subset \mathbb{R}^3 \)) are also presented.

1. Introduction

Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain. The eigenfunctions of curl on \( \Omega \) are divergence-free vector fields that satisfy
\[
\text{curl } u_k = \mu_k(\Omega) u_k \quad \text{in } \Omega, \quad u_k \mid_{\partial \Omega} \cdot N = 0
\]
and are orthogonal in \( L^2 \) to the space of harmonic fields \( \mathcal{H}_\Omega \) on \( \Omega \) that are tangent to the boundary (for a precise definition see Section 2.1); here \( N \) is a unit normal field on \( \partial \Omega \). The curl eigenfunctions are also known as Beltrami fields or force-free fields in different contexts, and it is well known that they play a preponderant role in the analysis of physical systems described by solenoidal vector fields, such as fluid mechanics, electromagnetism or magnetohydrodynamics.

In this paper we are mainly interested in convex domains. Without any a priori regularity assumption, it is standard that a bounded convex domain is homeomorphic to a ball and has a Lipschitz boundary, cf. \cite[Lemma 2.3]{10}. Accordingly, we need to make sense of the spectral problem (1.1) for Lipschitz-continuous domains.

More precisely, in Section 2 we will recall that curl defines a self-adjoint operator with compact resolvent whose domain, which we will denote by \( \mathcal{D}_\Omega \), is dense in the space
\[
\mathcal{K}(\Omega) = \left\{ v \in L^2(\Omega) : \int_\Omega v \cdot w \, dx = 0 \text{ for all } w \in L^2(\Omega) \text{ with } \text{curl } w = 0 \right\},
\]
and \( u_k \) is assumed to belong to the domain of this operator. When the domain \( \Omega \) is smooth, the self-adjointness of curl was established by Giga and Yoshida \cite{30}; see also \cite{21} for a recent analysis of the self-adjoint extensions of curl.

This self-adjoint operator, which we still denote by curl, has infinitely many positive and negative eigenvalues \( \{\mu_k(\Omega)\}_{k=-\infty}^{\infty} \) with finite multiplicity, which tend to \( \pm \infty \) as \( k \to \pm \infty \) and which one can label so that
\[
\cdots \leq \mu_{-3}(\Omega) \leq \mu_{-2}(\Omega) \leq \mu_{-1}(\Omega) < 0 < \mu_1(\Omega) \leq \mu_2(\Omega) \leq \mu_3(\Omega) \leq \cdots
\]
We will refer to $\mu_1(\Omega)$ and $\mu_{-1}(\Omega)$ as the first positive eigenvalue and first negative eigenvalue of the curl operator, respectively. Note that their multiplicity can be higher than 1 (as is the case when $\Omega$ is a spherically symmetric domain [8]).

When $\Omega$ is smooth, one can equivalently write

$$K(\Omega) = \left\{ v \in L^2(\Omega) : \text{div} v = 0, \ v \upharpoonright_{\partial \Omega} \cdot N = 0, \int_{\Omega} v \cdot h \, dx = 0 \text{ for all } h \in H_\Omega \right\},$$

where $H_\Omega$ is the space of harmonic fields on $\Omega$ that are tangent to the boundary (see Section 2.1 for a precise definition). It is standard that $\dim(H_\Omega) = g(\Omega)$, where $g(\Omega)$ is the genus of $\partial \Omega$. In the case of Lipschitz domains $N \cdot v \upharpoonright_{\partial \Omega}$ cannot be defined as an element of $H^{-\frac{1}{2}}(\partial \Omega)$ for all $v \in L^2(\Omega)$ (see e.g. [5]).

The main goal of this article is to explore the existence of domains that minimize the first (positive or negative) curl eigenvalue among domains with the same volume. This optimization problem is not only interesting from a spectral theoretic viewpoint (as a natural vectorial analogue of the corresponding classical problem for the Dirichlet Laplacian), but it is also motivated by Woltjer’s variational principle [3]. This principle establishes that the eigenfunctions associated with the first curl eigenvalue minimize the $L^2$ norm among all the divergence-free fields on $\Omega$ with fixed helicity and tangent to the boundary (the so called, Taylor states), so they are natural candidates to be relaxed states of ideal plasmas.

Despite its importance, the existence of these optimal domains (of class $C^{2,\alpha}$) has been addressed only recently in [14]; see also [17, Chapter 2] for a study of the optimal domain problem in the context of Riemannian 3-manifolds. It was proved that such smooth optimal domains, if they exist, cannot be homeomorphic to a ball, and in the case that they are axisymmetric, they cannot have a convex section. This is in strong contrast with the case of the Dirichlet Laplacian, where the famous Faber–Krahn inequality implies that the ball is the only optimal domain for the first eigenvalue. Contrary to the case of higher eigenvalues of the Dirichlet Laplacian [6, 19], the existence of optimal shapes for the first positive curl eigenvalue, even in the class of quasi-open sets, is unclear.

Specifically, in this work we are interested in the existence of optimal domains for the curl operator within the class of convex sets (without any a priori regularity assumption). To this end, we introduce the following definition:

**Definition 1.1.** A bounded convex domain $\Omega \subset \mathbb{R}^3$ is optimal for the first positive curl eigenvalue if

$$\mu_1(\Omega) \leq \mu_1(\Omega')$$

for any convex domain $\Omega'$ of the same volume.

As we are considering the curl operator on the whole space $\mathbb{R}^3$, the scaling properties of the eigenvalue equation ensure that the concrete volume of the domain $\Omega$ is irrelevant. That is, $\Omega$ is an optimal domain of volume $V$ if and only if the rescaled domain $\lambda \Omega$ is optimal with volume $\lambda^3 V$. This will not be the case when we consider optimal domains in a box later on. Also, as the curl eigenvalues of the reflected domain $-\Omega := \{-x : x \in \Omega\}$ satisfy the identity $\mu_k(-\Omega) = -\mu_{-k}(\Omega)$, one should note that the results that we shall prove about optimal domains for the first positive curl eigenvalue trivially extend to the case of the first negative curl eigenvalue.
Our main theorem shows that there exist optimal convex domains, and that they are not analytic. This is consistent with the results in [14] in the sense that the optimal domains do not need to be smooth, and moreover, they do not need to be stable in the sense that convexity may be lost under arbitrarily small volume preserving deformations. This is made precise in Proposition 4.4, cf. Section 4, showing that if the optimal convex domain is regular enough it cannot be stably convex.

**Theorem 1.2.** There exists a bounded convex domain $\Omega$ of any fixed volume which is optimal for the first positive curl eigenvalue. Optimal convex domains are not analytic and, if they are $C^{1,1}$, they are not stably convex.

**Remark 1.3.** An analogous existence result holds for the class of axially symmetric convex domains.

The proof of Theorem 1.2 is presented in Sections 3 and 4. Although we follow the same strategy as in the case of the Dirichlet Laplacian, several nontrivial technical difficulties arise when trying to adapt the argument to the curl operator. First, using certain monotonicity and scaling properties we show the continuity of the curl eigenvalues with respect to the Hausdorff distance between compact sets. The most challenging part of the proof is then to establish that for any sequence of bounded convex domains of fixed volume, the first curl eigenvalue grows unless the diameters of the sets of the sequence are uniformly bounded. This requires a new estimate for the first curl eigenvalue in cylindrical domains. Finally, to prove that the domain cannot be analytic, we make use of an integral identity on the boundary of an optimal domain that involves the pointwise norm $|u_1| \mid_{\partial \Omega}$. The existence of optimal domains for the class of convex and axially symmetric sets is established in Section 3.5.

Concerning the regularity problem, we do not know if an optimal convex domain is necessarily $C^1$, as is the case for the Dirichlet Laplacian [4]. Although it is possible to define a suitable notion of $\Gamma$-convergence for the curl operator, which in fact enjoys nice properties such as Lipschitz continuity of the curl eigenvalues, the vectorial nature and the non-scalar boundary conditions of problem (1.1) makes it hard to exploit the aforementioned $\Gamma$-convergence to study the regularity of the optimal domains. See Appendix A for details.

The second main result that we prove concerns the existence of optimal domains in a box for the class of uniformly Hölder sets. This result is easier than Theorem 1.2 as it concerns sequences of domains that are uniformly bounded, as they are assumed to be contained in a fixed smooth bounded domain $D \subset \mathbb{R}^3$. In the statement we use the family $\mathcal{D}^{k,\alpha}(L, c_0, c_1)$ formed by domains $\Omega \subset D$ of class $C^{k,\alpha}$ with uniform Hölder and gradient bounds given by $(L, c_0, c_1)$. From now on we assume that the parameters $(L, c_0, c_1)$ are admissible in the sense that there are domains of volume $V$ in $\mathcal{D}^{k,\alpha}(L, c_0, c_1)$. This is not problematic, since any $C^{k,\alpha}$ domain $\Omega \subset D$ obviously belongs to $\mathcal{D}^{k,\alpha}(L, c_0, c_1)$ if $L, c_0^{-1}, c_1^{-1}$ are large enough. Precise definitions are given in Section 6.

**Theorem 1.4.** For any $V \in (0, |D|)$, $k \geq 2$, $\alpha \in (0, 1]$ and any admissible constants $L, c_0, c_1$, there exists a domain $\Omega \subset D$ of volume $V$ that is optimal for the first positive curl eigenvalue within the class $\mathcal{D}^{k,\alpha}(L, c_0, c_1)$. 
2. Summary of the spectral theory of curl on Lipschitz and convex domains

In this section, following previous literature, we introduce the suitable functional-analytic setting for the self-adjointness of the curl operator on bounded Lipschitz domains, and establish some regularity properties of its eigenfunctions (Section 2.1). This general result for Lipschitz domains (which is of interest in itself) is applied to the case of convex domains in Section 2.2, where we also show the stability under close to the identity deformations of strongly convex domains.

First, we recall that a domain $\Omega \subset \mathbb{R}^3$ is convex if for any $x, y \in \overline{\Omega}$ we have $\lambda x + (1 - \lambda)y \in \overline{\Omega}$ for all $0 \leq \lambda \leq 1$. If $\Omega$ is a bounded domain with $C^1$ boundary we say that $\Omega$ is strongly convex if

$$\Omega = \{x \in \mathbb{R}^3 : f(x) < 0\}, \quad \mathbb{R}^3 \setminus \Omega = \{x \in \mathbb{R}^3 : f(x) > 0\}$$

for some strongly convex function $f \in C^1(\mathbb{R}^3)$ with $\nabla f(x) \neq 0$ for all $x \in \partial \Omega$. $f$ is called a defining function [22] for $\Omega$. We recall that $f$ is strongly convex if

$$(\nabla f(x) - \nabla f(y)) \cdot (x - y) \geq \sigma |x - y|^2$$

for some constant $\sigma > 0$ and all $x, y \in \mathbb{R}^3$; see [25] for different equivalent definitions of strong convexity. In particular, in the case that $\Omega$ is $C^2$, it is well known that it is strongly convex if and only if its Gauss curvature is positive on $\partial \Omega$. Finally, we say that a bounded convex domain $\Omega$ is stable if for any smooth, compactly supported vector field $v$ on $\mathbb{R}^3$, the flow $\Phi^t$ of $v$ preserves convexity of $\Omega$ for small enough times, i.e., $\Phi^t(\Omega)$ is convex for all $|t| \ll 1$.

2.1. The spectral problem on Lipschitz domains. Since a general convex domain $\Omega$ only has a Lipschitz continuous boundary, we need to introduce some notation to make sense of the spectral problem (1.1). The results of this section work for any bounded Lipschitz domain, so they are of independent interest.

The boundary trace $v |_{\partial \Omega}$ of a function or vector field on $\Omega$ is assumed to be the nontangential limit at almost every boundary point (with respect to the surface measure on $\partial \Omega$), whenever this exists. More precisely, it is defined as

$$v |_{\partial \Omega} (x) := \lim_{y \to x, y \in \Gamma(x)} v(y)$$

for a.e. $x \in \partial \Omega$, where $\Gamma(x)$ denotes the interior of a regular family of circular truncated cones $\{\Gamma(x) : x \in \partial \Omega\}$ with vertex at $x$, as defined e.g. in [27].

The space of harmonic fields on $\Omega$ is then defined as

$$\mathcal{H}_\Omega := \left\{ h \in C^\infty(\Omega) : \text{div} h = 0, \text{curl} h = 0, h |_{\partial \Omega} \cdot N = 0 \right\},$$

which is a vector space whose dimension is equal to the genus of $\partial \Omega$, see [23, Theorem 11.1] for details (in particular for the proof that $h |_{\partial \Omega} \in L^2(\partial \Omega)$, and hence the quantity $h |_{\partial \Omega} \cdot N$ is well defined). When the domain $\Omega$ is of class $C^1$, one can understand $h |_{\partial \Omega} \cdot N$ in the sense of ordinary traces.

The following theorem shows the self-adjointness of the curl operator for bounded domains. In the case that $\partial \Omega$ is $C^2$, see e.g. [30]. The general case of Lipschitz domains follows from [26, Section 2] (see also [14, 21]):
Theorem 2.1. The curl operator with domain
\[ D_\Omega := \{ v \in K(\Omega) : \text{curl } v \in K(\Omega) \} \]
defines a self-adjoint operator on \( K(\Omega) \) with compact inverse.

The following result is also standard, but we provide a proof for the sake of completeness. It establishes the regularity of the eigenfields of curl in \( D_\Omega \), as well as the regularity of their nontangential traces.

Proposition 2.2. If \( v \in D_\Omega \cup H_\Omega \), then \( v \in H^{1/2}(\Omega) \), \( \text{div } v = 0 \) in the sense of distributions, \( N \cdot v |_{\partial \Omega} = 0 \) and \( N \times v |_{\partial \Omega} \in L^2(\partial \Omega) \). Furthermore, if \( v \in D_\Omega \cup H_\Omega \) satisfies the equation \( \text{curl } v = \mu v \) for some real constant \( \mu \), then \( v \in C^\infty(\Omega) \) (in fact, \( v \) is analytic).

Proof. Let \( v \in D_\Omega \). Since \( v \) is orthogonal in \( L^2 \) to any curl-free vector field, it follows that
\[ 0 = \int_\Omega \nabla \varphi \cdot v \, dx = - \int_\Omega \varphi \, \text{div } v \, dx \]
for all \( \varphi \in C^1_c(\Omega) \), which implies that \( \text{div } v = 0 \) (in the sense of distributions). Since \( v \) and \( \text{curl } v \) are in \( L^2(\Omega) \), it follows (see e.g. [5, Section 4]) that the nontangential trace \( N \cdot v |_{\partial \Omega} \) is well defined in \( H^{-1/2}(\partial \Omega) \). Taking an arbitrary function \( \psi \in C^1(\Omega) \) and using that \( v \) is divergence-free, one finds that
\[ 0 = \int_\Omega v \cdot \nabla \psi \, dx = \int_{\partial \Omega} \psi N \cdot v |_{\partial \Omega} \, dS, \]
which ensures that \( N \cdot v |_{\partial \Omega} = 0 \). Since for any divergence-free vector field on \( \Omega \) one has [23, Theorem 11.2]
\[ \| v \|_{H^{1/2}(\Omega)} + \| N \times v |_{\partial \Omega} \|_{L^2(\partial \Omega)} \leq C \left( \| v \|_{L^2(\Omega)} + \| \text{curl } v \|_{L^2(\Omega)} + \| N \cdot v |_{\partial \Omega} \|_{L^2(\partial \Omega)} \right), \]
the first part of the statement follows. To complete the proof of the proposition, we observe that a solution of \( \text{curl } v = \mu v \)
also satisfies
\[ \Delta v + \mu^2 v = 0 \]
in \( \Omega \), so it is of class \( C^\infty(\Omega) \) by elliptic regularity (in fact, \( v \) is real-analytic). The same proof works, mutatis mutandis, when \( v \in H_\Omega \).

Remark 2.3. If the domain \( \Omega \) is smooth, it is classical that a vector field \( v \in D_\Omega \) is of class \( H^1(\Omega) \) (and therefore \( N \times v |_{\partial \Omega} \in H^{1/2}(\partial \Omega) \)) as one can employ the classical estimate
\[ \| v \|_{H^1(\Omega)} \leq C \left( \| v \|_{L^2(\Omega)} + \| \text{curl } v \|_{L^2(\Omega)} \right), \]
using that \( \text{div } v = 0 \). If the domain is only Lipschitz, however the \( H^{1/2} \) bound is generally sharp (see e.g. [23, p. 87]). It should be noticed that, for all \( v \in D_\Omega \),
\[ |v|^2 |_{\partial \Omega} = |N \times v |_{\partial \Omega}|^2 \]
is in \( L^1(\partial \Omega) \).
Theorem 2.1 implies that the spectrum of curl is as described in the introduction. We finish this section noticing that the first positive (or negative) curl eigenvalue $\mu_1(\Omega)$ (resp. $-\mu_{-1}(\Omega)$) is bounded from below by a constant that only depends on the volume $|\Omega|$. This is a sort of Faber-Krahn estimate (albeit non-sharp), whose proof is exactly the same (mutatis mutandis) as the proof for $C^2$ domains presented in [14] (one only needs to use the Hodge decomposition for Lipschitz domains, see e.g. [23, Proposition 11.3]). We state it here for future reference.

**Theorem 2.4.** For any bounded Lipschitz domain $\Omega \subset \mathbb{R}^3$, 
\[
\min\{\mu_1(\Omega), -\mu_{-1}(\Omega)\} \geq \left(\frac{4\pi}{3|\Omega|}\right)^{1/3}.
\]

2.2. The spectral problem on convex domains. In what follows, let $\Omega$ be a bounded convex domain. We infer from Theorem 2.1 that curl defines a self-adjoint operator with domain $D_\Omega$ and discrete spectrum. It turns out that the convexity of $\Omega$ allows one to improve the regularity obtained for general Lipschitz domains in Proposition 2.2.

**Lemma 2.5.** Let $\Omega$ be a bounded convex domain. If $v \in D_\Omega \cup H_\Omega$ then $v \in H^1(\Omega)$. Moreover, if $v$ satisfies the equation $\text{curl } v = \mu v$ in $\Omega$ for some real constant $\mu$, then $|v|^2 \in W^{1,\frac{3}{2}}(\Omega)$. In particular, $|v|^2 |_{\partial\Omega} \in W^{\frac{3}{2},\frac{3}{2}}(\partial\Omega)$.

**Proof.** Obviously, $\text{curl } v \in L^2(\Omega)$, and $\text{div } v = 0$ and $N \cdot v |_{\partial\Omega} = 0$ by Proposition 2.2. The convexity of $\Omega$ then implies that $v \in H^1(\Omega)$, cf. [1, Theorem 2.17]. Now assume that $\text{curl } v = \mu v$ for some $\mu \in \mathbb{R}$. It follows from the well-known identity 
\[
\frac{1}{2} \nabla |v|^2 = \nabla v \cdot v + \text{curl } v = \nabla v v
\]
and Hölder inequality, that 
\[
\frac{1}{2} \|\nabla |v|^2\|_{L^\frac{3}{2}(\Omega)} = \|\nabla v v\|_{L^\frac{3}{2}(\Omega)} \leq C \|v\|_{L^6(\Omega)} \|\nabla v\|_{L^2(\Omega)}.
\]
Noticing that $v \in L^6(\Omega)$ by Sobolev embedding, so in particular $|v|^2 \in L^3(\Omega)$, we infer that $|v|^2 \in W^{1,\frac{3}{2}}(\Omega)$. The standard trace inequality implies the claim about the trace regularity.

The last result of this section shows the equivalence between strongly convex and stably convex domains, provided that they are regular enough. This characterization is relevant in view of Proposition 4.4 in Section 4.

**Proposition 2.6.** Let $\Omega$ be a bounded domain of class $C^2$. Then it is strongly convex if and only if it is stable. Moreover, a $C^{1,\frac{3}{2}}$ strongly convex domain is stable.

**Proof.** The first claim is obvious because for $C^2$ domains, strong and stable convexity are both characterized by positivity of the Gauss curvature. To prove the second claim, let $\Omega$ be a bounded strongly convex domain and $f \in C^{1,\frac{3}{2}}(\mathbb{R}^3)$ a defining function (there is no loss of generality in assuming that the Lipschitz constant of $\nabla f$ is uniform on $\mathbb{R}^3$). If $\Phi^t$, $|t| \leq \delta$, is the flow of a smooth compactly supported vector field on $\mathbb{R}^3$, it is obvious that the domain $\Phi^{-t}(\Omega)$ is defined by the function $f \circ \Phi^t \in C^{1,\frac{3}{2}}(\mathbb{R}^3)$. We claim that $f \circ \Phi^t$ is strongly convex if $\delta$ is small enough. Indeed, since $f$ is strongly convex we can write
\[
(\nabla f(\Phi^t(x)) - \nabla f(\Phi^t(y))) \cdot (\Phi^t(x) - \Phi^t(y)) \geq \sigma |\Phi^t(x) - \Phi^t(y)|^2
\]
for some $\sigma > 0$ and all $x, y \in \mathbb{R}^3$. Using that
\[ |\Phi^t(x) - \Phi^t(y)| \geq |x - y| - |(\Phi^t(x) - x) - (\Phi^t(y) - y)| \]
and the estimate
\[ |(\Phi^t(x) - x) - (\Phi^t(y) - y)| \leq \sup_{\mathbb{R}^3} |D\Phi^t - I| \cdot |x - y| \leq C\delta|x - y|, \]
which follows from the mean value theorem, we infer that
\[ (\nabla f(\Phi^t(x)) - \nabla f(\Phi^t(y))) \cdot (\Phi^t(x) - \Phi^t(y)) \geq \sigma(1 - C\delta)^2|x - y|^2 \geq \frac{\sigma}{2}|x - y|^2 \]
if $\delta$ is small enough. Next, noticing that
\[ \nabla f(\Phi^t(x)) = [(D\Phi^t(x))^T]^{-1}\nabla(f \circ \Phi^t)(x) \]
and
\[ [(D\Phi^t)^T]^{-1} = I + O(\delta), \]
we conclude that
\[ (\nabla f(\Phi^t(x)) - \nabla f(\Phi^t(y))) \cdot (\Phi^t(x) - \Phi^t(y)) \leq (\nabla(f \circ \Phi^t)(x) - \nabla(f \circ \Phi^t)(y)) \cdot (x - y) \]
\[ + C\delta|\nabla(f \circ \Phi^t)(x) - \nabla(f \circ \Phi^t)(y)| \cdot |x - y| \leq \]
\[ (\nabla(f \circ \Phi^t)(x) - \nabla(f \circ \Phi^t)(y)) \cdot (x - y) + CL\delta|x - y|^2, \]
where we have used again that $\delta$ is small, and the last inequality follows from the Lipschitz estimate
\[ |\nabla(f \circ \Phi^t)(x) - \nabla(f \circ \Phi^t)(y)| \leq L|x - y| \]
for all $x, y \in \mathbb{R}^3$ and some $L > 0$. Putting together Equations (2.2) and (2.3) we infer that
\[ (\nabla(f \circ \Phi^t)(x) - \nabla(f \circ \Phi^t)(y)) \cdot (x - y) \geq \frac{\sigma}{4}|x - y|^2 \]
for all $x, y \in \mathbb{R}^3$, which completes the proof of the proposition. \hfill \Box

3. Existence of optimal convex domains

In this section we establish the first part of Theorem 1.2. Our proof follows the reasoning presented in [18, Theorem 2.4.1] for the first eigenvalue of the Dirichlet Laplacian. To achieve this we first show the continuity of the first curl eigenvalue with respect to the Hausdorff metric, and then we prove a new estimate for the curl operator implying that the first curl eigenvalue is not uniformly bounded for sequences of convex domains whose diameter tends to infinity.

We recall that if $K_1, K_2 \subset \mathbb{R}^3$ are (non-empty) compact sets then the Hausdorff distance $d_H$ between them is defined as
\[ d_H(K_1, K_2) := \max\{ \sup_{x \in K_1} d(x, K_2), \sup_{y \in K_2} d(y, K_1) \}, \]
where $d(x, K_1) := \min_{y \in K_1} |x - y|.$
3.1. Step 1: Continuity and monotonicity of the eigenvalues. We first prove two elementary properties of the first curl eigenvalue, which are reminiscent of the properties of the Dirichlet eigenvalues of the Laplacian. In the statement we use the notation $\lambda \Omega : = \{ \lambda x : x \in \Omega \}$ for the scaling of a domain $\Omega$ for some $\lambda > 0$.

**Lemma 3.1** (Scaling property). Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain and $\lambda$ a positive constant. Then 
$$
\mu_1(\lambda \Omega) = \frac{\mu_1(\Omega)}{\lambda}.
$$

*Proof.* Let $u_1 \in \mathcal{D}_\Omega$ be any eigenfield corresponding to the first (positive) curl eigenvalue $\mu_1$. It is then elementary to check that $\hat{u}_1(x) := u_1\left(\frac{x}{\lambda}\right)$ is in the functional space $\mathcal{D}_{\lambda \Omega}$ and $\text{curl}(\hat{u}_1) = \frac{\mu_1}{\lambda} \hat{u}_1$. We then conclude that the first (positive) eigenvalue of curl on $\lambda \Omega$ is $\frac{\mu_1}{\lambda}$ as claimed.

**Lemma 3.2** (Monotonicity principle). Let $\Omega_1 \subset \Omega_2 \subset \mathbb{R}^3$ be bounded Lipschitz domains. Then the first (positive) curl eigenvalues $\mu_1(\Omega_i), i = 1, 2,$ satisfy
$$
\mu_1(\Omega_1) \geq \mu_1(\Omega_2),
$$
and equality holds if and only if $\Omega_1 = \Omega_2$.

*Proof.* Take any vector field $v \in \mathcal{K}(\Omega_1)$. We can then define the vector field
$$
\hat{v} := \begin{cases}
    v & \text{on } \Omega_1, \\
    0 & \text{on } \Omega_2 \setminus \Omega_1,
\end{cases}
$$
which is obviously in $\mathcal{K}(\Omega_2)$. The first part of the lemma then follows from the variational characterization of the first curl eigenvalue (see e.g. [10]):

$$
\mu_1(\Omega_2) = \inf_{w \in \mathcal{K}(\Omega_2), \mathcal{H}(w) > 0} \frac{\| w \|_{L^2(\Omega_2)}^2}{\mathcal{H}(w)} \leq \inf_{v \in \mathcal{K}(\Omega_1), \mathcal{H}(v) > 0} \frac{\| \hat{v} \|_{L^2(\Omega_2)}^2}{\mathcal{H}(\hat{v})} = \frac{\mu_1(\Omega_1)}{\lambda}
$$

(3.1)

by definition of $\hat{v}$. Here $\mathcal{H}(w)$ is the helicity of $w$, which is defined as
$$
\mathcal{H}(w) := \int_{\Omega_2} \text{curl}^{-1} w \cdot w \, dx,
$$
where $\text{curl}^{-1}$ is the compact self-adjoint operator on $\mathcal{K}(\Omega_2)$ defined by the inverse of the curl. Since $v \in \mathcal{K}(\Omega_1)$, it is straightforward to check that $\mathcal{H}(\hat{v}) = \mathcal{H}(v)$, which is used in Equation (3.1).

Now suppose that $\mu_1(\Omega_1) = \mu_1(\Omega_2)$ and $\overline{\Omega}_1 \subset \Omega_2$. Let $u_1 \in \mathcal{D}_{\Omega_1}$ be a curl eigenfield corresponding to $\mu_1(\Omega_1)$. Then $\hat{u}_1 \in \mathcal{K}(\Omega_2)$ defined as above realizes the minimum in the variational characterization of $\mu_1(\Omega_2)$ and hence it is an eigenfield of curl in $\mathcal{D}_{\Omega_2}$ corresponding to $\mu_1(\Omega_2)$. Since $\hat{u}_1$ is real analytic in $\Omega_2$ by Proposition 2.2 and $\hat{u}_1 = 0$ on $\Omega_2 \setminus \Omega_1$, we conclude that $\hat{u}_1$ is zero everywhere. Accordingly $\Omega_1 = \Omega_2$.

The main result of this section is the following proposition, which is standard in the case of the Dirichlet Laplacian. For this we denote by $\mathcal{C}(\mathbb{R}^3)$ the set of all bounded convex domains of $\mathbb{R}^3$

$$
\mathcal{C}(\mathbb{R}^3) := \{ \Omega \subset \mathbb{R}^3 : \Omega \text{ bounded convex domain} \},
$$

(3.2)
and the Hausdorff distance is given by $d_H(\Omega_1, \Omega_2) = d_H(\partial \Omega_1, \partial \Omega_2)$, cf. [29]. It is standard that $(C(\mathbb{R}^3), d_H)$ is then a metric space. Further, it is easy to check that if $\{\Omega_n\} \subset C(\mathbb{R}^3)$ is a sequence satisfying $|\Omega_n| = V$ for some constant $V > 0$ and all $n$, and $\Omega_n$ converges to a bounded convex domain $\Omega$ with respect to $d_H$, then $|\Omega| = V$.

**Proposition 3.3.** The assignment of the first (positive) curl eigenvalue

$$\mu_1 : (C(\mathbb{R}^3), d_H) \to (0, \infty)$$

is continuous.

**Proof.** Let us assume that the sequence $\{\Omega_n\} \subset C(\mathbb{R}^3)$ converges to some $\Omega \in C(\mathbb{R}^3)$ in the Hausdorff metric. It then follows, cf. [9, Lemma 3.3], that we can find two sequences $\{t_n\}, \{s_n\} \subset \mathbb{R}$ both converging to 1 such that $t_n \Omega_n \subseteq \Omega \subseteq s_n \Omega_n$. The monotonicity and scaling properties of $\mu_1$ (Lemmas 3.1 and 3.2) then imply

$$\frac{\mu_1(\Omega_n)}{s_n} = \mu_1(s_n \Omega_n) \leq \mu_1(\Omega) \leq \mu_1(t_n \Omega_n) = \frac{\mu_1(\Omega_n)}{t_n}.$$ 

As $t_n$ and $s_n$ converge to 1, we may take the lim sup on the left side and the lim inf on the right side to conclude $\mu_1(\Omega) = \lim_{n \to +\infty} \mu_1(\Omega_n)$, which proves the proposition. \hfill \Box

### 3.2. Step 2: An estimate for sequences of convex domains.

As usual, the diameter of a subset $\Omega \subset \mathbb{R}^3$ is

$$\text{diam}(\Omega) := \sup_{x, y \in \Omega} |x - y|.$$ 

In this step we show that if the diameter of a sequence of convex domains of the same volume tends to infinity then the first curl eigenvalue tends to infinity as well. A key ingredient to prove this result is Lemma 3.5 in Section 3.3, which proves that the aforementioned sequence of domains can be enclosed into a sequence of cylinders whose heights tend to zero and radii tend to infinity in a controlled way. The monotonicity principle then allows us to reduce the problem to study the first curl eigenvalue along the aforementioned sequence of cylinders. While this is a simple task in the case of the Dirichlet Laplacian, because the spectrum can be explicitly computed [18, Chapter 1.2.5], in the case of the curl operator, computing the first curl eigenvalue is notoriously difficult. The main issue is that one cannot easily derive decoupled elliptic equations for the component functions.

**Lemma 3.4.** Let $\{\Omega_n\} \subset \mathbb{R}^3$ be a sequence of bounded convex domains with $|\Omega_n| = V$ for some $V > 0$ and such that $\text{diam}(\Omega_n) \to \infty$ as $n \to \infty$. Then $\mu_1(\Omega_n) \to \infty$.

**Proof.** Lemma 3.5 below shows that, up to isometry, we can trap the domains $\Omega_n$ into a sequence of cylinders

$$C_n := D_{R_n} \times (-h_n, h_n)$$ 

of height $2h_n \to 0$ and of radius $R_n \to \infty$ which satisfy the relation $R_n h_n^2 \leq c$ for some uniform constant $c > 0$. Then Lemma 3.2 implies that $\mu_1(\Omega_n) \geq \mu_1(C_n)$. 

**Lemma 3.5.** Let $\{\Omega_n\} \subset \mathbb{R}^3$ be a sequence of bounded convex domains with $|\Omega_n| = V$ for some $V > 0$ and such that $\text{diam}(\Omega_n) \to \infty$ as $n \to \infty$. Then $\mu_1(\Omega_n) \to \infty$.

**Proof.**
We claim that the first curl eigenvalue of the cylinder $C_n$ diverges as $n \to \infty$. Indeed, if $\text{curl}^{-1}$ denotes the compact inverse of curl, then
\[
\int_{C_n} \text{curl}^{-1} u_1 \cdot u_1 \, dx = \frac{1}{\mu_1(C_n)} \| u_1 \|_{L^2}^2
\]
for any eigenfield $u_1 \in D_{C_n}$ associated to $\mu_1(C_n)$. Defining the Biot-Savart operator $\text{BS}$
\[
\text{BS}(u_1)(x) := \frac{1}{4\pi} \int_{C_n} \frac{u_1(y) \times (x-y)}{|x-y|^3} \, dy,
\]
and using that $u_1$ is $L^2$-orthogonal to the curl-free fields, we find
\[
\frac{\| u_1 \|_{L^2}^2}{\mu_1(C_n)} = \int_{C_n} \text{BS}(u_1) \cdot u_1 \, dx \leq \| u_1 \|_{L^2} \| \text{BS}(u_1) \|_{L^2}.
\]

To bound the $L^2$ norm of the Biot-Savart operator, we use Cauchy-Schwarz to write
\[
|\text{BS}(u_1)(x)| \leq \frac{1}{4\pi} \left( \int_{C_n} |u_1(y)|^2 \, dy \right)^{1/2} \left( \int_{C_n} \frac{1}{|x-y|^2} \, dy \right)^{1/2},
\]
and then
\[
\| \text{BS}(u_1) \|_{L^2}^2 \leq \frac{M^2}{16\pi^2} \| u_1 \|_{L^2}^2.
\]
Here the constant $M$ is defined as $M := \sup_{x \in C_n} \int_{C_n} \frac{1}{|x-y|^2} \, dy$.

This estimate combined with Equation (3.3) imply that
\[
\mu_1(C_n) \geq \frac{4\pi}{M}.
\]
It can be checked [25] (due to the symmetry of the cylinders) that $M = \int_{C_n} \frac{1}{|y|^2} \, dy$, and a simple integration yields
\[
M = 2\pi h_n \ln \left( 1 + \frac{R_n^2}{h_n^2} \right) + 4\pi R_n \arctan \left( \frac{h_n}{R_n} \right).
\]
Finally, using the relation $R_n h_n^2 \leq c$ and that $R_n \to \infty$, we conclude that $M \to 0$ as $n \to \infty$ and consequently $\mu_1(C_n) \to \infty$. This completes the proof of the lemma. \qed

3.3. Step 3: A geometric lemma. Now we prove that a sequence of convex domains of fixed volume and diameter tending to infinity can be trapped inside a sequence of cylinders of heights that tend to zero. The proof adapts to $\mathbb{R}^3$ the 2-dimensional argument presented in [25] Theorem 2.4.1].

**Lemma 3.5.** Let $\{\Omega_n\} \subset \mathbb{R}^3$ be a collection of bounded convex domains of the same volume $V > 0$. If $d_n := \text{diam}(\Omega_n) \to \infty$ as $n \to \infty$, then there exists a sequence $h_n > 0$ such that $h_n^2 d_n \leq c$ for some uniform constant $c > 0$ and $\Omega_n \subset D_{2d_n} \times (-h_n, h_n)$ (up to isometry).

**Proof.** Let $L_3 \subset \Omega_n$ be a line segment that realizes the diameter of $\Omega_n$, i.e., $|L_3| = d_n$. We can then consider planes perpendicular to $L_3$ which intersect $\Omega_n$. There will be (at least) a plane $H$ such that $\text{diam}(\Omega_n \cap H)$ becomes maximal among all such planes. Take again a line segment $L_2 \subset \Omega_n \cap H$ which realizes $\text{diam}(\Omega_n \cap H)$. Since $L_2$ and $L_3$ span a plane, we can consider line segments perpendicular to this plane and intersecting $\Omega_n$. As before, there is a line segment $L_1$ which has maximal length among all such lines. Obviously $|L_1| \leq |L_2|$. For notational simplicity, we
are omitting the $n$-dependence of $L_1, L_2, L_3$. We claim that there is a uniform constant $c > 0$ such that
\[ |L_1|^2|L_3| \leq c. \]

We argue by contradiction and assume that $|L_1|^2|L_3|$ diverges as $n \to \infty$ (and hence $|L_2|^2|L_3|$ also diverges). Consider line segments contained in the plane $H$ and orthogonal to $L_2$, and denote by $L_2^+ \subset \Omega_n \cap H$ any of these segments with maximal length. Similarly we can consider the plane $H'$ containing $L_1$ and perpendicular to $L_3$ and denote by $L_1^+ \subset \Omega_n \cap H'$ a maximal length line segment. If we connect the end points of $L_2$ and $L_2^+$ with the end points of $L_3$, we obtain a pyramid (see Figure 1) which, by convexity, is inscribed in $\Omega_n$, and hence
\[ |L_2||L_2^+|L_3| \leq 6V. \]

Since $|L_2| \geq |L_2^+|$ we infer that $|L_2|^2|L_3| \leq 6V$. Analogously we obtain
\[ |L_1||L_1^+|L_3| \leq 6V. \]

If $|L_1^+| \geq |L_1|$ we deduce that $|L_1|^2|L_3| \leq 6V$, which contradicts our blow up assumption. Hence we must have $|L_1^+| \leq |L_1|$ and we deduce that
\[ |L_1^+|^2|L_3| \leq 6V. \]

By the definition of $L_1$, if it were contained in the plane spanned by $L_2$ and $L_2^+$, then we could have chosen $L_2^+ = L_1$, which would again yield a contradiction with our blow up assumption. Consequently $L_1$ and $L_2$ must be contained in two distinct parallel planes perpendicular to $L_3$.

The aforementioned planes divide the diameter in 3 parts (which might be degenerate if one of the endpoints of $L_3$ is contained in one of the planes). Denote by $b_n$ the distance between these parallel planes and $x_n, y_n \in L_3$ the end points of $L_3$. Suppose that starting at $x_n$ and running along $L_3$ we first intersect the plane containing $L_2$ (otherwise, one can start at $y_n$), and denote the distance from $x_n$ to

\[ \text{Figure 1. Connecting the end points of the line segments } L_2 = AB \text{ and } L_2^+ = CD \text{ with the end points of the diameter } L_3 = EF. \]
this plane by \( a_n \) and the distance from \( y_n \) to the other plane by \( c_n \). Connecting \( x_n \) with the end points of \( L_1 \), a simple application of the basic proportionality theorem to the resulting triangle, allows us to obtain

\[
\frac{a_n}{b_n} \leq \frac{|L_2^3|}{|L_1| - |L_2^3|} = \frac{|L_2^3||L_3|^{1/2}}{|L_1||L_3|^{1/2} - |L_2^3||L_3|^{1/2}} \leq \frac{(6V)^{1/2}}{|L_1||L_3|^{1/2} - (6V)^{1/2}},
\]

which implies, by our blow up assumption, that the ratio \( \frac{a_n}{b_n} \) tends to zero. A similar argument shows that the ratio \( \frac{c_n}{b_n} \) also tends to zero. Since \( d_n = a_n + b_n + c_n \) we conclude that \( \frac{a_n}{d_n} \) converges to 1 as \( n \to \infty \).

Finally, let us consider the polytope \( P \) obtained by connecting the end points of \( L_1 \) with the end points of \( L_2 \), which is inscribed in \( \Omega_n \) by convexity, and whose volume is given by \( |P| = \frac{a_n b_n d_n}{6} \). As the ratio of \( b_n \) and \( d_n \) tends to 1 and \( |L_3| = d_n \), we find for large enough \( n \),

\[
V \geq \frac{|L_3||L_1||L_2|}{12} \geq \frac{|L_1|^2|L_3|}{12} \to \infty,
\]

which is a contradiction, thus implying that \( |L_1|^2|L_3| \leq c \) for some uniform \( c > 0 \), as we wanted to show.

Applying an Euclidean motion if necessary, it is then obvious that

\[
\Omega_n \subset (-d_n, d_n)^2 \times (-|L_1|, |L_1|) \subset D_{2d_n} \times (-|L_1|, |L_1|),
\]

thus completing the proof of the lemma. \( \square \)

3.4. Step 4: Completing the proof. Let \( \{\Omega_n\} \) be a minimizing sequence with fixed volume \( V > 0 \). According to Lemma 3.4 we may assume that the sequence of diameters must be uniformly bounded, and hence there is \( R > 0 \) so that \( \{\Omega_n\} \subset B_R \) for all \( n \). A simple application of Blaschke’s selection theorem implies that there is a subsequence converging to some bounded convex domain \( \Omega \subset B_R \) in the Hausdorff sense with \( |\Omega| = V \). The theorem follows using the continuity of the first curl eigenvalue, cf. Proposition 3.3

\[
\mu_1(\Omega) = \lim_{n \to \infty} \mu_1(\Omega_n).
\]

3.5. Axially symmetric convex domains. In this final subsection we consider bounded convex domains \( \Omega \) that are axially symmetric with respect to some line (up to isometry, there is no loss of generality in assuming that the symmetry line is the \( z \) axis). For each positive constant \( V \) we show that there exist optimal domains of volume \( V \) for the first curl eigenvalue in the aforementioned class of convex sets. The proof is essentially the same as in the previous subsections.

**Theorem 3.6.** Let \( V \) be a positive real number. Then there exists a bounded axially symmetric convex domain \( \Omega \) of volume \( V \) which minimizes \( \mu_1 \) among all other domains in the same class with the same volume.

**Remark 3.7.** This optimal domain does not need to minimize \( \mu_1 \) among all other convex domains of the same volume. Conversely the optimal domain in the first part of Theorem 1.2 does not need to be axially symmetric. Note also that in the axially symmetric setting there is no analogue of the regularity result proved in Proposition 4.1 below because the class of flows \( \Phi^t \) that preserve axial symmetry is too small.
Proof. Let \( \Omega_n \) be a minimizing sequence in the class of bounded axially symmetric convex domains of volume \( V \). Lemma 3.4 implies that we can take all \( \Omega_n \) to be contained in some ball \( B_R \) for large enough radius \( R > 0 \). It follows from Blaschke’s selection theorem that, up to a subsequence, the domains \( \Omega_n \) converge to a bounded convex domain \( \Omega \) of volume \( V \) in the Hausdorff distance \( d_H \). By Proposition 3.3 we know that

\[
\mu_1(\Omega) = \lim_{n \to \infty} \mu_1(\Omega_n).
\]

Now, for each \( \phi \in [0, 2\pi) \), let \( R_\phi \) be the rotation of \( \mathbb{R}^3 \) defined as

\[
(x, y, z) \mapsto (\cos \phi x + \sin \phi y, -\sin \phi x + \cos \phi y, z).
\]

By assumption, we know that \( R_\phi(\Omega_n) = \Omega_n \) for all \( \phi \) and \( n \). Accordingly, since the Hausdorff distance is preserved by isometries, we can write

\[
d_H(\Omega_n, R_\phi(\Omega)) = d_H(R_\phi(\Omega_n), R_\phi(\Omega)) = d_H(\Omega_n, \Omega) \to 0
\]
as \( n \to \infty \), so we conclude that \( \Omega_n \) converges to \( R_\phi(\Omega) \) for all \( \phi \in [0, 2\pi) \). The uniqueness of the Hausdorff limit implies that \( R_\phi(\Omega) = \Omega \) and hence \( \Omega \) is axially symmetric, as we wanted to show. \( \square \)

4. Non-analyticity of optimal convex domains

In this section we prove the second part of Theorem 1.2, i.e., we show that the optimal convex domains of volume \( V > 0 \) are not analytic. Key to prove this result is a lemma showing that the pointwise norm of any eigenfunction of curl associated to the first eigenvalue \( \mu_1(\Omega) \) is constant on the stably convex part of the boundary \( \partial \Omega \), see Lemma 4.3 below.

Proposition 4.1. Let \( \Omega \) be an optimal convex domain of volume \( V \). Then its boundary \( \partial \Omega \) is not analytic.

Proof. Let us assume that \( \partial \Omega \) is analytic. It is easy to check that there is an open and dense set \( U \subset \partial \Omega \) where \( \partial \Omega \) is stably convex (which corresponds to the piece of \( \partial \Omega \) whose Gauss curvature is positive). Now let \( v \) be any compactly supported \( C^\infty \) vector field on \( \mathbb{R}^3 \) which is zero on a neighborhood of \( \partial \Omega \setminus U \). The stable convexity then implies that, for small enough times \( t \), its flow \( \Phi^t \) preserves the convexity of \( \Omega \).

If \( u_1 \) is a curl eigenfield on \( \Omega \) associated to the first curl eigenvalue, it follows from Lemma 4.3 below that

\[
|u_1|^2 = \frac{\|u_1\|^2_{L^2(\Omega)}}{3|\Omega|}
\]
on an open set of \( \partial \Omega \) strictly contained in \( U \). In fact, the analyticity of the boundary implies that \( u_1|_{\partial \Omega} \) is real analytic \([12, \text{Theorem A.1}]\), and therefore we conclude that \( |u_1|^2 \) is constant everywhere on \( \partial \Omega \). Since \( \partial \Omega \) is diffeomorphic to \( S^2 \) by convexity, the Poincaré-Hopf theorem implies that \( u_1 \) must vanish somewhere on \( \partial \Omega \) and hence \( u_1 = 0 \) on \( \partial \Omega \), and in turn \( u_1 \equiv 0 \) on \( \Omega \) by Equation (4.1). This contradiction completes the proof of the proposition. \( \square \)

Before showing that the norm of the first eigenfield \( |u_1| \) is constant on the stably convex part of the boundary of an optimal domain, we first prove an auxiliary
result on the equivalence between our optimal domain problem and a minimization problem without a volume constraint:

**Lemma 4.2.** A bounded convex domain $\Omega$ is optimal for the first curl eigenvalue if and only if $\Omega$ minimizes the product $|\Omega|^{1/3} \mu_1(\Omega)$ among all bounded convex domains (with not necessarily the same volume).

*Proof.* If $\Omega$ minimizes $|\Omega|^{1/3} \mu_1(\Omega)$ among all bounded convex domains, then for any bounded convex domain $\Omega'$ with $|\Omega'| = |\Omega|$ we find

$$|\Omega|^{1/3} \mu_1(\Omega) \leq |\Omega'|^{1/3} \mu_1(\Omega') = |\Omega|^{1/3} \mu_1(\Omega')$$

and hence $\Omega$ is an optimal domain for the first curl eigenvalue. On the other hand, if $\Omega$ is a minimizer of the first curl eigenvalue among all bounded convex domains with the same volume, and $\Omega'$ is any other bounded convex domain (of possibly different volume), we notice that the scaling $\lambda \Omega'$ with $\lambda := \left(\frac{|\Omega|}{|\Omega'|}\right)^{1/3}$ satisfies $|\lambda \Omega'| = |\Omega|$. Consequently, $\mu_1(\Omega) \leq \mu_1(\lambda \Omega')$ and the lemma follows from Lemma 3.1. 

We are now ready to prove the key lemma that is used in the proof of Proposition 4.1. In the statement we use the notation $\Gamma_S$ for the stable part of the boundary of $\Omega$, which is an open set. By stable set we mean that the domain $\Phi^t(\Omega)$ is convex for all $|t|$ small enough if $\Phi^t$ is the flow defined by a vector field whose support on $\partial \Omega$ is contained in $\Gamma_S$. We recall that the trace $|u|^2 |_{\partial \Omega}$ is in the space $W^{1,2}(\partial \Omega)$ by Lemma 2.5.

**Lemma 4.3.** Let $\Omega$ be an optimal convex domain and let $v$ be a smooth compactly supported vector field on $\mathbb{R}^3$ whose flow $\Phi^t$ preserves the convexity of $\Omega$ for small enough times. Then, for any first eigenfield $u_1$, we have

$$\int_{\partial \Omega} \left( |u_1|^2 - \frac{\|u_1\|^2_{L^2(\Omega)}}{3|\Omega|} \right) v \cdot N \, dS = 0 .$$

In particular $|u_1|^2 = \frac{\|u_1\|^2_{L^2(\Omega)}}{3|\Omega|}$ a.e. on $\Gamma_S$, and if $\Omega$ is stably convex then $|u_1|^2 = \frac{\|u_1\|^2_{L^2(\Omega)}}{|\Omega|}$ a.e. on the whole $\partial \Omega$.

*Proof.* For small $|t|$ we define the domain $\Omega^t := \Phi^t(\Omega)$ and the vector field

$$u_1^t := \frac{\langle \Phi^t \rangle_{\cdot} u_1}{\det (D\Phi^t) \circ \Phi^{-t}} ,$$

on $\Omega^t$, which is not generally a first eigenfield for $t \neq 0$; obviously $u_1^t \in H^1(\Omega^t)$ because $u_1 \in H^1(\Omega)$ by Lemma 2.5. We claim that $u_1^t \in \mathcal{K}(\Omega^t)$. Indeed, we know from Proposition 2.2 that $N \cdot u_1 |_{\partial \Omega} = 0$, and since $u_1^t$ is the push-forward of $u_1$ up to a proportionality factor, we easily infer that $N_t \cdot u_1^t |_{\partial \Omega} = 0$, where $N_t$ is a unit normal vector at almost every point of $\partial \Omega^t$ ($u_1^t$ understood as an element in $H^{1/2}(\partial \Omega^t)$). The fact that $\text{div} u_1^t = 0$ on $\Omega^t$ follows from the following computation using the Lie derivative, with $\mu$ the Euclidean volume form:

$$\langle \Phi^t \rangle^* (L_{u_1^t} \mu) = L_{\langle \Phi^t \rangle_{\cdot} u_1^t} (\langle \Phi^t \rangle^* \mu) = L_{u_1} \mu = 0$$

where we have used that $\langle \Phi^t \rangle^* \mu = \det (D\Phi^t) \mu$ and $\langle \Phi^t \rangle^* u_1^t = \frac{u_1}{\det (D\Phi^t)}$. Since $\Omega^t$ is homeomorphic to a ball, the space of harmonic fields is trivial, i.e., $\mathcal{H}_0 = 0$, and hence the Hodge decomposition theorem for Lipschitz domains, cf. [23].
the compact inverse of curl on \( \Omega \).

Accordingly, \[
\int_{\Omega} u_1^t \cdot \nabla \psi dx = \int_{\partial \Omega} \psi N_t \cdot u_1^t \big|_{\partial \Omega} dS = 0 ,
\]
thus completing the proof of the claim.

Now we show that the helicity \( H_{\Omega^t}(u_1^t) = \int_{\Omega} \text{curl}^{-1} u_1^t \cdot u_1^t dx \), where \( \text{curl}^{-1} \) is the compact inverse of curl on \( \Omega^t \), does not depend on \( t \), i.e.,
\[
H_{\Omega^t}(u_1^t) = H(u_1) .
\]

Indeed, if \( \alpha^t \) is the metric dual 1-form of \( \text{curl}^{-1} u_1^t \), we know by definition of curl in the language of forms that \( i_{u_1^t \cdot} \mu = d\alpha^t \); a straightforward computation using the definition of \( u_1^t \) then implies that \( \alpha^t = (\Phi^t)_* \alpha_1 + d\psi_t \) for some function \( \psi_t \in H^1(\Omega^t) \).

Accordingly
\[
H_{\Omega^t}(u_1^t) = \int_{\Omega^t} \alpha^t \wedge d\alpha^t = \int_{\Omega} \alpha_1 \wedge d\alpha_1 + \int_{\Omega^t} d\psi_t \wedge d\alpha^t
\]
\[
= H(u_1) + \int_{\Omega^t} u_1^t \cdot \nabla \psi_t dx = H(u_1) .
\]

By Lemma 4.2 and the assumption that \( \Omega^t \) is convex for all small enough \( |t| \), the function \( |\Omega^t|^{1/3} \mu_1(\Omega^t) \) must have a local minimum at \( t = 0 \). We can now define the smooth function
\[
f(t) := |\Omega^t|^{1/3} \frac{\| u_1^t \|^2_{L^2(\Omega^t)}}{H(u_1)} = |\Omega^t|^{1/3} \frac{\| u_1^t \|^2_{L^2(\Omega^t)}}{H_{\Omega^t}(u_1^t)} \geq |\Omega^t|^{1/3} \mu_1(\Omega^t) ,
\]
where we have used the variational principle (3.1) in the last inequality. Therefore
\[
f(0) = |\Omega|^{1/3} \mu_1(\Omega) \leq |\Omega^t|^{1/3} \mu_1(\Omega^t) \leq f(t)
\]
for all \( |t| \) small enough, and hence \( f \) attains a local minimum at \( t = 0 \) as well, in particular, \( f'(0) = 0 \).

Noticing that
\[
\left. \frac{d|\Omega^t|}{dt}\right|_{t=0} = \int_{\Omega} \text{div} \ u_1 \ dx = \int_{\partial \Omega} N \cdot v \ dS ,
\]
we can write
\[
f'(0) = \left. \frac{|\Omega|^{-2/3} \| u_1 \|^2_{L^2(\Omega)}}{3H(u_1)} \right|_{t=0} \int_{\partial \Omega} N \cdot v \ dS + \frac{|\Omega|^{1/3}}{H(u_1)} \left. \frac{d}{dt} \| u_1^t \|^2_{L^2(\Omega^t)} \right|_{t=0} .
\]
On the other hand, it is easy to check from the definition of \( u_1^t \) that
\[
\left. \frac{du_1^t}{dt}\right|_{t=0} = [u_1, v] - (\text{div} \ v) u_1 = \text{curl}(v \times u_1) ,
\]
where \([\cdot, \cdot]\) denotes the Lie bracket of vector fields and to pass to the last equality we have used the well known identity for \( \text{curl}(v \times u_1) \) in terms of the Lie bracket. This allows us to compute the \( t \) derivative of \( \| u_1^t \|^2_{L^2(\Omega^t)} \):
\[
\left. \frac{d}{dt} \| u_1^t \|^2_{L^2(\Omega^t)} \right|_{t=0} = 2 \int_{\Omega} u_1^t \cdot \text{curl}(v \times u_1) dx + \int_{\partial \Omega} |u_1|^2 N \cdot v dS
\]
\[
= -\int_{\partial \Omega} |u_1|^2 N \cdot v dS .
\]
To obtain the last equality we have integrated by parts and used that curl $u_1 = \mu_1 u_1$. We recall that the boundary terms are well defined because $|u_1|^2 |_{\partial \Omega} \in W^{\frac{1}{2}, 2} \left( \partial \Omega \right)$ on account of Lemma 2.5.

Equation (4.2) then follows after plugging this expression into the formula for $f'(0) = 0$. If $\Gamma_S$ is the stable part of $\partial \Omega$ it is clear that the convexity of $\Omega$ is preserved by the local flow of any vector field whose support on $\partial \Omega$ is contained in $\Gamma_S$. We then easily infer that $|u_1|^2 |_{\partial \Omega} - \frac{\|u_1\|^2_{L^2(\Omega)}}{3|\Omega|}$ is annihilated by all smooth functions supported on $\Gamma_S$ and hence it must be zero a.e. on $\Gamma_S$. In the case that $\Omega$ is stably convex, by definition the domain is stable under any local flow of a vector field, so the same argument as before yields that $|u_1|^2 |_{\partial \Omega} = \frac{\|u_1\|^2_{L^2(\Omega)}}{3|\Omega|}$ a.e. on $\partial \Omega$, thus completing the proof of the lemma. \hfill \Box

We finish this section showing that if an optimal convex domain is regular enough, it cannot be stably convex. In the statement we use the notion of domains in a Sobolev class $W^{2, p}$ as introduced in [24]. This class is natural in the sense that $W^{2, \infty} = C^{1, 1}$, and it is proved [2] that any curl eigenfield on a $C^{1, 1}$ domain is continuous up to the boundary. Working with domains of class $W^{2, p}$, which are $C^1$ provided that $p > 3$, is a natural setting to improve the $C^{1, 1}$ regularity assumption. In particular, we do not know if the following holds for arbitrary $C^1$ domains:

**Proposition 4.4.** Let $\Omega \subset \mathbb{R}^3$ be an optimal convex domain in the Sobolev class $W^{2, p}$ for some $p > 3$. Then $\Omega$ is not stably convex. In particular, if $\Omega$ is of class $C^{1, 1}$, it is not strongly convex.

**Proof.** Assume that $\Omega$ is stably convex and $u_1$ is a first curl eigenfield. We recall that a $C^{1, 1}$ strongly convex domain is also stably convex, cf. Proposition 2.6. According to Lemma 4.3, $|u_1|^2 = c$ a.e. on $\partial \Omega$ for some constant $c > 0$. We claim that $u_1 |_{\partial \Omega} \in C^{0, \alpha}(\partial \Omega)$ for some $\alpha > 0$. Indeed, by Sobolev embedding we know that $\partial \Omega$ is in the Sobolev class $W^{2, -\frac{2}{3}, q}$, where $q := \min\{p, 4\}$. Now, since $q > 3$, it follows from [24] that $u_1$ is in $W^{1, q}(\Omega) \subset C^{0, \alpha}(\Omega)$ for some $\alpha > 0$, and so the boundary restriction $u_1 |_{\partial \Omega}$ is continuous. Since $\partial \Omega$ is homeomorphic to a sphere, any continuous vector field must vanish at some point, which is a contradiction with the fact that $|u_1|^2 = c > 0$ everywhere. The proposition then follows. \hfill \Box

5. Existence of uniform Hölder optimal domains

Our goal in this section is to prove the existence of optimal domains within the class of bounded domains, of fixed volume and contained in a fixed bounded domain $D \subset \mathbb{R}^3$, which are uniformly Hölder in the following sense.

**Definition 5.1.** Given any constants $R > 0$, $0 < c_0 < L$, $c_1 > 0$, $0 < \alpha \leq 1$ and an integer $k \geq 2$, we define the set of uniform Hölder functions as

$$C^{k, \alpha}(L, c_0, c_1) := \{ f \in C^{k, \alpha}(\overline{D}_R) : \| f \|_{C^{k, \alpha}(\overline{D}_R)} \leq L, f^{-1}(0) \cap B_R \text{ is nonempty and } |\nabla f| \geq c_0 \text{ on } f^{-1}(t) \text{ for all } t \in (-c_1, c_1) \}.$$ 

The class of uniformly Hölder domains $D^{k, \alpha}(L, c_0, c_1)$ consists of domains $\Omega \subset D$ ($D$ is fixed for all domains, and we take $R$ large enough so that $\overline{D} \subset B_R$), with
a defining function \( f \in C^{k,\alpha}(L, c_0, c_1) \). Therefore, \( \Omega = \{ x \in B_R : f(x) < 0 \} \) and \( B_R \setminus \Omega = \{ x \in B_R : f(x) > 0 \} \), so that \( \partial \Omega = f^{-1}(0) \cap B_R = f^{-1}(0) \cap \overline{D} \).

**Remark 5.2.** Any \( C^{k,\alpha} \) bounded domain \( \Omega \subset D \) is in \( D^{k,\alpha}(L, c_0, c_1) \) if the constants \( L, c_0^{-1}, c_1^{-1} \) are large enough. We also observe that the principal curvatures of the boundary of any domain in \( D^{k,\alpha}(L, c_0, c_1) \) are uniformly bounded, so we are considering domains of uniformly bounded geometry.

We recall that, for a certain \( V \in (0, |D|) \), we say that the constants are admissible when there are domains in \( D^{k,\alpha}(L, c_0, c_1) \) of volume \( V \).

**Theorem 5.3.** Fix \( k \geq 2, \alpha > 0, V \in (0, |D|) \) and admissible constants \( L, c_0, c_1 \) as in Definition 5.1. There exists a domain \( \Omega \) of volume \( V \) within the class \( D^{k,\alpha}(L, c_0, c_1) \) that is optimal for the first positive curl eigenvalue, that is, such that

\[
\mu_1(\Omega) = \inf_{\Omega \in D^{k,\alpha}(L, c_0, c_1)} \mu_1(\tilde{\Omega}) |\tilde{\Omega}| = V.
\]

To prove this theorem we first establish the following compactness lemma. We recall that, for a certain \( \alpha > 0 \),

we define \( d_H(\Omega_1, \Omega_2) := d_H(B_{R_1}(\Omega_1, B_{R_1} \setminus \Omega_2) \) for any two domains in \( D^{k,\alpha}(L, c_0, c_1) \).

**Lemma 5.4.** The space \( (D^{k,\alpha}(L, c_0, c_1), d_H) \) is a compact metric space. Moreover, the function

\[
\text{Vol} : (D^{k,\alpha}(L, c_0, c_1), d_H) \rightarrow \mathbb{R}
\]

that assigns to a domain \( \Omega \) its volume, \( \text{Vol}(\Omega) := |\Omega| \), is continuous.

**Proof.** Obviously all the elements of \( D^{k,\alpha}(L, c_0, c_1) \) are bounded and nonempty, so \( d_H \) defines a metric on this space. Let \( \{ \Omega_n \}_n \subset \overline{D}^{k,\alpha}(L, c_0, c_1) \) be any given sequence and fix defining functions \( f_n \in C^{k,\alpha}(L, c_0, c_1) \) as described in Definition 5.1. Due to the uniform Hölder bound we may assume that the sequence \( \{ f_n \} \) converges to some \( f \in C^{k,\alpha}(\overline{B_R}) \) in the \( C^k \)-norm. It is easy to check that the limiting function \( f \) satisfies \( \| f \|_{C^{k,\alpha}(\overline{B_R})} \leq L \) and \( |\nabla f| \geq c_0 \) on any level set \( f^{-1}(t) \) for \( t \in (-c_1, c_1) \). To see that \( f \in C^{k,\alpha}(L, c_0, c_1) \) it remains to check that \( f^{-1}(0) \cap B_R \) is nonempty. But, since \( f_n^{-1}(0) \cap B_R \) is nonempty for all \( n \), it is obvious that \( f^{-1}(0) \cap B_R \neq \emptyset \). Now, for any \( N > 0 \) there is a large enough \( N' \) such that for all \( n \geq N' \)

\[
\| f - f_n \|_{C^k(B_R)} < \frac{1}{N}.
\]

Since \( k \geq 2 \), Thom’s isotopy theorem [18, Section 3] then implies that \( f^{-1}(0) \cap B_R \) is diffeomorphic to \( f_n^{-1}(0) \cap B_R \), the diffeomorphism being close to the identity. More precisely, for any \( N > 0 \), there is \( N' > 0 \) such that for all \( n \geq N' \) there is a \( C^{k-1} \) diffeomorphism \( \Phi_n : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) with

\[
\| \Phi_n - id \|_{C^{k-1}((\mathbb{R}^3)} < \frac{C}{N},
\]

for some \( n \)-independent constant \( C \), and

\[
f^{-1}(0) \cap B_R = \Phi_n(f_n^{-1}(0) \cap B_R).
\]

In particular, \( f^{-1}(0) \cap B_R \) is contained in \( \partial \Omega \). Moreover, \( \Phi_n \) can be taken to be different from the identity only on a neighborhood of \( \partial \Omega \). Since \( \{ f_n \} \) are defining
functions, it is obvious that \( f \) is a defining function for the domain \( \Omega \) bounded by the surface \( f^{-1}(0) \), and clearly \( \Omega \subset D \). It then follows from Equation (5.2) that
\[
\Omega = \Phi_n(\Omega_n)
\]
for all \( n \) large enough. Accordingly,
\[
d_H(\Omega, \Omega_n) = d_H(\Phi_n(\Omega_n), \Omega_n) \to 0
\]
when \( n \to \infty \), where we have used the estimate (5.1) with \( N \to \infty \). Since \( \Omega \subset D^{k,\alpha}(L,c_0,c_1) \), this completes the proof of the first part of the lemma.

To prove the continuity of the volume function, we just observe that
\[
\partial \Omega = f^{-1}(0) \cap B_R = \Phi_n(f^{-1}(0) \cap B_R) = \Phi_n(\partial \Omega_n)
\]
for a diffeomorphism \( \Phi_n \) that is as close to the identity (in the \( C^{k-1} \) norm) as desired, provided that \( n \) is large enough. This immediately implies that
\[
|\Omega_n| \to |\Omega|
\]
as we wanted to show.

Next we claim that the function \( \mu_1 : (D^{k,\alpha}(L,c_0,c_1), d_H) \to \mathbb{R} \) that assigns to each domain \( \Omega \) its first (positive) curl eigenvalue \( \mu_1(\Omega) \) is continuous. Since Lemmas 3.1 and 3.2 hold for domains in \( D^{k,\alpha}(L,c_0,c_1) \), the proof of this result is essentially the same as in Proposition 3.3. Indeed, given any sequence \( \{\Omega_n\}_n \subset D^{k,\alpha}(L,c_0,c_1) \) converging to some \( \Omega \in D^{k,\alpha}(L,c_0,c_1) \) in the Hausdorff metric, we can assume, as in the proof of Lemma 5.4, that the defining functions \( f_n \in C^{k,\alpha}(L,c_0,c_1) \) of \( \Omega_n \) converge in the \( C^{k-1} \)-norm to a defining function \( f \in C^{k,\alpha}(L,c_0,c_1) \) of \( \Omega \) (by the uniqueness of the Hausdorff limit). Now, the only observation to take into account is that the existence of the diffeomorphism \( \Phi_n \) in Equation (5.2), which is \( C^{k-1} \)-close to the identity, implies, as in the convex setting, that there are sequences \( \{t_n\}_n, \{s_n\}_n \) of real numbers, both converging to 1, such that
\[
t_n\Omega_n \subseteq \Omega \subseteq s_n\Omega_n.
\]
The continuity of \( \mu_1 : (D^{k,\alpha}(L,c_0,c_1), d_H) \to \mathbb{R} \) then follows from the proof of Proposition 3.3.

Finally, to complete the proof of Theorem 5.3 let us consider a minimizing sequence \( \{\Omega_n\}_n \subset D^{k,\alpha}(L,c_0,c_1) \) of fixed volume \( V \) for the first curl eigenvalue \( \mu_1 \). By Lemma 5.4 we can extract a subsequence converging to some \( \Omega \in D^{k,\alpha}(L,c_0,c_1) \) with
\[
|\Omega| = \lim_{n \to \infty} |\Omega_n| = V.
\]
Additionally, the continuity of \( \mu_1 \) in the Hausdorff metric argued above yields that
\[
\mu_1(\Omega) = \lim_{n \to \infty} \mu_1(\Omega_n) = \inf_{\tilde{\Omega} \in D^{k,\alpha}(L,c_0,c_1), |\tilde{\Omega}|=V} \mu_1(\tilde{\Omega}),
\]
thus implying that \( \Omega \) is an optimal domain, as we wanted to show.

Acknowledgements

The authors are grateful to Rainer Picard for providing them with a copy of Ref. [26]. Wadim Gerner would like to thank Kristin Lüke for a concise introduction into the convex optimization of the Dirichlet Laplacian and for pointing out Ref. [9]. This work has received funding from the European Research Council
(ERC) under the European Union’s Horizon 2020 research and innovation programme through the grant agreement 862342 (A.E.). It is partially supported by the grants CEX2019-000904-S, RED2018-102650-T, and PID2019-106715GB-C21 (D.P.-S.) funded by MCIN/AEI/10.13039/501100011033.

Appendix A. Definition and properties of the Γ-convergence for the curl operator

The notion of Γ-convergence was introduced by de Giorgi to study the existence of solutions and their regularity for variational problems. In the context of optimal domains for spectral problems, this has been particularly useful to prove the existence of $C^1$ optimal convex domains for the Dirichlet eigenvalues of the Laplacian [4]. In this Appendix we introduce a suitable notion of Γ-distance for vectorial boundary problems involving the curl operator, which enjoys some nice continuity properties (cf. Proposition A.2). Although we have not been able to use these ideas to study the regularity of the optimal convex domains obtained in Theorem 1.2, we include a summary of our results because we think they are of independent interest.

In what follows we fix a smooth bounded domain $D \subset \mathbb{R}^3$. If $\Omega \subseteq D$ is a Lipschitz domain and $w$ is a vector field in $K(D)$, let us consider the unique solution of the boundary value problem:

\begin{equation}
\text{curl } v = \pi_{\Omega}(w) \text{ in } \Omega, \quad v \in K(\Omega),
\end{equation}

where $\pi_{\Omega}(w)$ denotes the $L^2$-orthogonal projection of $w|_{\Omega}$ into $K(\Omega)$. In terms of the Biot-Savart operator

\[ \text{BS}(u)(x) := \frac{1}{4\pi} \int_{\Omega} \frac{u(y) \times (x - y)}{|x - y|^3} \, dy, \]

we notice that if $u \in K(\Omega)$, then $\text{BS}(u) \in H^1(\Omega)$ satisfies $\text{div}(\text{BS}(u)) = 0$ and $\text{curl}(\text{BS}(u)) = u$. It is then easy to check that the solution $v$ to Equation (A.1) is given by

\begin{equation}
\text{(A.2)} \quad v = \pi_{\Omega}(\text{BS}(\pi_{\Omega}(w))).
\end{equation}

Finally, we define the operator $\tilde{\text{BS}}_{\Omega} : K(D) \to K(D)$ as

\[ \tilde{\text{BS}}_{\Omega}(w) := \begin{cases} 
\pi_{\Omega}(\text{BS}(\pi_{\Omega}(w))) & \text{on } \Omega, \\
0 & \text{on } D \setminus \Omega.
\end{cases} \]

It is standard to check that $\tilde{\text{BS}}_{\Omega}$ is a compact self-adjoint operator whose eigenvalues are given by $\{\mu_k^{-1}(\Omega)\}_{k \in \mathbb{Z}_0}$, where $\mu_k$ are the eigenvalues of the curl operator in $\Omega$.

**Definition A.1.** Given two Lipschitz domains $\Omega, \Omega' \subseteq D$, we define their Γ-distance as

\[ d_\Gamma(\Omega, \Omega') := \sup_{w \in K(D), \|w\|_{L^2(D)} = 1} \|\tilde{\text{BS}}_{\Omega}(w) - \tilde{\text{BS}}_{\Omega'}(w)\|_{L^2(D)}. \]

The fact that $d_\Gamma$ defines a metric on the collection of Lipschitz domains contained in $D$ is elementary.

The following result shows that the eigenvalues of the curl operator are Lipchitz continuous with respect to the Γ-distance. An analogous result was crucial in [4] to
prove the $C^1$ regularity of the optimal convex domains for the Dirichlet eigenvalues of the Laplacian.

**Proposition A.2.** Let us denote by $\{\lambda_k(\Omega)\}_{k=1}^{\infty}$ the collection of the absolute values $\{|\mu_j(\Omega)|\}_{j \in \mathbb{Z}}$ of the eigenvalues of the curl operator on $\Omega$ (in increasing order). If $\{\Omega_n\}_n \subset D$ are Lipschitz domains which converge to a Lipschitz domain $\Omega \subset D$ with respect to $d_{\Gamma}$, then for all $k \in \mathbb{N}$ we have $\lambda_k(\Omega_n) \to \lambda_k(\Omega)$ as $n \to \infty$. More precisely, we have the estimate

$$\left| \frac{1}{\lambda_k(\Omega)} - \frac{1}{\lambda_k(\Omega')} \right| \leq d_{\Gamma}(\Omega, \Omega')$$

for any two Lipschitz domains $\Omega, \Omega' \subset D$ and all $k \in \mathbb{N}$.

**Proof.** It is immediate from Definition A.1 that

$$d_{\Gamma}(\Omega, \Omega') = \|\tilde{BS}_\Omega - \tilde{BS}_{\Omega'}\|_{L^2(D)},$$

where $\|\cdot\|_{L^2(D)}$ denotes the operator norm. Since $\tilde{BS}_\Omega$ and $\tilde{BS}_{\Omega'}$ are compact self-adjoint operators on a Hilbert space, denoting by $\nu_k(\Omega), \nu_k(\Omega')$, $k \in \mathbb{N}$, the absolute values of the eigenvalues of $\tilde{BS}_\Omega$ and $\tilde{BS}_{\Omega'}$, respectively, ordered by size starting with the largest and counting multiplicities, then [18, Theorem 2.3.1]

$$\|\tilde{BS}_\Omega - \tilde{BS}_{\Omega'}\|_{L^2(D)} \geq |\nu_k(\Omega) - \nu_k(\Omega')|$$

for all $k \in \mathbb{N}$. Since $\nu_k(\Omega) = \frac{1}{\lambda_k(\Omega)}$ as mentioned above, the proposition follows.

\[\square\]
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