Multimodal Human Recognition in Significantly Low Illumination Environment Using Modified EnlightenGAN
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Abstract: Human recognition in indoor environments occurs both during the day and at night. During the day, human recognition encounters performance degradation owing to a blur generated when a camera captures a person's image. However, when images are captured at night with a camera, it is difficult to obtain perfect images of a person without light, and the input images are very noisy owing to the properties of camera sensors in low-illumination environments. Studies have been conducted in the past on face recognition in low-illumination environments; however, there is lack of research on face- and body-based human recognition in very low illumination environments. To solve these problems, this study proposes a modified enlighten generative adversarial network (modified EnlightenGAN) in which a very low illumination image is converted to a normal illumination image, and the matching scores of deep convolutional neural network (CNN) features of the face and body in the converted image are combined with a score-level fusion for recognition. The two types of databases used in this study are the Dongguk face and body database version 3 (DFB-DB3) and the ChokePoint open dataset. The results of the experiment conducted using the two databases show that the human verification accuracy (equal error rate (ERR)) and identification accuracy (rank 1 genuine acceptance rate (GAR)) of the proposed method were 7.291% and 92.67% for DFB-DB3 and 10.59% and 87.78% for the ChokePoint dataset, respectively. Accordingly, the performance of the proposed method was better than the previous methods.
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1. Introduction

Various human recognition methods, including face, iris, fingerprint, finger vein, and gait recognition, are continuously being researched. There are limitations to achieving long-distance human recognition in indoor and outdoor environments because recognition becomes increasingly difficult as the human face and iris size decrease with increasing distance between a camera and a person. In addition, a gait recognition method requires a vast amount of data. Owing to these drawbacks, the human body has been the subject of recognition in long-distance human recognition methods in indoor and outdoor environments. Moreover, human recognition methods in indoor and outdoor environments have discrepancies owing to differences in lighting between day and night. A complete image of a person can be easily obtained during the day because the amount of light is sufficient; however, this is not the case at night owing to the inadequate lighting. Therefore, a near-infrared (NIR) camera is also used at night to enable human recognition. However, the number of computations increases as two types of images are captured by both a visible-light camera and an NIR camera. In addition, NIR lighting is required; however, it is difficult to adaptively adjust the NIR light intensity and incidence angle according to the distance between the camera and the object. Considering these problems, this study newly proposes a modified enlighten generative adversarial network (modified EnlightenGAN)
in which a very low illumination image is converted to a normal illumination image, and
the matching scores of deep convolutional neural network (CNN) features of the face
and body in the converted image are combined with a score-level fusion for recognition.
Compared with previous works, our research is novel in the following three ways:

- It is the first study of face- and body-based human recognition in very low illumination
  images. Accordingly, a modified EnlightenGAN is newly proposed.
- A modified EnlightenGAN is a model that has an improved size (40 × 40) of the input
  patch of a discriminator compared to that (32 × 32) of the conventional EnlightenGAN.
  In addition, it uses the improved features of the rectified linear unit (ReLU) 5-3
  layer in the discriminator for computing the self-feature preserving loss, whereas
  the conventional EnlightenGAN uses the features of the ReLU 5-1 layer. Therefore,
  the human recognition performance in a very low illumination image was improved
  compared to the conventional EnlightenGAN.
- The structural complexity was reduced by separating the modified EnlightenGAN
  for converting a low-illumination image to a normal illumination one and employing
  CNNs for human recognition.

2. Related Work

Research on human recognition can be largely divided into recognition that considers
low-illumination images and recognition that does not consider low-illumination images.
In this section, the previous studies are analyzed based on this classification.

2.1. Recognition That Does Not Consider the Low-Illumination Condition

Many studies have been conducted, to date, on human recognition methods without
the low-illumination problem. Human recognition methods can be largely classified as face
recognition, body recognition, and face and body recognition. First, for face recognition,
Grgic et al. [1] acquired face images from three specified positions applying five cameras.
The performance of recognition for the obtained face images was measured using the
principal component analysis (PCA) method. Banerjee et al. [2] applied three categories of
open databases, ChokePoint, SCface, and FR_SURV, for the experiment, and they measured
the performance of recognition using soft-margin learning for multiple feature–kernel
combinations (SML-MKFC) with the domain adaptation (DA) method.

Secondly, body recognition can be divided into two types, namely, texture- and
shape-based body recognition and gait-based body recognition. For body recognition
based on shape and texture, Varior et al. [3] applied the Siamese CNN (S-CNN) structure.
Shi et al. [4] used a similar S-CNN architecture in a previous study [3]; however, the
researchers used five convolution blocks and a discriminative deep metric learning (DDML)
method. However, face recognition and body recognition both have significant drawbacks.
The drawbacks of face recognition are that a complete face image can be acquired only if
the image is captured from a close distance, and that face recognition becomes difficult in
a relatively lower illumination environment. Although body recognition is less affected
by the distance than face recognition, it is also very vulnerable to varying illumination
conditions. Finally, for gait-based body recognition, Han et al. [5] obtained additional
data using a synthetic gait energy image (GEI) method and measured the recognition
performance based on the fusion of original GEI and image features obtained through PCA
and multiple discriminant analysis (MDA). Gait-based body recognition has the advantage
of being less affected by the low-illumination condition; however, it requires a large amount
of continuous data, which is a disadvantage.

Furthermore, face and body recognition can be divided into two categories, specifically,
face and body recognition based on gait, and body and face recognition based on shape
and texture. According to face and body recognition based on gait, Liu et al. [6] computed
the performance by applying a database acquired from other research workers, and they
used Gabor feature-based elastic bunch graph matching (EBGM) and the hidden Markov
model (HMM) as recognition techniques. In a study [7] on texture- and shape-based face
and body recognition, the human face and body were separately recognized in an indoor environment, where the face and body were recognized with visual geometry group (VGG) face net-16 [8] and a residual network (ResNet)-50 [9], respectively.

However, these studies had a poor recognition performance owing to vulnerability to low illumination. The following studies were conducted to overcome the drawbacks of the studies mentioned above.

2.2. Recognition That Considers the Low-Illumination Condition

In general, human recognition needs to consider time-related aspects in addition to recognition methods because a person moves around regardless of the time of day. Accordingly, low illumination is increasingly being considered in research on human recognition. The following studies were conducted on face recognition.

Kamenetsky et al. [10] studied improvements in human recognition in a low-illumination environment as well as recognition methods with respect to distance. An atmospheric turbulence mitigation algorithm (MPE) was used as an improvement method in which MPE was applied for long distances using the reverse heat equation (MPEh), while the MPE based on the median filter (MPEf and fMPE) was applied for a low-illumination environment. The data were obtained 5 m away from a dark indoor room to obtain low-illumination environment data in three different environments of full moon, moonless clear night sky, and moonless overcast. Huang et al. [11] researched recognition in a low-illumination environment using the CASIA-WebFace dataset. Each face image was denoised using a dynamic histogram equalization (DHE), and the recognition performance was improved in a low-illumination environment using a feature reconstruction network (FRN). Poon et al. [12] studied recognition improvement with respect to low illumination and color for which the Asian face database and Faces04 face database were used for low illumination and color, respectively. The PCA method was applied for recognition performance improvement. Zhang et al. [13] used the gradientfaces method to improve the recognition performance in indoor and outdoor environments with varying degrees of illumination. Zhao et al. [14] used the Yale B dataset in which a large area having a low illumination was normalized through the discrete cosine transform (DCT), and the recognition performance was measured by removing a small area of low illumination using a local normalized method. Vu et al. [15] improved the low-illumination environment using two adaptive nonlinear functions and a difference of Gaussian (DoG) filter; Kang et al. [16] performed low-light image denoising using the denoising of low-frequency noise (DeLFN) method; Ren et al. [17] increased the image brightness using a Gaussian homomorphic filter and image multiplication.

However, the application of these methods for face recognition in low-illumination conditions mostly reduced the low-illumination condition without considering the very low illumination condition. Therefore, this study proposes a face and body recognition method that uses the modified EnlightenGAN even in a very low illumination condition. Table 1 summarizes this study and previous studies on low-illumination multimodal human recognition.
Table 1. Overview of the previous studies and the proposed method about low-illumination multimodal human recognition.

| Type | Techniques | Strength | Weakness |
|------|------------|----------|----------|
| Not considering low-illumination condition | Face recognition | PCA [1] | Good recognition performance when images are captured up close | Recognition performance may be degraded owing to external light |
| | Texture- and shape-based body recognition | SML-MKFC with DA [2] | | |
| | Gait-based body recognition | Synthetic GEL, PCA + MDA [5] | Recognition performance less affected by low illumination | Requires an extended period of time to obtain gait data |
| | Gait-based body and face recognition | HMM/Gabor feature-based EBGM [6] | | |
| | Body and face recognition based on texture and shape | ResNet-50 and VGG face net-16 [7] | Takes relatively less time to acquire data compared to gait-based recognition | Possibility of clothes color being changed owing to lighting changes or losing important facial features |
| Considering low-illumination condition | Face recognition | MPEf and fMPE [10] | Able to perform face recognition in a low-illumination condition | Did not consider face and body recognition in a very low illumination environment |
| | | FRN [11] | | |
| | | Gradientfaces [12,13] | | |
| | | DCT and local normalized method [14] | | |
| | | DoG filter and adaptive nonlinear function [15] | | |
| | | DeLFN [16] | | |
| | | Homomorphic filter and image multiplication [17] | | |
| | Face and body recognition | Proposed method | Recognition possible in a very low illumination environment | Requires more time to process face and body recognition data |
3. Proposed Methods

3.1. System Overview

The overall structure of the proposed system is shown in Figure 1. The face region is detected in the input image acquired from an indoor environment (step (1) in Figure 1). The body region below the face region acquired in the previous step is detected (step (2) in Figure 1). In detail, the face region in the captured image is located by the adaptive boosting (AdaBoost) detector [18], and the dlib facial feature tracker [19] is applied to detect the positions of facial features (both eyes), which can more accurately define the face region. Then, the body region is anthropometrically defined based on the size and position of the detected face region. The trained modified EnlightenGAN is used to convert very low illumination in face and body regions into normal illumination (step (3) in Figure 1). Image features are obtained using a CNN model from face and body regions that have been converted to normal illumination (steps (4) and (5) in Figure 1). Imposter and authentic matching distances are measured applying the feature vectors acquired in steps (4) and (5) (steps (6) and (7) in Figure 1). Human recognition is performed (step (9) in Figure 1) using the final matching score obtained through the score-level fusion (step (8) in Figure 1) of two matching distances.

Figure 1. Overall procedure of proposed method.

3.2. Structure of Modified EnlightenGAN

Before introducing the modified EnlightenGAN that is newly proposed in this study, the conventional GAN is briefly explained. A generative adversarial network (GAN)
typically consists of a generator and a discriminator [20]. The generator seeks to produce a counterfeit image resembling the genuine image using Gaussian random noise as an input, while the discriminator aims to discriminate a real image from the fake image generated by the generator. Hence, we train the discriminator to discern a genuine image and a counterfeit image; however, we train the generator to make it certain that the counterfeit image is very similar to the genuine image. Various types of GAN have been proposed owing to their excellent performance. Although DeblurGAN [21], which is a type of conditional GAN (CGAN), generates a fake image in the same manner as a CGAN, it has a very different structure. The generator of a DeblurGAN has two convolutional blocks, nine residual blocks, and two transposed convolution blocks, while the discriminator discerns the input image and target image as concatenated images. Moreover, Pix2pix [22] is a type of CGAN that varies significantly from a conventional CGAN in which skip connection is applied to the encoder-decoder of a generator. Skip connection is applied to solve the problem of a detail feature that occurs when images are processed in the encoder-decoder. Furthermore, a cycle-consistent GAN (CycleGAN) [23] has different characteristics from a CGAN, where there is a relationship between the input image and reference image rather than between the input image and target image in addition to unpaired image-to-image translation. It also varies from a GAN in terms of calculating a loss. If the forward transform output for input X obtained with a CycleGAN is called Y, and then output Y is backward transformed with a CycleGAN to produce the result X', then the loss for measuring the similarity between X and X' is calculated and is called the cycle consistency loss.

The generator in the EnlightenGAN [24] has the form of a U-net [25]. A U-net is a network that has an encoder and a decoder. The discriminator is further divided into a global discriminator and local discriminator. The global discriminator distinguishes the difference between the real image and fake image generated by the generator, while the local discriminator locally distinguishes two compared images as randomly cropped patch images. The reason for such distinction is that the vanilla discriminator fails to discern lighting changes at a specific position of an image. Both the global and local discriminator thus use a patchGAN. Tables 2–4 present the generator using the discriminator of the modified EnlightenGAN proposed in this study.

Table 2. Generator of modified EnlightenGAN (all the convolution blocks include one convolutional layer, one Leaky rectified linear unit (ReLU) layer, and one batch normalization layer, except for the last convolution block, which includes one convolutional layer and one Leaky ReLU layer).

| Type of Layer         | Feature Map Sizes (Height × Width × Channel) | Number of Filters | Filter Sizes | Number of Strides | Number of Paddings |
|-----------------------|-----------------------------------------------|-------------------|--------------|-------------------|--------------------|
| Input image layer     | 224 × 224 × 3                                |                   |              |                   |                    |
| Attention map layer   | 224 × 224 × 1                                |                   |              |                   |                    |
| Concatenated layer    | 224 × 224 × 4                                |                   |              |                   |                    |
| Convolution block1    | 224 × 224 × 32                               | 32                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block2    | 224 × 224 × 32                               | 32                | 3 × 3        | 1 × 1             | 1 × 1              |
| Maxpooling layer1     | 112 × 112 × 32                               |                   |              |                   |                    |
| Convolution block3    | 112 × 112 × 64                               | 64                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block4    | 112 × 112 × 64                               | 64                | 3 × 3        | 1 × 1             | 1 × 1              |
| Maxpooling layer2     | 56 × 56 × 64                                 |                   |              |                   |                    |
| Convolution block5    | 56 × 56 × 128                                | 128               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block6    | 56 × 56 × 128                                | 128               | 3 × 3        | 1 × 1             | 1 × 1              |
| Maxpooling layer3     | 28 × 28 × 128                                |                   |              |                   |                    |
| Convolution block7    | 28 × 28 × 256                                | 256               | 3 × 3        | 1 × 1             | 1 × 1              |
### Table 2. Cont.

| Type of Layer         | Feature Map Sizes (Height × Width × Channel) | Number of Filters | Filter Sizes | Number of Strides | Number of Paddings |
|-----------------------|---------------------------------------------|-------------------|--------------|-------------------|--------------------|
| Convolution block8    | 28 × 28 × 256                               | 256               | 3 × 3        | 1 × 1             | 1 × 1              |
| Maxpooling layer4     | 14 × 14 × 256                               |                   |              |                   |                    |
| Convolution block9    | 14 × 14 × 512                               | 512               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block10   | 14 × 14 × 512                               | 512               | 3 × 3        | 1 × 1             | 1 × 1              |
| Deconvolution block1  | 28 × 28 × 256                               | 256               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block11   | 28 × 28 × 256                               | 256               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block12   | 28 × 28 × 256                               | 256               | 3 × 3        | 1 × 1             | 1 × 1              |
| Deconvolution block2  | 56 × 56 × 128                               | 128               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block13   | 56 × 56 × 128                               | 128               | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block14   | 56 × 56 × 128                               | 128               | 3 × 3        | 1 × 1             | 1 × 1              |
| Deconvolution block3  | 112 × 112 × 64                              | 64                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block15   | 112 × 112 × 64                              | 64                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block16   | 112 × 112 × 64                              | 64                | 3 × 3        | 1 × 1             | 1 × 1              |
| Deconvolution block4  | 224 × 224 × 32                              | 32                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block17   | 224 × 224 × 32                              | 32                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution block18   | 224 × 224 × 32                              | 32                | 3 × 3        | 1 × 1             | 1 × 1              |
| Convolution layer (Output layer) | 224 × 224 × 3 | 3              | 1 × 1        | 1 × 1             |                    |

### Table 3. Global discriminator of modified EnlightenGAN (convolution blocks through 1~6 include one convolutional layer and one Leaky ReLU layer).

| Type of Layer | Feature Map Sizes (Height × Width × Channel) | Number of Filters | Filter Sizes | Number of Strides | Number of Paddings |
|---------------|---------------------------------------------|-------------------|--------------|-------------------|--------------------|
| Input image layer | 224 × 224 × 3                              |                  |              |                   |                    |
| Target image layer | 224 × 224 × 3                              |                  |              |                   |                    |
| Convolution block1 | 113 × 113 × 64                              | 64                | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block2 | 58 × 58 × 128                               | 128               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block3 | 30 × 30 × 256                               | 256               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block4 | 16 × 16 × 512                               | 512               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block5 | 9 × 9 × 512                                 | 512               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block6 | 10 × 10 × 512                                | 512               | 4 × 4        | 1 × 1             | 2 × 2              |
| Convolution layer | 11 × 11 × 1                                 | 1                 | 4 × 4        | 1 × 1             | 2 × 2              |

### Table 4. Local discriminator of modified EnlightenGAN (convolution blocks through 1~5 include one convolutional layer and one Leaky ReLU layer).

| Type of Layer | Feature Map Sizes (Height × Width × Channel) | Number of Filters | Filter Sizes | Number of Strides | Number of Paddings |
|---------------|---------------------------------------------|-------------------|--------------|-------------------|--------------------|
| Layer of input image | 40 × 40 × 3                               |                  |              |                   |                    |
| Layer of target image | 40 × 40 × 3                                |                  |              |                   |                    |
| Convolution block1 | 21 × 21 × 64                               | 64                | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block2 | 12 × 12 × 128                              | 128               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block3 | 7 × 7 × 256                                | 256               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block4 | 5 × 5 × 256                                | 512               | 4 × 4        | 2 × 2             | 2 × 2              |
| Convolution block5 | 6 × 6 × 512                                | 512               | 4 × 4        | 1 × 1             | 2 × 2              |
| Convolution layer | 7 × 7 × 1                                  | 1                 | 4 × 4        | 1 × 1             | 2 × 2              |
Each convolution block contains a Leaky ReLU layer and a batch-normalized layer [26], as shown in Table 2. If the function of an existing ReLU is \( \max(0, x) \), then the function of a Leaky ReLU is \( \max(\beta x, x) \), where \( \beta \) is the measure of the slope. The issue with the existing ReLU is that certain neurons output only 0 in the trained model, thus generating a dead ReLU, which is not activated; Leaky ReLU can solve the problem of the dead ReLU as the slope \( \beta \) enables an input below 0 to have an output of multiples of \( \beta \), instead of simply 0. Figure 2 illustrates the architecture of the modified EnlightenGAN proposed in this study. Figure 2a shows the generator, while Figure 2b shows the discriminator. One of the prominent characteristics of the generator is that an attention map is concatenated with the existing input image (I). An input image is normalized between [0,1] and is calculated as \((1-I)\) to generate an attention map image. An attention module refers to element-wise multiplication between the output of two convolution blocks, and the image is generated through the downsampling of an attention map. Therefore, the attention module at the very bottom has undergone the downsampling layer four times, while the attention module at the very top refers to the attention map image that has not undergone downsampling. The attention map obtained through the attention module is multiplied by the feature map obtained through the convolution layer, thus playing the role of self-regularization [24].

The main differences between the proposed modified EnlightenGAN and the original EnlightenGAN are as follows. A modified EnlightenGAN is a model that has an improved size \((40 \times 40)\) of the input patch of a discriminator compared to that \((32 \times 32)\) of the conventional EnlightenGAN. In addition, it uses the improved features of the ReLU 5-3 layer in the discriminator for computing the self-feature preserving loss of Equation (2), whereas the conventional EnlightenGAN uses the features of the ReLU 5-1 layer.

(a) Figure 2. Cont.
3.3. Loss Function of Modified EnlightenGAN

The loss function of the modified EnlightenGAN uses self-feature preserving (SFP) loss and original least square GAN (LSGAN) [27] loss [24]. SFP loss performs the role of constraining the VGG feature distance between the low-illumination image and normal illumination image obtained through a generator, emphasizing self-regularization to preserve the image content feature. We can compute the total loss of two loss functions by applying Equation (1) as shown below:

$$L_{\text{total}} = L_{\text{SFP}} + L_{\text{LSGAN}}$$ (1)

First, the self-feature preserving loss ($L_{\text{SFP}}$) can be expressed as follows.

$$L_{\text{SFP}}(I) = \frac{1}{X_{n,m}Y_{n,m}} \sum_{n=1}^{X_{n,m}} \sum_{m=1}^{Y_{n,m}} (\alpha_{n,m}(I) - \alpha_{n,m}(G(I)))^2$$ (2)

In Equation (2), $I$ denotes the input low-illumination image, and $G(I)$ denotes the generator’s enhanced output image. $\alpha_{n,m}$ denotes the feature map extracted from a pre-trained VGG face net-16 model. $n$ denotes the $n$th max pooling layer, and $m$ denotes the $m$th convolutional layer after the $n$th max pooling layer. $X_{n,m}, Y_{n,m}$ are the dimensions for the extracted feature maps. By performing experiments with training data, we chose the optimal parameters of $n = 5$ and $m = 3$ in the modified EnlightenGAN. Each type of loss was applied because the discriminator was divided into global and local for SFP loss. Equations (3) and (4) show the standard functions of a relativistic discriminator.

$$D_R(x_d, x_b) = \delta \left(B(x_d) - E_{x_b \sim p_f}[B(x_b)]\right)$$ (3)

$$D_R(x_b, x_d) = \delta \left(B(x_b) - E_{x_d \sim p_f}[B(x_d)]\right)$$ (4)
$D_R$ denotes the standard function, while $x_a$ and $x_b$ refer to real and fake distributions, respectively. $B$ is the discriminator network, while $\delta$ is the sigmoid function. For the global discriminator, LSGAN was applied instead of a general sigmoid function. Equations (5) and (6) below, respectively, show the loss functions of the global discriminator and generator.

\[
L_{\text{global}D} = E_{x_b \sim p_b} \left[ (D_R(x_a, x_b) - 1)^2 \right] + E_{x_a \sim p_a} \left[ (D_R(x_b, x_a))^2 \right] \tag{5}
\]

\[
L_{\text{global}G} = E_{x_b \sim p_b} \left[ (D_R(x_b, x_a) - 1)^2 \right] + E_{x_a \sim p_a} \left[ (D_R(x_a, x_b))^2 \right] \tag{6}
\]

In Equations (5) and (6), ‘1’ is the target value of $D_R(x_a, x_b)$ and $D_R(x_b, x_a)$. As shown in Equations (3) and (4), $D_R(x_a, x_b)$ and $D_R(x_b, x_a)$ are the outputs of the sigmoid function of $B(x_a) - E_{x_b \sim p_b}[B(x_b)]$ and $B(x_b) - E_{x_a \sim p_a}[B(x_a)]$, respectively. If the input increases, the output of the sigmoid function converges to 1. Therefore, in Equations (5) and (6), our network is trained to make both $B(x_a) - E_{x_b \sim p_b}[B(x_b)]$ and $B(x_b) - E_{x_a \sim p_a}[B(x_a)]$ larger, which causes both $D_R(x_a, x_b)$ and $D_R(x_b, x_a)$ to converge to ‘1’.

For the local discriminator, eight patches between the output image and real image in the modified EnlightenGAN were randomly cropped. Equations (7) and (8) below, respectively, show the local discriminator and generator loss applied with the original LSGAN and adversarial loss.

\[
L_{\text{local}D} = E_{x_a \sim p_{r\text{-patches}}} \left[ (D(x_a) - 1)^2 \right] + E_{x_b \sim p_{f\text{-patches}}} \left[ (D(x_b) - 0)^2 \right] \tag{7}
\]

\[
L_{\text{local}G} = E_{x_a \sim p_{r\text{-patches}}} \left[ (D(x_b) - 1)^2 \right] \tag{8}
\]

In Equations (7) and (8), ‘1’ is the target value of the discriminator output of real data ($D(x_a)$), whereas ‘0’ is the target value of the discriminator output of fake data ($D(x_b)$). That is, our network is trained to make $D(x_a)$ close to ‘1’ and $D(x_b)$ close to ‘0’.

Global and local discriminators were calculated separately for the SFP loss, and Equation (1) can therefore be ultimately expressed as shown in Equation (9).

\[
L_{\text{total}} = L_{\text{SFP}(G)} + L_{\text{SFP}(L)} + L_{\text{global}(G)} + L_{\text{local}(G)} \tag{9}
\]

3.4. Deep CNNs and Score-Level Fusion for Face and Body Recognition

Face and body images converted to normal illumination with the modified EnlightenGAN were recognized using VGG face net-16 [8] and ResNet-50 [9]. Although the two models are already pre-trained, finetuning was performed for the training data applied in this research. VGG face net-16, applied for images of the face, is composed of a neural network and convolution filters. Distinctly, it is composed of 13 convolutional layers, 3 fully connected layers, and 5 pooling layers. The pre-trained CNN model which was applied in this research was trained with YouTube faces [28] and Labeled Faces in the Wild [29]. Normal illumination images obtained by the modified EnlightenGAN perform computations using a convolution filter. The equation for the output feature map obtained by a convolution filter is output = ($M - C + 2D$)/$G + 1$. $M$ indicates the height and width size of the input, $C$ indicates the convolutional layer filter size, $D$ indicates the number of paddings, and $G$ indicates the number of strides. For instance, if a $256 \times 256$ image goes through a convolution filter as $C = 6$, $D = 2$, and $G = 2$, then the output size is $(256 - 6 + 4)/2 + 1$, i.e., $128 \times 128$.

Similar to VGG face net-16, ResNet has a large number of versions depending on the number of layers. As the number of layers increases, the processing speed and important feature loss of the input image increase owing to the convolution computation. To reduce the operation speed of the convolution layer, a bottleneck architecture was proposed for ResNet. An example of a bottleneck is as follows. If two $3 \times 3$ convolution layers are converted to $1 \times 1$, $3 \times 3$, and $1 \times 1$ convolutional layers, the computation speed can be reduced while producing the same results. The $1 \times 1$ convolutional layer in the front is for
reducing the dimension, while the $1 \times 1$ convolutional layer in the back is for expanding the dimension again. The feature loss of ResNet is a vanishing or exploding gradient problem, and ResNet uses a shortcut to solve this problem. If the input passes through two convolutional layers, the convolution is computed two times. If the result of computing two convolutional layers is called $F(x)$, the sum of the short structure can be expressed as the sum of $F(x)$ and input $X$, or $F(x) + X$. The shortcut aims to reduce the feature loss by adding a previous input feature.

Based on 4096 features acquired from a fully connected (FC) layer of VGG face net-16 and 2048 features obtained from the average pooling layer of ResNet-50, two matching scores were, respectively, calculated by the Euclidean distance with the registered 4096 and 2048 features. These two scores had different scales and thus needed to be converted to the same numerical range. Min–max normalization was performed for the maximum and minimum scores extracted based on the training data using each recognition method to convert the score range to a value between 0 and 1. As shown in step (8) in Figure 1, these two matching scores were combined through score-level fusion to obtain the final matching score. Recognition performance was compared by applying the weighted sum, weighted product [30], and support vector machine (SVM)-based [31] score-level fusion in Equations (10)–(13) to the two normalized matching scores. Through experiments with training data, the optimal kernel of the radial basis function (RBF) was selected in the SVM.

$$S_{ws} = w \times S_1 + (1-w) \times S_2$$

$$S_{wp} = S_1^w \times S_2^{1-w}$$

$$S_{svm} = sign(\sum a_i y_i K(S_i, S_j) + b)$$

RBF kernel: $K(S_i, S_j) = e^{-\gamma S_i^2 - S_j^2}$  \( \gamma > 0 \)

Here, $S_1$ and $S_2$ refer to the scores of VGG face net-16 and ResNet-50, respectively. In addition, $w$ refers to the weight, $a_i$, $y_i$, and $b$ are the trained parameters [31]. Optimal weights in Equations (10)–(13) were obtained to minimize the error (EER) of recognition in the training data. In detail, the EER of recognition was measured with training data according to various weights $w$, parameters, and gammas. From this procedure, the optimal weights $w$, parameters, and gammas were determined, which caused the minimal EER of recognition. The following method was used to determine genuine matching or imposter matching based on the final matching score obtained through score-level fusion. Specifically, it is considered genuine matching if the score is lower than the threshold, or imposter matching if the score is higher than the threshold determined with respect to the EER of the genuine matching and imposter matching distribution acquired from the training data. Genuine matching refers to the case when the registered image and recognition image have the same class, while imposter matching refers to the case when the registered image and recognition image have different classes. Moreover, EER is the error rate when the false acceptance rate (FAR), which is the error rate of incorrectly accepting imposter data as genuine, becomes the same as the false rejection rate (FRR), which is the error rate of incorrectly rejecting genuine data as fake.

4. Experimental Results and Analysis

4.1. Experimental Environment and Database

We used two categories of cameras in this research in order to obtain the Dongguk face and body database version 3 (DFB-DB3), namely, the Logitech BCC950 [32] and the Logitech C920 [33]. Figure 3 shows examples of the captured images. Figure 3a shows the images captured with the Logitech BCC950 camera, while Figure 3b shows the images captured with the Logitech C920 camera. Figure 3c shows an example of an image obtained by adjusting the gamma value of 5 only to the intensity value (V) among HSV components of the normal illumination image to convert it into a low-illumination image.
Figure 3. Example of DFB-DB3 figures obtained from (a) the Logitech C920 camera and (b) the Logitech BCC950 camera. (c) Converted low-illumination figure of DFB-DB3.

The ChokePoint dataset, which is an open database, was used in the experiment to evaluate the generality of the proposed method. The ChokePoint dataset [34] is provided free of charge by National ICT Australia Ltd. (NICTA) and is composed of Portals 1 and 2. Portal 1 consists of 25 persons (6 female and 19 male), while Portal 2 consists of 29 persons (6 female and 23 male). The ChokePoint dataset was acquired from six positions using three cameras. Portal 2 satisfied the conditions of DFB-DB3 used in this study; the data of 28 individuals (22 male and 6 female) were used for two-fold cross-validation. Similar to DFB-DB3, the gamma value of 5 was adjusted only to the intensity value (V) among HSV components to convert the image into a low-illumination image, as shown in Figure 4.

Table 5 presents the number of images of the DFB-DB3 and the ChokePoint dataset used in this study. Both datasets were assessed with two-fold cross-validation, where each dataset was further split into sub-datasets 1 and 2. For instance, if sub-dataset 2 was applied for training, sub-dataset 1 was applied for testing. If sub-dataset 1 was applied for training, sub-dataset 2 was applied for testing to estimate the recognition execution. Each sub-dataset was configured to include the images of different classes (persons). That is, the persons whose data were used for training were completely different from those...
whose data were used for testing. Therefore, the clothes of persons whose data were used for training were also completely different from those whose data were used for testing.

![Figure 3](image1.png)

**Figure 3.** Example images for ChokePoint dataset. (a) Original images of ChokePoint dataset [34]. (b) Converted low-illumination image of ChokePoint dataset.

**Table 5.** Overall images of ChokePoint dataset and DFB-DB3.

|                  | Number of Each Fold Class | Number of Testing Images | Number of Augmented Training Images | Number of Each Fold Class | Number of Testing Images | Number of Augmented Training Images |
|------------------|---------------------------|--------------------------|-------------------------------------|---------------------------|--------------------------|-------------------------------------|
| **DFB-DB3**      |                           |                          |                                     |                           |                          |                                     |
| Face Sub-Dataset1| 11                        | 827                      | 200,134                             | 14                        | 10,381                   | 332,192                             |
| Face Sub-Dataset2| 11                        | 989                      | 239,338                             | 14                        | 10,269                   | 328,608                             |
| Body Sub-Dataset1| 11                        | 827                      | 200,134                             | 14                        | 10,381                   | 332,192                             |
| Body Sub-Dataset2| 11                        | 989                      | 239,338                             | 14                        | 10,269                   | 328,608                             |

The computer specification applied for the experiment is as follows: 16 GB RAM, CPU Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz, compute unified device architecture (CUDA) version 10.0 [35], and NVIDIA GeForce GTX 1070 graphics processing unit (GPU) card [36]. The EnlightenGAN and CNN were implemented using PyTorch 1.0.1 [37] and Caffe [38], respectively.

4.2. Training of Modified EnlightenGAN and CNN Models

The learning rate and batch size of EnlightenGAN were 0.00001 and 1, respectively. The training epoch was 200. As an optimizer, adaptive moment estimation (Adam) was used [39]. After converting to a normal illumination image with EnlightenGAN, VGG face net-16 [8] was used for the face image, while ResNet-50 [9] was used for the body image. VGG face net-16 is a model pre-trained with the Oxford face database [40]; however, this model was fine-tuned to be suitable for the features of DFB-DB3. Moreover, ResNet-50 is a pre-trained model that was fine-tuned to be suitable for the features of body images applied in this research. We performed training by using a 0.0001 learning rate and a batch size of 20 on VGG face net-16 and a batch size of 15 on ResNet-50. Moreover, the epochs for training were 20 and 15 on VGG face net-16 and ResNet-50, respectively. As an optimizer, stochastic gradient descent (SGD) was used [39].
A sufficient amount of data is generally needed to train a CNN model, and data augmentation was therefore applied. With respect to Table 5, we applied data augmentation just for the data of the training, as shown in Figure 5. Image translation together with image flipping was applied for data augmentation; according to image translation, the image center was cropped and then translated in all four directions. For image flipping, the images were horizontally flipped. The training data of DFB-DB3 were translated by five pixels in all four directions, while the ChokePoint dataset was translated by two pixels in the up and down directions and by one pixel in the right and left directions. Around 440,000 images were acquired from sub-datasets 1 and 2 of the training data of DFB-DB3; around 660,000 images were acquired from sub-datasets 1 and 2 of the ChokePoint dataset. Figure 6 illustrates the CNN model accuracy–loss graph that was trained with body and face images. The training loss and accuracy graphs of all cases converged to 0 as the iterations increased, which indicates that the CNN model used in this study was sufficiently trained.

Figure 5. Method for data augmentation including (a) cropping and image translation, and (b) horizontal flipping.
Figure 6. Cont.
4.3. Testing of Modified EnlightenGAN and CNN Models with DFB-DB3

4.3.1. Ablation Studies

To evaluate the illumination enhancement performance of the modified EnlightenGAN, the similarity between the original normal illumination image and illumination-enhanced image obtained using the modified EnlightenGAN was measured using the signal-to-noise ratio (SNR) [41], peak signal-to-noise ratio (PSNR) [42], and structural similarity (SSIM) [43], as expressed in Equations (14)–(17).

\[
MSE = \frac{1}{hw} \sum_{j=0}^{h-1} \sum_{i=0}^{w-1} [I_i(i, j) - \bar{I}_o(i, j)]^2
\]  

(14)

\[
SNR = 10 \log_{10} \left( \frac{\sum_{i=0}^{h-1} \sum_{j=0}^{w-1} [I_i(i, j)]^2}{MSE} \right)
\]  

(15)

\[
PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right)
\]  

(16)

\[
SSIM = \frac{\left(2\mu_I\mu_o + C_1\right)\left(2\sigma_{io} + C_2\right)}{\left(\mu_I^2 + \mu_o^2 + C_1\right)\left(\sigma_I^2 + \sigma_o^2 + C_2\right)}
\]  

(17)

\(I_o\) is the illumination-enhanced image, whereas \(I_i\) is the original normal illumination image. \(h\) and \(w\) are, respectively, the height and width of the image.

\(\mu_o\) and \(\sigma_o\) are, respectively, the mean and standard deviation of the pixel values of the illumination-enhanced image; \(\mu_i\) and \(\sigma_i\) are, respectively, the mean and standard deviation of the pixel values of the original normal illumination image. \(\sigma_{io}\) is the covariance of the two images. \(C_1\) and \(C_2\) are constants used to prevent the denominator of each equation from becoming 0.

For the first ablation study, the performance was compared in terms of the number of patches used in the discriminator, as shown in Table 6; the experiment results show that the performance was best when eight patches were used, whereas the original EnlightenGAN uses five patches [24].

In the next ablation study, the performances of the modified EnlightenGAN and original EnlightenGAN were compared. As presented in Table 7 and Figure 7, the original EnlightenGAN shows a slightly better performance than the modified EnlightenGAN in
terms of the quality of the generated image. However, the proposed modified EnlightenGAN outperforms the original EnlightenGAN in terms of recognition accuracies.

Table 6. Performance comparisons with enhanced images by modified EnlightenGAN according to the number of patches in the discriminator.

| Method | Number of Patches | Face | Body |
|--------|------------------|------|------|
| SNR    | 5                | 15.532 | 14.172 |
|        | 8                | 19.294 | 15.343 |
|        | 11               | 11.237 | 11.2 |
| PSNR   | 5                | 24.42 | 23.533 |
|        | 8                | 28.181 | 24.704 |
|        | 11               | 20.125 | 20.61 |
| SSIM   | 5                | 0.78 | 0.703 |
|        | 8                | 0.896 | 0.769 |
|        | 11               | 0.727 | 0.697 |

In the next ablation study, the performances of the modified EnlightenGAN and original EnlightenGAN were compared. As presented in Table 7 and Figure 7, the original EnlightenGAN shows a slightly better performance than the modified EnlightenGAN in terms of the quality of the generated image. However, the proposed modified EnlightenGAN outperforms the original EnlightenGAN in terms of recognition accuracies.
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Figure 7. Comparisons of output images by original EnlightenGAN and modified EnlightenGAN. (a) Original normal illumination image. (b) Low-illumination image. Output images by (c) original EnlightenGAN, and (d) modified EnlightenGAN.

Table 7. Performance comparisons with enhanced images by original EnlightenGAN or modified EnlightenGAN.

| Method | Original EnlightenGAN [24] | Modified EnlightenGAN |
|--------|----------------------------|-----------------------|
|        | Face | Body   | Face   | Body   |
| SNR    | 19.59| 18.852 | 19.294 | 15.343 |
| PSNR   | 28.478| 28.213 | 28.181 | 24.704 |
| SSIM   | 0.895| 0.849  | 0.896  | 0.769  |

For the next ablation study, the recognition accuracies (EER) of the face and body were compared for the cases with and without the usage of the modified EnlightenGAN. In addition, the recognition accuracies (EER) obtained by various score-level fusions explained in Section 3.4. were compared for the cases with and without the usage of the modified EnlightenGAN. Tables 8 and 9 show that the recognition accuracies were improved with the modified EnlightenGAN. Proceeding with recognition by converting the image to a normal illumination image using the modified EnlightenGAN had a better effect on the recognition performance than when using a low-illumination image. Figure 8 illustrates the receiver operating characteristic (ROC) curves for the recognition accuracies. Here, the genuine acceptance rate (GAR) is calculated as 100–FRR (%). As shown in Figure 8, the performance with the modified EnlightenGAN is better than that without the modified EnlightenGAN. Furthermore, the weighted product method exhibited a better performance than other score-level fusion methods, as shown in Table 9 and Figure 8.

Table 8. Comparisons of EER for face and body recognition with or without modified EnlightenGAN (unit: %).

| Method                  | 1st fold | 2nd fold | Average |
|-------------------------|----------|----------|---------|
| Without modified EnlightenGAN | 20.22    | 22.08    |         |
|                         | 29.32    | 21.32    |         |
|                         | 24.77    | 21.7     |         |
| With modified EnlightenGAN | 11.21    | 19       |         |
|                         | 8.44     | 19.76    |         |
|                         | 9.825    | 19.38    |         |
Figure 8. ROC curves of recognition accuracies with or without modified EnlightenGAN. Results of (a) face and body recognition, and (b) various score-level fusions.
Table 9. Comparisons of EER for score-level fusion with or without modified EnlightenGAN (unit: %).

| Method                        | Score-Level Fusion | SVM | Weighted Product | Weighted Sum |
|-------------------------------|-------------------|-----|------------------|--------------|
| Without modified EnlightenGAN | 1st fold          | 33.62 | 16.979           | 17.077       |
|                               | 2nd fold          | 25.73 | 21.605           | 21.345       |
|                               | Average           | 29.675 | 19.292           | 19.211       |
| With modified EnlightenGAN    | 1st fold          | 11.552 | 8.805            | 8.848        |
|                               | 2nd fold          | 11.51  | 7.735            | 7.812        |
|                               | Average           | 11.531 | 8.27             | 8.33         |

4.3.2. Comparisons of Proposed Method with State-of-the-Art Methods

First, the modified EnlightenGAN and other GAN-based methods were compared to obtain a comparison with state-of-the-art low-illumination image enhancement methods.

As shown in Table 10 and Figure 9, the modified EnlightenGAN exhibited the best performance for face images; however, the recognition performance of Pix2pix [22] was the best for body images. One of the advantages of Pix2pix is that the input image and target image are concatenated, thus exhibiting a better performance than EnlightenGAN. Owing to the nature of EnlightenGAN, an output image of an input image may not have a good quality depending on the state of the attention map. As shown in Table 10 and Figure 9, the best recognition performance was obtained when score-level fusion was applied to the results of the modified EnlightenGAN (face) + Pix2pix (body) based on the weighted product rule.

Table 10. Comparisons of EERs using our proposed method with those using state-of-the-art GAN-based methods (unit: %).

| Method                        | 1st Fold | 2nd Fold | Average |
|-------------------------------|----------|----------|---------|
| Face                          |          |          |         |
| Modified EnlightenGAN         | 11.21    | 8.44     | 9.825   |
| Original EnlightenGAN [24]    | 12.51    | 8.53     | 10.52   |
| CycleGAN [23]                 | 14.2     | 6.47     | 10.335  |
| Pix2pix [22]                  | 12.26    | 7.7      | 9.98    |
| Body                          |          |          |         |
| Modified EnlightenGAN         | 19       | 19.76    | 19.38   |
| Original EnlightenGAN [24]    | 18.52    | 19.47    | 18.995  |
| CycleGAN [23]                 | 21.89    | 21.38    | 21.635  |
| Pix2pix [22]                  | 17.04    | 18.39    | 17.715  |
| Weighted sum                  |          |          |         |
| Modified EnlightenGAN (face)  | 7.819    | 7.034    | 7.427   |
| (face and body)               | 8.848    | 7.812    | 8.33    |
| CycleGAN [23]                 | 12.067   | 5.866    | 8.967   |
| Pix2pix [22]                  | 10.466   | 5.506    | 7.986   |
| Weighted product              |          |          |         |
| Modified EnlightenGAN (face)  | 7.623    | 6.958    | 7.291   |
| (face and body)               | 8.805    | 7.735    | 8.27    |
| CycleGAN [23]                 | 10.767   | 5.659    | 8.213   |
| Pix2pix [22]                  | 9.35     | 5.399    | 7.375   |
| SVM                           |          |          |         |
| Modified EnlightenGAN (face)  | 9.72     | 7.12     | 8.42    |
| (face and body)               | 11.552   | 11.51    | 11.531  |
| CycleGAN [23]                 | 13.32    | 6.57     | 9.945   |
| Pix2pix [22]                  | 9.08     | 5.9      | 7.49    |
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Secondly, the previous recognition methods and performances for face and body were compared. As shown in Tables 11 and 12 and Figure 10, the proposed method had a more outstanding recognition performance than the state-of-the-art methods.

Table 11. Comparison of EERs using the proposed method and the previous face recognition methods (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| Proposed method         | 7.623    | 6.958    | 7.291   |
| VGG face net-16 [44]    | 25.21    | 35.59    | 30.4    |
| ResNet-50 [45,46]       | 22.92    | 30.13    | 26.525  |

Table 12. Comparison of EERs using the proposed method and the previous body and face recognition techniques (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| ResNet IDE + LIME [47]  | 20.3     | 29.26    | 24.78   |
| ELF [48]                | 28.02    | 30.07    | 29.045  |
| Proposed method         | 7.623    | 6.958    | 7.291   |
Table 10. Comparisons of EERs using our proposed method with those using state-of-the-art GAN-based methods (unit: %).

| Method | 1st Fold | 2nd Fold | Average |
|--------|----------|----------|---------|
| Face   |          |          |         |
| Modified EnlightenGAN | 11.21    | 8.44     | 9.825   |
| Original EnlightenGAN [24] | 12.51    | 8.53     | 10.52   |
| CycleGAN [23] | 14.20    | 6.47     | 10.335  |
| Pix2pix [22] | 12.26    | 7.70     | 9.98    |
| Body   |          |          |         |
| Modified EnlightenGAN | 19.00    | 19.76    | 19.38   |
| Original EnlightenGAN [24] | 18.52    | 19.47    | 18.995  |
| CycleGAN [23] | 21.89    | 21.38    | 21.635  |
| Pix2pix [22] | 17.04    | 18.39    | 17.715  |
| Weighted sum |          |          |         |
| Modified EnlightenGAN (face) + Pix2pix (body) | 7.819    | 7.034    | 7.427   |
| Modified EnlightenGAN (face and body) | 8.848    | 7.812    | 8.33    |
| CycleGAN [23] | 12.067   | 5.866    | 8.967   |
| Pix2pix [22] | 10.466   | 5.506    | 7.986   |
| Weighted product |          |          |         |
| Modified EnlightenGAN (face) + Pix2pix (body) | 7.623    | 6.958    | 7.291   |
| Modified EnlightenGAN (face and body) | 8.805    | 7.735    | 8.27    |
| CycleGAN [23] | 10.767   | 5.659    | 8.213   |
| Pix2pix [22] | 9.350    | 5.399    | 7.375   |

Thirdly, the recognition performance was evaluated based on the cumulative match characteristic (CMC) curve, which is often used for 1:n matching. Figure 11 shows the comparison results of the proposed method and the state-of-the-art methods in Tables 11 and 12. The vertical axis indicates the GAR value for each rank, and the horizontal axis indicates the rank. As the number of classes is 11 in Table 5, the maximum rank is 11, as shown in Figure 11. As shown in Figure 11b, our proposed method (rank 1 GAR of 92.67%) outperforms the state-of-the-art methods in the CMC curves.

Figure 12 illustrates the statistical difference in the result by estimating the t-test results [49] and Cohen’s d-value [50] by the proposed method and the second best method. The d-value of ResNet-50 [45,46] and the proposed method on face recognition is 5.31, thus having a significant effect (large effect size) because the value is greater than 0.8, while the p-value of the t-test results is around 0.033, which indicates a significant difference with the proposed method at the confidence level of 95%. Furthermore, for body and face recognition, the t-test results and Cohen’s d-value were estimated with respect to ResNet IDE + LIME [47], which has the second best recognition result in comparison with the proposed method, where Cohen’s d-value was 3.89 (large effect size); this implies that there was a significant effect, while the t-test results had a significant difference at the confidence level of 94%.

The false acceptance (FA), false rejection (FR), and correct recognition cases obtained by our proposed method are analyzed in Figure 13. Figure 13 shows different examples in which the left-side image denotes the registered image, and the right-side image denotes the inquiry (recognized) image. The right part of the red box image is converted from the proposed method. As shown in Figure 13, FA occurred for similar clothes between different people, and FR occurred for frequent changes in facial features. Correct recognition was
observed by the proposed method even if the face image was severely blurred by low illumination, as shown in Figure 13c.

Table 11. Comparison of EERs using the proposed method and the previous face recognition methods (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| Proposed method         | 7.623    | 6.958    | 7.291   |
| VGG face net-16 [44]    | 25.21    | 35.59    | 30.4    |
| ResNet-50 [45,46]       | 22.92    | 30.13    | 26.525  |

Table 12. Comparison of EERs using the proposed method and the previous body and face recognition techniques (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| ResNet IDE + LIME [47]  | 20.3     | 29.26    | 24.78   |
| ELF [48]                | 28.02    | 30.07    | 29.045  |
| Proposed method         | 7.623    | 6.958    | 7.291   |

Thirdly, the recognition performance was evaluated based on the cumulative match characteristic (CMC) curve, which is often used for 1:n matching. Figure 11 shows the comparison results of the proposed method and the state-of-the-art methods in Tables 11 and 12. The vertical axis indicates the GAR value for each rank, and the horizontal axis indicates the rank. As the number of classes is 11 in Table 5, the maximum rank is 11, as shown in Figure 11. As shown in Figure 11b, our proposed method (rank 1 GAR of 92.67%) outperforms the state-of-the-art methods in the CMC curves.

![Figure 11. CMC curves of the proposed and state-of-the-art methods. (a) Face recognition results obtained by the proposed and state-of-the-art methods, and (b) face and body recognition results obtained by the proposed and state-of-the-art methods.](image)

Figure 12 illustrates the statistical difference in the result by estimating the t-test results [49] and Cohen’s d-value [50] by the proposed method and the second best method. The d-value of ResNet-50 [45,46] and the proposed method on face recognition is 5.31, thus having a significant effect (large effect size) because the value is greater than 0.8, while the p-value of the t-test results is around 0.033, which indicates a significant difference with the proposed method at the confidence level of 95%. Furthermore, for body and face recognition, the t-test results and Cohen’s d-value were estimated with respect to ResNet IDE + LIME [47], which has the second best recognition result in comparison with the proposed method, where Cohen’s d-value was 3.89 (large effect size); this implies that there was a significant effect, while the t-test results had a significant difference at the confidence level of 94%.

![Figure 12. Graphs for t-test result between the second best model and our proposed method with respect to accuracy of average recognition. (a) Comparison between ResNet-50 and the proposed method, and (b) comparison between ResNet IDE + LIME and the proposed method.](image)
Figure 12 illustrates the statistical difference in the result by estimating the t-test results [49] and Cohen's d-value [50] by the proposed method and the second best method. The d-value of ResNet-50 [45,46] and the proposed method on face recognition is 5.31, thus having a significant effect (large effect size) because the value is greater than 0.8, while the p-value of the t-test results is around 0.033, which indicates a significant difference with the proposed method at the confidence level of 95%. Furthermore, for body and face recognition, the t-test results and Cohen's d-value were estimated with respect to ResNet IDE + LIME [47], which has the second best recognition result in comparison with the proposed method, where Cohen's d-value was 3.89 (large effect size); this implies that there was a significant effect, while the t-test results had a significant difference at the confidence level of 94%.

Figure 12. Graphs for t-test result between the second best model and our proposed method with respect to accuracy of average recognition. (a) Comparison between ResNet-50 and the proposed method, and (b) comparison between ResNet IDE + LIME and the proposed method.

Figure 13. Cont.
Figure 13. Cases of FA, FR, and correction recognition. (a) Cases of FA, (b) cases of FR, and (c) correct cases. In (a–c), left and right images are enrolled and recognized images, respectively.

4.3.3. Class Activation Map

Consequently, the class activation feature maps of ResNet-50 and VGG face net-16 of DFB-DB3 used for measuring the performance of recognition for body and face images were analyzed. Figure 14 illustrates the class activation feature map of a particular layer applying the Grad-CAM method [51]. Significant characteristics are exhibited via a division map. In Figure 14, the first image is the original input image, the second image is the converted low-illumination image, the third image is the input image of face and body images (restored by our modified EnlightenGAN) in the CNN model, and the fourth–sixth images are the class activation feature maps of body and face images.
applying the Grad-CAM method [51]. Significant characteristics are exhibited via a division map. In Figure 14, the first image is the original input image, the second image is the converted low-illumination image, the third image is the input image of face and body images (restored by our modified EnlightenGAN) in the CNN model, and the fourth~sixth images are the class activation feature maps of body and face images.

In detail, as the image of the input (Figure 14-3rd) is handled via VGG face net-16, Figure 14-4th denotes the seventh ReLU layer’s class activation feature map. Figure 14-5th denotes the 12th ReLU layer’s class activation feature map. Figure 14-6th denotes the 13th ReLU layer’s class activation feature map. Figure 14-6th represents the focused distribution part near the face region, where the red color shows the important characteristic, whereas the blue color shows less significant features. The black color means that there were no important features. When the procedure undergoes Figure 14-5th through Figure 14-6th, the important features are more concentrated near the face area. In addition, body images were obtained at the batch-normalized layer. Contrary to the results for face images, the important features were represented near the body area since the trained section of the ResNet-50 model regards data that pertain to the person’s clothes and body as important features.

4.4. Testing of Modified EnlightenGAN and CNN Models with ChokePoint Dataset

4.4.1. Ablation Studies

In the first experiment conducted using the ChokePoint open database, the recognition accuracies (EER) of the face and body were compared with or without the modified EnlightenGAN. In addition, the recognition accuracies (EER) obtained by various score-level fusions explained in Section 3.4 were compared with and without the modified...
EnlightenGAN. Tables 13 and 14 show that the recognition accuracies were improved with EnlightenGAN. Proceeding with recognition by converting to a normal illumination image using the modified EnlightenGAN had a greater effect on the recognition performance than when using a low-illumination image. Figure 15 illustrates the ROC curves for the recognition accuracies. As shown in Figure 15, the performance with the modified EnlightenGAN is better than that without the modified EnlightenGAN. Furthermore, the weighted sum exhibited a better performance than other score-level fusion methods, as shown in Table 14 and Figure 15.

Table 13. Comparisons of EER for face and body recognition with and without modified EnlightenGAN (unit: %).

| Method                        | Face  | Body  |
|-------------------------------|-------|-------|
| Without modified EnlightenGAN |       |       |
| 1st fold                      | 25.5  | 38.06 |
| 2nd fold                      | 28.49 | 32.07 |
| Average                       | 26.995| 35.065|
| With modified EnlightenGAN    |       |       |
| 1st fold                      | 13.25 | 28.96 |
| 2nd fold                      | 11.47 | 25.94 |
| Average                       | 12.36 | 27.45 |

Table 14. Comparisons of EER for score-level fusion with and without modified EnlightenGAN (unit: %).

| Method                        | Score-Level Fusion |       |       |
|-------------------------------|--------------------|-------|-------|
|                               | Weighted Sum | Weighted Product | SVM   |
| Without modified EnlightenGAN |       |               |       |
| 1st fold                      | 24.44  | 24.4  | 40.16 |
| 2nd fold                      | 23.52  | 23.47 | 40.02 |
| Average                       | 23.98  | 23.935| 40.09 |
| With modified EnlightenGAN    |       |               |       |
| 1st fold                      | 12.59  | 12.542| 23.82 |
| 2nd fold                      | 19.83  | 19.928| 17.16 |
| Average                       | 16.21  | 16.235| 20.49 |
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Figure 15. ROC curves of recognition accuracies with and without modified EnlightenGAN. Results of (a) face and body recognition, and (b) various score-level fusions.

4.4.2. Comparing between the Proposed Method and the Previous Techniques

The modified EnlightenGAN and other GAN-based methods were compared to obtain a comparison with state-of-the-art low-illumination image enhancement methods. As shown in Table 15 and Figure 16, the modified EnlightenGAN exhibited the second best performance for face images. However, the recognition performance of Pix2pix [22] was worse for body images. Nevertheless, one of the advantages of Pix2pix is that the input image and target image are concatenated, thus exhibiting a performance that is worse than EnlightenGAN but also exhibiting a resulting image that is better than EnlightenGAN. Owing to the nature of EnlightenGAN, the output image of an input image may not have a good quality depending on the state of the attention map. As shown in Table 15 and Figure 16, the best recognition performance was obtained when score-level fusion was applied to the results of the modified EnlightenGAN (face) + Pix2pix (body) based on the weighted product rule.

Table 15. Comparisons of EERs obtained using our proposed method with those obtained using state-of-the-art GAN-based methods (unit: %).
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| Modified EnlightenGAN         | 13.25    | 11.47    | 12.36   |
| Original EnlightenGAN [24]    | 12.88    | 15.17    | 14.025  |
| CycleGAN [23]                 | 15.87    | 11.11    | 13.49   |
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| Method                                      | 1st Fold | 2nd Fold | Average |
|---------------------------------------------|----------|----------|---------|
| Body                                        |          |          |         |
| Modified EnlightenGAN                       | 28.96    | 25.94    | 27.45   |
| Original EnlightenGAN [24]                  | 25.01    | 23.86    | 24.435  |
| CycleGAN [23]                               | 27.16    | 29.56    | 28.36   |
| Weighted sum                                |          |          |         |
| Modified EnlightenGAN (face) + Pix2pix (body)| 11.821   | 9.54     | 10.681  |
| Modified EnlightenGAN (face and body)       | 12.59    | 9.92     | 11.255  |
| CycleGAN [23]                               | 13.69    | 10.32    | 12.005  |
| Pix2pix [22]                                | 9.835    | 13.43    | 11.633  |
| Weighted product                            |          |          |         |
| Modified EnlightenGAN (face) + Pix2pix (body)| 11.689   | 9.49     | 10.59   |
| Modified EnlightenGAN (face and body)       | 12.542   | 9.87     | 11.206  |
| CycleGAN [23]                               | 13.59    | 10.23    | 11.91   |
| Pix2pix [22]                                | 9.843    | 14.31    | 12.08   |
| SVM                                         |          |          |         |
| Modified EnlightenGAN (face) + Pix2pix (body)| 17.17    | 15.51    | 16.34   |
| Modified EnlightenGAN (face and body)       | 23.82    | 17.16    | 20.49   |
| CycleGAN [25]                               | 21.15    | 16.83    | 18.99   |
| Pix2pix [22]                                | 15.86    | 8.76     | 12.31   |

Figure 16. Cont.
Figure 16. ROC curves acquired by our proposed method and previous GAN-based methods. (a,b) Recognition results for face and body images, and (c) score-level fusion result.

Secondly, state-of-the-art recognition methods and the performances for the face and face and body were compared. As shown in Tables 16 and 17 and Figure 17, the proposed method had a more outstanding recognition performance than the state-of-the-art methods.

Table 16. Comparisons of EERs obtained using proposed method and state-of-the-art face recognition methods (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| Proposed method         | 11.689   | 9.49     | 10.59   |
| VGG face net-16 [44]    | 32.72    | 39.61    | 36.165  |
| ResNet-50 [45,46]       | 39.94    | 41.21    | 40.575  |

Table 17. Comparisons of EERs obtained using proposed method and state-of-the-art body and face recognition techniques (unit: %).

| Method                  | 1st Fold | 2nd Fold | Average |
|-------------------------|----------|----------|---------|
| ResNet IDE + LIME [47]  | 30.88    | 49.47    | 40.175  |
| ELF [48]                | 36.27    | 30.6     | 33.435  |
| Proposed method         | 11.689   | 9.49     | 10.59   |

Figure 18 illustrates the CMC curves of the proposed method and state-of-the-art methods for face and face and body recognition. As the number of classes is 14 in Table 5,
the maximum rank is 14, as shown in Figure 18. As shown in Figure 18b, the performance of the proposed method (rank 1 GAR of 87.78%) exceeded that of the state-of-the-art methods.

Figure 18. CMC curves of the proposed and state-of-the-art methods. (a) Face recognition results obtained by the proposed and state-of-the-art methods, and (b) face and body recognition results obtained by the proposed and state-of-the-art methods.
Figure 19 represents the statistical performance dissimilarity obtained by estimating the t-test and Cohen’s d-value results of the proposed method and the second best method. For face recognition, the d-value between the proposed method and VGG face net-16 [44] is 7.07, thus having a significant effect (large effect size) because the value is greater than 0.8, while the p-value of the t-test results is around 0.019, which indicates a significant difference with the proposed method at a confidence level of 95%. Furthermore, for body and face recognition, the t-test and Cohen’s d-value results were estimated with respect to ELF [48], which has the second best performance in comparison with the proposed method, where Cohen’s d-value was 7.51; this implies that there was a significant effect (large effect size), while the t-test results had a significant difference at a 95% confidence level.

Figure 19. Graphs for t-test result of the second best model and our proposed method with regard to average recognition accuracy. (a) Comparison of VGG face net-16 [44] and the proposed method, and (b) comparison of the proposed method and ELF [48].
The FA, FR, and correct recognition cases obtained by our proposed method are analyzed in Figure 20. Figure 20 shows dissimilar examples, where the left-side image denotes the registered image, and the right-side image denotes the inquiry (recognized) image. The red box part of the image on the right was converted by applying the proposed method. As shown in Figure 20, FA occurred for similar colors of clothes, and FR occurred for the brightness changes of faces. Correct recognition was observed by the proposed method for blurred and different colors of faces, as shown in Figure 20c.

Figure 20. Cont.
Figure 20. Cases of FA, FR, and correction recognition on ChokePoint database [34]. (a) Cases of FA, (b) cases of FR, and (c) correct cases. In (a–c), the left and right images are enrolled and recognized images, respectively.

4.4.3. Class Activation Feature Map

In the following experiment, the class activation feature map of the ChokePoint dataset was considered. Figure 21 represents the results of the class activation feature map. The face image relates to the class activation feature map acquired by the ReLU layer in VGG face net-16. In Figure 21, the first image is the original input image, the second image is
the converted low-illumination image, the third image is the input image of face and body images (restored by the modified EnlightenGAN) in the CNN model, and the fourth–sixth images are the class activation feature maps of the face and body images. The fourth–sixth images show that the distribution converged near the face region, in which the red color denotes the main characteristic, whereas the blue color denotes minor features. The black color denotes undetected features. Once the procedure goes through the fourth to sixth images, the focused features are near the face area. In addition, body images were obtained from the batch-normalized layer. Contrary to the results of the face images, the major characteristics were observed near the area of the body images since the trained part of the ResNet-50 model regards data that pertain to the person’s clothes and body as important features.

4.4.3. Class Activation Feature Map

In the following experiment, the class activation feature map of the ChokePoint dataset was considered. Figure 21 represents the results of the class activation feature map. The face image relates to the class activation feature map acquired by the ReLU layer in VGG face net-16. In Figure 21, the first image is the original input image, the second image is the converted low-illumination image, the third image is the input image of face and body images (restored by the modified EnlightenGAN) in the CNN model, and the fourth–sixth images are the class activation feature maps of the face and body images. The fourth–sixth images show that the distribution converged near the face region, in which the red color denotes the main characteristic, whereas the blue color denotes minor features. The black color denotes undetected features. Once the procedure goes through the fourth to sixth images, the focused features are near the face area. In addition, body images were obtained from the batch-normalized layer. Contrary to the results of the face images, the major characteristics were observed near the area of the body images since the trained part of the ResNet-50 model regards data that pertain to the person’s clothes and body as important features.

Figure 21. Results on class activation feature map on ChokePoint dataset [34]. (a,b) are activation map results from face images. From the left image to the right image: original image, low-illumination image, enhancement image from modified EnlightenGAN, result from 7th ReLU layer, result from 12th ReLU layer, and result from 13th ReLU layer of VGG face-net 16. (c,d) are activation map results from body images. From the left image to the right image: original image, low-illumination image, enhancement image from modified EnlightenGAN, result from 3rd batch-normalized layer, result from conv5 2nd block, and result from conv5 3rd block of ResNet-50.

4.5. Testing of Proposed Method with Low-Illuminated Images Captured in Real Environments

In our experiments, we compared the performance by the proposed modified EnlightenGAN with that by the original EnlightenGAN in terms of the quality of the restored
images, as shown in Table 7. The quality of the restored images was calculated based on the similarity between the original and restored images. Therefore, the ground truth original images were necessary for our experiments, and we obtained the simulated low-light images from the original ones. Nevertheless, we performed the first additional experiments with low-illuminated images which were not simulated but captured in real low-light environments. This database was captured from 20 people [52], and most of the participants were the same as those in our first database of DFB-DB3 in order for us to consider only the factor of the simulated and real low-illumination images, while other factors were kept similar for these two databases for fair comparisons. Figure 22 shows examples of original images captured in real low-light environments. The total number of face images is 10,095 and that of body images is also 10,095, which were captured from 20 people [52]. Images were acquired by a visible-light camera in a real surveillance camera environment. The height of the camera was about 2.3 m from the ground, and the distance between the camera and a person was about 20~22 m. Images were acquired in a real night environment of about 10~20 lux. (at 9~10 p.m.) [52]. In our experiments, we performed two-fold cross-validation. In the first fold, 4286 images of the face or body from 10 people were used for training, and the remaining 5809 images of the face or body from the other 10 people were used for testing. In the second fold, 5809 images of the face or body from 10 people were adopted for training, and the remaining 4286 images of the face or body from the other 10 people were used for testing. From these, we determined the average value of the two testing accuracies as the final accuracy. As shown in Table 18 and Figure 23, we compared the accuracies of face and body recognition by the proposed method with those by the state-of-the-art methods. As shown in this table and figure, our method outperforms the state-of-the-art methods. In addition, the accuracies by our method are similar to those using the simulated images of Table 12, Figures 10b and 11b, which confirms that our method can be applied to low-illuminated images captured in a real environment.

Table 18. Comparison of EERs using the proposed method and state-of-the-art body and face recognition methods (unit: %).

| Method                  | EER   |
|-------------------------|-------|
| ResNet IDE + LIME [47]  | 21.17 |
| ELF [48]                | 32.65 |
| Proposed method         | 7.39  |

Figure 22. Examples of original images captured in real low-light environments.
In addition, we performed the second additional experiments with an open database from Fudan University [53]. This open database includes the images captured at Fudan University in a real low-light environment, as shown in Figure 24. The total number of images is 275, and the images were captured from six people with four–six people per image. As with the experiments with the first database of real low-light environments [52], we performed two-fold cross-validation. In the first fold, 708 images of the face or body from three people were used for training, and the remaining 711 images of the face or body from the other three people were used for testing. In the second fold, 711 images of the face or body from three people were adopted for training, and the remaining 708 images of the face or body from the other three people were used for testing. As the number of training data is relatively smaller than that of the first database [52], we performed the fine-tuning of our model trained with the first database for training. From these, we determined the average value of the two testing accuracies as the final accuracy, and the final accuracies shown in Table 19 and Figure 25 confirm that our method outperforms the state-of-the-art methods. In addition, the accuracies by our method are similar to those using the simulated images of Table 12, Figures 10b and 11b, which confirms that our method can be applied to low-illuminated images captured in a real environment.
fine-tuning of our model trained with the first database for training. From these, we determined the average value of the two testing accuracies as the final accuracy, and the final accuracies shown in Table 19 and Figure 25 confirm that our method outperforms the state-of-the-art methods. In addition, the accuracies by our method are similar to those using the simulated images of Table 12, Figure 10b, and Figure 11b, which confirms that our method can be applied to low-illuminated images captured in a real environment.

Figure 24. Example of an original image from an open database captured in a real low-light environment.

Table 19. Comparison of EERs using the proposed method and state-of-the-art face and body recognition methods with an open database (unit: %).

| Method                  | EER |
|-------------------------|-----|
| ResNet IDE + LIME [47]  | 22.54 |
| ELF [48]                | 31.78 |
| Proposed method         | 7.32 |

(a)

Figure 25. Comparisons of (a) ROC and (b) CMC curves obtained by the proposed method and state-of-the-art methods with an open database.
Table 19. Comparison of EERs using the proposed method and state-of-the-art face and body recognition methods with an open database (unit: %).

| Method                          | EER     |
|---------------------------------|---------|
| ResNet IDE + LIME [47]          | 22.54   |
| ELF [48]                        | 31.78   |
| Proposed method                 | 7.32    |

4.6. Comparisons of Desktop Computer and Jetson TX2 Processing Time

For the following experiment, the proposed method for the computational speed was compared by applying a Jetson TX2 board [54], as shown in Figure 26, and the desktop computer discussed in Section 4.1. The Jetson TX2 board is an embedded system installed with an NVIDIA Pascal™ graphics processing unit (GPU) structure with 8-GB 128-bit LPDDR4 memory, a dual-core NVIDIA Denver 2 64-Bit CPU, and 256 NVIDIA CUDA cores. The power consumption is lower than 7.5 W. The proposed method was installed with TensorFlow [55] and Keras [56] in Ubuntu 16.04 OS. The installed library and framework versions include TensorFlow 1.12 and Python 3.5; the NVIDIA CUDA® deep neural network library (CUDNN) [57] and NVIDIA CUDA® toolkit [58] are each 7.3 and 9.0.

The processing time for the modified EnlightenGAN, and the processing speed on a desktop computer were observed to be faster than those in the Jetson TX2, as shown in Table 20. Table 21 presents the processing speed of the CNNs for recognition. Based on Tables 20 and 21, we can confirm that our method can be applied to both desktop computers and embedded systems having low processing powers and resources.

Table 20. Comparison of desktop computer and Jetson TX2 processing times by EnlightenGAN (unit: ms).

| GAN Model               | Jetson TX2 | Desktop Computer |
|-------------------------|------------|------------------|
| Modified EnlightenGAN   | 288.1      | 18.8             |

Table 21. Comparison of desktop computer and Jetson TX2 processing times by ResNet-50 and VGG face net-16 (unit: ms).

| CNN Model       | Desktop Computer | Jetson TX2 |
|-----------------|------------------|------------|
| VGG face net-16 | 24.6             | 91.7       |
| ResNet-50       | 18.93            | 40.9       |
| Total           | 43.53            | 132.6      |
5. Conclusions

This study proposed the modified EnlightenGAN to solve the problem of low illumination, which occurs during long-distance human recognition in a dark indoor environment, in which score-level fusion was applied to the CNN matching scores of face and body images for recognition. In previous studies, recognition was performed using face images captured in environments where low illumination is not severe, whereas this study focused on improving the face and body recognition of images obtained from very low illumination environments. To address this issue, this study used the modified EnlightenGAN to independently perform low-illumination enhancement for face images and body images. Although independent operation would increase the processing time of the GAN by a factor of two, it can prevent the loss of important facial and body features due to low illumination. Based on the experiment conducted with two databases, the proposed method exhibited a better recognition performance than the state-of-the-art methods and was feasible in a desktop computer as well as a Jetson TX2 embedded system. Moreover, significant features for recognition were detected adequately in CNN models that use the images enhanced by the modified EnlightenGAN through a class activation map. For a fair comparison, the use of DFB-DB3, the modified EnlightenGAN, and deep CNNs for human recognition is possible by other researchers through the website of [59].

In future work, the applicability of the modified EnlightenGAN-based recognition method proposed in this study to various biometric recognition systems, such as iris and gait recognition, will be evaluated. A GAN model that is lighter and that is processed faster than the proposed GAN model will be developed to increase the processing speed in an embedded system environment.
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