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Abstract—Approximate Logic Synthesis (ALS) is the process of synthesizing and mapping a given Boolean network to a library of logic cells so that the magnitude/rate of error between outputs of the approximate and initial (exact) Boolean netlists is bounded from above by a predetermined total error threshold. In this paper, we present Q-ALS, a novel framework for ALS with focus on the technology mapping phase. Q-ALS incorporates reinforcement learning and utilizes Boolean difference calculus to estimate the maximum error rate that each node of the given network can tolerate such that the total error rate at non of the outputs of the mapped netlist exceeds a predetermined maximum error rate, and the worst case delay and the total area are minimized. Maximum Hamming Distance (MHD) between exact and approximate truth tables of cuts of each node is used as the error metric. In Q-ALS, a Q-Learning agent is trained with a sufficient number of iterations aiming to select the fittest values of MHD for each node, and in a cut-based technology mapping approach, the best superfuges (in terms of delay and area, bounded further by the fittest MHD) are selected towards implementing each node. Experimental results show that having set the required accuracy of 95% at the primary outputs, Q-ALS reduces the total cost in terms of area and delay by up to 70% and 36%, respectively, and also reduces the run-time by 2.21 × on average, when compared to the best state-of-the-art academic ALS tools.

I. INTRODUCTION

Approximate computing is defined as a computing technique to generate results with possible inaccuracy. This happens by relaxing the exact equivalency requirements between provided specifications and generated results. Approximate computing has attracted tremendous attentions in many different fields that can tolerate inaccuracy, such as video and image processing [1], search engines [2], [3], machine learning [4]–[8], and approximate hardware design [9]–[11] by providing improvement in speed and saving in resources. For example, Esmaeilzadeh et. al [12] accelerated neural networks using approximate computing techniques by introducing a parrot transformation and a neural processing unit.

Approximate computing can be done in different abstraction levels and transformations, one of which is the logic synthesis. Logic synthesis is the process which optimizes and maps a given Boolean network into a netlist consisting of logic gates. The process of exact mapping is present in a variety of synthesis tools. However, in recent times as the demand for energy and area deficiencies has been increasing, there is a need for an alternative approach to meet this demand. This can be achieved by identifying the digital systems which can tolerate errors and arriving at a mapping process which sacrifices accuracy to achieve improvements in area, energy, or delay. This process of synthesis is called Approximate Logic Synthesis (ALS).

There are several papers in the literature for ALS including SALSA [13], SASIMI [14], selection based (Single-Selection and Multi-Selection) algorithms [15] and many more (see Section II), which present new algorithms and/or synthesis tools for generating approximate netlists bounded by a predetermined error rate or error magnitude. These approaches typically suffer from large run-time values. Furthermore, they lack powerful machine learning engines to learn from previous optimization process steps, to better optimize for power, area or delay of the circuit. In this paper, we present Q-ALS, a novel approach for ALS which is based on Reinforcement Learning (RL) algorithms.

Q-ALS embeds a Q-learning agent, which is trained and utilized for determining the maximum error that can be tolerated by a node in a given network such that the total error rate at non of the primary outputs of the network exceeds a predetermined maximum error rate. The Hamming distance between truth tables of exact and approximate implementations of a node is used as the error metric. To estimate the total error rate at primary outputs which is resulted from approximation in a node, a probabilistic approach based on Boolean difference calculus is utilized. Experimental results verify that Q-ALS provides considerable QoR (Quality of Results) improvements in terms of run-time, total area, and the worst case delay of many tested benchmark circuits over other ALS frameworks. Due to the high impact of technology mapping on the final delay and area results, the focus of approximation in this paper is on the technology mapping phase. To the best of our knowledge, this paper is the first to address the problem of approximate logic synthesis using RL algorithms.

The rest of the paper is organized as follows: Section II summarizes some of the previous works on ALS. Section III provides a quick background on Q-learning and cut-based technology mapping, which will be used in the rest of the paper. Section IV presents our Q-ALS framework. Experimental results on many benchmark circuits and conclusions appear in Sections V and VI, respectively.

II. RELATED WORK

Miao et al. [16] formulated the ALS problem unconstrained by error rate as a Boolean relations (BR) minimization problem, further refined by a heuristic approach to satisfy the
error frequency constraints. Shin and Gupta [17] developed a method to reduce the literal count by exploiting the error tolerance rate during the circuit design. Miao et al. [18] presented a method to reduce the gate count of a given circuit by using the external don’t care (EXDC) sets that maximally approach the Boolean relation with compliance to the constrained error magnitude. A novel ALS framework was presented in [19] that performs statistical testing to certify the area optimized circuits with high confidence under the given error constraint. This is done by continuously monitoring the quality of the generated design. In [13], the existing synthesis tools such as SIS [20] and Synopsys Design Compiler [21] are utilized to perform area reduction by using approximate don’t cares (ADCs) adhering to the given quality bounds. An ALS tool called SASIMI is presented in [14], which works with multiple error metrics such as error rate and error magnitude. SASIMI aims for area and power reduction by substituting the signal pairs which accept the same values with high probability. Wu and Qian [15] addressed the ALS problem for multi-level circuits by reducing the size of nodes in the given Boolean network with the help of approximating their factored-forms. They presented two algorithms namely Single-Selection and Multi-Selection with similar area savings but better run-time for the latter one.

There have been a few recent publications on the utilization of machine learning algorithms in Electronic Design Automation (EDA). In [22], deep reinforcement learning advances are employed in logic optimization. More specifically, the logic optimization problem is formulated as a deterministic Markov decision process, and a generic algorithm is presented to solve it. In [23], several classical Computer-Aided Design (CAD) algorithms are presented, which can benefit from advances in machine learning. The process of finding the error constraint of each node for large networks leads to diminished performance. The framework which we present in this paper tackles the performance degradation problem by utilizing RL algorithms to find the maximum tolerable error rate at each node. RL, which is shown to resolve such issues [24], will lead to a superior performance in terms of speed, area, and accuracy.

III. BACKGROUND

A. Q-Learning

Q-learning is an RL algorithm that involves an agent, a set of states, and a set of actions. In Q-learning, at each time $t$ and state $s_t$, an action $a_t$ is taken, a reward $r_t$ is observed, and the agent enters a new state $s_{t+1}$. Q-learning algorithm can be modeled as a function that assigns a real number to each pair of state-actions: $Q : S \times A \rightarrow \mathbb{R}$, and it can be expressed by a $Q$-matrix. The $Q$-matrix is updated using the following equation:

$$Q(s_t, a_t) \leftarrow (1 - \alpha) \times Q(s_{t-1}, a_{t-1}) + \alpha \times \left( r_t + \gamma \times \max_a Q(s_{t+1}, a) \right) \quad (1)$$

where hyper-parameters $\alpha$ and $\gamma$ are learning rate and discount factor, respectively. $\max_a Q(s_{t+1}, a)$ is an estimation for optimal future reward, and $r_t + \gamma \times \max_a Q(s_{t+1}, a)$ is the learned value. Before the learning process starts, the $Q$-matrix is initialized into random values.

B. Cut-Based Technology Mapping

In state-of-the-art technology mappers [25]–[28], $k$-feasible cuts [29] are computed for each node in the given Boolean network, and subsequently, truth table of each cut is calculated. A truth table expresses the function of a cut based on its inputs. After computing truth tables, in a topological ordering traversal starting from level 1 nodes, the best cut for each node and the best supergate [23] implementing this cut is computed. A supergate is a small combinational single output network built from original gates in the given library. After visiting all nodes, the best mapping solution (best cover) for the whole network is constructed by traversing the network back and using the computed best cuts and best implementation of those cuts.

IV. OUR PROPOSED FRAMEWORK FOR ALS: Q-ALS

Fig. 1 illustrates Q-ALS, our proposed framework for ALS. In our Q-ALS, the cut-based technology mapping approach and the Q-learning algorithm are used to find the best approximate mapping solution for a given Boolean network. Given a maximum error rate at outputs of the given network, a Q-agent is trained using many training networks to learn the maximum error rate that each node can tolerate in order to maximize the delay and area savings. Hamming distance between truth tables of exact and approximate implementations is used as a metric for error rate, and to estimate the propagated error rate to outputs of the network resulted from approximation in a node, a Boolean difference calculus is used, which will be explained later in more details.

For a given training network $N$, all nodes are visited in a topological ordering traversal and the exact and approximate mapping solutions (matches) to implement the best cut of each node are computed. Approximate matches are computed in two ways: (i) by simply dropping some gates from the exact match (ii) by examining other supergates in the supergate library that can implement function of the cut subject to a given maximum error rate. These approximate supergates are more cost efficient than the exact ones in terms of a desired metric such as delay, area, or power consumption. Similarly to the work in [30], Q-ALS utilizes a prioritized cost function with delay having the highest priority while area is used as a tie breaker.

Fig. 2 shows an example network to demonstrate our method for finding approximate matches in a cut-based technology mapping approach. Fig. 3 shows an exact implementation for the function of cut $C$ shown in Fig. 2. $C$ is a cut among 4-feasible cuts of node $n_{13}$. The function of this node based on inputs of the shown cut is $n_{13} = e \cdot n_{11} \cdot (n_8 + n_9)$. An approximate implementation with Hamming distance of six between the exact and approximate truth tables is shown in Fig. 5. By dropping any of the shown inverters from the shown exact implementation, another approximate implementation with the same delay, one unit less area, and Hamming distance of two compared to the exact expression can be found.

A. Action Space

In Q-ALS, states and actions are defined as follows: nodes are considered as states, therefore, there are as many states
Fig. 1: Our Q-learning based ALS (Q-ALS) framework. (a) The Q-agent of Q-ALS is trained using the provided training networks and given the maximum error rate at primary outputs. (b) At the test time, this Q-agent helps synthesis tool to select the best approximate matches for implementing different nodes.

Fig. 2: An example network to demonstrate our method for finding approximate matches in a cut-based technology mapping approach. Function of node $n_{13}$ based on inputs of the shown cut is: $n_{13} = e \cdot n_{11} \cdot (n_8 + n_9)$.

as the total node count in And-Inverter Graph (AIG) representation of the given network. Given the current state as node $n$, the set of actions that can be taken are selecting a match for $n$ among different exact and approximate solutions for implementing $k$-feasible cuts of this node. A set of actions which do not generate a valid mapping solution for network $N$ are not desirable. For example, a set of actions is considered invalid, if those actions result in generating a mapping solution for the network $N$ such that the error rate at a primary output of this network exceeds the given maximum error rate.

Fig. 3: Two implementations for function of cut $C$ the shown in Fig. 2. (a) an exact implementation with area of 7.00 units and delay of 2.60 units (b) an approximate implementation with area of 6.00 units, delay of 2.00 units, and error rate of 37.5%.

To estimate the maximum error rate at primary outputs injected by approximate implementation of a node, we used the probabilistic error propagation approach presented in [32]. This approach is based on Boolean difference calculus; it takes as input the Boolean function of a gate, error probabilities at its inputs, and the error probability of the gate itself, and produces the error probability at the output of this gate. We store propagated maximum error rate resulted from approximation in fanin cone of a node into data structure of this node. Next, for each choice of approximate implementation of a node and by using the said error propagation approach, we estimate the error rate at primary outputs of the network.

The Q-agent in Q-ALS learns the maximum error rate a single node can tolerate such that the saving in delay and then area is maximized. If the error rate on a single node is more than this value, it is estimated that it will violate the requirement of maximum error rate at primary outputs. Since the error metric that is employed in Q-ALS is Hamming distance, therefore, the Q-agent in Q-ALS basically learns...
the Maximum Hamming Distance (MHD) between exact and approximate truth tables of each node in the network.

B. Reward Function

A reward is assigned to each action based on the saving it offers for delay and area compared to the exact mapping solution. If an approximate match does not improve on the best delay or area of exact implementation, a reward of 0 is assigned to it. On the other hand, if it increases delay and/or area, a negative reward is assigned to it. The goal is to generate a valid approximate mapping solution for N which maximizes the total reward.

Fig. [4] illustrates the Q-matrix for a network with six nodes and up to four valid exact and approximate mapping solutions for a single node. This network is for implementing the following function: \( F = a \oplus b \oplus c \). One dimension of the corresponding box in this figure represents the nodes of the network, and the other dimension shows the MHD per node. Using the trained Q-agent, the following set of best MHDs are obtained for this network: \( \{2, 2, 2, 3, 0, 3\} \). This shows that for example the MHD between truth tables of exact and approximate solutions for node 1 is two. Therefore, a mapping solution with Hamming distance of zero, one, or two can be selected for implementing this node. MHD of zero corresponds to the exact mapping solution.

C. Training

The training process starts with assigning a random integer number between 0 and 32 to MHD of each node. The maximum value of 32 comes from the fact that up to 5-cuts are computed for each node \( (2^5=32) \). These values are used to start the technology mapping process. If the generated mapping solution based on these MHD values is not valid, then the corresponding entry in the Q-matrix will be reduced. On the other hand, if the assigned MHDs for each node generate a network whose error rate is below the given maximum error rate, then the corresponding positions in the Q-matrix will be increased as long as it does not exceed the maximum value of 32. In following iterations, only a valid set of values which improves on the previous best delay and area values will update the Q-matrix. This process will continue for \( N_E \) times for a particular network and will be repeated for other training networks.

The training process is shown in Algorithm 1. Inputs of this algorithm are training networks and the maximum tolerable error rate at the outputs, \( ER_{max} \). Values for hyper-parameters including number of episodes \( N_E \), the learning rate \( \alpha \), and the discount factor \( \gamma \) are initialized inside this algorithm. Number of episodes is the number of times the training process is executed for a particular network. The Q-matrix generated during the training process will be a 2D matrix where \( X \)-axis denotes the nodes in the network and \( Y \)-axis denotes the number of options of Hamming distance for the corresponding node. For example, for a network with six nodes, the Q-matrix will have six entries in the \( X \)-axis, and a default of 32 entries for the \( Y \)-axis.

At the end of the training, we will have a Q-matrix with a certain number of entries in the \( X \)-axis, which is equal to the maximum node count among training networks. Now, suppose that the node count in a test network is more than this value, then we cannot use this Q-matrix to test this network. To solve this issue, a non-linear regression is performed to fit a polynomial curve to the data in Q-matrix. Using this fitted curve, MHD values for nodes of any valid test network can be calculated.

Algorithm 1: Q-ALS model training using Q-learning

**Input:** Set of training networks: \( N_{train} = \{N_1, N_2, ..., N_n\} \), Maximum error rate: \( ER_{max} \)

**Output:** Coefficients to get Maximum Hamming Distance (MHD) for a test network.

1. Initialize:
   1. Number of Episodes: \( N_E \)
   2. Learning rate: \( \alpha \)
   3. Discount factor: \( \gamma \)
   4. Q-matrix
2. for each \( N_i \) in \( N_{train} \) do
   3. Get number of nodes in \( N_i \).
   4. Assign random values for MHD of each node in \( N_i \).
   5. for each epoch in \( N_E \) do
      6. if mapping is successful then
         7. if \( ER_{tmp} < ER_{max} \) and \( Cost_{new} < Cost_{new} \) then
            8. Update Q matrix with positive reward.
            9. Update Cost.
         10. else
            11. Update Q-matrix with negative reward
      12. else
         13. Update Q-matrix with negative reward
     14. end if
   15. end for epoch in \( N_E \)
   16. end for each \( N_i \) in \( N_{train} \)
17. \( N_{new} = \text{Map} \ N_i \) using the assigned values for MHD.
18. if \( \text{mapping is successful} \) then
   19. if \( \text{ER}_{\text{tmp}} < \text{ER}_{\text{max}} \) and \( \text{Cost}_{\text{new}} < \text{Cost}_{\text{new}} \) then
      20. Update Q-matrix with positive reward.
      21. Update Cost.
   22. else
      23. Update Q-matrix with negative reward
   24. end if
25. end if
26. return Coefficients

---

Fig. 4: A Q-matrix describing optimal set of Maximum Hamming Distance (MHD) for a network with six nodes. This network corresponds to implementing the following function: \( F = a \oplus b \oplus c \). Note that \( \oplus \) is an XOR operation.
Algorithm 2: Generating a mapped netlist for a given test network in Q-ALS

| Input: Test network: $N_{Test}$, Coefficients generated from training: $L_{coeff}$ |
| Output: An approximate mapped network: $N_{opt}$ |

1. $L_{HD} <= \text{Compute MHDs for nodes in } N_{Test} \text{ using } L_{coeff}$. $N_{opt} <= \text{Generate approximate mapping netlist for } N_{Test} \text{ using } L_{HD}$. return $N_{opt}$

D. Testing

The conclusion of training process returns coefficients of a polynomial function which will be used to predict the MHD values of a node in the given test network. These predicted MHDs will be used in the logic synthesis engine of Q-ALS to find the best approximate mapping solutions for individual nodes of the test network. The testing pseudo-code is shown in Algorithm 2.

V. EXPERIMENTAL RESULTS

We implemented Q-ALS as an extension to ABC [26]. We first trained our model on the ISCAS 89 [33] and EPFL [34] benchmark circuits and computed entries of the Q-matrix. The maximum error rate at primary outputs used in the experimental results presented in this section is 5%, which is the same as two other state-of-the-art ALS frameworks (i.e., SASIMI and Single/Multi-Selection) compared in this section. The generic standard cell library, mnc.genlib, consisting of 25 gates is used in technology mapping. Test circuits are chosen from different benchmark suites including ISCAS 85 [35], MCNC [36], and ITC 99 [37]. The functionality of circuits widely varies from simple arithmetic circuits of EPFL benchmark suite to complex industry-level circuits of ITC 99 benchmark suite. All experiments were conducted on a virtual machine running Linux with 1GB RAM and a 2.4 GHz laptop as the host machine. Tables I-III contain list experimental results for different circuits. The complexity of circuits in terms of number of gates, exact area, and exact delay is also shown.

In Table I, the 3rd and 4th columns represent exact values of area and delay, respectively. These values are obtained by ABC for benchmark circuits in the first column. The second column represents the number of gates in the corresponding benchmark circuit. Columns five and six represent the area and delay of approximated circuits generated by Q-ALS. Columns seven and eight list area and delay ratios. Area ratio is calculated by dividing the area of an approximate circuit by the area of the corresponding exact circuit. Similarly, the delay ratio is calculated.

Table I shows the area and delay comparison of approximated circuits with their exact counterparts in the MCNC benchmark suite. The MCNC benchmark suite contains different types of circuits such as Finite State Machine (FSM) circuits, multi-level combinational circuits, multi-level sequential circuits, and two-level circuits. Experimenting on these circuits, we get up to 70% area reduction and up to 36% delay reduction using our Q-ALS. The average area and delay reduction as compared to the baseline values (exact solutions) are 30% and 9%, respectively.

Apart from academic benchmark circuits, we also experimented on industry-level benchmarks from ITC 99 benchmark suite [37]. Table II shows experimental results for this benchmark suite together with a short description for functionality of each circuit. On average for 17 ITC 99 benchmark circuits, Q-ALS provides 23% reduction in area and 10% reduction in delay compared to the exact solution (baseline). This shows that our proposed methodology is quite effective in area and delay reduction for industrial-level circuits as well.

We experimented on benchmark circuits of ISCAS 85 benchmark suite to compare the results of our proposed framework (Q-ALS) with state-of-the-art approximate logic synthesis tool: SASIMI [14] and Single/Multi-Selection approaches [15]. The reason behind choosing ISCAS 85 for this comparison is availability of experimental results in both of these papers for these benchmarks. Table II shows the area comparison between SASIMI, Single/Multi-Selection, and our Q-ALS for ISCAS 85 benchmark circuits. We observed that the average area reduction by SASIMI compared with the exact values is 13.9% and for Single and Multi-Selection are 15.6%, and 15.5%, respectively. The average area reduction by Q-ALS is 31.6% which clearly outperforms other counterparts.

Fig. 5 shows the comparison of run-times of Q-ALS with SASIMI and Single/Multi-Selection. We observed that, on average, run-time of Q-ALS as compared to SASIMI, Single-Selection, and Multi-Selection is 15.94×, 8.46×, and 2.21× less, respectively. This is because the inference time of the Q-learning algorithm is very low. The time required to train our model using Q-learning algorithm is around five hours. However, once the model is trained, it can generate the approximated mapping solutions for any given circuit in a small amount of time. In other words, it is trained once, but is used for generating approximate mapping solutions many times. For this reason, the training time is not considered in Fig. 5. Please note that SASIMI and Single/Multi-Selection algorithms are implemented in SIS [20], while Q-ALS is implemented in SIS [20].
TABLE I: Experimental results for MCNC benchmark suite.

| Circuit | Node Count | Exact Area | Exact Delay | Approx. Area | Approx. Delay | Area Ratio | Delay Ratio |
|---------|------------|------------|-------------|--------------|---------------|------------|-------------|
| rd53   | 45         | 107        | 6.5         | 54           | 5.9           | 0.50       | 0.91        |
| rd73   | 115        | 291        | 10.5        | 169          | 9.7           | 0.58       | 0.92        |
| rd84   | 198        | 419        | 10.4        | 299          | 9.5           | 0.71       | 0.91        |
| 9sym   | 165        | 418        | 11.5        | 360          | 11.7          | 0.86       | 1.02        |
| parity | 15         | 75         | 7.6         | 24           | 4.9           | 0.32       | 0.64        |
| my_adder | 149      | 361        | 36.4        | 161          | 26            | 0.45       | 0.71        |
| z4ml   | 38         | 89         | 5.2         | 49           | 5.2           | 0.55       | 1.00        |
| pm1    | 39         | 87         | 4.9         | 84           | 5.1           | 0.97       | 1.04        |
| e8     | 122        | 281        | 6.9         | 176          | 6.4           | 0.63       | 0.93        |
| x4     | 339        | 760        | 7.5         | 760          | 7.9           | 1.00       | 1.05        |
| count  | 123        | 273        | 13.8        | 171          | 12            | 0.63       | 0.87        |
| pcler8 | 59         | 150        | 7.7         | 126          | 7.2           | 0.84       | 0.94        |
| sct    | 68         | 151        | 5.5         | 137          | 5.7           | 0.91       | 1.04        |
| apex7  | 187        | 409        | 12.3        | 368          | 10            | 0.90       | 0.81        |

TABLE II: Experimental results for ITC 99 benchmark suite.

| Circuit | Function                  | Node Count | Exact Area | Exact Delay | Approx. Area | Approx. Delay | Area Ratio | Delay Ratio |
|---------|---------------------------|------------|------------|-------------|--------------|---------------|------------|-------------|
| b01     | FSM comparing serial flows| 34         | 86         | 4.7         | 56           | 5.7           | 0.65       | 1.21        |
| b02     | FSM that recognizes BCS numbers | 19       | 40         | 5           | 19           | 2.9           | 0.48       | 0.58        |
| b04     | Compute min and max       | 392        | 1018       | 18.6        | 808          | 14.8          | 0.79       | 0.80        |
| b06     | Interrupt handler         | 34         | 86         | 4.1         | 45           | 4.3           | 0.52       | 1.05        |
| b07     | Count points on a straight line | 274     | 671        | 18.4        | 559          | 16.5          | 0.83       | 0.90        |
| b08     | Find inclusions in sequences of numbers | 137   | 308        | 12.2        | 259          | 10.1          | 0.84       | 0.83        |
| b09     | Serial to serial converter| 118        | 323        | 8.3         | 233          | 8.6           | 0.72       | 1.04        |
| b10     | Voting system             | 142        | 342        | 9           | 276          | 8.9           | 0.81       | 0.99        |
| b11     | Scramble string with variable cipher | 441      | 1119       | 20.1        | 828          | 13.7          | 0.74       | 0.68        |
| b12     | 1-player game (guess a sequence) | 843      | 1993       | 11.8        | 1642         | 12.1          | 0.82       | 1.03        |
| b13     | Interface to metro sensors | 223    | 517        | 8.7         | 372          | 7.9           | 0.72       | 0.91        |
| b14     | Viper processor (subset)  | 4233       | 10688     | 44.9        | 9361         | 40.4          | 0.88       | 0.90        |
| b17     | Three copies of 80386 processor (subset) | 18446   | 47667      | 69.5        | 41419        | 60.5          | 0.87       | 0.87        |
| b18     | Two copies of b14 and two of b17 | 57978   | 145896     | 105.5       | 136755       | 105.5         | 0.94       | 1.00        |
| b20     | A copy and a modified version of b14 | 8805  | 21598      | 53.1        | 17303        | 45.6          | 0.80       | 0.86        |
| b21     | Two copies of b14         | 9141       | 22705      | 52.9        | 19060        | 44.8          | 0.84       | 0.85        |
| b22     | A copy and two modified versions of b14 | 13561 | 33260      | 53.3        | 26573        | 46.5          | 0.80       | 0.87        |

implemented in ABC, which is much faster than SIS. To remove this bias, we normalized run-time of SASIMI and Single/Multi Selection approaches by a factor obtained from data published in [28], [38].

VI. CONCLUSION

In this paper, we present Q-ALS, a reinforcement learning based approximate logic synthesis framework. Q-ALS benefits from strong capabilities of Q-learning algorithm to learn the maximum error rate each node in the AIG form of the given network can tolerate in order to achieve a maximum saving in delay and area while bounding to a predetermined error rate at the primary outputs. Thanks to this capability, Q-ALS is able to provide up to 70% area reduction and 36% delay reduction for academic benchmarks, and up to 52% area reduction and 30% delay reduction for industrial-level benchmarks. Furthermore, Q-ALS reduces run-time by an average of $15.94 \times$ and $2.21 \times$ over SASIMI and Multi-Selection, two academic state-of-the-art ALS tools.
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