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Abstract: Facial landmark detection or face alignment is an important problem in computer vision. Different types of methods have been proposed to target this problem, with their advantages and disadvantages. This paper classified the past methods into three categories, briefly compared them, then attempted to reimplementing part of a recent work. Experiments were done with a common, current dataset to compare the method with other methods.

1. Introduction
Facial landmark detection or face alignment is an important problem in computer vision, and lies as a foundation step to other face-related problems like face identification and verification [1]. Given a single image containing a face, the algorithm for this problem tries to predict the precise pixel locations \(x_1, y_1, x_2, y_2, ..., x_n, y_n\) of \(n\) pre-defined feature points on the image. This problem is difficult, especially when the face is in an extreme pose, partially occluded, with special expressions or poor lightings [2].

In the past literature, different methods of facial landmark detection methods has been proposed. At first, template-based methods are used for this task [3] [4] [5]. These methods tries to learn a template from the training set to locate the keypoints, but their performance are also restricted by such templates. Later on, coordinate regression-based methods [6] [2] [7] [8] regress coordinate of the facial landmarks diretcly, in a cascaded way or alongside other tasks. Some of the methods is heavier on feature engineering, while others used deep convolutional neural networks. More recently, heatmap-based methods [9] [10] [11] are used for this task as well following the success on other image-based tasks. For the datasets used, they are also becoming more challenging with time, most notably the IBUG [12] dataset with a combination of extreme conditions, and COFW [13] dataset focused heavily on occluded faces. However, the labeling formats are inconsistent between different datasets like the two sets mentioned above, with different number of points and different meaning of each point, posed a problem on cross-dataset evaluation.

This paper made an attempt to reimplement the baseline of [14], made experiments, then compared the results with other methods. There are still accuracy gaps between the proposed method and some other recent methods. However, the other methods’ accuracy might also be questionable. In more details, Section 2 will briefly discuss some previous works about this task, in three types. Section 3 will discuss the methodology of the proposed method. Section 4 will describe the dataset used, settings and configurations of experiments done, with detailed comparison to the part this work is trying to reimplement. Finally, Section 5 will conclude the paper.

2. Related Works
Facial landmark detection has been actively researched for several decades. Before neural networks are
utilized, template-based methods like Active Shape Model (ASM) [3] [15] [16], Active Appearance Model (AAM) [4] [17] [18] [19] [20] and Constrained Local Model [5] [21] [22] are used. However, this type of methods hardly generalize to complex conditions or faces taken in the wild. More recently, with deep convolutional neural networks (DCNNs), coordinate regression-based methods and heatmap-based methods achieve much higher performance on this task.

Coordinate regression-based methods regress the location of facial landmark points directly. [2] used a course-to-fine cascaded multi-stage structure to regress the location, refining the outputs of the previous layer using networks in latter stage. [14] also used a cascaded structure, but take inputs to the local refinement networks from the feature maps in intermediate layers of its global regression network. [6] jointly optimize facial landmark detection with other tasks, predicting the landmark locations and learning other features like gender and expression simultaneously.

Heatmap-based methods predicts various properties with higher-resolution heatmap information, most commonly with a fully-convolutional structure. This type of methods have been used for other tasks like pose detection [23] [24] [25]. For facial landmark detection, [9] used two smaller facial landmark detection tasks to reduce the effect of rigid transformation, then uses Hourglass [23] backbone to obtain the final results. Look at Boundary (LAB) [10] generates a set of boundary heatmap, and uses them as a hint of regressing facial landmarks. [11] kept the high-resolution representation of the input throughout the entire network, directly predict facial landmarks in an end-to-end framework.

3. Methodology

With inspiration from the global regression network in [14], the method proposed in this paper made a derivation from ResNet-18 [26] by changing the average pooling layer to a depth-wise convolutional layer. Such changes is shown empirically to significantly boost the performance of the model significantly compared to using ResNet-18 [26] network directly.

4. Experiments

4.1 Datasets

300W [12] is a combination of four different facial landmark datasets, HELEN [27], LFPW [28], AFW [29] and IBUG. Each image are labeled with 68 landmark points. Its training set consists of 3148 images, the training set of HELEN and LFPW, and all of AFW. Its 689 test images are split to a common part consists of 444 images from the test set of HELEN and LFPW, and a challenging part consists of 135 images of IBUG. The challenging subset is one of the most difficult facial landmark dataset, with significant pose and expression variations. Its official test set [30], used for competition, consists of 300 indoor and 300 outdoor labeled images taken in the wild.

COFW [13] is a dataset that focusses on occlusion. It has 1345 training images and 507 test images, labeled with 29 facial landmark points in the same format as in LFPW [28]. 845 of the training images are from LFPW [28].

The training and testing was only done on the 300W dataset. In a latter stage, experiments will be done on other common datasets like COFW.

4.2 Experiment Settings

4.2.1 Data Augmentation

Different data augmentation techniques are used. The images and labels are randomly rotated by [−30, 30] degrees before cropping to the bounding box. Also, samples are flipped with a probability of 0.5. By doing this, the labels symmetric to each other, like the ones for left eye and right eye, also switches position. The augmentations are performed with the PIL package, and are done online during training. In each epoch, different random samples are generated.
4.2.2 Training Configuration
The models are trained using PyTorch. Training are done using mini-batches with batch size 50. The Adam Optimizer is used with an initial learning rate of 0.001. Learning rate decays to half of the original if no improvement were obtained for 32 consecutive epochs with this learning rate. The learning rate is allowed to decay a maximum of 10 times. The $l^2$ loss is used throughout training.

4.3 Evaluation Metric
The Normalized Root Mean Squared Error (NRMSE) [31] is used for evaluation. To compare the result of this method with other pre-existing methods fairly, inter-pupil and inter-ocular normalization are used. The pupil location of an eye is calculated by averaging all six landmark points around the eye for 300W dataset.

4.4 Results and Discussion
The results on 300-W dataset are reported in Table 1. Some faces that generated the most errors are shown in Figure 1.

Since the proposed method does not use cascading structure, which has been proven to improve accuracy [2], the performance is lower than some networks utilizing both deep CNNs and cascading structures. Comparing with GRegNet [14], the author claimed a significantly higher performance on the GRegNet compared to the method proposed by this paper, on par with state-of-arts by then, despite some similarities of architectures. That method utilizes a large number of pixel-based data augmentation, including but not limited to blurring, noise and grayscale. However, their augmented data is also generated online similar to the data generation method proposed in this paper. They claimed that their model is trained for up to 3000 epochs with a patience of 200 epochs, while

### Table 1: Comparison of model performance (NRMSE; $\times 10^{-2}$) on 300-W

| Method          | Common | Challenging | Fullset |
|-----------------|--------|-------------|---------|
| Inter-ocular normalization |        |             |         |
| PCD-CNN [32]    | 3.67   | 7.62        | 4.44    |
| SAN[33]         | 3.34   | 6.60        | 3.98    |
| LAB [10]        | 2.98   | 5.19        | 3.49    |
| GRegNet [14]    | 2.97   | 5.07        | 3.38    |
| HRNetV2-W18 [11]| 2.87   | 5.15        | 3.32    |
| LRefNet[14]     | 2.71   | 4.78        | 3.12    |
| Proposed Method | 3.65   | 6.42        | 4.19    |
| Inter-pupil normalization |        |             |         |
| RCPR [13]       | 6.18   | 17.26       | 8.35    |
| CFAN [34]       | 5.50   | 16.78       | 7.69    |
| ESR [7]         | 5.28   | 17.00       | 7.58    |
| SDM [35]        | 5.57   | 15.40       | 7.50    |
| LBF [8]         | 4.95   | 11.98       | 6.32    |
| CFSS [36]       | 4.73   | 9.98        | 5.76    |
| 3DDFA [37]      | 6.15   | 10.59       | 7.01    |
| TCDCN[6]        | 4.80   | 8.60        | 5.54    |
| MDM [38]        | 4.83   | 10.14       | 5.88    |
| RAR [39]        | 4.12   | 8.35        | 4.94    |
| DVLN[40]        | 3.94   | 7.62        | 4.66    |
| GRegNet [14]    | 4.11   | 7.32        | 4.74    |
| LRefNet[14]     | 3.76   | 6.89        | 4.37    |
| LAB [10]        | 3.42   | 6.98        | 4.12    |
| Proposed Method | 5.07   | 9.28        | 5.89    |
Figure 1: Some faces with high test error. Blue points are the landmarks extracted by the proposed work. Green points are the ground truth.

for the proposed method, the loss stopped decreasing after no more than 300 epoches. This might be able to attribute to pose distribution balancing being used in that work. Even though, it is unclear whether their reported performance of GRegNet is from a model also trained with LRefNet concurrently. Future works including implementing a more complex structure based on the current network, and also test it on more
datasets.

5. Conclusion
This paper have attempted to reimplement a part of the recent [14], and made experiments. Detailed comparison with the network the model is trying to reimplement is done. Although the current results are not as good as the original work this paper tried to reimplement, those could be attributed to the original author using suspectable training configurations.
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