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Abstract

The width of a well partial ordering (wpo) is the ordinal rank of the set of its antichains ordered by inclusion. We compute the width of wpos obtained as cartesian products of finitely many well-orderings.

1 Introduction

For a finite poset, and more generally a finite quasi-order (qo), there are intuitive notions of dimension that play a paramount role in combinatorics and algorithmics: its cardinal, but also its height (the cardinal of its longest chain) and its width (the cardinal of its longest antichain, i.e., sequence of incomparable elements).

With some provisions, these dimensions can be extended to infinite posets: If a qo is well-founded (or WF), we can define its height as the rank of the tree of strictly decreasing sequences. If a qo is FAC (it only has finite antichain), we can define its width as the rank of the trees of antichains. If a qo is both WF and FAC, then it is called a well quasi-order (wqo) ([Hig52]): it has a height, a width, and also a maximal order type ([dJP77]), defined as the rank of the trees of bad sequences (a sequence $x_0, x_1, x_2, \ldots$ is good if there are some positions $i < j$ such that $x_i \leq x_j$, and bad otherwise). Wqos can alternatively be defined as qos that do not have infinite bad sequences.

There is a rich theory of wqos ([Mil85], [SSW20]), where these dimensions, which we call ordinal invariants, are used to measure complexity. De Jongh and Parikh ([dJP77]) and Schmidt ([Sch79]) initiated the
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study of the maximal order type, for use in proof theory. Kríž and Thomas ([KT90]) later introduced the width for infinitary combinatorics. Blass and Gurevich ([BG08]) then contributed to the study of invariants for program verification. The maximal order type was also applied in [BFHR13] for expressiveness results.

In the study of well-structured transition systems (WSTS), i.e., systems whose set of configurations is a wqo, some upper bound results on complexity rely on the length of controlled bad sequences of configurations ([HSS14], [HSS12]), i.e., on the maximal order type of the underlying wqo. In [Sch19], Schmitz refined this technique with controlled antichains whose length depends on the width instead.

A recent article by Dzamonja et al. ([DSS20]) shows that we do not always know how to compute the width of wqos, even in the apparently simple case of a cartesian product. This problem is unfortunate since the cartesian product is the most common and basic data structure in mathematics and computer science. However, one subproblem, the special case of the width of the cartesian product of two linear well-founded orders, i.e., two ordinals, was solved by Abraham ([Abr87]) 35 years ago.

This article develops a method to compute the width of the cartesian product of \( n \) ordinals, for any \( n \in \mathbb{N} \). As explained in Section 2.4, the method of residuals used in [Abr87] relies on specificities of the case \( n = 2 \), which are lost in case \( n = 3 \) and beyond. Our method consequently develops a more general, game-theoretical approach.

1.1 Outline of the article

Section 2 introduces definitions, notations and recalls known results, mostly following [DSS20]. Section 3 proves intermediary results on lower bounds on the width that lay the ground for future proofs.

The following three sections gradually progress toward our main result: In Section 4, we compute the width of the product of indecomposable ordinals. Section 5 uses the previous result to compute the width of the product of infinite ordinals. Section 6 eventually extends this result by adding finite ordinals to the product.

In Section 7 we leverage our main result to compute the width of the cartesian product of more general wqos.

For completeness, Section 8 recalls classic results for the cartesian product of finite ordinals.
2 Preliminaries

We assume familiarity with basics of order theory. See e.g. [Fra86].

2.1 The measure of wqos

For any wqo $(A, \leq_A)$ (we often write just $A$ when the order is understood), we write $Inco(A)$ (resp. $Dec(A)$ and $Bad(A)$) for the tree of non-empty antichains (resp. strictly decreasing sequences, bad sequences) in $A$ ordered by initial segment: if $s = (x_1, \ldots, x_n)$ and $t = (x_1, \ldots, x_n, y) = s \prec y$, then $t$ is a child of $s$.

Observe that, since $A$ is a wqo (so FAC and WF), the trees $Inco(A)$, $Dec(A)$ and $Bad(A)$ do not have infinite branches: they are well-founded. However, they can be infinitely branching.

One can ascribe a rank to any node of a well-founded tree $T$ from bottom to top. Let $x \in T$ a node: if $s$ is a leaf, then $r(s) = 0$. Else $r(s) = \sup\{r(t) + 1 \mid t \text{ is a son of } s\}$. The rank of $T$ is defined as the image of $T$ through $r$, i.e., $r(T) = \sup_{s \in T} r(s) + 1$. Since $T$ can be infinitely branching, its rank is a possibly infinite ordinal. For a more general definition of the rank of any well-founded partial-order set, see Section 2.2 of [DSS20].

Definition 2.1. The width $w(A)$, the height $h(A)$, and the maximal order type $o(A)$ are respectively the rank of $Inco(A)$, $Dec(A)$, and $Bad(A)$. Together, they are called the ordinal invariants of $A$.

Example 2.2. For any ordinal $\alpha > 0$ with order $\subset$, $o(\alpha) = h(\alpha) = \alpha$, and $w(\alpha) = 1$.

Remark 2.3. The trees $Inco(A)$, $Dec(A)$, and $Bad(A)$ do not have infinite branches: they are well-founded. However, they can be infinitely branching.

One can ascribe a rank to any node of a well-founded tree $T$ from bottom to top. Let $x \in T$ a node: if $s$ is a leaf, then $r(s) = 0$. Else $r(s) = \sup\{r(t) + 1 \mid t \text{ is a son of } s\}$. The rank of $T$ is defined as the image of $T$ through $r$, i.e., $r(T) = \sup_{s \in T} r(s) + 1$. Since $T$ can be infinitely branching, its rank is a possibly infinite ordinal. For a more general definition of the rank of any well-founded partial-order set, see Section 2.2 of [DSS20].

Definition 2.1. The width $w(A)$, the height $h(A)$, and the maximal order type $o(A)$ are respectively the rank of $Inco(A)$, $Dec(A)$, and $Bad(A)$. Together, they are called the ordinal invariants of $A$.

Example 2.2. For any ordinal $\alpha > 0$ with order $\subset$, $o(\alpha) = h(\alpha) = \alpha$, and $w(\alpha) = 1$.

Remark 2.3. The trees $Inco(A)$, $Dec(A)$, and $Bad(A)$ are, more precisely, forests, since they have multiple roots: all one-element sequences.

Since an antichain is a bad sequence, $Inco(A)$ is a subtree of $Bad(A)$.

Hence:

Lemma 2.4. For all wqo $A$, $w(A) \leq o(A)$.

Remark 2.5. The maximal order type $o(A)$ was historically defined as the maximal linearisation of $A$ ([DSS20]), i.e., a linear order (an ordinal) $(A, \leq)$ such that $\leq_A \subseteq \leq$. The height $h(A)$ can similarly be defined as the longest chain of $A$. Nonetheless, Definition 2.1 allow us to include the width as a third natural invariant.
When computing ordinal invariants, we frequently want to compare a wqo to one of its substructures or augmentations:

Let \((A, \leq_A), (B, \leq_B)\) be two wqos. \(A\) is an **augmentation** of \(B\) if the sets \(A, B\) are equal and \(\leq_B \subseteq \leq_A\). We denote it by \(A \geq_{\text{aug}} B\). \(A\) is a **substructure** of \(B\) if the set \(A\) is a subset of \(B\) and \(\leq_A = (\leq_B)|_A\). We denote it by \(A \leq_{\text{st}} B\). We use the notation \(A \equiv B\) when \(A\) is isomorphic to \(B\), i.e., when there is a bijection between \(A\) and \(B\) that preserves the order. We often abuse terminology and say that \(A\) is a substructure (resp. an augmentation) when \(A\) is isomorphic to a substructure (resp. an augmentation).

**Example 2.6.** For any ordinals \(\alpha < \beta\), \(\alpha \leq_{\text{st}} \beta\).

**Example 2.7.** For any \(n \in \mathbb{N}\), \(\Gamma_n \leq_{\text{aug}} n\), where \(\Gamma_n\) is the antichain with \(n\) elements.

We define the disjoint sum \(\sqcup\), lexicographic sum \(+\), cartesian product \(\times\) and direct product \(\cdot\) as in [DSS20].

**Example 2.8.** For any wqos \(A, B\), \(A \sqcup B \leq_{\text{aug}} A + B\), and \(A \times B \leq_{\text{aug}} A \cdot B\).

Observe that, for two wqos \(A\) and \(B\), if \(A \leq_{\text{st}} B\), then \(\text{Inco}(A), \text{Dec}(A)\), and \(\text{Bad}(A)\) are respectively subtrees of \(\text{Inco}(B), \text{Dec}(B)\), and \(\text{Bad}(B)\). Similarly, if \(A \geq_{\text{aug}} B\), then all antichains or bad sequences of \(A\) are antichains or bad sequences of \(B\). However, strictly decreasing sequences of \(B\) are strictly decreasing in \(A\) whenever \(A\) and \(B\) are partial orders. Therefore:

**Lemma 2.9.** For all wqos \(A, B\),

- If \(A \leq_{\text{st}} B\), then \(*(A) \leq *(B)\) for \(* = w, o, h\).

- If \(A \geq_{\text{aug}} B\), then \((A) \leq (B)\) for \(* = w, o\). If furthermore \(A, B\) are wpos, \(h(A) \geq h(B)\).

### 2.2 Residual Characterization

For a quasi-order \(x \in A\), and a relation symbol \(* \in \{\perp, <, >, \not\leq, \not\geq\}\), we define the **\(*\)-residual of \(A\) at \(x\)** as

\[
A_{*x} = \{y \in A : y \ast x\}.
\]
We can generalize this notion to subsets $Y \subseteq A$:

$$A_{\ast Y} = \bigcap_{x \in Y} A_{\ast x}.$$  

If $Y = \emptyset$, $A_{\ast Y} = A$. A residual can be seen as a substructure of $A$. Thus it is a wqo, with its own ordinal invariants, smaller than or equal to the ordinal invariants of $A$ (see Lemma 2.9).

For instance, $\mathbb{N}_{<2} = \{0, 1\}$ and $\mathbb{N}_{\perp 2} = \emptyset$. In Figure 1 you can see the residuals of $\mathbb{N}^2$ at $x = (4, 6)$ in colors: $\mathbb{N}^2_{<x}$ in blue, $\mathbb{N}^2_{>x}$ in green, and $\mathbb{N}^2_{\perp x}$ in red. The union of the red and blue parts is $\mathbb{N}^2_{\neq x}$; the union of the red and green parts is $\mathbb{N}^2_{\leq x}$.

Figure 1: $\mathbb{N}^2$: residuals by colors.

Residuals are essential in the computation of invariants, given:

$$w(A) = \sup_{x \in A} (w(A_{\perp x}) + 1)$$  \hspace{1cm} (1)  

$$h(A) = \sup_{x \in A} (h(A_{< x}) + 1)$$  \hspace{1cm} (2)  

$$o(A) = \sup_{x \in A} (o(A_{\geq x}) + 1)$$  \hspace{1cm} (3) 

These formulas can be seen as a reformulation of tree rank computation (see Section 2.3. of [DSS20] and the references therein). We can use them to recursively compute the invariants of $A$: this is called the method of residuals.
Example 2.10. For all \( x \in \mathbb{N}^2 \), \( \mathbb{N}_{<x}^2 \) is finite and contains arbitrarily many elements (see Figure 1). Therefore \( h(\mathbb{N}^2) = \omega \).

Remark 2.11. In [dJP77], where \( o(X) \) is defined as the maximal linearisation of \( X \), Equation (3) is an essential theorem since it allows to prove that this definition of the maximal order type is equivalent to its characterization as the rank of \( \text{Bad}(X) \).

2.3 State of the art

The state of the art on ordinal invariants can be found in [DSS20]. Here are some useful results:

Lemma 2.12 (Lemma 4.1 from [DSS20]). Let \( \{P_i : i < \alpha\} \) be an \( \alpha \)-indexed family of wqos. Then \( \sum_{i<\alpha} P_i \), the lexicographic sum along the ordinal \( \alpha \) (see definition in [DSS20]), is a wqo, and \( w(\sum_{i<\alpha} P_i) = \sup_{i<\alpha} w(P_i) \).

Lemma 2.13 (Lemma 4.2 from [DSS20]). Let \( A,B \) be wqos. Then \( A \sqcup B \) is a wqo, and \( w(A \sqcup B) = w(A) \oplus w(B) \), where \( \oplus \) is the natural addition on ordinals.

From Lemma 2.13 we can deduce the following result:

Lemma 2.14. Let \( A \) be a wqo, and \( n \in \mathbb{N} \). Then \( w(A \times \Gamma_n) = w(A) \otimes n \), where \( \otimes \) is the natural multiplication on ordinals.

Proof. Observe that \( A \times \Gamma_n \equiv A \sqcup \cdots \sqcup A \) the disjoint sum of \( n \) copies of \( A \). Therefore \( w(A \times \Gamma_n) = w(A) \oplus \cdots \oplus w(A) = w(A) \otimes n \).

The maximal order type and the height of a cartesian product \( A \times B \) are functional in the maximal order type of \( A \) and \( B \), and their height respectively:

Lemma 2.15 (Theorem 3.5 of [dJP77]). Let \( A,B \) be wqos. Then \( A \times B \) is a wqo, and \( o(A \times B) = o(A) \otimes o(B) \).

Lemma 2.16 (Lemma 4.6 of [DSS20], see [Abr87] for the proof). Let \( A,B \) be wqos. Then \( h(A \times B) = \sup\{\alpha \oplus \beta + 1 \mid \alpha < h(A), \beta < h(B)\} \).

However, the width of \( A \times B \) is not functional in any of the invariants of \( A \) and \( B \):
Figure 2: Two wqos $A_1$ and $A_2$ with the same invariants such that $w(A_1 \times \omega) \neq w(A_2 \times \omega)$.

Example 2.17. Let $H = \sum_{n<\omega} \Gamma_n$. Observe that $w(H) = o(H) = h(H) = \omega$. Let $A_1 = H + H$ and $A_2 = H + \omega$ (see Figure 3). With the method of residuals, one can see that $A_1$ and $A_2$ have the same invariants: $w(A_1) = w(A_2) = \omega$, and $o(A_1) = o(A_2) = h(A_1) = h(A_2) = \omega \cdot 2$. However $w(A_1 \times \omega) = \omega^2 \cdot 2 \neq w(A_2 \times \omega) = \omega^2 + \omega$.

2.4 Cartesian product of two ordinals

Abraham ([Abr87]) used the method of residuals to compute the width of the cartesian product of two ordinals. Let us recall the main steps of his proof:

Let $\alpha, \beta$ be two ordinals. According to the method of residuals,

$$w(\alpha \times \beta) = \sup_{(x_1, x_2) \in \alpha \times \beta} w((\alpha \times \beta) \perp (x_1, x_2)) + 1.$$  \hspace{1cm} (4)

Fix $(x_1, x_2) \in \alpha \times \beta$. Then for any $(y_1, y_2) \in \alpha \times \beta$, $(x_1, x_2) \perp (y_1, y_2)$ iff $x_1 < y_1$ and $x_2 > y_2$, or $x_1 > y_1$ and $x_2 < y_2$. Thus the residual $(\alpha \times \beta) \perp (x_1, x_2)$ is a disjoint union (see Figure 3):

$$(\alpha \times \beta) \perp (x_1, x_2) = \alpha_{<x_1} \times \beta_{>x_2} \sqcup \alpha_{>x_1} \times \beta_{<x_2}.$$ 

Observe that $\alpha_{<x_1}$ is isomorphic to $x_1$, and $\alpha_{>x_1}$ to $\alpha - (x_1 + 1)$. The same reasoning applies to $\beta_{<x_2}$ and $\beta_{>x_2}$. Using Lemma 2.13 we
can rewrite Equation (4) as:

$$w(\alpha \times \beta) = \sup_{x_1 \in \alpha, x_2 \in \beta} \left( w(x_1 \times (\beta - x_2)) \oplus w((\alpha - x_1) \times x_2) \right) + 1.$$ 

This is how $w(\alpha \times \beta)$ is computed in [Abr87]. Here are the main results (the successor and limit cases are dealt with separately):

**Lemma 2.18** (Lemma 3.2 of [Abr87]). If $\alpha$ is infinite, then $w(\alpha \times (\beta + 1)) = w(\alpha \times \beta) + 1$. (If $\alpha$ is finite then the equality holds iff $\alpha \geq \beta + 1$).

Any ordinal can be written in Cantor normal form as $\alpha = \omega^{\alpha'} \cdot a + \rho$, where the symbol $+$ is used to point out a $+$ that could be replaced by a $\oplus$. Similarly $\alpha$ can be written in Cantor normal form without multiplicities $\alpha = \sum_{i \in [0,l]} \omega^{\alpha_i}$, with $\alpha_0 \geq \cdots \geq \alpha_l$. We will use the latter in Section 5.

**Theorem 2.19** (Theorem 3.4 of [Abr87]). For any ordinals $\alpha = \omega^{\alpha'} \cdot a + \rho$, $\beta = \omega^{\beta'} \cdot b + \sigma$,

$$w(\omega \alpha \times \omega \beta) = \omega^{\alpha' \oplus \beta'} \dot{+} \left[ w(\omega^{\alpha'} \times \sigma) \oplus w(\omega^{\beta'} \times \rho) \right].$$

With a simple change of variables, this becomes

$$w(\alpha \times \beta) = \omega^{\eta} \dot{+} \left[ w(\omega^{\alpha'} \times \sigma) \oplus w(\omega^{\beta'} \times \rho) \right]$$

if $\alpha, \beta$ are limit ordinals, with $\eta = 1 + (\alpha' - 1) \oplus (\beta' - 1)$.

Now let us try to use the method of residuals for the product of $n \geq 2$ ordinals $\alpha_1, \ldots, \alpha_n$. Let $X = \alpha_1 \times \cdots \times \alpha_n$ and $x, y \in X$. Then
$x = (x_1, \ldots, x_n) \perp y = (y_1, \ldots, y_n)$ iff there exist $i, j \in [1, n]$ such that $x_i < y_i$ and $x_j > y_j$. With some work, we can express the residual $X \perp x$ as the union of subsets of the form

$$
\times_{i \in I_1} (< x_i) \times \times_{i \in I_2} (> x_i) \times \times_{i \notin I_1 \cup I_2} \{x_i\}
$$

with $I_1, I_2 \subseteq [1, n]$ disjoint and non-empty.

However, unlike the case $n = 2$, this union of subsets is not a disjoint union of wqos. Take for instance $n = 3$ and the subsets $(> x_1) \times (> x_2) \times (< x_3)$ and $(> x_1) \times (< x_2) \times (< x_3)$ (see Fig. 4): they can have comparable elements. We could say that the residual is an augmentation of a disjoint union, but this method can only give us an upper bound on $w(X)$.

![Figure 4: Two parts of the residual of $\alpha_1 \times \alpha_2 \times \alpha_3$ at $(x_1, x_2, x_3)$ that have comparable elements.](image)

We need a method that will allow us to look further than the first element of the antichain. For this we extend the method of residuals with a game-theoretical point of view.

### 2.5 Games

**Definition 2.20.** $G_{X, \alpha}$ is a game for two players, let’s call them Antoine (for antichain) and Odile (for ordinal), with the following rules:

- Each configuration of the game is a pair $(Y, \gamma)$ with $Y$ an antichain of $X$, and $\gamma \leq \alpha$.
- The game begins in $(\emptyset, \alpha)$. Either Odile or Antoine begins.
- At Odile’s turn, she moves from configuration $(Y, \gamma)$ to $(Y, \gamma')$, with $\gamma' < \gamma$. 


• At Antoine’s turn, he moves from configuration \((Y, \gamma)\) to \((Y \cup \{x\}, \gamma)\), with \(x \in X_{\perp Y}\).

• The first player who cannot play loses.

This game is a specific case of the games defined in [BG08] and [DSS20]. Since \(X\) is FAC and \(\alpha\) is WF, the players cannot play forever, so the game terminates.

**Lemma 2.21** ([BG08], [DSS20]). \(w(X) \leq \alpha\) iff Odile has a winning strategy when Antoine begins. \(w(X) \geq \alpha\) iff Antoine has a winning strategy when Odile begins.

Intuitively, one can see this game as playing along a branch of \(\text{Inco}(A)\): each time Antoine plays \(Y \leftarrow Y \cup \{x\}\), he moves from node \(Y\) to its child \(Y \cup \{x\}\). Odile has a winning strategy when she can play \(\gamma \geq r(Y)\). Antoine has a winning strategy when he can play \(Y\) such that \(\gamma \leq r(Y)\).

To prove \(w(X) = \alpha\), we only need to exhibit two winning strategies, one for each player depending on who begins.

### 3 How to prove lower bounds

#### 3.1 Combining strategies

Here we introduce a method to combine several winning strategies for Antoine in order to prove lower bounds on the width of complex wqos.

We denote \(A \perp B\) with \(A\) and \(B\) two subsets of a wqo when for any \(a \in A, b \in B, a \perp b\) in this wqo. We say \(A_1, \ldots, A_m\) is an incomparable family of subsets of \(A\) when \(A_i \perp A_j\) for any \(i \neq j\). Observe that, for an incomparable family, we have \(A \geq \biguplus_i A_i\) thus \(w(A) \geq \bigoplus_i w(A_i)\). However, we can do almost as well with a weaker condition on the \(A_i\)s.

We say \(A_1, \ldots, A_m\) is a quasi-incomparable family of subsets of \(A\) if for any \(i \in [1, m]\), for every finite set \(Y \subseteq A_1 \cup \cdots \cup A_{i-1}\), there exists \(A'_i \subseteq A_i\) isomorphic to \(A_i\) such that \(A'_i \perp Y\). Note that this notion is sensitive to the way we number the \(A_i\)s.

**Lemma 3.1** (How to combine winning strategies for Antoine). Let \(A_1, \ldots, A_m\) be a quasi-incomparable family of subsets of \(A\). Then \(w(A) \geq w(A_m) + \cdots + w(A_1)\).
Proof. Let us note $\alpha_i$ for $w(A_i)$

For any $i \in [1, m]$, Antoine has a winning strategy $S_i$ on $G_{A_i, \alpha_i}$ when Odile begins. We want to combine those $S_i$ into a winning strategy for Antoine on $G_{A, \alpha_m + \cdots + \alpha_1}$ when Odile begins.

Intuitively, the game is played in $m$ phases. Odile goes through the sum $\alpha_m + \cdots + \alpha_1$ from right to left, which means that at the $j$-th phase she is decreasing the term $\alpha_j$, while Antoine plays his strategies $S_j$ on $A'_j$, the subset of $A_j$ incomparable to the antichain built by Antoine during phases $1$ to $j - 1$. As the subsets $A'_i$ are only isomorphic to the $A_i$s on which the strategies are defined, we have to remember to shift the $S_i$s.

More formally, assume that Odile has selected some ordinal $\gamma$, and Antoine has selected an antichain $Y \subseteq A_1 \cup \cdots \cup A_k$. Now $\gamma$ can be written in a unique way as $\gamma = \alpha_m + \cdots + \alpha_{k+1} + \sigma$ with $\sigma < \alpha_k$ for some $k \in [1, m]$: the game is in phase $k$.

Our invariant: During phase $k$, $Y \subseteq A_1 \cup \cdots \cup A_k$. By definition of a quasi-incomparable family, there exists $A'_k \subseteq A_k$ isomorphic to $A_k$ such that $A'_k \perp (Y \setminus A_k)$. The antichain $Y \cap A_k$ comes from the strategy $S_k$ played on $A'_k$.

Now it is Odile’s turn, and she selects some $\gamma' < \gamma$. We know $\gamma'$ is either above or strictly below $\alpha_m + \cdots + \alpha_{k+1}$:

- If $\gamma = \alpha_m + \cdots + \alpha_{j+1} + \sigma'$ then we move to the $j$th phase of the game: By definition of a quasi-incomparable family, there exists $A'_j \subseteq A_j$ isomorphic to $A_j$ such that $A'_j \perp Y$. We follow the strategy $S_j$ on $A'_j$ which selects some $x \in A'_j$. Since $A'_j \perp Y$, $Y \leftarrow Y \cup \{x\}$ is still an antichain.
- If $\gamma = \alpha_m + \cdots + \alpha_{k+1} + \sigma'$ for some $\sigma' < \sigma$, then we can keep applying the strategy $S_k$ on $A'_k$, which selects some $x \perp Y \cap A'_k$. Since $A'_k \perp (Y \setminus A_k)$, $Y \leftarrow Y \cup \{x\}$ is still an antichain.

\[ \square \]

3.2 Lower bound for self-residual wqos

Definition 3.2 (Self-residual). Let $A$ be a wqo. $A$ is self-residual if for any $x \in A$, $A \not\leq x$ contains an isomorphic copy of $A$.

Let us illustrate this notion with an example: An ordinal $\alpha$ is said to be indecomposable, or additive principal, if for any $\beta, \gamma < \alpha$, $\beta + \gamma < \alpha$. All indecomposable ordinals are of the form $\alpha = \omega^{\alpha'}$. 
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Then for all infinite indecomposable ordinal $\alpha$, for any $x < \alpha$, $\alpha \not\equiv \alpha - (x + 1) = \alpha$, because $x + 1 < \alpha$ and by definition of indecomposable. Therefore $\alpha$ is self-residual.

The notion of self-residual is compatible with cartesian product: if $A$ and $B$ are self-residual wqos, then $A \times B$ is self-residual. In particular, a cartesian product of $n$ infinite indecomposable ordinal is self-residual.

If $A$ is self-residual, then for all finite $Y \subseteq A$, $A_{\geq Y}$ contains an isomorphic copy of $A$ (by induction on the size of $Y$).

Here is an application of Lemma 3.1 that will be useful in Section 4:

**Lemma 3.3.** Let $A, B$ be two wqos such that $A$ is self-residual, and $k \in \mathbb{N}$. Then $\text{w}(A \times (B \cdot k)) \geq \text{w}(A \times B) \cdot k$.

**Proof.** Let $B_1, \ldots, B_k$ be disjoint copies of $B$. Then $B \cdot k$ is isomorphic to the lexicographic sum $B_k + \cdots + B_1$. We claim that $(A \times B_i)_{i \in [1, n]}$ is a quasi-incomparable family of subsets of $A \times (B \cdot k)$:

Fix $j \in [1, k]$ and $Y \subseteq (A \times B_1) \cup \cdots \cup (A \times B_{j-1})$ finite (Figure 5 illustrates the case $j = 3$). Let $Y_{| A} \overset{\text{def}}{=} \{ a \in A \mid (a, b) \in Y, b \in B \cdot k \}$. We want to find a subset of $C \subseteq A \times B_j$ isomorphic to $A \times B_j$ such that $C \perp Y$. Since $A$ is self-residual, $A_{\geq Y_{| A}}$ contains an isomorphic copy of $A$, hence $A_{\geq Y_{| A}} \times B_j \equiv A \times B_j$. Since for any $(a, b) \in A_{\geq Y_{| A}} \times B_j, (a', b') \in Y$, $a >_A a'$ and $b <_{B \cdot k} b'$ so $(a, b) \perp (a', b')$.

![Figure 5](image_url)

Figure 5: All elements $(a, b)$ of $A_{\geq Y_{| A}} \times (B_k + \cdots + B_3)$ are incomparable to $Y \subseteq A \times (B_2 + B_1)$. 
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Therefore \((A \times B_i)_{i \in [1,n]}\) is a quasi-incomparable family, so according to Lemma 5.2,
\[
\mathbf{w}\left( A \times \left( \sum_{i=k}^1 B_i \right) \right) \geq \sum_{i=k}^1 \mathbf{w}(A \times B_i) = \mathbf{w}(A \times B) \cdot k. \quad \square
\]

When \(\mathbf{w}(A \times B)\) is a finite multiple of an indecomposable, we have the other side of the equality: \(A \times (B \cdot k) \geq \text{aug } A \times B \otimes \Gamma_k\), so \(\mathbf{w}(A \times (B \cdot k)) \leq \mathbf{w}(A \times B) \otimes k = \mathbf{w}(A \times B) \cdot k\), therefore \(\mathbf{w}(A \times (B \cdot k)) = \mathbf{w}(A \times B) \cdot k\).

### 3.3 Lower bound for transferable wqos

A wqo \(A\) is transferable if \(\mathbf{w}(A_{\leq Y}) = \mathbf{w}(A)\) for any finite \(Y \in A\). Observe that it is a weaker condition than self-residuality:

**Lemma 3.4.** A self-residual wqo is transferable.

**Proof.** Let \(A\) be a self-residual wqo, i.e., for any \(x \in A\), \(A_{\leq x}\) contains an isomorphic copy of \(A\). Thus by induction on the size of \(Y\), \(A_{\leq Y}\) contains an isomorphic copy of \(A\). Therefore \(\mathbf{w}(A_{\leq Y}) = \mathbf{w}(A)\), so \(A\) is transferable. \(\square\)

Transferability is used in [DSS20] to prove a lower bound:

**Lemma 3.5** (Theorem 4.16 of [DSS20]). Suppose that \(A\) is a transferable wqo and \(\beta\) is an ordinal. Then \(\mathbf{w}(A \times \beta) \geq \mathbf{w}(A) \cdot \beta\).

From this lemma, we can deduce a more general version of itself which we will use in Section 4.

**Lemma 3.6.** Suppose that \(A\) is a transferable wqo and \(B\) any wqo. Then \(\mathbf{w}(A \times B) \geq \mathbf{w}(A) \cdot \mathbf{o}(B)\).

**Proof.** Observe that \(B \leq_{\text{aug}} \mathbf{o}(B)\). Therefore \(\mathbf{w}(A \times B) \geq \mathbf{w}(A \times \mathbf{o}(B)) \geq \mathbf{w}(A) \cdot \mathbf{o}(B)). \quad \square\)

Combined with the method of residuals, Lemma 3.6 allows us to compute the width of simple examples:

We note \(A^{\times n} \overset{\text{def}}{=} A \times \cdots \times A\) the cartesian product of \(n\) copies of a wqo \(A\).

**Proposition 3.7.** \(\mathbf{w}(\omega^{\times n}) = \omega^{n-1}\) for \(n \geq 1\).
Proof. Case \( n = 1 \): \( \mathbf{w}(\omega) = 1 \).

If \( n > 1 \), \( \mathbf{w}(\omega^\times n) \geq \mathbf{w}(\omega) \cdot \mathfrak{o}(\omega^\times (n-1)) = \omega^{n-1} \) according to Lemma 3.6.

Let us prove the upper bound by induction on \( n \), initialized in \( n = 1 \):

Assume \( \mathbf{w}(\omega^\times n) = \omega^{n-1} \) for some \( n \). Let \( m = (m_0, \ldots, m_n) \) be any element of \( \omega^\times (n+1) \), \( m' = (m_1, \ldots, m_n) \), and \( k \) the cardinal of \( (\omega^\times n)_{<m'} \).

Then:

\[
(\omega^\times (n+1))_{\perp m} \geq \mathbf{w}(\omega^\times \omega^\times \omega^\times \omega^\times n) \geq \mathbf{w}(\omega^\times \omega^\times \omega^\times \omega^\times \omega) = \omega^{n-1} \]

Therefore by induction hypothesis \( \mathbf{w}(\omega^\times (n+1)) \leq \omega^{n-1} \cdot m_0 \oplus k \oplus \gamma \) with \( \gamma < \omega^{n-1} \).

Thus by the method of residuals: \( \mathbf{w}(\omega^\times (n+1)) = \sup \{ \mathbf{w}(\omega^\times (n+1)) + 1 \} \leq \omega^{n} \).

\( \square \)

Proposition 3.8. \( \mathbf{w}(\omega^\times \omega^\times n) = \omega^{\omega \cdot n} \) for \( n \geq 2 \).

Proof. The case \( n = 2 \) is an application of Theorem 2.19. If \( n > 2 \):

\[
\mathbf{w}(\omega^\times \omega^\times n) \leq \mathfrak{o}(\omega^\times \omega^\times n) = \omega^{\omega \cdot n} \quad \text{according to Lemma 2.4}
\]

\[
\mathbf{w}(\omega^\times \omega^\times n) \geq \mathbf{w}(\omega^\times \omega^\times \omega^\times \omega^\times \omega^\times \omega^\times \omega^\times \omega^\times \omega) = \omega^{\omega^2} \cdot \omega^{\omega^2} = \omega^{\omega^2} \]

according to Lemmas 2.15 and 3.6 \( \square \)

4 Product of indecomposable ordinals

We want to compute \( \mathbf{w}(\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_n}) \) for \( \alpha_1, \ldots, \alpha_n > 0 \). We recall this result from \( \text{Abr87} \) for \( n = 2 \):

Lemma 4.1. Let \( \alpha_1, \alpha_2 > 0 \). Then \( \mathbf{w}(\omega^{\alpha_1} \times \omega^{\alpha_2}) = \omega^\eta \) with \( \eta = 1 + ((\alpha_1 - 1) \oplus (\alpha_2 - 1)) \).

Observe that for any ordinal \( \alpha > 0, \alpha - 1 = \alpha \) iff \( \alpha \) is infinite. Thus \( \eta \) can be simplified depending on the finiteness or infiniteness of \( \alpha_1 \) and \( \alpha_2 \):

- If \( \alpha_1, \alpha_2 \) are finite then \( \eta = \alpha_1 + \alpha_2 - 1 \).
• If $\alpha_1$ is infinite and $\alpha_2$ finite then $\eta = \alpha_1 + \alpha_2 - 1$.

• If $\alpha_1, \alpha_2$ are infinite then $\eta = \alpha_1 \oplus \alpha_2$.

We can simplify the statement of Lemma 4.1 if we order $\alpha_1 \geq \alpha_2$ without loss of generality, which gives us $w(\omega^{\alpha_1} \times \omega^{\alpha_2}) = \omega^{\alpha_1 \oplus (\alpha_2 - 1)}$.

**Theorem 4.2.** Let $X = \omega^{\alpha_1} \times \cdots \times \omega^{\alpha_n}$, with $n \geq 2$ and $\alpha_1 \geq \cdots \geq \alpha_n > 0$. Then $w(X) = \omega^\eta$ with $\eta = \alpha_1 + (\alpha_2 + \cdots + \alpha_n - 1)$, i.e.:

• If $\alpha_1, \ldots, \alpha_n$ are finite then $\eta = \alpha_1 + \cdots + \alpha_n - 1$.

• If $\alpha_1$ is infinite and $\alpha_2, \ldots, \alpha_n$ are finite then $\eta = \alpha_1 + (\alpha_2 + \cdots + \alpha_n - 1)$.

• If $\alpha_1, \ldots, \alpha_k$ are infinite with $k \geq 2$ then $\eta = \alpha_1 + \cdots + \alpha_n$.

**Proof.** Case $n = 2$ is treated in [Abr87]. Assume that $n > 2$.

Let $k \in [0, n]$ be such that $\alpha_1, \ldots, \alpha_k$ are infinite and $\alpha_{k+1}, \ldots, \alpha_n$ are finite. Inside both the proofs of the lower bound and upper bound, the cases $k = 0$, $k = 1$, $2 \leq k < n$ and $k = n$ will be treated separately when necessary.

We prove the lower bound with Lemma 3.6.

For any ordinal $\alpha > 0$, $\omega^\alpha$ is principal additive so self-residual. Therefore $\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_j}$ is self-residual for all $j \leq n$ hence transferable.

• If $k = 0$, $w(X) \geq w(\omega^{\alpha_1} \times \omega^{\alpha_2}) \cdot o(\omega^{\alpha_3} \times \cdots \times \omega^{\alpha_n}) = \omega^{(\alpha_1 + \alpha_2 - 1) + (\alpha_3 + \cdots + \alpha_n)} = \omega^{\alpha_1 + \cdots + \alpha_n - 1}$.

• If $k = 1$, $w(X) \geq w(\omega^{\alpha_1} \times \omega^{\alpha_2}) \cdot o(\omega^{\alpha_3} \times \cdots \times \omega^{\alpha_n}) = \omega^{(\alpha_1 + (\alpha_2 - 1)) + (\alpha_3 + \cdots + \alpha_n)} = \omega^{\alpha_1 + (\alpha_2 + \cdots + \alpha_n - 1)}$.

• If $2 \leq k < n$, then $w(X) \geq w(\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_k}) \cdot o(\omega^{\alpha_{k+1}} \times \cdots \times \omega^{\alpha_n}) = \omega^{(\alpha_1 + \cdots + \alpha_k) + (\alpha_{k+1} + \cdots + \alpha_n)} = \omega^{\alpha_1 + \cdots + \alpha_n}$ by induction on $n$.

• If $k = n$, then we cannot use Lemma 3.6 (it would give a + instead of a $\oplus$) so we proceed by induction on $(\alpha_1, \ldots, \alpha_n)$ with the cartesian product ordering:

We already know that $w((\omega^\alpha)^n) = \omega^{\omega^\alpha}$ for any $n \geq 2$ from Proposition 3.3. Let $i$ such that $\alpha_i$ has the smallest last exponent $\rho$, i.e., $\alpha_i = \alpha'_i + \omega^\rho$ and $\alpha_1 + \cdots + \alpha_n = (\alpha_1 + \cdots + \alpha'_i + \cdots + \alpha_n) + \omega^\rho$.

The ordinal $\rho$ can either be null, a successor or a limit ordinal:
- If $\rho = 0$ then $X \geq_{st} \omega^{\alpha_1} \times \cdots \times \omega^{\alpha_i} \cdot k \times \cdots \times \omega^{\alpha_n}$ for any $k < \omega$, and $\alpha_i'$ is infinite. Since $\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_i-1} \times \omega^{\alpha_{i-1}} \times \cdots \times \omega^{\alpha_n}$ is self-residual, then according to Lemma 3.3, $w(X) \geq w(\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_i} \times \cdots \times \omega^{\alpha_n}) \cdot k = \omega^{\alpha_1 \oplus \cdots \oplus \alpha_i' \oplus \cdots \oplus \alpha_n} \cdot k$ by induction hypothesis, so $w(X) \geq \omega^{\alpha_1 \oplus \cdots \oplus \alpha_n}$.

- Otherwise if $\rho = \rho' + 1$ is a successor then $X \geq_{st} \omega^{\alpha_1} \times \cdots \times \omega^{\alpha_i'} + \omega^{\rho'} \cdot k \times \cdots \times \omega^{\alpha_n}$. Now $\alpha_i' + \omega^{\rho'} \cdot k$ is either infinite or finite (case where $\alpha_i' = 0$ and $\rho = 1$). In the first case we call on our induction hypothesis, in the second case we are in the situation where more than two exponents are infinite but not all of them, which we already treated. In both cases, we get:

$$w(X) \geq \omega^{\alpha_1 \oplus \cdots \oplus (\alpha_i' + \omega^{\rho'}) \cdot k} \times \cdots \times \omega^{\alpha_n}$$

so $w(X) \geq \omega^{\alpha_1 \oplus \cdots \oplus \alpha_n}$.

- If $\rho = \sup_i \rho_i$ is a limit, then we reason as in the successor case, with $\alpha_i' + \omega^{\rho_i}$ instead of $\alpha_i' + \omega^{\rho'} \cdot k$.

Now for the upper bound: In the case $k \geq 2$, we already know from Lemma 2.4 that $w(X) \leq o(X) = \omega^{\alpha_1 \oplus \cdots \oplus \alpha_n}$.

When $k \leq 1$ we prove the upper bound by induction on $(\alpha_1, \ldots, \alpha_n)$, using the methods of residuals:

We already know from Proposition 3.7 that $w(\omega^{x_i}) = \omega^{a_i-1}$.

Let $x \in X$. For all $i \in [1, n]$ there exists $0 \leq \alpha_i' < \alpha_i$ and $m_i \in \mathbb{N}$ such that $x_i \leq \omega^{\alpha_i'} \cdot m_i < \omega^{\alpha_i}$. The residual $X_{\perp x}$ is included in an augmentation of a disjoint sum of terms of the form $\bigotimes_{i \in I} (x_i \times \bigotimes_{i \in I} \geq x_i$) with $I \subsetneq [1, n], I \neq \emptyset$. Hence:

$$w(X_{\perp x}) \leq \bigoplus_I w \left( \bigotimes_{i \in I} (x_i < x_i) \times \bigotimes_{i \notin I} (\geq x_i) \right)$$

$$\leq \bigoplus_I w \left( \bigotimes_{i \in I} (\omega^{\alpha_i'} \times \Gamma_{m_i}) \times \bigotimes_{i \notin I} \omega^{\alpha_i} \right)$$

$$\leq \bigoplus_I w \left( \bigotimes_{i \in I} \omega^{\alpha_i'} \times \bigotimes_{i \notin I} \omega^{\alpha_i} \right) \cdot \prod_{i \in I} m_i$$

$$\leq \left( \bigoplus_I w \left( \bigotimes_{i \in I} \omega^{\alpha_i'} \times \bigotimes_{i \notin I} \omega^{\alpha_i} \right) \right) \cdot m.$$
By induction hypothesis, $w \left( \prod_{\alpha \in I} \omega^{\alpha} \right) = \omega^{\eta'}$ for some $\eta' < \alpha_1 + (\alpha_2 + \cdots + \alpha_n - 1)$. Therefore $w(X) \leq \omega^{\alpha_1 \oplus (\alpha_2 + \cdots + \alpha_n - 1)}$.

\[ \square \]

Theorem 4.2 can be extended to all ordinals $\alpha_i \geq 0$:

**Theorem 4.3.** Let $X = \omega^{\alpha_1} \times \cdots \times \omega^{\alpha_n}$, with $n \geq 1$ and $\alpha_1 \geq \ldots \geq \alpha_n \geq 0$ be $n$ ordinals. If $\alpha_2 = \cdots = \alpha_n = 0$ then $w(X) = 1$, otherwise $w(X) = \omega^{\alpha_1 \oplus ((\alpha_2 \oplus \cdots \oplus \alpha_n) - 1)}$.

**Proof.** Let $k \leq n$ such that $\alpha_1 \geq \cdots \geq \alpha_k > 0 = \alpha_{k+1} = \cdots = \alpha_n$. If $k = 0$ or $1$, then $X = \omega^{\alpha_i}$ so $w(X) = 1$. Otherwise $k \geq 2$, and $X = \omega^{\alpha_1} \times \cdots \times \omega^{\alpha_k}$ so according to Theorem 4.2 $w(X) = \omega^{\alpha_1 \oplus ((\alpha_2 \oplus \cdots \oplus \alpha_n) - 1)} = \omega^{\alpha_1 \oplus ((\alpha_2 \oplus \cdots \oplus \alpha_n) - 1)}$. \[ \square \]

An immediate corollary of Theorem 4.2 which will be useful later is:

**Corollary 4.4 (Monotonicity).** Let $\alpha_1, \ldots, \alpha_i, \ldots, \alpha_n > 0$ be $n$ ordinals, and let $\alpha_i' > \alpha_i$ for some $i \leq n$. Then

$$w(\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_n}) < w(\omega^{\alpha_1} \times \cdots \times \omega^{\alpha_i'} \times \cdots \times \omega^{\alpha_n}).$$

**Proof.** The function $(\alpha_1, \ldots, \alpha_n) \mapsto \alpha_1 \oplus ((\alpha_2 \oplus \cdots \oplus \alpha_n) - 1)$ is strictly increasing, because the natural sum is strictly increasing, and the left subtraction (the only kind of subtraction defined for ordinals) is also strictly increasing in its left argument. \[ \square \]

## 5 Product of infinite ordinals

In this section we extend the width of the product of indecomposable ordinals (Theorem 4.3) to the width of the product of infinite ordinals (Theorem 5.1).

Let $X = \alpha_1 \times \cdots \times \alpha_n$ be a cartesian product of $n$ infinite ordinals. Each $\alpha_i$ is written in Cantor normal form without multiplicities as $\alpha_i = \sum_{j < i} \omega^{\alpha_{i,j}}$, with $\alpha_{i,0} \geq \cdots \geq \alpha_{i,i-1}$ for $i \in [1, n]$. 
We partition $X$ into slices: for any $s = (s(1), \ldots, s(n)) \in Sl(X) \triangleq l_1 \times \cdots \times l_n$, we define the slice $X_s$ as

$$X_s \overset{\text{def}}{=} \times_{i \in [1,n]} X_{s,i}$$

with $X_{s,i} \overset{\text{def}}{=} \{ \delta \mid \sum_{j < s(i)} \omega^{\alpha_{i,j}} \leq \delta < \sum_{j \leq s(i)} \omega^{\alpha_{i,j}} \}$. By abuse of language, we also call $s$ a slice.

Observe that as a substructure of $X$, $X_s$ is isomorphic to $\times_{i \in [1,n]} \omega^{\alpha_{i,s,i}}$. Therefore we know how to compute $w(X_s)$ thanks to Theorem 4.3.

We say $s \in Sl(X)$ is grounded if there exists $k \in [1,n]$ such that $s(k) = 0$. Let $Gr(X) \overset{\text{def}}{=} \{ s \in Sl(X) \mid \exists k \in [1,n], s(k) = 0 \}$ the set of grounded slices.

Figure 6: Slices and grounded slices: $X = (\omega^{\omega} + \omega) \times (\omega \cdot 3) \times (\omega^{3} + \omega^{2} + 1)$, $X_s$ and $X_t$ for $s = (1,0,2)$, $t = (1,2,0)$ are both grounded.

We compute $w(X)$ by slices:

**Theorem 5.1.**

$$w(X) = \bigoplus_{s \in Gr(X)} w(X_s).$$

First we prove the upper bound $w(X) \leq \bigoplus_{s \in Gr(X)} w(X_s)$.  
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Proof of the upper bound of Theorem 5.1.

For any two \( s, t \in Sl(X) \), we write \( s \prec t \) iff for all \( i \in [1, n] \), \( s(i) < t(i) \). Observe that, for any \( s \prec t \):

- for any \( x \in X_s, x' \in X_t \), we have \( x <_X x' \).
- for any \( i \in [1, n] \), \( \alpha_{i,s}(i) \geq \alpha_{i,t}(i) \), so \( X_s \geq_{st} X_t \), therefore \( w(X_s) \geq w(X_t) \).

We define a surjective function \( g : Sl(X) \rightarrow Gr(X) \) which associates with any slice a grounded slice:

\[
g(s)(i) \overset{\text{def}}{=} s(i) - k \quad \text{with} \quad k = \min_{i \in [1,n]} s(i) .
\]

This surjection has interesting properties:

- If \( s \) is grounded then \( g(s) = s \), otherwise \( g(s) \prec s \). Thus \( w(X_s) \leq w(X_{g(s)}) \).
- For any \( s \neq t \in Sl(X) \) such that \( g(s) = g(t) \), \( s \prec t \) or \( s \succ t \).

Therefore for any \( s \in Gr(X) \), the union of all the \( X_s' \) such that \( g(s') = s \) is a lexicographic sum in \( X \).

Thus \( X \) can be expressed as an augmentation of the disjoint sum of lexicographic sums of \( X_s \) gathered by the image of \( s \) through \( g \):

\[
X \geq_{\text{aug}} \biguplus_{s \in Gr(X)} \bigoplus_{s' \in g^{-1}(s)} X_{s'} ,
\]

which implies, according to Lemmas 2.13 and 2.12

\[
w(X) \leq \bigoplus_{s \in Gr(X)} \max_{s' \in g^{-1}(s)} w(X_{s'}) = \bigoplus_{s \in Gr(X)} w(X_s) .
\]

We need to introduce a few notations before proving the lower bound of Theorem 5.1.

Let \( Y \) be a finite set of elements of \( X \). We define a function \( \text{shift} \) which outputs a subset of \( X \): \( \text{shift}(X_s, Y) \overset{\text{def}}{=} \bigtimes_{i \in [1,n]} \text{shift}(X_{s,i}, Y) \) with

\[
\text{shift}(X_{s,i}, Y) = \begin{cases} 
\{ \xi(Y, i) < \delta < \omega^{\alpha_{s,i,0}} \} \text{ if } s(i) = 0, \\
X_{s,i} \text{ otherwise,}
\end{cases}
\]

19
where we define $\xi(Y, i)$ as the max of the $i$-th components of elements of $Y$ which are less than $\omega^{\alpha_i, 0}$:

$$\xi(Y, i) \overset{\text{def}}{=} \max \{ y(i) \mid y \in Y, y(i) < \omega^{\alpha_i, 0} \} .$$

If $\{ y(i) \mid y \in Y, y(i) < \omega^{\alpha_i, 0} \} = \emptyset$ then let $\xi(Y, i) = -1$.

![Diagram](image)

Figure 7: $\text{shift}(X_s, Y)$, for $s = (1, 1, 0)$, is incomparable to $Y$

**Lemma 5.2.** $\text{shift}(X_s)$ is isomorphic to $X_s$.

**Proof.** For any $i \in [1, n]$, $\text{shift}(X_s, i)$ is isomorphic to $X_s, i$: If $s(i) > 0$ then $\text{shift}(X_s, i) = X_s, i$. Otherwise $s(i) = 0$ and $\text{shift}(X_s, i) = \{ \xi(Y, i) < \delta < \omega^{\alpha_i, 0} \} \approx \omega^{\alpha_i, 0} - \xi(Y, i)$. Since $\alpha_i$ is infinite, $\omega^{\alpha_i, 0}$ is infinite indecomposable. Therefore $\omega^{\alpha_i, 0} - \xi(Y, i) \approx \omega^{\alpha_i, 0} = X_s, i$. \qed

**Proof of the lower bound of Theorem 5.1.**

Proof idea: The notion of quasi-incomparable family is dependent on the order of the subsets. Thus we will order the grounded slices in such a way that $(X_s)_{s \in \text{Gr}(X)}$ is a quasi-incomparable family of subsets of $X$, and that Lemma 3.1 returns the expected result.

We first define the order. According to Theorem 4.3, $w(X_s)$ can be written under the form $w(X_s) = \omega^\delta$. Therefore we can order all the grounded slices as $s_1, \ldots, s_L$ (where $L = \prod l_i - \prod (l_i - 1)$ in such a way that for any $i < j$, $\delta_{s_i} \leq \delta_{s_j}$. Then $\bigoplus_{s \in \text{Gr}(X)} w(X_s) = w(X_{s_L}) + w(X_{s_{L-1}}) + \cdots + w(X_{s_1})$. 
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Since there are some slices $s \neq t$ such that $\delta_s = \delta_t$, we can refine our ordering of the slices. For any $i < j$,

- either $\delta_{s_i} < \delta_{s_j}$,
- or $\delta_{s_i} = \delta_{s_j}$ and $\sum_{k \in [1,n]} s_i(k) \geq \sum_{k \in [1,n]} s_j(k)$.

From now on we write $\delta_i$ for $\delta_{s_i}$ and $X_i$ for $X_{s_i}$.

Now we will show that $X_{s_1}, \ldots, X_{s_L}$ form a quasi-incomparable family of subsets of $X$.

Fix $k \in [1,L]$ and $Y \subseteq X_{s_1} \cup \cdots \cup X_{s_{k-1}}$ a finite set. Then we define $X'_{s_k} \subseteq X_{s_k}$ as $\text{shift}(X_{s_k}, Y)$. According to Lemma 5.2, $X'_{s_k}$ is indeed isomorphic to $X_{s_k}$.

Now we will show $X'_{s_k} \perp Y$. For any elements $y \in Y$, it is sufficient to find $i_1, i_2 \in [1,n]$ such that the $i_1$th component of $y$ is below $\text{shift}(X_{s_k,i_1})$, and the $i_2$th component of $y$ is above $\text{shift}(X_{s_k,i_2})$.

For any $j < k$, $s_j$ is grounded, hence there exists $i_1 \in [1,n]$ such that $s_j(i_1) = 0$. If $s_k(i_1) > 0$ then all elements $X_{s_j,i_1}$ are below $X_{s_k,i_1}$. Otherwise if $s_k(i_1) = 0$ then $\text{shift}(X_{s_k,i_1}) = \{ \xi(Y,i_1) < \delta < \omega^{\alpha_{s_1,0}} \}$ and the $i_1$th component of all elements of $Y \cap X_{s_j}$ is below $\xi(Y,i_1)$.

We claim that there exists $i_2$ such that $s_j(i_2) > s_k(i_2)$, which means that all elements of $X_{s_j,i_2}$ are above $X_{s_k,i_2}$. Since $j < k$, we know $\delta_j \leq \delta_k$:

- If $\delta_j = \delta_k$ then $\sum_{i \in [1,n]} s_j(i) \geq \sum_{i \in [1,n]} s_k(i)$ so there exists $i_2$ such that $s_j(i_2) > s_k(i_2)$.
- Otherwise $\delta_j < \delta_k$. Assume for the sake of contradiction that for all $i \in [1,n]$, $s_j(i) \leq s_k(i)$. Then $\alpha_{i,s_j(i)} \geq \alpha_{i,s_k(i)}$. Thus Theorem 4.4 leads us to a contradiction: $\delta_j \geq \delta_k$.

It follows that $X'_{s_k} \perp (Y \cap X_j)$ for any $j < k$. We know $Y \subseteq X_{s_1} \cup \cdots \cup X_{s_{k-1}}$ so $X'_{s_k} \perp Y$. Therefore $(X_{s_j})_{j \in [1,L]}$ is a quasi-incomparable family, hence according to Lemma 3.1

$$w(X) \geq w(X_{s_L}) + \cdots + w(X_{s_1}) = \bigoplus_{s \in \text{Gr}(X)} w(X_s).$$
5.1 Alternative expressions for $w(X)$

Our formula to compute $w(X)$ is expressed for ordinals written in normal form without multiplicities. However, there are two other ways to write ordinals in normal form, which are more commonly used:

$$\alpha_i = \sum_{j<i} \omega^{\alpha_{i,j}} \quad \text{(this is the one we used until now),}$$
$$= \sum_{j<l_i} \omega^{\alpha'_{i,j}} \cdot a_{i,j} \quad \text{in developed normal form,}$$
$$= \omega^{\alpha'_i} \cdot a_i + \sigma_i \quad \text{in short normal form.}$$

When we go from the normal form without multiplicities to the developed normal form, it allows us to regroup several slices $s \in Sl(X)$ into one slice $t \in Sl'(X)$ defined as $t_l' \times \cdots \times t_n'$. We denote $Gr'(X)$ as the grounded slices of $Sl'(X)$ We define $f$ as the function from $Sl(X)$ to $Sl'(X)$ such that $f(s) = t$ if $\alpha_{i,s(i)} = \alpha'_{i,t(i)}$ for any $i \in [1,n]$. Let $X_t \overset{\text{def}}{=} \times_{i \in [1,n]} \omega^{\alpha'_{i,t(i)}}$. Then $f(s) = t \implies X_s \equiv X_t$. Therefore for every $t$ there exists $a_t \in \mathbb{N}$ such that

$$\bigoplus_{s \in Gr(X), f(s) = t} w(X_s) = w(X_t) \otimes a_t.$$

Note: this $\otimes$ can be replaced by · the usual product.

We want to compute $a_t = \{ s \in Gr(X) | f(s) = t \}$. First observe that $\{ s \in Sl(X) | f(s) = t \} = \prod_{i \in [1,n]} a_{i,t(i)}$. If $f(s) = t$ and $s \in Gr(X)$, then $t \in Gr'(X)$. This implies that $s$ is amongst the slices that are null in at least one of the $i$ where $t$ is null. Hence:

$$a_t = \left( \prod_{t(i) = 0} a_{i,0} - \prod_{t(i) = 0} (a_{i,0} - 1) \right) \cdot \prod_{t_i > 0} a_{i,t(i)},$$

and

$$w(X) = \bigoplus_{t \in Gr'(X)} w(X_t) \otimes a_t.$$

To go from developed normal form to short normal form, we can regroup together all slices $t$ in meta-slices $M_I \subseteq Sl'(X)$ indexed by
\( I \subseteq [1, n] \), such that \( t \in M_I \) if for all \( i \in [1, n] \), \( i \in I \iff t(i) = 0 \). Note that \( M_\emptyset \) contains no grounded slices.

Let \( X_I = \left( \times_{i \in I} \omega^{\alpha_i} \right) \times \left( \times_{i \not\in I} \right) \). Observe that, contrary to \( X_s \) and \( X_t \), \( X_I \) is not a product of indecomposable ordinals. Our goal is to express \( w(X) \) as a natural sum of \( w(X_I) \):

\[
\begin{align*}
    w(X) &= \bigoplus_{I \neq \emptyset} \left( \bigoplus_{t \in M_I \cap Gr'(X)} w(X_I) \otimes a_t \right) \\
         &= \bigoplus_{I \neq \emptyset} \left( \bigoplus_{t \in M_I \cap Gr'(X)} w(X_I) \otimes \prod_{i \in I, t_i > 0} a_{i,t(i)} \right) \otimes \left( \prod_{i \in I} a_{i,0} - \prod_{i \in I} (a_{i,0} - 1) \right) \\
         &= \bigoplus_{I \neq \emptyset} w(X_I) \otimes L_I ,
\end{align*}
\]

with

\[ L_I = \prod_{i \in I} a_i - \prod_{i \in I} (a_i - 1) . \]

Therefore we know three ways to express the width of a cartesian product of \( n \) infinite ordinals, depending on the normal form in which they are written.

**Theorem 5.3** (Cartesian product of infinite ordinals).

\[
\begin{align*}
    w(X) &= \bigoplus_{s \in Gr(X)} w(X_s) \\
         &= \bigoplus_{t \in Gr'(X)} w(X_t) \otimes \left( \prod_{t(i) = 0} a_{i,0} - \prod_{t(i) = 0} (a_{i,0} - 1) \right) \cdot \prod_{i \in I} a_{i,t(i)} \\
         &= \bigoplus_{I \subseteq [1, n], I \neq \emptyset} w(X_I) \otimes \left( \prod_{i \in I} a_i - \prod_{i \in I} (a_i - 1) \right) .
\end{align*}
\]

### 6 Combining finite and infinite ordinals

**Theorem 6.1.** For \( X \) a cartesian product of infinite ordinals, and \( k_1, \ldots, k_m \in \mathbb{N} \),

\[
    w(X \times k_1 \times \cdots \times k_m) = w(X) \otimes k_1 \otimes \cdots \otimes k_m
\]
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Proof. \( X \times k_1 \times \cdots \times k_m \geq_{\text{aug}} X \times \Gamma_1 \times \cdots \times \Gamma_m \), so by Lemma \(2.14\) we get the bound \( \mathbf{w}(X \times k_1 \times \cdots \times k_m) \leq \mathbf{w}(X) \otimes k_1 \otimes \cdots \otimes k_m \).

To prove the other direction, first observe that \( X \times k_1 \times \cdots \times k_m \leq_{\text{aug}} X \times (k_1 \cdots k_m) \). Therefore we only need to prove that \( \mathbf{w}(X \times k) \geq \mathbf{w}(X) \otimes k \) for any \( k \in \mathbb{N} \).

We will adapt the proof of the lower bound of Theorem \(5.1\), keeping in mind the notations \( \text{shift}, \xi, \text{Sl}(X), \text{Gr}(X), \ldots \)

Let \( Z \overset{\text{def}}{=} X \times k \). For all \( s \in \text{Sl}(X) \), for all \( r < k \), we define the slice \( Z_s \overset{\text{def}}{=} X \times \{r\} \).

Let \( s_1, \ldots, s_L \) be the grounded slices of \( X \) ordered as in the proof of the lower bound of Theorem \(5.1\): as before \( (X_{s_i})_{i=1}^L \) is a quasi-incomparable family of subsets of \( X \), and \( \mathbf{w}(X_{s_L}) + \cdots + \mathbf{w}(X_{s_1}) = \bigoplus_{s \in \text{Gr}(X)} \mathbf{w}(X_s) \).

For any \( j = q \cdot k + r < k \times L \) with \( q < L, r < k \), let \( Z_j \overset{\text{def}}{=} Z_{s_{q+1}}^{k-1-r} \): it boils down to ordering all the slices \( Z_s \) for \( s \in \text{Gr}(X) \) and \( r < k \) such that

\[
Z_0, \ldots, Z_{(k \times L)-1} = Z_{s_1}^{k-1}, Z_{s_1}^{k-2}, \ldots, Z_{s_1}, Z_{s_2}, \ldots, Z_{s_L}.
\]

\[\begin{array}{c}
\bullet \quad k - 1 \\
\vdots \\
\bullet \\
\text{\( \xi \)}}
\end{array}\]

\[\begin{array}{c}
\bullet \quad k - 1 - r \\
\vdots \\
\bullet \\
\bullet \quad 0 \\
\end{array}\]

\(X_{s_{q+1}}\) and \(X'_{s_{q+1}}\)

Figure 8: \( X_{s_{q+1}} \) in green, \( X'_{s_{q+1}} \) in dashed green, \( Z_j \) in blue, \( Z'_j \) in dashed blue, for \( j = k \cdot q + r \).

Let us prove that \((Z_j)_{j < L \cdot k}\) is a quasi-incomparable family of subsets of \( Z \). Fix some \( j = k \cdot q + r \). Let \( Y \subset Z_0 \cup \cdots \cup Z_{j-1} \) a finite set.
Let $Y|_X = \{ x \in X | (x, r) \in Y \}$. We define $Z'_j \overset{\text{def}}{=} X'_{s_{q+1}} \times \{ k - 1 - r \}$ where $X'_{s_{q+1}} = \text{shift}(X_{s_{q+1}}, Y|_X)$ again. It is sufficient to prove that for all $h < j$, $Z'_j \perp (Y \cap Z_h)$. Let $h = k \cdot q' + r'$ with $r' < k$. Either $q' < q$, or $q' = q$ and $r' < r$:

- If $q' < q$, follow the same reasoning as in the proof of the lower bound of Theorem 5.1 to show that $X'_{s_{q+1}} \perp (Y|_X \cap X'_{s_{q'+1}})$.
- If $q' = q$ and $r' < r$, then $k - 1 - r' > k - 1 - r$ so all elements of $Z_h$ are above all the elements of $Z_j$ in the last component. Since $s_{q+1}$ is grounded, there exists $i$ such that $s_{q+1}(i) = 0$ and the $i$th component of every elements of $Y \cap Z_h$ is below $\xi(Y, i)$, so below the $i$th component of elements of $Z'_j$.

Thus $Z'_j \perp (Y \cap Z_h)$ for any $h < j$, so $Z'_j \perp Y$.

Therefore $(Z_j)_{j<\omega \cdot \omega}$ forms a quasi-incomparable family of subsets of $Z$, so according to Lemma 5.1, $w(Z) \geq w(Z_{\omega \cdot \omega}) + \cdots + w(Z_0)$.

Observe that for any $j = k \cdot q + r$, $Z_j \equiv X_{q+1}$ and $w(Z_j) = w(X_{q+1})$ is indecomposable. So $w(Z_{k\cdot q}) + w(Z_{(k\cdot q)+1}) + \cdots + w(Z_{(k\cdot q)+k-1}) = w(X_{q+1}) \otimes k$. Therefore $w(Z) \geq w(X_{s_{\omega \cdot \omega}}) \otimes k + \cdots + w(X_{s_1}) \otimes k = w(X) \otimes k$.

\[ \square \]

7 Applications

7.1 When width coincides with maximal order type

In view of $w((\omega^\omega)^\times n) = o((\omega^\omega)^\times n)$ (Proposition 3.8), one wonders if more generally $w(X)$ catches up with $o(X)$, for instance when the $\alpha$s are large enough? It turns out that we can exactly characterize the cartesian products $X$ such that $w(X)$ and $o(X)$ coincide:

**Theorem 7.1.** Let $Z = \alpha_1 \times \cdots \times \alpha_n \times k_1 \times \cdots \times k_m$ with $n > 0$, $\alpha_1, \ldots, \alpha_n \geq \omega$, and $0 < k_1, \ldots, k_m < \omega$. Now $w(Z) = o(Z)$ iff there exist:

- $i \in [1, n]$ such that $\alpha_i$ is infinite indecomposable, and
- $j_1 \neq j_2 \in [1, n]$ such that the Cantor normal forms of $\alpha_{j_1}$ and $\alpha_{j_2}$ only have infinite exponents (i.e., $\alpha_{j_1}$ and $\alpha_{j_2}$ are exactly divisible by $\omega^\omega$).
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Note that \( i \) can be equal to \( j_1 \) or \( j_2 \) (for instance in case \( n = 2 \)).

**Proof.** According to Theorem 6.1, \( \mathbf{w}(Z) = \mathbf{w}(X) \otimes k_1 \otimes \cdots \otimes k_m \) where \( X = \alpha_1 \times \cdots \times \alpha_n \) as before, and \( \mathbf{o}(Z) = \mathbf{o}(X) \otimes k_1 \otimes \cdots \otimes k_m \) according to Lemma 2.15. Therefore \( \mathbf{w}(Z) = \mathbf{o}(Z) \iff \mathbf{w}(X) = \mathbf{o}(X) \).

(⇒) Assume \( \mathbf{w}(X) = \mathbf{o}(X) \).

We express \( \mathbf{o}(X) \) in a form that allow us to compare it easily to \( \mathbf{w}(X) \):

\[
\mathbf{o}(X) = \bigotimes_{i \in [1,n]} \alpha_i \text{ according to Lemma 2.15}
\]

\[
= \bigoplus_{s \in Sl(X)} \left( \bigotimes_{i \in [1,n]} \omega^{\alpha_i,s(i)} \right) \text{ by distributivity}
\]

\[
= \bigoplus_{s \in Sl(X)} \mathbf{o}(X_s),
\]

and

\[
\mathbf{w}(X) = \bigoplus_{s \in Gr(X)} \mathbf{w}(X_s) \text{ according to Theorem 5.1}
\]

According to Lemma 2.4, for every slice \( s \in Sl(X) \), \( 0 < \mathbf{w}(X_s) \leq \mathbf{o}(X_s) \). Moreover \( Gr(X) \subseteq Sl(X) \). Therefore \( \mathbf{w}(X) = \mathbf{o}(X) \) if and only if \( Gr(X) = Sl(X) \) and \( \mathbf{w}(X_s) = \mathbf{o}(X_s) \) for any \( s \in Sl(X) \).

- \( Gr(X) = Sl(X) \) implies that there are no ungrounded slices, i.e., there exists \( i \in [1,n] \) such that \( l_i = 1 \). Thus there exists \( i \) such that \( \alpha_i \) is indecomposable.

- According to Theorem 4.2, \( \mathbf{w}(X_s) = \mathbf{o}(X_s) \) is true iff there exist \( j_1 \neq j_2 \) such that \( \alpha_{j_1,s(j_1)} \) and \( \alpha_{j_2,s(j_2)} \) are both infinite. In particular, for the top slice \( s: j \mapsto l_j - 1 \), there exist \( j_1 \neq j_2 \) such that \( \alpha_{j_1,l_{j_1}-1} \) and \( \alpha_{j_2,l_{j_2}-1} \) are both infinite, and therefore all exponents of \( \alpha_{j_1} \) and \( \alpha_{j_2} \) are infinite.

(⇐) The above proof makes it clear that the necessary conditions are sufficient. \( \square \)

### 7.2 Measuring elementary wqos

Let the family of *elementary* wqos be the smallest family of wqos that contains \( \emptyset \) and is closed by disjoint sum, cartesian product and building
finite sequences, as defined in [SS11]. The maximal order type and height of any elementary wqo are already well-known (see Lemmas 2.15 and 2.16 for the cartesian product, [DSS20] for the disjoint sum, [Sch79] for finite sequences). Here we will show how to compute their width.

**Remark 7.2.** This family contains $\emptyset^*$ which is isomorphic to the singleton $\Gamma_1$, and $(\emptyset^*)^*$ which is isomorphic to $\omega$. Since it is closed by disjoint sum, it contains also $\Gamma_k$ modulo isomorphism for all $k \in \mathbb{N}$.

We can easily compute the width of a disjoint sum of wqos $A, B$: $w(A \sqcup B) = w(A) \oplus w(B)$ according to Lemma 2.13. Moreover, observe that the cartesian product distributes over the disjoint sum: $A \times (B \sqcup C) = (A \times B) \sqcup (A \times C)$. Therefore we can restrict our study of the width to elementary wqos of the form $A_1^* \times \cdots \times A_n^*$ with $A_1, \ldots, A_n$ elementary wqos.

Let $A$ be a wqo. Then the poset $A^*$ (also written $A^{<\omega}$) of finite sequences on $A$ ordered by embedding is a wqo when $A$ is ([Hig52]). Recall from [Sch79] and [DSS20]:

**Lemma 7.3.**

$$o(A^*) = w(A^*) = \begin{cases} \omega^{o(A)} - 1 & \text{if } o(A) \text{ is finite}, \\ \omega^{o(A)} + 1 & \text{if } o(A) = \delta + n \text{ with } \omega^\delta = \delta \text{ and } n \text{ finite}, \\ \omega^{o(A)} & \text{otherwise}. \end{cases}$$

We write that in the simpler form $o(A^*) = \omega^{o(A)^'}$.

**Remark 7.4.** If $A \neq \emptyset$ then $A^*$ is transferable.

**Proof.** For any $u \in A^*$, for any $a \in A$, $A_a^* \cup u$ contains $\{uav \mid v \in A^*\}$, which is isomorphic to $A^*$. Therefore $A^*$ is self-residual, hence transferable. \qed

**Remark 7.5.** By Lemma 7.3 if $o(A) > 1$, then $o(A^*)$ verifies the two conditions described in Theorem 7.1: $o(A^*)$ is infinite indecomposable, and its normal form only have infinite exponents.

This property of $A^*$ will prove useful thanks to the following theorem, which generalises Theorem 7.1 to the cartesian products of $n$ wqos:
**Theorem 7.6.** Let $A_1, \ldots, A_n$ be a family of wqos. If there exist $i, j_1 \neq j_2 \in [1, n]$ such that $o(A_i)$ is infinite indecomposable, and $o(A_{j_1})$ and $o(A_{j_2})$ only have infinite exponents, then $w(A_1 \times \cdots \times A_n) = o(A_1) \otimes \cdots \otimes o(A_n)$.

**Proof.** According to Lemma 2.4

$$w(A_1 \times \cdots \times A_n) \leq o(A_1) \otimes \cdots \otimes o(A_n).$$

Since $A_i \leq_{aug} o(A_i)$ for any $i$, $A_1 \times \cdots \times A_n \leq_{aug} o(A_1) \times \cdots \times o(A_n)$, thus:

$$w(A_1 \times \cdots \times A_n) \geq w(o(A_1) \times \cdots \times o(A_n))$$

$$= o(o(A_1) \times \cdots \times o(A_n))$$

$$= o(A_1) \otimes \cdots \otimes o(A_n).$$

Let $X = A_1^* \times \cdots \times A_n^*$ with $n \geq 2$ and $A_i \neq \emptyset$ elementary for all $i \leq n$. Let’s compute $w(X)$:

- If there exist $i \neq j \in [1, n]$ such that $o(A_i) > 1$ and $o(A_j) > 1$, then the conditions of Theorem 7.6 are fulfilled, and $w(X) = o(X)$.

- Otherwise if there exists $i \in [1, n]$ such that $o(A_i) > 1$ and for all $j \neq i$, $o(A_j) = 1$, i.e., $A_j \equiv \Gamma_1$ and $A_i^* \equiv \omega$, then $X \equiv A_i^* \times \omega^{(n-1)}$, and $w(X) = o(X)$. Lemma 2.4 gives us the upper bound, and since $A_i^*$ is transferable:

$$w(X^* \times \omega^n) \geq w(X^*) \cdot o(\omega^n)$$

$$= \omega^{w^\omega'(X) + n}$$

$$= o(X^*) \otimes o(\omega^n)$$

$$= o(X^* \times \omega^n),$$

which we know how to compute with Lemma 2.15.

- Otherwise, $A_i \equiv \Gamma_1$ for all $i \in [1, n]$, hence $X \equiv \omega^n$. According to Proposition 3.7, $w(\omega^n) = \omega^{n-1}$ for all $n \geq 1$.

Therefore we can measure any elementary wqos for all ordinal invariants.
8 Product of finite ordinals

In the case of the cartesian product of finite ordinals, we have a finite poset, thus its width coincide with the length of its largest antichain. For the sake of completeness, we recall a classic result that characterize its width.

Let $k_1,\ldots,k_n > 0$ be $n$ finite ordinals, and $p_1,\ldots,p_n$ distinct prime numbers. Observe that $X = k_1 \times \cdots \times k_n$ is isomorphic to the poset of the divisors of $p_1^{k_1-1} \cdot \ldots \cdot p_n^{k_n-1}$ ordered by divisibility. Therefore, according to Theorem 1 of [dBvETK51]:

**Theorem 8.1.** One maximal antichain of $X$ is:

$$ A = \left\{ (m_1,\ldots,m_n) \in X \mid \sum m_i = \left\lfloor \frac{1}{2} \sum (k_i - 1) \right\rfloor \right\}, $$

therefore $w(X) = |A|$.

For instance,

$$ w(2^\times n) = \left| \left\{ (m_1,\ldots,m_n) \in \{0,1\}^\times n \mid \sum m_i = \left\lfloor \frac{n}{2} \right\rfloor \right\} \right| = \binom{n}{\left\lfloor \frac{n}{2} \right\rfloor} \text{ the } n\text{th central binomial coefficient.} $$

Similarly, $w(3^\times n)$ is equal to the central trinomial coefficient, defined as the largest coefficient of the polynomial $(1+x+x^2)^n$. We can compute it efficiently:

$$ w(3^\times n) = \sum_{0 \leq i \leq \lfloor n/2 \rfloor} \binom{n}{i} \binom{n-i}{i}. $$

This leads to a slightly different characterization of $w(X)$ which can be deduced from Theorem 8.1:

**Corollary 8.2.** For $X = k_1 \times \cdots \times k_n$ a cartesian product of finite ordinals, $w(X)$ is equal to the central coefficient of the polynomial $P_{k_1} \times \cdots \times P_{k_n}$, where $P_k(x) = 1 + x + \cdots + x^{k-1}$.

**Proof.** The central coefficient of $P_{k_1} \times \cdots \times P_{k_n}$ is the coefficient of $x^{\left\lfloor (\sum k_i - 1)/2 \right\rfloor}$. \qed
9 Conclusion

Following [KT90] and [DSS20], we consider the width of wqos. Our work addresses the issue of computing the width of the cartesian product of known wqos, more specifically of $n$ ordinals, extending [Abr87] which solved the case $n = 2$.

Together, Theorems 4.3, 5.1, 6.1, and 8.1 cover all the cases needed to compute the width of the cartesian product of finitely many ordinals.

These theorems rely on the well-known method of residuals to prove upper bounds, a game-theoretical approach to prove lower bounds, and new techniques to transfer strategies from simple wqos to more complex ones.

Beyond the cartesian product of linear orders, our result can be used to compute the width of a generic family of elementary wqos.

The techniques developed here can help target other open questions on wqo width, for example how to compute the width of the powerset or the set of multisets over known wqos.
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