Acceleration of the Multi-Level Fast Multipole Algorithm Using K-Means Clustering

Dal-jae Yun 1,*, Haewon Jung 1, Hoon Kang 1, Woo-Yong Yang 2 and Dong-Wook Seo 3

1 Advanced Instrumentation Institute, Korea Research Institute of Standards and Science, Daejeon 34113, Korea; haewon.jung@kriss.re.kr (H.J.); hkang@kriss.re.kr (H.K.)
2 Hanwha Systems, Seoul 04541, Korea; w.y.yang@hanwha.com
3 Department of Radio Communication Engineering, Korea Maritime and Ocean University, Busan 49112, Korea; dwseo@kmou.ac.kr
* Correspondence: daljae.yun@kriss.re.kr; Tel.: +82-42-868-5437

Received: 19 October 2020; Accepted: 15 November 2020; Published: 16 November 2020

Abstract: The multilevel fast multipole algorithm (MLFMA) using K-means clustering to accelerate electromagnetic scattering analysis for large complex targets is presented. By replacing the regular cube grouping with the K-means clustering, the addition theorem is more accurately approximated. The convergence rate of an iterative solver is thus improved significantly. However, irregular centroid locations as a result of the K-means clustering increase the amount of explicit transfer function calculations, compared with the regular cubes. In the MLFMA, a multilevel hierarchical structure is applied to the finite multipole method (FMM) to reduce transfer function calculations. Therefore, the MLFMA is suitable for applying K-means clustering. Simulation results with both canonical and realistic targets show an improvement in the computation time of the proposed algorithm.
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1. Introduction

Radar cross-section (RCS) characteristics represent electromagnetic scattering phenomena of targets [1]. Radar systems recognize an unknown target based on the RCS or additional data refined from the RCS [2,3]. With the rapid progress of computational electromagnetics (CEM), diverse electromagnetic scattering problems, which could not be solved analytically previously, are solved numerically [4]. Nonetheless, the computational cost of the numerical analysis increases significantly due to a large number of unknowns regarding electrically large targets. Therefore, an acceleration of the CEM algorithm is essential to calculate the electromagnetic scattering of electrically large targets, e.g., stealth aircraft.

In the conventional numerical analysis for electromagnetic scattering problems, the method of moment (MoM) has been widely used to discretize the surface integral equations into a linear problem [5–7]. The linear equation is then solved by iterative solvers. In the iterative solvers, the matrix-vector product (MVP) is the most time-consuming calculation. The fast multipole method (FMM) mitigates the computational complexity of MVP from O(N^2) to O(N^{1.5}), where N is the number of basis functions [7]. The multi-level fast multipole algorithm (MLFMA) applies recursive clustering based on octree levels to the FMM to alleviate the computational complexity to O(NlogN) [8,9]. Specifically, the FMM and MLFMA classify basis functions into clusters by distance. The algorithms invoke the addition theorem to calculate mutual couplings between basis functions in far groups rapidly. Note that the MLFMA can also be used for volumetric problems including highly inhomogeneous media with O(N)
complexity [10]. Another application is to solve inverse problems. Parallel versions are applied for CPU [11] and GPU [12] architectures.

Various reports have been published on the acceleration of the MLFMA for electrically large scattering problems. The preconditioner is primarily used to mitigate the condition number of the impedance matrix to improve the convergence rate in the iterative solver [4,8,13–17]. The diagonal preconditioner and MN preconditioner enhance the convergence rate of the electric field integral equation (EFIE) case [13,14]. In practice, some of the basis functions are expected to persist over some angular range. Thus, the current solution from the previous angle can be used as the initial guess for the next angle, and the number of iterations decreases considerably [8]. The hierarchical structure consists of the octree is customized and improved to analyze the rectangular components inside the building in the two-dimensional MLFMA [15]. The K-means clustering is applied to partition parallel hierarchical N-body interactions in the N-body simulation that can approximate the direct summation [16]. Recently, we proposed applying K-means clustering to the FMM to improve the computation time of scattering analysis [17]. By replacing the conventional cube grouping with K-means clustering [18], the addition theorem is more accurately approximated. The convergence rate of an iterative solver, which solves MVP operations in the linear equation, is thus improved significantly. Nonetheless, the K-means clustering increases the computational cost of the pre-processing of CEM due to the randomly distributed cluster centroids.

In this paper, we propose the MLFMA using K-means clustering to accelerate the scattering analysis of large complex targets. In particular, compared to the method presented by the authors in the past [17], the effectiveness of the proposed method is further increased. As a result of the K-means clustering, the locations of the cluster centroids are not regular. Entire transfer functions must be calculated explicitly, and the computation time is increased. Regarding the pre-processing, the MLFMA alleviates the transfer function calculations compared with the FMM using the multilevel structure. Therefore, in terms of the calculation efficiency, K-means clustering is more suitable to be applied to the MLFMA rather than the FMM. From a numerical implementation point of view, the proposed method also facilitates the convergence of the iterative solver compared with the conventional MLFMA, which uses the regular cube grouping.

This paper is organized as follows: In Section 2, the conventional MLFMA is described. Next, the proposed acceleration method is presented in Section 3. In Section 4, numerical simulations for canonical and realistic aircraft CAD models are provided to demonstrate the performance of the proposed method. Finally, Section 5 describes the conclusions.

2. Multi-Level Fast Multipole Algorithm

Electromagnetic scattering problems are solved through the two stages described below. First, unknown local currents are calculated by considering the known incident field. The EFIE for the perfect electric conductor (PEC) is defined as follows:

\[- \frac{j}{\omega \mu} \mathbf{n} \times \mathbf{E}' = \mathbf{n} \times \int_S \mathbf{G} \left[ \mathbf{J} + \frac{1}{k^2} \nabla \nabla \mathbf{J} \right] d\mathbf{r}',\]

where \(\mathbf{r}'\) and \(\mathbf{n}\) denote source points and normal vector on the PEC surface, respectively. \(\mathbf{E}'\) and \(\mathbf{J}\) are defined as known incident electric field and unknown induced current, respectively. \(\mathbf{G}\) is the Green’s function, and \(k\) is the wavenumber. Second, unknown scattered fields are then calculated based on the definition of the Green’s function. By using the MoM, the continuous calculation Equation (1) is discretized. When the Rao, Wilton, and Glisson (RWG) basis functions and Galerkin’s method are used, the EFIE is refined as a well-known linear equation [4].

Iterative methods are widely used to solve the linear equation for electrically large targets. Because the massive MVP operation is calculated per iterations, it is a dominant factor of the computational cost. The computational complexity of the MVP is \(O(N^2)\) in the MoM, which uses direct calculations. In the MLFMA, the MVP operations between near clusters are computed explicitly.
On the other hand, the operations between far clusters of basis functions are calculated rapidly using the multilevel and the addition theorem, as shown in Figure 1. First, basis functions distributed on the target are grouped into octree cubes. The length of the edge of the cubes at the lowest level is determined as a quarter of the wavelength [4]. Based on the location of the basis functions, the basis functions are regrouped into the cube of the lowest level so that all basis functions can be included. The groups are then grouped into higher level cubes iteratively. For example, the blue cubes (lower level) are regrouped into a red cube (higher level), as shown in Figure 1.

Second, the MVP operation is calculated. Mutual couplings of the basis functions are aggregated into the cluster centroids at each level. The aggregated fields are then transferred and dis-aggregated to the test basis function [8]. The mutual coupling between testing functions and well-separated groups of basis functions is thus calculated as follows:

$$z_{mn} \sim \sum_{s=1}^{S} \mathbf{R}_{ab}(k_s) \cdot T_L(k, k_s, r_{ab}) T_{tr'}(k_s),$$

(2)

where the unit sphere integration is approximated as summation in terms of sample direction $k_s$. The center locations of the group to which $r$ and $r'$ belong are defined as $a$ and $b$, respectively. $T_L$ is the transfer function, which presents interactions between groups $a$ and $b$. Here, $L$ is the number of multipole and it decides the number of sample directions $S$. $T_{tr'}$ and $\mathbf{R}_{ab}$ are defined as the radiation and receive function, which are functions of $k_s$, respectively. The radiation function represents the interaction from the basis function to the group it belongs to, and the receive function represents vice versa. The transfer function is approximated as follows:

$$T_L(k, k_s, r_{ab}) = \frac{k}{4\pi} \sum_{l=0}^{L} (-j)^{l+1}(2l+1)j_l^{(2)}(k|r_{ab}|)P_l(k \cdot \hat{r}_{ab}),$$

(3)

where $k$ is the unit radial vector, $k$ is the wavenumber, $P_l$ is a Legendre polynomial of order $l$, $j_l$ is the spherical Bessel function of the first kind, and $j_l^{(2)}$ is the spherical Hankel function of the second kind. The underlying addition theorem is defined as follows:

$$e^{-j|\mathbf{D} + \mathbf{d}|} = -j \sum_{l=0}^{\infty} (-1)^l (2l+1) j_l(k|\mathbf{d}|)j^{(2)}_l(k|\mathbf{D}|)P_l(\hat{\mathbf{d}} \cdot \hat{\mathbf{D}}).$$

(4)

The distance between well-separated group centers is denoted as $|\mathbf{D}|$. $\mathbf{d}$ denotes the sum of a vector from source basis function $r'$ to $a$ and the vector from testing basis function $r$ to $b$. The addition theorem remains valid provided that $|\mathbf{d}| < |\mathbf{D}|$. Regarding numerical implementations, the infinite series in (4) can be truncated as a finite sum with a suitable $L$.
number of modes is truncated into finite mode $L$. Where, $L$ is determined based on the single precision criteria as follows [4,8]:

$$L = kd + \ln(\pi + kd),$$

(5)

here, $d$ denotes the length of diagonal across the bounding box cube. Note that the value of $L$ cannot be much larger than the argument of the Hankel function in Equation (3) due to the divergence problem [4]. The accuracy of the approximation is thus dependent on the distance condition. In other words, the higher the ratio of $|D|$ to $|d|$, the more accurate the approximation is.

The preconditioner concept is widely used to alleviate the condition number and facilitate the iterative solver for the linear equation [4,8]:

$$[M]^{-1}[V] = [M]^{-1}[Z][I],$$

(6)

Although additional calculations are required to consider preconditioner $M^{-1}$, the number of iterations is decreased. Therefore, the total computational cost is mitigated significantly. Regarding the EFIE case, the diagonal preconditioner is widely used [13]. It is a simple and memory-efficient method. The diagonal elements of $M^{-1}$ are the reciprocal of the diagonal elements of $Z$.

### 3. Proposed Acceleration Method

#### 3.1. Principle of the Proposed Method

In this paper, we propose to classify basis functions using K-means clustering in the pre-processing of the MLFMA. The K-means clustering process only requires location information of the elements to be grouped and the number of groups (that is K value). Other parameters including distance calculation criteria or the maximum number of iterations are optional [18]. In the proposed method, we simply set the K value to the same number as the existing octree method. In other words, the depth of the tree structure is the same as the existing method, and the number of groups is also identical to the existing method. The reason for this setting is that the previous method has been proven to be valid for the fixed length of the lowest level cube [4]. It is also for a fair comparison with the existing method. Discrete basis functions are then initially labeled to the closest cluster, which is randomly determined. The clusters are updated based on the average of the included basis functions iteratively [18]. At a higher level, the finer clusters are classified to the coarser cluster using the standard Euclidean distance between centroids, as in the lower levels [19]. Near and far clusters are then classified for all basis functions based on the distance between cluster centroids. At the finest level, when the distance is less than half the wavelength, groups are classified into near. As the level increases, the distance threshold doubles.

The ratio of $|D|$ to $|d|$ is increased by using the K-means clustering compared with the regular cube grouping [17]. Figure 2 compares the clustering methods of basis functions in a canonical sphere computer-aided design (CAD) model.

In the conventional cube grouping, basis functions are subdivided into regular grid structures. The group itself and directly adjacent 26 groups ($3 \times 3 \times 3$ cubes) are then decided as the near groups. In this case, the core condition, $|d| < |D|$, is always satisfied. However, the ratio of $|D|$ to $|d|$ could be less than 2. Specifically, when each basis function belonging to each of the two cubes attached across space (closest within far groups) is located at the vertex of the cube, the ratio of $|D|$ to $|d|$ could be $2/\sqrt{3}$ over square root of 3, as shown in Figure 3. In this case, the accuracy of the addition based on the finite multipole is significantly decreased.
which are determined randomly and iteratively based on the standard Euclidean distance criteria [18]. Although, the accurate MLFMA approximation does not always improve the condition number and therefore, in most cases, the convergence rate of the iterative solver is improved. The principle of the MVP calculation is the same as the existing octree method. The radiation functions are aggregated to higher levels and transferred to a group where the testing function belongs at each level using the ratio of $D$ to $d$. At a higher level, the finer clusters are classified to the coarser cluster using the standard Euclidean distance between centroids, as in the lower levels [19]. Near and far clusters are then classified for all basis functions based on the distance between cluster centroids. At the finest level, when the distance is less than half the wavelength, groups are classified into near. As the level increases, the finest cluster is classified to the coarser cluster using the standard Euclidean distance criteria or the maximum number of iterations are optional [18]. In the proposed method, we simply set the K value to the same number as the existing octree method. In other words, the depth of the tree structure is the same as the existing method, and the number of groups is also identical to the existing method. The reason for this setting is that the previous method has been implemented in the computer-aided design (CAD) model.

On the other hand, in the K-means clustering, basis functions are evenly assigned to the clusters, which are determined randomly and iteratively based on the standard Euclidean distance criteria [18]. The ratio of $|D|$ to $|d|$ is thus increased, as shown in Figure 4, which compares the histograms of the ratio of $|D|$ to $|d|$ for 3 m radius sphere CAD model with 50,000 basis functions. The accuracy of MLFMA approximation is also increased for the numerical implementation of the truncated value of $L$. Although, the accurate MLFMA approximation does not always improve the condition number and the convergence rate. However, in this particular case of the numerical integration, the small error generated in the approximation is significantly magnified and the matrix can be poorly conditioned [4]. Therefore, in most cases, the convergence rate of the iterative solver is improved. The principle of the MVP calculation is the same as the existing octree method. The radiation functions between the lowest cluster centroids and the basis functions are calculated. The radiation functions are aggregated to higher levels and transferred to a group where the testing function belongs at each level using Equation (3). The received fields are dis-aggregated toward the lower level, and the received field at the lowest level is calculated by using the receive function.

**Figure 2.** Sliced top view of basis functions and clusters in the canonical sphere CAD model: (a) conventional cube grouping; (b) proposed K-means clustering.

**Figure 3.** The worst case when the ratio $|D|$ to $|d|$ is minimal in the conventional cube grouping.
with the regular cube grouping, which simply compares the location of basis functions with the centroid.
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3.2. Research on the Drawbacks of Applying K-Means Clustering

Although the iterative solver for each observation angle is accelerated using the K-means, the computational cost of the pre-processing is increased. First, the K-means requires an iterative cluster update in the clustering process. The computation time of clustering is thus increased compared with the regular cube grouping, which simply compares the location of basis functions with the centroid of clusters. The increase in the calculation time is inevitable but tolerable. For example, the clustering takes hundreds of seconds for 0.3 million basis problems on a personal computer (Intel Core i7-8700 CPU at 3.2 GHz, 64-GB RAM).

Second, the K-means requires detailed discrimination of near and far groups. In the regular cube grouping, the cube itself and its 26 adjacent cubes are assigned to the near group, and the rest are assigned to the far group. On the other hand, because of the randomness in the cluster locations, the K-means requires that the distance between all clusters are calculated and compared with the distance threshold. Nonetheless, the separation time difference is negligible.

Third, the computational cost of the transfer functions is increased in the K-means clustering. In the cube grouping, the centroid of the cube is located in a regular grid as shown in Figure 5a. Most transfer functions are duplicated because the $r_{ab}$ vectors are the same regardless of the variable location of the cube. The transfer functions thus only require to calculate a small number of unique elements. However, the K-means requires an explicit calculation of transfer functions because clusters are randomly determined, as shown in Figure 5b. Furthermore, the transfer functions should be calculated for $L$ multipoles and $L \cdot (L + 1)$ samples to implement the unit sphere integral [4].

In this work, we expand the previous concept, which applies K-means clustering to the FMM, to the MLFMA. Specifically, additional clustering is applied to the finest level of clusters. The coarser clusters are then determined using the locations of finer clusters. This recursive clustering is conducted until there are no far relations. The transfer functions between two groups at a distance are replaced by a coarser level of the aggregated transfer function as shown in Figure 6. The transfer function calculations are efficiently alleviated by the MLFMA. Therefore, the pre-processing, as well as the MVP operation are accelerated significantly by using the proposed method.
In the context of scattering analysis, our goal is to assess how the proposed method accelerates the MLFMA. We calculate monostatic radar cross-section (RCS) and demonstrate the performance of the proposed method. In the canonical target simulation, the center frequency is 300 MHz, and the 3 m radius sphere model is composed of 0.3 million basis functions, as shown in Figure 2. We use the mesh-neighbor (MN) preconditioner [13]. In the FMM, the basis functions are classified into 2594 clusters in terms of multilevel. As shown in Figure 3, the model is further divided into 3 m radius sphere models, each containing 2594 basis functions. We use the MLFMA. Specifically, additional clustering is applied to the finest level of clusters. The coarser clusters are then determined using the locations of finer clusters. This recursive clustering is efficiently reduced the transfer function calculations by using a tree hierarchy, as shown in Figure 6.

Figure 5. Comparisons of transfer calculation scheme: (a) transfer function calculations in the regular cube grouping; (b) transfer function calculations in the K-means clustering.

Figure 6. Hierarchical transfer function calculations in the MLFMA.

4. Numerical Results

4.1. Comparisons between the Previous FMM with K-Means Clustering and the Proposed MLFMA with K-Means Clustering

In the context of scattering analysis, our goal is to assess how the proposed method accelerates the MLFMA. We calculate monostatic radar cross-section (RCS) and demonstrate the performance of the proposed method. In the canonical target simulation, the center frequency is 300 MHz, and the 3 m radius sphere model is composed of 0.3 million basis functions, as shown in Figure 2. We use the mesh-neighbor (MN) preconditioner [13]. In the FMM, the basis functions are classified into 2594 clusters. It thus requires six million transfer operations close to 2594 squares. However, in the MLFMA, the basis functions are classified into 2594, 572, 133, and 29 clusters in terms of multilevel. The value of $L$ is determined based on the single-precision criteria. The MLFMA thus requires a total of 0.13 million transfer operations. Figure 7 shows that the previous and proposed methods have the same number of iterations, but the computation time is highly reduced for the MLFMA.
require negligible pre-processing time. On the other hand, in the previously proposed method (FMM using K-means clustering), the pre-processing time increases extremely due to the transfer function pre-calculation. However, when the K-means clustering is applied to the MLFMA, which is proposed in this paper, the pre-processing time is drastically reduced.

![Figure 6. Hierarchical transfer function calculations in the FMM and MLFMA.](image)

**Figure 6.** Hierarchical transfer function calculations in the FMM and MLFMA. The number of basis functions increases from 50,000 to 400,000 in proportion to the radius. The number of multipoles ($L$) and groups ($K$) are determined based on the single-precision criteria. When using the existing octree clustering technique, both FMM and MLFMA require negligible pre-processing time. On the other hand, in the previously proposed method (FMM using K-means clustering), the pre-processing time increases extremely due to the transfer function pre-calculation. However, when the K-means clustering is applied to the MLFMA, which is proposed in this paper, the pre-processing time is drastically reduced.

**Figure 7.** Comparisons between the previous and proposed method for a 3 m radius sphere CAD model: (a) the number of iterations as a function of the incidence angle; (b) the computation time per iteration as a function of the incidence angle.

The key advantage that can be obtained when the K-means clustering is applied to the MLFMA is the reduction in the transfer function pre-calculation time. As shown in Figure 5, we pointed out the limitation of the rapid increase in pre-processing time in the FMM [17]. However, the MLFMA efficiently reduces the transfer function calculations by using a tree hierarchy, as shown in Figure 6. Therefore, it is a more appropriate approach to apply the K-means clustering to the MLFMA. To demonstrate efficiency, we compare the computation time of transfer function pre-calculation as a function of basis functions, as shown in Figure 8. In the canonical sphere simulation, the radius of the sphere increases from 1.0 m to 3.5 m. The number of basis functions increases from 50,000 to 400,000 in proportion to the radius. The number of multipoles ($L$) and groups ($K$) are determined using the single precision criteria. Therefore, it is a more appropriate approach to apply the K-means clustering to the MLFMA. To demonstrate efficiency, we compare the computation time of transfer function pre-calculation as a function of basis functions, as shown in Figure 8. In the canonical sphere simulation, the radius of the sphere increases from 1.0 m to 3.5 m. The number of basis functions increases from 50,000 to 400,000 in proportion to the radius. The number of multipoles ($L$) and groups ($K$) are determined using the single precision criteria. When using the existing octree clustering technique, both FMM and MLFMA require negligible pre-processing time. On the other hand, in the previously proposed method (FMM using K-means clustering), the pre-processing time increases extremely due to the transfer function pre-calculation. However, when the K-means clustering is applied to the MLFMA, which is proposed in this paper, the pre-processing time is drastically reduced.

**Figure 8.** Comparisons the transfer function pre-computation time between the existing method and the proposed method as a function of the number of basis functions.

### 4.2. Canonical Sphere Target Simulations

We also compare the MLFMA using the existing octree grouping and K-means clustering to verify the effectiveness of the proposed method. In the canonical sphere simulation, target specifications are identical to the above canonical simulations. The number of multipoles ($L$) and groups ($K$) are
determined using the single precision criteria. The number of iterations and the computation time per iterations are shown in Figure 9. Because the principle of the MVP calculation is identical, the computation time per iteration is similar. However, the number of iterations is decreased using the proposed method. Therefore, the total computation time is decreased by using the proposed MLFMA.

![Figure 9](image1.png)

**Figure 9.** Canonical sphere CAD model simulation results: (a) the number of iterations as a function of the number of basis functions; (b) the computation time per iteration as a function of the number of basis functions.

One should not ignore the comparison of the computational time required for pre-processing. We compare the computation time required for the three main pre-processing: clustering, near and far group separation, and transfer function calculation, as shown in Figure 10. Based on the results, the increase in computation time accompanying the proposed method is analyzed. Because the clustering is performed in a regular grid, overall pre-processing time is generally small in the conventional MLFMA. On the other hand, in the case of the proposed method requiring iterative clustering, the pre-processing time is rather high. Particularly, the K-means clustering time increases in proportion to the square of degree of freedom [20].

![Figure 10](image2.png)

**Figure 10.** The pre-processing time as a function of the number of basis functions by using the proposed K-Means MLFMA and the conventional octree MLFMA.

### 4.3. Realistic Stealth Target Simulations

In the realistic target simulation, the same center frequency is used and the stealth model is composed of 14,040 basis functions, as shown in Figure 11. It has dimensions of $8 \times 4 \times 1$ m and is oriented at $20^\circ$ azimuth and in $30^\circ$ elevation. We used a bi-conjugate stabilized (BiCG-Stab) iterative solver with $3 \times 10^{-3}$ residual error and 500 maximum iterations. Figure 12 shows that the conventional and proposed MLFMA present accurate RCS results. Figure 13 shows the number of
iterations in the iterative solver is alleviated significantly using the proposed MLFMA with K-means clustering. Specifically, the average computation time in one direction in the conventional method and the proposed method are 229.92 s and 105.75 s, respectively. Note that, the computation time per iteration is barely changed because MVP operations in the MLFMA are equivalently calculated from the precomputed data (radiation, transfer, receive functions).

![Target geometry of the B-2 stealth CAD model.](image)

**Figure 11.** Target geometry of the B-2 stealth CAD model.

![Monostatic RCS results of the realistic stealth CAD model.](image)

**Figure 12.** Monostatic RCS results of the realistic stealth CAD model.

We also analyze the case where K-means clustering is appropriate to be applied to the MLFMA. Compared to the conventional octree clustering, the proposed method causes an increase in pre-processing time. Therefore, if multiple-angle scattering analysis is not performed, K-means clustering is not suitable for the MLFMA. In the realistic stealth case, due to the complexity of the shape, it is necessary to analyze all 360 degrees at 1 degree intervals, so the proposed method is efficient, as shown in Table 1. On the other hand, in the canonical sphere case, due to extreme symmetry, only scattering analysis at single direction is required. Table 2 shows a decrease in efficiency in the proposed method. Note that, the elapsed time to calculate the part of the impedance matrix (for near terms) is excluded from the pre-processing time.
Figure 13. Realistic stealth CAD model simulation results: (a) the number of iterations as a function of the number of basis functions; (b) the computation time per iteration as a function of the number of basis functions.

Table 1. Comparisons of the computation time of the conventional and proposed MLFMA for the realistic stealth CAD model.

| Methods                  | Pre-Processing Time | Scattering Analysis Time for 360-Degree Case |
|--------------------------|---------------------|-----------------------------------------------|
| Proposed K-means clustering MLFMA | 4.471 s             | 26,218.995 s                                 |
| Conventional octree MLFMA    | 0.776 s             | 57,343.523 s                                 |

Table 2. Comparisons of the computation time of the conventional and proposed MLFMA for the canonical sphere CAD model with 100,000 basis functions (1-degree case).

| Methods                  | Pre-Processing Time | Scattering Analysis Time for Single Direction Case |
|--------------------------|---------------------|---------------------------------------------------|
| Proposed K-means clustering MLFMA | 15.282 s           | 62.407 s                                         |
| Conventional octree MLFMA    | 2.760 s             | 88.619 s                                         |
In addition, we demonstrate another realistic target (F16 aircraft) simulation, the same center frequency is used and the aircraft model is composed of 17,859 basis functions, as shown in Figure 14. It has dimensions of 5 m × 8 m × 4 m and is oriented at 50° azimuth and in 20° elevation. We used the same iterative solver. Figure 15 shows that the proposed method agrees well with the conventional method. Figure 16a shows that the proposed method does not seem to improve the convergence rate. The reason for this result is the difference in the MVP calculation process resulting from the difference in clustering techniques. In the case of the stealth CAD, the number of near (Accurately calculated in the same way as MoM) and far terms (approximated by the MLFMA) according to the results of each clustering were similar. Due to the same number of far terms, the convergence rates of the proposed method and the conventional method could be compared equally, as shown in Figure 13. However, in this aircraft CAD, the number of near terms obtained from the K-means clustering result was only 40% of the value obtained from the octree clustering result. Therefore, the existing method with many near terms provides more accurate MVP results, resulting in a similar convergence rate. However, since the proposed method has fewer near terms, the amount of explicit calculation is less than that of the existing method, and the calculation time per iteration is reduced as shown in Figure 16b. In summary, the proposed method accelerates the MLFMA when targeting the same level of accuracy.

Figure 14. Target geometry of the F16 aircraft CAD model.

Figure 15. Monostatic RCS results of the F16 aircraft CAD model.
5. Conclusions

The MLFMA using K-means clustering was proposed to accelerate the scattering analysis of large complex targets. The simulation results with the realistic target presented that faster convergence of numerical results is achieved compared with the conventional cube-grouped MLFMA. Furthermore, the simulation results with the canonical target showed that the pre-processing computation time is also mitigated compared with the FMM using K-means clustering, which we previously proposed. Therefore, we demonstrate that the proposed method accelerates both pre-processing and numerical solver of the MLFMA. One should note, however, that there are cases that are not suitable for K-means clustering in MLFMA. The main drawback of the proposed method is an increase in pre-processing time. Therefore, as the number of multi-angle scattering analyzes decreases, the pre-processing time compared to the iterative scattering analysis increases, and the calculation efficiency decreases.
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Figure 16. F16 aircraft CAD model simulation results: (a) the number of iterations as a function of the number of basis functions; (b) the computation time per iteration as a function of the number of basis functions.
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