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Characterization of structures using conventional optical microscopy is restricted by the diffraction limit. Techniques such as atomic force and scanning electron microscopy can investigate smaller structures but are very time consuming. We show that using scatterometry, a technique based on optical diffraction, integrated into a commercial light microscope we can characterize nano-textured surfaces in a few milliseconds. The adapted microscope has two detectors, a CCD camera used to easily find an area of interest and a spectrometer for the measurements. We demonstrate that the microscope has a resolution in the nanometer range for the topographic parameters—height, width, and sidewall angle of a periodic grating—even in an environment with many vibrations, such as a production facility with heavy equipment.
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1. INTRODUCTION

An increasing number of products utilizing micro/nano-textured surfaces are moving toward the commercial market. However, most conventional characterization techniques are inapplicable in a large-scale industrial environment. Imaging techniques such as atomic force microscopy (AFM), scanning electron microscopy (SEM), and confocal imaging are all very sensitive to vibrations. Isolation and damping of vibrations is a cumbersome task, if possible at all [1]. Thus, there is a high demand for new in situ imaging techniques, especially in a production environment. Furthermore, the above-mentioned characterization techniques are all highly time consuming, which restricts their applicability in a large-scale industrial process flow.

In this paper we introduce an adapted optical microscope capable of measuring with resolution in the nanometer range on a moving sample. The system is based on the principles of optical diffraction microscopy (ODM), where the spectrum of the reflected light is studied [2,3]. The scattering intensities are independent of the sample movement, as long as one observes an area with uniform structures. We show that one can shake the microscope or move the sample during acquisition without affecting the results of the measurements. This allows our adapted optical microscope to be integrated in a production line, to perform, e.g., quality control in the nanoscale range.

Several types of scatterometers exist, including ODM [2–4], angular scatterometry [5–7], the Fourier lens system [8], coherent Fourier scatterometry [9–11], white light interference Fourier scatterometry [12], and naked-eye observations [13]. Two general challenges for scatterometry are imaging small areas and finding a specific area of interest. In this paper, we demonstrate a method to overcome both of these challenges.
by building the scatterometer into a conventional optical microscope. Furthermore, the spot size, which defines the imaged area, can easily be controlled by change of objective. Typical spot sizes are in the range from less than 100 μm to several millimeters.

The scatterometer technique is suitable for structures that can be modeled using periodic or nonperiodic boundary conditions. Periodic structures include one-dimensional (1D) gratings and two-dimensional (2D) arrays of structures. Both types of structures with dimensions in the micro/nano-range are entering the consumer market, hence the need for fast and reliable characterization methods. Gratings with 1D nanostructures are used, e.g., for structural colors in the design of surfaces with iridescence [14,15]. An AFM image of a 1D grating and typical topography parameters of interest are shown in Fig. 1. Nanowire-based solar cells [16] are typically fabricated in a well-ordered 2D array [17]. As these devices are also approaching the market, methods for fast large-area characterization with nanometer resolution are needed. The optical response for different crystal orientations [18] and the angle-dependent absorption [19] for nanowires have recently been measured, paving the road for the topographical measurements. Nonperiodic boundary conditions can, for instance, be used to model photonic crystal waveguides, Bragg mirrors, grating couplers [20], and single structures such as microfluidic channels and submicrometer wires [21].

### 2. EXPERIMENTAL SETUP

The system, shown in Fig. 2, is based on a Navitar optical microscope (12× zoom) equipped with a 5 W LED light source (Navitar coaxial LED illuminator), a linear polarizer, and a monochrome 1.3 megapixel (MPx) CCD camera. The CCD camera is interchangeable with a lens system and a spectrometer (Ocean Optics USB-2000), which has been calibrated using a low-pressure krypton calibration light source with traceable spectral lines. The microscope is equipped with infinity-corrected objectives with magnifications in the range of 5×–50×. In another setup, the microscope is adapted by introducing a second beam splitter cube (50/50) just over the objective, and one of the beams is focused into a fiber connected to a spectrometer. A more detailed description of this system can be found in the Supplement 1. In such a configuration one can obtain the image and spectrum simultaneously, but at the cost of about four times reduction in intensity.

The focus can be adjusted by either moving the lower part of the objective or moving the sample stage, but in general, only the sample stage is used for focusing. The sample is brought into focus by monitoring it on the CCD detector, where one often struggles with finding the area of interest and bringing it in focus. Often the focus point is found on scatterometers by finding the maxima for the intensity of the spectrum, which is not a very reliable method. The CCD is also used to estimate the effective spot size for the different objectives by measuring on calibration artifacts. With the 5× objective the spot size is 1.5 mm, with the 27× objective the spot size has a diameter of 250 μm, and with the 50× objective the spot size is 125 μm.

A reference and a dark spectrum are acquired before measuring the sample of interest. The reference spectrum, $I_{\text{ref}}(\lambda)$, is acquired on a surface with known reflection coefficients, e.g., a Si(100) substrate. The acquisition time is set to take full advantage of the dynamic range of the spectrometer. A typical acquisition time is 5 ms, which is then kept constant for this study. Second, a dark spectrum, $I_{\text{dark}}(\lambda)$, is acquired by removing the reference sample. The dark spectrum corrects for noise.
in the spectrometer and eventual ambient light conditions that give a constant signal. The diffraction efficiencies are calculated for each wavelength using

$$\eta(\lambda) = \frac{I_{\text{sample}}(\lambda) - I_{\text{dark}}(\lambda)}{I_{\text{ref}}(\lambda) - I_{\text{dark}}(\lambda)} R(\lambda),$$  \hspace{1cm} (1)$$

where \( R(\lambda) \) are the reflection coefficients of the reference sample.

To simplify the modeling only the zeroth-order reflection is measured. This gives rise to the following constraint on the grating period \( d \):

$$d \lesssim \frac{\lambda_{\text{min}}}{2 \sin(2\theta_{\text{NA}})}.$$  \hspace{1cm} (2)$$

Here, \( \lambda_{\text{min}} \) is the minimum wavelength measured with the spectrometer and \( \theta_{\text{NA}} \) is the collection angle for an objective with numerical aperture \( NA = \sin(\theta_{\text{NA}}) \) in air. In contrast to conventional imaging, it is thus favorable to use an objective with a low numerical aperture, and for the measurements presented in this study we use a 5x objective with \( NA = 0.14 \). For this objective and with the cut-off wavelength \( \lambda_{\text{min}} = 445 \text{ nm} \), we find that the period of the grating should be less than 803 nm to prevent first-order reflections from being imaged. However, as demonstrated experimentally in this paper, first-order reflections can be a good approximation also be omitted in the simulations for gratings with a larger pitch.

3. INVERSE MODELING

The data analysis is based on an inverse-modeling approach in which scattering intensities are modeled first and afterwards compared to the experimental values. The scattering intensities are calculated using the rigorous coupled-wave analysis (RCWA) method as described in Refs. [22] and [23]. The periodic grating is divided into slabs, for which the scattering is modeled individually, and then the scattering from each slab is coupled through boundary conditions. A database including variations in height, filling factor, and sidewall angle is modeled for each pitch \( \alpha = (\alpha_{\text{height}}, \alpha_{\text{ff}}, \alpha_{\text{sw}}) \). Other methods for modeling, such as finite element analysis, can also be used, but are significantly slower. For ODM many wavelengths are needed for each model, and hence the computation time is very long using finite element methods. All models, regardless of the used method, require prior knowledge of the index of refraction and the extinction coefficients of the considered materials. Based on our experience with the system we have found that the optical properties should be known within a few percent to achieve a good reconstruction.

As a regularizing measure, the modeled scattering intensities are stored in a database and then compared with the experimental data using a least-squares optimization as a gauge for the quality of the fit:

$$\chi^2 = \sum_{i=1}^{N} \frac{\left[ \eta - f_i(\alpha) \right]^2}{\sigma_i^2}.$$  \hspace{1cm} (3)$$

Here \( \sigma_i \) are the uncertainties on the experimental data as described in Ref. [4], and \( f_i(\alpha) \) are the modeled scattering intensities for the \( i \)th element with the shape \( \alpha \). The standard uncertainty vectors, \( \sigma_i \), depend on the measured parameters \( I_{\text{grating}}(\lambda), I_{\text{ref}}(\lambda), \) and \( I_{\text{background}}(\lambda) \), and are calculated from the error propagation of \( \eta(\lambda) \). Low uncertainties on the experimental data are achieved for \( I_{\text{background}}(\lambda) \ll I_{\text{grating}}(\lambda) \) and by averaging of the signals. The database element with the lowest \( \chi^2 \) value is the best match to the model. From Eq. (3) it can be seen that experimental data points with an associated large uncertainty give a smaller contribution to the sum than data points with a relatively small uncertainty. Thus, the best model is found with the most weight on the data points with the smallest uncertainty.

For increased precision, the parameters of the best-fit model are further optimized with a linear fit using neighbor diffraction efficiencies. The optimization is also used to estimate the uncertainty on the fitted parameters. It has also been demonstrated that one can use a two-step optimization procedure, where first a global and then a local optimization are applied [24].

For validation of the system a set of thin-film transfer standards has been measured with the scatterometer. The transfer standards consist of \( \text{SiO}_2 \)-coated \( \text{Si}(100) \) substrates, where the \( \text{SiO}_2 \) has a thickness in the range of 6 nm to 1 \( \mu \text{m} \). Optical constants for input to the simulations are obtained from [25]. The results are summarized in Table 1, and experimental data and fit can be found in Supplement 1. The confidence limits for the scatterometry fits are found using constant chi-square boundaries [26]. For \( \nu \) degrees of freedom the chi-square distribution \( \Delta \chi^2 = \chi^2 - \chi^2_{\text{min}} \) is found, where \( \chi^2_{\text{min}} \) is the global minimum of the chi-square distribution. To find the confidence limit of a single parameter, \( \nu = 1 \), with a confidence interval of 95%, the relation \( \Delta \chi^2 < 4 \) should be fulfilled. It should be stressed that the confidence limit only gives an uncertainty estimate of the parameters included in the analysis. It is seen from the data in Table 1, that the scatterometer measures a value within the expanded uncertainty interval of the transfer standards for thicknesses above 160 nm. For thicknesses less than 160 nm the visible wavelength spectrum of

| Table 1. Thin-Film Measurements on Transfer Standards* |
|-----------------------------------------------|
| Reference [nm] | Scatterometer [nm] |
| 6.0 ± 1.1     | 11 ± 8           |
| 69.7 ± 1.3    | 72 ± 4           |
| 163.2 ± 1.5   | 162 ± 4          |
| 386.4 ± 2.3   | 387 ± 2          |
| 1003.0 ± 5.1  | 1002 ± 2         |

*The reference values are measured using traceable spectroscopic ellipsometry, and \( \pm \) denotes the expanded standard uncertainty (\( k = 2 \)) equivalent to a confidence interval of 95%. For the scatterometer data \( \pm \) denotes the 95% confidence interval of the fit. For transfer standards with thickness above 160 nm the scatterometer measures the thickness within the standard uncertainty of the certified reference measurements.
diffraction efficiencies is a monotone curve that increases the confidence limits on the fit to the measurements.

4. SAMPLE WITH NANO-TEXTURED SURFACE

For tests of the instrument on nano-textured surfaces a multi-period 1D silicon sample with eight gratings was fabricated. The grating patterns were defined by deep ultraviolet lithography, with grating periods ranging from 700 to 1400 nm in steps of 100 nm. After development of the resist, the pattern was transferred to a silicon substrate by the use of inductively coupled plasma etching, where Cl2F8 and SF6 gases were used.

For reference characterization of the height, pitch, and sidewall angle, three different techniques had to be used. Additional experimental data can be found in Supplement 1. The height was characterized using a traceable NX20 atomic force microscope (AFM) from Park Instruments and analyzed using the step height module in the SPIP software package (Image Metrology) for each individual line in the image. For the area with a 800 nm pitch the height was found to be $h = 189.1 \text{ nm}$ with an expanded standard uncertainty ($k = 2$) of $U(h) = 1.3 \text{ nm}$.

The filling factor of the grating is challenging to measure with an AFM. One has to take both the tip shape and the edge shape of the grating into account [4]. Instead, the width analysis is based on SEM images. Accurate measurements with an SEM are challenged by several limitations based upon the interaction of the electron beam with the sample [27]. A detailed analysis of these factors is outside the scope of this paper, but we have omitted the demand for accurate calibration of the microscope itself by performing a relative measurement to estimate the filling factor. For the area with 800 nm pitch, the filling factor of the 1D grating was found to be $FF = 0.477$, roughly equivalent to a width of the structures of 382 nm. The uncertainty on the SEM measurements of the filling factor has been estimated to 0.007.

Measurements of the angles of the sidewalls are unreliable using normal AFM and SEM methods. Instead the sample was measured by an intermittent contact mode (tapping mode) AFM with the sample tilted 23° as shown in Fig. 1C. Profiles were now recorded perpendicular to the grooves, and the sidewall angle was estimated from four to six grooves on the average profile of the $x$ gradient. The sidewall angle could now be measured without having to correct for the tip shape and was found to be $\theta = 90.1^\circ$ with an associated expanded uncertainty of $U(\theta) = 1.5^\circ$ for the grating with a 800 nm pitch.

5. SCATTEROMETRY MEASUREMENTS

All gratings on the silicon sample were measured with the scatterometer, and a blank area on the same Si(100) substrate was used for the reference measurement. Before performing the measurements the area of interest was located using the CCD camera and brought into focus by adjusting the height. Measurement results for the area with 800 nm pitch obtained with TE-polarized light are shown in Fig. 3, and data for other areas can be found in Supplement 1. TE-polarized light has been chosen as the simulations using RCWA are faster than for TM-polarized light [28]. Experimental data have been obtained for the wavelength range from 445 to 690 nm and smoothed using a second-order Savitzky–Golay filter [29] with a frame size of 11 points. The limited wavelength range is due to antireflective coating of the optical components in the Navitar microscope system.

The confidence limits for the fitting parameters can be treated individually [26], and thus the relation should be fulfilled. The $\chi^2$ values are plotted for both the constant filling factor (FF = 0.468) and the constant height ($h = 189$ nm) in Fig. 3B. The white dashed line indicates $\Delta \chi^2 = 4$ and hence the 95% confidence interval of the fit. For the height, filling factor, and sidewall angle the 95% confidence interval is found to be 2 nm, 0.005, and 3°, respectively. In Fig. 3C, the profile from an AFM scan (solid blue line) has been overlayed with a profile of the best-fit data (dashed red line). It is seen that the AFM overestimates the width and sidewall angle of the structures due to the tip convolution.

Scatterometry and reference measurement results for all gratings with pitches in the range of 700–1400 nm are shown in Fig. 4. The figure shows the obtained heights, fill factors, and...
sidewall angles with $2\sigma$ confidence limits. For pitches in the range from 700 to 1200 nm there is excellent agreement on the height and fill factor values for the different methods. For pitches above 1200 nm the agreement is worse due to the fact that the scatterometer collects a significant amount of signal from higher diffraction orders and that this contribution is not included in the scatterometry data analysis.

The sidewall angles have only been measured with AFM for the gratings with 800, 1000, and 1400 nm pitch, but as all structures have been dry etched in the same process, we therefore expect the sidewall angle to be close to the same value for all pitches. The scatterometry sidewall angles with pitches at 800 nm or below are within the $2\sigma$ confidence limits, whereas the sidewall angles for pitches above 800 nm are not. This clearly shows that the sidewall angle is the most sensitive parameter to the collection of signal from higher diffraction orders.

### 6. MOVING THE SAMPLE

An advantage with the scatterometry setup is that the measurements are very robust to vibrations. This is demonstrated by moving the sample during data acquisition and summarized in Table 2. The sample was translated about 100 $\mu$m/s in either the $x$ or $y$ direction during data acquisition. Such a movement makes the optical image extremely blurry, but has no effect on the scattering intensities, as we still measure inside the same field on the sample. Please note that both the microscope and/or the sample can be moved during acquisition, thus making the microscope suitable to be used in a production environment.

Defocusing is detrimental for obtaining images in the image plane. However, with the scatterometer, only a very small effect on the measured values is seen, even for a defocus of 10 mm with the $5\times$ objective. For other objectives with lower working distance the effect of defocusing is larger. Again, the sample can be moved in the $z$ direction during acquisition without affecting the outcome of the measurements, as long as the movement is less than 10 mm when using the $5\times$ objective.

For the scatterometer to be integrated in an industrial production line, one will also have to take the rotation of the sample into account. For TE measurements the polarization of the incoming light should be aligned with the grating direction. We have shown that for the 800 nm grating rotations less than $6^\circ$ gives rise to an uncertainty of less than 2 nm in the height, 0.005 for the filling factor, and $3^\circ$ for the sidewall angle. More details can be found in Supplement 1.

### 7. CONCLUSION

In conclusion, we have demonstrated that by simple adaptations to an optical microscope we can measure nano-textured surfaces with a resolution in the nanometer range. The microscope has been validated by measuring on certified transfer artifact and 1D gratings with pitches in the range from 700 to 1400 nm. The measurements are very robust, such that vibrations of the sample and/or the microscope do not affect the results. The sample can be translated during acquisition, as long as the beam spot is kept inside an area with homogenous structures, which makes the proposed microscope well suited for implementation in a production environment.
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