Abstract. In simple card games, cards are dealt one at a time and the player guesses each card sequentially. We study problems where feedback (e.g., correct/incorrect) is given after each guess. For decks with repeated values (as in blackjack where suits do not matter), the optimal strategy differs from the “greedy strategy” (of guessing a most likely card each round). Further, both optimal and greedy strategies are far too complicated for real-time use by human players. Our main results show that simple heuristics perform close to optimal.

1. INTRODUCTION. Consider the following game. A deck of \( n \) cards labeled \( 1, 2, \ldots, n \) is randomly shuffled. A player then guesses each card (sequentially) as the cards are dealt face down on the table. After each guess, the player is given some amount of feedback. The main cases that we consider are the following:

- No feedback (the player is told nothing after each guess),
- Complete feedback (the player is shown the value of the card after each guess),
- Yes/No feedback (the player is only told whether their guess was correct or not).

The final score is the total number of correct guesses made after all \( n \) cards have been drawn. Suppose that the player uses some fixed strategy \( G \) for guessing cards based on the level of feedback they are given. Let \( X_i = 1 \) if the \( i \)th guess is correct (under the fixed strategy \( G \)) and \( X_i = 0 \) otherwise. Thus \( S_n := X_1 + \cdots + X_n \) is the score in this game. Then:

- With No feedback, \( \Pr[X_i = 1] = n^{-1} \) for all \( 1 \leq i \leq n \), so the expected number of correct guesses is
  \[
  \mathbb{E}[S_n] = n \cdot n^{-1} = 1.
  \]
- With Complete feedback, the maximizing strategy is to always guess a card known to be left in the deck. Thus
  \[
  \Pr[X_1 = 1] = \frac{1}{n}, \quad \Pr[X_2 = 1] = \frac{1}{n-1}, \ldots, \quad \Pr[X_i = 1] = \frac{1}{n-i+1}, \ldots,
  \]
  so \( \mathbb{E}[S_n] = 1 + \frac{1}{2} + \cdots + \frac{1}{n} = \log n + O(1) \).
- With Yes/No feedback, consider the following strategy. Guess “1.” If this was correct, then the player knows “1” is no longer in the deck. If incorrect, all the player knows for sure is that “1” is still in the deck. Thus, heuristically, a good strategy would be to guess “1” until the player is told they are correct, then “2” until they are told they are correct (or until the deck runs out), then “3,” and so on. And indeed, this strategy turns out to maximize \( \mathbb{E}[S_n] \); see Diaconis and Graham [5].
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Under this strategy, the player always gets at least 1 correct guess, that is, \( \Pr[S_n \geq 1] = 1 \). There are at least two correct guesses if and only if “2” appears after “1,” so \( \Pr[S_n \geq 2] = \frac{1}{2} \). More generally, for all \( 1 \leq k \leq n \) we have \( \Pr[S_n \geq k] = \frac{1}{k!} \). Thus under optimal play,

\[
\mathbb{E}[S_n] = \sum_{k=1}^{n} \Pr[S_n \geq k] = 1 + \frac{1}{\binom{2}{1}} + \cdots + \frac{1}{n!} = e - 1 + O\left(\frac{1}{n!}\right).
\]

In real card games, cards have repeated values. For example, in Blackjack or Baccarat, suits do not matter and all of the card types “10, J, Q, K” have value 10. The analysis for No feedback in the repeated setting is trivial, but for Complete feedback things become more complex. Under Complete feedback, one can easily prove that the strategy “each round guess a card type that has the most number of copies left in the deck” is an optimal strategy. Thus computing the expected score under optimal play reduces to analyzing the performance of this (optimal) strategy, which was done by Diaconis and Graham [5].

The problem becomes significantly harder when we consider repeated values under Yes/No feedback. In this setting, it is theoretically possible to compute the probability that the next card type is a given value “\( k \)” given the feedback from previous guesses; see Chung, Diaconis, Graham, and Mallows [2] for information on how this can be done. Thus one can define the greedy strategy: at each round, guess a card type that is most likely to appear next.

The first issue with the greedy strategy is that it is very complicated to implement. In particular, computing the probabilities needed in the strategy is equivalent to computing the permanents of certain matrices. Thus this strategy is impractical for human players to use.

The second issue is that the greedy strategy is not optimal; and in general it is not known what the optimal strategy is when one considers repeated values with Yes/No feedback. Even if such a strategy were known, it seems likely that it would be far too complex to implement by human players in practice. Given this, Diaconis and Graham [5] posed the following two simple problems when the deck has \( 2n \) cards with two copies of each card type labeled \( 1, \ldots, n \) under Yes/No feedback:

- Is the optimal score of this game bounded as a function of \( n \)?
- Are there simple strategies in this game which perform reasonably well?

The answer to this first question has recently been answered positively by Diaconis, Graham, He, and Spiro [6]. In this article, we focus on the second question. More precisely, we consider decks with \( mn \) cards where each of the \( n \) card types appear \( m \) times.\(^1\) We define \( S_{m,n} \) to be the number of correct guesses made by the player with this deck if they use a given strategy under some level of feedback. Our goal is to use practical strategies to bound the maximum and minimum possible values of \( \mathbb{E}[S_{m,n}] \) under Yes/No feedback.

To this end, we say that a strategy is an optimal strategy if it achieves \( \max \mathbb{E}[S_{m,n}] \), where the maximum ranges over all strategies, and similarly we say a strategy is an optimal misère strategy if it achieves \( \min \mathbb{E}[S_{m,n}] \). Our main results are the following bounds on the score of the game under the optimal and optimal misère strategies. Moreover, we will see that all of these bounds are achieved by relatively simple strategies.

---

\(^1\)A useful mnemonic is that \( m \) is the multiplicity of each card type, while \( n \) is the number of card types.
Theorem 1. For all $m$ and $n \geq 8 m$:

- Under the optimal strategy with Yes/No feedback,
  \[
  \mathbb{E}[S_{m,n}] \geq m + \frac{1}{40} \sqrt{m}.
  \]

- Under the optimal misère strategy with Yes/No feedback,
  \[
  \mathbb{E}[S_{m,n}] \leq m - \frac{1}{40} \sqrt{m}.
  \]

It was proved in [6] that $\mathbb{E}[S_{m,n}] \leq m + O(m^{3/4} \log m)$ uniformly in $n$ under the optimal strategy when $n$ is sufficiently large in terms of $m$, so one cannot prove a lower bound that is much stronger than Theorem 1 for $m$ large (though the constant $1/40$ can easily be improved).

Our second main result consists of bounds for small (fixed values) of $m$ when $n$ is large.

Theorem 2. For $n$ sufficiently large, under the optimal strategy with Yes/No feedback,

\[
\mathbb{E}[S_{2,n}] \geq 2.91, \\
\mathbb{E}[S_{3,n}] \geq 3.97.
\]

Computational evidence suggests that the actual value of $\mathbb{E}[S_{2,n}]$ is close to the bound in Theorem 2; see Table 3.

Organization and notation. The rest of the article is organized as follows. In Section 2, we discuss the history of the problem in more depth. In Section 3, we state some practical strategies that one can implement in the Yes/No feedback model and give some computational data for how they perform. We then prove rigorous bounds on some of these strategies (or slight technical variants thereof) in order to prove our main results. In particular, Theorem 1 is proved in Section 4 and Theorem 2 in Section 5. Concluding remarks and further problems are given in Section 6.

We gather some notation that we use throughout the text. We use standard asymptotic notation throughout this article. In particular, we write $O(f(n))$ to refer to a function $g(n)$ such that $\limsup_{n \to \infty} \frac{g(n)}{f(n)} < \infty$, and similarly $o(f(n))$ refers to a function $g(n)$ such that $\lim_{n \to \infty} \frac{g(n)}{f(n)} = 0$. We write $\Omega(f(n))$ if $\liminf_{n \to \infty} \frac{g(n)}{f(n)} > 0$ and $\Theta(f(n))$ to mean a function that is both $O(f(n))$ and $\Omega(f(n))$. We write $f \sim g$ if $\lim_{n \to \infty} \frac{g(n)}{f(n)} = 1$. For more on asymptotic notation, see the book by Florescu and Spencer [11].

We let $\mathcal{S}_{m,n}$ refer to the set of all words $\pi$ consisting of $m$ copies of each element in $[n] := \{1, 2, \ldots, n\}$, which we think of as a permutation of a deck of $mn$ cards with $n$ card types each occurring with multiplicity $m$. We always write $\pi$ to indicate an element of $\mathcal{S}_{m,n}$ chosen uniformly at random. If $\mathcal{G}$ is a deterministic strategy for the player under some level of feedback, we let $S(\mathcal{G}, \pi)$ be the score of the player if they follow strategy $\mathcal{G}$ and the deck is shuffled according to $\pi$. Thus the expected score following strategy $\mathcal{G}$ is $\mathbb{E}[S(\mathcal{G}, \pi)]$. As much as possible we denote random variables, such as $S_{m,n}$, in bold and strategies, such as $\mathcal{G}$, in script.
2. HISTORY.

Real-world applications. The original motivation for studying guessing problems that use sampling without replacement and different levels of feedback comes from certain real-world problems.

One such problem involves clinical trials, which was investigated by Blackwell and Hodges [1] and Efron [8]. Suppose that one wishes to test the effectiveness of two treatment options. In comparing the effectiveness of two treatments on $2m$ patients, suppose it is decided that $m$ patients are to be randomly selected to receive each treatment. Assume the patients arrive sequentially and that they must be ruled either ineligible or eligible before being assigned to one of the two treatments. The order that the treatments will be administered is decided (randomly) in advance and is unknown to the physician. However, a physician observing the outcome of each trial would know which treatment was most likely used, and thus they would know roughly the number of remaining treatments of each type at any given time. This information might bias results if the physician ruled less healthy patients ineligible for trials where a favored treatment was less likely. A natural measure of selection bias is the number of times the physician correctly guesses which treatment will be used next. Blackwell and Hodges [1] showed that $m + \frac{1}{2}\sqrt{\pi m} - \frac{1}{2} + O\left(\frac{1}{m}\right)$ correct guesses are made under optimal guessing. Note that this setting corresponds to $n = 2$ in our notation with either Complete or Yes/No feedback. (These two are the same when $n = 2$.)

Independently, the same problem is studied by Ethier and Levin [10] as part of their work in evaluating card counting strategies in casino games such as Blackjack, Baccarat, and Trente et Quarante. As cards are turned up during play, the deck changes composition, so betting levels and actual strategy changes can make some games favorable. Exactly the same formula given by Blackwell and Hodges appears in Ethier [9, Problem 11.15]. This wonderful book develops many further ideas tailored to these applications.

Another instance of this problem comes from testing if a subject has extrasensory perception (ESP). A huge number of trials of the following experiment were performed by J. B. Rhine at the Durham parapsychology lab. A deck of 25 cards with five copies of five different symbols ($0$, $+$, $\int\int\int$, $\Box$, $*$) is shuffled, and a guessing subject guesses them sequentially as above. It is common practice to give various kinds of feedback in these experiments, which is sometimes inadvertent if the guessing and sending subject are in the same room. For extensive references, see Diaconis [3].

Some numbers. The main results in our article are asymptotic, giving results as $m$ and/or $n$ tend to infinity. It is of interest to obtain exact results for decks of small size, both to get a feel for what the correct asymptotic bounds should be, and to make use of these results in the real-world applications mentioned above.

For example, consider the classical ESP experiment which corresponds to $m = n = 5$. In [5], a direct recursion was used to get the exact answers recorded in Table 1. As noted in [3], for actual ESP experiments, the highest recorded scores essentially never exceeded 8.65, and the highest scores among long-term subjects never exceeded 6.63; so the numbers of Table 1 help benchmark high scoring experiments. Much more can be said about this well-studied case; see Diaconis, Gatto, and Graham [4] and Gatto [12].

Table 2 gives some numbers for $m = 2$ and small $n$ under Yes/No feedback using various strategies. This data was obtained by implementing the algorithms detailed in Gatto [12]. The linear strategy mentioned in this table is the following: assume at some stage one has incorrectly guessed each $i$ a total of $g_i$ times and that one has correctly
Table 1. Expected number of correct guesses under an optimal strategy with Yes/No feedback when \(m = n = 5\). The results are rounded to two decimal places.

|                | No feedback | Yes/No feedback | Complete feedback |
|----------------|-------------|-----------------|-------------------|
| \(E[S_{5,5}]\) | 5           | 6.65            | 8.65              |

Table 2. Expected number of correct guesses with Yes/No feedback under various strategies when \(m = 2\). The results are rounded to four decimal places.

| \(E[S_{2,2}]\) | Optimal | Greedy | Linear |
|----------------|---------|--------|--------|
| 2.8333         | 2.8333  | 2.8333 |
| 3.0111         | 3.0111  | 3.0111 |
| 3.0452         | 3.0333  | 3.0433 |
| 3.0467         | 3.0222  | 3.0441 |

Table 3. Expected number of correct guesses with Yes/No feedback under an optimal strategy when \(m = 2\). The results are rounded to four decimal places.

| \(n\) | \(E[S_{2,n}]\) |
|-------|----------------|
| 6     | 3.0376         |
| 7     | 3.0323         |
| 8     | 3.0260         |
| 9     | 3.0219         |
| 10    | 3.0186         |

guessed each \(i\) a total of \(n - c_i\) times (so there are \(c_i\) copies of \(i\) that have not been confirmed which may or may not be among the remaining cards). Given this, we guess the type \(i^*\) such that \(c_i + .51g_i\) is maximized (breaking ties at random). The value .51 was found by experimenting with different choices of parameters. Table 2 shows that, in addition to the greedy strategy being nonoptimal, it is seemingly outperformed by this simple linear strategy. Observe by Table 2 that the greedy and linear strategies are close to optimal for small \(n\). While we suspect that this phenomenon holds for all \(n\), we do not know how to prove this.

We find it rather surprising that the simple linear “card counting” strategy performs so well. In the classical ESP setting of \(m = n = 5\), a similar strategy can be used where one guesses the \(i^*\) that maximizes \(c_i + .35g_i\). This simple strategy has expectation 6.6149, which is better than the greedy strategy! Here .35 is again the result of a computer search, and in general we expect for linear strategies of the form \(c_i + \beta g_i\) that the optimal value of \(\beta\) should decrease as \(n\) increases.

At a first glance of Table 2, it may appear as if \(E[S_{2,n}]\) under the optimal strategy is nondecreasing, but Table 3 shows that this is not the case. Note that all of these values seem to be very close to 3. It is unclear what the true asymptotic value should be, though Theorem 2 shows that it is at least 2.91.

**Previous research.** This article continues research in [5, 6]. In these papers, the problem of determining \(E[S_{m,n}]\) under both optimal and optimal mis`ere strategies with Complete feedback was essentially solved. The authors were able to prove this result in large part due to the optimal and optimal mis`ere strategies being known when Complete feedback is given.

Despite not knowing the optimal strategy under Yes/No feedback in general, it was proved in [6] that \(E[S_{m,n}]\) is at most \(m\) plus lower-order terms under the optimal strategy. More precisely, the following was proved.
**Theorem 3** ([6], Theorem 1.3). If \( n \) is sufficiently large in terms of \( m \geq 2 \), then under an optimal strategy with Yes/No feedback,

\[
\mathbb{E}[S_{m,n}] = m + O(m^{3/4} \log m),
\]

where this bound holds uniformly in \( n \).

This shows that the lower bound of Theorem 1 is close to best possible. It also shows that for fixed \( m \), under an optimal strategy with Yes/No feedback, \( \mathbb{E}[S_{m,n}] \) is bounded as a function of \( n \). This is in sharp contrast to the Complete feedback model, where one can guarantee \( \Omega(\log n) \) correct guesses in expectation; see [6].

Theorem 3 does not give an effective bound on \( \mathbb{E}[S_{m,n}] \) under Yes/No feedback for any fixed \( m \). For example, it does not tell us whether \( \mathbb{E}[S_{2,n}] \leq 100 \) for \( n \) sufficiently large, and it is natural to ask for bounds when \( m \) is a fixed small integer. The case \( m = 1 \) was completely solved in [5].

**Theorem 4** ([5], Theorems 5 and 6). Under the optimal strategy with Yes/No feedback,

\[
\mathbb{E}[S_{1,n}] = e - 1 + O(1/n!) \approx 1.72,
\]

and under the optimal misère strategy,

\[
\mathbb{E}[S_{1,n}] = 1 - e^{-1} + O(1/n!) \approx .632.
\]

The proof of Theorem 4 relies on an optimal strategy which is easy to analyze when \( m = 1 \), and without this it seems difficult to nail down asymptotic values of \( \mathbb{E}[S_{m,n}] \) in general.

3. **Practical Strategies and Computational Data.** Perhaps the simplest strategy to use in the Yes/No feedback model is the strategy where one guesses “1” every round. This strategy always gives exactly \( m \) correct guesses. Of course, this strategy is somewhat silly. One can always do at least as well by using the strategy: guess card “1” until the player is told \( m \) guesses were correct, then guess card “2” until the player is told \( m \) guesses were correct, and so on. We call this the safe strategy and denote it by \( S \). While this does better than the trivial strategy of guessing “1” every round, heuristic reasoning suggests that it does not do much better when \( m \) is large.

Indeed, the probability that the safe strategy gives at least \( m + k \) correct guesses for \( k \leq m \) is exactly \( \left( \sum_{k=0}^{m} \binom{2m-k}{m-k} / \binom{2m}{m} \right) \) (since this happens whenever the \( m \) “1”’s appear in the first \( 2m - k \) positions in the deck). Thus the expected number of correct guesses of “1” and “2” card types using the safe strategy is

\[
\sum_{k=0}^{2m} \Pr[S_{m,n} \geq k] = m - 1 + \sum_{k=0}^{m} \frac{\binom{2m-k}{m}}{\binom{2m}{m}}
\]

\[
= m - 1 + \frac{\binom{2m+1}{m+1}}{\binom{2m}{m}}
\]

\[
= m - 1 + \frac{2m + 1}{m + 1} = m + 1 - \frac{1}{m + 1}.
\]
Table 4. (Simulated) values of $E[S_{m,n}]$ under various strategies.

| $m = 2, n = 6$ (exact) | $S$ | $F$ | $F_3$: 2.941 | $H^+$ | $H^-$ |
|------------------------|-----|-----|--------------|-------|-------|
| $m = 3, n = 5$ (exact) | 3.772 | 3.753 | $F_{25}$: 4.006 | 3.431 | 2.569 |
| $m = 4, n = 10$ ($t = 10^6$) | 4.806 | 4.831 | $F_{25}$: 5.100 | 4.370 | 3.585 |
| $m = 5, n = 20$ ($t = 10^6$) | 5.835 | 5.856 | $F_{15}$: 6.136 | 5.482 | 4.516 |

For $n > 2$ the probability of guessing any “3” correctly is less than $\left(\frac{2m}{m}\right)^{-1}$, so for large $m$ the safe strategy will typically only guess “1” and “2.” Thus we do not expect much more than $m + 1$ correct guesses using the safe strategy.

Another natural strategy is the shifting strategy $F$ where the player guesses “1” until they get a correct guess, then “2” until they get a correct guess, and so on; and upon guessing an “$n$” correctly, they go back to guessing “1”s, and then “2”s, and so on. Observe that the safe and shifting strategies look identical until the first “1” is guessed correctly. Because of this, the player can choose which strategy they wish to use after seeing the first “1,” where intuitively they should use the shifting strategy if the first “1” shows up early and the safe strategy otherwise.

To this end, we define the $\gamma$-shifting strategy $F_{\gamma}$ by guessing “1” until a correct guess is made at time $t$. If $t \geq \gamma mn$, the player proceeds as in the safe strategy, and otherwise they proceed as in the shifting strategy. For example, $F_0$ is the safe strategy and $F_1$ is the shifting strategy, so $F_{\gamma}$ serves as a sort of interpolation between these two strategies.

We next define the halfway strategy $H^+$ by guessing “1” for the first $\frac{1}{2}mn$ trials. If at most $\frac{1}{2}m$ cards have been guessed correctly, then keep guessing “1” (guaranteeing $m$ points at the end of the game), and otherwise guess “2” for the rest of the game. The intuition is that if there are many copies of “1” in the first half of the deck, then there will be slightly more copies of “2” (or any other card type) in the second half of the deck. This intuition is made rigorous in Lemma 3.

We now turn to strategies which get few correct guesses. Analogous to $H^+$, we define the halfway strategy $H^-$ by guessing “1” for the first half of the game, then to keep guessing “1”s if more than $\frac{1}{2}m$ correct guesses were made, and otherwise guessing “2”s the rest of the game. Finally, we define the avoiding strategy $A$ by guessing “1,” then “2,” then “3,” and so on until some “$k$” is guessed correctly, at which point one guesses “$k$” for the rest of the game. If the player does not guess any of the first $n$ cards correctly, then they again guess “1,” then “2,” and so on until a card “$k$” is guessed correctly, and then they guess “$k$” for the rest of the game.

In Table 4, we present computational data for most of these strategies. The first two rows are the exact value of $E[S_{m,n}]$ using the stated strategy with Yes/No feedback. The next two rows represent the sample mean of $S(\mathcal{G}, \pi)$ obtained after sampling $t = 10^6$ permutations of $\mathcal{G}_{m,n}$. The entries corresponding to $F_{\gamma}$ indicate which value of $\gamma$ was used, and these values were chosen to roughly maximize the expectation. Each entry is rounded after three decimal places.

The main benefit of the strategies of this section is that we can give rigorous bounds on their performance (or more precisely, on technical variants of the strategies which are easier to analyze). For example, we provided no computational data for the avoiding strategy, since it turns out that we can determine its expectation asymptotically for all $m$. 
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Proposition 1. For any fixed $m$, using the avoiding strategy with Yes/No feedback gives

$$\mathbb{E}[S_{m,n}] \sim m - 1 + m^{-1} - m^{-1}e^{-m}.$$ 

Note that for $m = 1$ this bound is tight by Theorem 4. A proof of Proposition 1 can be found in the arXiv version of this article [7].

4. PROOF OF THEOREM 1: THE HALFWAY STRATEGIES $\mathcal{H}^\pm$. In this section, we prove Theorem 1 using a technical variant of the halfway strategies $\mathcal{H}^\pm$, which we denote by $\mathcal{H}^\pm_*$ and define as follows. Guess “1” a total of $\lfloor mn/2 \rfloor$ times. If at most $1/2m + 1/2\sqrt{m}$ correct guesses have been made, then we continue to guess “1” for the rest of the game, otherwise we guess “2” for the rest of the game otherwise. Similarly, $\mathcal{H}_-^*$ is defined by guessing “1” a total of $\lfloor mn/2 \rfloor$ times, then continuing if at most $1/2m - 1/2\sqrt{m}$ correct guesses have been made, and with “2” being guessed otherwise.

To show that $\mathcal{H}^*_+$ gives the correct lower bound, we first show that the probability of getting at least $1/2m + 1/2\sqrt{m}$ correct guesses in the first phase is relatively large.

Lemma 1. For $\pi \in \mathfrak{S}_{m,n}$, let $K_1(\pi)$ denote the number of $t \leq \lfloor mn/2 \rfloor$ with $\pi_t = 1$. Then for $m \geq 2$ and $n \geq 8m$ and all $0 \leq k \leq m$, we have

$$\Pr[K_1(\pi) = k] \geq \frac{1}{2} \cdot 2^{-m} \binom{m}{k}.$$ 

That is, the probability of having exactly $k$ of the $m$ “1”s appearing in the first half of $\pi$ is roughly the probability of having $k$ heads in a series of $m$ coin tosses.

Proof. First assume $mn$ is even. Then

$$\Pr[K_1(\pi) = k] = \binom{mn/2}{k} \binom{mn/2}{m-k} / \binom{mn}{m}.$$ (1)

We recall the bounds $\binom{N}{r} \leq N^r / r!$ and

$$\binom{N}{r} \geq \frac{(N - r)^r}{r!} = \frac{(1 - r/N)^r}{r!} \geq \frac{(1 - r^2/N)}{r!},$$

where the last inequality uses $(1 + x)^r \geq 1 + rx$, which holds for $x \geq -1$ and $r \geq 1$. Using these bounds and (1), we find for $0 \leq k \leq m$ and $n \geq 8m$ that

$$\Pr[K_1(\pi) = k] \geq \frac{(mn/2)^m m!}{(mn)^m k!(m-k)!} \cdot \frac{1}{(1 - 2k^2/mn)(1 - 2(m-k)^2/mn)} \cdot \frac{1}{2} \cdot 2^{-m} \binom{m}{k}.$$ 

This completes the proof for $mn$ even. If $mn$ is odd, then a similar analysis as before gives

$$\Pr[K_1(\pi) = k] \geq \frac{(mn/2)^m m!}{(mn)^m k!(m-k)!} \cdot \frac{1}{(1 - 2m^2/(mn - 1))^2} \cdot \frac{1}{2} \cdot 2^{-m} \binom{m}{k} \cdot (1 - 1/mn)^m (1 - 2m^2/(mn - 1))^2.$$
Using \((1 + x/r)^r \geq 1 + x, n \geq 8m, \) as well as \(mn\) odd and \(m \geq 2) implying \(m \geq 3,\) we find that the above quantity is at least
\[
2^{-m} \binom{m}{k} \cdot (1 - 1/8m)(1 - 2m^2/(8m^2 - 1))^2 \geq 2^{-m} \binom{m}{k} \cdot (23/24)(53/71)^2,
\]
which is greater than \(2^{-m} \binom{m}{k} \cdot \frac{1}{2} \) as desired.

We show that the bound in Lemma 1 is large for \(k \geq \frac{1}{2}m + \frac{1}{2} \sqrt{m}\) by using the following anti-concentration result for binomial random variables.

**Lemma 2.** Let \(B_m\) denote a binomial random variable with \(m\) trials and probability of success \(1/2.\) Then for all \(m,
\[
\Pr \left[ B_m \geq \frac{1}{2}m + \frac{1}{2} \sqrt{m} \right] \geq \frac{7}{64}.
\]

We note that this bound is best possible by considering \(m = 6.\)

**Proof.** By the symmetry of the binomial distribution, it suffices to prove
\[
\Pr \left[ B_m \leq \frac{1}{2}m - \frac{1}{2} \sqrt{m} \right] \geq \frac{7}{64}.
\]

By [13, Corollary 1.2], for all \(m\) we have
\[
\left| \Pr \left[ B_m \leq \frac{1}{2}m - \frac{1}{2} \sqrt{m} \right] \right| - \Phi(-1) \leq \frac{1}{\sqrt{2\pi m}},
\]
where \(\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt\) is the cumulative distribution function of a standard normal distribution. This implies
\[
\Pr \left[ B_m \leq \frac{1}{2}m - \frac{1}{2} \sqrt{m} \right] \geq .158 + \frac{1}{\sqrt{2\pi m}},
\]
which gives the desired bound for \(m \geq 68,\) and one can verify the result for smaller \(m\) by aid of a computer.

Finally, we show that conditional on getting at least \(\frac{1}{2}m + \frac{1}{2} \sqrt{m}\) correct guesses in the first phase of the strategy, one expects to guess “2” correctly at least \(\frac{1}{2}m\) times in the second phase.

**Lemma 3.** For \(\pi \in \mathcal{S}_{m,n},\) let \(K_2(\pi)\) denote the number of \(t > \lfloor mn/2 \rfloor \) with \(\pi_t = 2,\) and define \(K_1(\pi)\) as in Lemma 1. If \(k \geq \frac{1}{2}m,\) then
\[
\mathbb{E}[K_2(\pi) | K_1(\pi) = k] \geq \frac{1}{2}m,
\]
and if \(k < \frac{1}{2}m,\)
\[
\mathbb{E}[K_2(\pi) | K_1(\pi) = k] \leq \frac{1}{2}m.
\]
Proof. For \( i \geq 2 \) define \( K_i(\pi) \) to be the number of \( t > \lfloor mn/2 \rfloor \) with \( \pi_t = i \). Observe that for all \( k \) and \( i \geq 2 \), we have \( \mathbb{E}[K_2(\pi)|K_1(\pi) = k] = \mathbb{E}[K_i(\pi)|K_1(\pi) = k] \). Thus

\[
(n - 1) \cdot \mathbb{E}[K_2(\pi)|K_1(\pi) = k] = \mathbb{E}\left[ \sum_{i \geq 2} K_i(\pi)|K_1(\pi) = k \right] = mn - \lfloor mn/2 \rfloor - m + k,
\]

where this last step used that the expectation is exactly the number of cards among the last \( mn - \lfloor mn/2 \rfloor \) that are not of type “1,” which is deterministically equal to \( mn - \lfloor mn/2 \rfloor - m + k \).

With this, if \( k \geq \frac{1}{2} m \) we find

\[
\mathbb{E}[K_2(\pi)|K_1(\pi) = k] \geq \frac{1}{n-1}(mn - mn/2 - m/2) = \frac{1}{2} m,
\]

and similarly if \( k < \frac{1}{2} m \), then \( k \) being an integer implies \( k \leq \frac{1}{2} m - \frac{1}{2} \), and we have

\[
\mathbb{E}[K_2(\pi)|K_1(\pi) = k] \leq \frac{1}{n-1}(mn - (mn - 1)/2 - m/2 - 1/2) = \frac{1}{2} m,
\]

proving the result.

With all this we can prove Theorem 1, which for the convenience of the reader we restate here.

**Theorem 1.** For all \( m \) and \( n \geq 8m \):

- **Under the optimal strategy with Yes/No feedback,**
  \[
  \mathbb{E}[S_{m,n}] \geq m + \frac{1}{40} \sqrt{m}.
  \]
- **Under the optimal misère strategy with Yes/No feedback,**
  \[
  \mathbb{E}[S_{m,n}] \leq m - \frac{1}{40} \sqrt{m}.
  \]

**Proof.** If \( m = 1 \), then this follows from Theorem 4, so from now on we assume \( m \geq 2 \). We first prove our lower bound on the optimal strategy by considering the aforementioned strategy \( \mathcal{H}_+^* \) of guessing “1” a total of \( \lfloor mn/2 \rfloor \) times, then guessing “1” the rest of the game if we guessed fewer than \( \frac{1}{2} m + \sqrt{m} \) cards correctly, and otherwise guessing “2” for the rest of the game.

For ease of notation, we let \( \mathbf{K}_i = K_i(\pi) \) for \( i = 1, 2 \) as defined in Lemmas 1 and 3. With this, we see that \( S(\mathcal{H}_+^*, \pi) = m \) if \( \mathbf{K}_1 < \frac{1}{2} m + \frac{1}{2} \sqrt{m} \) and \( S(\mathcal{H}_+^*, \pi) = \mathbf{K}_1 + \mathbf{K}_2 \) otherwise. Thus \( \mathbb{E}[S(\mathcal{H}_+^*, \pi)] \) is equal to

\[
\operatorname{Pr}\left[ \mathbf{K}_1 < \frac{1}{2} m + \frac{1}{2} \sqrt{m} \right] \cdot m + \sum_{k \geq \frac{1}{2} m + \frac{1}{2} \sqrt{m}} \operatorname{Pr}[\mathbf{K}_1 = k] \cdot (k + \mathbb{E}[\mathbf{K}_2|\mathbf{K}_1 = k])
\]

\[
\geq \operatorname{Pr}\left[ \mathbf{K}_1 < \frac{1}{2} m + \frac{1}{2} \sqrt{m} \right] \cdot m + \sum_{k \geq \frac{1}{2} m + \frac{1}{2} \sqrt{m}} \operatorname{Pr}[\mathbf{K}_1 = k] \cdot \left( \frac{1}{2} m + \frac{1}{2} \sqrt{m} + \frac{1}{2} m \right)
\]

\[
\geq 
\]
where the inequality used Lemma 3. By Lemmas 1 and 2, we have

\[ \Pr \left[ K_i \geq \frac{1}{2} m + \frac{1}{2} \sqrt{m} \right] = 2 \Pr \left[ B_m \geq \frac{1}{2} m + \frac{1}{2} \sqrt{m} \right] \geq \frac{1}{20}, \]

and with this we conclude the desired lower bound for the optimal strategy.

For the optimal misère strategy, essentially the same analysis as above applies to \( \mathcal{H}_a \), the only significant change being that we use the second half of Lemma 3 instead of the first half. We omit the details.

5. PROOF OF THEOREM 2: THE \( \gamma \)-SHIFTING STRATEGY \( \mathcal{F}_\gamma \). Intuitively we use the \( \gamma \)-shifting strategy \( \mathcal{F}_\gamma \) to achieve the lower bound of Theorem 2 for \( \mathbb{E}[S_{2,n}] \) and \( \mathbb{E}[S_{3,n}] \), though for technical reasons it will be convenient to use a variant that never guesses card types larger than some cutoff value \( k \). To aid in our proof, we use the following lemma for approximating sums with integrals.

**Lemma 4 ([11], Theorem 4.2).** Let \( a < b \) be integers. Let \( h \) be an integrable function on \([a - 1, b + 1] \), \( S = \sum_{i=a}^{b} h(i) \), and \( I = \int_a^b h(x) \, dx \). Let \( M \) be such that \( |h(x)| \leq M \) for all \( a - 1 \leq x \leq b + 1 \). Suppose \([a - 1, b + 1]\) can be broken up into at most \( r \) intervals such that \( h \) is monotone on each. Then

\[ |S - I| \leq 6rM. \]

We now prove Theorem 2, which for the convenience of the reader we restate here.

**Theorem 2.** For \( n \) sufficiently large, under the optimal strategy with Yes/No feedback,

\[ \mathbb{E}[S_{2,n}] \geq 2.91, \]

\[ \mathbb{E}[S_{3,n}] \geq 3.97. \]

**Proof.** The argument is somewhat complex, so to start we consider \( m = 2 \). Fix some integer \( k \) and real \( \gamma \), and define the \((k, \gamma)\)-shifting strategy \( \mathcal{F}_{k,\gamma} \) as follows. The player guesses “1” until they get a correct guess. If this happens in fewer than \( 2\gamma n \) guesses, they use a modified shifting strategy \( \mathcal{F}_k \) where they guess “2” until they get a correct guess, then “3” until they get a correct guess, all the way up to “\( k \)” after which they go back to guessing “1” until they get a correct guess, then “2,” and so on. If they guess “\( k \)” correctly a second time, they keep guessing “\( k \)” (effectively giving up on trying to get more points). If the first “1” appears after \( 2\gamma n \) guesses, they use a modified safe strategy \( \mathcal{S}_k \) where they guess “1” until they guess both correctly, then “2” until they guess both correctly, and so on until they guess both “\( k \)”s correctly, after which they keep guessing “\( k \)” for the rest of the game.

Given a permutation \( \pi \), let \( F_k(\pi) \) be the score the player gets using the modified shifting strategy \( \mathcal{F}_k \) on \( \pi \), and let \( G_k(\pi) \) be the score they get using the modified safe strategy \( \mathcal{S}_k \) on \( \pi \). Let \( \pi_{1}^{-1} \) denote the index of the leftmost “1” in \( \pi \). For example, if \( k = 3 \) and \( \pi = 41234132 \), then \( \pi_{1}^{-1} = 2 \), \( F_3(\pi) = 5 \) (coming from guessing 1, 2, 3, 1, 2 correctly) and \( G_3(\pi) = 3 \) (coming from guessing 1, 1, 2 correctly). As another set of examples, \( \{(\pi, \pi_{1}^{-1}, F_2(\pi), G_2(\pi)) : \pi \in \mathcal{S}_{2,2}\} \) is equal to

\[ \{(1122, 1, 2, 4), (1212, 1, 4, 3), (1221, 1, 3, 2), (2112, 2, 2, 3), (2121, 2, 3, 2), (2211, 3, 1, 2)\}. \]
Let $\pi^{\leq k}$ denote $\pi$ after deleting every letter larger than $k$. By construction, $S(\mathcal{F}_{k,\gamma}, \pi) = F_k(\pi) = F_k(\pi^{\leq k})$ if $\pi_1^{-1} < 2\gamma n$ and $S(\mathcal{F}_{k,\gamma}, \pi) = G_k(\pi^{\leq k})$ otherwise. That is, $S(\mathcal{F}_{k,\gamma}, \pi)$ depends entirely on $\pi^{\leq k}$ and $\pi_1^{-1}$. In particular,

$$
E[S(\mathcal{F}_{k,\gamma}, \pi)] = \sum_{t < 2\gamma n} \sum_{\sigma \in \mathcal{S}_{2,k}} F_k(\sigma) \Pr[\pi_1^{-1} = t \cap \pi^{\leq k} = \sigma] + \sum_{t \geq 2\gamma n} \sum_{\sigma \in \mathcal{S}_{2,k}} G_k(\sigma) \Pr[\pi_1^{-1} = t \cap \pi^{\leq k} = \sigma].
$$

With this in mind, we wish to determine $\Pr[\pi_1^{-1} = t \cap \pi^{\leq k} = \sigma]$. Fix some $\sigma \in \mathcal{S}_{2,k}$ and define $q = \sigma_1^{-1} - 1$. We claim that the total number of $\pi \in \mathcal{S}_{2,n}$ with $\pi_1^{-1} = t$ and $\pi^{\leq k} = \sigma$ is

$$
\begin{align*}
\binom{t-1}{q} \binom{2n-t}{k-1-q} \frac{(2n-2k)!}{2^{n-k}}.
\end{align*}
$$

Indeed, first we choose the indices where the letters of type $\{1, \ldots, k\}$ will go as follows. The leftmost “1” must go in position $t$, and then one chooses the $q$ positions to the left of $t$ and the $2k - 1 - q$ positions to the right of $t$ where the remainder of these symbols go in \((t-1)q \binom{2n-t}{k-1-q}\) ways. Once these indices are chosen, the relative order of the symbols in $\{2, \ldots, k\}$ is determined by $\sigma$. One then arranges the remaining symbols that are not in $\{1, \ldots, k\}$ in $(2n-2k)!/2^{n-k}$ total ways. This proves the claim. We note that (4) can be written as

$$
\frac{(t-1)(t-2) \cdots (t-q) \cdot (2n-t) \cdots (2n-t-2k+q+2) \cdot (2n-2k)!}{2^{n-k}q!(2k-1-q)!} \geq \frac{(t-2k)^q(2n-t-2k)^{2k-1-q}(2n-2k)!}{2^{n-k}q!(2k-1-q)!},
$$

where we used that $0 \leq q < 2k$. By dividing this by $|\mathcal{S}_{2,n}| = (2n)!/2^n$, we conclude that

$$
\Pr[\pi_1^{-1} = t \cap \pi^{\leq k} = \sigma] \geq \frac{2^k}{q!(2k-1-q)!} \frac{(t-2k)^q(2n-t-2k)^{2k-1-q}}{(2n) \cdots (2n-2k+1)} \geq \frac{2^k}{q!(2k-1-q)!} \frac{(t-2k)^q(2n-t-2k)^{2k-1-q}}{(2n)^2k}. \tag{5}
$$

Let

$$
\phi_{q,n}(t) := \frac{2^k}{2n \cdot q!(2k-1-q)!} \left( \frac{t}{2n} \right)^q \left( 1 - \frac{t}{2n} \right)^{2k-1-q},
$$

which is simply (5) after replacing each $t-2k$ term with $t$, and intuitively this should be close to (5) because $k$ is a fixed integer. More precisely, we claim that (5) is equal to $\phi_{q,n}(t) + O(n^{-2})$ for $1 \leq t \leq 2n$, which implies

$$
\Pr[\pi_1^{-1} = t \cap \pi^{\leq k} = \sigma] \geq \phi_{q,n}(t) + O(n^{-2}). \tag{6}
$$

Indeed, consider the numerator of the second fraction in (5) as a polynomial in $2k$. Because $t \leq 2n$, for any integer $\alpha$ the coefficient of $(2k)^\alpha$ in this polynomial will be
bounded in absolute value by $2^{2k}(2n)^{2k-1-a}$, so summing over all the terms involving $2k$ in the numerator gives, in absolute value, at most

$$2^{2k} \sum_{a=1}^{2k} (2k)^a (2n)^{2k-1-a} \leq 2^{2k} (2k)^{2k+1} n^{2k-2} = O(n^{2k-2}),$$

where we used that $k$ is a fixed constant. Dividing this by the denominator $(2n)^{2k}$ gives the result.

Define

$$f_{k,n}(t) = \sum_{q=0}^{2k-1} \sum_{\sigma \in \mathcal{G}_{2,k}} F_k(\sigma) \phi_q(n)(t),$$

and similarly define $g_{k,n}(t)$ but with $G_k(\sigma)$ used instead of $F_k(\sigma)$. Then (3) and (6) imply

$$\mathbb{E}[S(\mathcal{F}_{k,\gamma}, \pi)] \geq \sum_{t \leq 2yn} f_{k,n}(t) + \sum_{t \geq 2yn} g_{k,n}(t) + O(n^{-1}).$$

We wish to replace these sums with integrals using Lemma 4. Observe that $|f_{k,n}(t)| \leq \frac{k2^n}{n}|\mathcal{G}_{2,k}|$ for $0 \leq t \leq 2n$ since $|\phi_q(n)(t)| \leq \frac{2^{k+1}}{n}$ in this range and $F_k(\sigma) \leq 2k$ for all $\sigma \in \mathcal{G}_{2,k}$. Further, $f_{k,n}(t)$ has degree at most $2k$, so we can break $\mathbb{R}$ into at most $2k$ intervals on which $f$ is monotone. Similar analysis holds for $g_{k,n}(t)$. By taking $r = 2k = O(1)$ and $M = \frac{2k}{n}|\mathcal{G}_{2,k}| = O(n^{-1})$, we conclude that

$$\mathbb{E}[S(\mathcal{F}_{k,\gamma}, \pi)] \geq \int_1^{[2yn]-1} f_{k,n}(t) dt + \int_{[2yn]}^{2n-1} g_{k,n}(t) dt + O(n^{-1}),$$

where we used that $|g_{k,n}(t)|, |f_{k,n}(t)| = O(n^{-1})$ in this range to tweak the limits of integration.

At this point one simply needs to choose some $k$ for which the polynomials $f_{k,n}$ and $g_{k,n}$ are feasible to compute and then to choose $\gamma$ so that the corresponding integral is optimized. For example, taking $k = 2$ and using (2) gives that $f_{2,n}(t)$ equals

$$(2 + 4 + 3) \frac{1}{3n} (1 - t/2n)^3 + (2 + 3) \frac{1}{n} (t/2n)(1 - t/2n)^2 + 1 \cdot \frac{1}{n} (t/2n)^2(1 - t/2n),$$

and similarly $g_{2,n}(t)$ equals

$$(4 + 3 + 2) \frac{1}{3n} (1 - t/2n)^3 + (3 + 2) \frac{1}{n} (t/2n)(1 - t/2n)^2 + 2 \cdot \frac{1}{n} (t/2n)^2(1 - t/2n).$$

In this case $g_{2,n}(t) \geq f_{2,n}(t)$ for all $0 \leq t \leq 2n$, so the optimal choice is $\gamma = 0$, and evaluating $\int_0^{2n} g_{2,n}(t) dt$ gives the bound

$$\mathbb{E}[S(\mathcal{F}_{2,0}, \pi)] \geq \frac{8}{3} + O(n^{-1}).$$

In a similar fashion, it is feasible to compute the polynomials $f_{6,n}(t)$ and $g_{6,n}(t)$ by use of a computer. Namely, one does this by computing $F_6(\pi)$ and $G_6(\pi)$ for each
π ∈ S_{2,6}, which took about a day using a laptop computer. After recording the functions \( f_{6,n}(t) \), \( g_{6,n}(t) \), one can choose various values of \( \gamma \) to plug into \( \int_0^{2\gamma n} f_{6,n}(t) \, dt + \int_{2\gamma n}^{2n} g_{6,n}(t) \, dt \) in order to find a value of \( \gamma \) which gives a relatively large value. Experimentally we found that \( \gamma = .35 \) makes this integral fairly large, namely at least 2.9144. In total this gives the bound

\[
\mathbb{E}[S(F_{6,35}, \pi)] \geq 2.9143 + O(n^{-1})
\]

so for \( n \) sufficiently large we obtain our desired bound.

For larger \( m \) a similar proof works, the only significant change being that we use

\[
\phi_{q,n}(x) = \frac{(m!)^k}{(mn)^q!(mk - 1 - q)!} (1 - t/mn)^{mk-1-q}.
\]

For \( m = 3 \), if we take \( k = 5 \) and \( \gamma = .25 \) (which again is found through computer computation and experimentation), this method ends up giving the desired lower bound for \( \mathbb{E}[S_{3,n}] \) when \( n \) is sufficiently large.

In principle, many other strategies that utilize finite cutoffs could be analyzed with this method, which could further improve our asymptotic bounds. However, it seems impractical to extend this method to larger \( m \).

6. CONCLUDING REMARKS. There are many questions that remain open. Perhaps the most embarrassing gap in our knowledge is in understanding the score under the optimal misère strategy with Yes/No feedback. The best lower bound we can prove for this is the following.

**Theorem 5.** For each fixed \( m \), under the optimal misère strategy with Yes/No feedback and \( n \) tending to infinity,

\[
\mathbb{E}[S_{m,n}] \geq 1 - e^{-m} - o_m(1).
\]

Roughly the proof works by showing that \( \Pr[S_{m,n} \geq 1] \geq 1 - e^{-m} - o(1) \) regardless of what strategy is used. A full proof can be found in the arXiv version of this article [7]. Theorem 5 proves that \( \mathbb{E}[S_{m,n}] \) is bounded away from 0 (which does not happen with Complete feedback, see [6]), but there is still a large gap between this and the upper bound of Theorem 1. We conjecture the following.

**Conjecture 1.** If \( n \) is sufficiently large in terms of \( m \), then under an optimal misère strategy with Yes/No feedback,

\[
\mathbb{E}[S_{m,n}] = m - o(m),
\]

where this bound holds uniformly in \( n \).

Observe that Theorem 3 shows that the analogous conjecture for the optimal strategy is true.

It would be of significant interest to determine the asymptotic value of \( \mathbb{E}[S_{2,n}] \) under an optimal strategy with Yes/No feedback, but this seems difficult. We claim that one can adapt the methods of [6] to prove \( \mathbb{E}[S_{m,n}] \leq 2.7m \) for any \( m \) provided \( n \) is sufficiently large in terms of \( m \). In light of Theorem 3, we know that the ratio \( \mathbb{E}[S_{m,n}]/m \) tends to 1 as a function of \( m \) provided \( n \) is sufficiently large in terms of \( m \). Given this and Theorem 4, we suspect the following holds.
Conjecture 2. For all $m$ and $\epsilon > 0$, if $n$ is sufficiently large in terms of $m$, we have under an optimal strategy with Yes/No feedback,

$$\mathbb{E}[S_{m,n}] \leq (e - 1)m + \epsilon.$$ 

Another problem of interest would be to close the gap in the error terms of Theorems 1 and 3 for the optimal strategy. In particular, we conjecture the following.

Conjecture 3. For all $\epsilon > 0$, if $n$ is sufficiently large in terms of $m$, then under an optimal strategy with Yes/No feedback,

$$\mathbb{E}[S_{m,n}] = m + O(m^{1/2+\epsilon}),$$

where this bound holds uniformly in $n$.

That is, we suspect the lower bound of Theorem 1 to be essentially best possible.
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The shaking chalk,  
woobling across the board,  
cannot tell us  
the years of thought going into each scratch,  
cannot tell us who  
the aged shrunken man  
is, and once was,  
and that, on some days,  
he still towers over us.

Turning back, he points a bony finger  
and challenges  
*Can you draw $S_4$?*  
And, another day,  
*Can you define 'complete intersection'?*

Yes? *Come to the board,*  
*take this chalk,*  
*explain to everyone.*

My bold strokes, bright and thick,  
say little that is true,  
but I know the answers,  
and I have the floor,  
so I feel just a little taller  
than I had been,  
but as the chalk snaps in my hands,  
his watchful, watery eyes remind me  
of true stature.
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