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Abstract

Recently, neural networks have been widely applied for solving partial differential equations (PDEs). Although such methods have been proven remarkably successful on practical engineering problems, they have not been shown, theoretically or empirically, to converge to the underlying PDE solution with arbitrarily high accuracy. The primary difficulty lies in solving the highly non-convex optimization problems resulting from the neural network discretization, which are difficult to treat both theoretically and practically. It is our goal in this work to take a step toward remedying this. For this purpose, we develop a novel greedy training algorithm for shallow neural networks. Our method is applicable to both the variational formulation of the PDE and also to the residual minimization formulation pioneered by physics informed neural networks (PINNs). We analyze the method and obtain a priori error bounds when solving PDEs from the function class defined by shallow networks, which rigorously establishes the convergence of the method as the network size increases. Finally, we test the algorithm on several benchmark examples, including high dimensional PDEs, to confirm the theoretical convergence rate. Although the method is expensive relative to traditional approaches such as finite element methods, we view this work as a proof of concept for neural network-based methods, which shows that numerical methods based upon neural networks can be shown to rigorously converge.
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1. Introduction

Machine learning based approaches in the computational mathematics community have increased rapidly in recent years. One of the main new applications of machine learning has been to the numerical solution of differential equations. In particular, neural network-based discretization has become a revolutionary tool for solving differential equations \cite{26, 84, 33} and for learning the underlying physics behind experimental data \cite{70}. This approach has been applied to a wide variety of practical problems with astounding success \cite{10, 11, 58, 72, 64}. The benefit of this new approach is that neural networks can lessen or even overcome the curse of dimensionality for high-dimensional problems \cite{40, 33, 32, 44}. This is due to the dimension independent approximation properties of neural networks \cite{6, 42}, which have been compared with finite element methods (FEMs) and other tradition methods in approximation theory \cite{91, 80, 23, 19, 92, 51, 75}.

Broadly speaking, there are three approaches for solving PDEs using neural networks which have been extensively studied recently. The first approach is to use neural networks to parameterize a set of functions in which the PDE is solved. This approach is taken by the deep Ritz method \cite{89} and by physics informed neural networks (PINNs) \cite{70}, and has been used to effectively solve the Schrödinger equation \cite{34, 15}. Another common approach is to learn the PDE solution operator using neural networks. This allows the efficient approximation of new solutions as parameters of the underlying PDE are varied and is a non-linear analogue of model reduction \cite{73}. The effectiveness of this approach has been shown through the success
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of DeepONet [52], the Fourier neural operator [48], and the Galerkin Transformer [14], which have recently been theoretically analyzed [43, 44]. Finally, there is the approach of learning the underlying PDE itself from data using deep neural networks, which was pioneered by PINNs [70]. In the following, we consider exclusively the first approach, where neural networks are used to parameterize a set of functions in which the equation is solved.

Generally speaking, we classify the numerical error of the neural network discretization into three parts: 1) the modeling error incurred by solving the PDE over a restricted function class; 2) the optimization error incurred by failing to fully optimize over the function class; and 3) discretization error incurred by discretizing the integrals appearing in the weak form of the equation (More details in Section 3). There are some results which bound the modeling error by considering how efficiently the PDE solution can be approximated with neural networks. For instance, the convergence analysis of the finite neuron method is discussed by considering a family of $H^m$-conforming piecewise polynomials based on artificial neural network [91]. The convergence rate of the deep Ritz method depends on the dimensionality [29]. The error estimate of the deep Ritz Method for elliptic problems with different boundary conditions is established in [62]. The convergence analysis of the least-squares method based on residual minimization in PINNs has been studied in [77] based on strong and variational formulations. The convergence of PINNs to the PDE solution is analyzed in [76] for linear second-order elliptic and parabolic PDEs.

The optimization error arises when the highly non-linear and non-convex optimization problem resulting from discretizing using neural networks is only approximately solved. There have been some results in the literature which work toward bounding this error. For instance, it has been shown that gradient descent applied to a sufficiently wide network will reach a global minimum [54, 28, 2, 94, 4]. In addition, the convergence of stochastic gradient descent (SGD) and Adam [41] has been analyzed in Fourier space. This results in the empirical observation that the error converges fastest in the lowest frequency modes which is known as the frequency principle or spectral bias of neural network training [55, 69]. In practice, Adam or SGD are typically used to solve the resulting optimization problems, although other methods, such as a randomized Newton’s method [16] and novel specialized methods, for instance the Active Neuron Least Squares method [1], have also been explored. Recently, an interesting optimization method which resembles the greedy algorithms we introduce has been developed for shallow ReLU neural networks [1].

However, the important point is that none of these algorithms empirically achieve asymptotic convergence as the network size increases [89, 70]. More specifically, the relative $L_2$ error of the deep Ritz method using the SGD optimizer stabilizes as the number of neurons increases (Table 1 in [89]), and the relative $L_2$ error of PINNs using the L-BFGS optimizer even increases as the number of neurons increases (Tables A.2 & A.3 in [70]). Moreover, for one-hidden-layer neural network with fixed inner weights with the ReLU activation function, one can prove that the condition number of the mass matrix is $O(n^4)$, where $n$ is the number of neurons [37]. This implies that gradient descent method converges very slow especially when $n$ is large. We want to stress that this lack of convergence in no way diminishes the practical utility of PINNs and the deep Ritz methods. In many practical problems, these methods achieve more than sufficient accuracy. However, from a mathematical point of view the question of whether neural network methods can be used to provably solve differential equations remains interesting.

Concerning the generalization accuracy, there are also some analytical results along this direction. For instance, a priori generalization analysis of the deep Ritz method is studied using the Barron norm with activation function $SP_\tau$ in [53]. The empirical risk of the PDE solution represented by an over-parameterized-two-layer neural network achieves a global minimizer under some assumptions [54]. The generalization error of PINNs can be bounded by the training error [59]. The generalization error of deep learning–based methods is also analyzed for high dimensional Black-Scholes PDEs to overcome the curse of dimensionality in [9].

However, there are significant gaps in the existing convergence and generalization theory. In particular, the wide networks which are required to make gradient descent or SGD converge cannot be guaranteed to generalize well. On the other hand, networks which are small enough or satisfy an appropriate bound on their coefficients to guarantee generalization cannot be provably optimized using gradient descent or its variants. Recently, this gap has been closed for shallow neural networks in [36].

To control these three numerical errors and observe the asymptotic convergence order numerically, we
propose provably convergent algorithms in this paper for efficiently solving the neural network optimization problem. The key idea is to use a greedy algorithm to train shallow neural networks instead of gradient descent. Greedy algorithms have previously been proposed for solving PDEs using a basis of separable functions \[30, 12, 3, 45\], and have been proposed for training shallow neural networks [46]. Our contributions are to develop a convergence analysis when using greedy algorithms for training shallow neural networks to solve PDEs, to show the practical feasibility of this method even in high dimensions, and to demonstrate that the theoretically derived convergence rates are achieved. To the best of our knowledge, this work is the first rigorous analysis without gaps which uses neural networks to solve PDEs and also the first neural network training algorithm which observes asymptotic convergence numerically. Although the method is currently not particularly efficient, we view it as a proof-of-concept which demonstrates the viability of using neural networks to rigorously solve PDEs. Improving the efficiency of the method and extending it to deeper networks with more complex architectures is a promising future research direction.

The remaining part of the paper is organized as follows: in Section 2, we introduce the problem setup and discuss the class of elliptic PDEs we will solve. We overview the basic machine learning theory for PDEs in Section 3 and introduce the neural network model classes in Section 4, where we also discuss the approximation error associated with using a neural network discretization. In Section 5, we discuss greedy algorithms for non-linear dictionary approximation and their convergence analysis, which bounds the optimization error. In section 7, we show how to bound the discretization error when discretizing the PDE energy. Several numerical examples are used to demonstrate the efficiency of the greedy algorithms in Section 9 and finally a conclusion is given in Section 10.

2. Basic setup and the model problem

2.1. Variational Formulation

We follow here largely the setting in [91]. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain with a sufficiently smooth boundary \( \partial \Omega \). For any integer \( m \geq 1 \), we consider the following \( 2m \)-th order partial differential equation with certain boundary conditions:

\[
\begin{aligned}
Lu &= f \text{ in } \Omega, \\
B^k(u) &= 0 \text{ on } \partial \Omega \quad (0 \leq k \leq m-1),
\end{aligned}
\]  

(2.1)

where \( B^k(u) \) denotes the Dirichlet, Neumann, or mixed boundary conditions which will be discussed in detail in the following. Here \( L \) is the partial differential operator defined as follows

\[
Lu = \sum_{|\alpha|=m} (-1)^m \partial^\alpha (a_\alpha(x) \partial^\alpha u) + a_0(x)u,
\]  

(2.2)

where \( \alpha \) denotes \( n \)-dimensional multi-index \( \alpha = (\alpha_1, \cdots, \alpha_n) \) with

\[
|\alpha| = \sum_{i=1}^n \alpha_i, \quad \partial^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}.
\]

For simplicity, we assume that \( a_\alpha \) are strictly positive and bounded on \( \Omega \) for \( |\alpha| = m \) and \( \alpha = 0 \), namely, \( \exists \alpha_0 > 0, \alpha_1 < \infty \), such that

\[
a_0 \leq a_\alpha(x), a_\alpha(x) \leq \alpha_1 \quad \forall x \in \Omega, \quad |\alpha| = m.
\]  

(2.3)

Further, when considering deterministic numerical quadrature in Section 7.3 we will make the additional assumption that \( a_\alpha \) are sufficiently smooth.

Given a nonnegative integer \( k \) and a bounded domain \( \Omega \subset \mathbb{R}^d \), let

\[
H_k(\Omega) := \{ v \in L^2(\Omega), \partial^\alpha v \in L^2(\Omega), |\alpha| \leq k \}
\]  

(2.4)
be standard Sobolev spaces with norm and seminorm given respectively by
\[
\|v\|_k := \left( \sum_{|\alpha| \leq k} \|\partial^\alpha v\|_0^2 \right)^{1/2},
\]
\[
|v|_k := \left( \sum_{|\alpha| = k} \|\partial^\alpha v\|_0^2 \right)^{1/2}.
\]

For \( k = 0 \), \( H^0(\Omega) \) is the standard \( L^2(\Omega) \) space with the inner product denoted by \( (\cdot, \cdot)_{0,\Omega} \). Similarly, for any subset \( K \subset \Omega \), \( L^2(K) \) inner product is denoted by \( (\cdot, \cdot)_{0,K} \). We note that, by a well-known property of Sobolev spaces, the assumption (2.3) implies that
\[
a(v, v) \geq \|v\|^2_{m,\Omega}, \forall v \in H^m(\Omega),
\]
where \( a(u, v) := \sum_{|\alpha| = m} (a_\alpha \partial^\alpha u, \partial^\alpha v)_{0,\Omega} + (a_0 u, v) \).

Next, we discuss the boundary conditions in detail. A popular type of boundary conditions is the Dirichlet boundary condition when \( B^k = B^k_D \) are given by the following Dirichlet type trace operators
\[
B^k_D(u) := \frac{\partial^k u}{\partial \nu^k}\bigg|_{\partial \Omega} (0 \leq k \leq m - 1),
\]
with \( \nu \) being the outward unit normal vector of \( \partial \Omega \). Using (2.6), we define
\[
H^m_0(\Omega) = \{ v \in H^m(\Omega) : B^k_D(v) = 0, 0 \leq k \leq m - 1 \}.
\]

For the aforementioned Dirichlet boundary condition, the elliptic boundary value problem (2.1) is equivalent to

**Minimization Problem D:** Find \( u \in H^m_0(\Omega) \) such that
\[
u = \arg \min_{v \in H^m_0(\Omega)} \mathcal{R}(v),
\]
with the energy function \( \mathcal{R} \) defined by
\[
\mathcal{R}(v) = \frac{1}{2} a(v, v) - \int_\Omega f v dx.
\]

Next we consider the following minimization problem over the whole space \( H^m(\Omega) \)

**Minimization Problem N:** Find \( u \in H^m(\Omega) \) such that
\[
u = \arg \min_{v \in H^m(\Omega)} \mathcal{R}(v),
\]
with energy function \( \mathcal{R} \) defined by (2.9).

The optimization problem (2.10) is equivalent to the following pure Neumann boundary value problems for the PDE operator (2.2):
\[
\begin{align*}
Lu &= f \quad \text{in } \Omega, \\
B^k_N(u) &= 0 \quad \text{on } \partial \Omega \quad (0 \leq k \leq m - 1),
\end{align*}
\]
where
\[
B^k_N : H^{2m}(\Omega) \to L^2(\partial \Omega)
\]
such that the following identity holds

\[(Lu, v) = a(u, v) - \sum_{k=0}^{m-1} \langle B_N^k(u), B_D^k(v) \rangle_{0, \partial \Omega}.\]  

(2.13)

In particular,

- For \(m = 1\), we have \(B_N^0(u) = \frac{\partial u}{\partial n}\).
- For \(m = 2\) and \(d = 2\), we have \(B_N^0 u = -\frac{\partial u}{\partial n} (\Delta u + \frac{\partial^2 u}{\partial s^2}) \bigg|_{\partial \Omega} \) and \(B_N^1 u = \frac{\partial u}{\partial s} \bigg|_{\partial \Omega} \).

In order to handle Dirichlet boundary conditions, we consider the mixed boundary value problem:

\[\begin{cases}
Lu_\delta = f & \text{in } \Omega, \\
B_D^k (u_\delta) + \delta B_N^k (u_\delta) = 0, & 0 \leq k \leq m - 1.
\end{cases}\]  

(2.14)  

It is easy to see that (2.14) is equivalent to the following optimization problem:

\[u_\delta = \arg \min_{v \in H^m(\Omega)} R_\delta(v)\]  

(2.15)  

where

\[R_\delta(v) = \frac{1}{2} a_\delta (v, v) - (f, v)\]  

(2.16)  

and

\[a_\delta (u, v) = a(u, v) + \delta^{-1} \sum_{k=0}^{m-1} \langle B_D^k(u), B_D^k(v) \rangle_{0, \partial \Omega}.\]  

(2.17)  

Using the theory developed in [91], we have an estimate between \(u\) and \(u_\delta\) as follows

**Lemma 1.** [91, Lemma 5.4] Define \(\| \cdot \|_{a, \delta} = \sqrt{a_\delta (\cdot, \cdot)}\). Let \(u\) be the solution of (2.1) with \(B^k = B_D^k\), \(0 \leq k \leq m - 1\), and \(u_\delta\) be the solution of (2.14). Then

\[\|u - u_\delta\|_{a, \delta} \lesssim \sqrt{\delta} \|u\|_{2m, \Omega}.\]  

(2.18)

### 2.2. Residual Formulation

The second type of problem we will consider are more general (potentially) non-elliptic and non-symmetric linear PDEs given by

\[Lu = f \text{ in } \Omega,\]  

(2.19)  

where the operator \(L\) is given by

\[Lu = \sum_{|\alpha| \leq m} a_\alpha(x) \partial^\alpha u.\]  

(2.20)  

We approach such an equation using the residual minimization technique pioneered by physics informed neural networks (PINNs) [70]. This approach has us minimizing the residual norm

\[R(v) = \frac{1}{2} \int_\Omega (Lv - f)^2 dx + \int_{\partial \Omega} B(v) dx,\]  

(2.21)  

where \(B(v)\) are our boundary conditions.

The advantage of the PINNs approach is exceptional flexibility which allows arbitrary equations, boundary conditions, data assimilation, and unknown terms in the equation itself to be treated in a straightforward manner which can be implemented rapidly. This flexibility has driven multiple recent breakthroughs in scientific computing [10, 11, 68, 72, 64].

---
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Our theory will allow us to obtain both a priori and a posteriori bounds on the PDE residual $\mathcal{R}(v)$. Relating this to the solution error is an important problem which has been studied for a variety of PDEs under certain assumptions, including for linear elliptic and parabolic PDEs [76, 60], for Kolmogorov PDEs [21], and for the Navier-Stokes equation [20].

3. Basic machine learning theory for PDEs

In this section, we describe the basics of machine learning and statistical learning theory and explain their connections with numerical methods for solving PDEs. Our focus will be on the connections with numerical PDEs, while the statistics and probability theory background can be found in standard references on statistical learning theory [74, 61].

3.1. General objective

We consider the following general setup corresponding to classification or regression. Let $X, Y$ and $Z$ denote three sets. Here $X$ represents the input space, $Y$ the label space, and $Z$ is the prediction space. We are trying to ‘learn’ a function $u : X \to Z$. We suppose that $u$ minimizes the risk, defined by

$$u = \arg \min_{v \in \mathcal{F}} \mathcal{R}(v), \quad \mathcal{R}(v) = \mathbb{E}_{x,y \sim d\mu}[l(x, y, v(x))] = \int_{X \times Y} l(x, y, v(x))d\mu(x, y), \tag{3.1}$$

over an appropriate function class $\mathcal{F}$. Here $l : X \times Y \times Z \to \mathbb{R}$ is an appropriate loss function, and $d\mu$ is a probability measure on $X \times Y$.

For example, in a binary image classification problem we would set $X = [0, 1]^{n \times n}$ and $Y = Z = \{0, 1\}$. Here $X$ represents the set of possible $n \times n$ pixel arrangements, i.e., images, and $Y$ and $Z$ represent the two possible classes. The function $u : X \to Y$ maps an image $x$ to a label $u(x) \in \{0, 1\}$. A typical loss function would be the indicator function

$$l(x, y, z) = y(1 - z) + z(1 - y) = \begin{cases} 0 & y = z, \\ 1 & y \neq z. \end{cases} \tag{3.2}$$

In this case the risk (3.1) is exactly the classification error, since we calculate

$$\mathcal{R}(v) = \mathbb{E}_{(x, y, z) \sim d\mu}[l(x, y, v(x))] = \mathbb{P}_{(x, y) \sim d\mu}[y \neq v(x)]. \tag{3.3}$$

The function class $\mathcal{F}$ could be taken as the set of all measurable functions from $X$ to $Z$, for instance.

To give another example which is more closely related to the situation when solving PDEs, we consider a regression problem, where $X = \mathbb{R}^d$ is the space of regressors, and $Y = Z = \mathbb{R}$ is the space of responses. In this case, we would take

$$l(x, y, z) = \frac{1}{2}(y - z)^2, \tag{3.4}$$

for instance. In this case the risk is exactly the expected $\ell^2$ regression error

$$\mathcal{R}(v) = \mathbb{E}_{(x, y) \sim d\mu}[l(x, y, v(x))] = \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}} |y - v(x)|^2 d\mu(x, y). \tag{3.5}$$

To put the solution of PDEs into this framework, we let $X = \Omega \subset \mathbb{R}^d$, $Y = \{0\}$ (i.e., we have no labels) and $Z = \mathbb{R}$, and consider the function class $\mathcal{F} = H^m(\Omega)$. The distribution $d\mu$ on $X \times Y$, which we can simply identify with $X = \Omega$, is the uniform distribution on the domain $\Omega$. We frame the solution of the PDE as the minimization of the risk (3.1) for an appropriate loss function $l$. For the solution of PDEs, the loss function must depend upon the derivatives of $u$, so we consider the somewhat more general risk

$$\mathcal{R}(v) = \mathbb{E}_{x \sim d\mu}[l(x, v(x), Dv(x), ..., D^m v(x))] = \int_{X} l(x, v(x), Dv(x), ..., D^m v(x))d\mu(x). \tag{3.6}$$
There are two prominent approaches for framing a PDE in this manner. One, known as the deep Ritz method \(^{89}\), is to consider the variational formulation of the PDE. For the elliptic PDE (3.1), this corresponds to setting

\[ l(x, v(x), Dv(x), ..., D^k v(x)) = \frac{1}{2} \left( \sum_{|\alpha| = m} a_\alpha(x) |\partial^\alpha v(x)|^2 + a_0(x)v(x)^2 \right) - f(x)v(x) \quad (3.7) \]

to solve the 2m-th order elliptic equation (2.1). In the case of Dirichlet boundary conditions, we must add to this an expectation of an appropriate penalty over the boundary of the domain \( X = \Omega \), i.e. our risk becomes

\[ \mathcal{R}(v) = \int_X l(x,v(x),Dv(x),...,D^{m-1}v(x))d\mu(x) + \delta^{-1}\int_{\partial X} l_{BC}(x,v(x),Dv(x),...,D^{m-1}v(x))d\mu_{BC}(x). \quad (3.8) \]

Here the loss function for the boundary conditions is given by

\[ l_{BC}(x,v(x),Dv(x),...,D^{m-1}v(x)) = \sum_{k=0}^{m-1} B^2_k(v(x))^2 = \sum_{k=0}^{m-1} \left( \frac{\partial^k v}{\partial \nu}(x) \right)^2, \quad (3.9) \]

where \( \nu \) denotes the outward normal vector. The distribution \( \mu_{BC} \) is the uniform distribution on the boundary of the domain \( \Omega \).

The other main approach we consider, which was pioneered in the breakthrough work on physics informed neural networks (PINNs) \(^{70}\), sets the loss function to the \( L^2 \) residual of the PDE, i.e. in order to solve the \( m \)-th order equation \( Lu = f \), we set our loss function to

\[ l(x,v(x),Dv(x),...,D^{m}v(x)) = \frac{1}{2}(Lu - f)^2 = \frac{1}{2} \left( \sum_{|\alpha| \leq m} a_\alpha(x)\partial^\alpha v(x) - f(x) \right)^2, \quad (3.10) \]

which results in the risk (2.21) when appropriate boundary conditions are added.

### 3.2. A priori bounds and statistical learning theory

Our goal in the work is to design a method for solving PDEs using shallow neural networks which permits \textit{a priori} estimates. Such a method has the property that it can be guaranteed to work as long as the true solution is well-approximated by a given function class. The field of statistical learning theory is concerned with deriving such \textit{a priori} error estimates for different machine learning methods.

The basic framework of statistical learning theory analyzes the empirical risk minimization procedure. In this method, we draw samples and minimize a potentially modified empirical risk over a restricted function class \( \mathcal{F}_\Theta \) (depending upon a set of parameters \( \Theta \)) to obtain the estimate

\[ u_{\Theta,N} = \arg \min_{v \in \mathcal{F}_\Theta} \mathcal{R}_N(v), \text{ where } \mathcal{R}_N(v) = \frac{1}{N} \sum_{i=1}^{N} l'(x_i,v(x_i),z_i). \quad (3.11) \]

Here the modified loss function \( l' \) is not necessarily the same as loss function \( l \) occurring in (3.6). This is because the loss function \( l \) may not be differentiable or even continuous, which makes the numerical optimization of the empirical risk (3.11) intractable. For example, the classification loss in (3.2) is discontinuous and this presents significant problems when optimizing. As a result, the classification loss may be replaced by a soft margin SVM loss

\[ l'(x,y,z) = \max(0,1 - yz), \quad (3.12) \]

where the model output \( z \in \mathbb{Z} = \mathbb{R} \) and the label \( y \in \{ \pm 1 \} \). In this case the prediction is not a label, but rather a real number, which can be converted into a label via thresholding. It is easily verified that the SVM loss is a convex upper bound on the classification loss (3.2).
When solving PDEs, the loss function is continuously differentiable so we usually set $l' = l$. In addition, the distribution $d\mu$ is known explicitly and the empirical risk can be approximated using numerical quadrature instead of sampling (recall that we have no labels $z$ in this case as well)

$$u_{\Theta,N} = \arg\min_{v \in \mathcal{F}_\Theta} R_N(v), \text{ where } R_N(v) = \sum_{i=1}^{N} w_i l(x_i, v(x_i)). \quad (3.13)$$

where $\omega_i$ and $x_i$ are quadrature weights and points in domain $\Omega$. When solving equations with Dirichlet boundary conditions, we also need to discretize the integral on the boundary occurring the definition of the risk $(3.8)$. In this case, our empirical risk would become

$$R_{N,B}(v) = \sum_{i=1}^{N} w_i l(x_i, v(x_i)) + \delta^{-1} \sum_{i=1}^{N_0} \tilde{w}_i l_{BC}(\tilde{x}_i, v(\tilde{x}_i)), \quad (3.14)$$

where the $\tilde{w}_i$ and $\tilde{x}_i$ are quadrature weights and points on the boundary of the domain $\Omega$. Our notation here contains the case where a Monte Carlo discretization is used. In this case the weights $w_i = 1/N$ and the $x_i$ are randomly sampled from a distribution $d\mu$.

In practice, some algorithm is used to approximately solve the optimization problem $(3.11)$ to obtain an estimate $\bar{u}_{\Theta,N}$. The risk can then be bounded as

$$R(\bar{u}_{\Theta,N}) - R(u) = \sum \left[ R(\bar{u}_{\Theta,N}) - R_N(\bar{u}_{\Theta,N}) \right] + \left[ R_N(u_{\Theta,N}) - R_N(u_{\Theta,N}) \right] + \left[ R_N(u_{\Theta,N}) - R_N(u_{\Theta,N}) \right] + \left[ R(u_{\Theta}) - R(u_{\Theta}) \right], \quad (3.15)$$

where $u_{\Theta} = \arg\min_{v \in \mathcal{F}_\Theta} R(v)$ is the minimizer of the true risk over the function class $\mathcal{F}_\Theta$ and $u$ is the global minimizer of the risk (i.e. the function we are trying to learn).

We bound the first and fourth terms in $(3.15)$ by

$$\left| R(\bar{u}_{\Theta,N}) - R_N(\bar{u}_{\Theta,N}) \right| + \left| R_N(u_{\Theta,N}) - R_N(u_{\Theta,N}) \right| \leq 2 \sup_{v \in \mathcal{F}_\Theta} |R(v) - R_N(v)| \quad (3.16)$$

and note that the term $R_N(u_{\Theta,N}) - R_N(u_{\Theta,N})$ is non-positive by definition to obtain the following fundamental theorem.

**Theorem 1.** The true risk (also called generalization error) is bounded by

$$R(\bar{u}_{\Theta,N}) - R(u) \leq R(u_{\Theta}) - R(u) + 2 \sup_{u \in \mathcal{F}_\Theta} |R(u) - R_N(u)| + R_N(\bar{u}_{\Theta,N}) - R_N(u_{\Theta,N}). \quad (3.17)$$

When using Monte Carlo sampling to discretize the risk, we take an expectation over the samples $x_1, ..., x_N$ on both sides of the above equation to get

$$\mathbb{E}_{x_1, ..., x_N}[R(\bar{u}_{\Theta,N}) - R(u)] \leq R(u_{\Theta}) - R(u) + \mathbb{E}_{x_1, ..., x_N} \left[ 2 \sup_{u \in \mathcal{F}_\Theta} |R(u) - R_N(u)| \right] + \mathbb{E}_{x_1, ..., x_N} \left[ R_N(\bar{u}_{\Theta,N}) - R_N(u_{\Theta,N}) \right] \quad (3.18)$$

The term on the left hand side here is the generalization error which we are trying to bound. We will proceed to analyze the three terms on the right hand side.

The term $R_N(u_{\Theta,N}) - R_N(u_{\Theta,N})$ is the optimization error of the method. This measures the failure to completely optimize over the model class $\mathcal{F}_\Theta$. In traditional methods for solving PDEs, for example finite element methods, this term corresponds to the error in solving the discrete linear system.

The middle term $2 \sup_{u \in \mathcal{F}_\Theta} |R(u) - R_N(u)|$ is called the discretization error and measures the error incurred by discretizing the integral defining the risk $(3.1)$. In the theory of linear finite elements this term
corresponds to numerical quadrature error, which is typically bounded using Strang’s lemma \[85\]. When using a non-linear model class \(F_\Theta\), we must develop new methods for bounding this term. The key tool in our analysis is the Rademacher complexity \[8\].

Finally, the term \(R(u_\Theta) - R(u)\) is called the *modelling error* and measures the failure of the model class \(F_\Theta\) to capture the true solution, or ground truth \(u\). In statistical learning theory, this term cannot be theoretically controlled since the ground truth is unknown. The validity of this assumption is checked experimentally either by calculating the empirical risk \(R_N(u_\Theta, N)\) of the learned model or by using a new test dataset if the discretization error cannot be bounded. The advantage of being able to bound the other error terms is that one can conclude that if the method does not empirically perform well on the given data, then this must be due to the model class \(F_\Theta\) not accurately capturing the ground truth.

Bounding this term in the PDE context requires an estimate on how accurately the model class \(F_\Theta\) can approximate the solution of the PDE. This requires both a regularity result on the solution of the PDE and an approximation theoretic result concerning the model class \(F_\Theta\). For the Barron space model class we introduce in Section 4 such bounds have been obtained in \[91, 53, 18, 17\] for certain equations. In addition, sharp approximation results for neural networks on the Barron space can be found in \[82, 78\].

In typical applications of deep learning, including to PDEs \[70, 89\] the empirical risk \(R_{\text{emp}}(u_\Theta)\) is minimized using stochastic gradient descent (SGD) or a variant like ADAM \[41\]. Bounding both the optimization and discretization error for such methods is a significant challenge. There are results which bound the optimization error by showing that sufficiently large neural networks can be trained to match arbitrary training data using SGD \[4, 27\]. However, when using such a large network the function class \(F_\Theta\) is very large and this precludes the estimation of the discretization error. This makes analyzing the solution error when solving PDEs using neural networks a significant challenge if SGD or ADAM are used for training. Indeed, a convergence of the error as the size of the network increases cannot be found empirically when solving PDEs \[89\], although these methods have reliably been able to attain an acceptable accuracy for many practical problems \[10, 11, 58, 72, 64\]. Our approach to this problem is to use greedy algorithms for training instead of SGD or ADAM. This allows us to obtain *a priori* estimates on our error, i.e. to bound the optimization and discretization errors.

### 3.3. Test error bounds

Next, we consider the problem of obtaining bounds on the risk \(R\) when Theorem 4 does not apply. Suppose that a function \(u^*\) has been obtained in some manner, potentially via an unknown black-box method. Our goal is to estimate the risk \(R(u^*)\), i.e. to test the single function \(u^*\). Such a situation would occur when we are unable to bound the optimization, discretization, or modelling errors on the right hand side of Theorem 4.

In typical machine learning problems, the distribution \(d\mu\) in (3.1) is unknown and we can only interact with it by drawing i.i.d. samples from \(d\mu\). The (true) risk (3.1) is then approximated by the empirical risk

\[
R_{N'}(u^*) = \frac{1}{N'} \sum_{i=1}^{N'} l(x_i, u^*(x_i), z_i),
\]

(3.19)

where \((x_i, z_i)_{i=1}^{N'}\) are i.i.d. samples from \(d\mu\) constituting the test dataset. This is akin to a Monte Carlo discretization of the integral in (3.1). For applications in numerical PDEs, however, the distribution \(d\mu\) is typically known explicitly. In these cases, the integral in (3.1) can potentially be more effectively discretized as

\[
R_{N'}(u^*) = \sum_{i=1}^{N'} \omega_i l(x_i, u^*(x_i), z_i),
\]

(3.20)

where the \(\omega_i\) are quadrature weights and the \((x_i, z_i)\) are quadrature points. The weights and points can be taken to be accurate to a given high order or may be determined via quasi-Monte Carlo integration methods \[49\], for instance.
To ensure that we are accurately estimating the true risk of the function \( u^* \) we need to obtain a bound on the discretization error
\[
|R_{N'}(u^*) - R(u^*)|, \tag{3.21}
\]
As an example, in the case of the classification loss we can apply Hoeffding’s inequality \cite{35} to obtain
\[
P(|R_{N'}(u^*) - R(u^*)| \geq \epsilon) \leq 2 \exp\left(-\frac{2\epsilon^2}{N'}\right), \tag{3.22}
\]
since the loss \( l \) is bounded between 0 and 1. This implies that with a large number of samples \( N' \), we can estimate the classification error probability of a given fixed model \( u^* \) to accuracy \( O((N')^{-\frac{1}{2}}) \) with high probability.

We remark that in order for this approach to be rigorously correct, the test dataset used to evaluate \( R_N(u^*) \) must be independent of the function \( u^* \). This means for instance that the procedure used to determine \( u^* \) cannot depend upon the test accuracy (using the same test dataset) \( R_N(u') \) of any other model \( u' \), i.e. it cannot depend upon previously published results run on the same test dataset. Of course, in practice this is violated in the deep learning community due to the expense of obtaining datasets and the consequent necessity of reusing test datasets many times for different models. Nonetheless, deviating from the ideal of redrawing a new test dataset for each model has been shown empirically to result in models that exhibit a significant drop in accuracy on new data \cite{71}.

The disadvantage of an a posteriori bound is that if the estimated function \( u^* \) does not have small risk, there is no way to fix this other than to try again with a different method for estimating \( u^* \) (i.e. “to tweak the hyperparameters of the method”) and hope for the best, since we do not know why the method is failing. This is why we are trying to solve PDEs using neural networks in a way which allows a priori error estimates to be obtained as described in Section 3.2. This will allow us to obtain error bounds before applying our method, and further, if the method does not work, it allows us to conclude that the model class \( \mathcal{F}_\Theta \) cannot accurately approximate the PDE solution.

We also note that the simple test error bound derived in (3.22) relied critically upon the fact that the loss function is bounded (in the case of classification). Unfortunately, the loss functions used to solve PDEs are typically not bounded. This means that the test error cannot be used to bound the generalization error in this context. The reason is that one would have to know how smooth the neural network function is in order to use quadrature which guarantees a certain error. Such bounds on the derivative norms of trained neural networks are not available to the best of our knowledge. In our method, the fact that we can control the complexity of the numerical solution, see Section \ref{sec:spec}, implies that we can obtain bounds on the true (i.e. continuous) energy and on the true residual in the case of the variational formulation and PINNs loss, respectively. This enables us to calculate a posteriori estimates on the energy and on the residuals using a new test dataset (or a new set of quadrature points). This permits the calculation of reference solutions even when the true solution is not known, which to the best of our knowledge cannot be done with other neural networks based methods.

4. Shallow Neural Network Model Classes

In this section, we introduce the model class \( \mathcal{F}_\Theta \) over which we will optimize the empirical loss (3.11). This classical choice is to take \( \mathcal{F}_\Theta \) to be an \( n \)-dimensional subspace of an appropriate Sobolev space. In our approach, we instead take \( \mathcal{F}_\Theta \) to be non-linear expansions with respect to a suitable collection of functions \( \mathbb{D} \), called a dictionary.

Specifically, for a set \( \mathbb{D} \subset C^m(\Omega) \), we consider
\[
\Sigma_{n,M}(\mathbb{D}) = \left\{ \sum_{i=1}^{n} a_i d_i, d_i \in \mathbb{D}, \sum_{i=1}^{n} |a_i| \leq M \right\}. \tag{4.1}
\]
Note that here we restrict the \( \ell^1 \)-norm of the coefficients \( a_i \) in the expansion. In addition, we take our dictionary \( \mathbb{D} \subset C^m(\Omega) \) (instead of \( H^m(\Omega) \)) since we will discretize the resulting integrals using quadrature
point evaluations). In some cases, we will also need to consider the set
\[ \Sigma_{n,\infty}(\mathbb{D}) = \left\{ \sum_{i=1}^{n} a_i d_i, \ d_i \in \mathbb{D} \right\} \] (4.2)
with no restriction on the coefficients. We then take the model class \( \mathcal{F}_{n,M} \) to be
\[ \mathcal{F}_{n,M} = \Sigma_{n,M}(\mathbb{D}) \] (4.3)
which is parameterized by \( \Theta = (n, M) \). Here the dependence on \( \mathbb{D} \) is suppressed since the dictionary \( \mathbb{D} \) will typically be fixed throughout our analysis.

For shallow neural networks with ReLU\(^k\) activation function \( \sigma = \max(0, x)^k \) the dictionary \( \mathbb{D} \) would be taken as \[ \mathbb{D} = \mathbb{R}^d_k := \{ \sigma_k(\omega \cdot x + b) : \ \omega \in S^{d-1}, \ b \in [c_1, c_2] \} \subset L^2(B_1^d), \] (4.4)
where \( S^{d-1} = \{ \omega \in \mathbb{R}^d : |\omega| = 1 \} \) is the unit sphere. Here \( c_1 \) and \( c_2 \) are chosen to satisfy
\[ c_1 < \inf \{ x \cdot \omega : x \in \Omega, \omega \in S^{d-1} \} < \sup \{ x \cdot \omega : x \in \Omega, \omega \in S^{d-1} \} < c_2. \] (4.5)
The default choice \([c_1, c_2] = [-2, 2]\) is used in our experiments in Section 8 for the cases \( \Omega \subset B_1^d \), where \( B_1^d \) is the closed \( d \)-dimensional unit ball. We note that \( \mathbb{P}_k^d \subset C^m(\Omega) \) whenever \( k > m \) and that in this case \( |\mathbb{P}_k^d| = \sup_{g \in \mathbb{P}_k^d} \|g\|_{H^m(\Omega)} < \infty \). In this case the model class would be given by
\[ \mathcal{F}_{n,M} = \Sigma_{n,M}(\mathbb{P}_k^d) = \left\{ \sum_{i=1}^{n} a_i \sigma_k(\omega_i \cdot x + b_i), \ \omega_i \in S^{d-1}, \ b_i \in [c_1, c_2], \ \sum_{i=1}^{n} |a_i| \leq M \right\}, \] (4.6)
which is the class of shallow ReLU\(^k\) neural networks with width \( n \) and coefficients bounded in \( \ell^1 \) by \( M \).

In the case of a general activation function \( \sigma \), the corresponding dictionary is given by
\[ \mathbb{D}_\sigma = \{ \sigma(\omega \cdot x + b) : (\omega, b) \in \Theta \}, \] (4.7)
where \( \Theta \subset \mathbb{R}^d \times \mathbb{R} \) is compact. In this case, we have \( \mathbb{D}_\sigma \subset C^m(\Omega) \) and \( |\mathbb{D}_\sigma| < \infty \) whenever \( \sigma \in C^m(\Omega) \). In this case, the function class would consist of
\[ \mathcal{F}_{n,M} = \Sigma_{n,M}(\mathbb{D}_\sigma) = \left\{ \sum_{i=1}^{n} a_i \sigma(\omega_i \cdot x + b_i), \ (\omega_i, b_i) \in \Theta, \ \sum_{i=1}^{n} |a_i| \leq M \right\}, \] (4.8)
which is the class of shallow neural networks with activation function \( \sigma \), bounded inner coefficients and outer coefficients bounded in \( \ell^1 \) by \( M \).

### 4.1. Barron space regularity

In this section, we introduce the notion of regularity which corresponds to the model class of shallow neural networks introduced in Section 4. As in Section 4, we give this notions in the abstract setting of a general dictionary \( \mathbb{D} \subset C^m(\Omega) \).

Consider the closed convex hull of \( \mathbb{D} \), defined by
\[ B_1(\mathbb{D}) := \bigcup_{n=1}^{\infty} \Sigma_{n,1}(\mathbb{D}), \] (4.9)
where \( \Sigma_{n,1} \) is defined in (4.1). Note that here the closure is taken in \( H^m(\Omega) \). Associated with the convex
set $B_1(\mathcal{D})$, we define the gauge norm (also called the Minkowski functional) by
\[
\|f\|_{K_1(\mathcal{D})} = \inf \{ c > 0 : f \in cB_1(\mathcal{D}) \}.
\]  
(4.10)
The norm $\| \cdot \|_{K_1(\mathcal{D})}$, which is also called the variation norm corresponding to the dictionary $\mathcal{D}$, is constructed precisely so that $B_1(\mathcal{D})$ its unit ball. We further define the function space
\[
K_1(\mathcal{D}) := \{ f \in H^m(\Omega) : \|f\|_{K_1(\mathcal{D})} < \infty \}.
\]  
(4.11)
Important fundamental properties of this space, for instance is the fact that if $\sup_{d \in \mathcal{D}} \|d\|_H = K_\mathcal{D} < \infty$, then the space $K_1(\mathcal{D})$ is a Banach space, can be found in [79].

The utility of the space $K_1(\mathcal{D})$ is due to the fact that its elements can be efficiently approximated by non-linear dictionary expansions. In particular, the following classical bound holds [6, 68]
\[
\inf_{f_n \in \Sigma_{n,M}(\mathcal{D})} \|f - f_n\|_{H^m(\Omega)} \leq |\mathcal{D}| \|f\|_{K_1(\mathcal{D})} n^{-\frac{1}{2}},
\]  
(4.12)
for $M = \|f\|_{K_1(\mathcal{D})}$. Because of this approximation result, we consider regularity assumptions with respect to the $K_1(\mathcal{D})$-norm, i.e. we assume that the variation norm of the PDE solution can be controlled. For the specific variation spaces corresponding to the dictionaries $P^d_k$, such regularity results for a variety of PDEs have been obtained [91, 53, 18, 17].

Recently, the spaces $K_1(P^d_k)$ for the dictionaries $P^d_k$ corresponding to shallow ReLU$^k$ neural networks have been characterized in terms of the Radon transform [79, 65, 63, 66] and they are closely related to the Ridgelet spaces [13]. In addition, precise approximation theoretic properties of the space $K_1(P^d_k)$, such as the asymptotics of its metric entropy and n-widths can be found in [82]. In [82] it is also shown that the approximation rate (4.12) can be improved to
\[
\inf_{f_n \in \Sigma_{n,M}(P^d_k)} \|f - f_n\|_{H^m(\Omega)} \lesssim \|f\|_{K_1(P^d_k)} n^{-\frac{1}{2} - \frac{2k+1}{2m}},
\]  
(4.13)
with $M \lesssim \|f\|_{K_1(P^d_k)}$ for the dictionary $\mathcal{D} = P^d_k$. Similar results for more general activation functions can be found in [78]. Pointwise properties of functions in $K_1(P^d_k)$, which is also called the Barron space [56], have also been obtained in [90].

5. Greedy Algorithms

In this section, we address the problem of bounding the optimization error in Theorem 1 when optimizing the empirical loss over the model class $\mathcal{F}_\mathcal{D} = \Sigma_{n,M}(\mathcal{D})$ introduced in Section 4. For simplicity, we denote the numerical solution $\hat{u}_{n,M} = \hat{u}_{n,M,N}$ as $u_n$ in this section.

As in Section 4 let $\mathcal{D} \subset H$ be a dictionary in Hilbert space $H$ (in our applications typically $H = H^m(\Omega)$ for some domain $\Omega$). Greedy algorithms for expanding a function $u \in H$ as a linear combination of the dictionary elements $\mathcal{D}$ are fundamental in approximation theory [25, 87, 86] and signal processing [57, 67]. Greedy methods have also been proposed for optimizing shallow neural networks [46, 22] and for solving PDEs numerically [30, 12, 3, 45].

The class $K_1(\mathcal{D})$ which was introduced in Section 4.1 is a natural target space in the analysis of greedy algorithms [87, 86]. Given the dictionary $\mathcal{D}$ and a target function $u$ or a convex loss function $\mathcal{L}$, greedy algorithms either approximate $f$ or approximately minimize $\mathcal{L}$ by a finite linear combination of dictionary elements:
\[
u_n = \sum_{i=1}^n a_i g_i, \tag{5.1}
\]
with $g_i \in \mathcal{D}$. The two types of greedy algorithm we discuss here are the relaxed greedy algorithm (RGA) and orthogonal greedy algorithm (OGA).
5.1. Relaxed greedy algorithm

We consider the following version of the RGA, which explicitly optimizes $\mathcal{L}$ over the convex hull of the dictionary,

$$u_0 = 0, \ g_n = \arg \max_{g \in \mathcal{D}} \langle g, \nabla \mathcal{L}(u_{n-1}) \rangle_H, \ u_n = (1 - \alpha_n)u_{n-1} - M\alpha_ng_n.$$ \hfill (5.2)

Here the dictionary $\mathcal{D}$ is assumed to be symmetric (i.e. $g \in \mathcal{D}$ implies that $-g \in \mathcal{D}$ as well), the sequence $\alpha_n$ is given by $\alpha_n = \min \left(1, \frac{2}{D} \right)$, and $M$ is a regularization parameter which controls the $K_1(\mathcal{D})$-norm of the iterates $u_n$. This algorithm was first introduced and analyzed by Jones [38] for function approximation (i.e. $\mathcal{L}(u) = \|u - f\|^2_H$), and has been extended to the optimization of general convex objectives as well [93]. The convergence theorem we will use in our analysis, which is closely related to Theorem IV.2 in [93], is the following.

**Theorem 2.** Suppose that the dictionary $\mathcal{D}$ is symmetric and satisfies $\sup_{d \in \mathcal{D}} \|d\|_H \leq C < \infty$. Let the iterates $u_n$ be given by the RGA (5.2). Assume that the loss function $\mathcal{L}$ is convex and $K$-smooth (on the Hilbert space $H$). Recall that $K$-smoothness means that for any $u, v \in H$ we have

$$\mathcal{L}(u) \leq \mathcal{L}(v) + \langle \nabla \mathcal{L}(v), u - v \rangle_H + \frac{K}{2}\|u - v\|_H^2. \hfill (5.3)$$

Then we have $u_n \in \Sigma_{n,M}$ and

$$\mathcal{L}(u_n) - \inf_{\|v\|_{K_1(\mathcal{D})} \leq M} \mathcal{L}(v) \leq \frac{32(CM)^2K}{n}. \hfill (5.4)$$

This theorem will be applied in the case $\mathcal{L} = \mathcal{R}_N$ is the empirical risk to bound the optimization error. In particular it yields that

$$\mathcal{R}_N(u_n) - \inf_{v \in \Sigma_{n,M}(\mathcal{D})} \mathcal{R}_N(v) \leq \mathcal{R}_N(u_n) - \inf_{\|v\|_{K_1(\mathcal{D})}} \mathcal{R}_N(v) \lesssim n^{-1}. \hfill (5.5)$$

We remark that this theorem holds for any convex and $K$-smooth loss function. This means that the RGA can be applied to non-linear equations in addition to the linear equations introduced in Section 2 and provided that the non-linear equations admit a variational formulation with a convex energy function.

**Proof.** Since $u_0 = 0$ and $u_k$ is a convex combination of $u_{k-1}$ and $-Mg_k$, we see by induction that $u_k \in \Sigma_{k,M}$. The $K$-smoothness of the objective $\mathcal{L}$ implies that

$$\mathcal{L}(u_k) \leq \mathcal{L}(u_{k-1}) + \langle \nabla \mathcal{L}(u_{k-1}), u_k - u_{k-1} \rangle_H + \frac{K}{2}\|u_k - u_{k-1}\|_H^2. \hfill (5.6)$$

Using the iteration (5.2), we see that $u_k - u_{k-1} = -s_ku_{k-1} - Ms_kg_k$. Plugging this into the above equation, we get

$$\mathcal{L}(u_k) \leq \mathcal{L}(u_{k-1}) - s_k\langle \nabla \mathcal{L}(u_{k-1}), u_{k-1} + Mg_k \rangle + \frac{Ks_k^2}{2}\|u_{k-1} + Mg_k\|_H^2. \hfill (5.7)$$

Since the dictionary elements $g_k$ satisfy $\|g_k\|_H \leq C$ and $\|u_{k-1}\|_{K_1(\mathcal{D})} \leq M$, we see that $\|u_{k-1}\|_H \leq CM$ as well. Plugging this into the previous equation implies the bound

$$\mathcal{L}(u_k) \leq \mathcal{L}(u_{k-1}) - s_k\langle \nabla \mathcal{L}(u_{k-1}), u_{k-1} + Mg_k \rangle + 2(CM)^2Ks_k^2. \hfill (5.8)$$

Now let $z$ with $\|z\|_{K_1(\mathcal{D})} \leq M$ be arbitrary. Then also $\|z\|_{K_1(\mathcal{D})} \leq M$ and the arg max characterization of $g_k$ (6.2) implies that

$$\langle \nabla \mathcal{L}(u_{k-1}), -z \rangle \leq \langle \nabla \mathcal{L}(u_{k-1}), Mg_k \rangle. \hfill (5.9)$$

Using this in equation (5.8) gives

$$\mathcal{L}(u_k) \leq \mathcal{L}(u_{k-1}) - s_k\langle \nabla \mathcal{L}(u_{k-1}), u_{k-1} - z \rangle + 2(CM)^2Ks_k^2. \hfill (5.10)$$
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The convexity of \( \mathcal{L} \) means that \( \mathcal{L}(u_{k-1}) - \mathcal{L}(z) \leq (\nabla \mathcal{L}(u_{k-1}), u_{k-1} - z) \). Using this and subtracting \( \mathcal{L}(z) \) from both sides of the above equation gives
\[
\mathcal{L}(u_k) - \mathcal{L}(z) \leq (1 - s_k)(\mathcal{L}(u_{k-1}) - \mathcal{L}(z)) + 2(CM)^2K s_k^2.
\]
(5.11)

Expanding the above recursion (using that \( s_k \leq 1 \), we get that
\[
\mathcal{L}(u_n) - \mathcal{L}(z) \leq \left( \prod_{k=1}^{n} (1 - s_k) \right) (\mathcal{L}(u_0) - \mathcal{L}(z)) + 2(CM)^2K \sum_{i=1}^{n} \left( \prod_{k=i+1}^{n} (1 - s_k) \right) s_i^2.
\]
(5.12)

Using the choice \( s_k = \max(1, \frac{2}{K}) \), for which \( s_1 = 1 \), we get
\[
\mathcal{L}(u_n) - \mathcal{L}(z) \leq 2(CM)^2K \sum_{i=1}^{n} \left( \prod_{k=i+1}^{n} (1 - s_k) \right) s_i^2.
\]
(5.13)

Finally, we bound the product \( \prod_{k=i+1}^{n} (1 - s_k) \) using that \( \log(1 + x) \leq x \) as
\[
\log \left( \prod_{k=i+1}^{n} (1 - s_k) \right) \leq - \sum_{k=i+1}^{n} s_k = - \sum_{k=i+1}^{n} \frac{2}{K} \leq - \int_{i+1}^{n+1} \frac{2}{x} dx \leq 2(\log(i + 1) - \log(n + 1)),
\]
(5.14)

for \( i \geq 1 \). Thus, \( \prod_{k=i+1}^{n} (1 - s_k) \leq \frac{(i+1)^2}{(n+1)^2} \). Using this in equation \( 5.13 \), we get
\[
\mathcal{L}(u_n) - \mathcal{L}(z) \leq 2(CM)^2K \sum_{i=1}^{n} \frac{(i + 1)^2}{(n + 1)^2} s_i^2 \leq 8(CM)^2K \frac{1}{(n + 1)^2} \sum_{i=1}^{n} \frac{(i + 1)^2}{i^2}.
\]
(5.15)

Crudely bounding \( \frac{(i+1)^2}{i^2} \leq 4 \) for \( i \geq 1 \), we get
\[
\mathcal{L}(u_n) - \mathcal{L}(z) \leq 32(CM)^2K \frac{n}{(n + 1)^2} \leq \frac{32(CM)^2K}{n},
\]
(5.16)

Taking the infimum over \( z \) with \( \|z\|_{K_1(\mathbb{D})} \leq M \) gives the result.

\[ \square \]

5.2. The Orthogonal Greedy Algorithm

The OGA only applies to function approximation, not to general convex optimization, and is given by
\[
u_0 = 0, \quad g_n = \arg \max_{g \in \mathbb{D}} |\langle g, u_{n-1} - u \rangle|, \quad u_n = P_n(u),
\]
(5.17)

where \( P_n \) is the orthogonal projection onto the span of \( g_1, \ldots, g_n \). Note here that the residual \( u_{n-1} - u \) is the gradient \( \nabla \mathcal{L}(u_{n-1}) \) for the quadratic function \( \mathcal{L}(u_{n-1}) = \frac{1}{2}\|u_{n-1} - u\|_H^2 \). We remark that since this algorithm only applies to function approximation in a Hilbert space, our methods based upon the OGA can only be used to solve linear PDEs.

This algorithm was first analyzed in [25], where an \( O(n^{-2}) \) convergence rate is derived. Recently, it has been shown that this convergence rate can be significantly improved for the dictionaries whose convex hull \( B_{1}(\mathbb{D}) \) has small entropy [61]. In this section, we explain how to use the orthogonal greedy algorithm to solve linear PDEs and analyze the optimization error this induces.

When solving linear PDEs, the discretized energy function \( \mathcal{R}_N(v) \) (or \( \mathcal{R}_{n,\delta}(v) \)) defined in (3.11) or (3.14)
is a quadratic function of $v$. In particular, we have

$$\mathcal{R}_N(v) = \frac{1}{2} \left( \sum_{i=1}^{N} w_i a_0(x_i)v(x_i)^2 + \sum_{i=1}^{N} \sum_{|\alpha|=m} w_i a_\alpha(x_i)(\partial^\alpha v(x_i))^2 \right) - \sum_{i=1}^{N} w_i f(x_i)v(x_i),$$  \hspace{1cm} (5.18)$$

with Neumann boundary conditions and an analogous expression with Dirichlet boundary conditions. In the following we assume that the quadrature weights $w_i > 0$. Then the loss $L = \mathcal{R}_N(v)$ is equivalent to

$$\mathcal{R}_N(v) = \|I_{m,N}(v) - u_N\|_{a,N}^2,$$  \hspace{1cm} (5.19)$$

where the evaluation map $I_{m,N} : C^m(\Omega) \rightarrow \mathbb{R}^P$ is given by evaluating the function $v$ and all derivatives of order $m$ at the quadrature points $x_i$. Specifically, this map is given by

$$\left(I_{m,N}(v)\right)_{\alpha,i} = \partial^\alpha v(x_i),$$  \hspace{1cm} (5.20)$$

where the index set $(\alpha, i)$ runs over all multi-indices $\alpha$ such that either $|\alpha| = 0$ (the terms with no derivatives) or $|\alpha| = m$ and indices $i = 1, \ldots, N$. Consequently $P = N \times N^{(m+\frac{d-1}{2})}$. The norm $\| \cdot \|_{a,N}$ on $\mathbb{R}^P$ is given by the weighted norm

$$\|x\|_{a,N}^2 = \sum_{(\alpha,i)} w_i a_\alpha(x_i)x_i^2.$$  \hspace{1cm} (5.21)$$

Finally, $u_N$ is the minimizer of the quadratic (5.18) in $\mathbb{R}^P$. Specifically, the components of $u_N$ are given by

$$(u_N)_{(\alpha,i)} = \begin{cases} 0 & |\alpha| = m \\ a_0(x_i)^{-1}f(x_i) & |\alpha| = 0. \end{cases}$$  \hspace{1cm} (5.22)$$

Crucially, $u_N$ can be determined solely from knowledge of the right hand side $f$ and the coefficients $a_0$ and does not require knowledge of the true solution $u$.

Using the orthogonal greedy algorithm to minimize the quadratic objective (5.19) results in the iteration

$$u_{0,N} = 0, \quad g_n = \arg \max_{g \in \mathbb{D}} |\langle I_{m,N}(g), u_{n-1,N} - u_N \rangle|, \quad u_{n,N} = P_n(u_N),$$  \hspace{1cm} (5.23)$$

where the projection $P_n$ is onto the span of the elements $I_{m,N}(g_1), \ldots, I_{m,N}(g_n)$ with respect to the norm $\| \cdot \|_{a,N}$ on $\mathbb{R}^P$.

In a similar manner the PINNs risk (2.21) can be handled using the orthogonal greedy algorithm as long as the equation is linear. In this case the discretized risk is given by

$$\mathcal{R}_N(v) = \frac{1}{2} \left( \sum_{i=1}^{N} w_i \left( a_0(x_i)v(x_i) + \sum_{|\alpha|=m} a_\alpha(x_i)\partial^\alpha v(x_i) - f(x_i) \right) \right)^2.$$  \hspace{1cm} (5.24)$$

This defines a quadratic function, and thus an inner product (possibly with kernel) on $\mathbb{R}^P$. We then maximize and project with respect to this inner product and the dictionary is embedded into $\mathbb{R}^P$ via the map $I_{m,N}$, resulting in an analogous method to (5.23). Using the PINN risk allows us to tackle non-symmetric linear problems which may not have a variational formulation.

The estimation of the optimization error follows from the estimates derived in [ST]. In particular, we quote the following theorem. Note that this theorem gives an upper bound and for certain dictionaries it is possible that the convergence rate of the OGA may be even faster.

**Theorem 3.** Let $H$ be a Hilbert space and $\mathbb{D} \subset H$ a dictionary such that the metric entropy of the convex hull of $\mathbb{D}$ satisfies

$$\epsilon_n(B_1(\mathbb{D}))_H \leq Cn^{-\frac{1}{2} - \gamma}$$  \hspace{1cm} (5.25)$$
for some $\gamma > 0$. Then for any $v \in K_1(\mathbb{D})$, we have
\[
||u_n - v||^2_H \leq ||v - u||^2_H + K ||v||^{2\gamma}_{K_1(\mathbb{D})} n^{-1-2\gamma}, \tag{5.26}
\]
where $K$ is a constant only depending upon $C$ and $\gamma$.

Here the metric entropy $\epsilon_n(B_1(\mathbb{D}))_H$ is a measure of compactness of the set $B_1(\mathbb{D})$ with respect to the norm of $H$. For a precise definition and development of its properties, see for instance [50], Chapter 15. The important point is that the dictionary $P^d_k$ satisfies [82]
\[
\epsilon_n(B_1(P^d_k))_{H^m(\Omega)} \lesssim n^{-\frac{1}{2} - \frac{2(k-m)+1}{2d}}. \tag{5.27}
\]
Thus, for this dictionary the value of $\gamma$ in Theorem 3 is $\gamma = \frac{2(k-m)+1}{2d}$. When solving the discrete equation (5.19) using the orthogonal greedy algorithm it is important to note that up to logarithmic factors this entropy bound also holds in the $C^m(\Omega)$-norm when $k = m + 1$ [5, 82]. It is conjectured but not yet proven that this also holds for larger values of $k$. This means that since the evaluation map $I_{m,N} : C^m(\Omega) \rightarrow \mathbb{R}^P$ is bounded uniformly in $N$ we have
\[
\epsilon_n(I_{m,N}(B_1(P^d_k)))_{P^d_k} \leq C n^{-\frac{1}{2} - \gamma} \tag{5.28}
\]
holds uniformly in $N$ for $\gamma = \frac{2(k-m)+1}{2d}$. Hence, denoting by $\bar{u}_{n,N} \in \Sigma_{n,\infty}(P^d_k)$ the solution produced by the OGA at step $n$, we have for any $M$ that
\[
\mathcal{R}_N(\bar{u}_{n,N}) - \inf_{v \in \Sigma_{n,M}(P^d_k)} \mathcal{R}_N(v) \leq \mathcal{R}_N(\bar{u}_{n,N}) - \inf_{||v||_{K_1(P^d_k)} \leq M} \mathcal{R}_N(v) \lesssim n^{-1-\frac{2(k-m)+1}{2d}}. \tag{5.29}
\]
This follows by taking the infimum over $||v||_{K_1(P^d_k)} \leq M$ in the conclusion of Theorem 3. This is precisely the optimization error bound we desire. Of course, this analysis applies to more general dictionaries $\mathbb{D}$ as well, provided that the metric entropy $\epsilon_n(\mathbb{D})$ can be estimated.

Although the OGA attains the best convergence rate of the greedy algorithms, it is also the most computationally expensive since it requires an orthogonal projection at every step. In addition, it can only be applied to function approximation, which corresponds in our case to linear PDEs. A final drawback of the OGA is that the $K_1(\mathbb{D})$-norm of the iterates cannot be a priori bounded for general dictionaries as shown in [81]. As a result, we can only have a priori guarantee that the numerical solution satisfies $\bar{u}_{n,N} \in \Sigma_{n,\infty}(\mathbb{D})$. This means that our a priori generalization analysis only holds when using the RGA to optimize the empirical loss. Despite this, we have empirically observed the improved convergence rate of the OGA a posteriori and it significantly outperforms the RGA in our experiments.

6. Solving the argmax sub-problem

In order to implement the relaxed and orthogonal greedy algorithms, we need to be able to numerically solve the substep
\[
g_n = \arg \max_{g \in \mathbb{D}} |\langle g, \nabla \mathcal{L}(u_{n-1}) \rangle|. \tag{6.1}
\]
In fact, for the convergence analysis it is sufficient that the argmax in (6.1) is not solved exactly, but rather is approximated in the following sense
\[
|\langle g_n, \nabla \mathcal{L}(u_{n-1}) \rangle| \geq \frac{1}{R} \max_{g \in \mathbb{D}} |\langle g, \nabla \mathcal{L}(u_{n-1}) \rangle| \tag{6.2}
\]
for some fixed $R > 1$. This is a more tractable problem for most dictionaries.
6.1. Exactly solving the argmax sub-problem

We remark that in low dimensions and for certain dictionaries the argmax sub-problem can be efficiently solved exactly. This is due to the fact that the objective
\[ |\langle g, \nabla L(u_{n-1}) \rangle| = \left| \sum_{i=1}^{N} \sum_{|\alpha|=m} (a_\alpha \partial^\alpha u_{n-1}(x_i), \partial^\alpha g(x_i)) + (a_0 u_{n-1}(x_i) - f(x_i), g(x_i)) \right| \]  

is really a sum over a finite number \( N \) of quadrature points. In this case the set of possible hyperplane partitions of the quadrature points \( x_i \) can be enumerated and this can be used to exactly determine the arg max in (6.1). This algorithms is unfortunately intractable in high dimensions since its complexity scales as \( O(N^d \log(N)) \) [8, 81]. As a result, for higher dimensional problems we must resort to heuristics to approximate the subproblem (6.1) or consider different dictionaries for which this problem can be solved more efficiently. In our high dimensional numerical experiments, we use a special dictionary for which this argmax can be efficiently solved.

6.2. Numerical approximation of the argmax sub-problem

Next we describe the numerical heuristics we use in our experiments to approximately solve the argmax sub-problem in (6.1). Note that here the inner product in (6.1) is the energy inner product associated with the elliptic PDE we are solving. Our first step is to make the target function \(|\langle g, \nabla L(u_{n-1}) \rangle|\) differentiable, so we instead consider the following equivalent optimization problem:
\[ g_n = \arg \min_{g \in D} -\frac{1}{2} \langle g, \nabla L(u_{n-1}) \rangle^2, \]  

where
\[ \langle \sigma(\omega \cdot x + b), \nabla L(u_{n-1}) \rangle = \sum_{|\alpha|=m} (a_\alpha \partial^\alpha u_{n-1}, \partial^\alpha \sigma(\omega \cdot x + b)) + (a_0 u_{n-1} - f, \sigma(\omega \cdot x + b)). \]  

Here we choose the dictionary \( D \subset \mathbb{R}^d \) as \( D = \mathbb{P}_k^d \), which is naturally parameterized by \( \omega \in S^{d-1} \) and \( b \in [-c, c] \) [79]. We also enforce the constraint \( ||\omega|| = 1 \) by taking \( \omega = \pm 1 \) for 1D case and \( \omega = (\cos\theta, \sin\theta) \) based on the polar coordinates for 2D case. The low-dimensional optimization problem in (6.4) is typically non-convex so it may be very difficult to obtain the global minimum. Our approach is to obtain a good initial guess by choosing many samples initially on \( \omega - b \) parameter space and evaluating the objective function at each of them. More specifically, we sample \( b_i = -c + \frac{2c}{N_b} i, (i = 0, \cdots, N_b), w_0 = -1, w_1 = 1 \) (1D case), and \( \theta_j = \frac{2\pi j}{N_\theta} \) \( (j = 0, \cdots, N_\theta) \) (2D case) to find the best initial samples by evaluating (6.4) at each \((b_i, w_j)\). We then further optimize the best initial sample points using gradient descent or Newton’s method. For the RGA, we optimize \( g_n = \arg \min_{g \in D} -\langle g, \nabla L(u_{n-1}) \rangle \) instead of (6.1).

7. Uniform Error Bounds

In this section, we explain how to bound the discretization error
\[ \sup_{f \in \mathcal{F}_0} |\mathcal{R}_N(f) - \mathcal{R}(f)| \]  

in Theorem 1 when solving elliptic PDEs. Recall that the loss function we consider in this work corresponds to the variational formulation of an elliptic PDE and is given in equation (3.7).
7.1. Uniform Monte Carlo Error

The tool which we use to analyze the discretization error when the Monte Carlo discretization in equation (3.11) is used is the Rademacher complexity [8]. Given a class of functions \( \mathcal{F} : \Omega \to \mathbb{R} \), and a collection of sample points \( x_1, ..., x_N \in \Omega \), the empirical Rademacher complexity of \( \mathcal{F} \) is defined by

\[
\tilde{R}_N(\mathcal{F}) = \mathbb{E}_{\xi_1, ..., \xi_N} \left[ \sup_{h \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \xi_i h(x_i) \right],
\]

(7.2)

where \( \xi_1, ..., \xi_n \) are Rademacher random variables, i.e. uniformly distributed signs. The Rademacher complexity is obtained by averaging over the samples \( x_i \), which we take to be uniformly distributed over \( \Omega \), i.e. we have

\[
R_N(\mathcal{F}) = \mathbb{E}_{x_1, ..., x_N \sim \mu} \mathbb{E}_{\xi_1, ..., \xi_N} \left[ \sup_{h \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \xi_i h(x_i) \right],
\]

(7.3)

where \( \mu \) is the uniform distribution on \( \Omega \). For the mixed boundary value problem, we will also need the Rademacher complexity with respect to the uniform distribution on the boundary \( \partial \Omega \), which we denote by \( R_{\partial, N}(\mathcal{F}) \).

The utility of the Rademacher complexity is its role in giving a law of large numbers which is uniform over the class \( \mathcal{F} \), detailed by the following theorem.

**Theorem 4.** [88, Proposition 4.11] Let \( \mathcal{F} \) be a set of functions. Then

\[
\mathbb{E}_{x_1, ..., x_N \sim \mu} \left| \frac{1}{N} \sum_{i=1}^{N} h(x_i) - \int h(x) d\mu \right| \leq 2R_N(\mathcal{F}).
\]

(7.4)

In order to apply Theorem 4 to the solution of PDEs via the class of Barron functions, we need to estimate the Rademacher complexity \( R_N(\mathcal{L}_M) \) of the model class

\[
\mathcal{L}_M = \{ l(u, Du, ..., D^mu) : u \in \mathcal{F}_{n,M} \},
\]

(7.5)

where the loss function \( l \) is given in equation (3.7) and the model class \( \mathcal{F}_{n,M} \) is described in section 4. We remark that the Rademacher complexity of the Barron class \( \mathcal{F}_{n,M} \) corresponding to shallow ReLU networks has been estimated in [56], so the novelty of our contribution is to generalize these bounds to the class \( \mathcal{L}_M \) obtained by composing with the loss function (3.7).

For this we will utilize the following fundamental lemma.

**Lemma 2.** Let \( \mathcal{F}, \mathcal{S} \) be classes of functions on \( \Omega \). Then the following bounds hold.

- \( R_N(\text{conv}(\mathcal{F})) = R_N(\mathcal{F}) \).
- Define the set \( \mathcal{F} + \mathcal{S} = \{ h(x) + g(x) : h \in \mathcal{F}, g \in \mathcal{S} \} \). We have
  \[
  R_N(\mathcal{F} + \mathcal{S}) = R_N(\mathcal{F}) + R_N(\mathcal{S}).
  \]
  (7.6)
- Suppose that \( \phi : \mathbb{R} \to \mathbb{R} \) is \( L \)-Lipschitz. Let \( \phi \circ \mathcal{F} = \{ \phi(h(x)) : h \in \mathcal{F} \} \). Then
  \[
  R_N(\phi \circ \mathcal{F}) \leq LR_N(\mathcal{F}).
  \]
  (7.7)
- Suppose that \( f : \Omega \to \mathbb{R} \) is a fixed function. Let \( f \cdot \mathcal{F} = \{ f(x)h(x) : h \in \mathcal{F} \} \). Then
  \[
  R_N(f \cdot \mathcal{F}) \leq \| f(x) \|_{L^\infty(\Omega)} R_N(\mathcal{F}).
  \]
  (7.8)

**Proof.** The first, second, and third of these statements are well-known facts, see [74, Lemma 26.7] for the first, [61, Page 56] for the second and [74, Lemma 26.9] for the third, so we only prove the fourth.
Suppose that \( \|f(x)\|_{L^\infty(\Omega)} \leq 1 \), the general result follows by a scaling argument. Let \( x_1, ..., x_N \in \Omega \) and consider the empirical Rademacher complexity

\[
\hat{R}_N(f \cdot \mathcal{F}) = E_{\xi_1,...,\xi_N} \left[ \sup_{h \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \xi_i f(x_i)h(x_i) \right].
\]  

(7.9)

We observe that the right-hand side of the above equation, being an average of a supremum of linear functions, is a convex function of \( f = (f(x_1), ..., f(x_N)) \). Consequently, its maximum must be achieved at the extreme points of the set \( \{ \vec{y} : \|\vec{y}\|_\infty \leq 1 \} \), which correspond to the points where each component is \( \pm 1 \). Thus we only need to consider the case where \( f(x_i) = \epsilon_i \in \{ \pm 1 \} \). But then

\[
E_{\xi_1,...,\xi_N} \left[ \sup_{h \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \xi_i \epsilon_i h(x_i) \right] = E_{\xi_1,...,\xi_N} \left[ \sup_{h \in \mathcal{F}} \frac{1}{N} \sum_{i=1}^{N} \xi_i h(x_i) \right] = \hat{R}_N(\mathcal{F}),
\]

(7.10)

since the \( \epsilon_i \) simply permute the choices of sign \( \xi_i \) in the expectation. Taking an average over the sample points \( x_1, ..., x_N \) completes the proof.

Utilizing this lemma, we prove the following bound on the Rademacher complexity of the set \( L_M \).

**Theorem 5.** Let \( \mathbb{D} \subset C^k(\Omega) \) for \( k \geq m \) be a dictionary. Suppose that \( \|a_\alpha\|_{L^\infty(\Omega)}, \|a_0\|_{L^\infty(\Omega)} \leq K \) and \( \sup_{d \in \mathbb{D}} \|d\|_{W^{m,\infty}} \leq C \). Then the Rademacher complexity of the set \( L_M \) is bounded by

\[
R_N(L_M) \leq CKM \sum_{|\alpha|=m} R_N(\partial^\alpha \mathbb{D}) + CKMR_N(\mathbb{D}) + \|f\|_{L^\infty(\Omega)} MR_N(\mathbb{D}),
\]

(7.11)

where \( \partial^\alpha \mathbb{D} = \{ \partial^\alpha d : d \in \mathbb{D} \} \).

Theorem 5 implies that to bound the Rademacher complexity of the set of interest, we only need to bound the Rademacher complexity of the derivatives of the dictionary \( \mathbb{D} \), which is a much simpler task. In the Section 7.2 we will detail how to do this for the specific dictionaries corresponding to shallow neural networks.

**Proof.** The proof is a straightforward application of Lemma 2. We begin by noting that

\[
L_M \subset \sum_{|\alpha|=m} a_\alpha \cdot [\phi \circ B_M(\partial^\alpha \mathbb{D})] + a_0 \cdot [\phi \circ B_M(\mathbb{D})] + f \cdot B_M(\mathbb{D}),
\]

(7.12)

where \( \phi(x) = \frac{1}{2} x^2 \) and \( B_M(\mathbb{D}) = MB_1(\mathbb{D}) = \{ f : \|f\|_{K_1(\mathbb{D})} \leq M \} \).

Utilizing the first part of Lemma 2 we see that for all \( \alpha \)

\[
R_N(B_M(\partial^\alpha \mathbb{D})) \leq MR_N(\partial^\alpha \mathbb{D}).
\]

(7.13)

The third part of the Lemma, combined with the bound \( \|d\|_{W^{m,\infty}} \leq C \) and the fact that \( \phi \) is locally Lipschitz, imply that

\[
R_N(\phi \circ B_M(\partial^\alpha \mathbb{D})) \leq CMR_N(\partial^\alpha \mathbb{D}).
\]

(7.14)

Finally, the second and fourth parts of the Lemma, combined with the bounds on \( a_\alpha \) and \( a_0 \) complete the proof.

We are primarily interested in the following corollary of this result, which uniformly bound the Monte Carlo discretization error when discretizing elliptic PDEs. The next corollary provides a bound on the discretization error incurred in such a discretization.
Corollary 1. Suppose the empirical and true risk are defined as in (3.6) and (3.19) for the loss function (3.7) corresponding to the variational form of an elliptic PDE. Then, under the assumptions of Theorem 5, we have that

$$
E_{x_1, \ldots, x_N} \sup_{v \in B_m(D)} |R_N(v) - R(v)| \leq 2CKM \sum_{|\alpha|=m} R_N(\partial^\alpha D) + 2CKMR_N(D) + 2\|f\|_{L^\infty(\Omega)} MR_N(D).
$$

(7.15)

Proof. This follows immediately by combining Theorem 5 with Theorem 4. \qed

7.2. Rademacher Bounds for Neural Networks

In this section, we show how the Rademacher complexity can be bounded for dictionaries corresponding to shallow neural networks. Specifically, we consider dictionaries of the form

$$
D_\sigma = \{\sigma(\omega \cdot x + b) : (\omega, b) \in \Theta\} \subset H^m(\Omega),
$$

(7.16)

where the parameter set \( \Theta \subset \mathbb{R}^{d+1} \) is compact. Of particular importance are the dictionaries corresponding to ReLU\(_k\) activation functions, \( P^k_d \), which were introduced in [83] and described in more detail in Section 4.1.

Our main result is the following bound on the Rademacher complexity. This generalizes the results of [56], which calculate the Rademacher complexity of the unit ball in the Barron space for ReLU neural networks (see also [31], Theorem 2 and [39], Theorem 3).

Theorem 6. Suppose that \( \sigma \in W^{m+1, \infty} \). Then for any \( \alpha \) with \( |\alpha| \leq m \), we have

$$
R_N(\partial^\alpha D) \lesssim N^{-\frac{d}{2}}, R_{\partial, N}(\partial^\alpha D) \lesssim N^{-\frac{d}{2}}
$$

(7.17)

where the implied constant is independent of \( N \).

Proof. This results follows immediately upon noting that

$$
\partial^\alpha D = \{\omega^\alpha \sigma(\omega \cdot x + b) : (\omega, b) \in \Theta\},
$$

(7.18)

Since \( \Theta \) is a compact set, \( |\omega^\alpha| \) is bounded. Further, since \( \sigma \in W^{m+1, \infty} \), we have that \( \sigma(\alpha) \) is Lipschitz. Using the third point in Lemma 2 we obtained

$$
R_N(\partial^\alpha D) \lesssim R_N(\{\omega \cdot x + b : (\omega, b) \in \Theta\}),
$$

(7.19)

and likewise for \( R_{\partial, N}(\partial^\alpha D) \).

It is well-known that the Rademacher complexity of the set of linear functions is bounded by [74, Section 26.2]

$$
R_N(\{\omega \cdot x + b : (\omega, b) \in \Theta\}) \lesssim N^{-\frac{d}{2}},
$$

(7.20)

for any distribution on \( x \) which is bounded almost surely. This applies both to the uniform distribution on \( \Omega \) as well as to the uniform distribution on \( \partial \Omega \), which completes the proof. \qed

7.3. Numerical quadrature

In this section we bound the discretization error when the Gauss-Legendre quadrature rule is used to compute the energy inner-product (6.4) and the error \( \|u - u_n\|_a \). Let \( T_h \subset \Omega \) be a partition on \( \Omega \) with mesh size \( h \), where \( h = \mathcal{O}(N^{-\frac{1}{2}}) \) and \( N \) is the number of quadrature points. For each \( T_l \in T_h, l = 1, \ldots, L \), the quadrature rule satisfies

$$
\int_{T_l} p(x) dx = \sum_{i=0}^t p(x_{l,i}) \omega_i, \quad \forall p \in P_{2t+1}(T_l),
$$

(7.21)
where $P_{2t+1}(T)$ is the space of polynomials with degree less equal than $2t + 1$. Therefore, we have

$$
\int_{\Omega} f(x)dx = \sum_{i=1}^{L} \int_{T_i} f(x)dx = \sum_{i=1}^{L} \sum_{t=0}^{t} f(x_{i,t}) \omega_i = \sum_{j=1}^{N} f(x_j) \omega_j, \quad \forall f \in P_{2t+1}(T_h),
$$

(7.22)

where $P_{2t+1}(T_h) = \{g \in L^2(\Omega) : g|_{T} \in P_{2t+1}(T), \forall T \in T_h\}$ is the space of piece-wise polynomial functions on the partition $T_h$. We define the error operator

$$
E_{t}(f) = \int_{\Omega} f(x)dx - \sum_{j=1}^{N} f(x_j) \omega_j = \sum_{i=1}^{L} E_{t,i}(f) = \sum_{i=1}^{L} \left( \int_{T_i} f(x)dx - \sum_{t=0}^{t} f(x_{i,t}) \omega_i \right)
$$

(7.23)

for $f \in W^{k+1,\infty}(\Omega)$. It is clear that $E_{t,i} \in (W^{k+1,\infty}(T_i))^*$ if $k \leq 2t + 1$.

**Theorem 7.** Let $B_M(\mathbb{D}) = \{f \in K_1(\mathbb{D}) : \|f\|_{K_1(\mathbb{D})} \leq M\}$. Suppose the integrand $f \in B_M(\mathbb{D})$ where $\sup_{d} \|d\|_{W^{k+1,\infty}(\Omega)} \leq C$, and the Gauss-Legendre quadrature rule is accurate for $P_k$. Then it holds that

$$
|E_{t}(f)| \leq C_k CMN^{-\frac{k+1}{2}},
$$

(7.24)

where $t \geq \left\lceil \frac{k-1}{2} \right\rceil + 1$ and $N$ is the number of quadrature points.

**Proof.** Using the Bramble-Hilbert Lemma, we get

$$
|E_{n,T}(\hat{f})| \leq C\|E_{n,T}\|_{W^{k+1,\infty}(\hat{T})}\hat{f}_{W^{k+1,\infty}(\hat{T})}
$$

(7.25)

on the reference domain $\hat{T}$. By the standard scaling argument, it gives on $T_h$ that

$$
|E_{n}(f)| \leq C_k h^{k+1}\|f\|_{W^{k+1,\infty}(\Omega)} \leq C_k CM h^{k+1}.
$$

(7.26)

The relation $h = O(N^{-\frac{1}{2}})$ gives the result.

The accuracy with respect to $N$ in (7.24) allows us to use the numerical quadrature (7.22) to compute the generalization errors such as $\|u - u_n\|_{L^2}$ and $\|u - u_n\|_{\infty}$. Since ReLU$^k(\omega \cdot x + b)$ is in the $W^{k,\infty}(\Omega)$ Sobolev space where $\Omega$ is bounded, then we have $K_1(F^d_k) \subset W^{k,\infty}(\Omega)$ which satisfies the condition of Theorem 7.

8. Balancing the Error Terms

In this section, we combine the estimates of the optimization, discretization, and modelling errors obtained in the previous sections to obtain a complete convergence theory and explain how to choose the hyperparameters $N$ and $n$ in each of the different situations discussed. Specifically, when using the relaxed greedy algorithm we have the following convergence theorem.

**Theorem 8.** Suppose that the Relaxed Greedy Algorithm (RGA) (5.2) is applied to the discretized loss function $R_N$ corresponding to the risk formulation (3.6) of the PDE (2.1). Suppose further that the solution $u$ satisfies $\|u\|_{K_1(\mathbb{D})} \leq M$ and that

- Monte Carlo quadrature is used and the assumptions of Theorem 3 are satisfied. If the dictionary $\mathbb{D}$ satisfies $R_N(\partial^n \mathbb{D}) \lesssim N^{-\frac{1}{2}}$ and we set $N = n^2$, we have the convergence rate

$$
R(u_{\Theta,N}) - R(u) \lesssim n^{-1}.
$$

(8.1)

In particular, since the objective error is comparable to the squared $H^m$-error, we also have

$$
\|u_{\Theta,N} - u\|_{H^m(\Omega)} \lesssim n^{-\frac{1}{2}}.
$$

(8.2)
Numerical quadrature of order $k$ is used and $\mathbb{D}$ is uniformly bounded in $W^{k+1,\infty}(\Omega)$. If we set $N = n^\frac{k}{k+1}$, then we have

$$R(u_{\Theta,N}) - R(u) \lesssim n^{-1}. \quad (8.3)$$

We also have

$$\|u_{\Theta,N} - u\|_{H^m(\Omega)} \lesssim n^{-\frac{1}{2}}. \quad (8.4)$$

Note in particular that the assumptions of this theorem hold when using shallow neural network dictionaries. We remark that when using the orthogonal greedy algorithm, the $K_1(\mathbb{D})$-norm cannot be a priori bounded and this is a missing ingredient in obtaining an a priori bound on the discretization error. Nonetheless, we obtain good performance in practice for the orthogonal greedy algorithm. In addition, if the solution $u$ does not satisfy the bound $\|u\|_{K_1(\mathbb{D})} \leq M$, then the method will nonetheless still optimize the risk over this set. In this case, a bound on the error can be obtained by determining how efficiently the solution can be approximated by a function $u$ which satisfies $\|u\|_{K_1(\mathbb{D})} \leq M$. The proper theory here is the theory of interpolation spaces (see for instance [24], Chapter 6, or [7]), but we do not go into detail here.

9. Numerical experiments

In this section, we provide numerical experiments demonstrating the effectiveness of the proposed algorithms on a variety of problems. For all the experiments below, the energy functions are discretized using Gaussian quadrature with the default setting $t = 2$ and $L = 4000$ in (7.22) for 1D and $t = 2 \times 2, L = 400 \times 400$ for 2D. For simplicity, we use $u_n$ to denote the numerical solution and use $u$ to represent the analytical solution in this section. We also define $\|u - u_n\|_a$ to be the discretization error in the energy norm which is defined in Section 5.2. For a specific type of second order elliptic equation discussed in (2.9), the energy norm is identical to the $H^1$ norm. In addition, the discretization error in the $L^2$ norm is also reported. For the detailed computation of these norms, we refer to the technique presented in Section 7.3 and the definition of norms (5.21). We remark that when calculating these norm we used a new and large set of quadrature points different from the ones used for training the network.

Section 9 is organized as follows. In Example 1 we test our method on a simple one-dimensional problem with both Dirichlet and Neumann boundary conditions. We do this with both the energy and PINN loss formulation of the problem and compare our method with the common SGD, ADAM and L-BFGS optimizers to demonstrate its effectiveness. In Example 2 we present a 1D benchmark to verify the empirical adaptive property of greedy algorithms. Next we consider solving high order and high dimensional PDEs using the OGA. Examples 3 and 4 confirm our theoretical convergence rates for two dimensional elliptic problems with second and fourth order. In Example 5 we develop a method using a restricted dictionary designed for high dimensional problems. We show that our method can tackle high-dimensional problems as long as the solution is well-approximated by the convex hull of the fictionary. Finally, we give an examples of non-linear PDEs in Section 9.2 using the relaxed greedy algorithm (RGA). We note that Theorem 2 holds for any convex and smooth energy function. Therefore, we can get convergence for non-linear equations provided the equation has a variation formulation with a convex energy.

9.1. Linear PDEs

Example 1 (1D elliptic equation). We consider the 1D elliptic equation

$$-u'' + u = f, \quad x \in (-1, 1),$$

$$u'(-1) = u'(1) = 0, \quad (9.1)$$

with the source term $f = (1 + \pi^2) \cos(\pi x)$ which has the analytical solution $u(x) = \cos(\pi x)$. The energy function is discretized using Gaussian quadrature with $t = 2$ and $L = 4000$ in (7.22) and the discrete energy is minimized using the orthogonal greedy algorithm OGA with dictionary $\mathbb{P}_2^1$ (i.e. corresponding to ReLU$^2$). The convergence rate is shown in Table 1. We obtain second order convergence in $H^1((-1, 1))$ which matches the
theoretical convergence rate of the orthogonal greedy algorithm. In addition, we obtain third order convergence in $L^2((-1, 1))$ which matches the theoretically predicted approximation rates of shallow neural networks \[82\].

$$\|u - u_n\|_{L^2} \text{ order}(n^{-3}) \quad \|u - u_n\|_{H^1} \text{ order}(n^{-2})$$

| $n$  | $\|u - u_n\|_{L^2}$ | order $n^{-3}$ | $\|u - u_n\|_{H^1}$ | order $n^{-2}$ |
|------|-----------------------|----------------|-----------------------|----------------|
| 16   | 7.86e-04              | -              | 2.79e-02              | -              |
| 32   | 7.70e-05              | 3.35           | 5.89e-03              | 2.24           |
| 64   | 8.45e-05              | 3.19           | 1.36e-03              | 2.11           |
| 128  | 9.68e-07              | 3.13           | 3.22e-04              | 2.08           |
| 256  | 1.18e-07              | 3.04           | 7.81e-05              | 2.04           |
| 512  | 1.44e-08              | 3.03           | 1.94e-05              | 2.01           |
| 1024 | 1.83e-09              | 2.97           | 4.86e-06              | 1.99           |
| 2048 | 2.50e-10              | 2.88           | 1.28e-06              | 1.93           |

Table 1: $L^2$ and $H^1$ numerical error of OGA v.s. the number of neurons $n$ for Example 1.

Next we consider the same equation with Dirichlet boundary conditions and consider the forcing term $f(x) = (1 + \frac{\pi^2}{4}) \cos(\frac{\pi}{2} x)$ so that the analytical solution is given by $u(x) = \cos(\frac{\pi}{2} x)$. We use the orthogonal greedy algorithm with $D = \mathbb{P}_1^2$ to minimize a discretized version of the penalized energy $\mathcal{R}_{N,\delta}$, which is discretized using the same Gaussian quadrature. To balance the errors, we let $\delta$ scale as $n^{-2}$. The convergence order is given in Table 2 and matches the expected rate obtained by combining the convergence order of the orthogonal greedy algorithm with the error incurred by the penalization.

$$\|u - u_n\|_{L^2} \text{ order} \quad \|u - u_n\|_{a,\delta} \text{ order}(n^{-1})$$

| $n$  | $\|u - u_n\|_{L^2}$ | order | $\|u - u_n\|_{a,\delta}$ | order $n^{-1}$ |
|------|-----------------------|-------|-----------------------|----------------|
| 16   | 6.72e-04              | -     | 4.40e-02              | -              |
| 32   | 1.70e-04              | 2.01  | 2.20e-02              | 1.00           |
| 64   | 4.17e-05              | 2.00  | 1.10e-02              | 1.00           |
| 128  | 1.04e-05              | 2.00  | 5.49e-03              | 1.00           |
| 256  | 2.63e-06              | 1.99  | 2.75e-03              | 1.00           |
| 512  | 8.10e-07              | 1.70  | 1.37e-03              | 1.00           |

Table 2: Numerical results of OGA for Example 1 with Dirichlet boundary condition. Here we take $\delta = 0.1 \times n^{-2}$.

We also use the first example with Neumann’s boundary conditions to compare with the deep Ritz method \[89\] using SGD and ADAM \[41\] as the optimizers. The numerical solution of the deep Ritz method is represented by a single hidden layer neural network with ReLU activation function. We run both SGD and ADAM optimizers for 10000 epochs using Gauss quadrature points with random initialization. The initial learning rate for each experiment is $1 \times 10^{-3}$ and is decreased by 5 every 3000 epochs. The numerical errors shown in Table 3 are the average results of 30 independent experiments, where we can see that both SGD and ADAM do not achieve any convergence order numerically as $n$ gets larger (i.e. the size of the network gets larger).
Table 3: The numerical convergence test of the deep Ritz method with both Adam and SGD optimizers on one-hidden-layer ReLU² neural network v.s. the number of neurons n for Example 1.

Next, we compare with the widely used PINN method [70] which has been proven exceptionally successful in practical engineering applications. Specifically, we optimize a discretization of the PINN risk (2.21), given by

$$MSE = MSE_f + MSE_{bc}, \tag{9.2}$$

where

$$MSE_f = \frac{1}{N_f} \sum_{i=1}^{N_f} | - \Delta u_n(x_i) + u_n(x_i) - f(x_i)|^2$$

and

$$MSE_{bc} = |u'(-1)|^2 + |u'(1)|^2. \tag{9.3}$$

Here the collocation points \{x_i\}_{i=1}^{N_f} are randomly chosen from the uniform distribution on \([-1, 1]\) where \(N_f = 10000\). The numerical solution \(u_n\) is computed by optimizing the MSE loss with two stages. First the network is trained using ADAM’s optimizer up to 10000 steps. In the next stage we change the optimizer into L-BFGS, where the learning rate is determined by the line search with the strong Wolfe’s condition, and stop when the update of MSE loss is less than \(10^{-16}\). Since the gradient based training method requires the computation of first order derivatives, we change the activation function into ReLU³ to satisfy the regularity demand. The result shown in Table 4 is the mean error of 30 independent experiments. Similar to the results of the Deep Ritz method, we do not observe any stable numerical convergence with respect to n.

Table 4: The numerical convergence test of the PINN model with L-BFGS optimizer on one-hidden-layer ReLU³ neural network v.s. the number of neurons n for Example 1.

For comparison, next we use the orthogonal greedy algorithm to train the neural network using the same loss function (9.3) with \(N_f = 10000\) and the dictionary \(\mathbb{P}_3\). We compute the numerical errors using the quadrature with a number of points that is large enough to get a good accuracy. We observe convergence for both the loss function and the numerical error in Table 5.
Table 5: The loss function and numerical error of OGA in $L^2$ and $H^1$ norms v.s. the number of neurons $n$ for Example 1.

| $n$  | PINN-loss      | order | $\|u - u_n\|_{L^2}$ order | $\|u - u_n\|_{H^1}$ order |
|------|----------------|-------|---------------------------|---------------------------|
| 16   | 2.64e-03       | -     | 5.05e-04                  | 2.02e-03                  |
| 32   | 1.50e-04       | 4.14  | 1.04e-04                  | 2.54e-04                  |
| 64   | 8.10e-06       | 4.21  | 2.28e-05                  | 4.43e-05                  |
| 128  | 5.10e-07       | 3.99  | 5.03e-06                  | 5.28e-05                  |
| 256  | 3.16e-08       | 4.01  | 3.49e-06                  | 5.40e-06                  |
| 512  | 1.98e-09       | 4.00  | 5.45e-07                  | 1.04e-04                  |
| 1024 | 1.11e-10       | 4.16  | 1.81e-07                  | 5.74e-07                  |
| 2048 | 5.54e-12       | 4.32  | 6.67e-08                  | 2.14e-07                  |

Example 2 (Adaptivity in 1D). Next, we test the OGA using the dictionary $\mathcal{P}_2^1$ on the 1D elliptic equation \[(9.1)\] where $f$ is chosen so that the exact solution is given by:

$$u(x) = (1 + x)^2(1 - x^2) \left(0.5 \exp \left(-\frac{(x + 0.5)^2}{K}\right) + \exp \left(-\frac{x^2}{K}\right) + 0.5 \exp \left(-\frac{(x - 0.5)^2}{K}\right)\right), \quad (9.4)$$

for $x \in \Omega = (-1, 1)$ and $K = 0.01$. The exact solution has three peaks as shown in Fig. 1. In this example, we illustrate the adaptivity of the neural network discretization by identifying the grid points $x = (x_1, \ldots, x_N)^T$ such that $u_1 x + b_1 = 0$, i.e. where the second derivative of the numerical solution changes. Since $u(x)$ has three peaks, we see that the grid points are gathered mainly at places with a larger curvature and are adaptive to fit the three peaks shown in Fig. 1. Furthermore, both the numerical error and the convergence order are shown in Table 6 where we see the theoretical convergence order achieved numerically. Note that the adaptivity is mainly a result of the neural network function class we are using and is likely to be present for other training algorithms as well. This merely demonstrates that a greedy algorithm is able to adapt to sharp changes in the solution.

![Figure 1: Grid points of a 1-hidden layer neural network solution with $N = 128$ for Example 2.](image)
Table 6: $L^2$ and $H^1$ numerical errors and convergence orders of OGA for Example 2.

| $n$ | $\|u - u_n\|_{L^2}$ | order($n^{-\alpha}$) | $\|u - u_n\|_{H^1}$ | order($n^{-\beta}$) |
|-----|-----------------|-----------------|-----------------|-----------------|
| 16  | 5.05e-02        | -               | 1.43e+00        | -               |
| 32  | 1.96e-03        | 4.69            | 1.62e-01        | 3.14            |
| 64  | 2.08e-04        | 3.23            | 3.93e-02        | 2.05            |
| 128 | 1.99e-05        | 3.39            | 8.42e-03        | 2.22            |
| 256 | 2.34e-06        | 3.09            | 2.04e-03        | 2.04            |
| 512 | 2.85e-07        | 3.04            | 4.83e-04        | 2.08            |

Example 3 (2D elliptic equation). We consider the 2D elliptic equation in $\Omega = (0,1)^2$ given by

$$-\Delta u + u = f, \ x \in (0,1)^2,$$

$$\frac{\partial u}{\partial n} = 0, \ x \in \partial(0,1)^2.$$  \hspace{1cm} (9.5)

where the right hand side $f$ is chosen so that the exact solution is given by $u(x,y) = \cos(2\pi x) \cos(2\pi y)$. We discretize the energy using Gaussian quadrature of order 2 with 400 points in each direction. We optimize the discrete energy using the orthogonal greedy algorithm with the dictionary $P^2$. The convergence orders with both $L^2$ and $H^1$ errors are shown in Table 7 and confirm the theoretical orders of $1/75$ and $1/25$ for $L^2$ and $H^1$ errors, respectively. Note that the convergence order appears even to be slightly better than predicted by our theory. This demonstrates that we have only proved an upper bound, and for certain dictionaries the convergence rate of the orthogonal greedy algorithm may even by faster than predicted by Theorem 3. Due to the computational difficulty of solving the argmax subproblem (6.1) to the required high degree of accuracy, we were not able to run this example beyond 356 neurons with the variational loss.

| $n$ | $\|u - u_n\|_{L^2}$ | order($n^{-\alpha}$) | $\|u - u_n\|_{H^1}$ | order($n^{-\beta}$) |
|-----|-----------------|-----------------|-----------------|-----------------|
| 16  | 5.13e-02        | -               | 9.74e-01        | -               |
| 32  | 9.72e-03        | 2.40            | 3.07e-01        | 1.66            |
| 64  | 2.26e-03        | 2.10            | 1.07e-01        | 1.53            |
| 128 | 5.86e-04        | 1.95            | 4.04e-02        | 1.40            |
| 256 | 1.42e-04        | 2.04            | 1.51e-02        | 1.42            |
| 356 | 7.68e-05        | 1.87            | 9.82e-03        | 1.30            |

Table 7: Convergence order test of OGA with both $L^2$ and $H^1$ errors for Example 3.

Next we consider the dictionary $P^3$ and optimize the PINN formulation instead of the energy formulation of the problem. Specifically, we optimize a discretization of the PINN risk (2.21), given by

$$MSE = MSE_f + MSE_{bc},$$

where $MSE_f$ is the discrete $L^2$-residual in the domain $(0,1)^2$: \hspace{1cm} (9.6)

$$MSE_f = \frac{1}{N_f} \sum_{i=1}^{N_f} |\Delta u_n(x_i^f) + u_n(x_i^f) - f(x_i^f)|^2,$$

and $MSE_{bc}$ is the residual on the boundary $\partial(0,1)^2$: \hspace{1cm} (9.7)

$$MSE_{bc} = \frac{1}{N_{bc}} \sum_{j=1}^{N_{bc}} |\frac{\partial u_n}{\partial n}(x_j^{bc})|^2.$$
Here we take \( N_f = 20000 \) and 2000 samples on each edge of \( \partial(0,1)^2 \) so that \( N_{bc} = 8000 \). The samples \( \{x_f^i\}_{i=1}^{N_f} \) and \( \{x_{bc}^j\}_{j=1}^{N_{bc}} \) are randomly chosen in the corresponding domains from the uniform distribution. The following table shows the numerical result where the neural network is trained by OGA. We compute the numerical errors using the quadrature with a number of points large enough to get a good accuracy. We see that although the PINN loss converges with a good order as expected, the solution errors converge somewhat more slowly and less reliably than the loss. However, a good accuracy is nonetheless finally obtained even in terms of the solution error (see Table 8).

| \( n \) | PINN-loss  | \( \|u - u_n\|_{L^2} \) order | \( \|u - u_n\|_{H^1} \) order |
|-------|------------|-------------------------------|-------------------------------|
| 16    | 9.51e+01   | 2.93e-01                      | 1.41e+00                      |
| 32    | 1.34e+01   | 2.83                          | 4.09e-01                      |
| 64    | 1.79e+00   | 2.90                          | 1.09e-01                      |
| 128   | 1.91e-01   | 3.23                          | 4.67e-03                      |
| 256   | 2.67e-02   | 2.90                          | 8.13e-03                      |
| 512   | 3.27e-03   | 3.03                          | 2.17e-03                      |
| 1024  | 5.33e-04   | 2.62                          | 7.24e-04                      |
| 2048  | 7.96e-05   | 2.74                          | 2.08e-04                      |

Table 8: The loss function and numerical error of OGA in \( L^2 \) and \( H^1 \) norms v.s. the number of neurons \( n \) for Example 3.

Example 4 (2D fourth-order differential equation). We consider the fourth-order equation

\[
\Delta^2 u + u = f, \quad x \in (-1,1)^2,
\]

\[
B_{0}^{\partial}(u) = 0, \quad x \in \partial(-1,1)^2,
\]

\[
B_{1}^{\partial}(u) = 0, \quad x \in \partial(-1,1)^2.
\]

We choose the right hand side so that the exact solution is \( u(x,y) = (x^2 - 1)^4(y^2 - 1)^4 \). We discretize the energy using Gaussian quadrature of order 2 with 400 points in each direction and using the orthogonal greedy algorithm with the dictionary \( \mathbb{P}_2^3 \) to optimize the discrete energy. We plot the convergence orders for the \( L^2 \) energy norms in Table 9. Each of these errors is calculated by using finer Gaussian quadrature. For this example, we were again only able to run the algorithm with 256 neurons due to the computational difficulty of the argmax subproblem (6.1).

| \( n \) | \( \|u - u_n\|_{L^2} \) order | \( \|u - u_n\|_{a} \) order |
|-------|-------------------------------|-------------------------------|
| 16    | -                            | 4.84e+00                      |
| 32    | 3.18                          | 1.60e+00                      |
| 64    | 2.50                          | 5.85e-01                      |
| 128   | 2.99                          | 2.04e-01                      |
| 256   | 2.36                          | 8.19e-02                      |

Table 9: The convergence order of OGA with \( \| \cdot \|_{L^2} \) and \( \| \cdot \|_{a} \) errors for Example 4.

Example 5 (High-dimensional example). We consider the following 10d elliptic equation:

\[
- \nabla \cdot (\alpha \nabla u) + u = f, \quad x \in (0,1)^{10}
\]

\[
\frac{\partial u}{\partial n} = 0, \quad x \in \partial(0,1)^{10},
\]

(9.9)
We choose the right hand side $f$ so that the exact solution is given by

$$u = \sum_{i=1}^{10} \cos(\pi x_i).$$  

(9.11)

In order to be able to solve the argmax problem arising in (6.1) we use the restricted dictionary

$$P_{10, r} = \{ \sigma(\omega \cdot x + b), \ \omega = \pm e_i, \ i = 1, \ldots, 10, \ b \in [-2, 2] \},$$

(9.12)

where $\sigma = \text{ReLU}^2$. We note that the solution $u$ was specifically chosen to lie in the convex hull of $P_{10, r}$, which is given by

$$B_1(P_{10, r}) = \left\{ f(x) = \sum_{i=1}^{10} f_i(x_i), \ \sum_{i=1}^{10} \| f_i \|_{BV} \leq 1 \right\}.$$

(9.13)

Note that the equation itself is not separable due to the complicated coefficients $\alpha$, and all that is required for the method to work is that the solution be well approximated by the dictionary. We discretize the energy using $100$ million quasi-Monte-Carlo samples in $[0, 1]$ generated by the Halton sequence, and optimize the energy using the orthogonal greedy algorithm with dictionary $P_{10, r}$. The results are shown in table 10. The point of this example is to demonstrate that the proposed method converges as expected even in high-dimensions as long as the solution is well-approximated by the dictionary $D$. For this example we were only able to run the algorithm for $256$ iterations due to the very large number of quasi-Monte Carlo samples required for the high dimensional problem.

| $n$  | $\| u - u_n \|_{L^2}$ order($n^{-3}$) | $\| u - u_n \|_{H^1}$ order($n^{-2}$) |
|-----|---------------------------------|---------------------------------|
| 16  | 5.02e-01                        | -                               |
| 32  | 4.70e-02                        | 3.42                            | 3.18e+00                        |
| 64  | 4.63e-03                        | 3.34                            | 5.99e-01                        | 2.41                             |
| 128 | 4.44e-04                        | 3.38                            | 1.10e-01                        | 2.44                             |
| 256 | 5.41e-05                        | 3.04                            | 2.27e-02                        | 2.28                             |

Table 10: The convergence order of OGA on a high-dimensional problem with $\| \cdot \|_{L^2}$ and $\| \cdot \|_{H^1}$ errors for Example 5.

9.2. Nonlinear PDEs

Next, we test the convergence order of the RGA on a nonlinear Poisson-Boltzmann PDE to confirm the theoretically derived first order convergence in Theorem 2. We also test both sigmoid and ReLU$^2$ activation functions and compare RGA with OGA in the 1D example. For all the RGA’s results, we report the generalization error defined in the left hand side of (3.17) in a relative sense, i.e., $rac{\mathcal{R}(u_n) - \mathcal{R}(u)}{\mathcal{R}(u_0) - \mathcal{R}(u)}$, which is computed by using the numerical quadrature scheme.

Example 6 (2D Poisson-Boltzmann equation, [47]). We consider the 2D Poisson-Boltzmann equation on the sphere $\{(x, y)| x^2 + y^2 \leq 4\}$, with Neumann boundary conditions, namely,

$$ \begin{cases} -\Delta u + \kappa \sinh(u) = f, \quad (x, y) \in \Omega = B_2(0), \\ \frac{\partial u}{\partial n} = 0, \quad (x, y) \in \partial B_2(0). \end{cases} $$

(9.14)
The energy functional for this problem is

\[ R(u) = \int_\Omega \left( \frac{1}{2} |\nabla u|^2 + \kappa \cosh(u) - fu \right) dx, \]

which is a strictly convex and coercive energy with respect to \( u \) as long as \( \kappa > 0 \) and this implies the existence and uniqueness of the solution. We set \( \kappa = 1 \) and consider the radially symmetric solution \( u(x, y) = \cos(\frac{\pi}{2} \sqrt{x^2 + y^2}) \), which gives the source terms \( f \). We use Monte-Carlo quadrature with the number of samples \( N = O(n^2) = \frac{n^2}{10} \) to approximate the integration. The dictionary for the RGA algorithm is taken as

\[ D = \{ \sigma(w_1x + w_2y + b) | (w_1, w_2, b) \in [-20, 20]^3 \}, \]

where \( \sigma \) is the sigmoidal activation function and we set \( M = 20 \) in (5.2). The convergence order test is shown in Table 11 and the numerical solution is plotted in Fig. 2.

| \( n \)  | \( \frac{R(u_n) - R(u)}{R(u_0) - R(u)} \) | order(\( n^{-1} \)) |
|-------|---------------------------------|-----------------|
| 16    | 8.18e+00                        | -               |
| 32    | 4.19e+00                        | 0.96            |
| 64    | 2.96e+00                        | 0.50            |
| 128   | 6.95e+01                        | 2.09            |
| 256   | 2.54e+01                        | 1.45            |
| 512   | 7.70e-02                        | 1.72            |
| 1024  | 2.90e-02                        | 1.41            |
| 2048  | 1.39e-02                        | 1.06            |

Table 11: Convergence order of RGA for the 2D Poisson-Boltzmann equation in Example 6.

Figure 2: Numerical solution of the 2D Poisson-Boltzmann equation obtained by RGA with \( n = 4096 \) for Example 6.
10. Conclusions

The process of training neural networks is the main bottleneck in applying neural networks to solve PDEs, both in terms of the effort required to tune hyperparameters and in the computational complexity required for the training process. In order to solve the resulting highly non-convex optimization problems, typically SGD or ADAM is used to train the neural networks. These algorithms are often difficult to properly tune and often require multiple tries and additional tricks to obtain good performance. As a result, they are computationally expensive, slow, and so far not theoretically justified, despite their impressive empirical behavior. In this paper, we develop an efficient greedy training algorithm for neural network discretization of PDEs. Guided by a greedy setup, this innovative training algorithm dynamically builds the neural network starting from a simplified version and ending with the original network via adding basis (nodes) adaptively. Therefore, the corresponding sub-optimization problem is easy to solve at each iteration. By gradually increasing the complexity of the model, this new training algorithm allows us to test the convergence order numerically which is not achieved by traditional training algorithms due to the complex solution landscaping. Moreover, the new training algorithm also allows us to find the mesh adaptivity which is one of the advantages of the neural network discretization.
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