I. INTRODUCTION

Historically, calorimetry experiments at ambient pressure have led to an abundance of new physics, from Einstein’s quantum theory of solids[2] and Debye’s vibrational model[2] to the discovery of superfluidity[3] and a recent test of renormalization-group theory[1]. In Earth science, calorimetric measurements of silicates have proven essential for understanding magmatic processes[4].

Some research has aimed to make the same type of measurements at high pressures (> 1 GPa). A few groups have demonstrated the ability to detect phase transitions at low temperatures (tens of mK to tens of K) in heavy fermion compounds up to ~ 10 GPa[5,6]. In making these measurements, they have shown that qualitative calorimetry inside diamond cells is possible, but it is unclear whether such measurements are quantitatively accurate, even in relative values of specific heat as temperature is varied. In some dynamic high-pressure experiments, pyrometry-based temperature measurements allow calculation of specific heats as a shock wave decays[7,8]. However, the short timescales (nanoseconds) of the experiments can result in large uncertainties in the measurement, including the degree and nature of equilibrium achieved, and the large strain rates may generate a high density of atomic defects. Overall, although some pioneering experiments have been carried out, little is known about the specific heat of materials at pressures above a few GPa, or even about the potential for making calorimetric measurements at high pressures.

If successfully developed, high-pressure calorimetry techniques could have far-reaching applications. They could aid in the detection and characterization of high-pressure entropy-driven transformations, such as melting and order-disorder transitions[9]. The energetics of high-pressure phase transitions could reveal new information relevant to Earth science and to materials physics, such as the latent heat of melting in the Earth’s core or the pressure-dependence of pre-melting phenomena. At low temperatures, calorimetry could be used to map out first- and second-order phase boundaries in pressure-temperature space, possibly helping in the search for quantum phase transitions (e.g., Ref. [10]).

We focus here on calorimetry in the diamond-anvil cell because such cells currently achieve the highest pressures under static compression, and they allow samples to be probed by numerous other techniques (spectroscopy, diffraction, etc.). Static methods offer the widest range of time periods over which the sample can be probed, and may be essential for reaching thermodynamic equilibrium.

Before presenting the main model and results, we explain the need for new modeling of modulation calorimetry, a technique that is over 100 years old. Also, to show the potential for realization of the technique modeled here, we outline available technologies.

II. BARRIERS TO THE USE OF TRADITIONAL CALORIMETRY MODELS AND METHODS

Adaptation of typical calorimetric measurements to high pressures is a challenge because the volume at pressure - thermal insulation as well as sample - is small and therefore difficult to insulate thermally; relevant dimensions are of order µm to tens of µm so it is difficult to maintain adiabatic conditions. Moreover, insulating materials are liquids and solids with negligible porosity, hence large thermal conductivity and heat capacity, causing many equations of modulation calorimetry to be invalid.
Most modulation calorimetry experiments are analyzed using an approximate solution to the heat equation, with a single timescale of heat loss. Specifically, the sample is assumed to be thermally connected to a heater via a link with thermal conductance $K_h$, to a thermometer via $K_t$ and to a thermal bath via $K_{b1,2}$. In this sense, the sample and its surroundings are modeled as if they are disjoint pieces. Heat flow to the thermal bath is assumed to be small and temperature gradients between the sample, heater and thermometer are assumed to be negligible.

The result, which is not true in diamond cells, but which provides a baseline to compare against, is that the sample’s temperature varies according to

$$T_\omega = \frac{p_\omega}{\sqrt{C^2 \omega^2 + K_b^2}} \quad (1)$$

where $T_\omega$ is the amplitude of temperature oscillation at the given frequency, $\omega$, $p_\omega$ is the amplitude of power oscillation, and $C$ is the heat capacity of sample and addenda.\(^{17}\)

Definition: The **addenda** are the materials close to the sample that heat diffuses into and away from during a heating cycle, effectively adding an apparent thermal mass to the sample. They include the heater and thermometer if they are separate from the sample, as well as any material that is within ~1 thermal diffusion length of the sample.

To solve for both heat capacity and thermal conductance to the bath, Eq. (1) can be fitted to data at variable frequency, or a second equation can be used:

$$\tan \phi = C \omega / K_b \quad (2)$$

where $\phi$ is the phase shift between heat-source and temperature oscillations at a given frequency.

In any high-pressure system, including diamond-anvil cells, a model of disjoint sample, heater, thermometer, and thermal bath is not reasonable since the sample is contiguous with other liquids or solids on all sides, resulting in at least two problems: the addenda contribution to measured heat capacity can be large, and the extent of the addenda can depend on frequency; at lower frequencies thermal diffusion extends further into the surrounding material. Indeed, Ref. \(^{18}\) has shown that a 500 μm-thick Invar sample heated at 0 to 2 Hz in a pressure cell with ≤ 170 MPa argon gas surrounding the sample is not well described by Eq. (1). Rather, the addenda contribution increases from approximately zero at ambient pressure (their Fig. 2) to ~100% at 150 to 170 MPa (their Fig. 3) \(^{19}\).

But at high enough frequency, it is possible that nanogram samples inside diamond cells could be heated in a manner that is close enough to adiabatic so that the error in measured value of a sample’s heat capacity is small. For comparison, our previous work shows that heating timescales of 1 ns to 1 μs are required for pulsed heating experiments to reveal the latent heat expected during melting or other first order phase change of 1 μm-thick metal samples.\(^{20}\)

### III. AVAILABLE TECHNOLOGIES FOR CALORIMETRY IN DIAMOND-CELLS

Several existing technologies can be exploited in the design of modulation calorimetry in diamond cells. Examples of specific Joule- and laser-heating designs are described in Appendices A,B.

Joule-heating, which allows heat to be deposited inside metallic samples, can be accomplished by lithographically fabricating wires and metallic samples onto the diamonds or onto a thin layer of thermal insulation,\(^{21}\) or by positioning thin foils between insulating layers and through an electrically-insulating gasket.\(^{22,23}\) Tapered electrical leads can connect the μm sized sample to electrical connectors that connect to commercial AC power supplies capable of outputting waveforms at kHz, MHz or GHz frequencies. Voltage measuring leads can be connected to lock-in amplifiers or analog-to-digital converters that monitor power oscillations, and perhaps also temperature oscillations via the third harmonic technique described in Appendix C. The background temperature can be measured using a thermocouple if the entire diamond-cell is heated, or by spectroradiometry if the sample’s temperature is at least 1000 K. A more detailed Joule-heating design is presented in Part II of this publication.

Laser-heating, which deposits heat on the surface of metallic samples, can be accomplished with 100 MHz frequency oscillations with commercial diode laser modules (e.g. Newport LQD series), or with several GHz using more-specialized electrical modulation of a diode laser source (e.g. Ref. \(^{24}\)). Pyrometric or spectroradiometric temperature measurements can be made with fast light-collecting technologies, such as intensified CCD cameras and photodiodes with nanosecond resolution. Incident laser power can be measured at the laser source by using a power meter, while changes in laser absorption can be monitored by measuring reflectivity from the sample area using a photodiode.

### IV. SCOPE OF ANALYSIS

Our analysis discriminates between three types of temperature measurement and heating scheme, summarized in Table I: internal heating experiments with internal temperature measurement (‘I/I’, such as Joule heating with the third harmonic temperature measurement technique), internal heating experiments with surface...
temperature measurement ("I/S", such as Joule heating with spectroradiometry), and surface heating experiments with surface temperature measurement ("S/S", such as laser heating of metals with pyrometry or spectroradiometry). We do not consider "S/I" because most experimental designs that allow for internal temperature measurement also allow for an internal heating source (I/I), which is likely to give more accurate calorimetry results because no heat transport is required to equilibrate the heated region with the region of temperature measurement. For example, if the amplitude of temperature oscillations is determined by measuring electrical resistance, then resistive (Joule) heating could also be used to deposit heat; if temperature is determined from electromagnetic radiation that is interior to the sample, it is likely that electromagnetic radiation (e.g., time-modulated laser heating) could also be deposited in the sample’s interior. More nearly adiabatic conditions result from using the internal heating source in both cases.

We do not consider heating sources or temperature measurements that are far away from the sample because this increases the difficulty in extracting calorimetric information about the sample itself. To give a sense of the difficulty, typical diamond anvils are ~2 mm in each linear dimension, giving a thermal mass that is ~10^5 times the thermal mass of a typical diamond cell sample (10 µm thick, 100 µm in diameter). The gasket and epoxy that border the diamonds are also large compared to the sample, and their heat capacities would be difficult to calibrate since their dimensions typically vary from experiment to experiment.

We do not explicitly consider heating of samples by the “hot plate” method, in which one material (usually a thin metal foil) absorbs heat, which then diffuses into the sample of interest, despite the fact that this method can be useful for measuring a variety of properties (e.g. interface conductance) and thermal diffusivity. In fact, it is the diversity of uses that makes this heating method difficult to analyze comprehensively; temperature evolution is affected by both transport and thermodynamic properties of both the heat absorber and the sample. Nonetheless, we expect that thermal measurements using hot plate heating in diamond cells will be useful in the future, and therefore discuss the topic briefly in the discussion sections of this paper and the companion paper.

For simplicity, we assume local thermodynamic equilibrium is reached within the heated area, ignoring the possibility of kinetic barriers to phase transitions even though kinetics are known to affect many phase transformations. One way to account for, or at least estimate the influence of, kinetic effects is to reverse transformations by slowly raising and then slowly lowering temperature.

In principle, measurement of phase shifts could be used in conjunction with the amplitude of oscillations and two equations, (1) and (2), to solve for the heat capacity and thermal conductance of the link to the temperature bath. Unfortunately, Eq. (2) is not a good approximation for diamond-cell samples, resulting in little improvement at frequencies greater than 1 MHz (Appendix D).

V. MODELING SCHEME

We model heat flow during modulated heating of metal samples pressed between symmetric layers of thermal insulation in a diamond anvil cell, as depicted schematically in Figs. 5, 6. Metals are chosen in this study since they are easier to heat via Joule-heating or laser-heating, and because they are likely choices for use as standard heaters in the future. We typically assume a total thickness from diamond to diamond of 30 µm, with sample thickness ranging from 1.7 to 15 µm, the remaining space consisting of thermal insulation between diamond and sample. We approximate the heat flow in the central part of the heated area as occurring solely in the axial direction of the diamond anvil cell (“z” in Fig. 6), allowing reduction of the heat equation to one dimension along the axis:

\[
\frac{\partial T(z,t)}{\partial t} = \frac{1}{\rho C} \frac{\partial}{\partial z} (k \frac{\partial T}{\partial z}) + Q(z,t) \quad (3)
\]

where \( T \) is temperature at time \( t \) and position \( z \), \( Q \) is a heating source, and \( \rho, C, \) and \( k \) are material properties defined in Table II (assumed to be temperature-independent). In a previous publication, we used examples of two-dimensional axial simulations to show that the assumption of purely axial heat flow in diamond cells is valid at high frequencies \( f > D_{sam}/\text{width} \).

We assume two heating sources of equal power are distributed through a skin depth, \( \delta_{\text{skin}} \), from each side and that they vary sinusoidally in time with frequency \( f \):

\[
Q(z,t) = Q_0 \left( e^{-\frac{z-d_{sam}/2}{\delta_{\text{skin}}}} + e^{-\frac{z+d_{sam}/2}{\delta_{\text{skin}}}} \right) \sin(2\pi ft) \quad (4)
\]

for \(-d_{sam}/2 < z < d_{sam}/2\) and \( Q(z,t) = 0 \) otherwise. In Appendix E, a different heating source is used to simulate one-sided heating. We also tested a more realistic heating source that is always positive, \( Q \propto 1+\sin(2\pi ft) \), and found no change in the resulting temperature variations.

Layer thicknesses and material properties used in our reference simulations are listed in Table II. The material properties match ambient pressure-temperature values of an iron sample (except with a relative magnetic permeability of 1) and a single crystal potassium bromide insulator.

As in Refs. 20 and 31, we assume that thermal conduction through the diamond anvils is so efficient that the temperature at the culet surface (diamond tip) is a constant (e.g. 300 K). In the main text, symmetric heating allows us to simulate one half of the sample chamber, from \( z = 0 \) to \( z = d_{sam} + d_{ins} \), as long as we enforce the boundary condition that no heat flows across the mid-plane of the sample, \( \frac{\partial T}{\partial z}|_{z=0} = 0 \). The initial condition is
that $T$ is constant in space, which is the average temperature distribution assuming the heating source described in Eq. (4).

We solve Eq. (3) by implementing the Crank-Nicholson numerical method described in Appendix F, with a typical time step of $0.01/f$ for frequency $f$, and an 10 to 50 nm mesh (i.e. 100-times smaller than the smallest sample dimension). We typically simulate 10 heating cycles and fit the final 5 cycles to a sinusoidal function in order to extract an amplitude of temperature oscillation. For laser-heating, we assume that the measured temperature is a weighted average of temperature to the fourth power in order to approximate the effect of the Stefan-Boltmann law:

$$T_{\text{meas}} = \left( A \int_0^{d_{\text{sam}}} T(z) e^{-\left(\frac{z}{\delta_{\text{skin}}}\right)} dz \right)^{1/4}$$

where $A$ is a normalization factor. In the case of Joule heating with third harmonic temperature measurement described below, we average $T$ rather than $T^4$, and since the skin depth is large compared to sample thickness, the exponential term approaches $e^0$. Hence,

$$T_{\text{meas}} = A \int_0^{d_{\text{sam}}} T(z) dz$$

The total heat capacity of sample plus addenda that would be inferred, is

$$C_{\text{total}} = \frac{p_\omega}{\omega T_\omega}$$

where $p_\omega$ is the amplitude of power oscillations that is absorbed through the full thickness of the sample ($p = \int_0^{d_{\text{sam}}} Q(z,T) dz$), and $T_\omega$ is the amplitude of oscillation of $T_{\text{meas}}$, and $\omega$ is the angular frequency of both oscillations.

Note: The variable $c$ or $C$ is used in several contexts in this study. Lower-case $c_{\text{sam}}$ and $c_{\text{ins}}$ are specific heats of sample and insulation material (units: J g$^{-1}$ K$^{-1}$, i.e. the material property).

Upper-case $C$ is the apparent heat capacity given by the ratio of energy input divided by temperature change, whether or not the conditions are adiabatic: in gneray they are not (units: J/K, i.e., the product of specific heat and mass). A subscript or superscript “total” implies the total heat capacity of sample plus addenda that would be inferred from power deposited and temperature oscillation measured, as opposed to a true heat capacity of sample or insulator. Superscript “ref” refers to the reference properties of Table I. For example, $C_{\text{total}}^{\text{ref}}$ is the total heat capacity that would be measured according to the simulation results using the reference properties.

VI. RESULTS

First, we assume the material properties and sample-chamber dimensions listed in III. We simulate heating experiments at 4 kHz to 100 MHz using the three geometries of heat source/temperature measurement described above, (I/I), (I/S) and (S/S). The total heat capacity inferred from power and temperature oscillations is shown in Fig. I.

At frequencies low compared to the timescale of heat conduction out of the sample, total heat capacity includes a large addenda contribution. For example, at 9 kHz, the addenda contribution is as large as the sample contribution to heat capacity (i.e. $C_{\text{total}}/C = 2$).

Near 1 MHz frequency, the total heat capacity drops to within ~10% of the sample’s heat capacity in all cases (i.e. $1.1 > C_{\text{total}}/C > 0.9$). At higher frequencies, the proposed measurement becomes even more accurate in the case of (I/I): total heat capacity asymptotically approaches the sample’s value, while the addenda contribution becomes negligible. Examples showing this approach to adiabatic heating are shown in Appendix A, along with an idea of how it could be experimentally realized.

In the other cases, we also expect addenda contribution to heat capacity to become small at high frequency, but other details pose complications. In the case of I/S, the temperature measurement is near the sample surface, which is highly susceptible to thermal diffusion into the insulation. In fact, if temperature were measured at the true interface between sample and insulation, we expect insulation to contribute a measurable addendum at all.

| $d$: Layer thickness ($\mu$m) | Sample (Fe) | Insulator (KBr) |
|----------------------------|-------------|-----------------|
| 5                          | 10          |
| $\rho$: Density (g cm$^{-3}$) | 7.9         | 2.75            |
| $c$: Specific heat (J g$^{-1}$ K$^{-1}$) | 0.45        | 0.45            |
| $k$: Thermal conductivity (W m$^{-1}$ K$^{-1}$) | 80          | 4.8             |
| $D$: Thermal diffusivity ($\mu$m$^2$ s$^{-1}$) | 22          | 3.9             |
| $r$: Resistivity ($\Omega$ m) | 9.7 $\times$ 10$^{-8}$ | -               |
| $\delta_{\text{skin}}$: Skin depth ($\mu$m) | 1000 if internal | -               |
|                          | 0.1 if surface |

TABLE II. Properties of the sample and insulator used in our reference simulations.
FIG. 1. Total heat heat capacities per unit area ($\frac{C}{\omega}$) divided by sample heat capacity per unit area ($\rho_{\text{sam}}c_{\text{sam}}d_{\text{sam}}$) as a function of the frequency of heating modulation. Black circles indicate that heat is deposited internally and temperature is measured internally in our reference experiment, red diamonds indicate that heat is deposited internally and temperature is measured at the surface ($\delta_{\text{skin}} = 100$ nm), and blue triangles indicate that both temperature measurement and heat deposition take place in the surface ($\delta_{\text{skin}} = 100$ nm). The yellow band marks $< 10\%$ error in heat capacity measurement.

FIG. 2. Error in heat capacity of sample due to addendum contribution vs. heating frequency. Black circles represent the reference experiment with internal heating and temperature measurement, while colors indicate that a single parameter has been changed by a factor of 10 from the reference. Yellow highlights the region with $< 10\%$ error.
Variations in sample thickness also cause a large effect in the accuracy of measured heat capacity, with 20 \( \mu \text{m} \)-thick samples allowing frequencies less than 100 kHz to result in heat capacity measurements with 10% accuracy. We also note that a possible trick to reduce error in heat capacity measurement is to measure heat capacities at two (or more) sample thicknesses. The thinner sample is more sensitive to addenda than the thicker one, allowing deconvolution of the two contributions to measured heat capacity: the sample’s contribution and the addenda’s contribution. Detailed model results are presented in Appendix G.

Finally, in order to guide experiments seeking to detect changes in material properties (rather than absolute values), we study the frequency-dependence of changes in total heat capacity as various material properties change. Fig. 3 shows the results for I/I and S/S schemes. The I/S scheme has been omitted as the results are similar to the S/S results. We normalize the results in two ways, via the heat capacity of the sample alone before changing the material property, \( C_{\text{ref}} \), and via the heat capacity of sample plus addenda before changing the material property, \( C_{\text{total}} \). The former normalization may be more intuitive, but only the latter normalization would be experimentally feasible, so we discuss it here. At \( \geq 300 \text{ kHz} \) and \( \geq 1 \text{ GHz} \), the ratio of total heat capacities, \( C_{\text{total}}/C_{\text{ref}} \), approaches the correct values for (I/I) and (S/S), respectively. At lower frequencies (10 kHz and 10 MHz), measured heat capacities are more sensitive to increases in heat capacity than to all other changes in material properties considered here (\( k_{\text{ins}}, c_{\text{ins}}, k_{\text{sam}} \)), except for a change in skin depth, \( d_{\text{skin}} \). Therefore, by scanning frequency by a few orders of magnitude around 10 kHz (for Joule-heating, I/I) or 10 MHz (for laser-heating, S/S), increases in heat capacity may be identified with little ambiguity.

VII. DISCUSSION

Among the possible experiments considered here, two types of calorimetry measurements are shown to be feasible: absolute measurements of the heat capacities of Joule-heated metals with internal temperature measurement (I/I) and relative measurements of Joule- or laser-heated metals with surface temperature measurement (I/S) or (S/S). In both cases, high heating frequencies must be used (\( \sim 100 \text{ kHz} \) to 10 MHz), and to allow for the most robust interpretations, frequency should be varied over such a range.

The requirement of high heating frequency can be understood by analyzing heat flow in the small volume of a diamond cell sample chamber; at frequencies lower than the frequency at which heat leaves the sample, the addenda contribution to heat capacity is large. Specifically, the characteristic timescale for heat conduction through the insulation to the diamonds is

\[
\tau_{\text{into ins.}} = \left( \frac{\rho_{\text{sam}} c_{\text{sam}} d_{\text{sam}}}{\sqrt{\rho_{\text{ins}} c_{\text{ins}} k_{\text{ins}}}} \right)^2
\]

where \( \rho_{\text{ins}} c_{\text{ins}} k_{\text{ins}} \) is the effusivity of the insu-
FIG. 4. Total heat capacity of sample plus addenda (top row) and ratios of total heat capacity to total heat capacity in the reference model (bottom row) upon variation of the sample’s specific heat (red curves), the sample’s thermal conductivity (pink curves), the insulation’s thermal conductivity (blue curves), the insulation’s specific heat (cyan curves), and the skin depth of the heating source and temperature measurement probe (green curves). All four horizontal axes show frequency. The vertical axes in the top row are total heat capacities normalized by the true value of heat capacity of the sample. The vertical axes in the bottom row are the same total heat capacities, but normalized by the total heat capacity of sample plus addenda in the reference state ($C_{\text{ref}}$). The first column assumes internal heating and temperature measurement (I/I), while the second column assumes surface heating and temperature measurement (S/S, for which $\delta_{\text{skin}} = 100$ nm). Shades of red indicate the magnitude of specific heat changes (see legend), while yellow highlights accurate measurements (within 10%) for 1-fold, 3-fold, 10-fold and 30-fold increases in sample heat capacity.

lution. For the iron sample and KBr insulation assumed here, this timescale is 50 $\mu$s, meaning the insulation becomes a significant part of the addenda at frequencies less than a few tens of kHz.

In fact, the insulation contribution to total heat capacity is more difficult to correct for than heat flow to the diamonds anvils. Appendix D shows that total heat capacity can be corrected for contributions from the heat bath (i.e. the diamonds) by measuring the phase shift of the modulated temperature relative to the modulated heating source. Unfortunately, this correction does not seem to account for heat lost to insulation, leaving a large addenda contribution to total heat capacity.

Despite these challenges, we have shown that absolute calorimetry measurements of metals can be made with better than 10% error using Joule heating, and relative heat capacities can be measured using either Joule- or laser-heating. In all cases, careful experimental design (e.g. frequency scanning) is required to discriminate changes in sample specific heat from changes in other properties of the sample or insulation. The simulation results presented here provide a roadmap for such design.

Joule heating affords a controlled way to deposit heat, and the third-harmonic temperature measurement described in Appendix C provides a way to measure temperature oscillations in the exact place that heat is deposited. Key experimental challenges are (1) to build a circuit capable of delivering high-frequency electrical power to the tips of diamonds with little electrical distortion and (2) to press a metal foil of uniform cross-sectional area between well-insulated diamond tips. If such engineering challenges are met, realization of the internal heating/internal temperature measurement experiment modeled here would provide the first absolute
measurements of specific heat at > 10 GPa of pressure.

Laser heating allows simpler sample preparation and avoids the danger that a broken electrical lead ends an experiment prematurely. Assuming reliable temperature and power measurements, relative heat capacity can be measured at a range of frequencies from ∼1 MHz to 1 GHz, and changes in specific heat can be discriminated from changes in other material properties by referring to Fig. 2 (lower right panel). Indeed, temperature oscillations can be measured via thermal emissions, but estimation of the absorbed fraction of incident laser power is complicated by the potential for changes in reflectivity and opacity of sample and insulation, for example at a phase transition of interest. That is, the possibility of transition-induced changes in material properties would complicate interpretation of experimental measurements, especially if time dependencies (e.g., kinetics) play a role in the frequency range being investigated. Total reflectance and absorbance could be monitored, but even so, there is a possibility that the location of absorbed laser power remains unknown. If the insulation begins absorbing laser power at high temperatures, the model results presented here are of little use. On the other hand, there is little chance (in the absence of an insulator-metal transition) that the electrical conductivity of an insulator increases so much that it significantly alters the location at which Joule-heating power is deposited.

In order to quantify specific heat, the geometry of the sample must be known. The starting material in the proposed Joule-heating experiment should therefore be a strip of metal with uniform cross sectional area, and a soft pressure medium should be used on at least one side of the metal sample so that deformation is limited. Still, shearing is inevitable in diamond-cell experiments, and it typically results in thinning of a sample upon compression. Therefore, an accurate measurement of thickness is crucial to quantify specific heat. At least three options exist: (1) the metal’s thickness can be inferred via white-light interference measurements from (i) diamond-to-diamond and (ii) diamond-to-metal on each side, (2) the metal’s surface area can be measured in situ via optical imaging, or (3) purely elastic strain following a known equation of state can be assumed upon decompression, and the metal’s geometry can be measured (or inferred) after decompression to ambient pressure (i.e. ex situ). One way to infer sample geometry precisely after decompression is to use the resistance or heat capacity measurement itself and the known ambient pressure value of resistivity or specific heat, as in the high-pressure resistivity measurements of Ref. 34.

A variety of potential benefits of the proposed measurements exist. First, high-pressure phase transitions of metals could be mapped in pressure-temperature space using either Joule- or laser-heating, and phase boundaries that are already documented using structural probes can be confirmed using an entropy-sensitive probe. Little accuracy is required to identify first-order phase transitions; relative heat capacity can be relied upon, and in principle, measured values of heat capacity can differ from true values by a factor of up to \( \frac{L}{\sigma T} \), where \( L \) is the latent heat of phase transition and \( \sigma \) is the precision of the temperature measurement. In fact, several studies of heavy-fermion compounds at high pressures have already documented phase transitions via relative specific heat measurements up to ~10 GPa at ≤ 20 K.\(^{28,30}\)

Second, the energetics of single phases can be studied and compared against models such as the Debye model. Deviations from models would be especially interesting for the metals that exhibit large increases in specific heat at temperatures 100s of K below melting at ambient pressure (i.e. “pre-melting”).\(^{23}\)

Once a metal such as tungsten has been well-characterized using high-pressure calorimetry, it can be used as a standard “hot plate” heater. The insulator can be replaced with a non-metallic sample of interest, and relative calorimetry experiments can be performed to determine changes in their efficiencies (referring to the curves labeled \( c_{\text{ins}} \) and \( k_{\text{ins}} \) in Fig. 4). This would complement current techniques that infer thermal diffusivities from pulsed heating experiments, but which require assumptions of heat capacities to infer thermal conductivities.\(^{23,29}\) A “hot-plate” technique could allow characterization of the energetics of transitions such as substitutional disordering in multi-valent minerals, or the dissociation of molecular fluids. As in the case of mapping pressures and temperatures of temperature-driven transitions in Joule-heated metals, rough calorimetric measurements are likely sufficient to identify the latent heat of many first-order phase transitions, to detect large increases in specific heat near second-order phase transitions, or to discriminate between the two.

We have also described the limitations of calorimetric measurements in diamond cells. First, absolute calorimetry is not possible in surface-heated samples. This precludes the possibility of using laser heating to study the heat capacity of metallic samples (without use of a heat capacity standard). Second, even when using internal heating, the addenda from relatively good thermal insulators such as KBr cause large biases in measured heat capacities at frequencies below ~100 kHz.
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\[ \text{We have also described the limitations of calorimetric measurements in diamond cells. First, absolute calorimetry is not possible in surface-heated samples. This precludes the possibility of using laser heating to study the heat capacity of metallic samples (without use of a heat capacity standard). Second, even when using internal heating, the addenda from relatively good thermal insulators such as KBr cause large biases in measured heat capacities at frequencies below ~100 kHz.} \]

\[ \text{VIII. CONCLUSIONS} \]

Many opportunities exist for novel calorimetry experiments at high-pressures using high-frequencies heating sources. Since “insulators” in diamond cells are thin layers of dense solids or liquids, significant addenda contributions to measured heat capacities are unavoidable at low frequencies. But those contributions can be limited to < 10% of the sample’s heat capacity by use of high-frequencies (~100 kHz to 10 MHz), internal heating (e.g. Joule heating), relatively low thermal conductivity insulators (e.g. alkali-halides or glasses), and relatively thick samples (≥ 5 to 20 \( \mu \)m).
FIG. 5. (I/I) Experimental design for absolute measurement of heat capacity at high pressures. (a) Side view of a 5 µm-thick metal foil (red) surrounded by a transparent thermal insulator (dielectric, shown in white) and compressed in a diamond anvil cell. (b) An oblique view onto the tip of one diamond shows thick electrical leads delivering current to the metal foil. (c) Two examples Joule heating simulations (100 kHz and 10 MHz) showing temperature profiles at various times during half a heating cycle (black to orange represent early to late times). Also shown are the Joule power absorbed and temperature oscillation (times frequency and heat capacity) during two heating cycles. The temperature oscillation curve approaches the power curve in magnitude as the simulation becomes nearly adiabatic at 10 MHz. (d) An example of the dynamic Joule heating and temperature measurement proposed, assuming the geometry and material properties in Table 1. From the top panel, ±500 mA of 0.5 MHz current is delivered to the metal sample, causing ±40 mV voltage oscillations at 0.5 MHz, resulting in ±15 mW power oscillations at 1 MHz on top of a ±15 mW background power. The temperature rises from 300 K to 308 K due to the background power and oscillates by ±0.05 K, causing ±0.0001 Ω oscillations in resistance, which feed back into the voltage. The final panel shows this voltage feedback is composed of a first harmonic and a third harmonic. Measurement of the magnitudes of the third harmonics, $V_{3\omega}$, allows calculation of heat capacity by Eq. (A1).

Appendix A

The main text shows that in theory, internal resistive (Joule) heating at ~100 kHz to 10 MHz frequency can be used to generate quantitative, absolute calorimetric data with limited contamination from addenda. Here we illustrate the principle of such an experiment via a few examples. Fig. 5 outlines an experimental setup, and using the numerical simulation described in the main text, shows where heat deposited in the sample would flow during experiments. A 5 µm-thick metal sample surrounded by 10 µm of insulation on each side is compressed between the tips of diamond anvils. Electrical power is deposited in the narrowest part of the circuit (assumed to be the metal sample in the high-pressure chamber) via Joule heating. A small amount of heat flows from the sample into the surrounding insulation at 100 kHz and even less at 10 MHz heating frequency (Fig. 5d).

Heat capacity of samples plus addenda can then be measured electrically: the amplitude of power oscillations is $\frac{1}{2}I^2R_{sam}$, and the amplitude of temperature oscillations, $T_{2\omega}$, can be inferred via the third harmonic technique described in Appendix C. Then, assuming a current source drives electricity through the sample and that the temperature-dependence of resistance is known...
or measured, the total heat capacity of sample plus ad-
denda is

\[ C_{\text{total}} = \frac{1}{2} \left( I_\omega \right)^2 R_{\text{sam}} \frac{\omega T_{2\omega}}{2\omega T_{2\omega}} = \frac{(I_\omega)^3 (R_{\text{sam}})^2 \text{dlog} R/\text{d}T}{8\omega V_{3\omega}} \quad (A1) \]

We have used Eq. (5) with \( 2\omega \) substituted for \( \omega \) (be-
cause power oscillates at the second harmonic of current or voltage), and Eq. (C4) to substitute for \( T_{2\omega} \). Part II presents an analogous equation for the more realistic case of a voltage source with its own internal resistance.

Using Eq. (C4), a 0.055 K temperature oscillation would be inferred from the 25 \( \mu \text{V} \)-amplitude third harmonic measurement induced by the 1 MHz heating exam-
ple of Fig. 6. Using Eq. (A1), a total heat capacity of 35.4 nJ/K would be measured, which is a mere 3% larger than the heat capacity of the 5 \( \times \) 20 \( \times \) 100 \( \mu \text{m} \)-sized iron sample.

Appendix B

The main text shows that while laser heating of metals at high frequencies allows for relative measurements of heat capacity, no direct measurement of the absolute heat capacity is possible. To give intuition for why no absolute measurement is possible, we present an example of heat deposition and flow during the laser-heating of metals. Figs. 6d-e show that if heat is absorbed at the surface deposition and flow during the laser-heating of metals.

For some number \( V_\omega \), which is the first Fourier component of \( V \). The approximation is due to the fact that the sample resistance, \( R_{\text{sam}} \), is not constant in time. The power deposited in the sample is,

\[ p = IV = I_\omega^2 R_{\text{sam}} \sin^2(\omega t) = I_\omega^2 R_{\text{sam}} (1 - \cos(2\omega t))/2 \quad (C1) \]

The oscillatory term in the expression for power causes a second harmonic temperature oscillation, calculated by integrating the heat deposited with change in internal energy.

\[ \int -\frac{1}{2} I_\omega^2 R_{\text{sam}} \sin(2\omega t) dt = \rho_{\text{sam}} c_{\text{sam}} V_{\text{vol}} T_\omega \]

where \( \Delta T \) is the deviation from the steady state background temperature and \( V_{\text{vol}} \) is the volume of sample. We have assumed adiabatic heating, but note that magnitudes of adiabatic temperature oscillation can be con-
verted to non-adiabatic values by dividing by the values of \( C_{\text{meas}}/C \) that are shown in many figures. Integrating and rearranging,

\[ \Delta T = -I_\omega^2 R \sin(2\omega t)/(4\omega \rho_{\text{sam}} c_{\text{sam}} V_{\text{vol}}) \]

\[ = -T_{2\omega} \sin(2\omega t) \]

for the amplitude of temperature oscillation,

\[ T_{2\omega} = I_\omega^2 R/(4\omega \rho_{\text{sam}} c_{\text{sam}} V_{\text{vol}}) \quad (C2) \]

This second harmonic temperature variation feeds back into a modulated voltage that contains a third harmonic component, assuming a non-zero temperature-depen-
dence of sample resistance, \( \text{dlog} R/\text{d}T \).

\[ V = V_\omega \sin(\omega t) + \Delta T \cdot I \cdot R_{\text{sam}} \cdot \text{dlog} R/\text{d}T \]

\[ = V_\omega \sin(\omega t) - T_{2\omega} I_\omega R_{\text{sam}} \text{dlog} R/\text{d}T \cdot \sin(2\omega t) \sin(\omega t) \]

\[ = V_\omega \sin(\omega t) + \frac{1}{2} T_{2\omega} I_\omega R_{\text{sam}} \text{dlog} R/\text{d}T (\cos(3\omega t) - \cos(\omega t)) \]

\[ = V_\omega \sin(\omega t) + V_{3\omega} \cos(3\omega t) - V_{3\omega} \cos(\omega t) \]

for

\[ V_{3\omega} = \frac{1}{2} T_{2\omega} I_\omega R_{\text{sam}} \text{dlog} R/\text{d}T \quad (C3) \]

Rearranging to solve for \( T_{2\omega} \), we conclude that by mea-
suring the amplitude of third harmonic voltage oscillations, the current, resistance and temperature coefficient of resistance (by a preliminary resistance experiment using DC power, for example), the amplitude of temperature oscillations can be inferred:

\[ T_{2\omega} = \frac{2V_{3\omega}}{I_\omega R_{\text{sam}} \text{dlog} R/\text{d}T} \quad (C4) \]

Appendix C

The third harmonic technique provides a way of mea-
suring the amplitude of temperature oscillations based on the third harmonic of voltage created by the temperature oscillations that feed back into voltage oscillations due to the sample’s temperature-dependence of resistance. Here, we assume that a purely sinusoidal current source \( I = I_\omega \sin(\omega t) \) drives current through the sample. In
FIG. 6. (S/S) Schematic of a laser-based experiment for qualitative high pressure-high temperature AC calorimetry. (a) Two heating lasers are incident on the two sides of a sample (not to scale: sample thickness exaggerated in figure). (b,d) Axial temperature profiles, $T(t, z)$, at six times during half of a heating cycle at (b) 100 kHz and (d) 10 MHz frequency of laser modulation. (c,e) Surface temperature oscillations compared to power oscillations during two cycles. The temperature responses to 100 kHz and 10 MHz power modulation appear (c) damped and (e) amplified compared to the power deposited in the sample.

Appendix D

By measuring the phase shift between the heat-source and temperature oscillations, in addition to their amplitudes, it is possible to correct for heat flow into the diamonds anvils (i.e. the constant-temperature boundary imposed in our simulations) using the normal equations of modulation calorimetry. Correction for heat flow into the insulation would require a more complex model because different layers of the insulation respond to sample temperature oscillations with different characteristic times ($\tau \approx \Delta z^2 / D_{\text{ins}}$ for the layer that is a distance $\Delta z$ from the sample surface). To account for the diamonds, we combine Eqs. 1, 2, and the identity $\csc(\phi) = \sqrt{1 + 1/\tan^2(\phi)}$, to eliminate the effect of the conductive link through the insulation to the diamond, $K_b$:

$$T_{\omega} \csc(\phi) = \frac{p_\omega}{\sqrt{C^2 \omega^2 + K_b^2}} \sqrt{1 + K_b^2 / C^2 \omega^2} = \frac{p_\omega}{C \omega}$$
FIG. 7. Total heat capacity of sample plus addenda according to two models in which the phase shift due to thermal diffusion into the addenda is taken into account (open symbols, using \( \frac{p_c}{\omega T_c \csc(\phi)} \)) and is not taken into account (closed symbols, using \( \frac{p_c}{\omega} \)). All points are normalized by sample heat capacity per unit area \( C_{\text{sam}} = \rho_{\text{sam}} c_{\text{sam}} d_{\text{sam}} \) and plotted as a function of the frequency of heating modulation. Black circles indicate that temperature is measured internally in our reference experiment, red diamonds indicate that temperature is measured at the surface \( (\delta_{\text{skin}} = 100 \text{ nm}) \), and blue triangles indicate that both temperature measurement and heat deposition take place in the surface \( (\delta_{\text{skin}} = 100 \text{ nm}) \). The yellow band marks < 10% error in the measured heat capacity.

Solving for the total heat capacity of sample plus addenda that would be measured using these equations,

\[
C_{\text{total}} = \frac{p_c}{\omega T_c \csc(\phi)}
\]

The total heat capacities that result are shown in Fig. 7, along with the heat capacities that would be measured assuming \( K_b = 0 \) (as in the main text). The difference between the two types of total measured heat capacities is the correction for the phase shift (\( \phi \)) being less than 90°, and it is significant at frequencies less than 10 kHz, but not at higher frequencies. The reason is simple: the equations assume a disjoint model of sample and thermal bath which describes heat losses to the diamonds but not losses to the insulation that abuts the sample. Hence, the only heat loss that can be corrected for is loss to the diamonds, which becomes significant at \( f < D_{\text{ins}}/d_{\text{ins}}^2 = 25 \text{ kHz} \).

Appendix E

In order to compare the experiments modeled here with typical calorimetry experiments, we alter our simulations in one way: we separate the heater from the temperature probe. For large samples with good insulation, quantitative calorimetry data can be extracted. Moreover, a benefit of separating heater and thermometer is to enable confirmation that the sample itself thermally equilibrates. The challenge is to find a timescale long enough so that the sample internally equilibrates, but short enough so that little heat is lost to the surroundings. Unfortunately, no such timescale exists for diamond-cell sample chambers. The result is that our simulations show no way to make accurate absolute calorimetric measurements when one side of a metal is heated and the temperature is measured on the other side inside a diamond cell.

The same modeling scheme is used here, except the heating source is not given by Eq. (4), but rather by the following one-sided heater:

\[
Q(z, t) = p_0 e^{-t(z+d_{\text{sam}})/\delta_{\text{skin}}} \sin(\omega T_c t)
\]

for \(-d_{\text{sam}}/2 < z < d_{\text{sam}}/2\). Temperature is measured at \( z = d_{\text{sam}}/2 \).

Measured specific heats are plotted in Fig. 8 for three thicknesses of samples inside a sample chamber whose total thickness is 30 \( \mu \text{m} \) from diamond to diamond. In all cases, the minimum measured heat capacity is over 150% larger than the true heat capacity due to the large addenda at low frequencies and the lack of thermal equilibrium between heater and temperature probe at high frequencies.

Despite the 150% error in measurement of the sample’s heat capacity, measured temperature variations can appear to fit the equation for non-adiabatic calorimetry that assumes disjoint components (sample, thermal bath, and negligibly small heater and thermometer) connected by a thermal link, \( K_b \).

\[
T_w = \frac{p}{\sqrt{C^2 \omega^2 + K_b^2}}
\]

where \( \omega = 2\pi f \), \( C \) is the heat capacity of the sample and addenda, and \( K_b \) is the thermal conductance of the link to the temperature bath \( (K \text{ in Fig. 1a of Ref. 9}) \). \( Q' \) in eqn 3.3c of Ref. 16). Fig. 8 shows simulation results for three thicknesses of sample, along with the simple model, where \( \log(T_w) \) has been fitted over the range 10^2 to \( \sim 10^5 \) Hz. Good fits result from simulated data when \( d_{\text{sam}} \) is 5 or 10 \( \mu \text{m} \), but even the 2.5 \( \mu \text{m} \) thick sample can be fitted approximately.

Appendix F

In all heat-flow calculations, we use the Crank-Nicholson method to solve the one-dimensional heat equation with Dirichlet boundary conditions at the diamond surfaces and a Neumann (no flow) boundary condition at the center of the sample when heating is symmetric. The equation that we use to solve for temperatures...
FIG. 8. Top: Heat capacity inferred when heating a sample from one side and measuring temperature at the other side. The sample is 5 µm-thick (black circles), 10 µm-thick (red triangles) or 2.5 µm-thick (blue squares), while the full distance between the diamond anvils is 30 µm. Dotted curves are fits from the bottom panel. Bottom: Normalized values of temperature oscillation amplitude for a fixed amplitude of power oscillation, assuming the same samples as in the top panel. Solid curves are fits of the modeled temperature oscillations between $10^4$ and $10^7$ Hz using Eq. (E1) and minimizing the variance in log space, $\sum_{i} (\log(\Delta T_{calc}^i) - \log(\Delta T_i))^2$, while dotted lines are the same fits extended to higher frequencies.

at time step $n+1$ based on temperatures at time step $n$ is

$$ A T^{n+1} = B T^n + D $$  \hspace{1cm} (F1)
\[
D = \frac{\Delta t}{2} \rho_0 \cdot \exp \left(\frac{(d_{sam}/2 - \begin{bmatrix} 0 \\ \Delta z \\ 2\Delta z \\ \vdots \\ 0 \\ \vdots \\ 0 \end{bmatrix})}{\delta \text{skin}}\right) \left(\sin(2\pi ft) + \sin(2\pi f(t + \Delta t))\right)
\]

**FIG. 9.** Heat capacities that can be inferred by measuring two resistively heated samples with thicknesses of 5 \(\mu\)m and 2.5 \(\mu\)m, assuming internal temperature measurement and the reference geometry and material properties of Table II. The total heat capacity of sample plus addenda per unit area, \(C_{\text{total}} = \rho_{\text{sam}} c_{\text{sam}} d_{\text{sam}}\), is normalized by the sample heat capacity per unit area, \(\rho_{\text{sam}} c_{\text{sam}} d_{\text{sam}}\), for the 2.5 \(\mu\)m-thick sample (cyan circles) and the 1 \(\mu\)m-thick sample (black circles). By combining both measurements, we infer the heat capacity of the middle 2.5 \(\mu\)m in a way that nearly eliminates contribution from the addenda: pink squares show \((C_{\text{total}}, 5) - C_{\text{total}}, 2.5\) normalized by the heat capacity of a 2.5 \(\mu\)m-thick sample. The yellow bands marks < 10% error in heat capacity measurement.

We use a mesh, \(\Delta z\), of 1 nm and a timestep, \(\Delta t\), of 0.01/\(f\).

For one-sided heating (as in Appendix C), we increase the size of matrices \(A\) and \(B\) by deleting the top row of each and concatenating each with a flipped image of itself. We perform a similar operation to the vector \(D\), and modify it to describe one-sided heating that peaks at \(z = -d_{\text{sam}}/2\) and decreases exponentially through the width of the sample.

**Appendix G**

One way to improve accuracy or verify accuracy of heat capacity measurements is to repeat an experiment with two or more thicknesses of sample. Here we compare the heat capacity that would be inferred if the sample were 5 or 2.5 \(\mu\)m thick, but all other properties identical to the reference simulation of the main text. By subtracting the measured heat capacity of the thinner sample from that of the thicker sample, Fig. 9 shows that addenda approximately cancel, leaving the heat capacity of a 2.5 \(\mu\)m thick sample plus a small addendum. The frequency required to achieve 10% accuracy using this “two-thicknesses” trick is 20 kHz, 1.5 orders of magnitude slower than the 600 kHz frequency required when a single sample of 5 \(\mu\)m-thickness is measured.
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This is Eq. (2.3c) of Ref. [16] with $Q'$ instead of $K_b$, Eq. (2) of Ref. [18] with $\Gamma$ instead of $K_b$, Eq. (1) of Ref. [9] or Eq. (11) of Ref. [15] with $\tau_1 = C/K_b$, $\tau_2 \to 0$, and $K_b/K_s \to 0$.

Ref. [18] uses an analytic expression for an addenda contribution to heat capacity at variable frequency and shows that it fits their data.

In the case of Joule-heating, we will redefine $\omega$ as the angular frequency of current or voltage oscillations, which are 2-fold smaller than the frequency of power oscillations, meaning “$\omega$”s in Eq. (5) will be replaced by “$2\omega$”s in this paper and in Part II.

This is Eq. (2.3c) of Ref. [16], Eq. (1) of Ref. [9], and Eq. (11) of Ref. [15] with $\tau_1 = C/K_b$, $\tau_2 \to 0$, and $K_b/K_s \to 0$.