Improvement in automatic food region extraction based on saliency detection
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ABSTRACT
In this paper, we propose a method for extracting pixel-wise food regions on the basis of saliency detection using the multi-scale information network (MSI-Net), which includes convolutional layers at different dilated rates, and GrabCut, which can revise food regions on the basis of graph theory. Our comparative experiment, which used 241 actual food images, clarified that the proposed method significantly increased the F-measure, which was used as a comprehensive metric of the food-extraction accuracy, by 3.76% or more compared with conventional methods using saliency detection. The proposed method tended to preserve the contour structure of the food regions better than the conventional methods. In addition, the F-measure was significantly increased by 6.72% compared with the low-cost SegNet, which was trained with a publically available dataset. However, the experiment suggested that the proposed method can be further improved by revising its algorithm for determining food and background candidates. Further discussion and implications are provided herein.
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Introduction

Chronic diseases, examples of which include diabetes and obesity, are major causes of worldwide mortality and morbidity and have reached epidemic proportions.\textsuperscript{[1]} To control and prevent them, food behavior and patterns should be improved, and the World Health Organization (WHO) has a coordinated strategy for healthy eating.\textsuperscript{[2]} Thus, the assessment of food intake has captured international attention as a means of promoting public health. One accurate and simple way of assessing food intake is a food diary, in which all food and beverages are manually recorded over several days. Because a food diary is traditionally done by pen and paper, issues with the burden of having to accurate recording of food and finding the motivation to do so have been a challenge.\textsuperscript{[3]} Hence, automatic assessment via food images, the main subject of which is food, has been developed to reduce user burden in recording a food diary.\textsuperscript{[4]} Image-based assessment can broaden the applicability of the food diary because it is available with smartphone applications such as FoodLog\textsuperscript{[5]} and Mobile Food Record (MFR),\textsuperscript{[6]} which support automatic energy and nutritional intake estimation. However, the accuracy of image-based assessment needs to be improved, as the energy intake estimation of the MFR had a mean error rate of 38% for 347 analyzed food occasions.\textsuperscript{[7]}

Image-based assessment extracts regions that include food items (hereafter called “food regions”) from regions that include no food items (hereafter called “background regions”) at the pixel level.\textsuperscript{[8]} Subsequently, the extracted regions are classified as different food categories.\textsuperscript{[9]} On the basis of the number of the pixels in each food region, the energy and nutritional values of the food intake are estimated. Food region extraction is mainly based on deep neural networks (DNNs),\textsuperscript{[10]} which have been actively applied and proposed owing to the advent of the fully convolutional network.
(FCN), SegNet, and saliency detection, which assumes that food regions tend to attract the human eye. The use of saliency detection is based on the characteristics of food images, in which foods tend to be salient objects because of the weak contrast and simple texture patterns of the background such as plates and dishes. Although the accuracy of food extraction has not been compared between DNNs and saliency detection in the literature, DNNs are expected to improve the accuracy due to their reliable and outstanding performance. However, a large amount of pixel-wise annotated food images is required to train DNNs due to there being diverse food and background types. Because the number of annotated food-image datasets that have been made publicly available is insufficient, such datasets need to be collected and prepared. This requirement considerably increases the introduction cost of food extraction based on DNNs. However, saliency detection requires no annotated food-image dataset, thereby decreasing the introduction cost. In the literature, eye tracking using glasses-type wearable devices or image recognition techniques is used for saliency detection in food extraction. Because wearable devices are not used in the existing image-based assessment, image recognition is used to measure salient regions in this paper.

estimated salient regions by using the Center Surround Extremas (CenSurE) detector, which obtains local extrema of intensity, to extract food regions (hereafter called the “CenSurE method”). The CenSurE method is based on the assumption that the local extrema are found in salient regions. In our previous work (Futagami et al., 2020), the Multi-Scale Information Network (MSI-Net), which is a DNN including convolutional layers at different dilated rates, was used to detect salient regions (hereafter called the “MSI method”). Although an annotated saliency dataset is required to train MSI-Net, the introduction cost can be decreased owing to the advent of large-scale and publically available saliency datasets such as SALICON. An experiment demonstrated that the MSI method increased the accuracy compared with the CenSurE method by 2.0% (Futagami et al., 2020). However, our careful analysis found that the MSI method can be further improved by overcoming its critical shortcoming outlined later.

Hence, this paper aims to propose a method that can overcome the shortcoming of the MSI method. The effectiveness of the proposed method is evaluated in a comparative experiment, where the accuracy is compared with that of the conventional methods. In order to thoroughly clarify the effectiveness of the proposed method, our experiment evaluates food extraction based on the DNN, the introduction cost of which is decreased by using a publically available dataset. Since DNN-based food extraction and saliency detection have not been compared in the literature, our experiment may contribute to providing more useful and acceptable findings. The rest of this paper is structured as follows. In Section 2, the conventional methods are outlined and discussed, and in Section 3 the proposed method is described in detail. In Section 4, the comparative experiment is conducted to confirm and discuss the effectiveness of the proposed method. The present study is summarized and concluded in Section 5.

Conventional methods

This section outlines the conventional methods (i.e., CenSurE and MSI methods), which extract food regions from food images such as in Figure 1. Sections 2.1 and 2.2 verview the CenSurE and MSI methods, respectively. Section 2.3 provides an important analysis for improvement.

CenSurE method

The algorithm of the CenSurE method mainly consists of two steps. In the first step, local extrema are detected by applying the CenSurE detector to food images. Subsequently, an algorithm is applied to create a convex hull, which is the smallest polygon including all the detected local extrema. The inner and outer areas of the convex hull are determined as food and background candidates, respectively.
In the second step, GrabCut,\cite{24} which revises both food and background regions on the basis of graph theory, is applied. GrabCut creates a graph, the nodes of which represent both pixels and endpoints of food and background regions. The edges between two adjacent pixels have weights based on their color similarity (hereafter called “local similarity”). In addition, the edges between endpoints and each pixel have weights based on the probability that the pixels belong to either region (hereafter called “global similarity”). The initial food and background regions of the graph are determined on the basis of the food and background candidates. GrabCut revises food and background regions by applying a min-cut/max-flow algorithm\cite{25} so as to increase the local and global similarity. Background candidates are not changed to food regions by GrabCut (this setting hereafter called “hard-labelled”), whereas food candidates are allowed to be changed to background regions (this setting hereafter called “soft-labelled”). Figure 2 presents the process of the CenSurE method for the input image in Figure 2(a). The red points and green lines of Figure 2(b) show the detected local extrema and their convex hull, respectively. The green and pink pixels of Figure 2(c) are the inner and outer areas of the convex hull, which are determined as the food and background candidates, respectively. Figure 2(d) depicts the food regions extracted by GrabCut, initialized in Figure 2(c).

**MSI method**

The algorithm of the MSI method also mainly consists of two steps. In the first step, MSI-Net, which uses a trained VGG-16 encoder\cite{26} to extract saliency features, is applied to create a saliency map, which quantitatively evaluates how much each pixel attracts the human eye (hereafter called the “saliency value”). The reason for using MSI-Net stems from the fact that it could increase the accuracy compared with other forms of saliency detection in,\cite{20} which aimed to determine the most effective saliency detection in the food extraction task.

**Figure 1.** Examples of food images.
In the second step, all the pixels are classified as food and background regions by thresholding at a predetermined saliency threshold level \( t' \) as:

\[
  r_i = \begin{cases} \text{Food region}(s_i > t'), & \text{Food region}(s_i > t') \\ \text{Background region}(s_i \leq t'), & \text{Background region}(s_i \leq t') \end{cases}
\]  

(1)

where \( r_i, s_i \) denote the type of region and the saliency value at pixel position \( i \), respectively. Figure 3 presents process of the MSI method for the input image in Figure 2(a). The saliency map given by MSI-Net is depicted in Figure 3(a), where the strength of the white color represents the intensity of the saliency value. The extracted food regions are shown in Figure 3(b), which were obtained by applying Equation (1) to the saliency map.

**Analysis for improvement**

Figure 4 depicts examples of extracted food regions that were obtained by applying the MSI method to the food images in Figure 1. The figures indicate that the MSI method tended to erroneously determine the actual background as a food region. This erroneous determination is due to the fact that the contour structure of the food items could not be preserved because the MSI method does not increase the local similarity as GrabCut does. On the basis of this analysis, the algorithm of the proposed method needs to be revised in order to preserve the contour structure so as to improve the accuracy.
Proposed method

This section describes the algorithm of the proposed method, which is designed to overcome the shortcoming of the MSI method discussed in Section 2.3. Figure 5 depicts the flowchart of the proposed method, which mainly consists of two steps. Each step is outlined in the following subsections.
Specifying product and background candidates

In the first step, food and background candidates are created under the assumption that actual food regions tend to have higher saliency values. The proposed method also uses MSI-Net since the saliency map provided by this model increased the prediction accuracy for food regions (but not equal to the extraction accuracy) by 2.0% compared with that by other types of state-of-the-art saliency detection using DNNs in.\textsuperscript{[20]} In addition, our preliminary comparative experiment found that MSI-Net could markedly increase the food extraction accuracy of the proposed method compared with other saliency models tested in that work. Each pixel of the saliency map given by MSI-Net ($s_i$) is simply thresholded at level $t'$ as:

$$c_i = \begin{cases} 
\text{Food candidate}(& s_i > t'), \\
\text{Background candidate}(& s_i \leq t')
\end{cases}$$

(2)

where $c_i$ returns the type of the candidates at pixel position $i$. Subsequently, the food candidates are further classified into more and less certain food candidates on the basis of the aforementioned assumption by maximizing inter-class variance like the Otsu algorithm\textsuperscript{[27]} as:

$$c_i = \begin{cases} 
\text{More certain food candidate}(& s_i > t^*), \\
\text{Less certain food candidate}(& s_i \leq t^*)
\end{cases}$$

(3)

$$t^* = \arg\max_{t} N_{h,t}N_{l,t} \left( \mu_{h,t} - \mu_{l,t} \right)^2,$$

(4)

where $\mu_{h,t}$, $\mu_{l,t}$ denote the mean saliency value of pixels, the saliency values of which are higher than $t$ or not, respectively. In addition, $N_{h,t}$, $N_{l,t}$ also denote pixel numbers.

Applying Grabcut

In the second step, the food regions are extracted by applying GrabCut, which initialized by the candidates determined in the first step. The reason for using GrabCut stems from the fact that it is expected to be effective in the preservation of contour structures by increasing the local similarity as
discussed in Section 2.1. In fact, GrabCut has been used in contour extraction tasks in several works. More certain food candidates are set to be hard-labeled on the basis of the assumption, whereas less certain ones and background candidates are set to be soft-labeled.

Figure 6 presents the process of the proposed method for the input image in Figure 2(a). Figure 6(a) describes food and background candidates based on the saliency map in Figure 3(a). The green and blue pixels represent the more and less certain food candidates, respectively, whereas the pink pixels represent the background candidates. Figure 6(b) depicts the food regions extracted by applying GrabCut, which was initialized by the candidates. In addition, Figure 7 also demonstrates the food
regions extracted by the proposed method. These figures suggest that the proposed method tended to overcome the shortcoming of the MSI method since it could preserve the contour structure better compared with the MSI method (see Figures 3(b) and 7).

**Experiment**

This section quantitatively evaluates the accuracy of the proposed method compared with other methods. Sections 4.1 and 4.2 provide experimental conditions and results, respectively. Section 4.3 discusses the effectiveness of the proposed method on the basis of a detailed analysis.

**Experimental condition**

The experiment used 241 food images, which were captured to record food intake and were also used in (Futagami et al., 2020). All the images were resized uniformly so that longer sides of the width or height were set to 320 pixels. Ground truth images, which correctly distinguished food and background regions, were manually prepared. Figure 8 depicts a food image and its ground truth image, the white and black pixels of which represent the food and background regions, respectively. As metrics of the accuracy, precision, recall, and F-measure were used. They are defined as:

\[
\text{Precision} = \frac{1}{M} \sum_{m=0}^{M-1} \frac{\text{TP}_m}{(\text{TP}_m + \text{FP}_m)}, \tag{5}
\]

\[
\text{Recall} = \frac{1}{M} \sum_{m=0}^{M-1} \frac{\text{TP}_m}{(\text{TP}_m + \text{FN}_m)}, \tag{6}
\]

\[
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}, \tag{7}
\]

where \(M\) denotes the total number of images included in the evaluation dataset. In addition, \(\text{TP}_m\) denotes the number of pixels correctly determined as a food region for the \(m\)-th image. Furthermore, \(\text{FP}_m, \text{FN}_m\) also denote the number of pixels erroneously determined as food and background regions, respectively. Because the precision and recall are generally in a trade-off, the F-measure, which is the harmonic mean of them, was used as a comprehensive evaluation metric.

![Figure 8. Food image and its ground truth image.](image)
As methods to compare against the proposed method, the CenSurE method, MSI method, low-cost SegNet, and interactive GrabCut were. The CenSurE method (Section 2.1), MSI method (Section 2.2), and proposed method (Section 3) are based on saliency detection. MSI-Net was trained by SALICON, which has 10,000 images and their ground truths. In addition, other parameters of these methods were determined experimentally.

The low-cost SegNet is based on the DNN, the introduction cost of which was decreased by using a publically available dataset as discussed in Section 1. The reason for using SegNet\textsuperscript{[12]} is based on the fact that it could increase the accuracy higher compared with FCN\textsuperscript{[11]} ENet,\textsuperscript{[30]} EdaNet,\textsuperscript{[31]} and ResSeg\textsuperscript{[32]} in.\textsuperscript{[33]} In addition, SegNet can increase the accuracy for various images and has been extensively applied in several works.\textsuperscript{[34–36]} The low-cost SegNet was trained by using 1017 annotated food images included in UNIMIB2016,\textsuperscript{[37]} which is the only publically available annotated food image dataset.

Interactive GrabCut is initialized by using bounding boxes, which are manually prepared to include each food item. This method was used to confirm the best performance in terms food extraction done using GrabCut such as with the CenSurE method and proposed method. The bounding boxes were created on the basis of the food regions in the ground truth images. Figure 9 demonstrates the process of interactive GrabCut for the input image in Figure 2(a). The green rectangles of Figure 9(a) are the bounding boxes of the food items. The extracted food regions are shown in Figure 9(b), which were obtained by applying GrabCut, which was initialized by the candidates as shown in Figure 9(a).

**Experimental result**

Table 1 summarizes the accuracy provided by each method. The effectiveness of the proposed method is discussed on the basis of this table and its analysis using a Wilcoxon signed-rank test, which is categorized as a non-parametric paired comparison test that detects significant differences at a significance level of 5%.

Compared with the CenSurE and MSI methods, the proposed method significantly increased the F-measure by 3.76% or more. In addition, the precision was non-significantly increased by 1.21% or more. Although the recall was decreased by 1.31% compared with the MSI method, no significant

| Metrics     | CenSurE | MSI  | SegNet | IG     | Proposed |
|-------------|---------|------|--------|--------|----------|
| Precision [%]| 66.51   | 61.22| 68.78  | 85.58  | 67.72    |
| Recall [%]  | 75.89   | 86.55| 68.73  | 88.82  | 85.24    |
| F-measure [%]| 70.89  | 71.71| 68.75  | 87.16  | 75.47    |
difference was found. Compared with the low-cost SegNet, the proposed method significantly increased the F-measure and recall by 6.72% and 16.51%, respectively. Although the precision was decreased by 1.06%, no significant difference was found. These comparisons indicated that the proposed method was effective since the F-measure was significantly increased by 3.76% or more compared with the CenSurE method, MSI method, and low-cost SegNet without significantly decreasing either precision nor recall.

Compared with interactive GrabCut, the proposed method significantly decreased the precision, recall, and F-measure by 17.86%, 3.58%, and 11.69%, respectively. Although the proposed method is effective in that it does not require any manual operation to initialize GrabCut, the comparison suggests that the accuracy can be further improved by revising the algorithm to determine the food and background candidates.

Figure 10 depicts examples of the food regions extracted by each method. The first and second examples demonstrate that the proposed method increased the accuracy compared with the MSI method due to its effect on the preservation of the contour structure as discussed in Section 3.2. However, the accuracy was decreased in the third example because the pixels in the actual food regions tended to be erroneously determined as background regions. This erroneous determination is due to the fact that the proposed method misclassified pixels in the actual food regions as background candidates. Due to this misclassification, GrabCut erroneously determined the pixels around the misclassified ones as background regions to increase their local similarity. This is the main reason why the recall of the proposed method decreased compared with that of the MSI method in Table 1. Compared with the low-cost SegNet and interactive GrabCut, the proposed method could not extract each food item separately, whereas it could detect all the food items.

Discussion

This section presents a more detailed discussion to clarify and generalize the effectiveness of the proposed method thoroughly. The food images consisted of those that had a single food item and those that had multiple items. Examples of single and multiple food images are provided in Figures 11(a) and (b), respectively. They suggest that the food regions of the single food images tended to be located at the image-center area compared with the multiple food images. This trend can be confirmed in Figure 12, which compares the probability that food regions are located in each pixel position between 91 single images and 150 multiple food images included in the evaluation dataset. The probability was obtained from the resized ground truth images, the resolution of which was uniformly resized to a square size, as:
\[
p_i = \frac{1}{M} \sum_{m=0}^{M-1} g_i^m,
\]

where \( g_i^m \) denotes the resized ground truth image, which takes values of 0 or 1 for the background or food regions, respectively. Because the trend of the probability is considerably different between single and multiple food images, the accuracy for each type of the image was checked.

Tables 2(a) and (b) depict the accuracy for single and multiple food images, respectively. Compared with the CenSurE method, MSI method, and low-cost SegNet, the proposed method significantly increased the F-measure by 2.63% or more and 2.65% or more for the single and multiple food images, respectively. For single food images, the recall was significantly increased by 2.11% or more, whereas the precision was non-significantly decreased compared with the CenSurE method. However, for multiple food images, the precision and recall were significantly decreased compared with the low-cost SegNet and the MSI method, respectively. Thus, although...
the proposed method was effective for both types of food images, it is suggested that it may be less suitable for multiple food images compared with single food images. This suggestion is supported by the fact that MSI-Net, which the proposed method uses, was learned to give higher saliency values at image-center areas (hereafter called the “center prior”) as discussed in.\textsuperscript{[21]} The center prior was not effective for the multiple food images because they tended to have food regions at boundary areas as also observed in (Futagami et al., 2020).\textsuperscript{[20]} Hence, the accuracy for multiple food images may be further improved by excluding this prior.

The proposed method significantly increased the extraction accuracy compared with the CenSurE and MSI methods. However, we should note that it requires a greater number of the parameters to be adjusted compared with the conventional methods because of the combination of different types of techniques. This requirement increases the number of the images to estimate the optimal parameters for the proposed method. To build a more robust food-extraction method on the basis of a smaller number of images, it may be better to decrease the number of parameters.

### Conclusion

This paper proposed a method for food extraction using MSI-Net, which includes convolutional layers at different dilated rates, and GrabCut, which revises food regions on the basis of graph theory. The algorithm of the proposed method is structured to overcome the shortcoming of the MSI method. Our experiment, which used 241 food images, demonstrated that the proposed method significantly increased the F-measure, which was used as a comprehensive metric of the food-extraction accuracy, by 3.76\% or more compared with the conventional methods. In addition, the F-measure was significantly increased by 6.72\% compared with the low-cost SegNet, which was trained by a publically available food-image dataset. Our detailed discussion also clarified that the F-measure was significantly increased by 2.63\% or more for single and multiple food images compared with the conventional methods and the low-cost SegNet. However, the proposed method was less suitable for multiple food images since the precision and recall were significantly decreased compared with the low-cost SegNet and the conventional methods, respectively. These results may be due to the fact that MSI-Net gives higher saliency values at image-center areas. In addition, the proposed method was not effective in any metrics compared with the interactive GrabCut, which requires manual operation to initialize GrabCut. Although the proposed method can extract food regions automatically, it was found that it could be further improved by revising the algorithm.
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