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Abstract. Consider a setting where selfish agents are to be assigned to coalitions or projects from a set $P$. Each project $k \in P$ is characterized by a valuation function; $v_k(S)$ is the value generated by a set $S$ of agents working on project $k$. We study the following classic problem in this setting: “how should the agents divide the value that they collectively create?” One traditional approach in cooperative game theory is to study core stability with the implicit assumption that there are infinite copies of one project, and agents can partition themselves into any number of coalitions. In contrast, we consider a model with a finite number of non-identical projects; this makes computing both high-welfare solutions and core payments highly non-trivial.

The main contribution of this paper is a black-box mechanism that reduces the problem of computing a near-optimal core stable solution to the purely algorithmic problem of welfare maximization; we apply this to compute an approximately core stable solution that extracts one-fourth of the optimal social welfare for the class of subadditive valuations. We also show much stronger results for several popular sub-classes: anonymous, fractionally subadditive, and submodular valuations, as well as provide new approximation algorithms for welfare maximization with anonymous functions. Finally, we establish a connection between our setting and the well-studied simultaneous auctions with item bidding; we adapt our results to compute approximate pure Nash equilibria for these auctions.

1 Introduction

“How should a central agency incentivize agents to create high value, and then distribute this value among them in a fair manner?” – this question forms the central theme of this paper. Formally, we model a set of selfish agents in a combinatorial setting consisting of a set $P$ of projects. Each project $k$ is characterized by a valuation function; $v_k(S)$ specifies the welfare generated by a set $S$ of agents working on project $k$. The problem that we study is the following: compute an assignment of agents to projects to maximize social welfare, and provide rewards or payments to each agent so that no group of agents deviate from the centrally prescribed solution.

For example, consider a firm dividing its employees into teams to tackle different projects. If these employees are not provided sufficient remuneration, then some group could break off, and form their own startup to tackle a niche task. Alternatively, one could imagine a funding agency incentivizing researchers to tackle specific problems. More generally, a designer’s goal in such a setting is to delicately balance the twin objectives of optimality and stability: forming a high-quality solution while making sure this solution is stable. A common requirement that binds the two objectives together is budget-balancedness: the payments provided to the agents must add up to the total value of the given solution.

Cooperative Coalition Formation The question of how a group of agents should divide the value they generate has inspired an extensive body of research spanning many fields [7, 28, 32, 38, 40]. The notion of a ‘fair division’ is perhaps best captured by the Core: a set of payments so that no group of agents would be better off forming a coalition by themselves. Although the
Core is well understood, implicit in the papers that study this notion is the underlying belief that there are infinite copies of one single project [5,12], which is often not realistic. For example, a tacit assumption is that if the payments provided are ‘not enough’, then every agent $i$ can break off, and simultaneously generate a value of $v(i)$ by working alone; such a solution does not make sense when the number of projects or possible coalitions is limited. Indeed, models featuring selfish agents choosing from a finite set of distinct strategies are the norm in many real-life phenomena: social or technological coordination [1,2], opinion formation [13,21], and party affiliation [6,8] to name a few.

The fundamental premise of this paper is that many coalition formation settings feature multiple non-identical projects, each with its own (subadditive) valuation $v_k(S)$. Although our model allows for duplicate projects, the inherently combinatorial nature of our problem makes it significantly different from the classic problem with infinite copies of a single project. For example, in the classic setting with a single valuation $v(S)$, the welfare maximization problem is often trivial (complete partition when $v$ is subadditive), and the stabilizing core payments are exactly the dual variables to the allocation LP [10]. This is not the case in our setting where even the welfare maximization problem is NP-Hard, and known approximation algorithms for this problem use LP-rounding mechanisms, which are hard to reconcile with stability. Given this, our main contribution is a poly-time approximation algorithm that achieves stability without sacrificing too much welfare.

### 1.1 The Core

Given an instance $(N, P, (v_k)_{k \in P})$ with $N$ agents ($N$) and $m$ projects, a solution is an allocation $S = (S_1, \ldots, S_m)$ of agents to projects along with a vector of payments $(\bar{p})_{i \in N}$. With unlimited copies of a project, core stability refers to the inability of any set of agents to form a group on their own and obtain more value than the payments they receive. The stability requirement that we consider is a natural extension of core stability to settings with a finite number of fixed projects. That is, when a set $T$ of agents deviate to project $k$, they cannot displace the agents already working on that project ($S_k$). Therefore, the payments of the newly deviated agents (along with the payments of everyone else on that project) must come from the total value generated, $v_k(S_k \cup T)$. One could also take the Myersonian view [38] that ‘communication is required for negotiation’ and imagine that all the agents choosing project $k$ ($S_k \cup T$) together collaborate to improve their payments. Formally, we define a solution $(S, \bar{p})$ to be core stable if the following two conditions are satisfied,

**Stability** No set of agents can deviate to a project and obtain more total value for everyone in that project than their payments, i.e., for every set of agents $T$ and project $k$, $\sum_{i \in T \cup S_k} \bar{p}_i \geq v_k(T \cup S_k)$.

**Budget-Balance** The total payments sum up to the social welfare (i.e., total value) of the solution: $\sum_{i \in N} \bar{p}_i = \sum_{k \in P} v_k(S_k)$.

Observe that Stability for $T = \emptyset$ together with budget-balancedness imply that the value created from a project will go to the agents on that project only. Finally, we consider a full-information setting as it is reasonable to expect the central authority to be capable of predicting the value generated when agents work on a project.

**Example 1** We begin our work with an impossibility result: even for simple instances with two projects and four agents, a core stable solution need not exist. Consider $P = \{1, 2\}$, and
define \( v_1(N) = 4 \) and \( v_1(S) = 2 \) otherwise; \( v_2(S) = 1 + \epsilon \) for all \( S \subseteq N \). If all agents are assigned to project 1, then in a budget-balanced solution at least one agent has to have a payment of at most 1; such an agent would deviate to project 2. Instead, if some agents are assigned to project 2, then it is not hard to see that they can deviate to project 1 and the total utility goes from \( 3 + \epsilon \) to 4.

**Approximating the Core** Our goal is to compute solutions that guarantee a high degree of stability. Motivated by this, we view core stability under the lens of approximation. Specifically, as is standard in cost-sharing literature \cite{29, 39}, we consider relaxing one of the two requirements for core stability while retaining the other one. First, suppose that we generalize the Stability criterion as follows:

\[
(\alpha\text{-Stability}) \text{ For every set of agents } T \text{ and every project } k, v_k(S_k \cup T) \leq \alpha \sum_{i \in S_k \cup T} \bar{p}_i.
\]

\( \alpha \)-stability captures the notion of a ‘switching cost’ and is analogous to an *Approximate Equilibrium*; in our example, one can imagine that employees do not wish to quit the firm unless the rewards are at least a factor \( \alpha \) larger. In the identical projects literature, the solution having the smallest value of \( \alpha \) is known as the Multiplicative Least-Core \cite{10}. Next, suppose that we only relax the budget-balance constraint,

\[
(\beta\text{-Budget Balance}) \text{ The payments are at most a factor } \beta \text{ larger than the welfare of the solution.}
\]

This generalization offers a natural interpretation: the central authority can subsidize the agents to ensure high welfare, as is often needed in other settings such as public projects or academic funding \cite{7}. In the literature, this parameter \( \beta \) has been referred to as the *Cost of Stability* \cite{4, 35}.

We do not argue which of these two relaxations is the more natural one: clearly that depends on the setting. Fortunately, it is not difficult to see that these two notions of approximation are equivalent. In other words, every approximately core stable solution with \( \alpha \)-stability can be transformed into a solution with \( \alpha \)-budget balancedness by scaling the payments of every player by a factor \( \alpha \). Therefore, in the rest of this paper, we will use the term \( \alpha \)-core stable without loss of generality to refer to either of the two relaxations. All our results can be interpreted either as forming fully budget-balanced payments which are \( \alpha \)-stable, or equivalently as fully stable payments which are \( \alpha \)-budget balanced. Finally, the problem that we tackle in this paper can be summarized as follows:

\[
(\text{Problem Statement}) \text{ Given an instance with subadditive valuation functions, compute an } \alpha \text{-core stable solution } (S, (\bar{p})_{i \in N}) \text{ having as small a value of } \alpha \text{ as possible, that approximately maximizes social welfare.}
\]

### 1.2 Our Contributions

The problem that we face is one of bi-criteria approximation: to simultaneously optimize both social welfare and the stability factor \( \alpha \) (\( \alpha = 1 \) refers to a core stable solution). For the rest of this paper, we will use the notation \((\alpha, c)\)-Core stable solution to denote an \( \alpha \)-Core solution that is also a \( c \)-Approximation to the optimum welfare. The bounds that we derive are quite strong: we are able to approximate both \( \alpha \) and \( c \) simultaneously to be close to the individually
best-possible lower bounds. In a purely algorithmic sense, our problem can be viewed as one of designing approximation algorithms that require the additional property of stabilizability.

**Main Result** Our main result is the following black-box reduction that reduces the problem of finding an approximately core stable solution to the purely algorithmic problem of welfare maximization,

*(Informal Theorem). For any instance where the projects have subadditive valuations, any LP-based $\alpha$-approximation to the optimum social welfare can be transformed in poly-time to a $(2\alpha, 2\alpha)$-core stable solution.*

The strength of this result lies in its versatility: our algorithm can stabilize any input allocation at the cost of half the welfare. The class of subadditive valuations is extremely general, and includes many well-studied special classes all of which use LP-based algorithms for welfare maximization; one can simply plug-in the value of $\alpha$ for the corresponding class to derive an approximately core stable solution. In particular, for general subadditive valuations, one can use the 2-approximation algorithm of Feige [20] and obtain a (4, 4)-Core. As is standard in the literature [18], we assume that our subadditive functions are specified in terms of a demand oracle (see Section 2 for more details). However, even in the absence of a demand oracle, one can obtain a poly-time reduction as long as we are provided an allocation and the optimum dual prices as input.

For various sub-classes of subadditive valuations, we obtain stronger results by exploiting special structural properties of those functions. These results are summarized in Table 1. The classes that we study are extremely common and have been the subject of widespread interest in many different domains.

**Table 1.** Our results for different classes of complement-free valuations where Submodular $\subset$ XoS $\subset$ Subadditive, and Anonymous $\subset$ Subadditive. The results are mentioned in comparison to known computational barriers for welfare maximization for the same classes, i.e., lower bounds on $c$.

| Valuation Function Class         | Our Results: $(\alpha, c)$-Core | Lower Bound for $c$ |
|----------------------------------|----------------------------------|---------------------|
| Subadditive                      | $(4, 4)$                         | $2$ [20]            |
| Anonymous Subadditive            | $(2, 2)$                         | $2$ [20]            |
| Fractionally Subadditive (XoS)   | $(1 + \epsilon, \frac{2}{1+\epsilon})$ | $\frac{2}{1+\epsilon}$ [18] |
| Submodular                       | $(1 + \epsilon, \frac{2}{1+\epsilon})$ and $(1, 2)$ | $\frac{2}{1+\epsilon}$ [45] |

**Lower Bounds.** All of our results are ‘almost tight’ with respect to the theoretical lower bounds for both welfare maximization and stability. Even with anonymous functions, a $(2 - \epsilon)$ core may not exist; thus our $(2, 2)$-approximation for this class is tight. For general subadditive functions, one cannot compute better than a 2-approximation to the optimum welfare efficiently, and so our $(4, 4)$ result has only a gap of 2 in both criteria. Finally, for XoS and Submodular functions, we get almost stable solutions ($(1 + \epsilon)$-Core) that match the lower bounds for welfare maximization.

**A Fast Algorithm for Anonymous Subadditive Functions** We devise a greedy 2-approximation algorithm for anonymous functions that may be of independent algorithmic interest. The only known 2-approximation algorithm even for this special class is the rather complex LP rounding mechanism for general subadditive functions. In contrast, we provide an intuitive greedy algorithm that obtains the same factor, and use the structural properties of our algorithm to prove
improved bi-criteria bounds ((2, 2) as opposed to (4, 4)).

**Ties to Combinatorial Auctions with Item Bidding** We conclude by pointing out a close relationship between our setting and simultaneous auctions where buyers bid on each item separately \[9, 14, 17\]. Consider ‘flipping’ an instance of our problem to obtain the following combinatorial auction: every project \(k \in P\) is a buyer with valuation \(v_k\), and every \(i \in N\) is an item in the market. We prove an equivalence between Core stable solutions in our setting and Pure Nash equilibrium for the corresponding flipped simultaneous second price auction. Adapting our lower bounds to the auction setting, we make a case for Approximate Nash Equilibrium by constructing instances where every exact Nash equilibrium requires buyers to overbid by a factor of \(O(\sqrt{N})\), when they have anonymous subadditive valuations. Finally, we apply our earlier algorithms to efficiently compute approximate equilibria with small over-bidding for two settings, namely, (i) a \(\frac{1}{2}\)-optimal, 2-approximate equilibrium when buyers have anonymous subadditive valuations, and (ii) a \((1 - \frac{1}{e})\)-optimal, \(1 + \epsilon\)-approximate equilibrium for submodular buyers.

### 1.3 Related Work

The core has formed the basis for a staggering body of research in a myriad of domains, and one cannot hope to do justice to this vast literature. Therefore, we only review the work most pertinent to our model. The non-existence of the core in many important settings has prompted researchers to devise several natural relaxations \[3, 4, 11, 14, 41, 43\]: of these, the Cost of Stability \[4, 7, 35\], and the Multiplicative Least-Core \[10, 12, 42, 43\] are the solution concepts that are directly analogous to our notion of an \(\alpha\)-core. That said, there are a few overarching differences between our model, and almost all of the papers studying the core and its relatives; (i) **Duplicate Projects:** In the classic setting, it is assumed that there are infinite copies of one identical project so that different subsets of agents (say \(S_1, S_2\)) working independently on the same project can each generate their full value \((v(S_1) + v(S_2))\), and (ii) **Superadditivity:** In order to stabilize the grand coalition, most papers assume that the valuation is superadditive, which inherently favors cooperation. On the contrary, our setting models multiple dissimilar projects where each project is a fixed resource with a subadditive valuation.

Although cooperative games traditionally do not involve any optimization, a number of papers have studied well-motivated games where the valuation or cost function \((c(S))\) is derived from an underlying combinatorial optimization problem \[15, 26, 28, 34\]. For example, in the vertex cover game \[15, 19\] where each edge is an agent, \(c(S)\) is the size of the minimum cover for the edges in \(S\). Such settings are fundamentally different from ours because the hardness arises from the fact that the value of the cost function cannot be obtained precisely. For many such problems, core payments can be computed almost directly using LP Duality \[26, 28, 34\].

In the cooperative game theory literature, our setting is perhaps closest to the work studying coalitional structures where instead of forming the grand coalition, agents are allowed to arbitrarily partition themselves \[4, 27\] or form overlapping coalitions \[12\]. This work has yielded some well-motivated extensions of the Core, albeit for settings with duplicate projects. Our work is similar in spirit to games where agents form coalitions to tackle specific tasks, e.g., threshold task games \[12\] or coalitional skill games \[5\]. In these games, there is still a single valuation function \(v(S)\) which depends on the (set of) task(s) that the agents in \(S\) can complete. Once again, the tacit assumption is that there are an infinite number of copies of each task.
Recently, there has been a lot of interest in designing cost-sharing mechanisms that satisfy strategy-proofness in settings where a service is to be provided to a group of agents who hold private values for the same [16, 37]. In contrast, we look at a full information game where the central agency can exactly estimate the output due to a set of agents working on a project. A powerful relationship between our work and the body of strategy-proof mechanisms was discovered by Moulin [36] who showed that a natural class of ‘cross-monotonic cost sharing schemes’ can be used to design mechanisms that are both core-stable (CS) and strategy-proof (SP). This has led to the design of beautiful SP+CS mechanisms for several combinatorially motivated problems with a single identical project or service [25, 39]. Finally, we briefly touch upon the large body of literature in non-transferable utility games that (like us) study coalition formation with a finite number of asymmetric projects [2,11,13,23]. However, these papers use fixed reward-sharing schemes, and thus do not model the bargaining power of agents that is a key aspect of coalition formation.

2 Model and Preliminaries

We consider a transferable-utility coalition formation game with a set \( \mathcal{P} \) of \( m \) projects and a set \( \mathcal{N} \) of \( N \) agents. Each project \( k \in \mathcal{P} \) is specified by a monotone non-decreasing valuation function \( v_k : 2^\mathcal{N} \to \mathbb{R}^+ \cup \{0\} \). A solution consists of an allocation of agents to projects \( S = (S_1, \ldots, S_m) \), and a payment scheme \((\bar{p}_i)_{i \in \mathcal{N}}\) and is said to be \((\alpha, c)\)-core stable for \( \alpha \geq 1, c \geq 1 \) if

- The payments are fully budget-balanced, and for every project \( k \), and set \( T \) of agents, \( v_k(S_k \cup T) \leq \alpha \sum_{i \in S_k \cup T} \bar{p}_i \). An equivalent condition is that the payments are at most a factor \( \alpha \) times the social welfare of the solution, and we have full stability, i.e., \( v_k(S_k \cup T) \leq \sum_{i \in S_k \cup T} \bar{p}_i \).
- The allocation \( S \) is a \( c \)-approximation to the optimum allocation, i.e., the welfare of the solution \( S \) is at least \( \frac{1}{c} \) times the optimum welfare.

Throughout this paper, we will use \( \text{OPT} \) to denote the welfare maximizing allocation as long as the instance is clear. Given an allocation \( S = (S_1, \ldots, S_m) \), we use \( \text{SW}(S) = \sum_{k=1}^{m} v_k(S_k) \) to denote the social welfare of this allocation, and \( \zeta(S) \) to be the set of projects that are empty under \( S \), i.e., \( k \in \zeta(S) \) if \( S_k = \emptyset \).

Comparison to Traditional Models

We digress briefly to highlight the key differences between our model as defined above and traditional utility-sharing settings found in the literature. Traditionally, a transferable-utility coalition formation game consists of a single valuation function \( v(S) \). The objective there is to provide a vector of payments \((p_i \text{ to user } i)\) in order to stabilize some desired solution \( S = (S_1, \ldots, S_r) \) where the number of coalitions \( r \) can be any positive integer. Here, core stability means that for any group of agents \( T \subseteq \mathcal{N}, \sum_{i \in T} p_i \geq v(T) \). Notice from the above definition that (unlike our setting), the same core payments are applicable for every single solution \( S \), i.e., the payments are completely independent of the solution formed.

A stark contrast to our notion of a stable solution is the implicit assumption that there are an infinite number of copies of a single project (specified by \( v(S) \)) available for the agents

---

1 Usually, this is the grand coalition but it can also refer to other solutions, for example, the social welfare maximizing solution
to deviate to. For instance, a necessary condition for core stability is that $p_i \geq v(i)$ for every agent $i$; this implies that in theory, each of the $N$ agents could work independently on the same project and generate a total value of $\sum_i v(i)$ and not $v(N)$. As mentioned in the introduction, such assumptions do not always make sense, and it is reasonable to assume that the value generated depends on which project the agents deviate to, and how many other agents are currently working on that project or resource. Finally, in the traditional model, the minimum core payments (irrespective of the solution) can be obtained directly using the dual of the allocation LP. In contrast, this is not so in our setting due to the presence of slack variables (See Section 3).

Valuation Functions

Our main focus in this paper will be on the class of monotone subadditive valuation functions. A valuation function $v$ is said to be subadditive if for any two sets $S, T \subseteq \mathcal{N}$, $v(S \cup T) \leq v(S) + v(T)$, and monotone if $v(S) \leq v(S \cup T)$. The class of subadditive valuations encompasses a number of popular and well-studied classes of valuations, but at the same time is significantly more general than all of these classes. It is worth noting that when there are an unlimited number of allowed groups, subadditive functions are almost trivial to deal with: both the maximum welfare solution and the stabilizing payments are easily computable. For our setting, however, computing OPT becomes NP-Hard, and a fully core-stable solution need not exist. Due to the importance and the natural interpretation of subadditive functions, we believe it is very desirable to understand utility sharing under such valuations; our paper presents the first known results on utility sharing for general subadditive functions. In addition, we are able to show stronger results for the following two sub-classes that are extremely common in the literature.

**Submodular Valuations** For any two sets $S, T$ with $T \subseteq S$, and any agent $i$, $v(S \cup \{i\}) - v(S) \leq v(T \cup \{i\}) - v(T)$.

**Fractionally Subadditive (also called ‘XoS’) Valuations** $\exists$ a set of additive functions $(a_1, \ldots, a_r)$ such that for any $T \subseteq \mathcal{N}$, $v(T) = \max_{j=1}^{r} a_j(T)$. These additive functions are referred to as clauses.

Recall that an additive function $a_j$ has a single value $a_j(i)$ for each $i \in \mathcal{N}$ so that for a set $T$ of agents, $a_j(T) = \sum_{i \in T} a_j(i)$. The reader is asked to refer to [18, 20, 31, 44] for alternative definitions of the XoS class and an exposition on how both these classes arise naturally in many interesting applications.

**Anonymous Subadditive Functions** In project assignment settings in the literature modeling a number of interesting applications [30, 35], it is reasonable to assume that the value from a project depends only on the number of users working on that project. Mathematically, this idea is captured by anonymous functions: a valuation function is said to be anonymous if for any two subsets $S, T$ with $|S| = |T|$, we have $v(S) = v(T)$. One of our main contributions in this paper is a fast algorithm for the computation of Core stable solutions when the projects have anonymous subadditive functions. We remark here that anonymous subadditive functions form an interesting sub-class of subadditive functions that are quite different from submodular and XoS functions.

**Demand Oracles.** The standard approach in the literature while dealing with set functions (where the input representation is often exponential in size) is to assume the presence of an
oracle that allows indirect access to the valuation by answering specific types of queries. In particular, when dealing with a subadditive function $v$, it is typical to assume that we are provided with a demand oracle that when queried with a vector of payments $p$, returns a set $T \subseteq \mathcal{N}$ that maximizes the quantity $v(T) - \sum_{i \in T} p_i$ [18]. Demand oracles have natural economic interpretations, e.g., if $p$ represents the vector of potential payments by a firm to its employees, then $v(T) - \sum_{i \in T} p_i$ denotes the assignment that maximizes the firm’s revenue or surplus.

In this paper, we do not explicitly assume the presence of a demand oracle; our algorithmic constructions are quite robust in that they do not make any demand queries. However, any application of our black-box mechanism requires as input an allocation which approximates OPT, and the optimum dual prices, both of which cannot be computed without demand oracles. For example, it is well-known [18] that one cannot obtain any reasonable approximation algorithm for subadditive functions (better than $O(\sqrt{N})$) in the absence of demand queries. That said, for several interesting valuations, these oracles can be constructed efficiently. For example in the case of XoS functions, a demand oracle can be simulated in time polynomial in the number of input clauses. We conclude this discussion by reiterating that demand oracles are an extremely standard tool used in the literature to study combinatorial valuations; almost all of the papers [18,20,25] studying Subadditive or XoS functions take the presence of a demand oracle for granted.

2.1 Warm-up Result: $(1,2)$-Core for Submodular Valuations

We begin with an easy result: an algorithm that computes a core stable solution when all projects have submodular valuations, and also retains half the optimum welfare. Although this result is not particularly challenging, it serves as a useful baseline to highlight the challenges involved in computing stable solutions for more general valuations. Later, we show that by sacrificing an $\epsilon$ amount of stability, one can compute for submodular functions, a solution with a much better social welfare ($\frac{e}{e-1}$-approximation to OPT).

**Claim 1** We can compute in poly-time a $(1,2)$-Core stable solution for any instance with submodular project valuations.

The above claim also implies that for every instance with submodular project valuations, there exists a Core stable solution. In contrast, for subadditive valuations, even simple instances (Example 1) do not admit a Core stable solution.

**Proof:** The proof uses the popular greedy half-approximation algorithm for submodular welfare maximization due to [31]. Initialize the allocation $X$ to be empty. At every stage, add an agent $i$ to project $k$ so that the value $v_k(X_k \cup \{i\}) - v_k(X_k)$ is maximized. Set $i$’s final payment $\bar{p}_i$ to be exactly the above marginal value. Let the final allocation once the algorithm terminates be $S$, so $\sum_{i \in S_k} \bar{p}_i = v_k(S_k)$. Consider any group of agents $T$, and some project $k$; by the definition of the greedy algorithm, and by submodularity, it is not hard to see that for all $i \in T$, $\bar{p}_i \geq v_k(S_k \cup \{i\}) - v_k(S_k)$. Therefore, we have that $\sum_{i \in T} \bar{p}_i \geq v_k(S_k \cup T) - v_k(S_k)$, and since the payments are clearly budget-balanced, the solution is core-stable.

**Challenges and Techniques for Subadditive Valuations** At the heart of finding a Core allocation lies the problem of estimating ‘how much is an agent worth to a coalition’. Unfortunately, the idea used in Claim [31] does not extend to more general valuations as the marginal value is no longer representative of an agent’s worth. One alternative approach is to use the
Our Approach. We attempt to approximately resolve the question of finding each agent’s worth by identifying (for each project) a set of “heavy users” who contribute to half the project’s value. We provide large payments to each heavy user based on her best outside option which are determined using Greedy Matchings. Finally, the dual variables are used only as a ‘guide’ to ensure that \( \forall k \in P \), the payment given to the users on that project is at least a good fraction of the value they generate.

3 Computing Approximately Core Stable Solutions

In this section, we show our main algorithmic result, namely a black-box mechanism that reduces the problem of finding a core stable solution to the algorithmic problem of subadditive welfare maximization. We use this black-box in conjunction with the algorithm of Feige [20] to obtain a \((4, 4)\)-Core stable solution, i.e., a 4-approximate core that extracts one-fourth of the optimum welfare. Using somewhat different techniques, we form stronger bounds \((2, 2)\)-Core) for the class of anonymous subadditive functions. Our results for the class of anonymous functions are tight: there are instances where no \((2 - \epsilon, 2 - \epsilon)\)-core stable solution exists. This indicates that our result for general subadditive valuations is close to tight (up to a factor of two).

We begin by stating the following standard linear program relaxation for the problem of computing the welfare maximizing allocation. Although the primal LP contains an exponential number of variables, the dual LP can be solved using the Ellipsoid method where the demand oracle serves as a separation oracle [18]. The best-known approximation algorithms for many popular classes of valuations use LP-based rounding techniques; of particular interest to us is the 2-approximation for Subadditive valuations [20], and \(\frac{\epsilon}{\epsilon-1}\)-approximation for XoS valuations [18].

\[
\text{max} \quad \sum_{k=1}^{M} \sum_{S \subseteq N} x_k(S)v_k(S) \quad \text{(D)} \quad \text{min} \quad \sum_{i=1}^{N} p_i + \sum_{k=1}^{M} z_k
\]

\[
\text{s.t.} \quad \sum_{k=1}^{M} \sum_{S \ni i} x_k(S) \leq 1 \quad \forall i \in N \quad \text{s.t.} \quad \sum_{i \in S} p_i + z_k \geq v_k(S) \quad \forall S, k
\]

\[
\sum_{S \subseteq N} x_k(S) \leq 1, \quad \forall k \in P \quad \text{p}_i \geq 0, \quad \forall i \in N
\]

\[
x_k(S) \geq 0, \quad \forall S, \forall k \quad z_k \geq 0, \quad \forall k \in P
\]

As long as the instance is clear from the context, we will use \((p^*, z^*)\) to denote the optimum solution to the Dual LP, referring to \(p^*\) as the dual prices, and \(z^*\) as the slack.

Main Result We are now in a position to show the central result of this paper. The following black-box mechanism assumes as input an LP-based \(\alpha\)-approximate allocation, i.e., an allocation whose social welfare is at most a factor \(\alpha\) smaller than the value of the LP optimum for that instance. LP-based approximation factors are a staple requirement for black-box mechanisms that
explicitly make use of the optimum LP solution \cite{25}. Along these lines, we make the assumption that the optimum dual variables (for the given instance) are available to the algorithm along with an input allocation.

**Theorem 2.** Given any \( \alpha \)-approximate solution to the LP optimum, we can construct a \((2\alpha, 2\alpha)\)-Core Stable Solution in polynomial time as long as the projects have subadditive valuations.

For general subadditive functions, the only known poly-time constant-factor approximation is the rather intricate randomized LP rounding scheme proposed in \cite{20}. Using this 2-approximation, we get the following corollary.

**Corollary 3.** We can compute in poly-time a \((4, 4)\)-Core stable solution for any instance with subadditive projects.

We now prove Theorem 2.

**Proof:** We provide an algorithm that takes as input an allocation \( A = (A_1, \ldots, A_m) \) that is an \( \alpha \)-approximation to the LP Optimum and returns a core stable solution \( S = (S_1, \ldots, S_m) \) along with payments \((\bar{p}_i)_{i \in N}\) whose welfare is at least half that of \( A \), and such that the total payments are at most \( 2\alpha \) times the welfare of \( S \).

Recall that in a core stable solution \( S \), it is necessary that for every project \( k \) and set \( T \) of agents, \( v_k(S_k \cup T) \leq \sum_{i \in S_k \cup T} \bar{p}_i \). A naive approach is to consider whether the dual payments (price \( p^*_i \) plus the slack \( z^*_k \) divided equally among \( A_k \)) would suffice to enforce core stability to the solution \( A \). Unfortunately, this naive strategy fails because the payments are not enough to prevent the deviation of agents to empty projects. To remedy this, we take the following approach: we implement a matching-based routine that allows us to identify the ‘light’ and ‘heavy’ users at each project so that when the light users deviate to the empty projects, there is not much welfare loss (and vice-versa for the heavy users). We assign the light users to these projects, and provide the heavy users with payments that depend on both ‘the best outside option’ available to them and their contribution to social welfare in order to stabilize them.

We begin by defining a simple Greedy Matching with Reserve Prices procedure that will serve as a building block for our main algorithm. The procedure is straightforward so we state it in words here and formally define it in Appendix A.

**Algorithm 2:** “Begin with an input allocation and initial payments. During every iteration, assign an agent \( i \) to a currently empty project \( k \), as long as her current payment \( p_i < v_k(i) \), and update her payment to \( v_k(i) \). Terminate when \( p_i \geq v_k(i) \) for each agent \( i \) and empty project \( k \).”

We begin our analysis of the above procedure with a simple observation: during the course of the algorithm, the payments of the agents are non-decreasing (in fact, in every iteration, the payment of at least one agent strictly increases). Specifically, we are interested in analyzing the solution returned by the algorithm when the input allocation is \( A \), and the input payments are the naive dual payments discussed above. We first describe some notation and then prove some lemmas regarding the solution returned by the algorithm for this input. Recall that for any given solution \( X \), \( \zeta(X) \) denotes the set of empty projects under \( X \).

We denote by \( p^0 \) the marginal contributions given by the optimal dual payment plus the slack divided equally as per \( A \), i.e., if agent \( i \in A_k \), then \( p^0_i = p^*_i + \frac{z^*_k}{|A_k|} \). Suppose we run the
algorithm on the input \((A, p^0)\); let the corresponding output allocation be \(B\), and the payments be \(p^B\). Also define for every \(k \in \mathcal{P} \setminus \zeta(A)\), \(A_k^+ = A_k \cap B_k\) to be the agents who remained on project \(k\), \(A_k^- = A_k \setminus A_k^+\) to be the agents who left project \(k\), and \(P_k\) to be the set of projects that the agents in \(A_k^-\) switched to in allocation \(B\). Note that all the projects in \(P_k\) will only have one agent each in \(B\) due to the definition of the algorithm. We now divide the non-empty projects in \(A\) into two categories based on the welfare lost after running the algorithm. Specifically, consider any project \(k\) in \(\mathcal{P} \setminus \zeta(A)\). We refer to \(k\) as a \textit{good} project if the welfare in \(B\) due to the agents originally in \(A_k\) is at least half their original welfare, and refer to \(k\) as a \textit{bad} project otherwise. That is, \(k\) is a \textit{good} project iff,

\[
v_k(A_k^+) + \sum_{l \in P_k} v_l(B_l) \geq \frac{v_k(A_k)}{2}.
\]

The following lemma which we prove in the Appendix establishes the crucial fact that although bad projects may result in heavy welfare losses, they surprisingly retain at least half the agents originally assigned to them under \(A\). Later, we use this to infer that the agents who deviated from bad projects are ‘heavy’ users who contribute significantly to the project’s welfare.

**Lemma 4.** For every \textit{bad} project \(k\), \(|A_k^+| > |A_k^-|\), i.e., more than half the agents in \(A_k\) still remain in project \(k\).

Our next lemma relates the output payments \(p^B\) to the optimal dual variables.

**Lemma 5.** For every project \(k\), and every agent \(i\) who is allocated to \(k\) in \(B\), her payment under \(p^B\) is not larger than \(p_i^* + \frac{z_k^i}{|B_k|}\).

**Proof:** We prove the lemma in two cases. First consider any agent \(i\) whose allocation remains the same (say project \(k\)) during the entire course of Algorithm 2 for the input \((A, p^0)\). Clearly, this agent’s final payment returned by the algorithm \(p_i^B\) is exactly the same as her initial payment \(p_i^0 = p_i^* + \frac{z_k^i}{|A_k|}\). However, we know that \(|A_k^+| \leq B_k\). Therefore, \(p_i^B = p_i^* + \frac{z_k^i}{|A_k|} \leq p_i^* + \frac{z_k^i}{|B_k|}\).

Next, consider an agent \(i \in B_k\) whose allocation changed at some point during the course of the algorithm. This means that \(|B_k| = 1\). Then, by definition, her final payment is exactly \(v_k(i)\), which is not larger than \(p_i^* + z_k^i\) by dual feasibility. \(\square\)

**Main Algorithm: Phase I** While the returned solution \(B\) is indeed core stable, its welfare may be poor due to the presence of one or more \textit{bad} projects. Instead of using solution \(B\), we use its structure as a guide for how to form a high-welfare solution. For \textit{good} projects, we can put the agents in \(A_k^+\) onto \(k\) and the agents in \(A_k^-\) onto \(P_k\); since these are good projects this is guaranteed to get us half of the welfare \(v_k(A_k)\), as desired. For \textit{bad} projects, on the other hand, more than half of the welfare disappeared when we moved agents on \(A_k^-\) away; due to sub-additivity this means that \(v_k(A_k^-) \geq \frac{v_k(A_k)}{2}\). So instead we will assign agents in \(A_k^-\) to project \(k\) (which is the opposite of what happens in solution \(B\)), and put some agents from \(A_k^+\) onto projects \(P_k\). This is Phase I of our main algorithm, defined formally in Appendix A.

**Payments at the end of Phase I:** Suppose that the allocation at the end of the above procedure is \(S'\); let us define the following payment vector \(p'\). For every good project \(k\); for each agent \(i\) assigned to \(l \in k \cup P_k\), her payment is \(p_i^l = p_i^* + \frac{z_k^i}{|S'|}\). For every bad project \(k\), define \(D_k := S'_k \setminus A_k^-\) to be the set of dummy agents belonging to that project. Each dummy agent
receives exactly $p'_i = p_i^*$ as payment; every non-dummy agent assigned to a bad project receives $p'_i = p_i^B$ plus the left over slack from that project. For each bad project $k$, every agent $i$ assigned to some $l \in P_k$ receives a payment of $p'_i = p_i^* + z_i^*.$

We break the flow of our algorithm and show some properties satisfied by the solution returned by Phase I of our algorithm ($S', p'$). Mainly we show that this solution is almost core-stable and has desired welfare properties. In Phase II, we once again invoke our Greedy Matching Procedure to ensure core-stability. Recall that every bad project contains at least one dummy agent; all the agents $N$ other than the dummy agents will be referred to as non-dummy agents.

**Lemma 6.** For every agent $i$ that does not belong to the set of dummy agents, her payment at the end of the first phase ($p'_i$) is at least her payment returned by the call to the Greedy Matching Procedure $p_i^B$.

Specifically, the above lemma implies that with respect to the non-dummy agents, our solution ($S', p'$) retains the ‘nice’ stability properties guaranteed by the greedy matching procedure.

**Corollary 7.** For every empty project $k$ in $S'$ (i.e., $k \in \zeta(S')$), and every non-dummy agent $i$, her payment at the end of the first phase is at least her individual valuation for project $k$, i.e.,

$$p'_i \geq v_k(i).$$

Now that we have a lower bound on the payments returned by the first phase of our algorithm, we show a stricter lemma giving an exact handle on the payments.

**Lemma 8.** For every non-empty project $k \notin \zeta(S')$, the total payment to agents in $k$ at the end of Phase I is exactly $\sum_{i \in S'_k} p_i^* + z_k^*$.

Our final lemma shows that the total welfare at the end of the first phase is at least half the welfare of the original input allocation $A$.

**Lemma 9.** For every good project $k$, the welfare due to the agents in $k \cup P_k$ is at least half of $\frac{v_k(A_k)}{2}$. For every bad project $k$, the welfare due to the non-dummy agents in $k$, i.e., $A_k^-$ is at least half of $\frac{v_k(A_k)}{2}$.

**Proof:** The first half of the lemma is trivially true because of the definition of good projects and the fact that the allocation of agents to the projects in $k \cup P_k$ is the same as the allocation returned by the call to Algorithm 2.

Moving on to bad projects, we know that $S'_k \supseteq A_k^-$ and the agents in $A_k^-$ are exactly the non-dummy agents in project $k$. Therefore, we have

$$v_k(A_k^-) \geq v_k(A_k) - v_k(A_k^+) \geq v_k(A_k) - \frac{v_k(A_k)}{2} \quad \text{(By the definition of bad projects)}.$$

Observe that by virtue of this lemma, we can immediately obtain that the solution returned by the first phase of our algorithm has half the social welfare of the allocation $A$. \qed
Main Algorithm - Phase II

From the above lemmas, it is not hard to conclude that the solution $S'$ at the end of Phase I has good social welfare and is resilient against deviations to empty projects as long as we only consider non-dummy agents. In the second phase of our algorithm, we fix this issue by allowing dummy agents to deviate to empty projects using our Greedy Matching procedure and lower bounding their final payments using the dual variables. We formalize the algorithm for Phase II in the Appendix. Suppose that $S$ is the solution returned by the Greedy Matching Algorithm with input $(S', p')$, and $\bar{p}$ is the payment vector where all the agents who deviated from $S'$ receive as much as their dual variables, and the rest of the agents receive their payment under $p'$. We now state some simple properties that compare the output of Phase II with its input, and formally prove them in Appendix A.

**Claim 10** The following properties are true:

1. The set of empty projects in $S$ is a subset of the set of empty projects in $S'$, i.e., $\zeta(S) \subseteq \zeta(S')$.
2. For all non-dummy agents, their strategies in $S'$ and $S$ coincide.
3. For every agent $i \in N$, her payment at the end of Phase II ($\bar{p}_i$) is at least her payment at the end of Phase I.

Our final lemma before showing the main theorem tells us that for every project, the total payment made to agents of that project coincides with the dual payments. The final payments to agents, therefore, are simply a redistribution of the dual payments. We defer its proof to the Appendix.

**Lemma 11.** For every non-empty project $k \notin \zeta(S)$, the total payments made to agents in $k$ is exactly $\sum_{i \in S_k} p^*_i + z_k^*$. Moreover, the payment made to any agent $i$ is at least her dual price $p^*_i$.

The rest of the theorem follows almost immediately. We begin by showing that the solution $(S, (\bar{p})_i)$ is core stable. Consider any project $k$, and a deviation by some set of agents $T$ to this project. We only have to show that the total payment made to the agents in $S_k \cup T$ is at least $v_k(S_k \cup T)$. We proceed in two cases.

First, suppose that $S_k = \emptyset$. Then, we have $v_k(S_k \cup T) \leq \sum_{i \in S_k \cup T} v_k(i) \leq \sum_{i \in S_k \cup T} \bar{p}_i$ from Subadditivity, and Claim 10 respectively. Claim 10. Now suppose that $S_k \neq \emptyset$. Then, we have

$$\sum_{i \in S_k \cup T} \bar{p}_i = \sum_{i \in S_k} \bar{p}_i + \sum_{i \in T} \bar{p}_i \geq \sum_{i \in S_k} p^*_i + z_k^* + \sum_{i \in T} p^*_i$$

$$\geq v_k(S_k \cup T)$$

By Lemma 11

We now establish that the social welfare of our solution is at least half the social welfare of the original allocation $A$. Recall that every non-empty project in $A$ was classified as a good or bad project. For every good project $k$ and its associated projects $P_k$, the fact that $v_k(S_k) + \sum_{i \in P_k} v_l(S_l) \geq v_k(A_k)/2$ follows from Lemma 9 since $S_k = S_k'$, and $S_l = S_l'$.

Consider any bad project $k$. We know that for every non-dummy agent in $S_k'$, her strategy in $S$ is still project $k$. Therefore, the welfare due to any bad project is at least the welfare due to the non-dummy agents in that project which by Lemma 9 is at least half of $v_k(A_k)$. Finally,

---

2 We can also show that the solution is resilient against deviations to non-empty projects, although this is not needed at this time.
all that remains is to show that the total payments made in $(\tilde{\bar{p}})_i$ are at most a factor $2\alpha$ larger than the welfare of the solution.

From Lemma 11, we know that the total payments made to agents at the end of Phase I is at most the value of the Dual Optimum of LP 1, which by Strong Duality is equal to the value of the Primal Optimum. However, we know that the welfare of $S$ is at least half the welfare of $A$, which by definition is at most a factor $\alpha$ away from the LP Optimum. This completes the proof. ■

3.1 Anonymous Functions

Our other main result in this paper is a $(2,2)$-Core stable solution for the class of subadditive functions that are anonymous. Recall that for an anonymous valuation $v$, $v(T_1) = v(T_2)$ for any $|T_1| = |T_2|$. Such functions are frequently assumed in coalition formation and project assignment settings [30]. We begin with some existential lower bounds for approximating the core. From Example (1), we already know that the core may not exist even in simple instances. Extending this example, we show a much stronger set of results.

Claim 12 (Lower Bounds) There exist instances having only two projects with anonymous subadditive functions such that

1. For any $\epsilon > 0$, no $(2-\epsilon,c_1)$-core stable solution exists for any value $c_1$.
2. For any $\epsilon > 0$, no $(c_2,2-\epsilon)$-core stable solution exists for any value $c_2$.

(Proof Sketch) (Part 1) For ease of notation, we show that no $(2-\epsilon)$-budget-balanced core stable solution exists for a given $\epsilon > 0$. Consider an instance with $N$ buyers. The valuations for the two projects are $v_1(S) = \frac{N}{2}$ for all $S \subseteq N$, and $v_1(N) = N$; $v_2(S) = 2$ for all $S \subseteq N$. Assume by contradiction that there is a $(2-\epsilon)$-core stable solution, then this cannot be achieved when all of the agents are assigned to project 1 because they would each require a payment of 2 to prevent them from deviating to project 2. On the other hand, suppose that some agents are assigned to project 2, then the social welfare of the solution is at most $\frac{N}{2} + 2$. If these agents cannot deviate to project 1, then, the total payments would have to be at least $v_1(N) = N$. For a sufficiently large $N$, we get that the budget-balance is $\frac{N}{\frac{N}{2} + 2} > 2 - \epsilon$. The example for Part 2 is provided in the Appendix. ■

We now describe an intuitive 2-approximation algorithm (Algorithm 1) for maximizing welfare that may be of independent interest. To the best of our knowledge, the only previously known approach that achieves a 2-approximation for anonymous subadditive functions is the LP-based rounding algorithm for general subadditive functions [20]. Our result shows that for the special class of anonymous functions, the same approximation factor can be achieved by a much faster, greedy algorithm. In addition, our greedy algorithm also possesses other ‘nice structural properties’ that may be of use in other settings such as mechanism design [33].

Recall that the quantity $v(T|S)$ refers to $v(S \cup T) - v(S)$.

Although Algorithm 1 is only an approximation algorithm, the following theorem shows that we can utilize the greedy structure of the allocation and devise payments that ensure core stability. In particular, the solution that we use to construct a (yet to be proved) $(2,2)$-core is $(S,\tilde{\bar{p}})$, where $S$ is the allocation returned by the algorithm, and $\tilde{\bar{p}}_i = 2p_i$ is the payment provided to agent $i$. We remark that the ‘marginal contributions’ are defined only for the sake
Algorithm 1: Greedy 2-Approximation Algorithm for Anonymous Subadditive Functions

1: Initialize the set of unallocated agents $U \leftarrow N$
2: Initialize the current allocation $S \leftarrow (\emptyset, \ldots, \emptyset)$
3: while $U \neq \emptyset$ do
4: Find a set $T \subseteq U$ that maximizes the ratio $\frac{v_k(T \mid S_k)}{|T|}$ over all $k \in P$
5: Assign the agents in $T$ to the project $k$ that maximizes the above ratio \{ $S_k = S_k \cup T$ and $U = U \setminus T$. \}
6: For all $i \in T$, set agent $i$'s marginal contribution $p_i = \frac{v_k(T \mid S_k)}{|T|}$.
7: end while
8: Return the final allocation $S$.

of convenience. They do not serve any other purpose. We make the following simple observation regarding the algorithm: the total social welfare of the solution $S$, $SW(S)$ is exactly equal to the sum of the marginal contributions $\sum_{i \in N} p_i$.

Theorem 13. For any instance with anonymous subadditive projects, the allocation $S$ returned by Algorithm 1 along with a payment of $\bar{p_i} = 2p_i$ for every $i \in N$ constitutes a $(2, 2)$-core stable solution.

Proof: We begin with some basic notation and simple lemmas highlighting the structural properties of our algorithm leading up to the main result. First, note that the total payments are exactly equal to the twice the aggregate marginal contribution, which in turn is equal to twice the social welfare. Therefore, our solution is indeed 2-budget balanced. Now, let us divide the execution of the greedy algorithm into iterations from 1 to $r$ such that in every iteration, the algorithm chooses a set of unallocated agents maximizing the marginal contribution (average increase in welfare). We define $A_j$ to be the set of agents assigned to some project during iteration $j \leq r$. Clearly, all the agents in $A_j$ are allocated to the same project, and have the exact same marginal contribution, and therefore payment. Let us use $p^{(j)}$ to refer to the marginal contribution of the agents in $A_j$.

Note that in order to characterize the state of the algorithm during iteration $j$, it is enough if we express the set of agents assigned to each project, and the set of unallocated agents. Define $S_k^{(j)}$ to be the set of agents allocated to project $k$ at the beginning of iteration $j$ (before the agents in $A_j$ are assigned), and $U^{(j)}$ to be the set of unallocated agents during that instant. Suppose that the agents in $A_j$ are assigned to project $k$, then by definition the following equation must be true,

$$ p^{(j)} = \frac{v_k(A_j \mid S_k^{(j)})}{|A_j|}. $$

Finally, given any $T \subseteq N$, we denote by $T^>$, the ordered set of elements in $T$ in the decreasing order of their payment. We begin with a simple property that links the prices to the welfare of every project.

Proposition 14. In the final allocation $S$, the social welfare due to every project $k$ equals the total marginal contributions to the agents assigned to that project, i.e.,

$$ \sum_{i \in S_k} p_i = v_k(S_k). $$
The proof follows directly from the definition of the algorithm. Now, we establish that as the algorithm proceeds, the marginal contributions of the agents cannot increase.

**Lemma 15.** For every $i, j$ with $i < j$, the marginal of the agents in $A_i$ is not smaller than the marginal of the agents in $A_j$, i.e., $p^{(1)} \geq p^{(2)} \geq \ldots \geq p^{(r)}$.

(Proof Sketch) Since, the assignment of agents to any one project does not affect the marginal contribution (or average increase in welfare) in other projects, it suffices to prove the lemma for the case when $A_i$ and $A_j$ are assigned to the same project. The rest of the proof involves showing that if the lemma does not hold, then adding $A_i \cup A_j$ instead of $A_i$ in iteration $i$ would have lead to larger average welfare. The full proof is in the Appendix.

Recall that Proposition 14 equates the marginal contributions to the welfare for every set $S_k$. The following lemma establishes a relationship between payments and welfare for subsets of $S_k$. Note that since the payments to the agents are exactly twice their marginal, we can use the payments and marginal contributions interchangeably. Once again, its proof is in Appendix B.

**Lemma 16.** For every project $k$, and any given positive integer $t \leq |S_k|$, the total marginal contribution of the $t$ highest paid agents in $S_k$ is at least the value derived due to any set of $t$ agents, i.e., if $T$ denotes the set of $t$-highest paid agents in $S_k$, then

$$\sum_{i \in T} \bar{p}_i \geq v_k(T).$$

We now move on to the most important component of our theorem, which we call the Doubling Lemma. This lemma will serve as the fundamental block required to prove both core stability and the necessary welfare bound. The essence of the lemma is rather simple; it says that if we take some project $k$ and add any arbitrary set of elements $T$ on top of $S_k$, then the total resulting welfare is no larger than the final payments to the agents in $T \cup S_k$. We first state the Doubling Lemma here and then prove that using this lemma as a black-box, we can obtain both our welfare and stability result. The proof of the lemma is deferred to the Appendix.

**Lemma 17.** (Doubling Lemma) Consider any project $k$ and the set of elements assigned to $k$ in our solution $(S_k, \bar{p})$. Let $T$ be some set of agents such that $T \cap S_k = \emptyset$ and $|T| > |S_k|$. Then, the total payment to the agents in $T \cup S_k$ is at least $v_k(S_k \cup T)$, i.e.,

$$\sum_{i \in T \cup S_k} \bar{p}_i \geq v_k(S_k \cup T).$$

**Proof of Core stability**

We need to show that our solution $(S, (\bar{p})), i$ is core stable, i.e., for every project $k$ and set of agents $T$, $v_k(S_k \cup T) \leq \sum_{i \in S_k \cup T} \bar{p}_i$. Assume by contradiction that $\exists$ some project $k$ and some set $T$ that does not satisfy the inequality for stability. We claim that $|T| > |S_k|$.

**Lemma 18.** If $v_k(S_k \cup T) > \sum_{i \in S_k \cup T} \bar{p}_i$, then there are strictly more agents in the set $T$ than in project $k$ under $S$, i.e., $|T| > |S_k|$. 
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Proof: We know that
\[ v_k(T \cup S_k) > \sum_{i \in T \cup S_k} \tilde{p}_i \geq 2 \sum_{i \in S_k} p_i = 2v_k(S_k). \]

Let \( Q \) be some arbitrary set of size \( \frac{|T \cup S_k|}{2} \). Applying Proposition \( 25 \), we get,
\[ v_k(Q) \geq \frac{1}{2} v_k(T \cup S_k) > v_k(S_k). \]

By monotonicity, it must be that \( |Q| > |S_k| \), and so \( |T \cup S_k| > 2 |S_k| \) giving us the desired lemma.

So, \( S_k \) and \( T \) satisfy the conditions required for the doubling lemma. Applying the lemma, we get \( \sum_{i \in S_k \cup T} \tilde{p}_i \geq v_k(S_k \cup T) \), which is a contradiction. Therefore, our solution is indeed core stable.

Welfare Bound

Suppose that the optimum solution \( O^* = (O_1^*, \ldots, O_M^*) \) has a social welfare of \( v(O^*) \). We need to show that the social welfare of our solution \( v(S) \) is at least half of \( v(O^*) \). Recall that our social welfare is exactly equal to half the payments \( \sum \tilde{p}_i \). Therefore, it suffices if we prove that the welfare of the optimal solution \( v(O^*) \) is not larger than the sum of the payments. Our approach is as follows: we will map every project \( k \) to a proxy set \( X_k \subseteq N \) so that \( \sum_{i \in X_k} \tilde{p}_i \geq v_k(O_k^*) \). If we ensure that the sets \( (X_k)_{k \in P} \) are mutually disjoint, we can sum these inequalities up to get our desired welfare bound.

We begin by dividing the projects into three categories based on the number of agents assigned to these projects in our solution \( |S_k| \) and how this compares to \( |O_k^*| \).

1. \((P_1)\) All projects \( k \) satisfying \( |O_k^*| \geq |S_k| \geq \frac{1}{2} |O_k^*| \),
2. \((P_2)\) All projects \( k \) satisfying \( |S_k| > |O_k^*| \),
3. \((P_3)\) All projects \( k \) satisfying \( |O_k^*| > 2 |S_k| \), i.e., in the optimum solution \( k \) has more than double the number of agents assigned to \( k \) in our solution.

We define the sets \( X_k \) as follows: for every project \( k \in P_1 \), \( X_k = S_k \). For every project \( k \in P_2 \), \( X_k \) is defined as the set of \( |O_k^*| \) agents in \( S_k \) with the highest payments as per our solution. Notice that for every \( k \in P_2 \), there are some ‘left over’ agents who are not yet assigned to any \( X_k \). Let \( Rem \) be the union of such leftover agents over all projects in \( P_2 \).

Finally, for every project \( k \in P_3 \), we define \( X_k \) to be \( S_k \) plus some arbitrarily chosen \( |O_k^*| - |S_k| \) agents from the set \( Rem \). It is not hard to see that we can choose \( X_k \)'s for the projects in \( P_3 \) in such a manner that these sets are all mutually disjoint. Indeed, this is true because
\[ |Rem| + \sum_{k \in P_3} |S_k| \geq \sum_{k \in P_3} |O_k^*|. \]

The above inequality comes from the fact that \( |O_k^*| - |X_k| \) summed over all \( k \in P_1 \cup P_2 \) is a non-negative number. Now all that remains is for us to show that \( \sum_{i \in X_k} \tilde{p}_i \geq v_k(O_k^*) \) for every \( k \).

First, look at the projects in \( P_1 \). We can show that \( \sum_{i \in X_k} \tilde{p}_i = 2v_k(S_k) \geq 2 \cdot \frac{1}{2} v_k(O_k^*) \), where the last inequality comes from Proposition \( 25 \) since \( S_k \) has at least half as many agents as \( O_k^* \).
Now, for the projects in $P_2$, we can directly apply Lemma 16 to get
$$\sum_{i \in X_k} \bar{p}_i = 2\sum_{i \in X_k} p_i \geq v_k(O^*_k).$$

Finally, look at the projects in $P_3$. Fix some $k \in P_3$, and define $T = X_k \setminus S_k$. Since $|X_k| = |O^*_k|$, we immediately get $|T| > |S_k|$ from the definition of $P_3$. Therefore, we can apply the important Doubling Lemma and get the desired result. This completes the proof of our final welfare bound.

Envy-Free Payments
One interpretation for projects having anonymous valuations is that all the agents possess the same level of skill, and therefore, the value generated from a project depends only on the number of agents assigned to it. In such scenarios, it may be desirable that the payments given to the different agents are ‘fair’ or envy-free, i.e., all agents assigned to a certain project must receive the same payment. The following theorem (which we formally prove in the Appendix) shows that Algorithm 1 can be used to compute a $(2,2)$-approximate core that also satisfies this additional constraint of envy-freeness.

Claim 19 For any instance where the projects have anonymous subadditive valuations, there exists a $(2,2)$-core stable solution such that the payments are envy-free, i.e., all the agents assigned to a single project receive the same payment.

3.2 Submodular and Fractionally Subadditive (XoS) Valuations
Submodular and Fractionally Subadditive valuations are arguably the most popular classes of subadditive functions, and we show several interesting and improved results for these sub-classes. For instance, for XoS valuations, we can compute a $(1 + \epsilon)$-core using Demand and XoS oracles (see [18] for a treatment of XoS oracles), whereas without these oracles, we can still compute a $(\frac{\epsilon}{\epsilon - 1})$-core. For submodular valuations, we provide an algorithm to compute a $(1 + \epsilon)$-core even without a Demand oracle. All of these solutions retain at least a fraction $(1 - \frac{1}{e})$ of the optimum welfare, which matches the computational lower bound for both of these classes. We begin with a simple existence result for XoS valuations, that the optimum solution along with payments obtained using a XoS oracle form an exact core stable solution. All the results that we state in this Section, and Section 4 are proved in the Appendix.

Proposition 20. There exists a $(1,1)$-core stable solution for every instance where the projects have XoS valuations.

Since Submodular $\subset$ XoS, this result extends to Submodular valuations as well. Unfortunately, it is known that the optimum solution cannot be computed efficiently for either of these classes unless P=NP [18]. However, we show that one can efficiently compute approximately optimal solutions that are almost-(core)-stable.

Theorem 21. 1. For any instance where the projects have XoS valuations, we can compute $(1 + \epsilon, \frac{\epsilon}{\epsilon - 1})$-core stable solution using Demand and XoS oracles, and a $(\frac{\epsilon}{\epsilon - 1}, \frac{\epsilon}{\epsilon - 1})$-core stable solution without these oracles.

2. For submodular valuations, we can compute a $(1 + \epsilon, \frac{\epsilon}{\epsilon - 1})$-core stable solution using only a Value oracle.

Note that for both the classes, a $(1 + \epsilon)$-core can be computed in time polynomial in the input, and $\frac{1}{\epsilon}$. We conclude by pointing out that the results above are much better than what could have been obtained by plugging in $\alpha = \frac{\epsilon}{\epsilon - 1}$ in Theorem 2 for Submodular or XoS valuations.
4 Relationship to Combinatorial Auctions

We now change gears and consider the seemingly unrelated problem of Item Bidding Auctions, and establish a surprising equivalence between Core stable solutions and pure Nash equilibrium in Simultaneous Second Price Auctions. Following this, we adapt some of our results specifically for the auction setting and show how to efficiently compute Approximate Nash equilibrium when buyers have anonymous or submodular functions.

In recent years, the field of Auction Design has been marked by a paradigm shift towards ‘simple auctions’; one of the best examples of this is the growing popularity of Simultaneous Combinatorial Auctions \cite{9,14,17}, where the buyers submit a single bid for each item. The auction mechanism is simple: every buyer submits one bid for each of the \( N \) items, the auctioneer then proceeds to run \( N \)-parallel single-item auctions (usually first-price or second-price). In the case of Second Price Auctions, each item is awarded to the highest bidder (for that item) who is then charged the bid of the second highest bidder. Each buyer’s utility is her valuation for the bundle she receives minus her total payment.

We begin by establishing that for every instance of our utility sharing problem, there is a corresponding combinatorial auction, and vice-versa. Formally, given an instance \((N, P, (v_k)_{k \in P})\), we define the following ‘flipped auction’: there is a set \( N \) of \( N \) items, and a set \( P \) of \( m \) buyers. Every buyer \( k \in P \) has a valuation function \( v_k \) for the items. In the simultaneous auction, the strategy of every buyer is a bid vector \( b_k \); \( b_k(i) \) denotes buyer \( k \)’s bid for item \( i \in N \). A profile of bid vectors \((b_1, \ldots, b_m)\) along with an allocation is said to be a pure Nash equilibrium of the simultaneous auction if no buyer can unilaterally change her bids and improve her utility at the new allocation.

**Over-Bidding** Nash equilibrium in Simultaneous Auctions is often accompanied by a rather strong no-overbidding condition that a player’s aggregate bid for every set \( S \) of items is at most her valuation \( v_k(S) \) for that set. In this paper, we also study the slightly less stringent weak no-overbidding assumption considered in \cite{24} and \cite{22} which states that ‘a player’s total bid for her winning set is at most her valuation for that set’. The set of equilibrium with no-overbidding is strictly contained in the set of equilibrium with weak no-overbidding. Finally, to model buyers who overbid by small amounts, we focus on the following natural relaxation of no-overbidding known as \( \gamma \)-conservativeness that was defined by Bhawalkar and Roughgarden \cite{9}.

**Definition 22.** (Conservative Bids) \cite{9} For a given buyer \( k \in P \), a bid vector \( b_k \) is said to be \( \gamma \)-conservative if for all \( T \subseteq N \), we have \( \sum_{i \in T} b_k(i) \leq \gamma \cdot v_k(T) \).

We now state our main equivalence result that is based on a simple black-box transformation to convert a Core stable solution \((S, \bar{p})\) to a profile of bids \((b_k)_{k \in P}\) that form a Nash Equilibrium: \( b_k(i) = \bar{p}_i \) if \( i \in S_k \), and \( b_k(i) = 0 \) otherwise.

**Theorem 23.** Every Core stable solution for a given instance of our game can be transformed into a Pure Nash Equilibrium (with weak no-overbidding) of the corresponding ‘flipped’ simultaneous second price auction, and vice-versa.

**Existence and Computation of Equilibrium** Although simultaneous auctions enjoy several desirable properties like good Price of Anarchy \cite{9,14}, their applicability is limited by both existential and computational barriers. Particularly, while a no over-bidding Nash equilibrium
always exists for simple valuations like XoS, it may not be possible to actually compute one \cite{17}. For more general subadditive (and even anonymous) valuations, Nash equilibria without over-bidding may not even exist \cite{9}, and whether or not they exist cannot be determined without exponential communication \cite{17}.

**A case for Approximate Equilibrium** The exciting connection between Core stable solutions and Nash Equilibrium unfortunately extends to negative results as well. One can extend our lower bound examples (See Appendix) to show that even when all buyers have anonymous subadditive functions, there exist instances where every Nash equilibrium requires $O(\sqrt{N})$-conservative bids. The expectation that buyers will overbid by such a large amount appears to be unreasonable. In light of these impossibility results and the known barriers to actually compute a (no-overbidding) equilibrium \cite{17}, we argue that in many auctions, it seems reasonable to consider $\alpha$-approximate Nash equilibrium that guarantee that buyers’ utilities cannot improve by more than a factor $\alpha$ when they change their bids. In the following result, we adapt our previous algorithms to compute approximate equilibria with high social welfare for two useful settings. Moreover, these solutions require small over-bidding, and can be obtained via simple mechanisms, so it seems likely that they would actually arise in practice when pure equilibria either do not exist or require a large amount of overbidding.

**Claim 24** Given a Second Price Simultaneous Combinatorial Auction, we can compute in time polynomial in the input (and $\frac{1}{\epsilon}$ for a given $\epsilon > 0$)

1. A 2-approximate Nash equilibrium that extracts half the optimal social welfare as long as the buyers have anonymous subadditive valuations.
2. A $(1 + \epsilon)$-approximate Nash equilibrium that is a $\epsilon \cdot \epsilon$-approximation to the optimum welfare when the buyers have submodular valuations.

The first solution involves 4-conservative bids, and the second solution involves $(1 + \epsilon)$-conservative bids.

Given a submodular valuation $v_k$, define $v_{\max} = \max_{i,S} v_k(i|S)$. Also, define $\Delta = \min_{i,S} v_k(i|S)$ such that $v_k(i|S) > 0$. That is $\Delta$ is the smallest non-zero increment in utility. Then, the algorithm for Submodular Functions converges in $\text{Poly}(N, m, \frac{1}{\epsilon}, \log(\frac{v_{\max}}{\Delta}))$ time. One can contrast this result to an algorithm by \cite{17} that computes an exact Nash equilibrium in pseudo-polynomial time, i.e., $O(\frac{v_{\max}}{\Delta})$. On the contrary, we show that we can compute an approximate Nash equilibrium in poly-time (using a PTAS).

**Conclusion**

We conclude by remarking that despite the large body of work in Simultaneous Auctions, our main results do not follow from any known results in that area, and we hope that our techniques lead to new insights for computing auction equilibria.
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A Appendix: Proofs for Subadditive Valuations

We begin by formally defining the Greedy Matching Procedure procedure that is the building block of our main algorithm.

Algorithm 2: Greedy Matching with Reserve Prices

Input: Allocation \( I = (I_1, \ldots, I_M) \), Payments \( p^I = (p^I_1, \ldots, p^I_N) \).
Output: Allocation \( O = (O_1, \ldots, O_M) \), Payments \( p^O = (p^O_1, \ldots, p^O_N) \).

1. Initialize the current allocation \( S = I \), and current payments \( p = p^I \).
2. if \( \exists \) empty project \( k \) with \( S_k = \emptyset \) and agent \( i \) such that \( v_k(i) > p_i \) then
   3. Remove agent \( i \) from her current project and assign her to the empty project \( l \) with the maximum value of \( v_l(i) \). Update agent \( i \)'s payment to \( p_i = v_l(i) \).
5. else return the current allocation \( S \) and payments \( p \).

Lemma 4. For every bad project \( k \), \( |A^+_k| > |A^-_k| \), i.e., more than half the agents in \( A_k \) still remain in project \( k \).

Proof: We prove this by contradiction. Suppose that for some such \( k \), \( |A^-_k| \geq |A^+_k| \). Recall that the marginal contributions given to agents in \( A^-_k \) is

\[
\sum_{i \in A^-_k} p^*_i + \frac{|A^-_k|}{|A_k|} z^*_k \geq \sum_{i \in A^-_k} p^*_i + \frac{z^*_k}{2} \quad \text{(since } A_k = A^+_k \cup A^-_k). \]

Moreover, the payments are non-decreasing under Algorithm 2 and agent \( i \in A^-_k \) is transferred from project \( k \) to some project \( l \) only if \( v_l(i) > p^*_i + \frac{z^*_k}{|A_k|} \). Therefore, we have,

\[
\sum_{l \in P_k} v_l(B_l) > \sum_{i \in A^-_k} (p^*_i + \frac{z^*_k}{|A_k|}) \geq \sum_{i \in A^-_k} p^*_i + \frac{z^*_k}{2}.
\]

Now, \( p^* \) and \( z^* \) are feasible solutions to the dual LP; this means that \( \sum_{i \in A^-_k} p^*_i + z^*_k \geq v_k(A^-_k) \). So, we have,

\[
v_k(A^+_k) + \sum_{l \in P_k} v_l(B_l) \geq v_k(A^+_k) + \sum_{i \in A^-_k} p^*_i + \frac{z^*_k}{2} \]
\[
> v_k(A^+_k) + \frac{1}{2} v_k(A^-_k) \]
\[
\geq \frac{1}{2} (v_k(A^+_k) + v_k(A^-_k)) \]
\[
\geq \frac{1}{2} v_k(A_k).
\]

The last inequality follows from subadditivity and the fact that \( A_k = A^+_k \cup A^-_k \). However, this contradicts the definition of a "bad" project. So, we must have that \( |A^-_k| < |A^+_k| \). \( \square \)
Main Algorithm - Phase I

1. Run Algorithm 2 on the allocation $A$ with payments $p^0$. Let the output be $B, p^B$, and define $A^+_k, A^-_k$, and $P_k$ as mentioned above.
2. (Good Projects) For every good project $k \in \mathcal{P} \setminus \zeta(A)$
   (a) $\forall i \in A^+_k$, assign them to project $k$, set $p'_i = p^*_i + \frac{z^*_k}{|A^-_k|}$
   (b) $\forall i \in A^-_k$, assign them to their project $l \in P_k$, set $p'_i = p^*_i + z^*_l$
   (c) Denote the resulting sets by $S'_k$ and $S''_k$
3. (Bad Projects) For every bad project $k \in \mathcal{P} \setminus \zeta(A)$
   (a) Arbitrarily choose dummy agents $D_k \subset A^+_k$ such that $|D_k| = |A^+_k| - |A^-_k|$ (this is possible due to Lemma 4).
   (b) Set $S'_k = A^-_k \cup D_k$.
   (c) For $i \in A^-_k$, set $p'_i = p^B_i + \frac{z^*_l}{|A^-_k|}$ where $z^*_l$ is the leftover slack defined as $z^*_k - \sum_{i \in A^-_k} (p^B_i - p^*_i)$.
   For $i \in D_k$, set $p'_i = p^*_i$.
   (d) Assign the non-dummy agents in $A^+_k$ arbitrarily to the projects in $P_k$ so that each project in $P_k$ gets exactly one agent from $(A^+_k \setminus D_k)$. ($S'_l$ is defined accordingly for $l \in P_k$).
   (e) For every $l \in P_k$: for $i \in S'_l$, set $p'_i = p^*_i + z^*_l$.

Lemma 6. For every agent $i$ that does not belong to the set of dummy agents, her payment at the end of the first phase ($p'_i$) is at least her payment returned by the call to the Greedy Matching Procedure $p^B_i$.

Proof: For each agent assigned to a good project $k$ and the associated set of agents in $P_k$, the claim follows almost trivially from Lemma 5 and the definition of the final payment $p'_i$. Moreover, suppose that $k$ is a bad project, then we claim that the leftover slack $z^*_l$ is non-negative. This is true because
\[ \sum_{i \in A^-_k} p^B_i = \sum_{l \in P_k} v_l(B_l) < v_k(A_k)/2 < v_k(A^-_k) \leq \sum_{i \in A^-_k} p^*_i + z^*_k. \]

(The first inequality above is since $k$ is a bad project; the second is due to the fact that $v_k$ is subadditive and $v_k(A^+_k) < v_k(A^-_k)/2$ since $k$ is a bad project. The last is due to dual feasibility.)

Therefore, by definition, the payment to a non-dummy agent $i$ assigned to a bad project $p'_i = p^*_i + \frac{z^*_l}{|A^-_k|} \geq p^B_i$. Finally, fix a bad project $k$ and consider the agents assigned to the projects in $P_k$. We claim that for every $l \in P_k$, $z^*_l$ is at least as large as $\frac{z^*_k}{|A^-_k|}$. We first show how this claim leads to the desired lemma and then conclude by proving the claim. For any $l \in P_k$, let $S'_l$ be some agent $i$. Since agent $i \in A^+_k$, it remained on the same project $k$ in solution $B$. This means that her payment as output by the matching procedure is exactly the same as the input payment $p^*_i + \frac{z^*_k}{|A^-_k|}$, which by the above claim is not larger than $p^*_i + z^*_l$ giving us the desired lemma.

(Proof of Claim that $z^*_i \geq \frac{z^*_k}{|A^-_k|}$) Suppose that some agent $j \in A_k$ belonged to project $l$ in the solution returned by the matching $B$. Then, by the monotonicity of payments in Algorithm 2, it must hold that $j$’s payment at the termination of Algorithm 2, $p^B_j$, is at least her initial payment $p^*_j + \frac{z^*_k}{|A^-_k|}$. Applying dual feasibility, we get the desired claim
\[ p^*_j + z^*_l \geq v_l(j) = p^B_j \geq p^*_j + \frac{z^*_k}{|A^-_k|}. \]
Lemma 8. For every non-empty project $k \notin \zeta(S')$, the total payment to agents in $k$ at the end of Phase I is exactly $\sum_{i \in S'_k} p^*_i + z^*_k$.

Proof: First consider any good project $k$ and the associated set of projects in $P_k$. By definition, for every $l \in k \cup P_k$, the total payments to the agents in $S'_l$ is exactly as given by the lemma. So the proof for good projects and associated projects is trivial. Suppose that $k$ is a bad project, then every $l \in P_k$ contains exactly one agent $i$ whose payment is exactly $p^*_i + z^*_l$. Finally, look at project $k$ and recall that $D_k$ is the set of dummy agents in $k$. Then, by definition of the payments to the agents in $S'_k$, we have

$$\sum_{i \in S'_k} p'_i = \sum_{i \in S'_k \setminus D_k} p'_i + \sum_{i \in D_k} p'_i = \sum_{i \in S'_k \setminus D_k} p^*_i + z^*_k + \sum_{i \in D_k} p^*_i.$$  

\[ \square \]

Main Algorithm - Phase II

1. Input to this Phase is the output of Phase I: $(S', p')$
2. Run Algorithm [2] with the input $(S', p')$
3. Let the output of Algorithm [2] be $(S, p_{\text{temp}})$.
4. Construct the final payment vector $(\bar{p})$ as follows: if agent $i$ belongs to strategy $k$ in both $S$ and $S'$, then set $\bar{p}_i = p^\text{temp}_i$. Otherwise if agent $i$'s strategy in $S$ is $k$ but her strategy is $S'$ is not $k$, then set $\bar{p}_i = p^*_i + z^*_k$.
5. Output the final solution: $S$, $(\bar{p})$.

We now prove some simple properties that compare the output of Phase II with its input.

Claim 10. The following properties are true:

1. The set of empty projects in $S$ is a subset of the set of empty projects in $S'$, i.e., $\zeta(S) \subseteq \zeta(S')$.
2. For all non-dummy agents, their strategies in $S'$ and $S$ coincide.
3. For every project $k$ that was empty in $S'$ but not in $S$, $S_k$ consists of a single dummy agent $i$.
4. For every agent $i \in N$, her payment at the end of Phase II $(\bar{p}_i)$ is at least her payment at the end of Phase I.

Proof: Recall that in every stage of our greedy matching procedure, an agent $i$ is transferred to an empty group (say $k$) having the largest value of $v_k(i)$ as long as it is greater than the agent’s current payment. Consider the execution of the greedy matching procedure in our algorithm’s second phase. We prove by induction that at every stage of this procedure, (i) the set of empty projects is a subset of $\zeta(S)$, (ii) for every non-dummy agent, her strategy remains the same as in $S'$. Clearly, this is true at the beginning. Moreover, note that every project $k \notin \zeta(S')$ contains at least one non-dummy agent under $S'$.

Suppose that the two induction hypotheses hold up to some iteration $t$ of the algorithm. Let $P_t$ be the set of empty projects at the end of this iteration, and let $p$ be the payment vector after iteration $t$. In iteration $t + 1$, the agent $i$ assigned to an empty project $k$ satisfies $p_i < v_k(i)$. This implies that $i$ cannot be a non-dummy agent because due to Corollary 7 and
the monotonicity of payments, we know that for every non-dummy agent \( j \), \( p_j \geq p'_j \geq v_k(i) \) since \( k \in \zeta(S') \). Therefore, project \( k \) gains a dummy agent in iteration \( t + 1 \) and the positions of non-dummy agents remain the same as they were in the previous iteration. Moreover, every non-empty project in \( S' \) still has one non-dummy agent and therefore, remains non-empty. We conclude the proof of Properties (1) and (2). Property (3) is simply a corollary of Property (2).

Finally, we know by the monotonicity of payments that \( p_{\text{temp}} \geq p' \). Moreover, for every agent \( i \) whose strategy did not change from \( S' \), her payment remains the same as in \( p_{\text{temp}} \) and therefore, the input payments. For any dummy agent (say \( i \)) who transferred to an empty project (say \( k \)), her final payment is \( p^*_i + z^*_k \) which by dual feasibility is not smaller than \( p_{\text{temp}}^i = v_k(i) \) which in turn is larger than \( p'_i \). Therefore, Property (4) also holds. \( \square \)

**Lemma 11.** For every non-empty project \( k \notin \zeta(S) \), the total payments made to agents in \( k \) is exactly \( \sum_{i \in S_k} p^*_i + z^*_k \). Moreover, the payment made to any agent \( i \) is at least her dual price \( p^*_i \).

*Proof:* The proof is rather straightforward and is analogous to Lemma 8. The only change caused by Phase II is in the strategies of dummy agents, and because dummy agents only belong to bad projects, it suffices to show this lemma for bad projects and the projects that newly gained a dummy agent in Phase II, i.e., \( k \in \zeta(S') \setminus \zeta(S) \). For the latter case, the lemma is true trivially due to the definition of Phase II. Now, consider some bad project \( k \), and let \( X \) be the set of dummy agents belonging to \( S_k \) (ones that did not deviate in the greedy matching procedure). Moreover, for every agent in \( S_k \), her payment is the same as her input payment because these agents did not deviate during the course of the matching procedure. Therefore, the final payments to the agents can be aggregated similar to the method in Lemma 8:

\[
\sum_{i \in S_k} \bar{p}_i = \sum_{i \in S_k \setminus X} \bar{p}_i + \sum_{i \in X} \bar{p}_i = \sum_{i \in S_k} p^*_i + z^*_k + \sum_{i \in X} p^*_i.
\]

\( \square \)

### B Appendix: Proofs for Anonymous Subadditive Valuations

We begin with a basic property of anonymous subadditive functions that we require in all of the proofs. In the rest of this paper, the notation \( v(T|S) \) refers to \( v(S \cup T) - v(S) \).

**Proposition 25.** Let \( S \subseteq N \) be some set of agents, and suppose \( T \subseteq N \) such that \( |T| \geq \frac{|S|}{2} \). Then for an anonymous subadditive function \( v \), we have \( v(T) \geq \frac{v(S)}{2} \).

The proof follows from the fact that \( v(T) + v(S \setminus T) \geq v(S), \) and \( |T| \geq |S| \).

**Claim 12** (Lower Bounds) There exists instances having only two projects with anonymous subadditive functions such that

1. For any \( \epsilon > 0 \), no \((2 - \epsilon, c)\)-core stable solution exists for any value \( c \).
2. For any \( \epsilon > 0 \), no \((\alpha, 2 - \epsilon)\)-core stable solution exists for any constant \( \alpha \).

*Proof:* (Part 2) Consider an instance with \( N \) agents and 2 projects. We choose a large enough \( N \) so that the following condition is satisfied \( \frac{N}{N^2 + \sqrt{N}} > 2 - \epsilon \). Now the project valuations are
defined as follows:

\[ v_1(S) = \frac{N}{2} \quad \text{for } S \neq \mathcal{N} \quad \text{and} \quad v_2(S) = \sqrt{N} \quad \forall S \subseteq \mathcal{N} \]

\[ v_1(\mathcal{N}) = N, \]

The social welfare is maximized when all agents are allocated to project 1. It is also not hard to see (due to our choice of \( N \)) that no other solution has a social welfare that is at most a factor \( 2 - \epsilon \) away from \( \text{OPT} \). Now, using the same reasoning as we did for the previous claim, we can conclude that in order to stabilize the optimum solution, every agent needs a payment of at least \( \sqrt{N} \), and therefore, the total payments have to be at least a factor \( \sqrt{N} \) larger than the optimum welfare. \( \square \)

Lemma 15. For every \( i, j \) with \( i < j \), the marginal of the agents in \( A_i \) is not smaller than the marginal of the agents in \( A_j \), i.e., \( p^{(1)} \geq p^{(2)} \geq \ldots \geq p^{(r)} \).

Proof: We argue that it is sufficient if we prove the lemma only for the case where the agents in \( A_i \) and \( A_j \) are assigned to the same project in \( S \). To see why, suppose that the lemma holds for every such pair, now look at some \( A_i, A_j \) with \( i < j \) such that the agents in \( A_i \) belong to project \( k_i \) and \( A_j \) belong to project \( k_j \) with \( k_i \neq k_j \). Next, define \( i < l \leq j \) to be the smallest index such that the agents in \( A_l \) are assigned to project \( k_j \), the same as the agents in \( A_j \). Note that by definition of \( l \), \( S_{k_i}^{(l)} = S_{k_j}^{(l)} \); the set of agents in project \( k_j \) are the same before iterations \( i \), and \( l \). This implies that the assignment of the agents in \( A_i \) to project \( k_j \) was a possible step for the greedy algorithm for iteration \( i \). However, since the greedy algorithm actually chose \( A_i \rightarrow k_i \), this means that

\[ p^{(i)} = \frac{v_k(A_i | S_{k_i}^{(l)})}{|A_i|} \geq \frac{v_k(A_i | S_{k_j}^{(l)})}{|A_i|} = p^{(l)}. \]

But we know that \( p^{(i)} \geq p^{(j)} \) since the agents in \( A_i \) and \( A_j \) are assigned to the same project. Therefore, it suffices to prove the lemma for the case where the two sets of agents are assigned to the same project, i.e., we need to prove that if the agents in \( A_i \) and \( A_j \) are assigned to the same project with \( i < j \), then \( p^{(i)} \geq p^{(j)} \).

Suppose that the agents in \( A_i \) and \( A_j \) are both assigned to project \( k \) and assume by contradiction that \( p^{(j)} > p^{(i)} \). Without loss of generality, we can assume that no agents are assigned to project \( k \) in between iterations \( i \) and \( j \). Since \( p^{(i)} < p^{(j)} \), we have

\[ \frac{v_k(A_i | S_{k}^{(i)})}{|A_i|} < \frac{v_k(A_j | S_{k}^{(i)} \cup A_i)}{|A_j|}. \]

Consider the set \( A_i \cup A_j \). We have that

\[ \frac{v_k(A_i \cup A_j | S_{k}^{(i)})}{|A_i| + |A_j|} = \frac{v_k(A_j | A_i \cup S_{k}^{(i)}) + v_k(A_i | S_{k}^{(i)})}{|A_j| + |A_i|} > \frac{v_k(A_i | S_{k}^{(i)})}{|A_i|}. \]

The last inequality follows from the basic algebraic property that \( \frac{a+c}{b+d} > \min \left( \frac{a}{b}, \frac{c}{d} \right) \) as long as \( \frac{a}{b} \neq \frac{c}{d} \). In other words, the average welfare due to adding the agents in \( A_i \cup A_j \) to project \( k \) during the \( i^{th} \) iteration is strictly larger than the average welfare due to adding the agents in \( A_i \),
to project \( k \) in the same iteration. However, this means that in iteration \( i \), the algorithm would have chosen the agents in \( A_i \cup A_j \) and assigned them to to project \( k \) instead of the agents in \( A_i \), which is a contradiction. This completes the proof. \( \square \)

**Lemma 16.** For every project \( k \), and any given positive integer \( t \leq |S_k| \), the total marginal contribution of the \( t \) highest paid agents in \( S_k \) is at least the value derived due to any set of \( t \) agents, i.e., if \( T \) denotes the set of \( t \)-highest paid agents in \( S_k \), then

\[
\sum_{i \in T} p_i \geq v_k(T).
\]

**Proof:** Define \( l \) to be the smallest index such that after the \( l^{th} \) iteration, the project \( k \) contains at least \( t \) agents, i.e., \( |S_k^{(l)}| < t \) and \( |S_k^{(l+1)}| \geq t \). Then, from the monotonicity of the marginals (Lemma 15), it is not hard to see that the set \( T \) of the \( t \) highest paid agents must contain \( S_k^{(l)} \) and some arbitrary \( t - |S_k^{(l)}| \) agents from the set of agents added in \( l^{th} \) iteration. Consider the average welfare increase obtained by adding the agents in \( T \setminus S_k^{(l)} \) to project \( k \) during iteration \( l \); this cannot be larger than \( p^{(l)} \), the actual average welfare obtained by our greedy algorithm in that iteration, i.e.,

\[
p^{(l)} \geq \frac{v_k(T) - v_k(S_k^{(l)})}{|T| - |S_k^{(l)}|}.
\]

Therefore, the total marginal contributions of the \( t \) top agents in \( S_k \) can be bounded as follows,

\[
\sum_{i \in T} p_i = v_k(S_k^{(l)}) + (|T| - |S_k^{(l)}|)p^{(l)} \geq v_k(T).
\]

The first part of the above inequality comes from the fact that the total payment to the agents in \( S_k^{(l)} \) is exactly \( v_k(S_k^{(l)}) \). \( \square \)

**Lemma 17.** (Doubling Lemma) Consider any project \( k \) and the set of elements assigned to \( k \) in our solution \( (S_k) \). Let \( T \) be some set of agents such that \( T \cap S_k = \emptyset \) and \( |T| > |S_k| \). Then, the total payment to the agents in \( T \cup S_k \) is at least \( v_k(S_k \cup T) \), i.e.,

\[
\sum_{i \in T \cup S_k} \bar{p}_i \geq v_k(S_k \cup T).
\]

**Proof:** We assume for convenience that both \( |T| \) and \( |S_k| \) are even. The same proof holds when one or both the sets are odd with a few minor modifications. We introduce some additional notation: recall that \( T^\ast \) consists of the elements of \( T \) in the decreasing order of their marginal (or payment). We partition \( T^\ast \) into two sets \( T_1 \) and \( T_2 \) containing the first \( \frac{|T|}{2} + \frac{|S_k|}{2} \) elements of \( T^\ast \), and the last \( \frac{|T|}{2} - \frac{|S_k|}{2} \) elements respectively (see Figure 1). Let \( x \) be the agent in \( T_2 \) who was first assigned to some project during the course of our algorithm. By definition, for every \( i \in T_1, p_i \geq p_x \), and by the monotonicity of the marginals, for every \( i \in T_2, p_i \leq p_x \).

The rest of the proof proceeds as follows, we first establish lower bounds on \( p_x \) and then use the fact that \( p_i \geq p_x \) for all \( i \in T_1 \) to show that the payments are large enough. Suppose that agent \( x \) was assigned to some project during iteration \( l \) of our algorithm. Let \( Rem \) be the agents in \( S_k \) who were unassigned before the \( l^{th} \) iteration, i.e., \( Rem = S_k \setminus S_k^{(l)} \). Since the
Fig. 1. The partition of $T^>$ (nodes in $T$ ordered in the decreasing order of the marginals) into two sets $T_1$ and $T_2$

The greedy algorithm did not choose to assign the agents in $T_2 \cup \text{Rem}$ to project $k$ during iteration $l$, this means that the marginal contribution of the agents chosen in iteration $l$ by our algorithm ($p^{(l)}_i = p_x$) is at least the average welfare due to the alternative assignment that was not chosen, i.e.,

$$p_x \geq \frac{v_k(T_2 \cup \text{Rem} \mid S_k^{(l)})}{|\text{Rem}| + |T_2|} = \frac{v_k(S_k \cup T_2) - v_k(S_k^{(l)})}{|\text{Rem}| + |T_2|}.$$ 

Since $|\text{Rem}| \leq |S_k|$ and $|T_2| = \frac{|T|}{2} - \frac{|S_k|}{2}$, we get that $|\text{Rem}| + |T_2| \leq \frac{1}{2}(|T| + |S_k|)$. Substituting this in the above inequality, and bringing the denominator over to the other side, we obtain

$$(|T| + |S_k|)p_x \geq 2(v_k(S_k \cup T_2) - v_k(S_k^{(l)})).$$

Look at the set $S_k \cup T_2$, the cardinality of this set is exactly $\frac{1}{2}(|T| + |S_k|)$. Therefore, from our fundamental Proposition 25, we know that $v_k(S_k \cup T_2) \geq \frac{1}{2}v_k(S_k \cup T)$. Therefore, we get the following final lower bound on $p_x$ multiplied by $|T| + |S_k|$,

$$(|T| + |S_k|)p_x \geq v_k(S_k \cup T) - 2v_k(S_k^{(l)}) \geq v_k(S_k \cup T) - 2v_k(S_k).$$

The last inequality comes from the fact that $S_k^{(l)} \subseteq S_k$. Remember that the final payment to every agent is twice her marginal. Moreover, for every agent in $T_1$, her initial payment is at least $p_x$. Now, we can finally prove the desired lemma,

$$\sum_{i \in S_k \cup T} \tilde{p}_i \geq 2 \sum_{i \in S_k} p_i + 2 \sum_{i \in T_1} p_i$$

$$\geq 2v_k(S_k) + 2|T_1|p_x$$

$$= 2v_k(S_k) + (|T| + |S_k|)p_x$$

$$\geq 2v_k(S_k) + v_k(S_k \cup T) - 2v_k(S_k)$$

$$= v_k(S_k \cup T).$$

\[\square\]

**Fair Payments** Given a payment vector $p$ and an allocation $S$, we say that the payments are fair or envy-free, if for every $i, j \in \mathcal{N}$ such that both $i$ and $j$ belong to project $k$ in $S$, then $p_i = p_j$. 
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Claim 19. For any instance where the projects have anonymous subadditive valuations, there exists a \((2,2)\)-core stable solution such that the payments are envy-free, i.e., all the agents assigned to a single project receive the same payment.

Proof: Once again, we run Algorithm 1 to obtain an allocation \(S\), but the payments that we provide are defined as follows: for every agent \(i \in S_k\), her payment is now \(p_i^{(ef)} = 2 \frac{v_k(S_k)}{|S_k|}\). From the proof of Theorem 13, the solution is still a 2-approximation to \(OPT\). Moreover, the payments are clearly 2-budget balanced. It only remains for us to show that no group of agents \(T\) can deviate to any project \(k\) and collectively improve their utility. Instead of proving this from scratch, we piggyback on the proof of Theorem 13 and reduce our stability condition to that of the Theorem. More specifically, suppose that \((\bar{p}_i)_{i \in N}\) denotes the payment vector used in Theorem 13. Then we show that as long as the solution \((S, (\bar{p}))\) is a 2-core, so is the envy-free solution \((S, p^{(ef)})\). The following lemma is the basic building block that facilitates this reduction.

Lemma 26. For a given project \(k\), and any positive integer \(t \leq |S_k|\), let \(T\) denote the set of \(t\) agents in \(S_k\) with the smallest payments according to \((\bar{p})_{i \in N}\), i.e., for any \(i \in T\), and any \(j \in S_k \setminus T\), \(\bar{p}_j \geq \bar{p}_i\). Then,

\[
\sum_{i \in T} \bar{p}_i \leq \sum_{i \in T} p_i^{(ef)} = 2 t \frac{v_k(S_k)}{|S_k|}.
\]

Proof: Assume by contradiction that the above inequality is false, i.e., \(\sum_{i \in T} \bar{p}_i > 2 t \frac{v_k(S_k)}{|S_k|}\). Then, there must exist at least one agent \(i \in T\) whose payment \(\bar{p}_i\) is strictly larger than \(2 \frac{v_k(S_k)}{|S_k|}\). This implies that for every agent \(j \in S_k \setminus T\), her payment is also strictly larger than the above quantity. Therefore, we have

\[
\sum_{i \in S_k} \bar{p}_i = \sum_{i \in T} \bar{p}_i + \sum_{i \not\in T} \bar{p}_i > 2 t \frac{v_k(S_k)}{|S_k|} + 2(|S_k| - t) \frac{v_k(S_k)}{|S_k|}.
\]

However, this is a contradiction since we know that \(\sum_{i \in S_k} \bar{p}_i = 2 v_k(S_k)\). \(\Box\)

Now, we are ready to show that for every project \(k\), and every group \(T\), \(\sum_{i \in T \cup S_k} p_i^{(ef)} \geq v_k(T \cup S_k)\). Without loss of generality, we can assume that from every project \(l\) only the members with the lowest payments under the solution \((\bar{p})_{i \in N}\) deviate. That is, suppose that \(T\) consists of some \(t\) members originally in project \(l\), then we can assume that these coincide with the \(t\) members of \(S_l\) who had the lowest payments in \((\bar{p})_{i \in N}\). Now, from Lemma 26 we know that

\[
\sum_{i \in T} p_i^{(ef)} = \sum_{i \in T} \sum_{i \in T \cap S_l} p_i^{(ef)} \geq \sum_{i \in T} \sum_{i \in T \cap S_l} \bar{p}_i = \sum_{i \in T} \bar{p}_i.
\]

Since \(\sum_{i \in S_k} \bar{p}_i = \sum_{i \in S_k} p_i^{(ef)} = 2 v_k(S_k)\), this means that \(\sum_{i \in T \cup S_k} p_i^{(ef)} \geq \sum_{i \in T \cup S_k} \bar{p}_i\). However, from the proof of Theorem 13 we know that \(\sum_{i \in T \cup S_k} \bar{p}_i \geq v_k(T \cup S_k)\). This completes the proof. \(\blacksquare\)
C Appendix: Proofs for Submodular and Fractionally Subadditive Valuations

XoS Oracles

One of our results for this section requires access to an XoS oracle \[18\], which when queried with a XoS valuation \(v_k\) and a set \(S_k\) returns the XoS clause \(a_k^{(l)}\) that maximizes \(a_k^{(l)}(S_k)\). In addition, we also assume the presence of a Demand Oracle for each function. For any XoS function, both of these oracles can be implemented in time polynomial in the size of the input (number agents, number of independent clauses).

**Proposition 20.** There exists a \((1, 1)\)-core stable solution for every instance where the projects have XoS valuations.

Since Submodular functions are contained in the XoS class, this result extends to Submodular valuations as well.

*Proof:* The proof is simple: let \(O = (O_1, \ldots, O_m)\) be the welfare maximizing solution. We define the following procedure to award payments to each agent: for each project \(k\), invoke the XoS oracle for \(v_k\), \(O_k\) and suppose that the returned additive clause is \(a_k^{(l)}\). For every \(i \in S_k\), her payment is exactly \(\bar{p}_i = a_k^{(l)}\). Notice that by definition of the XoS class, for every project \(k\), and set \(T \subseteq S_k\), \(a_k^{(l)}(T) = \sum_{i \in T} \bar{p}_i \leq v_k(T)\).

We now claim that these payments along with the allocation \(O\) form a core stable solution. Clearly the solution is budget-balanced, so we only need to show that no group of agents can deviate. Assume to the contrary, and suppose that some set \(T\) of agents can deviate to project \(k\) and collectively improve their utility. Let \(O'\) be the allocation obtained from \(O\) by the deviation of the agents in \(T\) to project \(k\). Then, we show that the social welfare of \(O'\) must be strictly larger than the social welfare of \(O\), which is a contradiction, i.e.,

\[
SW(O') = v_k(S_k \cup T) + \sum_{l \neq k} v_l(O'_l) \\
> \sum_{i \in S_k \cup T} \bar{p}_i + \sum_{l \neq k} \sum_{i \in S_l \setminus T} \bar{p}_i = \sum_{i \in N} \bar{p}_i = SW(O^*).
\]

**Theorem 21.**

1. For any instance where the projects have XoS valuations, we can compute a \((1 + \epsilon, \frac{e}{e-1})\)-core stable solution using Demand and XoS oracles, and a \((\frac{e}{e-1}, \frac{e}{e-1})\)-core stable solution without these oracles.

2. For submodular valuations, we can compute a \((1 + \epsilon, \frac{e}{e-1})\)-core stable solution using only a Value oracle.

*Proof:*
(Part 1.1) Xos Valuations with Demand, Xos Oracles

We begin with some additional notation. Given an allocation $X$, we define the ‘XoS price’ of every agent $i$, $p_i(X)$ as follows: suppose that $i \in X_k$, then use the XoS oracle and obtain the maximizing additive clause $a_k^{(l)}$ for $X_k$. Set $p_i(X) = a_k^{(l)}(i)$, i.e., the value of agent $i$ in the additive valuation that obtains the maximum value for the allocation $X_k$. It is not hard to see that for every project, the sum of XoS prices of the agents assigned to that project is exactly the welfare due to that project, i.e., $\forall k \in \mathcal{P}$,

$$\sum_{i \in X_k} p_i(X) = a_k^{(l)}(X_k) = v_k(X_k).$$

The algorithm that we present is quite intuitive and based on a best response approach using the social welfare as a potential function.

1. Initialize the input allocation $A$ to be the $\frac{\epsilon}{e-1} \approx 1.58$ approximation to OPT obtained using the Algorithm of [18].
2. Let $p_i(A)$ denote the XoS price of every agent $i$ for the allocation $A$.
3. Define the current allocation $X = A$, and current payments $p_i = p_i(A) + \frac{\epsilon}{N}SW(A)$.
4. Perform a best-response step, i.e., allow a set $T$ of agents to deviate to project $k$ if we can simultaneously improve all of their payments, i.e., if $v_k(T|X_k) > \sum_{i \in T} p_i$.
5. Update the current allocation $X$, and the current payments to be $p_i = p_i(X) + \frac{\epsilon}{N}SW(X)$.
6. When no such deviation is possible, return the allocation $S = X$, and the final payments $(\bar{p})_{i \in \mathcal{N}} = p$.

We need to show the following: (i) for a given $\epsilon > 0$, the algorithm converges after making a polynomial number of queries to the Demand and XoS oracles, (ii) the solution returned has at least the welfare of the initial allocation $A$, (iii) the solution is $(1 + \epsilon)$-Core stable.

We begin with an easy observation: after every iteration of our algorithm, the total payment made to all the agents is at most a factor $(1 + \epsilon)$ times the current social welfare. This is because the payment to every agent is her XoS price plus $\frac{\epsilon}{N}$ times the current welfare; since there are a total of $N$ agents we get that the total payments is the aggregate XoS price plus $\epsilon$ times the social welfare. Our next claim is that in every iteration, our algorithm makes at most $m$ calls to the XoS oracle and to the Demand oracle. We begin with an easy observation: after every iteration of our algorithm, the total payment made to all the agents is at most a factor $(1 + \epsilon)$ times the current social welfare. This is because the payment to every agent is her XoS price plus $\frac{\epsilon}{N}$ times the current welfare; since there are a total of $N$ agents we get that the total payments is the aggregate XoS price plus $\epsilon$ times the social welfare. Our next claim is that in every iteration, our algorithm makes at most $m$ calls to the XoS oracle and to the Demand oracle. Observe that we require the XoS oracle only when we choose payments for the agents (invoke the XoS prices), the demand oracle is only required for identifying a best-response step in our algorithm (Step (5)). In order to find the XoS prices, it suffices if we invoke the XoS oracle once for each every project $k$, given the allocation $X_k$. Next, in order to check for a best-response step, we need to see if $\exists k, T$ such that $v_k(T|X_k) > \sum_{i \in T} p_i$. This can be done using the demand oracle for project $k$ using the price vector $p$, and the reduced valuation function $v_k(.,X_k)$. Therefore, in order to determine whether there exists a best-response step, we need to call the Demand oracle at most $m$ times, once for each project. This completes the proof of the claim.

Now that we know that our algorithm makes at most $m$ calls to each of the oracles in each iteration, if we can prove that our algorithm converges after a polynomial number of iterations, then the total number of queries to the oracles is also polynomially bounded. In order to show this, we first prove a more fundamental lemma that gives a lower bound on the increase in social welfare during each iteration.
Lemma 27. In every iteration, the social welfare of the current allocation increases strictly by at least a fraction $\frac{\epsilon}{N}$ of current social welfare.

That is, suppose that during some iteration, the initial allocation was $X^1$, and the allocation after the best-response step was $X^2$, then $SW(X^2) > SW(X^1)(1 + \frac{\epsilon}{N})$.

Proof: Suppose that during this allocation, some set $T$ of agents deviate to project $k$. Let the initial payments of all the agents (before the deviation) be $p$. We also know by definition of the best-response step that $v_k(T|X_k^1) > \sum_{i \in T} p_i$. Moreover, it is not hard to see that (initially) for every project $l$, the payments are at most the welfare due to the project plus a markup, i.e., $\sum_{i \in X_l^1} p_i = v_l(X_l^1) + |X_l^1| \frac{\epsilon}{N} SW(X^1)$.

Our next observation establishes a relationship between the welfare of any project $l$ after the best-response step, and the initial set of prices. We know that for all $l \in \mathcal{P}$ with $l \neq k$, $X_l^2 \subseteq X_l^1$. Then, we show that:

$$v_l(X_l^2) \geq \sum_{i \in X_l^2} (p_i - \frac{\epsilon}{N} SW(X^1)).$$

To see why the above inequality is true, suppose that for a given project $l \neq k$, $r_1$ and $r_2$ are the maximizing clauses for the assignments $X_l^1$ and $X_l^2$ respectively. The above inequality follows from the fact that $v_l(X_l^2) = a_i^{r_2}(X_l^2) \geq a_i^{r_1}(X_l^2)$. The final term is exactly the initial XoS prices of the agents in $X_l^2$, which is $p_i - \frac{\epsilon}{N} SW(X^1)$ for every agent $i$. Now we are in a position to show our desired result,

$$SW(X^2) = v_k(X_k^2) + \sum_{l \neq k} v_l(X_l^2)$$

$$\geq [v_k(X_k^1) + v_k(T|X_k^1)] + \sum_{l \neq k} \sum_{i \in X_l^2} (p_i - \frac{\epsilon}{N} SW(X^1))$$

$$> v_k(X_k^1) + \sum_{i \in T} p_i + \sum_{l \neq k} \sum_{i \in X_l^2} (p_i - \frac{\epsilon}{N} SW(X^1)).$$

Now we can rearrange the above inequality by assigning every agent $i \in T$ to the project that $i$ belonged to in $X^1$, and then rewriting $p_i$ for these agents as $p_i - \frac{\epsilon}{N} SW(X^1) + \frac{\epsilon}{N} SW(X^1)$. This gives us,

$$SW(X^2) > v_k(X_k^1) + \sum_{l \neq k} \sum_{i \in X_l^2} (p_i - \frac{\epsilon}{N} SW(X^1)) + \frac{\epsilon}{N} |T| SW(X^1)$$

$$\geq v_k(X_k^1) + \sum_{l \neq k} v_l(X_l^1) + \frac{\epsilon}{N} SW(X^1)$$

$$= SW(X^1) + \frac{\epsilon}{N} SW(X^1).$$

This completes the proof of the lemma. \qed

Now, we can use the above lemma to prove the main theorem. We begin by showing that our algorithm converges after a polynomial number of iterations. Clearly, the social welfare of the current allocation is non-decreasing throughout our algorithm, and therefore bounded from
Together with the fact that $\sum$-subadditive functions, we get the desired result. Note that a $(\alpha, \alpha)$-allocation is a $(\alpha, \alpha)$-algorithm for general subadditive functions as described in Theorem 2. Suppose that the input is $X$, the following adaptation of the Greedy Matching procedure described in the proof of Theorem 2.

Recall that for any allocation $X$, the following adaptation of the Greedy Matching procedure described in the proof of Theorem 2.

Let the current allocation $X$, the following adaptation of the Greedy Matching procedure described in the proof of Theorem 2.

1. Let the current allocation $X$ be initialized to $A$.
2. Allow a single agent $i$ to deviate to some empty project $k \in \zeta(X)$ as long as this leads to a strict increase in social welfare, i.e., $v_k(i) > \text{marg}_i(X)$.
3. Update the current allocation $X$ and repeat Step (2) until no agent wants to deviate.
4. Output $S$ to be the (final) current allocation.

Clearly, it is not hard to see that the welfare of the final allocation is not smaller than the welfare of the initial allocation $A$. Moreover, the above algorithm must converge in time $\text{Poly}(N, m)$. The crux of the proof lies in the following slightly intricate payment scheme,

- Define for every project $k$, high value users ($S^H_k$) and low value users ($S^L_k$) as follows,
  $$S^H_k = \{ i \in S_k | \text{marg}_i(S) > p_i^* \}, \quad S^L_k = S_k \setminus S^H_k.$$
- Define for every project $k$, the residual slack $z_k$ as follows,
  $$z_k = \sum_{i \in S^H_k} p_i^* + z_k^* - \sum_{i \in S^H_k} \text{marg}_i(S).$$

Therefore, our algorithm converges after a polynomial number of calls to the Demand and XoS Oracles. The final welfare, as per Lemma 27 is at least the initial welfare, i.e., $SW(A)$.

Core stability follows by definition of the best-response phase because if there existed a set $T$, and a project $k$, such that $v_k(T|S_k) > \sum_{i \in T} \bar{p}_i$, then our algorithm would not have terminated.

Together with the fact that $\sum_{i \in S_k} \bar{p}_i \geq v_k(S_k)$, we get that $\sum_{i \in T \cup S_k} \bar{p}_i \geq v_k(T|S_k) + v_k(S_k) = v_k(T \cup S_k)$, as desired. Finally, the payments are $(1 + \epsilon)$-budget balanced:

$$\sum_{i \in N} \bar{p}_i = \sum_{k \in P} (v_k(S_k) + \frac{|S_k|}{N} \cdot SW(S)) = SW(S) + \epsilon SW(S).$$

(Part 1.2) XoS Valuations without the Oracles

We actually show a much stronger result here, namely that given a $\alpha$-approximation to the LP optimum, we can obtain a $(\alpha, \alpha)$-Core stable solution. Plugging in $\alpha = \frac{\epsilon}{e-1}$ for fractionally subadditive functions, we get the desired result. Note that a $(\alpha, \alpha)$-core result is strictly better than our $(2\alpha, 2\alpha)$ result for general subadditive functions.

We only sketch the key features of this proof since the approach is very similar to our algorithm for general subadditive functions as described in Theorem 2. Suppose that the input allocation is $A$, and the optimum dual prices are $p^*$, $z^*$ as usual. Given any allocation $X$, define $\text{marg}_i(X)$ to be agent $i$'s marginal contribution to her project, i.e., suppose that agent $i \in X_k$, then define $\text{marg}_i(X) = v_k(X_k) - v_k(X_k - \{i\})$. Now, our algorithm for this theorem involves the following adaptation of the Greedy Matching procedure described in the proof of Theorem 2. Recall that for any allocation $X$, $\zeta(X)$ gives the set of empty projects under that allocation.

1. Let the current allocation $X$ be initialized to $A$.
2. Allow a single agent $i$ to deviate to some empty project $k \in \zeta(X)$ as long as this leads to a strict increase in social welfare, i.e., $v_k(i) > \text{marg}_i(X)$.
3. Update the current allocation $X$ and repeat Step (2) until no agent wants to deviate.
4. Output $S$ to be the (final) current allocation.

The crux of the proof lies in the following slightly intricate payment scheme,
• For every project $k$, and every low value agent $i \in S_k$, let her final payment be $\bar{p}_i = p_i^*$.
• For every project $k$, and every high value agent $i \in S_k$, let her final payment be $\bar{p}_i = marg_i(S) + \frac{z_k}{|S_k^H|}$.

The following is the crucial lemma that helps us show core stability.

Lemma 28. For every agent $i$, her payment is at least her marginal value. Moreover, the total payment to the members of any project $k$ is exactly $\sum_{i \in S_k} p_i^* + z_k^*$.

Proof: Let us begin with the first part of the lemma, this is clearly true for low value agents by definition. Therefore, we only need to focus on the high value agents. Since every high value agent’s payment is her marginal value plus some fraction of the residual slack, it is enough if we show that for every project $k$, the residual slack is positive. We use the following property of XoS functions: given assignment $S_k$, let $l$ be the clause that maximizes $a_k^l(S_k)$, then, $marg_i(S) = v_k(S_k) - v_k(S_k - \{i\}) \leq a_k^l(S_k) - a_k^l(S_k - \{i\}) = a_k^l(i)$. Now we can prove the first part of the lemma,

$$z_k = \sum_{i \in S_k^H} p_i^* + z_k^* - \sum_{i \in S_k^H} marg_i(S)$$

$$\geq v_k(S_k^H) - \sum_{i \in S_k^H} a_k^l(i)$$

$$\geq v_k(S_k^H) - v_k(S_k^H) = 0.$$  

This completes the first part of the lemma. The second part follows from definition of the payments.

Now the rest of the proof follows in the same fashion as that of Theorem 2. Clearly, the final payments are exactly equal to the value of the Dual Optimum which is a factor $\alpha$ larger than the welfare of the current solution. In order to show that no group of agents $T$ can deviate to any project for subadditive valuations (remember that XoS is a sub-class of subadditive valuations), it is enough to show the following (See proof of Theorem 2) (i) every agent $i$’s payment is at least $p_i^*$, (ii) for every project $k$, the total payment of the members of that project is at least $\sum_{i \in S_k} p_i^* + z_k^*$, (iii) if $k$ is an empty project, then for any agent $i$, $\bar{p}_i \geq v_k(i)$. (i) and (ii) guarantee that any deviation to a non-empty project $k$ will not occur due to dual feasibility, and (iii) together with subadditivity guarantees that no set benefits from deviating to an empty project. The first two requirements follow immediately from the definition of the payments and the above Lemma. For the third requirement, observe that at the end of the payment algorithm defined above, $marg_i(S) \geq v_k(i)$ for $k \in \zeta(S)$. Therefore, as per Lemma 28 $\bar{p}_i \geq marg_i(S) \geq v_k(i)$. This completes the proof.

(Part 2) Submodular Functions with only Value Queries

The algorithm is exactly the same as in the proof for XoS functions in Part 1.1; recall that submodular functions are a strict sub-class of XoS functions. The key difference here is that we can eliminate the dependence on both Demand and XoS oracles using the nice properties of Submodular functions. First, note that we use the XoS oracle to find the corresponding additive
clause for a given valuation function \( v_k(S_k) \). It is known that one can implement XoS queries in polynomial time for Submodular functions using a simple Greedy Approach as in Claim 1.

More specifically, given a submodular function \( v_k \), and a corresponding set \( S_k \), the goal of an XoS oracle query is to obtain an additive function \( a \) such that \( v_k(S_k) = a(S_k) \) and for all \( T \subseteq S_k \), \( v_k(T) \geq a(T) \). It is not hard to see that this gives us the XoS clause which is maximum at \( S_k \) without loss of generality. For submodular functions, we can compute the XoS prices as follows: (i) order the elements of \( S_k \) in some arbitrary order, (ii) add the elements of \( S_k \) to \( v_k(\emptyset) \) one after the other in the predetermined order, (iii) agent \( i \)'s XoS price is the marginal cost of adding her to the set, i.e., if \( A_i \) is the set of elements before \( i \) in the predetermined order, then agent \( i \)'s XoS price is \( v_k(A_i \cup \{i\}) - v_k(A_i) \). These prices give us the additive function \( a \), as desired.

Now, we move on to Demand Oracles whose main purpose is to identify in every iteration, a project \( k \), and a set \( T \) such that \( v_k(T|X_k) > \sum_{i \in T} p_i \), where \( X_k \) is the set of agents currently assigned to that project. For submodular functions, instead of looking at group deviations to a project, it suffices if we look at individual deviations. More specifically, our claim is that we use as an input to the algorithm can be computed for submodular functions using only Value Queries \[45\].

The rest of the proof follows.

\[ \Box \]

**D Appendix: Proofs from Section 4**

**Theorem 23.** Every Core stable solution for a given instance of our utility sharing game can be transformed into a Pure Nash Equilibrium (with weak no-overbidding) of the corresponding ‘flipped’ simultaneous second price auction, and vice-versa.

**Proof:** Suppose that we are given an instance \((N, P, (v)_{k \in P})\) of our combinatorial utility sharing game along with a core stable solution \((S, (\bar{p})_{i \in N})\). We construct a bid profile \( b = (b_1, \ldots, b_m) \) for the flipped combinatorial auction that in combination with the allocation \( S \), and the corresponding second-price payments constitutes a Pure Nash equilibrium with no weak-overbidding. Our construction is simple, for every buyer \( k \in P \), and item \( i \in N \): \( b_k(i) = \bar{p}_i \) if \( i \in S_k \) and \( b_k(i) = 0 \) otherwise. Notice that for every item, only one buyer (the winning buyer) has a positive bid, therefore, the corresponding auction mechanism will output \( S \) as the winning allocation along with zero payments. Therefore, every buyer \( k \)'s utility is exactly \( v_k(S_k) \).

In order to show that this is a pure Nash equilibrium, it is enough to prove for a fixed buyer \( k \), and for any alternative bid vector \( b'_k \), buyer \( k \)'s utility cannot strictly improve at her new bid.
when all the other buyers bid according to the constructed profile. Suppose that at the new bid vector, player \( k \) wins the set \( S_k' \) of items and define \( T = S_k' \setminus S_k \). Then, for every item \( i \in T \), buyer \( k \) has to pay exactly \( \bar{p}_i \) (the bid of the second highest bidder) in the new auction solution. Therefore, player \( k \)'s new utility is

\[
 u_k(b'_k, b_{-k}) = v_k(S_k') - \sum_{i \in T} \bar{p}_i \leq v_k(S_k \cup T) - \sum_{i \in T} \bar{p}_i.
\]

Now upon applying the core stability requirement for the empty set, we get \( v_k(S_k) \leq \sum_{i \in S_k} \bar{p}_i \). This condition must be true for every project \( l \in \mathcal{P} \). Moreover, this condition in combination with budget-balance indicates that for project \( k \) (and every other project), \( v_k(S_k) = \sum_{i \in S_k} \bar{p}_i \). Now, we can bound the player’s new utility using core-stability as

\[
 v_k(S_k \cup T) - \sum_{i \in T} \bar{p}_i \leq \sum_{i \in S_k} \bar{p}_i = v_k(S_k).
\]

The last quantity is player \( k \)'s original utility, and therefore this deviation cannot strictly benefit the player. Notice that this also implies the no weak-overbidding condition.

Now, for the other direction, suppose that we are given a winning allocation \( S \) along with a bid profile \( b \) that together forms a Nash Equilibrium (the second-price payments \( P \) are implicit in the bid). Construct the following payment vector: for every item \( k \in \mathcal{N} \), \( p_i = \max_{k \in \mathcal{P}} b_k(i) \), i.e., the highest bid for that item. Consider any player \( k \), and a set of items \( T \) outside of her current allocation. In order to win these items as well as the items she received in \( S \), player \( k \) must bid at least \( p_i + \epsilon \) for every \( i \in T \) without changing her bids for the items in \( S_k \). Let \( b'_k \) be the modified bid vector reflecting these increased bids for the items in \( T \). However, since this is a Nash equilibrium, the utility of the player under the modified bid vector cannot be larger than her original utility, i.e.,

\[
 u_k(b'_k, b_{-k}) = v_k(S_k \cup T) - P(S_k) - \sum_{i \in T} p_i
 \leq u_k(b)
 = v_k(S_k) - P(S_k).
\]

Therefore, we have for every buyer \( k \), and every set of items \( T \), \( v_k(S_k \cup T) - \sum_{i \in T} p_i \leq v_k(S_k) \). Due to the weak no-overbidding assumption, we know that for each \( k \), \( \sum_{i \in S_k} p_i \leq v_k(S_k) \). We now set the final payments \( \bar{p}_i \) by increasing the payments \( p_i \) arbitrarily for each \( k \) until \( \sum_{i \in S_k} \bar{p}_i = v_k(S_k) \). These payments are clearly budget-balanced. Moreover, since we only increased the payments, we still have that for every buyer \( k \), and every set of items \( T \), \( v_k(S_k \cup T) - v_k(S_k) \leq \sum_{i \in T} \bar{p}_i \). From this inequality, it is easy to see that the solution \( S \) along with the payments \((\bar{p})_{i \in \mathcal{N}} \) constitutes a core-stable solution. This solution retains the welfare of the original Nash equilibrium.

**Instance where every Nash Equilibrium requires a large amount of overbidding**

The example that we use here is the same as the instance for Part (2) of Claim 12. Consider an auction with just two buyers having the following anonymous subadditive valuations: \( v_1(S) = \frac{N}{2} \) for \( S \neq \mathcal{N} \), \( v_1(\mathcal{N}) = N \); and \( v_2(S) = \sqrt{N} \forall S \subseteq \mathcal{N} \). We show that in any Pure Nash Equilibrium \((b_1, b_2)\) and \( S \), at least one buyer has to over-bid by a factor \( O(\sqrt{N}) \). First, consider
any Nash equilibrium where buyer 1 wins all of the items. Then, it is not hard to see that 
\( b_1(i) \geq \sqrt{N} \) for every \( i \in \mathcal{N} \) or else buyer 2 can bid for \( i \) \( (b'_2(i) = \sqrt{N}) \), win the item and 
strictly improve her utility. Therefore, we have \( b_1(N) \geq \sqrt{N} \times N = \sqrt{N}v_1(N) \), which gives us 
the amount by which buyer 1 overbids.

Next, suppose that in a Nash Equilibrium of this auction, buyer 2 receives some \( (S_2) \) but not 
all the items. Then, buyer 1’s utility is 
\( v_1(S_1) - b_2(S_1) = \frac{N}{2} - b_2(S_1) \). Now what if buyer 1 modifies her bids in order to win all the items in 
\( N \) and pays \( b_2(N) \) for the same? Such a deviation 
cannot improve her utility, i.e., \( N - b_2(N) \leq \frac{N}{2} - b_2(S_1) \). Simplifying this, we get \( b_2(S_2) \geq \frac{N}{2} \). Since 
\( v_2(S_2) = \sqrt{N} \), we get that the amount of over-bidding by buyer 2 is \( \frac{N}{2\sqrt{N}} = \frac{\sqrt{N}}{2} \). It is not 
hard to see that this must be the case even when buyer 2 wins all of the items in \( N \).

Claim 24. Given a Second Price Simultaneous Combinatorial Auction with Item Bidding, we 
can compute

1. A 2-approximate Nash Equilibrium that extracts half the optimal social welfare as long as 
the buyers have anonymous subadditive valuations.
2. A \( 1 + \epsilon \)-approximate Nash equilibrium that is a \( \frac{e}{e-1} \)-approximation to the optimum welfare 
when the buyers have submodular valuations.

The first solution involves 4-conservative bids, and the second solution involves \( (1 + \epsilon) \)- 
conservative bids.

Proof: (Proof of Statement 1) Once again, we turn to our greedy algorithm (Algorithm 1). 
Consider the solution \( S \) returned by our greedy algorithm and envy-free payments \( (p^{ef})_{i \in \mathcal{N}} \) as 
per Claim 19. Convert the payments into a bid profile \( b \) using the transformation mechanism 
described in the proof of Theorem 23. Clearly, the solution has the same social welfare as the 
original allocation, so we only need to prove stability and quantify the level of over-bidding. As 
with the proof of Theorem 23 suppose that some buyer \( k \) changes his bids so that his new 
winning set is \( S'_k \) and \( T = S'_k \setminus S_k \). Then we have that the player’s new utility is at most 

\[
v_k(S_k \cup T) - \sum_{i \in T} \bar{p}_i \leq \sum_{i \in S_k} \bar{p}_i = 2v_k(S_k)
\]

Therefore, the player’s new utility is at most twice her original utility, and therefore, the 
solution is a 2-approximate Nash Equilibrium. Now, it only remains for us to prove that the bid 
vector is 4-conservative for every buyer \( k \).

Consider some \( k \in \mathcal{P} \), it suffices to show that \( \sum_{i \in T} b_k(i) \leq 4v_k(T) \) holds only for the case 
when \( T \) is subset of \( S_k \). This is because the player’s bid is zero for every item outside of her 
winning set. Suppose that \( |T| = t \), and let \( r \) be a non-negative integer satisfying, \( 2^r t \leq |S_k| \leq 2^{r+1}t \). We know that player \( k \)'s bid for every item in \( S_k \) is exactly \( \frac{2v_k(S_k)}{|S_k|} \). Abusing notation, 
we denote by \( v_k(2^rt) \) the value of any set of size \( 2^rt \). Now, from a repeated application of the 
Fundamental Proposition for Anonymous Functions (Proposition 25), we get 

\[
v_k(T) \geq \frac{v_k(2^rt)}{2^r}.
\]
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Now we are ready for the final leg of our proof.

\[
\sum_{i \in T} b_k(i) = \frac{2v_k(S_k)}{|S_k|} t \\
\leq 2 \frac{v_k(S_k) t}{2^r t} = 2 \frac{v_k(S_k)}{2^r} \\
\leq 2 \frac{2v_k(2^r t)}{2^r} \quad \text{(From Proposition 25)} \\
\leq 4 \frac{v_k(T) 2^r}{2^r} = 4v_k(T)
\]

(Proof of Statement 2) One could be tempted to claim that the Algorithm in Theorem 21 yields a 1 + \(\epsilon\)-approximate equilibrium (even for XoS valuations), and indeed it does. Unfortunately, in the final payments, every agent is provided her XoS clause price along with an additive mark-up of \(\epsilon SW(S)\). Therefore, the level of multiplicative over-bidding (as measured by \(\gamma\)-conservativeness) for this solution could be quite large. However, we only need to make a few high-level modifications to the Algorithm for Submodular valuations in Theorem 21 that will allow us to improve the conservativeness while retaining the approximation factor.

The key step in this modified algorithm is how we price items (using the XoS prices) in Step (5) of the algorithm. In particular, the property that we require from the pricing mechanism is the following: after any best-response move that leads to a strict improvement of the social welfare, the price of any given item cannot decrease. A simple pricing mechanism for Submodular functions that achieves this property was described in [17], the reader is asked for refer to Claim 2.5 of that paper for the exact construction. At a high level, the pricing mechanism works as follows: in every iteration, every buyer maintains an ordering on the item set, which is dynamically updated. Suppose that for a given item \(i\) assigned to buyer \(k\) at some instance, \(A_i\) denotes the set of items before \(i\) in buyer \(k\)'s ordering. Then, the price of item \(i\) is exactly \(v_k(\{i\} \mid A_i)\).

We simply use the above mechanism as a black-box here. Now, we are in a position to describe our modified algorithm: in every round we maintain a single price (or payment) for each item. At the end, we derive bids for the players using the same idea as in Theorem 23.

1. Initialize the input allocation \(A\) to be the \(\frac{\epsilon}{\epsilon-1} \approx 1.58\) approximation to OPT obtained using the Algorithm of [45].
2. Let \(p_i(A)\) denote the Submodular price of every item \(i\) for the allocation \(A\) obtained using the mechanism of [17].
3. Define the current allocation \(X = A\), and current payment \(p_i = p_i(A)(1 + \epsilon)\).
4. Perform a best-response step, i.e., allow an item \(i\) to deviate to project \(k\) as long as \(v_k(i \mid X_k) > p_i\).
5. Update the current allocation \(X\), and let \(p_i(X)\) be the current submodular prices obtained using the mechanism of [17]. Then, every agent \(i\)'s payment is \(p_i = p_i(X)(1 + \epsilon)\).
6. When no such deviation is possible, return the allocation \(S = X\), and the final payments \((\bar{p})_{i \in N} = p\).

We first argue for core-stability before showing the properties of the approximate Nash equilibrium. Clearly, the solution returned is (approximately) core-stable, and has a social welfare that is at least a \(\frac{\epsilon}{\epsilon-1}\)-approx to OPT (since the best-response is welfare increasing). We now
show bounds on the running time. Notice that in every round, the price of at least one item is increasing by a multiplicative factor of $1 + \epsilon$, i.e., $i$ deviates to project $k$ because $v_k(i|X_k) > p_i$, then her price becomes $v_k(i|X_k)(1 + \epsilon)$.

Given this, it is not hard to see that the algorithm proceeds for at most $O(N\log(1+\epsilon)(\frac{\nu_{\max}}{\Delta}))$ since no agent’s price can be strictly larger than $\nu_{\max}$ by definition. We need not worry about agents whose initial payment is zero; either their final payment is still zero or their payment (during some iteration) increases up to $\Delta$, and then multiplicatively increases in each subsequent round where it deviates. Moreover, since $\log(1+\epsilon)(\frac{\nu_{\max}}{\Delta}) = O(\frac{1}{\epsilon} \log(\frac{\nu_{\max}}{\Delta}))$, we get the desired run time.

Now, let use the black-box mechanism of Theorem 21 to convert payments to bids. We first show that the solution is a $(1 + \epsilon)$-approximate Nash equilibrium. Observe that for every project $k$, $\sum_{i \in S_k} b_k(i) = \sum_{i \in S_k} \bar{p}_i = (1 + \epsilon)\nu_k(S_k)$. Now suppose that buyer $k$ modifies her bid, receives an additional set $T$ of items, then her new utility is

$$v_k(S_k \cup T) - \sum_{i \in T} \bar{p}_i \leq \sum_{i \in S_k} \bar{p}_i = (1 + \epsilon)\nu_k(S_k),$$

where $\nu_k(S_k)$ is her old utility. Therefore, the solution is a $(1 + \epsilon)$-approximate equilibrium.

Next, we prove that the bids are $(1+\epsilon)$-conservative. Recall that (as per the pricing mechanism) for every project $k$, there exists an ordering of agents ($O_k$) so that each agent’s (final) price is $(1 + \epsilon)$-times her marginal price when adding agents according to that order. In order to show that the bids are conservative, consider any set $T \subseteq S_k$. We argue that

$$\sum_{i \in T} b_k(i) = \sum_{i \in T} \bar{p}_i \leq (1 + \epsilon)\nu_k(T).$$

Indeed, consider the item $i$ in $T$ who appears first in $O_k$. Clearly its payment is at most $\nu_k(i)$ by submodularity (since it may not be the first item in $O_k$). This argument can be repeated for every agent recursively. Therefore, in the solution that we obtain, the Nash Equilibrium has $(1 + \epsilon)$-conservative bids.