TWO $q$-OPERATIONAL EQUATIONS AND HAHN POLYNOMIALS
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Abstract. Motivated by Liu’s recent work in [29]. We shall reveal the essential feature of Hahn polynomials by presenting two new $q$-exponential operators. These lead us to use a systematic method to study identities involving Hahn polynomials. As applications, we use the method of $q$-exponential operator to prove the bilinear generating function of Hahn polynomials and Heine’s second transformation formula. Moreover, a generalization of $q$-Gaussian summation is given, too.

1. Introduction

The theory of basic hypergeometric series (or $q$-series) is one of the important branches of mathematics. It is well known that it has applications in various branches, such as combinatorial mathematics, number theory, computational algebra, orthogonal polynomial theory, difference equations, algebraic geometry, Lie algebra, Lie groups, statistics and physics, see [3,17]. After nearly a hundred years of systematic development, mathematicians have studied it using various methods, including the Wilf-Zeilberg algorithm, transformation, inversion, operator and $q$-partial differential equation (cf. [2,4,5,11,16,19,20,26,32,33]). In 1997, Chen and Liu [12,13] first used the method of $q$-exponential operators to study basic hypergeometric series. Many classical $q$-series results fall into this theory, such as the Askey-Wilson integral, the Nassrallah-Rahman integral, the $q$-integral forms of Sears transformation, and Gasper’s formula of the extension of the Askey-Roy integral, etc. Meanwhile, many new $q$-series identities are obtained. Since then, more and more mathematicians have used this powerful method to study basic hypergeometric series, see [6,8–10,14,15,18,22,25,28,30,31,34–36] for more details.

Now let’s give some standard notations (cf. [20]). Let $q$ be a complex number such that $|q|<1$. For any complex number $a$, the $q$-shifted factorials $(a; q)_n$ are defined by

$$(a; q)_0 = 1, \quad (a; q)_n = \prod_{k=0}^{n-1} (1 - aq^k), \quad (a; q)_\infty = \prod_{k=0}^{\infty} (1 - aq^k).$$

For convenience, we also adopt the following compact notation for the multiple $q$-shifted factorial

$$(a_1, a_2, \cdots, a_m; q)_n = (a_1; q)_n(a_2; q)_n \cdots (a_m; q)_n,$$

where $n$ is a nonnegative integer or positive infinity. The basic hypergeometric series or $q$-hypergeometric series $_r\phi_s(\cdot)$ are defined by

$$_r\phi_s\left(\begin{array}{c} a_1, a_2, \cdots, a_r \\ b_1, b_2, \cdots, b_s \end{array} ; q, z \right) = \sum_{n=0}^{\infty} \frac{(a_1, \cdots, a_r; q)_n}{(q, b_1, \cdots, b_s; q)_n} \left[ (-1)^n q^n (\frac{q}{z}) \right]^{1+s-r} z^n. \quad (1.1)$$
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For any real number \( r \)
the famous Jackson’s transformation formula is as follows (cf. [26]). For convenience, the \( q \)-partial derivative of a function of several variables is its \( q \)-derivative with respect to one of those variables, regarding other variables as constants (cf. [26]).

Very recently, Liu proved [29] the following \( q \)-exponential operational identity.

**Theorem 1.1.** If \( f(x) \) is a function of \( x \), then, under suitable convergence conditions, we have the following \( q \)-exponential operational identity

\[
\exp_q(t \Delta_x)f(x) = \frac{1}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{t^n}{(q; q)_n^2} f(q^n x),
\]

where operational \( \Delta_x \equiv x + \eta_x \).

This operational identity reveals an essential feature of the Rogers-Szegő polynomials. Therefore Liu developed a systematic method to prove the identities involving the Rogers-Szegő polynomials in [29]. Motivated by Theorem 1.1. This section mainly generalizes Theorem 1.1. For that, we construct two operators \( \Delta_{x,a} \) and \( \Omega_{x,a} \) as follow

\[
\Delta_{x,a} = x(1-a)\eta_a + \eta_x \quad \text{and} \quad \Omega_{x,a} = x + (1-a)\eta_a\eta_x.
\]

It is worth pointing out that both \( \Delta_{x,a} \) and \( \Omega_{x,a} \) degenerate to \( \Delta_x \) when \( a = 0 \). We shall establish the following theorem.

**Theorem 1.2.** If \( f(x) \) is a function of \( x \), then, under suitable convergence conditions, we have the following two \( q \)-exponential operational identities:

\[
\exp_q(t \Delta_{x,a})f(x) = \frac{(axt; q)_\infty}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{t^n}{(q; q)_n} f(q^n x),
\]

\[
\exp_q(t \Omega_{x,a})f(x) = \frac{1}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x).
\]
Proof. For the first equation, define the function \( F(a, x, t) \) by
\[
F(a, x, t) = \frac{(axt; q)_\infty}{(xt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^n x).
\] (1.5)

We know that \( F(a, x, t) \) is a product of two formal power series of \( t \), thus \( F(a, x, t) \) is a formal power series of \( t \). By simple calculation,
\[
F(a, x, qt) = \frac{(aqxt; q)_\infty}{(qxt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n q^n}{(q; q)_n} f(q^n x)
= \frac{(aqxt; q)_\infty}{(qxt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^n x) - \frac{(aqxt; q)_\infty}{(qxt; q)_\infty} \sum_{n=1}^{\infty} \frac{t^n}{(q; q)_{n-1}} f(q^n x)
= (aqxt; q)_\infty \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^n x) - t(aqxt; q)_\infty \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^{n+1} x).
\]

Further, we have
\[
F(a, x, t) - F(a, x, qt)
= \frac{xt(1 - a)(aqxt; q)_\infty}{(qxt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^n x) + \frac{t(aqxt; q)_\infty}{(qxt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^{n+1} x)
= xt(1 - a) \eta_a F(a, x, t) + t \eta_x F(a, x, t).
\]

It follows from which that
\[
D_t F(a, x, t) = (x(1 - a) \eta_a + \eta_x) F(a, x, t) = \Delta_{x,a} F(a, x, t).
\]

Now, we start to solve the following operator equations
\[
\begin{align*}
D_t F(a, x, t) &= \Delta_{x,a} F(a, x, t), \\
F(a, x, 0) &= f(x).
\end{align*}
\] (1.6)

By [24, Theorems 1 and 2], we can assume that
\[
F(a, x, t) = \sum_{n=0}^{\infty} A_n(a, x) \frac{t^n}{(q; q)_n}.
\]

Taking above equation into the first equation in (1.6), we deduce that
\[
\sum_{n=1}^{\infty} A_n(a, x) \frac{t^{n-1}}{(q; q)_{n-1}} = \sum_{n=0}^{\infty} \Delta_{x,a} A_n(a, x) \frac{t^n}{(q; q)_n}.
\]

Comparing the coefficients of \( t^{n-1} \) in the above equation, we obtain \( A_n(a, x) = \Delta_{x,a} A_{n-1}(a, x) \). It is worth noting that \( A_0(a, x) = F(a, x, 0) = f(x) \), then \( A_n(a, x) = \Delta_{x,a}^n f(x) \). Finally, our conclusion is
\[
F(a, x, t) = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{x,a}^n f(x) = \exp_q(t \Delta_{x,a}) f(x).
\]

Combining this equation and (1.5), we conclude that
\[
\exp_q(t \Delta_{x,a}) f(x) = \frac{(axt; q)_\infty}{(xt; q)_\infty} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(q^n x),
\]
this completes the first part of the proof. The proof of the second equation is similar to the first one. We set

\[ G(a, x, t) \equiv \frac{1}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x). \] (1.7)

Clearly, \( G(a, x, t) \) is also a formal power series of \( t \), by simple calculation, we have

\[
G(a, x, qt) = \frac{1}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n q^n}{(q; q)_n} f(q^n x)
\]

\[
= \frac{1}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x) - \frac{1}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x)
\]

\[
= \frac{1}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x) - \frac{(1 - a)t}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(aq; q)_n t^n}{(q; q)_n} f(q^{n+1} x). 
\]

Therefore,

\[
G(a, x, t) - G(a, x, qt) = \frac{xt}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x) + \frac{(1 - a)t}{(qxt; q)_\infty} \sum_{n=0}^\infty \frac{(aq; q)_n t^n}{(q; q)_n} f(q^{n+1} x)
\]

\[
= xtG(a, x, t) + t(1 - a)\eta_x \eta_a G(a, x, t).
\]

It follows from which that

\[
\mathcal{D}_t G(a, x, t) = (x + (1 - a)\eta_x \eta_a)G(a, x, t) = \Omega_{x,a} G(a, x, t).
\]

By solving the following system of operators,

\[
\begin{cases}
\mathcal{D}_t G(a, x, t) = \Omega_{x,a} G(a, x, t), \\
G(a, x, 0) = f(x),
\end{cases}
\]

one can easily obtain that

\[
G(a, x, t) = \sum_{n=0}^\infty \frac{t^n}{(q; q)_n} \Omega^n_{x,a} f(x) = \exp_q(t\Omega_{x,a}) f(x).
\]

Combining this equation and (1.7), we conclude that

\[
\exp_q(t\Omega_{x,a}) f(x) = \frac{1}{(xt; q)_\infty} \sum_{n=0}^\infty \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x).
\]

which completed the proof.

This paper is organized as follows. In section 2, we mainly present some properties of operators \( \Delta_{x,a} \) and \( \Omega_{x,a} \). Section 3 will use these two operators to derive several identities involving homogeneous Hahn polynomials (see (2.1) for definition). Section 4 is the applications of these two operators. In the last section, we will give a generalization of the \( q \)-Gaussian summation formula.
2. Properties of operators $\Delta_{x,a}$ and $\Omega_{x,a}$

The Hahn polynomials are $q$-orthogonal polynomials whose applications and generalizations arise in many applications such as the $q$-harmonic oscillator, theta functions, quantum groups, and coding theory. They were first studied by Hahn, and then by Al-Salam and Carlitz (cf. [1, 21]). So they are also called Al-Salam-Carlitz polynomials. In [27], Liu studied the homogeneous Hahn polynomials from the perspective of $q$-partial differential equation, which are defined as

$$
\Phi_n^{(a)}(x, y|q) = \sum_{k=0}^{n} \binom{n}{k} (a; q)_k x^k y^{n-k},
$$

where

$$
\binom{n}{k} = \frac{(q; q)_n}{(q; q)_k (q; q)_{n-k}}, \quad 0 \leq k \leq n.
$$

The above equation is called Gaussian binomial coefficients are $q$-analogs of the binomial coefficients. When $y = 1$, homogeneous Hahn polynomials degenerates to original Hahn polynomials $\Phi_n^{(a)}(x|q)$, that is, $\Phi_n^{(a)}(x, 1|q) = \Phi_n^{(a)}(x|q)$.

This section will give some properties of operators $\Delta_{x,a}$ and $\Omega_{x,a}$. Moreover, we will establish the relationship between these two operators and homogeneous Hahn polynomials. First of all, taking $f(x) \equiv 1$ in Theorem 1.2 and combining separately with (1.2) and the first identity of (1.3) to immediately leads to the following Proposition 2.1.

**Proposition 2.1.** For $\max\{|t|, |xt|\} < 1$, we have

$$
\exp_q(t\Delta_{x,a})1 = \frac{(axt; q)_\infty}{(t; xt; q)_\infty}, \quad \exp_q(t\Omega_{x,a})1 = \frac{(at; q)_\infty}{(t; xt; q)_\infty}.
$$

**Proposition 2.2.** For $\max\{|t|, |s|, |xt|, |xs|\} < 1$ and $a \neq b$, we have

$$
\exp_q(s\Delta_{x,b}) \exp_q(t\Delta_{x,a})1 = \frac{(axt, bxs; q)_\infty}{(t, s, xt, xs; q)_\infty} \phi_1\left(\begin{array}{c} a \\ axt; q, xt s \end{array}\right),
$$

$$
\exp_q(s\Omega_{x,b}) \exp_q(t\Omega_{x,a})1 = \frac{(at, bs; q)_\infty}{(t, s, xt, xs; q)_\infty} \phi_1\left(\begin{array}{c} b \\ bs; q, xt s \end{array}\right).
$$

**Proof.** Appealing to Proposition 2.1 and the first identity of Theorem 1.2, we obtain

$$
\exp_q(s\Delta_{x,b}) \exp_q(t\Delta_{x,a})1 = \exp(s\Delta_{x,b}) \left\{ \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \right\}
$$

$$
= \frac{(bsx; q)_\infty}{(t, xt; q)_\infty} \sum_{n=0}^{\infty} s^n \frac{(axtq^n; q)_\infty}{(q; q)_n (xtq^n; q)_\infty}
$$

$$
= \frac{(axt, bxs; q)_\infty}{(t, xt, xs; q)_\infty} \phi_1\left(\begin{array}{c} xt, o \\ axt; q, s \end{array}\right).
$$

Next, making use of (1.4), then we completes the proof of (2.2). Similarly, appealing to Proposition 2.1 and the second identity of Theorem 1.2, we have

$$
\exp_q(s\Omega_{x,b}) \exp_q(t\Omega_{x,a})1 = \exp(s\Omega_{x,b}) \left\{ \frac{(at; q)_\infty}{(t, xt; q)_\infty} \right\}
$$

$$
= \frac{(at; q)_\infty}{(t, sx; q)_\infty} \sum_{n=0}^{\infty} \frac{(b; q)_n}{(q; q)_n (xtq^n; q)_\infty} s^n \frac{(atq^n; q)_\infty}{(q; q)_n (xtq^n; q)_\infty}.
$$
Next, using formula (1.2) and \( (xt; q)_n = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] q^{(k)} (-xt)^k \). Then we obtain

\[
\sum_{n=0}^{\infty} \frac{(b; q)_n(x; q)_n}{(q; q)_n} x^n = \frac{(at; q)_\infty}{(t, sx, tx; q)_\infty} \sum_{n=0}^{\infty} \frac{(b; q)_n(x; q)_n}{(q; q)_n} s^n.
\] (2.4)

Substituting the above equation into (2.4). We complete the proof of (2.3). □

From [20, Ex. 1.35] and definitions of \( \Delta_{x,a} \) and \( \Omega_{x,a} \), we can easily derive the following operational identities. Here we omit the details of the calculation.

\[
\Delta_{x,a}^n = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^k \eta_{x,a}^{n-k}, \quad \Omega_{x,a}^n = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^{n-k} \eta_{x,a}^k.
\] (2.5)

If \( f \) were only a univariate function of \( x \), it follows from (2.5) that

\[
\Delta_{x,a}^n f(x) = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^k \eta_{x}^{n-k} f(x),
\] (2.6)

\[
\Omega_{x,a}^n f(x) = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^{n-k} \eta_{x}^k f(x).
\] (2.7)

Taking \( f(x) \equiv 1 \) in (2.6)–(2.7) and noting the definition of the homogeneous Hahn polynomials in (2.1). We arrive at the following operational representations of the homogeneous Hahn polynomials.

**Proposition 2.3.** For any non-negative integer \( n \), we have

\[
\Delta_{x,a}^n 1 = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^k = \Phi_n^{(a)}(x, 1|q),
\] (2.8)

\[
\Omega_{x,a}^n 1 = \sum_{k=0}^{n} \left[ \frac{n}{k} \right] (a; q)_k x^{n-k} = \Phi_n^{(a)}(1, x|q).
\] (2.9)

**Proposition 2.4.** For any non-negative integers \( m \) and \( n \), we find that

\[
\Delta_{x,a}^m \Phi^{(a)}_m(x, 1|q) = \Phi^{(a)}_{m+n}(x, 1|q),
\]

\[
\Omega_{x,a}^n \Phi^{(a)}_m(1, x|q) = \Phi^{(a)}_{m+n}(1, x|q).
\]
Proof. The proof of the second identity is similar to the first one. We only prove the first identity. Using \( \Delta_{x,a}^{n+m} = \Delta_{x,a}^n \Delta_{x,a}^m \) and (2.8), we immediately conclude that
\[
\Phi_{m+n}^{(a)}(x,1|q) = \Delta_{x,a}^n \Delta_{x,a}^m 1 = \Delta_{x,a}^{n+m} \Phi_m^{(a)}(x,1|q).
\]

**Proposition 2.5.** For \( a \neq b \), we have the following operational representations
\[
\exp_q(t \Delta_{x,a} \Delta_{y,b}) 1 = \sum_{n=0}^{\infty} \Phi_n^{(a)}(x,1|q) \Phi_n^{(b)}(y,1|q) \frac{t^n}{(q;q)_n},
\]
\[
\exp_q(t \Omega_{x,a} \Omega_{y,b}) 1 = \sum_{n=0}^{\infty} \Phi_n^{(a)}(1,x|q) \Phi_n^{(b)}(1,y|q) \frac{t^n}{(q;q)_n}.
\]

**Proof.** It follows from (2.8) that for any non-negative integer \( n \),
\[
\Delta_{x,a}^n \Delta_{y,b} 1 = \Delta_{x,a}^n \Phi_n^{(b)}(y,1|q) = \Phi_n^{(b)}(y,1|q) \Delta_{x,a}^n 1 = \Phi_n^{(a)}(x,1|q) \Phi_n^{(b)}(y,1|q).
\]
Thereby, taking advantage of the above equation, we have
\[
\exp_q(t \Delta_{x,a} \Delta_{y,b}) 1 = \sum_{n=0}^{\infty} \frac{t^n}{(q;q)_n} \Delta_{x,a}^n \Delta_{y,b} 1 = \sum_{n=0}^{\infty} \frac{t^n}{(q;q)_n} \Phi_n^{(a)}(x,1|q) \Phi_n^{(b)}(y,1|q).
\]

This completes the proof of the first equation. The proof of the second equation is similar to the first one. We omit it. \( \square \)

The following Theorems 2.6-2.10 reveal some profound properties of operators \( \Delta_{x,a} \) and \( \Omega_{x,a} \), which will be applied in later sections.

**Theorem 2.6.** If \( f(x) \) is a function of \( x \), then, under suitable convergence conditions, we have the following q-exponential identities
\[
\exp_q(t \Delta_{x,a}) f(x) = \frac{(at; q)_\infty}{(t,x; q)_\infty} \sum_{n=0}^{\infty} \frac{(-xt)^n (a; q)_n (q)_n}{(q;q)_n} \mathcal{D}_x^n f(x),
\]
\[
\exp_q(t \Omega_{x,a}) f(x) = \frac{(at; q)_\infty}{(t,x; q)_\infty} \sum_{n=0}^{\infty} \frac{(a; q)_n (-xt)^n (a; q)_n (q)_n}{(q;q)_n} \mathcal{D}_x^n f(x).
\]

**Proof.** For any non-negative integer \( n \), we can easily obtain the following equation by mathematical induction (cf. [29, (3.1)]),
\[
f(q^nx) = \sum_{k=0}^{n} \binom{n}{k} (-1)^k q_k (x)^k \mathcal{D}_x^k f(x).
\]

(2.10)

It follows from which that
\[
\frac{t^n}{(q;q)_n} f(q^nx) = \sum_{n=0}^{\infty} \frac{t^n}{(q;q)_n} \sum_{k=0}^{n} \binom{n}{k} (-1)^k q_k (x)^k \mathcal{D}_x^k f(x)
\]
\[
= \sum_{k=0}^{\infty} \sum_{n=k}^{\infty} q_k (x)^k \mathcal{D}_x^k f(x)
\]
\[
= \frac{1}{(t; q)_\infty} \sum_{k=0}^{\infty} \frac{(-xt)^k}{(q;q)_k} q_k (x)^k \mathcal{D}_x^k f(x),
\]

(2.11)
Substituting the above equation into the right-hand side of the first equation in Theorem 1.2, this completes the proof of the first equation. Applying the same method to the second equation in Theorem 2.6. Making use of (2.10), we obtain that
\[
\sum_{n=0}^{\infty} \frac{(a; q)_n t^n}{(q; q)_n} f(q^n x) = \sum_{n=0}^{\infty} \frac{(a; q)_n t^n}{(q; q)_n} \sum_{k=0}^{n} \binom{n}{k} (-1)^k q^{(k)} q^{(k)} k^k_2 x^k D_x^k f(x)
\]
\[
= \sum_{k=0}^{n} \sum_{n=k}^{\infty} \frac{(a; q)_n t^n q^{(k)}(-x)^k}{(q; q)_k (q; q)_{n-k}} D_x^k f(x)
\]
\[
= \sum_{k=0}^{\infty} (a; q)_k q^{(k)}(-xt)^k D_x^k f(x) \sum_{n=0}^{\infty} \frac{(aq^k; q)_n t^n}{(q; q)_n}. \tag{2.12}
\]
Substituting (2.12) into the right-hand side of the second equation of Theorem 1.2, which is equivalent to the right-hand side of the second equation in Theorem 2.6. This completes the proof of Theorem 2.6.

\[\]

**Theorem 2.7.** If \(f(x)\) is a function of \(x\), then, under suitable convergence conditions, we have
\[
\Delta_{x,a}^n f(x) = \sum_{k=0}^{n} \binom{n}{k} (-x)^k q^{(k)} q^{(k)} (a; q)_n \Phi_{n-k}^a(x, 1|q) D_x^k f(x).
\]

**Proof.** By (cf. [27, (3.1)]), we have
\[
\sum_{n=0}^{\infty} \Phi_n^a(x, y|q) \frac{t^n}{(q; q)_n} = \frac{(axt; q)_\infty}{(x, yt; q)_\infty}. \tag{2.13}
\]
Taking \(y = 1\) in the above identity and by the first equation of Theorem 2.6, we find that
\[
\sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{x,a}^n f(x) = \sum_{n=0}^{\infty} \Phi_n^a(x|q) \frac{t^n}{(q; q)_n} \sum_{k=0}^{\infty} (-xt)^k q^{(k)} D_x^k f(x)
\]
\[
= \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{k=0}^{n} \binom{n}{k} \Phi_{n-k}^a(x, 1|q)(-x)^k q^{(k)} D_x^k f(x). \tag{2.14}
\]
We immediately complete the proof by comparing the power series of \(t^n\) on both sides of the above equation.

**Theorem 2.8.** If \(f(x, a)\) is a function of two variables \(x\) and \(a\), then, under suitable convergence conditions, we have
\[
\Delta_{x,a}^n f(x, a) = \sum_{k=0}^{n} \binom{n}{k} (-1)^k q^{(k)} q^{(k)} (a; q)_j x^j \eta^j_a D_x^k f(x, a), \tag{2.15}
\]
\[
\Omega_{x,a}^n f(x, a) = \sum_{k=0}^{n} \binom{n}{k} (-1)^k q^{(k)} q^{(k)} (a; q)_j \sum_{j=0}^{n-k} \binom{n-k}{j} (aq^k; q)_j x^{n-k-j} \eta^j_a D_x^k f(x, a). \tag{2.16}
\]
In particular, if \(f\) is a function of \(x\), we have
\[
\Delta_{x,a}^n f(x) = \sum_{k=0}^{n} \binom{n}{k} (-x)^k q^{(k)} q^{(k)} (a; q)_n \Phi_{n-k}^a(x, 1|q) D_x^k f(x),
\]
\[ \Omega^n_{x,a} f(x) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] (-1)^k q^{(k)} x^k (a; q)_k \Phi^{(aq^k)}_{n-k} (1, x | q) D_x^k f(x). \]

**Proof.** Appealing to (2.5) and (2.11), we obtain

\[ \exp_q (t \Delta_{x,a}) f(x) = \sum_{k=0}^{\infty} \frac{t^k}{(q; q)_k} \Delta^k_{x,a} f(x, a) \]

\[ = \sum_{k=0}^{\infty} \frac{t^k}{(q; q)_k} \sum_{n=0}^{k} \frac{k}{n} (a; q)_n x^n q^n f(xq^{k-n}, a) \]

\[ = \sum_{j=0}^{\infty} \frac{t^j}{(q; q)_j} \sum_{n=0}^{\infty} (a; q)_n (xt)^n q^n \sum_{k=0}^{\infty} (-xt)^k q^{(k)} (x; q)_k D_x^k f(x, a) \]

\[ = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{k=0}^{n} \frac{k}{n} (a; q)_j x^j q^j \sum_{k=0}^{\infty} (-xt)^k q^{(k)} (x; q)_k D_x^k f(x, a) \]

\[ = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{k=0}^{n} \left[ (a; q)_j x^j q^j \right] (-x)^k q^{(k)} (x; q)_k \sum_{j=0}^{n-k} \left[ \begin{array}{c} n-k \\ j \end{array} \right] (a; q)_j x^j q^j D_x^j f(x, a). \]

Comparing the coefficients of \( t^n \) in the above equation, this completes the proof of the first equation. Taking advantage of (2.5) and (2.10), we find that

\[ \Omega^n_{x,a} f(x, a) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] (a; q)_k x^{n-k} q^k f(xq^k, a) \]

\[ = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] (a; q)_k x^{n-k} q^k \sum_{j=0}^{k} \left[ \begin{array}{c} k \\ j \end{array} \right] (-1)^j q^{(j)} x^j D_x^j f(x, a) \]

\[ = \sum_{j=0}^{\infty} \sum_{k=0}^{n-j} \left[ \begin{array}{c} n \\ j \end{array} \right] \left[ \begin{array}{c} n-j \\ k \end{array} \right] x^{n-j-k} (a; q)_k q^k+(-1)^j q^{(j)} x^j q^k D_x^j f(x, a) \]

\[ = \sum_{j=0}^{\infty} \left[ \begin{array}{c} n \\ j \end{array} \right] (-1)^j q^{(j)} x^j (a; q)_j \sum_{k=0}^{n-j} \left[ \begin{array}{c} n-j \\ k \end{array} \right] x^{n-j-k} (aq^j; q)_k q^k+D_x^j f(x, a), \]

which is equivalent to the right-hand side of equation in Theorem 2.8. \( \square \)

**Theorem 2.9.** If \( f(x, y, a, b) \) is a function of four variables, then, under suitable convergence conditions, we have the following q-exponential identity

\[ \exp_q (t \Delta_{y,b} \Delta_{x,a}) f(x, y, a, b) \]

\[ = \sum_{s,k,l,n=0}^{\infty} (a; q)_s+k (b; q)_s+t x^{s+k} y^{s+l} q^{s+k+l+n} \frac{q^{kl}}{(q; q)_s(q; q)_k(q; q)_l(q; q)_n} f(xq^{n+l}, yq^{n+k}, aq^k, bq^{n+l}). \]

**Proof.** It follows from (2.5) that

\[ \exp_q (t \Delta_{x,a}) f(x, y, a, b) = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta^n_{x,a} f(x, y, a, b) \]
Theorem 2.10. If \( f(x, y, a, b) \) is a function of four variables, then, under suitable convergence conditions, we have the following \( q \)-exponential identity

\[
\exp_q(t \Delta_{y,b} \Delta_{x,a}) f(x, y, a, b) = \sum_{s=0}^{\infty} \frac{(a; q)_s}{(q; q)_s} (xyt)^s \sum_{k=0}^{\infty} \frac{(aq^s; q)_k}{(q; q)_k} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{y,b}^n f(xq^n, yq^k, aq^k, bq^k).
\]

As a matter of fact, by (2.5) and simple calculation, we have

\[
\sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{y,b}^n f(xq^n, y, aq^k, b) = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] (b; q)_s y^l \eta_y^{l} y^{n-l} f(xq^n, y, aq^k, b)
\]

\[
= \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{l=0}^{n} \left[ \frac{n!}{l!(n-l)!} \right] (b; q)_s y^l f(xq^n, yq^{n-l}, aq^k, bq^l)
\]

\[
= \sum_{l=0}^{\infty} \frac{(b; q)_l (yt)^l}{(q; q)_l} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(xq^{n+l}, yq^n, aq^k, bq^l).
\]

Furthermore, suppose \( g \) is a function of variables \( y \) and \( b \), we have

\[
\sum_{k=0}^{\infty} \frac{(a; q)_k (xt)^k}{(q; q)_k} \Delta_{y,b}^k g(y, b) = \sum_{k=0}^{\infty} \frac{(a; q)_k (xt)^k}{(q; q)_k} \sum_{s=0}^{k} \left[ \frac{k!}{s!(k-s)!} \right] (b; q)_s y^s \eta_y^{s} y^{k-s} g(y, b)
\]

\[
= \sum_{s=0}^{\infty} \frac{(a; b; q)_s}{(q; q)_s} (xyt)^s \sum_{k=0}^{\infty} \frac{(aq^s; q)_k}{(q; q)_k} (xt)^k g(yq^k, bq^s).
\]

Finally, using the formulas (2.19) and (2.20), (2.18) can be written as

\[
\exp_q(t \Delta_{y,b} \Delta_{x,a}) f(x, y, a, b) = \sum_{s=0}^{\infty} \frac{(a; b; q)_s}{(q; q)_s} (xyt)^s \sum_{k=0}^{\infty} \frac{(aq^s; q)_k}{(q; q)_k} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{y,b}^n f(xq^n, yq^k, aq^k, bq^k)
\]

\[
= \sum_{s=0}^{\infty} \frac{(a; b; q)_s}{(q; q)_s} (xyt)^s \sum_{k=0}^{\infty} \frac{(aq^s; q)_k}{(q; q)_k} \sum_{l=0}^{\infty} \frac{(bq^s; q)_l (ytq^{l})^l}{(q; q)_l} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(xq^{n+l}, yq^{n+k}, aq^k, bq^{l+s}),
\]

which is equivalent to the right-hand side of the theorem. The proof is completed. \( \square \)

Using a similar method as Theorem 2.9, we can also obtain the following Theorem 2.10.

Theorem 2.10. If \( f(x, y, a, b) \) is a function of four variables, then, under suitable convergence conditions, we have the following \( q \)-exponential identity

\[
\exp_q(t \Omega_{x,a} \Omega_{y,b}) f(x, y, a, b) = \sum_{s,k,l,n=0}^{\infty} \frac{(a; q)_s}{(q; q)_s} \sum_{k=0}^{\infty} \frac{(bq^s; q)_k}{(q; q)_k} \sum_{l=0}^{\infty} \frac{(ytq^{l})^l}{(q; q)_l} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} f(xq^{n+l}, yq^{n+k}, aq^k, bq^{l+s}).
\]
3. Identities for the homogeneous Hahn polynomials

Al-Salam and Carlitz [1] found two bilinear generating functions by the transformation theory of $q$-series, which is also called the $q$-Mehler formula for the homogeneous Hahn polynomials. This section will study the homogeneous Hahn polynomials from the perspective of operators $\Delta_{x,a}$ and $\Omega_{x,a}$. For example, we give a new proof of bilinear generating function for Hahn polynomials (see Theorems 3.2 and 3.5). Taking $f \equiv 1$ in Theorem 2.9, we obtain following Theorem 3.1.

**Theorem 3.1.** For $\max\{|t|,|xt|,|yt|\} < 1$, we have the following operator identity

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \frac{(a; q)_\infty}{(t; xt, yt; q)_\infty 3\phi_2\left( \begin{array}{c} a, b, t \\ axt, byt; q, xyt \end{array} \right)}.
$$

**Proof.** Substituting $f(x, y, a, b) \equiv 1$ in Theorem 2.9, we have

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \sum_{s,k,l,n=0}^{\infty} \frac{(a; q)_{s+k}(b; q)_s(xt^{s+k})y^{s+l+n}q^{kl}}{(q; q)_s(q; q)_k(q; q)_l(q; q)_n}
= \sum_{s,k,l,n=0}^{\infty} \frac{(by_t; q)_s(xt^{s+k})y^{s+l+n}q^{kl}}{(q; q)_s(q; q)_k(q; q)_l(q; q)_n}.
$$

Taking $\alpha \to b$, $\beta \to yt$, $u \to y$ and $v \to 1$ into [29, Lemma 8.1], then we have

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \frac{(by_t; q)_\infty}{(t; yt; q)_\infty} \sum_{n=0}^{\infty} \frac{(a; q)_n \Phi^{(b, yt)}(y, 1)(q; q)_n}{(q; q)_n(b; q; q)_{n}}.
$$

Letting $t \to xt$, $\gamma \to a$, $\alpha \to b$, $\beta \to yt$, $u \to y$ and $v \to 1$ in [29, Lemma 8.1]. The above equation can be written as

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \frac{(a, byxt, xyt^2; q)_\infty}{(t, xt, yt; q)_\infty} 3\phi_2\left( \begin{array}{c} byt/a, xyt, xt \\ bxt, xyt^2; q, a \end{array} \right).
$$

Further, letting $a_1 \to byt/a$, $a_2 \to xyt$, $a_3 \to xt$, $b_1 \to bxt$, $b_2 \to xyt^2$ in [29, Proposition 7.3]. The above equation is equivalent to

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \frac{(a, bxt; q)_\infty}{(t, xt; q)_\infty} 3\phi_2\left( \begin{array}{c} ax, xt, b \\ axt, bxt; q, yt \end{array} \right).
$$

Using [29, Proposition 7.3] again on the right side of the above equation yields

$$
\exp_q(t\Delta_{y,b}\Delta_{x,a})1 = \frac{(a, bxt; q)_\infty (xyt; byt; q)_\infty}{(t, xt, yt, q)_\infty (bxt, yxt; q)_\infty} 3\phi_2\left( \begin{array}{c} a, b, t \\ axt, byt; q, xyt \end{array} \right)
= \frac{(a, b; q)_\infty}{(t, xt, yt, q)_\infty} 3\phi_2\left( \begin{array}{c} a, b, t \\ axt, byt; q, xyt \end{array} \right).
$$

This completes the proof. □
Theorem 3.2. For \( \max\{|t|, |xt|, |yt|\} < 1 \), we have
\[
\sum_{n=0}^{\infty} \frac{\Phi_n(x, 1|q) \Phi_n(y, 1|q)}{(q; q)_n} t^n = \frac{(a t x, b y t; q)_{\infty}}{(x t, y t, q; q)_{\infty}} \phi_2 \left( \frac{a, b, t}{a x t, b y t; q, x y t} \right),
\]
which is called the \( q \)-Mehler formula for the Hahn polynomials.

Proof. Combining Proposition 2.5 and Theorem 3.1, we immediately complete the proof. \( \square \)

Theorem 3.3. For \( \max\{|xt|, |yt|, |xyt|\} < 1 \), we have
\[
\sum_{n=0}^{\infty} \frac{\Phi_n(1, x|q) \Phi_n(1, y|q)}{(q; q)_n} t^n = \frac{(a t y, b t x; q)_{\infty}}{(x t, y t, q; q)_{\infty}} \phi_2 \left( \frac{a, b, x y t, t}{a t y, b t x; q, t} \right).
\]

Proof. Taking \( f(x, y, a, b) \equiv 1 \) in Theorem 2.10, we have
\[
\exp_q(t \Omega_{x, a} \Omega_{y, b}) = \sum_{s,k,l,n=0}^{\infty} \frac{(a; q)_{s+k}(b; q)_{s+l}q^n y^{k+n} t^{s+k+l+n} q^n}{(q; q)_s(q; q)_{l+n}(q; q)_n}
\]
\[
= \sum_{s,k,l=0}^{\infty} \frac{(a; q)_{s+k}(b; q)_{s+l}x^q y^{k+l} t^{s+k+l}}{(q; q)_s(q; q)_l} \sum_{n=0}^{\infty} (x y t q^n)_n
\]
\[
= \frac{1}{(x t, y t, q; q)_{\infty}} \sum_{s=0}^{\infty} \frac{(a, b, x y t, q)_{s+t}}{(q; q)_s} \sum_{k=0}^{\infty} \frac{(a q^k; q)_{k+t}}{(q; q)_k} \sum_{l=0}^{\infty} \frac{(b q^l; q)_{l}}{(q; q)_l}
\]
\[
= \frac{(a t y, b t x; q)_{\infty}}{(x t, y t, q; q)_{\infty}} \phi_2 \left( \frac{a, b, x y t, t}{a t y, b t x; q, t} \right). \tag{3.1}
\]

Combining Proposition 2.5 and (3.1). This completes the proof. \( \square \)

We should point out that Theorems 3.2-3.3 are special cases of [27, Theorem 3.2]. However, the following Theorems 3.4-3.5 can be regarded as the generalization of Theorems 3.2-3.3, respectively. The authors have not found them in other literature.

Theorem 3.4. For \( \max\{|t|, |xt|, |yt|\} < 1 \) and any non-negative integers \( m \) and \( n \), we have
\[
\sum_{k=0}^{\infty} \frac{\Phi_n(x, 1|q) \Phi_n(y, 1|q)}{(q; q)_n} t^n = \frac{(a t x, b y t; q)_{\infty}}{(x t, y t, q; q)_{\infty}} \phi_2 \left( \frac{a, b, t}{a x t, b y t; q, x y t} \right),
\]
\[
\times \sum_{n=0}^{\infty} \frac{(a; q)_{j+l}(b; q)_{k+l}(t; q)_l}{(q; q)_{l+n}(a x t; q)_{n+l}(b y t; q)_{n+l}} (x y t q^{m+n-j})^l.
\]

Proof. It follows from (2.8) that
\[
\sum_{k=0}^{\infty} \frac{t^n}{(q; q)_k} \Delta_{y, b, y, b}^n = \Delta_{y, b, x, a}^m \Delta_{x, a}^n \exp_q(t \Delta_{x, a} \Delta_{y, b})_1. \tag{3.2}
\]

On the other hand, taking Theorem 3.1 and (2.5) into the right-hand side of the above equation, we find that
\[
\Delta_{y, b, x, a}^m \Delta_{x, a}^n \exp_q(t \Delta_{x, a} \Delta_{y, b})_1
\]
\[ \sum_{k=0}^{m} \sum_{j=0}^{n} \left[ \begin{array}{c} m \\ k \end{array} \right] \left[ \begin{array}{c} n \\ j \end{array} \right] (a;q)_j (b;q)_k x^j y^k \eta_q^{m-j} \exp_q(t \Delta_x, a \Delta_y, b) \]

\[ = \sum_{k=0}^{m} \sum_{j=0}^{n} \left[ \begin{array}{c} m \\ k \end{array} \right] \left[ \begin{array}{c} n \\ j \end{array} \right] (a;q)_j (b;q)_k x^j y^k \times \frac{(axtq^n, bytq^m, q)_\infty}{(t, xqt, yqt, q)_\infty} \sum_{l=0}^{\infty} \frac{(aq^l, bq^k, t, q)_l}{(q, axtq^n, bytq^m, q)_l} (xytq^{m+n-k-j})^n \]

\[ = \frac{(at, byt; q)_\infty}{(t, xt, yt; q)_\infty} \sum_{k=0}^{m} \sum_{j=0}^{n} \left[ \begin{array}{c} m \\ k \end{array} \right] \left[ \begin{array}{c} n \\ j \end{array} \right] (xt; q)_{n-j} (yt; q)_{m-k} x^j y^k \times \sum_{l=0}^{\infty} \frac{(a; q)_{j+l} (b; q)_{k+l}(xt; q)_{n+j+l}(yt; q)_{m+j+l}}{(q; q)_l (at; q)_{j+l} (bt; q)_{k+l}} (xytq^{m+n-k-j})^l. \]

Combining the above identity and (3.2), then we complete the proof of Theorem 3.4. \qed

Using a similar method as the above theorem, we can also obtain following Theorem 3.5.

**Theorem 3.5.** For max \(|xt|, |yt|, |xyt|\) < 1 and any non-negative integers \(m\) and \(n\), we have

\[ \sum_{k=0}^{\infty} \Phi_{n+k}^{(a)}(1, x|q) \Phi_{m+k}^{(b)}(1, y|q) \frac{t^k}{(q; q)_k} = \frac{(at, byt; q)_\infty}{(t, xt, yt, q)_\infty} \sum_{k=0}^{m} \sum_{j=0}^{n} \left[ \begin{array}{c} m \\ k \end{array} \right] \left[ \begin{array}{c} n \\ j \end{array} \right] (xt; q)_{j+n-j} (yt; q)_{k+m-k} x^j y^k \times \sum_{l=0}^{\infty} \frac{(a; q)_{j+l} (b; q)_{k+l}(xt; q)_{j+k+l}(yt; q)_{m+k+l}}{(q; q)_l (at; q)_{j+l} (bt; q)_{k+l}} (xytq^{m+n-k-j})^l. \]

**Theorem 3.6.** For any non-negative integers \(m\) and \(n\), we have

\[ \Phi_{m+n}^{(a)}(x, 1|q) = \sum_{k=0}^{\min(m,n)} \left[ \begin{array}{c} n \\ k \end{array} \right] \left[ \begin{array}{c} m \\ k \end{array} \right] (a; q)_k (q; q)_{-1} k^k \Phi_{n-k}^{(a)}(x, 1|q) \Phi_{m-k}^{(b)}(1, x|q), \]

\[ \Phi_{m+n}^{(a)}(1, x|q) = \sum_{k=0}^{\min(m,n)} \left[ \begin{array}{c} n \\ k \end{array} \right] \left[ \begin{array}{c} m \\ k \end{array} \right] (a; q)^2_1 (q; q)_{-1} k^k \Phi_{n-k}^{(a)}(1, x|q) \Phi_{m-k}^{(b)}(1, x|q). \]

**Proof.** The proof of the second equality in the theorem is similar to the first one. We only prove the first one. Taking \(f(x) = \Phi_{m+n}^{(a)}(x, 1|q)\) into Theorem 2.8 and by Proposition 2.4, we deduce that

\[ \Phi_{m+n}^{(a)}(x, 1|q) = \sum_{k=0}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] (-1)^k q^k (x)_{\Phi_{n-k}^{(a)}(x, 1|q)} D_x^k \Phi_{m+n}^{(a)}(x, 1|q). \]

Next, by (cf. [27, p.484]), we have

\[ D_x \Phi_n^{(a)}(x, y|q) = \sum_{k=1}^{n} \left[ \begin{array}{c} n \\ k \end{array} \right] (\alpha; q)_k (1 - q^k) x^{k-1} y^{n-k}. \]
Taking \( y = 1 \) in the above identity, and then by simple calculation, we obtain
\[
\mathcal{D}_x \Phi_m^{(a)}(x, 1|q) = \sum_{k=1}^m \left[ \frac{m}{k} \right] (a; q)_k (1 - q^k x)^{k-1} = (1 - a)(1 - q^m) \Phi_{m-1}(x, 1|q).
\]
Thus, we have
\[
\mathcal{D}_x \Phi_m^{(a)}(x, 1|q) = \frac{(a; q)_k(q; q^m)_m}{(q; q^m)_{m-k}} \Phi_{m-k}(x, 1|q).
\]
Substituting the above equation into (3.3), we complete the proof.

4. Applications of operators \( \Delta_{x,a} \) and \( \Omega_{x,a} \)

This section mainly gives some applications of operators \( \Delta_{x,a} \) and \( \Omega_{x,a} \). In order to prove Heine’s second transformation formula (see Theorem 4.2), we first give the following theorem.

**Theorem 4.1.** For \( \max\{|ax|, |axs|\} < 1 \), we have the transformation formula
\[
2\phi_2 \left( \begin{array}{c} xs, s \\ asx, xts \end{array} ; q, axt \right) = \frac{(axt; q)_\infty}{(axs; q)_\infty} 2\phi_2 \left( \begin{array}{c} xt, t \\ axt, xts \end{array} ; q, axs \right).
\]

**Proof.** It follows from Proposition 2.1 that
\[
\exp_q(s\Delta_{x,a}) \exp_q(t\Delta_{x,a}) 1 = \exp_q(s\Delta_{x,a}) \left\{ \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \right\}.
\]
On the other hand, by (2.17), we have
\[
\exp_q(s\Delta_{x,a}) f(x, a) = \sum_{k=0}^{\infty} \frac{(a; q)_k}{(q; q)_k} (xs)^k \sum_{n=0}^{\infty} \frac{s^n}{(q; q)_n} f(xq^n, aq^k).
\]
Replacing (4.1) in the above operator equation, we obtain
\[
\exp_q(s\Delta_{x,a}) \left\{ \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \right\} = \sum_{k=0}^{\infty} \frac{(a; q)_k}{(q; q)_k} (xs)^k \sum_{n=0}^{\infty} \frac{s^n}{(q; q)_n} \frac{(axtq^{n+k}; q)_\infty}{(t, xtq^n; q)_\infty}
\]
\[
= \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \sum_{k=0}^{\infty} \frac{(a; q)_k}{(q; q)_k} (xs)^k \sum_{n=0}^{\infty} \frac{s^n}{(q; q)_n} \frac{(xt; q)_n}{(axt; q)_n} s^n
\]
\[
= \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \sum_{n=0}^{\infty} \frac{s^n}{(q, axt; q)_n} \sum_{k=0}^{\infty} \frac{n^k}{k} (a; q)_k (xt; q)_{n-k} x^k
\]
\[
= \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \sum_{n=0}^{\infty} \frac{\Phi_n^{(a,x)}(x, 1|q)}{(q, axt; q)_n} s^n,
\]
where
\[
\Phi_n^{(\alpha, \beta)}(u, v|q) = \sum_{k=0}^{n} \binom{n}{k} (\alpha; q)_k (\beta; q)_{n-k} u^k v^{n-k}
\]
has been defined in [29, (8.2)]. Then we have
\[
\exp_q(s\Delta_{x,a}) \exp_q(t\Delta_{x,a}) 1 = \frac{(axt; q)_\infty}{(t, xt; q)_\infty} \sum_{n=0}^{\infty} \frac{\Phi_n^{(a,x)}(x, 1|q)}{(q, axt; q)_n} s^n.
\]
By [29, Lemma 8.1], we know that
\[
\sum_{n=0}^{\infty} (\gamma;q)_n \phi_n^{(a,\beta)}(u,v|q)_n t^n = \frac{(\gamma,\alpha u t,\beta v t;q)_\infty}{(\alpha \beta,\alpha u t,\beta v t;q)_\infty} 3 \phi_2 \left( \frac{\alpha \beta/\gamma,\alpha u t,\beta v t}{\alpha u t,\beta v t ; q, \gamma} \right).
\]

Letting \( \gamma \to 0 \), and further letting \( \alpha \to a \), \( \beta \to x t \), \( u \to x \) and \( v \to 1 \) in the above equation yields
\[
\sum_{n=0}^{\infty} \phi_n^{(a,x t)}(x,1|q)_n s^n = \frac{(ax s,xt s;q)_\infty}{(ax s,xt s;q)_\infty} 3 \phi_2 \left( \frac{ax s,xt s}{ax s,xt s ; q,ax t} \right).
\]

Replacing the above equation into \((4.2)\), we obtain
\[
\exp_q(s \Delta_{x,a}) \exp_q(t \Delta_{x,a}) 1 = \frac{(ax s,xt s;q)_\infty}{(t,s,xt s;q)_\infty} 3 \phi_2 \left( \frac{ax s,xt s}{ax s,xt s ; q,ax t} \right).
\]

Using this symmetry properties of the left hand side \( s \) and \( t \) of operator equation \((4.3)\), we can clearly see that
\[
\exp_q(s \Delta_{x,a}) \exp_q(t \Delta_{x,a}) 1 = \frac{(ax s,xt s;q)_\infty}{(t,s,xt s;q)_\infty} 3 \phi_2 \left( \frac{ax t,xt s}{ax t,xt s ; q,ax s} \right).
\]

Combining \((4.3)\) and \((4.4)\), we immediately deduce the conclusion. \( \square \)

**Theorem 4.2.** For \( \max\{|c|,|z|,|c/b|\} < 1 \), the famous Heine’s second transformation formula (cf. [20, (1.4.5)]) as follows
\[
2 \phi_1 \left( \frac{a,b}{c} ; q,z \right) = \frac{(c/b,bz;q)_\infty}{(c,z;q)_\infty} 2 \phi_1 \left( \frac{abz/c,b}{b} ; q,c/b \right).
\]

**Proof.** Applying Jackson transformation formula \((1.4)\) to both sides of the equation in Theorem 4.1. Using simple calculations, we have
\[
2 \phi_1 \left( \frac{xs,ax}{axs} ; q,t \right) = \frac{(s,ax t ; q)_\infty}{(t,ax s ; q)_\infty} 2 \phi_1 \left( \frac{xt,ax}{ax t} ; q,s \right).
\]

Letting \( sx \to a \), \( ax \to b \), \( axs \to c \) and \( t \to z \) in the above equation, this completes the proof of Theorem 4.5. \( \square \)

**Remark 4.3.** Applying the operator \( \exp(s \Omega_{x,a}) \exp(t \Omega_{x,a}) \) to constant 1, and use the method similar to the Theorem 4.1, we can obtain the following equation
\[
2 \phi_1 \left( \frac{xt,a}{at} ; q,s \right) = \frac{(as,t ; q)_\infty}{(at,s ; q)_\infty} 2 \phi_1 \left( \frac{xs,a}{as} ; q,t \right).
\]

Letting \( xt \to a \), \( a \to b \), \( at \to c \) and \( s \to z \) in the above equation, it can also obtain \((4.5)\).

In 1965, Al-Salam and Carlit defined the following polynomial (cf. [1, (1.15)]), that is,
\[
\psi_n^{(a)}(x) = \sum_{r=0}^{n} (-1)^r \left[ \frac{n}{r} \right] q^{r(1+r)} (a^{-1} ; q)_r (ax)^r.
\]

The following Theorem 4.4 shows an identity of operator \( \Delta_{x,a} \) involving polynomial \( \psi_n^{(a)}(x) \).
Theorem 4.4. For any non-negative integer $n$, we have
\[
\sum_{k=0}^{n} \binom{n}{k} (-1)^k q(z)^{(k)} \psi_k^{(a)}(x) \Delta_{x,a}^{n-k} f(x) = (-x)^n q(z)^{(n)} D_x^n f(x),
\]
In particular, for any positive integer $n$, we have
\[
\sum_{k=0}^{n} \binom{n}{k} (-1)^k q(z)^{(k)} \psi_k^{(a)}(x) \Phi^{(a)}_{n-k}(x, 1|q) = 0. \tag{4.6}
\]
Proof. It follows from (2.14) that
\[
\sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{x,a}^n f(x) = \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{k=0}^{n} \binom{n}{k} (-x)^k q(z)^{(k)} \Phi^{(a)}_{n-k}(x, 1|q) D_x^k f(x)
\]
\[= \sum_{k=0}^{\infty} \sum_{n=k}^{\infty} \frac{(-x)^k q(z)^{(k)} t^n}{(q; q)_k (q; q)_{n-k}} \Phi^{(a)}_{n-k}(x, 1|q) D_x^k f(x)
\]
\[= \sum_{k=0}^{\infty} \frac{(-x)^k q(z)^{(k)} t^n}{(q; q)_k} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Phi^{(a)}(x, 1|q) D_x^k f(x)
\]
\[= \frac{(ax; q)_{\infty}}{(t, xt; q)_{\infty}} \sum_{k=0}^{\infty} \frac{(-x)^k q(z)^{(k)} t^n}{(q; q)_k} D_x^k f(x). \tag{4.7}
\]
In the last step, the generation function formula (2.13) is used. We should notice that (cf. [1, (1.16)])
\[
\sum_{n=0}^{\infty} (-1)^n q(z)^{(n)} \psi_n^{(a)}(x) \frac{w^n}{(q; q)_n} = \frac{(w, wx; q)_{\infty}}{(ax w; q)_{\infty}}. \tag{4.8}
\]
Letting $w \to t$ in (4.8), then replacing it in (4.7), we obtain
\[
\sum_{n=0}^{\infty} \frac{(-x)^n q(z)^{(n)} t^n}{(q; q)_n} D_x^n f(x) = \sum_{n=0}^{\infty} (-1)^n q(z)^{(n)} \psi_n^{(a)}(x) \frac{t^n}{(q; q)_n} \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \Delta_{x,a}^n f(x)
\]
\[= \sum_{n=0}^{\infty} \frac{t^n}{(q; q)_n} \sum_{k=0}^{n} \binom{n}{k} (-1)^k q(z)^{(k)} \psi_k^{(a)}(x) \Delta_{x,a}^{n-k} f(x).
\]
Comparing the power series of $t^n$ in the above equation yields
\[
\sum_{k=0}^{n} \binom{n}{k} (-1)^k q(z)^{(k)} \psi_k^{(a)}(x) \Delta_{x,a}^{n-k} f(x) = (-x)^n q(z)^{(n)} D_x^n f(x).
\]
Taking $f(x) \equiv 1$ in the above equation, we obtain (4.6). This complete the proof.

The following theorem presents a relation between the generalized operator $\Delta_{x,a}$ and the operator $\Delta_x$. For the definition of $\Delta_x$, see Theorem 1.1.

Theorem 4.5. For $\max\{|a|, |s|, |t|\} < 1$, we have
\[
\exp_q(t \Delta_x)^1 \exp_q(s \Delta_{x,a}) \exp_q(t \Delta_{x,a})^1 = \exp_q(t \Delta_x) \exp_q(t \Delta_x) \exp_q(s \Delta_x) \exp_q(a \Delta_x)^1.
\]
Proof. Letting $a \to xs$, $b \to ax$, $c \to axs$ and $z \to t$ in (1.4), we have

$$2\phi_2\left(\begin{array}{c} xs, s \\ axs, xts \end{array} ; q, axt \right) = \frac{(t; q)_\infty}{(xst; q)_\infty}2\phi_1\left(\begin{array}{c} xs, ax \\ axs \end{array} ; q, t \right).$$

Applying the above equation to (4.3), we have

$$\exp_q(s\Delta_{x,a})\exp_q(t\Delta_{x,a})1 = \frac{(axs; q)_\infty}{(s, x, t, sx, axs; q)_\infty}2\phi_1\left(\begin{array}{c} sx, ax \\ axs \end{array} ; q, t \right).$$

It follows from [29, Proposition 7.1] that

$$\exp_q(t\Delta_x)1 \exp_q(s\Delta_x) \exp_q(a\Delta_x)1 = \frac{(asx; q)_\infty}{(s, a, tx, sx, axs; q)_\infty}2\phi_1\left(\begin{array}{c} sx, ax \\ axs \end{array} ; q, t \right).$$

Comparing the above two identities and by [29, Proposition 1.12]. This completes the proof. \(\square\)

5. A Generalization of \(q\)-Gaussian Summation

The \(q\)-Gaussian summation formula is one of the most fundamental and important formulas in the theory of basic hypergeometric series. That is,

$$\sum_{n=0}^{\infty} \frac{(a, b; q)_n}{(q, c; q)_n} \left(\frac{c}{ab}\right)^n = \frac{(c/a, c/b; q)_\infty}{(c, c/ab; q)_\infty} \left| \frac{c}{ab} \right| < 1,$$

which was first proved by Heine in 1847 (cf. [20, p.14]). In [29, Theorem 7.5], Liu gave an elegant generalization of \(q\)-Gaussian summation as follows.

**Theorem 5.1.** For $\max\{|c/ab|, |az|\} < 1$,

$$\sum_{n=0}^{\infty} \frac{(a, b; q)_n}{(q, c; q)_n} \left(\frac{c}{ab}\right)^n 2\phi_1\left(\begin{array}{c} c/a, bq^n \\ cq^n \end{array} ; q, az \right) = \frac{(c/a, c/b, abz; q)_\infty}{(c, c/ab, az; q)_\infty}.$$

We clearly see that the above theorem degenerates into the famous \(q\)-Gaussian summation when $z = 0$. This section shall use the property of operator $\Omega_{u,a}$ to give a more general \(q\)-summation, which includes Theorem 5.1 as a special case. For that, we first give the general double basic hypergeometric series is defined by (cf. [20, p.284])

$$\Theta^{A:B:C}_{D:E:F}\left[\begin{array}{c} a_A : b_B ; c_C \\ d_D : e_E ; f_F \end{array} ; q, x, y \right] = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \frac{(a_A; q)_{m+n}(b_B; q)_m(c_C; q)_n}{(d_D; q)_{m+n}(e_E; q)_m(f_F; q)_n} \left[(-1)^m q^{m/2}\right]^{D-A} \left[(-1)^n q^{n/2}\right]^{1+E-B} x^my^n,$$

where $a_A$ abbreviates the array of $A$ parameters $a_1, a_2, \cdots, a_A$, etc.

**Theorem 5.2.** For $\max\{|t|, |x|, |s|, |atx| < 1\}$, we have the \(q\)-summation formula

$$\sum_{n=0}^{\infty} \frac{(ut; q)_nx^n}{(q; q)_n} \Theta^{2:3:1}_{2:2:0}\left[\begin{array}{c} a, utx : a, utx, utq^n ; 0 \\ atx, 0 : atx, 0 ; - \end{array} ; q, s, tq^n \right] = \frac{(as, tx, utx; q)_\infty}{(x, s, atx; q)_\infty}2\phi_1\left(\begin{array}{c} a, us \\ as \end{array} ; q, t \right).$$
Proof. It follows from [29, Theorem 7.5] that

\[
\frac{1}{(x, y, yz; q)_\infty} = \sum_{n=0}^\infty \frac{x^n}{(q; q)_n (yq^n, yz, xy; q)_\infty}.
\]

Replacing \( y \) by \( t\Omega_{u,a} \) in the above equation, and letting \( tz = s \), we deduce that

\[
\frac{1}{(x; q)_\infty} \exp_q(t\Omega_{u,a}) \exp_q(s\Omega_{u,a}) = \sum_{n=0}^\infty \frac{x^n}{(q; q)_n} \exp_q(s\Omega_{u,a}) \exp_q(tq^n\Omega_{u,a}) \exp_q(xt\Omega_{u,a}).
\]

Acting \( f(x) \equiv 1 \) in the both sides of the above equation, we obtain

\[
\frac{1}{(x; q)_\infty} \exp_q(t\Omega_{u,a}) \exp_q(s\Omega_{u,a}) 1 = \sum_{n=0}^\infty \frac{x^n}{(q; q)_n} \exp_q(s\Omega_{u,a}) \exp_q(tq^n\Omega_{u,a}) \exp_q(xt\Omega_{u,a}) 1. \tag{5.1}
\]

Suppose \( f \) is a function of \( x \) and \( a \), then combined with (2.5), we have

\[
\exp_q(t\Omega_{x,a}) f(x,a) = \sum_{n=0}^\infty \frac{t^n}{(q; q)_n} \Omega^n_{x,a} f(x,a)
= \sum_{n=0}^\infty \frac{t^n}{(q; q)_n} \sum_{k=0}^n \binom{n}{k} (a; q)_k q^{n-k} x^{n-k} f(x,a)
= \sum_{k=0}^\infty \frac{(a; q)_k t^k}{(q; q)_k} \sum_{n=0}^\infty \frac{(xt)^n}{(q; q)_n} f(xq^k, aq^k). \tag{5.2}
\]

It follows from Proposition 2.1 that

\[
\exp_q(t\Omega_{x,a}) \exp_q(s\Omega_{x,a}) 1 = \exp_q(t\Omega_{x,a}) \left\{ \frac{(as; q)_\infty}{(s, xs; q)_\infty} \right\}.
\]

Substituting (5.2) into the above operator equation, we can easily obtain

\[
\exp_q(t\Omega_{u,a}) \exp_q(s\Omega_{u,a}) 1 = \frac{(as; q)_\infty}{(s, us, ut; q)_\infty} 2\phi_1 \left( a, us \atop as ; q, t \right). \tag{5.3}
\]

Then by (2.5) and (5.3), the right-hand side of (5.1) can be written as follows

\[
\sum_{n=0}^\infty \frac{x^n}{(q; q)_n} \exp_q(s\Omega_{u,a}) \exp_q(tq^n\Omega_{u,a}) \exp_q(xt\Omega_{u,a}) 1
= \sum_{n=0}^\infty \frac{x^n}{(q; q)_n} \exp_q(s\Omega_{u,a}) \left\{ \frac{(axt; q)_\infty}{(xt, utx, utq^n; q)_\infty} 2\phi_1 \left( a, utx \atop atx ; q, tq^n \right) \right\}
= \sum_{n=0}^\infty \frac{x^n}{(q; q)_n} \sum_{k=0}^\infty \frac{(a; q)_k}{(q; q)_k} \sum_{m=0}^\infty \frac{(us)_m}{(q; q)_m} \frac{(atxq^k; q)_\infty}{(xt, utxq^k, utq^{n+k}; q)_\infty} \sum_{l=0}^\infty \frac{(aq^k, utxq^k; q)_l}{(q, atxq^k; q)_l} (tq^n)^l
= \frac{(atx; q)_\infty}{(us, ut, tx, utx; q)_\infty} \sum_{n=0}^\infty \frac{(ut; q)_n x^n}{(q; q)_n} \sum_{k=0}^\infty \frac{(a, utx, utq^n)_k s^k}{(q, atx; q)_k} \sum_{l=0}^\infty \frac{(aq^k, utxq^k; q)_l}{(q, atxq^k; q)_l} (tq^n)^l. \tag{5.4}
\]
In the last step, (1.2) has been used. Finally, substituting operator equations (5.3)-(5.4) into (5.1), we clearly see that

\[
\frac{(as, tx, utx; q)_\infty}{(x, s, atx; q)_\infty} 2\phi_1 \left( \begin{array}{c} a, us \\ as \end{array} ; q, t \right) = \sum_{n=0}^{\infty} \frac{(ut; q)_n x^n}{(q; q)_n} \sum_{k=0}^{\infty} \frac{(a, utx, utq^n; q) k s^k}{(q, atx; q)_k} \sum_{l=0}^{\infty} \frac{(aq^k, utxq^k; q)_l}{(q, atxq^k; q)_l} (tq^n)^l.
\]

We note that the right-hand side of the above equation is equivalent to the left-hand side of the equation in Theorem 5.2. This completes the proof. \(\square\)

**Remark 5.3.** Taking \(a = 0\) in Theorem 5.2, we obtain

\[
\sum_{n=0}^{\infty} \frac{(t, ut; q)_n x^n}{(q, ut^2x; q)_n} \sum_{k=0}^{\infty} \frac{(utx, utq^n; q)_k s^k}{(q, ut^2xq^n; q)_k} = \frac{(tx, utx, ust; q)_\infty}{(x, s, ut^2x; q)_\infty}.
\]

Letting \(s \rightarrow tz\), \(t \rightarrow a\), \(ut \rightarrow b\) and \(ut^2x \rightarrow c\) in the above equation, which is equivalent to Theorem 5.1.
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