The subspaces with support on unpopulated dots (part of the logical subspace) where the information resides. We label it as the “logical” subspace (or, in a multi-qubit system, the logical space into relabeled logical and leakage subspaces, bringing into this space comes at the expense of the logical subspace. Such leakage processes may further be complicated by the presence of spin-orbit coupling (SOC) and multiple valley states. In particular, we consider three possible sources of leakage errors associated with such transport: finite ramping times, spin-dependent tunneling rates between quantum dots induced by finite spin-orbit couplings, and the presence of multiple valley states. In each case we present quantitative estimates of the leakage errors, and discuss how they can be minimized. Moreover, we show that in order to minimize leakage errors induced by spin-dependent tunnelings, it is necessary to apply pulses to perform certain carefully designed spin rotations. We further develop a formalism that allows one to systematically derive constraints on the pulse shapes and present a few examples to highlight the advantage of such an approach.

I. INTRODUCTION

It has long been recognized that the ability to efficiently transport spins is crucial in designing spintronic devices or practical quantum computing in a physical system with short-range interactions [1]. Semiconductor spin qubits, including coupled donor spins [2, 3] as well as electron spins localized in laterally defined quantum dots [4–9], are prime examples of a candidate quantum information processor that typically has short-range spin-spin interactions, either exchange [2, 4] or capacitive [10]. Spin qubits have remarkably long coherence times compared to their gate times [11, 12], and have been operated in one-dimensional arrays [10, 13, 14], and could potentially be operated in two-dimensional arrays [15–18]. However, the ability to transport a single electron spin through semiconductor nanostructures while preserving its spin state has only been experimentally investigated recently [19, 20].

One way or another, spin shuttling schemes have always featured in theoretical considerations of scalable spin qubit architectures [16, 21]. Especially in recent proposals based on the two-dimensional surface code [22], it becomes necessary to move spins either as probes [23], or as qubit activators [18], or as qubits themselves [24]. Mathematically, the Hilbert space of the entire system is composed of many orthogonal two-dimensional subspaces with spatially localized support, and initializing a physical electron spin into a given dot/donor not only populates one of those subspaces, but labels it as the “logical” subspace (or, in a multi-qubit system, part of the logical subspace) where the information resides. The subspaces with support on unpopulated dots/donors are labeled as “leakage” subspaces, as stray populations leaking into this space comes at the expense of the logical subspace. A deliberate and complete physical transport of a spin from one dot/donor to another is simply a repartitioning of the total space into relabeled logical and leakage subspaces, bringing the qubit into a potentially advantageous spatial position for storage, manipulation, or readout. However, in practice, any transport process will be susceptible to leakage, i.e., the incomplete transfer of population to the new subspace, in which case the portion remaining in the original position is no longer part of the logical subspace. Such leakage processes may further be complicated by the presence of spin-orbit coupling (SOC) and multiple valley states. Obviously, the whole Hilbert space of the system is typically much larger than the “logical subspace” of interest, and unless very special care (involving adiabaticity and other constraints) is taken, there would invariably be undesirable leakage, adversely affecting the whole spin shuttling scheme. The quantitative details of such leakage will depend on the details of the physical system as well as the transport process with many mechanisms present in real semiconductors potentially playing detrimental roles. In spite of there being many proposals in the theoretical literature for spin shuttling in semiconductor nanostructures, there has not been any detailed theoretical study of the leakage problem, which, however, now takes on significance in view of the recent experiments on spin transport in quantum dots [19, 20].

In this paper we present comprehensive calculations of this leakage when transporting a single-spin qubit through a double quantum dot using a minimal model that captures the essential physics. Our purpose is to identify and analyze common sources of leakage errors during such an operation, and discuss how they can be possibly minimized. In particular, this work focuses on leakage errors that arise due to finite ramping times, spin-dependent tunneling rates induced by finite spin-orbit couplings, as well as the presence of multiple valley states. We first take into account the finite bandwidth of gate voltage pulses, as indeed the nonzero ramping time has important ramifications here. We show that even in the absence of any coupling between spin and orbital degrees of freedom, leakage occurs due to imperfect initialization to a localized Fock-Darwin state [6]. However, such ramping induced leakage errors can be compensated during the transport by adjusting the tunneling time appropriately.
We perform a similar analysis in the presence of spin-orbit couplings, in which case the spin-dependence of the tunneling rate precludes the same compensation procedure, especially when the spin encodes a quantum bit in an arbitrary superposition state. We show that in such cases it is necessary to apply carefully designed spin rotations during the transport process to help preserve the spin state. We developed a systematic approach to determine pulse shapes that can fulfill such requirements. In particular, our approach does not rely on the prior knowledge of the spin state being transported, which is often a huge benefit. Sometimes it is also desirable to perform certain spin rotations while transporting the spin. However, due to the spin dependent tunneling rates, it is again necessary to choose the pulse shapes carefully in order to minimize the errors of the spin rotations performed. We show that the approach we established before can also help us construct pulse shapes that minimize the errors. Developing physical error correction protocols by designing appropriate spin rotations in the presence of spin-orbit coupling is an important new result in this paper.

We also present a discussion of the effect of multiple valley states, which is common in silicon quantum dots. Silicon is an outstanding candidate for the operation of spin qubits because of its long spin coherence time (because of the relative absence of spinful nuclei in the environment) and the potential for scalability (because of the vast existing silicon technology) [41–44]. In addition, the spin-orbit coupling is generally weak in silicon, so that the information stored in the spin is relatively immune to charge noise [45]. Furthermore, the nuclear-spin background fluctuations can also be largely suppressed by isotope engineering [46]. All these advantages have driven a concerted research effort in silicon spin qubits [47, 48]. Despite all these advantages, however, silicon has one serious disadvantage (compared, for example, with GaAs) for quantum computing applications since it has a conduction band valley degree of freedom which complicates initialization and gate operations unless the valley degeneracy is somehow lifted by an energy splitting larger than the operational temperature. In addition, one may wonder whether the presence of multiple valley states could lead to additional leakage channels, and thereby further complicate spin-qubit operations through the population of undesirable valley states. Our study shows that different valley eigenstates in a pristine 1 silicon quantum dot are orthogonal to each other, and thus will not become a source of leakage for the spin qubit transport and operations. However, recent experiments [30] show that certain mechanisms like spin-orbit couplings may induce nonzero couplings between valley eigenstates. In such scenarios leakage to the other valley eigenstates indeed becomes possible. However, these couplings are appreciable only near certain so-called “leakage hot spots” [30]. We demonstrate that as long as one can avoid such “hot spots”, the leakage to the other valley states will still be negligible. As a result, the presence of multiple valley states in silicon quantum dots will usually not cause additional leakage errors in spin qubit transport and operations, although one needs to keep in mind the possibility of valleys causing problems through leakage hot spots in the presence of spin-orbit coupling.

The structure of this paper is as follows. In Section II we discuss the leakage in transporting a single-spin qubit through a double quantum dot in GaAs, at first neglecting spin-orbit coupling effects completely. Because there are no spin-orbit couplings or additional valley states, the leakage here is solely due to finite ramping times. This relatively simple situation allows us to set up the general framework for leakage calculations. In Section III we add spin-orbit couplings to the GaAs double quantum dot model, and present a comprehensive analysis of leakage errors induced by finite spin-orbit couplings. In particular, we describe in some details on how to systematically design appropriate pulse shapes to mitigate the leakage. In Section IV we turn to the leakage in silicon double quantum dots due to the multiple valley states, and discuss how one can usually avoid the leakage near the so-called “leakage hot spots”. We summarize our results and discuss open questions in Section V.

II. LEAKAGE IN A DOUBLE QUANTUM DOT IN GAAS

We begin our analysis with the transport of a single-spin qubit through a GaAs double quantum dot (DQD). Because there are no additional valley states in GaAs quantum dots and we neglect spin-orbit couplings in this section, the leakage is entirely due to the finite ramping time that causes an imperfect initialization of the spin qubit. This relatively simple case allows us to set up the basic framework to analyze the leakage problem, and pave the way for more general discussions later.

A. Model for a double quantum dot

We will first construct the model for a double quantum dot. If one neglects the finite confinement length in the $\hat{z}$-direction (which is justified since the typical $\hat{z}$-confinement is much tighter than the lateral lithographic confinement), the model for a double quantum dot can be cast in the following strictly two-dimensional form [6, 9],

$$H_{\text{DQD}} = T + V_{\text{DQD}}(r),$$

(1)

where $T$ is the kinetic energy, and $V_{\text{DQD}}(r)$ is the two-dimensional confinement potential of the double quantum dot,

$$V_{\text{DQD}}(r) = \frac{m\omega_0^2}{2} \left[ (|x| - X_0)^2 + y^2 \right] + eEx,$$

(2)

where $E$ is an electric field along the interdot axis $\hat{z}$ that controls the detuning between the two quantum dots, $(\pm X_0, 0)$ is the location of the two dots in the $E = 0$ limit, and $\hbar\omega_0$ is the strength of the harmonic confinement potential, which is usually a few meV. An illustration of $V_{\text{DQD}}$ is shown in Fig. 1. Our results change little if the two-dimensional confinement

---

1 The word “pristine” in this paper specifically refers to a system with zero spin-orbit couplings.
is taken to be somewhat different from the parabolic confinement model.

In the zero detuning limit ($E = 0$), the confinment potential $V_{\text{DDQ}}$ near each dot is harmonic at the center, and can be locally approximated by

$$V_0^Z(r) = \frac{m_0 \omega_0^2}{2} [ (x \pm X_0)^2 + y^2].$$

As a result, in the large separation limit ($X_0 \to \infty$) the single-particle orbitals near each quantum dot can be well approximated by the so-called Fock-Darwin (FD) states [6]. Moreover, because in a typical quantum dot the lowest FD level is separated from the excited ones by at least few meV [6], the single-spin qubit can be well defined within the two spin states of the lowest FD level in each dot, given by

$$\psi_{L/R}(x,y) = \frac{1}{\sqrt{\pi a}} e^{-[(x \pm X_0)^2+y^2]/2a^2},$$

where $a = \sqrt{\hbar/m_0 \omega_0}$ is the FD radius. We want to emphasize that these two basis states generally have a nonzero overlap,

$$l \equiv \langle \psi_L | \psi_R \rangle = e^{-\lambda^2},$$

where $\lambda = X_0/a$ is the dimensionless separation between the two quantum dots. Note also that the above FD wave functions and their overlap will both be modified in the presence of an out-of-plane magnetic field (i.e., applied along the $z$ direction) [36]. However, in this work we limit our discussions to the zero field case, because our results will not be qualitatively modified by the magnetic field.

A finite electric field $E$ applied along the interdot axis will create a detuning $\epsilon_d = 2eEX_0$ between the two dots, and shift the minima of the double well potential by an amount $f a$, with the dimensionless detuning parameter $f$ given by [36]

$$f = eEa/\hbar \omega_0.$$

Such an effect is illustrated by the dashed line in Fig. 1. The displaced FD wave function can be obtained by replacing $\pm X_0$ by $\pm X_0 - f a$ in Eq. (4). As a result, neither the interdot separation nor the overlap between the FD wave functions is affected by the applied electric field.

It is often more convenient to work with basis states that are orthogonal with each other. Therefore we introduce the so-called Wannier (single-dot) states as follows [6],

$$|\psi_L \rangle = \frac{|\psi_L - g|\psi_R \rangle}{\sqrt{1 - 2g^2 G^2}}, \quad |\psi_R \rangle = \frac{|\psi_R - g|\psi_L \rangle}{\sqrt{1 - 2g^2 G^2}},$$

where $g = l/(1 + \sqrt{1 - f^2})$. Inversely, the FD states are written in the Wannier basis as

$$|\psi_L \rangle = \cos \frac{\theta}{2} |\psi_L \rangle + \sin \frac{\theta}{2} |\psi_R \rangle, \quad |\psi_R \rangle = \sin \frac{\theta}{2} |\psi_L \rangle + \cos \frac{\theta}{2} |\psi_R \rangle,$$

where $\theta = \arcsin f.$

In this Wannier basis the double quantum dot Hamiltonian has the following form:

$$H_{\text{Wannier}} = \frac{\tilde{e}_d/2}{\tilde{t}_0} - \tilde{t}_d/2,$$

where $\tilde{e}_d \equiv \langle \tilde{\psi}_L |H_{\text{DDQ}}| \tilde{\psi}_L \rangle - \langle \tilde{\psi}_L |H_{\text{DDQ}}| \tilde{\psi}_R \rangle$ is the orbital detuning between the two quantum dots, while $\tilde{t}_0 \equiv \langle \tilde{\psi}_L |H_{\text{DDQ}}| \tilde{\psi}_R \rangle$ captures the tunneling between the two quantum dots. The explicit expressions for these two parameters are [36]

$$\tilde{e}_d = -\frac{\lambda^2 \epsilon_0}{\sqrt{\pi(1 - f^2)}} \left[ e^{-(1+f)^2} - e^{-(1-f)^2} \right]$$

$$+ \sqrt{\pi} \left[ \epsilon(\lambda + f) \text{erf}(\lambda + f) - \epsilon(\lambda - f) \text{erf}(\lambda - f) \right],$$

$$\tilde{t}_0 = -\frac{\lambda^2 \epsilon_0}{2(1 - f^2)} \left[ 2 \lambda + 2f \text{erf}(\lambda + f) - \epsilon(\lambda - f) \text{erf}(\lambda - f) \right]$$

$$- (\lambda + f) \text{erf}(\lambda + f) - \frac{e^{-(1+f)^2}}{\sqrt{\pi}} \left[ 1 + e^{1\lambda} - 2e^{\lambda(1+2f)} \right].$$

where erf($x$) is the error function, and $\epsilon_0 = \hbar^2/m X_0^2$ is a characteristic geometric energy scale determined solely by intrinsic quantum dot parameters. Using that $m = 0.066m_e$ in GaAs ($m_e$ is the bare electron mass) and choosing $X_0 = 70$ nm, we find that $\epsilon_0 \approx 0.25$ meV. Note also that the tunneling parameter $\tilde{t}_0$ is always negative. Finally, an FD state on the left (right) dot can be recovered as the ground state of $H_{\text{Wannier}}$ in the $f \to +\infty$ ($f \to -\infty$) limit.

B. Leakage in transporting a single-spin qubit through a double quantum dot with no spin-orbit couplings

We now set up the basic framework to study the leakage in the transport of a single-spin qubit through this double quantum dot. We consider that a single electron is first loaded from

---

2 We do take into account the effect of the finite magnetic field explicitly in the next section where we consider leakage errors in the presence of spin-orbit couplings because the time reversal breaking by the applied magnetic field introduces qualitative issues when combined with the inversion symmetry breaking associated with the spin-orbit coupling.
a reservoir onto the left quantum dot in the positively detuned limit $f \to +\infty$, which will guarantee that it starts in an exact FD state on the left dot. Transporting the spin qubit then involves three successive stages: initialization (I), gate operation (II), and finalization (III). Specifically, in the initialization stage (I) the detuning is quickly reduced to zero within time $T_I$; in the gate operation stage (II), the electron tunnels into the right quantum dot within time $T_{II}$; and finally, in the finalization stage (III), the detuning between the dots is quickly increased to the negatively detuned limit $f \to -\infty$, in order to preserve the final state on the right dot. The ramping time in this stage usually equals $T_I$ in actual experiments.

At the end of stage III, we can evaluate the overall error during the transport, defined as the error in obtaining the desired state on the right dot at the end of stage III, i.e.,

$$\eta_{\text{overall}} = 1 - |\langle \psi_f | \psi_{\text{III}} \rangle|^2,$$  

(10)

where $\psi_{\text{III}}$ is the state at the end of stage III, and $\psi_f$ is the desired final state.

There are many possible sources of leakage errors. In this work we will focus on three typical ones. The first one arises because the ramping process cannot be instantaneous $^3$. As a result, the state at the end of stage I may not be an exact FD state on the left dot to begin with. We call this type of error the ramping error $\eta_{\text{ramping}}$, defined as the error in obtaining an FD state on the left dot at the end of stage I, i.e.,

$$\eta_{\text{ramping}} = 1 - |\langle \psi_L | \psi_I \rangle|^2,$$  

(11)

where $\psi_I$ is the state at the end of stage I. Such an error can arise even without spin-orbit couplings or additional valley states, and will be the main focus of this section.

In the presence of finite spin-orbit couplings, the spin and orbit dynamics will be entangled, and thus additional leakage errors could arise. For example, the initial spin state of the electron may not be preserved during the transport. Similarly, any spin operations performed during the transport may also be subject to errors. We will present a comprehensive analysis on this type of leakage errors in Section III.

The last type of leakage error we consider is due to the additional valley states that are present in, for example, silicon quantum dots. These valley states are usually quasidegenerate, which seems to be a source of leakage errors for spin qubit transport and operations. We will analyze this problem in some detail in Section IV.

In the present section, however, we will only consider leakage in GaAs quantum dots without spin-orbit couplings. In such a case the spin and orbital dynamics completely decouple, and thus any spin dynamics will not be affected by the transport. As a result, the only possible leakage comes from the ramping errors. We will therefore completely ignore the spin degrees of freedom in this section.

---

$^3$ Strictly speaking, a truly instantaneous ramping involving zero ramping time will introduce errors associated with leakage into all the higher orbital excited states of the system since zero ramping couples excited states at all energies—we ignore these complications since they are not of any practical relevance for the real system.
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We now focus on the gate operation stage (II), where there
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during the operations. Our calculations show that the overall error \( \eta_{\text{overall}} \) can be much reduced if we slightly reduce the operation time \( T_{II} \) in the second stage. In Fig. 3(a) we plot the overall error \( \eta_{\text{overall}} \) as a function of the time adjustment \( \Delta T_{II} \), defined as \( \Delta T_{II} = T_{II} - T_{II}^{(0)} \), where \( T_{II} \) is the actual operation time in the second stage. We can see that if the operation time \( T_{II} \) is reduced by an optimal amount \( \Delta T_{II}^{*} \), the overall error can be minimized to be below \( 10^{-6} \). Figure 3(b) further demonstrates that the optimal operation time \( T_{II} \) is shorter for larger ramping times \( T_{I} \). We also note that these results were obtained using a linear ramping process \( [s = 1 \text{ in Eq. (12)}] \) in both stage I and III. If a nonlinear ramping process is carried out, the overall error can be further reduced.

What we learn from the above analysis is that due to the ramping errors, the optimal operation time in the second stage should be reduced from half the Rabi oscillation period, i.e., \( T_{II} = T_{II}^{(0)} + \Delta T_{II}^{*} \). One intuitive way to understand this result is the following. The Rabi oscillation from the left dot to the right dot is like flipping a “spin-up” state by a \( \pi \)-pulse. On a Bloch sphere this process is like to move the initial state from the north pole to the south pole. The initial ramping error causes the Rabi oscillation to start from somewhere away from the north pole, and thus it should take less time to arrive at the south pole.

### 2. Stage II: the Rabi oscillation process

We now focus on the gate operation stage (II), where there is no detuning between the two quantum dots, so that the Hamiltonian in Eq. (8) reduces to \( H_{\text{Wannier}} = \tilde{\sigma}_{0} \sigma_{x} \), with \( \tilde{\sigma}_{0} \) being the tunneling parameter in the zero detuning limit,

\[
\tilde{\sigma}_{0} = -\frac{\lambda}{1 + \lambda^{2}} \left[ \lambda \text{erfc}(\lambda) + \frac{1 - \lambda}{\sqrt{\pi}} \right].
\]

As a result, the minimal time for an exact FD state on the left dot to tunnel to the right dot equals half the Rabi oscillation period, i.e., \( T_{II}^{(0)} = T_{Rabi}/2 = \pi \hbar /2|\tilde{\sigma}_{0}| \), where the superscript \((0)\) indicates that this is the ideal operation time if the Rabi oscillation starts from an exact FD state on the left dot. For \( \lambda = 2.0 \) and \( \epsilon_{0} = 0.25 \text{ meV} \), we estimate that \( T_{II}^{(0)} \approx 0.02 \text{ meV} \), and thus \( T_{II}^{(0)} \approx 51.70 \text{ ps} \).

However, because of the ramping errors, the state at the begin-
ning of the Rabi oscillation will not be an exact FD state on
the left dot. One may wonder how this ramping error affects
the fidelity of obtaining an FD state on the right dot at
the end of the operation, and how such errors can be corrected

\[
\eta_{\text{overall}} = \eta_{\text{ramping}} + \eta_{\text{leakage}} + \eta_{\text{other}}.
\]

As such, the overall error during the operations. Our calculations show that the overall error \( \eta_{\text{overall}} \) can be much reduced if we slightly reduce the operation time \( T_{II} \) in the second stage. In Fig. 3(a) we plot the overall error \( \eta_{\text{overall}} \) as a function of the time adjustment \( \Delta T_{II} \), defined as \( \Delta T_{II} = T_{II} - T_{II}^{(0)} \), where \( T_{II} \) is the actual operation time in the second stage. We can see that if the operation time \( T_{II} \) is reduced by an optimal amount \( \Delta T_{II}^{*} \), the overall error can be minimized to be below \( 10^{-6} \). Figure 3(b) further demonstrates that the optimal operation time \( T_{II} \) is shorter for larger ramping times \( T_{I} \). We also note that these results were obtained using a linear ramping process \( [s = 1 \text{ in Eq. (12)}] \) in both stage I and III. If a nonlinear ramping process is carried out, the overall error can be further reduced.

What we learn from the above analysis is that due to the ramping errors, the optimal operation time in the second stage should be reduced from half the Rabi oscillation period, i.e., \( T_{II} = T_{II}^{(0)} + \Delta T_{II}^{*} \). One intuitive way to understand this result is the following. The Rabi oscillation from the left dot to the right dot is like flipping a “spin-up” state by a \( \pi \)-pulse. On a Bloch sphere this process is like to move the initial state from the north pole to the south pole. The initial ramping error causes the Rabi oscillation to start from somewhere away from the north pole, and thus it should take less time to arrive at the south pole.

### C. Leakage in a DQD with smaller tunneling rates

We have been considering leakage in DQDs with relatively
large tunneling rates, with \( |\tilde{\sigma}_{0}| \approx 0.02 \text{ meV} \) in the limit of zero orbital detuning. Our goal is to demonstrate that even relatively large leakage errors, i.e., the worst case scenario from the leakage perspective, can still be corrected. Nonetheless, it seems appropriate to present some quantitative estimates using small tunneling rates closer to actual experimental values \[5, 20, 28, 31\]. In Fig. 4 we plot the ramping errors in a DQD with \( |\tilde{\sigma}_{0}| = 3.31 \text{ meV} \), which is close to the tunneling rate of 0.8 GHz measured in a recent experiment \[20\]. We find that a smaller tunneling rate generally allows for a longer
ramping time in stage I while still keeping the ramping error low. The smaller tunneling rate also provides a longer gate operation time in stage II: with $|t_0^{(0)}| = 3.31\, \text{meV}$ we estimate that $T_{II}^{(0)} \approx 312.36\, \text{ps}$. Thus, realistic tunneling rates allow for larger ramping times, which are still orders of magnitude longer than the qubit decoherence time ($> 10\, \mu\text{s}$ even in GaAs quantum dots).

There is an important caveat in modeling a given tunneling rate $t_0^{(0)}$, though. As shown in Eq. (16) $t_0^{(0)}$ depends on both $\lambda$ and $\epsilon_0$. Therefore in order to obtain a smaller $t_0^{(0)}$ than what we use in the previous discussions, we can either fix $\lambda$ and just decrease $\epsilon_0$, or use a larger $\lambda$. The first case can be accommodated with a simple rescaling of the time variable in the Schrödinger equation. In particular, the dashed curve in Fig. 4 can be obtained from the black curve in Fig. 2 by multiplying its $T_I$ variable with a factor of $0.25\,\text{meV}/0.04\,\text{meV} = 6.25$. In the second case, however, by using a larger $\lambda$, the actual overlap between two quantum dots is reduced. In this case, the ramping error is even smaller, as shown by the two solid curves in Fig. 4.

Therefore we conclude that leakage errors in current experiments are relatively small due to the small tunneling rates between the quantum dots (at least as long as spin-orbit coupling effects are negligible). However, we will continue to use larger tunneling parameters in our analysis in order to better ascertain the quantitative extent to which leakage errors can be eliminated in quantum dot spin transport even in the worst case scenario.

### III. Leakage in a Double Quantum Dot with Finite Spin-Orbit Couplings

The previous section focused on the leakage due to finite ramping times. In this section we turn to the second source of leakage errors, i.e., the presence of finite spin-orbit couplings. The entanglement of spin and orbital dynamics poses a substantial challenge in preserving the spin state during the transport process. We will show that except for some special cases, it is necessary to apply a carefully designed $2\pi$-pulse during the transport in order to help preserve the spin state. Fortunately, we find that there exists a systematic way to find $2\pi$-pulses that can fulfill such requirements. More importantly, such pulses can be designed without prior knowledge of the spin state being transported, which is highly desirable for quantum computation or quantum information processing purposes. We also consider the leakage errors when trying to perform certain spin rotations using an applied pulse while transporting the spin qubit. As expected, spin-orbit couplings often prevent such operations from being carried out exactly, and it is necessary to optimize the applied pulse in order to reduce errors. We show that the approach we develop can also provide crucial insights into how the pulse should be optimized, and we present some pertinent examples.

The general form of spin-orbit couplings in a semiconductor quantum dot is given by [25, 26, 30]

$$H_{SO} = \beta_D(s_x P_x + s_y P_y) + \alpha_B (s_y P_y - s_z P_x), \quad (17)$$

where the two terms correspond to the so-called Dresselhaus and Rashba contribution, respectively. The former appears when the inversion symmetry is broken in the bulk, while the latter appears in the presence of asymmetric confining potentials, explicitly breaking the spatial inversion symmetry. The effects of spin-orbit couplings on double quantum dots have been studied extensively in the literature [26–29]. In particular, many studies have demonstrated that the interdot tunneling $t_0^{(0)}$ can be modified by the spin-orbit coupling, which will result in a quantitative modification of the leakage in the single-spin qubit operation we described previously.

More interestingly, however, a finite magnetic field breaks the time-reversal symmetry, and allows for unequal tunneling rates between the two spin species. Quantitative estimates show that such a difference can be as large as $0.5\%$ [26]. Motivated by these considerations, we construct the following phenomenological model to capture such spin-dependent tunneling rates induced by spin-orbit couplings,

$$H(t) = \begin{pmatrix}
\tilde{\epsilon}_d + E_z & \Omega(t)e^{-i\Omega t} & \tilde{t}_0(1 + \zeta) & 0 \\
\Omega(t)e^{i\Omega t} & \tilde{\epsilon}_d - E_z & 0 & \tilde{t}_0(1 - \zeta) \\
\tilde{t}_0(1 + \zeta) & 0 & -\tilde{\epsilon}_d + E_z & \Omega(t)e^{-i\Omega t} \\
0 & \tilde{t}_0(1 - \zeta) & \Omega(t)e^{i\Omega t} & -\tilde{\epsilon}_d - E_z
\end{pmatrix}, \quad (18)$$

which is written in the basis of $\{\tilde{\psi}_{L\uparrow}, \tilde{\psi}_{L\downarrow}, \tilde{\psi}_{R\uparrow}, \tilde{\psi}_{R\downarrow}\}$. Here $E_z$ is the Zeeman splitting, $\Omega(t)$ and $\omega$ are the magnetic field pulse envelope and frequency, respectively, while the phenomenological parameter $\zeta$ accounts for the difference in the two spin tunneling rates. Without any loss of generality we will assume $\zeta > 0$ throughout our discussions. We can introduce a unitary transformation to remove the oscillatory time dependence in Eq. (18), and obtain

$$H_{\text{eff}}(t) = \begin{pmatrix}
\tilde{\epsilon}_d + \delta & \Omega(t) & \tilde{t}_0(1 + \zeta) & 0 \\
\Omega(t) & \tilde{\epsilon}_d - \delta & 0 & \tilde{t}_0(1 - \zeta) \\
\tilde{t}_0(1 + \zeta) & 0 & -\tilde{\epsilon}_d + \delta & \Omega(t) \\
0 & \tilde{t}_0(1 - \zeta) & \Omega(t) & -\tilde{\epsilon}_d - \delta
\end{pmatrix}, \quad (19)$$

where $\delta = E_z - \omega$ is the detuning of the driving field $\Omega(t)$.

#### A. Leakage in transporting a spin-up or spin-down state

We begin our analysis with the simple situation of transporting a spin-up or spin-down FD state. We will see that this special case avoids many subtle issues while still revealing the essence of the problem, thus giving us insight and intuition into the physics of the problem. We will turn to more general initial spin states at a later stage.
We first calculate the ramping errors when transporting a spin-up (or spin-down) electron in this model. Because no driving field is applied in the ramping process, the dynamics of spin-up and spin-down electrons are completely decoupled. As a result, starting with a spin-up or spin-down state has the important simplification that the spin state will not be affected by the ramping process. We thus expect that the ramping error in this case only comes from the orbital part of the wave function, and it is larger (smaller) than that in a pristine system, because the effective tunneling rate between the two quantum dots is larger (smaller). The numerical result for ramping a spin-up FD state is given in Fig. 5, which indeed shows that the corresponding ramping error increases with $\zeta$.

The overall error

Next we discuss the overall error of transporting a spin-up FD state from the left dot to the right dot. We first consider a simple shuttling of the spin qubit, in which no driving field is applied in stage II to perform spin rotations. Consequently, the dynamics of spin-up and spin-down electrons is again decoupled, and thus this situation is almost the same as the one without SOC we discussed in the previous section: by properly adjusting the gate operation time $T_{II}$, one can perform the entire operation exactly. The only caveat is the definition of the time adjustment $\Delta T_{II}^*$. Here we choose to measure it with respect to $T_{II}$ in a system without SOC; as a result we expect that $\Delta T_{II}^*$ for a spin-up electron decreases with increasing $\zeta$, because the corresponding tunneling rate is increased. The numerical results in Fig. 6(a) corroborate our expectations.

A more interesting situation arises when a $\pi$-pulse is applied in stage II to flip the electron spin, in which case the error should be measured against a spin-down FD state on the right dot. In a system with zero SOC such an operation is still exact, because the spin rotations will not be affected by orbital dynamics. However, spin-orbit couplings will generally induce errors in such a combined operation, making it difficult to perform the desired operation exactly. In what follows we would like to quantify such errors and investigate if one can reduce them by optimizing pulse shapes.

Our numerical results are shown in Fig. 6(b). We first look at the three solid lines, which corresponds to the following square $\pi$-pulse to flip the spin,

$$\Omega_{\pi}(\tau) = \frac{\pi \hbar}{2T_{II}} \equiv \Omega_0.$$  

(20)

We observe two prominent features in these curves. First, the optimal time adjustment $\Delta T_{II}^*$ in this case does not vary much with $\zeta$, in contrast to the case without a $\pi$-pulse [cf. Fig. 6(a)]. We can understand this effect as follows: while a spin-up electron accumulates a larger ramping error in stage I than it does in the zero SOC case, in stage III it becomes a spin-down electron, and thus accumulates less ramping errors. As a result, the overall ramping error will be almost the same as that in the zero SOC case, leading to an almost identical time adjustment $\Delta T_{II}^*$. The second observation is that the leakage minimum generally increases with $\zeta$. In fact, as we demonstrate in the following, when using the square pulse in Eq. (20), the leading-order leakage minimum is proportional to $\zeta^2$. However, it is difficult to gain additional insights into such leakage errors solely from the numerical results; in addition, they cannot provide explicit guidance on how to design pulse shapes that can minimize the leakage errors either.

In the following we will turn to some analytical methods. In particular, we will use time-dependent perturbation theory to construct a formalism that helps us analyze the leakage errors. Such an approach is powerful in its broad generality, because it not only helps us understand why the leakage errors arise, but also reveals the explicit constraints that the applied $\pi$-pulse must satisfy in order to minimize the leakage errors. The two dashed lines in Fig. 6(b) plot the leakage under an optimized $\pi$-pulse in Eq. (40), and we can see that the leakage error of this operation is indeed largely suppressed.

Stage II: Leakage errors in gate operations

We begin our discussions by noting that the gate operation stage is carried out when the detuning between the two quantum dots is zero ($\tilde{\epsilon}_d = 0$). Moreover, we will assume for the moment that the applied pulse is resonant with the Zeeman splitting ($\delta = 0$), leaving the more general situation to the end of this section. Under such assumptions the Hamiltonian in Eq. (19) can be written as $H_{\text{eff}}(\tau) = H_0(\tau) + V^4$, with

$$H_0(\tau) = \tilde{t}_0 \sigma_z \otimes s_0 + \Omega(\tau) \sigma_y \otimes s_z, ~ V = \zeta \tilde{t}_0 \sigma_z \otimes s_z.$$  

(21)

In this section we will use $\tau$ to represent the time variable, in order to avoid confusions with the tunneling rate $\tilde{t}_0$.  

\footnote{In this section we will use $\tau$ to represent the time variable, in order to avoid confusions with the tunneling rate $\tilde{t}_0$.}
where we adopt the convention that Pauli matrices \( \sigma_i \) act on the orbital degrees of freedom, while \( s_i \) act on the spin degrees of freedom. In the \( \zeta = 0 \) limit, the time-evolution is only governed by \( H_0(\tau) \), which can be solved exactly. Specifically, because the two terms in \( H_0(\tau) \) commute with each other, the time-evolution operator for \( H_0(\tau) \) can be written explicitly as

\[
U_0(\tau) = \exp[-i \tilde{h}_0(\tau) \sigma_y \otimes s_0] \cdot \exp[-i \hat{\Phi}(\tau) \sigma_0 \otimes s_2],
\]

(22)

where \( \Phi(\tau) = \int_0^\tau dt' \Omega(t') \) is the total area of the pulse. For example, a \( \pi \)-pulse will satisfy \( \Phi(T_{II}) = \pi/2 \), where again \( T_{II} \) is the duration of stage II.

The time evolution under \( H_{eff}(\tau) \) with a nonzero \( \zeta \) cannot be solved in a closed form. However, because \( \zeta \) is generally small [26] we can treat the \( V \) term as a perturbation to \( H_0(\tau) \). Such a problem can be handled most conveniently in the interaction picture [49]. For clarity we will adopt the notation that operators and states carrying a hat symbol are in the interaction picture, while those without are in the usual Schrödinger picture. The operators and states in these two pictures are connected by \( U_0(\tau) \) as follows,

\[
\hat{O}(\tau) = U_0^\dagger(\tau) \hat{O}(\tau) U_0(\tau), \quad |\hat{\psi}(\tau)\rangle = U_0^\dagger(\tau) |\psi(\tau)\rangle.
\]

Moreover, by definition we have that \( \hat{U}_0(\tau) = U_0(\tau) \), and that \( |\hat{\psi}(\tau = 0)\rangle = |\psi(\tau = 0)\rangle \). Therefore we will not carry a hat symbol for \( U_0(\tau) \).

We can now write down the perturbation \( V \) in the interaction picture as follows,

\[
\hat{V}(\tau) = U_0^\dagger(\tau) V U_0(\tau) = \zeta \tilde{h}_0 \sigma_\tau \otimes \left[ \cos[2 \Phi(\tau)] s_z + \sin[2 \Phi(\tau)] s_y \right],
\]

and the time-evolution operator in the interaction picture \( \hat{U}(\tau) \) is only governed by \( \hat{V}(\tau) \), i.e.,

\[
i \partial_\tau \hat{U}(\tau) = \hat{V}(\tau) \hat{U}(\tau).
\]

(24)

We can then solve \( \hat{U}(\tau) \) up to second order in \( \zeta \) as \( \hat{U}(\tau) \approx 1 + \hat{U}^{(1)}(\tau) + \hat{U}^{(2)}(\tau) \), where

\[
\hat{U}^{(1)}(\tau) = \frac{1}{i} \int_0^\tau d\tau_1 \hat{V}(\tau_1),
\]

\[
\hat{U}^{(2)}(\tau) = \frac{1}{i^2} \int_0^\tau d\tau_1 \hat{V}(\tau_1) \int_0^\tau d\tau_2 \hat{V}(\tau_2).
\]

(25)

Finally, we can return to the Schrödinger picture and evaluate the overlap between any time-evolved initial state \( |\psi(\tau)\rangle \) and the final state \( |\psi_f\rangle \) as follows,

\[
\xi(\tau) \equiv \langle \psi_f | \psi(\tau) \rangle = \langle \psi_f | U_0(\tau) \hat{U}(\tau) |\psi(0)\rangle.
\]

(26)

We will now use this formalism to analyze the leakage when flipping a spin-up state with a \( \pi \)-pulse while transporting it from the left dot to the right dot. We will demonstrate that by choosing an appropriate shape for the \( \pi \)-pulse, leakage errors up to second order in \( \zeta \) can be eliminated.

We first explore the condition to eliminate the first-order leakage error, which arises from \( \hat{U}^{(1)}(\tau) \),

\[
\hat{U}^{(1)}(\tau) = -i \zeta \tilde{h}_0 \sigma_y \otimes \left[ s_z \int_0^\tau d\tau_1 \cos[2 \Phi(\tau_1)] + s_y \int_0^\tau d\tau_1 \sin[2 \Phi(\tau_1)] \right].
\]

(27)

Note that for a \( \pi \)-pulse, the time evolution operator \( U_0(\tau) \) satisfies \( U_0(\tau = T_{II}) = -\sigma_s \otimes s_s \). Consequently, the contribution to the wave function overlap \( \xi(\tau) \) from \( \hat{U}^{(1)}(\tau) \) is

\[
\xi^{(1)}(T_{II}) \equiv \langle \psi_f | \otimes \langle \psi_{II} | U_0(T_{II}) \hat{U}^{(1)}(T_{II}) |\psi_L\rangle \otimes |\psi_f\rangle \propto \langle \psi_L | s_z s_z |\psi_f\rangle \int_0^{T_{II}} d\tau_1 \cos[2 \Phi(\tau_1)]
\]

(28)

where we have identified that the contribution from the other term in \( \hat{U}^{(1)}(\tau) \) vanishes because \( \langle \psi_{II} | s_z s_z |\psi_f\rangle \equiv 0 \). As a result, in order to eliminate the first-order leakage error, we need a pulse that satisfies

\[
\int_0^{T_{II}} d\tau \cos[2 \Phi(\tau)] = 0.
\]

(29)
Many $\pi$-pulses satisfy this constraint, including the square pulse in Eq. (20) and $\Omega_{\text{sech}}(t)$ we introduce in Eq. (40) below. In fact, all $\pi$-pulses symmetric with respect to half of its period $T_{\Pi}/2$ (or “symmetric pulses” for short),

$$\Omega(T_{\Pi}/2 - \tau) = \Omega(T_{\Pi}/2 + \tau), \quad (0 < \tau < T_{\Pi}/2), \quad (30)$$

automatically satisfy this constraint. This conclusion can be proved by noting that all symmetric pulses satisfy $\Phi(T_{\Pi}/2 - \tau) = \pi/2 - \Phi(T_{\Pi}/2 + \tau)$, and thus

$$\int_0^{T_{\Pi}/2} d\tau \cos[2\Phi(\tau)] = -\int_0^{T_{\Pi}/2} d\tau \cos[2\Phi(\tau)]. \quad (31)$$

One can also see from the proof that this conclusion holds for $\pi$-pulses only, while more general situations are considered below. In contrast, the following $\pi$-pulse is an example that cannot eliminate even the first-order leakage error,

$$\Omega(\tau) = \frac{6\pi h}{T_{\Pi}} \tau \cdot (T_{\Pi} - \tau). \quad (32)$$

Next we study the condition to minimize the second-order leakage error, which arises from $\dot{U}^{(2)}(\tau)$,

$$\dot{U}^{(2)}(\tau) = -\xi^2 \int_0^\tau d\tau_1 \int_0^{\tau_1} d\tau_2 \left\{ \cos[2\Phi(\tau_1) - 2\Phi(\tau_2)] + i\epsilon \sin[2\Phi(\tau_1) - 2\Phi(\tau_2)] \right\}. \quad (33)$$

Our first observation is that the contribution to $\xi^2(T_{\Pi})$ from the second term in $\dot{U}^{(2)}(\tau)$ is proportional to $\langle |s_s, s_s| \rangle$ and thus vanishes. As a result, the correction to the wave function overlap is given by

$$\xi^2(\tau) = -\frac{\xi^2 T_0^2}{2} \int_0^\tau d\tau_1 \int_0^{\tau_1} d\tau_2 \cos[2\Phi(\tau_1) - 2\Phi(\tau_2)] \quad (34)$$

which then gives rise to the following leakage error

$$\eta^2 = 1 - \left| 1 + \xi^2(T_{\Pi}) \right|^2 \approx 2\xi^2(T_{\Pi}). \quad (35)$$

It is also worth noting that the orbital part of the wave function will not carry additional leakage errors once the gate operation time is optimized. Therefore in order to minimize the leakage error at this order the pulse shape should satisfy

$$\int_0^{T_{\Pi}} d\tau \int_0^{T_{\Pi}} d\tau_2 \cos[2\Phi(\tau_1) - 2\Phi(\tau_2)] = 0. \quad (36)$$

For symmetric $\pi$-pulses, which automatically satisfy the first condition in Eq. (29), the above condition can be simplified to

$$\int_0^{T_{\Pi}} d\tau \sin[2\Phi(\tau)] = 0. \quad (37)$$

Before we proceed to find optimized pulse shapes that cancel second-order leakage errors, we want to use the above results to understand the leakage minimum of the two solid curves in Fig. 6(b), which corresponds to using the square pulse in Eq. (20). In such a case, the correction to the wave function overlap is

$$\xi^2(T_{\Pi}) = -\frac{\xi^2 T_0^2}{2h^2} \int_0^{T_{\Pi}} d\tau \int_0^{T_{\Pi}} d\tau_2 \cos[2\Phi(\tau_1) - 2\Phi(\tau_2)]$$

$$= -\frac{\xi^2 T_0^2}{2h^2} = -\frac{\xi^2}{2} \left[ \frac{T_{\Pi}}{T_{\Pi}^{(0)}} \right]^2 \approx -\frac{\xi^2}{2} \times 0.94^2, \quad (38)$$

where $T_{\Pi}^{(0)}$ is the gate operation time if there were no ramping errors, while $T_{\Pi} \equiv T_{\Pi}^{(0)} - \Delta T_{\Pi}$ is the optimized gate operation time. As a result, the overall leakage error is given by

$$\log_{10} \eta = \log_{10} \left[ 2\xi^2(T_{\Pi}) \right] \approx 2 \log_{10} \left[ \xi T_{\Pi}/T_{\Pi}^{(0)} \right]. \quad (39)$$

Therefore, the minimum for the red solid curve and the blue solid curve in Fig. 6(b) should be at $\approx 3.44$ and $\approx 4.04$, respectively, which agree well with the numerical results.

Having understood the leakage errors under a square $\pi$-pulse, we now proceed to determine which pulse shapes can satisfy the condition in Eq. (37), so that the leakage error at this order can also be minimized. We propose that in the $a \to \infty$ limit the following pulse shape

$$\Omega_{\text{sech}}(\tau) = \frac{\pi h a}{4 T_{\Pi}^2} \text{sech}^2 \left( a \left( \frac{\tau}{T_{\Pi}} - \frac{1}{2} \right) \right) \quad (40)$$

FIG. 7. (a) Comparison of the square $\pi$-pulse $\Omega_{\text{sq}}(\tau)$ in Eq. (20) [dashed line] and the sech-shaped $\pi$-pulse $\Omega_{\text{sech}}(\tau)$ in Eq. (40) [solid line]. Here $\Omega_{\text{sech}}(\tau)$ has $a = 20$. The inset shows a comparison of the corresponding $\Phi(\tau)$ for the two pulses. (b) Comparison of the integral kernel in Eq. (37) for $\Omega_{\text{sq}}(\tau)$ and $\Omega_{\text{sech}}(\tau)$, respectively.
will be a good candidate, which is compared with the square pulse in Fig. 7. In particular, we find that for such a pulse with $a = 20$ the resulting correction to the wave function overlap is
\[
\xi^{(2)}(T_H) \approx -\frac{\xi^2}{2} \times 0.02, \tag{41}
\]
which is almost 45 times smaller than that for a square pulse [cf. Eq. (38)]. The two dashed lines in Fig. 5(b) shows the overall leakage error when using this pulse with $a = 20$ to flip the electron spin in stage II. We find that it indeed leads to a much reduced leakage error.

B. Summary and generalization of the error-reduction scheme

In the above discussions we have developed a theory to analyze and reduce the leakage errors when transporting a single-spin qubit through a DQD with finite spin-orbit couplings. Although the theory was developed using the example of transporting a spin-up or spin-down state in the presence of a $\pi$-pulse, it is fairly general and can be easily extended to analyze the leakage during many other spin operations. Therefore here we would like to summarize the above formalism and extend it to incorporate a more general spin Hamiltonian.

The Hamiltonian we consider takes the form $H_{\text{eff}}(\tau) = H_0(\tau) + V$, where $V = \xi_0 \sigma_x \otimes s_z$ is still the term that captures the spin-dependent tunnelings, and
\[
H_0(\tau) = \tilde{t}_0 \sigma_x \otimes s_0 + \sigma_0 \otimes H_s(\tau), \tag{42}
\]
where $H_s(\tau)$ is now a general spin Hamiltonian. In order for the above error correction scheme to work, we need to first identify the zeroth-order operation $U_0(\tau)$, which can perform the desired operations exactly within time $T_H$. For the Hamiltonian in Eq. (42), the spin and orbital degrees of freedom in $U_0(\tau)$ are still separable, and thus we can write
\[
U_0(\tau) = \exp \left[ -i \tilde{t}_0 \sigma_x \otimes s_0 \cdot \sigma_0 \otimes U_s^{(0)}(\tau) \right], \tag{43}
\]
where $U_s^{(0)}(\tau)$ is the time-evolution operator for $H_s(\tau)$. Because $U_s^{(0)}(\tau)$ performs the desired spin rotation exactly, we must have $\langle \chi_f | = \langle \chi_i | U_s^{(0)}(T_H) \rangle$, where $| \chi_i \rangle$ and $| \chi_f \rangle$ are the initial and final spin states, respectively.

We can then write the operator $V$ in the interaction picture as follows,
\[
\hat{V}(\tau) = U_0(\tau)^\dagger V U_0(\tau) = \xi_0 \sigma_x \otimes \hat{V}_s(\tau), \tag{44}
\]
where $\hat{V}_s(\tau)$ acts only on the spin degrees of freedom. Subsequently, we can write down the $n$th order (in $\xi$) spin time-evolution operator in the interaction picture as follows,
\[
\hat{U}_s^{(n)}(\tau) = \frac{1}{n!} \frac{1}{\mathcal{T}} \int_0^\tau d\tau_1 \cdots \int_0^\tau d\tau_n \mathcal{T} \left[ \hat{V}_s(\tau_1) \cdots \hat{V}_s(\tau_n) \right], \tag{45}
\]
where $\mathcal{T}$ is the time ordering operator [49]. As a result, the $n$th order correction to the wave function overlap is
\[
\xi^{(n)}(T_H) \propto \langle \chi_f | \hat{U}_s^{(n)}(T_H) \hat{U}_s^{(0)}(T_H) | \chi_i \rangle = \langle \chi_i | \hat{U}_s^{(n)}(T_H) | \chi_i \rangle,
\]
where $| \chi_i \rangle$ and $| \chi_f \rangle$ are the initial and final spin state, respectively. Therefore, in order to cancel out the $n$th order error, i.e., $\xi^{(n)}(T_H) = 0$, we need $\hat{U}_s^{(n)}(T_H)$ to rotate the initial spin state $| \chi_i \rangle$ to a state that is orthogonal to it. This result makes it easy to read off constraints on the pulse from the form of $\hat{U}_s^{(n)}(T_H)$: if the Bloch vector associated with the initial state $| \chi_i \rangle$ points along a direction $\hat{k}$, then we want $\hat{U}_s^{(n)}(T_H) \propto \hat{p} \cdot \hat{s}$, where $\hat{p}$ is orthogonal to $\hat{k}$, and $\hat{s} = \{ s_x, s_y, s_z \}$. In the example we discussed in Section III A, the initial state is a spin-up state, corresponding to a Bloch vector pointing along the $\hat{x}$ direction. As a result, if the time-evolution operator has the form $\hat{U}_s^{(n)}(T_H) = a_s s_x + a_s s_y$ for any $a_s$ and $a_\gamma$, the corresponding leakage error will vanish. Therefore we obtain the pulse shaping constraints that the identity and $s_z$ components of $\hat{U}_s^{(n)}(T_H)$ must vanish. These are exactly the implications of the two error-reduction conditions in Eq. (29) and (37).

In what follows we will use this generalized formalism to analyze a few interesting scenarios, and demonstrate how it can help one derive the appropriate pulse shaping conditions for error reductions. For simplicity we will neglect the ramping errors for all subsequent discussions, and just focus on the errors that arise during the transport process.

C. Leakage in transporting an arbitrary spin state

In this subsection we would like to discuss the consequences of transporting an arbitrary spin state in this spin-dependent tunneling model. Specifically we assume that its initial orbital wave function is an exact FD state on the left dot, while its initial spin state $| \chi_{a,\gamma} \rangle$ is given generally by
\[
| \chi_{a,\gamma} \rangle = \cos \frac{\alpha}{2} | \uparrow \rangle + \sin \frac{\alpha}{2} | \downarrow \rangle, \tag{46}
\]
with $\alpha \in [0, \pi]$, and $\gamma$ is some arbitrary phase of the spin state. In particular, $\alpha = 0$ and $\pi$ correspond to the spin-up and spin-down state, respectively, while $\alpha = \pi/2$ corresponds to an eigenstate of $s_z$.

We find that even the simple transport of a spin state other than spin-up or spin-down is no longer exact in this model. Such an effect is illustrated in Fig. 8(a), as we now explain in details. First, remember from the previous discussions that transporting a spin-up state is subject to a larger tunneling rate $\tilde{t}_0(1 + \xi)$ than that in a pristine system. As a result, we expect a reduced $T_H$ time. However, as long as we tune $\Delta T_H$ accordingly, such an operation is still exact, as illustrated by the gray dotted line in Fig. 8(a). In contrast, the transport of any other spin state will be accompanied by some finite errors. Even though one can tune $\Delta T_H$ to minimize such an error, the residual error is still rather large. Besides, the residual error increases with $\alpha$ monotonically for $0 < \alpha < \pi/2$, and reaches its maximum at $\alpha = \pi/2$, which is marked by the red dot in Fig. 8(a). In fact we can show that the error at this red dot is first-order in $\xi$. Finally, we note that in the absence of an applied pulse $\Omega(\tau)$, the leakage error will not be affected by the phase $\gamma$ of the initial spin state, because the wave function overlap here only contains expectation values of $s_0$ and $s_z$. 
Transport error when a $2\pi$ plot does not include ramping errors. The SOC parameter is set to two pulses state. The blue and black solid lines are the same as those in (a). The FIG. 8. (a) Error in transporting an arbitrary spin state $|\zeta\rangle$ in $\Omega$ respectively, and the still carry out the transport within the same that (i) the gate operation time need not be changed: one can such errors can be largely suppressed by applying a carefully that it is no longer viable. Fortunately, this is not the case: (iii) in order to eliminate the second-order error in $\zeta$, the applied $2\pi$-pulse should satisfy additionally

$$C_2 + iS_2 \sin \alpha \cos \gamma = 0,$$

where

$$C_2 = \int_0^\tau d\tau_1 \int_0^{\tau_1} d\tau_2 \cos[2\Phi(\tau_1) - 2\Phi(\tau_2)],$$

$$S_2 = \int_0^\tau d\tau_1 \int_0^{\tau_1} d\tau_2 \sin[2\Phi(\tau_1) - 2\Phi(\tau_2)].$$

The single equation in Eq. (49) contains two separate requirements: that $C_2$ must always vanish, and that $S_2 = 0$ when $\sin \alpha \cos \gamma \neq 0$. We can see from this analysis that the phase $\gamma$ of the spin state will affect the leakage if a $2\pi$-pulse is applied to help preserve the spin state, in contrast to the case without an applied pulse.

It is not difficult to find $2\pi$-pulses that satisfy the two conditions in Eqs. (47) and (49). However, the set of pulses that satisfy $C_1 = S_1 = 0$ has two key advantages for spin qubit operations. First of all, the condition that $C_1 = S_1 = 0$ will immediately lead to $C_2 = S_2 = 0$. Therefore this set of pulses simultaneously satisfies both conditions, and thus can eliminate errors up to at least second order in $\zeta$. More importantly, they can satisfy these two conditions regardless of the initial spin state of the spin qubit being transported. The fact that leakage-suppressed transport can be achieved without any knowledge of the spin state is quite surprising, and highly desirable for quantum computation and quantum information processing purposes.

Even if we restrict our attention to pulses satisfying $C_1 = S_1 = 0$, there still remains a vast number of solutions. One simple and practical candidate is the following square pulse

$$\Omega_{sq}^L(\tau) = \frac{\pi \hbar}{T_{II}},$$

The black dashed line in Fig. 8(b) plots the error of transporting a spin state with $\alpha = \pi/6$ and $\gamma = 0$ in the presence of this pulse, and indeed shows a substantial error reduction. In fact, the leakage error under this square pulse can be written in a closed form as follows,

$$\eta = \sin^2 \left[ \frac{\pi}{\sqrt{1 + (\zeta/2)^2}} \left[ 1 - \frac{2(\cos \gamma \sin \alpha + l\cos \alpha)}{4 + \zeta^2} \right] \right],$$

where $l$ is the overlap between the two FD states $\psi_L$ and $\psi_R$ [cf. Eq. (5)]. The above result further shows that the leading-order error is actually proportional to $\zeta^4$, i.e.,

$$\eta \approx \frac{\pi^2 \zeta^4}{64} \left[ 1 - \sin^2 \alpha \cos^2 \gamma \right] + O(\zeta^5),$$

which explains the substantial error reduction by this square $2\pi$-pulse. In particular, the minimum of the black dashed line in Fig. 8(b) will be at $\log_{10} \eta_{\text{min}} \approx -8.94$.

We are not satisfied with just the square pulse, however, because pulses in actual experiments cannot be switched on infinitely quickly, making purely square pulses somewhat unrealistic. It is thus imperative for us to demonstrate that there exist more practical pulse shapes that satisfy the two conditions we specify in Eqs. (47) and (49). Fortunately such pulses
do exist. As an example of more practical pulses that still satisfy $C_1 = S_1 = 0$ we design the following pulse,

$$\Omega^{(2\pi)}(\tau) = \frac{hA}{T_H} \sin^2 \frac{\pi(4z-1)/2}{\sqrt{16\sin^2(\pi(4\zeta-1)/2) - 4\sin^2[\pi(4\zeta-1)] - 1}}, \quad (53)$$

where $z = \tau/T_H \in (0,1)$, and $A \approx 16\pi^2/10.59$. Such a pulse is shown in Fig. 9. Numerical simulations show that this pulse can preserve the initial spin state very well. In fact, the leakage error under this pulse nearly coincides with the result for the square pulse in Eq. (54), and thus is not separately shown in Fig. 8(b). However, we do find that the leakage minimum for this pulse is even lower, at $\log_{10} \eta_{\text{min}} \approx -9.40$.

Before we end this subsection, we want to make some additional comments on the two conditions (47) and (49). First, we emphasize that they are in fact the most general error reduction conditions one can write down in the zero spin detuning case ($\delta = 0$), and therefore they constitute one of the main results of this paper. In particular, the two conditions we derived in Eq. (29) and (37) correspond to the special limits of $C_1 = 0$ and $C_2 = 0$, respectively.

In addition, one should not be deceived by the innocuous form of the two conditions in Eqs. (47) and (49): although not obvious, these two conditions crucially depend on the area of the pulse. For example, when $\gamma = 0$ the condition (47) reduces to $C_1 = 0$, which looks almost identical to Eq. (29).

However, this is where the similarity ends. Unlike $\pi$-pulses, symmetric $2\pi$-pulses will no longer satisfy $C_1 = 0$ by default, and thus in general cannot eliminate first-order errors in transporting a spin state. Moreover, unlike its $\pi$-pulse counterpart, the following sech-shaped $2\pi$-pulse,

$$\Omega^{(2\pi)}_{\text{sech}}(\tau) = \frac{\pi hA}{2T_H} \sech^2 \left[ a \left( \frac{\tau}{T_H} - \frac{1}{2} \right) \right], \quad (54)$$

is also no longer a good candidate to preserve the spin here: the effect of this pulse is shown by the red dotted line in Fig. 8(b), and we can see that it is barely better than not applying a pulse at all [cf. the blue line therein]. All these differences are attributed to the fact that $2\pi$-pulses have twice the area of a $\pi$-pulse. Figure 10 provides an intuitive understanding of why the square pulse in Eq. (51) satisfies the condition $C_1 = 0$ while the sech-shaped pulse in Eq. (54) does not. The influence of different pulse shapes on spin shuttling is thus quite subtle and nonintuitive.

### D. Leakage of an arbitrary rotation by $sx$

Having discussed the transport of an arbitrary initial spin state, one may wonder what the consequences are of flipping
angle of the two rotations are 2. Note that for this problem it is generally no longer possible to tail...

The question we want to address is illustrated in Fig. 11. Specifically, we study the leakage when an arbitrary spin state (red arrow) undergoes a general \( s_x \)-rotation during the transport. The angle of the spin rotation will be \( 2\theta \), with \( \theta \) being the area of the pulse that performs the \( s_x \) rotations. To simplify our discussions we will further assume that \( \gamma \equiv \pi/2 \), so that the spin state always lies in the \( y-z \) plane. Thus, the first-order error reduction condition in Eq. (47) simplifies to

\[
C_1 \cos \alpha = S_1 \sin \alpha.
\]

One then needs to determine what pulse shapes can satisfy this condition and thereby eliminate first-order leakage errors. Note that for this problem it is generally no longer possible to find pulse shapes that suit all initial spin states and/or all different \( s_x \) rotations; instead we have to tailor the pulse shapes for each individual case. The reason is that in many cases the \( s_x \) rotation performed simply precludes the possibility that \( C_1 = S_1 = 0 \). For example, for an \( s_x \) rotation by a pulse with area \( \pi/3 \), the integrand of \( S_1 \) is always positive, and thus no pulse shapes can possibly satisfy \( S_1 = 0 \).

In the following we present two examples to illustrate how the condition in Eq. (55) can help one design appropriate pulse shapes for efficient error corrections.

As the first example, we would like to show the effects of square and sech-shaped pulses, defined as

\[
\Omega_{q}^{(\theta)} = \frac{\theta \hbar}{2T_H}, \quad \Omega_{\text{sech}}^{(\theta)}(\tau) = \frac{\theta \hbar a}{2T_H} \text{sech}^2 \left[ a \left( \frac{\tau}{T_H} - \frac{1}{2} \right) \right].
\]

They both cover an area of \( \theta \) for \( \tau \in (0, T_H) \), and thus can perform an \( s_x \)-rotation with an angle of \( 2\theta \). However, these two pulses are limited in the sense that the corresponding ratio \( C_1/S_1 \) is fixed by their area, i.e., \( C_1/S_1 \equiv \cot \theta \). As a result, they can only satisfy the constraint in Eq. (55) for \( \alpha = \pi/2 - \theta \). Therefore, they will only be useful for the specific operation that the initial spin state \( |x, \pi/2 \rangle \) is rotated about the \( x \)-axis by an angle of \( \pi - 2\alpha \). Such a rotation for the initial state of \( \alpha = \pi/4 \) is illustrated by the rotation marked by \( 2\theta \) in Fig. 11.

For more general \( s_x \) rotations one has to find in each case the pulses for which the ratio \( C_1/S_1 \) can be adjusted independently of their area. For instance, let us consider

\[
\Omega_{\cos}(\tau) = \frac{\pi \hbar a \theta}{2T_H} \left( \frac{\tau}{T_H} \right)^{a-1} \cos \left[ \frac{\pi}{2} \left( \frac{T_H}{\tilde{T}_H} \right)^a \right], \quad (\alpha > 1)
\]

which covers a fixed area \( \theta \) regardless of \( a \). Therefore, we can use \( a \) to adjust the ratio \( C_1/S_1 \), and adapt the pulse shape for a given initial spin state \( \alpha \). As an example, if we want to rotate the same initial spin state \( \alpha = \pi/4 \) in Fig. 11 by a different angle \( 2\theta_2 = 2\pi/3 \), we can use this pulse with \( a \approx 2.379 \), so that at least the first-order leakage error can be eliminated.

### E. Generalization to arbitrary spin rotations

Having discussed the transport and \( s_x \)-rotation of an arbitrary spin state, we would like to finally generalize to also include arbitrary spin rotations. To achieve this we need to drop the assumption that the driving field \( \Omega(t) \) is always resonant with the Zeeman splitting. Therefore, the Hamiltonian we consider in this subsection is given by

\[
H_{\text{eff}}(\tau) = H_0(\tau) + V,
\]

where \( V = \zeta \sigma_y \otimes s_x \) and

\[
H_0(\tau) = \tilde{T}_0 \sigma_x \otimes s_0 + \sigma_0 \otimes H_x(\tau), \quad H_x(\tau) = \Omega(\tau) s_x + \frac{\delta}{2} s_x,
\]

where \( \delta \) is the spin detuning. Note that for convenience the above Hamiltonian has been written in a different spin basis than that in Eq. (21), and that they are related by a Hadamard transformation,

\[
\mathcal{U} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.
\]

To solve this time-dependent problem, we first note that the two terms in \( H_0(\tau) \) still commute with each other. As a result, the time-evolution operator for \( H_0(\tau) \) are still given generally by Eq. (43). However, its spin part \( U_s^{(0)}(\tau) \) no longer assumes the simple form in Eq. (22), and thus needs to be calculated separately for each different spin operations. Nonetheless, some general properties of \( U_s^{(0)}(\tau) \) can still be drawn. We start by noting that because \( U_s^{(0)}(\tau) \) is unitary, we can parametrize it generally as follows [50, 51]

\[
U_s^{(0)}(\tau) = \begin{pmatrix} u_{11} & -u_{12}^* \\ u_{21} & u_{11}^* \end{pmatrix},
\]
where both $u_{11}$ and $u_{21}$ are ordinary complex numbers. If we introduce a pair of new variables
\[
D_s = \frac{1}{\sqrt{2}} e^{i \alpha} (u_{11} \pm u_{21}) ,
\]
the Schroedinger equation for $u_{11}$ and $u_{21}$ can be written compactly as follows,
\[
D_s = -i \Omega(\tau) e^{i \alpha} D_s .
\]
We can then write down the spin-orbit coupling term $V$ in the interaction picture as follows,
\[
\hat{V}_s(\tau) = \left( |D_+|^2 - |D_-|^2 \quad 2D_+ D_-^* \right) .
\]

Thus, according to the general formalism in Section III B, the condition to eliminate the first-order error is given by
\[
\langle \tilde{\chi}_i \big| \int_0^{T_H} d\tau_1 \hat{V}_s(\tau_1) \big| \tilde{\chi}_i \rangle = 0 ,
\]
while the condition to eliminate the second-order error is
\[
\langle \tilde{\chi}_i \big| \int_0^{T_H} d\tau_1 \int_0^{T_H} d\tau_2 \hat{V}_s(\tau_1) \hat{V}_s(\tau_2) \big| \tilde{\chi}_i \rangle = 0 .
\]
The condition in Eq. (64) can be written more explicitly. There is one caveat, however, as we have transformed to a different spin basis. As a result, the initial spin state here $|\tilde{\chi}_i\rangle$ is related to the more familiar one in Eq. (46) by
\[
|\tilde{\chi}_i\rangle = U|\chi_{a,\gamma}\rangle .
\]
After some simplifications, the first-order error-reduction condition in Eq. (64) reads,
\[
\mathcal{A} \sin \alpha \cos \gamma + 2 \Re \mathcal{B} \cos \alpha + 2 \Im \mathcal{B} \sin \alpha \sin \gamma = 0 ,
\]
with
\[
\mathcal{A} = \int_0^{T_H} d\tau_1 \left| D_+ \right|^2 - \left| D_- \right|^2 , \quad \mathcal{B} = \int_0^{T_H} d\tau_1 D_+ D_- .
\]
The further simplification of Eq. (65) is less useful, and we will not write it down here.

In general, the two conditions (64) and (65) impose constraints on the functional form of $D_+$ and $D_-$, which in turn place requirements on the pulse shape $\Omega(\tau)$. However, the general solution of this problem is beyond the scope of this work, and we will leave it for the future.

### IV. Leakage in Spin Qubits Based on a Single Silicon Quantum Dot

Having discussed leakage errors due to finite spin-orbit couplings, we now turn to the last source of leakage errors: the presence of multiple valley states, (e.g., in Si or Ge conduction band). In semiconductors it is common that there exist more than one minimum in the conduction band, and that they are degenerate with each other. These degenerate conduction band minima are called the “valleys” of the band structure, and they often give rise to interesting electronic properties [52–55].

Silicon, one of the most-studied spin quantum computing platforms, is well known for its multivalley structure in the conduction band. In particular, there are six valleys in its bulk conduction band. Upon confinement along the growth direction $\hat{z}$, the six valleys split into a low-energy twofold-degenerate subspace, and a high-energy fourfold-degenerate one in the two-dimensional quantum dot systems of interest in the present work. The energy separation between these two valley subspaces is of the order of a few meV [56], and thus the leakage into the high-energy subspace is highly suppressed, and will not likely pose a problem for spin-qubit operations within the low-energy subspace. However, the question still remains of whether the presence of a second valley state in the low-energy subspace will complicate the operation of a single-spin qubit.

In this section we will analyze this problem in some detail. However, our discussions will be limited to the leakage in operating single-spin qubits in a single silicon quantum dot, for several reasons. First, the leakage due to multiple valley states already fully manifests itself in a single silicon quantum dot. Therefore, it seems appropriate to address the single-dot case first. Second, the single-dot double-valley structure in silicon makes a nice comparison with the double-dot single-valley structure in GaAs, which is interesting in its own right. Third, in certain limits the generalization to double quantum dots can be straightforward, especially because we only consider electron problems. For example, if we assume that the two quantum dots have identical valley-orbit couplings (defined below), the electron will only tunnel between like valley eigenstates [37]. In this case many results in the double quantum dot in Si case will be qualitatively the same as those we found for GaAs. We emphasize that now we are considering two valleys and one quantum dot, whereas before we considered two quantum dots and one valley. Later, we will compare and contrast these situations.

The main results of this section can be summarized as follows. (i) a rough interface potential will couple the twofold degenerate valley states at $k_\pm = \pm k_0 \xi$ (this mechanism is often referred to as the “valley-orbit coupling”), leading to a valley splitting $\Delta$ between them; (ii) in the limit of $\Delta \gg k_B T$, a single-spin qubit can be initialized with a high fidelity within the two spin states in the lower valley eigenstate; (iii) in a pristine system, the two valley eigenstates are orthogonal to each other, and there will be no leakage to the other valley eigenstate, regardless of their energy separations; (iv) external perturbations like spin-orbit couplings will indirectly couple the two valley eigenstates, leading to finite leakage errors near certain “leakage hot spots”. However, such leakage errors can be avoided if the gate operations are performed away from

---

5 The situation can become more involved for two-electron problems due to electron-electron interactions.
such leakage hot spots. We now provide below the theoretical details leading to these conclusions.

### A. Valley eigenstates in a single silicon quantum dot

We consider a single silicon quantum dot located at \( \mathbf{R} = (X_0, 0, 0) \), described by the following Hamiltonian

\[
H = H_0 + V(r) + H_v,
\]

where \( H_0 \) and \( V(r) \) are the kinetic energy and the confinement potential respectively, given by

\[
H_0 = \frac{(p + e \mathbf{A})^2}{2m_t}, \quad V(r) = \frac{\hbar \omega_0}{2a^2} \left[ (x - X_0)^2 + y^2 \right] + \frac{\hbar \omega_c}{2b^2} z^2,
\]

where \( m_t = 0.191 m_0 \) is the transverse effective mass for Silicon (\( m_0 \) is the bare electron mass). Moreover, \( a = \sqrt{\hbar / m_t \omega_0} \) is the in-plane FD radius, and \( b \) is the growth-direction confinement length. The term \( H_v \) in the Hamiltonian is the valley-orbit coupling term which we will discuss below.\(^6\)

In the absence of \( H_v \), the two valley states in this low-energy branch remain degenerate, and their wave functions can be written generally as

\[
| \psi_{\lambda}(r) \rangle = \varphi(r) e^{ik_\lambda \cdot r} u_{\lambda}(r),
\]

where \( \lambda = \pm \) labels the two valleys located at \( k_{\lambda \pm} = \pm k_0 \hat{z} \), with \( k_0 = 0.85(2\pi / a_{\text{si}}) \), and the lattice constant of silicon is \( a_{\text{si}} = 5.43 \text{ Å} \). The envelope function is

\[
\varphi(r) = \frac{1}{\pi^{3/4} \sqrt{a^2 b}} e^{-\left[ (x - X_0)^2 + y^2 / 2a^2 \right]} e^{-z^2 / 2b^2},
\]

while the lattice-periodic part is \( u_{\lambda}(r) = \sum_\mathbf{K} c_{\lambda, \mathbf{K}} e^{i \mathbf{K} \cdot \mathbf{r}} \), with \( \mathbf{K} \) the reciprocal lattice vectors.

The overlap between the two valley states \( | \psi_{\lambda \pm} \rangle \) is nonzero, but is suppressed by an exponential factor \( e^{-b^2 Q_\lambda^2 / 4} \), with \( Q_\lambda = (2\pi / a_{\text{si}}) - 2k_0 \), and \( n_\lambda \) is an integer. With a typical confinement length \( b \simeq 3 \text{ nm} \), we find that \( b^2 Q_\lambda^2 / 4 \approx 29.5 \) for \( n_\lambda = 0 \), and that \( b^2 Q_\lambda^2 / 4 \approx 12.2 \) for \( n_\lambda = 1 \). However, for a smaller \( b \), this overlap can be larger.

Note that the length parameter \( b \) is nonuniversal and depends on the theoretical details of the confinement potential in the \( z \)-direction \([56, 57]\), except that typically \( b \ll X_0 \).

#### 1. Valley-orbit coupling and valley eigenstates

The degeneracy of the valley states will be lifted if the interface potential is sharp on the atomic scale, leading to a finite valley splitting |\( \Delta \)|, which can be as large as 0.8 meV, but is typically \( \sim 0.1 \text{ meV} \).\(^{30, 33-40} \) Moreover, both the magnitude and phase of \( \Delta \) can be controlled by an electric field in the experiment. In this work we adopt a phenomenological model \([37]\) for the valley-orbit coupling term \( H_v \) in the Hamiltonian \((69)\), with

\[
\langle \tilde{\psi}_+ | H_v | \tilde{\psi}_- \rangle = |\Delta| e^{-i \epsilon}.
\]

Note that similar to the case of double quantum dots, we have introduced a pair of orthogonalized valley states \( | \tilde{\psi}_{\lambda} \rangle \), which are related to the bare valley states in Eq. \((71)\) as follows,

\[
| \tilde{\psi}_+ \rangle = \frac{| \psi_+ \rangle - g| \psi_- \rangle}{\sqrt{1 - 2gl + g^2}}, \quad | \tilde{\psi}_- \rangle = \frac{| \psi_- \rangle - g| \psi_+ \rangle}{\sqrt{1 - 2gl + g^2}},
\]

where \( l = \langle \psi_+ | \psi_- \rangle \) is the overlap between the bare valley states, and \( g = l / (1 + \sqrt{1 - l^2}) \). We can then diagonalize \( H_v \) in this basis, and obtain the valley eigenstates \( | \tilde{\psi}_{\lambda} \pm e^i \epsilon \tilde{\psi}_{\lambda} \rangle / \sqrt{2} \).

These two valley eigenstates are orthogonal, and are separated by an energy \( E_{\text{VS}} = 2|\Delta| \), which is a parameter of our theory.

### B. Leakage in a single-spin qubit in silicon

We would like to examine the role of the valley degree of freedom in the operation of a single-spin qubit in silicon; in particular, whether the two closely spaced valley eigenstates will give rise to serious experimental challenges in spin transport. One important issue is the proper initialization of the single-spin qubit, which depends crucially on the size of the valley splitting \( 2|\Delta| \); only in the limit of \( 2|\Delta| \gg k_B T \) can one initialize the electron into a definite orbital state with a high fidelity \([34, 39, 43]\). Given that the experimental value of Si valley splitting is 0.1 meV or larger, and the experiments are typically carried out at less than 100 mK, the low temperature condition applies, and we consider only the \( T = 0 \) situation.

Our main interest in this work, however, is in whether the nearby valley state will lead to additional leakage channels in the spin qubit operations. In a pristine system the answer is obviously no, because as we showed above, the two valley eigenstates are orthogonal to each other. As a result, single spin rotations in a given valley eigenstate can be performed without leakage to the other valley, as long as there is a finite splitting between the two valleys. We will not consider the case where the two valleys are degenerate, because in such a case we cannot define a single-spin qubit to begin with, and Si is then (for zero valley splitting) no longer a good candidate for spin quantum computing purposes.

However, if some external perturbations couple the two valley eigenstates, the leakage to the other valley state during the valley-orbit coupling can be neglected. Here we use spin-orbit coupling as a possible mechanism for the intervalley coupling and present quantitative estimates of leakage in such a situation. Obviously, the combined presence of both valley-orbit and spin-orbit couplings will lead to some leakage errors associated with the second valley state, since the pure orthogonality of the pristine valley states no longer applies.

---

\(^6\) Note that we consider only the ground two valley states since the upper valleys are \( \sim 10 \text{ meV} \) above the ground state, and can be safely ignored for our considerations.
The spin-orbit Hamiltonian is still given by the general form
\[ \hat{H}_{SO} = \xi \hat{\sigma}_x + \frac{\Delta}{2} \hat{\sigma}_z, \]
where the superscript (0) indicates unperturbed states. The parameters extracted from the experiment [30] are \( \beta_D - \alpha_R \approx 15 \text{ m/s}, E_{VS} \approx 0.75 \text{ meV}, \) and \( r \approx 2 \text{ nm} \), so that the magnitude of this intervalley coupling is about 0.05 \( \mu \text{eV} \). Other matrix elements of the spin-orbit coupling Hamiltonian are in general much smaller. For example, intervalley coupling between the same spin states is negligible, as
\[ \langle \psi_{\downarrow}^{(0)} | H_{SO} | \psi_{\uparrow}^{(0)} \rangle \propto \langle \psi_{\downarrow}^{(0)} | \hat{\sigma}_x | \psi_{\uparrow}^{(0)} \rangle - \langle \psi_{\downarrow}^{(0)} | \hat{\sigma}_y | \psi_{\uparrow}^{(0)} \rangle \approx 0. \]

Moreover, the dipole moment within the same valley is likely small, and thus we will neglect the effect of spin-orbit coupling between states in the same valley.

The analysis above indicates that near the hot-spot \( B_c \), the two states \( \psi_{\downarrow} \) and \( \psi_{\uparrow} \) will be renormalized as follows [30],
\[
\psi_{\downarrow}^{(1)} = \frac{1 - \xi}{2} \psi_{\downarrow} - \sqrt{\frac{1 + \xi}{2}} \psi_{\uparrow}, \\
\psi_{\uparrow}^{(1)} = \frac{1 + \xi}{2} \psi_{\downarrow} + \sqrt{\frac{1 + \xi}{2}} \psi_{\uparrow},
\]
where the superscript “(1)” and “(0)” indicate renormalized and unperturbed states, respectively. In addition,
\[ \xi = -E_d/(E_{VS}^2 + \Delta_0^2)^{1/2} \in (-1, 1) \]
characterizes the mixing between these two states, and \( E_d = E_{VS} - E_Z \) is the detuning from the hot-spot \( B_c \). Finally, the energy splitting between \( \psi_{\downarrow}^{(1)} \) and \( \psi_{\uparrow}^{(1)} \) at \( B_c \) is
\[ \Delta_a \equiv 2|\langle \psi_{\downarrow} | H_{SO} | \psi_{\uparrow} \rangle|, \]

We now analyze the leakage of spin rotations near the hot-spot \( B_c \), and estimate how far away from \( B_c \) the operation must be carried out in order for leakage errors to be negligible. We assume that the valley splitting is large enough that the spin qubit can be initialized with high fidelity in the two spin states in the lower valley eigenstate \( \psi_\downarrow \). The dynamics of the spin qubit is governed by a time-dependent driving Hamiltonian \( H(t) \), which can be written in the basis of
\[\{\tilde{\psi}_{-\downarrow}, \tilde{\psi}_{-\uparrow}^{(1)}, \tilde{\psi}_{+\downarrow}^{(1)}, \tilde{\psi}_{+\uparrow}\}\] as follows,

\[
H(t) = \begin{pmatrix}
-\frac{E_c}{2} & -\frac{\sqrt{E_c^2 + \Delta_0^2}}{2} & 0 & 0 \\
\Omega_+(t)e^{-i\frac{\pi}{2}t} & -\frac{\sqrt{E_c^2 + \Delta_0^2}}{2} & -\frac{\Delta}{2} & -\frac{\Delta}{2} \\
0 & -\frac{\Delta}{2} & \Omega_+(t)e^{-i\frac{\pi}{2}t} & 0 \\
0 & -\frac{\Delta}{2} & 0 & \Omega_+(t)e^{-i\frac{\pi}{2}t} \\
\end{pmatrix}.
\]

(83)

where we have defined

\[
\Omega_+(t) = \sqrt{1 \pm \frac{\xi}{2}}\Omega(t), \quad E_c \equiv E_{VS} + E_Z,
\]

while \(E_c\) and \(\Delta_0\) are defined under Eq. (80). We can again introduce a unitary transformation to remove the oscillatory time dependence in Eq. (83), and obtain

\[
H_{\text{eff}}(t) = \begin{pmatrix}
\omega - \frac{E_c}{2} & -\frac{\sqrt{E_c^2 + \Delta_0^2}}{2} & 0 & 0 \\
-\frac{\sqrt{E_c^2 + \Delta_0^2}}{2} & \Omega_+(t) & -\frac{\Delta}{2} & -\frac{\Delta}{2} \\
0 & -\frac{\Delta}{2} & \Omega_+(t) & 0 \\
0 & -\frac{\Delta}{2} & 0 & \Omega_+(t) \\
\end{pmatrix}.
\]

(85)

The pulse \(\Omega(t)\) is characterized by two independent parameters, i.e., its duration and the detuning of the driving \(\delta\), defined as the energy difference between the driving frequency and the energy separation of the targeted transitions.

As an example, we study the leakage during a spin rotation under a \(\pi\)-pulse, which can flip between spin-down and spin-up states with a 100% probability in the “fast limit”, defined as \(T_0 \ll (\pi\hbar)/2\xi\). To begin with, we initialize the electron in the lower valley eigenstate with spin-down. A \(\pi\)-pulse is then applied to flip its spin. Because of the couplings between the two valley subspaces, it is expected that there is a finite probability for the electron to end up in the other valley eigenstate. We can characterize the leakage error of such an operation as,

\[
\eta = 1 - |\langle \tilde{\psi}_{-\downarrow} | U(T_0) | \tilde{\psi}_{-\downarrow} \rangle |^2 - |\langle \tilde{\psi}_{-\downarrow} | U(T_0) | \tilde{\psi}_{-\downarrow}^{(1)} \rangle |^2,
\]

(86)

where \(U_0(t)\) is the time-evolution operator for the effective Hamiltonian in Eq. (85). Moreover, for definiteness we will choose a particular realization of the \(\pi\)-pulse as follows,

\[
\Omega(t) = \frac{w\pi}{4} \sin \frac{wt}{\hbar}.
\]

(87)

Our numerical results find that the dominant factor that affects the leakage is \(\xi\) [see Eq. (80)], the hybridization between \(\tilde{\psi}_{-\downarrow}\) and \(\tilde{\psi}_{+\downarrow}\), while the pulse parameter \(\delta\) and duration \(T_0\) have little impact, as long as the pulse is in the “fast limit”. As shown in Fig. 13, the leakage varies with \(\xi\) through its dependence on the spin-orbit coupling strength and detuning from the hot spot \(B_c\). In Fig. 13(a) we plot the leakage using the SOC strength extracted from the recent experiment, \(\Delta_0 = 0.1 \mu\text{eV}\) [30], and we find that the leakage quickly decreases below \(10^{-4}\) when the applied field is \(0.1 \text{T}\) away from \(B_c\). In contrast, as shown in Fig. 13(b), if we use an SOC strength five times larger, the same level of leakage can be achieved only when the field is about \(0.25 \text{T}\) away from \(B_c\). Meanwhile, given that the ability to tune valley splitting by a perpendicular electric field has been well demonstrated [30], it is also possible to avoid such leakage hot spots by tuning the valley splittings. Thus, the leakage due to the valley-orbit and spin-orbit couplings can be suppressed by tuning either an applied magnetic or electric field.

The upshot of these results is that the leakage to the other valley subspace can be minimized if one avoids the leakage hot spots in the spin qubit operations; the exact amount of necessary detuning for obtaining a given low leakage level however, depends crucially on the strength of the spin-orbit coupling in the silicon quantum dot. Therefore we conclude that the leakage due to multiple valley states is usually not a serious concern for spin qubit operations in silicon, where spin-orbit and valley-orbit couplings are both small.

C. Discussions

The leakage in this single-dot-double-valley model in Si makes a nice comparison with that in the double-dot-single-
valley model in GaAs. Indeed, the Hamiltonian for these two systems have a similar structure [cf. Eq. (85) for Si and Eq. (19) for GaAs]. Here we would like to contrast these two situations, which will help us gain some additional insights.

The Hilbert space of these two problems can both be decomposed into a spin subspace and an orbital subspace. In the silicon problem, the orbital degrees of freedom arise from the two valleys in its band structure, which are completely decoupled from each other. As a result, in a pristine silicon quantum dot no leakage between the two valley states is possible, as long as there is a finite splitting between them. This scenario contrasts sharply with the case in GaAs, where the orbital degrees of freedom arise from the two Fock-Darwin states associated with the two quantum dots. In such a case a finite coupling always exists between the two FD states unless the two dots are infinitely far away from each other (i.e., in the $X_0/a \to \infty$ limit). This is the fundamental reason for leakage errors that occur in a GaAs double quantum dot.

One may take a step further and ask why the two valleys in the silicon case are completely decoupled while the two FD states in the GaAs case are coupled? The reason is that, the two valley states are the eigenstates of their parent Hamiltonian, while the two FD states are not, as we now explain. If we compare the valley-orbit coupling term in Eq. (73) with the double quantum dot Hamiltonian at zero orbital detuning ($\varepsilon_{sd} = 0$) in Eq. (8), it is clear that both Hamiltonians are proportional to $\sigma_x$. We further recall that the valley eigenstates are the exact eigenstates of $\sigma_z$, and thus they are completely decoupled. In contrast, the two FD states are not eigenstates of $\sigma_z$ (thus not eigenstates of their parent Hamiltonian), which explains why finite couplings between the two FD states still remain. If we were to define the spin qubits in terms of an equal superposition of the two FD states (an eigenstate of the double quantum dot Hamiltonian), the orbital dynamics of the spin qubit will always remain in this state, and no leakage would be possible, which is exactly what happens between the two valleys in silicon. Obviously, any leakage in a quantum problem is a statement about the distribution of wave function amplitude in different candidate states, and thus the magnitude of the leakage depends crucially on how these candidate states are defined.

We mention two additional aspects of the leakage problem in quantum dots here. First, obviously all the features of double-dot spin transport leakage apply equally well to Si double quantum dot systems too, but Si has the additional element of multivalley physics which leads to a potential leakage even in the single-dot situation. Second, in addition to the types of leakage considered in this work for quantum dot spin qubits, there could always be also leakage associated with the higher orbital confinement levels in each dot since quantum dots typically have many confined orbital levels. This type of leakage associated with higher orbital levels (taking the system away from the pure two-level qubit subspace) is usually very small since the higher orbital levels are typically several meV above the ground qubit states [58].

VI. SUMMARY

In this work we study the leakage in transporting a single-spin qubit through a double quantum dot (and also, the complementary problem of leakage in a single quantum dot due to two valley states). We mainly focused on three types of leakage errors: finite ramping times, spin-dependent tunneling rates due to spin-orbit couplings, and the presence of multiple valley states. In the first and last case, we demonstrate that the leakage errors can be corrected or avoided relatively easily. Specifically, the ramping errors can be compensated by adjusting the tunneling time appropriately, while the leakage due to multiple valley states can be avoided by operating the spin qubit away from the “leakage hot spots”, which occurs when the Zeeman splitting equals the valley splitting. For the second case where the leakage arises from the spin-dependent tunneling rates, we find that pulse shaping is generally needed to reduce the leakage errors. We discuss several possible optimal pulse shapes to minimize the leakage error. For example, in order to preserve the spin state during the transport, a carefully designed $2\pi$-pulse should be applied. To find such pulses we develop a formalism that can systematically analyze the leakage errors and generate the necessary pulse shapes to reduce the errors. Importantly, we show that universal, leakage-suppressing $2\pi$-pulses can be found without precisely knowing the spin state being transported. We further apply the same formalism to analyze leakage errors when certain spin rotations are performed during spin shuttling, and show that similar pulse shaping conditions can still be found, although they will generally depend on the initial spin state as well as the spin rotations performed.
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