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A B S T R A C T

We study the least doubling constant among all possible doubling measures defined on a (finite or infinite) graph $G$. We show that this constant can be estimated from below by $1 + r(A_G)$, where $r(A_G)$ is the spectral radius of the adjacency matrix of $G$, and study when both quantities coincide. We also illustrate how amenability of the automorphism group of a graph can be related to finding doubling minimizers. Finally, we give a complete characterization of graphs with doubling constant smaller than 3, in the spirit of Smith graphs.
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1. Introduction

The aim of this paper is to exhibit the connection between combinatorial aspects of graph theory and geometric measure theory, by studying doubling measures on graphs. In particular, we will establish a new connection between spectral graph theory and doubling constants of certain measures on a graph.

Let us recall that a Borel measure $\mu$ defined on a metric space $(X, d)$ is called doubling whenever there is a constant $C \geq 1$ such that for every $x \in X$ and $r > 0$

$$\mu(B(x, 2r)) \leq C \mu(B(x, r)),$$

where $B(x, r) = \{y \in X : d(x, y) < r\}$ denotes the (open) ball with center $x$ and radius $r$. Loosely speaking, one can say that for doubling measures balls of comparable radius must have comparable measure. We can define $C_\mu$, the doubling constant of a measure $\mu$, as the best possible $C$ in the previous inequality, that is

$$C_\mu = \sup_{x \in X, r \geq 0} \frac{\mu(B(x, 2r))}{\mu(B(x, r))}.$$

Doubling measures provide a fundamental tool for extending certain techniques originating in classical analysis on euclidean spaces to other geometrical settings (see for instance [21,22]), and there is a vast literature on the topic, concerning in
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particular existence of doubling measures \([25,30,36]\), connections with rectifiability \([4,5]\), self-similarity \([13]\), differentiable structures \([6]\), geometric convexity \([11]\), quasi-symmetric and quasi-conformal maps \([16,35]\), etc.

In this paper, we focus on the aspects of this theory in the context of graphs. We will deal with locally finite, unoriented, connected, simple graphs (without loops nor multiple edges), and we will consider both cases of finite and infinite sets of vertices. Such a graph \(G\) with vertices \(V_G\) and edges \(E_G\) can be considered as a metric space in a standard way by means of the path distance: Given vertices \(x, y \in V_G\), a path joining \(x\) to \(y\) is a collection of edges of the form \([x_{i-1}, x_i]\) \(i = 1, \ldots, k \in E_G\), with \(x_0 = x\) and \(x_k = y\). In this case, we say that the path has length \(k\). Thus, for \(x, y \in V_G\), the distance \(d_G(x, y)\) is defined as the smallest possible length of a path joining \(x\) to \(y\).

A measure \(\mu\) on a graph \(G\) will always be induced by a positive weight function \(\mu : V_G \to (0, \infty)\), and despite the slight abuse of terminology, we will denote \(\mu(A) = \sum_{v \in A} \mu(v)\) for any set \(A \subset V_G\). Such \(\mu\) is said to be a \textit{doubling measure} whenever

\[
C_\mu = \sup_{v \in V_G, r \geq 0} \frac{\mu(B(v, 2r))}{\mu(B(v, r))} < \infty.
\]

Here, \(B(v, r) = \{w \in V_G : d_G(v, w) \leq r\}\) denotes the closed ball of center \(v \in V_G\) and radius \(r \geq 0\). The number \(C_\mu\) is called the \textit{doubling constant} of the measure \(\mu\). Note that if \(V_G\) is finite, then every measure on \(G\) is doubling for an appropriate constant.

Associated to a general metric space \((X, d)\), the following invariant was introduced in \([33]\)

\[
C_{(X,d)} = \inf \left\{ C_\mu : \mu \text{ doubling measure on } X \right\},
\]

which will be referred to as the \textit{least doubling constant} of the space \((X, d)\). It was also shown in \([33]\) that, if \(X\) supports a doubling measure and contains more than one point, then \(C_{(X,d)} \geq 2\). This invariant is related to metric dimension theory (cf. \([40]\)) and computing its value is of importance for several applications: Extension of Lipschitz functions on homogeneous spaces \([10]\), study of optimal constants for weak-type norm of maximal operators in doubling metric measure spaces \([29,34]\), etc. Our purpose is to study its properties in the context of graphs.

For simplicity, we will denote \(C_G = C_{(V_G, d_G)}\). In \([33]\), we already computed this invariant for certain families of finite graphs. Namely, let \(K_n\) denote the complete graph with \(n\) vertices, \(S_n\) be the star-graph with \(n + 1\) vertices (one vertex of degree \(n\) and \(n\) leaves), and \(C_n\) be the cycle-graph with \(n\) vertices: For \(n \geq 3\), we have

\[
C_{K_n} = n, \quad C_{S_n} = 1 + \sqrt{n}, \quad C_{C_n} = 3. \tag{1}
\]

We will here compute \(C_G\) for other families of graphs, including for instance complete bipartite graphs \(K_{m,n}\), wheel graphs \(W_n\), friendship graphs or cocktail party graphs.

It is somehow surprising that, for all the examples listed so far, it turns out that \(C_G\) coincides with \(1 + r(A_G)\), where \(r(A_G)\) is the spectral radius (equivalently, the largest eigenvalue) of the adjacency matrix of the graph. This observation led us to look for the relation between doubling constants and spectral graph theory, which is the main goal of this work. We will prove in Theorems \(5\) and \(10\), that, in general,

\[
C_G \geq 1 + r(A_G).
\]

This can be considered the main result of the paper, and provides a new connection between geometric measure theory and spectral graph theory, that should be explored further. In the case of finite graphs, Proposition \(18\) actually provides a characterization of when \(C_G = 1 + r(A_G)\), in terms of the measure induced by the Perron eigenvector of \(A_G\). From a more geometric point of view, Proposition \(19\) yields in particular that every graph \(G\) with diameter 2 also satisfies \(C_G = 1 + r(A_G)\).

The paper is organized as follows: In Section \(2\) we start by showing, in Proposition \(2\), the existence of doubling minimizers: that is, those measures \(\mu\) for which \(C_\mu = C_G\), as well as some stability properties of this set of measures. Section \(3\) is devoted to the proof of \(C_G \geq 1 + r(A_G)\) both for finite and infinite graphs, and some direct consequences related to monotonicity of the doubling constants and the chromatic number of a graph. In Section \(4\), Theorem \(14\) establishes the main correspondence between the amenability of the group of automorphisms of \(G\) and the existence of invariant minimizers. This allows us to consider only symmetric measures when computing \(C_G\), thus reducing the complexity of the problem in certain cases. We consider in Section \(5\) the question of whether \(C_G\) can be determined by the spectra of \(G\) and do a thorough study for several relevant cases of graphs with small diameter. We also provide explicit examples where \(C_G > 1 + r(A_G)\). Finally, motivated by the classical work of J. H. Smith \([31]\) on graphs with small spectral radius (see also \([14,24]\)), in Section \(6\), we completely characterize those graphs \(G\) with doubling constant \(C_G \leq 3\) (see Corollaries \(25\) and \(26\)).

Let us finally mention that in the companion paper \([17]\), we have focused our analysis on the not that simple case of path graphs. In particular, in \([17]\) it is shown that for \(L_n\), the path graph of \(n\) vertices, we have

\[
1 + 2\cos \left( \frac{\pi}{n+1} \right) \leq C_{L_n} < 3,
\]

with the first inequality being strict for \(n > 8\). Moreover, in the same paper it is shown that \(C_Z = C_N = 3\). Also, a careful analysis of the structure of the set of doubling minimizers for path graphs is provided.
We refer to [8] for standard notations and basic facts on graph theory, [9,15] for a comprehensive introduction to spectral graph theory, and [28] for a survey on spectra of infinite graphs.

2. Basic properties of the least doubling constant of a graph

A couple of comments on the kind of graphs we will be dealing with are in order. First recall that a metric space is called *metrically doubling* if there is a constant \( K > 0 \) such that for every \( r > 0 \) every ball of radius \( r \) can be covered by at most \( K \) balls of radius \( r/2 \) (a space with this property is also called a homogeneous space, cf. [12]). In particular, it is easy to check that every metric space supporting a doubling measure must be metrically doubling [12]. Refining earlier results for compact metric spaces given in [36], it was shown in [25] that for complete metric spaces being metrically doubling is equivalent to supporting non-trivial doubling measures. Since a graph is always a discrete space (the distance between two distinct points cannot be smaller than 1) in particular every graph is a complete metric space and the previous result applies. In particular, if a graph supports a doubling measure then it must have uniformly bounded degree: \( \Delta_G = \sup_{v \in V_G} d_v < \infty \). Also, since we are only dealing with connected graphs, note that the number of vertices must be at most countable.

Given a graph \( G \), it is easy to see that

\[
C_G = \inf_{\mu} \left\{ \frac{\mu(B(v, 2k+1))}{\mu(B(v, k))} : v \in V_G, k \in \mathbb{N} \cup \{0\} \right\},
\]

the infimum being taken over all doubling measures \( \mu \) on \( G \). Also, given \( G \) we can consider its diameter: \( \text{diam}(G) = \sup \{d_G(v, w) : v, w \in V_G\} \). If \( \text{diam}(G) < \infty \), we actually have

\[
C_G = \inf_{\mu} \left\{ \frac{\mu(B(v, 2k+1))}{\mu(B(v, k))} : v \in V_G, k \in \mathbb{Z}, 0 \leq k \leq \left\lceil \frac{\text{diam}(G) - 1}{2} \right\rceil \right\},
\]

(2)

where \( \lfloor s \rfloor = \min \{n \in \mathbb{Z} : s \leq n \} \).

Given a doubling measure \( \mu \) on \( G \), it will be convenient to consider the restricted doubling constants associated to each radius \( k \in \mathbb{N} \cup \{0\} : \)

\[
c^k_{\mu} = \sup_{v \in V_G} \frac{\mu(B(v, 2k+1))}{\mu(B(v, k))}.
\]

Also, let

\[
C^k_G = \inf_{\mu} c^k_{\mu},
\]

where the infimum is taken over all doubling measures \( \mu \) on \( G \).

Clearly, for a fixed measure \( \mu \) on \( G \), we have \( C_G = \sup_{k \in \mathbb{N} \cup \{0\}} C^k_{\mu} \), and in the case when \( \text{diam}(G) < \infty \), we actually have

\[
C_G = \sup_{0 \leq k < \lfloor \frac{\text{diam}(G) - 1}{2} \rfloor + 1} C^k_{\mu}.
\]

It is easy to check that

\[
C_G \geq \sup_{k \in \mathbb{N} \cup \{0\}} C^k_G,
\]

but we will later see that the inequality can in fact be strict (Proposition 20).

If the infimum in (2) is attained at some \( \mu \), such a measure will be called a *doubling minimizer* for \( G \). Given a graph \( G \), with \( C_G < \infty \), let us denote the set of doubling minimizers by

\[
DM(G) = \{ \mu : \text{doubling measure on } G \text{ and } C_{\mu} = C_G \},
\]

and similarly, for each \( k \in \mathbb{N} \cup \{0\} \), let

\[
DM^k(G) = \{ \mu : \text{doubling measure on } G \text{ and } C^k_{\mu} = C^k_G \}.
\]

We will see next that the sets \( DM(G) \) and \( DM^k(G) \) are always non-empty convex cones. Before showing this, the following elementary lemma will be convenient throughout (see [17]).

**Lemma 1.** Let \((\alpha_j)_{j=1}^m, (\beta_j)_{j=1}^m\) be positive real scalars. We have that

\[
\frac{\sum_{j=1}^m \alpha_j}{\sum_{j=1}^m \beta_j} \leq \max_{1 \leq j \leq m} \left\{ \frac{\alpha_j}{\beta_j} \right\}.
\]

Moreover, equality holds if and only if \( \frac{\alpha_i}{\beta_i} = \frac{\alpha_j}{\beta_j} \), for every \( 1 \leq i, j \leq m \).
Proposition 2. If $G$ is a graph, with $C_G < \infty$, then $DM(G)$ and $DM^k(G)$ are non-empty convex cones for every $k \in \mathbb{N} \cup \{0\}$.

Proof. We will provide the proof in the case when $G$ is infinite, leaving to the reader the adaptations to the simpler case of a finite graph. Let $(v_j)_{j \in \mathbb{N}}$ be an enumeration of $V_G$. We show first that $DM(G) \neq \emptyset$. For every $n \in \mathbb{N}$, let $v_n$ be a measure on $G$ such that $C_{v_n} \leq C_G + \frac{1}{n}$. Set $\mu_n = \frac{v_n}{\nu(v_n)}$. Thus, we have $C_{v_n} = C_{\mu_n} \leq C_G + \frac{1}{n}$ and $\mu_n(v_1) = 1$, for every $n \in \mathbb{N}$.

We claim that, for every $v \in V_G$, we have that $\sup_n \mu_n(v) < \infty$. Indeed, this will follow by induction on $m = d(v, v_1)$:

- For $m = 0$, $v = v_1$: clearly, the statement holds for $m = 0$; that is, when $v = v_1$; now suppose $\sup_n \mu_n(v) < \infty$, for every $v \in V_G$, with $d(v, v_1) \leq m$, and let $w \in V_G$ with $d(w, v_1) = m + 1$; we can pick $v \in V_G$ with $d(v, v_1) = m$ and $d(v, w) = 1$; hence, we have

$$\mu_n(w) \leq \mu_n(B(v, 1)) \leq C_0 \mu_n(v) \leq \left(C_G + \frac{1}{n}\right) \mu_n(v),$$

and the claim follows.

Therefore, we can take an infinite set $A_1 \subset \mathbb{N}$ such that if we write $A_1 = \{n^1_1 : i \in \mathbb{N}\}$ with $n^1_1 < n^1_{i+1}$ then $\lim_{i \to \infty} \mu_n^1(v_1)$ exists. Inductively, for each $j \in \mathbb{N}$ we can take an infinite set $A_j \subset \mathbb{N}$ with $A_{j+1} \subset A_j$ and $A_j = \{n^j_1 : i \in \mathbb{N}\}$ so that $\lim_{i \to \infty} \mu_n^j(v_j)$ exists for every $j$.

Now, let us define $\mu$ on $G$ by

$$\mu(v) = \lim_{i \to \infty} \mu_n^i(v).$$

Note that $\mu$ is well defined because of the claim. It is straightforward to check now that $C_\mu = C_G$.

Since for every positive scalar $\alpha$, $C_{\alpha \mu} = C_\mu$, in order to see that $DM(G)$ is a convex cone, it is enough to show that if $\mu_1, \mu_2 \in DM(G)$, then $\mu_1 + \mu_2 \in DM(G)$. Thus, suppose $C_{\mu_i} = C_G$, for $i = 1, 2$ and let $\mu = \mu_1 + \mu_2$. For every $v \in V_G$ and $k \in \mathbb{Z}$ with $0 \leq k \leq \left\lfloor \frac{\text{dim}(G) - 1}{2} \right\rfloor$, by Lemma 1, we have

$$\frac{\mu(B(j, 2k + 1))}{\mu(B(j, k))} = \frac{\mu_1(B(j, 2k + 1)) + \mu_2(B(j, 2k + 1))}{\mu_1(B(j, k)) + \mu_2(B(j, k))} \leq \max \left\{ \frac{\mu_1(B(j, 2k + 1))}{\mu_1(B(j, k))}, \frac{\mu_2(B(j, 2k + 1))}{\mu_2(B(j, k))} \right\} \leq \max(C_{\mu_1}, C_{\mu_2}) = C_G.$$

It then follows that $C_\mu \leq C_G$. By definition of $C_G$, it follows that $C_\mu = C_G$ as claimed.

A similar argument also yields that $DM^k(G)$ is a non-empty convex cone for every $k \in \mathbb{N} \cup \{0\}$. □

Remark 3. For finite graphs, we will see that $DM^0(G)$ consists of a single measure (up to multiplicative constants), which is actually given by the Perron eigenvector of the adjacency matrix $A_G$ (see Theorem 5). However, it is worth noting that in general each of the sets $DM(G)$ and $DM^k(G)$ can contain non-proportional measures. This is for instance the case when $G = \mathbb{N}$ (that is $V_G = \mathbb{N}$ and $E_G = \{(j, j + 1) : j \in \mathbb{N}\}$), as shown in [17]: For every $\frac{1}{2} \leq \alpha \leq 1$, the measure $\mu_\alpha$ given by

$$\mu_\alpha(j) = \begin{cases} \alpha, & j = 1, \\ 1, & j > 1, \end{cases}$$

satisfies $C_{\mu_\alpha} = C_{\mathbb{N}} = C_0^0 = C^0_{\mathbb{N}} = 3$.

In the setting of infinite graphs, the relation between boundedness of maximal operators and the counting measure being doubling was explored in [34]. As we have mentioned above, the existence of a doubling measure on a graph, implies that $\Delta_G < \infty$, which could be interpreted as the counting measure being locally doubling. The following example illustrates that this cannot be further extended.

Example 4. A graph supporting doubling measures where the counting measure is not doubling.

Proof. We will consider the graphs $\mathbb{Z} \times \mathbb{Z}$ and $\mathbb{N}$ joined by a vertex: that is, let $V_G = \{(m, n, 0) : m, n \in \mathbb{Z}\} \cup \{(0, 0, p) : p \in \mathbb{N}\}$ and edges connecting $(m, n, 0)$ with $(m, n \pm 1, 0)$ and $(m \pm 1, n, 0)$, and $(0, 0, p)$ connected with $(0, 0, p - 1)$ for every $m, n \in \mathbb{Z}$ and $p \in \mathbb{N}$.

It is straightforward to check that $G$ is metrically doubling: every ball of radius $r$ is contained in the union of at most 5 balls of radius $r/2$. Since $G$ is a discrete metric space, it follows from [25] that there exist doubling measures on $G$. On the other hand, the counting measure $| \cdot |$ is not doubling: $|B(0, 0, k, k)| = 2k + 1$ while $|B((0, 0, k), 2k+1)| \approx k^2$. □
3. Doubling constants meet spectral graph theory

Recall that the adjacency matrix of a graph $G$ is the (possibly infinite) matrix $A_G$ indexed by $V_G \times V_G$, whose $(v, w)$ entry is 1 if the edge $(v, w) \in E_G$ and 0 otherwise. We will first deal with the case of finite graphs:

**Theorem 5.** For every finite graph $G$, it holds that

\[ C^0_G = 1 + r(A_G), \]

where $r(A_G)$ denotes the spectral radius (which coincides with the largest eigenvalue) of the adjacency matrix of $G$. Moreover, in that case $DM^0(G)$ consists of a unique minimizer (up to multiplicative factors) which is the measure $\mu$ given by the Perron eigenvector corresponding to $r(A_G)$.

**Proof.** Let us denote the vertices of the graph by $V_G = \{1, \ldots, n\}$. Since all the entries in the matrix $A_G$ are non-negative and $G$ is connected, by Perron-Frobenius theorem (cf. [2, Theorem 8.26]), $\lambda_1(A_G) = r(A_G)$, the spectral radius of $A_G$, is an eigenvalue with one dimensional eigenspace generated by a vector $x_G = (a_1, \ldots, a_n)$ with strictly positive entries, and all the remaining eigenvalues are (real and) strictly smaller than $r(A_G)$.

Let $\mu(i) = a_i$, for $1 \leq i \leq n$. Note that for each $1 \leq i \leq n$ we have

\[ \mu(B(i, 1)) = \mu(i) + \sum_{(i,j) \in E_G} \mu(j) = a_i + \sum_{(i,j) \in E_G} a_j = a_i + (A_G x_G)_i = a_i (1 + \lambda_1(A_G)). \]

Therefore,

\[ C^0_G \leq \sup_{i \in V_G} \frac{\mu(B(i, 1))}{\mu(B(i, 0))} = 1 + \lambda_1(A_G). \]

For the converse inequality, we claim that given any strictly positive $y \in \mathbb{R}^n$ we must have

\[ \sup_{1 \leq i \leq n} \frac{(A_G y)_i}{y_i} \geq \lambda_1(A_G). \]

Indeed, suppose this is not the case. Therefore, there exists $y \in \mathbb{R}^n$ with strictly positive entries such that

\[ r = \sup_{1 \leq i \leq n} \frac{(A_G y)_i}{y_i} < \lambda_1(A_G) = r(A_G). \]

We can now define a norm in $\mathbb{R}^n$ as follows: given $x \in \mathbb{R}^n$

\[ \|x\|_0 = \inf \{ \lambda > 0 : |x| \leq \lambda y \}, \]

where for $x = (x_i)_{i=1}^n \in \mathbb{R}^n$ we denote $|x|$ the vector with coordinates $\{ |x_i| \}_{i=1}^n$. This defines indeed a norm because all the entries of $y$ are strictly positive. Note that if $0 \leq x \leq \lambda y$ we have that

\[ A_G x \leq A_G \lambda y \leq r \lambda y. \]

Iterating, we get that if $0 \leq x \leq \lambda y$, then for every $j \in \mathbb{N}$ we have that

\[ A_G^j x \leq r^j \lambda y. \]

Therefore, we have that

\[ \|A_G^j x\|_0 \leq r^j \|x\|_0, \]

so that $\|A_G^j\| \leq r^j$ with respect to $\| \cdot \|_0$. Now, using Gelfand’s formula for the spectral radius (cf. [2, Theorem 6.12]) it would follow that

\[ r(A_G) = \lim_{j \to \infty} \|A_G^j\|^{\frac{1}{j}} \leq r. \]

This is a contradiction, so we must have (3).

Hence, given any doubling measure $\nu$ on $G$, take $y \in \mathbb{R}^n$ such that $y_i = \nu((i)) > 0$. We have that

\[ \sup_{i \in V_G} \frac{\nu(B(i, 1))}{\nu(B(i, 0))} = \sup_{i \in V_G} \frac{y_i + (A_G y)_i}{y_i} \geq 1 + \lambda_1(A_G). \]

This finishes the proof. \(\Box\)
Remark 6. The previous result is somehow reminiscent of a classical theorem due to H. Wiedlandt [37] about the spectral radius of non-negative irreducible matrices (see also [20] for further developments).

Recall that \( G_1 \) is a subgraph of \( G_2 \), if \( V_{G_1} \subseteq V_{G_2} \) and \( E_{G_1} \subseteq E_{G_2} \). Note that if \( G_1 \) is a subgraph of \( G_2 \), then the adjacency matrices (up to completion by zeros) satisfy

\[
A_{G_1} \leq A_{G_2}
\]

with the order given entry-wise. It follows that for every \( k \in \mathbb{N} \), the iterations of the adjacency matrices satisfy in particular that \( A_{G_1}^k \leq A_{G_2}^k \), so by Theorem 5 and Gelfand’s formula for the spectral radius, we have

\[
C_0^{G_1} = 1 + r(A_{G_1}) = 1 + \lim_{k \to \infty} \| A_{G_1}^k \|_\infty \leq 1 + \lim_{k \to \infty} \| A_{G_2}^k \|_\infty = 1 + r(A_{G_2}) = C_0^{G_2}.
\]

The following result is even more informative:

Corollary 7. Suppose \( G_1 \) is a (proper) subgraph of a finite graph \( G_2 \), then \( C_0^{G_1} < C_0^{G_2} \).

Proof. Use Theorem 5 together with the fact that if \( G_1 \) is a (proper) subgraph of \( G_2 \), then \( r(A_{G_1}) < r(A_{G_2}) \) (cf. [15, Propositions 13.9 & 13.10]). \( \square \)

Our aim now is to provide a version of Theorem 5 in the context of infinite graphs. In order to do so, we need some notation and lemmas first. Given an infinite graph \( G \), we can consider the infinite adjacency matrix \( A_G \) whose \((v, w)\) entry is given, for \( v, w \in V_G \), by

\[
A_G(v, w) = \begin{cases} 1, & \text{if } \{v, w\} \in E_G, \\ 0, & \text{otherwise}. \end{cases}
\]

Also, for \( 1 \leq p \leq \infty \), let \( \ell_p(V_G) \) denote the space of functions \( f : V_G \to \mathbb{R} \) for which the norm \( \| f \|_p = (\sum_{v \in V_G} |f(v)|^p)^{1/p} < \infty \) (as usual, \( \| f \|_\infty = \sup_{v \in V_G} |f(v)| \)). Let us recall the following well-known fact (cf. [7, Theorem 4]):

Lemma 8. Let \( G \) be a graph supporting non-trivial doubling measures. For every \( 1 \leq p \leq \infty \), \( A_G : \ell_p(V_G) \to \ell_p(V_G) \) defines a bounded linear positive operator.

Proof. For \( v \in V_G \), let \( e_v : V_G \to \mathbb{R} \) be given by \( e_v(v) = 1 \) and \( e_v(w) = 0 \) for \( w \neq v \). Associated to the adjacency matrix we set a linear operator given by \( A_G e_v = \sum_{w \in V_G} A_G(v, w) e_w \). Since \( G \) supports non-trivial doubling measures, in particular we have that \( \Delta_G < \infty \). Thus, for every \( v \in V_G \) we have that

\[
\| A_G e_v \|_1 = \sum_{(v, w) \in E_G} 1 \leq \Delta_G.
\]

Hence, \( A_G : \ell_1(V_G) \to \ell_1(V_G) \) is bounded with \( \| A_G \| \leq \Delta_G \). Also, if \( 1_G \) denotes the constant 1 function on \( V_G \), we have

\[
\| A_G 1_G \|_\infty = \sup_{v \in V_G} \sum_{(v, w) \in E_G} 1 \leq \Delta_G.
\]

Therefore, by positivity of \( A_G \) it follows that \( A_G : \ell_\infty(V_G) \to \ell_\infty(V_G) \) is bounded with \( \| A_G \| \leq \Delta_G \). The conclusion follows by standard interpolation. \( \square \)

In order to extend Theorem 5 to the infinite setting, it is natural to consider the extensions of Perron-Frobenius theorem to the infinite dimensional context. These extensions, like the Krein-Rutman Theorem [2, Theorem 7.10], usually require compactness for an operator to have the spectral radius as an eigenvalue with positive eigenvector. However, the adjacency operator \( A_G \) need not be compact in general, so a different approach is required. In this direction, it was shown by B. Mohar in [27] that if \( r(A_G) \) denotes the spectral radius of the operator \( A_G : \ell_2(V_G) \to \ell_2(V_G) \), then

\[
r(A_G) = \sup \{ r(A_F) : F \text{ a finite subgraph of } G \}.
\]

We need an analogue of this fact for the restricted doubling constant as follows:

Proposition 9. Let \( G \) be an infinite graph supporting doubling measures. Then

\[
C_0^G = \sup \{ C_0_F : F \text{ a finite subgraph of } G \}.
\]
Proof. By Proposition 2, we can consider a measure $\mu$ on $G$ such that $C^0_G = C^0_\mu$. For each finite subgraph $F$ of $G$, we can take $\mu_F$ to be the restriction of $\mu$ to $F$. We have that

$$C^0_F \leq C^0_{\mu_F} = \sup_{v \in V_F} \frac{\mu_F(B(v, 1))}{\mu_F(v)} \leq \sup_{v \in V_F} \frac{\mu(B(v, 1))}{\mu(v)} \leq C^0_\mu = C^0_G.$$

Taking the supremum over all finite subgraphs of $G$, we get

$$\sup\{C^0_F : F 	ext{ a finite subgraph of } G\} \leq C^0_G.$$

For the converse inequality, let $(F_n)_{n \in \mathbb{N}}$ be an increasing sequence (i.e., $F_n \subseteq F_{n+1}$) of finite subgraphs of $G$ such that $G = \bigcup_n F_n$. Let also $(v_k)_{k \in \mathbb{N}}$ be an enumeration of $V_G$ with $v_1 \in F_1$. Since $G = \bigcup_n F_n$ for each $k \in \mathbb{N}$, we can consider

$$n_k = \min\{n \in \mathbb{N} : v_k \in F_n\}.$$

For each $n \in \mathbb{N}$, let $\mu_n$ be the measure on $F_n$ associated to the Perron eigenvector of the adjacency matrix $A_{F_n}$ so that

$$C^0_{F_n} = C^0_{\mu_n},$$

and without loss of generality, let us assume $\mu_n(v_1) = 1$. Note that by Corollary 7 $C^0_{F_n}$ is a monotone increasing sequence. We claim that for every $k \in \mathbb{N}$,

$$M_k = \sup_{n \geq n_k} \mu_n(v_k) < \infty, \quad m_k = \inf_{n \geq n_k} \mu_n(v_k) > 0.$$

Indeed, this follows by induction on the distance to $v_1$ exactly as in the proof of Proposition 2. Similarly, there exists a decreasing family of infinite sets $A_k = [n^k_i : i \in \mathbb{N}]$ (with $n^k_i \geq n_k$ for every $i \in \mathbb{N}$) so that $\lim_{i \to \infty} \mu_{n^k_i}(v_k)$ exists for every $k \in \mathbb{N}$. We can thus define the measure $\mu$ on $V_G$ by

$$\mu(v_k) = \lim_{i \to \infty} \mu_{n^k_i}(v_k).$$

Now, for a fixed $k \in \mathbb{N}$, let $B_k \subseteq \mathbb{N}$ be the finite set such that $B(v_k, 1) = \{v_j : j \in B_k\}$ and let $j_k = \max B_k$. Given $\varepsilon > 0$, let $\eta_k = \frac{m_k^2 \varepsilon}{M_n + \sum_{j \in B_k} M_j}$ and take $m \in \mathbb{N}$ large enough so that $|\mu(v_j) - \mu_{n^k_j}(v_j)| \leq \varepsilon_k$ for $i \geq m$ and every $j \in B_k$. We have that

$$\frac{\mu(B(v_k, 1))}{\mu(v_k)} = \frac{\sum_{j \in B_k} \mu(v_j)}{\mu(v_k)} \leq \frac{\sum_{j \in B_k} \mu_{n^k_j}(v_j) + \varepsilon_k}{\mu_{n^k_j}(v_k) - \varepsilon_k} \leq \frac{\mu_{n^k_j}(B(v_k, 1))}{\mu_{n^k_j}(v_k)} + \frac{\mu_{n^k_j}(B(v_k, 1))}{\mu_{n^k_j}(v_k)} \varepsilon_k \leq C^0_{n^k_j} + \varepsilon = C^0_{n^k_j} + \varepsilon.$$

Letting $\varepsilon \to 0$ we get that

$$\frac{\mu(B(v_k, 1))}{\mu(v_k)} \leq \sup\{C^0_F : F \text{ a finite subgraph of } G\}.$$

Since this holds for every $k \in \mathbb{N}$, we get that

$$C^0_G \leq \sup_{k \in \mathbb{N}} \frac{\mu(B(v_k, 1))}{\mu(v_k)} \leq \sup\{C^0_F : F \text{ a finite subgraph of } G\}. \quad \square$$

Theorem 10. For every graph $G$ such that $\Delta_G < \infty$ we have

$$C^0_G = 1 + r(A_G),$$

where $r(A_G)$ denotes the spectral radius of the adjacency operator $A_G : \mathcal{E}(V_G) \to \mathcal{E}(V_G)$. 


Proof. This follows by applying Proposition 9, Theorem 5 and Mohar’s identity (4):

\[ C_G^0 = \sup \{ C_F^0 : F \text{ a finite subgraph of } G \} \]
\[ = \sup \{ 1 + r(A_F) : F \text{ a finite subgraph of } G \} \]
\[ = 1 + r(A_G). \quad \square \]

Note that the second part of Theorem 5 about DM⁰(G) consisting of a single ray is no longer true for infinite graphs: take \( G = \mathbb{N} \) and let \( \mu \) be the measure on \( \mathbb{N} \) given by \( \mu(n) = n \) for \( n \in \mathbb{N} \); it is clear that \( C_G^0 = 3 = C_1^0 \).

Recall that a graph \( G \) is \( k \)-colorable if there is a function \( c : V_G \to \{1, \ldots, k\} \) such that \( c(v) \neq c(w) \) whenever \( \{v, w\} \in E_G \). The chromatic number \( \chi(G) \) is the least \( k \) for which \( G \) is \( k \)-colorable. As a consequence of Wilf’s theorem [38] and its infinite dimensional extension [7] we get the following corollary to Theorems 5 and 10.

Corollary 11. For every graph \( G \) it holds that \( \chi(G) \leq C_G^0 \).

4. Symmetric doubling minimizers and amenability of \( \text{Aut}(G) \)

In this section we will see that if the action of the automorphism group of the graph is amenable, then the doubling constant can be computed considering only symmetric measures; that is, those invariant under the action of the automorphism group.

Recall that an automorphism of a graph \( G = (V_G, E_G) \) is a permutation \( \sigma : V_G \to V_G \), such that the pair \( \{u, v\} \in E_G \) if and only if the pair \( \{\sigma(u), \sigma(v)\} \in E_G \). Let \( \text{Aut}(G) \) denote the group of all automorphisms on \( G \). From the point of view of metric spaces, the automorphisms are the bijections on the space which preserve the distance, or simply the global isometries.

Let us introduce the following notation: Given a graph \( G \), a finite set \( F \subset \text{Aut}(G) \), and a doubling measure \( \mu \) on \( G \), let \( \mu_F \) be the measure given by

\[ \mu_F(v) = \sum_{\sigma \in F} \mu(\sigma(v)), \]

for \( v \in V_G \). When \( F \) is a subgroup, this clearly defines an \( F \)-invariant measure; that is, \( \mu_F(\sigma(v)) = \mu_F(v) \) for every \( \sigma \in F \).

Lemma 12. Given a graph \( G \), a finite set \( F \subset \text{Aut}(G) \), and a doubling measure \( \mu \) on \( G \), let \( \mu_F \) be as above. For every \( k \in \mathbb{N} \cup \{0\} \) we have \( C_{\mu_F}^k \leq C_{\mu}^k \). In particular, \( C_{\mu_F} \leq C_{\mu} \).

Proof. Note that for any \( v \in V_G \), \( k \in \mathbb{N} \cup \{0\} \) and \( \sigma \in \text{Aut}(G) \) we have

\[ \sigma(B(v, k)) = B(\sigma(v), k). \]

Thus, for \( k \in \mathbb{N} \cup \{0\} \), applying Lemma 1, we have that

\[ \frac{\mu_F(B(v, 2k + 1))}{\mu_F(B(v, k))} = \sum_{\sigma \in F} \frac{\mu(\sigma(B(v, 2k + 1)))}{\mu(\sigma(B(v, k)))} \]
\[ = \sum_{\sigma \in F} \frac{\mu(B(\sigma(v), 2k + 1))}{\mu(B(\sigma(v), k))} \]
\[ \leq \max_{\sigma \in F} \left\{ \frac{\mu(B(\sigma(v), 2k + 1))}{\mu(B(\sigma(v), k))} \right\} \leq C_{\mu}^k. \]

Therefore, we have

\[ C_{\mu_F}^k \leq C_{\mu}^k, \]

as claimed. Thus, we also have \( C_{\mu_F} \leq C_{\mu} \). \( \square \)

Remark 13. For every graph \( G \) whose automorphism group \( \text{Aut}(G) \) is finite (in particular, for every finite graph), by Proposition 2, we can take \( \mu = DM(G) \) and consider \( \mu_{\text{Aut}(G)} \) as above. Lemma 12 yields that \( C_G = C_{\mu} = C_{\mu_{\text{Aut}(G)}} \), with \( \mu_{\text{Aut}(G)} \) invariant under \( \text{Aut}(G) \). Thus, for these graphs we always have symmetric doubling minimizers.

Let us see next that this can be extended to graphs with a subgroup of \( \text{Aut}(G) \) having an amenable action. We will say that a subgroup \( \Gamma \) of \( \text{Aut}(G) \) is amenable, if there exists a sequence of finite subsets \( F_n \subset \Gamma \), for \( n \in \mathbb{N} \), with

(i) \( F_n \subset F_{n+1} \),
(ii) \( \bigcup_n F_n = \Gamma \),

(iii) For every \( \sigma \in \Gamma \), \( \frac{|F_n \sigma \Delta F_n|}{|F_n|} \to 0 \),

where \( F_n \cdot \sigma = \{ \tau \sigma : \tau \in F_n \} \) and \( \Delta \) as usual denotes the symmetric difference of two sets (that is, \( A \Delta B = (A \cup B) \setminus (A \cap B) \)). A sequence \( (F_n)_{n \in \mathbb{N}} \) as above is usually called a Følner sequence in \( \Gamma \) [19]. Amenable actions on graphs have been thoroughly considered in the literature and have connections to several areas (see for instance [3,32,39]).

Also we will say that a measure \( \mu \) is bounded on \( G \) if \( \sup_{v \in V_G} \mu(v) < \infty \).

**Theorem 14.** Let \( G \) be a graph and \( \Gamma \) an amenable subgroup of \( \text{Aut}(G) \). If there is a doubling measure \( \mu \) which is bounded on \( G \), then there is a doubling measure \( \mu_{\Gamma} \) on \( G \) such that

(i) \( \mu_{\Gamma} \) is invariant under \( \Gamma \),

(ii) \( C_{\mu_{\Gamma}} \leq C_{\mu} \).

**Proof.** As \( \Gamma \) is amenable, let \( (F_n)_{n \in \mathbb{N}} \) be a Følner sequence in \( \Gamma \). Suppose \( \mu \) is a bounded doubling measure on \( G \) and let \( \|\mu\| = \sup_{v \in V_G} \mu(v) \). For \( n \in \mathbb{N} \), and \( v \in V_G \) let

\[ \mu_n(v) = \frac{\mu(F_n(v))}{|F_n|} = \frac{1}{|F_n|} \sum_{\sigma \in F_n} \mu(\sigma(v)). \]

Let now \( U \) be an ultrafilter on \( \mathbb{N} \) refining the order filter, and let

\[ \mu_{\Gamma}(v) = \lim_{n \in U} \mu_n(v), \]

the limit being taken along the ultrafilter \( U \). Note that \( \mu_{\Gamma}(v) \) is well-defined because \( \mu \) is bounded. By Lemma 12, \( C_{\mu_A} \leq C_{\mu} \), for every \( k \in \mathbb{N} \), so it clearly follows that

\[ C_{\mu_{\Gamma}} \leq C_{\mu}. \]

It remains to check that \( \mu_{\Gamma} \) is invariant under \( \Gamma \). To this end, fix \( v \in V_G \) and \( \sigma \in \Gamma \). For every \( \varepsilon > 0 \), we can take \( A \in U \) such that for every \( n \in A \) we have

(a) \( |\mu_{\Gamma}(v) - \mu_n(v)| < \varepsilon \),

(b) \( |\mu_{\Gamma}(\sigma(v)) - \mu_n(\sigma(v))| < \varepsilon \),

(c) \( \frac{|F_n \sigma \Delta F_n|}{|F_n|} < \varepsilon \).

It follows that, for \( n \in A \)

\[ \mu_{\Gamma}((\sigma(v)) \leq \mu_n(\sigma(v)) + \varepsilon \]

\[ = \frac{1}{|F_n|} \sum_{\tau \in F_n} \mu(\tau \sigma(v)) + \varepsilon \]

\[ \leq \frac{1}{|F_n|} \left( \sum_{\tau \in F_n} \mu(\tau \sigma(v)) + \sum_{\tau \in F_n} \mu(\tau(v)) - \sum_{\tau \in F_n} \mu(\tau(v)) \right) + \varepsilon \]

\[ \leq \frac{1}{|F_n|} \sum_{\tau \in F_n} \mu(\tau(v)) + \frac{|F_n \sigma \Delta F_n|}{|F_n|} \|\mu\| + \varepsilon \]

\[ \leq \mu_{\Gamma}(v) + (2 + \|\mu\|) \varepsilon. \]

As \( \varepsilon > 0 \) is arbitrary, it follows that \( \mu_{\Gamma}((\sigma(v)) \leq \mu_{\Gamma}(v) \). Since the argument holds for any \( \sigma \in \Gamma \), we get that

\[ \mu_{\Gamma}(\sigma(v)) = \mu_{\Gamma}(v) \]

for every \( \sigma \in \Gamma \) and every \( v \in V_G \), as claimed. \( \Box \)

Recall that a graph \( G \) is called vertex transitive, if for every pair of vertices \( v, v' \in V_G \) there exists \( \sigma \in \text{Aut}(G) \) such that \( v' = \sigma(v) \). As a direct consequence of Theorem 14 we get:

**Corollary 15.** Let \( G \) be a vertex transitive graph.

(i) Suppose \( \text{Aut}(G) \) is amenable. Then, \( G \) supports a bounded doubling measure if and only if the counting measure \( |\cdot| \) is doubling.

(ii) If \( G \) is finite, then \( C_G = C_{|\cdot|} \).
Let us see next that property (ii) holds actually under more general assumptions.

**Proposition 16.** Let $G$ be a vertex transitive graph. $G$ supports a doubling measure if and only if $|\cdot|$ is doubling.

**Proof.** Suppose $\mu$ is a doubling measure on $G$. A moment thought reveals that for every $v \in V_G$, $r > 0$ and $\lambda \geq 1$

$$\mu(B(v, \lambda r)) \leq C\lambda \log_2 C \mu(B(v, r)).$$

It follows (cf. [36]) that there is a constant $D$ (depending only on $C_\mu$), such that the cardinality of a set of $r$-separated points in $B(v, \lambda r)$ is always bounded by $D\lambda \log_2 C$. In particular, this implies that for every $x \in V_G$, we can find a set $F \subset V_G$ with $|F| \leq D C_\mu$ such that

$$B(x, 2r) \subset \bigcup_{v \in F} B(v, r).$$

Moreover, since $G$ is vertex transitive, it follows that $|B(v, r)| = |B(x, r)|$ for every $v \in V_G$ and $r > 0$. In particular we have

$$|B(x, 2r)| \leq |F||B(x, r)| \leq D C_\mu|B(x, r)|,$$

which shows that $|\cdot|$ is doubling. \qed

It should be noted that the fact that $\text{Aut}(G)$ is amenable, does not necessarily imply that there exists a doubling measure on $G$, as the following shows.

**Example 17.** For every $r \geq 3$ there is a graph $G$ with $\Delta_G = r + 1$ such that $\text{Aut}(G) = \{id_{V_G}\}$ and $G$ does not support any non-trivial doubling measure.

**Proof.** For $r \geq 3$, let $T_r$ denote the infinite $r$-homogeneous regular tree and let $(x_i)_{i \in \mathbb{N}}$ be an enumeration of its vertices. We will consider a graph $G$ whose vertex set $V_G$, consists of all pairs $(x_i, j)$ with $j = 0, \ldots, i$, and two vertices $(x_i, j)$, $(x_i, j')$ are connected by an edge in $E_G$ if $i = i'$ and $|j - j'| = 1$ or $i \neq i'$, $j = j' = 0$ and $x_i$ is connected to $x_j$ by an edge in $E_{T_r}$.

Let $d_{i,j}$ denote the degree of the vertex $(x_i, j)$. We have

$$d_{i,j} = \begin{cases} r + 1, & \text{if } j = 0, \\ 1, & \text{if } j = i, \\ 2, & \text{otherwise.} \end{cases}$$

Since automorphisms preserve the degree of each vertex, it is easy to check that $\text{Aut}(G) = \{id_{V_G}\}$.

On the other hand, in order to see that $G$ does not support a doubling measure it is enough to check that $G$ is not metrically doubling; that is, the number of $s$-separated points in a ball of the form $B(v, 2s)$ is not uniformly bounded for $s > 0$ (cf. [25]). This follows from the properties of $T_r$. Indeed, note that for every $s > 0$ the ball $B(v, 2s)$ for $v = (x_0, 0)$, contains $r(r - 1)^{s-1}$ vertices of the form $(x_i, 0)$ with $d(x_0, x_i) = s$, and for each of them we can consider another vertex of the form $(x_i, 0)$ with $d(x_0, x_i) = s$ and $d(x_0, x_i) = 2s$, so that $d(x_i, x_j) > s$ for $i \neq i'$. \qed

5. The least doubling constants $C_G$ vs. $C_G^0$

Given that the restricted doubling constant $C_G^0$ can be more easily computed by Theorems 5 and 10 than $C_G$ itself, the purpose of this section is to clarify when $C_G = C_G^0$ and use this to compute $C_G$ for certain families of graphs. Let us begin with a simple observation that characterizes when $C_G = C_G^0$:

**Proposition 18.** For a finite graph $G$, let $\mu_0$ denote the measure associated to the Perron eigenvector of the adjacency matrix. The following are equivalent:

(i) $C_G = C_G^0$.
(ii) $C_{\mu_0} = C_{\mu_0}^0$.

**Proof.** Suppose first $C_G = C_G^0$, and let $\mu \in DM(G)$. We have that

$$C_\mu^0 \leq C_\mu = C_G = C_G^0 \leq C_\mu^0.$$

Hence, we have that
5.1.

In particular, by Theorem 5, it follows that \( \mu = \alpha \mu_0 \) for some scalar \( \alpha > 0 \). Thus, \( C^0_{\mu_0} = C^0_{\mu} \) as claimed.

Conversely, if \( C^0_G < C_G \), then we have

\[
C^0_{\mu_0} = C^0_G < C_G \leq C^0_{\mu},
\]

as claimed. \( \square \)

In [33] we computed the least doubling constant of some families of finite graphs, including complete graphs \( K_n \), star graphs \( S_n \) and cycles \( C_n \):

\[
C_{K_n} = n, \quad C_{S_n} = 1 + \sqrt{n}, \quad C_{C_n} = 3.
\]

In [17] we have analyzed the constants of path graphs \( L_n \), \( \mathbb{N} \), and \( \mathbb{Z} \) and have shown that

\[
\lim_{n \to \infty} C_{L_n} = 3 = C_{\mathbb{Z}} = C_{\mathbb{N}},
\]

where \( L_n \) denotes the path or linear graph of \( n \) vertices. It was also shown in [17] that \( C_{L_n} = C^0_{L_n} \) if and only if \( n \leq 8 \).

In order to expand this list, we will need the following result:

**Proposition 19.** Let \( G \) be a graph with \( \text{diam}(G) = 2 \). For every measure \( \mu \) on \( G \) we have \( C^0_{\mu} = C^0_G \). In particular, \( C_G = C^0_G \).

**Proof.** Since \( \text{diam}(G) = 2 \), for every \( v \in V_G \) we have that

\[
V_G = B(v, 2) = \bigcup_{w \in B(v, 1)} B(w, 1).
\]

Hence, if \( \mu \) is any measure on \( G \), then for every \( v \in V_G \), by (5) and Lemma 1, we have that

\[
\frac{\mu(B(v, 2))}{\mu(B(v, 1))} \leq \frac{\sum_{w \in B(v, 1)} \mu(B(w, 1))}{\mu(B(v, 1))} = \frac{\sum_{w \in B(v, 1)} \mu(B(w, 1))}{\sum_{w \in B(v, 1)} \mu(w)} \leq \max_{w \in B(v, 1)} \left\{ \frac{\mu(B(w, 1))}{\mu(w)} \right\}.
\]

It follows that \( C^0_{\mu} = C^0_G \), and in particular \( C_G = C^0_G \). \( \square \)

5.1. Significant families of graphs with diameter 2

(i) **Friendship graphs:** The celebrated Friendship Theorem [18], states that the only graphs with the property that every two vertices have exactly one neighbor in common are the friendship graphs \( F_n \) (2n + 1 vertices, obtained by joining \( n \) copies of \( C_3 \) with a common vertex). Let \( v_1 \) be the vertex of degree \( 2n \), and \( (v_i)_{i=2}^{2n+1} \) the vertices of degree 3. For every \( n \in \mathbb{N} \) we have \( C_{F_n} = C^0_{F_n} = 1 + \frac{1}{2}(1 + \sqrt{1 + 8n}) \). Indeed, by Proposition 19, Theorem 5 and [1, Proposition 2.2], we have that

\[
C_{F_n} = C^0_{F_n} = 1 + r(A_{F_n}) = 1 + \frac{1}{2}(1 + \sqrt{1 + 8n}).
\]

Moreover,

\[
\mu(v_i) = \begin{cases} 4n, & i = 1, \\ 1 + \sqrt{1 + 8n}, & 2 \leq i \leq 2n + 1, \end{cases}
\]

defines the unique doubling minimizer (up to constants).

(ii) **Wheel graphs:** Let \( W_n \) denote the wheel graph with \( n \) vertices, being \( v_1 \) a vertex of degree \( n - 1 \) and the remaining vertices \( (v_i)_{i=2}^{n} \) of degree 3. For every \( n \in \mathbb{N} \) we have \( C_{W_n} = C^0_{W_n} = 2 + \sqrt{n} \). Indeed, by Proposition 19, Theorem 5 and [26, 5.6], it follows that

\[
C_{W_n} = C^0_{W_n} = 1 + r(A_{W_n}) = 2 + \sqrt{n}.
\]

Moreover,

\[
\mu(v_i) = \begin{cases} n - 1, & i = 1, \\ 1 + \sqrt{n}, & 2 \leq i \leq n, \end{cases}
\]

defines the unique doubling minimizer (up to constants).

(iii) **Complete bipartite graphs:** \( C_{K_{n,n}} = 1 + \sqrt{mn} \).
Proposition 18, Lemma 12, Theorem 5, every k-regular graph G satisfies $C_G^0 = k + 1$. (See Fig. 1.)

5.2. Graphs with $C_G > C_G^0$

Let us consider the following three-legs graph $T$: this is a tree with one vertex $v_1$ of degree 3, whose 3 neighbors $v_2, v_3, v_4$ have degree 2, and each of these is connected to a leaf $v_5, v_6, v_7$ (see Fig. 2). It can be easily checked that the Perron eigenvector of $A_T$ yields the measure

$$
\mu(v_i) = \begin{cases} 
3, & i = 1, \\
2, & 2 \leq i \leq 4, \\
1, & 5 \leq i \leq 7.
\end{cases}
$$

Since

$$
C_{\mu} \geq \frac{\mu(B(v_5, 3))}{\mu(B(v_5, 1))} = \frac{10}{3} > 3 = C_G^0,
$$

by Proposition 18, it follows that $C_T > C_G^0$. The following provides an accurate computation of $C_T$. Although the proof is completely elementary, we have decided to include the details as an illustration of the method that can be used for computing $C_G$ for other graphs.

**Proposition 20.** Let $T$ be the three-legs graph given above. It holds that $C_T - 1$ coincides with the largest root of the polynomial $x^3 + x^2 - 5x - 3$. In particular,

$$
\sup_k C_T^k \leq 3 < C_T \approx 3.0861.
$$

**Proof.** As $\text{diam}(G) = 4$ we have to show $C_G^k \leq 3$ for $k = 0, 1, 2$. By Lemma 12, we can assume all measures involved in the computations are symmetric; that is, we can set $a$ for the value of the measure on each leaf, $b$ for its value on the vertices of degree 2 and $c$ for that of the vertex of degree 3, as in Fig. 2.
Note that
\[
C^0_T = \inf_{a,b,c} \sup \left\{ \frac{a+b}{a}, \frac{a+b+c}{b}, \frac{3b+c}{c} \right\},
\]
so if we take \(a = 1, b = 2, c = 3\), it follows that \(C^0_T \leq 3\).

Similarly, we also have
\[
C^1_T = \inf_{a,b,c} \sup \left\{ \frac{a+3b+c}{a+b}, \frac{3a+3b+c}{a+b+c}, \frac{3a+3b+c}{3b+c} \right\},
\]
so taking \(a = b = 1\) and \(c = 2\) we get \(C^1_T \leq 3\).

Finally, note that
\[
C^2_T = \inf_{a,b,c} \sup \left\{ \frac{3a+3b+c}{a+b+c}, 1 \right\} \leq 3.
\]

Now, let us compute explicitly \(C_T\). To give an upper bound let us consider the weights
\[
a = 1 \quad b = (1 + r)/2 \quad c = (-2 + r + r^2)/2,
\]
where \(r \approx 2.0861\) is the largest zero of the polynomial \(x^3 + x^2 - 5x - 3 = 0\). It is easy to check that for these particular weights \(C_T \leq 1 + r\).

On the other hand, let \(\bar{a}, \bar{b}, \bar{c}\) denote the weights that give \(C_T\). We know that
\[
\sup \left\{ \frac{\bar{a}+\bar{b}+\bar{c}}{\bar{b}}, \frac{3\bar{b}+\bar{c}}{\bar{c}}, \frac{\bar{a}+3\bar{b}+\bar{c}}{\bar{a}+\bar{b}} \right\} \leq C_T.
\]
Thus, if we denote \(x_1 = \bar{a}+\bar{b}, x_2 = \bar{b}\) and \(x_3 = \bar{c}\), then \(C_T\) satisfies
\[
\begin{align*}
(i) & \quad x_1 + 2x_2 + x_3 \leq C_T x_1 \\
(ii) & \quad x_1 + x_3 \leq C_T x_2 \\
(iii) & \quad 3x_2 + x_3 \leq C_T x_3
\end{align*}
\]

Now, an appropriate recursion of these inequalities yields
\[
2x_2 + x_3 \leq x_1 (C_T - 1) \leq (C_T x_2 - x_3)(C_T - 1) \Rightarrow 0 \leq x_2(C_T^2 - C_T - 2) - x_3 C_T
\]
\[
\Rightarrow 0 \leq \frac{x_3}{3} (C_T - 1)(C_T^2 - C_T - 2) - x_3 C_T \Rightarrow C_T^3 - 2C_T^2 - 4C_T + 2 \geq 0.
\]

Observe that
\[
x^3 - 2x^2 - 4x + 2 = (x - 1)^3 + (x - 1)^2 - 5(x - 1) - 3
\]
and
\[
\{x : (x - 1)^3 + (x - 1)^2 - 5(x - 1) - 3 = 0\} = \{1 + x : x^3 + x^2 - 5x - 3 = 0\}.
\]
Since \(C_T \geq 3\), we conclude that \(C_T \geq 1 + r\).  \(\square\)

Proposition 19 cannot be extended to graphs with diameter larger than 2, as the following shows.

**Example 21.** The **Doyle graph** (also known as the Holt graph [23]) \(\mathcal{D}\) is a vertex transitive 4-regular graph of diameter 3 with 27 vertices which satisfies
\[
C_{\mathcal{D}} > C^0_{\mathcal{D}}.
\]

Indeed, because \(\mathcal{D}\) is a vertex transitive graph, if follows from Corollary 15 that
\[
C_{\mathcal{D}} = C_{|\mathcal{D}|} = \sup \left\{ \frac{|B(v, 3)|}{|B(v, 1)|/|B(v, 0)|} \right\} = \sup \left\{ \frac{n}{k+1} \cdot \frac{k+1}{1} \right\} = \sup \left\{ \frac{27}{5} \cdot 5 \right\} = \frac{27}{5}.
\]
On the other hand, being a 4-regular graph, we have \(C^0_{\mathcal{D}} = 5\), and the claim follows. (See Fig. 3.)
6. A characterization of graphs with doubling constant $C_G \leq 3$

Motivated by Smith’s description of graphs with spectral radius no greater than 2 (see [9, Theorem 3.1.3]), our purpose in this Section is to classify those graphs $G$ with doubling constant $C_G \leq 3$. Note that $C_G = 2$ only in the case when the graph consists of 2 vertices. Let us begin with some simple facts stemming directly from the definition of $C_G^0$:

Lemma 22. Given a graph $G$ and $\mu$ a measure on $G$. Suppose $v \in V_G$ has degree $d_v \geq 3$ and let $(v_i)_{i=1}^d$ be the set of its neighbors. Let $a_0 = \mu(v)$, and $a_i = \mu(v_i)$ for $1 \leq i \leq d_v$. If $a_0 \leq a_i$ for some $1 \leq i \leq d_v$, then $C_G^0 \geq 3$.

Proof. Suppose first that $\sum_{j \neq i} a_i \leq a_0$, then there exists $j \neq i$ such that $a_j \leq \frac{a_i}{d_v - 1}$. In this case, we have

$$C_G^0 \geq \frac{\mu(B(v_j, 1))}{\mu(B(v, 0))} \geq \frac{a_j + a_0}{a_j} \geq d_v \geq 3.$$ 

Otherwise, suppose now that $\sum_{j \neq i} a_i > a_0$. In that case, we have

$$C_G^0 \geq \frac{\mu(B(v, 1))}{\mu(B(v, 0))} \geq \frac{\sum_{i=0}^{d_v} a_i}{a_0} > 3. \quad \Box$$

Proposition 23. Let $G$ be a graph. Under any of the following conditions we have that $C_G \geq 3$:

(i) $G$ contains a cycle.
(ii) $G$ contains a vertex of degree strictly larger than 3.
(iii) $G$ contains 2 vertices of degree at least 3.

Proof. To prove (i), let $\{v_i : i = 1, \ldots, m\} \subset V_G$ be an $m$-cycle ($m \geq 3$); that is, $\{v_1, v_m\}, \{v_i, v_{i+1}\} \in E_G$ for $i = 1, \ldots, m - 1$. For any measure $\mu$ on $G$, let $a_i = \mu(v_i)$ for $i = 1, \ldots, m$. Let $a_{m_0} = \min\{a_i : 1 \leq i \leq m\}$. It follows that

$$C_G^0 \geq \frac{\mu(B(v_{m_0}, 1))}{\mu(B(v_{m_0}, 0))} \geq \frac{a_{m_0-1} + a_{m_0} + a_{m_0+1}}{a_{m_0}} \geq 3.$$ 

Since $\mu$ is arbitrary, we have $C_G^0 \geq 3$.

(ii) Suppose $v \in V_G$ has degree $d_v \geq 4$. Let $(v_i)_{i=1}^{d_v} \subset V_G$ be the neighbors of $v$. For any measure $\mu$ on $G$, let $a_0 = \mu(v)$ and $a_i = \mu(v_i)$ for $i = 1, \ldots, d_v$. Suppose first that

$$\sum_{i=1}^{d_v} a_i \geq 2a_0.$$ 

In this case, we have
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\[
C^0_{\mu} \geq \frac{\mu(B(v, 1))}{\mu(B(v, 0))} = \frac{\sum_{i=0}^{d_v} a_i}{a_0} \geq 3.
\]

Now, suppose on the other hand that

\[
\sum_{i=1}^{d_v} a_i < 2a_0.
\]

Then, necessarily, there is \(1 \leq j \leq d_v\) such that \(a_j < \frac{2a_0}{d_v}\). In this case, as \(d_v \geq 4\), we have

\[
C^0_{\mu} \geq \frac{\mu(B(v_j, 1))}{\mu(B(v_j, 0))} \geq \frac{a_j + a_0}{a_j} > \frac{d_v}{2} + 1 \geq 3.
\]

In either case, it follows that \(C^0_{\mu} \geq 3\).

(iii): By (i) and (ii), we can assume that \(G\) is a tree with maximal degree \(\Delta_G = 3\). Hence, without loss of generality, we can assume that \(G\) contains two vertices of degree 3, \(v_1, v_2\), which are connected by a path of length \(p \in \mathbb{N}\), \(\{w_{i-1}, w_i\}\) for \(1 \leq i \leq p\), with all the vertices distinct from \(v_1\) and \(v_2\) having degree 2. Note that \(v_1\) and \(v_2\) could be neighbors; that is, \(p = 0\), in which case, the same proof works.

Given any measure \(\mu\) on \(G\), let \(a_0 = \mu(v_1), a_i = \mu(w_i)\) for \(i = 1, \ldots, p\), and \(a_{p+1} = \mu(v_2)\). By Lemma 22, we can assume \(a_0 > a_1\) and \(a_p < a_{p+1}\). It follows, that there must be some \(1 \leq i \leq p\) such that \(a_i \leq \min\{a_{i-1}, a_{i+1}\}\). Therefore, we have

\[
C^0_{\mu} \geq \frac{\mu(B(w_i, 1))}{\mu(B(w_i, 0))} \geq \frac{a_{i-1} + a_i + a_{i+1}}{a_i} \geq 3. \quad \square
\]

**Remark 24.** Alternatively, Proposition 23 can be proved using the monotonicity of \(C^0_{\mu}\) (which is a consequence of Theorem 5) and the fact that the graphs \(S_n\) for \(n \geq 4, C_n\) and \(\hat{D}_n\) satisfy \(C^0_{\mu} \geq 3\). However, we included the proof above as it is completely elementary.

If a graph satisfies \(C_G \leq 3\), Proposition 23 implies that \(G\) must be a tree with at most one vertex of degree 3, and all the remaining vertices have degree 1 or 2. However, the list of graphs with \(C_G \leq 3\) is even smaller: By Theorem 5, we have that

\[
1 + \lambda_1(A_G) = C^0_G \leq C_G \leq 3,
\]

so \(\lambda_1(A_G) \leq 2\). The finite graphs with this property are characterized in [9, Theorem 3.1.3] (see Fig. 4).

In particular, we have

\[
C^0_{D_n} = 1 + 2 \cos \frac{\pi}{2(n-1)}, \quad C^0_{L_n} = 1 + 2 \cos \frac{\pi}{n+1},
\]

\[
C^0_{E_6} = 1 + 2 \cos \frac{\pi}{12}, \quad C^0_{E_7} = 1 + 2 \cos \frac{\pi}{18}, \quad C^0_{E_8} = 1 + 2 \cos \frac{\pi}{30},
\]

and
Corollary 25. The only finite graphs with $C_G \leq 3$ are $E_6$, $E_7$, $L_n$, $D_n$, $C_n$ and $\hat{D}_n$.

Proof. By the above comment, we only have to find out which of the graphs in Fig. 4 also satisfy $C_G \leq 3$. In [17] it is proved that $C_{L_n} = 3$ and in [33] it was checked that $C_{C_n} = 3$.

On the other hand, consider in $D_n$ the measure $\mu$ that gives 1 to the two leaves and 2 to the rest of the vertexes. It is easy to see that $C_{D_n} \leq C_\mu = 3$.

Let us consider in $E_6$ the measure $\mu$ and in $E_7$ the measure $v$ as in Fig. 6. One can check that $C_{E_6} \leq C_\mu < 3$ and $C_{E_7} \leq C_v < 3$. To see that $C_{E_6} > 3$, one can proceed similarly as we did in Proposition 20. If we denote by $a_i$ ($1 \leq i \leq 8$) a sequence of optimal weights to compute $C_{E_6}$ (see Fig. 5) one can check that

$$3 = C_{E_6}^0 = C_{E_7}^0 = C_{E_8}^0 = C_n^0 = C_{D_n}^0,$$

where $n = |V_{D_n}| = |V_{E_6}| = |V_{E_7}| = |V_{C_n}|$.

$$
\sup \left\{ \frac{a_1+a_2+a_3+a_4+a_8}{a_1+a_2}, \frac{a_1+a_2+a_3}{a_2}, \frac{a_2+a_3+a_4}{a_3}, \frac{a_3+a_4+a_5}{a_4}, \frac{a_4+a_5+a_6}{a_5}, \frac{a_5+a_6}{a_6}, \frac{a_2+a_3+a_4+a_5+a_6+a_7+a_8}{a_5+a_6+a_7}, \frac{a_3+a_8}{a_8} \right\} \leq C_{E_6} = x.
$$

implies

$$2x - 8x^2 + 14x^3 - 10x^4 - 4x^5 + 11x^6 - 6x^7 + x^8 \geq 0.$$  \hspace{1cm} (6)

Since $x \geq 2$, $x \geq r \approx 3.02058$ where $r$ is the biggest root of the polynomial in (6).

Now, let $\mu_0$ denote the measure associated to the Perron eigenvector of the adjacency matrix (see Fig. 4). If $G = \hat{E}_6, \hat{E}_7$ or $E_8$ it can be numerically computed that $C_{\mu_0} > C_{\mu_0}^0$ so, by Proposition 18, $C_{\hat{E}_6} > 3$, $C_{\hat{E}_7} > 3$ and $C_{E_8} > 3$ (notice that in Proposition 20 we computed the exact value of $\hat{E}_6$).

Finally, a similar argument as in the proof that the counting measure $\lambda$ on $L_n$ satisfies $C_\lambda = 3$ can be used to show that $C_{\hat{D}_n} = C_{D_n}^0 = 3$. \hfill \Box

The previous result can be extended to characterize those infinite graphs with $C_G \leq 3$. To this end, let $D_\infty$ denote the infinite tree with one vertex of degree 3, two of its neighbors being leaves and the remaining vertices having all degree 2.

Corollary 26. The only infinite graphs with $C_G \leq 3$ are $\mathbb{N}$, $\mathbb{Z}$, and $D_\infty$.

Proof. Suppose $G$ is an infinite graph with $C_G \leq 3$. In particular, $C_G^0 \leq 3$, so by Proposition 9, every finite subgraph $F \subset G$ must have $C_F^0 \leq 3$. However, by Corollary 25, the only finite graphs of arbitrary size are $D_n$ and $L_n$. This makes $\mathbb{N}$, $\mathbb{Z}$, and $D_\infty$ the only possible infinite graphs with constant no greater than 3.

The fact that actually $C_{\mathbb{N}} = C_{\mathbb{Z}} = 3$ has been proved in [17]. As for $D_\infty$, let $(v_j)_{j \in \mathbb{N}}$ be an enumeration of the vertices, so that $v_1$ and $v_2$ correspond to the leaves, $v_3$ is the only vertex of degree 3, and the remaining vertices have degree 2. It is enough to consider the measure given by
\[ \mu(V_j) = \begin{cases} 
1, & j = 1, 2, \\
2, & j \geq 3, 
\end{cases} \]

and a straightforward computation yields \( C_{D_{\infty}} \leq C_{\mu} = 3. \quad \square \)
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