Abstract

This report describes the submission system of the GIST-AiTeR team at the 2022 VoxCeleb Speaker Recognition Challenge (VoxSRC) Track 4. Our system mainly includes speech enhancement, voice activity detection, multi-scaled speaker embedding, probabilistic linear discriminant analysis-based speaker clustering, and overlapped speech detection models. We first construct four different diarization systems according to different model combinations with the best experimental efforts. Our final submission is an ensemble system of all the four systems and achieves a diarization error rate of 5.12% on the challenge evaluation set, ranked third at the diarization track of the challenge.
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1. Introduction

Speaker diarization (SD) is a process of identifying “who spoke when” by dividing an audio signal into homogeneous segments using speaker labels [1]. SD is essential to many speech-related applications with multi-speaker audio data, such as conversational multi-part speech recognition for business meetings or interviews and speaker-dependent video indexing [2].

In general, SD has been considered a speaker clustering problem that assigns a speaker label to each speech segment. A clustering-based SD system typically has a modular structure, comprising speech activity detection, a speaker embedding extractor, and speaker clustering [3]. After a speaker label is assigned to each segment, all segments with the same speaker label are grouped into a cluster. As the speaker embedding becomes increasingly robust, the conventional SD system also achieves good performance because the speaker confusion is significantly reduced. To further improve the performance, many research works have focused on overlapped speech detection (OSD) [4] to reduce the missed speaker error, including speech separation [5], end-to-end neural speaker diarization (EEND) [6], and target-speaker voice activity detection (TS-VAD) [7].

In this paper, we propose a clustering-based SD system for the Diarization Task of the 2022 VoxCeleb Speaker Recognition Challenge (VoxSRC). The proposed system comprises several processing modules such as speech enhancement, voice activity detection (VAD), speaker embedding extraction, clustering, and OSD.

Following this introduction, Section 2 describes the proposed system architecture, where we develop four different systems according to the different combinations of SD modules with different hyperparameters. In addition, the fusion systems are described to improve the diarization performance. Further,
long with a step size of 4 s. Then, a sequence of 80-dimensional log mel-filterbanks were obtained by applying a Hamming window of 25 ms to each segment once every 10 ms, followed by a 512-point fast Fourier transform. The model was first trained using the mixed training set for 10 epochs with a learning rate of 0.0001 and a weight decaying factor of 1e-5 for preventing overfitting of the model, where binary cross-entropy (BCE) loss and Adam optimizer were used. Subsequently, the model was fine-tuned using speech-enhanced DEV402 for 10 epochs with a learning rate of 0.00001. In particular, we trained two different versions of ResNet+LSTM with different $S = \{1, 2\}$ to obtain the VAD outputs with different resolutions. Finally, we averaged the outputs from these two versions in a frame level.

The threshold for VAD was experimentally set to 0.6.

As the second VAD module, we first took the pretrained model of SincNet+LSTM that was learned using the Pyannote 2.0 framework. The pretrained model was designed to provide three subtasks: VAD, speaker change detection, and OSD. We only considered the VAD subtask to perform transfer learning using the DEV402 set without speech enhancement.

Finally, we constructed two ensemble modules by averaging the posterior values predicted from the ResNet+LSTM and SincNet+LSTM modules. The ensemble values were postprocessed according to the procedure in Pyannote2.0. During the postprocessing, we optimized hyperparameters by applying grid search to VAL46 to achieve better performance.

Table 1 compares the VAD performances of ResNet+LSTM, SincNet+LSTM, and their different ensemble modules by measuring the false alarm (FA), miss detection (Miss), and accuracy (Acc) on VAL46. As presented in the table, Fusion (1+2+3) showed the best VAD performance. We evaluated diarization error rate (DER) performance after each VAD module was integrated into the overall SD system. Accordingly, an SD system employing SincNet+LSTM was found to achieve the best DER performance; therefore, SincNet+LSTM was selected as a VAD module in our final SD system.

### 2.3. Speaker Embedding

A speaker embedding module is based on MFA-Conformer. Because of its performance in speaker recognition with a reasonable inference speed, MFA-Conformer was adopted to train the speaker embedding model. To train MFA-Conformer, we used voxceleb1 and voxceleb2. As an input feature, 80-dimensional log mel-filterbanks were used, which were identical to the input feature of the ResNet+LSTM VAD module. Additionally, SpecAugment (τ=8, f=10) was applied to these input features. To realize multi-scaled input features, each utterance was randomly cropped into 1, 2, 3 s each, and then an attention statistic pooling layer was used to project the variable-frame-level features to the utterance-level fixed-length vector. Consequently, the MFA-Conformer provided a 192-dimensional speaker embedding vector.

The model was trained with a batch size of 200 using the AdamW optimizer with a weight decay of 1e-7. The learning rate was scheduled via cosine annealing with warmup restart [19] with a cycle size of 25 epochs, maximum learning rate of 1e-3, and decay rate of 0.5 per cycle. As an objective function, we combined the AP objective function [20] with two utterances for the prototype and the AAM-Softmax objective function [21] with a margin of 0.3 and scale of 30.

### 2.4. Clustering

To cluster speaker embedding vectors obtained from MFA-Conformer, we first performed dimension reduction from 192 to 128 using linear discriminant analysis (LDA). Then, two probabilistic LDA (PLDA) models were estimated using the reduced dimensional embedding vectors extracted from voxceleb1 & 2 and voxconverse DEV402 set each. The final PLDA model was obtained by linearly interpolating two PLDA models with a factor of 0.9. Next, for a given utterance, the agglomerative hierarchical clustering (AHC) with PLDA scores was performed to assign a cluster index to each frame. The AHC clustering threshold was set using a two component Gaussian mixture model with a shared variance, estimated from all the PLDA scores in the utterance.

The clusters from AHC were further processed using the short-duration filter [5]. In other words, short-duration clusters were identified using a threshold of 2.5 s, and then it was decided whether each short-duration cluster should be merged into the closest long cluster or treated as a new cluster according to the cosine distance threshold of 0.5. Notice that a higher threshold value this work than those in previous works [5] caused slight underclustering. However, this underclustering was remedied using variational Bayesian (VB)-HMM-based clustering [24]. VB-HMM aims at reassigning a cluster index to each frame by considering the time dependencies with a proper number of clusters. In fact, the parameters of VB-HMM need to be optimized according to each input structure. In particular, we experimented with three different input structures according to different pairs of (segment length, hop size), e.g., (1 s, 0.75 s), (2 s, 1 s), (3 s, 1.5 s), and (2 s, 0.25 s). The first three pairs were applied when a raw speech signal was used, while the last one was applied when enhanced speech was used.

### 2.5. Overlapped Speech Detection

The system of VAD and OSD are based on ResNet+LSTM and SincNet+LSTM models. ResNet+LSTM is trained from scratch using a speech enhanced dataset. In contrast, SincNet+LSTM is transferred from pretrained using a raw dataset.

| FA (%) | Miss (%) | Acc (%) |
|--------|----------|---------|
| 1. ResNet+LSTM (S = 1) | 2.03 | 1.61 | 96.34 |
| 2. ResNet+LSTM (S = 2) | 2.39 | 1.47 | 96.14 |
| 3. SincNet+LSTM | 2.23 | 1.47 | 96.30 |
| Fusion (1+2) | 2.16 | 1.54 | 96.31 |
| Fusion (1+2+3) | 2.08 | 1.51 | 96.41 |

Table 2: Comparison of precision and F1-score of different overlapped speech detection modules

| Precision (%) | F1 (%) |
|---------------|--------|
| 1. ResNet+LSTM (S = 1) | 68.55 | 68.22 |
| 2. ResNet+LSTM (S = 2) | 67.55 | 67.40 |
| 3. SincNet+LSTM | 68.83 | 66.79 |
| Fusion (1+2) | 83.94 | 56.99 |
| Fusion (1+2+3) | 88.81 | 52.45 |
To detect overlapped speech frames, we again used a VAD module whose target label was overlapped speech ‘1’ or no overlapped speech ‘0’. We trained three VAD modules: two ResNet+LSTM modules with $S = \{1, 2\}$ and one SincNet+LSTM module. In particular, weighted BCE loss was used to train for OSD owing to the data imbalance problem. This problem occurs because the number of overlapped speech frames is much smaller than that of single speech or silence frames. Except this loss function, the entire training procedure was identical to that described in Section 2.2. The posterior output from each module was compared with a threshold to detect overlapped speech frames, where the threshold was intentionally set so that the precision became high.

Table 2 compares the precision and F1 score of the overlapped speech detection modules. As shown in the table, Fusion (1+2+3) provided the best precision among other single modules and the fusion module. Note that Fusion (1+2+3) indicates that the posterior outputs from the single modules are averaged. Consequently, we selected this Fusion (1+2+3) as the OSD module.

### 3. Dataset Description

The dataset given by the Challenge is divided into a development set (DEV402) and a validation set (VAL46), which are the first 402 recordings and the last 46 recording, respectively, as in [10]. The datasets used for each module in our developed SD systems are as follows:

- VAD and OSD: for scratch training of ResNet+LSTM, AMI [26], AISHELL-4 [27], CALLHOME [28], DIHARD I [29], and DIHARD II [30] are the mixed training sets that are processed by a speech enhancement module. DEV402 and VAL46 are also used for fine-tuning and validation, respectively. In addition, only DEV402 without speech enhancement is used for transfer learning of SincNet+LSTM from the pretrained model.
- Speaker embedding: voxceleb 1 & 2 development sets [13 16] are used for training the speaker embedding module.
- Data augmentation: data augmentation is performed, in which utterances are convolved with one of the simulated room impulse responses (RIRs) [31] and mixed with noise signal from the MUSAN corpus [32], which have ambient, music, television, and babble noises. The data augmentation is employed for VAD, OSD, and speaker embedding module.

### 4. Experimental Results

Table 3 compares the SD performance of the different versions of our speaker diarization systems shown in Fig. 1. The performance was evaluated on both VAL46 and VoxSRC 22 challenge test sets. In this table, the first four single systems are different from the time scale and the presence or absence of speech enhancement.

As shown in table, System 2 showed the best DER of 3.97% on VAL46 among the single systems without speech enhancement. However, we experimentally found that some utterances were well diarized when employing speech enhancement. Even though System 4 had a higher DER than Systems 1–3 because of applying speech enhancement to all the utterances in VAL46, we fused it with Systems 1–4 using DOVER-Lap [33], which resulted in the lowest DER. Accordingly, we submitted this fusion system for the Challenge and achieved a DER of 5.12% on the challenge test set, which ranked 3rd at the 2022 VoxSRC.

### 5. Conclusion

In this report, we described our submitted SD system for the diarization task (Track 4) of the 2022 VoxSRC. To achieve better performance, we mainly focused on using multi-scaled x-vectors by applying MFA-Conformer to speaker embedding. We evaluated the proposed system with the dataset provided by the 2022 VoxSRC Challenge and achieved DERs of 3.56% and 5.12% on the development set and challenge test set, respectively, which ranked 3rd at the 2022 VoxSRC.
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