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Abstract
Intelligent transportation brings huge benefits to humans’ life and industrial production in terms of vehicle control and traffic management. Now, the development of edge-cloud computing has once again promoted intelligent transportation into a new era. However, the development of intelligent transportation inevitably produces a large amount of data, which brings new challenges to data privacy protection and security. In this paper, we propose to develop an improved trajectory prediction framework based on the self-adaptive trajectory prediction model (SATP), which could significantly enhance traffic safety in transportation systems. The proposed framework is capable of guaranteeing the accurate trajectory prediction of moving target under different application scenarios. In particular, to reduce the size of original trajectory point data collected by sensors, the angle change and minimum description length (MDL) principle are first combined to remove the redundant points in raw trajectories. The obtained points can then be reduced for model using the two-step clustering method. To further enhance the prediction performance, we add the “self-transfer” to the original model to solve the problems that the state of original SATP model may be discontinuous. Furthermore, we propose to develop a trajectory complementation method based on Bezier curve to improve the prediction accuracy. Finally, by comparing the two-step clustering method with the commonly-used SinglePass and density-based clustering method (DBCM) algorithms, the proposed two-step clustering policy greatly reduce the time cost of clustering. At the same time, by comparing the improved SATP model with the original model, the results show that the improved SATP method can greatly improve the speed of prediction model.
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Section I: introduction
In the past few decades, intelligent transportation has become an effective way to manage vehicles, improve traffic system performance, enhance travel safety, and provide travelers with more choices. Cloud computing [1–3] provides services to users in a shared resource pool, and users do not need to care about the operation and maintenance of equipment. The edge-cloud-based intelligent transportation system can further improve road safety, traffic productivity, and travel reliability. However, while enjoying these benefits, we inevitably face data privacy and security issues [4–6] arising from intelligent transportation.

With the rapid development of wireless communication and Global Navigation Satellite Systems (GNSS) [7] techniques, it possible for us to systematically track object movements while collecting a large amount of trajectory data, such as vessel positioning data and animal movement data. Moving target trajectory prediction refers to real-time prediction of the moving target’s current trajectory by using a large amount of historical behavior trajectory information of the moving target.
Thus, we should make corresponding operations [8, 9] before predicting the moving target’s behavior trajectory. Moving target trajectory prediction has been widely used in various fields and has recently attracted interest from researchers, such as urban planning, location services, national defense, military, traffic management and vehicle routing, security applications such as barrier monitoring, multiple tasks [10–14].

Over the past decades, many trajectory prediction methods for moving targets have been proposed. Monreale et al. [15] proposed a trajectory prediction method named WhereNext, which could find out the locations where moving targets often visited according to the pattern. It could then use the T-pattern tree to extract the history trajectory which had the highest matching degree with the current trajectory as the predicted trajectory. Ying et al. [16] predicted the location of the moving target at the next moment based on the semantic features of geography and trajectory. This method predicted the location of the next moment by mining the frequent behavior features of the same kind of moving targets. Song et al. [17] proposed a state space model based on user mobility model, and used Markov transfer probability to mine the transformation between moving targets in different states. Ishikawa et al. [18] divided the map into a grid of different sizes and found the grid of the moving target by using the R-tree and Markov chain to describe the probability of the moving target’s transfer between the grids. Ma et al. [19] applied the hidden Markov theory to the urban taxi movement trajectory model, which can provide users with decision-making support for the ride route. Asahara [20] used mixed Markov chain model to predict pedestrian trajectories. They took into account the moving targets’ individual characteristics and historical status. Killijian [21] extended the mobile Markov chain (Mobility Markov Chain, MMC) model to predict the location of the moving target. The essence of the model was the high order Markov model, the prediction accuracy can reach 70% ~ 95%, but the computational cost was large. Qiao et al. [22] modelled the complex motion model of moving objects by using the Gauss hybrid model, then analyzed the probability distribution of different motion patterns. The self-adaptive trajectory prediction (SATP) model proposed by Qiao et al. [23, 24] reduced the number of hidden states by using the clustering algorithm based on density, and then used HMM to predict the trajectory. However, the execution speed of the method was still slow. Moreover, the solution was poor when the state appears stayed and discontinuous. Furthermore, deep learning technology [25–28] widely used in image processing can also provide solutions for trajectory prediction.

The purpose of this paper is to improve the convergence speed of the model and the efficiency of prediction. The main contents of this paper are as follows: (1) Streamline the trajectory points according to the MDL (Minimum Description Length) principle, which can reduce the amount of data to be processed and speed up the model training and model prediction; (2) Using the trajectory clustering algorithm to reduce the number of hidden states in the HMM model. At the same time, combine the SinglePass algorithm and DBCM (density-based clustering method) algorithm into a two-step clustering algorithm, which reduces the time complexity of the original density-based clustering algorithm and accelerates the speed of trajectory point clustering; (3) Integrate the initial state transition with the implicit state transition probability matrix in the SATP model, and add self-transition in the implicit state transition probability matrix to solve the problem of state stay and discontinuity; (4) Completing the predicted trajectory by using the Bezier curve [29] to improve the accuracy of trajectory prediction.

Section II: analysis of algorithms

The flow chart of the moving target trajectory prediction method in this paper is shown in the Fig. 1. Based on this flow chart, it can be seen that the process of moving target trajectory prediction can be divided into the following two parts: action mode training and action trajectory prediction. The action mode training is mainly divided into: simplifying the historical trajectory points, aggregating the historical trajectory points, and the training and storage of historical trajectory action mode models. The process of trajectory prediction can be divided into the following steps: simplifying the current trajectory points, calculating the possible hidden state chains corresponding to trajectory points, calculating the hidden state chains with maximum probability, calculating the transition probabilities of subsequent states, reducing the hidden state of trajectory points, and completing the trajectory points. The loop is repeated many times to get a number of subsequent states to predict a relatively long trajectory.

Trajectory point simplification method based on MDL principle

In order to satisfy the rapid completion of trajectory point clustering and predictive model training based on big data, this paper uses the minimum description length (MDL) [30] to simplify the trajectory points. Only those points in the trajectory that best describe the trajectory will be retained, for reaching a balance between accuracy and simplicity.

The calculation complexity of the MDL principle is relatively high. Therefore, before the calculation, we first
make a filter to trajectory point according to the change of the direction of the trajectory point. For the trajectory consisting timestamped points \( \{P_1, P_2, \ldots, P_n\} \), start from \( P_3 \), calculating the slopes \( k_1, k_2 \) of the two segments and \( P_{i-1}P_i \) respectively. If \( |k_1 - k_2| > \text{angle} \), it indicates that the change of direction at point \( P_{i-1} \) is large enough, so this point needs to be preserved; otherwise, it shows that there is almost no change of direction at point \( P_{i-1} \). Then this point can be removed at this time. The angle is set to 5° in this paper. We also study how to choose the angle in our future work.

After the first filter, the trajectory points have only reached a certain level of simplification but have not reached the optimal simplification, i.e., the filtered data can’t completely represent trajectory points. Therefore, this paper makes a second simplification based on the MDL principle. The MDL principle was originally proposed to compress spatial data. Its formula is composed of \( L(H) \) and \( L(D|H) \), where \( L(H) \) represents the cost of the compression model and \( L(D|H) \) represents the overhead of data D after compression by model H. When \( L(H) + L(D|H) \) takes the minimum, the compression of the data is optimal because it is used to store the model and store the compression and the length of the data is minimal. Since there is no data compression model in this paper (that is, no data restoration is needed), this paper designs an MDL formula that is applicable to this project. It should meet the requirements: the more the number of trajectory points that are ultimately selected, then the more assumption condition \( L(H) \) is, that is the corresponding data overhead \( L(D|H) \) is smaller. Conversely, when the number of final selected trajectory points is smaller, then the smaller the condition \( L(H) \) is, the corresponding data overhead \( L(D|H) \) is bigger. In order to meet this demand, we designed the MDL formula in this paper which is shown below.
where \( \text{trace} = \{P_1, P_2, \ldots, P_n\} \) is the original trajectory point \( \text{trace} = \{PS_1, PS_2, \ldots, PS_k\} \) is a streamlined trajectory, the MDL formula is used to solve the description overhead and description ability of the simplistic trajectory. \( |\text{trace'}| \) indicates the length of the trajectory \( \text{trace} \) Same as it, \( |\text{trace}| \) indicates the line segment \( |\text{trace}| \) represents the error between the trajectory and the trajectory, and \( \text{index}(PS_i, \text{trace}) \) represents the subscript of the point \( PS_i \) in the original trajectory point sequence \( \text{trace} \). \( |B\sim AC| \) indicates the height of the triangle \( \Delta ABC \) where the bottom edge is \( AC \) and the apex angle is \( \angle ABC \), as shown in Fig. 2. \( K, J \) are given as by:

\[
K = \text{index}(PS_{i+1}, \text{trace}) + 1, \\
J = \text{index}(PS_{i+1}, \text{trace}) + 1.
\]

The goal of applying MDL principle is to when the value of the formula \( L(H) + L(D|H) \) reaches the smallest. The selection of the reduced trajectory point can best describe the original trajectory. This formula simplifies the calculation of \( L(D|H) \) with respect to the original formula. The calculation of the vertical and angular distances between the line segment and the line segment is modified to calculate the high and vertical angle cosines of the triangle, which can be satisfied under the same requirements. It can thus reduce the amount of calculations accordingly. The height of the triangle can be calculated using Helen’s formula, and the cosine of the top corner can be calculated using the cosine theorem.

![Fig. 2 Schematic diagram of a triangle \( \Delta ABC \) with a base \( AC \) and an apex \( \angle ABC \)](image)

Trajectory point clustering method based on two-step clustering

This section focuses on specific methods based on two-step clustering. The purpose of the two-step clustering is to reduce the computational complexity of the trajectory point clustering, and to reduce the matrix size of the hidden state matrix in the hidden Markov model that will be mentioned later. In this paper, the trajectory points are clustered once by the SinglePass algorithm. The reason for we use SinglePass algorithm is that this algorithm is very suitable for clustering flow text. After the first step clustering, the cluster centers are obtained. Each cluster is composed of several trajectory points and cluster centers. For the cluster centers obtained by the first step cluster, a clustering algorithm based on density-based clustering method (DBCM) [31–35] is used for the secondary clustering. Compared with the existing clustering algorithm (e.g., DBSCAN), DBCM does not require embedding the data in a vector space and maximizing explicitly the density field for each data point.

The first step of SinglePass clustering algorithm is sensitive to parameter of cluster radius, but since the trajectory point data itself has a distance and there is a secondary clustering, the parameters of the first step cluster can be set to a relatively small value according to the specific requirements. In extreme terms, if the radius parameter is set to 0, it can be understood that each trajectory point itself is a cluster, which is equivalent to directly performing the secondary clustering. For example, the distance radius parameter \( d_1 = 0.1 \) is set in this paper. Note that we also can select the other value of \( d_1 \).

The basic steps of the DBCM algorithm are shown as follows:

1. Calculate the density of each cluster center point \( i \) obtained after one-step clustering. The local density of the point \( i : \rho_i = \sum_{j \neq i} \tau(d_{ij} - d_2), \tau(v) = \begin{cases} 1, & v < 0 \\ 0, & v \geq 0 \end{cases}, \) where the parameter \( d_2 \) is the boundary threshold. The smaller the value of \( d_2 \), the smaller possible range will cover cluster.
2. Calculate the minimum distance from the point \( i \) to all other points above its density \( \kappa_i = \min d_{ij} \).
3. Cluster centers are recognized as points \( \bar{c} \) for which the values of \( \rho \) and \( \kappa \) are anomalously large. Here, the algorithm comprehensively measures the influence of two factors on the cluster center through the product factor \( \psi \). The product factor \( \psi_i \) for point \( i \) is defined as shown in eq. (2).

\[
\psi_i = \text{norm } \rho_i \times \text{norm } \kappa_i \quad (2)
\]

where \( \text{norm } \rho_i \) and \( \text{norm } \kappa_i \) are normalized values, the
normalization method uses the normalization of the dispersion and maps the values to the interval [0, 1]. Specifically, norm \( \rho_i \) is defined as follows:

\[
\text{norm } \rho_i = \frac{\rho_i - \min\{\rho_1, \rho_2, \cdots, \rho_n\}}{\max\{\rho_1, \rho_2, \cdots, \rho_n\} - \min\{\rho_1, \rho_2, \cdots, \rho_n\}},
\]

\[B = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 3 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

The calculation method of norm \( \kappa_i \) is similar to this and will not be described again. The larger \( \psi \), the larger the center density of the clusters and the further the distance between the centers of the different clusters. Thus, when the SinglePass is used to cluster the data, the computational complexity of SinglePass is \( O(nm) \). Now, the large number of trajectory points will be reduced into a smaller number of clusters, i.e., \( m \). The computational complexity DBCM is \( O(m^2) \) when the DBCM is used to cluster the data that have been clustered by SinglePass. Thus, the computational complexity of the proposed strategy is \( O(mn + m^2) \), which is also less than \( n^2 \), i.e., the complexity of two-step clustering is less than DBCM. Thus, two-step clustering effectively speeding up the trajectory point clustering speed.

**Improved trajectory prediction method**

In this paper, based on the hidden Markov model, the dataset is used to train the model firstly to generate the implicit state attribution probability and the implicit state transition probability in the model. Then, for the trajectory to be predicted, we enumerate all possible subsequent hidden states, use the forward algorithm to calculate the probability of each state and take the most probable state as the follow-up state predicted, and we use the hidden state center (cluster center) as the prediction trajectory point. The result of the model training is to obtain the state transition probability matrix \( A \) and the explicit state probability matrix \( B \). We explain the model training and model prediction steps of this method in detail with the example as shown in Fig. 3.

In Fig. 3, there are five historical trajectories (the five-pointed star represents the trajectory point. The order of the five trajectories is shown by the arrow. The dotted circle in the figure represents the clustering effect in the previous step, in the present example, clusters c1-c5 are obtained after clustering 17 trajectory points. To adapt to the model, clusters are called “states” in the following steps to represent the hidden states in the model.) First, they are used for model training. The steps are as follows:

1) The mesh size is firstly determined based on the historical trajectory point coordinate range and the cluster diameter. Assume that in this example, the mesh is divided as shown in the figure, resulting in sixteen grids b1-b16, making all historical trajectory points in a grid.

2) The state transition probability matrix \( A \) and the explicit state probability matrix \( B \) are established, where the number of rows and columns of \( A \) is respectively the number of states plus one and the number of states (that is, in this example, \( A \) is a matrix of 6 rows and 5 columns, in the matrix each value represents the probability of shifting from the number of rows minus one represented state to the
state represented by the number of columns, where the extra first behavior is the probability that the initial state transitions to the first state); At the same time, the number of rows and columns of $B$ represents the number of states and the number of grids (in this example, $B$ is a matrix of 5 rows and 16 columns. Each value in the matrix indicates that the number of columns indicates the probability that a point in the grid may belong to the state indicated by the row number). All the values in both matrices default to zero.

3) The historical trajectories used for training are traversed, and the processing method of historical trajectory 2 is described in detail in the following steps.

4) First of all, the first point of the historical trajectory 2 is b6, its belonging state is c2, and the previous state is the initial state, so we add 1 to $A[1][2]$ and add 1 to $B[2][6]$. The second point of the historical trajectory 2 is at the grid b7, and the affiliation state is c4. At this time, the previous state is c2, so the $A[3][4]$ is increased by 1 and the $B[4][7]$ is increased by 1 at the same time. The third point of the historical trajectory 2 is at the grid b8, the belonging state is c4, and the previous state is c4, so the $A[5][4]$ is increased by 1 and the $B[4][8]$ is increased by 1 at the same time.

5) Do a similar operation on the other trajectories to get the following matrix:

$$A = \begin{bmatrix}
  1 & 2 & 1 & 0 & 1 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 2 & 0 \\
  0 & 0 & 3 & 1 & 0 \\
  0 & 0 & 1 & 0 & 0 \\
\end{bmatrix}$$

$$B = \begin{bmatrix}
  0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 & 3 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}$$
6) For each value in the matrix $A$ and matrix $B$, it is divided by the sum of all the values in its row to get the final probability matrix (the training part is completed so far).

$$
A = \begin{bmatrix}
0.2 & 0.4 & 0.2 & 0 & 0.2 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0.33 & 0 & 0.67 & 0 \\
0 & 0 & 0.75 & 0.25 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}
$$

In the example above, the detailed steps of the model training are explained. The result of the model training is to obtain the state transition probability matrix $A$ and the explicit state probability matrix $B$. The two matrices are related to the prediction. The probability calculation method used in the prediction of this paper is the forward algorithm, whose essence is to calculate the probability of the next possible state, regardless of the moving target’s previous state, and selects the largest probability as the predicted state. In the following content, the specific method of prediction will be described in detail around this example (the trajectory to be predicted has been shown in the figure, and it currently has two trajectory points):

1) For the trajectory points currently existing in the trajectory to be predicted, the probabilities of all the states that proceed from the initial state to this point are calculated sequentially from the initial state using the forward algorithm according to the matrix $A$ and $B$.

2) First, the first point of the trajectory to be predicted, where the grid is b5, and the previous state is the initial state, so the calculation should use the first row of $A$ and the fifth column of $B$. The specific calculation method is the probability that the initial state transfers to each other state multiplied by the probability that the point belongs to the state (i.e., the value of the first row in $A$ is multiplied by the value of the first column in $B$ to get a probability vector). The calculation of this step is shown in Table 1.

3) For the second point and follow-up point (in this case, the trajectory has only two points. In practical applications, the method for calculating the actual existence of subsequent points is similar). The probability calculation method is slightly different from the previous step, that is, it needs to be calculated. The prior probability of the previous step is added and the calculated probabilities are summed. That is, if we are looking for the probability that the second point belongs to c2, because we are not sure about the state of the first point, we should find that “the first point belongs to c1 and the second point belongs to c2” and “the first point belongs to c2 and the second point belongs to c2”, “the first point belongs to c3 and the second point belongs to c2”, “the first point belongs to c4 and the second point belongs to c2” and “the first point belongs to c5 and the second point belongs to the probability of c2, and then sums the probabilities to get the probability that the second point belongs to c2. In the previous step, the probability that “the first point belongs to c1” has been calculated, while “the first point belongs to c1 and the second point belongs to c2” needs to be added to the former by the limitation that “the state from the first point to the second point is transferred from c1 to c2 and the second point belongs to c2”, so the solution of this probability is: $P(c1) \cdot P($ state transition from c1 to c2 $) \cdot P($ second point belongs to c2 $)$ (that is, the solution results of the first step multiplied by second row and second column in $A$, and second row and first column in $B$). After all the above probabilities are calculated in a similar way, they are summed to obtain the probability that the second point belongs to c2. Similarly, the same problem can be solved for the probability that the second point belongs to c1. The solution method is shown in Table 2.

4) After that, it is needed to start solving the probabilities of predicting the state. The solution to this probability is similar to the previous step, but since there is no specific trajectory point, there is no need to add the explicit state transition probability in the solution equation, in other words, no $B$ matrix is needed. The solution method for the

| Table 1: The calculation of first point probability |
|----------------------------------------------------|
| Calculation equation | Probability |
|----------------------|-------------|
| $P(c1)$              | 0.2         |
| $P(c2)$              | 0           |
| $P(c3)$              | 0           |
| $P(c4)$              | 0           |
| $P(c5)$              | 0           |

| Table 2: The calculation of second point probability |
|-----------------------------------------------------|
| Probability |
|-------------|
| 0.2         |
| 0           |
| 0           |
| 0           |
| 0           |
next prediction state is shown in Table 3. It can be seen that the probability that the next state in c is the largest, so we should take the center point of the c cluster as the next predicted trajectory point. 5) After predicting the position of the next trajectory point, if the predicted length does not meet the demand, the prediction needs to be continued. On the basis of step (4), similar calculations are performed again, and the results as shown in Table 4 are obtained. That is, the state with the greatest probability of the next step is c, and the center point of the c cluster is taken as the predicted trajectory point of the next step.

When the predicted length reaches the demand, the calculation is stopped, and the predicted trajectory point is complemented (the following section will describe the completion method in detail). At this point, the trajectory prediction step is completed.

**Trajectory complement method based on Bezier curve interpolation**

After using the SATP model to predict the trajectory points, we get some distant trajectories (hidden states), and the demand in this paper can predict relatively continuous motion trajectories. Therefore, this section introduces the trajectory complement method based on the Bezier curve in detail. In the previous research, the two element functions are used to fit the trajectory point, but the trajectory point may appear the same horizontal coordinates and different ordinates. Therefore, this method can’t meet the requirements of this paper. In addition, the author finds [21] that the Bezier curve is better to complement the trajectory with less trajectory points, and does not need to be trained in advance but can achieve a relatively small error, so this method will be used to complement the trajectory point.

The steps for a Bezier-based trajectory completion method will be described in detail with Fig. 4. There exist five points (a blue, five-pointed star) in a trace, where the distance between point B and point C is too large. This can be judged from B to C needing to make up points operation. In this example, the effect after the complement is shown in the figure. Among them, three red five-pointed stars are the points obtained by applying the complement method. The procedure of the point-of-replenishment operation in this example is described as follows:

1) Calculating the distance dis from B to C. Dividing the dis by a shaping parameter PD to obtain 3, determining that BC needs to fill 3 points between two points. 2) Finding the vector A,B, then calculating the control point A of the Bezier curve according to the coordinates of the vector A,B and the point B, and calculating the equation of the Bezier curve according to the points B, A, C. 3) Substituting t = 0.33, t = 0.67, t = 1 into the Bezier equation respectively (because step (1) requires 3 points, 3 values are 1/3, 2/3 and 3/3 respectively), finding the coordinates of the three points that need to be complemented, and thus the completion of this point is completed.

**Section III: experimental results**

This paper uses the improved SATP model to predict the moving target’s trajectory points, in order to adapt to the mass of trajectory point data. Furthermore, in order to reduce the amount of the data and speed up the model training and prediction. This paper adopts the MDL principle to simplify the trajectory points and two-step clustering algorithm for clustering the trajectories in order to reduce the number of implicit states in the model training. After the trajectory prediction, Bezier interpolation is also used to complete the trajectory point.

**Realization and verification of trajectory point clustering algorithm**

In order to improve the computational efficiency for the prediction of moving target’s trajectory, this paper introduces a two-step clustering based on SinglePass and DBCM on the trajectory points before training on the improved SATP model. This section implements SinglePass clustering, DBCM clustering and two-step clustering algorithm, respectively. The proposed method will be evaluated in terms of clustering effect and clustering speed. The clustering results of the three clustering algorithms on the same data are shown in (a), (b), and (c) in

| Table 3 The calculation of first predicted point probability |
|-------------------------------------------------------------------------------|
| Probability |
|------------------|------------------|
| P(c1) | 0 |
| P(c2) | 0.033 |
| P(c3) | 0 |
| P(c4) | 0.067 |
| P(c5) | 0 |

| Table 4 The calculation of second predicted point probability |
|----------------------------------------------------------------|
| Probability |
|------------------|------------------|
| P(c1) | 0 |
| P(c2) | 0.01089 |
| P(c3) | 0 |
| P(c4) | 0.08911 |
| P(c5) | 0 |
Fig. 5, respectively. It can be seen from the Fig. 5(a) that if the SinglePass clustering algorithm is used alone, the clustering effect is poor, it can't recognize irregularly shaped clusters. Thus, the clustering results obtained by SinglePass does not meet the needs of this paper. By observing the Fig. 5(b) and Fig. 5(c), we find that the clustering results obtained by DBCM and two-step clustering outperform the SinglePass, i.e., some samples categories are correctly distinguished. Therefore, the clustering results obtained by DBCM and two-step clustering can meet the requirements of this paper. On the other hand, we also find that the effect of using DBCM algorithm is similar to that of using the two-step clustering algorithm proposed in this paper (Fig. 6).

**Realization and verification of trajectory prediction methods**

The trajectory prediction method proposed in this paper improves the prediction speed, but at the same time it may reduce the prediction accuracy. Therefore, after implement the algorithm, this paper also uses the same project experimental data to test the improved model and algorithm, and compare it with the original model from two aspects of time consumption and prediction accuracy.

This paper selects the first 1 billion to 2 billion pieces of raw data (about 3 months to 6 months) as the input of the training part, and selects 100,000 pieces of raw data (about 2.5 h) as the input of the prediction part. Then trains the original SATP model and the improved SATP model proposed and perform trajectory prediction separately. Finally, the time of model training (including trajectory point reduction and trajectory point clustering steps), model predictive time, predictive deviation degree, and predictive accuracy of the two models are respectively counted.

From the two graphs in Fig. 7 (a) and (b), the original SATP model spends more time on model training than the improved SATP model. When the amount of data reaches 1.6 billion, the training time of the original SATP model has exceeded 30 min, and the improved SATP model exceeds 30 min when the data volume reaches 2 billion. Therefore, the improved SATP model is significantly faster in time than the original SATP model. At the same time, in the model prediction, the improved SATP model reduces the prediction time by 12 s on average compared with the original SATP model, and can control the prediction time of each trajectory within 100 milliseconds. It can be concluded that the improved SATP model is significantly faster than the original SATP model.

As can be seen from the two graphs in Fig. 8 (a) and (b), as the amount of training data increases, the
predictive deviation degree of the two models will decrease, and the trend will decrease after the data volume reaches 16 million. At the same time, the forecasting accuracy shows the opposite trend.

In addition, the predictive accuracy of the improved SATP model is also affected by the degree of reduction of the hidden state after clustering.

It can be seen from Fig. 9 that with the increasing of the number of hidden states after clustering, the predictive accuracy obtained by the improved SATP model shows a trend of rising first and then decreasing, and it reaches the extreme value when the number of hidden states reaches around 1000 and when the number of hidden states exceeds 1000, due to the possibility of overtraining, the accuracy rate decreases. When the number of hidden states is about 50 or 2500, the accuracy rate drops to around 0.6.

The improved SATP model proposed in this paper has simplified the training data to speed up the training, thus reducing the prediction accuracy of the model. And in this paper, the trajectory point complementation method based on Bezier curve is used to complete the prediction trajectory and minimize the prediction error as much as possible. Although the accuracy of the improved SATP model is indeed lower than that of the original SATP model, experiments show that the improved SATP
method has an average reduction accuracy of about 0.01, and the predictive accuracy can still reach about 0.89 when the training data reaches 18 million.

Combined with the relevant experimental results, it can be seen that when taking 1.6 billion - 1.7 billion historical data as training data and the number of hidden states is about 1000, it can meet the demand in terms of training time, predictive time, and predictive accuracy. Achieve a better prediction effect.

**Section IV: conclusion**

This paper proposes a moving target trajectory prediction method based on the improved SATP model. First, for millions of levels of trajectory point data, the trajectory points are reduced to small data according to the angle change and the MDL principle, respectively, thereby reducing the data to be processed to some extent. Then a two-step clustering method combining the two clustering algorithms of SinglePass and DBCM is proposed to reduce the state of the training and prediction of the model. The training time of algorithm is reduced from several hundred minutes to less than fifty minutes. Afterwards, problems such as state discontinuity that may exist in the original SATP model can be solved efficiently by adding “self-adaptive” to the model without additional judgment. Finally, the predicted trajectory point distance caused by the over-simplification of the method described in this paper is too large even deteriorated the prediction accuracy, so that this paper proposed the trajectory completion method based on the Bezier curve which solved this problem reasonably.

The Predictive accuracy of the proposed method can still reach about 0.89 when the training data reaches 18 million.

After detailed description of the steps and details of the moving target trajectory prediction method, this paper also tested the effect of this method through relevant experiments. By comparing the two-step clustering method with the SinglePass and DBCM algorithms, it is found that the two-step clustering can basically maintain the clustering effect and greatly reduces the time consumption of clustering at the same time. When the number of trajectories is 2 billion, the clustering time can be controlled within 20 min. Finally, by comparing the improved SATP model with the original SATP model, it is found that the algorithm proposed in this paper can significantly speed up model training and model prediction while achieving a very small decrease in accuracy, thereby meeting the demand. Furthermore, in our future work, we will consider some modern ensemble learning-based prediction methods, such as deep forest.
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