NON-TRIVIAL ACTION OF THE JOHNSON FILTRATION ON
THE HOMOLOGY OF CONFIGURATION SPACES

ANDREA BIANCHI AND ANDREAS STAVROU

Abstract. We let the mapping class group $\Gamma_{g,1}$ of a genus $g$ surface $\Sigma_{g,1}$
with one boundary component act on the homology $H_*(F_n(\Sigma_{g,1}); \mathbb{Q})$ of the
$n$th ordered configuration space of the surface. We prove that the action is
non-trivial when restricted to the $(n-1)^{st}$ stage of the Johnson filtration, for
all $n \geq 1$ and $g \geq 2$. We deduce an analogous result for closed surfaces.

1. Introduction

1.1. Background and statement of results. Let $Z$ be a topological space. For
$n \geq 1$, we denote by $F_n(Z)$ the $n$th ordered configuration space
$$F_n(Z) = \{(z_1, \ldots, z_n) \in Z^n | z_i \neq z_j \text{ for } i \neq j \}.$$ Let $g \geq 2$ and let $\mathcal{M} = \Sigma_{g,1}$ denote a compact orientable surface of genus $g$ with
one boundary curve. We are interested in the configuration spaces $F_n(\mathcal{M})$, and
in particular in their homology groups, regarded as representations of the mapping
class group $\Gamma_{g,1} = \pi_0(\text{Diff}_\partial(\mathcal{M}))$. More concretely, we are interested in the following
question.

Question A. What is the kernel of the action of $\Gamma_{g,1}$ on $H_*(F_n(\mathcal{M}))$? In other
words, which mapping classes in $\Gamma_{g,1}$ act trivially on $H_*(F_n(\mathcal{M}))$?

The Johnson filtration of the mapping class group
$$\Gamma_{g,1} = J_{g,1}(0) \supset J_{g,1}(1) \supset J_{g,1}(2) \supset J_{g,1}(3) \ldots$$ seems to play a key role in answering Question A: for a fixed basepoint $* \in \partial \mathcal{M}$,
Moriyama [Mor07] proves that $J_{g,1}(n)$ is precisely the kernel of the action of $\Gamma_{g,1}$
on the homology of the quotient of $F_n(\mathcal{M})$ by the subspace of configurations
$(z_1, \ldots, z_n)$ satisfying $z_i = *$ for some $1 \leq i \leq n$. Leveraging on this result, the first
author, Miller and Wilson [BMW21] prove that $J_{g,1}(n)$ is contained in the kernel of the
action of $\Gamma_{g,1}$ on $H_*(F_n(\mathcal{M}))$, for all $n \geq 0$, and make the following conjecture.

Conjecture A. The kernel of the action of $\Gamma_{g,1}$ on $H_*(F_n(\mathcal{M}))$ is the subgroup of
$\Gamma_{g,1}$ generated by $J_{g,1}(n)$ and the boundary Dehn twist $T_{\partial \mathcal{M}}$.

The first main result of this article is a step towards a proof of Conjecture A.

Theorem A. For $g \geq 2$ and $n \geq 1$, the $(n-1)^{st}$ stage of the Johnson filtration
$J_{g,1}(n-1)$ acts non-trivially on $H_n(F_n(\mathcal{M}))$.
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We remark that the statement of Theorem A fails for \( g = 1 \): the subgroup \( J_{1,1}(2) \subset \Gamma_{1,1} \) is the cyclic subgroup generated by \( T_{\phi} \), and thus acts trivially on \( H_*(F_n(\Sigma_{1,1})) \) for all \( n \geq 1 \).

In order to prove Theorem A, we construct a triple \((\phi, x, y)\) of a mapping class \( \phi \in J_{g,1}(n-1) \), a homology class \( x \in H_n(F_n(M)) \) and a cohomology class \( y \in H^n(F_n(M)) \), and prove that the homology class \( \phi_*(x) - x \) is non-trivial by proving that the Kronecker pairing \( \langle \phi_*(x) - x, y \rangle \in \mathbb{Z} \) does not vanish. The same method has been used in [Bia20, BMW21] to prove the statement of Theorem A for \( n \leq 3 \).

In order to treat the general case, we develop a calculus for higher contents of elements of free groups; roughly speaking, a content of a word \( w \) in a free group counts the number of subwords of a certain type; a similar method has been used by the second author in [Sta21] in the study of the rational homology of unordered configuration spaces of surfaces. After the construction of \((\phi, x, y)\), we identify the relevant Kronecker pairings with certain contents, and then we compute these contents.

We then shift our focus to the following variant of Question A for closed surfaces.

**Question B.** Let \( g \geq 2 \) and \( n \geq 1 \), let \( \Sigma_g \) denote a closed, orientable surface of genus \( g \). What is the kernel of the action of the mapping class group \( \Gamma_g = \pi_0(\text{Diff}^+(\Sigma_g)) \) on \( H_*(F_n(\Sigma_g)) \)?

Let us define \( J_g(n) \subset \Gamma_g \) as the image of \( J_{g,1}(n) \) along the natural, surjective group homomorphism \( \Gamma_{g,1} \to \Gamma_g \). Looijenga [Loo21] has proved that the Torelli group \( J_g(1) \subset \Gamma_g \) acts non-trivially on \( H_*(F_3(\Sigma_g)) \) for \( g \geq 3 \). On the other hand, the arguments of [BMW21] can be adapted to show that for \( g \geq 1 \) and \( n \geq 1 \) there is a \( \Gamma_{g,1} \)-equivariant, finite chain complex computing the homology of \( F_n(\Sigma_g) \) as a \( \Gamma_{g,1} \)-representation, and such that \( J_{g,1}(n) \) acts trivially on this complex: hence \( J_g(n) \) acts trivially on \( H_*(F_n(\Sigma_g)) \).

As a corollary of Theorem A we will prove the following, which is the second main result of the paper.

**Theorem B.** For \( g \geq 2 \) and \( n \geq 1 \), the subgroup \( J_{g+1}(n-1) \subset \Gamma_{g+1} \) acts non-trivially on \( H_{n+1}(F_n(\Sigma_{g+1})) \).

We remark again that the statement of Corollary B fails for \( g+1 = 1 \), since we have that \( J_1(n-1) \) is the trivial group for \( n \geq 2 \).

Similarly, for \( g+1 = 2 \), we have the equality \( J_2(2) = J_2(1) \), as both groups are generated by separating Dehn twists. We are not able to prove non-triviality of the action of the Johnson filtration of \( \Gamma_2 \) on \( H_*(F_n(\Sigma_2)) \), and we propose the following conjecture.

**Conjecture B.** The Torelli group \( J_2(1) \subset \Gamma_2 \) acts trivially on \( H_*(F_n(\Sigma_2)) \) for all \( n \geq 1 \); in other words, \( H_*(F_n(\Sigma_2)) \) are symplectic representations of \( \Gamma_2 \).

It was communicated to us that Dan Petersen and Orsola Tommasi have a proof of this conjecture for homology with rational coefficients [PT].

1.2. **Guide to reader.** The paper is written so as to unambiguously construct \( x, y \) and \( \phi \) in the body of Section 3, however a reader happy to stare at pictures is invited to only consult the figures of that section. Furthermore, if the reader believes that the Kronecker pairing is equivalent to submanifold intersections and that this equivalence is compatible with products of submanifolds and restrictions to smaller ambient manifold, then they are invited to skip section 4 until Definition 4.23 and conclude for themselves why the sum of the terms in Proposition 4.24 is equal to \( \langle \phi_*(x) - x, y \rangle \in \mathbb{Z} \). The main computation is in Section 5.
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2. Preliminaries

In the entire article, unless stated otherwise, homology and cohomology are taken with coefficients in \( \mathbb{Z} \); in fact, all arguments work for homology and cohomology over any commutative ring \( R \).

2.1. The Johnson filtration. Let \(* \in \partial M\) be a fixed basepoint, and let \( \pi = \pi_1(M,*) \). The lower central series of \( \pi \), denoted \( \gamma_0 \pi \supset \gamma_1 \pi \supset \gamma_2 \pi \supset \ldots \), is defined recursively by \( \gamma_0 \pi = \pi \) and \( \gamma_{i+1} \pi = [\pi, \gamma_i \pi] \), for \( i \geq 0 \): here \( [\pi, \gamma_i \pi] \) is the subgroup of \( \pi \) generated by all commutators of an element of \( \pi \) and an element of \( \gamma_i \pi \).

All subgroups \( \gamma_i \pi \subset \pi \) are characteristic, in particular any automorphism of \( \pi \) restricts to an automorphism of \( \gamma_i \pi \) and induces an automorphism of the quotient group \( \pi/\gamma_i \pi \). In particular, the natural action of \( \Gamma_{g,1} \) on \( \pi \) induces an action on \( \pi/\gamma_i \pi \) by group automorphism.

**Definition 2.1.** For \( i \geq 0 \) we denote by \( J_{g,1}(i) \subset \Gamma_{g,1} \) the kernel of the action of \( \Gamma_{g,1} \) on \( \pi/\gamma_i \pi \), i.e. the subgroup of mapping classes acting trivially on \( \pi/\gamma_i \pi \).

For example, for \( i = 1 \), we have that \( J_{g,1}(1) \) is the Torelli group, i.e. the subgroup of \( \Gamma_{g,1} \) of mapping classes acting trivially on \( \pi/\gamma_1 \pi \cong H_1(M) \). A typical example of a mapping class in \( J_{g,1}(1) \) is a bounding pair (see Figure 4): if \( \alpha, \alpha' \) are disjoint, non-isotopic, non-separating simple closed curves in \( M \) that together bound a subsurface of \( M \), then the bounding pair \( BP_{\alpha, \alpha'} \) is defined as the product \( D_{\alpha}D_{\alpha'}^{-1} \in \Gamma_{g,1} \) of the Dehn twist around \( \alpha \) and the inverse of the Dehn twist around \( \alpha' \). It is known that bounding pairs belong to \( J_{g,1}(1) \), and in fact \( J_{g,1}(1) \) is generated by bounding pairs and by Dehn twists around separating simple closed curves in \( M \) [Bir71, Pow78] (see also [Put07, Corollary 1.4]).

In this article, to obtain elements in \( J_{g,1}(n) \) for \( n \geq 2 \) we will use that the Johnson filtration of \( \Gamma_{g,1} \) is a central filtration: for all \( i,j \geq 0 \), the subgroup \( [J_{g,1}(i), J_{g,1}(j)] \subset \Gamma_{g,1} \), generated by commutators of an element in \( J_{g,1}(i) \) and an element in \( J_{g,1}(j) \), is contained in \( J_{g,1}(i+j) \) [Joh83] (see also [CP15, Proposition 2.9]).
2.2. Action of diffeomorphisms and Poincare duality. We denote by $\hat{\mathcal{M}} = \mathcal{M} \setminus \partial \mathcal{M}$ the interior of $\mathcal{M}$. The space $F_n(\mathcal{M})$ is a non-compact manifold with boundary\(^1\) of dimension $2n$; a configuration $(z_1, \ldots, z_n)$ lies in $\partial F_n(\mathcal{M})$ if and only if at least one $z_i$ lies on $\partial \mathcal{M}$. Thus $F_n(\mathcal{M})$ is the interior of $F_n(\mathcal{M})$, and hence the inclusion $F_n(\hat{\mathcal{M}}) \subset F_n(\mathcal{M})$ is a homotopy equivalence. We will henceforth focus on $F_n(\hat{\mathcal{M}})$, which is an orientable $2n$-dimensional manifold without boundary, equipped with a canonical smooth structure. A once and for all fixed orientation on $\hat{\mathcal{M}}$ induces a canonical orientation on $\mathcal{M}^m$ and on each open subspace thereof.

The group of diffeomorphisms $\text{Diff}(\mathcal{M})$ acts naturally on $F_n(\mathcal{M})$ by diffeomorphisms, and hence it acts on the homology groups $H_*(F_n(\mathcal{M}))$; isotopic diffeomorphisms of $\mathcal{M}$ induce isotopic diffeomorphisms of $F_n(\mathcal{M})$, and hence the same map in homology. This gives rise to an action of $\Gamma_{g,1}$ on $H_*(F_n(\mathcal{M}))$. Similarly, there is an action of $\Gamma_{g,1}$ on the cohomology of $F_n(\mathcal{M})$. The Kronecker pairing is balanced with respect to these actions: for all $x \in H_1(F_n(\mathcal{M}))$, $y \in H^1(F_n(\mathcal{M}))$ and $\phi \in \Gamma_{g,1}$ we have the equality
\[ \langle \phi_*(x), y \rangle = \langle x, \phi^*(y) \rangle; \]
in particular we have $\langle \phi_*(x) - x, y \rangle = \langle x, \phi^*(y) - y \rangle$.

We can also consider the action of $\text{Diff}(\mathcal{M})$ on the cartesian power $\mathcal{M}^m$; this action preserves the following subspaces of $\mathcal{M}^m$:\(^2\)

- $A_0(\mathcal{M}) = \{ (z_1, \ldots, z_n) \in \mathcal{M}^n \mid z_i \in \partial \mathcal{M} \text{ for some } i \}$;
- $\Delta_0(\mathcal{M}) = \{ (z_1, \ldots, z_n) \in \mathcal{M}^n \mid z_i = z_j \text{ for some } i \neq j \}$.

We have therefore an induced action of $\text{Diff}(\mathcal{M})$, descending to the mapping class group $\Gamma_{g,1}$ on the relative homology $H_*(\mathcal{M}^m, \Delta_0(\mathcal{M}) \cup A_0(\mathcal{M}))$.

Poincare duality for the orientable $2n$-manifold $F_n(\hat{\mathcal{M}})$, together with the identification of the Borel-Moore homology of $F_n(\mathcal{M})$ with the relative homology of the pair $(\mathcal{M}^m, \Delta_0(\mathcal{M}) \cup A_0(\mathcal{M}))$, gives an isomorphism of $\Gamma_{g,1}$-representations
\[ H^*(F_n(\hat{\mathcal{M}})) \cong H_{2n-*}(\mathcal{M}^m, \Delta_0(\mathcal{M}) \cup A_0(\mathcal{M})). \]

We are going to use also the following simple principles:

- Let $N_1 \subset F_n(\hat{\mathcal{M}})$ be an oriented, compact $i$-submanifold, and let $N_2 \subset F_n(\hat{\mathcal{M}})$ be an oriented, proper $(2n-i)$-submanifold. Suppose that $N_1$ and $N_2$ intersect transversely, and let $k \in \mathbb{Z}$ be the number of intersection points, counted with sign.\(^3\) Then $\langle [N_1], [N_2] \rangle$ is equal to $k$, where $[N_1] \in H_i(F_n(\hat{\mathcal{M}}))$ is the fundamental homology class of $N_1$, and $[N_2] \in H^{2n-i}(F_n(\hat{\mathcal{M}}))$ is the fundamental Borel-Moore homology class of $N_2$, regarded as a cohomology class by virtue of Poincare duality.

- Let $\mathcal{U} \subset F_n(\hat{\mathcal{M}})$ be an open subspace, and let $N_1$ and $N_2$ be as above, with $N_1 \subset \mathcal{U}$. Then $N_2 \cap \mathcal{U}$ is a proper submanifold of $U$, giving a class $[N_2 \cap \mathcal{U}] \in H^{2n-i}(U)$, and this class is the restriction of $[N_2] \in H^{2n-i}(F_n(\hat{\mathcal{M}}))$ along the inclusion of $U$ in $F_n(\mathcal{M})$. In particular there is an equality of Kronecker pairings $\langle [N_1], [N_2] \rangle_{F_n(\hat{\mathcal{M}})} = \langle [N_1], [N_2 \cap \mathcal{U}] \rangle_{\mathcal{U}}$.

- Let $N_1$, $N_2$ and $\mathcal{U}$ be as in the previous point, and let $\mathcal{V} \subset \mathcal{U}$ be a closed subspace, such that $N_2 \cap \mathcal{V} = \emptyset$. Let $\mathcal{V}' \subset \mathcal{V}$ be the interior of $\mathcal{V}$. Then

\(^1\) The interior of this manifold has a natural smooth structure, whereas the boundary has a Whitney stratification by smooth submanifolds, but not a canonical smooth structure.

\(^2\) The notation is taken from [BMW21], and inspired by the notation of [Mor07].

\(^3\) The sign of an intersection point is positive if the concatenation of the orientations of $N_1$ and $N_2$ coincides with the orientation of $F_n(\hat{\mathcal{M}})$, and is negative otherwise.
Figure 1. The surface $\mathcal{M}$ and some relevant subspaces of it. The regions $U_\alpha, U_\beta, U_b, U_c$ and $U_d$ (shaded but not labelled) are tubular neighbourhoods of their corresponding (labelled) curves. Each region labelled $R$ is a rectangle of intersection. The yellow region is $\mathcal{F}$ and the union of the yellow and red regions is $\mathcal{E}$.

$N_2 \cap \mathcal{U}$ represents a Borel-Moore homology class in $H_{2n-1}^{BM}(\mathcal{U} \setminus \mathcal{Y})$, corresponding to a relative cohomology class $[N_2 \cap \mathcal{U}]_{rel, \mathcal{F}} \in H^i(\mathcal{U}, \mathcal{Y})$. The image of $[N_2 \cap \mathcal{U}]_{rel, \mathcal{F}}$ along the natural map $H^i(\mathcal{U}, \mathcal{Y}) \to H^i(\mathcal{U})$ is $[N_2 \cap \mathcal{U}]$. In particular there is an equality of Kronecker pairings $\langle [N_1], [N_2 \cap \mathcal{U}] \rangle_{\mathcal{U}} = \langle [N_1]_{rel, \mathcal{F}}, [N_2 \cap \mathcal{U}]_{rel, \mathcal{F}} \rangle_{\mathcal{U}_{rel, \mathcal{F}}}$, where $[N_1]_{rel, \mathcal{F}} \in H_i(\mathcal{U}, \mathcal{F})$ is the homology class represented by $N_1$. If moreover the inclusion of pairs $(\mathcal{U}, \mathcal{F}) \subset (\mathcal{U}, \mathcal{Y})$ is a homology isomorphism (for instance, because the inclusion of $\mathcal{Y}$ in $\mathcal{F}$ is a homotopy equivalence), then we can replace all occurrences of $\mathcal{Y}$ by $\mathcal{F}$ in the last formula.

3. Before Fog

We note that Theorem A in the case $n = 1$ reduces to the well-known fact that $\Gamma_{g,1}$ acts non-trivially on $H_1(\mathcal{M})$; similarly, the case $n = 2$ is proved in [Bia20]. From now on we fix $n \geq 3$.

We define in this section the classes $x \in H_n(F_n(\mathcal{M}))$ and $y \in H^n(F_n(\mathcal{M}))$, and the element $\phi \in J_{g,1}(n-1)$; moreover we check $\langle x, y \rangle = 0$. The “fog” refers to the procedure used in Sections 4 and 5 to prove that $\langle x, \phi^*(y) \rangle = \pm 1$: we will restrict our attention, in two steps, to certain subspaces $\mathcal{U}' \subset \mathcal{U} \subset F_n(\mathcal{M})$, by imposing suitable conditions on the positions of the $n$ points $z_1, \ldots, z_n$ of a configuration; if one of the points moves and abandons the region where it is constrained, it fades into the fog and the entire configuration tends to infinity (or, Poincare-dually, the configuration tends to the degenerate configuration)$^4$.

$^4$Originally we thought of giving this paper the title “Foggy roller-coasters”, since the pictures of curves climbing the genera of a surface and winding wildly around let us think of a roller-coaster.
3.1. A list of subspaces of \( \bar{\mathcal{M}} \). We first introduce the following subspaces of \( \bar{\mathcal{M}} \); the reader is invited to refer to this subsection throughout the article. All figures in this and in the next two sections depict surfaces of genus 2, but the arguments are valid for every genus \( g \geq 2 \). See Figure 1. We fix:

- an open annulus \( A \subset \mathcal{M} \), supporting a non-trivial first homology class, and \( n - 2 \) oriented simple closed curves \( a_1, \ldots, a_{n-2} \subset A \), representing the same generator of \( H_1(A) \) and occurring in this order on \( A \), from left to right according to the orientation of the curves and of \( A \subset \mathcal{M} \);
- a pair of oriented simple closed curves \( b, d \) that are disjoint from \( A \) and intersect once transversely at a point \( P \);
- a simple, properly embedded oriented arc \( c \) that is parallel to \( \partial A \); \( d \) intersects \( b \) once, transversely in a point, and is disjoint from the other subspaces mentioned so far;
- a pair of disjoint simple closed curves \( \alpha, \alpha' \), bounding a subsurface of \( \mathcal{M} \), with \( \alpha \) intersects \( d \) twice, transversely; \( \alpha' \) intersects \( A \) in an open segment, and intersects each \( a_i \), once, transversely; all other intersections of \( \alpha \) and \( \alpha' \) with the subspaces mentioned so far are empty;
- a pair of disjoint simple closed curves \( \beta, \beta' \), bounding a subsurface of \( \mathcal{M} \), with \( \beta \) intersects \( c \) twice, transversely; \( \beta' \) is parallel to \( b \), it intersects \( c \) and \( d \) transversely in a point, and is disjoint from all other subspaces mentioned so far; \( \beta \) intersects \( c \), \( d \) and \( \alpha \) transversely, respectively in one point, one point and two points, and \( \beta \) is disjoint from all other subspaces mentioned so far.

We assume that \( d, \alpha \) and \( \beta \) share one intersection point, and that otherwise no three of the curves and arcs mentioned have a common intersection point. We fix tubular neighbourhoods \( U_\alpha, U_\beta, U_b, U_c, U_d \) of \( \alpha, \beta, b, c, d \), respectively, in \( \mathcal{M} \). We assume that each of \( U_\alpha \cap A \), \( U_\alpha \cap U_b \), \( U_\beta \cap U_c \) and \( U_\beta \cap U_d \) consists of a single rectangle, that each of \( U_\alpha \cap U_\beta \) and \( U_d \cap (U_\alpha \cup U_\beta) \) consists of two rectangles, and that each other intersection between two open sets chosen among \( A \) and these open neighbourhoods of curves and arcs is empty.

We denote by \( E \subset \mathcal{M} \) the open subsurface \( A \cup U_\alpha \cup U_\beta \cup U_b \cup U_c \), which is the union of the green and pink areas in Figure 1. We denote by \( F \subset E \) the open subsurface \( U_\alpha \cup U_\beta \), which is the green area in Figure 1, and by \( \bar{F} \) its closure: the latter is a surface of genus 0 with 4 boundary curves. The outer boundary curve of \( F \), i.e. the one that is parallel to \( \partial \mathcal{M} \), is denoted \( \partial \text{out} F \).

We further give names to some rectangles occurring as intersections of \( \bar{F} \) with other open tubular neighbourhoods:

- \( R_{A,\alpha} = A \cap \bar{U}_\alpha \);
- \( R_{c,\beta} = U_c \cap \bar{U}_\beta \);
- the intersection \( U_d \cap \bar{F} \) consists of two rectangles \( R_{d,\alpha} \) and \( R_{d,\alpha,\beta} \), satisfying \( R_{d,\alpha,\beta} \cap \beta \neq \emptyset = R_{d,\alpha} \cap \beta \).

We also denote \( R_{d,b} = U_b \cap \bar{U}_d \). All rectangles introduced above are homeomorphic to \([0,1] \times (0,1)\), and have thus boundary homeomorphic to \([0,1] \times (0,1)\). We denote by \( \bar{R}_{A,\alpha} \) the interior of \( R_{A,\alpha} \) and by \( \partial \bar{R}_{A,\alpha} \) its boundary; similarly for the other rectangles. Finally, we fix a small open disc \( D_P \subset U_b \cap U_c \), which is the pink-grey area in Figure 1.

We use the following convention regarding signs of intersection points of oriented curves, with particular reference to Figure 1: let \( \gamma_1, \gamma_2 \subset \mathcal{M} \) be two oriented curves or arcs that are transverse to each other and represent, respectively, a first homology and a first cohomology class of a subsurface of \( \mathcal{M} \); then the Kronecker
Figure 2. The homology class \( x \in H_n(F_n(\mathcal{M})) \) is represented by a closed \( n \)-dimensional submanifold \( N_1 \) obtained by gluing the two drawn \( n \)-submanifolds along their equal boundary in the grey region. \( N_1 \) is the product of an \((n-2)\)-torus \( T^{n-2} \) on the left genus and a \( \Sigma_2 = T^2 \# T^2 \) on the right genus.

3.2. Definition of \( x \). We refer to Figure 2. The class \( x \in H_n(F_n(\mathcal{M})) \) is defined as the image of the fundamental homology class of a certain oriented manifold \( N_1 \) along a map \( \iota_{N_1} : N_1 \to F_n(\mathcal{M}) \).

We start by defining \( N_1 \): the first step is to define a certain family of configurations of two points, parametrised by a surface of genus 2.
Definition 3.1. Let \( S^1 \subset \mathbb{C} \) denote the unit circle, and let \( I = \{ z \in S^1 \mid \Re(z) \geq 1/2 \} \).

Let \( S_{1,1} \) denote the space \((S^1 \times S^1) \setminus (I \times I)\), and note that \( S_{1,1} \) is a compact surface of genus 1 with one boundary curve \( \partial S_{1,1} \); \( S_{1,1} \) inherits an orientation from \( S^1 \times S^1 \).

Fix a homeomorphism \( \rho: S^1 \overset{\approx}{\rightarrow} \partial S_{1,1} \), and let \( S_2 \) be the space obtained as quotient of \( S_{1,1} \cup S^1 \times [0,1] \cup S_{1,1} \) by identifying along \( \rho \) the boundary of the first copy of \( S_{1,1} \) with \( S^1 \times \{0\} \), and the boundary of the second copy of \( S_{1,1} \) with \( S^1 \times \{1\} \).

Note that \( S_2 \) is a topological, closed orientable surface of genus 2; we fix an orientation on \( S_2 \): note that one of the two natural embeddings \( S_{1,1} \hookrightarrow S_2 \) is orientation-preserving, whereas the other is orientation-reversing. Our next aim is to define a map \( \iota: S_2 \rightarrow \hat{\mathcal{M}}^2 \). Let \( I_b \subset b \cap D_P \) and \( I_c \subset c \cap D_P \) be two small, closed interval neighbourhoods of \( P \) in \( b \) and \( c \) respectively, and fix homeomorphisms of pairs \( \iota_b: (S^1, I) \cong (b, I_b) \) and \( \iota_c: (S^1, I) \cong (c, I_c) \). Denote by \( \iota_{bc}: S^1 \rightarrow c \) the composition of complex conjugation \( S^1 \overset{\cong}{\rightarrow} S^1 \) and \( \iota_c: S^1 \rightarrow c \).

Consider the maps
\[
\iota_b \times \iota_c, \iota_c \times \iota_b: S^1 \times S^1 \rightarrow \hat{\mathcal{M}}^2,
\]
and note that the preimage of the diagonal of \( \hat{\mathcal{M}}^2 \) consists, for each of the maps, only of the point \((1,1) \in S^1 \times S^1 \). Thus we can define a first map \( \iota_{S_2}: S_{1,1} \cup S_{1,1} \rightarrow F_2(\mathcal{M}) \) by taking the restriction of \( \iota_b \times \iota_c \) and the restriction of \( \iota_{bc} \times \iota_b \) respectively, on the two copies of \( S_{1,1} \).

We then note that both compositions \((\iota_b \times \iota_c) \circ \rho \) and \((\iota_c \times \iota_b) \circ \rho \) are maps \( S^1 \rightarrow \hat{\mathcal{M}}^2 \); with image inside \( F_2(D_P) \), and that the two maps
\[
(\iota_b \times \iota_c) \circ \rho, \ (\iota_c \times \iota_b) \circ \rho: S^1 \rightarrow F_2(D_P),
\]
which are in fact homotopy equivalences, are indeed homotopic. We can thus fix a homotopy \( S^1 \times [0,1] \rightarrow F_2(D_P) \subset F_2(\mathcal{M}) \) interpolating between the two maps, and use this homotopy to complete \( \iota_{S_2} \) to a map \( \iota_{S_2}: S_2 \rightarrow F_2(\mathcal{M}) \). With a little care one can achieve that \( \iota_{S_2} \) is an embedding, and thus consider \( S_2 \) as a subspace of \( F_2(\mathcal{M}) \); we leave the details to the reader, and continue the discussion without assuming that \( \iota_{S_2} \) is an embedding.

Note that by construction \( \iota \) takes image in \( F_2(b \cup c \cup D_P) \). We define \( N_1 = (S^1)^{n-2} \times S_2 \), and orient it as a product of oriented manifolds. We fix parametrisations \( \iota_{a_i}: S^1 \overset{\cong}{\rightarrow} a_i \) that are compatible with the orientations of the curve \( a_i \), and define
\[
\iota_{N_1} := \iota_{a_1} \times \cdots \times \iota_{a_{n-2}} \times \iota_{S_2}: N_1 \rightarrow \hat{\mathcal{M}}^n.
\]
Again, we note that the image of \( \iota_{N_1} \) is contained in \( F_n(\mathcal{M}) \). Loosely speaking, \( \iota(N_1) \) is the subspace of configuration of \( n \) ordered particles \((z_1, \ldots, z_n) \) in \( \mathcal{M} \), such that for \( 1 \leq i \leq n-2 \) the particle \( z_i \) lies on \( a_i \), and the particles \( z_{n-1} \) and \( z_{n-2} \) assemble into a configuration in the image of \( \iota_{S_2} \). We let \( x \in H_n(F_n(\mathcal{M})) \) be the image of the fundamental class of \( N_1 \) along \( \iota_{N_1} \).

We remark that \( \iota_{N_1} \) restricts to an embedding on \((S^1)^{n-1} \times (S_{1,1} \cup S_{1,1}) \), and that is all we are going to need later.

3.3. Definition of \( y \). We refer to Figure 3. Fix a parametrisation \( \iota_d: [0,1] \cong \tilde{d} \) of the closure in \( \mathcal{M} \) of the arc \( d \), compatible with the orientation on \( d \). We denote by \( \Delta^n \subset [0,1]^n \) the standard simplex, consisting of all \((t_1, \ldots, t_n) \in [0,1]\) with \( t_1 \leq \cdots \leq t_n \). The restriction of \( \iota_d \) gives an embedding \( \iota_{\Delta^n}: \Delta^n \rightarrow \hat{\mathcal{M}}^n \), which is a proper map since \( \Delta^n \) is compact. Moreover the preimage of \( F_n(\mathcal{M}) \) coincides with the interior \( \Delta^n \subset \Delta^n \). We define \( N_2 = \iota_{\Delta^n}(\Delta^n) \): it is an oriented, proper submanifold of \( F_n(\mathcal{M}) \) of dimension \( n \).
Figure 3. The cohomology class $y \in H^n(F_n(\hat{M}))$ is represented by the proper embedded $n$-dimensional submanifold of $F_n(\hat{M})$ where the particles $1, ..., n$ move along $d$ in increasing order.

We define $y \in H^n(F_n(\hat{M}))$ as the cohomology class represented by $N_2 \subset F_n(\hat{M})$: it contains all configurations of $n$ distinct particles $(z_1, ..., z_n)$ such that all $z_i$ lie on $d$, and occur on $d$ in the same order as their indices prescribe.

We notice that the image of $\iota_{N_1}$ is disjoint from $N_2$ inside $F_n(\hat{M})$; this implies the following, which we state as a lemma.

**Lemma 3.2.** The Kronecker pairing $(x, y)$ vanishes.

3.4. **Definition of $\phi$.** Consider the bounding pair of Dehn twists $\phi_\alpha := D_\alpha D_{\alpha'}^{-1} \in J_{g,1}(1)$ and the bounding pair of Dehn twists $\phi_\beta := D_\beta D_{\beta'}^{-1} \in J_{g,1}(1)$. See Figure 4.

Take the commutator

$$\phi = [\phi_\alpha, [\phi_\alpha, [\phi_\alpha, \phi_\beta] \ldots ]^{-1}$$

where $\phi_\alpha$ appears $n - 2$ times. Observe that $\phi \in J_{g,1}(n - 1)$, by centrality of the Johnson filtration, since it is an iterated commutator of $n - 1$ elements in $J_{g,1}(1)$. Note also that both $D_{\alpha'}$ and $D_{\beta'}$ commute with $D_\alpha$, with $D_\beta$ and with each other; hence the same iterated commutator can be written as

$$\phi = [D_\alpha, [D_\alpha, [D_\alpha, D_\beta] \ldots ]^{-1}$$

**Notation 3.3.** We fix a diffeomorphism $\Phi \in \text{Diff}_\beta(M)$ representing $\phi$ and supported on $F$, i.e. $\Phi$ fixes pointwise the complement of $F$. Up to an isotopy supported on $F$, we can assume the following:

- $\Phi^{-1}(d)$ is transverse to all curves $a_i$ and to $\partial A$; moreover $\Phi^{-1}(d)$ intersects $\bar{A}$ in closed segments that are properly embedded in $\bar{A}$, and each segment intersects once each of the curves $a_i$ and each component of $\partial A$.
- $\Phi^{-1}(d)$ is transverse to $c$ and to $\partial U_c$; moreover $\Phi^{-1}(d)$ intersects $\bar{U}_c$ in closed segments that are properly embedded in $\bar{U}_c$, and each segment intersects once $c$ and each component of $\partial U_c$.
Figure 4. The mapping class $\phi$, obtained as iterated commutator of the bounding pairs $\phi_\alpha = D_\alpha D_{\alpha'}^{-1}$ and $\phi_\beta = D_\beta D_{\beta'}^{-1}$, can be represented by a diffeomorphism $\Phi$ supported on the subsurface $F$ (the yellow region).

To achieve the first requirement, it can be useful to first ensure transversality of $\Phi^{-1}(d)$ and $a_1$ by changing $\Phi$ up to isotopy, and then replace $A$ by a smaller tubular neighbourhood of $a_1$, thereby replacing also the curves $a_2, \ldots, a_{n-2}$ by parallel curves. In a similar way one can achieve the second requirement.

Thanks to Lemma 3.2, we only need to check that the Kronecker pairing $\langle x, \phi^* (y) \rangle$ does not vanish, in order to prove Theorem A.

4. Putting Fog

4.1. Putting fog away from $F$. We define certain $\phi$-invariant subspaces $\mathcal{V} \subset \mathcal{W} \subset F_n(M)$, with $\mathcal{W}$ open and $\mathcal{V}$ closed in $\mathcal{W}$. We then replace $x$ and $y$, respectively, by a homology class $x' \in H_i(\mathcal{W}, \mathcal{V})$ and a cohomology class $y' \in H^i(\mathcal{W}, \mathcal{V})$.

The computation of the Kronecker pairing $\langle x, \phi^* (y) \rangle$ will be reduced to the computation of the pairing $\langle x', \phi^* (y') \rangle_{\mathcal{W} \text{ rel } \mathcal{V}}$.

Definition 4.1. Recall the notation from Subsection 3.1. We define $\mathcal{W} \subset F_n(M)$ as the open subspace of configurations $(z_1, \ldots, z_n)$ satisfying the following:

- (W1) all points $z_i$ lie in $E$;
- (W2) the points $z_1, \ldots, z_{n-2}$ lie in the union $F \cup A$;
- (W3) at least one $z_{n-1}$ and $z_n$ lies in the union $F \cup U_c$;
- (W4) at least one among $z_{n-1}$ and $z_n$ lies in $U_h$.

We define $\mathcal{V} \subset \mathcal{W}$ as the relatively closed subspace of configurations $(z_1, \ldots, z_n)$ satisfying in addition the following:

- (V1) at least one point $z_i$, lies in the subspace $E \setminus (F \cup U_d) = (A \setminus \hat{R}_{A,\alpha}) \cup (U_c \setminus \hat{R}_{c,\beta}) \cup (U_h \setminus \hat{R}_{d,\beta})$.

We observe the following facts.
Recall from Subsection 3.4 that we have fixed a diffeomorphism $\Phi: \mathcal{M} \to \mathcal{M}$ fixing pointwise the complement of $\mathcal{F}$; the action of $\Phi$ on $F_n(\mathcal{M})$ preserves both subspaces $\mathcal{U}$ and $\mathcal{V}$.

Recall from Subsection 3.2 the map $\iota_{N_1}: N_1 \to F_n(\mathcal{M})$; then $\iota_{N_1}$ takes values inside $\mathcal{U}$. Define $x' \in H_n(\mathcal{U})$ as the image along $\iota_{N_1}$ of the fundamental homology class of $N_1$; then $x' \mapsto x$ along map $H_n(\mathcal{U}) \to H_n(F_n(\mathcal{M}))$ induced by the inclusion, and by the previous remark we also have $(\Phi|_{\mathcal{U}})_*(x') \mapsto \phi_*(x)$ along the same map.

Recall from Subsection 3.3 the submanifold $N_2 \subset F_n(\mathcal{M})$; then $N_2$ is disjoint from $\mathcal{V}$.

From now on, by abuse of notation, we will denote the image of $x'$ along the map $H_n(\mathcal{U}) \to H_n(\mathcal{U}, \mathcal{V})$ also by $x' \in H_n(\mathcal{U}, \mathcal{V})$. By the principles listed in Subsection 2.2, we have the equality $\langle x, \phi^*(y) \rangle = \langle x', (\Phi|\mathcal{U})^*(y') \rangle_{\mathcal{U}, \mathcal{V}}$ along the same map.

**Notation 4.2.** We denote by $d_\alpha$, $d_{\alpha\beta}$ and $d_\beta$ the closed segments $d \cap R_{d,\alpha}$, $d \cap R_{d,\alpha\beta}$ and $d \cap R_{d,\beta}$, respectively. We denote by $d_\alpha$ the interior of $d_\alpha$, and similarly for the other segments.

Consider now a configuration $(z_1, \ldots, z_n)$ in the intersection $N_2 \cap \mathcal{U}$. By definition of $N_2$, both particles $z_{n-1}$ and $z_n$ must lie on $d$; condition (2.4) imposes then that at least one among $z_{n-1}$ and $z_n$ lies on $d_\beta$, whereas (2.3) imposes that at least one among $z_{n-1}$ and $z_n$ lies on $d_\alpha \cup d_{\alpha\beta}$. Recall moreover that for a configuration $(z_1, \ldots, z_n)$ the particles $z_{n-1}$ and $z_n$ have to appear in their natural order on $d$; we conclude that $N_2 \cap \mathcal{U}$ splits as the disjoint union of two closed submanifolds of $\mathcal{U}$, described as follows:

- $Q_n$ contains configurations $(z_1, \ldots, z_n) \in N_2 \cap \mathcal{U}$ for which $z_1, \ldots, z_{n-1} \in d_\alpha$ and $z_n \in d_\beta$;
- $Q_{n-1}$ contains configurations $(z_1, \ldots, z_n) \in N_2 \cap \mathcal{U}$ for which $z_1, \ldots, z_{n-2} \in d_\alpha$, $z_{n-1} \in d_\beta$ and $z_n \in d_{\alpha\beta}$.

The notation for $Q_{n-1}$ and $Q_n$ depends on which point lies on $d_\beta$.

**Definition 4.3.** For a natural number $i$ we denote by $W_i \subset F_i(\tilde{d}_\alpha)$ the subspace of configurations $(z_1, \ldots, z_i)$ such that, according to the orientation of $\tilde{d}_\alpha$ inherited from $d$, we have $z_1 < \cdots < z_i$.

Note that $Q_n$ is naturally homeomorphic to the product $W_{n-1} \times d_\beta$. Similarly, $Q_{n-1}$ is naturally homeomorphic to the product $W_{n-2} \times d_\beta \times d_{\alpha\beta}$.

The above discussion also shows that $y'$ can be written as a sum of two cohomology classes, and each of these summands is represented by a submanifold of $\mathcal{U}$ which is disjoint from $\mathcal{V}$ and has, loosely speaking, the shape of a product.

### 4.2. Excision of $\mathcal{V}$

Our next goal will be to use excision in order to replace the pair $(\mathcal{U}, \mathcal{V})$ by another pair $(\mathcal{U}', \mathcal{V}')$ of subspaces of $F_n(\mathcal{M})$, such that the latter pair also splits as a disjoint union of products of pairs of spaces, in such a way that the two cohomology classes discussed above take the form of cohomology cross products.
Definition 4.4. Recall Definition 4.1. We let \( \mathcal{W}' = \mathcal{W} \setminus \dot{\mathcal{V}} \), and let \( \mathcal{V}' = \partial \mathcal{V} = \mathcal{V} \setminus \dot{\mathcal{V}} \).

A configuration \((z_1, \ldots, z_n)\) lies in \( \dot{\mathcal{V}} \subset \mathcal{W} \) if it satisfies conditions \((\mathcal{W}1, \ldots, \mathcal{W}4)\) and the following condition, which is the “open version” of \((\mathcal{V}1)\):

\((\mathcal{V}'1)\) at least one point \(z_i\) lies in the subspace

\[ E \setminus (F \cup \bar{U}_d) = (A \setminus R_{A,a}) \cup (U_c \setminus R_{c,b}) \cup (U_b \setminus R_{d,b}). \]

Notation 4.5. We denote \( \mathcal{F}^R \subset \mathcal{M} \) the union of \( \mathcal{F} \cup R_{A,a} \cup R_{c,b} \), and by \( \partial \mathcal{F}^R = \partial R_{A,a} \cup \partial R_{c,b} \) its boundary.

Note that \( \mathcal{F}^R \) is obtained from \( \mathcal{F} \) by adding four boundary segments.

Lemma 4.6. The space \( \mathcal{W}' \subset F_n(\mathcal{M}) \) contains all configurations \((z_1, \ldots, z_n)\) satisfying the following conditions:

\((\mathcal{W}'1)\) all points \(z_i\) lie in \( \mathcal{F}^R \cup R_{d,b} \), where we highlight the two connected components of this subspace of \( \mathcal{M} \);

\((\mathcal{W}'2)\) the points \(z_1, \ldots, z_{n-2}\) lie in \( \mathcal{F} \cup R_{A,a} \subset \mathcal{F}^R \);

\((\mathcal{W}'3)\) exactly one among \(z_{n-1}\) and \(z_n\) lies in \( \mathcal{F} \cup R_{c,b} \subset \mathcal{F}^R \);

\((\mathcal{W}'4)\) exactly one among \(z_{n-1}\) and \(z_n\) lies in \( R_{d,b} \).

The subspace \( \mathcal{V}' \subset \mathcal{W}' \) can be characterised by the following additional condition:

\((\mathcal{V}'1)\) at least one point \(z_1, \ldots, z_{n-2}\) lies on \( \partial R_{A,a} \), or at least one point \(z_{n-1}, z_n\) lies on \( \partial R_{c,b} \cup \partial R_{d,b} \).

Proof. Condition \((\mathcal{W}'1)\) is equivalent to \((\mathcal{W}1)\) together with the negation of \((\mathcal{V}'1)\), since \( E \setminus ((A \setminus R_{A,a}) \cup (U_c \setminus R_{c,b}) \cup (U_b \setminus R_{d,b})) = \mathcal{F}^R \cup R_{d,b} \). Similarly, condition \((\mathcal{W}'2)\) is equivalent to \((\mathcal{W}2) \land \neg(\mathcal{V}'1)\), and the following equivalences hold:

- \((\mathcal{W}'3) \land \neg(\mathcal{V}'1)\) \iff \((\{z_{n-1}, z_n\} \cap (\mathcal{F} \cup R_{c,b}) \neq \emptyset)\);
- \((\mathcal{W}'4) \land \neg(\mathcal{V}'1)\) \iff \((\{z_{n-1}, z_n\} \cap R_{d,b} \neq \emptyset)\).

Using that \( \mathcal{F} \cup R_{c,b} \) and \( R_{d,b} \) are disjoint, we have that \(((\mathcal{W}'3) \land \neg(\mathcal{V}'1)) \land ((\mathcal{W}'4) \land \neg(\mathcal{V}'1))\) is equivalent to \((\mathcal{W}'3) \land (\mathcal{W}'4)\).

Finally, condition \((\mathcal{V}'1)\) together with the negation of \((\mathcal{W}'1)\) is equivalent to condition \((\mathcal{V}'1)\). \(\square\)

Notation 4.7. For a finite set \( S \) and a space \( Z \) we denote by \( Z^S \) the space of all functions \( z: S \rightarrow Z \), and by \( F_S(Z) \subset Z^S \) the subspace of injective functions. For \( i \in S \) and \( z \in Z^S \) we usually denote \( z_i = z(i) \in Z \); we regard elements of \( F_S(Z) \) as \( S \)-labeled configurations of distinct points in \( Z \). Clearly, when \( S = \{1, \ldots, n\} \) we have canonical identifications \( Z^S \cong Z^n \) and \( F_S(Z) \cong F_n(Z) \).

We note that the pair \( (\mathcal{W}', \mathcal{V}') \) decomposes as a disjoint union of two pairs \( (\mathcal{W}_{n-1}', \mathcal{V}_{n-1}') \) and \( (\mathcal{W}_n', \mathcal{V}_n') \), where for \( i = n-1 \), \( n \) we let \( (\mathcal{W}_i', \mathcal{V}_i') \) contain those configurations \((z_1, \ldots, z_n)\) in \( (\mathcal{W}' \setminus \dot{\mathcal{V}}') \) for which \( z_i \in R_{d,b} \).

Definition 4.8. For \( i = n-1, n \), we let \( \mathcal{X}_i \subset F_{\{1, \ldots, n\}\setminus\{i\}}(\mathcal{F}^R) \) be the subspace of configurations satisfying \((\mathcal{W}'2)\) and \( z_{2n-1-i} \in R_{c,b} \) (the latter condition is a specification of \((\mathcal{W}'3)\)), and we let \( \mathcal{X}_i \subset \mathcal{X}_i \) be the subspace of configurations satisfying \( z_{2n-1-i} \in \partial R_{c,b} \) (the latter condition is a specification of \((\mathcal{V}'1)\)).

The following is a straightforward corollary of Lemma 4.6

Corollary 4.9. For \( i = n-1, n \),

- we have a canonical homeomorphism of pairs
  \( (\mathcal{W}_i', \mathcal{V}_i') \cong (\mathcal{X}_i, \mathcal{X}_i) \times (F_{\{i\}}(\partial R_{d,b}), F_{\{i\}}(\partial R_{d,b})) \)
The cohomology class \( y' \) splits as a sum \( y'_{n-1} + y'_n \), and each summand further factors as a cross product so that 
\[
    y'_{n-1} = -r_{n-1} \times s^\vee \\
    y'_n = r_n \times s^\vee.
\]

- the action of the diffeomorphism \( \Phi \) on \( F_n(\hat{M}) \) preserves each of the subspaces \( \mathcal{U}'_i \) and \( \mathcal{V}'_i \); the action of \( \Phi \) on \( \mathcal{U}'_i \) is obtained by crossing the natural action of \( \Phi \) on \( \mathcal{X}_i \) (as \( \Phi \)-invariant subspace of \( F_{\{1,\ldots,n\}\setminus\{i\}}(\hat{M}) \)) with the identity of \( R_{d,b} \).

**Definition 4.10.** For \( i = n-1, n \) we define \( y'_i \in H^n(\mathcal{U}'_i, \mathcal{V}'_i) \) as the cohomology class represented by the oriented submanifold \( Q_i \). See Figure 5.

In the previous definition we use that \( \mathcal{V}'_i \), which is closed in \( \mathcal{U}'_i \), admits an open neighbourhood in \( \mathcal{U}'_i \) which is disjoint from \( Q_i \) and is homotopy equivalent to \( \mathcal{V}'_i \) itself: thus we are allowed to represent a cohomology class of \( (\mathcal{U}'_i, \mathcal{V}'_i) \) by the proper, oriented submanifold \( Q_i \subset \mathcal{U}'_i \), which rather supports a Borel-Moore homology class.

The disjoint union and excision isomorphisms combine as an isomorphism 
\[
    H^n(\mathcal{U}'_n, \mathcal{V}'_n) \oplus H^n(\mathcal{U}'_{n-1}, \mathcal{V}'_{n-1}) \cong H^n(\mathcal{U}', \mathcal{V}') \cong H^n(\mathcal{U}, \mathcal{V}),
\]
and the images of \( y'_n \) and \( y'_{n-1} \) are...
two cohomology classes in \( H^n(\mathcal{U}', \mathcal{V}') \) whose sum is \( y' \). Therefore, in order to compute the Kronecker pairing \( \langle x, \phi^* y \rangle = \langle x', \Phi^*(y') \rangle_{\mathcal{U}' \mathcal{V}'} \), we can first compute the homology class corresponding to \( x' \) in \( H_n(\mathcal{U}'_n, \mathcal{V}'_n) \oplus H_n(\mathcal{U}'_{n-1}, \mathcal{V}'_{n-1}) \), and then take the Kronecker pairing of this class with \( \Phi^*(y'_n) + \Phi^*(y'_{n-1}) \).

4.3. Replacing \( x' \) by an excided homology class.

**Definition 4.11.** Let \( I = [0, 1] \), and let \( N'_1 = [0, 1]^n \). Fix orientation-preserving parametrisations

\[
\sigma_{a_1}, \ldots, \sigma_{a_{n-2}}, \sigma_c, \sigma_b : I \to \hat{\mathcal{M}}
\]

of each closed segment \( a_i \cap R_{A,a_1} \cap \ldots \cap R_{A,a_{n-2}} \cap R_{c,c} \cap R_{b,b} \), where each of the latter segments inherits an orientation from the oriented curve or arc in which it is contained.

We define a map \( \iota_{N'_1} : \{n - 1, n\} \times N'_1 \to \hat{\mathcal{M}}^n \) as follows:

- on \( \{n - 1\} \times N'_1 \cong N'_1 \) we take the cartesian product \( \sigma_{a_1} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_b \times \sigma_c \);  

- on \( \{n\} \times N'_1 \cong N'_1 \) we take the cartesian product \( \sigma_{a_1} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_c \times \sigma_b \), where \( \sigma_c \) is the composition of a fixed orientation-reversing homeomorphism \([0, 1] \xrightarrow{\sim} [0, 1] \) and the map \( \sigma_c \).

Note that the restriction of \( \iota_{N'_1} \) on \( \{i\} \times N'_1 \) uses \( \sigma_b \) on the \( i \)-th coordinate. We observe that \( \iota_{N'_1} \) has image inside \( \mathcal{U}' \), and sends \( \partial N'_1 \) inside \( \mathcal{V}' \). Moreover \( \iota_{N'_1} \), considered as a map \( \{n - 1, n\} \times N'_1 \to \hat{\mathcal{M}}^n \), factors (uniquely) as the composition of an orientation-preserving embedding \( \varepsilon : \{n - 1, n\} \to N'_1 \to \hat{\mathcal{M}}^n \) followed by the map \( \iota_{N'_1} : N'_1 \to \mathcal{M}^n \), and the difference \( N'_1 \setminus \varepsilon(\{n - 1, n\}) \) is sent inside \( \mathcal{V}' \) by \( \iota_{N'_1} \). By excision we obtain the following lemma.

**Lemma 4.12.** The relative fundamental class of \( \{n - 1, n\} \times (N'_1, \partial N'_1) \) is sent along \( \iota_{N'_1} \) to the class \( x' \in H_n(\mathcal{U}', \mathcal{V}') \), i.e. to the image of the fundamental class of \( N'_1 \) along \( \iota_{N'_1} : N'_1 \to \mathcal{U}' \).

**Definition 4.13.** For \( i = n - 1, n \) we denote by \( x'_i \in H_n(\mathcal{U}'_1, \mathcal{V}'_1) \) the image along \( \iota_{N'_1} \) of the relative fundamental class of \( \{i\} \times (N'_1, \partial N'_1) \). See Figure 6.

By Lemma 4.12 the sum \( x'_{n-1} + x'_n \) corresponds to \( x' \) along the composite isomorphism \( H_n(\mathcal{U}'_{n-1}, \mathcal{V}'_{n-1}) \oplus H_n(\mathcal{U}'_n, \mathcal{V}'_n) \cong H_n(\mathcal{U}', \mathcal{V}') \cong H_n(\mathcal{U}, \mathcal{V}) \). Together with the discussion of the previous subsection, we obtain the following lemma.

**Lemma 4.14.** The Kronecker pairing \( \langle x, \phi^* y \rangle \) can be computed as \( \langle x'_{n-1}, \Phi^*(y'_{n-1}) \rangle_{\mathcal{U}'_{n-1} \mathcal{V}'_{n-1}} + \langle x'_n, \Phi^*(y'_n) \rangle_{\mathcal{U}'_n \mathcal{V}'_n} \).

4.4. Decomposing the classes \( x'_i \) as products. We can make a step further. We identify the cube \( \{n - 1\} \times N'_1 \) with the product \( I^{1, \ldots, n-2, n} \times I^{n-1} \) and the cube \( \{n\} \times N'_1 \) with the product \( I^{1, \ldots, n-2, n-1} \times I^n \). Note that the first identification is orientation-reversing, as we swap the coordinates relative to the indices \( n - 1 \) and \( n \), whereas the second is orientation-preserving.

The map \( \iota_{N'_1} \) restricts to product maps on both \( \{n - 1\} \times N'_1 \) and \( \{n\} \times N'_1 \), with images in \( \mathcal{U}'_{n-1} \) and \( \mathcal{U}'_n \), respectively, namely the maps

\[
\sigma_{a_1} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_c : I^{1, \ldots, n-2} \times I^{n-1} \to \mathcal{X}'_{n-1} \to F_{n-1}(R_b, d);
\]

\[
\sigma_{a_1} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_c : I^{1, \ldots, n-2} \times I^n \to \mathcal{X}'_n \to F_{n}(R_b, d);
\]

**Definition 4.15.** For \( i = n - 1, n \) we denote by \( \iota_i \in H_{n-1}(\mathcal{X}'_i, \mathcal{Y}_i) \) the image of the relative fundamental class of \( I^{1, \ldots, n} \setminus \{i\} \) along the product map \( \sigma_{a_1} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_c \) (for \( i = n \) we replace the last factor by \( \sigma_c \)).
Figure 6. The homology class $x'$ splits as a sum $x'_{n-1} + x'_n$, and each summand further factors as a cross product so that $x'_{n-1} = -t_{n-1} \times s$ and $x'_n = t_n \times s$.

We denote by $s \in H_1(R_{d,b}, \partial R_{d,b})$ the image of the relative fundamental class of $I$ along $\sigma_b$.

For $i = n-1, n$, up to regarding $s$ as a class in $H_1(F_{i,1}(R_{d,b}), F_{i,1}(\partial R_{d,b}))$, the previous discussion shows that $x'_i = (-1)^{n-i} t_i \times s$, where the homology cross product is with respect to the product decomposition of the couple $(\mathcal{U}'_i, \mathcal{V}'_i)$ from Corollary 4.9. The difference in sign comes from the above remark about possible change of orientation along canonical identifications of the two copies of $N'_1$ with the product of two cubes of dimensions $n-1$ and 1.

In a similar way, for $i = n-1, n$ we have inclusions $Q_i \subset \mathcal{U}'_i$. For $i = n$, the product decomposition $W_{n-1} \times \mathcal{U}_b$ of $Q_n$ is compatible with the product decomposition $X_n \times F_{(n)}(R_{d,b})$ of $\mathcal{U}'_n$ along the inclusion: the inclusion $Q_n \subset \mathcal{U}'_n$ is the product of the inclusions $W_{n-1} \subset X_n$ and $\mathcal{U}_b \subset R_{d,b} \cong F_{(n)}(R_{d,b})$. In the same way we have a product inclusion of $Q_{n-1}$ in $\mathcal{V}'_{n-1}$: more precisely, we have a canonical,
orientation-reversing homeomorphism $Q_{n-1} \cong (W_{n-2} \times \tilde{d}_{\alpha \beta}) \times \tilde{d}_b$ and a canonical orientation-preserving homeomorphism $\mathcal{W}'_{n-1} \cong \mathcal{X}_{n-1} \times F_{(n-1)}(\partial d,b)$, and the $Q_{n-1}$ in $\mathcal{W}'_{n-1}$ can be written as the product of the inclusions $(W_{n-2} \times d_{\alpha \beta}) \subset \mathcal{X}_{n-1}$ and $\tilde{d}_b \subset F_{(n-1)}(\partial d,b)$.

**Definition 4.16.** We denote by $s^V \in H^1(\partial d,b, \partial R_{d,b})$ the cohomology class represented by the oriented submanifold $\tilde{d}_b$, which is disjoint from $\partial R_{d,b}$. Again, we use that $\partial R_{d,b}$ admits an open neighbourhood in $R_{d,b}$ that is disjoint from $\tilde{d}_b$ and is homotopy equivalent to $\partial R_{d,b}$.

We denote by $r_n \in H^{n-1}(\mathcal{X}_n, \mathcal{Y}_n)$ the cohomology class represented by the oriented submanifold $W_{n-1}$, which is disjoint from $\mathcal{Y}_n$, and we denote by $r_{n-1} \in H^{n-1}(\mathcal{X}_{n-1}, \mathcal{Y}_{n-1})$ the cohomology class represented by the oriented submanifold $W_{n-2} \times d_{\alpha \beta}$, which is disjoint from $\mathcal{Y}_{n-1}$.

The notation for $s^V$ is justified by the fact that $(s, s^V)_{R_{d,b} \cap \partial R_{d,b}} = 1$, using the convention from Subsection 3.1.

For $i = n-1, n$, up to regarding $s^V$ as a class in $H^1(F_{(i)}(\partial d,b), F_{(i)}(\partial R_{d,b}))$, the previous discussion shows that $s^V = (-1)^{n-i}r_1 \times s^V$, where the cohomology cross product is with respect to the product decomposition of the couple $(\mathcal{Y}', \mathcal{Y}'')$ from Corollary 4.9. Again, the difference of sign is due to the possible change in orientation in the identification of $Q_i$ with the product of an oriented $(n-1)$-manifold and $\tilde{d}_b$.

Using the compatibility of Kronecker pairing and cross product, together with the second part of Corollary 4.9, we arrive at the following proposition, which complements Lemma 4.14.

**Proposition 4.17.** The Kronecker pairing $(x, \phi^*y)$ can be computed as

$$(t_{n-1}, \Phi^*(r_{n-1}))_{\mathcal{X}_{n-1} \cup \mathcal{Y}_{n-1}} + (t_n, \Phi^*(r_n))_{\mathcal{X}_n \cup \mathcal{Y}_n}.$$  

In fact, we will prove that the first summand vanishes, whereas the second summand is 1. This is loosely speaking due to the fact that $r_{n-1}$ is represented by the manifold $W_{n-2} \times d_{\alpha \beta}$, which splits as a product, whereas $r_n$ is represented by the manifold $W_{n-1}$, which does not split as a product.

We remark that at this point only the spaces $\mathcal{X}_i$ and $\mathcal{Y}_i$ are involved in our computations, for $i = n-1, n$: these spaces arise as subspaces of $F_{(1, \ldots, n)}(\mathcal{F})'$; thus our problem has been simplified, in that we are now considering ordered configurations of $n-1$ points (instead of $n$) on the subsurface $\mathcal{F}' \subset \mathcal{M}$ from Notation 4.5.

4.5. **Putting fog away from** $R_{A,\alpha}$ and $R_{c,\beta}$.

**Notation 4.18.** We denote by $\epsilon_{\alpha}, \epsilon_{\alpha \beta} \subset \mathcal{F}$ the images of $d_{\alpha}$ and $d_{\alpha \beta}$ along $\Phi^-$, respectively, and by $\tilde{\epsilon}_{\alpha}, \tilde{\epsilon}_{\alpha \beta}$ their interior.

Recall Definitions 4.3 and 4.16: the cohomology class $\Phi^*(r_n) \in H^{n-1}(\mathcal{X}_n, \mathcal{Y}_n)$ is represented by the submanifold $\Phi^-(W_{n-1}) \subset \mathcal{X}_n \setminus \mathcal{Y}_n$, containing all configurations $(z_1, \ldots, z_{n-1})$ such that the points $z_1, \ldots, z_{n-1}$ occur in this order on the oriented open segment $\epsilon_{\alpha}$. Similarly, $\Phi^*(r_{n-1}) \in H^{n-1}(\mathcal{X}_{n-1}, \mathcal{Y}_{n-1})$ is represented by the submanifold $\Phi^-(W_{n-2} \times F_{(n)}(d_{\alpha \beta}))$, containing configurations $(z_1, \ldots, z_{n-2}, z_n)$ such that $(z_1, \ldots, z_{n-2})$ occur in this order on $\tilde{\epsilon}_{\alpha}$, and $z_n \in \tilde{\epsilon}_{\alpha \beta}$.

We apply another excision argument to compute the Kronecker pairings from Proposition 4.17. First, we refine the notation from Subsection 3.1.

**Notation 4.19.** We fix small, disjoint tubular neighbourhoods $U_{a_1}, \ldots, U_{a_{n-2}} \subset A$ of $a_1, \ldots, a_{n-2}$; we denote $R_{a_1,\alpha} = U_{a_1} \cap R_{A,\alpha}$, which is homeomorphic to $[0, 1] \times [0, 1]$.
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(0, 1). We let the image of the relative fundamental class of $I$ along $\sigma_{\alpha}$ be the preferred generator of $H_1(R_{a_{\alpha}}, \partial R_{a_{\alpha}}) \cong \mathbb{Z}$, and similarly we let the image of the fundamental class of $I$ along $\sigma_{\beta}$ be the preferred generator of $H_1(R_{c_{\beta}}, \partial R_{c_{\beta}})$.

Note that also $H_1(R_{A,\alpha}, \partial R_{A,\alpha})$ is canonically identified with $\mathbb{Z}$, since each inclusion $(R_{a_{\alpha}}, \partial R_{a_{\alpha}}) \subset (R_{A,\alpha}, \partial R_{A,\alpha})$ is a homotopy equivalence (and induces the same choice of generator on first homology).

**Definition 4.20.** For $i = n - 1, n$ we define $\mathcal{X}' \subset \mathcal{X}$ as the open subspace of configurations $(z_1, \ldots, z_{n-2}, z_{n-1})$ such that $z_j \in R_{a_{\alpha}}$ for all $1 \leq j \leq n - 2$, and such that $z_{n-1-i} \in R_{c_{\beta}}$. We let $\mathcal{Y}' = \mathcal{X}' \cap \mathcal{Y}$.

We have a homeomorphism of couples

$$(\mathcal{X}'_i, \mathcal{Y}'_i) \cong (R_{a_{\alpha}}, \partial R_{a_{\alpha}}) \times \cdots \times (R_{a_{n-2}, \alpha}, \partial R_{a_{n-2}, \alpha}) \times (R_{c_{\beta}, \partial R_{c_{\beta}}}).$$

Recall that, for $i = n - 1, n$, the homology class $t_i \in H_{n-1}(\mathcal{X}_i, \mathcal{Y})$ is the image of the relative fundamental class of $I \in \{1, \ldots, n\} \setminus \{i\}$ along the map $\sigma_{\alpha_{a}} \times \cdots \times \sigma_{a_{n-2}} \times \sigma_{a_{\alpha}}$ (for $i = n$, the last factor being $\sigma_{a_{\beta}}$); the image of the latter product map is however contained in $\mathcal{X}'_i$, and thus we can define the homology class $t'_i \in H_{n-1}(\mathcal{X}'_i, \mathcal{Y}'_i)$ in the same way, so that $t'_i \mapsto t_i$ along the map induced in homology by the inclusion of couples $(\mathcal{X}'_i, \mathcal{Y}'_i) \subset (\mathcal{X}_i, \mathcal{Y})$. We can thus define $t'_i \in H^{n-1}(\mathcal{X}'_i, \mathcal{Y}'_i)$ as the restriction of $\Phi^*(t_i)$, and we have an equality

$$(t_i, \Phi^*(t_i))_{\mathcal{X}_i, \mathcal{Y}_i} = (t'_i, \mathcal{Y}'_i)_{\mathcal{X}'_i, \mathcal{Y}'_i}.$$ 

Moreover, the previous discussion shows the equality $t'_i = \sigma_{a_{\alpha}} [I, \partial I] \times \cdots \times \sigma_{a_{n-2}} [I, \partial I] \times \sigma_{a_{\beta}} [I, \partial I]$ (for $i = n$ replace $\sigma_{a_{\beta}}$ by $\sigma_{a_{\alpha}}$, which accounts on a change of sign); since $t'_i$ splits as a homology cross product of first homology classes, it is worth to study more closely the class $t'_i$, i.e. the intersection of the support of $t_i$ with $\mathcal{X}'_i$.

**4.6. A combinatorial formula.**

**Definition 4.21.** We let $f_1, \ldots, f_\mu \subset \mathcal{E}_\alpha = \Phi^{-1}(d_\alpha)$ be the sequence of segments in which $\mathcal{E}_\alpha$ intersects $R_{A,\alpha} \cup R_{c,\beta}$: each segment inherits an orientation from $\mathcal{E}_\alpha$, and the segments are listed in the order in which they appear along $\mathcal{E}_\alpha$. Similarly, we define $g_1, \ldots, g_\nu \subset \mathcal{E}_{\alpha\beta} = \Phi^{-1}(d_{\alpha\beta})$ as the sequence of segments in the intersection $\mathcal{E}_{\alpha\beta} \cap (R_{A,\alpha} \cup R_{c,\beta})$.

We define $\theta(f_i) \in \{a, b\}$ so that $f_i \subset R_{A,\alpha}$ if $\theta(f_i) = a$, and $f_i \subset R_{c,\beta}$ if $\theta(f_i) = b$; similarly we define $\theta(g_j)$.

For all $i$ such that $\theta(f_i) = a$, we define $\epsilon(f_i) \in \{\pm 1\}$ so that $f_i$ represents the cohomology class $\epsilon(f_i)$ in $H^1(R_{A,\alpha}, \partial R_{A,\alpha}) \cong \mathbb{Z}$, where the last identification is dual to the one from Notation 4.19. Similarly, for all $i$ such that $\theta(f_i) = b$, we define $\epsilon(f_i) \in \{\pm 1\}$ by considering $H^1(R_{c,\beta}, \partial R_{c,\beta}) \cong \mathbb{Z}$. And analogously, we define $\epsilon(g_j) \in \{\pm 1\}$ for all $f_i$.

We first focus on the case $i = n$: the intersection of $\Phi^{-1}(W_{n-1})$ with $\mathcal{Y}'_n$ splits as a disjoint union of products of segments: the disjoint union is parametrised by the set of all sequences $(i_1, \ldots, i_{n-1})$ of indices $1 \leq i_j \leq \mu$ satisfying the following:

- $i_1 \leq \cdots \leq i_{n-1}$, and each equality $i_j = i_{j+1}$ implies $\epsilon(f_{i_j}) = +1$;
- $\theta(f_{i_j}) = a$ for $1 \leq j \leq n - 2$;
- $\theta(f_{i_{n-1}}) = b$.

The product of segments corresponding to $(i_1, \ldots, i_{n-1})$ is

$$(f_{i_1} \cap R_{a_{\alpha}}) \times \cdots \times (f_{i_{n-2}} \cap R_{a_{n-2}, \alpha}) \times (f_{i_{n-1}} \cap R_{c,\beta}).$$

The previous product, seen as a proper $(n-1)$-submanifold of $\mathcal{Y}'_n$, which is disjoint from $\mathcal{Y}'_n$, supports a cohomology class whose Kronecker pairing with $t'_n$ is

$$\epsilon(f_{i_1}) \cdots \epsilon(f_{i_{n-2}}) \cdot (\epsilon(f_{i_{n-1}})) = \pm 1 \in \mathbb{Z},$$

where $\epsilon(f_{i_1}) \cdots \epsilon(f_{i_{n-2}})$ is the product of the signs of the $f_i$.
where the minus sign in the last factor is due to the fact that \( t'_n \) is described in terms of \( \tilde{\sigma}_c \) rather than \( \sigma_c \). Summing over all choices of \((i_1, \ldots, i_{n-1})\), we can in principle compute \( \langle t'_n, r'_n \rangle \).

Let us now consider the case \( i = n - 1 \): the intersection of \( \Phi^{-1}(W_{n-2} \times \tilde{d}_{\alpha\beta}) \) with \( \mathcal{X}'_{n-1} \) splits as a disjoint union of products of segments: the disjoint union is parametrised by the set of all sequences \((i_1, \ldots, i_{n-2}; l)\) of indices \( 1 \leq i_j \leq n \) and \( 1 \leq l \leq \nu \) satisfying the following:

- \( i_1 \leq \cdots \leq i_{n-2} \), and each equality \( i_j = i_{j+1} \) implies \( \epsilon(f_{i_j}) = +1 \);
- \( \theta(f_{i_1}) = a \) for \( 1 \leq j \leq n - 2 \);
- \( \theta(g_l) = b \).

The product of segments corresponding to \((i_1, \ldots, i_{n-2}; l)\) is

\[
(f_{i_1} \cap R_{a_1, a}) \times \cdots \times (f_{i_{n-2}} \cap R_{a_{n-2}, a}) \times (g_l \cap R_{c, \beta}).
\]

The previous product, seen as a proper \((n-1)\)-submanifold of \( \mathcal{X}'_{n-1} \) which is disjoint from \( \Phi'_{n-1} \), supports a cohomology class whose Kronecker pairing with \( t'_{n-1} \) is

\[\epsilon(f_{i_1}) \cdots \epsilon(f_{i_{n-2}}) \cdot \epsilon(g_l) = \pm 1 \in \mathbb{Z}.\]

Summing over all choices of \((i_1, \ldots, i_{n-2}; l)\), we can in principle compute \( \langle t'_{n-1}, r'_{n-1} \rangle \).

Note however that the conditions on \((i_1, \ldots, i_{n-2}; l)\) split as a list of conditions only on \((i_1, \ldots, i_{n-2})\) and one condition only on \( l \), and the sum computing \( \langle t'_{n-1}, r'_{n-1} \rangle \) is thus equal to the product of the following two sums:

- the sum \( \sum_{(i_1, \ldots, i_{n-2})} \epsilon(f_{i_1}) \cdots \epsilon(f_{i_{n-2}}) \), for \((i_1, \ldots, i_{n-2})\) satisfying the conditions in the previous list;
- the sum \( \sum_{l} \theta(g_l) = \beta \cdot \epsilon(g_l) \).

### 4.7. Reinterpretation in terms of contents.

It will be helpful for computations to record the above findings in the context of words in free monoids and groups.

**Definition 4.22.** We denote by \( \mathbb{M}(a^\pm 1, b^\pm 1) \) the free monoid in the letters \( a, a^{-1}, b \) and \( b^{-1} \); it contains unreduced words \( w = (w_1^\varepsilon_1, w_2^\varepsilon_2, \ldots, w_h^\varepsilon_h) \), where \( h \geq 0 \), and for all \( 1 \leq i \leq h \) we have \( w_i \in \{ a, b \} \) and \( \varepsilon_i \in \{ \pm 1 \} \); composition is given by concatenation. We denote by \( \Phi(a, b) \) the free group generated by the letters \( a, b \).

We denote by \( \iota: \mathbb{M}(a^\pm 1, b^\pm 1) \to \Phi(a, b) \) the surjective monoid homomorphism sending \( (w^\varepsilon) \mapsto w^\varepsilon \).

**Definition 4.23.** (Contents). Fix a word \( w = (w_1^\varepsilon_1, w_2^\varepsilon_2, \ldots, w_h^\varepsilon_h) \in \mathbb{M}(a, b) \). For \( k \geq 0 \), an \( a^k b \)-occurrence in \( w \) is a sequence \( s = (i_1, \ldots, i_{k+1}) \) of indices \( 1 \leq i_j \leq h \) satisfying

1. \( i_1 \leq \cdots \leq i_{k+1} \) and equality \( i_j = i_{j+1} \) implies \( \varepsilon_{i_j} = +1 \);
2. \( w_{i_j} = a \) for \( 1 \leq j \leq k \);
3. \( w_{i_{k+1}} = b \).

The sign of \( s \) is the product \( \sigma(s) = \prod_{1 \leq j \leq k+1} \varepsilon_{i_j} \), and the \( a^k b \)-content of \( w \) is the signed count

\[
c(a^k b; w) := \sum_{a^k b \text{-occurrences } s \text{ in } w} \sigma(s).
\]

Analogously, for \( k \geq 0 \), an \( a^k \)-occurrence in \( w \) is a sequence \( s = (i_1, \ldots, i_k) \) satisfying conditions (1) and (2) above. The sign \( \sigma(s) \) of an occurrence \( s \), and the \( a^k \)-content of \( w \), denoted \( c(a^k, w) \), are analogously defined.

Observe \( c(a^0, w) = 1 \) for all words \( w \) since there exists precisely one occurrence \( s = () \) of \( a^0 \) in \( w \), carrying sign 1. In the light of Definition 4.23, the previous discussion translates into the following proposition.
Proposition 4.24. We have equalities

\[ \langle t'_n, r'_n \rangle = -c(a^{n-2}b, (\theta(f_1)^{(f_1)}, \ldots, \theta(f_n)^{(f_n)})); \]
\[ \langle t'_{n-1}, r'_{n-1} \rangle = c(a^{n-2}, (\theta(f_1)^{(f_1)}, \ldots, \theta(f_n)^{(f_n)})) \cdot (\theta(g_1)^{(g_1)}, \ldots, \theta(g_n)^{(g_n)}), \]

where \((-b) : M(a^\pm, b^\pm) \to \mathbb{Z}\) is the composition of \(f : M(a^\pm, b^\pm) \to F(a^\pm, b^\pm)\) and the group homomorphism \(F(a^\pm, b^\pm) \to \mathbb{Z}\) sending \(\alpha \to 0\) and \(\beta \to 1\).

In the next section we will use the previous results to prove that \(\langle t'_n, r'_n \rangle\) is equal to 1, whereas \(\langle t'_{n-1}, r'_{n-1} \rangle\) vanishes because \(\langle \theta(f_1)^{(g_1)}, \ldots, \theta(g_n)^{(g_n)} \rangle \rangle\) vanishes.

5. After Fog

In this section we finally compute \(\langle i'_n, i'_n \rangle\) for \(i = n - 1, n\), by computing the contents from Proposition 4.24.

Definition 5.1. Recall Subsection 3.1 and Notation 4.5. We consider the subspace \(F^R \cup (d \cap F) \cup \partial^\text{out} F \subset M\), and define

\[ F_+ := (F^R \cup (d \cap F) \cup \partial^\text{out} F) / \partial^\text{out} F \]

as the quotient of the space \(F^R \cup (d \cap F) \cup \partial^\text{out} F\) by \(\partial^\text{out} F\). See Figure 7.

We denote by \(\Phi_+ : F_+ \to F\) the homeomorphism induced on the quotient by the restriction of \(\Phi\) on \(F^R \cup (d \cap F) \cup \partial^\text{out} F\).

We notice that the quotient \(\bar{F} / \partial^\text{out} F\) is a compact surface of genus 0 with 3 boundary curves; the space \(F_+\) is obtained from the latter by removing parts of the boundary, leaving only the following portions:

- \(\partial R_{A,a}\) and \(\partial R_{C,b}\);  
- the unique point in \(\partial d_0 \setminus \partial^\text{out} F\), which we call \(p_2\);  
- the unique point in \(\partial d_{a,b} \setminus \partial^\text{out} F\), which we call \(p_1\).

We moreover call \(p_0 \in F_+\) the quotient point of \(\partial^\text{out} F\). We consider the fundamental groupoid \(\Pi_1(F_+; p_0, p_1, p_2)\), i.e. the category whose three objects are \(p_0, p_1, p_2\) and whose morphisms from \(p_i\) to \(p_j\) are the homotopy classes of paths from \(p_i\) to \(p_j\). In particular, all morphisms of this groupoid are generated by the following morphisms (and their inverses):

- the paths \(d_{a} : p_0 \to p_1\) and \(d_{a,b} : p_2 \to p_0\).
• the loops \(a, b\): \(p_0 \to p_0\) from Figure 7: \(a\) is contained in the closure of \(U_\alpha\) in \(\mathcal{F}_+\) and intersects all segments \(a_i \cap R_{A, \alpha}\) once, transversely and from right; \(b\) is contained in the closure of \(U_\beta\) in \(\mathcal{F}_+\) and intersects the segment \(c \cap R_{c, \beta}\) once, transversely and from right.

We compose morphisms in \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\) according to the convention for which the following holds: \(\alpha d\alpha\) is a defined morphism \(p_0 \to p_1\), whereas the composition \(d\alpha\) is not defined.

Note that \(\pi_1(\mathcal{F}_+, p_0) \cong \mathbb{F}(a, b)\) is free on the generators \(a\) and \(b\). Moreover, the set of morphisms in \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\) from \(p_0\) to \(p_1\) is \(\mathbb{F}(a, b)d\alpha\), and the set of morphisms from \(p_2\) to \(p_0\) is \(d\alpha d\beta\mathbb{F}(a, b)\).

Since the homeomorphism \(\Phi_+ : \mathcal{F}_+ \to \mathcal{F}_+\) fixes the points \(p_0, p_1, p_2\), it acts on \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\). The images of \(d\alpha\) and \(d\beta\) along \(\Phi_+^{-1}\) are the classes of the paths \(e_\alpha : p_0 \to p_1\) and \(e_\alpha \beta : p_2 \to p_0\). By Definition 4.21 we have equalities of morphisms in \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\)

\[
e_\alpha = \theta(f_1)^{\langle f_1 \rangle} \cdots \theta(f_n)^{\langle f_n \rangle}d\alpha : p_0 \to p_1;
\]

\[
e_\alpha \beta = d\alpha \beta \theta(g_1)^{\langle g_1 \rangle} \cdots \theta(g_n)^{\langle g_n \rangle} : p_2 \to p_0.
\]

We remind that, in the previous expression, the words \(\theta(f_1)^{\langle f_1 \rangle} \cdots \theta(f_n)^{\langle f_n \rangle}\) and \(\theta(g_1)^{\langle g_1 \rangle} \cdots \theta(g_n)^{\langle g_n \rangle}\), representing elements in \(\mathbb{F}(a, b)\), may not be reduced.

In the following we compute \(e_\alpha\) and \(e_\alpha \beta\) as morphisms in \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\), using that \(\Phi_+\) is isotopic, as a homeomorphism of \(\mathcal{F}_+\), to the iterated commutator of Dehn twists \([D_\alpha, [D_\alpha, \ldots [D_\alpha, D_\beta]], \ldots]\), where \(D_\alpha\) and \(D_\beta\) are the Dehn twists along the curves \(\alpha\) and \(\beta\) in \(\mathcal{F}_+\), and \(D_\alpha\) is repeated \(n - 2\) times.

A direct computation gives the following lemma.

**Lemma 5.2.** The action of the Dehn twists \(D_\alpha, D_\beta\) on \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\) is given on the generating morphisms by

\[
D_\alpha \ast a = a,
\]

\[
D_\beta \ast a = bab^{-1},
\]

\[
D_\alpha \ast b = aba^{-1},
\]

\[
D_\beta \ast b = b,
\]

\[
D_\alpha \ast d\alpha = \alpha d\alpha,
\]

\[
D_\beta \ast d\alpha = d\alpha,
\]

\[
D_\alpha \ast d\alpha \beta = d\alpha \beta^{-1},
\]

\[
D_\beta \ast d\alpha \beta = d\alpha \beta^{-1}.
\]

In particular \(D_\alpha\) and \(D_\beta\) act on \(\pi_1(\mathcal{F}_+: p_0) = \langle a, b \rangle\) by the conjugations \(w \mapsto awa^{-1}\) and \(w \mapsto bwb^{-1}\) respectively.

**Proof.** Let \(\gamma \subset \mathcal{F}_+\) be an immersed arc in \(\mathcal{F}_+\) representing a morphism \(q \to q'\) in \(\Pi_1(\mathcal{F}_+: p_0, p_1, p_2)\), i.e. \(q, q' \in \{p_0, p_1, p_2\}\), and let \(\delta \subset \mathcal{F}_+\) be either \(\alpha\) or \(\beta\); assume that \(\gamma\) and \(\delta\) are transverse. To compute the image of the morphism \(\gamma : q \to q'\) along \(D_\delta\), we orient \(\gamma\) from \(q\) to \(q'\), and list the intersection points in \(\gamma \cap \delta\) as \(\{q_1, \ldots, q_h\}\), so that, using the orientation of \(\gamma\), we have \(q < q_1 < \cdots < q_h < q'\). We then have that \(D_\delta \ast \gamma : q \to q'\) is homotopic to the concatenation

\[
D_\delta \ast \gamma \simeq \gamma' := \gamma[\langle q, q_1 \rangle \delta q_1 \gamma[\langle q, q_2 \rangle \delta q_2 \cdots \delta q_h \gamma[\langle q, q' \rangle] - \langle q, q' \rangle].
\]

Here \(\gamma[\langle q, q' \rangle]\) is the segment of \(\gamma\) from \(q\) to \(q'\), and \(\delta q_i\) is the simple loop \(\delta\) based at \(q_i\), with orientation so that when arriving from \(\gamma\) to \(\delta\) we turn left.

We draw two barriers \(b_\alpha\) and \(b_\beta\) that are arcs with endpoints in \(\partial \mathcal{F}_+\) so that

- (i) \(\mathcal{F}_+ - (b_\alpha \cup b_\beta)\) is simply connected;
- (ii) \(b_\alpha\) intersects \(a\) transversely once, and is disjoint from \(b\);
- (iii) \(b_\beta\) intersects \(b\) transversely once, and is disjoint from \(a\).

We first assume \(q = q' = p_0\), i.e. that \(\gamma\) is a loop based at \(p_0\), and we further assume that \(\gamma\) is transverse to the barriers and that no intersection point of \(\gamma\) and \(\delta\) lies on the barriers. As a consequence, also \(\gamma'\) is transverse to the barriers: here,
since $\gamma'$ may not be embedded, we consider it as a parametrised loop $[0,1] \to \mathcal{F}_+$. We may present the morphism $\gamma': p_0 \to p_0$ as a word in $a^\pm 1$ and $b^\pm 1$ with the following recipe. For each $d = a, b$, we say that an intersection time between $\gamma'$ and $b_d$ is an element $t \in [0,1]$ such that $\gamma'(t) \in b_d$. We say that $t$ is positive if $\gamma'$ intersects $b_d$ in the same direction as $d$, and negative otherwise. We record the intersection times of $\gamma'$ with the barriers, taking them in the order that corresponds to the orientation of $\gamma'$; we obtain a sequence $w_1, \ldots, w_k \in \{a, b\}$, capturing the labels of the barrier on which each intersection point lies, and a sequence of signs $\epsilon_1, \ldots, \epsilon_k \in \{\pm 1\}$ corresponding to the sign of the intersections. We then have an equality

$$\gamma' = w_1^\epsilon_1 \ldots w_k^\epsilon_k \in \pi_1(\mathcal{F}_+; p_0).$$

If $\gamma': q \to q'$ is not a loop, then we concatenate $\gamma': q \to q'$ with a morphism $q' \to q$ (typically $d_α^{-1}$ or $d_α^+1$) that avoids the barriers in order to obtain a loop based at $p_0$, perform the same reasoning and deconcatenate in the end.

In Figure 8, we exhibit by the above method that $D_\beta \ast a = bab^{-1}$. The other cases are analogous.

**Corollary 5.3.** The morphisms $e_α$ and $e_{αβ}$ in $\Pi_1(\mathcal{F}_+; p_0, p_1, p_2)$ are given by the following formulas

$$e_α = [a, \ldots [a, b] \ldots]d_α; \quad e_{αβ} = d_{αβ}([a, \ldots [a, b] \ldots]^{-1},$$

where $a$ is repeated $n−2$ times.

**Proof.** Let $W(−, ∗)$ be a word in the letters $−$ and $∗$, and consider $W(−, ∗)$ as a rule to produce an element of a group by plugging into $−$ and $∗$ elements of that group. By Lemma 5.2, we have the equalities

$$D_α \ast (W(a, b)d_α) = aW(a, b)a^{-1}d_α = aW(a, b)d_α;$$

$$D_β \ast (W(a, b)d_α) = bW(a, b)b^{-1}d_α.$$

Applying the above two rules we obtain, for another generic word $W'(−, ∗)$, the equality

$$W'(D_α, D_β) \ast (W(a, b)d_α) = W'(a, b)W(a, b)(W'(a, 1))^{-1}d_α.$$

If the word $W'$ is a commutator of two other words, $W'(a, 1) = 1$ in $\pi_1(\mathcal{F}_+; p_0)$. Now recall that $Φ^+ = [D_α, \ldots [D_α, D_β] \ldots]$ with $D_α$ appearing $n−2$ times: we can apply the previous formula with the iterated commutator $W'(−, ∗) = [−, [−, \ldots [−, ∗ \ldots]],$ where $−$ occurs $n−2$ times, together with the trivial word $W(−, ∗) = 1$, to obtain

$$e_α = Φ^+_{−1} \ast d_α = [D_α, \ldots [D_α, D_β] \ldots] \ast d_α = [a, \ldots [a, b] \ldots]d_α,$$

where $γ_α$ occurs $n−2$ times, as desired.

For $d_{αβ}$ a similar process yields

$$D_δ \ast (d_{αβ}W(a, b)) = d_{αβ}γ_δ^{-1}γ_δW(a, b)γ_δ^{-1} = d_{αβ}W(a, b)γ_δ^{-1}$$

for $δ = α, β$, and consequently

$$W'(D_α, D_β) \ast (d_{αβ}W(a, b)) = d_{αβ}W(γ_α, γ_β)(W'(a, b))^{-1},$$

from which the desired result again follows.

It follows that the word $θ(g_1)^{γ_1} \ldots θ(g_n)^{γ_n}$ is equal in $\pi_1(\mathcal{F}_+; p_0)$ to the commutator $d_{αβ}^{-1}e_{αβ} = [a, [a, \ldots [a, b] \ldots]]^{-1}$, which, by virtue of being a commutator, lies in the kernel of the homomorphism $[−]_h$, that has codomain the abelian group $\mathbb{Z}$. We deduce

**Proposition 5.4.** $\langle γ_{n−1}' \rangle = 0.$
5.1. The non-vanishing content. It remains to compute
\[ \langle t'_n, r'_n \rangle = -c(a^{n-2}b, \theta(f_1)^{(f_1)}, \ldots, \theta(f_\mu)^{(f_\mu)}) = -c(a^{n-2}b, [a, \ldots [a, b] \ldots]), \]
where \( \alpha \) appears \( n-2 \) times. To do so effectively, we introduce the following algebra.

Definition 5.5. The non-commutative algebra \( R \) is defined by starting with the quotient
\[ \mathbb{Z}[x, y]/(yx, y^2) \]
of the free associative algebra \( \mathbb{Z}[x, y] \) by the two-sided ideal generated by \( yx \) and \( y^2 \), and by taking the completion with respect to the two-sided ideal generated by \( x \) and \( y \). In other words,
\[ R = \{ p(x) + q(x)y : p(x), q(x) \text{ are formal power series in } x \}, \]
and multiplication satisfies
\[(p(x) + q(x)y)(p'(x) + q'(x)y) = p(x)p'(x) + (p(x)q'(x) + q(x)p'(0))y,\]
where \(p'(0)\) is the constant term of \(p'(x)\).

Write \(R^{-1} = \{p(x) + q(x)y \in R : p(0) = 0\}\).

**Lemma 5.6.** In the multiplicative monoid \(1 + R^{-1}\), elements of the form
\[1 + xp(x)\text{ and } 1 + p(x)y\]
have unique two-sided inverses
\[\frac{1}{1 + xp(x)} = \sum_{k \geq 0} (-xp(x))^k \text{ and } 1 - p(x)y,\]
respectively.

**Proof.** Two-sided inverses are unique in a monoid as long as they exist, so it suffices to provide some two-sided inverses for \(1 + xp(x)\) and \(1 + p(x)y\). We have
\[(1 + p(x)y)(1 - p(x)y) = 1 = (1 - p(x)y)(1 + p(x)y),\]
and for \(1 + xp(x)\) we merely observe that each coefficient of a power of \(x\) in the sum \(\sum_{k \geq 0} (-xp(x))^k\) can be computed by a finite sum. \(\square\)

**Definition 5.7.** The total content of \(w \in \mathcal{M}(a^{\pm1}, b^{\pm1})\) is defined as
\[C(w) := \sum_{k \geq 0} c(a^k, w)x^k + c(a^kB, w)x^ky \in 1 + R^{\pm1} \subset R.\]

It is a straightforward calculation that \(C(a^{-1}) = 1 + x\) and \(C(b) = 1 + y\).

**Lemma 5.8.** The total content is multiplicative, in the sense that, for \(w, w' \in \mathcal{M}(a^{\pm1}, b^{\pm1})\), we have
\[(5.1) \quad C(ww') = C(w)C(w').\]

**Proof.** Write \(w = (w_1^1, \ldots, w_h^1)\) and \(w' = (w_{h+1}^{e+1}, \ldots, w_{h+k}^{e+k'})\). For any \(a^kB\)-occurrence \(s = (i_1, \ldots, i_{k+1})\) in \(ww'\), there is an index \(0 \leq l \leq k + 1\) s.t. \(i_j \leq h\) for \(j \leq l\) and \(i_j > h + 1\) for \(j > l + 1\). If \(l = k + 1\), then \(s\) is an \(a^kB\)-occurrence in \(w\). If instead \(j < k + 1\), then \(s_1 := (i_1, \ldots, i_l)\) is an \(a^l\)-occurrence in \(w\) and \(s_2 := (i_{l+1}, \ldots, i_{k+1})\) is an \(a^{k-l}B\)-occurrence in \(w'\). Conversely for any \(0 \leq j \leq k + 1\), any \(a^l\)-occurrence \(s_1\) in \(w\) and any \(a^{k-l}B\)-occurrence \(s_2\) in \(w'\), the concatenation \((s_1, s_2)\) is an \(a^kB\)-occurrence in \(ww'\). We have thus provided a bijection between \(a^kB\)-occurrences in \(ww'\) and the disjoint union of \(a^kB\)-occurrences in \(w\) with the set of triples consisting of an index \(0 \leq l \leq k\), an \(a^l\)-occurrence \(s_1\) in \(w\) and \(a^{k-l}B\)-occurrence \(s_2\) in \(w'\). Moreover, in the latter case, the sign is multiplicative, i.e. \(\sigma(s_1, s_2) = \sigma(s)\). Therefore we have
\[(5.2) \quad c(a^kB, ww') = c(a^kB, w) + \sum_{0 \leq i < k} c(a^i, w)c(a^{k-i}B, w').\]

A similar argument on \(a^kB\)-occurrences shows that
\[(5.3) \quad c(a^k, ww') = \sum_{0 \leq i < k} c(a^i, w)c(a^{k-i}, w').\]

Finally, we can \(C(ww')\) and \(C(w)C(w')\) using the multiplication rules of \(R\): the equality \(C(ww') = C(w)C(w')\) reduces to the equalities \((5.2)\) and \((5.3)\) for all \(k \geq 0\). \(\square\)
Proposition 5.9. The contents \( c(a^k b, -) \), \( c(a^k, -) \) and \( C \) are well-defined as functions from the free group \( F(a, b) \), i.e., they factor along the surjection \( i: M(a^{±1}, b^{±1}) \to F(a, b) \).

Proof. The word \( (a, a^{-1}) \in M(a^{±1}, b^{±1}) \) has no \( a^k b \)-occurrences for any \( k \geq 0 \), and it has precisely two \( a^k \)-occurrences of opposite signs for all \( k \geq 1 \); therefore \( C(a, a^{-1}) = 1 \) which is equal to \( C() \), the total content of the empty word. Similarly, \( C(w) = 1 \) for each of the words \( w = (a^{-1}, a), (b, b^{-1}) \) and \( (b^{-1}, b) \) in \( M(a^{±1}, b^{±1}) \).

The multiplicativity of \( C \) implies that canceling a pair of opposite letters in an unreduced word of \( M(a^{±1}, b^{±1}) \) does not change the total content; thus \( C \) is a well-defined function on \( F(a, b) \). By reading the coefficients of \( C \), the same holds for \( c(a^k b, -) \) and \( c(a^k, -) \), for all \( k \geq 0 \). \( \square \)

Proposition 5.9 will be used in the following lemma.

Lemma 5.10. Let \( w \in F(a, b) \). If \( C(w) = 1 + p(x)y \), then \( C([a, w]) = 1 + \frac{x}{1-x}p(x)y \).

Proof. The word \( a \) has no \( a^k b \)-occurrence and precisely one \( a^k \)-occurrence for every \( k \geq 0 \), carrying positive sign; thus \( C(a) = \sum_{k \geq 0} x^k = \frac{1}{1-x} \). By the multiplicativity of the total content, \( C([a, w]) \) and \( C(a^{-1}) \) are two-sided inverses of \( C(w) \) and \( C(a) \) in the monoid \( 1 + R^{≥1} \); thus by Lemma 5.6 we have \( C(a^{-1}) = 1 - x \) and \( C(w^{-1}) = 1 - p(x)y \). We can then compute

\[
C([a, w]) = C(aaw^{-1}a^{-1}w^{-1}) = C(a)C(w)C(a^{-1})C(w^{-1})
\]

\[
= \frac{1}{1-x}(1 + p(x)y)(1-x)(1 - p(x)y)
\]

\[
= \frac{1}{1-x}(1 + p(x)y - x)(1 - p(x)y)
\]

\[
= \frac{1}{1-x}(1 - x + xp(x)y)
\]

\[
= 1 + \frac{x}{1-x}p(x)y.
\]

\( \square \)

Putting together Proposition 4.24, Corollary 5.3, Proposition 5.9 and Lemma 5.10, we obtain the following corollary.

Corollary 5.11. \( (t'_n, r'_n) = -1 \).

Proof. Repeated applications of Lemma 5.10 show that

\[
C([a, [a, \ldots [a, b], \ldots]]) = 1 + \left( \frac{x}{1-x} \right)^{n-2} y,
\]

where \( a \) appears \( n-2 \) times in the iterated commutator. Modulo \( x^{n-1}y \), this expression is equal to \( 1 + x^{n-2}y \), so that \( c(a^{n-2}b, [a, [a, \ldots [a, \beta], \ldots]]) = 1 \). By Corollary 5.3 we have

\[
[a, [a, \ldots [a, b], \ldots]] = \theta(f_1)^{r(f_1)} \ldots \theta(f_n)^{r(f_n)} \in \pi_1(F_+, p_0) \cong F(a, b),
\]

and by Proposition 5.9 we obtain the equality

\[
c(a^{n-2}b, [a, [a, \ldots [a, b], \ldots]]) = c(a^{n-2}b, \theta(f_1)^{r(f_1)} \ldots \theta(f_n)^{r(f_n)}).
\]

Finally, Proposition 4.24 gives the equality

\[
(t'_n, r'_n) = -c(a^{n-2}b, \theta(f_1)^{r(f_1)} \ldots \theta(f_n)^{r(f_n)}).
\]

\( \square \)
6. Configuration spaces of closed surfaces

In this section we study configuration spaces of closed surfaces, and prove Theorem 1.

6.1. A list of subspaces of $\Sigma_{g+1}$. Let $g \geq 2$ and regard $\Sigma_{g+1}$ as the closed surface obtained from $\mathcal{M} = \Sigma_{g,1}$ by glueing the surface $\mathcal{T} := \Sigma_{1,1}$ along the boundary. We denote by $\hat{T}$ the interior of $\mathcal{T}$, which is an open subset of $\Sigma_{g+1}$. Let $l \subset \hat{T}$ be an oriented simple closed curve; we fix an oriented, simple closed curve $\hat{d} \subset \Sigma_{g+1}$ intersecting $l$ once, transversely and positively, and such that $\hat{d} \cap \mathcal{M} = d$. See Figure 9. We also fix small tubular neighbourhoods $U_l$ and $U_{\hat{d}}$ of $l$, $\hat{d} \subset \Sigma_{g+1}$, respectively, and let $R_{d,l}$ be the intersection $U_l \cap \bar{U}_{\hat{d}}$.

The open inclusion $\mathcal{M} \sqcup \hat{T} \subset \Sigma_{g+1}$ gives rise to an open inclusion $F_n(\mathcal{M}) \times F_{n+1}(\hat{T}) \subset F_{n+1}(\Sigma_{g+1})$ (see Notation 4.7). We note that $F_{n+1}(\Sigma_{g+1})$ is an oriented $2n+2$-manifold, and thus we can define cohomology classes of $F_{n+1}(\Sigma_{g+1})$ by giving a properly embedded, oriented submanifold.

6.2. The homology, cohomology and mapping classes in the closed case.

Definition 6.1. We let $\hat{x} \in H_{n+1}(F_{n+1}(\Sigma_{g+1}))$ be the image of the cross product homology class $x \times [l]$, where $x \in H_n(\mathcal{M})$ is the homology class from Subsection 3.2, and $[l] \in H_1(\hat{T})$ is the fundamental homology class of $l$.

Definition 6.2. We let $\hat{N}_2 \subset F_{n+1}(\Sigma_{g+1})$ be the subspace of configurations $(z_1, \ldots, z_{n+1})$ such that all $z_i$ lie on $\hat{d}$, and up to cyclic permutations they occur in this order along $\hat{d}$. We note that $\hat{N}_2$ is an oriented $n+1$-submanifold of $F_{n+1}(\Sigma_{g+1})$, as it admits
a proper parametrisation by \(S^1 \times \Delta^n\). We let \(\hat{y} \in H^{n+1}(F_{n+1}(\Sigma_{g+1}))\) be the cohomology class represented by \(\hat{N}_2\).

**Definition 6.3.** We let \(\hat{\Phi} : \Sigma_{g+1} \to \Sigma_{g+1}\) be the diffeomorphism obtained by extending \(\Phi\) with the identity of \(\mathcal{T}\). We let \(\hat{\phi} \in \Gamma_{g+1}\) be the corresponding mapping class.

Note that \(\hat{\phi} \in J_{g+1}(n)\). We want to prove that \(\hat{\phi}\) acts non-trivially on \(\hat{x}\), and we will again prove that the Kronecker pairing \(\langle \hat{\delta}_*(\hat{x}) - \hat{x}, \hat{y}\rangle\) is non-zero. We notice that \(\hat{x}\) is supported on configurations \((\hat{z}_1, \ldots, \hat{z}_{n+1})\) such that \(\hat{z}_1 \in A\), and in particular all such configurations do not belong to \(\hat{N}_2\); it follows that \(\langle \hat{x}, \hat{y}\rangle = 0\).

### 6.3. Putting fog in the closed case.

**Definition 6.4.** We let \(\hat{\mathcal{W}} \subset F_{n+1}(\Sigma_{g+1})\) be the open subspace \(F_n(\mathcal{M}) \times F_{n+1}(U_l)\), i.e. the subspace of configurations \((\hat{z}_1, \ldots, \hat{z}_{n+1})\) satisfying \(\hat{z}_1, \ldots, \hat{z}_n \in \mathcal{M}\) and \(\hat{z}_{n+1} \in U_l\). We let \(\hat{\mathcal{Y}} \subset \hat{\mathcal{W}}\) be the closed subspace of configurations satisfying in addition that \(\hat{z}_{n+1} \notin \hat{R}_{d,1}\).

We note that both subspaces \(\hat{\mathcal{Y}} \subset \hat{\mathcal{W}} \subset F_{n+1}(\Sigma_{g+1})\) are invariant under the action of \(\hat{\Phi}\); moreover \(\hat{x}\) is the image of a homology class \(\hat{x}' = x \times [l] \in H_{n+1}(\mathcal{W})\), so that we can compute \(\langle \hat{\delta}_*(\hat{x}), \hat{y}\rangle_{F_{n+1}(\Sigma_{g+1})}\) by restricting \(\hat{y}\) to the space \(\mathcal{W}\), i.e. as \(\langle \hat{x}', \hat{y}\rangle_{\mathcal{W}}\).

We then note that the intersection of \(\hat{N}_2\) with \(\mathcal{W} = F_n(\mathcal{M}) \times F_{n+1}(U_l)\) is equal to the product \(\hat{N}_2 \times (\hat{d} \cap U_l)\), and is in particular disjoint from \(\hat{\mathcal{Y}}\). We can therefore denote \(\hat{y}' \in H^{n+1}(\hat{\mathcal{W}} \cap \hat{\mathcal{Y}})\) be the relative cohomology class supported by \(\hat{N}_2 \cap \hat{\mathcal{W}}\), project \(\hat{x}'\) to a relative homology class in \(H_{n+1}(\mathcal{W}, \mathcal{Y})\), that by abuse of notation we still call \(\hat{x}'\), and compute \(\langle \hat{x}', \hat{y}'\rangle_{\mathcal{W}}\) as \(\langle \hat{x}', \hat{y}'\rangle_{\mathcal{W}}\).

Using the product decomposition of the couple \((\mathcal{W}, \mathcal{Y}) = F_n(\mathcal{M}) \times (U_l, U_l \setminus \hat{R}_{d,1})\), we can compute the previous Kronecker product as \(\langle x, y'\rangle_{F_n(\mathcal{M})} \cdot \langle [l], \hat{d} \cap U_l\rangle_{U_l \setminus \hat{R}_{d,1}}\). And in the previous product the second factors is equal to 1, whereas the first factor is equal to \(-1\) by Theorem A. This completes the proof of Theorem B.
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