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Abstract—Entropy rate of sequential data-streams naturally quantifies the complexity of the generative process. Thus entropy rate fluctuations could be used as a tool to recognize dynamical perturbations in signal sources, and could potentially be carried out without explicit background noise characterization. However, state of the art algorithms to estimate the entropy rate have markedly slow convergence; making such entropic approaches non-viable in practice. We present here a fundamentally new approach to estimate entropy rates, which is demonstrated to converge significantly faster in terms of input data lengths, and is shown to be effective in diverse applications ranging from the estimation of the entropy rate of English texts to the estimation of complexity of chaotic dynamical systems. Additionally, the convergence rate of entropy estimates do not follow from any standard limit theorem, and reported algorithms fail to provide any confidence bounds on the computed values. Exploiting a connection to the theory of probabilistic automata, we establish a convergence rate of \( \tilde{H} | | | = \log s / \sqrt{x} \), as a function of the input length \(|s|\), which then yields explicit uncertainty estimates, as well as required data lengths to satisfy pre-specified confidence bounds.
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I. MOTIVATION, BACKGROUND & CONTRIBUTION

The entropy rate of a stationary and ergodic process converges in probability to the per-letter Kolmogorov complexity of a single sufficiently long sample path \([1]\). While Kolmogorov complexity is incomputable, entropy rates can, in principle, be estimated. Ability to quantify the complexity of a signal source, even in the average sense, can provide valuable insights into the driving dynamics; and can potentially be used as a tool to detect dynamical anomalies without explicit knowledge of background noise processes.

However, source entropy rate estimation from an observed sample path is computationally non-trivial. Even with the assumptions of ergodicity and stationarity, one cannot fruitfully apply the defining relation in Eq. (6) due to the exponential increase in the number of different words with the word-length. This is particularly important if there are long-range dependencies in the symbol stream. Such dependencies introduce additional long-range structure; decreasing the source entropy in the process. In such cases unacceptably long words or blocks must be considered, and pre-mature truncation of the computation would lead to large errors.

The best known algorithms that carry out a more efficient computation are based on Lempel-Ziv (LZ) source coding \([2], [3], [4]\). The LZ coding algorithms are asymptotically optimal, i.e. their compression rate approaches the source entropy rate for any ergodic stationary stochastic process. The key idea here is adaptive dictionary compression: parse the input string into distinct phrases, and represent them with codewords, making sure that short codewords are assigned to common phrases. Done optimally, one ends up with a compressed string, such that the ratio of the input and output lengths approach the source entropy rate. Different variations on this idea have been reported \([5], [6]\). Techniques distinct from LZ parsing are also known, e.g., Rissanen \([7]\) reported a universal compression scheme, which instead of gathering parsed segments of the input along with their occurrence counts, collects the “contexts” in which each symbol of the input string occurs, together with conditional occurrence counts.

Importantly, a majority of the reported techniques do more than just compute the entropy rate; they are indeed full-scale data compression utilities, that produce a decodable representation of the input. Can we do better if we are only interested in the former? This paper provides an affirmative answer to this possibility.

Secondly, existing techniques lack convergence rate estimates; computation of error bars for reported approaches do not follow from any standard limit theorem. There is indeed no analytical way to check for the internal consistency of the estimation or its accuracy. We may observe gradual convergence to a limiting value, and this is indeed guaranteed by theory; but are unable to provide uncertainty bounds on the computed estimate with finite inputs. Typically observed slow convergence in all non-trivial scenarios, for all reported algorithms, makes this a key issue. An empirical relationship, without proof or theoretical backing, has been suggested \([8]\), which conjectures the \(|s|\)-dependence \(|s|\) being the length of the input \(s\) of the estimated entropy rate \(H\) to follow \(H \approx H_{\text{actual}} + c \log |s|/\gamma |s|\), where \(c, \gamma\) are fit parameters. In this paper, we show that, at least with our algorithm, the convergence rate is given by \(O(\log |s|/\sqrt{|s|})\). This is a distribution-free result, in the sense that the asymptotic bound does not depend on the source characteristics. In consequence, we can derive explicit uncertainty estimates at specified confidence bounds on the estimated entropy rate for finite-length input data.

A. Key Insight

Our approach is based on modeling discrete and finite-valued stationary and ergodic sources as probabilistic automata. Our automata is distinct from that of Paz \([9]\), and each model in our case is in fact an encoding of a measure defined on the space of strictly infinite strings over a finite alphabet. While the formalisms are completely different, some aspects of this approach has subtle parallels to that of Rissanen’s “context algorithm” \([7]\); his search for contexts which yield similar probabilities of generating future symbols is analogous to our search for a synchronizing string in the input stream - a finite sequence of symbols that, once executed on a probabilistic automaton, leads to a fixed state irrespective of the initial conditions. Of course we do not know anything about the hidden model a priori; but nevertheless we establish that such a string, at least in a well-defined approximate sense, always exists and is identifiable efficiently. Finally, we show that, given such an approximate synchronizing string, we can use results from non-parametric statistics to bound the probability of error as a function of the input length.

B. Entropy & Entropy Rate

Entropy \(H(X)\) of a discrete random variable \(X\), taking values in the alphabet \(\Sigma\), is defined as:

\[
H(X) = - \sum_{x \in \Sigma} p(x) \log p(x)
\]  

(1)
where \( p(x) \) is the probability of occurrence of \( x \in \Sigma \). The base of the logarithm is generally taken to be \( 2 \), and then the entropy is expressed in bits. While the definition of entropy of a random variable may be obtained axiomatically, a perhaps more compelling approach is to show that it arises as the average length of the shortest description of a random variable \[10\].

The joint entropy of a set of random variables \( X_1, \ldots, X_n \), with \( X_i \) taking values in the alphabet \( \Sigma_i \), is defined in the usual manner:

\[
H(X_1, \ldots, X_n) = - \sum_{x_1, \ldots, x_n} p(x_1, \ldots, x_n) \log_2 p(x_1, \ldots, x_n)
\]

The chain rule for entropy calculations \[10\] follows from the definition, and is of particular importance:

\[
H(X_1, \ldots, X_n) = \sum_{i=1}^{n} H(X_i | X_{-i})
\]

The notion of entropy formalizes the Asymptotic Equipartition Property (AEP): If discrete random variables \( X_1, \ldots, X_n \) are i.i.d. and have probability mass function \( p(x) \), then we have:

\[
\frac{1}{n} \log p(x_1, \ldots, x_n) \to H(X) = -\sum_{x \in \Sigma} p(x) \log p(x) \quad (n \to \infty)
\]

The AEP implies that \( nH(X) \) bits suffice on average to describe \( n \) i.i.d. random variables. If the random variables are not independent, the entropy \( H(X_1, \ldots, X_n) \) still grows asymptotically linearly with \( n \) at a rate known as the entropy rate of the process. In particular, if the random variables define a stationary ergodic stochastic process \( \mathcal{X} = \{X_t\} \), then the AEP still holds:

\[
\frac{1}{n} \log p(x_1, \ldots, x_n) \to H(X) \quad (n \to \infty)
\]

The entropy rate quantifies the average description length of the process, and hence its expected complexity \[11\].

II. Stochastic Processes & Probabilistic Automata

As mentioned earlier, our approach hinges upon effectively using probabilistic automata to model stationary, ergodic processes. Our automata models are distinct to those reported in the literature \[9, 11\]. The details of this formalism can be found in \[12\]; we include a brief overview here for the sake of completeness.

**Notation 1.** \( \Sigma \) denotes a finite alphabet of symbols. The set of all finite but possibly unbounded strings on \( \Sigma \) is denoted by \( \Sigma^* \). The set of finite strings over \( \Sigma \) form a concatenate monoid, with the empty word \( \lambda \) as identity. The set of strictly infinite strings on \( \Sigma \) is denoted as \( \Sigma^\omega \), where \( \omega \) denotes the first transfinite cardinal. For a string \( x \), \( |x| \) denotes its length, and for a set \( A \), \(|A|\) denotes its cardinality. Also, \( \Sigma^d = \{x \in \Sigma^* : |x| \leq d \} \).

**Definition 1 (QSP).** A QSP \( \mathcal{H} \) is a discrete time \( \Sigma \)-valued strictly stationary, ergodic stochastic process, i.e.,

\[ \mathcal{H} = \{X_t : X_t \in \Sigma \} \]

is a \( \Sigma \)-valued random variable, \( t \in \mathbb{N} \cup \{0\} \) (7). A process is ergodic if moments may be calculated from a sufficiently long realization, and strictly stationary if moments are time-invariant.

We next formalize the connection of QSPs to PFSA generators. We develop the theory assuming multiple realizations of the QSP \( \mathcal{H} \), and fixed initial conditions. Using ergodicity, we will be then able to apply our construction to a single sufficiently long realization, where initial conditions cease to matter.

**Definition 2 (\( \sigma \)-Algebra On Infinite Strings).** For the set of infinite strings on \( \Sigma \), we define \( \mathfrak{B} \) to be the smallest \( \sigma \)-algebra generated by the family of sets \( \{\Sigma^w : w \in \Sigma^*\} \).

**Lemma 1.** Every QSP induces a probability space \((\Sigma^w, \mathfrak{B}, \mu)\).

**Proof:** Assuming stationarity, we can construct a probability measure \( \mu : \mathfrak{B} \to [0,1] \) by defining for any sequence \( x \in \Sigma^* \),

\[
\mu(x \Sigma^w) = \lim_{n \to \infty} \frac{\text{# of initial occurrences of } x \text{ in } \Sigma^w}{\text{# of initial occurrences of } x \text{ in all sequences of length } |x|}
\]

and extending the measure to elements of \( \Sigma^* \) via at most countable sums. Thus \( \mu(\Sigma^w) \) is defined by \( \mu(\Sigma^w) = 1 \), and for the null word \( \mu(\Sigma^w) = 1 \).

**Notation 2.** For notational brevity, we denote \( \mu(x \Sigma^w) \) as \( Pr(x) \).

Classically, automaton states are equivalence classes for the Nerode relation; two strings are equivalent if and only if any finite extension of the strings is either both in the language under consideration, or neither are \[13\]. We use a probabilistic extension \[14\].

**Definition 3 (Probabilistic Nerode Equivalence Relation).** \((\Sigma^w, \mathfrak{B}, \mu)\) induces an equivalence relation \( \sim_N \) on the set of finite strings \( \Sigma^* \): \( x \sim_N y \iff \forall z \in \Sigma^* \left( Pr(xz) = Pr(yz) = 0 \right) \).

We refer to \((\Sigma^w, \mathfrak{B}, \mu)\) as the probabilistic automaton; states are equivalence classes of \( \sim_N \), and the transition structure arises as follows: For states \( q_1, q_2 \), and \( x \in \Sigma^* \),

\[
\{(x=q) \land (|x|=q_1) \Rightarrow q = q_2\} = q_1 \Rightarrow q_2
\]

Before formalizing the above construction, we introduce the notion of probabilistic automata with initial, but no final, states.

**Definition 4 (Initial-Marked PFSA).** An initial marked probabilistic finite state automaton (an Initial-Marked PFSA) is a quintuple \( (Q, \Sigma, \delta, \pi, q_0) \), where \( Q \) is a finite state set, \( \Sigma \) is the alphabet, \( \delta : Q \times \Sigma \to Q \) is the state transition function, \( \pi : Q \times \Sigma \to \{0,1\} \) specifies the conditional symbol-generation probabilities, and \( q_0 \in Q \) is the initial state. \( \delta \) and \( \pi \) are recursively extended to arbitrary strings \( y = \sigma x \in \Sigma^* \) as follows:

\[
\forall q \in Q, \delta(q, \lambda) = q \quad (11)
\]

\[
\delta(q, \sigma x) = \delta(\delta(q, \sigma), x) \quad (12)
\]

\[
\forall q \in Q, \pi(q, \lambda) = 1 \quad (13)
\]

\[
\pi(q, \sigma x) = \pi(q, \sigma) \pi(\delta(q, \sigma), x) \quad (14)
\]

Additionally, we impose that for distinct states \( q_1, q_2 \in Q \), there exists a string \( x \in \Sigma^* \), such that \( \delta(q_1, x) = q_1 \), and \( \pi(q_1, x) > 0 \).

Note that the probability of the null word is unity from each state. If the current state and the next symbol is specified, our next state is fixed; similar to Probabilistic Deterministic Automata \[15\]. However, unlike the latter, we lack final states in the model. Additionally, we assume our graphs to be strongly connected.

Later we will remove initial state dependence using ergodicity. Next we formalize how a PFSA arises from a QSP.

**Lemma 2 (PFSA Generator).** Every Initial-Marked PFSA \( G = (Q, \Sigma, \delta, \pi, q_0) \) induces a unique probability measure \( \mu_G \) on the measurable space \((\Sigma^w, \mathfrak{B})\).

**Proof:** Define set function \( \mu_G \) on the measurable space \((\Sigma^w, \mathfrak{B})\):

\[
\mu_G(\emptyset) = 0
\]

\[
\forall x \in \Sigma^w, \mu_G(x \Sigma^w) = \pi(q_0, x) \quad (15)
\]

\[
\forall x, y \in \Sigma^w, \mu_G([x,y] \Sigma^w) = \mu_G(x \Sigma^w) + \mu_G(y \Sigma^w) \quad (16)
\]

Countable additivity of \( \mu_G \) is immediate, and (See Definition 2):

\[
\mu_G(\Sigma^w) = \mu_G(\Sigma^w) = \pi(q_0, \lambda) = 1 \quad (17)
\]

implying that \((\Sigma^w, \mathfrak{B}, \mu_G)\) is a probability space.

We refer to \((\Sigma^w, \mathfrak{B}, \mu_G)\) as the probability space generated by the Initial-Marked PFSA \( G \).

**Lemma 3 (Probability Space To PFSA).** If the probabilistic Nerode relation corresponding to a probability space \((\Sigma^w, \mathfrak{B}, \mu)\) has a finite index, then the latter has an initial-marked PFSA generator.
Proof: Let $Q$ be the set of equivalence classes of the probabilistic Nerode relation (Definition 3), and define functions $\delta : Q \times \Sigma \to Q, \bar{\pi} : Q \times \Sigma \to [0, 1]$ as:

\[
\delta([x], \sigma) = [x']
\]

\[
\bar{\pi}([x], \sigma) = \frac{\Pr(x' \mid \sigma)}{\Pr(x')}
\]

for any choice of $x' \in [x]$ (19)

where we extend $\delta, \bar{\pi}$ recursively to $y = ax \in \Sigma^*$ as

\[
\delta(q, ax) = \delta(q, a) \delta(q, x)
\]

\[
\bar{\pi}(q, ax) = \bar{\pi}(q, a) \bar{\pi}(q, x)
\]

(20)

For verifying the null-word probability, choose an $x \in \Sigma^*$ such that $[x] = \varnothing$ for some $q \in \mathbb{Q}$. Then, from Eq. (20), we have:

\[
\bar{\pi}(q, \lambda) = \frac{\Pr(x \lambda)}{\Pr(x)}
\]

for any $x' \in [x] \Rightarrow \bar{\pi}(q, x') = 1$ (23)

Finite index of $\pi_\mathbb{Q}$ implies $|Q| < \infty$, and hence denoting $|\lambda|$ as $q_0$, we conclude: $G = ([Q, \Sigma, \delta, \bar{\pi}, q_0]$ is an Initial-Marked PFSA. Lemma 2 implies that $G$ generates $(\Sigma^\infty, \mathbb{Q}, \bar{\pi})$, which completes the proof.

The above construction yields a minimal realization for the Initial-Marked PFSA, unique up to state renaming.

Lemma 4 (QSP to PFSA). Any QSP with a finite index Nerode equivalence is generated by an Initial-Marked PFSA.

Proof: Follows immediately from Lemma 1(QSP to Probability Space) and Lemma 3(Probability Space to PFSA generator).

A. Canonical Representations

We have defined a QSP as both ergodic and stationary, whereas the Initial-Marked PFSA's have a designated initial state. Next we introduce canonical representations to remove initial-state dependence. We use $\Pi$ to denote the matrix representation of $\bar{\pi}$, i.e., $\Pi_{ij} = \pi(q_i, q_j)$, $q_i \in Q, q_j \in \Sigma$. We need the notion of transformation matrices $\Gamma_o$.

Definition 5 (Transformation Matrices). For an initial-marked PFSA $G = ([Q, \Sigma, \delta, \bar{\pi}, q_0]$), the symbol-transportive transformation matrices $\Gamma_o \in \{0, 1\}^{|Q| \times |Q|}$ are:

\[
\Gamma_o|_{1_j} = \left\{ \begin{array}{l l}
\bar{\pi}(q_i, \sigma), & \text{if } \delta(q_i, \sigma) = j \\
0, & \text{otherwise}
\end{array} \right.
\]

(24)

Transformation matrices have a single non-zero entry per row, reflecting our generation rule that given a state and a generated symbol, the next state is fixed.

First, we note that, given an initial-marked PFSA $G$, we can associate a probability distribution $\phi_x$ over the states of $G$ for each $x \in \Sigma^*$ in the following sense: if $x = x_1 \cdots x_m$, then we have:

\[
\phi_x = \phi_{x_1} \cdots \phi_{x_m}
\]

where $\phi_x$ is the stationary distribution over the states of $G$. Note that there may exist more than one string that leads to a distribution $\phi_x$, beginning from the stationary distribution $\phi_x$. Thus, $\phi_x$ is an equivalence class of strings, i.e., $x$ is not unique.

Definition 6 (Canonical Representation). An initial-marked PFSA $G = ([Q, \Sigma, \delta, \bar{\pi}, q_0]$ uniquely induces a canonical representation $(\Sigma^C, \bar{\pi}^C)$, where $\Sigma^C$ is a subset of the set of probability distributions over $Q$, and $\delta^C : \Sigma^C \times \Sigma \to \Sigma^C, \bar{\pi}^C : \Sigma^C \times \Sigma \to [0, 1]$ are constructed as follows:

1) Construct the stationary distribution on $Q$ using the transition probabilities of the Markov Chain induced by $G$, and include this as the first element $\phi_x$ of $\Sigma^C$. Note that the transition matrix for $G$ is the row-stochastic matrix $M \in \{0, 1\}^{[Q] \times [Q]}$, with $M_{ij} = \sum_{\sigma} \delta(q_i, \sigma) \pi(q_i, q_j)$, and hence $\phi_x$ satisfies:

\[
\phi_x M = \phi_x
\]

(26)

2) Define $\delta^C$ and $\bar{\pi}^C$ recursively:

\[
\delta^C([x], \sigma) = \frac{1}{||\phi_x||_{l_1}} \phi_{x_1} \delta(x_1, \sigma) \delta(x_2, \sigma) \cdots \delta(x_m, \sigma)
\]

\[
\bar{\pi}^C([x], \sigma) = \frac{\phi_{x_1} \bar{\pi}_{x_1} \phi_{x_2} \bar{\pi}_{x_2} \cdots \phi_{x_m} \bar{\pi}_{x_m}}{||\phi_x||_{l_1}}
\]

(27)

(28)

For a QSP $\mathcal{H}$, the canonical representation is denoted as $\Sigma^C$. The following construction is a key step in estimating the entropy rate of stochastic signals, and for PFSA generators, this translates to a state-synchronization problem. However, not all PFSA's are synchronizable, e.g., while the top machine is synchronizable, the bottom one is not. Note that a history of just one symbol suffices to determine the current state in the synchronizable machine (top), while no finite history can do the same in the non-synchronizable machine (bottom). However, we show that a $\epsilon$-synchronizable string always exists (Theorem 1).

Lemma 5 (Properties of Canonical Representation). Given an initial-marked PFSA $G = ([Q, \Sigma, \delta, \bar{\pi}, q_0]$:

1) The canonical representation is independent of the initial state.
2) The canonical representation $(\Sigma^C, \delta^C, \bar{\pi}^C)$ contains a copy of $G$ in the sense that there exists a set of states $Q' \subset \Sigma^C$, such that there exists a one-to-one map $\zeta : Q \to Q'$, with:

\[
\forall q \in Q, \forall \sigma \in \Sigma \left\{ \bar{\pi}(q, \sigma) = \bar{\pi}^C(\zeta(q), \sigma) \right. \}
\]

(29)

3) If during the construction (beginning with $\phi_x$) we encounter $\phi_x = \phi_q$ for some $x \in \Sigma^*$, $q \in \mathbb{Q}$ and any map $\zeta$ as defined in (2), then we stay within the graph of the copy of the initial-marked PFSA for all right extensions of $x$.

Proof: (1) follows the ergodicity of QSPs, which makes $\phi_x$ independent of the initial state of the initial-marked PFSA.

(2) The canonical representation subsumes the initial-marked representation in the sense that the states of the latter may themselves be seen as degenerate distributions over $Q$, i.e., by letting $\bar{\epsilon} = \{e' \in [0, 1]|_{\Sigma} : i = 1, \cdots, |Q|\}$ denote the set of distributions satisfying:

\[
e'_{ij} = \left\{ \begin{array}{l l}
1, & \text{if } i = j \\
0, & \text{otherwise}
\end{array} \right.
\]

(31)

(3) follows from the strong connectivity of $G$.

Lemma 5 implies that initial states are unimportant; we may denote the initial-marked PFSA induced by a QSP $\mathcal{H}$, with the initial marking removed, as $\mathcal{P}_H$, and refer to it simply as a "PFSA". States in $\mathcal{P}_H$ are representable as states in $\mathcal{E}_H$ as elements of $\mathcal{E}$. Next we show that we always encounter a state arbitrarily close to some element in $\mathcal{E}$ (See Eq. 29) in the canonical construction starting from the stationary distribution $\phi_x$ on the states of $\mathcal{P}_H$.

Next we introduce the notion of $\epsilon$-synchronization of probabilistic automata (See Figure 2), which would be of fundamental importance to our entropy estimation algorithm in the next section. Synchronization of automata is fixing or determining the current state; thus it is analogous to contexts in Rissanen’s “context algorithm” [1]. We show that not all PFSA are synchronizable, but all are $\epsilon$-synchronizable.

Theorem 1 ($\epsilon$-Synchronization of Probabilistic Automata). For any QSP $\mathcal{H}$ over $\Sigma$, the PFSA $\mathcal{P}_H$ satisfies:

\[
\forall \epsilon' > 0, \exists x \in \Sigma^*, \exists \theta \in \mathcal{E}, ||x - \theta||_n \leq \epsilon'
\]

(32)

Proof: We show that all PFSA are at least approximately synchronizable [16], [17], which is not true for deterministic automata. If the graph of $\mathcal{P}_H$ (i.e., the deterministic automaton obtained by removing the arc probabilities) is synchronizable, then Eq. (32) trivially holds true for $\epsilon' = 0$ for any synchronizing string $x$. Thus, we assume the graph of $\mathcal{P}_H$ to be non-synchronizable. From definition of non-synchronizability, it follows:

\[
\forall q_i, q_j \in Q, q_i \neq q_j, \forall x \in \Sigma^*, \delta(q_i, x) \neq \delta(q_j, x)
\]

(33)

If the PFSA has a single state, then every string satisfies the condition in Eq. (32). Hence, we assume that the PFSA has more than one state. Now if we have:

\[
\forall x \in \Sigma^*, \Pr(x') = \Pr(x''), \text{ where } [x'] = q_i, [x''] = q_j
\]

then, by the Definition 4, we have a contradiction of $q_i = q_j$. Hence $\exists x_0$ such that

\[
\Pr(x_0') \neq \Pr(x_0'') \text{ where } [x'] = q_i, [x''] = q_j
\]

(35)
Since: \( \sum_{x' \in \Sigma^*} \frac{Pr(x')}{Pr(x')} = 1 \), for any \( x' \) where \( [x'] = q_i \), we conclude without loss of generality \( \forall q_i, q_j \in Q, \) with \( q_i \neq q_j: \)
\[ \exists x' \in \Sigma^*, \frac{Pr(x'_{\downarrow i})}{Pr(x'_{\downarrow j})} > \frac{Pr(x'_{\downarrow j})}{Pr(x'_{\downarrow i})} \] where \( [x'] = q_i, [x'] = q_j \).
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where $KL(\cdot \mid \cdot)$ is the Kullback-Leibler divergence [20]. From the bound [21]:

$$\frac{1}{4} \log \frac{1}{\delta p} \leq KL(\phi^*(x_0) \mid p) \leq \frac{1}{4} \log \frac{1}{\delta p}$$

and $n(|s|) \to |s| \log p^s$, where $p^s > 0$ is the stationary probability of encountering $x_0$ in $s$, we conclude:

$$\frac{\log |s| \log p^s}{\log |s|} \leq 2 \log \frac{1}{\delta p},$$

which completes the proof. \hfill \Box

III. Entropy Rate For PFSAs

Given the PFSM model, the entropy rate is easily computable.

**Theorem 4** (Entropy Rate For PFSAs). The entropy rate $H(G)$, in bits, for the QSP generated by a PFSM $G = \{Q, \Sigma, \delta, \pi\}$ is given by:

$$H(G) = \sum_{q \in Q} p_q \sum_{i \in \Sigma} \pi(q_i, q) \log \pi(q_i, q)$$

where the base of the logarithms is 2.

**Proof:** Denote the QSP generated by $G$ as $x = \{X_i\}$. Using the chain rule (See Eq. (3)), we have:

$$H(G) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} H(X_i|X_{i-1}, \cdots, X_1)$$

Since $G$ is always at some state $q \in Q$, we conclude that for any $i$:

$$H(X_i|X_{i-1}, \cdots, X_1) \leq \sum_{q_i \in Q} \pi(q_i, q_j) \log \pi(q_i, q_j)$$

Furthermore, since $G$ is strongly connected, and therefore has a unique stationary distribution $\pi_q$, the number of times state $q_i$ occurs approaches $\pi_q$, as $n \to \infty$. This completes the proof. \hfill \Box

If the underlying PFSM model is not available, and we have only a symbolic stream generated by a QSP, then Eq. (51) cannot be directly employed to estimate the entropy rate. In that case, one possibility is to infer the hidden PFSM using the algorithm reported in [22]. Then estimate the entropy rate from Eq. (51). However, if we are only interested in the latter, then we do not need to infer the complete generative model; and there exists a more parsimonious approach to estimate the entropy rate directly.

First, we need a lemma which bounds the deviation in entropy for deviations in the probability distribution in the discrete case.

**Lemma 7** (Bound on Entropy Deviation). For probability distributions $p, q$ on a finite set $\Sigma$, we have for all $\epsilon \in (0, 1)$,

$$\|p - q\|_{\infty} \leq \epsilon \Rightarrow \|H(p) - H(q)\|_{\infty} \leq \epsilon' \log \frac{\|p\|_{\infty} - \|q\|_{\infty}}{1 - \epsilon'} + (1 - \epsilon') \log \frac{1}{1 - \epsilon'}$$

where $\epsilon' = \begin{cases} \epsilon & \text{if } \epsilon \leq 1/2 \\ 1 - \epsilon & \text{otherwise} \end{cases}$

Proof: We can define:

$$H(p) - H(q) = \sum_{i} p_i \log \frac{1}{q_i} - \sum_{i} q_i \log \frac{1}{q_i}$$

We note that the function $f(x) = x \log \frac{1}{x}$ satisfies:

$$\delta f = \left( \log \frac{1}{x} - \frac{1}{x^2} \right) \delta x$$

implying that perturbations of $x$ cause maximum change in $f$, when $x$ is in the neighborhood of 0, which in turn implies that deviation in entropy for a perturbed distribution $p$ is maximized when:

$$p \to p' = \begin{cases} 0 & \cdots & 0 & 1 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & 1 \end{cases}$$

and $\|p - p'\|_{\infty} \leq \epsilon$, the perturbed distribution $q$ from $p = p'$ is non-unique. We claim (Claim A), that the perturbed distribution resulting in maximum entropy deviation, is given by:

$$q' = \begin{cases} \epsilon' \cdots \epsilon' & 1 - \epsilon' \\ \cdots & \cdots \\ \epsilon' & \cdots \cdots \epsilon' \end{cases}$$

bringing the distribution $q$ to $p'$. Theorem 4 gives:

$$\|p' - q\|_{\infty} = \epsilon$$

Let $q'$ be a perturbation of $q^s$, defined as:

$$q_i' = q_i^s + a_i, \text{ with } a_i = 0$$

satisfying the constraint:

$$\|q' - p^s\|_{\infty} \leq \epsilon$$

Note that the above constraint, and the definition of $q'$ implies that:

$$a_i \geq 0$$

Then we claim that for small perturbations, $H(q^s') < H(q^s)$. We find differential perturbations in contribution to entropy from perturbation of each entry in $q^s$. For terms $i \in \{1, \cdots, |\Sigma| - 1\}$ we note that the perturbed term is of the form:

$$g(x) = e^{\epsilon} + \log \frac{|\Sigma| - 1}{e^{\epsilon} - 1}$$

thus:

$$\Rightarrow g(0) = \frac{1}{|\Sigma| - 1} \left( \log \frac{|\Sigma| - 1}{e^{\epsilon} - 1} - \ln 2 \right) a_i$$

if $a_i$ is small. And the $|\Sigma|$-th term is of the form:

$$f(x) = (1 - e^{\epsilon} + x) \log \frac{1}{1 - e^{\epsilon} + x}$$

Thus:

$$\Rightarrow f(0) = \left( \log \frac{1}{1 - e^{\epsilon} - \ln 2} \right) a_i$$

if $a_i$ is small. This implies that the perturbation of entropy, for small perturbations in the distribution $q^s$, is given by:

$$\delta H(q^s) = \frac{1}{|\Sigma| - 1} \left( \log \frac{|\Sigma| - 1}{e^{\epsilon} - 1} - \ln 2 \right) \sum_{i=1}^{\|q\|_{\infty}} a_i$$

Noting that $\sum_{i=1}^{\|q\|_{\infty}} a_i = -\|q\|_{\infty}$, and setting $b = |\Sigma| - 1$, we have:

$$\delta H(q^s) = \left( \frac{b}{b - 1} \log \frac{1}{1 - e^{\epsilon} - \ln 2} + \log \frac{1}{1 - e^{\epsilon} + x} \right) a_i$$

We see that since $\|q\|_{\infty} \geq 2$, $t_i \leq 0$. Then, since $e^{\epsilon} \leq 1/2$, we have:

$$\log \frac{1}{1 - e^{\epsilon}} \leq 1 \text{ with equality for } e^{\epsilon} = 1/2$$

And we note that $\frac{\log b}{b - 1}$ attains its minimum value of $1/b + 1/b \log b$ at $e^{\epsilon} = 1/2$, implying:

$$\delta H(q^s) \leq \frac{b}{b - 1} \ln 2 - \ln 1$$

This establishes that within the set of admissible perturbations $q^s$, from $q^s$, all infinitesimally small perturbations necessarily reduce the entropy, i.e., $H(q^s)$ attains a locally maximum value. We note that for any arbitrary admissible perturbations $q^s$ from $q^s$, $\|q - p\|_{\infty} \leq \epsilon$ and definition of $\epsilon'$ implies that each entry in $q^s$ is either always in $[0, 1/2]$, or in $[1/2, 1]$, and not both. Noting that each summand in the calculation of entropy is of the form $x \log x$, which is monotonic in both intervals, we conclude that $H(q^s)$ is indeed the globally maximum entropy within all admissible perturbations $q^s$. It follows that any perturbation of $q^s$, satisfying the constraint of Eq. (59), leads to a smaller difference of entropy from $q^s$, which establishes claim A. Noting that:

$$|H(p^s) - H(q^s)| = e^{\epsilon} \log \frac{|\Sigma| - 1}{e^{\epsilon}} + (1 - e^{\epsilon}) \log \frac{1}{1 - e^{\epsilon}}$$

completes the proof. \hfill \Box

This bound on entropy deviation for $\epsilon$-norm bounded deviations in distribution will be important in the sequel. We denote this as the generalized binary entropy function $B(\epsilon, \|\cdot\|_\infty)$.

**Definition 11** (Generalized Binary Entropy Function).

$$B(\epsilon, |\Sigma|) = e^{\epsilon} \log \frac{|\Sigma| - 1}{e^{\epsilon}} + (1 - e^{\epsilon}) \log \frac{1}{1 - e^{\epsilon}}$$

where $\epsilon' = \begin{cases} \epsilon & \text{if } \epsilon \leq 1/2 \\ 1 - \epsilon & \text{otherwise} \end{cases}$

**Corollary 2** (To Lemma 7). Given a symbol stream generated by a
Proof: We first establish the following claim (Claim A): \( x_0 \) is \( \epsilon \)-synchronizing implies that any right extension \( x_0 \) is also \( \epsilon \)-synchronizing (where \( x \in \Sigma^* \)). To see this, note that \( x_0 \) is \( \epsilon \)-synchronizing implies \( \exists \delta \in \mathcal{E} \) with:

\[
\rho_{x_0} = \alpha \delta + (1 - \alpha)u, \quad \text{with } \alpha \in [0, 1], \alpha \geq 1 - \epsilon
\]

where \( u \) is an unknown distribution over \( Q \). It follows that: \( \forall \sigma \in \Sigma, \rho_{x_0} = \alpha \delta \Gamma_0 + (1 - \alpha)u \Gamma_0 \) (72)

Now, \( \forall \sigma \in \Sigma \), there is an unique \( \delta' \in \mathcal{E} \), such that \( \delta' = \delta \Gamma_0 \), and since \( \| \rho_{x_0} \| \leq 1 \), it follows that: \( \forall \sigma \in \Sigma, \exists \delta' \in \mathcal{E} \), such that:

\[
\rho_{x_0} = \alpha' \delta' + \text{additional terms}, \quad \text{with } \alpha' \in [0, 1], \alpha' \geq 1 - \epsilon
\]

By straightforward induction, we conclude that:

\[
\forall \sigma \in \Sigma^*, \exists \delta(\sigma) \in \mathcal{E}, \text{such that}: \| \rho_{x_0} - \delta(\sigma) \| \leq \epsilon
\]

which establishes Claim A.

Next we claim (Claim B) that \( H(G) \) can be written as:

\[
H(G) = \lim_{n \to \infty} \frac{1}{|\Sigma|} \sum_{x \in \Sigma^n} H(\pi(x), \cdot)
\]

To see this, note that the PFSAs \( G \) is strongly connected with a unique stationary distribution \( \rho_{x_0} \), and Theorem 4 implies:

\[
H(G) = \sum_{i=1}^{|Q|} \rho_{x_0} \cdot H(\pi(q_i), \cdot)
\]

Set the initial state of \( G \) to be \( q \in Q \), where \( x_0 \) \( \epsilon \)-synchronizes to \( q \). For any \( n \), and each \( \sigma \in \Sigma^n \), \( x \) is the equivalence class corresponding to some \( q_1 \in Q \). The number of times \( x \) corresponds to \( q_1 \), for \( x \in \Sigma^n \), be \( n_i \). Then, uniqueness of \( \rho_{x_0} \) implies that \( \lim_{n \to \infty} n_i / n = \rho_{x_0} \|, \) which implies:

\[
\sum_{i=1}^{|Q|} \rho_{x_0} \cdot H(\pi(q_i), \cdot) = \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} H(\pi(x), \cdot)
\]

establishing Claim B. Thus, we can write:

\[
\lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} H(\pi(x), \cdot) = \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} H(\pi(x), \pi(x), \cdot)
\]

\[
\geq \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \left( \lim_{n \to \infty} H(\pi(x), \pi(x), \cdot) \right)
\]

We note that Claim A implies that \( x_0 \) \( \epsilon \)-synchronizes to \( [x] \) in \( G \), which then implies from Theorem 2 and Lemma 7

\[
\lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} H(\pi(x), \pi(x), \cdot) = \sum_{i=1}^{|Q|} \rho_{x_0} \cdot H(\pi(q_i), \cdot)
\]

which completes the proof.

Next we modify the Dvoretzky-Kiefer-Wolfowitz inequality, to be applicable to the case where the number of samples drawn is itself a random variable.

**Lemma 8** (DKW-bound for symbolic derivatives). For a string \( x \) generated by a PFSA, and a given \( \epsilon \)-synchronizing string \( x_0 \):

\[
\forall \sigma \in \Sigma^* \text{ such that } x_0 \sigma \text{ occurs in } x \text{ with probability } \zeta > 0 \, ,
\]

\[
\Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| < \epsilon \right) > 8 \left( 1 + \frac{1}{\epsilon} \right) e^{-|\zeta| \epsilon^2 \frac{2}{\epsilon^2}}
\]

Proof: We note that \( \phi^s(x_0) \) is an empirical distribution with the limiting distribution given by \( \lim_{|x| \to \infty} \phi^s(x_0) \equiv \phi^s \). Using the DKW inequality (23), and denoting the number of occurrences of \( x_0 \sigma \) in \( x \) with the random variable \( N_{x_0} \), we have:

\[
\Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| < \epsilon \right) \geq \Pr \left( \left| N_{x_0} - n \right| \leq n \right) \geq 2 e^{-2c^2n} \Pr (\left| N_{x_0} - n \right| \geq n)
\]

\[
\geq 2 \epsilon \Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| > \epsilon \right)
\]

Using Chernoff bounds for the probability of \( n' \in V_r \), we have:

\[
\Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| > \epsilon \right) \leq \sum_{n' \in V_r} 2e^{-2c^2n'} \Pr (\left| N_{x_0} - n \right| \geq n)
\]

\[
+ \sum_{n' \in V_r} 2e^{-2c^2n'} \Pr (\left| N_{x_0} - n \right| \geq n)
\]

which completes the proof.

**Corollary 3** (To Lemma 8). For a string \( x \) generated by a PFSA, and an \( \epsilon \)-synchronizing \( x_0 \), we have for any \( x \in \Sigma^* \):

\[
\Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| > \epsilon \right) \leq \Pr \left( \left\| \phi^s(x_0) - \lim_{|x| \to \infty} \phi^s(x_0) \right\| > \epsilon \right) \leq \frac{1}{2} e^{-|\zeta| \epsilon^2 \frac{2}{\epsilon^2}}
\]

which completes the proof.

**Theorem 5** (Bound on Entropy Calculation with Finite Samples). For any string \( x \) generated by a PFSA \( G = (Q, \Sigma, \delta, \pi) \), and a given \( \epsilon \)-synchronizing string \( x_0 \), there exist \( C_0, C_1 \) depending only on the size of the alphabet \( |\Sigma| \), such that, for any independently chosen set
of strings \( N \subseteq \Sigma^* \):

\[ \Pr \left( \left| \frac{1}{|N|} \sum_{x \in N} H(\phi^s(x_0x)) - \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x)) \right| > B(\epsilon, |\Sigma|) + \epsilon \right) \leq C_0 \frac{1 + e^2}{|s|e^3} + 2e^{\epsilon|\Sigma|}|e^2 \]

**Proof:** We note that:

\[
A = \frac{1}{|N|} \sum_{x \in \Sigma^*} H(\phi^s(x_0x)) - \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

\[
\leq \frac{1}{|N|} \sum_{x \in \Sigma^*} H(\phi^s(x_0x)) - \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

\[
+ \frac{1}{|N|} \sum_{x \in \Sigma^*} \lim H(\phi^s(x_0x)) - \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

We denote the two RHS terms as B and C, and note:

\[
B = \frac{1}{|N|} \sum_{x \in \Sigma^*} H(\phi^s(x_0x)) - \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

\[
C = \frac{1}{|N|} \sum_{x \in \Sigma^*} \lim H(\phi^s(x_0x)) - \lim_{n \to \infty} \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

where \( x_0 \) e-synchronizes to \( q_0 \in Q \), \( \delta(q_0, x') = q_1 \), and \( \tilde{\sigma} \) is the empirical estimate of the stationary distribution. Using the bound from Corollary 7:

\[
\Pr(B > B(\epsilon, |\Sigma|)) < \frac{1 + e}{|\Sigma|^3} \sum_{i=1}^{|Q|} \tilde{\sigma}_i e^{-|s|\epsilon/2 \sigma^2} < \frac{1 + e}{|\Sigma|^3} \left( \frac{1 + e^2}{|Q|} \right)
\]

(91)

For the second RHS term:

\[
C = \frac{1}{|N|} \sum_{x \in \Sigma^*} \lim H(\phi^s(x_0x)) - \frac{1}{|\Sigma|^n} \sum_{x \in \Sigma^n} \lim H(\phi^s(x))
\]

\[
= \sum_{i=1}^{|Q|} \left( \tilde{\sigma}_i - \sigma_i \right) \lim H(\phi^s(x_0x)) \leq \|\tilde{\sigma} - \sigma\|_1 \log |\Sigma|
\]

(92)

where \( x_0 \) e-synchronizes to \( q_0 \in Q \) and \( \delta(q_0, x') = q_1 \). Using DKW:

\[
\Pr(\|\tilde{\sigma} - \sigma\|_1 > \epsilon) \leq 2e^{-2|\Sigma|^2 \epsilon^2}
\]

(93)

Using the bounds in Eq. (91) and (92), we get:

\[
E \leq \Pr(B + C + \epsilon B(\epsilon, |\Sigma|) + \epsilon)
\]

\[
> \left( 1 - 8(1 + 1/e) \frac{1 + e^2}{|\Sigma|^3} |Q| \right) \times \left( 1 - 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} \right)
\]

Since we are using e-synchronization, it follows that the number of states \( |Q| \) is upper bounded by \((|\Sigma| - 1)/e\) which then yields:

\[
E > \left( 1 - C_0 \frac{1 + e^2}{|\Sigma|^3} |Q| \right) \left( 1 - 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} \right)
\]

(94)

\[
\Rightarrow \Pr(A \leq B(\epsilon, |\Sigma|) + \epsilon) > 1 - C_0 \frac{1 + e^2}{|\Sigma|^3} - 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2}
\]

which completes the proof.

**Theorem 6 (Main Theorem).** Given a finite string \( s \) generated by a PFSM \( G = (Q, \Sigma, \delta, \zeta, \eta) \), and a string \( x_0 \in \Sigma^* \) satisfying the pre-conditions described in Theorem 5, we have for any independently set chosen set of strings \( N \subseteq \Sigma^* \):

\[
\Pr \left( \left| \frac{1}{|N|} \sum_{x \in \Sigma^*} H(\phi^s(x_0x)) - H(G) \right| > \epsilon + 2B(\epsilon, |\Sigma|) \right)
\]

\[
\leq C_0 \frac{1 + e^2}{|\Sigma|^3} + 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} + e^{-p_0|\Sigma|}
\]

(95)

where \( C_0 = (8/e + 8/e^2)/(|\Sigma| - 1) \), \( C_1 = 2/\log^2 |\Sigma| \) and \( p_0 \) is the non-zero occurrence probability of \( x_0 \) in \( s \).

**Algorithm 1:** Detailed pseudocode for entropy rate estimation.

**Input:** Data sequence \( s \) over alphabet \( \Sigma \), confidence level \( \alpha \)

**Output:** Entropy rate \( h \), Uncertainty \( E \) at specified confidence level

1. Initialize \( h = 0 \)
2. Initialize COUNTmap = 0 /* hashable with keys as probability distributions, and values as doubles */
3. Set \( C_0 = (8/e + 8/e^2)/(|\Sigma| - 1) \)
4. Set \( C_1 = 2/\log^2 |\Sigma| \)
5. Set \( N_{min} = 10 \) /* any small integer suffices (See Section 7) */

/* I. e-String Synchronization String Identification */
7. foreach \( x \in \Sigma_n^{(1/\epsilon)} \) do
8. \[ D[x] \leftarrow \phi^s(x) \]
9. \( A \leftarrow \{ x' : \text{D}[x'] \} \) is on the convex hull of the set of values in hashable \( D \)
10. \( x_0 \leftarrow \arg\max_A \phi^s(x) \) /* e-synchronization string */
11. \( p_0 \leftarrow \langle \phi^s(x_0) \rangle = \phi^s(x_0) \) /* Occurrence prob. of e-synchronization string */

/* II. Entropy Rate Estimation */
12. Select \( N \subseteq \Sigma^* \) with length \( \epsilon \) strings drawn with probability \( \frac{1}{|\Sigma|^2} \)
13. /* \( |N| > 10^9 \) \(|\Sigma| \) sufficient for negligible uncertainty contribution */
14. foreach \( x \in N \) do
15. if \( \#^x < N_{\text{min}} \) then
16. Compute \( u \leftarrow \phi^s(x_0) \) /* Symbolic derivative at \( x_0 \) */
17. if \( \exists \text{key } v \in \text{COUNTmap s.t.} \|\tilde{\sigma} - \sigma\|_1 \leq \epsilon \) then
18. \( \text{COUNTmap}[v] \leftarrow \text{COUNTmap}[v] + 1 \)
19. else \( \text{COUNTmap}[v] = 1 \)
20. \( \text{COUNTmap} \leftarrow \text{COUNTmap} + 1 \)
21. else \( \text{Delete } x \) from \( N \)

/* III. Uncertainty Estimation */
22. foreach key \( v \in \text{COUNTmap} \) do
23. \( h \leftarrow h + \langle \text{COUNTmap}[v] \rangle \times H(v) \) /* \( H(v) \): entropy of \( v \) */
24. /* I. e-String Synchronization String Identification */
25. /* II. Entropy Rate Estimation */

26. /* III. Uncertainty Estimation */

27. \( c_\epsilon \leftarrow \min p_0 \text{ satisfying: } \alpha + \frac{1 + e^2}{|\Sigma|^3} + 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} \leq 1 \)
28. \( E \leftarrow c_\epsilon + 2B(\epsilon, |\Sigma|) \)
29. return \( h, E \)

Fig. 3. Uncertainty bounds for different alphabet sizes. Note for a data length of \( 5 \times 10^9 \), we have an uncertainty of 0.9 bits at 95% confidence for a 27 letter alphabet (plate (a)); the corresponding uncertainty for a binary alphabet is 0.22 bits (plate(b)).

**Proof:** It follows from Corollary 7 and Theorem 5 that:

\[
T \geq \Pr \left( \left| \frac{1}{|N|} \sum_{x \in \Sigma^*} H(\phi^s(x_0x)) - H(G) \right| > \epsilon + 2B(\epsilon, |\Sigma|) \right)
\]

\[
> \left( 1 - C_0 \frac{1 + e^2}{|\Sigma|^3} - 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} \right) \times \Pr(x_0 \text{ is e-synchronizing})
\]

Assuming \( x_0 \) satisfies the pre-conditions described in Theorem 5:

\[
T > \left( 1 - C_0 \frac{1 + e^2}{|\Sigma|^3} - 2e^{-C_1|\Sigma|^2 2^2 \epsilon |\Sigma|^2} \right) \times (1 - e^{-p_0|\Sigma|})
\]
which completes the proof.

Remark 1. We note the following:

- For binary alphabets, we have: $C_0 \approx 4.03$, $C_1 = 2$.
- Each term on the RHS of Eq. (95) reflects a specific contribution:

$$C_0 \frac{1 + e^2}{|S|} + 2e^{-C_1 |N|} + e^{-C_2 |P|}$$

(97)

Eq. (95) bounds the maximum uncertainty at a given confidence level, which depends on the alphabet size. The uncertainty relationships for two alphabet sizes (2, 27) are shown in Figure 2.

**Corollary 4.** (To Theorem 6). As a function of the length of the observed data string $s$, the upper and lower confidence bands for the estimated entropy rate, with any fixed confidence level, converge at a rate $O\left(\frac{\log|S|}{|S|^{3/2}}\right)$.

**Proof:** For a given confidence level $k = k_{\text{data}} + k_{\text{depth}}$, where $k_{\text{data}}$ captures the dependence on the data length through the first RHS term in Eq. (95), we get:

$$e^3 = C_0 \frac{1 + e^2}{|S|} + 2e^{-C_1 |N|} + e^{-C_2 |P|}$$

The distance between the confidence bands is given by:

$$\beta = 2e + 4\beta(e, |S|)$$

(99)

and using Eq. (95), along with the definition of the generalized binary entropy function (Definition 11), completes the proof.

IV. Algorithmic Implementation

The algorithmic steps for the proposed entropy rate estimation technique are enumerated in Algorithm 1. The inputs to the algorithm is the data stream $s$, $e$, and the confidence level $\alpha$ at which the error estimate is desired. Importantly, the size of the set of sampled string $N$ is not required to be an input; if computational effort is not a concern, then the uncertainty contribution from the term involving $|N|$ (See Eq. (65)) can be reduced to negligible levels by using a sample set with $|N| \approx \frac{1}{2e^2} \log^2|\Sigma|$, which would result in uncertainty contribution of $\sim e^{-K}$. Using $|N| \approx 10^7 \log^2|\Sigma|$ is generally sufficient to make this factor negligible; smaller sets may be used under computational constraints, which would lead to increased uncertainty in the entropy estimate.

Particularly rare strings may accumulate errors, which is prevented in the implementation by ignoring strings that occur too infrequently (Note $N_{\text{max}}$ in step 5 and step 15 of Algorithm 1).

A. Application to English text, Chaotic systems & Random walks

We demonstrate Algorithm 1 in three different applications. Our first application is the estimation of the entropy rate of English text. Shannon’s experimental approach with human subjects suggests that English has an entropy of around 1 bit per letter. However, the large alphabet size (26 letters + space = 27) makes it computationally hard to verify this value. We apply our algorithm to relatively small corpora: the King James Bible (KJB) (which has a length $\sim 4 \times 10^6$ letters), and the collected works of Shakespeare (SHK, length $\sim 4.8 \times 10^6$ letters). These particular examples allow direct comparison against the results reported in [8]. We obtain entropy rates which are significantly closer to the Shannon estimate (See Figure 4): 1.05 bits/letter for KJB, and 1.25 bits/letter for SHK, while Schürmann et al. obtain the corresponding estimates to be 1.73 bits/letter and 2.13 bits/letter. The authors in [8] were able to improve the SHK estimate to 1.7 bits/letter using the “ansatz” mentioned before; Algorithm 1 yields an improved estimate without any such assumptions.

Our second application is entropy estimation of sequences produced by chaotic dynamical systems. We use the same iteration map used in [8]: namely $x_{n+1} = 1 - r x_n^2$, and use a binary generating partition at $x = 0$. We analyze the cases $r = 1.7499$ (Figure 4(b)) where it is very strongly intermittent, and $r = 1.75$ which is the Pomeau-Manneville intermittency point (Figure 4(c)). As before, we converge faster in the non-trivial case, and gets very close to the theoretical entropy given by the positive Lyapunov exponent due to Pesin’s identity [11].

Our third application analyzes sequences generated by finite memory ergodic stationary stochastic processes, modeled directly via probabilistic automata (Figure 4(e-f)). Thus, we are looking at generalized random walks. Inspite of being somewhat more contrived compared to the first two applications, we can gain important insights...
from this example. Even with two states, and with a binary alphabet, LZ-based approaches may perform significantly worse, particularly for short streams with long range dependencies. We note that the PFSA generator used in Figure 4(e) is non-synchronizable, i.e., no finite length of observed history tells us definitively what the current state is. Nevertheless, as we showed in Theorem 3 the machine is \( \epsilon \)-synchronizable; and Algorithm 4 performs quite well, converging to the theoretical value with just under \( 10^\epsilon \) symbols. In contrast, the LZ-compression based algorithm has an error of about \( 17\% \) even after \( 3 \times 10^5 \) symbols. This discrepancy in performance disappears if the generating process is synchronizable, e.g., if a finite history tells us precisely what the current state is. Indeed with a synchronizable PFSA in Figure 4(f) (here, the last symbol is \( g \) to the theoretical value with just under \( 10^\epsilon \) state is. Nevertheless, as we showed in Theorem 1, the machine is finite length of observed history tells us definitively what the current state.) the algorithms have comparable performances.

**V. Summary & Conclusion**

We delineate a new algorithm for estimating entropy rates of symbol streams, generated by hidden ergodic stationary processes. We establish the correctness of the algorithm by exploiting a connection with the theory of probabilistic automata, and that of finite measures on infinite strings. Importantly, we establish a distribution-free limit theorem. Using established results from non-parametric statistics, we show that entropy estimate converges at the rate \( O(|\log s|/\sqrt{s}) \) as a function of the input data length \( |s| \). In consequence, we are able to derive confidence bounds on the estimate, and dictate the worst-case data length required to guarantee a specified error bound at a given confidence level. Finally, we demonstrate that, in terms of data requirements, the proposed algorithm has superior performance to competing approaches, at least in the case of the chosen applications.
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