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Abstract

Particle flow filters solve Bayesian inference problems by smoothly transforming a set of particles into samples from the posterior distribution. Particles move in state space under the flow of an McKean-Vlasov-Itô process. This work introduces the Variational Fokker-Planck (VFP) framework for data assimilation, a general approach that includes previously known particle flow filters as special cases. The McKean-Vlasov-Itô process that transforms particles is defined via an optimal drift that depends on the selected diffusion term. It is established that the underlying probability density - sampled by the ensemble of particles - converges to the Bayesian posterior probability density. For a finite number of particles the optimal drift contains a regularization term that nudges particles toward becoming independent random variables. Based on this analysis, we derive computationally-feasible approximate regularization approaches that penalize the mutual information between pairs of particles, and avoid particle collapse. Moreover, the diffusion plays a role akin to a particle rejuvenation approach that aims to alleviate particle collapse. The VFP framework is very flexible. Different assumptions on prior and intermediate probability distributions can be used to implement the optimal drift, and localization and covariance shrinkage can be applied to alleviate the curse of dimensionality. A robust implicit-explicit method is discussed for the efficient integration of stiff McKean-Vlasov-Itô processes. The effectiveness of the VFP framework is demonstrated on three progressively more challenging test problems, namely the Lorenz ’63, Lorenz ’96 and the quasi-geostrophic equations.
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1. Introduction

Data assimilation (DA) [8, 60] seeks to estimate the state of a physical system by optimally combining sparse and noisy observations of reality with background information obtained from a computational model of the system. As exact Bayesian inference for this state estimation problem is computationally intractable, statistical sampling methods are frequently used to perform approximate inference.

State-of-the-art statistical methods for data assimilation include the Ensemble Kalman Filter (EnKF) [26, 27, 29], and its variants such as the Ensemble Transform Kalman Filter [12], the Ensemble Kalman Smoother (EnKS) [28], all of which make Gaussian assumptions on the distribution of the samples. One issue with the aforementioned methods is particle collapse – when the samples in an ensemble become similar to each other, the ensemble covariance becomes small, and the filter trusts the model while discarding the observations, which leads to the divergence of the analysis trajectory from the truth. Popular heuristics to prevent divergence include covariance inflation [4], and particle rejuvenation [16, 57]. Another issue with these methods is the curse of dimensionality [35] – statistical estimates of the covariance are low rank and inaccurate due to a dearth of samples in high dimensions, requiring heuristic corrections such as covariance localization [6] and covariance shrinkage [15].

Particle filters [75, 76] make little to no assumptions about any of the underlying distributions; distributions are represented empirically by ensembles of particles, each with a certain weight quantifying its likelihood. The inference step updates the weights rather than updating the particle states. Particle filters suffer from degeneracy – when the weights of a small subset of particles are large, and the weights of the remaining particles are close to zero, the effective number of samples is small and the accuracy of the filter is degraded. Particles must be resampled periodically to avoid degeneracy. While attractive due to their generality, traditional particle filters are impractical for usage in high dimensional problems as they require exceedingly large numbers of particles. More robust approaches to particle filtering have been recently developed based on probability transport maps, and include the Ensemble Transport Particle Filter (ETPF) [62], the second-order Ensemble Transport Particle Filter (ETPF2) [5], a coupling-based ensemble filter [70] and the Marginal Adjusted Rank Histogram Filter (MARHF) [7].

Particle flow filtering, where particles move continuously in the state space toward samples from a posterior distribution, has attracted considerable attention recently as a general methodology for Bayesian inference. The particle motion is governed by the flow of a differential equation. To define this flow, the Stein variational gradient descent method [46] uses the equality between the Stein discrepancy and the gradient of the Kullback-Leibler (KL) divergence [42] between the current and posterior distributions. The aim is to progressively minimize the KL divergence between the posterior distribution and the sequence of intermediate particle distributions and the posterior distribution. A closed form solution to the flow is defined by embedding the particles into a reproduc-
ing kernel Hilbert space (RKHS), whose kernel must be meticulously chosen. The mapping particle filter (MPF) employs the Stein variational gradient descent approach to perform data assimilation. Scalability of MPF to higher dimensions is a challenge as kernel tuning is difficult for a small ensemble size. To alleviate this challenge the particle flow filter (PFF) employs different localized kernel functions for each state variable.

While the previously discussed approaches view the particle flow problem through the lens of optimization, other works take a dynamical system point of view where a McKean-Vlasov-Itô process evolves particles from a samples of one distribution toward samples of the posterior distribution. Reich and Weissmann consider the dynamics of an interacting system of particles, and the evolution of the corresponding probability distributions via the Fokker Planck equation. They discuss sufficient conditions that lead to the convergence of the evolving distribution of samples to the posterior distribution, which allows to perform Bayesian inference with a wide variety of interacting particle approximations. A major drawback of this approach is that the evolution of the interactive particle system is highly stiff, and requires expensive numerical integration approaches. A related approach proposed by Garbuno-Inigo et. al. uses interacting Langevin diffusions to define particle flows. The Fokker-Planck equation associated with the stochastic process has an exploitable gradient structure built on the Wasserstein metric and the covariance of the diffusion, which ensures convergence to the desired posterior distribution. A derivative-free implementation of the dynamics is proposed, which allows to extend Ensemble Kalman Inversion to compute samples from a Bayesian posterior.

This work introduces a generalized variational Fokker-Planck (VFP) approach to data assimilation. Much of the theory for stochastic processes moving a probability density to a desired target via Fokker-Planck dynamics has been discussed by Jordan et al. We show that previously described methods such as the MPF, the PFF, and Langevin-based filters are in fact, particular formulations in the VFP framework. Specifically, the formulation of MPF is represented by a kernel assumption on both the prior and intermediate distributions, and that of PFF is represented by a Gaussian assumption on the prior and a kernel assumption on the intermediate, both with zero diffusion. The VFP framework also extends Fokker-Planck and Langevin dynamics filters, and offers wider flexibility in defining particle flows.

The key contributions of this paper are: (i) a generalized formulation of the variational Fokker-Planck framework that subsumes multiple previously proposed ensemble variational data assimilation methods, (ii) derivation of the optimal drift of a McKean-Vlasov-Itô process – that depends on the selected diffusion term – to push particles towards the posterior distributions, (iii) a general implementation of VFP via combinations of parameterized distributions, (iv) derivation of regularization terms to ensure particle diversity by nudging particles toward becoming independent random variables, (v) an extension of the formalism to solve smoothing problems in both strong-constraint (perfect model) and for weak-constraint (model with errors) cases, (vi) inclusion of lo-
calization and covariance shrinkage in the VFP approach for high dimensional problems, (vii) discussion of a partitioned linearly-implicit-explicit stochastic time integration method to evolve stiff McKean-Vlasov-Itô processes.

The remainder of this paper is organized as follows. The general discrete time data assimilation problem is reviewed in Section 2 along with a description of notation. Section 3 develops the proposed variational Fokker-Planck framework, including the derivation of the optimal drift and regularization terms, options to parametrize the intermediate distributions, and implementation aspects. Application of localization and covariance shrinkage in the VFP framework are discussed in Section 4. Numerical experiments to validate the methodology using Lorenz’63 [48, 72], Lorenz’96 [49, 74] and quasi-geostrophic equations [14, 67] are reported in Section 5. Concluding remarks are drawn in Section 6.

2. Background

Science seeks to simulate and forecast natural processes that evolve in time, with dynamics that are too complex to be fully known. Let \( x_{\text{true}}^k \in \mathbb{R}^{N_{\text{state}}} \) denote the true state of a dynamical system at time \( t_k \), representing (a finite dimensional projection of) the state of the natural process. Due to our lack of knowledge, our simulation represents only an estimate of the truth. The background (prior) estimate of the state is represented by a random variable \( x^b_k \sim P^b_k \) whose distribution quantifies the prior uncertainty in our knowledge. Here, \( P \) represents a probability density. State estimates are evolved in time by the computational model \( M_{k,k+1} : \mathbb{R}^{N_{\text{state}}} \rightarrow \mathbb{R}^{N_{\text{state}}} \) which does not fully capture the dynamics of the natural process, therefore the simulation results will slowly diverge from reality. To prevent this, our computed estimate must be combined with observations of the true state. An observation is defined as

\[
y_k = H_k(x_{\text{true}}^k) + \varepsilon^\text{obs}_k, \quad y_k \in \mathbb{R}^{N_{\text{obs}}}, \quad k \geq 0,
\]

where \( H_k : \mathbb{R}^{N_{\text{state}}} \rightarrow \mathbb{R}^{N_{\text{obs}}} \) is a non-linear observation operator. It is assumed that the observation is corrupted by observation errors from a known error distribution \( \varepsilon^\text{obs}_k \sim P^\text{obs}_k \), and that observation errors at different times are independent of random variables. In most operational problems, observations are spatially sparse i.e. \( N_{\text{obs}} \ll N_{\text{state}} \) as they are expensive to acquire.

Our goal is to perform Bayesian inference using these two sources of information – the background and observation – to decrease uncertainty and obtain an improved estimate of the true state. This improved estimate is another random variable \( x^a_k \sim P^a_k \), called the analysis (posterior), that represents our total knowledge about the state at time \( t_k \). The posterior distribution given by Bayes’ rule [64] is

\[
P^a_k(x_k) = \frac{P^a_k(x_k | y_k) \cdot P^\text{obs}_k(y_k | x_k) \cdot P^b_k(x_k)}{P_k(y_k)}.
\]

By propagating the analysis in time from \( t_k \) to \( t_{k+1} \) through the model operator:

\[
x^a_{k+1} = M_{k,k+1}(x^a_k) + \eta_k, \quad k \geq 0,
\]
a new prior is obtained at time $t_{k+1}$, and the cycle can begin anew. In this paper the model error term $\eta_k$ is taken to be zero, i.e., we assume a perfect model.

Consider the data assimilation window $[t_0, t_K]$. The filtering approach to the Bayesian inference problem eq. (2) incorporates only the observation at the current time, and sequentially produces analyses $x^a_k$ conditioned by all past observations $y_{0:k}$ for $0 \leq k \leq K$:

$$x^a_k \sim \mathcal{P}(x_k | y_{0:k}) = \frac{\mathcal{P}_{k}^{\text{obs}}(y_k | x_k)}{\mathcal{P}(y_k)} \mathcal{P}(x_k | y_{0:k-1}) \eta_i = 0 \prod_{i=0}^{k} \frac{\mathcal{P}_{i}^{\text{obs}}(y_i | x_i)}{\mathcal{P}(y_i)} \mathcal{P}(x_0).$$

In contrast, the smoothing approach incorporates all present and future observations within the assimilation window $[t_0, t_K]$ into the current analysis starting from $t_0$ as,

$$x^s_0 \sim \mathcal{P}(x_0 | y_{0:K}) \eta_i = 0 \prod_{i=0}^{K} \frac{\mathcal{P}_{i}^{\text{obs}}(y_i | x_i)}{\mathcal{P}(y_i)} \mathcal{P}(x_0)$$

In practice, performing exact Bayesian inference eq. (4) or eq. (5) is computationally infeasible. Most tractable methods work via Monte-Carlo approaches that represent the probability densities used in inference eq. (2) by their empirical counterparts. To this end, we denote an ensemble of $N_{\text{ens}}$ realizations (or samples) of the random state variable $x \sim \mathcal{P}$ as

$$X := [x^{[1]}, x^{[2]}, \ldots, x^{[N_{\text{ens}}]}] \in \mathbb{R}^{N_{\text{state}} \times N_{\text{ens}}}.$$

In the ensemble limit of $N_{\text{ens}} \to \infty$, the empirical measure distribution of the ensemble,

$$\tilde{\mathcal{P}}(x) = \frac{1}{N_{\text{ens}}} \sum_{i=1}^{N_{\text{ens}}} \delta_{x^{[i]}}(x),$$

converges weakly, almost surely to the distribution of the random variable $\mathcal{P}(x)$. When the random variable $x$ describes the state of a dynamical system, each ensemble member $x^{[e]}$ is also called a particle to hint at its propagation in time. Particles are used to estimate statistics of the probability distribution $\mathcal{P}$. For example, the empirical mean $\bar{x}$, anomalies $A$, and covariance $P$ are defined as

$$\bar{x} = \frac{1}{N_{\text{ens}}} X 1_{N_{\text{ens}}} , \quad A = \frac{1}{\sqrt{N_{\text{ens}}}} (X - \bar{x} 1_{N_{\text{ens}}}) (X - \bar{x} 1_{N_{\text{ens}}})^T , \quad P = A A^T ,$$

respectively, where $1_p$ represents a $p$-dimensional vector of ones. The background ensemble of particles $X^b_k = [x^{b[1]}_k, \ldots, x^{b[N_{\text{ens}}]}_k]$ represents the background probability density as $x^{b[e]}_k \sim \mathcal{P}^b_k(x)$. The data assimilation problem now is to produce an analysis ensemble $X^a_k = [x^{a[1]}_k, \ldots, x^{a[N_{\text{ens}}]}_k]$ with $x^{a[e]}_k \sim \mathcal{P}^a_k(x)$. 5
that represents the analysis probability density. For the remainder of this paper we ignore the physical time subscripts: \( x^b \equiv x^b_k, \ P^b \equiv P^b_k, \ x^a \equiv x^a_k, \ P^a \equiv P^a_k \), unless necessary.

3. The Variational Fokker-Planck approach to data assimilation

Variational particle filters use a dynamical system approach to transform a set of Monte Carlo samples \( x^{b[e]} \) from the prior distribution into samples \( x^{a[e]} \) from the posterior distribution [11, 21, 31, 40, 63, 71]. Here, the particles move in state space, according to a differential equation in artificial time \( \tau \), such that the underlying probability distributions evolve from the prior to the posterior. Two approaches to moving the particles have been proposed. One approach formulates a flow over a finite time interval \( \tau \in [0,1] \), starts with the prior distribution at \( \tau = 0 \), and reaches the posterior distribution at \( \tau = 1 \) [61]. A second approach formulates a flow over an interval \( \tau \in [0,\infty) \), and maps any initial distribution to the posterior distribution asymptotically when \( \tau \to \infty \). Examples of such filters include the Stein variational gradient descent [45, 46], the mapping particle filter [36, 58], interacting Langevin diffusions [31], and Fokker-Planck particle systems [63]. In this work, we generalize the second approach and propose the Variational Fokker-Planck (VFP) framework for data assimilation.

The main idea of the VFP approach is as follows. The initial configuration of the system is a set of particles eq. (6) drawn from the prior distribution \( x^{b[e]} \sim P^b \). The particles move under the flow of a McKean-Vlasov-Itô process, and their underlying distribution evolves according to the corresponding Fokker-Planck equation [42]. This McKean-Vlasov-Itô process is defined such as to push the particles towards becoming samples of the posterior distribution \( x^{a[e]} \sim P^a \). This idea is illustrated in fig. 1. The prior/background particles are depicted by the circles whose density is shown by the dashed line. These particles flow towards the observation under an optimal McKean-Vlasov-Itô process depicted by colored lines. The final positions of the particles are marked by diamonds, with the dash-dotted line around the analysis particles representing the posterior distribution.

3.1. Derivation of the optimal drift

We focus on the case where the posterior probability is absolutely continuous with the Lebesgue measure, the posterior probability density \( P^a(x) \) is smooth, and has support \( \text{supp}(P^a) =: \Omega \subseteq \mathbb{R}^{N_{\text{state}}} \). Consider an initial value McKean-Vlasov-Itô process [9, 25, 41] that acts on a random variable \( x_\tau \in \mathbb{R}^{N_{\text{state}}} \) evolving in artificial-time \( \tau \):

\[
dx_\tau = F(\tau, x_\tau, q_\tau) \, d\tau + \sigma(\tau, x_\tau, q_\tau) \, dW_\tau, \quad \tau \geq 0, \quad x_0 \sim q_0, \quad (9)
\]

where \( F : \mathbb{R}_+ \times \mathbb{R}^{N_{\text{state}}} \times \Pi \to \mathbb{R}^{N_{\text{state}}} \) is a smooth drift term, \( \sigma : \mathbb{R}_+ \times \mathbb{R}^{N_{\text{state}}} \times \Pi \to \mathbb{R}^{N_{\text{state}} \times M} \) is a smooth diffusion matrix, \( q_\tau \in \Pi \), and \( W_\tau \in \mathbb{R}^M \) is an \( M \)-dimensional standard Wiener process. We make the assumption
that $\sigma(t, x, q)$ is a functional of $q$, i.e., $\sigma$ depends on the state $x$ only via the second argument. The random variable evolved by eq. (9) in artificial-time has a probability density $x_\tau \sim q_\tau$, which is the solution of the corresponding Fokker-Planck-Vlasov equation [9]:

$$\frac{\partial q_\tau(x)}{\partial \tau} = -\text{div} \left( q_\tau(x) \left[ F(\tau, x, q_\tau) - D(\tau, x, q_\tau) \nabla_x \log q_\tau(x) - d(\tau, x, q_\tau) \right] \right),$$

$$q|_{\tau=0}(x) = q_0(x), \quad x \in \Omega \subseteq \mathbb{R}^{N_{\text{state}}},$$

(10)

where $\mathbf{D}(\tau, x, q) := (1/2)\sigma(\tau, x, q)\sigma^T(\tau, x, q) \in \mathbb{R}^{N_{\text{state}} \times N_{\text{state}}}$ is the diffusion tensor, $\text{div} = \nabla_x^T$ is the divergence operator, and $\mathbf{d}(\tau, x, q) = \left( \text{div} \mathbf{D}(\tau, x, q) \right)^T \in \mathbb{R}^{N_{\text{state}}}$. It is shown in [9] that equation eq. (10) has solutions in the sense of distributions, and under general assumptions $q_0 \in L^1(\Omega)$ implies $q_\tau \in C^0([0, \infty), L^1(\Omega))$. Existence of smooth solutions under more restrictive assumptions is discussed in [13] [22] [32]. In this work we make the following smoothness assumptions.

**Assumption 1.** Consider the set of smooth probability densities [31] over $\Omega$:

$$\Pi = \left\{ q \in C^\infty_0(\Omega) : q(x) > 0 \ \text{a.e.}, \int_\Omega q(x)dx = 1, \int_\Omega \|x\|^2 q(x)dx < \infty \right\}.$$  

(11)

We make the following assumptions.

- The support of the posterior distribution $\Omega := \text{support}(\mathcal{P}^a) \subseteq \mathbb{R}^{N_{\text{state}}}$ is a connected domain.
- $q_0, \mathcal{P}^a \in \Pi$.
- The solutions of eq. (10) are smooth, $q_\tau \in C^1([0, \infty), \Pi)$. In particular, $\text{support}(q_\tau) \subseteq \text{support}(\mathcal{P}^a) := \Omega$.  
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We seek to build particle flows eq. (9) such that the stationary distribution of the corresponding Fokker-Planck-Vlasov equation eq. (10) is the posterior, i.e. \( q_\infty(x) = \mathcal{P}^a(x) \). Specifically, the KL divergence [44] between \( q_\tau(x) \) and the target distribution \( \mathcal{P}^a(x) \) is defined as

\[
D_{\text{KL}}(q_\tau \| \mathcal{P}^a) = \int_{\Omega} q_\tau(x) \log \frac{q_\tau(x)}{\mathcal{P}^a(x)} \, dx,
\]

where support(\( q_\tau \)) \( \subseteq \) support(\( \mathcal{P}^a \)) := \( \Omega \). Our aim is to find drift \( F \) and diffusion \( \sigma \) terms such that the family of intermediate probability densities eq. (10), initialized with \( q_0(x) := \mathcal{P}^b(x) \), converges in KL-divergence to the posterior:

\[
\lim_{\tau \to \infty} D_{\text{KL}}(q_\tau \| \mathcal{P}^a) = 0.
\]

The process eq. (9) provides an indexed family of intermediate random variables \( \{x_\tau\}_{0 \leq \tau < \infty} \) that represents the dynamics of particles moving toward a sample of the target distribution.

We now present two theorems that help to define the KL divergence minimizing drift for eq. (9). Consider a smooth functional \( A : \Omega \times \Pi \to \mathbb{R}^{N_{\text{state}} \times N_{\text{state}}} \) that maps each point in the domain and probability distribution to a symmetric positive definite matrix \( A_\tau := A(x, q_\tau) \), uniformly non-degenerate for any \( q \).

Consider also the space of functions of finite second order scaled moments with respect to the probability density \( q(\cdot) \) over \( \Omega \), and define the following inner product:

\[
L^2_{q, A^{-1}}(\Omega) := \{ f : \Omega \to \mathbb{R}^{N_{\text{state}}} \mid \int_{\Omega} q(x) \| A^{-1/2}(x, q) f(x) \|^2 \, dx < \infty \},
\]

\[
\langle f, g \rangle_{q, A^{-1}} := \int_{\Omega} q(x) f^T(x) A^{-1}(x, q) g(x) \, dx, \quad f, g \in L^2_{q, A^{-1}}(\Omega).
\]

**Theorem 1.** Consider the process eq. (9), and \( (\tau, x, q) \mapsto A_\tau \in \mathbb{R}^{N_{\text{state}} \times N_{\text{state}}} \), a smooth functional that maps synthetic time, state, and probability densities to symmetric positive definite matrices. The instantaneous optimal drift \( F \) that minimizes the KL-divergence eq. (12) of the family of distributions governed by the Fokker-Planck equation eq. (10) with respect to the dot-product \( \langle \cdot, \cdot \rangle_{q_\tau, A_\tau^{-1}} \) eq. (14) is:

\[
F(\tau, x, q_\tau) = -A_\tau(x, q_\tau) \nabla_x \log \frac{q_\tau(x)}{\mathcal{P}^a(x)} + D(\tau, x, q_\tau) \nabla_x \log q_\tau(x) + d(\tau, x, q_\tau).
\]

The optimal drift eq. (15) depends on the current probability density \( q_\tau \), as well as on diffusion term \( \sigma \) via \( D \) and \( d \).

The Fokker-Planck equation eq. (10) under the optimal drift eq. (15) is:

\[
\frac{\partial q_\tau(x)}{\partial \tau} = \text{div} \left( q_\tau(x) A_\tau(x, q_\tau) \nabla_x \log \frac{q_\tau(x)}{\mathcal{P}^a(x)} \right).
\]
Proof. We omit all explicit arguments of the probability distributions and functions for brevity. The time derivative of the KL-divergence eq. (12) is:
\[
\frac{d \text{D}_{\text{KL}}}{d \tau} = \int_{\Omega} \partial q_\tau \left( \log \frac{q_\tau}{p^a} + 1 \right) dx,
\]
and applying the Fokker-Planck equation eq. (10) leads to:
\[
\frac{d \text{D}_{\text{KL}}}{d \tau} = \int_{\Omega} -\text{div} \left( q_\tau (F - D \nabla_x \log q_\tau - d) \right) \left( \log \frac{q_\tau}{p^a} + 1 \right) dx.
\]
Since \( q_\tau \big|_{\partial \Omega} = 0 \) by Assumption 1, integrating by parts, and using eq. (14) leads to:
\[
\frac{d \text{D}_{\text{KL}}}{d \tau} = \langle F - D \nabla_x \log q_\tau - d, A_\tau \nabla_x \left( \log \frac{q_\tau}{p^a} \right) \rangle_{q_\tau, A^{-1}_\tau}.
\]
Consequently the optimal drift \( F \) that maximizes the rate of decrease of the KL-divergence with respect to the dot product eq. (14) with scaling \( A_\tau \) is given by:
\[
F - D \nabla_x \log q_\tau - d = -A_\tau \nabla_x \left( \log \frac{q_\tau}{p^a} \right).
\]

Theorem 2. The Fokker-Planck-Vlasov equation eq. (16) evolves the probability distribution \( q_\tau(x) \) toward the unique steady-state \( q_\infty(x) = p^a(x) \) a.e. (w.r.t. the Lebesgue measure), regardless of the initial condition \( q_0(x) \).

Proof. The proof follows [31]. Consider the following modified Wasserstein distance between \( \mu_0, \mu_1 \in \Pi \):
\[
W^2(\mu_0, \mu_1) = \left\{ \inf_{\zeta} \int_0^1 \int_{\Omega} (v_\zeta^T A_\zeta^{-1} v_\zeta) q_\zeta(x) dx d\zeta = \inf_{\zeta} \int_0^1 \langle v_\zeta, v_\zeta \rangle_{q_\zeta, A_\zeta^{-1}} d\zeta \right. \
\left. \text{s.t. } \partial_\zeta q_\zeta = -\text{div} (v_\zeta v_\zeta), \quad q_0 = \mu_0, \quad q_1 = \mu_1 \right\}.
\]
(17)

Define the following Riemannian metric tensor on the tangent space \( T_{q_\tau} \Pi \) at \( q_\tau \):
\[
g_{q_\tau}(s_1, s_2) = \int_{\Omega} (v_1^T A_\tau^{-1} v_2) q_\tau(x) dx \quad \text{where} \quad s_i = -\text{div} (q_\tau v_i) \in T_{q_\tau} \Pi, \quad i = 1, 2,
\]
where \( v_i = \nabla_x \phi_i \), and \( \phi_i \) are the unique solutions of the elliptic PDEs
\[
-\text{div}(q_\tau \nabla_x \phi_i) = s_i, \quad x \in \Omega; \quad \phi_i |_{x \in \partial \Omega} = 0,
\]
and are vectors in the cotangent space, \( \phi_i \in T^*_{q_\tau} \Pi \). The Riemannian gradient of the KL divergence \( F(q_\tau) := \text{D}_{\text{KL}} (q_\tau \parallel p^a) \), seen as a functional on \( \Pi \), is defined
as [31]:

\[
g_{q_{\tau}}(\nabla q_{\tau} F, s) = \int_{\Omega} \delta F(x) s(x) \, dx = \int_{\Omega} \left( \log \frac{q_{\tau}}{p_{\tau}}(x) + 1 \right) s(x) \, dx
\]

\[= - \int_{\Omega} \left( \log \frac{q_{\tau}}{p_{\tau}}(x) + 1 \right) \text{div} (q_{\tau} v) \, dx
\]

\[= \int_{\Omega} \left( A_{\tau} \nabla x \log \frac{q_{\tau}}{p_{\tau}}(x) \right)^{T} A_{\tau}^{-1} v(x) q_{\tau}(x) \, dx.
\]

Comparing with the definition eq. (18) of the Riemannian metric we obtain that

\[
\nabla_{q_{\tau}} D_{\text{KL}} (q_{\tau} \parallel p_{\tau}) = \text{div} \left( q_{\tau} A_{\tau} \nabla x \log \frac{q_{\tau}}{p_{\tau}}(x) \right),
\]

and that the FPE trajectory eq. (16) under the optimal drift eq. (15) is a gradient flow for the KL divergence with respect to the modified Wasserstein distance eq. (17):

\[
\partial_{\tau} q_{\tau}(x) = - \nabla_{q_{\tau}} D_{\text{KL}} (q_{\tau} \parallel p_{\tau}).
\]

Since \( D_{\text{KL}} (q_{\tau} \parallel p_{\tau}) \geq 0 \) and it decreases monotonically along the FPE trajectory we conclude that equation eq. (20) converges to a steady state distribution \( q_{\infty}(x) \).

A stationary distribution of the Fokker-Planck eq. (16) satisfies:

\[
\begin{cases}
\text{div} \left( q_{\infty}(x) A_{\infty} \nabla x \log \frac{q_{\infty}(x)}{p_{\tau}(x)} \right) = \text{div} \left( p_{\tau}(x) A_{\infty} \nabla x \frac{q_{\infty}(x)}{p_{\tau}(x)} \right) = 0, & x \in \Omega,
\quad \text{div} \left( p_{\tau}(x) A_{\infty} \nabla x \frac{q_{\infty}(x)}{p_{\tau}(x)} \right) = 0, & x \in \partial \Omega.
\end{cases}
\]

Since \( A_{\infty} > 0 \) by assumption, and \( p_{\tau}(x) > 0 \) a.e. for \( x \in \Omega \equiv \text{supp}(p_{\tau}) \), equation eq. (21) implies that \( q_{\infty}(x)/p_{\tau}(x) = \text{const} \) a.e. (w.r.t. the Lebesgue measure). Using the connectivity Assumption 1 and since both distributions need to integrate to one, we conclude that \( q_{\infty}(x) = p_{\tau}(x) \) a.e.

**Remark 1.** The optimal drift eq. (15) consists of two terms, i.e., two forces acting on the particles. The term

\[
A_{\tau} \left( \nabla x \log p_{\tau}(x) - \nabla x \log q_{\tau}(x) \right)
\]

is the scaled difference between the gradient-log-densities of the posterior and the intermediate distribution, and ensures that the intermediate distribution is pushed toward the posterior one. The term

\[
D(\tau, x, q_{\tau}) \nabla x \log q_{\tau}(x) + \text{div} D(\tau, x, q_{\tau}),
\]

is an anti-diffusion term “compensating” for the stochastic term \( \sigma(\tau, x) dW_{\tau} \) of eq. (9), and ensuring that the perturbations to any one realization of intermediate variables still move towards being a realization of the analysis. Deterministic dynamics are obtained by setting the diffusion to zero, \( \sigma = 0 \). In this case the
anti-diffusive force eq. (23) is zero, and the optimal drift is given by the first term eq. (22) only. The deterministic choice does not change the optimal FPE eq. (16).

Remark 2. The KL-divergence eq. (12) is not the only way to quantify closeness to the posterior distribution. Consider a general smooth finite functional on the space of smooth pdfs $\mathcal{F} : \Pi \to \mathbb{R}$ and a smooth transform $g : \mathbb{R} \to \mathbb{R}$:

$$\mathcal{F}(\pi) := g \left( \int_{\Omega} L(x, \pi, \nabla_x \pi) \, dx \right), \quad \mathcal{F}(\pi) \geq 0 \, \forall \pi,$$

$$\frac{\delta \mathcal{F}(\pi)}{\delta \pi}(x) = g'( \int_{\Omega} L(x, \pi, \nabla_x \pi) \, dx ) \left( L_{x_{\pi}}(x, \pi(x), \nabla_x \pi(x)) - \text{div} \, L_{x_{\pi}}(x, \pi(x), \nabla_x \pi(x)) \right),$$

$$\frac{\delta \mathcal{F}(\pi)}{\delta \pi} \bigg|_{\pi = q}(x) = \text{const} \, \text{w.r.t. } x \Rightarrow q(x) = \mathcal{P}^a(x).$$

The optimal drift for decreasing $\mathcal{F}$ is:

$$\mathbf{F}(\tau, x, q_\tau) = -A_{\tau} \nabla_x \left( \frac{\delta \mathcal{F}(q_\tau)}{\delta q_\tau}(x) \right) + \mathbf{D}(\tau, x, q_\tau) \nabla_x \log q_\tau(x) + \mathbf{d}(\tau, x, q_\tau).$$

For example, consider the Renyi divergence functional with $\alpha > 0, \alpha \neq 1$:

$$\mathcal{F}(q_\tau) = D_{\alpha}(q_\tau \| \mathcal{P}^a) = \frac{1}{\alpha - 1} \log \int \Omega q_\tau(x)^\alpha \mathcal{P}^a(x)^{1-\alpha} \, dx,$$

$$\mathbf{F}(\tau, x, q_\tau) = -c A_{\tau} \nabla_x \left( \frac{q_\tau(x)}{\mathcal{P}^a(x)} \right)^{\alpha-1} + \mathbf{D}(\tau, x, q_\tau) \nabla_x \log q_\tau(x) + \mathbf{d}(\tau, x, q_\tau),$$

$$c = \frac{\alpha}{\alpha - 1} \left( \int \Omega q_\tau(x)^\alpha \mathcal{P}^a(x)^{1-\alpha} \, dx \right)^{-1}.$$
the gradients obtained in eq. (24) without stochastic noise. Embedding the optimal drift eq. (25) in a RKHS with kernel \( K(\cdot, \cdot) \) recovers the original formulation [45, 46]:

\[
F(\tau, x, q_\tau) \bigg|_{\text{rkhs}} = \int_\Omega K(x, z) F(\tau, z) \, dz
\]

(26)

3. The choice \( A_\tau = D(\tau, x, q_\tau) \) leads to Langevin dynamics [31, 53]:

\[
F(\tau, x, q_\tau) = D(\tau, x, q_\tau) \nabla_x \log P_a(x) + d(\tau, x, q_\tau),
\]

(27)

and this drift is optimal under the assumption that \( D(\tau, x, q_\tau) \) has full rank. If \( M = N_{\text{state}} \) and the drift matrix \( \sigma \) in eq. (9) is non-singular, then the space eq. (14) consists of functions \( f \) for which \( \sigma^{-1}f \) has finite second order moments. In the Langevin choice the optimal drift eq. (27) does not depend on the current probability density \( q_\tau(x) \), and therefore can be computed very efficiently. The particles spread is ensured by diffusion only.

4. An intuitive choice is the covariance of the current distribution \( A_\tau = \text{Cov}[q_\tau] \) [31]; in the context of Langevin dynamics eq. (27) this choice leads to an affine-invariant flow [53].

5. Tapering \( A_\tau \) can be used to perform localization in a VFP context. The optimal drift acting on a certain state variable is restricted to depend only on gradient-log-density entries corresponding to “nearby” state variables.

3.3. Discretization and parameterization of the optimal drift in the VFP filter

We now formulate the particle flow method discussed in Section 3.1 using a finite ensemble of particles. Consider the ensemble \( X_\tau \in \mathbb{R}^{N_{\text{state}} \times N_{\text{ens}}} \) consisting of \( N_{\text{ens}} \) particles \( x_\tau^{[e]} \sim q_\tau(\cdot) \). We refer to \( X_\tau \) as the intermediate or current ensemble, and to \( q_\tau \) as the intermediate or current distribution. The McKean-Vlasov-Itô process eq. (9) acting on the ensemble is defined for each particle in artificial time as follows:

\[
dx_\tau^{[e]} = F(\tau, x_\tau^{[e]}, q_\tau) \, d\tau + \sigma(\tau, x_\tau^{[e]}, q_\tau) \, dW_\tau, \quad e = 1, \ldots, N_{\text{ens}}.
\]

(28)

The optimal drift eq. (24) defined in Theorem 1 acting on each particle eq. (28) is:

\[
F(\tau, x_\tau^{[e]}, q_\tau) = A_\tau \nabla_x \log P_a(x_\tau^{[e]}) + (D(\tau, x_\tau^{[e]}) - A_\tau) \nabla_x \log q_\tau(x_\tau^{[e]}) + d(\tau, x_\tau^{[e]}),
\]

(29)

and depends both on the (continuous) analysis distribution \( P_a \) and on the (continuous) intermediate distributions \( q_\tau \), evaluated at the current particle state. Under the action of the flow, \( X_\tau \) evolves toward an ensemble \( X_\infty = X^a \) of samples from the posterior distribution \( P^a \) given by eq. (2) or eq. (5).
The drift term eq. (29), requiring the gradient-log-likelihoods of the intermediate \( q_r(x) \) and the posterior \( P^a(x) \) probability densities, can be estimated in two ways. The first approach, proposed by Maoutsa et al. [50], expresses each analytical gradient-log-density \( -\nabla_x \log q_r(x) \) and \( -\nabla_x \log P^a(x) \) as the solution of a minimization problem. The second approach, employed in this paper, first reconstructs the continuous probability densities \( q_r(x) \) and \( P^a(x) \) using information from the ensembles \( \mathbf{X}_r \) and \( \mathbf{X}^b \), respectively, under appropriate assumptions. The corresponding gradient-log-densities are then evaluated on each particle.

The VFP filter computes the optimal drift eq. (29) as follows:

1. Assume the form of the prior distribution \( P^b(x) \), and fit the parameters

\[
\mathcal{P}(x; \Theta_{1:m}(x)) \propto \sum_{i=1}^{m} u_i \mathcal{P}_i(x; \Theta_i(x)),
\]

\[
\nabla_x \log \mathcal{P}(x; \Theta_{1:m}(x)) = \frac{\sum_{i=1}^{m} u_i \left( \frac{\partial}{\partial x} \mathcal{P}_i(x; \Theta_i(x)) + \frac{\partial}{\partial x} \mathcal{P}(x; \Theta_{1:m}(x)) \right)}{\sum_{i=1}^{m} u_i \mathcal{P}_i(x; \Theta_i(x))},
\]

Simplifying assumption: \( \partial \Theta_i / \partial x = 0, \forall i \).

Table 1: A collection of several parametrized probability distributions considered in this work, and the corresponding gradient-log-densities. The letters in the parentheses represent abbreviations of the distributions used to name the various families of VFP methods. For most of the distributions listed, the parameters are a semblance of centering \( \mathbf{X} \in \mathbb{R}^{N_{state}} \) (which may, but does not necessarily stand for the mean), and a semblance of spread \( \mathbf{P} \in \mathbb{R}^{N_{state} \times N_{state}} \) (which may, but does not necessarily stand for covariance).

| Distribution | \( \mathcal{P}(x) \) | \( \nabla_x \log \mathcal{P}(x) \) |
|--------------|----------------|------------------------------|
| **Mixture**  | \( \mathcal{P}(x; \Theta_{1:m}(x)) \propto \sum_{i=1}^{m} u_i \mathcal{P}_i(x; \Theta_i(x)) \) | \( \nabla_x \log \mathcal{P}(x; \Theta_{1:m}(x)) = \frac{\sum_{i=1}^{m} u_i \left( \frac{\partial}{\partial x} \mathcal{P}_i(x; \Theta_i(x)) + \frac{\partial}{\partial x} \mathcal{P}(x; \Theta_{1:m}(x)) \right)}{\sum_{i=1}^{m} u_i \mathcal{P}_i(x; \Theta_i(x))} \) |
| **Kernel (K)** | \( \mathcal{P}(x) \propto \frac{1}{N_{ens}} \sum_{i=1}^{N_{ens}} K(x - x_i) \) | \( \nabla_x \log \mathcal{P}(x) = \frac{\sum_{i=1}^{N_{ens}} \nabla_x K(x - x_i)}{\sum_{i=1}^{N_{ens}} K(x - x_i)} \) |
| **Gaussian (G)** | \( \mathcal{P}(x) \propto \exp(-\frac{1}{2}(x - \bar{x})^T \mathbf{P}^{-1} (x - \bar{x})) \) | \( \nabla_x \log \mathcal{P}(x) = -\mathbf{P}^{-1} (x - \bar{x}) \) |
| **Laplace (L)** | \( \mathcal{P}(x) \propto (\theta^\nu) K_\nu(\theta) \) | \( \nabla_x \log \mathcal{P}(x) = -\frac{2K_{\nu - 1}(\theta)}{\theta K_\nu(\theta)} \mathbf{P}^{-1} (x - \bar{x}) \), \( \theta = \sqrt{2(x - \bar{x})^T \mathbf{P}^{-1} (x - \bar{x})}, \quad \nu = 1 - N_{state}/2 \) |
| **Huber (H)** | \( \nabla_x \log \mathcal{P}(x) = \begin{cases} -\delta_1 \frac{2K_{\nu - 1}(\theta)}{\theta K_\nu(\theta)} \mathbf{P}^{-1} (x - \bar{x}) & < \delta_2, \\ -\delta_2 \mathbf{P}^{-1} (x - \bar{x}) & \text{otherwise} \end{cases} \) |
| **Cauchy (C)** | \( \mathcal{P}(x) \propto \prod_{i=1}^{n} \left[ \pi \gamma_i \left( 1 + \frac{(x_i - \bar{x}_i)^2}{\gamma_i^2} \right) \right]^{-1} \) | \( \nabla_x \log \mathcal{P}(x) \mathbf{\sigma} = -2 \frac{x_i - \bar{x}_i}{\gamma_i^2 + (x_i - \bar{x}_i)^2}, \quad \text{for } i = 1, \ldots, n \) |
of this distribution using the background ensemble $X^b$. Compute the corresponding negative gradient-log-likelihood function $-\nabla_x \log P^b(x)$.

2. By Bayes' rule eq. (2) the analysis gradient-log-likelihood is the sum of the gradient-log-likelihoods of the prior distribution and of the (known) observation error distribution:

$$-\nabla_x \log P^a(x) = -\nabla_x \log P^b(x) - \nabla_x \log P^{obs}(x).$$

3. Assume the form of the intermediate probability density $q_\tau(x)$, and fit the parameters of this distribution using the current ensemble data $X_\tau$. Compute the corresponding negative gradient-log-likelihood function $-\nabla_x \log q_\tau(x)$.

4. Compute the optimal drift via formula eq. (29) by evaluating the above gradients at particle states.

The assumptions on the form of the prior distribution $P^b$ and of the intermediate distribution $q_\tau$ can differ from each other. These choices dictate the parameterization of the VFP method. We use the abbreviations in Table 1 to distinguish between them. For instance, we use the notation VFP(GH) to indicate a Gaussian assumption on the prior distribution and a Huber assumption on the intermediate distribution. VFPLa(G) is used to denote the Langevin variant of the Fokker-Planck dynamics with a Gaussian assumption on the prior. Table 1 provides a non-exhaustive list of parameterized families of distributions:

- A general approach to parametrized distributions involves mixture modeling with an arbitrary set of parameters estimated from the corresponding ensemble. Though not implemented in this work, it is of high research interest.

- The multivariate Gaussian distribution is an assumption similar to that made in ensemble Kalman filter methods.

- The multivariate Laplace and the multivariate Huber distributions from robust statistics [59].

- The kernel parametrization is used in the reinterpretation of the mapping particle filter [38] and the high-dimensional flow filter [36] in the VFP framework. Specifically, the mapping particle filter is seen as a kernel parametrization on both $q_\tau(x)$ and $P^b(x)$ i.e., VFP(KK), and the high-dimensional flow filter [36] is seen as a kernel parametrization of $q_\tau(x)$ and a Gaussian parametrization of $P^b(x)$ i.e., VFP(GK).

Remark 3. The assumptions on $P^b(x)$ and $P^{obs}(y|x)$ directly impact the approximation of $P^a$, toward which particles converge in the limit. The assumptions and parameterizations made for $q_\tau$ change the way particles move towards the posterior, but not the limit of the process.
Remark 4. It is possible that the choices of parameterized families lead to intermediate distributions that do not converge in KL-divergence to the analysis eq. (12). For example, if $\mathcal{P}^a$ is the product of a Gaussian ($\mathcal{P}^{\text{obs}}$) and Laplace ($\mathcal{P}^b$) distributions, then neither a pure Gaussian nor a pure Laplace is a good assumption on $q_\tau$. Thus, the KL divergence between $q_\tau$ and $\mathcal{P}^a$ can then never be zero. If we consider the parameterized family of intermediate distributions $\mathcal{Q}$, then, instead of seeking a distribution such that the KL-divergence is zero eq. (13), we instead aim to find the optimal analysis from the intermediate family that simply minimizes the KL-divergence:

$$\lim_{\tau \to \infty} D_{\text{KL}}(q_\tau \| \mathcal{P}^a) = \min_{q \in \mathcal{Q}} D_{\text{KL}}(q \| \mathcal{P}^a).$$

3.4. Optimal drift in the VFP smoother

Consider the smoothing posterior eq. (5) for a perfect model eq. (3) with $\eta_i = 0$ where $x_i = M_{0,i}(x_0)$ for any time $t_i$. Here, the “strong-constraint” data assimilation [69] is performed in the space of initial conditions. The ensemble of particles $X_\tau \in \mathbb{R}^{N_{\text{state}} \times N_{\text{ens}}}$ eq. (6) consists of $N_{\text{ens}}$ initial conditions $x_{0\tau}^{[e]} \sim q_\tau(x_0)$ that completely determine the $N_{\text{ens}}$ trajectories. The analysis probability density eq. (5) has the following gradient-log-likelihood:

$$\nabla_{x_0} \log \mathcal{P}^a(x_0) = \nabla_{x_0} \log \mathcal{P}^b(x_0) + \sum_{i=0}^{K} M_{0,i}^*(x_0) \nabla_{x_i} \log \mathcal{P}^{\text{obs}}_i(y_i | x_i) \big|_{x_i = M_{0,i}(x_0)},$$

where $M_{0,i}^*(x_0) := (dM_{0,i}(x_0)/dx_0)^T$ is the adjoint model operator [20]. To compute the optimal drift eq. (15) at each synthetic time $\tau$ we proceed as follows. Evaluation of the posterior gradient-log-density values $\nabla_{x_0} \log \mathcal{P}^a(x_{0\tau}^{[e]})$ requires $N_{\text{ens}}$ forward model runs, followed by $N_{\text{ens}}$ adjoint model runs, each started from a different initial condition $x_{0\tau}^{[e]}$ (and all computed independently). A parametric approximation of $q_\tau(x_0)$ is constructed as in the filtering case, and the corresponding gradient-log-density values $\nabla_{x_0} \log q_\tau(x_{0\tau}^{[e]})$ are calculated; this term does not require additional model runs.

Remark 5 (VFPS). We use the notation VFPS to refer to a VFP smoother. The computations of gradient-log-density values are repeated for each synthetic time $\tau$, i.e., for each iteration of the underlying gradient-based minimization of the KL divergence eq. (13). From this discussion it becomes clear that the “strong-constraint VFPS” algorithm is equivalent to an ensemble of $N_{\text{ens}}$ coupled strong-constraint four dimensional variational (4D-Var) runs. However, while traditional 4D-Var computes a maximum a posteriori estimate of the initial condition $x_0^a$, VFPS rigorously computes a sample from the posterior distribution. The coupling between particles makes VFPS different, and more rigorous, than the “ensemble of 4D-Vars” [47] sampling approach.
In case of an imperfect model eq. (3) with model errors \( \eta_i \sim P_M^\eta(\eta) \) the “weak-constraint” data assimilation \([69]\) is performed in the space of model trajectories. The ensemble of particles \( X_\tau \in \mathbb{R}^{N_{\text{state}} \times N_{\text{ens}}} \) eq. (6) consists of \( N_{\text{ens}} \) trajectories \( x^{[e]}_{0:K,\tau} \sim q_\tau(x_{0:K}) \). Assuming that model errors at different times are independent of each other, and of observation errors, the analysis gradient-log-likelihood eq. (5) is:

\[
\nabla_{x_i} \log P_a(x^{[e]}_{0:K}) = \nabla_{x_i} \log P_b(x_i) + \nabla_{x_i} \log P^{\text{obs}}(y_i | x_i) - \nabla_{\eta} \log P^{M}_i (x_i - M^-_{i-1} x_{i-1}) - M^*_{i,i+1}(x_i) \nabla_{\eta} \log P^{M}_i (x_{i+1} - M_{i,i+1}(x_i)).
\]

To compute the optimal drift eq. (29), parametric approximations of the distribution \( q_\tau(x_{0:K}) \) are needed. Under the approximation that current state probability densities at different physical times are independent, \( q_\tau(x_{0:K}) \approx \prod_{i=0}^K q_\tau(x_i) \), one constructs parametric approximations of \( q_\tau(x_i) \) for each physical time, and computes \( \nabla_{x_i} \log q_\tau(x^{[e]}_i) \) as in the filtering case. Evaluation of the posterior gradient-log-density values \( \nabla_{x_i} \log P_a(x^{[e]}_{0:K}) \) for each physical time \( i = 0, \ldots, K \) requires computing solution differences \( x^{[e]}_{i+1} - M_{i,i+1}(x_i) \), and applying adjoint operators \( M^*_{i,i+1}(x_i) \). The state \( x^{[e]}_{i,\tau} \) of each particle \( e \) at each physical time \( i \) moves under the flow of a different McKean-Vlasov-Itô process eq. (28), which makes the entire computation highly parallelizable. As in remark \([3]\), it is clear that the “weak-constraint VFPS” algorithm is equivalent to an ensemble of \( N_{\text{ens}} \) coupled weak-constraint 4D-Var \([69]\) runs.

### 3.5. Selection of the diffusion term

To complete the description of the stochastic dynamics eq. (28) one needs to select the diffusion term \( \sigma(\tau, x) \). Recall that the optimal drift eq. (15) depends on the diffusion term, however the resulting Fokker-Planck equation eq. (16) does not. Nevertheless, the choice of \( \sigma(\tau, x) \) does impact the implementation of the algorithm, as well as its practical performance, given the finite number of particles and the different approximations made when reconstructing probability densities. The trivial choice \( \sigma(\tau, x) \equiv 0 \) can be made to ensure deterministic particle dynamics. Using the optimal drift eq. (15) the process eq. (28) becomes:

\[
\frac{d}{d\tau} x^{[e]}_\tau = -A_\tau \nabla_{x} \log \frac{q_\tau(x^{[e]}_\tau)}{P_a(x^{[e]}_\tau)}, \quad x^{[e]}_0 = x^{[e]b}, \quad e = 1, \ldots, N_{\text{ens}}.
\]

Our experience with running the experiments indicate that, during the first data assimilation cycles, the deterministic VFP method eq. (32) successfully transforms particles from background samples into analysis samples. However, after multiple assimilation cycles, the performance of the filter deteriorates considerably due to the phenomenon of particle collapse. Using stochastic dynamics, i.e., a non-zero diffusion \( \sigma(\tau, x) \), is akin to performing rejuvenation in particle filters \([3, 57, 62]\), and presents a natural approach to alleviate this problem.
Since particles are physical model states, the choice of the diffusion term should ensure that the stochastic perturbations $\sigma(\tau, x) dW_\tau$ do not push the particle states outside physical regimes. These perturbations should respect the scaling of different components, correlations between variables, and the quasi-equilibria of the system. To this end, a reasonable choice is to use a scaled square root of the forecast particle covariance ($\sigma(\tau, x) = \alpha (P^b)^{1/2}$), or of the current particle covariance ($\sigma(\tau, x) = \alpha \text{Cov}[x_\tau]^{1/2}$), or of a climatological covariance ($\sigma(\tau, x) = \alpha B^{1/2}$), where $\alpha$ is a scaling parameter. An approximation to the square root of the forecast covariance is given by the scaled ensemble anomalies ($\alpha (P^b)^{1/2} = (N_{\text{ens}} - 1)^{-1/2}(X^b - \bar{x}^b)$), in which case the stochastic perturbations are similar to the rejuvenation done in ETPF \cite{53}. A similar approximation can be employed for the square root of the current particle covariance. Note that choosing the diffusion matrix $\sigma(\tau, x, q)$ to be independent of the states, makes $d = \text{div} D = 0$, and simplifies the drift computation.

3.6. Regularization of the particle flow

With a finite number of particles in a large state space, particle and ensemble filters may suffer from ensemble collapse. As discussed in Section 3.5, the stochastic diffusion in VFP plays a role similar to that of particle rejuvenation in traditional particle filters. However, since the diffusion is dependent on many parameters, there is no guaranteed prevention of ensemble collapse. For this, we consider a regularization of the particle flow, which adds an additional drift term to the dynamics in eq. (9), that favors particle spread in the state space. Thus, the resulting drift has one component that pushes the particles toward a sample of the posterior, by minimizing the KL divergence eq. (12), and a regularization component that pushes the particles apart.

3.6.1. General considerations and particle interaction

A sequence of random variables whose joint distribution is invariant under any reordering is called exchangeable \cite{54}. This concept is weaker than independent and identically distributed (i.i.d) as all i.i.d sequences are trivially exchangeable, while the vice versa is not true.

Similar to \cite{63}, an ensemble of particles $X \in \mathbb{R}^{N_{\text{state}} \times N_{\text{ens}}}$ eq. (6) is treated as one large system of interacting particles, defined by a state vector

$$\mathcal{X} = \left[ x^{[1]T}, x^{[2]T}, \ldots, x^{[N_{\text{ens}}]T} \right]^T \in \mathbb{R}^{N_{\text{ens}}N_{\text{state}} \times 1}. \quad (33)$$

The current and background ensembles are denoted by $\mathcal{X}_\tau$ and $\mathcal{X}^b$ respectively. When using a finite number of particles, section 3.3 and section 3.4 talk about the optimal drift term that depends on the entire ensemble as we build parametric approximations of $P^a$ and $q_\tau$. With some abuse of notation let $P^a(x, \mathcal{X}^b)$, $q_\tau(x, \mathcal{X}_\tau)$ also denote the reconstructed probabilities, where their dependency on the ensembles used to fit parameters is made explicit.
Remark 6. The functional dependency on \(q_\tau\) becomes a dependency on \(\mathbf{x}_\tau\) via the parametric estimation of \(q_\tau\). The general drift \(\mathbf{F}(\tau, \mathbf{x}_\tau, q_\tau)\) and diffusion \(\sigma(\tau, \mathbf{x}_\tau, q_\tau)\) terms are represented in parametric form as \(\mathbf{F}(\tau, \mathbf{x}_\tau, \mathbf{X}_\tau)\) and \(\sigma(\tau, \mathbf{x}_\tau, \mathbf{X}_\tau)\), respectively, which results in a coupling of particle dynamics.

Remark 7. If \(\mathbf{X}\) denotes the vector of all particles, let \(\mathbf{X}^\dagger\) be the vector assembled from particles in a different order. Since the estimated distributions are independent of the sampling order we have \(\sigma(\tau, \mathbf{x}, \mathbf{X}^\dagger) = \sigma(\tau, \mathbf{x}, \mathbf{X})\), \(q_\tau(\mathbf{x}, \mathbf{X}^\dagger) = q_\tau(\mathbf{x}, \mathbf{X})\), \(\mathcal{A}_\tau(\mathbf{X}^\dagger) = \mathcal{A}_\tau(\mathbf{X})\), and \(\mathcal{P}^{\text{a}}(\mathbf{x}, \mathbf{X}^\dagger) = \mathcal{P}^{\text{a}}(\mathbf{x}, \mathbf{X})\).

Using eq. (30), the optimal drift eq. (29) for each individual particle is:

\[
\mathbf{F}(\tau, \mathbf{x}_\tau, \mathbf{X}_\tau) = A_\tau(\mathbf{X}_\tau) \nabla_x \log \mathcal{P}^{\text{a}}(\mathbf{x}, \mathbf{X}^\dagger)|_{x=x_\tau} + (\mathbf{D}(\tau, \mathbf{x}_\tau, \mathbf{X}_\tau) - A_\tau(\mathbf{X}_\tau)) \nabla_x \log q_\tau(\mathbf{x}, \mathbf{X}_\tau)|_{x=x_\tau} + d(\tau, \mathbf{x}_\tau, \mathbf{X}_\tau),
\]

and the McKean-Vlasov-Itô process in eq. (28), defined for all particles, coupled in the large state space \(\mathbb{R}^{\text{ens} \times \text{state}}\) eq. (33):

\[
d\mathbf{x}_\tau[e] = \mathbf{F}(\tau, \mathbf{x}_\tau[e], \mathbf{X}_\tau) \, d\tau + \sigma(\tau, \mathbf{x}_\tau[e], \mathbf{X}_\tau) \, d\mathbf{W}_\tau, \quad e = 1, \ldots, \text{ens}. \tag{34b}
\]

Let \(\Omega_\tau(\mathbf{X})\) be the joint probability density of \(\mathbf{x}_\tau\) on \(\mathbb{R}^{\text{ens} \times \text{state}}\) evolving under the process (34b). Using Remark 6, the dynamics of each particle does not change under a particle reordering \(\mathbf{X}^\dagger\). Consequently, the joint probability distribution remains unchanged by reordering, \(\Omega_\tau(\mathbf{X}^\dagger) = \Omega_\tau(\mathbf{X})\), and the particles \(\mathbf{x}_\tau[e]\) advanced by eq. (34b) are exchangeable random variables at any synthetic time \(\tau\). Therefore the marginal probability densities of all particles are equal to each other and given by \(q_\tau\). We now define the following coupling term:

\[
r_\tau(\mathbf{X}) := \Omega_\tau(\mathbf{X}) / \prod_{e=1}^{\text{ens}} q_\tau(\mathbf{x}_\tau[e]), \tag{35}
\]

to relate the marginal and the joint probability densities. Next, we compute the optimal drift eq. (15) for the system given in eq. (34). The goal is to push particles toward i.i.d. samples from the posterior, therefore the target probability density on \(\mathbb{R}^{\text{ens} \times \text{state}}\) is \(\mathcal{P}^{\text{a}}(\mathbf{X}) = \prod_{e=1}^{\text{ens}} \mathcal{P}^{\text{a}}(\mathbf{x}_\tau[e])\). Extending the formula eq. (15), the \(e\)-th component of the optimal drift for the coupled particles is:

\[
\hat{\mathbf{F}}(\tau, \mathbf{x}_\tau[e], \mathbf{X}_\tau) = A_\tau \nabla_{\mathbf{x}_\tau[e]} \left( \sum_{j=1}^{\text{ens}} \log \mathcal{P}^{\text{a}}(\mathbf{x}_\tau[j], \mathbf{X}_\tau) \right) + \nabla_{\mathbf{x}_\tau[e]} \mathbf{D}(\tau, \mathbf{x}, \mathbf{X}_\tau)|_{\mathbf{x} = \mathbf{x}_\tau[e]}
\]

\[
+ (\mathbf{D}(\tau, \mathbf{x}_\tau[e], \mathbf{X}_\tau) - A_\tau) \nabla_{\mathbf{x}_\tau[e]} \left( \sum_{j=1}^{\text{ens}} \log q_\tau(\mathbf{x}_\tau[j], \mathbf{X}_\tau) + \log r_\tau(\mathbf{X}_\tau) \right),
\]
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and using the optimal single-particle drift eq. (34a) gives:

\[
\hat{F}(\tau, \mathbf{x}^e, \bar{\mathbf{x}}_\tau) = F(\tau, \mathbf{x}^e, \bar{\mathbf{x}}_\tau) + \nabla^T \times \hat{\mathbf{D}}(\tau, \mathbf{x}, \bar{\mathbf{x}}_\tau) \big|_{\mathbf{x}=\mathbf{x}^e} \\
+ (\mathbf{D}(\tau, \mathbf{x}^e, \bar{\mathbf{x}}_\tau) - \mathbf{A}_\tau) \left( \sum_{j=1}^{N_{\text{ens}}} [\nabla_{\mathbf{x}_j} \log q_r(\mathbf{x}^{[j]}_\tau, \bar{\mathbf{x}}_\tau)]_e + \nabla_{\mathbf{x}^e} \log r_r(\bar{\mathbf{x}}_\tau) \right).
\]

(36)

The optimal drift for the system of particles eq. (36) acts on each particle \( e \) with a force equal to the optimal drift for an individual particle eq. (34), plus an additional term that “corrects” for the finite number of particles. This additional term contains: (1) the gradient-log of the probability coupling term eq. (35), \( \nabla_{\mathbf{x}^e} \log r_r(\bar{\mathbf{x}}_\tau) \), (2) the component of the gradient of the current distribution with respect to the ensemble used in parameterization \( \nabla_{\mathbf{x}_j} \log q_r(\mathbf{x}^{[j]}_\tau, \bar{\mathbf{x}}_\tau) \), and (3) the divergence component of the diffusion with respect to parameterization \( \nabla^T \times \hat{\mathbf{D}} \). The gradient-log \( \nabla_{\mathbf{x}^e} \log r_r(\bar{\mathbf{x}}_\tau) \) of the probability coupling term is a forcing that nudges the particles toward becoming independent samples.

Example 1. Consider the case of Langevin dynamics where \( \mathbf{A}_\tau = \mathbf{D}(\tau, \bar{\mathbf{x}}_\tau) \) is the empirical covariance of the current ensemble. We have (see also [53]):

\[
\mathbf{D}(\tau, \bar{\mathbf{x}}_\tau) = \frac{1}{N_{\text{ens}} - 1} \sum_{i=1}^{N_{\text{ens}}} (\mathbf{x}^{[i]}_\tau - \sum_{j=1}^{N_{\text{ens}}} \mathbf{x}^{[j]}_\tau / N_{\text{ens}}) (\mathbf{x}^{[i]}_\tau - \sum_{j=1}^{N_{\text{ens}}} \mathbf{x}^{[j]}_\tau / N_{\text{ens}})^T,
\]

\[
\nabla^T \times \hat{\mathbf{D}}(\tau, \bar{\mathbf{x}}_\tau) = \frac{1}{2(N_{\text{ens}} - 1)} (\mathbf{x}^e_\tau - \sum_{j=1}^{N_{\text{ens}}} \mathbf{x}^{[j]}_\tau / N_{\text{ens}}),
\]

\[
\hat{F}(\tau, \mathbf{x}^e_\tau, \bar{\mathbf{x}}_\tau) = F(\tau, \mathbf{x}^e_\tau, \bar{\mathbf{x}}_\tau) + \frac{1}{2(N_{\text{ens}} - 1)} (\mathbf{x}^e_\tau - \sum_{j=1}^{N_{\text{ens}}} \mathbf{x}^{[j]}_\tau / N_{\text{ens}}).
\]

Example 2. Consider the case of a multivariate Gaussian probability density with known statistics (no empirical statistics are used for parameterization, and therefore the corresponding derivatives with respect to parametrization ensembles are zero):

\[
\Omega_r(\mathbf{x}) = \mathcal{N}\left( \mathbf{x} \mid \bar{\mathbf{x}}_\tau, \begin{bmatrix} \mathbf{P}_{\tau} & \cdots & \mathbf{P}_{\tau} \\ \vdots & \ddots & \vdots \\ \mathbf{P}_{\tau} & \cdots & \mathbf{P}_{\tau} \end{bmatrix} \right), \quad \bar{\mathbf{x}}_\tau = \begin{bmatrix} \mathbf{x}_\tau \\ \vdots \end{bmatrix}.
\]

(37)

All particle means \( \bar{\mathbf{x}}_\tau \), covariances \( \mathbf{P}_{\tau} \), and cross-covariances \( \mathbf{P}_{\tau} \) are equal due to exchangeability. Marginalizing eq. (37) leads to the density of each particle:

\[
q_r(\mathbf{x}) = \mathcal{N}(\mathbf{x} \mid \bar{\mathbf{x}}_\tau, \mathbf{P}_{\tau}).
\]

The coupling term eq. (35) reads:

\[
r_r(\mathbf{x}) \propto \exp \left( -\frac{1}{2} (\mathbf{x} - \bar{\mathbf{x}}_\tau)^T \mathbf{C}_r(\mathbf{x} - \bar{\mathbf{x}}_\tau) \right)
\]

(38)
where the precision matrix $\mathbf{C}_\tau$ is given by

$$
\mathbf{C}_\tau = \begin{bmatrix}
C_{\tau} & \ldots & \hat{C}_{\tau} \\
\vdots & \ddots & \vdots \\
\hat{C}_{\tau} & \ldots & C_{\tau}
\end{bmatrix} = \left( \begin{bmatrix} P_{\tau} & \ldots & \hat{P}_{\tau} \\
\vdots & \ddots & \vdots \\
\hat{P}_{\tau} & \ldots & P_{\tau}\end{bmatrix}^{-1} - \begin{bmatrix} P_{\tau} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & P_{\tau}\end{bmatrix}^{-1} \right),
$$

(39)

with elements

$$
\hat{C}_{\tau} := P_{\tau}^{-1} \hat{P}_{\tau} \left( \frac{1}{N_{\text{ens}} - 1} P_{\tau} + \frac{N_{\text{ens}} - 2}{N_{\text{ens}} - 1} \hat{P}_{\tau} P_{\tau}^{-1} \hat{P}_{\tau} \right)^{-1},
$$

$$
C_{\tau} = P_{\tau}^{-1} \hat{P}_{\tau} \hat{C}_{\tau},
$$

$$
\hat{C}_{\tau} = -\frac{1}{N_{\text{ens}} - 1} \tilde{C}_{\tau}.
$$

If the particles are independent, i.e., $\hat{P}_{\tau} = 0$ in eq. (37), then $\log r_{\tau} \equiv 0$ eq. (38).

The log gradient of the coupling term eq. (38) for each particle is given by

$$
\nabla_{x[e]} \log r_{\tau}(x) = -C_{\tau}(x[e] - x_{\tau}) - \frac{1}{2} \hat{C}_{\tau} \sum_{i=1}^{N_{\text{ens}}} (x[i] - x_{\tau})
$$

$$
= - \left( C_{\tau} - \frac{1}{2} \hat{C}_{\tau} \right) (x[e] - x_{\tau}) + \frac{N_{\text{ens}}}{2(N_{\text{ens}} - 1)} \hat{C}_{\tau} \left( \sum_{i=1}^{N_{\text{ens}}} x[i] / N_{\text{ens}} - x_{\tau} \right).
$$

The first term is a force that pushes the particle away from the ensemble mean, therefore favoring ensemble spread. The second term, applied equally to all particles, is the random sampling error for particle mean, scaled by a factor that remains bounded for $N_{\text{ens}} > 1$ (note that $C_{\tau}$ is bounded for $N_{\text{ens}} > 1$).

The drift term eq. (36) that corrects for a finite number of particles while maintaining the ensemble spread is difficult to estimate. For this reason, we consider modeling the interaction between particles via an interaction potential, and modifying the optimal drift such as to ensure particle independence and hence, maintain its spread.

### 3.6.2. Modeling the particle interaction and regularization

Let $\kappa : \mathbb{R}^{N_{\text{state}} \times N_{\text{state}}} \to \mathbb{R}$ be a smooth potential function that models the interaction between particles (specifically, $\kappa(x, \hat{x})$ represents the interaction potential between $x$ and $\hat{x}$). We add to the KL divergence functional a regularization term given by the average potential:

$$
\hat{D}_{\text{KL}}(q_{\tau} \| \mathcal{P}^a) = D_{\text{KL}}(q_{\tau} \| \mathcal{P}^a) + \beta_{\tau} I_{\tau}, \quad I_{\tau} = \mathbb{E}_{x, \hat{x} \sim q_{\tau}} [\kappa(x, \hat{x})],
$$

(40)

where the parameter $\beta_{\tau}$ is a pseudo-time dependent scalar that determines the strength of the regularization term. Minimization of (40) decreases $D_{\text{KL}}(q_{\tau} \| \mathcal{P}^a)$, therefore pushes particles toward the posterior, but also decreases the interaction between particles.

**Example 3 (Mutual information).** Mutual information, a non-negative real number, seeks to measure the independence of two random variables with zero
indicating independence and any other value indicating the degree of dependence. We assume that the coupling eq. (35) of $N_{\text{ens}}$ exchangeable random variables is well described by a smooth coupling between pairs of random variables $r_\tau(x^j, x^i)$ with $j \neq i$. Let two distinct particles with joint probability $\Omega_\tau(\cdot, \cdot)$, marginals $q_\tau(\cdot)$, and coupling term $r_\tau(\cdot, \cdot)$ eq. (35). The mutual information [18] between the two distinct particles (random variables) is given by

$$I_\tau = - \int_\Omega \int_\Omega \Omega_\tau(x, \tilde{x}) \log \left( \frac{\Omega_\tau(x, \tilde{x})}{q_\tau(x)q_\tau(\tilde{x})} \right) \, dx \, d\tilde{x} = E_{x, \tilde{x} \sim q_\tau} [\kappa(x, \tilde{x})],$$

where $\kappa(x, \tilde{x}) = -r_\tau(x, \tilde{x}) \log r_\tau(x, \tilde{x})$.

Minimizing the regularized KL divergence [40] pushes particles toward the posterior, but also nudges particles toward independence.

Following the same reasoning as in Theorem 1, the optimal drift $\hat{F}$ that minimizes the regularized KL divergence eq. (40) is given by

$$\hat{F}(\tau, x, q_\tau) = F(\tau, x, q_\tau) - \beta_\tau A_\tau E_{x \sim q_\tau} [\nabla_x \kappa_\tau(x, \tilde{x})],$$

(41)

where $F(\tau, x, q_\tau)$ is the optimal drift without regularization [15].

**Remark 8.** Discretization of eq. (41) using $N_{\text{ens}}$ particles leads to the following drift acting on each particle $e = 1, \ldots, N_{\text{ens}}$:

$$\hat{F}(\tau, x^e, \tilde{x}^e) = F(\tau, x^e, \tilde{x}^e) - \frac{\beta_\tau}{N_{\text{ens}}} A_\tau \sum_{i=1 \atop i \neq e}^{N_{\text{ens}}} \nabla_{x^i} \kappa_\tau(x^e, x^i).$$

(42)

The negative gradient $-\nabla_{x^e} \kappa_\tau(x^e, x^i)$ in eq. (42) can be viewed as the corresponding repelling regularization force between particles $e$ and $i$, exerted on particle $e$; we do not include a repelling force of a particle on itself. This also holds true in the Gaussian case, as seen in eq. (38).

The Fokker-Planck-Vlasov equation under the regularized drift eq. (41) is:

$$\frac{\partial q_\tau(x)}{\partial \tau} = - \text{div} \left( q_\tau(x) A_\tau \nabla_x \left( \log \frac{p^\tau(x)}{q_\tau(x)} - \beta_\tau E_{x' \sim q_\tau} [\kappa_\tau(x, x')] \right) \right),$$

(43)

and its stationary distributions are characterized by

$$\log \frac{p^\tau(x)}{q_\infty(x)} - \beta_\infty E_{x' \sim p^\tau} [\kappa_\tau(x, x')] = \text{const (w.r.t. $x$)}.$$

One strategy to ensure that the stationary distribution is the posterior is to decrease the strength of the regularization as the inference progresses, $\lim_{\tau \to \infty} \beta_\tau = \beta_\infty = 0$. The alternative strategy is to choose the regularization potential such as to satisfy $E_{x' \sim p^\tau} [\kappa_\tau(x, x')] = \text{const (w.r.t. $x$)}.
Remark 9. The regularized Fokker-Planck-Vlasov equation eq. (43) describes the evolution of the probability density for particles subject to an interacting potential \( \beta \tau \kappa(x, \hat{x}) \) \([24, 33]\). The regularized drift eq. (41) gives the corresponding McKean-Vlasov-Itô process eq. (9) that accounts for particle interactions. If the interaction potential has the form \( \kappa(x, \hat{x}) = V(x - \hat{x}) \) the potential term in eq. (43) is the convolution \( \beta \tau \nabla_x V * q \tau \) \([24, 33]\).

The addition of a regularizer, or equivalently an interaction potential, is a qualitatively correct description of the particle dynamics \([36]\). The selected potential function \( \kappa \) models the particle interactions in \([36]\).

Example 4 (Coulomb potential). The numerical experiments in this paper use the Coulomb potential, and the corresponding repulsive electrostatic forces:

\[
\kappa(x^e, x^i) = \frac{1}{\|x^e - x^i\|^2}, \quad \nabla_{x^e} \kappa(x^e, x^i) = -\frac{x^e - x^i}{\|x^e - x^i\|^3}. \tag{44}
\]

Intuitively, this can be seen as a repelling force in a system of electrons (particles in our case), where the pairwise force increases with a decrease in the distance between the said pairwise particles.

3.7. Numerical time integration of particle dynamics

We now consider the numerical integration of the interacting particle system of eq. (45), which is challenging due to stiffness \([63]\) and the presence of stochastic forcing.

\[
\frac{dX}{\tau} = \mathcal{F}(\tau, X[\tau]) \, d\tau + \mathcal{G}(\tau, X[\tau]) \, d\mathcal{W}[\tau],
\]

\[
\mathcal{F}(\tau, X[\tau]) := [\hat{F}(\tau, x^1[\tau], q_\tau)^T, \ldots, \hat{F}(\tau, x^N_{\text{ens}}[\tau], q_\tau)^T]^T, \tag{45}
\]

\[
\mathcal{G}(\tau, X[\tau]) := \text{blkdiag}_{e=1}^{N_{\text{ens}}} \{\sigma(\tau, x^e[\tau], q_\tau)\},
\]

where the drift term \( \mathcal{F} : \mathbb{R}^+ \times \mathbb{R}^{N_{\text{state}}N_{\text{ens}}} \rightarrow \mathbb{R}^{N_{\text{state}}N_{\text{ens}}} \) consists of the optimal regularized drifts for each particle eq. (42) with electrostatic regularization eq. (44), the diffusion term \( \mathcal{G} : \mathbb{R}^+ \times \mathbb{R}^{N_{\text{state}}N_{\text{ens}}} \rightarrow \mathbb{R}^{N_{\text{state}}N_{\text{ens}} \times M_{\text{ens}}} \) is a block diagonal matrix with the diffusion terms for each particle on the diagonal, and \( \mathcal{W}[\tau] \in \mathbb{R}^{M_{\text{ens}}} \) is a Wiener process. For this purpose, we propose a implicit-explicit (IMEX) partitioning of the dynamics. Specifically, the drift is chosen to be the stiff component evolved implicitly, and the diffusion to be the non-stiff component evolved explicitly. We note that an IMEX approach was also considered in \([31]\) to solve the particular case of Langevin dynamics. Since we are interested in converging to steady state, time accuracy of the integration is not important, and so, a low order scheme will suffice. We restrict ourselves to considering linearly implicit methods that require one Jacobian calculation and one linear solve per step. To this end, we consider the Rosenbrock-Euler-Maruyama (REM) scheme \([37]\) where the stiff partition is evolved using the Rosenbrock-Euler method and the non-stiff partition using the Euler-Maruyama method.
Particles are advanced from \( \tau \) to \( \tau + \Delta \tau \) as follows:

\[
\mathbf{x}_{\tau+\Delta \tau} = \mathbf{x}_\tau + \Delta \tau \left( \mathbf{I}_{\text{stat, ens}} - \Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) \right)^{-1} \mathbf{f}(\tau, \mathbf{x}_\tau) + \sqrt{\Delta \tau} \mathbf{G}(\tau, \mathbf{x}_\tau) \mathbf{\xi}_\tau,
\]

where \( \mathbf{\xi}_\tau \sim \mathcal{N}(0, \mathbf{I}_{\text{MN, ens}}) \).

**Theorem 3.** The Rosenbrock-Euler-Maruyama time discretization eq. (46) for SDEs has strong order \( O(\Delta \tau^{\frac{3}{2}}) \).

**Proof.** Consider the Rosenbrock-Euler-Maruayama discretization given by

\[
\mathbf{x}_{\tau+\Delta \tau} = \mathbf{x}_\tau + \Delta \tau \left( \mathbf{I} - \Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) \right)^{-1} \mathbf{f}(\tau, \mathbf{x}_\tau) + \sqrt{\Delta \tau} \mathbf{G}(\tau, \mathbf{x}_\tau) \mathbf{\xi}_\tau.
\]

and the Neumann series expansion of \( (\mathbf{I} - \Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau))^{-1} \), given by

\[
(\mathbf{I} - \Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau))^{-1} = \mathbf{I} + \Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) + \Delta \tau^2 (\nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau))^2 + O(\Delta \tau^3).
\]

For the Neumann series in eq. (48) to be convergent (and valid), we need \( \|\Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau)\| < 1 \) where \( \|\cdot\| \) can be any matrix norm. Firstly, from the existence and uniqueness conditions for the solution of eq. (45), we assume that \( \mathbf{f}(\tau, \mathbf{x}_\tau) \) is Lipschitz continuous in \( \mathbf{x} \). This means that there is a constant upper bound on \( \|\nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau)\| \leq K \). Secondly, whenever \( \Delta \tau < \frac{1}{K} \), \( \|\Delta \tau \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau)\| < 1 \), making the series in eq. (48) convergent.

Putting eq. (48) back in eq. (47), we have

\[
\mathbf{x}_{\tau+\Delta \tau} = \mathbf{x}_\tau + \Delta \tau \mathbf{f}(\tau, \mathbf{x}_\tau) + \Delta \tau^2 \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) \mathbf{f}(\tau, \mathbf{x}_\tau) + O(\Delta \tau^3) + \sqrt{\Delta \tau} \mathbf{G}(\tau, \mathbf{x}_\tau) \mathbf{\xi}_\tau,
\]

which is equivalent to the standard Euler-Maruyama scheme with additional \( O(\Delta \tau^2) \) terms. The standard Euler-Maruyama scheme is known to have strong order \( O(\Delta \tau) \). Hence, the Rosenbrock-Euler-Maruyama also has strong order \( O(\Delta \tau^{\frac{3}{2}}) \).

The analytical computation of the Jacobian \( \nabla_x \mathbf{f} \) is expensive, since each component of the function \( \mathbf{f} \) depends on all particles via the parameterizations of the underlying probability densities. It is reasonable to approximate the Jacobian by a block diagonal matrix with:

\[
\nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) \approx \text{blkdiag}_{e=1...\text{ens}} \left\{ \nabla_x \mathbf{f}(\tau, \mathbf{x}_\tau) \big|_{\mathbf{x} = \mathbf{x}^{[e]}} \right\},
\]

which means that a linearly implicit integration is carried out for each particle separately. Assuming the diffusion terms are non-stiff we leave out their derivatives from the approximate Jacobian. From eq. (15), eq. (42), we have
the approximation
\[
\nabla_x \hat{F}(\tau, x, \mathbf{x}) \bigg|_{x=x_0} \approx A \tau \nabla^2 x \log P(a(x_0)) + (D(\tau, x_1) - A \tau) \nabla^2 x \log q_\tau(x_1)
\]
\[
- \frac{\beta}{N_{\text{ens}}} \sum_{i \neq c} \nabla^2 x_0 \kappa_\tau(x, x_1) \bigg|_{x=x_0}
\]

To avoid the above approximation altogether, we use a finite difference approximation of Jacobian-vector products, and solve the linear system eq. (46) by GMRES [66]. We refer the reader to [73] for more details. This is not only less expensive, but potentially captures the parametric interactions not captured by the analytical derivatives above. However, these methods can be time-consuming for large systems, and thus, while this is a step in the right direction, the numerical solution of particle dynamics remains an open problem.

In the limit of large ensemble sizes \( N_{\text{ens}} \rightarrow \infty \), the expected value of the state evolves deterministically, leading to the following termination condition:
\[
\| \mathbf{x}_{\tau,*} + \Delta \tau - \mathbf{x}_\tau \| < \epsilon \Delta \tau.
\] (51)
Specifically, the time integration is stopped at some finite time \( \tau_* \) when the change in the statistical mean \( \mathbf{x}_\tau \) of the particles \( \mathbf{X}_\tau \) relative to step-size \( \Delta \tau \) is within a desired tolerance threshold \( \epsilon \), indicating the attainment of a steady state. We also refer the reader to [19] for other ideas on time integration of particle flows.

### 4. Applying localization and covariance shrinkage in the VFP framework

As the prior and intermediate distributions are parameterized, certain assumptions on the distributions require the empirical estimation of the respective covariance matrices. In high dimensional systems, when \( N_{\text{ens}} \ll N_{\text{state}} \), the estimated covariance is of low-rank and exhibits spurious correlations between the states. To alleviate this effect, we use the fact that in most spatially-distributed systems the correlations between any two random states decreases with an increase in physical distance. The flexibility of the VFP formulation allows to employ covariance localization and shrinkage to deal with inaccurate covariance estimates.

#### 4.1. Local formulation of the McKean-Vlasov-Itô process

If the errors in two states \( x_{\tau,i} \) and \( x_{\tau,j} \) are conditionally independent, then the corresponding entry in the precision (inverse covariance) matrix is zero [52]. This implies that the Bayesian updates of a state \( x_{\tau,i} \) depend strongly only on a subset of other variables; we denote by \( \ell_i \in \{1, \ldots, N_{\text{state}}\} \) the set of indices of these variables. Let \( \mathbf{X}_{\tau,(\ell_i)} := \mathbf{X}_\tau(\ell_i,:) \in \mathbb{R}^{\ell_i \times N_{\text{ens}}} \) be the local ensemble of the subset of states that influence \( x_{\tau,i} \) and \( \hat{x}_{\tau,(\ell_i)} = \text{vec} (\mathbf{X}_{\tau,(\ell_i)}) \).

To perform a local update, the McKean-Vlasov-Itô process must be formulated locally. Specifically, one computes the drift and diffusion terms in eq. (34b).
for each variable based on probability density estimates that use only local information. Formally, for all particles $\ell = 1, \ldots, N_{\text{ens}}$, the McKean-Vlasov-Itô process for each state $i = 1, \ldots, N_{\text{state}}$ is:

$$
\text{d}x_{\tau,i}^{[\ell]} = e_i^T F(\tau, x_{\tau,(\ell_i)}) \text{d}\tau + e_i^T \sigma(\tau, x_{\tau,(\ell_i)}, x_{\tau,(\ell_i)}) \text{d}W_{\tau},
$$

where $e_i$ is the $i$-th standard basis vector. This ensures that the $i$-th state is updated using only information from a local set of states, designated by the subset of indices $\{\ell_i\}$. Equation (52) performs a local update of particle states.

### 4.2. Local updates with Schur-product localization

Schur-product localization \cite{6, 56} performs an element-wise product of the empirical covariance $P_{\tau}$ with a decorrelation matrix $C$ that reduces the cross covariance between distant states \cite{30}, to obtain a localized covariance $P_{\tau}^{\text{loc}} = P_{\tau} \circ C$. Each element $C_{i,j} = \rho(d(i,j)/r)$ decreases with the physical distance $d(i,j)$ between the corresponding state variables, where $\rho(\cdot)$ is a chosen decorrelation function whose parameter $r$ is the decorrelation radius. In our experiments, we use a combination of both local updates along with Schur-product localization using the Gaspari-Cohn decorrelation function \cite{30} with a compact support, leading to a small set of influence variables $\ell_i = \{j : \rho(d(i,j)/r) > 0\}$, and a sparse local decorrelation matrix $C_{\tau,(\ell_i)}$. Using the corresponding local anomalies $A_{\tau,(\ell_i)}$, one computes a localized covariance $P_{\tau}^{\text{loc}} = (A_{\tau,(\ell_i)} A_{\tau,(\ell_i)}^T) \circ C_{\tau,(\ell_i)}$ eq. (8) about state $i$. For a Gaussian assumption on the intermediate distribution, a localized version of $\nabla_x \log q_{\tau}$ for state $i$ is

$$
\nabla_x \log q_{\tau}(x_{\tau}) = -e_i^T (P_{\tau,(\ell_i)}^{\text{loc}})^{-1} (x_{\tau,(\ell_i)} - x_{\tau,(\ell_i)}).
$$

The diffusion is chosen as a scaled square root of a localized climatological covariance $\sigma(\tau, x_{\tau,(\ell_i)}^[,], x_{\tau,(\ell_i)}) = \alpha (B_{\tau,(\ell_i)}^{\text{loc}})^{1/2}$. Similarly, using only the local set of states, we estimate the regularization term. The Wiener process is different for each state $i$ and potentially lives in a smaller dimension. This allows the states to be updated in parallel for both the filtering and smoothing cases. We name localized VFP($\cdot, \cdot$) filters as LVFP($\cdot, \cdot$) and localized smoothers as LVFPS($\cdot, \cdot$). However, the localization approach can quickly turn expensive due to the sheer number of computations involved. We propose an alternate method using covariance shrinkage for the Gaussian formulation.

### 4.3. Covariance shrinkage

When the analysis and intermediate distributions in the drift eq. (29) are assumed Gaussian (see table 1), covariance shrinkage \cite{15} can be used to alleviate the effect of spurious covariance estimates \cite{51}. We have specifically used the Rao-Blackwell Ledoit-Wolf(RBLW) shrinkage estimator \cite{15} for our formulation.
For an ensemble $X\tau$, the shrinkage covariance estimate is:

$$P_{\tau}^{RBLW} = (1 - \gamma)P_\tau + \gamma \tilde{\Sigma}_\tau, \quad \gamma = \min \left( \frac{N_{\text{ens}}^2 - 2}{N_{\text{ens}}^2} \frac{\text{trace}(P_\tau^2)}{N_{\text{ens}}^2} , 1 \right),$$

where the $P_\tau$ is the covariance of intermediate particles, and $\tilde{\Sigma}_\tau = \mu I_{N_{\text{state}}}$ with $\mu = \text{trace}(P_\tau)/N_{\text{state}}$ is a chosen target covariance (here, the trace-normalized identity). Using the Sherman-Morrison-Woodbury identity to invert $P_{\tau}^{RBLW}$, one can rewrite $\nabla_x \log q_\tau$ with covariance shrinkage as:

$$\nabla_x \log q_\tau(x_\tau) = -(P_{\tau}^{RBLW})^{-1}(x_\tau - \bar{x}_\tau)$$

$$= -\frac{(x_\tau - \bar{x}_\tau)}{\gamma \mu} - \frac{1 - \gamma}{(\gamma \mu)^2} A_\tau \left(I_{N_{\text{ens}}} + \frac{1 - \gamma}{\gamma \mu} A_\tau^T A_\tau\right)^{-1} A_\tau^T (x_\tau - \bar{x}_\tau).$$  

(54)

We denote VFP methods that use shrinkage by ShrVFP(·, ·).

5. Numerical experiments

We illustrate the effectiveness of the VFP approach to data assimilation, and compare it to other state-of-the-art methods, with the help of several numerical experiments. All test problems and implementations are from the ODE Test problems suite [17, 65]. To quantify analysis accuracy we use the spatio-temporal root mean squared error (RMSE) defined as

$$\text{RMSE} = \sqrt{\frac{1}{K N_{\text{state}}} \sum_{k=1}^{K} (x^{\text{true}}_k - \bar{x}_k)^T (x^{\text{true}}_k - \bar{x}_k)}$$  

(55)

where $K$ is the number of assimilation steps (after, and excluding the initial spinup), and $\bar{x}_k$ is the analysis mean at time $t_k$. In all experiments, the observation error distributions are assumed to be known, and observation errors sampled from these distributions are added in eq. (1).

5.1. The Lorenz ’63 test problem

For our first round of experiments, we use the 3-variable Lorenz ’63 model [48],

$$\frac{dx}{dt} = \sigma (y - x), \quad \frac{dy}{dt} = x (\rho - z) - y, \quad \frac{dz}{dt} = xy - \beta z,$$

(56)

with the standard chaotic parameters $\sigma = 10$, $\rho = 28$, $\beta = \frac{8}{3}$. Observations are assimilated every $\Delta t = 0.12$ time units, which is equivalent to an atmospheric time scale of 9 hours [72]. Equation (56) are evolved in time using the Dormand-Prince 5(4) method [23], and the resulting discrete model is assumed to be exact, i.e $\eta = 0$. Each Lorenz ’63 experiment is run for 55,000 assimilation steps discarding the first 5000 steps as the spinup. In the first setting, we observe all three variables with a Gaussian error coming sampled from $N(0, 8 I_3)$. In
Figure 2: Lorenz-63 problem eq. (56). Rank histograms for 50 particles obtained with different values of the diffusion parameter $\alpha$ and the regularization parameter $\beta$.

the second setting, we observe all three variables each with an independent Cauchy error sampled from $C(0, \gamma = 1)$. To ensure accuracy and robustness, we repeat each experiment with 12 different observation trajectories and average the results. Here, and in the following experiments, the observation trajectories are different noisy samples of one true model trajectory.

5.1.1. Effect of diffusion and regularization on the ensemble rank histogram

Here, we analyze the quality of the analysis ensemble for different diffusion and regularization coefficients using rank histograms [5, 34]. A "close to" uniform rank histogram is indicative of a good ensemble prediction as this means that each particle is equally likely to be closest to the truth. We construct rank histograms of the first state variable in the analysis ensemble taking the true trajectory as the reference. The second and the third state variables follow a similar trend and so, for the sake of brevity, their results are not reported here.

We consider diffusion $\boldsymbol{\sigma}(\boldsymbol{x}_r) = \alpha \bar{\boldsymbol{A}}^b$ to be given by the background anomalies eq. (8), and regularization by eq. (44) scaled by $\beta$. The assimilation scheme used in this experiment is VFP(GG), with along with the Gaussian observation error setting of $\mathbf{R} = 8 \mathbf{I}_3$, and an ensemble size of $N_{\text{ens}} = 50$. The parameters for diffusion and regularization are varied as $\alpha = \{0, 0.01, 0.05, 0.1\}$ and $\beta = \{0, 0.01, 0.1, 1\}$. The average rank histogram of the 12 different observation trajectories for each choice of diffusion and regularization is plotted in fig. 2.

We see is that without diffusion or regularization (leftmost row, topmost column in fig. 2), the truth often tends to fall outside the ensemble as seen in the rank histogram. As we increase the diffusion parameter $\alpha$ (i.e. along the row from left to right in fig. 2), we see that the truth starts to progressively
fall more frequently inside the ensemble. This is explained by the diffusion increasing the spread of the ensemble. At the same time, if we increase the regularization parameter $\beta$ (i.e. along the column from top to bottom in fig. 2), we see truth is either outside the ensemble or is pushed towards the "center" of the ensemble. This is explained by the choice of regularization, that acts on the ensemble. Both the parameters $\alpha$ and $\beta$ are tuned together to obtain the optimal uniform rank histogram. Based on fig. 2 we choose $\alpha = 0.1$ and $\beta = 0.01$ for all subsequent experiments on the Lorenz '63 system, even if these values may be optimal only for this particular setting.

5.1.2. Comparison of different VFP filters with traditional data assimilation methods

We now compare different formulations of the variational Fokker-Planck filters corresponding to different assumptions about the underlying background and intermediate distributions. We consider four different formulations of the variational Fokker-Planck, namely, the VFP(KK), VFP(GG), VFP(GH), VFP(HH), and VFPLang(G) schemes (see table 1 for more details about the distributions underlying these assumptions). The Huber distribution parameters are set to $\delta_1 = \delta_2 = 1$, which were empirically found to provide good performance. The VFP(KK) scheme is nearly identical in form and function to MPF [58], with the kernel covariance parameter computed as in [58]. We compare the performance of VFP filters against the ETKF [12] (with an optimal inflation for each ensemble size $N_{\text{ens}}$), ETPF [62] and ETPF2 [6]. The baseline (lower-bound) method used is the sequential importance resampling particle filter [1, 76] (SIR) with an ensemble size of $N_{\text{ens}} = 10,000$ particles, as in the limit $N_{\text{ens}} \to \infty$ it performs exact Bayesian inference.

![Figure 3: Lorenz-63 problem eq. (56). A comparison of analysis RMSE for multiple VFP methods with the ETKF, ETPF, and a baseline SIR($N_{\text{ens}} = 10,000$). The Gaussian observation error uses $R = 8 I_3$. The Cauchy observation error uses $\gamma = 1$.](image-url)
**Gaussian observation errors.** In this setup, the observation operator is defined as $\mathcal{H}(x) = x$ and unbiased Gaussian observation error covariance $R = 8I_3$. We report the analysis RMSE eq. (55) for different ensemble sizes $N_{\text{ens}}$ in fig. 3a. Both VFP(GG) and ETKF approximate fully Gaussian inference, and thus, it is not surprising that their performance is highly similar. VFP(GG) performs better than VFP(GH), VFP(HG) and VFP(HH) due to the fact that VFP(GG) drift is more exact than the others when the observation distribution is Gaussian. VFP(GG), VFP(GH), VFP(HG) and VFP(HH) perform better than the ETPF and ETPF2 for a low $N_{\text{ens}}$ due to the fact that all the distributions involved are either Gaussian or almost Gaussian (in the Huber-Laplace case). The Langevin filter VFPLn(G), though it performs worse than most if not all other filters, exhibits an RMSE lower than the observation noise of $8I_3$. VFP(KK) shows a reasonable RMSE, which could potentially be further reduced by tuning the kernel. It is interesting to see that unlike the other VFP methods, VFP(KK) does not show any change in performance when $N_{\text{ens}}$ is increased.

**Cauchy observation errors.** Here, the observation operator is, again, defined as $\mathcal{H}(x) = x$ with unbiased Cauchy observation error with the parameter $\gamma = 1$ for each state. The analysis RMSE for these experiments are reported in fig. 3b for various ensemble sizes $N_{\text{ens}}$. For the ETKF, we used with multiple choices of using an approximate $R$ and inflation, but the filter would ultimately diverge, and hence has not been reported in fig. 3b. We believe that ETKF – based on Gaussian theory – cannot deal with the pathological nature of the Cauchy distribution. The filters VFP(HG), VFP(HH) and VFPLn(G) also fail with a high RMSE indicating particle collapse. When the observations errors are sampled from the tail end of the Cauchy distribution, the flow filters end up moving the particles towards the observation that may not lie on the Lorenz ’63 manifold. Over time, this can build up and cause filter failure. However, VFP(GG), VFP(GH) and VFP(KK) perform reasonably well, but are worse than the ETPF and ETPF2. This is due to the fact that ETPF and ETPF2 are true particle filters, which are agnostic to the prior distribution of particles.

**5.2. The Lorenz ’96 test problem**

The second experiment is performed on the medium sized 40 variable Lorenz ’96 problem [49, 74] to demonstrate localized VFP (LVFP) filters and localized VFP smoothers (LVFPS). The dynamics of the system are given by

$$\frac{dx_i}{dt} = (x_{i+1} - x_{i-2})x_{i-1} - x_i + F, \text{ for } i = 1, \ldots, 40 \text{ and } F = 8, \quad (57)$$

where the the states live on an integer ring modulo 40 i.e. $x_{-1} = x_{39}$, $x_0 = x_{40}$ and $x_{41} = x_1$. We assimilate observations every $\Delta t = 0.05$ time units, which is equivalent to an atmospheric time scale of 6 hours. The system is evolved in time using the Dormand-Prince 5(4) method [23], without any model error, i.e $\eta = 0$. In the smoother, we use a discrete adjoint of the Runge-Kutta method [68]. The experiment is run for 2200 assimilation steps where the first 200 steps are discarded as spinup. We observe all variables with observation operator
\( \mathcal{H}(x) = x \). The observation errors come from an unbiased Gaussian distribution \( N(0, R = I_40) \). The diffusion and regularization scaling parameters are set to \( \alpha = 0.1 \) and \( \beta = 0 \). We choose to have no regularization in these experiments to reduce the time taken to compute the optimal drift. Each experiment is repeated with 12 different observation trajectories whose results are averaged to ensure robustness.

In fig. 4, we compare the RMSE against \( N_{\text{ens}} \) for three VFP methods – namely LVFP(GG), LVFP(GK) and LVFPS(GG) – with the localized ensemble transform Kalman filter (LETKF) \(^{38}\), and the localized ensemble transform Kalman smoother (LETKS) \(^{8}\). In the LVFP(GG) and LVFP(GK), both Schur-localization and local update are used when evolving the intermediate ensemble. The localization radii are fixed to be \( r = 2 \) for \( N_{\text{ens}} = 5 \), \( r = 4 \) for \( N_{\text{ens}} = 10 \) and \( r = 5 \) for \( N_{\text{ens}} = 15, 20, 25, 30 \) respectively in the Gaspari-Cohn decorrelation function. Due to the ring-like structure of Lorenz ’96, \( r = 2 \) updates a state using information from the 7 neighboring states on either side. Similarly, \( r = 4 \) uses 14 states and \( r = 5 \) uses 17 states from either side. We would like to mention that LVFP(GK) is our localized formulation of the particle flow filter (PFF) introduced in \(^{36}\). Note that the localization we do is different from the one done in the PFF \(^{38}\) manuscript. In LVFPS(GG), only Schur-localization is performed as local updates would require a local model and local model adjoint, which we have chosen to not implement due to its impracticality for most problems of interest. In LETKS and LVFPS(GG), we assimilate with a window size of \( K = 5 \) i.e. each forecast is assimilated with 5 sequential observations. The two filters based on Gaussian assumptions (LVFP(GG) and LETKF) show a strong similarity in the RMSE. The same comment can be made about LVFPS(GG) and LETKS as well. This occurs clearly because the Gaussian assumptions in LVFP(GG) and LVFPS(GG) mimic the dynamics of LETKF and LETKS that are derived from a Gaussian assumption on the
ensemble. However, LVFP(GK), had higher errors for this problem setup. We believe that further tuning the kernels and localization, more loyal to PFF \cite{30} could result in a better performance. As a side note, we attempted to use other assumptions such as LVFP(GH), LVFP(HH) and LVFP(KK) for the filtering problem, whose results were unworthy to be reported.

5.3. The quasi-geostrophic equations test problem

The quasi-geostrophic equations \cite{14, 67} approximate oceanic and atmospheric dynamics where the Coriolis and pressure gradient forces are almost balanced. This PDE is written as:

$$\omega_t + J(\psi, \omega) - Ro^{-1}\psi_x = Re^{-1}\Delta \omega + Ro^{-1}F,$$

$$J(\psi, \omega) \equiv \psi_y \omega_x - \psi_x \omega_y, \quad F = \sin (\pi (y - 1)), \quad \omega = -\Delta \psi,$$

(58)

where $\omega$ is the vorticity, $\psi$ is the streamfunction, $Re = 450$ is the Reynolds number, $Ro = 0.0036$ is the Rossby number, $J$ is the non-linear Jacobian, and $F$ is the symmetric double gyre forcing term. The domain is defined to be $\Omega = [0, 1] \times [0, 2]$ which is discretized on a $63 \times 127 = 8001$ mesh. A constant homogeneous Dirichlet boundary condition of $\psi_{\partial \Omega} = 0$ is assumed.

We assimilate observations every $\Delta t = 0.0109$ time units, which is equivalent to an atmospheric time scale of 1 day. As before, the system is evolved in time using the Dormand-Prince 5(4) method \cite{23}, without any model error, i.e $\eta = 0$. The experiment is run for a total of 400 assimilation steps where the first 50 steps are discarded as spinup. We observe 150 evenly spaced states between 1 and 8001, which is 1.97% of $N_{\text{state}}$. The observation errors are sampled from a Gaussian distribution given by $N(0, R = I_{150})$. The diffusion and regularization scaling parameters are set to $\alpha = 0.1$ and $\beta = 0$. Again, we have no regularization in these experiments to reduce the time taken to compute the optimal drift. As before, each experiment is repeated with 12 different observation trajectories whose results are averaged. In fig. 4b we compare the spatio-temporal RMSE vs the ensemble size $N_{\text{ens}}$. The only method that produced a competitive result was ShrVFP(GG) which is the covariance shrinkage based VFP(GG). LVFP(GG) was attempted, but stopped as it made very slow progress. To speed up the convergence, we also use the ETKF solution as the first intermediate ensemble. As time to solution was an issue, we tried evolving the system via ADAM which seemed to show competitive results as reported here, but this needs further investigation. We compare our method to a shrinkage based ensemble square root filter \cite{8} which we call ShrEnSRF. What we see is that VFP shows very similar performance when compared to ShrEnSRF for this problem. This is again due to the fact that ShrEnSRF makes a Gaussian assumption similar to ShrVFP(GG). As stated before, further research is required to make other distribution parameterizations work well in the context of VFP in high dimensional problems.
6. Conclusions and future work

This work discusses the Variational Fokker-Planck (VFP) framework for data assimilation, a general approach that subsumes multiple previously proposed ensemble variational methods. The VFP framework solves the Bayesian inference problem by smoothly transforming a set of particles into samples from the posterior distribution. Particles evolve in synthetic time in state-space under the flows of an ensemble of McKean-Vlasov-Itô processes, and the underlying probability densities evolve according to the corresponding Fokker-Planck equations. We construct the optimal drift to define the McKean-Vlasov-Itô processes, and show that the corresponding Fokker-Planck solutions evolve toward a unique steady-state equal to the desired posterior probability density. This guarantees the convergence of the VFP approach, i.e., the particles are transformed into i.i.d. samples of the posterior in the limit of infinite synthetic time. The choice of the diffusion terms in the McKean-Vlasov-Itô processes does not change evolution of the underlying probability densities toward the posterior, however it is important in practice as it acts as a particle rejuvenation approach that helps alleviate particle collapse.

The analysis of the optimal McKean-Vlasov-Itô process drift for a finite system of interacting particles leads to the conclusion that the drift contains a regularization term that nudges particles toward becoming independent random variables. Based on this analysis, we derive computationally-feasible approximate regularization approaches that penalize the mutual information between pairs of particles, or semi-heuristic approximations of the information. The VFP framework can be used for both filtering and smoothing. We show that strong/weak-constraint VFP smoothers are equivalent to ensembles of coupled strong/weak-constraint 4D-Var calculations, respectively. These smoothers rigorously sample the posterior distributions, unlike the popular but heuristic ‘ensemble of 4D-Vars’ approach.

The VFP framework is very flexible and allows for implementations based on various assumptions about the type of background and intermediate distributions, e.g., Gaussian, Huber-Laplace, and Kernels. Moreover, localization and covariance shrinkage can be incorporated in the VFP framework to aid performance for high dimensional problems. We show that a semi-implicit time stepping method to solve the McKean-Vlasov-Itô processes can significantly decrease the time-to-solution in VFP, and potentially in other particle flow methods, at the expense of increased computational costs. Numerical experiments with Lorenz ’63, Lorenz ’96, and the quasi-geostrophic equations test problems highlight the strengths of VFP, as well as potential areas that require further research.

Further work will investigate the choice of parameterized distributions, from the rich space of possibilities, that lead to efficient VFP implementations for high-dimensional systems. Although the Rosenbrock-Euler-Maruyama method allows for larger timesteps, the required solution for the linear system is time consuming for high-dimensional problems. We will investigate more efficient time integration methods for VFP. Localization for high dimensional problems
require different drift computations for each state variable. Further investigation is required to implement localization efficiently, e.g., by taking advantage of the natural parallelization possible across state variables.
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