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1. Introduction

For $d \in \mathbb{N}$ we denote by $\mathcal{M}_d$ the set of complex $d \times d$ matrices and by $\mathcal{M}_d^+$ the cone of positive semidefinite matrices, simply called “positive matrices” in the following. A linear map $P : \mathcal{M}_d \to \mathcal{M}_d$ is called positive if $P(\mathcal{M}_d^+) \subset \mathcal{M}_d^+$, and it is called completely positive if $\text{id}_k \otimes P : \mathcal{M}_k \otimes \mathcal{M}_d \to \mathcal{M}_k \otimes \mathcal{M}_d$ is positive for every $k \in \mathbb{N}$. It is called decomposable if $P = S + \vartheta \circ T$, for completely positive maps $S, T : \mathcal{M}_d \to \mathcal{M}_d$ and a matrix transpose $\vartheta : \mathcal{M}_d \to \mathcal{M}_d$. Linear maps of the form $\vartheta \circ T$ for completely positive $T : \mathcal{M}_d \to \mathcal{M}_d$ are also called completely copositive. In general, the set of decomposable maps is a strict subset of the set of positive maps, but in certain low dimensions these two sets coincide. In 1963, E. Størmer [1] showed that every positive qubit map $P : \mathcal{M}_2 \to \mathcal{M}_2$ is decomposable. In 1976, S.L. Woronowicz [2] showed that for any $(d_1, d_2) \in \{(2, 3), (3, 2)\}$ every positive map $P : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2}$ is decomposable, and he proved nonconstructively that a non-decomposable positive map $P : \mathcal{M}_2 \to \mathcal{M}_4$ exists. The first explicit example of such a map was constructed by W.-S. Tang in [3].

Despite being only valid in small dimensions, these results became important in quantum information theory implying that a bipartite quantum state $\rho \in (\mathcal{M}_{d_1} \otimes \mathcal{M}_{d_2})^+$ with $(d_1, d_2) \in \{(2, 3), (3, 2)\}$ is separable if and only if its partial transpose $(\text{id}_{d_1} \otimes \vartheta)(\rho)$ is positive [4]. Moreover, by a duality first observed in [5] examples of non-decomposable positive maps give rise to entangled quantum states with positive partial transpose [6]. Such quantum states are the only known examples of bound entanglement [7], and they have been studied in different quantum communication scenarios [8, 9, 10].

1.1. Motivation and summary of main results

Our main motivation is to extend Størmer’s theorem on the decomposability of positive qubit maps to positive tensor squares of such maps. Our strategy is inspired by an elegant proof of Størmer’s result given by G. Aubrun and S. Szarek in [11] exploiting the structure of positive maps that are diagonal in the Pauli basis of $\mathcal{M}_2$, i.e. the set

$$\sigma_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \sigma_4 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}.$$ (1)

Using a Sinkhorn-type scaling operation (cf. [12] or [13, Proposition 2.32]) every positive map $P : \mathcal{M}_2 \to \mathcal{M}_2$ can be transformed into a positive map that is unital, trace-preserving, and diagonal in the Pauli basis. Such a map is easily seen to be decomposable, and reversing the scaling operation shows that the original map is decomposable as well.

---

1 A qubit is a quantum bit, i.e. a quantum system with a state space of positive matrices in $\mathcal{M}_2^+$ with trace equal to one. Motivated by this terminology, we will sometimes use the terms qubit, qutrit and ququart to refer to the matrix algebras $\mathcal{M}_2$, $\mathcal{M}_3$ and $\mathcal{M}_4$ respectively.
Figure 1: The parameters $(x, y, z)^T \in \mathbb{R}^3$ for which the tensor square $\Pi_{\mu} \otimes \Pi_{\mu}$ of the Pauli diagonal map $\Pi_{\mu} : \mathcal{M}_2 \to \mathcal{M}_2$ with $|\mu\rangle = (1, x, y, z)^T$ is positive.

Recently, S. Fillipov and K. Magadov [14] analyzed when tensor squares of qubit maps are positive. Specifically, they showed that for the Pauli diagonal map

$$\Pi_{\mu}(X) = \frac{1}{2} \text{Tr} \left[ \sigma_1 X \right] \sigma_1 + \frac{x}{2} \text{Tr} \left[ \sigma_2 X \right] \sigma_2 + \frac{y}{2} \text{Tr} \left[ \sigma_3 X \right] \sigma_3 + \frac{z}{2} \text{Tr} \left[ \sigma_4 X \right] \sigma_4$$

with $|\mu\rangle = (1, x, y, z)^T \in \mathbb{R}^4$ its tensor square $\Pi_{\mu} \otimes \Pi_{\mu}$ is positive if and only if the following inequalities hold:

$$1 + x^2 \geq y^2 + z^2$$
$$1 + y^2 \geq x^2 + z^2$$
$$1 + z^2 \geq x^2 + y^2$$  \hspace{1cm} (2)

Figure 1 shows the beautiful set of parameters $(x, y, z)^T \in \mathbb{R}^3$ satisfying these inequalities. Note that the set contains the two tetrahedra corresponding to completely positive and completely copositive Pauli diagonal maps respectively (cf. [15]). Using the Sinkhorn-type scaling technique as in [11], the inequalities (2) give a characterization of the linear maps $P : \mathcal{M}_2 \to \mathcal{M}_2$ for which the tensor square $P \otimes P$ is positive.

In their article [14], S. Fillipov and K. Magadov continued to study the decomposability of tensor squares $\Pi_{\mu} \otimes \Pi_{\mu}$ of Pauli diagonal maps. They conjectured that in fact every positive tensor square $P \otimes P$ of a positive map $P : \mathcal{M}_2 \to \mathcal{M}_2$ is decomposable. We solve this conjecture in the affirmative. Specifically, we show the following theorem.
Theorem 1.1. For a linear map $P : \mathcal{M}_2 \rightarrow \mathcal{M}_2$ the following are equivalent:

1. $P \otimes P$ is positive.
2. $P \otimes P$ is decomposable.

This result should be contrasted with several counterexamples to natural stronger conjectures: We give examples of decomposable maps $P : \mathcal{M}_2 \rightarrow \mathcal{M}_4$ such that the tensor square $P \otimes P$ is positive but not decomposable, and examples of positive maps $P, Q : \mathcal{M}_2 \rightarrow \mathcal{M}_2$ such that the tensor product $P \otimes Q$ is positive but not decomposable. However, we leave open the question whether there are positive maps $P : \mathcal{M}_2 \rightarrow \mathcal{M}_2$ for which a tensor power $P^\otimes n$ with $n \geq 3$ is positive but not decomposable.

To prove Theorem 1.1 via the Sinkhorn-type scaling technique described before, but also for future research in this direction, we study the decomposability of generalized Pauli diagonal maps $\Pi^{(2)}_\mu : \mathcal{M}_2^\otimes 2 \rightarrow \mathcal{M}_2^\otimes 2$ given by

$$
\Pi^{(N)}_\mu(X) = \sum_{i_1, \ldots, i_N \in \{1, 2, 3, 4\}} \frac{\mu_{i_1, \ldots, i_N}}{2^N} \text{Tr}[(\sigma_{i_1} \otimes \ldots \otimes \sigma_{i_N})X] \sigma_{i_1} \otimes \ldots \otimes \sigma_{i_N}
$$

for parameters $|\mu\rangle \in (\mathbb{R}^4)^\otimes N$. By recasting the well-known duality from [5], characterizing the polyhedral cone $\text{Dec}_N$ of decomposable Pauli diagonal maps is equivalent to characterizing the polyhedral cone $\text{CP}_N \cap \text{coCP}_N$ of Pauli diagonal maps that are both completely positive and completely copositive. By exploiting the one-to-one correspondence between such maps and the spectra of their Choi matrices (closely related to the Fujiwara-Algoet criterion [16] for qubit maps), we give a combinatorial characterization of extremal rays in terms of their zero patterns (i.e. $(0,1)$-tensors indicating the positions of zero entries) that are maximal in a certain partial order. We could fully describe the extremal rays of the polyhedral cone $\text{CP}_N \cap \text{coCP}_N$ for $N = 1$ (which was known before) and $N = 2$ (which is new to our knowledge). This leads to a characterization of decomposable Pauli diagonal maps in terms of the spectra of their Choi matrices.

1.2. Outline

Our article is structured as follows:

- In Section 3 we introduce some classes of Pauli diagonal maps.
  - In Section 3.1 we introduce the cones of completely positive and completely copositive Pauli diagonal maps and characterize them in terms of the spectra of their Choi matrices.
  - In Section 3.2 we introduce the cone of decomposable Pauli diagonal maps $\text{Dec}_N$ and show that its dual is the cone $\text{CP}_N \cap \text{coCP}_N$ of Pauli diagonal maps that are both completely positive and completely copositive.
  - In Section 3.3 we review the realignment criterion. Later we will use this criterion to show that certain Pauli diagonal map are not entanglement breaking.
• In Section 4 we study the cone $\text{CP}_N \cap \text{coCP}_N$ of Pauli diagonal maps that are both completely positive and completely copositive. The main goal is to determine the extremal rays of this cone.
  
  – In Section 4.1 we introduce the cone $S(\text{CP}_N \cap \text{coCP}_N)$ of Pauli PPT spectra, i.e. the cone of spectra of the Choi matrices of Pauli diagonal maps that are both completely positive and completely copositive. We show that the two polyhedral cones $S(\text{CP}_N \cap \text{coCP}_N)$ and $\text{CP}_N \cap \text{coCP}_N$ are isomorphic.
  
  – In Section 4.2 we introduce a partial ordering $\leq_Z$ on zero patterns that is useful to characterize the extremal rays of the polyhedral cone $S(\text{CP}_N \cap \text{coCP}_N)$.
  
  – In Section 4.3 we characterize the extremal rays of $S(\text{CP}_N \cap \text{coCP}_N)$ through zero patterns that are maximal in the partial order $\leq_Z$. Moreover, we provide bounds on the rank of the Choi matrices of Pauli diagonal maps that generate extremal rays of $\text{CP}_N \cap \text{coCP}_N$. Finally, we show that tensor products of generators of extremal rays for values $N_1$ and $N_2$ generate extremal rays for values $N_1N_2$.
  
  – In Section 4.4 we study a natural symmetry of the cone $S(\text{CP}_N \cap \text{coCP}_N)$, which leads to a decomposition of the set of extremal rays into a union of disjoint orbits.

• In Section 5 we apply the theory developed in the preceding sections to classify the extremal rays of $S(\text{CP}_1 \cap \text{coCP}_1)$ (and thereby of $\text{CP}_1 \cap \text{coCP}_1$). This result is well-known and we recover the 6 extremal rays generating the cone $\text{CP}_1 \cap \text{coCP}_1$ with octahedral base.

• In Section 6 we characterize all extremal rays of the cone $S(\text{CP}_2 \cap \text{coCP}_2)$ (and thereby of $\text{CP}_2 \cap \text{coCP}_2$). This cone has 252 extremal rays distributed into three orbits. The largest orbit corresponds to Pauli diagonal maps $\Pi^{(2)} : \mathcal{M}_4 \to \mathcal{M}_4$ for which the -Jamiolkowski matrices $C_{\Pi^{(2)}}$ are multiples of entangled PPT projectors on 6-dimensional subspaces of $\mathbb{C}^4 \otimes \mathbb{C}^4$. We verify the classification of the extremal rays of $S(\text{CP}_2 \cap \text{coCP}_2)$ using standard software for analyzing convex polytopes, but we also present a human-readable proof. This proof is quite lengthy and presented in Appendix A. Finally, we fully characterize the decomposable ququart Pauli diagonal maps in Dec$_2$ through the spectra of their Choi matrices.

• In Section 7 we show that every positive tensor square of a qubit map is decomposable. The proof is split over three sections:
  
  – In Section 7.1 we show how to reduce membership questions of tensor products of qubit maps in mapping cones to the corresponding membership question of tensor products of Pauli diagonal maps.
  
  – In Section 7.2 we review some useful symmetries of Pauli diagonal maps.
  
  – In Section 7.3 we prove that every positive tensor square of a qubit Pauli diagonal map is decomposable. Applying the reduction technique from Sec-
In Section 7.1 we then show that every positive tensor square of a qubit map is decomposable.

- In Section 8 we provide several constructions of non-decomposable positive maps arising as tensor products of decomposable maps.
  - In Section 8.1 we show that tensor products of qubit maps can be non-decomposable and positive.
  - In Section 8.2 we give an example of a decomposable map \( P : \mathcal{M}_2 \to \mathcal{M}_4 \) for which the tensor square \( P \otimes P \) is positive but not decomposable.
- In Section 9 we conclude with some open problems.

2. Notation

We will write \( \mathcal{M}_d \) to denote the set of complex \( d \times d \) matrices, and more generally we will write \( \mathcal{M}_d(S) \) to denote the set of \( d \times d \) matrices with entries in a set \( S \). We denote by \( \mathcal{M}_d^+ \subset \mathcal{M}_d \) the cone of positive semidefinite matrices, which we simply call “positive” in the following. Furthermore, we say that a matrix \( M \in \mathcal{M}_d \) is entrywise positive if \( M_{ij} \geq 0 \) for any \( i,j \in \{1,2,\ldots,d\} \), and we will write “ew-positive” as an abbreviation.

We will denote by \( \mathbb{1}_d \in \mathcal{M}_d \) the \( d \times d \) identity matrix, by \( \omega_d \in (\mathcal{M}_d \otimes \mathcal{M}_d)^+ \) the (unnormalized) maximally entangled state, i.e. \( \omega_d = |\Omega_d\rangle \langle \Omega_d| \) for \( \Omega_d = \sum_{i=1}^d |i\rangle \otimes |i\rangle \), and by \( \mathbb{F}_d \in \mathcal{M}_d \otimes \mathcal{M}_d \) the flip operator defined as \( \mathbb{F}_d (|i\rangle \otimes |j\rangle) = |j\rangle \otimes |i\rangle \). Here, we denote by \( \{|i\rangle\}_{i=1}^d \subset \mathbb{C}^d \) the computational basis, i.e. the vector \( |i\rangle \) has a single 1 in the \( i \)th position and zeros in the remaining entries. We denote by \( \sigma_1, \sigma_2, \sigma_3, \sigma_4 \in \mathcal{M}_2 \) the Pauli matrices in the (slightly unusual) order stated in (1).

We denote by \( \text{id}_d : \mathcal{M}_d \to \mathcal{M}_d \) the identity map \( \text{id}_d(X) = X \) and by \( \vartheta_d : \mathcal{M}_d \to \mathcal{M}_d \) the matrix transpose \( \vartheta_d(X) = X^T \) in the computational basis (our results will not depend on this choice of basis). Given a linear map \( L : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) we denote its Choi matrix \([17]\) by

\[
C_L = (\text{id}_{d_1} \otimes L)(\omega_{d_1}) \in \mathcal{M}_{d_1} \otimes \mathcal{M}_{d_2}.
\]

It is well-known \([17]\) that \( L \) is completely positive if and only if \( C_L \) is positive, and that \( L \) is completely copositive if and only if the partial transpose \( C_L^T := C_{\vartheta_{d_2} \circ L} \) is positive.

A positive matrix \( C \in (\mathcal{M}_{d_1} \otimes \mathcal{M}_{d_2})^+ \) is called separable if it can be written as \( C = \sum_{i=1}^k A_i \otimes B_i \) for some \( k \in \mathbb{N} \) and positive matrices \( \{A_i\}_{i=1}^k \subset \mathcal{M}_{d_1}^+ \) and \( \{B_i\}_{i=1}^k \subset \mathcal{M}_{d_2}^+ \). A linear map \( L : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) is called entanglement breaking \([18]\) if its Choi matrix \( C_L \) is separable. Recall that a linear map \( L : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) is entanglement breaking if and only if \( \text{Tr}(C_L C_P) \geq 0 \) for every positive map \( P : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) (see [4]). Similarly, it follows from [5] that a linear map \( P : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) is decomposable if and only if \( \text{Tr}(C_T C_P) \geq 0 \) for every linear map \( T : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2} \) that is both completely positive and completely copositive.
3. Classes of Pauli diagonal maps

We will begin by introducing the classes of Pauli diagonal maps needed in our article.

3.1. Completely positive and completely copositive Pauli diagonal maps

Let us recall the following definition from the introduction.

**Definition 3.1 (Pauli diagonal maps).** For every $|\mu\rangle \in (\mathbb{R}^4)^{\otimes N}$ we define the $N$th order Pauli diagonal map $\Pi^{(N)}_\mu : \mathcal{M}_2^\otimes N \to \mathcal{M}_2^\otimes N$ by

$$\Pi^{(N)}_\mu(X) = \sum_{i_1, \ldots, i_N \in \{1, 2, 3, 4\}^N} \frac{\mu_{i_1 \cdots i_N}}{2^N} \text{Tr}[[\sigma_{i_1} \otimes \cdots \otimes \sigma_{i_N}]X] \sigma_{i_1} \otimes \cdots \otimes \sigma_{i_N}.$$ 

Let $\Pi^{(N)}_\mu : \mathcal{M}_2^\otimes N \to \mathcal{M}_2^\otimes N$ denote a Pauli diagonal map with parameters $|\mu\rangle \in (\mathbb{R}^4)^{\otimes N}$. After reshuffling the tensor factors, its Choi matrix is given by

$$C_{\Pi^{(N)}_\mu} = \sum_{i_1, \ldots, i_N} \frac{\mu_{i_1 \cdots i_N}}{2^N} \sigma_{i_1} \otimes \sigma_{i_1}^T \otimes \cdots \otimes \sigma_{i_N} \otimes \sigma_{i_N}^T.$$ 

By the elementary commutation relations

$$[\sigma_i \otimes \sigma_i, \sigma_j \otimes \sigma_j] = 0$$

for $i, j \in \{1, 2, 3, 4\}$ the terms in the previous sum (and in its partial transpose) commute and they can be simultaneously diagonalized. Consequently, complete positivity or complete copositivity of $\Pi^{(N)}_\mu$, which is equivalent (see [17]) to positivity of $C_{\Pi^{(N)}_\mu}$ or $C_{\sigma^2_2 \circ \Pi^{(N)}_\mu}$ respectively, can be easily checked by transforming the coefficient vector $|\mu\rangle$ to the corresponding spectral vector. Specifically, we introduce matrices $D, \tilde{D} \in \mathcal{M}_4$ as

$$D = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix} \quad \text{and} \quad \tilde{D} = \frac{1}{2} \begin{pmatrix} 1 & -1 & -1 & -1 \\ 1 & -1 & 1 & 1 \\ 1 & 1 & -1 & 1 \\ 1 & 1 & 1 & -1 \end{pmatrix},$$

such that for $i \in \{1, 2, 3, 4\}$ we have

$$D|i\rangle = \frac{1}{2} \text{spec} (\sigma_i \otimes \sigma_i^T), \quad \tilde{D}|i\rangle = \frac{1}{2} \tilde{\text{spec}} (\sigma_i \otimes \sigma_i).$$

Here, $\text{spec} (\cdot)$ and $\tilde{\text{spec}} (\cdot)$ denote the orderings of the spectra as in the diagonal matrices $U_1^1(\sigma_i \otimes \sigma_i^T)U_1$ and $U_2^1(\sigma_i \otimes \sigma_i)U_2$ for $i \in \{1, 2, 3, 4\}$ and with unitaries

$$U_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & -1 \\ 1 & 0 & -1 & 0 \end{pmatrix} \quad \text{and} \quad U_2 = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ -1 & 0 & 1 & 0 \\ 0 & -1 & 0 & 1 \end{pmatrix},$$

with the understanding that $U_1^1$ and $U_2^1$ reorganize the elements of the diagonal matrices so that the ordering is compatible with the given representation.
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containing the Bell states in their columns. The orderings in \( \text{spec} (\cdot) \) and \( \overline{\text{spec}} (\cdot) \) are fixed throughout our article. The following theorem is a generalization of the well-known Fujiwara-Algoet criterion for complete positivity of unital qubit maps [16]:

**Theorem 3.2.** For \( |\mu\rangle \in (\mathbb{R}^4)^{\otimes N} \) we have

\[
\text{spec} \left( C_{\Pi_\mu^{(N)}} \right) = D^{\otimes N} |\mu\rangle \quad \text{and} \quad \overline{\text{spec}} \left( C_{\varrho_2^{\otimes N} \otimes \Pi_\mu^{(N)}} \right) = \tilde{D}^{\otimes N} |\mu\rangle,
\]

with the ordering of the spectrum described above. In particular we have:

1. The map \( \Pi_\mu^{(N)} : \mathcal{M}_2^{\otimes N} \to \mathcal{M}_2^{\otimes N} \) is completely positive if and only if the vector \( D^{\otimes N} |\mu\rangle \) is entrywise positive.

2. The map \( \Pi_\mu^{(N)} : \mathcal{M}_2^{\otimes N} \to \mathcal{M}_2^{\otimes N} \) is completely copositive if and only if the vector \( \tilde{D}^{\otimes N} |\mu\rangle \) is entrywise positive.

In the following, we denote the set of parameters corresponding to completely positive Pauli diagonal maps by

\[
\text{CP}_N := \left\{ |\mu\rangle \in (\mathbb{R}^4)^{\otimes N} \left| \sum_{i_1 \cdots i_N} \frac{\mu_{i_1 \cdots i_N}}{2^N} \sigma_{i_1} \otimes \sigma_{i_1}^{T} \otimes \cdots \otimes \sigma_{i_N} \otimes \sigma_{i_N}^{T} \geq 0 \right. \right\}
\]

\[
= \text{cone} \left\{ (D^T)^{\otimes N} |k_1 \cdots k_N\rangle \left| k_1, \ldots, k_N \in \{1, 2, 3, 4\} \right. \right\}
\]

where the second equality follows from Theorem 3.2. Similarly, we denote the set of parameters corresponding to completely copositive Pauli diagonal maps by

\[
\text{coCP}_N := \left\{ |\mu\rangle \in (\mathbb{R}^4)^{\otimes N} \left| \sum_{i_1 \cdots i_N} \frac{\mu_{i_1 \cdots i_N}}{2^N} \sigma_{i_1} \otimes \sigma_{i_1} \otimes \cdots \otimes \sigma_{i_N} \otimes \sigma_{i_N} \geq 0 \right. \right\}
\]

\[
= \text{cone} \left\{ (\tilde{D}^T)^{\otimes N} |k_1 \cdots k_N\rangle \left| k_1, \ldots, k_N \in \{1, 2, 3, 4\} \right. \right\}
\]

### 3.2. Decomposable and PPT Pauli diagonal maps

To describe the set of decomposable Pauli diagonal maps we will first consider the intersection of the sets \( \text{CP}_N \) and \( \text{coCP}_N \), i.e. the Pauli diagonal maps that are both completely positive and completely copositive.

**Definition 3.3** (PPT Pauli diagonal maps). We will call a vector \( |\mu\rangle \in (\mathbb{R}^4)^{\otimes N} \) **PPT** (abbreviating Positive Partial Transpose), if the corresponding Pauli diagonal map \( \Pi_\mu^{(N)} \) is both completely positive and completely copositive, or equivalently if

\[
|\mu\rangle \in \text{CP}_N \cap \text{coCP}_N.
\]

Next, we define the notion of decomposability:
Definition 3.4 (Decomposable Pauli diagonal maps). We will call a vector $|\mu\rangle \in (\mathbb{R}^4)^\otimes N$ decomposable, if the corresponding Pauli diagonal map $\Pi^{(N)}_{\mu}$ is decomposable, i.e. if it can be written as a sum $\Pi^{(N)}_{\mu} = T + \vartheta^{\otimes N} \circ S$ with $T, S : \mathcal{M}^\otimes_2 \to \mathcal{M}^\otimes_2$ completely positive. Furthermore, we set

$$\text{Dec}_N := \{ |\mu\rangle \in (\mathbb{R}^4)^\otimes N : |\mu\rangle \text{ is decomposable} \}.$$  

To simplify the previous definition, we will need the following lemma extending the well-known duality relation between decomposable maps and maps that are both completely positive and completely copositive [5] to the case of Pauli diagonal maps:

Lemma 3.5 (Duality). We have

$$(CP_N \cap \text{coCP}_N)^* := \{ |\mu\rangle \in (\mathbb{R}^4)^\otimes N \mid \langle \mu | \kappa \rangle \geq 0 \text{ for any } |\kappa\rangle \in CP_N \cap \text{coCP}_N \} = CP_N + \text{coCP}_N,$$

where $\langle \cdot | \cdot \rangle$ denotes the Euclidean inner product on $(\mathbb{R}^4)^\otimes N$.

Proof. We will first show that

$$(CP_N)^* = \{ |\mu\rangle \in (\mathbb{R}^4)^\otimes N \mid \langle \mu | \kappa \rangle \geq 0 \text{ for any } |\kappa\rangle \in CP_N \} = CP_N.$$  

and

$$(\text{coCP}_N)^* = \{ |\mu\rangle \in (\mathbb{R}^4)^\otimes N \mid \langle \mu | \kappa \rangle \geq 0 \text{ for any } |\kappa\rangle \in \text{coCP}_N \} = \text{coCP}_N.$$  

Consider vectors $|\mu\rangle, |\kappa\rangle \in CP_N$. By Theorem 3.2 we know that $D^\otimes N |\mu\rangle, D^\otimes N |\kappa\rangle$ are ew-positive, where $D \in \mathcal{M}_4$ is the orthogonal matrix defined in (3). Therefore, we have that

$$\langle \mu | \kappa \rangle = \langle \mu | (D^T D)^\otimes N |\kappa\rangle \geq 0.$$  

Being true for any $|\kappa\rangle \in CP_N$, this shows that $(CP_N)^* \supseteq CP_N$. To show equality, consider a vector $|\mu\rangle \in (CP_N)^*$. Since $|\kappa_{k_1, \ldots, k_N}\rangle := (D^T)^\otimes N |k_1 k_2, \ldots k_N\rangle \in CP_N$ we find that

$$0 \leq \langle \mu | \kappa_{k_1, \ldots, k_N} \rangle = \langle \mu | (D^T)^\otimes N |k_1 k_2, \ldots k_N\rangle$$  

for any $k_1, \ldots, k_N \in \{1, 2, 3, 4\}$. Therefore, $D^\otimes N |\mu\rangle$ is ew-positive showing that $|\mu\rangle \in CP_N$. The proof of $(\text{coCP}_N)^* = \text{coCP}_N$ follows in the same way. Now, by elementary convex analysis we find

$$(CP_N \cap \text{coCP}_N)^* = \overline{CP_N + \text{coCP}_N}.$$  

Finally, note that the sum $CP_N + \text{coCP}_N$ is closed (see e.g. [19, Corollary 9.1.2]), since both cones $CP_N$ and $\text{coCP}_N$ are contained in the pointed cone of parameters corresponding to positive Pauli diagonal maps.

Now we can state the final characterization of decomposable Pauli diagonal maps:
Theorem 3.6 (Decomposable Pauli diagonal maps). We have

\[ \text{Dec}_N = \text{CP}_N + \text{coCP}_N = (\text{CP}_N \cap \text{coCP}_N)^*. \]

Proof. For any \(|\mu\rangle \in \text{Dec}_N\) and \(|\kappa\rangle \in \text{CP}_N \cap \text{coCP}_N\) we have

\[ \langle \mu | \kappa \rangle = \text{Tr} \left( C_{\Pi_{\mu}^{(N)}} C_{\Pi_{\kappa}^{(N)}} \right) \geq 0, \]

since \(\Pi_{\mu}^{(N)}\) is a decomposable map and \(\Pi_{\kappa}^{(N)}\) is both completely positive and completely copositive (see [5]). This shows that \(\text{Dec}_N \subseteq (\text{CP}_N \cap \text{coCP}_N)^* = \text{CP}_N + \text{coCP}_N\) (see Lemma 3.5). The other inclusion is clear, since every \(|\mu\rangle \in \text{CP}_N + \text{coCP}_N\) is decomposable.

The previous theorem shows that a Pauli diagonal map is decomposable if and only if it can be written as a sum of a completely positive Pauli diagonal map and a completely copositive Pauli diagonal map.

3.3. Realignment of Pauli diagonal maps

To determine Pauli diagonal maps \(\Pi_{\mu}^{(N)} : \mathcal{M}^{\otimes N}_2 \rightarrow \mathcal{M}^{\otimes N}_2\) that are not entanglement breaking, it will be useful to consider the realignment criterion [20, 21, 22]. To make our presentation self-contained, we will first introduce this entanglement criterion in the special case of multi-qubit quantum states:

Theorem 3.7 (Realignment criterion [20, 21, 22]).

The qubit realignment map \(R : \mathcal{M}_2 \otimes \mathcal{M}_2 \rightarrow \mathcal{M}_2 \otimes \mathcal{M}_2\) is given by

\[ R(|i\rangle\langle j| \otimes |k\rangle\langle l|) = |i\rangle\langle k| \otimes |j\rangle\langle l| \]

for any \(i, j, k, l \in \{1, 2\}\). If a quantum state

\[ \rho_{A_1B_1A_2B_2\cdots A_NB_N} \in (\mathcal{M}_2 \otimes \mathcal{M}_2)^{\otimes N} \]

is separable with respect to the bipartition \((A_1A_2\cdots A_N) : (B_1B_2\cdots B_N)\), then we have

\[ \|R^{\otimes N}(\rho_{A_1B_1A_2B_2\cdots A_NB_N})\|_1 \leq 1. \]

The realignment criterion takes a very simple form, when it is applied to the Choi matrix of a Pauli diagonal map. This is a special case of a more general result [23] expressing the realignment criterion in terms of the operator Schmidt coefficients of a bipartite quantum state. To make our presentation self-contained, we will present a proof.
**Theorem 3.8 (Realignment of Pauli diagonal maps).** Let $\Pi^{(N)}_\mu : \mathcal{M}_2 \otimes \mathcal{M}_2^N \rightarrow \mathcal{M}_2 \otimes \mathcal{M}_2^N$ denote a unital and trace-preserving Pauli diagonal map with parameters $|\mu\rangle \in (\mathbb{R}^4)^\otimes N$. If $\Pi^{(N)}_\mu$ is entanglement breaking, then we have

$$\sum_{i_1\cdots i_N} |\mu_{i_1\cdots i_N}| \leq 2^N.$$ 

**Proof.** It is easy to compute the action of the realignment map on the tensor products $\sigma_i \otimes \sigma_i^T$ for $i \in \{1, 2, 3, 4\}$. We have

$$\frac{1}{2} R(\sigma_i \otimes \sigma_i^T) = |\phi_i\rangle\langle \phi_i| \in (\mathcal{M}_2 \otimes \mathcal{M}_2)^+$$

where we introduced the Bell states $|\phi_i\rangle = |\phi_i\rangle|\phi_i\rangle$ given by

- $|\phi_1\rangle = |\Omega_2\rangle$,
- $|\phi_2\rangle = (\mathds{1}_2 \otimes \sigma_2)|\Omega_2\rangle$,
- $|\phi_3\rangle = (\mathds{1}_2 \otimes \sigma_3)|\Omega_2\rangle$,
- $|\phi_4\rangle = (\mathds{1}_2 \otimes i\sigma_4)|\Omega_2\rangle$.

Therefore, we find that

$$R^\otimes N(C_{\Pi^{(N)}_\mu}) = \sum_{i_1\cdots i_N} \mu_{i_1\cdots i_N} |\phi_{i_1}\rangle\langle \phi_{i_1}| \otimes |\phi_{i_2}\rangle\langle \phi_{i_2}| \otimes \cdots |\phi_{i_N}\rangle\langle \phi_{i_N}|,$$

for any $|\mu\rangle \in (\mathbb{R}^4)^\otimes N$. Since $|\phi_i\rangle \perp |\phi_j\rangle$ for any $i \neq j$, we have that

$$\|R^\otimes N(C_{\Pi^{(N)}_\mu})\|_1 = \sum_{i_1\cdots i_N} |\mu_{i_1\cdots i_N}|.$$ 

Now, the statement of the theorem follows from Theorem 3.7 and by noting that $\text{Tr} \left( C_{\Pi^{(N)}_\mu} \right) = 2^N$ since $\Pi^{(N)}_\mu$ is unital and trace-preserving.

\[\square\]

### 4. Spectral characterization of PPT Pauli diagonal maps

#### 4.1. The cone of Pauli PPT spectra

Given $|\mu\rangle \in \text{CP}_N \cap \text{coCP}_N$ we have that both the Choi matrices $C_{\Pi^{(N)}_\mu}$ and $C_{\sigma_2^\otimes N \circ \Pi^{(N)}_\mu}$ are positive, and we denote their respective spectral vectors (ordered as above) by

$$|p\rangle = \text{spec} \left( C_{\Pi^{(N)}_\mu} \right) \quad \text{and} \quad |q\rangle = \text{spec} \left( C_{\sigma_2^\otimes N \circ \Pi^{(N)}_\mu} \right).$$

Both $|p\rangle$ and $|q\rangle$ are ew-positive, and by Theorem 3.2 they satisfy

$$|\mu\rangle = (D^T)^\otimes N |p\rangle = (\tilde{D}^T)^\otimes N |q\rangle.$$  

(4)
We can now consider the unitary matrix

\[
K := \tilde{D}D^T = \frac{1}{2} \begin{pmatrix}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1 \\
\end{pmatrix}.
\]

(5)

By (4) and using that \(\tilde{D}\) is an orthogonal matrix we find that

\[
|q\rangle = K \otimes N |p\rangle.
\]

Conversely, for any pair of ew-positive vectors \(|p\rangle, |q\rangle \in (\mathbb{R}^4)^{\otimes N}\) satisfying the previous equation we have that \(|\mu\rangle = (D^T)^{\otimes N} |p\rangle \in \text{CP}_N \cap \text{coCP}_N\). Moreover, in this case \(|p\rangle\) and \(|q\rangle\) contain the spectra of \(C_{\Pi_{\mu}^{(N)}}\) and \(C_{\varphi_{2}^{\otimes N} \Pi_{\mu}^{(N)}}\) respectively. This motivates the following definition:

**Definition 4.1** (Pauli PPT spectra). For \(N \in \mathbb{N}\) we define the set

\[
S (\text{CP}_N \cap \text{coCP}_N) := \left\{ \left( \text{spec} \left( C_{\Pi_{\mu}^{(N)}} \right), \text{spec} \left( C_{\varphi_{2}^{\otimes N} \Pi_{\mu}^{(N)}} \right) \right) \in (\mathbb{R}^4)^{\otimes N} \oplus (\mathbb{R}^4)^{\otimes N} \mid |\mu\rangle \in \text{CP}_N \cap \text{coCP}_N \right\}
\]

called the set of Pauli PPT spectra.

By the previous discussion we have

\[
\text{CP}_N \cap \text{coCP}_N = \left\{ (D^T)^{\otimes N} |p\rangle \mid (|p\rangle, K^{\otimes N} |p\rangle) \in S (\text{CP}_N \cap \text{coCP}_N) \right\},
\]

and since \(K\) is a unitary the extremal rays of the polyhedral cone \(S (\text{CP}_N \cap \text{coCP}_N)\) correspond to the extremal rays of \(\text{CP}_N \cap \text{coCP}_N\). We conclude this section with a lemma expressing the set of Pauli PPT spectra as an intersection of a subspace and the positive orthant. Its proof is immediate from the previous definition.

**Lemma 4.2** (Pauli PPT spectra as subspace intersecting positive orthant). We have

\[
S (\text{CP}_N \cap \text{coCP}_N) = E_1(M_N)^T \cap \text{cone}\left\{ (|k_1 \cdots k_N\rangle, |k_{N+1} \cdots k_{2N}\rangle) \mid k_1, \ldots, k_{2N} \in \{1, 2, 3, 4\} \right\},
\]

where \(E_1(M_N)\) denotes the eigenspace corresponding to the eigenvalue 1 of the matrix

\[
M_N := \begin{pmatrix} 0 & K^{\otimes N} \\ K^{\otimes N} & 0 \end{pmatrix}.
\]
By Lemma 3.5 the cone of decomposable Pauli diagonal maps $Dec_N = CP_N \vee coCP_N$ is dual to the cone of PPT Pauli diagonal maps $CP_N \cap coCP_N$. Therefore, we can state the following spectral characterization of decomposability of Pauli diagonal maps, which follows immediately from the previous discussion.

**Lemma 4.3** (Spectral conditions of decomposability of Pauli diagonal maps). The Pauli diagonal map $Π^{(N)}_µ$ with parameter $|µ⟩ \in (R^4)^⊗N$ is decomposable if and only if the spectral vector $spec\left(C_{Π^{(N)}_µ}\right) = D^⊗N|µ⟩ =: |s⟩ \in (R^4)$ satisfies $⟨s|p⟩ ≥ 0$ for any $|p⟩ \in (R^4)^⊗N$ such that $(|p⟩, K^⊗N|p⟩) \in S(CP_N \cap coCP_N)$.

In particular, one can restrict to the $|p⟩$ arising from extremal rays of $S(CP_N \cap coCP_N)$.

In the following sections we will study the extremal rays of the cone $S(CP_N \cap coCP_N)$ and develop some tools to characterize them. In Section 5 and Section 6 we will apply these tools to find all extremal rays of $S(CP_N \cap coCP_N)$ in the cases $N = 1$ and $N = 2$, which by Lemma 4.3 give a complete characterization of decomposable Pauli diagonal maps in these cases.

### 4.2. Zero patterns and their ordering

To characterize the extremal rays of the set of Pauli PPT spectra $S(CP_N \cap coCP_N)$, see Definition 4.1, we will need the following definition.

**Definition 4.4** (Zero pattern). The zero pattern of a vector $|p⟩ \in (R^4)^⊗N$ is defined as $Z(|p⟩) := \{(k_1, \ldots, k_N) ∈ \{1, 2, 3, 4\}^N \mid ⟨k_1 \cdots k_N|p⟩ = 0\}$ i.e. the set of all indices where the vector $|p⟩$ has zeros in the computational basis. We extend this definition to pairs $(|p⟩, |q⟩) ∈ (R^4)^⊗N \oplus (R^4)^⊗N$ by $Z(|p⟩, |q⟩) := \left(Z(|p⟩), Z(|q⟩)\right)$.

Sets are partially ordered by inclusion and we can extend this partial ordering to pairs of vectors via their zero pattern:

**Definition 4.5** (Zero partial ordering). Given $(|p_1⟩, |q_1⟩), (|p_2⟩, |q_2⟩) ∈ (R^4)^⊗N \oplus (R^4)^⊗N$ we write $(|p_1⟩, |q_1⟩) ≤_Z (|p_2⟩, |q_2⟩)$ if $Z(|p_1⟩, |q_1⟩) ⊆ Z(|p_2⟩, |q_2⟩)$, and $(|p_1⟩, |q_1⟩) <_Z (|p_2⟩, |q_2⟩)$ if $Z(|p_1⟩, |q_1⟩) ⊂ Z(|p_2⟩, |q_2⟩)$. Here we say $(A, B) \subset (C, D)$ if and only if $A \subset B$ and $C \subset D$. 
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It will be convenient to sometimes express the zero partial ordering in terms of subspaces. For this we need the following definition:

**Definition 4.6** (Subspace associated to zero pattern). Given \((|p\rangle,|q\rangle) \in (\mathbb{R}^4)^{\otimes N} \oplus (\mathbb{R}^4)^{\otimes N}\), we define the subspace 

\[
V_{p,q}^N := \left\{ (|p'|,|q'|) \in (\mathbb{R}^4)^{\otimes N} \oplus (\mathbb{R}^4)^{\otimes N} : (|p\rangle,|q\rangle) \leq_Z (|p'|,|q'|) \right\},
\]

of all vectors with zero patterns containing \(Z(|p\rangle,|q\rangle)\).

The following lemma will be useful to simplify the search for extremal rays.

**Lemma 4.7** (Orthogonality). For \((|p_1\rangle,|q_1\rangle), (|p_2\rangle,|q_2\rangle) \in S(CP_N \cap coCP_N)\) the following are equivalent:

1. \(\langle p_1|p_2 \rangle = 0\).
2. \(\langle q_1|q_2 \rangle = 0\).
3. \(Z(|p_2\rangle,|q_2\rangle) \supset Z(|p_1\rangle,|q_1\rangle)^c\) using the convention \((A,B)^c := (A^c, B^c)\) for sets \(A\) and \(B\).

**Proof.** Note that the matrix \(K \in \mathcal{M}_4\) introduced in (5) is symmetric and unitary. By the definition of \(S(CP_N \cap coCP_N)\) we have 

\[
\langle p_1|p_2 \rangle = \langle p_1|K^{\otimes N}K^{\otimes N}|p_2 \rangle = \langle q_1|q_2 \rangle.
\]

Since \(|p_1\rangle,|q_1\rangle,|p_2\rangle\) and \(|q_2\rangle\) are ew-positive, we have \(\langle p_1|p_2 \rangle = \langle q_1|q_2 \rangle = 0\) if and only if \(\langle i_1,\ldots,i_N|p_2 \rangle = \langle j_1,\ldots,j_N|q_2 \rangle = 0\) for any \(i_1,\ldots,i_N,j_1,\ldots,j_N \in \{1,2,3,4\}\) for which 

\[
\langle i_1,\ldots,i_N|p_1 \rangle \neq 0 \neq \langle j_1,\ldots,j_N|q_1 \rangle.
\]

\[\blacksquare\]

**4.3. Characterizing extremal rays**

The following lemma gives a characterization of the extreme rays of \(S(CP_N \cap coCP_N)\).

**Lemma 4.8** (Extremal rays). For \((|p\rangle,|q\rangle) \in S(CP_N \cap coCP_N) \setminus \{(0,0)\}\) the following are equivalent:

1. The pair \((|p\rangle,|q\rangle)\) generates an extremal ray in \(S(CP_N \cap coCP_N)\).
2. If \((|p\rangle,|q\rangle) \leq_Z (|p'|,|q'|)\) for any \((|p'|,|q'|) \in S(CP_N \cap coCP_N)\), then \((|p'|,|q'|) = \alpha (|p\rangle,|q\rangle)\) for some \(\alpha \geq 0\).
3. If \((|p\rangle,|q\rangle) <_Z (|p'|,|q'|)\) for any \((|p'|,|q'|) \in S(CP_N \cap coCP_N)\), then \((|p'|,|q'|) = (0,0)\).
4. We have $\dim (V_{p,q}^N \cap E_1(M_N)) = 1$, with $E_1(M_N)$ as in Lemma 4.2.

Proof. In the following let $(p, q) \in \mathcal{S} (CP_N \cap coCP_N)$ be non-zero.

Assume that there exists a pair $(p', q') \in \mathcal{S} (CP_N \cap coCP_N)$ such that $(p, q) \leq Z (p', q')$ and $(p', q') \neq \alpha (p, q)$ for any $\alpha \geq 0$. Since $Z ((p, q)) \subseteq Z ((p', q'))$, there exists a $\beta > 0$ such that $(p, q) - \beta (p', q')$ is ew-positive and by Lemma 4.2 we have that $(p, q) - \beta (p', q') \in \mathcal{S} (CP_N \cap coCP_N)$. This implies

$$(p, q) = \beta (p', q') + ((p, q) - \beta (p', q')),$$

showing that $(p, q)$ does not generate an extremal ray.

It is obvious that (2) implies (3). To show that (3) implies (4) we assume that $\dim (V_{p,q}^N \cap E_1(M_N)) > 1$. This implies the existence of $(\tilde{p}, \tilde{q}) \in V_{p,q}^N \cap E_1(M_N)$ such that $(\tilde{p}, \tilde{q}) \neq \alpha (p, q)$ for any $\alpha \in \mathbb{R}$, and without loss of generality we can assume that at least one entry of $(\tilde{p}, \tilde{q})$ is positive. By Definition 4.6 of the subspace $V_{p,q}^N$ we have $(p, q) \leq Z (\tilde{p}, \tilde{q})$. Then, we have that

$$\alpha_{\text{max}} := \max \{ \alpha \geq 0 \mid (p, q) - \alpha (\tilde{p}, \tilde{q}) \in \mathcal{S} (CP_N \cap coCP_N) \} \in (0, \infty),$$

and we can define

$$(p', q') := (p, q) - \alpha_{\text{max}} (\tilde{p}, \tilde{q}) \in \mathcal{S} (CP_N \cap coCP_N).$$

Finally, note that $(p', q') \neq (0, 0)$ and by maximality of $\alpha_{\text{max}}$ we have $(p, q) < Z (p', q')$.

To show that (4) implies (1) assume that $\dim (V_{p,q}^N \cap E_1(M_N)) = 1$ for $(p, q) \in \mathcal{S} (CP_N \cap coCP_N)$. Now, consider a non-zero pair $(p', q') \in \mathcal{S} (CP_N \cap coCP_N)$ and assume that

$$(p, q) - (p', q') \in \mathcal{S} (CP_N \cap coCP_N).$$

Since $(p', q')$ is ew-positive we find that $Z ((p, q)) \subseteq Z ((p', q'))$, which implies that $(p', q') \in V_{p,q}^N \cap E_1(M_N)$. Using the assumption we conclude that $(p', q') = \alpha (p, q)$ for some $\alpha > 0$. Therefore, $(p, q)$ generates an extremal ray.

The previous lemma shows that the extremal rays of the cone $\mathcal{S} (CP_N \cap coCP_N)$ correspond to maximal pairs in the partial ordering $\leq_Z$. An important consequence is the following bound:

**Corollary 4.9 (Rank bound).** If $(p, q) \in \mathcal{S} (CP_N \cap coCP_N) \setminus \{(0, 0)\}$ generates an extremal ray, then we have

$$|Z ((p, q))| \geq 4^N - 1,$$

where we set $|(A, B)| = |A| + |B|$ for sets $A$ and $B$. 
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Proof. If $(|p\rangle,|q\rangle) \in S(\mathbb{CP}_N \cap \text{co}\mathbb{CP}_N) \setminus \{(0,0)\}$ generates an extremal ray, then we have $\dim(V_{p,q}^N \cap E_1(M_N)) = 1$ by Lemma 4.8. Note that by Definition 4.6 and Lemma 4.2 respectively, we have $\dim(E_1(M_N)) = 4^N$ and $\dim(V_{p,q}) = 2 \cdot 4^N - |Z(|p\rangle,|q\rangle)|$. The corollary then follows from the elementary inequality
\[
\dim(V_{p,q}^N) + \dim(E_1(M_N)) - \dim(V_{p,q}^N \cap E_1(M_N)) \leq 2 \cdot 4^N.
\]
\[
\square
\]

The previous lemma and corollary characterize the extremal rays of $S(\mathbb{CP}_N \cap \text{co}\mathbb{CP}_N)$. Now we will apply these results to show that tensor products of extremal rays stay extremal.

Lemma 4.10 (Tensor products of extremal rays). Consider $N_1, N_2 \in \mathbb{N}$ and assume that $(|p_1\rangle,|q_1\rangle) \in S(\mathbb{CP}_{N_1} \cap \text{co}\mathbb{CP}_{N_1})$ and $(|p_2\rangle,|q_2\rangle) \in S(\mathbb{CP}_{N_2} \cap \text{co}\mathbb{CP}_{N_2})$ generate extremal rays. Then, the tensor product
\[
(|p_1\rangle \otimes |p_2\rangle,|q_1\rangle \otimes |q_2\rangle) \in S(\mathbb{CP}_{N_1+N_2} \cap \text{co}\mathbb{CP}_{N_1+N_2})
\]
generates an extremal ray.

Proof. Note that $(K^{\otimes N_1} \otimes K^{\otimes N_2})(|p_1\rangle \otimes |p_2\rangle) = |q_1\rangle \otimes |q_2\rangle$ and that tensor products of ew-positive vectors are ew-positive. Therefore, we have
\[
(|p_1\rangle \otimes |p_2\rangle,|q_1\rangle \otimes |q_2\rangle) \in S(\mathbb{CP}_{N_1+N_2} \cap \text{co}\mathbb{CP}_{N_1+N_2}).
\]

Now, assume that $(|p'\rangle,|q'\rangle) \in S(\mathbb{CP}_{N_1+N_2} \cap \text{co}\mathbb{CP}_{N_1+N_2})$ satisfies
\[
(|p_1\rangle \otimes |p_2\rangle,|q_1\rangle \otimes |q_2\rangle) \leq_Z (|p'\rangle,|q'\rangle). \tag{6}
\]

Consider the vectors
\[
|v_1\rangle = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad |v_2\rangle = \begin{pmatrix} 1 \end{pmatrix}, \quad |v_3\rangle = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \quad |v_4\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix},
\]
and
\[
|\tilde{v}_1\rangle = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix}, \quad |\tilde{v}_2\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad |\tilde{v}_3\rangle = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad |\tilde{v}_4\rangle = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}.
\]

For any $k_1,\ldots,k_{N_2} \in \{1,2,3,4\}$ we define
\[
|p'_{k_1,\ldots,k_{N_2}}\rangle := (\mathbf{1}_{4}^{N_1} \otimes |v_{k_1}\rangle \otimes \cdots \otimes |v_{k_{N_2}}\rangle) |p'\rangle,
\]
and
\[
|q'_{k_1,\ldots,k_{N_2}}\rangle := (\mathbf{1}_{4}^{N_1} \otimes |\tilde{v}_{k_1}\rangle \otimes \cdots \otimes |\tilde{v}_{k_{N_2}}\rangle) |q'\rangle.
\]
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Using that $K|v_i\rangle = |\tilde{v}_i\rangle$ for any $i \in \{1, 2, 3, 4\}$ we find that
\[
\left( |p'_{k_1,\ldots,k_{N_2}}\rangle, |q'_{k_1,\ldots,k_{N_2}}\rangle \right) \in S(\mathbb{C}^N_{4} \cap \text{coCP}_{N_1})
\]
and by (6) we have
\[
\left( |p_1\rangle, |q_1\rangle \right) \leq Z \left( |p'_{k_1,\ldots,k_{N_2}}\rangle, |q'_{k_1,\ldots,k_{N_2}}\rangle \right)
\]
for any $k_1,\ldots,k_{N_2} \in \{1, 2, 3, 4\}$. Using extremality of $(|p_1\rangle, |q_1\rangle)$ and Lemma 4.8 we find $\alpha_{k_1,\ldots,k_{N_2}} \geq 0$ for any $k_1,\ldots,k_{N_2} \in \{1, 2, 3, 4\}$ such that
\[
|p'_{k_1,\ldots,k_{N_2}}\rangle = \alpha_{k_1,\ldots,k_{N_2}} |p_1\rangle \quad \text{and} \quad |q'_{k_1,\ldots,k_{N_2}}\rangle = \alpha_{k_1,\ldots,k_{N_2}} |q_1\rangle.
\]

Note that
\[
\{ |v_{k_1}\rangle \otimes \cdots \otimes |v_{k_{N_2}}\rangle : k_1,\ldots,k_{N_2} \in \{1, 2, 3, 4\} \}
\]
is a basis of $(\mathbb{R}^4)^{\otimes N_2}$. Thus, we can define a linear functional $\alpha : (\mathbb{R}^4)^{\otimes N_2} \to \mathbb{R}$ (by extending $\alpha_{k_1,\ldots,k_{N_2}}$ linearly) such that
\[
\left( I_4^{N_1} \otimes \langle v \rangle \right) |p'\rangle = \alpha(v)|p_1\rangle,
\]
for any $|v\rangle \in (\mathbb{R}^4)^{\otimes N_2}$. Writing $\alpha(v) = \langle v|a\rangle$ for some $|a\rangle \in (\mathbb{R}^4)^{\otimes N_2}$ shows that
\[
|p'\rangle = |p_1\rangle \otimes |a\rangle.
\]

Since the vectors $|p'\rangle$ and $|p_1\rangle$ are ew-positive, $|a\rangle$ is ew-positive as well, and since the vector
\[
|q'\rangle = (K^{\otimes N_1} \otimes K^{\otimes N_2})|p'\rangle = |q_1\rangle \otimes K^{\otimes N_2}|a\rangle,
\]
and the vector $|q_1\rangle$ are ew-positive, it follows that $K^{\otimes N_2}|a\rangle$ is ew-positive. We conclude that
\[
(|a\rangle, K^{\otimes N_2}|a\rangle) \in S(\mathbb{C}^N_{2} \cap \text{coCP}_{N_2}).
\]

By (6) we have that
\[
\left( |p_2\rangle, |q_2\rangle \right) \leq Z \left( |a\rangle, K^{\otimes N_2}|a\rangle \right),
\]
and by extremality (and Lemma 4.8), we find $\beta \geq 0$ such that
\[
\left( |a\rangle, K^{\otimes N_2}|a\rangle \right) = \beta \left( |p_2\rangle, |q_2\rangle \right).
\]

Finally, we conclude that
\[
\left( |p'\rangle, |q'\rangle \right) = \left( |p_1\rangle \otimes |a\rangle, |q_1\rangle \otimes K^{\otimes N_2}|a\rangle \right) = \beta \left( |p_1\rangle \otimes |p_2\rangle, |q_1\rangle \otimes |q_2\rangle \right).
\]

This finishes the proof by Lemma 4.8.

$\square$
4.4. Orbits of extremal rays under symmetry

To simplify the characterization of extremal rays we consider the symmetry group of the cone $S(\mathbb{C}P_N \cap \text{coCP}_N)$ (see Definition 4.1). Let $S_4 \ni \sigma \mapsto U_\sigma \in M_4$ denote the usual representation of the symmetric group on $\mathbb{C}^4$ (i.e. by permutation matrices). As $[K, U_\sigma] = 0$ for any $\sigma \in S_4$ we find that $S(\mathbb{C}P_N \cap \text{coCP}_N)$ is invariant under multiplication with $\bigotimes_{i=1}^N U_{\sigma_i}$ for any $\sigma_1, \ldots, \sigma_N \in S_4$. Moreover, let $S_N \ni \tau \mapsto V_\tau \in M_4^\otimes N$ denote the representation of the symmetric group $S_N$ acting by permuting the tensor factors, i.e. such that $V_\tau |i_1, \ldots, i_N\rangle = |i_{\tau^{-1}(1)}, \ldots, i_{\tau^{-1}(N)}\rangle$ for any $i_1, \ldots, i_N \in \{1, 2, 3, 4\}$. Clearly, $S(\mathbb{C}P_N \cap \text{coCP}_N)$ is invariant under multiplication by $V_\tau$ for any $\tau \in S_N$. Finally, note that for every $|p\rangle, |q\rangle \in S(\mathbb{C}P_N \cap \text{coCP}_N)$ also $|q\rangle = (K^\otimes N |p\rangle, K^\otimes N |q\rangle) \in S(\mathbb{C}P_N \cap \text{coCP}_N)$. This discussion shows:

**Lemma 4.11 (Symmetry).** For any pair $|p\rangle, |q\rangle \in S(\mathbb{C}P_N \cap \text{coCP}_N)$, permutations $\sigma_1, \ldots, \sigma_N \in S_4$, any permutation $\tau \in S_N$, and $x \in \{0, 1\}$ we have that

$$V_\tau \left( \bigotimes_{i=1}^N U_{\sigma_i} \right) (K^\otimes N)^x |p\rangle, V_\tau \left( \bigotimes_{i=1}^N U_{\sigma_i} \right) (K^\otimes N)^x |q\rangle \in S(\mathbb{C}P_N \cap \text{coCP}_N).$$

Moreover, if $|p\rangle, |q\rangle \in S(\mathbb{C}P_N \cap \text{coCP}_N)$ generates an extremal ray, then the above pair generates an extremal ray as well.

The extremal rays of $S(\mathbb{C}P_N \cap \text{coCP}_N)$ form orbits under the symmetry group described in the previous lemma. To classify the extremal rays it is therefore sufficient to find a representant of each orbit. In the following, we will denote these orbits by

$$\text{orbit}_N(|p\rangle, |q\rangle) := \left\{ (V_\tau \left( \bigotimes_{i=1}^N U_{\sigma_i} K^x \right) |p\rangle, V_\tau \left( \bigotimes_{i=1}^N U_{\sigma_i} K^x \right) |q\rangle) : \sigma_1, \ldots, \sigma_N \in S_4, \tau \in S_N, x \in \{0, 1\} \right\}$$

for any $|p\rangle, |q\rangle \in (\mathbb{R}^4)^\otimes N \oplus (\mathbb{R}^4)^\otimes N$. The following theorem summarizes the previous discussion:

**Theorem 4.12 (Orbits of extremal rays).** For every $N \in \mathbb{N}$, there exists a finite set

$$\left\{ (|p_i\rangle, |q_i\rangle) \right\}_{i=1}^M \subset S(\mathbb{C}P_N \cap \text{coCP}_N)$$

such that the following holds:

1. The zero patterns $Z(|p_i\rangle, |q_i\rangle)$ are maximal in the partial ordering $\leq_Z$ for $i \in \{1, \ldots, M\}$.
2. The scalings $\mathbb{R}^+ \text{orbit}_N(|p_i\rangle, |q_i\rangle)$ for $i \in \{1, \ldots, M\}$ are pairwise disjoint.
3. We have

$$S(\mathbb{C}P_N \cap \text{coCP}_N) = \text{cone} \left( \bigcup_{i=1}^M \text{orbit}_N ([|p_i\rangle, |q_i\rangle]) \right).$$

The previous theorem shows that to classify the extremal rays of $S(\mathbb{C}P_N \cap \text{coCP}_N)$ it is enough to classify the orbits under the symmetry group described above. In the next section we will apply this method to find all extremal rays $S(\mathbb{C}P_N \cap \text{coCP}_N)$ for $N = 1$ and $N = 2$. 
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Figure 2: The parameters \((x, y, z)^T \in \mathbb{R}^3\) for which the Pauli diagonal map \(\Pi_\mu : \mathcal{M}_2 \rightarrow \mathcal{M}_2\) with \(|\mu\rangle = (1, x, y, z)^T\) is positive (and decomposable). The intersection of the two tetrahedra forms the octahedral base of the cone \(CP_1 \cap coCP_1\).

5. The extremal rays of \(S(CP_1 \cap coCP_1)\)

We will now apply the formalism developed in the previous sections to characterize the extremal rays of \(S(CP_1 \cap coCP_1)\). It should be emphasized that this result is not new: It is well-known that the parameters \((x, y, z)^T \in \mathbb{R}^3\) for which the Pauli diagonal map \(\Pi_\mu : \mathcal{M}_2 \rightarrow \mathcal{M}_2\) with \(|\mu\rangle = (1, x, y, z)^T\) is both completely positive and completely copositive form a regular octahedron arising as the intersection of two tetrahedra corresponding to the parameters of \(CP_1\) and \(coCP_1\) respectively (see Figure 2). However, we believe that the characterization of the spectra \(S(CP_1 \cap coCP_1)\) has not appeared in the literature before, and that the characterization (implied by this result) of positive Pauli diagonal maps by their spectra is new as well. We will begin with a definition.

**Definition 5.1.** Given a 2-element set of indices \(\{i, j\} \subset \{1, 2, 3, 4\}\) with \(i < j\) we define the complementary set of indices as \(\{i, j\}^c := \{k, l\}\) such that \(k < l\) and \(i \neq k\) and \(j \neq l\). Moreover, we introduce the vectors
\[
|\{i, j\}\rangle = |i\rangle + |j\rangle \in \mathbb{R}^4.
\]  
\[ (7) \]

Then, we have the following theorem.

**Theorem 5.2** (Extremal rays for \(N = 1\)). For every 2-element set of indices \(\{i, j\} \subset \{1, 2, 3, 4\}\) with \(i < j\) the element \((|\{i, j\}\rangle, |\{i, j\}^c\rangle) \in S(CP_1 \cap coCP_1)\) generates an
extremal ray, and we have

\[ S(\text{CP}_1 \cap \text{coCP}_1) = \text{cone} \left( \text{orb}_1 \{ |\{1, 2\}\rangle, |\{3, 4\}\rangle \} \right). \]

In particular, the polyhedral cone \( S(\text{CP}_1 \cap \text{coCP}_1) \) has 6 extremal rays.

**Proof.** Note that

\[ K|\{i, j\} = |\{i, j\}^c \]

for any 2-element set of indices \( \{i, j\} \subset \{1, 2, 3, 4\} \) with \( i < j \). This shows that \( (|\{i, j\}\rangle, |\{i, j\}^c\rangle) \in S(\text{CP}_1 \cap \text{coCP}_1) \). Next, consider \( (|p\rangle, |q\rangle) \in S(\text{CP}_1 \cap \text{coCP}_1) \) such that \( (|p\rangle, |q\rangle) \succ_Z (|\{i, j\}\rangle, |\{i, j\}^c\rangle) \) for some \( i < j \). This implies that

\[ Z(|p\rangle) \supseteq Z(|\{i, j\}\rangle) = |i, j\rangle^c \quad \text{and} \quad Z(|q\rangle) \supseteq Z(|\{i, j\}^c\rangle) = |i, j\rangle, \]

but such that at least one of the previous inclusions is strict. Without loss of generality, we can assume that the first inclusion is strict, which implies that \( |p\rangle \in \mathbb{R}^4 \) has at most one non-zero element. But since \( K|p\rangle = |q\rangle \) is ew-positive, we conclude that \( |p\rangle = |q\rangle = 0 \), and by Lemma 4.8 the element \( (|\{i, j\}\rangle, |\{i, j\}^c\rangle) \in S(\text{CP}_1 \cap \text{coCP}_1) \) generates an extremal ray.

It is easy to check that

\[ \{ (|\{i, j\}\rangle, |\{i, j\}^c\rangle) : i, j \in \{1, 2, 3, 4\}, i < j \} = \text{orb}_1 \{ |\{1, 2\}\rangle, |\{3, 4\}\rangle \}. \]

Finally, assume that there exists an element \( (|p\rangle, |q\rangle) \in S(\text{CP}_1 \cap \text{coCP}_1) \) generating an extremal ray and such that

\[ (|p\rangle, |q\rangle) \not\in \text{cone} \left( \text{orb}_1 \{ |\{1, 2\}\rangle, |\{3, 4\}\rangle \} \right). \]

By Corollary 4.9 we have \( |Z(|p\rangle, |q\rangle)| \geq 3 \), and without loss of generality we can assume that \( |Z(|p\rangle)| \geq 2 \). By Lemma 4.11 we may apply a suitable permutation, and we can assume that \( |p\rangle = (a, b, 0, 0)^T \) for some \( a, b \geq 0 \). Since \( \{3, 4\}|p\rangle = 0 \), we can apply Lemma 4.7 to conclude that \( |q\rangle = (0, 0, c, d)^T \) for some \( c, d \geq 0 \). Because \( (|p\rangle, |q\rangle) \neq \alpha (|\{3, 4\}\rangle, |\{1, 2\}\rangle) \) for any \( \alpha \geq 0 \) and because it generates an extremal ray in \( S(\text{CP}_1 \cap \text{coCP}_1) \) we conclude that \( 0 \in \{a, b, c, d\} \). But since both \( |p\rangle \) and \( |q\rangle = K|p\rangle \) are ew-positive, this implies that \( |p\rangle = |q\rangle = 0 \). This finishes the proof. \( \square \)

The previous theorem classifies the extremal rays of \( S(\text{CP}_1 \cap \text{coCP}_1) \). As expected there are 6 extremal rays corresponding to the vertices of the octahedron in Figure 2. As an application we can give a characterization of positive Pauli diagonal maps in terms of their spectrum. Our result can be compared to a characterization of the possible spectra of the Choi matrices of general positive qubit maps obtained in [24].

**Theorem 5.3** (Positivity of qubit Pauli diagonal maps). Let \( \Pi_\mu : \mathcal{M}_2 \to \mathcal{M}_2 \) be a Pauli diagonal map with parameters \( |\mu\rangle \in \mathbb{R}^4 \). The following are equivalent:

1. \( \Pi_\mu \) is decomposable.
2. \( \Pi_\mu \) is positive.

3. The spectrum \((s_1, s_2, s_3, s_4) \in \mathbb{R}^4\) of the Choi matrix \(C_{\Pi_\mu}\) ordered such that \(s_1 \geq s_2 \geq s_3 \geq s_4\) satisfies:
   \begin{enumerate}
   \item \(s_1 \geq s_2 \geq s_3 \geq 0\).
   \item \(s_4 + s_3 \geq 0\).
   \end{enumerate}

**Proof.** It is clear that 1. implies 2.. Consider a Pauli diagonal map \(\Pi_\mu : \mathcal{M}_2 \to \mathcal{M}_2\) with parameter vector \(|\mu\rangle \in \mathbb{R}^4\) and such that 
\[|s\rangle := \text{spec}(C_{\Pi_\mu}) = D|\mu\rangle.\]

For any \({i,j} \subset \{1, 2, 3, 4\}\) with \(i < j\) we have
\[
\text{Tr}\left(C_{\Pi_\mu} C_{\Pi_D T_{\{i,j\}}}^{\dagger}\right) = \langle s|\{i,j\}\rangle = s_i + s_j. \tag{8}
\]

The Pauli diagonal map \(\Pi_D T_{\{i,j\}} : \mathcal{M}_2 \to \mathcal{M}_2\) corresponding to the extremal ray \(|\{i,j\}\rangle\) of \(\mathcal{S}(\mathcal{C}_1 \cap \text{coCP}_1)\) satisfies
\[
\text{rk}\left(C_{\Pi_D T_{\{i,j\}}}^{\dagger}\right) = 2,
\]

since \(\text{spec}\left(C_{\Pi_D T_{\{i,j\}}}^{\dagger}\right) = |\{i,j\}\rangle\). By [25, Theorem 1] it follows that \(C_{\Pi_D T_{\{i,j\}}} \in \mathcal{M}_2 \otimes \mathcal{M}_2\) is separable. Hence, the expression in (8) is positive whenever \(\Pi_\mu : \mathcal{M}_2 \to \mathcal{M}_2\) is a positive map. Simplifying these inequalities for any \({i,j} \subset \{1, 2, 3, 4\}\) with \(i < j\) shows that 2. implies 3.

The conditions in 3. imply that the expressions in (8) are positive for \({i,j} \subset \{1, 2, 3, 4\}\) with \(i < j\). By Theorem 5.2 this shows that \(\langle s|p\rangle \geq 0\) for any \(|p\rangle \in \mathbb{R}^4\) such that \((|p\rangle, K|p\rangle) \in \mathcal{S}(\mathcal{C}_2 \cap \text{coCP}_2)\). By Lemma 4.3 we find that \(\Pi_\mu : \mathcal{M}_2 \to \mathcal{M}_2\) is decomposable. This shows that 3. implies 2. and finishes the proof.

Using the Sinkhorn-type scaling argument from [11], the previous theorem also implies Størmer’s theorem [1], that every positive qubit map is decomposable. However, it is of course much easier to directly decompose a positive qubit Pauli diagonal map as a sum of a completely positive and a completely copositive map (see [11] or look at Figure 2).

### 6. The structure of \(\mathcal{S}(\mathcal{C}_2 \cap \text{coCP}_2)\) and characterizing Dec_2

To study \(\mathcal{S}(\mathcal{C}_2 \cap \text{coCP}_2)\) it is convenient to identify \((\mathbb{R}^4)^\otimes 2 \simeq M_4(\mathbb{R})\), i.e. the space of \(4 \times 4\) matrices with real entries. With this identification we have
\[
\mathcal{S}(\mathcal{C}_2 \cap \text{coCP}_2) \simeq \left\{ (P, Q) \in M_4(\mathbb{R}) \oplus M_4(\mathbb{R}) : P, Q \text{ ew-positive and } KPK = Q \right\}.
\]
6.1. Classification of extremal rays

In the next theorem, we identify the orbits of extremal rays of the cone $S(\mathbb{CP}_2 \cap \text{coCP}_2)$ under the symmetry group introduced in Theorem 4.12. One such orbit arises from the tensor products (see Lemma 4.10) of the extremal rays of $S(\mathbb{CP}_1 \cap \text{coCP}_1)$ identified in Theorem 5.2. Surprisingly, there are only two other orbits of extremal rays. To abbreviate any further discussion about these extremal rays, we will call them boxes, diagonals, and crosses motivated by the shape of their zero patterns:

**Theorem 6.1** (Extremal rays for $N = 2$). The polyhedral cone $S(\mathbb{CP}_2 \cap \text{coCP}_2)$ has 252 extremal rays divided into three orbits such that

$$S(\mathbb{CP}_2 \cap \text{coCP}_2) = \text{cone} \left( \bigcup_{i=1}^{3} \text{orb}_2 \left[ (P_i, Q_i) \right] \right).$$

The orbits are generated by the following pairs:

1. $$(P_1, Q_1) = \left( \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix} \right).$$

The elements of $\alpha \text{orb}_2[(P_1, Q_1)]$ for any $\alpha > 0$ are called boxes and they generate 36 extremal rays.

2. $$(P_2, Q_2) = \left( \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \right).$$

The elements of $\alpha \text{orb}_2[(P_2, Q_2)]$ for any $\alpha > 0$ are called diagonals and they generate 24 extremal rays.

3. $$(P_3, Q_3) = \left( \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} \right).$$

The elements of $\alpha \text{orb}_2[(P_3, Q_3)]$ for any $\alpha > 0$ are called crosses and they generate 192 extremal rays.

It should be noted that Theorem 6.1 can be easily verified using standard software for analyzing convex polytopes (e.g. the Multi-Parametric Toolbox [26] in Matlab, or polymake [27, 28]). We will also present a human-readable proof in Appendix A, which is unfortunately quite tedious. It would be nice to have a shorter proof for this result.
6.2. Properties of ququart Pauli PPT maps

We need to make a few comments about the extremal rays of the cone $S(\text{CP}_2 \cap \text{coCP}_2)$ identified in Theorem 6.1. Recall that the set $S(\text{CP}_2 \cap \text{coCP}_2)$ consists of pairs of spectra of Choi matrices $C_{\Pi}_\mu^{(2)}$ and $C_{\varnothing}^{\otimes 2} \circ C_{\Pi}_\mu^{(2)}$ for PPT Pauli diagonal maps $\Pi^{(2)}_\mu : M_4 \to M_4$ (cf. Definition 4.1). By the particular form of the spectra identified in Theorem 6.1 we have the following:

\textbf{Corollary 6.2 (Properties of extremal PPT Pauli diagonal maps).} Let $\Pi^{(2)}_\mu : M_4 \to M_4$ be an extremal PPT Pauli diagonal map. Then we have the following:

1. Both Choi matrices $C^{(2)}_{\Pi}_\mu, C_{\varnothing}^{\otimes 2} \circ C_{\Pi}_\mu^{(2)} \in (M_4 \otimes M_4)^+$ are multiples of Hermitian projectors.

2. The birank

$$\left( \text{rk} \left( C^{(2)}_{\Pi}_\mu \right), \text{rk} \left( C_{\varnothing}^{\otimes 2} \circ C_{\Pi}_\mu^{(2)} \right) \right)$$

of the Choi matrix $C^{(2)}_{\Pi}_\mu \in (M_4 \otimes M_4)^+$ is either $(4, 4)$ or $(6, 6)$.

3. If $\Pi^{(2)}_\mu$ is not entanglement breaking, then its spectral matrix $D\mu D^T$ is a cross.

\textbf{Proof.} The first statement follows immediately since Choi matrices of Pauli diagonal maps are always Hermitian and the extremal spectra in Theorem 6.1 only contain the values 0 and 1. The second statement follows from counting the entries that are equal to 1. For the third statement recall that a Choi matrix $C^{(2)}_{\Pi}_\mu \in (M_4 \otimes M_4)^+$ with positive partial transpose and $\text{rk} \left( C^{(2)}_{\Pi}_\mu \right) = 4$ is separable (see [25, Theorem 1]) and therefore the corresponding Pauli diagonal map $\Pi^{(2)}_\mu$ would be entanglement breaking.

It remains to show that the Pauli diagonal maps corresponding to the crosses from Theorem 6.1 are not entanglement breaking. For this consider the cross $(P_3, Q_3) \in S(\text{CP}_2 \cap \text{coCP}_2)$ introduced in Theorem 6.1, and let $\mu \in M_4(\mathbb{R})$ denote the parameter matrix $\mu = 2(D^T P_3 D)/3$ (cf. Theorem 3.2) normalized such that $\Pi^{(2)}_\mu$ is unital and trace-preserving. It is easy to compute

$$\mu = \frac{1}{3} \begin{pmatrix} 3 & 1 & 1 & -1 \\ -1 & 1 & -1 & 1 \\ -1 & -1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{pmatrix}.$$

Finally, the Choi matrix $C^{(2)}_{\Pi}_\mu$ is entangled due to the realignment criterion from Theorem 3.8 as

$$\sum_{ij} |\mu_{ij}| = 6 > 4.$$ 

$\Box$
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We conclude this section with a brief side remark regarding the so-called PPT squared conjecture [29], whether for linear maps $T_1, T_2$ that are both completely positive and completely copositive the composition $T_1 \circ T_2$ is entanglement breaking (see [30] for details). Recently, this conjecture has received much attention [31, 32, 33, 34, 35] and Pauli diagonal maps might be a natural candidate for finding a counterexample. However, we can show that no such counterexample can be found among ququart Pauli diagonal maps.

Consider two Pauli diagonal maps $\Pi_{\mu_1}, \Pi_{\mu_2} : M_4 \rightarrow M_4$ with parameter matrices $\mu_1, \mu_2 \in M_4(\mathbb{R})$. The composition $\Pi_{\mu_1} \circ \Pi_{\mu_2} = \Pi_{\mu_1 \circ \mu_2}$ (where $\circ$ denotes the Schur product) is again Pauli diagonal, and the spectrum of its Choi matrix (cf. Theorem 3.2) is given by $S = D(\mu_1 \circ \mu_2)D^T$. It can be verified that for all $\mu_1, \mu_2 \in M_4(\mathbb{R})$ corresponding to crosses from Theorem 6.1, the spectral matrix $S$ is a convex combination of boxes and diagonals. Since boxes and diagonals correspond to entanglement breaking Pauli diagonal maps by Corollary 6.2, we can use Theorem 6.1 to conclude the following:

**Theorem 6.3** (PPT squared conjecture for ququart Pauli diagonal maps). For any pair $\Pi_{\mu_1}, \Pi_{\mu_2} : M_4 \rightarrow M_4$ of Pauli diagonal maps that are both completely positive and completely copositive the composition $\Pi_{\mu_1} \circ \Pi_{\mu_2}$ is entanglement breaking.

### 6.3. Spectral criteria for decomposability

We will now use the characterization of extremal rays of $S(\text{CP}_2 \cap \text{coCP}_2)$ to prove decomposability criteria for Pauli diagonal maps $\Pi^{(2)}_\mu : M_4 \rightarrow M_4$.

**Theorem 6.4** (Spectral conditions for decomposability, $N = 2$). Let $\Pi^{(2)}_\mu : M_4 \rightarrow M_4$ denote a Pauli diagonal map with parameter matrix $\mu \in M_4(\mathbb{R})$ and spectral matrix $S = D\mu D^T \in M_4(\mathbb{R})$ (cf. Theorem 3.2). The map $\Pi^{(2)}_\mu$ is decomposable if and only if

$$S_{\sigma_1(1)\sigma_2(1)} + S_{\sigma_1(1)\sigma_2(2)} + S_{\sigma_1(2)\sigma_2(1)} + S_{\sigma_1(2)\sigma_2(2)} \geq 0,$$

$$S_{\sigma_1(1)\sigma_2(1)} + S_{\sigma_1(2)\sigma_2(2)} + S_{\sigma_1(3)\sigma_2(3)} + S_{\sigma_1(4)\sigma_2(4)} \geq 0,$$

$$S_{\sigma_1(1)\sigma_2(1)} + S_{\sigma_1(2)\sigma_2(2)} + S_{\sigma_1(3)\sigma_2(3)} + S_{\sigma_1(4)\sigma_2(4)} \geq 0,$$

$$S_{\sigma_1(1)\sigma_2(1)} + S_{\sigma_1(2)\sigma_2(2)} + S_{\sigma_1(3)\sigma_2(3)} + S_{\sigma_1(1)\sigma_2(4)} + S_{\sigma_1(2)\sigma_2(4)} + S_{\sigma_1(3)\sigma_2(4)} \geq 0,$$

for all permutations $\sigma_1, \sigma_2 \in S_4$. Moreover, if the linear map $\Pi^{(2)}_\mu$ is positive, then the first two inequalities are always satisfied.

**Proof.** The theorem follows immediately by combining Lemma 4.3 and Theorem 6.1. Note that for the crosses $(P_3, Q_3) \in S(\text{CP}_2 \cap \text{coCP}_2)$ as introduced in Theorem 6.1 we need to check both

$$\text{Tr} \left(S^T U^{T}_{\sigma_1} P_3 U_{\sigma_2} \right) \geq 0 \quad \text{and} \quad \text{Tr} \left(S^T U^{T}_{\sigma_1} Q_3 U_{\sigma_2} \right) \geq 0$$

for all permutations $\sigma_1, \sigma_2 \in S_4$ since $P_3$ and $Q_3$ do not lie on the same $S_4 \times S_4$ orbit. This leads to the last two inequalities. Since the extremal rays corresponding to boxes and diagonals (see Theorem 6.1) lead to entanglement breaking Pauli diagonal maps by Corollary 6.2 the first two inequalities in the statement of the theorem are always satisfied when the Pauli diagonal map $\Pi^{(2)}_\mu$ is positive. \qed
For convenience, we state a corollary where the Pauli diagonal map is a power $\Pi^\otimes \mu$ for $\Pi_\mu : M_2 \to M_2$ and some parameter vector $|\mu\rangle \in \mathbb{R}^4$. The proof follows immediately from the previous theorem by realizing that the spectral matrix of the Pauli diagonal map $\Pi^\otimes \mu$ is the symmetric matrix

\[
S = D|\mu\rangle\langle\mu|D^T \in M_4(\mathbb{R})
\]

so that the two final inequalities in Theorem 6.4 coincide.

**Corollary 6.5.** Let $\Pi_\mu : M_2 \to M_2$ denote a Pauli diagonal map with parameter vector $|\mu\rangle \in \mathbb{R}^4$ and spectral vector $|s\rangle = D|\mu\rangle$ such that $\Pi^\otimes \mu$ is positive. Then, $\Pi^\otimes \mu$ is decomposable if and only if

\[
\left[ s_{\sigma_1(1)} + s_{\sigma_1(4)} \right] s_{\sigma_2(1)} + \left[ s_{\sigma_1(2)} + s_{\sigma_1(4)} \right] s_{\sigma_2(2)} + \left[ s_{\sigma_1(3)} + s_{\sigma_1(4)} \right] s_{\sigma_2(3)} \geq 0,
\]

for all permutations $\sigma_1, \sigma_2 \in S_4$.

### 7. Decomposability of tensor squares of qubit maps

We will now present the proof of our main result stated in Theorem 1.1: The tensor square $P^\otimes \mu : M_4 \to M_4$ of a linear map $P : M_2 \to M_2$ is positive if and only if it is decomposable. Our proof has two parts: First, we reduce the problem to Pauli diagonal maps using the Sinkhorn-type scaling technique from [11]. Then, we apply Theorem 6.1 and certain symmetries of qubit Pauli diagonal maps to show that positive tensor squares of qubit Pauli diagonal maps are decomposable.

Although not needed for the proof of Theorem 1.1 we will formulate a general theorem to reduce similar questions about membership of tensor products of positive qubit maps in mapping cones [36] to the membership of Pauli diagonal maps. This generalizes the aforementioned Sinkhorn-type scaling technique from [11] and we hope that these results can be applied in different context in the future.

#### 7.1. Reduction to Pauli diagonal maps

Let $P(n,m)$ denote the cone of positive maps $P : M_n \to M_m$. The notion of mapping cones was introduced by E. Størmer in [36] (see also [37] for more details). The following is a slight modification of the original definition:

**Definition 7.1** (Mapping cones). We call a system $\mathcal{C} = \{\mathcal{C}_{n,m}\}_{n,m \in \mathbb{N}}$ of subcones $\mathcal{C}_{n,m} \subset P(n,m)$ a mapping cone if the following conditions are satisfied:

1. For any $n,m \in \mathbb{N}$ the subcone $\mathcal{C}_{n,m}$ is closed.

2. For any $n,m,n',m' \in \mathbb{N}$, $P \in \mathcal{C}_{n,m}$ and completely positive maps $T : M_{n'} \to M_n$ and $S : M_m \to M_{m'}$ we have that $S \circ P \circ T \in \mathcal{C}_{n',m'}$.

For $P : M_n \to M_m$ we will simply write $P \in \mathcal{C}$ instead of $P \in \mathcal{C}_{n,m}$, and given two mapping cones $\mathcal{C}_1$ and $\mathcal{C}_2$ we will write $P \in \mathcal{C}_1 \setminus \mathcal{C}_2$ instead of $P \in (\mathcal{C}_1)_{n,m}$ and $P \notin (\mathcal{C}_2)_{n,m}$.
In the following we will focus mostly on the cones of positive maps and of decomposable maps, and we refer to [37] for more examples of mapping cones. The following proof follows mostly the lines of a proof by Aubrun and Szarek for Stormer’s theorem (see [11] and [13]).

**Theorem 7.2** (Reduction to Pauli-multipliers). Let \( C_1 \) and \( C_2 \) be mapping cones, and \( Q \in C_1(d_1,d_2) \). There exists a positive map \( P : \mathcal{M}_2 \to \mathcal{M}_2 \) such that \((P \otimes Q) \in C_1 \backslash C_2\) if and only if there exists a \((x,y,z)^T \in \mathbb{R}^3\) such that \((\Pi_\mu \otimes Q) \in C_1 \backslash C_2\) with \(|\mu| = (1,x,y,z)^T\).

**Proof.** One direction is obvious. For the other direction consider a positive map \( P : \mathcal{M}_2 \to \mathcal{M}_2 \) such that \((P \otimes Q) \in C_1 \backslash C_2\). By assumption \((C_2)_{2d_1,2d_2}\) is closed. Therefore, there exists an \( \epsilon > 0 \) such that \( P_\epsilon : \mathcal{M}_2 \to \mathcal{M}_2 \) defined by

\[
P_\epsilon(X) = P(X) + \epsilon \text{Tr}[X] \mathbb{1}_2
\]

for \( X \in \mathcal{M}_2 \) satisfies \((P_\epsilon \otimes Q) \notin C_2\). Setting \( T_1 : \mathcal{M}_2 \otimes \mathcal{M}_{d_1} \to \mathcal{M}_{d_1}\) to \( T_1 = \text{Tr} \otimes \text{id}_{d_1}\) and \( T_2 : \mathcal{M}_{d_2} \to \mathcal{M}_2 \otimes \mathcal{M}_{d_2}\) to \( T_2(X) = \mathbb{1}_2 \otimes X\) we have

\[
P_\epsilon \otimes Q = P \otimes Q + \epsilon T_2 \circ Q \circ T_1 \in C_1
\]

since \( T_1 \) and \( T_2 \) are completely positive and \( C_1 \) is a mapping cone. Since \( P_\epsilon \) is in the interior of \( \mathcal{P}(2,2) \) we can use Sinkhorn’s normal form (see e.g. [13, Proposition 2.32]) to find positive definite operators \( A, B \in \mathcal{M}_2 \) such that

\[
\tilde{P} = \text{Ad}_A \circ P_\epsilon \circ \text{Ad}_B
\]

is positive, unital and trace-preserving. By [15] there exist unitaries \( U, V \in \mathcal{U}_2\) and \((x,y,z)^T \in \mathbb{R}^3\) such that

\[
\Pi_\mu = \text{Ad}_U \circ \tilde{P} \circ \text{Ad}_V = \text{Ad}_{UA} \circ P_\epsilon \circ \text{Ad}_{BV},
\]

where \(|\mu| = (1,x,y,z)^T\). Using that \( C_1 \) is a mapping cone, we conclude that

\[
\Pi_\mu \otimes Q = (\text{Ad}_{UA} \otimes \text{id}_{d_2}) \circ (P_\epsilon \otimes Q) \circ (\text{Ad}_{BV} \otimes \text{id}_{d_1}) \in C_1.
\]

Since the matrices \( UA \in \mathcal{M}_2 \) and \( BV \in \mathcal{M}_2 \) are invertible, we find that

\[
P_\epsilon \otimes Q = (\text{Ad}_{(UA)^{-1} \otimes \text{id}_{d_2}}) \circ (\Pi_\mu \otimes Q) \circ (\text{Ad}_{(BV)^{-1} \otimes \text{id}_{d_1}}).
\]

Therefore, \((P_\epsilon \otimes Q) \notin C_2\) implies \((\Pi_\mu \otimes Q) \notin C_2\) as \( C_2 \) is a mapping cone. \(\square\)

The previous theorem implies the following result on tensor powers of qubit maps.

**Corollary 7.3.** Let \( C_1 \) and \( C_2 \) be mapping cones. For \( N \in \mathbb{N} \) there exists a positive map \( P : \mathcal{M}_2 \to \mathcal{M}_2 \) such that \( P^{\otimes N} \in C_1 \backslash C_2\) if and only if there exists \((x,y,z)^T \in \mathbb{R}^3\) such that \(\Pi_\mu^{\otimes N} \in C_1 \backslash C_2\) for \(|\mu| = (1,x,y,z)^T\).

When \( C_1 \) is the cone of positive maps and \( C_2 \) the cone of decomposable maps we find:

**Corollary 7.4.** For \( N \in \mathbb{N} \) there exists a positive map \( P : \mathcal{M}_2 \to \mathcal{M}_2 \) such that \( P^{\otimes N}\) is positive but not decomposable if and only if there exists \((x,y,z)^T \in \mathbb{R}^3\) such that \(\Pi_\mu^{\otimes N}\) for \(|\mu| = (1,x,y,z)^T\) is positive but not decomposable.
7.2. Symmetries of qubit Pauli diagonal maps

The next lemma collects some well-known transformations of Pauli diagonal maps.

**Lemma 7.5 (Symmetries).** For any \((x,y,z)^T \in \mathbb{R}^3\) and \(|\mu\rangle = (1, x, y, z)^T\) the following hold true:

1. We have \(\text{Ad}_H \circ \Pi_{\mu} \circ \text{Ad}_H = \Pi_{\mu'}\) for \(|\mu'\rangle = F|\mu\rangle\) where
   \[H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}\]
   \[F = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}.\]

2. We have \(\text{Ad}_W \circ \Pi_{\mu} \circ \text{Ad}_{W^*} = \Pi_{\mu'}\) for \(|\mu'\rangle = S|\mu\rangle\) where
   \[W = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix}\]
   \[S = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.\]

3. For \(j \in \{2, 3, 4\}\) we have \(\text{Ad}_{\sigma_j} \circ \Pi_{\mu} = \Pi_{\mu'}\) for \(|\mu'\rangle = D_j|\mu\rangle\) where
   \[(D_j)_{kl} = \begin{cases} 1, & \text{if } k = l = j \text{ or } k = l = 1 \\ -1, & \text{if } k = l \neq j \\ 0, & \text{else}. \end{cases}\]

By the previous lemma we have the following:

**Lemma 7.6 (Restricted parameters).** For any \((x,y,z)^T \in \mathbb{R}^3\) there exists unitaries \(U, V \in \mathcal{U}_2\) such that

\[\Pi_{\mu} = \text{Ad}_U \circ \Pi_{\tilde{\mu}} \circ \text{Ad}_V,\]

where \(|\mu\rangle = (1, x, y, z)^T\) and \(|\tilde{\mu}\rangle = (1, \tilde{x}, \tilde{y}, \tilde{z})^T\) with \((\tilde{x}, \tilde{y}, \tilde{z})^T \in \mathbb{R}^3\) such that

\[\tilde{x} \geq \tilde{y} \geq |\tilde{z}|.\]

In particular, for a mapping cone \(C\) and a positive map \(Q : \mathcal{M}_{d_1} \rightarrow \mathcal{M}_{d_2}\) we have \(\Pi_{\mu} \otimes Q \in \mathcal{C}\) if and only if \(\Pi_{\tilde{\mu}} \otimes Q \in \mathcal{C}\).

**Proof.** By applying the first two statements of Lemma 7.5 there exist unitaries \(U_1, V_1 \in \mathcal{U}_2\) and \((x', y', z')^T \in \mathbb{R}^3\) such that

\[\Pi_{\mu} = \text{Ad}_{U_1} \circ \Pi_{\mu'} \circ \text{Ad}_{V_1},\]

where \(|\mu'\rangle = (1, x', y', z')^T\) and

\[|x'| \geq |y'| \geq |z'|.\]
If \( x' \geq 0 \) and \( y' \geq 0 \), then we are done. In the other cases we apply the third statement of Lemma 7.5 (changing the sign of either both \( x' \) and \( y' \) together or changing the sign of either \( x' \) or \( y' \) together with the sign of \( z' \)) to find unitaries \( U_2, V_2 \in U_2 \) such that
\[
\Pi_{\mu'} = \text{Ad} U_2 \circ \Pi_{\tilde{\mu}} \circ \text{Ad} V_2,
\]
where \( |\tilde{\mu} \rangle = (1, \tilde{x}, \tilde{y}, \tilde{z}) \) for \( (\tilde{x}, \tilde{y}, \tilde{z})^T \in \mathbb{R}^3 \) satisfies the desired conditions. Setting \( U = U_1 U_2 \) and \( V = V_2 V_1 \) finishes the proof. \( \square \)

### 7.3. Proof of Theorem 1.1

Following the ideas outlined in the previous sections, we first show the statement of Theorem 1.1 for normalized Pauli diagonal maps.

**Theorem 7.7.** For \((x, y, z)^T \in \mathbb{R}^3 \) and \(|\mu \rangle = (1, x, y, z)^T \) the following are equivalent:

1. \( \Pi_{\mu} \otimes \Pi_{\mu} : \mathcal{M}_4 \to \mathcal{M}_4 \) is decomposable.
2. \( \Pi_{\mu} \otimes \Pi_{\mu} : \mathcal{M}_4 \to \mathcal{M}_4 \) is positive.

**Proof.** It is clear that 1. implies 2.. To show that 2. implies 1. consider the Pauli diagonal map \( \Pi_{\mu} : \mathcal{M}_2 \to \mathcal{M}_2 \) and assume that \( \Pi_{\mu} \otimes \Pi_{\mu} \) is positive. Since \( \Pi_{\mu} \) is positive and using Lemma 7.6 we can assume that
\[
1 \geq x \geq y \geq |z|.
\]
Applying the positive map \( \Pi_{\mu} \otimes \Pi_{\mu} \) to the maximally entangled state \( \omega_2 \in (\mathcal{M}_2 \otimes \mathcal{M}_2)^+ \) shows that
\[
(\Pi_{\mu} \otimes \Pi_{\mu})(\omega_2) = (\text{id}_2 \otimes \Pi_{\mu} \circ \Pi_{\mu})(\omega_2) = C_{\Pi_{\mu} \circ \mu} \geq 0,
\]
where \(|\mu \circ \mu \rangle \in \mathbb{R}^4\) denotes the vector with entries \((\mu \circ \mu)_i = \mu_i \mu_i\). Therefore, we conclude that \( \Pi_{\mu \circ \mu} : \mathcal{M}_2 \to \mathcal{M}_2 \) is completely positive and by using the Fujiwara-Algoet criterion [16] we obtain
\[
1 + x^2 \geq y^2 + z^2
\]
\[
1 + y^2 \geq x^2 + z^2,
\]
\[
1 + z^2 \geq x^2 + y^2
\]
which are the same conditions as in (2). Let \(|s \rangle \in \mathbb{R}^4\) denote the spectral vector of the Choi matrix \( C_{\Pi_{\mu}} \), and by Theorem 3.2 we find that
\[
s_1 = \frac{1}{2}(1 + x + y + z)
\]
\[
s_2 = \frac{1}{2}(1 + x - y - z)
\]
\[
s_3 = \frac{1}{2}(1 - x + y - z)
\]
\[
s_4 = \frac{1}{2}(1 - x - y + z).
\]
Note that by (9) we have
\[ s_1 \geq s_2 \geq s_3 \geq |s_4|. \tag{12} \]
By Corollary 6.5 the positive map \( \Pi_\mu \otimes \Pi_\mu \) is decomposable if and only if
\[
[s_{\sigma(1)} + s_{\sigma(4)}] s_{\sigma(2)} + [s_{\sigma(2)} + s_{\sigma(4)}] s_{\sigma(3)} + [s_{\sigma(3)} + s_{\sigma(4)}] s_{\sigma(1)} \geq 0, \tag{13}
\]
for any \( \sigma_1, \sigma_2 \in S_4 \). By Theorem 5.3 the terms in the brackets are all positive and the expression in (13) can only be negative if \( 4 \in \{ \sigma_2(1), \sigma_2(2), \sigma_2(3) \} \) and without loss of generality we choose \( \sigma_2(1) = 4 \). By (12) the smallest value for (13) will be obtained for \( \{ \sigma_2(2), \sigma_2(3) \} = \{2, 3\} \) and without loss of generality we choose \( \sigma_2(2) = 2 \) and \( \sigma_2(3) = 3 \). By (12) we have that \( s_4 + s_j \geq 0 \) for any \( j \in \{2, 3\} \). Hence, for (13) to be negative we need to have \( \sigma_1(1) = 1 \). By the previous discussion we conclude that the positive map \( \Pi_\mu \otimes \Pi_\mu \) is decomposable if and only if
\[
s_1 s_4 + s_{\sigma(2)} s_2 + s_{\sigma(3)} s_3 + s_{\sigma(4)} (2 - s_1) \geq 0, \tag{14}
\]
for any permutation \( \sigma \in S_4 \). By (12) and the normalization \( \sum_{i=1}^{4} s_i = 2 \) we have that \( (2 - s_1) \geq s_2 \geq s_3 \). Therefore, we conclude that the smallest value of (13) is achieved for \( \sigma_1(4) = 4 \), \( \sigma_1(2) = 3 \) and \( \sigma_1(3) = 2 \), where we used the elementary inequality \( s_2^2 + s_3^2 \geq 2s_2s_3 \). It remains to show that
\[
[s_1 + s_4] s_4 + [s_3 + s_4] s_2 + [s_2 + s_4] s_3 \geq 0
\]
for any \((s_1, s_2, s_3, s_4)^T \in \mathbb{R}^4\) arising as in (11) from parameters \((x, y, z)^T \in \mathbb{R}^3\) where conditions (10) are satisfied. We compute
\[
[s_1 + s_4] s_4 + [s_3 + s_4] s_2 + [s_2 + s_4] s_3 = \frac{1}{2} (3 + 2(xy - x - y) + (-x^2 - y^2 + z^2)) \\
\geq 1 + xy - x - y = (1 - y)(1 - y) \geq 0,
\]
where we used (10) and that \( \max(x, y) \leq 1 \).

\( \Box \)

Finally, we can prove our main result:

**Proof of Theorem 1.1.** It is clear that 2. implies 1.. To show that 1. implies 2. assume that there exists a positive map \( P : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) such that \( P \otimes P \) is positive but not decomposable. By Corollary 7.4 this implies the existence of a positive Pauli diagonal map \( \Pi_\mu : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) with \( |\mu| = (1, x, y, z)^T \) for some \((x, y, z)^T \in \mathbb{R}^3\) such that \( \Pi_\mu \otimes \Pi_\mu \) is positive and not decomposable. However, by Theorem 7.7 there are no such \((x, y, z)^T \in \mathbb{R}^3\) finishing the proof.

\( \Box \)

Curiously, the equivalence of Theorem 1.1 is false when tensor products instead of tensor squares are considered or when the local dimension exceeds 2. We give counterexamples in the next section.
8. Non-decomposable positive maps from tensor products

In [38] we found examples of a completely positive map $T: \mathcal{M}_d \to \mathcal{M}_d$ and a completely copositive map $S: \mathcal{M}_d \to \mathcal{M}_d$ such that their tensor product $T \otimes S$ is positive but not decomposable for any $d \geq 3$. This showed that non-decomposable positive maps can arise as tensor products of decomposable maps. However, our construction did not give any such example for $d = 2$. In the next subsection we will find such examples. Moreover, we will use these examples to construct a decomposable map $P: \mathcal{M}_2 \to \mathcal{M}_4$ for which the tensor square $P \otimes P$ is positive but not decomposable.

8.1. Tensor products of qubit maps

For any $t \in [0, 1]$ the qubit depolarizing channel $T_t: \mathcal{M}_2 \to \mathcal{M}_2$ is defined as

$$T_t(X) = (1-t)\text{Tr}(X)\frac{I_2}{2} + tX,$$

and for any $a \in [0, 1]$ we define a positive map $\theta_a: \mathcal{M}_2 \to \mathcal{M}_2$ as

$$\theta_a(X) = (1-a)X + aX^T.$$ (16)

It is well known that $T_t$ is entanglement-breaking for $t \leq 1/3$. Consequently, the tensor product $T_t \otimes \theta_a$ is positive for $t \leq 1/3$ and any $a \in [0, 1]$. In the following theorem we characterize all the pairs $(t, a) \in [0, 1]^2$ such that $T_t \otimes \theta_a$ is positive.

**Theorem 8.1.** The tensor product $T_t \otimes \theta_a: \mathcal{M}_4 \to \mathcal{M}_4$ is a positive map if and only if

$$t \leq \frac{1}{2a + 1}.$$ (17)

**Proof.** It can be checked easily, that

$$(T_t \otimes \theta_a)(\omega_2) \not\geq 0$$

whenever $t > 1/(2a + 1)$ showing one direction of the statement. Note that

$$T_t \otimes \theta_a = (T_{t/(2a+1)} \otimes \text{id}_2) \circ (T_{1/(2a+1)} \otimes \theta_a)$$

for any $t \leq 1/(2a + 1)$ and any $a \in [0, 1]$. Since $T_{t/(2a+1)}: \mathcal{M}_2 \to \mathcal{M}_2$ is completely positive, the statement of the theorem follows by showing that $T_{1/(2a+1)} \otimes \theta_a$ is positive for any $a \in [0, 1]$.

Recall that any pure state $|\psi\rangle \in \mathbb{C}^2 \otimes \mathbb{C}^2$ can be written as $|\psi\rangle = (X \otimes I_2)|\Omega_2\rangle$ for some $X \in \mathcal{M}_2$. We have to show that

$$(T_{1/(2a+1)} \otimes \theta_a) \circ (\text{Ad}_X \otimes \text{id}_2) (\omega_2) \geq 0$$ (17)

for any $a \in [0, 1]$ and any $X \in \mathcal{M}_2$. Applying the polar decomposition, we can write $X = UP$ for some unitary matrix $U \in \mathcal{U}_2$ and some positive matrix $P \in \mathcal{M}_2^+$. Using
that $T_{1/(2a+1)} \circ \text{Ad}_U = \text{Ad}_U \circ T_{1/(2a+1)}$ and that $\text{Ad}_U$ is completely positive it suffices to show (17) for any positive $X \in \mathcal{M}_2^+$. Finally, we can normalize $X \in \mathcal{M}_2^+$ and by using the well-known parametrization (Bloch ball) of qubit states given by

$$B_1(\mathbb{R}^3) \ni x \mapsto \rho_x = \frac{1}{2} \left[ \frac{1}{2} + \sum_{i=1}^3 x_i \sigma_i, \right]$$

we have to show (17) for $X = \rho_x$ and any $x \in B_1(\mathbb{R}^3)$.

To show positivity of the matrix in (17) we note first that it is block positive (i.e. it is the Choi matrix of a positive map). By [24, Theorem 3] such a matrix can have at most one negative eigenvalue. Therefore, we can use the determinant to determine when it is positive. It remains to show that the function $f : B_1(\mathbb{R}^3) \to \mathbb{R}$ given by

$$f(x) = \text{Det} \left[ (T_{1/(2a+1)} \otimes \theta_a) \circ (\text{Ad}_{\rho_x} \otimes \text{id}_2)(\omega_2) \right]$$

only attains positive values. Using polar coordinates

$$x = \left( \begin{array}{c}
\sin(\phi_1) \cos(\phi_2) \\
\sin(\phi_1) \sin(\phi_2) \\
rcos(\phi_1)
\end{array} \right)$$

it is slightly tedious but straightforward\(^2\) to compute

$$f(x) = \frac{a^4(1-a^2)r^2 \cos^2(\phi_1) \left[ 8(1-a^2)r^2(1+\cos(2\phi_1)) + 16r^4 - 8r^2 + 1 \right]}{(2a+1)^4}.$$ 

Since $16r^4 - 8r^2 + 1 \geq 0$ for any $r \in [0,1]$ we find that $f(x) \geq 0$ for any $x \in B_1(\mathbb{R}^3)$. This finishes the proof.

\[ \square \]

Since the map $T_t \otimes \theta_a : \mathcal{M}_4 \to \mathcal{M}_4$ is a Pauli diagonal map we can apply Corollary 6.5 to check when it is decomposable. We find the following.

**Theorem 8.2.** The tensor product $T_t \otimes \theta_a : \mathcal{M}_4 \to \mathcal{M}_4$ is positive and not decomposable if and only if

$$\frac{1}{3} < t \leq \frac{1}{2a+1} \quad \text{and} \quad a > 0.$$ 

**Proof.** It is clear that $T_t \otimes \theta_a$ is decomposable whenever $t \leq 1/3$ or $a = 0$ since in these cases either $T_t$ is entanglement breaking or $\theta_a$ is completely positive (note that $T_t$ is always completely positive). If $t > 1/(2a+1)$, then by Theorem 8.1 the map $T_t \otimes \theta_a$ is not positive. Finally, note that $T_t = \Pi_\mu$ for $|\mu\rangle = (1,t,t,t)^T$, and $\theta_a = \Pi_{\mu'}$ for $|\mu'\rangle = (1,1,1,1-2a)^T$. Using Theorem 3.2 we can compute the spectral vectors

$$|s(t)\rangle := \text{spec} (C_{T_t}) = \frac{1}{2} \begin{pmatrix}
1 + 3t \\
1 - t \\
1 - t \\
1 - t
\end{pmatrix} \quad \text{and} \quad |s'(a)\rangle := \text{spec} (C_{\theta_a}) = \begin{pmatrix}
2 - a \\
a \\
a \\
-a
\end{pmatrix}.$$ 

\(^2\)e.g. using a computer algebra system
Figure 3: The parameters \((a,t)\) where \(T_t \otimes \theta_a\) is positive but not decomposable are the interior of the black region together with the upper boundary given by the curve \((a,1/(2a + 1))\) for \(0 < a < 1\). The gray region contains the parameters where the map is decomposable.

Finally, we compute

\[
s(t)_1s'(a)_4 + s(t)_2s'(a)_2 + s(t)_3s'(a)_3 + 2s(t)_4s'(a)_4 + s(t)_4s'(a)_2 + s(t)_4s'(a)_3 = 2a(1-3t).
\]

By the third inequality in Theorem 6.4 with permutations \(\sigma_1 = \text{id}\) and \(\sigma_2 = (14)\) we conclude that the map \(T_t \otimes \theta_a\) is not decomposable for any \(t > 1/3\) and any \(a > 0\). Together with Theorem 8.1 this finishes the proof.

In Figure 3 we plotted the parameters \((a,t)\) where the map \(T_t \otimes \theta_a\) is positive. There is a region of parameters where it is also not decomposable. In contrast to the tensor squares, tensor products of qubit maps can be positive and not decomposable.

To conclude this section we will give another family of non-decomposable positive maps arising as tensor products of qubit maps. We will need this family in the next section to construct a positive map with a positive tensor square that is not decomposable. For \(b \in [0,1]\) consider the Pauli diagonal map \(\Pi_{\lambda_b} : \mathcal{M}_2 \to \mathcal{M}_2\) with \(\lambda_b = (1,b,0,b)^T\), i.e. the linear map

\[
\Pi_{\lambda_b}(X) = \text{Tr}(X) \frac{\mathbb{I}_2}{2} + b \frac{1}{2} (\text{Tr}(X\sigma_2) \sigma_2 + \text{Tr}(X\sigma_4) \sigma_4).
\]

It can be checked that \(\Pi_{\lambda_b}\) is positive for any \(b \in [0,1]\). With the depolarizing channel \(T_t : \mathcal{M}_2 \to \mathcal{M}_2\) for \(t \in [0,1]\) as in (15) we have the following theorem:
**Theorem 8.3.** For \( t, b \in [0, 1] \) the tensor product \( T_t \otimes \Pi_{\lambda_b} : \mathcal{M}_4 \to \mathcal{M}_4 \) is positive if and only if \( t \leq \frac{1}{2b} \).

**Proof.** It can be checked easily, that

\[
(T_t \otimes \Pi_{\lambda_b})(\omega_2) \geq 0
\]

whenever \( t > 1/2b \) showing one direction of the statement. For the other direction we use a similar strategy as for the proof of Theorem 8.1. First, we note that \( \Pi_{\lambda_b} \) is completely positive for any \( b \in [0, 1/2] \). Therefore, for \( b \in [0, 1/2] \) and any \( t \in [0, 1] \) the linear map \( T_t \otimes \Pi_{\lambda_b} \) is positive. Assume now that \( b \geq 1/2 \) and that \( t \leq 1/2b \). Since

\[
T_t \otimes \Pi_{\lambda_b} = (T_{2tb} \otimes \text{id}_2) \circ (T_{1/(2b)} \otimes \Pi_{\lambda_b})
\]

and \( T_{2tb} \) is completely positive, it is sufficient to show that \( T_{1/(2b)} \otimes \Pi_{\lambda_b} \) is positive. As in the proof of Theorem 8.1 this follows from positivity of the function \( f : B_1(\mathbb{R}^3) \to \mathbb{R} \) on the Bloch ball \( B_1(\mathbb{R}^3) \) given by

\[
f(x) = \det \left[(T_{1/(2b)} \otimes \Pi_{\lambda_b}) \circ (\text{Ad}_{\rho_x} \otimes \text{id}_2) (\omega_2)\right],
\]

where

\[
\rho_x = \frac{1}{2} \left( I_2 + \sum_{i=1}^3 x_i \sigma_i \right).
\]

Using polar coordinates

\[
x = \begin{pmatrix} r \sin(\phi_1) \cos(\phi_2) \\ r \sin(\phi_1) \sin(\phi_2) \\ r \cos(\phi_1) \end{pmatrix}
\]

it is again slightly tedious but straightforward\(^3\) to compute

\[
f(r, \phi_1, \phi_2) = \frac{(4b^2 - 1)}{16384b^2} r^2 \left[ c_1(\phi_1, \phi_2) r^4 + \frac{c_2(\phi_1, \phi_2)}{16b^2} r^2 + c_1(\phi_1, \phi_2) \right]
\]

with

\[
c_1(\phi_1, \phi_2) = 7 - 6b^2 - (2b^2 - 1) \cos(2\phi_1) - 2(2b^2 - 1) \cos(2\phi_2) \sin(\phi_1)^2,
\]

\[
c_2(\phi_1, \phi_2) = -64 + 128b^2 - 233b^4 + 164b^6 + b^2(36b^2 - 1) \cos(4\phi_1) + 16(12b^4 - 11b^2) \cos(2\phi_2) \sin(\phi_1)^2 + \cdots
\]

\[
\cdots + 8b^2(4b^2 - 1) \cos(4\phi_2) \sin(\phi_1)^4 + 4 \cos(2\phi_1)(20b^4 - 21b^2 + 4b^2(4b^2 - 1) \cos(2\phi_2) \sin(\phi_1)^2))
\]

It is easy to check that \( c_1(\phi_1, \phi_2) \geq 0 \) for any \( b \in [1/2, 1] \), any \( \phi_1 \in [0, \pi] \) and any \( \phi_2 \in [0, 2\pi] \). We will now argue that for fixed \( \phi_1 \in [0, \pi] \) and \( \phi_2 \in [0, 2\pi] \) the polynomial \( r \mapsto f(r, \phi_1, \phi_2) \) is positive for any \( r \in [0, 1] \). Clearly, this is true when \( c_2(\phi_1, \phi_2) \geq 0 \), and we will assume \( c_2(\phi_1, \phi_2) < 0 \) in the following. Since any \( x \in \partial B_1(\mathbb{R}^3) \) corresponds to a pure state \( \rho_x = |\psi \rangle \langle \psi| \) we have

\[
(T_{1/(2b)} \otimes \Pi_{\lambda_b}) \circ (\text{Ad}_{\rho_x} \otimes \text{id}_2) (\omega_2) = T_{1/(2b)}(|\psi \rangle \langle \psi|) \otimes \Pi_{\lambda_b}(|\psi \rangle \langle \psi|) \geq 0
\]

\(^3\)e.g. using a computer algebra system.
by positivity of $T_{1/(2b)}$ and $\Pi_{\lambda_b}$. Therefore, we have $f(1, \phi_1, \phi_2) \geq 0$ and equivalently
\[ 2c_1(\phi_1, \phi_2) + \frac{c_2(\phi_1, \phi_2)}{16b^2} \geq 0. \]
for any $b \in [1/2, 1]$, any $\phi_1 \in [0, \pi]$ and any $\phi_2 \in [0, 2\pi]$. Note that $c_1(\phi_1, \phi_2) = 0$ implies that $c_2(\phi_1, \phi_2) \geq 0$, and in the following we can assume that $c_1(\phi_1, \phi_2) > 0$. The previous inequality implies that the zeros
\[ r_{1,2} = -\frac{c_2(\phi_1, \phi_2)}{32b^2c_1(\phi_1, \phi_2)} \pm \sqrt{\frac{c_2(\phi_1, \phi_2)^2}{1024b^4c_1(\phi_1, \phi_2)^2} - 1} \]
of the polynomial
\[ q(r) = c_1(\phi_1, \phi_2)r^2 + \frac{c_2(\phi_1, \phi_2)}{16b^2}r + c_1(\phi_1, \phi_2) \]
either coincide, or are not real. As $q(0) > 0$ and $q(1) \geq 0$ we conclude that the polynomial $r \mapsto p(\phi_1, \phi_2) = \frac{(4b^2-1)}{16384b^2}r^2q(r^2)$ does not attain any negative values since otherwise the polynomial $q$ would need to have two positive zeros. This finishes the proof.

Again, we can determine the parameters where the tensor product $T_t \otimes \Pi_{\lambda_b}$ is positive but not decomposable.

**Theorem 8.4.** The tensor product $T_t \otimes \Pi_{\lambda_b} : \mathcal{M}_4 \to \mathcal{M}_4$ is positive and not decomposable if and only if
\[ t \leq \frac{1}{2b} \quad \text{and} \quad 3 < 2b + t + 2bt. \]

**Proof.** By Theorem 8.3 the tensor product $T_t \otimes \Pi_{\lambda_b}$ is not positive whenever $t > 1/2b$. Note that $T_t = \Pi_{\mu}$ for $\mu = (1, t, t, t)^T$. Using Theorem 3.2 we can compute the spectral vectors
\[ s(t) := \text{spec} (C_{T_t}) = \frac{1}{2} \begin{pmatrix} 1 + 3t \\ 1 - t \\ 1 - t \\ 1 - t \end{pmatrix} \quad \text{and} \quad s'(b) := \text{spec} (C_{\lambda_b}) = \frac{1}{2} \begin{pmatrix} 1 + 2b \\ 1 \\ 1 - 2b \\ 1 \end{pmatrix}. \]

After reordering we find that
\[ s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) s'(b) s(t) = 2(3 - 2b + t - 2tb). \]
By the third inequality in Theorem 6.4 with permutations $\sigma_1 = \text{id}$ and $\sigma_2 = (134)$ we conclude that the map $T_t \otimes \lambda_b$ is not decomposable whenever $3 < 2b + t + 2tb$. It is easy to check that the inequalities from Theorem 6.4 are all satisfied whenever $3 \geq 2b + t + 2tb$ and $t \leq 1/2b$.

\[ \square \]

In Figure 4 we have plotted the parameters $(b, t)$ where the tensor product $T_t \otimes \Pi_{\lambda_b}$ is positive. Again, there is a region of parameters for which the tensor product is positive but not decomposable.
Figure 4: The parameters \((b,t)\) where \(T_t \otimes \Pi_{\lambda_b}\) for \(\lambda_b = (1, b, 0, b)^T\) is positive but not decomposable are the interior of the black region together with the upper boundary given by the curve \((b, 1/2b)\) for \(1/2 < b \leq 1\). The gray region contains the parameters where the map is decomposable.

8.2. Positive tensor squares that are not decomposable

In this section we will show that for any \(d_1 \geq 2\) and any \(d_2 \geq 4\) there exist decomposable maps \(P : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2}\) such that the tensor square \(P \otimes P\) is positive and not decomposable. We will need the following lemma:

**Lemma 8.5** (Switch trick). Let \(P_1, P_2 : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2}\) be positive maps such that \(P_1 \otimes P_1, P_2 \otimes P_2,\) and \(P_1 \otimes P_2\) are positive. If \(P_1 \otimes P_2\) is not decomposable, then for the map \(P : \mathcal{M}_{d_1} \to \mathcal{M}_{2d_2}\) given by

\[
P(X) = \begin{pmatrix} P_1(X) & 0 \\ 0 & P_2(X) \end{pmatrix}
\]

the tensor square \(P \otimes P\) is positive but not decomposable.

**Proof.** With the computational basis \([|1\rangle, |2\rangle]\) \(\in \mathbb{C}^2\) we can write

\[
P(X) = P_1(X) \otimes |1\rangle\langle 1| + P_2(X) \otimes |2\rangle\langle 2|.
\]

Then, we have

\[
P \otimes P = \sum_{i,j} P_i \otimes |i\rangle\langle i| \otimes P_j \otimes |j\rangle\langle j|.
\]
Since the maps $P_1 \otimes P_1$, $P_2 \otimes P_2$ and $P_1 \otimes P_2$ are all positive, we find that $P \otimes P$ is positive. Assume now for contradiction that $P \otimes P$ is decomposable. Then, there exist completely positive maps $T, S : \mathcal{M}_{d_1} \to \mathcal{M}_{2d_2}$ such that

$$P \otimes P = T + \vartheta_{2d_2} \circ S.$$ 

However, then the map

$$P_1 \otimes P_2 = (\text{id}_{d_2} \otimes \text{Ad}_{|1}\otimes \text{id}_{d_2} \otimes \text{Ad}_{|2}) \circ (P \otimes P)$$

would be decomposable as well, contradicting the assumption.

Finally, we can show the following theorem.

**Theorem 8.6.** For any $d_1 \geq 2$ and $d_2 \geq 4$ there exists a decomposable map $P : \mathcal{M}_{d_1} \to \mathcal{M}_{d_2}$ such that the tensor square $P \otimes P$ is positive and not decomposable.

**Proof.** Consider the quantum channel $T_{3/4} : \mathcal{M}_2 \to \mathcal{M}_2$ as defined in (15) and the positive Pauli diagonal map $\Pi_{\lambda_{2/3}} : \mathcal{M}_2 \to \mathcal{M}_2$ for $\lambda_{2/3} = (1, 2/3, 0, 2/3)^T$. Since $T_{3/4}$ is completely positive its tensor square $T_{3/4} \otimes T_{3/4}$ is positive. By (2) the tensor square $\Pi_{\lambda_{2/3}} \otimes \Pi_{\lambda_{2/3}}$ is positive as well. Finally, by Theorem 8.4 the tensor product $T_{3/4} \otimes \Pi_{\lambda_{2/3}}$ is positive but not decomposable. We conclude that the map $P : \mathcal{M}_2 \to \mathcal{M}_4$ given by

$$P(X) = \begin{pmatrix} T_{3/4}(X) & 0 \\ 0 & \Pi_{\lambda_{2/3}}(X) \end{pmatrix}$$

is decomposable, and by Lemma 8.5 it has a positive tensor square $P \otimes P$ that is not decomposable. The statement of the theorem now follows from embedding this example in suitable higher dimensions.

Another way to construct positive and non-decomposable tensor squares (or higher powers) can be found in the proof of [39, Theorem 1]. Using unextendible product bases [40] this construction can be used to find for fixed $n \in \mathbb{N}$ a non-decomposable positive map $P : \mathcal{M}_3 \to \mathcal{M}_3$ such that $P \otimes P$ is positive (and trivially non-decomposable). However, we have not been able to use this construction to find decomposable maps with non-decomposable but positive tensor powers. In particular, we do not know of an example of a decomposable map $P : \mathcal{M}_3 \to \mathcal{M}_3$ such that $P \otimes P$ is positive and non-decomposable. We expect that such an example exists.

**9. Conclusion and open questions**

To characterize when positive Pauli diagonal maps are decomposable, we studied the polyhedral cone of Pauli diagonal maps that are both completely positive and completely copositive. Using the one-to-one correspondence between these maps and the spectra of their Choi matrices, we introduced the cone of Pauli PPT spectra $\mathcal{S}(\mathcal{CP}_N \cap \text{coCP}_N)$.
and analyzed its extremal rays. For \( N = 1 \) and \( N = 2 \) we found all extremal rays of this cone, and we used these to characterize the decomposable Pauli diagonal maps \( \Pi^{(N)}_{\mu} : \mathcal{M}_2^{\otimes N} \rightarrow \mathcal{M}_2^{\otimes N} \) for \( N = 1 \) and \( N = 2 \). As an application of our results, we extended Størmer’s theorem by showing that every positive tensor square \( P \otimes P \) of linear maps \( P : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) is decomposable. Finally, we provided examples of linear maps \( P, Q : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) for which \( P \otimes Q \) is positive but not decomposable, and an example of a decomposable map \( P' : \mathcal{M}_2 \rightarrow \mathcal{M}_4 \) for which the tensor square \( P' \otimes P' \) is positive but not decomposable. We finish with some open questions:

- Is there a shorter (or more insightful) proof for Theorem 6.1?

- What are the extremal rays of \( \mathcal{S}(\text{CP}_N \cap \text{coCP}_N) \) for \( N \geq 3 \)? We have some partial results in the case \( N = 3 \) to be included in future work [41], but even in this case the general structure of the extremal rays and their orbits under symmetry seems to be complicated.

- For every \( n \in \mathbb{N} \) we can consider the symmetric orthogonal matrices

\[
K_n = \frac{2}{n}E_n - I_n.
\]

What are the ew-positive matrices \( P \in \mathcal{M}_n(\mathbb{R}) \) such that \( K_nPK_n \) is ew-positive as well? How many extremal rays does the corresponding polyhedral cone have?

- Is there a map \( P : \mathcal{M}_2 \rightarrow \mathcal{M}_3 \) such that the tensor square \( P \otimes P \) is positive but not decomposable? If not, then what about higher powers? This would generalize Woronowicz’s theorem [2].

- Is there a positive map \( P : \mathcal{M}_2 \rightarrow \mathcal{M}_2 \) such that the tensor cube \( P^{\otimes 3} \) is positive but not decomposable? If not, then what about higher powers?
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A. Proof of Theorem 6.1

We will now present an analytic proof of Theorem 6.1 characterizing the extremal rays of \( S(CP_2 \cap coCP_2) \) (cf. Definition 4.1). Recall that there are two statements to show: First, we will show that the following pairs generate extremal rays in \( S(CP_2 \cap coCP_2) \).

\[
(P_1, Q_1) = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix}
\]

\[
(P_2, Q_2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

\[
(P_3, Q_3) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]

Second, we have to show that this list of extremal rays is complete, i.e. such that

\[
S(CP_2 \cap coCP_2) = \text{cone} \left( \bigcup_{i=1}^{3} \text{orb}_2 [(P_i, Q_i)] \right)
\]

where \( \text{orb}_2 \) denotes the orbits under the symmetry group described in Theorem 4.12.

For abbreviation it will be helpful to use the terminology introduced in the statement of Theorem 6.1: For any \( \alpha > 0 \) we call the elements of

- \( \alpha \text{orb}_2 [(P_1, Q_1)] \) boxes.
- \( \alpha \text{orb}_2 [(P_2, Q_2)] \) diagonals.
- \( \alpha \text{orb}_2 [(P_3, Q_3)] \) crosses.

It is easy to check that every box is of the form

\[
\alpha (\{(i,j)\} \langle \{k,l\}, \{i,j\}^c \langle \{k,l\}^c\})
\]

for some \( \alpha > 0 \) and \( i, j, k, l \in \{1, 2, 3, 4\} \) satsifying \( i < j \) and \( k < l \) (the notation \( \{|i,j|\} \) was previously introduced before Theorem 5.2). Similarly, it is easy to check that every diagonal is of the form \( \alpha (U_\sigma U_\sigma) \) for some \( \alpha > 0 \) and a permutation matrix \( U_\sigma \in M_4 \) corresponding to a permutation \( \sigma \in S_4 \). Finally, by definition every cross from is of the form \( \alpha (U_\sigma U_3 U_2 U_1 U_3 U_1 U_3 U_2) \) or \( \alpha (U_\sigma U_3 U_2 U_1 U_3 U_2 U_1 U_3) \) for some \( \alpha > 0 \) and a permutations \( \sigma_1, \sigma_2 \in S_4 \).

To prove Theorem 6.1 it will be useful to formulate the orthogonality relations from Lemma 4.7 explicitely for the boxes, diagonals and crosses giving the following lemmas.
Lemma A.1 (Box rule). Let \((P, Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\). For all \(i, j, k, l \in \{1, 2, 3, 4\}\) satisfying \(i < j\) and \(k < l\) the following are equivalent:

1. \(\langle \{i, j\}|P|\{k, l\} \rangle = 0\).
2. \(\langle \{i, j\}|Q|\{k, l\} \rangle = 0\).

Lemma A.2 (Diagonal rule). Let \((P, Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\). For any permutation \(\sigma \in S_4\) the following are equivalent:

1. \(\text{Tr}(U_\sigma P) = 0\).
2. \(\text{Tr}(U_\sigma Q) = 0\).

Lemma A.3 (Cross rule). Let \((P, Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\). For any permutations \(\sigma_1, \sigma_2 \in S_4\) the following are equivalent:

1. \(\text{Tr}(U_{\sigma_1} P U_{\sigma_2} P) = 0\).
2. \(\text{Tr}(U_{\sigma_1} P U_{\sigma_2} Q) = 0\).

The same equivalence also holds with the roles of \(P\) and \(Q\) exchanged.

We found it helpful to visualize the box rule as

\[
\begin{pmatrix}
* & * & * & *
0 & 0 & * & *
* & * & * & *
0 & 0 & 0 & *
\end{pmatrix} \subseteq \mathcal{Z}(P) \iff \begin{pmatrix}
* & 0 & * & 0
* & * & * & *
* & 0 & 0 & *
* & * & * & *
\end{pmatrix} \subseteq \mathcal{Z}(Q),
\]

here for the special case of \(i = 2, j = 4, k = 1,\) and \(l = 3\). The diagonal rule can be visualized as

\[
\begin{pmatrix}
* & 0 & * & *
* & 0 & 0 & *
* & * & * & 0
0 & * & 0 & *
\end{pmatrix} \subseteq \mathcal{Z}(P) \iff \begin{pmatrix}
* & 0 & * & *
* & * & 0 & *
* & * & * & 0
0 & * & 0 & *
\end{pmatrix} \subseteq \mathcal{Z}(Q),
\]

here for the special case \(\sigma = (1432)\). Finally, we can visualize the cross rule as

\[
\begin{pmatrix}
0 & * & * & *
* & 0 & * & *
* & * & 0 & *
0 & 0 & 0 & *
\end{pmatrix} \subseteq \mathcal{Z}(P) \iff \begin{pmatrix}
0 & * & * & 0
* & 0 & * & *
* & * & 0 & 0
* & * & * & *
\end{pmatrix} \subseteq \mathcal{Z}(Q),
\]

here for the special case \(\sigma_1 = \sigma_2 = \text{id}_4\).

The difficult part of the proof of Theorem 6.1 is to show that the list of extremal rays stated above is complete. To do so, we will show that the zero pattern of any extremal ray of the cone \(S(\text{CP}_2 \cap \text{coCP}_2)\) has to contain at least 8 zeros. By classifying all zero patterns with 8 zeros we will have a list of subpatterns that have to occur in each zero pattern of an extremal ray. Finally, we will show that every extremal ray whose zero pattern contains one of these subpatterns has to be a box, a diagonal or a cross.
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A.1. Extremality of Boxes, Diagonals and Crosses

Theorem A.4 (Extremality of boxes, diagonals and crosses). The elements 

\[(P_1, Q_2), (P_2, Q_2), (P_3, Q_3) \in S(CP_2 \cap coCP_2)\]

introduced in Theorem 6.1 generate extremal rays.

Proof. By Theorem 5.2 for any \(i, j \in \{1, 2, 3, 4\}\) satisfying \(i < j\) the vector 

\[\{|i, j\} = |i\rangle + |j\rangle \in \mathbb{R}^4\]

generates an extremal ray of \(S(CP_1 \cap coCP_1)\). By Lemma 4.10 this shows that the boxes arising as (scalings of) tensor products \(|\{i, j\}\rangle \otimes |\{k, l\}\rangle\) for \(i < j\) and \(k < l\) generate extremal rays of \(S(CP_2 \cap coCP_2)\).

By Lemma 4.11 it is sufficient to show that 

\[(P_2, Q_2) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}\]

generates an extremal ray of \(S(CP_2 \cap coCP_2)\). Consider a pair \((P, Q) \in S(CP_2 \cap coCP_2)\) satisfying \((P_2, Q_2) <_Z (P, Q)\). This implies that either \(P\) or \(Q\) have at least one zero on their diagonal. Since every off-diagonal element of \(P\) and \(Q\) is zero, we can apply Lemma A.1 repeatedly to show that \(P = Q = 0\). By Lemma 4.8 we have shown that \((P_2, Q_2)\) generates an extremal ray.

By Lemma 4.11 it is again sufficient to show that 

\[(P_3, Q_3) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}\]

generates an extremal ray. Again, Consider a pair \((P, Q) \in S(CP_2 \cap coCP_2)\) satisfying \((P_3, Q_3) <_Z (P, Q)\). There are two cases: Either \(P\) or \(Q\) could have at least two zeros on their diagonal, or either \(P\) or \(Q\) could have two zeros in the fourth row or column respectively. In both cases we can apply Lemma A.1 repeatedly to show that \(P = Q = 0\), and by Lemma 4.8 we conclude that \((P_2, Q_2)\) generates an extremal ray.

\[\square\]

A.2. Combinatorics of zero patterns with 8 zeros

It will be convenient to identify zero patterns \(Z' \subset \{1, 2, 3, 4\}^2\) (see Definition 4.4) with \((0,1)\)-matrices \(Z \in \mathcal{M}_4(\{0,1\})\) such that \(Z_{ij} = 0\) if and only if \((i,j) \in Z'\) for \(i,j \in \{1,2,3,4\}\). To prove Theorem 6.1 we will classify all \((0,1)\)-matrices \(Z \in \mathcal{M}_4(\{0,1\})\) with 8 zeros up to row and column permutations using a result by R. A. Brualdi [42] computing the number of \((0,1)\)-matrices with prescribed row and column sums.
Consider two integer partitions \( r = (r_1, r_2, r_3, r_4) \in \mathbb{N}_0^4 \) and \( s = (s_1, s_2, s_3, s_4) \in \mathbb{N}_0^4 \) of the number 8 into 4 parts each smaller than 4, i.e. such that

\[
8 = r_1 + r_2 + r_3 + r_4 = s_1 + s_2 + s_3 + s_4.
\]

and

\[
4 \geq r_1 \geq r_2 \geq r_3 \geq r_4 \geq 0 \quad \text{and} \quad 4 \geq s_1 \geq s_2 \geq s_3 \geq s_4 \geq 0.
\]

We denote by \( r \preceq s \) the usual majorization ordering, i.e.

\[
\sum_{i=1}^{k} r_i \leq \sum_{i=1}^{k} s_i
\]

for all \( k \in \{1, 2, 3\} \) and equality for \( k = 4 \). Moreover, we denote by \( r^* = (r_1^*, r_2^*, r_3^*, r_4^*) \) the conjugate partition with entries

\[
r_j^* = |\{i \in \{1, 2, 3, 4\} : r_i \geq j\}|.
\]

Consider now the set of all \((0, 1)\)-matrices in \( \mathcal{M}_4(\{0, 1\}) \) with row sum vector \( r = (r_1, r_2, r_3, r_4) \) and column sum vector \( s = (s_1, s_2, s_3, s_4) \) denoted by

\[
\mathcal{A}(r, s) := \{ Z \in \mathcal{M}_4(\{0, 1\}) : \sum_{j=1}^{4} Z_{kj} = r_k \text{ and } \sum_{i=1}^{4} Z_{il} = s_l \text{ for any } k, l \in \{1, 2, 3, 4\} \}.
\]

Note that \( \mathcal{A}(R, S) \) may be empty. For partitions \( r = (r_1, r_2, r_3, r_4) \) and \( s = (s_1, s_2, s_3, s_4) \) of 8 such that \( r_1, s_1 \leq 4 \) we can apply a result by R. A. Brualdi (see [42, Equation 3]) to determine the cardinality \( \mathcal{A}(R, S) \):

\[
|\mathcal{A}(R, S)| = \sum_{s \leq \lambda^* \preceq r^*} K_{\lambda^*, \lambda, s},
\]

(18)

where the sum runs over integer partitions \( \lambda = (\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) of the number 8 into 4 parts, and where \( K_{\lambda, \mu} \) denote the Kostka numbers, i.e. the number of Young tableaux with shape \( \lambda \) and content \( \mu \) (for details on Young tableaux and Kostka numbers see [43]). Note that the integer partitions \( r^*, \lambda \) and \( \lambda^* \) appearing in (18) are partitions of the number 8 into 4 parts with each part bounded by 4. There are 8 such integer partitions and in Table 1 we have included the relevant Kostka numbers \( K_{\lambda, \mu} \) from [44].

Using (18) and the Kostka numbers from Table 1 we can compute the cardinalities \( |\mathcal{A}(r, s)| \) for integer partitions \( r = (r_1, r_2, r_3, r_4) \) and \( s = (s_1, s_2, s_3, s_4) \) of 8 into 4 parts such that \( r_1, s_1 \leq 4 \). Table 2 contains the results of this elementary computation.

Finally, we can classify all \((0, 1)\)-matrices \( Z \in \mathcal{M}_4(\{0, 1\}) \) with 8 zeros up to row and column permutations. For \( Z_1, Z_2 \in \mathcal{A}(r, s) \) we write \( Z_1 \sim Z_2 \) if and only if \( Z_1 \) can be obtained from \( Z_2 \) by a sequence of row and column permutations. Then, it is straightforward albeit slightly tedious to compute the representatives of the equivalence classes in \( \mathcal{A}(r, s)/\sim \). Table 3 contains a complete\(^4\) list of these representatives. We close this section with a lemma summarizing the previous discussion.

\(^4\)We found it easiest to check completeness of this list by generating distinct elements in \( \mathcal{A}(r, s) \) from the representatives given in Table 3. It is not too hard to check that the numbers of Table 2 can be obtained in this way showing completeness of Table 3.
Table 1: Table of Kostka numbers $K_{\lambda,\mu}$ from [44]

| $\lambda$ | $\mu$   | (4,4,0,0) | (4,3,1,0) | (4,2,2,0) | (4,2,1,1) | (3,3,2,0) | (3,3,1,1) | (3,2,2,1) | (2,2,2,2) |
|-----------|---------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| (4,4,0,0) | 1       | 1         | 1         | 1         | 1         | 2         | 2         | 3         |           |
| (4,3,1,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (4,2,2,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (4,2,1,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (3,3,2,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (3,3,1,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (3,2,2,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |
| (2,2,2,2) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 1         |           |

Table 2: The cardinality $|A(r,s)|$ computed via (18) and Table 1.

| $r$ | $s$   | (4,4,0,0) | (4,3,1,0) | (4,2,2,0) | (4,2,1,1) | (3,3,2,0) | (3,3,1,1) | (3,2,2,1) | (2,2,2,2) |
|-----|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| (4,4,0,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (4,3,1,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (4,2,2,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (4,2,1,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (3,3,2,0) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (3,3,1,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (3,2,2,1) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |
| (2,2,2,2) | 0       | 0         | 0         | 0         | 0         | 0         | 0         | 0         |           |

Lemma A.5 (Classification of zero patterns with 8 zeros). Every $(0,1)$-matrices $Z \in \mathcal{M}_4 \{0,1\}$ with 8 zeros is equivalent to a matrix from Table 3 by a sequence of row and column permutations.

A.3. Completeness of extremal rays

Assume that $(P,Q) \in S (CP_2 \cap coCP_2)$ generates an extremal ray and that

$$(P,Q) \notin \text{span} \left( \bigcup_{i=1}^{3} \text{orb}_2 [(P_i,Q_i)] \right).$$

By Corollary 4.9 we have

$$|Z(P,Q)| \geq 15,$$

and therefore either $P$ or $Q$ contains at least 8 zeros. We can assume without loss of generality that $P$ contains at least 8 zeros (otherwise exchange the roles of $P$ and $Q$). This implies the existence of a zero pattern $Z' \subset \{1,2,3,4\}^2$ such that $|Z'| = 8$ and $Z' \subseteq Z(P)$ (cf. Definition 4.4).
| \begin{pmatrix} 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} | \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix} |

Table 3: Complete list of the representatives of equivalence classes of \((0, 1)\)-matrices in \(A(r, s)\) up to row and column permutation. Crossed out matrices arise as transpositions of others that are not crossed out. Every matrix, that is not crossed out, has an index refering to the lemma where its case is treated.
We can identify the zero pattern $Z' \subset \{1, 2, 3, 4\}^2$ with a $(0, 1)$-matrix $Z \in \mathcal{M}_4(\{0, 1\})$ such that $Z_{ij} = 0$ if and only if $(i, j) \in Z'$ for $i, j \in \{1, 2, 3, 4\}$. By Lemma A.5 the matrix $Z$ is equivalent to a matrix $\tilde{Z}$ in Table 3 by a sequence of row and column permutations, and specifically we assume that $\tilde{Z} = U_{\sigma_1} Z U_{\sigma_2}$ for permutation matrices $U_{\sigma_1}, U_{\sigma_2} \in \mathcal{M}_4$ corresponding to permutations $\sigma_1, \sigma_2 \in S_4$. By Lemma 4.11 the pair $(U_{\sigma_1} P U_{\sigma_2}, U_{\sigma_1} Q U_{\sigma_2}) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ generates an extremal ray and by assumption it satisfies $(U_{\sigma_1} P U_{\sigma_2}, U_{\sigma_1} Q U_{\sigma_2}) / \in \text{span}(3 \bigcup_{i=1}^{3} \text{orb}_2 [(P_i, Q_i)])$.

Moreover, we have $\tilde{Z} \subseteq Z(U_{\sigma_1} P U_{\sigma_2})$. We will finish the proof by showing:

**Lemma A.6.** Assume that $(P, Q) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ generates an extremal ray. If $Z \subseteq Z(P)$ for any zero pattern $Z \in \mathcal{M}_4(\{0, 1\})$ contained in Table 3, then $(P, Q)$ is a box, a diagonal, or a cross (cf. Theorem 6.1).

**Proof.** Note that it is enough to show the statement either for a zero pattern $Z \in \mathcal{M}_4(\{0, 1\})$ or its transpose $Z^T \in \mathcal{M}_4(\{0, 1\})$. The zero patterns that are crossed out in Table 3 arise by transposing a zero pattern in the same table that is not crossed out. We will therefore focus on these remaining zero patterns. Any zero pattern in Table 3 contains a reference to one of the Lemmas A.7, A.8, A.9, A.10, A.11, or A.12 that we will prove in the next section. For each zero pattern the respective lemma shows the statement of Lemma A.6 directly. This finishes the proof.

A.4. Finishing the proof of Lemma A.6

For $(P, Q) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ we have $Q = KPK$, where $K \in \mathcal{M}_4$ is the unitary matrix from (5). The entries of this equation are

$$Q_{ij} = \frac{1}{4} \left( P_{ij} + \sum_{k,l=1 \atop k \neq i, l \neq j}^{4} P_{kl} - \sum_{k=1 \atop k \neq i}^{4} P_{kj} - \sum_{l=1 \atop l \neq j}^{4} P_{il} \right). \quad (19)$$

To simplify the following discussion we will say that $(P, Q) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ contains a box (or a diagonal, or a cross) if there exists a box (or a diagonal, or a cross) $(P_b, Q_b) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ and a $\beta > 0$ such that $(P, Q) - \beta (P_b, Q_b) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$. Note that $(P, Q)$ contains a box if and only if the zero pattern $Z(P, Q)$ contains the zero pattern of a box (as sets), and the same holds for diagonals and crosses. Clearly, any $(P, Q) \in S(\mathcal{CP}_2 \cap \text{coCP}_2)$ generating an extremal ray and containing a box (or a diagonal, or a cross) has to be a box (or a diagonal, or a cross). With this we can start to prove the following lemma.
Lemma A.7 (6er pattern implies box). Let $Z \in \mathcal{M}_4(\{0,1\})$ denote a zero pattern containing either pattern

$$
\begin{pmatrix}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{pmatrix}
\qquad \text{or} \qquad
\begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
\end{pmatrix}
$$

up to row and column permutations. Any $(P,Q) \in S(CP_2 \cap coCP_2)$ generating an extremal ray and satisfying $Z \subseteq Z(P)$ or $Z \subseteq Z(Q)$ is a box.

Proof. We can assume without loss of generality that $P_{ij} = 0$ for any $i \in \{1,2,3\}$ and any $j \in \{1,2\}$. Applying Lemma A.1 three times for $P$ shows that $Q_{ij} = 0$ for any $i \in \{1,2,3,4\}$ and any $j \in \{3,4\}$. Applying Lemma A.1 again for $Q$ shows that $P_{ij} = 0$ for any $i \in \{1,2,3,4\}$ and any $j \in \{1,2\}$. Now let

$$
P = \begin{pmatrix}
0 & 0 & p_1 & p_2 \\
0 & 0 & p_3 & p_4 \\
0 & 0 & p_5 & p_6 \\
0 & 0 & p_7 & p_8 \\
\end{pmatrix}
\quad \text{and} \quad
Q = \begin{pmatrix}
q_1 & q_2 & 0 & 0 \\
q_3 & q_4 & 0 & 0 \\
q_5 & q_6 & 0 & 0 \\
q_7 & q_8 & 0 & 0 \\
\end{pmatrix}.
$$

Since $Q = KPK$ we find by (19) that

$$
q_1 = \frac{1}{4}(p_3 + p_4 + p_5 + p_6 + p_7 + p_8 - p_1 - p_2) = q_2.
$$

Similarly, we find that $q_3 = q_4$, $q_5 = q_6$, $q_7 = q_8$, and using that $P = KQK$ we find that $p_1 = p_2$, $p_3 = p_4$, $p_5 = p_6$ and $p_7 = p_8$ by the same reasoning. In summary, we have

$$
P = \begin{pmatrix}
0 & 0 & p_1 & p_1 \\
0 & 0 & p_3 & p_3 \\
0 & 0 & p_5 & p_5 \\
0 & 0 & p_7 & p_7 \\
\end{pmatrix}
\quad \text{and} \quad
Q = \begin{pmatrix}
q_1 & q_1 & 0 & 0 \\
q_3 & q_3 & 0 & 0 \\
q_5 & q_5 & 0 & 0 \\
q_7 & q_7 & 0 & 0 \\
\end{pmatrix}.
$$

By assumption $(P,Q)$ generates an extremal ray, and we can assume for contradiction that $(P,Q)$ is not a box. Then, we must have $0 \in \{p_1, p_3, q_5, q_7\}$, $0 \in \{q_1, q_3, p_5, p_7\}$, $0 \in \{p_3, p_7, q_1, q_5\}$ and $0 \in \{p_1, p_5, q_3, q_7\}$ since otherwise $(P,Q)$ would contain a box. It follows that either $P$ or $Q$ must contain two distinct zero rows. Since $(P,Q) \neq (0,0)$, we find that $(P,Q)$ must be a box. □

Lemma A.8. Let $Z \in \mathcal{M}_4(\{0,1\})$ denote a zero pattern containing the pattern

$$
\begin{pmatrix}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
\end{pmatrix}
$$

up to row and column permutations. Any $(P,Q) \in S(CP_2 \cap coCP_2)$ generating an extremal ray and satisfying $Z \subseteq Z(P)$ or $Z \subseteq Z(Q)$ is a box or a diagonal.
Proof. Consider \((P, Q) \in S(\mathbb{C}P_2 \cap \text{coCP}_2)\) generating an extremal ray and without loss of generality we assume \(Z \subseteq Z(P)\). Applying Lemma A.1 once and Lemma A.2 twice (for the two zero diagonals crossing in the lower right \(2 \times 2\) corner) shows that \(Q_{ij} = 0\) for any \(i, j \in \{1, 2\}\) and for any \(i, j \in \{3, 4\}\). By applying Lemma A.1 again for \(Q\) we find that

\[
P = \begin{pmatrix}
0 & 0 & p_1 & p_2 \\
0 & 0 & p_3 & p_4 \\
p_5 & p_6 & 0 & 0 \\
p_7 & p_8 & 0 & 0
\end{pmatrix}
\quad \text{and} \quad
Q = \begin{pmatrix}
0 & 0 & q_1 & q_2 \\
0 & 0 & q_3 & q_4 \\
q_5 & q_6 & 0 & 0 \\
q_7 & q_8 & 0 & 0
\end{pmatrix}
\]

with non-negative entries. Assume that \((P, Q)\) is not a diagonal. By extremality of \((P, Q)\) it cannot contain any diagonal, and therefore we find the following inclusions:

\[
0 \in \{p_2, p_3, p_6, p_7, q_2, q_3, q_6, q_7\} \\
0 \in \{p_1, p_4, p_6, p_7, q_1, q_4, q_6, q_7\} \\
0 \in \{p_1, p_4, p_5, p_8, q_1, q_4, q_5, q_8\} \\
0 \in \{p_2, p_3, p_5, p_8, q_2, q_3, q_5, q_8\}
\]

It is easy to see that these conditions require two zeros among \(p_1, p_2, p_3, p_4, q_1, q_2, q_3, q_4\) or among \(p_5, p_6, p_7, q_5, q_6, q_7, q_8\) and it is not sufficient to have both among \(p_1, p_4, q_1, q_4\) or both among \(p_2, p_3, q_2, q_3\) or both among \(p_5, p_8, q_5, q_8\) or both among \(p_6, p_7, q_6, q_7\). By Lemma A.7 we are done in the case where these two zeros lie in either \(P\) or \(Q\) together. Therefore, we assume that one of the two zeros lies in \(P\) and the other in \(Q\).

After suitable row and column permutations we can assume that \(p_1 = q_3 = 0\). Since \(Q = KPK\) we find by (19) that

\[
p_3 - p_4 + p_2 + p_5 + p_6 + p_7 + p_8 = 0 \\
-p_3 - p_4 + p_2 + p_5 - p_6 + p_7 - p_8 = 0 \\
-p_3 - p_4 + p_2 - p_5 + p_6 - p_7 + p_8 = 0.
\]

Subtracting the second and third equations from the first, and using that all variables are non-negative real numbers, shows that \(p_3 = p_5 = p_6 = p_7 = p_8 = 0\). Finally, applying Lemma A.1 multiple times shows that \(P = Q = 0\) contradicting the assumption that \((P, Q)\) generates an extremal ray. This finishes the proof.

\[\square\]

**Lemma A.9** (Zero row and column). Let \(Z \in \mathcal{M}_4(\{0, 1\})\) denote a zero pattern containing the pattern

\[
\begin{pmatrix}
0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

up to row and column permutations. Any \((P, Q) \in S(\mathbb{C}P_2 \cap \text{coCP}_2)\) generating an extremal ray and satisfying \(Z \subseteq Z(P)\) or \(Z \subseteq Z(Q)\) is a box.
Proof. Consider \((P, Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\) generating an extremal ray and without loss of generality we assume \(Z \subseteq Z(P)\). Using Lemma A.1 we find that

\[
P = \begin{pmatrix} 0 & p_1 & p_2 & p_3 \\ 0 & p_4 & p_5 & p_6 \\ 0 & 0 & p_7 & p_8 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} q_1 & q_2 & 0 & 0 \\ q_3 & q_4 & 0 & 0 \\ q_5 & q_6 & q_7 & q_8 \\ q_9 & q_{10} & q_{11} & q_{12} \end{pmatrix}
\]

with \(p_i \geq 0\) and \(q_j \geq 0\) for any \(i \in \{1, \ldots, 8\}\) and any \(j \in \{1, \ldots, 12\}\). Assume for contradiction that \((P, Q)\) is not a box. Then, by Lemma A.7 we can infer that \(p_1, p_4, p_7, p_8 > 0\). Since \(Q = KP\) we can use (19) to find that

\[
q_9 = \frac{1}{4} \sum_{i=1}^{8} p_i > 0
\]

and

\[
q_5 = \frac{1}{4} (-p_7 - p_8 + p_1 + p_4 + p_2 + p_3 + p_5 + p_6)
\]

\[
q_6 = \frac{1}{4} (-p_7 - p_8 - p_1 - p_4 + p_2 + p_3 + p_5 + p_6).
\]

Taking the difference of the last two equations shows that

\[
q_5 - q_6 = \frac{1}{2} (p_1 + p_4) > 0.
\]

Similarly, we find that

\[
q_{10} - q_6 = \frac{1}{2} (p_7 + p_8) > 0.
\]

The previous equations imply in particular that \(q_5, q_{10} > 0\). Since \((P, Q)\) generates an extremal ray and is not a box, we must have \(0 \in \{p_2, p_3, p_5, p_6, q_6\}\).

Assume first that \(0 \in \{p_2, p_3, p_5, p_6\}\). Without loss of generality we can assume further that \(p_5 = 0\) (otherwise we can permute the first two rows and last two columns). By Lemma A.1 and Lemma A.2 this implies that \(q_2 = q_6 = q_8 = q_1 = q_{12} = 0\). By Lemma A.7 we find that \(p_6, p_2, q_3, q_4, q_7, q_{11} > 0\). Finally, \(p_3 > 0\) since otherwise \(0 = q_9 > 0\) by Lemma A.2. The previous argument shows that all remaining non-zero entries in \(P\) and \(Q\) must be non-zero. However, \((P, Q)\) still contains a box \(p_1, p_3, p_4, p_6\) and \(q_5, q_7, q_9, q_{11}\) without any zeros. Therefore \((P, Q)\) cannot generate an extremal ray contradicting the assumption.

Finally, we can assume that \(q_6 = 0\). By the previous paragraph we know that every entry of \(P\) must be non-zero. Since \((P, Q)\) generates an extremal ray we conclude that \(0 \in \{q_1, q_2\}, 0 \in \{q_8, q_{12}\}, 0 \in \{q_7, q_{11}\}, \) and \(0 \in \{q_3, q_4\}\). By Lemma A.7 we are done when two of these zeros are in the same row or the same column. If none of these zeros are in the same row or column, then they must lie on the same diagonal. Then we can conclude by Lemma A.2 that \(0 \in \{p_1, p_4, p_7, p_8\}\) leading to a contradiction. 

\(\Box\)
Lemma A.10. Let $Z \in \mathcal{M}_4(\{0,1\})$ denote a zero pattern containing either one of the following patterns up to permutations of rows and columns:

1. \[
\begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1
\end{pmatrix}
\]

2. \[
\begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]

3. \[
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

4. \[
\begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

Any $(P,Q) \in S(CP_2 \cap \text{co}CP_2)$ generating an extremal ray and satisfying $Z \subseteq Z(P)$ or $Z \subseteq Z(Q)$ is a box or a diagonal.

Proof. Assume that $(P,Q) \in S(CP_2 \cap \text{co}CP_2)$ is generating an extremal ray and satisfying $Z \subseteq Z(P)$. In the following we will go through the cases of the lemma one-by-one every time assuming that $Z$ contains the corresponding zero pattern.

1. Using Lemma A.2 twice we find that

\[P = \begin{pmatrix}
p_1 & p_2 & 0 & 0 \\
p_3 & p_4 & 0 & 0 \\
p_5 & p_6 & 0 & 0 \\
p_7 & 0 & 0 & p_8
\end{pmatrix}\quad \text{and} \quad Q = \begin{pmatrix}
q_1 & q_2 & 0 & 0 \\
0 & q_3 & q_4 & 0 \\
0 & 0 & q_5 & q_6 \\
q_7 & 0 & 0 & q_8
\end{pmatrix}\]

where $p_i, q_j \geq 0$ for any $i, j \in \{1, \ldots, 8\}$. It is easy to check that $p_i = 0$ for any $i \in \{1, \ldots, 8\}$ would create a zero pattern as in Lemma A.8 and therefore $(P,Q)$ is either a box or a diagonal (in fact it has to be a diagonal in this case). The same argument works if $q_i = 0$ for some $i \in \{1, \ldots, 8\}$. Assuming that $(P,Q)$ is neither a diagonal or a box therefore implies that $p_i \neq 0$ and $q_j \neq 0$ for any $i, j \in \{1, \ldots, 8\}$. However, then $(P,Q)$ would contain a diagonal (e.g. the main diagonal) without any zeros, and would not generate an extremal ray.
2. Using Lemma A.2 and Lemma A.1 we find that

\[ P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ p_4 & p_5 & p_6 & 0 \\ p_7 & 0 & 0 & 0 \\ 0 & p_8 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & q_1 & 0 \\ 0 & 0 & 0 & q_2 \\ q_3 & 0 & q_4 & q_5 \\ 0 & q_6 & q_7 & q_8 \end{pmatrix} \]

with \( p_i \geq 0 \) and \( q_j \geq 0 \) for any \( i, j \in \{1, \ldots, 8\} \). Note that by Lemma A.7 we are done if \( 0 \in \{p_3, p_6, p_7, p_8, q_1, q_2, q_3, q_6\} \). But if this is not the case, then \((P, Q)\) contains a diagonal. Since \((P, Q)\) generates an extremal ray, it has to be equal to this diagonal.

3. Using Lemma A.1 twice we find that

\[ P = \begin{pmatrix} p_1 & p_2 & p_3 & p_4 \\ p_5 & p_6 & 0 & 0 \\ 0 & 0 & p_7 & p_8 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & 0 & 0 \\ q_1 & q_2 & 0 & 0 \\ 0 & 0 & q_3 & q_4 \\ q_5 & q_6 & q_7 & q_8 \end{pmatrix} \]

with \( p_i \geq 0 \) and \( q_j \geq 0 \) for any \( i, j \in \{1, \ldots, 8\} \). Note that by Lemma A.7 we are done if \( 0 \in \{p_7, p_8, q_1, q_2\} \). We are also done by Lemma A.8 if \( 0 \in \{p_3, p_4, q_5, q_6\} \). If neither of the previous apply, we conclude by extremality that \((P, Q)\) is a box.

4. Using Lemma A.1 we find that

\[ P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ p_4 & p_5 & p_6 & 0 \\ p_7 & 0 & 0 & 0 \\ 0 & 0 & 0 & p_8 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & q_1 & q_2 & 0 \\ 0 & q_3 & q_4 & 0 \\ q_5 & q_6 & q_7 & q_8 \\ q_9 & q_{10} & q_{11} & q_{12} \end{pmatrix} \]

with \( p_i \geq 0 \) for any \( i \in \{1, \ldots, 8\} \) and \( q_j \geq 0 \) for any \( j \in \{1, \ldots, 12\} \). Note that by Lemma A.7 we are done if \( 0 \in \{p_7, p_8\} \) and by Lemma A.8 we are done if \( 0 \in \{p_1, p_4\} \).

Consider first the case where \( 0 \in \{p_2, p_3, p_5, p_6\} \). By permuting rows and columns we can assume that \( p_2 = 0 \). Then, we can use Lemma A.1 again to conclude that \( q_4 = q_6 = q_{11} = 0 \) and Lemma A.2 to conclude that \( q_1 = q_7 = 0 \). Now we would be done by Lemma A.7 if \( 0 \in \{p_3, p_5, q_2, q_3, q_6\} \). By extremality either \((P, Q)\) is a diagonal, or \( q_{12} = 0 \). But the latter would imply that \( p_4 = 0 \) and we would be done by Lemma A.8.

For contradiction, we assume that \((P, Q)\) is neither a box nor a diagonal. Then, by the previous paragraph we can assume that \( p_i > 0 \) for any \( i \in \{1, \ldots, 8\} \). Since \( Q = KPK \) we can use (19) to conclude

\[ q_{12} = \frac{1}{4} \sum_{i=1}^{8} p_i > 0 \]
and
\[ p_8 + p_1 + p_2 + p_3 = p_7 + p_4 + p_5 + p_6 \\
p_8 + p_4 + p_5 + p_6 = p_7 + p_1 + p_2 + p_3. \]

From the previous equations we conclude that \( p_8 = p_7 \). Therefore, we find that
\[ q_6 = \frac{1}{4}(p_3 + p_6 - p_2 - p_5 + p_1 + p_4) = q_{10} \]
\[ q_7 = \frac{1}{4}(-p_3 - p_6 + p_2 + p_5 + p_1 + p_4) = q_{11}, \]
which also implies that \( q_6 + q_7 = \frac{1}{2}(p_1 + p_4) > 0 \). We also find that
\[ q_8 = \frac{1}{4}(-p_7 - p_8 + p_1 + p_2 + p_3 + p_4 + p_5 + p_6) \]
\[ q_9 = \frac{1}{4}(-p_7 - p_8 - p_1 + p_2 + p_3 - p_4 + p_5 + p_6). \]

Taking the difference of the last two equations implies that
\[ q_8 - q_9 = \frac{1}{2}(p_1 + p_4) > 0, \]
which implies \( q_8 > 0 \). Summarizing the previous discussion we have
\[ Q = \begin{pmatrix} 0 & q_1 & q_2 & 0 \\ 0 & q_3 & q_4 & 0 \\ q_5 & q_6 & q_7 & q_8 \\ q_9 & q_6 & q_7 & q_{12} \end{pmatrix} \]
where \( q_8, q_{12} > 0 \), and \( q_6 > 0 \) or \( q_7 > 0 \). Therefore, \((P, Q)\) contains a box contradicting extremality.

\[ \square \]

**Lemma A.11.** Let \( Z \in \mathcal{M}_4(\{0, 1\}) \) denote a zero pattern containing either one of the following patterns up to permutations of rows and columns:

1. \[ \begin{pmatrix} 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix} \sim \begin{pmatrix} 1 & 1 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix} \]

2. \[ \begin{pmatrix} 1 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix} \sim \begin{pmatrix} 1 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix} \]
Any \((P,Q) \in S(CP_2 \cap coCP_2)\) generating an extremal ray and satisfying \(Z \subseteq Z(P)\) or \(Z \subseteq Z(Q)\) is a cross, a diagonal or a box.

**Proof.** Assume that \((P,Q) \in S(CP_2 \cap coCP_2)\) is generating an extremal ray and satisfying \(Z \subseteq Z(P)\). In the following we will go through the cases of the lemma one-by-one every time assuming that \(Z\) contains the corresponding zero pattern.

1. Using Lemma A.3 and Lemma A.2 we find that

\[ P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ 0 & p_4 & p_5 \\ 0 & 0 & p_6 & p_7 \\ p_8 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & q_1 & q_2 & 0 \\ 0 & q_3 & 0 & q_4 \\ 0 & 0 & q_5 & q_6 \\ q_7 & 0 & 0 & q_8 \end{pmatrix} \]

where \(p_i, q_j \geq 0\) for any \(i, j \in \{1, \ldots, 8\}\). By Lemma A.8 we would be done if

\[ 0 \in \{p_2, p_3, p_4, p_6, p_8, q_3, q_4, q_5, q_6, q_7\}. \]

By extremality either \((P,Q)\) is a cross, or \(0 \in \{p_1, q_8\}\). Note that \(p_1 = 0\) if and only if \(q_8 = 0\) by Lemma A.2. Assuming that \(p_1 = q_8 = 0\), we can use Lemma A.8 to conclude that either \((P,Q)\) is a box or a diagonal (here it would be a diagonal actually), or \(0 \notin \{p_5, p_7, q_1, q_2\}\). Assuming that \((P,Q)\) is neither a box nor a diagonal, then all remaining entries of \(P\) and \(Q\) would have to be non-zero. Since, \((P,Q)\) still contains a diagonal (since \(p_3, p_4, p_6, p_8 > 0\) and \(q_3, q_2, q_6, q_7 > 0\)) this would contradict extremality.
2. Using Lemma A.3 and Lemma A.1 we find that

\[
P = \begin{pmatrix} p_1 & p_2 & 0 & p_3 \\ p_4 & p_5 & 0 & 0 \\ p_6 & 0 & p_7 & 0 \\ 0 & 0 & p_8 & 0 \end{pmatrix}
\quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & 0 & q_1 \\ 0 & q_2 & 0 & 0 \\ q_3 & 0 & q_4 & q_5 \\ 0 & q_6 & q_7 & q_8 \end{pmatrix}
\]

where \(p_i, q_j \geq 0\) for any \(i, j \in \{1, \ldots, 8\}\). By Lemma A.8 we would be done if

\[0 \in \{p_1, p_3, p_4, p_5, p_6, q_1, q_4, q_5, q_6\}.
\]

By Lemma A.7 we would also be done if \(q_2 = 0\). By extremality either \((P, Q)\) is

a cross, or \(0 \in \{p_7, q_6\}\). Note that \(p_7 = 0\) if and only if \(q_6 = 0\) by Lemma A.1.

Assuming that \(p_7 = q_6 = 0\), we can use Lemma A.8 to conclude that either \((P, Q)\)

is a box or a diagonal (here it would be a box actually), or \(0 \notin \{p_2, q_5\}\). If the

latter were the case, then \((P, Q)\) would contain a box since \(p_1, p_2, p_4, p_5 > 0\) and

\(q_1, q_4, q_7, q_8 > 0\). By extremality \((P, Q)\) is a box in this case.

3. Using Lemma A.3 and Lemma A.1 we find that

\[
P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ p_4 & p_5 & 0 & p_6 \\ 0 & 0 & p_7 & 0 \\ p_8 & 0 & 0 & 0 \end{pmatrix}
\quad \text{and} \quad Q = \begin{pmatrix} 0 & q_1 & 0 & 0 \\ 0 & q_2 & 0 & q_3 \\ 0 & 0 & q_4 & q_5 \\ q_6 & 0 & q_7 & q_8 \end{pmatrix}
\]

where \(p_i, q_j \geq 0\) for any \(i, j \in \{1, \ldots, 8\}\). By Lemma A.8 we would be done if

\[0 \in \{p_1, p_2, p_5, p_8, q_3, q_4, q_5, q_8\}.
\]

By Lemma A.7 we would also be done if \(p_7 = 0\). By extremality either \((P, Q)\) is

a cross, or \(0 \in \{p_3, q_2\}\). Note that \(p_3 = 0\) if and only if \(q_2 = 0\) by Lemma A.1.

Assuming that \(p_3 = q_2 = 0\), we can use Lemma A.8 to conclude that either \((P, Q)\)

is a box or a diagonal (here it would be a box actually), or \(0 \notin \{p_4, q_7\}\). If the

latter were the case, then \((P, Q)\) would contain a box since \(p_1, p_2, p_4, p_5 > 0\) and

\(q_4, q_5, q_7, q_8 > 0\). By extremality \((P, Q)\) is a box in this case.

4. Using Lemma A.3, Lemma A.1, and Lemma A.2 we find that

\[
P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ p_4 & p_5 & 0 & p_6 \\ p_7 & 0 & p_8 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\quad \text{and} \quad Q = \begin{pmatrix} 0 & q_1 & 0 & 0 \\ 0 & q_2 & 0 & q_3 \\ 0 & 0 & q_4 & q_5 \\ 0 & q_6 & q_7 & q_8 \end{pmatrix}
\]

where \(p_i, q_j \geq 0\) for any \(i, j \in \{1, \ldots, 8\}\). By Lemma A.8 we would be done if

\(0 \in \{p_1, p_4, q_6, q_8\}\), and by Lemma A.7 we would be done if \(0 \in \{p_2, p_7, p_8, q_4, q_7\}\).

Moreover, by Lemma A.9 we would be done if \(0 \in \{p_4, q_1\}\). Assuming that all these

variables are non-zero, \((P, Q)\) then contains a cross since \(p_1, p_2, p_4, p_6, p_7, p_8 > 0\)

and \(q_1, q_3, q_4, q_6, q_7, q_8 > 0\). By extremality \((P, Q)\) has to be a cross in this case.
5. Using Lemma A.3 and Lemma A.1 twice we find that

\[
P = \begin{pmatrix} p_1 & p_2 & p_3 & p_4 \\ p_5 & p_6 & 0 & 0 \\ p_7 & 0 & 0 & 0 \\ 0 & 0 & p_8 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & 0 & q_1 \\ 0 & q_2 & 0 & q_3 \\ q_4 & 0 & q_5 & q_6 \\ 0 & 0 & q_7 & q_8 \end{pmatrix}
\]

where \( p_i, q_j \geq 0 \) for any \( i, j \in \{1, \ldots, 8\} \). By Lemma A.8 we would be done if \( 0 \in \{p_1, p_2, q_6, q_8\} \) and by Lemma A.7 we would be done if \( 0 \in \{p_6, p_7, p_8, q_2, q_4, q_7\} \).

By extremality either \((P, Q)\) is a cross, or \( 0 \in \{p_3, q_3\} \). Note that \( p_3 = q_3 = 0 \) if and only if \( q_3 = 0 \) by Lemma A.2. Assuming that \( p_3 = q_3 = 0 \), we can use Lemma A.8 to conclude that either \((P, Q)\) is a box or a diagonal or \( 0 / \in \{p_5, q_5\} \). If the latter were the case, then \((P, Q)\) would contain a box since \( p_1, p_2, p_5, p_6 > 0 \) and \( q_5, q_6, q_7, q_8 > 0 \). By extremality \((P, Q)\) would then be a box.

6. Using Lemma A.3 and Lemma A.1 twice we find that

\[
P = \begin{pmatrix} p_1 & p_2 & p_3 & p_4 \\ p_5 & p_6 & 0 & 0 \\ p_7 & 0 & p_8 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & 0 & q_1 \\ 0 & q_2 & 0 & q_3 \\ 0 & 0 & q_4 & q_5 \\ 0 & q_6 & q_7 & q_8 \end{pmatrix}
\]

where \( p_i, q_j \geq 0 \) for any \( i, j \in \{1, \ldots, 8\} \). By Lemma A.8 we would be done if \( 0 \in \{p_1, q_8\} \), and by Lemma A.7 we would be done if \( 0 \in \{p_5, p_7, p_8, q_2, q_4, q_6, q_7\} \).

Moreover, by Lemma A.9 we would be done if \( 0 \in \{p_4, q_1\} \). Assuming that all these variables are non-zero \((P, Q)\) contains a cross since \( p_1, p_4, p_5, p_6, p_7, p_8 > 0 \) and \( q_1, q_2, q_4, q_6, q_7, q_8 > 0 \). By extremality \((P, Q)\) has to be a cross in this case.

Lemma A.12. Let \( Z \in \mathcal{M}_4(\{0,1\}) \) denote a zero pattern containing either one of the following patterns up to permutations of rows and columns:

1. \[
\begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

2. \[
\begin{pmatrix} 1 & 1 & 1 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]

3. \[
\begin{pmatrix} 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}
\]
Any \((P,Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\) generating an extremal ray and satisfying \(Z \subseteq Z(P)\) or \(Z \subseteq Z(Q)\) is a cross, a diagonal or a box.

**Proof.** Assume that \((P,Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\) is generating an extremal ray and satisfying \(Z \subseteq Z(P)\). In the following we will go through the cases of the lemma one-by-one every time assuming that \(Z\) contains the corresponding zero pattern.

1. Using Lemma A.1 we find that

\[
P = \begin{pmatrix} p_1 & p_2 & p_3 & p_4 \\ p_5 & p_6 & 0 & 0 \\ 0 & 0 & p_7 & 0 \\ 0 & 0 & 0 & p_8 \end{pmatrix}
\quad \text{and} \quad
Q = \begin{pmatrix} q_1 & q_2 & 0 & 0 \\ q_3 & q_4 & 0 & 0 \\ q_5 & q_6 & q_7 & q_8 \\ q_9 & q_{10} & q_{11} & q_{12} \end{pmatrix}
\]

where \(p_i \geq 0\) for any \(i \in \{1, \ldots, 8\}\) and \(q_j \geq 0\) for any \(j \in \{1, \ldots, 12\}\). By Lemma A.8 we would be done if \(0 \in \{p_3, p_4\}\) and by Lemma A.7 we would be done if \(0 \in \{p_7, p_8\}\). Note that if \(0 \in \{p_5, p_6\}\), then the remaining zero pattern would contain the pattern

\[
\begin{pmatrix} * & * & * & * \\ * & 0 & 0 & 0 \\ * & 0 & * & 0 \\ 0 & 0 & 0 & * \end{pmatrix}
\]

up to a column permutation. Then, by case 5 of Lemma A.11 we conclude that \((P,Q)\) would be a cross, a diagonal, or a box. Similarly, if \(0 \in \{p_1, p_2\}\), then the remaining zero pattern would contain the pattern

\[
\begin{pmatrix} 0 & * & * & * \\ * & * & 0 & 0 \\ * & 0 & * & 0 \\ 0 & 0 & 0 & * \end{pmatrix}
\]

up to a column permutation. Then, by case 1 of Lemma A.11 we conclude that \((P,Q)\) would be a cross, a diagonal, or a box.

Finally, assume that \(p_i > 0\) for any \(i \in \{1, \ldots, 8\}\). Then, since \(Q = KPK\) we can
use (19) to find that
\[\begin{align*}
q_8 &= \frac{1}{4}(-p_7 - p_8 - p_4 + p_3 + p_1 + p_2 + p_5 + p_6) \\
q_{12} &= \frac{1}{4}(p_7 + p_8 - p_4 + p_3 + p_1 + p_2 + p_5 + p_6) \\
q_7 &= \frac{1}{4}(p_7 + p_8 + p_4 - p_3 + p_1 + p_2 + p_5 + p_6) \\
q_{11} &= \frac{1}{4}(-p_7 - p_8 + p_4 - p_3 + p_1 + p_2 + p_5 + p_6).
\end{align*}\]
From this we can conclude that
\[q_{12} - q_8 = q_7 - q_{11} = \frac{p_8 + p_7}{2} > 0\]
showing that \(q_{12} > 0\) and \(q_7 > 0\). By extremality, either \((P, Q)\) is a diagonal or we have \(q_1 = q_2 = 0\) or \(q_3 = q_4 = 0\) or \(q_1 = q_3 = 0\) or \(q_2 = q_4 = 0\). In the two latter cases we are done by Lemma A.7. The two first cases can be argued in the same way, and we will only write out the first one. Assuming that \(q_1 = q_2 = 0\) we can argue using extremality that either \((P, Q)\) is a cross, or \(0 \in \{q_3, q_4, q_5, q_9\}\). If \(0 \in \{q_3, q_4\}\) we would be done by Lemma A.7. Assuming that \(0 \in \{q_5, q_9\}\) we can again argue by extremality that either \((P, Q)\) is a box, or \(0 \in \{q_8, q_{11}\}\). In the latter case we conclude that we have at least one of the following:
\begin{enumerate}
  \item \(q_3 = q_8 = 0\)
  \item \(q_9 = q_{11} = 0\)
  \item \(q_5 = q_{11} = 0\)
  \item \(q_9 = q_8 = 0\)
\end{enumerate}
For a.) and b.) Lemma A.1 implies that \(p_6 = 0\), and in the cases c.) and d.) Lemma A.2 shows that \(p_2 = 0\). Therefore, all of the cases lead to a contradiction.

2. Using Lemma A.1 we find that
\[
\begin{bmatrix}
p_1 & p_2 & p_3 & 0 \\
p_4 & p_5 & p_6 & 0 \\
p_7 & 0 & 0 & p_8 \\
0 & 0 & 0 & 0
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
0 & q_1 & q_2 & 0 \\
0 & q_3 & q_4 & 0 \\
q_5 & q_6 & q_7 & q_8 \\
q_9 & q_{10} & q_{11} & q_{12}
\end{bmatrix}
\]
where \(p_i \geq 0\) for any \(i \in \{1, \ldots, 8\}\) and \(q_j \geq 0\) for any \(j \in \{1, \ldots, 12\}\). By Lemma A.8 we would be done if \(0 \in \{p_1, p_4\}\) and by Lemma A.7 we would be done if \(0 \in \{p_7, p_8\}\). Note that if \(0 \in \{p_2, p_3, p_5, p_6\}\), we can permute rows and columns to restrict to the case where \(p_6 = 0\). Then, after permuting the third and fourth column the remaining zero pattern would contain the pattern
\[
\begin{bmatrix}
* & * & * & * \\
* & 0 & 0 & 0 \\
* & 0 & * & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]
By case 6 of Lemma A.11 we conclude that \((P, Q)\) would be a cross, a diagonal, or a box.

Finally, assume that \(p_i > 0\) for any \(i \in \{1, \ldots, 8\}\). Since \(Q = KPK\) we can use (19) to find that

\[
q_8 = \frac{1}{4}(p_8 - p_7 + \sum_{i=1}^{6} p_i)
\]
\[
q_{12} = \frac{1}{4}(-p_8 + p_7 + \sum_{i=1}^{6} p_i)
\]
\[
q_9 = \frac{1}{4}(p_8 - p_7 - p_1 - p_4 + p_2 + p_3 + p_5 + p_6)
\]
\[
q_5 = \frac{1}{4}(-p_8 + p_7 - p_1 - p_4 + p_2 + p_3 + p_5 + p_6).
\]

Note that \(q_8 = 0\) would imply that \(q_9 < 0\) contradicting the assumption that \((P, Q) \in S(\text{CP}_2 \cap \text{coCP}_2)\), and similarly \(q_{12} = 0\) would imply that \(q_5 < 0\) leading to the same contradiction. Therefore, we have \(q_8 > 0\) and \(q_{12} > 0\). Since \((P, Q)\) generates an extremal ray, we either have that \((P, Q)\) is a box, or we have 0 \(\in\) \{\(q_5, q_9\)\} and 0 \(\in\) \{\(q_6, q_{10}\)\} and 0 \(\in\) \{\(q_7, q_{11}\)\}. Assuming that \((P, Q)\) is not a box, we would be done by Lemma A.8 if 0 \(\in\) \{\(q_6, q_{11}\)\} or 0 \(\in\) \{\(q_{10}, q_7\)\}. Thus, we either have \(q_6 = q_7 = 0\) or \(q_{10} = q_{11} = 0\).

Since \(Q = KPK\) we can use (19) to find that

\[
q_{10} = \frac{1}{4}(-p_2 - p_5 + p_3 + p_6 + p_1 + p_4 + p_7 + p_8)
\]
\[
q_{11} = \frac{1}{4}(-p_3 - p_6 + p_2 + p_5 + p_1 + p_4 + p_7 + p_8).
\]

This implies that \(q_{10} + q_{11} > 0\), and therefore we cannot have \(q_{10} = q_{11} = 0\). By the above discussion we conclude that \(q_6 = q_7 = 0\) and we also have 0 \(\in\) \{\(q_5, q_9\)\} and \(q_{10}, q_{11} > 0\). By extremality, either \((P, Q)\) is a cross, or we have 0 \(\in\) \{\(q_1, q_4\)\} and 0 \(\in\) \{\(q_3, q_2\)\}. Assuming that \((P, Q)\) is not a cross, we conclude that one of the following cases holds true:

a) \(q_1 = q_2 = 0\)

b) \(q_3 = q_4 = 0\)

c) \(q_1 = q_3 = 0\)

d) \(q_2 = q_4 = 0\)

In cases a.) and b.) we are done by Lemma A.7. In cases a.) and b.) we can apply Lemma A.1 to conclude that \(p_4 = 0\) or \(p_1 = 0\). But this contradicts the assumption that \(p_4, p_1 > 0\).
3. Using Lemma A.1 we find that

\[ P = \begin{pmatrix} p_1 & p_2 & 0 & p_3 \\ p_4 & p_5 & p_6 & 0 \\ p_7 & p_8 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} 0 & 0 & q_1 & q_2 \\ 0 & 0 & q_3 & q_4 \\ q_5 & q_6 & q_7 & q_8 \\ q_9 & q_{10} & q_{11} & q_{12} \end{pmatrix} \]

where \( p_i \geq 0 \) for any \( i \in \{1, \ldots, 8\} \) and \( q_j \geq 0 \) for any \( j \in \{1, \ldots, 12\} \). By Lemma A.7 we would be done if \( 0 \in \{p_3, p_6, p_7, p_8\} \). Note that if \( 0 \in \{p_1, p_2, p_4, p_5\} \), we can permute rows and columns to restrict to the case where \( p_2 = 0 \). Then, after permuting the second and third column the remaining zero pattern would contain the pattern

\[
\begin{pmatrix}
* & * & * & * \\
* & 0 & 0 & \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]

By case 6 of Lemma A.11 we conclude that \((P, Q)\) would be a cross, a diagonal, or a box.

Finally, assume that \( p_i > 0 \) for any \( i \in \{1, \ldots, 8\} \). Since \( Q = KPK \) we can use (19) to find

\[
q_{12} = \frac{1}{4}(-p_3 + p_7 + p_8 + p_1 + p_2 + p_4 + p_5 + p_6),
\]

\[
q_8 = \frac{1}{4}(-p_1 - p_7 - p_8 + p_1 + p_2 + p_4 + p_5 + p_6),
\]

\[
q_{11} = \frac{1}{4}(-p_6 + p_7 + p_8 + p_1 + p_2 + p_3 + p_4 + p_5),
\]

\[
q_7 = \frac{1}{4}(-p_6 - p_7 - p_8 + p_1 + p_2 + p_3 + p_4 + p_5).
\]

From this we conclude that \( q_{12} > 0 \) since otherwise \( q_8 < 0 \), and similarly \( q_{11} > 0 \) since otherwise \( q_7 < 0 \). We also find that

\[
q_3 = \frac{1}{4}(p_6 + p_3 - p_4 - p_5 + p_1 + p_2 + p_7 + p_8),
\]

\[
q_4 = \frac{1}{4}(-p_6 - p_3 - p_4 - p_5 + p_1 + p_2 + p_7 + p_8),
\]

\[
q_2 = \frac{1}{4}(p_3 - p_1 - p_2 + p_6 + p_4 + p_5 + p_7 + p_8),
\]

\[
q_1 = \frac{1}{4}(-p_3 - p_1 - p_2 - p_6 + p_4 + p_5 + p_7 + p_8).
\]

From this we conclude that \( q_3 > 0 \) since otherwise \( q_4 < 0 \), and \( q_2 > 0 \) since otherwise \( q_1 < 0 \). By extremality, either \((P, Q)\) is a box, or we have \( 0 \in \{q_1, q_2, q_{11}, q_{12}\} \) and \( 0 \in \{q_3, q_4, q_{11}, q_{12}\} \) and \( 0 \in \{q_7, q_8, q_{11}, q_{12}\} \). As \( q_{11}, q_{12}, q_2, q_3 > 0 \) we find that \( q_1 = q_4 = 0 \) and \( 0 \in \{q_7, q_8\} \). Again, by extremality we have that \((P, Q)\) is a
cross or $0 \in \{q_6, q_{10}\}$. By Lemma A.1 the case $q_6 = 0$ implies that either $p_4 = 0$ (if $q_7 = 0$) or that $p_1 = 0$ (if $q_8 = 0$) both contradicting our assumptions. Therefore, we must have $q_{10} = 0$. Finally, by Lemma A.7 we are done if $q_9 = 0$ and by Lemma A.2 we find that $p_7 = 0$ in the case where $q_5 = 0$ leading to a contradiction. Therefore, we have $q_5, q_9, q_3, q_2, q_{11}, q_{12} > 0$ and $p_2, p_5, p_8, p_6, p_3, p_7 > 0$. But this means that $(P, Q)$ contains a cross, and by extremality $(P, Q)$ must be equal to that cross.

4. Using Lemma A.2 we find that

$$P = \begin{pmatrix} p_1 & p_2 & p_3 & 0 \\ p_4 & p_5 & 0 & 0 \\ p_6 & 0 & p_7 & 0 \\ 0 & 0 & 0 & p_8 \end{pmatrix} \quad \text{and} \quad Q = \begin{pmatrix} q_1 & q_2 & q_3 & 0 \\ q_4 & q_5 & 0 & q_6 \\ q_7 & 0 & q_8 & q_9 \\ 0 & q_{10} & q_{11} & q_{12} \end{pmatrix}$$

where $p_i \geq 0$ for any $i \in \{1, \ldots, 8\}$ and $q_j \geq 0$ for any $j \in \{1, \ldots, 12\}$. By Lemma A.8 we would be done if $0 \in \{p_2, p_3, p_4, p_5\}$ and by Lemma A.9 we would be done if $p_8 = 0$. Note that if $0 \in \{p_5, p_7\}$, we can permute rows and columns to restrict to the case where $p_7 = 0$. Then, after permuting the third and fourth columns the remaining zero pattern would contain the pattern

$$\begin{pmatrix} \ast & \ast & \ast & \ast \\ \ast & \ast & 0 & 0 \\ \ast & 0 & 0 & 0 \\ 0 & 0 & \ast & 0 \end{pmatrix}.$$ 

By case 5 of Lemma A.11 we conclude that $(P, Q)$ would be a cross, a diagonal, or a box. Similarly, if $p_1 = 0$, then after permuting the first and fourth and the second and third columns the remaining zero pattern would contain the pattern

$$\begin{pmatrix} \ast & \ast & \ast & 0 \\ 0 & 0 & \ast & \ast \\ 0 & \ast & 0 & \ast \\ \ast & 0 & 0 & 0 \end{pmatrix}.$$ 

By case 1 of Lemma A.11 we conclude that $(P, Q)$ would be a cross, a diagonal, or a box.

Finally, we assume that $p_i > 0$ for any $i \in \{1, \ldots, 8\}$. Since $Q = KPK$ we can use (19) to find that

$$q_{12} = \frac{1}{4} \sum_{i=1}^{8} p_i > 0.$$ 

Furthermore, we find that

$$p_8 + p_1 + p_2 + p_3 = p_4 + p_5 + p_7 + p_6$$
$$p_8 + p_1 + p_2 + p_6 = p_4 + p_5 + p_7 + p_3$$
$$p_8 + p_1 + p_4 + p_6 = p_2 + p_5 + p_7 + p_3$$
$$p_8 + p_1 + p_4 + p_3 = p_2 + p_5 + p_7 + p_6.$$
From this we conclude first that $p_3 = p_6$ and then that $p_2 = p_4$. Therefore, $P$ is a symmetric matrix and since $Q = KPK$ it follows that $Q$ is symmetric as well. Moreover, we also find

$$q_5 = \frac{1}{4}(-p_2 - p_4 + p_1 + p_3 + p_6 + p_7 + p_8) = \frac{1}{4}(p_1 + p_7 + p_8) > 0.$$ 

By extremality, we conclude that $(P, Q)$ is either equal to a diagonal, or $0 \in \{q_3, q_5, q_7, q_{12}\}$. Assuming that $(P, Q)$ is not a diagonal, we conclude (using symmetry) that both $q_3 = q_7 = 0$. Then, we would be done by Lemma A.8 if $0 \in \{q_6, q_{10}\}$. But if $q_6, q_{10} > 0$, then $(P, Q)$ contains a box by the previous discussion. As $(P, Q)$ is extremal it must then be equal to a box.

□
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