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Abstract 
Attempts of learning from hierarchical taxonomies in computer vision have been mostly focusing on image classification. Though ways of best harvesting learning improvements from hierarchies in classification are far from being solved, there is a need to target these problems in other vision tasks such as object detection. As progress on the classification side is often dependent on hierarchical cross-entropy losses, novel detection architectures using sigmoid as an output function instead of softmax cannot easily apply these advances, requiring novel methods in detection. In this work we establish a theoretical framework based on probability and set theory for extracting parent predictions and a hierarchical loss that can be used across tasks, showing results across classification and detection benchmarks and opening up the possibility of hierarchical learning for sigmoid-based detection architectures.

1. Introduction 

Learning from hierarchical taxonomies of label semantics in computer vision is not a recent problem, yet most existing methods have been tackling image classification only [28]. As advanced vision applications often make use of more complex tasks such as object detection or semantic segmentation, there is an open need to further study hierarchical learning beyond image classification. Taxonomic information contained in hierarchies can add semantics and act as extra supervision in deep networks [7, 20]. In addition, research has shown that hierarchical groupings can be implicitly learned by deep features without any specific hierarchical labels provided [29, 5, 1], indicating that explicitly enforcing hierarchical learning might benefit deep features.

Another compelling reason to leverage these taxonomies is the need to minimize the severity of mistakes. Misclassifying a pedestrian as a cyclist is not as big of a mistake as misclassifying it as a tree, particularly in safety-critical applications such as autonomous driving. Here, hierarchical evaluation measures are pivotal [4, 32, 30]. Semantic hierarchies have been used for automatic image annotation [2] [10]. In applications automated by machine learning models and corrected by humans, a small distance mistake might be less costly to correct than a large distance mistake, reducing the man-hour cost of annotation.

In this work we enable hierarchical learning for object detection, where sigmoid-based focal loss is predominantly used [22], as current methods mostly tackle softmax-based cross-entropy losses. Our proposed framework is built on a set theory-based interpretation of hierarchical probabilities, which not only enables sigmoid-based detection methods, but also explains softmax as a special case, yielding a simpler formulation of a hierarchical softmax cross-entropy that achieves superior results to previous approaches.

Hierarchical classification is a well studied problem, with most approaches enforcing learning of hierarchies by either changing the network structure [36, 34, 5, 12] or solely the loss function [13, 7, 11, 9, 24, 4, 3, 31]. Architecture-based approaches are hard to generalize to the detection scenario, as object detection networks generally consist of a heavy-weight general feature extractor backbone, FPN [21], whereas loss-based approaches from classification are not easily applicable to detection, as there we have to handle multiple predictions for a single object.

Hierarchical object detection was introduced by YOLOv2 [26], where only the classification head is fine-tuned with a large number of objects and relies heavily on softmax, unlike recent popular detection methods, such as the RetinaNet [22] that rely on sigmoid. [8] enable multi-label classification by the detector, with labels being some-
times synonyms, but can also be used in a hierarchical setting. Focal loss [22] did not work in their case. Recently, a Wasserstein loss was proposed for weighting detector errors by severity [14], similarly to the Earth Mover’s Distance used by [15] and only applied to a softmax-based Faster-RCNN [27]. We show that hierarchical training can indeed be done using focal loss.

**Error severity evaluation** In classification the error severity can be measured by e.g. the lowest common ancestor of the ground truth label and the predicted label in the hierarchical tree [4, 16]. In detection, mAP [23] is the standard metric, combining localization and classification accuracy. For evaluation with hierarchies, [8] simply duplicates each box for every hierarchy level with corresponding level label, yielding an mAP score with this enhanced ground truth. We propose to calculate mAP at every level, and thereby enable deeper analysis of the performance.

Summarized, our contributions are threefold. First, we propose a theoretical framework of hierarchical losses that enables hierarchical learning for modern object detectors and demonstrate improvements over existing benchmarks. Next, we demonstrate the validity of this interpretation for hierarchical image classification, proposing a simpler hierarchical cross-entropy formulation and improving over existing hierarchical baselines. Last, we introduce a hierarchical evaluation method for object detection which enables validating learning improvements in the higher levels of hierarchy.

2. Method

2.1. Softmax hierarchy aggregation

Classification networks since the AlexNet [17] often use softmax to map network output to respective predicted probabilities. It is quite for classification, as it normalizes the output of a network to a probability distribution over predicted output classes. As it’s a distribution and sums up to one, this makes it suitable to use in loss functions such as cross-entropy to optimize the predictions into matching one-hot encoded classification labels. As an output function, softmax enforces a hard assignment to classes, where each instance can only belong to one.

For class hierarchies this means that to extract the parent probabilities from the probability distribution of the children, we can simply sum the probabilities of the respective children classes of the lower level. The network only needs to predict leaf-level probabilities. The higher levels can be computed with equation [1] knowing leaf-level $p(C_k^l)$ from network predictions.

$$p(C_i^{l+1}) = \sum_{k=1}^{K} p(C_k^l)$$  \hspace{1cm} (1)

where $C_i$ is the parent class and $C_k, k \in 0 \ldots K$ are its respective children classes of the lower level. The network

2.2. Sigmoid hierarchy aggregation

Sigmoid is a function defined for all real input values and is bounded between 0 and 1. This makes it suitable for extracting probabilities from network output logits, though unlike softmax, it does not normalize them to a probability distribution. This makes sigmoid suitable for multi-class outputs [8]. RetinaNet [22] is a notable example of a modern detection architecture showing that using sigmoid allows for greater numerical stability due to relaxing the single class assumption. RetinaNet derivatives and many other detection methods [15] have used sigmoid from then on.

Sigmoid, unlike softmax, allows multi-class predictions and the output is not a probability distribution, thus classes are not assumed mutually exclusive. If we were to add the children probabilities, we’d get values higher than 1. To accommodate the sigmoid case, we interpret class probabilities in light of probability and set theory. Given a set of children classes for each parent, we can say that a parent class occurs if either of the children classes occur. From set theory, this is the union of probabilities of children classes occurring:

$$p(C_i^{l+1}) = \bigcup_{k=1}^{K} p(C_k^l)$$  \hspace{1cm} (2)

This is in line with the softmax reasoning. With softmax the predicted probabilities assign each instance to a single class, assuming the sets disjoint. Two events are mutually exclusive or disjoint if they cannot occur at the same time. Since for two disjoint events $A \cap B = \emptyset$, the union probability rule $P(A \cup B) = P(A) + P(B)$ becomes $P(A \cup B) = P(A) + P(B)$ for disjoint events. This leads to equation [1], making the softmax sum a special case of the union.

In order to extract parent probabilities from sigmoid output children probabilities, we have to compute the probability unions. Probability unions can be computed with the inclusion-exclusion principle:

$$\bigcup_{1 \leq i \leq n} A_i = \sum_{1 \leq i_1 \leq n} |A_{i_1}| - \sum_{1 \leq i_1, i_2 \leq n} |A_{i_1} \cap A_{i_2}| + \sum_{1 \leq i_1, i_2, i_3 \leq n} |A_{i_1} \cap A_{i_2} \cap A_{i_3}| - \ldots$$  \hspace{1cm} (3)

We apply the inclusion-exclusion principle to compute parent probabilities from sigmoid probability outputs of children.
Figure 1. Overview of our method for a simple two-level hierarchy. Starting from the network output at the leaf level, we compute aggregated scores for parent nodes with either a sum (in the softmax case) or with probability union (sigmoid case). The proposed hierarchical loss is obtained as the weighted sum of the per-level losses.

\[
\text{Hierarchical Loss} = \sum_{l=1}^{L} w_l \mathcal{L}_l(\hat{y}_l; y_l)
\]

where \( w_l \) is a level weight, \( \mathcal{L}_l \) is the respective level loss and \( \hat{y}_l, y_l \) the respective layer predictions aggregated from the children and the layer ground truth coming from the tree mapping of the ground truth leaf class. We illustrate our loss in Figure 1. Using the principles above, we implement a multi-level hierarchical cross-entropy and a multi-level hierarchical focal loss on existing classification and detection architectures.

2.4. Hierarchical evaluation for object detection

To evaluate hierarchical improvements in our detection experiments we introduce a multi-level mean average precision. This is simply the mAP computed at every level of the hierarchy, with aggregated predictions and converted ground truth. Since the predicted bounding boxes for evaluation are selected by non-maximum suppression, if we were to only change the class labels of the boxes, we would disregard the effect of the aggregation on boxes discarded by the NMS. Because of this, we re-compute NMS at every level of the hierarchy, enabling a corrected set of boxes to emerge after higher level score aggregation. Our multi-level NMS enables wrong leaf-level predictions to be corrected if the joint probability of siblings leads to a more accurate parent class.

3. Experiments

3.1. Hierarchical focal loss for object detection

With our formulation of a multi-level hierarchical focal loss as described in Section 2, we train a RetinaNet [22] object detector and compare to the baseline focal loss. In Table 1 we show results on the COCO [23] benchmark, enriched with hierarchies from the WordNet [25] database, pruning the semantic graph to a hierarchical tree similar to [26].

To evaluate hierarchically, we compute mAP at every level of the hierarchy, where predictions are filtered with non-maximum suppression at each level. An increase in higher-level mAP indicates a decrease in mistake severity of the predictions. As we go up the hierarchy tree, we see that the mAP naturally increases with the reduction of classes, making these predictions suitable for harvesting higher accuracy levels with higher confidence due to aggregation.

We observe that adding only a few levels of hierarchy to the training yields improvements that propagate to higher levels too. For instance, in Table 1 we only train with 3 levels of hierarchy, but observe improvements up to level 8. In addition, we find the level weights to be crucial in determining where the biggest improvements will be, in the leaf level or the higher levels. To demonstrate that with our approach it is possible to harvest leaf-level improvements and not only make better mistakes, in Table 1 we show our results with leaf-focused weighting, namely of 0.8 for the leaf level focal loss, and 0.1 for the next two levels.

In Figure 2 we plot classification and localization error computed with the TIDE [6] analysis. TIDE measures the...
As shown in Table 2, we get improved mAP on all three hierarchical levels.

### 3.3. Hierarchical cross-entropy for classification

To validate the plausibility of our theory for softmax-based classification, we run experiments on iNaturalist with our hierarchical cross entropy loss. We compare with [4] in Table 2 and evaluate on Top-1 error and hierarchical evaluation measures proposed by them.

We report results from two settings, one with leaf-focused weighting (0.7 for the leaf-level loss and another 0.3 distributed equally among the remaining levels), and a second one with hierarchy-focused weighting (leaf-level weight 0.1 and another 0.9 distributed equally among remaining levels). From the results we observe that with leaf-focused weighting we harvest improvements over cross-entropy on Top-1 accuracy without neglecting the hierarchical metrics, while with hierarchy-focused weighting manage to preserve large chunks of accuracy while focusing on improving hierarchical mistakes. Our conjecture is that improvements over [4] happen due to our proposed hierarchical-cross entropy being simpler, decoupling the hierarchy levels in the loss computation and leading to cleaner signal from the gradients.

### 4. Conclusion

In this work we introduced a hierarchical learning method for object detection by generalizing over the classification case. We suggested a novel way to aggregate network predictions up the hierarchical tree that yields a simpler hierarchical cross-entropy loss as well as the first attempt at a hierarchical focal loss. Our proposed multi-level mean average precision allows us to evaluate the improvement of mistake severity in detection predictions. We evaluated improvements with our hierarchical losses across detection and classification benchmarks.
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Appendix

A: Implementing Differentiable Aggregations

To implement the hierarchical cross entropy loss, we aggregate leaf-level predicted probabilities into parent-level classes. For softmax-based losses, we aggregate by adding children probabilities while for sigmoid-based ones by using probability unions.

Hierarchical Sum Aggregations

To aggregate by sum, we need to convert \( p(C_k^l) \) probabilities of level \( l \) into level \( l+1 \) probabilities \( p(C_{i}^{l+1}) \). \( k \in 0, 1, ..., K - 1 \) are the children classes and \( i \in 0, 1, ..., I - 1 \) are the parent classes, where \( K \) is the number of children classes, \( I \) the number of parent classes and \( K \leq I \). To implement the sum aggregation we construct a \( K \times I \) one-hot matrix, where for each row we set to 1 the column that corresponds to the parent index.

In this way, we can simply apply matrix multiplication between class probabilities in the form batch size \( \times \) \( K \) to the \( K \times I \) conversion matrix and get batch size \( \times \) \( I \) parent level probabilities.

Implementing Hierarchical Union Aggregations

To aggregate by union, we resort to the inclusion-exclusion principle of probability unions, where we step by step should add all children probabilities, subtract multiplied pairs, add multiplied triplets, subtract quadruples and so on.

To keep operations differentiable, from the original \( K \times I \) level transition matrices mentioned in the sum case above, we generate new matrices containing all combinations of children for each parent. So instead of one \( K \times I \) one-hot matrix, for each parent we now multiply the original probabilities to all matrices corresponding to the combinations possible at each addition or subtractions step. E.g: at the pair subtraction step, we make \( n \) matrices corresponding to the number of 2-children combinations in a parent with \( N \) children classes; at triplet addition step we make \( m \) matrices corresponding to the number of 3-children combinations from \( N \) and so on. The time complexity is \( O(2^N \times N) \). This is not cheap, however considering that \( N \leq K \leq I \) and that the number of classes keeps decreasing while going higher in the hierarchy tree, in practice the effect on training time is minimal.

B: Comparing to other hierarchical cross-entropy losses

Here, we compare our hierarchical cross-entropy formulation numerically to the formulation in [4]. The authors formulate the node probabilities as:

\[
\begin{align*}
p(C) &= \prod_{h=0}^{H-1} p(C^{(h)}|C^{(h+1)}) \\
&= \prod_{h=0}^{H-1} \frac{\sum_{A \in \text{Leaves}(C^{(h)})} p(A)}{\sum_{B \in \text{Leaves}(C^{(h+1)})} p(B)}
\end{align*}
\]

where \( H \) is the depth of node \( C \). They use these conditional probabilities for the hierarchical loss computation at every level. Thus for every parent level, the node probability is conditional to the children probabilities. So at every level of the loss computation, the \( p(C) \) values couple the current node level to the next level leaves.

In contrast, we simply use the sum-aggregated probabilities at the respective level without interpreting them as conditional.

\[
p(C_i^{l+1}) = \sum_{k=1}^{K} p(C_k^l)
\]

where \( k \in 0, ..., K \) are the children classes of the next level. We think this simpler interpretation generates cleaner gradients from the loss, enabling the preservation of Top-1 accuracy while improving hierarchical distance metrics in the results.

C: Discussion about datasets

As discussed in the paper, our hierarchical loss consistently improves classification errors in object detection on COCO [23]. However, we observe in our visual results that the overall number of classification errors in COCO is not so high, as most errors seem to come from difficult, overlapping instances rather than misclassification. We had to resort to COCO due to the availability of WordNet[25] hierarchies. For future work, using detection datasets with more fine-grained classes is recommended for showing larger hierarchical improvements, while there is still an open need for datasets targeted at hierarchical object detection.