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Abstract
Assessing the performance of a learned model is a crucial part of machine learning. Most evaluation metrics can only be computed with labeled data. Unfortunately, in many domains we have many more unlabeled than labeled examples. Furthermore, in some domains only positive and unlabeled examples are available, in which case most standard metrics cannot be computed at all. In this paper, we propose an approach that is able to estimate several widely used metrics including ROC and PR curves using only positive and unlabeled data. We provide theoretical bounds on the quality of our estimates. Empirically, we demonstrate that even given only a small number of positive examples and unlabeled data, we are able to reliably estimate both ROC and PR curves.

1. Introduction
Evaluating the quality of a predictive model is a critical step in the learning process. In many applications (e.g., medicine), a model must be rigorously evaluated before it can be deployed (Pencina et al., 2008; Khorana et al., 2008). Typically, evaluations often either report summary metrics, such as accuracy, F1 score, or area under the receiver operator characteristic (ROC) curve or visually show a model’s performance under different operating conditions by using ROC or precision-recall curves. The commonality between these evaluation approaches is that they all require constructing contingency tables (also called confusion matrices). A contingency table shows how a model’s predicted labels relate to an example’s ground truth label. Figure 1 depicts a contingency table for a binary classification task.

However, computing a contingency table requires labeled examples. Yet, for many problems only a few labeled examples and many unlabeled ones are available (Yarowsky, 1995; Weston et al., 2005) as acquiring labels can be time-consuming, costly, unreliable, and in some cases impossible. This setting is known as semi-supervised learning, (Blum & Mitchell, 1998; Chapelle et al., 2006; Raina et al., 2007). PU learning is a special case of semi-supervised learning in which only positive and unlabeled data is given (Liu et al., 2003; Yu et al., 2004; Denis et al., 2005; Elkan & Noto, 2008; Mordelet & Vert, 2014; Claesen et al., 2015).

The majority of the research in semi-supervised learning and PU learning focuses on developing learning algorithms that cope with partial labeling during training as opposed to evaluating algorithms when the test set is partially labeled. Typically, the empirical evaluations assume that all test labels are known (Goldman & Zhou, 2000; Nigam et al., 2000; Chawla & Karakoulas, 2005; Calvo et al., 2007; Chapelle et al., 2008; Mordelet & Vert, 2014; Claesen et al., 2015). While such an evaluation can corroborate the superiority of a new learning method, it does not provide a means for assessing the quality of a model if the test set is only partially labeled. Alternatively, in the PU setting it is sometimes assumed that all unlabeled instances are negative (Mordelet & Vert, 2011; Sifrim et al., 2013). However, we will show that this assumption could lead to a poor es-

| true label is positive | true label is negative |
|------------------------|-----------------------|
| model predicts positive | TP        | FP        |
| model predicts negative | FN        | TN        |

Figure 1. A contingency table for a binary classification problem. The entries TP, FP, TN and FN are counts of true positives, false positives, true negatives, and false negatives, respectively.
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timate of a model’s performance in certain circumstances.

This paper describes how to incorporate the unlabeled data in the model evaluation process. We show how to compute contingency tables based on only positive and unlabeled examples, where the unlabeled set contains both positive and negative examples. Our approach is based on looking at the ranking of examples produced by a model. Concretely, we establish important relationships between contingency tables and rank distributions, which allow us to compute contingency tables based only on the positions of known positives in an overall ranking. Theoretically, we give a lower and upper bound on the false positive rate at each rank. While our analysis focuses on the PU setting, we indicate how to incorporate negative examples. Empirically, we demonstrate the efficacy of our approach by estimating ROC and PR curves from real-world data.

2. Background and definitions

We first briefly review the relevant background on model evaluation and the issues associated with partial labeling.

2.1. Rank distributions and contingency tables

We focus on binary decision problems, where the goal is to classify examples as either positive or negative. Most learned models (e.g., SVM, logistic regression, naïve Bayes) assign a numeric decision value to each example during prediction. Intuitively, the decision value represents the confidence that the instance belongs to the positive class. Typically, higher decision values imply higher confidence that the instance belongs to the positive class.

A ranking \( R \) is an ordered list of instances sorted by their corresponding decision values in decreasing order. The rank of an instance is defined by its position in \( R \), such that confident positive predictions (characterized by high decision values) are ranked close to the top of \( R \).1 Within a ranking \( R \), we treat \( P \subset R \) as the subset of examples with positive labels, and its complement \( \overline{P} = R - P \) as the subset of examples with negative labels. \(|P|\) denotes the cardinality of the set \( P \) and \( \text{rank}(R, x) \) denotes the rank of an instance \( x \) in \( R \).

Given a cutoff rank \( r \), a decision rule to obtain binary predictions is to predict the positive class for the \( r \) top ranked instances and the negative class for the rest. Based on this classifier, we can compute both the true positive rate (TPR), which is the fraction of positive examples that are correctly labeled as positive, and false positive rate (FPR), which is the fraction of negative examples that are incor-

directly labeled as positive, as:

\[
\text{TPR}(P, r) = \Pr(\text{rank}(R, x) \leq r \mid x \in P),
\]

(1)

\[
\text{FPR}(P, r) = \Pr(\text{rank}(R, x) \leq r \mid x \notin P),
\]

(2)

\[
= \frac{|\{ x \in P : \text{rank}(R, x) \leq r \}|}{|P|},
\]

\[
= \text{TPR}(R - P, r).
\]

(3)

The corresponding contingency table is straightforward to compute based on TPR(\( P, r \)) and FPR(\( P, r \)) and the number of positives \(|P|\) and negatives \(|R - P|\):

\[
\text{TP}(P, r) = \text{TPR}(P, r) \cdot |P|,
\]

(4)

\[
\text{FN}(P, r) = |P| - \text{TP}(P, r),
\]

(5)

\[
\text{FP}(P, r) = \text{FPR}(P, r) \cdot |R - P|,
\]

(6)

\[
\text{TN}(P, r) = |R - P| - \text{FP}(P, r).
\]

The rank distribution of a set of instances \( P \) within an overall ranking \( R \) is defined as the distribution of their corresponding ranks within \( R \). The rank cumulative distribution function (CDF) of a set of instances \( P \) is defined as the (empirical) CDF of their ranks, i.e. \( \forall r \in \{1, \ldots, |R|\} \):

\[
\text{F}(P, r) = \Pr(\text{rank}(R, x) \leq r \mid x \in P).
\]

(7)

The concept of rank CDF is illustrated in Figure 2. Note that \( \text{F}(P, r) \equiv \text{TPR}(P, r) \) (Eqs (1) and (7)), that is, the rank CDF of \( P \) at rank \( r \) in an overall ranking \( R \) can be interpreted directly as a true positive rate, when labeling the top \( r \) as positive.

![Figure 2. Rank CDF of two sets of positives \( P_1 = \{B, D, A, C\} \) and \( P_2 = \{E, G, F\} \) within an overall ranking \( R = \{B, E, D, G, H, A, F, C, I\} \), with \(|P_1| = 4\) and \(|P_2| = 3\).](image)

We use two convenience functions to partition sets of ranks:

\[
\text{head}(X, r) = \{ \text{rank}(R, x) \leq r : x \in X \},
\]

\[
\text{tail}(X, r) = \{ \text{rank}(R, x) > r : x \in X \},
\]

such that \( \text{head}(X, r) \cap \text{tail}(X, r) = \emptyset, \text{head}(X, r) \cup \text{tail}(X, r) = X \) and \(|\text{head}(X, r)| = \text{F}(X, r) \cdot |X|\).
2.2. ROC and PR curves

Receiver operator characteristic (ROC) curves depict how a model’s true positive rate (shown on the y-axis) varies as a function of its false positive rate (shown on the x-axis). Each cutoff rank \( r \in \{1, \ldots, |\mathcal{R}|\} \) corresponds to a single point (i.e., (FPR, TPR) pair) in ROC space (Equations (2) and (3)). An (empirical) ROC curve for a given ranking \( \mathcal{R} \) and set of positives \( \mathcal{P} \subset \mathcal{R} \) is constructed by computing \( \text{FPR}(\mathcal{P}, r) \) and \( \text{TPR}(\mathcal{P}, r) \) at each rank \( r \) and interpolating by drawing a straight line between two points corresponding to consecutive ranks. ROC curves are used extensively in machine learning for performance assessment of classifiers (Bradley, 1997). The advantage of ROC analysis is that it illustrates the performance of a model over its entire operating range.

The area under an ROC curve (AUROC) is a commonly used summary statistic which typically ranges between 0.5 (random model) and 1 (perfect model). AUROC is equal to the probability that a random positive is ranked higher than a random negative, which is equivalent to the Wilcoxon test of ranks (Hanley & McNeil, 1982). It is a popular criterion to optimize during hyperparameter search (Lessmann et al., 2008; Claesen et al., 2014).

Precision-Recall (PR) curves (Raghavan et al., 1989; Davis & Goadrich, 2006) are an alternative to ROC curves that show how a model’s precision (y-axis) varies as a function of recall (x-axis). Recall is equivalent to TPR and precision is the fraction of examples classified as positive that are truly positive (\( \text{TPR} / (\text{TP} + \text{FN}) \)). PR curves are widely used when there is a skew in the class distributions (i.e., many more negative than positive examples) (Goadrich et al., 2004; Bunescu et al., 2005; Davis & Domingos, 2009; Kok & Domingos, 2010; Claesen et al., 2015).

2.3. The implications of partial labeling

In the partial labeling setting, the overall ranking \( \mathcal{R} \) consists of disjoint sets of known positives \( \mathcal{P}_L \), known negatives \( \mathcal{N}_L \), and unlabeled instances \( \mathcal{U} \):

\[
\mathcal{R} = \mathcal{P}_L \cup \mathcal{N}_L \cup \mathcal{U},
\]

\[
\emptyset = \mathcal{P}_L \cap \mathcal{N}_L = \mathcal{P}_L \cap \mathcal{U} = \mathcal{N}_L \cap \mathcal{U}.
\]

The unlabeled set \( \mathcal{U} \) consists of latent positives \( \mathcal{P}_U \) and latent negatives. We focus on the PU learning setting, in which only positive labels are available, i.e. \( \mathcal{N}_L = \emptyset \), though our approach can include known negatives too.

Computing contingency tables and performance curves based on an overall ranking \( \mathcal{R} \) as described in Sections 2.1 and 2.2 requires a known set of all positives \( \mathcal{P}_U = \mathcal{P}_L \cup \mathcal{P}_U \). Since \( \mathcal{P}_U \) is unknown, they cannot be computed directly. Section 3 details how to tackle this problem theoretically and Section 4 describes a practical approach.

The fraction of latent positives in the unlabeled set plays a crucial role in our work, denoted by \( \beta \):

\[
\beta = \Pr(y = 1 \mid x \in \mathcal{U}) = |\mathcal{P}_U|/|\mathcal{U}|. \tag{9}
\]

We assume an estimate \( \hat{\beta} \approx \beta \) is available. This can be obtained via direct statistical estimates based on training data (Elkan & Noto, 2008) or domain knowledge, e.g. in disease screening \( \hat{\beta} \) is the prevalence of undiagnosed patients of the disease (Holmberg, 1996; Rathmann et al., 2003).

2.4. Performance curves from partially labeled data

If only a few labeled instances of both classes are available, they can be used to construct a rough estimate of either the ROC or PR curve. However, if only positive labels are available, even a rough approximation of the ROC or PR curve cannot be estimated directly.

In PU learning, a simple approach is to treat the full unlabeled set as negative, i.e., assume \( \hat{\beta} = 0 \). This approach is inherently pessimistic: at any cutoff rank, the FPR is overestimated and the TPR is underestimated because all latent positives are treated as negative. Hence, this method is only useful when \( \beta \) is small, that is, \( \beta < 0.01 \) as its bias is related to \( \beta/\hat{\beta} \). This is particularly problematic for PR curves, as we will show later.

3. The relationship between the rank CDF of positives and contingency tables

We now prove some relationships between the CDF of ranks of sets of positives within an overall ranking \( \mathcal{P}_L \subset \mathcal{R} \) at a given rank \( r \) and the corresponding contingency table. We then use these relationships to prove bounds on the FPR at a given rank \( r \) when the ranking includes unlabeled examples, some of which are latent positives.

3.1. Rank distributions and contingency tables based on given subsets of positives in an overall ranking

We begin by considering given sets of positives within an overall ranking. The implications of each lemma are visualized where appropriate.

**Lemma 1.** Given a rank \( r \) and two disjoint subsets of positives \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) within an overall ranking \( \mathcal{R} \). If \( |\mathcal{P}_1| = |\mathcal{P}_2| \), and \( \text{TPR}(\mathcal{P}_1, r) > \text{TPR}(\mathcal{P}_2, r) \), then \( \text{FPR}(\mathcal{P}_1, r) < \text{FPR}(\mathcal{P}_2, r) \).

**Proof:** The numerator of FPR is the number of false positives, this is the number of positive predictions minus the number of true positives. Via Equations (3) and (4), this is \( r \) and \( \text{TPR}(\mathcal{P}, r) \cdot |\mathcal{P}| \), respectively:

\[
\text{FPR}(\mathcal{P}, r) = \frac{r - \text{TPR}(\mathcal{P}, r) \cdot |\mathcal{P}|}{|\mathcal{R}| - |\mathcal{P}|}. \tag{10}
\]
Since |P_1| = |P_2|, the denominators of FPR(P_1, r) and FPR(P_2, r) are equal, so TPR(P_1, r) > TPR(P_2, r) ⇔ FPR(P_1, r) < FPR(P_2, r).

**Lemma 2.** Given a rank r and two disjoint sets of positives P_1 and P_2 in a ranking R and P_Ω = P_1 ∪ P_2. If TPR(P_1, r) = t_1 < TPR(P_2, r) = t_2 then:

\[
TPR(P_1, r) < TPR(P_Ω, r) < TPR(P_2, r)
\]

**Proof:** write TPR(P_Ω, r) in terms of t_1 and t_2:

\[
TPR(P_Ω, r) = \frac{t_1 |P_1| + t_2 |P_2|}{|P_1| + |P_2|},
\]

since \(t_1 < t_2\), we get \(t_1 < TPR(P_Ω, r) < t_2\).

**Corollary 1.** Given a rank r and three sets of positives P_A, P_B and P_C within a ranking R such that P_A ∩ P_B = ∅ and P_A ∩ P_C = ∅ and |P_B| = |P_C|.

\[
TPR(P_B, r) = t_B < TPR(P_C, r) = t_C \leftrightarrow TPR(P_A ∪ P_B, r) < TPR(P_A ∪ P_C, r).
\]

**Proof:** via Equation (11): all terms are equal for TPR(P_A ∪ P_B, r) and TPR(P_A ∪ P_C, r) except \(t_B < t_C\).

### 3.2. Contingency tables based on partially labeled data

Lemmas 1 and 2 describe relationships between rank distributions and contingency tables of different (but known) sets of positives within an overall ranking. However, computing contingency tables from partially labeled data requires accounting for the unknown set of latent positive examples \(P_U\) in the unlabeled data, that is, \(P_Ω = P_L ∪ P_U\), such that |P_U| > 0 and |P_U| = β · |U|. Assuming a known proportion of latent positive examples in the unlabeled data, we now show how to construct two contingency tables from partially labeled data that correspond to the greatest-lower and least-upper bound of the FPR at a specified rank.

**Theorem 1.** Given an overall ranking \(R = P_L ∪ N_L ∪ U\), consisting of disjoint sets of known positives \(P_L\), known negatives \(N_L\) and unlabeled instances \(U\), where \(U\) contains an unknown set of latent positives \(P_U\) ∋ U of known size |P_U| = β · |U|. Given a rank r and an upper bound \(T_{ub}(r) ≥ TPR(P_U, r)\), a tight lower bound on FPR(P_Ω, r) with \(P_Ω = P_L ∪ P_U\) can be found without explicitly identifying \(P_U\).

**Proof:** Step 1: assign a set of surrogate positives \(P^*_U\):

\[
P^*_U = \arg \min_{P_U ⊂ U} TPR(P^*_U, r),
\]

subject to TPR(P^*_U, r) ≥ T_{ub}(r) and |P^*_U| = β · |U|, then TPR(P^*_U, r) ≥ TPR(P_U, r) by construction. If |head(U, r)| < βT_{ub}(r) · |U|, then no \(P^*_U\) exists that satisfies the constraint TPR(P^*_U, r) ≥ T_{ub}(r) in Equation (12). In this case, define:

\[
P^*_U = \arg \max_{P_U ⊂ U} TPR(P^*_U, r),
\]

that is assign positive labels to all instances in head(U, r). This trivially implies that TPR(P^*_U, r) ≥ TPR(P_U, r).

Step 2: define \(P^*_Ω = P_L ∪ P^*_U\). Using Corollary 1 yields TPR(P^*_Ω, r) ≥ TPR(P_U, r). Since |P_Ω| = |P_Ω|, using Lemma 1 yields the lower bound on FPR:

\[
FPR(P^*_Ω, r) ≤ FPR(P_Ω, r).
\]

Applying Theorem 1 yields a nontrivial lower bound on FPR(P_Ω, r). In Lemma 3 we prove that FPR(P_Ω, r) is the greatest achievable lower bound based on a given \(U ⊂ R\).

**Lemma 3.** Minimizing TPR(P^*_Ω, r) in Equation (12) of Theorem 1 ensures FPR(P^*_Ω, r) is the greatest achievable lower bound on FPR(P_Ω, r) given β, T_{ub}(r), R and U.

**Proof (by contradiction):** suppose another set of surrogate positives \(P^*_U \subset U\) exists with |P^*_U| = β · |U|, such that P^*_U ≠ P^*_U, and TPR(P^*_U, r) ≥ T_{ub}(r) and for P^*_U = P_L ∪ P^*_U:

\[
FPR(P^*_U, r) < FPR(P^*_Ω, r) ≤ FPR(P_Ω, r).
\]

Via Corollary 1 this implies TPR(P^*_U, r) < TPR(P^*_U, r), which contradicts the definition of FPR (Eq. (12)).

Due to its symmetry, Theorem 1 can also be used to obtain the least achievable upper bound of FPR(P_Ω, r) given the overall ranking R by assigning surrogates P^*_U such that:

\[
P^*_U = \arg \max_{P_U ⊂ U} TPR(P^*_U, r),
\]

subject to TPR(P^*_U, r) ≤ T_{ub}(r) and |P^*_U| = β · |U|, where T_{ub}(r) ≤ TPR(P^*_U, r).

\(^2\)A surrogate positive is an example that we treat as if its ground truth label is positive (even though in reality its ground truth label is unknown) when constructing a contingency table.

\(^3\)An infeasibility implies that T_{ub}(r) and/or β are too high.
4. Efficiently computing the bounds

We now describe the practical details for using Theorem 1 and Lemma 3 to compute the contingency tables corresponding to the greatest lower bound and least upper bound on FPR(\(P_{\Omega}, r\)) from a finite sample. First, we propose an efficient method to compute contingency tables via Theorem 1. Second, we describe how to obtain bounds on \(T_{\text{lb}}(r)\) and \(T_{\text{ub}}(r)\).

4.1. Computing the contingency table corresponding to greatest-lower bound on FPR at given rank \(r\)

First, we discuss how to compute contingency tables for a given cutoff rank \(r\), by using Theorem 1. We focus on building the contingency table that corresponds to the lower bound on the FPR. Estimating an upper bound on the FPR is analogous.

The proof of Theorem 1 requires creating sets of surrogate positives \(P_U^r\) from the unlabeled data. However, it is not necessary to explicitly construct sets of surrogate positives because the full rank distribution of \(P_U^r\) is not needed to compute the contingency table at rank \(r\). The only requirement is that the ranks in \(P_U^r\) are distributed such that \(\text{TPR}(P_U^r, r) \geq T_{\text{ub}}(r)\) where \(T_{\text{ub}}(r)\) is an upper bound on \(\text{TPR}(P_U, r)\) (Section 4.2 describes computing \(T_{\text{ub}}(r)\)).

To construct a contingency table at a given cutoff rank \(r\), we decompose the computation to consider the labeled and unlabeled instances separately:

\[
\begin{bmatrix}
    \text{TP}'_U & \text{FP}'_U \\
    \text{FN}'_U & \text{TN}'_U
\end{bmatrix} = \begin{bmatrix}
    \text{TP}'_L & \text{FP}'_L \\
    \text{FN}'_L & \text{TN}'_L
\end{bmatrix} + \begin{bmatrix}
    \text{TP}'_U - \text{TP}'_L & \text{FP}'_U - \text{FP}'_L \\
    \text{FN}'_U - \text{FN}'_L & \text{TN}'_U - \text{TN}'_L
\end{bmatrix}.
\]

Partial contingency table based on labeled instances

For a given rank \(r\), we can easily compute partial contingency tables of the global ranking based on \(P_L\) and \(N_L\):

\[
\begin{align*}
    P_L & \rightarrow \text{TP}'_L = |\text{head}(P_L, r)|, \\
    & \quad \text{FN}'_L = |\text{tail}(P_L, r)|, \\
    N_L & \rightarrow \text{FP}'_L = |\text{head}(N_L, r)|, \\
    & \quad \text{TN}'_L = |\text{tail}(N_L, r)|.
\end{align*}
\]

Partial contingency table based on unlabeled instances

The partial contingency table from \(U\) for a given rank \(r\) can be determined based on \(T_{\text{lb}}(r), T_{\text{ub}}(r), P_L, U, \beta\). To obtain a lower bound on \(\text{FPR}(P_{\Omega}, r)\) via Theorem 1, we must compute a contingency table corresponding to surrogate positives \(P_U^r \subset U\), such that \(|P_U^r| = \beta \cdot |U|\) and \(\text{TPR}(P_U^r, r) \geq T_{\text{ub}}(r) \geq \text{TPR}(P_U, r)\).

To obtain the greatest lower bound on FPR via Theorem 1 we must compute a contingency table based on surrogate positives \(P_U^r\), where \(P_U^r\) is obtained via Equation (12). This translates into requiring \(\theta\) surrogate positives in \(\text{head}(P_U^r, r)\) and the rest in \(\text{tail}(P_U^r, r)\), where:

\[
\theta = \left[ T_{\text{lb}}(r) \cdot |P_U^r| \right] = \left[ \beta \cdot T_{\text{ub}}(r) \cdot |U| \right].
\]

By rounding up in Equation (15), we ensure that \(\text{TPR}(P_U^r, r) \geq T_{\text{ub}}(r)\) as mandated by Theorem 1.

It may occur that \(|\text{head}(U, r)| < \theta\), in which case it is impossible to assign \(\theta\) surrogates below rank \(r\) in \(U\). In this case, all of \(\text{head}(U, r)\) is assigned as a surrogate positive and the remaining surrogates are somewhere in \(\text{tail}(U, r)\) (this approach is equivalent to fulfilling Equation (13)).

The corresponding partial contingency table is:

\[
\begin{align*}
    \text{TP}'_U & = \min(|\text{head}(U, r)|, \theta), \\
    \text{FN}'_U & = |P_U^r| - \text{TP}'_U, \\
    \text{FP}'_U & = |\text{head}(U, r)| - \text{TP}'_U, \\
    \text{TN}'_U & = |U| - |P_U^r| - \text{FP}'_U.
\end{align*}
\]

To obtain the contingency table corresponding to the least upper bound on FPR(\(P_U, r\)), replace Equation (15) by:

\[
\theta = \left[ T_{\text{lb}}(r) \cdot |P_U^r| \right].
\]

4.2. Bounds on the rank distribution of \(P_U\)

In Theorem 1 we assumed a bound \(T_{\text{ub}}(r) \geq \text{TPR}(P_U, r)\) at rank \(r\) is available. To estimate a lower bound on FPR at rank \(r\), an upper bound on TPR is needed and vice versa, i.e. we need bounds \(T_{\text{lb}}(r) \leq \text{TPR}(P_U, r) \leq T_{\text{ub}}(r), \forall r\).

To obtain these bounds we assume known and latent positives have similar rank distributions (Eqs. (7) and (1)):

\[
\text{TPR}(P_L, r) = \text{TPR}(P_U, r) \pm \epsilon(r), \forall r,
\]

with small deviations \(\epsilon(r)\). This holds if the probability of the label being known is independent of the data vector, \(x \sim X^+ : x \in P_L\) and \(x \sim X^- : x \in P_U\), with \(X^+ \sim X^+\), that is when known positives are selected completely at random from \(P_O\). The transformation of input space distribution to rank distribution is fixed for a given classifier \(C\), so if the underlying input distributions are equal \((X^+_L = X^+_U)\), then \(P_L \sim C(X^+_L)\) and \(P_U \sim C(X^+_U)\), satisfying Equation (18). The assumption in Equation (18) is violated if the labeling process is biased (Chawla & Karakoulas, 2005), which may occur in certain applications (Doyle et al., 2010; Sifrim et al., 2013).

\[
\text{TPR}(P_L, r) \text{ is estimated via the empirical CDF of } P_L.
\]

Since this estimate is not a perfect estimate of the true CDF, we use confidence intervals (CIs). The assumption in Equation (18) implies that a CI of the CDF based on \(P_L\) is also a CI of the CDF of \(P_U\). A CI boundary is treated as a function mapping rank \(r\) to the estimated bound on the CDF: \(\tau(r) : \mathbb{N} \mapsto [0, 1] \). \(T_{\text{lb}}\) and \(T_{\text{ub}}\) denote the CI bounds:

\[
T_{\text{lb}}(r) \leq \text{TPR}(P_U, r) \leq T_{\text{ub}}(r) \leq 1, \forall r.
\]
We formalize the bounds of the CI of the CDF as functions of rank because an underlying set with that rank distribution does not necessarily exist in the overall ranking \( \mathcal{R} \).

We compute a standard bootstrap estimate of the confidence interval on the empirical CDF of \( \mathcal{P}_L \) with satisfactory results (narrow confidence interval, no distributional assumptions) (Efron & Tibshirani, 1994). A downside to the bootstrap is its computational demand when the number of known positives becomes large. An alternative is to construct a confidence band based on the empirical CDF via the Dvoretzky-Kiefer-Wolfowitz (DKW) inequality (Dvoretzky et al., 1956; Massart, 1990).

5. Constructing ROC and PR curve estimates

Next, we describe how to estimate bounds on the true ROC and PR curves. While we focus our discussion on these two criteria, our approach can be used to estimate other metrics based on contingency tables such as accuracy or F1.

**ROC curves** Given a ranking, instead of constructing a single ROC curve, our approach computes two curves: one corresponding to the least upper bound and one corresponding to the greatest lower bound on rank CDF of all positives \( \mathcal{P}_\Omega \). To construct these curves, we use the methodology outlined in Section 4 to compute two contingency tables for each possible rank \( r \), corresponding to the greatest lower bound and least upper bound on FPR. The set of contingency tables corresponding to greatest lower bounds on FPR at each rank is associated to an upper bound on the ROC curve of all positives \( \mathcal{P}_\Omega \), whereas the set of contingency tables corresponding to the least upper bound on FPR corresponds to a lower bound on the ROC curve of \( \mathcal{P}_\Omega \).

It is important to understand how these estimates correspond to bounds in ROC space. By computing \( \theta \) as in Equation (15) to obtain the greatest lower bound on FPR(\( \mathcal{P}_U, r \)), the corresponding TPR is higher than TPR(\( \mathcal{P}_U, r \)). As such, the upper bound on the ROC curve is shifted upwards and to the left. Conversely, the lower bound on the ROC curve (based on the least upper bound on FPR at each rank, i.e. \( \theta \) as in Equation (17)) is shifted downward and to the right. This implies that the upper bound on the ROC curve completely dominates the curve of \( \mathcal{P}_\Omega \) and the lower bound is completely dominated by the curve of \( \mathcal{P}_\Omega \), provided that \( T_{lb}(r) \leq \text{TPR}(\mathcal{P}_U, r) \leq T_{ub}(r), \forall r \in \{1, \ldots, |\mathcal{R}|\} \).

**PR curves** Given the contingency tables used to generate the least upper bound and greatest lower bound ROC curves, it is straightforward to construct the corresponding bounds in PR space. Each contingency table contains all the required information for generating a point in PR space.

A key result relating ROC and PR curves is that one curve dominates another in ROC space if and only if it also dominates in PR space (Davis & Goadrich, 2006). Given this result, mapping the bounds we obtain for ROC curves to PR space directly yields (tight) bounds on the corresponding true PR curve. Since the upper bound in ROC space completely dominates the true curve, and the lower bound in ROC space is completely dominated by it, the same holds for the bounds on PR curves.

PR curves are very sensitive to class skew. However, the empirical class balance is contingent on the estimated fraction \( \beta \) of positives in the unlabeled part of the test set. If the uncertainty on the estimate of \( \beta \) is large, the bounds in PR space are inevitably loose (cfr. Figure 9).

6. Properties of the estimates

Next we demonstrate the convergence properties and the effect of over/underestimating \( \beta \) via ROC curves based on proposed method for estimating contingency tables.

6.1. Convergence properties

The convergence properties of our ROC estimates are contingent on those of the confidence interval of the empirical CDF, which are well studied in statistics: via the strong law of large numbers the empirical CDF \( \hat{F}_n(x) \) is a consistent pointwise estimator of the true CDF \( F(x) \). By the Glivenko-Cantelli theorem \( \hat{F}_n(x) \) converges uniformly to \( F(x) \) for increasing \( n \) (Van der Vaart, 2000).

Figure 4 shows the convergence of the bounds on the area under the curve for the estimated lower and upper bound of the ROC curve for increasing amounts of known positives in simulated rankings. The range of estimates depends on the width of the CI on rank CDF, which in turn depends on the number of known positives \( |\mathcal{P}_L| \) (higher is better) and the size of the total data set \( |\mathcal{R}| \) (lower is better).

Figure 4. The effect of \( |\mathcal{P}_L| \) on estimated AUC, with \( |U| = 100,000, N_L = 0 \) and \( \beta = \beta = 0.2 \). Lower and upper bounds on rank CDF were obtained via the bootstrap. The depicted confidence intervals are based on 200 repeated experiments.
6.2. The impact of estimating $\hat{\beta}$

Until now we assumed the exact number of latent positives $|\mathcal{P}_L|$ is known. In practice, we are often limited to an estimate of the fraction of latent positives in the unlabeled set $\hat{\beta}$, such that $\hat{\beta} \approx \beta$. If $\hat{\beta}$ is not exact, the conditions to apply Lemma 1 are violated where it is used within Theorem 1. The effects of set size on FPR is characterized in Lemma 4, which will help us understand the effect of over or under estimating $\hat{\beta}$.

**Lemma 4.** Given two sets of positive labels $\mathcal{P}_1$ and $\mathcal{P}_2$ within an overall ranking $\mathcal{R}$ and a rank $r$, such that $\text{TPR}(\mathcal{P}_1, r) = \text{TPR}(\mathcal{P}_2, r) = t$ and $|\mathcal{P}_1| > |\mathcal{P}_2|$, then:

(a) $\text{FPR}(\mathcal{P}_2, r) < t \rightarrow \text{FPR}(\mathcal{P}_1, r) < \text{FPR}(\mathcal{P}_2, r)$,

(b) $\text{FPR}(\mathcal{P}_2, r) > t \rightarrow \text{FPR}(\mathcal{P}_1, r) > \text{FPR}(\mathcal{P}_2, r)$.

(a) corresponds to a ranking and cutoff that is better than random (i.e. TPR($\mathcal{P}, r$) > FPR($\mathcal{P}, r$)), whereas (b) corresponds to a ranking and cutoff that is worse than random.

![Illustration of Lemma 4](image)

**Proof:** take the derivative of FPR to $|\mathcal{P}|$ while fixing $r$, based on Equation (10):

$$
\frac{d\text{FPR}(\mathcal{P}, r)}{d|\mathcal{P}|} = \frac{r - t \cdot |\mathcal{R}|}{(|\mathcal{R}| - |\mathcal{P}|)^2},
$$

$$
= \frac{r - t \cdot |\mathcal{P}| - t \cdot |\mathcal{R} - \mathcal{P}|}{(|\mathcal{R}| - |\mathcal{P}|)^2}.
$$

$r - t \cdot |\mathcal{P}|$ is the number of negatives in the top ranking (false positives) and $t \cdot |\mathcal{R} - \mathcal{P}|$ is the number of false positives at FPR = $t$. The derivative is negative if the FPR is below $t$ and vice versa, therefore if the ranking is better than random (TPR = $t > \text{FPR}$), increasing $|\mathcal{P}|$ leads to a lower FPR at rank $r$ and vice versa.

The impact of Lemma 4 on the proof of Theorem 1 is of high practical value. If the ranking of $\mathcal{P}_U$ is better than random, then in terms of ROC curves overestimating $\hat{\beta}$ is useful to obtain a (loose) upper bound on the curve and underestimating $\hat{\beta}$ can be used to obtain a (loose) lower bound. This also implies that treating the full unlabeled set as negative results in an overly pessimistic estimate of the ROC curve. The effect of varying $\hat{\beta}$ is shown in Figure 6.

![Figure 6](image)

**Figure 6.** The effect of $\hat{\beta}$ on estimated ROC curves, based on 2,000 known positives, 100,000 unlabeled instances and $\beta = 0.3$.

Given the relationship between ROC and PR curves as explained in Section 5, the pattern in Figure 6 translates to PR curves as well: overestimating $\hat{\beta}$ results in bounds that are too optimistic (can be used as a loose upper bound) and underestimating $\hat{\beta}$ yields bounds that are too pessimistic (can be used as a loose lower bound).

7. Results and discussion

To demonstrate the applicability and robustness of our approach, we show the resulting estimates of ROC and PR curves on two public data sets in a PU learning setting and compare our estimates to the ground truth.

We used rankings and corresponding true labels of simulations done by Claesen et al. (2015), in which classifiers were tuned and trained in a PU learning context and tested on an independent, fully labeled test set. Since all test labels are available, this enables us to compute the true curves as a reference. From this study, we used rankings on the covtype and sensit data sets (Blackard & Dean, 1999; Duarte & Hen Hu, 2004). The covtype test set consists of 20,000/20,000 positives/negatives and the sensit test set consists of 5, 250/14, 455 positives/negatives.

To produce our estimations, we discarded all negative labels and then look at removing 80%, 90%, 95%, and 99% of positive labels (at random). We focus on discussing the 95% case; the remaining results can be found in the supplementary material. This setup yields $|\mathcal{P}_L| = 1,000$ and $\beta \approx 49\%$ for covtype and $|\mathcal{P}_L| = 262$ and $\beta \approx 26\%$.

4We can assess this via the lower bound on rank CDF $T_{lb}(r)$.

5Python code to reproduce the results is available at [https://github.com/claesenm/semisup-metrics](https://github.com/claesenm/semisup-metrics).
for sensit. We always used \( \hat{\beta} = \beta \). We estimated 95% confidence intervals on the rank CDF of \( P_L \) via a standard bootstrap approach, using 2,000 resamples. Figures 7 to 9 illustrate different aspects of the estimates for both data sets: rank CDFs and ROC/PR curves.

Figure 7 shows the estimate point-wise confidence intervals on the rank distribution, based on the empirical CDF of \( P_L \). Our approach assumes these confidence intervals contain the rank CDF of \( P_U \) (cfr. Equations (18) and (19)). For reference, we show the rank distribution of the latent positives \( P_U \), which is unknown in practice. If the rank CDF of \( P_U \) is close to or outside of the estimated confidence intervals based on \( P_L \), the true ROC/PR curve will also be close to or outside the estimated bounds, respectively.

![Figure 7. Rank cumulative distribution functions.](image)

Figure 8 shows the estimated bounds on the ROC curve of \( P_{\Omega} \) along with the true curve. The estimated bounds have the same shape as the true curve and are always strict. We additionally plotted the curve that is obtained by treating the unlabeled set as negative (\( \hat{\beta} = 0 \)), which clearly yields a more pessimistic approximation than our approach.

![Figure 8. Receiver Operating Characteristic curves.](image)

Figure 9 shows the resulting PR curves for both data sets. The estimated bounds are clearly much wider in PR space than in ROC space (Figure 8). Moreover, assuming \( \hat{\beta} = 0 \) yields a very poor estimate. Finally it must be noted that estimated PR curves are very sensitive to the estimation error in \( \hat{\beta} \), because precision is directly affected by class balance. As such, we recommend using ROC curves over PR curves when only a rough estimate of \( \beta \) is available.

![Figure 9. Precision-Recall curves.](image)

### 8. Conclusion

We presented an approach to compute contingency tables corresponding to a lower and upper bound on FPR at a given rank based on a confidence interval on the rank CDF of (known) positives. Via these estimated contingency tables many commonly used performance metrics become available in a semi-supervised setting.

To demonstrate the efficacy of our approach, we computed bounds on ROC and PR curves of all positives \( P_{\Omega} = P_L \cup P_U \) in two realistic experiments. We have shown that the quality of these bounds is limited only by the quality of estimated confidence intervals on the CDF of ranks of positives and the estimated fraction of latent positives \( \hat{\beta} \). Due to the large sensitivity of the estimated bounds in PR space to \( \beta \), we recommend using ROC curves in a partial labeling context unless \( \beta \) is known to be a good estimate (\( \beta \approx \hat{\beta} \)). The proposed bounds on ROC curves enable thorough assessment of models in a semi-supervised setting and hence address an important practical problem.
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