Forecasting of monthly stochastic signal of urban water demand: Baghdad as a case study
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Abstract. Forecasting of municipal water demand is essential for the decision-making process in the water industry in particular for countries that suffered from water scarcity. An accurate prediction of water demand improves the water distribution systems' performance. This study analyses the water consumption data of Baghdad city using a signal pre-treatment processing approach aiming at a stochastic signal extraction of such data. An autoregressive (AR) model is then applied to predict monthly water consumption. Our prediction model has been trained and tested using a water consumption data captured from Al-Wehda treatment plant between 2006 and 2015. The results reveal that applying signal pre-treatment method was an effective approach for detecting stochastics of our water consumption data, and the hybrid model was reliable for the prediction of water demand.

1. Introduction
Nowadays, many countries suffer from the harmful impact of climate change that led to reducing the freshwater resources, while on the other hand, the demand for freshwater is likely to increase due to the growing population. This increases the pressure that already being placed on water facilities [1, 2]. Further to this, water pollution has dramatically increased due to the fast-growing industrial activities [3-7]. Iraq locates in the eastern part of the Middle East, which is an arid to semi-arid region. This region, in general, suffers from water shortage that is expected to increase in the future because of the impact of several factors such as climate change, a high rate of population growth and pollution. The Tigris and Euphrates Rivers are the primary sources of freshwater in Iraq. These revisers experienced significant water shortages from 2009 to 2014 and this shortage of water is expected to increase because of the climate change and growing water demand upstream (Turkey, Syria and Iran) [8, 9]. In addition, freshwater resources are a fundamental element to the emergence of cities in Iraq, where all the settlements lived around Tigris and Euphrates rivers [10-12].
Accurate forecasting of urban water demand can play a significant role in the planning, designing, operating and managing of urban water supply systems. Also, it enhances the balance between water supply and demand in the future, which leads to supporting the sustainability [13, 14].

The need for reliable and accurate water demand prediction increases and motivates the researchers to continue the development of different prediction methods. In addition, studies show that artificial intelligence techniques outperform traditional methods (regression and time series) such as [15-19]. Araghinejad [20] stated that hybrid models can be more precise and reliable for predicting water demand than non-hybrid models, as proven in the previous researches such as [21-23].

This study aims to use a hybrid model of signal pre-treatment method and an autoregressive approach to detect the stochastic signal of water consumption time-series data, which can be used to predict the monthly water consumption for one year ahead.

2. Area of study and data set

The studied area in this paper was Baghdad City, which is a big city and capital of Iraq (Figure 1, Lat: 33.33333°, Lon: 44.43333°, Alt: 41 m). It locates in the central part of Iraq on the River Tigris, and it covers an area of 204.2 km². It has a population of about 8.5 million in 2016 that means approximately 21% of the total population of Iraq. Iraq faced a considerable climate change that impacts on the freshwater resources and affects the water demand. As a result, considerable stress applied to the urban water infrastructure. This issue encourages researchers to examine these impacts to reduce the uncertainty of decision-makers [8, 9, 24].

In Baghdad City, weather differs from summer that is dry, sweltering and clear to winter that is cold, mostly clear and dry. The hot days are from 27th May to 23rd September with an average daily high temperature reaches some times more than 45 °C in the hottest days that concentrated around 30th July. While the cold
days are from 23rd November to 5th March with an average daily high temperature reaches some times less than 5 °C in the coldest days that concentrated around 11th January. For rainfall, it occurs from 27th October to 21st April with an average total accumulation of at least 13 millimetres [25].

Mayoralty of Baghdad city is responsible for supplying municipal water inside Baghdad City border for all types of customers (residential, commercial, industrial and institutional). The mayoralty has eight main water treatment plants and uses the Tigris River as a potable resource. Al-Wehda water treatment plant was selected in this study. The plant delivers clean water to Al-Karradh and the regions around the University of Technology for indoor and outdoor uses [26]. Monthly data of water consumption for Al-Wehda water treatment plant over the period of 10 years starting from 2006 to 2015 was collected from the mayoralty of Baghdad.

3. Methodology

Data preprocessing has a substantial influence that improves the precision of forecasting outcomes [27, 28]. In this study, a multi-window of the pre-treatment signal processing method has been applied jointly with linear time-invariant coefficient autoregressive (AR) method approach to predict time series data of water demand. The following subsections brief the pre-treatment signal and the AR.

3.1 Autoregressive Model (AR)

The Autoregressive modelling is on the simplest but efficient time series models that represent a current reading in relation to some past readings. The number of previous points is also named model order. The weights used for relating the new and previous point are called model coefficients and they can be time-independent or dependent. It is used in different research fields such as condition monitoring [29, 30]. In the present study, the time-independent dependent model is utilised for simplicity. For a time series x of length n, it can be represented using the AR model of an order of (p).

\[ x(m) = a_o + \sum_{m=1}^{p} a_m \cdot x(m - l) + \epsilon(m) \]  

Where \( x(m) \) is the predicted value of a sub-signal at time \( m \); 
\( p \) is the order of the AR model; 
\( a_m \) \( (m = 0,1,2,\ldots,p) \) are the AR model coefficients which considered the weights of the past readings; 
\( \epsilon(m) \) is an error term which represents the difference between the real and predicted the \( m \) value of a sub-signal.

The term “time independent” means that the AR model coefficients are kept constant over time and did not change over time. This assumption is made for simplicity. For further details can be found in Al-Bugharbee and Trendafilova [30].

3.2 Signal Pre-treatment

As it was mentioned previously that in this research the stochastic portion of the original time series is extracted and subjected for modelling by AR. The extraction of the stochastic portion is conducted by decomposing the raw time series into a number of components using singular spectrum analysis technique [31]. The use of SSA enables transforming the original time series to a number of sub time series (e.g., components). When these components are added together, the original time series is obtained. Each component represents a portion of the original variance of the time series. The first component has the largest portion of variance information while the last component has a minimum. This technique does not need the imposition of any statistical assumptions such as normality or linearity, and can apply for short-, mid- or long-term time series [31]. Further details on the singular spectrum analysis and its application can
be found in [31-33]. The analysis of the time series by SSA and AR model is conducted using the MATLAB software.

4. Results and discussion
First, the box and whisker method is used to detect and treat then the outlier’s data points of water consumption time series over ten years period (N=120 data). After data cleaning, time series of water consumption is ready to be decomposed by signal pre-treatment to detect the stochastic signal. Ten different windows of signal pre-treatment were employed (w=3, 6, 9 …, 30) as we have options equal to ((N/2)-1) as advice in Golyandina et al., [34]. There are several samples divisions of training and forecasting in modelling with AR. For achieving the for generalisation in training and forecasting, fifty percent of the time series segments is utilised for training by the AR model with different windows of the pre-treatment signal, and four criteria of goodness of fit are used to select the best window. These criteria are as follows; correlation coefficient (R), mean absolute error (MAE), mean square error (MSE) and fitness (FIT). Figure 2 shows that w=21 of pre-treatment signal offers the best solution of the AR model to predict stochastic signal of water consumption one year ahead with R of 99.6% and both MAE and MSE approach to zero. It is important to mention that model prediction is quite same for windows when w goes beyond 21. However, the window 21 is selected is there is no need for selecting higher window size.
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Figure 2. Illustrates the different fitness scale versus pre-treatment signal window.

As it was shown above, the hybrid SSA-AR model was built and precisely trained. Then the capability of the model is then examined within testing stage and for forecasting 12 months ahead. Data is shifted three months based on seasonal change the forecasting process, and this process was repeated twenty-two times to increase the reliability of our predictive model. Figure 3 shows the four methods of accuracy to check the
model 23 times. It can be seen that the technique reveals good outcomes e.g. R is changing between 0.988 to 0.999. In addition, table 1 shows the mean values of four fitness functions in the testing stage.
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**Figure 3.** Shows the different fitness scale in the testing stage.

| R²  | MAE  | MSE     | RMSE  | %Fitness |
|-----|------|---------|-------|----------|
| 0.99| 3020.6| 1525723.3| 1019.5| 99.68    |

The results demonstrate that the pre-treatment signal method is a robust method to detect a stochastic signal of water consumption with w=21. The hybrid model of the pre-treatment signal and autoregressive Model is reliable and effective to forecast the stochastic signal of municipal water consumption based on four techniques of fitness functions.

5. Conclusions
Water demand prediction is a vital component in active freshwater resources planning and management because it can assistance to find suitable alternatives to confirm the balance between municipal water requested and delivered. In this research, the potential of hybrid pre-treatment signal and autoregressive techniques for monthly municipal water demand prediction was investigated. Historical urban water demand over ten years was employed. Based on the findings gained in this research, it can conclude that the pre-treatment signal processing method was able to detect the stochastic signal and the hybrid model provided a good forecast with a mean R of 0.996. Finally, the proposed methodology of this study can be used as an initial ground to base further studies.
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