Ultrarelativistic electron-hole pairing in graphene bilayer
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We consider ground state of electron-hole graphene bilayer composed of two independently doped graphene layers when a condensate of spatially separated electron-hole pairs is formed. In the weak coupling regime the pairing affects only conduction band of electron-doped layer and valence band of hole-doped layer, thus the ground state is similar to ordinary BCS condensate. At strong coupling, an ultrarelativistic character of electron dynamics reveals and the bands which are remote from Fermi surfaces (valence band of electron-doped layer and conduction band of hole-doped layer) are also affected by the pairing. The analysis of instability of unpaired state shows that s-wave pairing with band-diagonal condensate structure, described by two gaps, is preferable. A relative phase of the gaps is fixed, however at weak coupling this fixation diminishes allowing gapped and soliton-like excitations. The coupled self-consistent gap equations for these two gaps are solved at zero temperature in the constant-gap approximation and in the approximation of separable potential. It is shown that, if characteristic width of the pairing region is of the order of magnitude of chemical potential, then the value of the gap in the spectrum is not much different from the BCS estimation. However, if the pairing region is wider, then the gap value can be much larger and depends exponentially on its energy width.
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I. INTRODUCTION

Graphene, being a carbon layer of monoatomic thickness with honeycomb lattice, was fabricated for the first time in 2004 [1, 2]. Large carrier mobility makes graphene promising for possible nano-electronic applications [3, 4]. Due to symmetry properties of honeycomb lattice, graphene has unique electron properties: its valence and conduction bands touch at two inequivalent points of the first Brillouin zone, and near these points (in two “valleys”) electron effective envelope wave function obeys two-dimensional Dirac equation for massless particles with the Fermi velocity \( v_F \approx 10^6 \text{m/s} \approx c/300 \) playing the role of effective “speed of light”. This leads to a lot of peculiarities of graphene electron properties different from properties of conventional quasi-two-dimensional electron gas [5].

The possibility to study massless charged fermions in graphene provides a bridge between condensed matter physics and quantum electrodynamics, allowing laboratory investigation of relativistic effects which normally require extremal conditions [6]. Thus, it is of interest to study various coherent phases in graphene and superconductivity in particular. As possible origins of intrinsic superconductivity, phonon- and plasmon-mediated mechanisms in metal-coated graphene [7], electron correlations [8] and anisotropic electron-electron scattering near Van Hove singularity [9] were proposed.

In electron systems at certain conditions, a condensation of paired electrons and holes as a result of their Coulomb attraction can occur, and this condensation, like superconductivity, is accompanied by the onset of both an order parameter and the gap in single-particle excitation spectrum of the system. This problem was first considered in connection with excitonic insulator state [10], however transitions between bands of paired particles in this state lead to order parameter phase fixation and make a superfluidity impossible. On the contrary, in coupled quasi-two-dimensional quantum wells, spatial separation of electrons and holes strongly suppress the phase fixation and allow superfluid flows, which appear as persistent electric currents flowing in opposite directions in different layers [11]. Experimental evidences of pair-condensed state formation were found in course of further research on electron-hole pairing in such or similar systems (see the reviews [12, 13, 14, 15, 16]).

The recent success in fabrication of a bilayer graphene system consisting of two parallel electrically independent graphene layers separated by a nanometer-scale space [17], makes the problem of electron-hole pairing in graphene bilayer to be of high importance. Independent doping of two graphene layers would allow to achieve equal concentrations of electrons and holes in these layers, whereas spatial interlayer separation \( D \) suppress interlayer tunneling and thus electron-hole recombination (moreover, band-structure properties of each layer are unaffected by the presence of the other one due to negligible interlayer overlap of electron wave functions, in contrast to bilayer graphene with Bernal stacking [18]). Such a system was considered first in [19] in the weak coupling regime, while a possibility to achieve experimentally both weak- and strong coupling regimes was argued. However, under increase of the coupling strength, a crossover to Bose-Einstein condensate (BEC) of local pairs, typical for attracting fermion systems (the BCS-BEC crossover [20]), does not occur in graphene, since electrons and holes cannot form localized pairs due to absence of gap in graphene spectrum [21, 22]. Instead of a
gas of local pairs, an “ultrarelativistic” BCS state should be formed in graphene bilayer at strong coupling. In this state, electrons and holes are condensed as strongly overlapped Cooper pairs, as in ordinary BCS state, but at the same time an effectively ultrarelativistic nature of fermions plays an essential role. Unlike the weak coupling regime, where the pairing correlations affect only electrons and holes in narrow regions near their Fermi surfaces, in the ultrarelativistic regime particles from remote bands (valence band of electron-doped layer and conduction band of hole-doped one) are also involved in the pairing. Involvement of the remote bands into pairing process is the characteristic feature of “ultrarelativistic” BCS state in graphene bilayer in the strong coupling regime. In contrast to BEC of electron-hole pairs, “ultrarelativistic” BCS state can possess rather high critical temperature and anomalous superfluid properties.

Besides the paper [19], electron-hole pair condensation in graphene bilayer has been considered also in several other interesting works [21, 22, 23, 24, 26, 30, 31]. In [24, 27] the problem has been studied in the Hartree-Fock approximation using unscreened Coulomb potential as a pairing interaction. Estimations [24, 27] of a temperature at which the system turns into a superfluid state, obtained from numerical calculations, demonstrate that the superfluidity can survive up to room temperatures. However, taking into account a screening of the interaction can substantially lower the transition temperature down to values of the order of $10^{-3} \text{K}$ [29] (see also Refs. [30, 31] concerning discussion of a role of self-consistent weakening of the screening due to appearance of the gap).

Note also the consideration [32] based upon extension of the BCS theory on cone-shaped band structure, and the work [33] studying condensation of electrons and holes with antiparallel spins emerging in graphene due to Zeeman splitting by in-plane magnetic field. Estimations of a highest possible critical temperature, made in the latter work taking into account the screening of the latter work taking into account the screening of the interaction are derived in Sec. II and solved approximately at $T = 0$ in Sec. III. In Sec. IV the instability of unpaired state at finite temperature is analyzed, and in Sec. V the conclusions are made.

II. DESCRIPTION OF THE PAIRED STATE

Near two inequivalent points of the Brillouin zone (two Dirac points) the dynamics of free electrons in graphene is described by the equation

$$v_F (\vec{p} \cdot \vec{r} ) \psi = E \psi, \quad (1)$$

where $\vec{r} = \{ \sigma_x, \sigma_y \}$ is a two-dimensional vector composed from Pauli matrices, $\psi$ is a two-component electron wave function, and its components are physically realistic envelope wave functions, i.e. the amplitudes of Bloch functions placed on two sublattices of graphene lattice [35]. The solutions of (1) are the eigenfunctions $\psi_{\vec{p}_\gamma} (\vec{r}) = \exp(i\vec{p} \cdot \vec{r}) \hat{f}_{\vec{p}_\gamma}$ having a form of a plane wave multiplied by a spinor having a form of a plane wave multiplied by a spinor $\hat{f}_{\vec{p}_\gamma} = \{ \exp(-i\varphi/2), \gamma \exp(i\varphi/2) \}^{T} / \sqrt{2}$, where $\varphi$ is an azimuthal angle of the momentum vector $\vec{p}$, measured from some fixed direction, $\gamma = \pm 1$ is an index of a band, populated by the electron. The electron is located in the conduction band and its energy (measured from the Dirac point) is $E = v_F |\vec{p}|$ at $\gamma = +1$, and in the valence band with $E = -v_F |\vec{p}|$ at $\gamma = -1$.

To describe an ultrarelativistic condensate, one could use a diagrammatic technique of quantum electrodynamics [33] in the limit of massless electrons, but a modification of non-relativistic diagrammatic technique [40] will be used instead, since it reveals a physics of the multi-band pairing more clearly. For this purpose we introduce the following Matsubara Green functions:

$$G^{(\alpha \beta)}_{\gamma_1 \gamma_2 s_1 s_2} (\vec{p}, \tau) = -\langle T_{\tau} (\psi^{(\alpha)}_{\vec{p}_1 s_1} (\tau) \psi^{(\beta \gamma)}_{\vec{p}_2 s_2} (0)) \rangle,$$

where $T$ is an ordering operator in imaginary time $\tau$, $\langle \ldots \rangle$ is an average over the thermodynamic ensemble; $c_{\vec{p}_s \gamma}^{(1)} = a_{\vec{p}_s \gamma}^{(1)}$, $c_{\vec{p}_s \gamma}^{(2)} = a_{\vec{p}_s \gamma}^{(2)}$, where $a_{\vec{p}_s \gamma}^{(\alpha)}$ is the destruction operator for electron with a momentum $\vec{p}$, located in the layer $\alpha$ ($\alpha = 1$ and 2 mean the electron- and hole-doped layers respectively), having a spin projection and valley denoted jointly by the index $s$, and populating the

Some estimations of the role of multi-band character of BCS-like pairing of relativistic and ultrarelativistic fermions were made earlier both in connection with generalization of Nambu-Jona-Lasinio model [34, 35] and for superconductivity in graphene [32, 36] (for a simplified model of contact pairing potential in the latter case). In the present work, we perform analysis of the problem of electron-hole pairing in graphene bilayer taking into account a finite range of screened pairing interaction and using physically realistic estimations for an ultraviolet momentum cutoff in gap equations. By means of electron-hole transformation, the consideration made can be extended to a problem of electron-electron pairing in a single graphene layer (see also [37]).

The paper is organized as follows: the Gor’kov equations and gap equations are derived in Sec. III and solved approximately at $T = 0$ in Sec. III. In Sec. IV the instability of unpaired state at finite temperature is analyzed, and in Sec. V the conclusions are made.
FIG. 1: Diagrammatic representation of the Gor’kov [3] and self-consistency [4] equations.

Band \( \gamma \). The switching from \( a \) to \( c \) operators corresponds to interchanging of valence and conduction bands in the hole-doped layer. This allows the bands of both kinds of pairing particles, containing their Fermi surfaces, to be denoted by \( \gamma = +1 \) and named as “conduction bands”, while the bands remote from the Fermi surfaces can be denoted by \( \gamma = -1 \) and named as “valence bands”.

The bare Green functions are diagonal over all indices and equal to \( G^{(\alpha\alpha)}(\vec{p}, i\omega_n) = (i\omega_n - \xi^{(\alpha)}_{\vec{p}})^{-1} \), where \( \xi^{(1)}_{\vec{p}} = -\xi^{(2)}_{\vec{p}} = \xi_{\vec{p}} = \gamma_{\vec{p} \vec{p}} |\vec{p}| - \mu \) are the energies of electrons and holes measured from their chemical potentials (due to electron-hole symmetry of graphene, the Fermi surfaces for electrons and holes coincide at opposite chemical potentials in two layers).

Thus, two ends of the line, denoting the Green function \( G^{(\alpha\beta)}_{\gamma_1 \gamma_2}(\vec{p}, i\omega_n) \), are attributed by layer \((\alpha, \beta)\), band \((\gamma_1, \gamma_2)\) and spin-valley \((s_1, s_2)\) indices. Since an intralayer Coulomb interactions are different, we also assign the layer indices to each end of the interaction line \( V^{(\alpha\beta)} \). As a result of folding over components of spinor electron wave functions, an additional factor, depending on bands and momentum directions of ingoing and outgoing electrons, should be added to each diagram vertex. If the electron with the momentum \( \vec{p} \) and band index \( \gamma \) enters the vertex, and the electron with the momentum \( \vec{p}' \) and band index \( \gamma' \) exits, then we attribute the factor \( \langle f_{\vec{p}} | f_{\vec{p}' \gamma'} \rangle = \frac{1}{2} \left\{ \exp \left[ \frac{i(\varphi - \varphi')}{2} \right] + \gamma' \exp \left[ \frac{i(\varphi' - \varphi)}{2} \right] \right\} \) to it, where \( \varphi \) and \( \varphi' \) are the azimuthal angles of \( \vec{p} \) and \( \vec{p}' \) respectively. Calculating an analytical expression corresponding to a diagram, one should perform summation on layer, band and spin-valley indices in all internal vertices, taking into account that layer and spin-valley indices are conserved in the vertices, while band indices are not.

Being guided by the above-stated Feynman rules, we draw the diagrams expressing the Gor’kov equations [41], that describe the pairing in the mean-field approximation, and also the self-consistency conditions for the self-energies (Fig. 1). The corresponding analytical expressions are

\[
G^{(\alpha\beta)}_{\gamma_1 \gamma_2}(\vec{p}, i\omega_n) = G^{(0)(\alpha\beta)}_{\gamma_1 \gamma_2}(\vec{p}, i\omega_n) + \sum_{\delta \gamma_2} G^{(\alpha\alpha)}_{\gamma_1 \gamma_1 \gamma_2 \gamma_2}(\vec{p}, i\omega_n) \Sigma^{(\beta)}_{\gamma_1 \gamma_2 \gamma_2}(\vec{p}, i\omega_n),
\]

\[
\Sigma^{(\alpha\beta)}_{\gamma_1 \gamma_1 \gamma_2 \gamma_2}(\vec{p}) = -T \sum_{\omega, \gamma_1', \gamma_2'} \int \frac{d\vec{p}'}{(2\pi)^2} V^{(\alpha\beta)}(\{\vec{p}' - \vec{p}\}) \times \langle f_{\vec{p}' \gamma_1'} | f_{\vec{p}' \gamma_2'} \rangle \langle f_{\vec{p} \gamma_1} | f_{\vec{p} \gamma_2} \rangle G^{(\alpha\beta)}_{\gamma_1' \gamma_2' \gamma_2 \gamma_2}(\vec{p}', i\omega_n),
\]

where \( V^{(\alpha\beta)}(q) \) are the Fourier transforms of a statically screened intra- and interlayer electron-electron interaction. Here we do not take into account frequency dependence of self-energies, assuming that the role of dynamical effects is reduced to some effective restriction of the pairing region in the momentum space, analogously to restriction of superconducting pairing in metals to the Debye frequency-sized region near the Fermi surface [10]. Since we are interested in the interlayer pairing only, then only the terms of [40] with the anomalous self-energies \( \Sigma^{(12)} \) and \( \Sigma^{(21)} \) are essential. The terms with the normal self-energies \( \Sigma^{(\alpha\alpha)} \), leading to a renormalization of the Fermi velocity and chemical potential, will be omitted.

The electrons and holes are spatially separated, therefore particles with any spin directions and from any valleys are equally suitable to be paired. This leads to an arbitrariness of a structure of the anomalous Green functions \( G^{(12)}_{\gamma_1 \gamma_2 \gamma_2} \) and \( G^{(21)}_{\gamma_1 \gamma_2 \gamma_2} \), playing the role of a condensate wave function, on the indices \( s_1, s_2 \). In spatially homogeneous case, this spin-valley structure factorizes in a form of some \((4 \times 4)\) matrix, denoted by \( P: G^{(12)}_{\gamma_1 \gamma_2 \gamma_2} = P_{s_1 s_2} G^{(12)}_{\gamma_1 \gamma_2 \gamma_2} = P^+_{s_1 s_2} G^{(21)}_{\gamma_1 \gamma_2 \gamma_2} \). According to [41], the same factorization takes place for the anomalous self-energies: \( \Sigma^{(21)}_{\gamma_1 \gamma_2 \gamma_2} = P^+_{s_1 s_2} \Sigma^{(21)}_{\gamma_1 \gamma_2 \gamma_2} = P^+_{s_1 s_2} \Delta^+_{\gamma_1 \gamma_2} \). Note, that the matrix \( P \) should be unitary — if not, then, as can be shown, excitations inside the gap appear and the energy of the system increases in comparison with the unitary case (thus, the unitarity of \( P \) means the absence of unpaired particles; see also [42] in connection with unitarity of a condensate).

The normal Green functions are diagonal on spins and valleys: \( G^{(\alpha\alpha)}_{\gamma_1 \gamma_2 \gamma_2} = \delta_{\gamma_2 \gamma_2} G^{(\alpha\alpha)}_{\gamma_1 \gamma_2} \).

Since the order parameter has a form of \( U(4) = U(1) \times SU(4) \) unitary matrix \( P \), fluctuations of both the common phase of the condensate (the \( U(1) \) sector) and of its spin-valley structure (the \( SU(4) \) sector) are possible and characterized by the corresponding phase stiffnesses. Moreover, such topological excitations of the order parameter, as vortices, half-vortices and quarter-vortices can arise (similarly to [33], where the order parameter has a form of \( U(2) = U(1) \times SU(2) \) matrix).
For simplicity, we consider the case of the gap, isotropic by an absolute value, i.e. \( |\Delta_{\gamma_1\gamma_2}(p)| \) does not depend on a direction of \( \vec{p} \). At \( l \)-wave pairing, we have \( G_{\gamma_1\gamma_2}^{(1)}(p, i\omega_n) = e^{il\varphi} F_{\gamma_1\gamma_2}(p, i\omega_n), \) \( G_{\gamma_1\gamma_2}^{(2)}(p, i\omega_n) = e^{-il\varphi} F_{\gamma_1\gamma_2}(p, i\omega_n) \) and \( \Delta_{\gamma_1\gamma_2}(p) = e^{il\varphi} \Delta_{\gamma_1\gamma_2}(p) \), where \( \varphi \) is the azimuthal angle of \( \vec{p} \); the normal Green functions \( G_{\gamma_1\gamma_2}^{(0)} \) are independent on this angle. Using the aforementioned notations, write down the systems of Gor’kov equations (3), describing the pairing:

\[
\begin{align*}
[i\omega_n - \xi_{\gamma_1\gamma_2}^{(1)}(p)] G_{\gamma_1\gamma_2}^{(1)}(p, i\omega_n) - \Delta_{\gamma_1\gamma_2} F_{\gamma_1\gamma_2}^{(1)}(p) &= \delta_{\gamma_1\gamma_2}, \\
[i\omega_n - \xi_{\gamma_1\gamma_2}^{(2)}(p)] G_{\gamma_1\gamma_2}^{(2)}(p, i\omega_n) - \Delta_{\gamma_1\gamma_2} F_{\gamma_1\gamma_2}^{(2)}(p) &= 0,
\end{align*}
\]

(5)

Performing integration on the azimuthal angle of \( \vec{p} \) in (4) and taking into account (2), we get the self-consistent gap equations

\[
\Delta_{\gamma_1\gamma_2}(p) = -T \sum_{\omega_n \gamma_1' \gamma_2'} \int \frac{dp'}{2\pi} \left\{ \frac{1 + \gamma_1' \gamma_2' \gamma_1 \gamma_2}{4} \right\} V_I(p, p') + \frac{\gamma_1' \gamma_2'}{4} V_{-1}(p, p') \right) F_{\gamma_1'\gamma_2'}(p', i\omega_n),
\]

(6)

with \( l \)-wave harmonics of the pairing potential defined:

\[
V_I(p, p') = \frac{2\pi}{\gamma_1' \gamma_2'} \int_0^{2\pi} \frac{d\varphi}{2\pi} V \left( \sqrt{p^2 + p'^2 - 2pp' \cos \varphi} \right) e^{-il\varphi}.
\]

(7)

The mixing of harmonics of different multipolarity is a manifestation of the “chirality” of graphene electrons [3].

Generally, a matrix structure of the equations (5)–(6) is self-consistent only for certain forms of the matrix structure of the order parameter \( \Delta_{\gamma_1\gamma_2} \). All possible structures of the order parameter, allowing self-consistent solution for a contact pairing potential, were found in [33, 34]. It was shown, that only scalar and pseudoscalar order parameters has a physical meaning of an isotropic-gap pairing turning into usual BCS-like pairing in the non-relativistic limit. In our notations, this correspond to a gap matrix, proportional to the unit matrix: \( \Delta_{\gamma_1\gamma_2} \propto \delta_{\gamma_1\gamma_2} \). However, the distinction of our finite-range pairing potential [8] from the contact one \( V_I(p, p') = V_0 \delta_0 \) leads to a necessity to modify this solution. We have to assume that the diagonal elements \( \Delta_{\gamma\gamma} \) can differ (similarly to [34]). The assumption of the band-diagonal pairing is the simplest physically, since it corresponds to a pairing of electrons and holes from the bands containing their Fermi surfaces with each other and, at the same time, to a mutual pairing of electrons and holes from the remote bands. Using \( V_{-1} = V_1 \), we see from (6) and (7) that the band-diagonal pairing is self-consistent only in the case of \( s \)-wave pairing, which will be considered henceforth. Additional arguments for a band-diagonal pairing will be presented in Sec. [15].

The energies of quasiparticle excitations in the case of the band-diagonal pairing are

\[
E_\gamma(p) = \sqrt{(\nu_F p - \gamma \mu)^2 + |\Delta_{\gamma\gamma}(p)|^2},
\]

(9)

and the anomalous Green functions are

\[
F_{\gamma\gamma}(p, i\omega_n) = -\frac{\Delta_{\gamma\gamma}(p)}{\omega_n^2 + E_\gamma^2(p)}.
\]

(10)

Substituting (10) into (7) and summing up over Matsubara frequencies \( \omega_n = (2n + 1)\pi T \), we get the following system of gap equations:

\[
\begin{align*}
\Delta_{++}(p) &= \int \frac{dp'}{2\pi} \left\{ V_a(p, p') \frac{\Delta_{++}(p')}{2E_+(p')} \times \tanh \left( \frac{E_+(p')}{2T} \right) + V_b(p, p') \frac{\Delta_{−−}(p')}{2E_−(p')} \times \tanh \left( \frac{E_−(p')}{2T} \right) \right\}, \\
\Delta_{−−}(p) &= \int \frac{dp'}{2\pi} \left\{ V_b(p, p') \frac{\Delta_{++}(p')}{2E_+(p')} \times \tanh \left( \frac{E_+(p')}{2T} \right) + V_a(p, p') \frac{\Delta_{−−}(p')}{2E_−(p')} \times \tanh \left( \frac{E_−(p')}{2T} \right) \right\},
\end{align*}
\]

(11)

where \( V_a = (V_0 + V_1)/2 \), \( V_b = (V_0 - V_1)/2 \). A nonzero \( V_b \) leads to a mixing of \( \Delta_{++} \) and \( \Delta_{−−} \) in (11) and hence to the fixation of the relative phase of these two gaps.

The system (11) differs from the band-gap equation of [32] since the latter is obtained by a simple extension of BCS approach on cone-like band structure and misses the electrons chirality. In the limit of the contact pairing interaction, when \( V_a = V_b \), this equation coincides with (11).

III. GAP AT ZERO TEMPERATURE

A. Pairing interaction

A solution of (11) is determined by a pairing potential \( V(q) \), which can be found taking into account two circumstances. Firstly, a behavior of the system is governed by two dimensionless parameters [19]: by the ratio of characteristic Coulomb and quantum kinetic energies

\[
r_s = \frac{e^2}{\varepsilon \hbar v_F} \approx \frac{2.19}{\varepsilon}
\]

and by the dimensionless interlayer distance \( d = p_F D/h \), where \( p_F = \mu/v_F \) is the Fermi momentum (the system of coupled quantum wells is also governed by the same parameters, but with different \( r_s \) [45]; the local pair regime is characterized by only one dimensionless density parameter [12, 46]). Secondly, a large number \( N \) of fermionic flavors allows using 1/N-expansion and thus validates the random-phase approximation for a screened potential (see [43] and references therein).
In graphene bilayer, at $d \ll 1$, the number of flavors $N = 2$ (spin projections) $\times 2$ (valleys) $\times 2$ (layers) = 8, therefore the random-phase approximation is valid even at large $r_s$ [29, 31]. The dynamically screened interlayer electron-electron interaction in this approximation is [12, 44]

$$V(q, \omega) = \frac{v_pe^{-qD}}{1 - 2v_p \Pi(q, \omega) + v_p^2 \Pi^2(q, \omega)[1 - e^{-2qD}]}.$$  \hspace{1cm} (12)

where $v_p = 2\pi e^2/eq$ is a bare Coulomb interaction, $\varepsilon$ is a dielectric permittivity of a medium, surrounding graphene layers, and $\Pi(q, \omega)$ is a polarization operator of graphene (it is the same for both layers due to the particle-hole symmetry).

The cutoff energy $w$, specifying half-width of a pairing region around the Fermi surface, can be estimated as a characteristic frequency of the lower branch of plasma oscillations in the bilayer. This frequency, found as the first zero of denominator of (12), gives the region of frequencies where the pairing potential is attractive [19]:

$$w = \mu \times \begin{cases} \sqrt{8r_s/d}, & \text{if } r_s d \gg 1, \\ 8r_s, & \text{if } r_s d \ll 1, r_s \ll 1, \\ 2, & \text{if } r_s d \ll 1, r_s \sim 1. \end{cases}$$  \hspace{1cm} (13)

In the weak coupling regime, at small $r_s$ or large $d$, we have $w \ll \mu$, and the pairing does not involve particles from the bands, remote from the Fermi surfaces, so we suppose $\Delta_{+-} = 0$. Therefore, at weak coupling only the first equation of the system (11) remains:

$$\Delta_{++}(p) = \int \frac{dp' dp'}{2\pi} V_a(p, p') \frac{\Delta_{++}(p')}{2E_+(p')} \tanh \frac{E_+(p')}{2T}. \hspace{1cm} (14)$$

Due to electron chirality in graphene, this equation involves the half-sum chirality $V_a = (V_0 + V_1)/2$ of s- and p-wave harmonics of the pairing potential even at s-wave pairing instead of only the s-wave part involved in the ordinary BCS gap equation (10).

Since $w \ll \mu$, we can suppose the gap to be constant if the pairing region, in the spirit of the BCS approach, $\Delta_{++}(p) = \Delta \Theta(w - |v_F p|)$, where $\Theta(x) = 0$ at $x < 0$, $\Theta(x) = 1$ at $x \geq 0$, while the potential $V_a(p, p')$ can be replaced by its value $V_a(p_F, p_F)$ on the Fermi surface. At $T = 0$ we obtain the asymptotical solution of (11) in the BCS-like form [19]:

$$\Delta = 2w \left\{ \frac{1}{\lambda_a} \right\}. \hspace{1cm} (15)$$

where $\lambda_a = NV_a(p_F, p_F)$ is the dimensionless constant of intraband coupling, $N = \mu/2\pi\hbar v_F^2$ is the density of states at the Fermi level. The most favorable case for the pairing is $d \ll 1$, when the interlayer distance is a smallest characteristic distance in the system; in this case, using the long-wavelength asymptotics of the static polarization operator [47, 48] $\Pi(q, 0) \approx -4N$, the potential (12) takes a simple form:

$$NV(q, 0) = \frac{r_s}{q + 8r_s}. \hspace{1cm} (16)$$

Integrating (16) on angle according to (5), we get

$$\lambda_a = \frac{r_s}{\pi} \left\{ 2\pi r_s - 1 - \sqrt{16r_s^2 - 1} \arccos \frac{1}{4r_s} \right\}. \hspace{1cm} (17)$$

The expressions (15) and (17) determine the gap estimation in one-band pairing regime at weak coupling, considered in [19]. This estimation gives $\sim 10^{-7}\mu$, in agreement with [29]. However, as will be shown below, the gap in a multi-band pairing regime at strong coupling can be much larger.

Further, for considering the multi-band pairing, we use two models, allowing to reduce the integral gap equations (11) to algebraic equations. These are a constant gap approximation and a separable potential approximation.

**B. Constant gap approximation**

Suppose that the gap functions $\Delta_{\gamma\gamma}(p)$ are constant in the pairing region with the energy half-width $w$, partly occupying the remote bands: $\Delta_{++}(p) = \Delta_+ \Theta(w - \mu - v_F p)$, $\Delta_{--}(p) = \Delta_- \Theta(w - \mu - v_F p)$ (assume $\Delta_+$ and $\Delta_-$ to be real and positive). Furthermore, replacing the potentials $V_{a,b}$ by their values at the Fermi level, we reduce the system (11) to

$$\{ \begin{array}{l} \Delta_+ = \lambda_a A_+ \Delta_+ + \lambda_b A_- \Delta_- \\
\Delta_- = \lambda_b A_+ \Delta_+ + \lambda_a A_- \Delta_- \end{array} \hspace{1cm} (18)$$

$$A_\pm = \int \frac{w/\mu^{\pm1}}{2\sqrt{(x \pm 1)^2 + (\Delta/\mu)^2}} dx. \hspace{1cm} (19)$$

where $\lambda_a = NV_a(p_F, p_F)$ is a dimensionless constant of interband coupling. Similarly to (17), at $d \ll 1$ we have

$$\lambda_b = \frac{r_s}{\pi} \left\{ -2\pi r_s + 1 + \frac{16r_s^2}{\sqrt{16r_s^2 - 1}} \arccos \frac{1}{4r_s} \right\}. \hspace{1cm} (20)$$

According to their involvement in (15), the constants $\lambda_a$ and $\lambda_b$ are called intra- and interband coupling constants respectively. By definition, their sum $\lambda_1 = \lambda_a + \lambda_b$ is a dimensionless s-wave harmonic of the pairing potential at the Fermi level, whereas the difference $\lambda_1 = \lambda_a - \lambda_b$ is a p-wave harmonic. When the range of the pairing potential is small (this occurs at large $r_s$), the p-wave harmonic tends to zero and thus $\lambda_a$ and $\lambda_b$ approach each other. Indeed, at $d \ll 1$, $r_s \rightarrow \infty$ (17), (20) give $\lambda_0 \approx 1/8$, $\lambda_1 \approx 1/4\pi r_s$, thus $\lambda_{a,b} \rightarrow 1/16$. On the contrary, when the range of the pairing potential is large (this is the case of small $r_s$), s- and p-wave harmonics are close by the order of magnitude, thus one cannot neglect a difference between $\lambda_a$ and $\lambda_b$. Indeed, at $d \ll 1$, $r_s \ll 1$ the expressions (17), (20) give $\lambda_0 \approx (r_s/\pi)(1 - \ln 2r_s)$, $\lambda_0 \approx r_s/\pi$. The plots of $\lambda_0$, $\lambda_1$, $\lambda_a$ and $\lambda_b$ as functions of $r_s$ at $d \ll 1$, presented in Fig. 2 confirm these observations.
In asymptotical case of small gaps $\Delta \ll \mu$, we get from (19)

$$A_+ \approx \frac{w - \mu}{2\mu} + \ln \frac{2\sqrt{w\mu}}{\Delta_+}, \quad A_- \approx \frac{w - \mu}{2\mu} + \ln \sqrt{\frac{\mu}{w}}.$$ (21)

Then, substituting (21) into (18), we obtain the asymptotical expressions for the gaps:

$$\Delta_+ = 2\mu \exp \left\{ - \left( \frac{1}{\lambda_a} - \frac{w}{\mu} + 1 + \frac{\lambda_a^2 - \lambda_b^2}{\lambda_a} \right) \right\} \times \left( 1 - 2\frac{\lambda_a^2 - \lambda_b^2}{\lambda_a} \left[ \frac{w}{\mu} - 1 - \ln \frac{w}{\mu} \right]^{-1} \right),$$ (22)

$$\Delta_- = \Delta_+ \lambda_b \frac{w}{\mu} - 1 + 2 \ln \frac{2\sqrt{w\mu}}{\Delta_+} \frac{\lambda_a}{2 - \lambda_a} \left( \frac{w}{\mu} - 1 - \ln \frac{w}{\mu} \right).$$ (23)

These expressions differ in form from the BCS result (15). If we neglect difference between intra- and interband coupling constants and set $\lambda_a = \lambda_b$ (this corresponds to a contact pairing potential), then (22) is reduced to the asymptotical formula (6) from (12):

$$\Delta_+ = 2\mu \exp \left\{ - \frac{2}{\lambda_0} + \frac{w}{\mu} - 1 \right\}.$$ (24)

Thus, in our model the gaps $\Delta_\pm$ at $T = 0$ depend on $d$, $r_s$, and $w$. A rough estimation of the pairing region half-width at $d \ll 1$ is $w = \max(2\mu, 8\mu r_s)$, according to (13). However, this estimation is only by the order of magnitude, so we consider various values of $w$ in vicinity of $w = 8\mu r_s$ and $w = 2\mu$ for numerical calculations. Fig. 4 shows the conduction-band gap values $\Delta_+$ obtained by numerical solution of the system (18) as functions of $r_s$ at $d \ll 1$ and various ratios of $w/\mu$ (the maximum value of $r_s$ is 2.19 in the case when both graphene layers are suspended in vacuum). We see that $\Delta_+$, firstly, depends on $w/\mu$ approximately exponentially and, secondly, quickly tends to a constant asymptotic at $w = \text{const}$ and large $r_s$. This can be easily understood using the approximate formula (24) and the plot of $\lambda_0$ from Fig. 2 on increase of $r_s$ at $w = \text{const}$, the exponent of (24) tends to the limiting value $w/\mu - 17$. Therefore, at large $w$ the gap $\Delta_+$ depends on $w$ exponentially, in contrast to the BCS result (15), where $w$ appears only as a pre-exponential factor.

Nevertheless, according to (18), the estimations $w = 8\mu r_s$ and $w = 2\mu$ are valid only at $r_s \ll 1$ and $r_s \sim 1$ respectively, so the appropriate values of $\Delta_+$ are given in Fig. 3 by solid lines at small $r_s$, and by dotted lines at large enough $r_s$. Thus, in the model used the ratio $w/\mu$ reach 2 by the order of magnitude at maximum, and the maximum value of $\Delta_+$ is $(10^{-7} - 10^{-8})\mu$. The gap value in the multi-band pairing regime in the model of constant gaps exceeds the BCS estimation only if $w \gg \mu$, which is not the case for dynamically-screened Coulomb interaction. However, as will be shown below, going beyond the approximation $\Delta_\pm = \text{const}$ can rise the gaps considerably owing to integration over wide region of momentums in the gap equations.

As for the ratio of valence- to conduction-band gaps, the difference of these gaps $\Delta_+$ and $\Delta_-$ is as stronger, as considerably the constants $\lambda_\alpha$ and $\lambda_\beta$ differ, as follows from (13). The difference between $\lambda_\alpha$ and $\lambda_\beta$ is large at small $r_s$ and small at large $r_s$, as noted above in the

FIG. 2: The dimensionless coupling constants at $d \ll 1$ as functions of $r_s$: $\lambda_0$ (solid line), $\lambda_1$ (dotted line), $\lambda_\alpha$ (dashed line), $\lambda_\beta$ (dash-dotted line).

FIG. 3: The conduction-band gap $\Delta_+$, normalized by the chemical potential $\mu$, as a function of $r_s$ at $T = 0$, $d \ll 1$ and various ratios of $w/\mu$, indicated near corresponding curves.
discussion of Fig. 2. Fig. 4 shows the ratio \( \Delta_- / \Delta_+ \) as a function of \( r_s \) at \( T = 0, d \ll 1 \) and various ratios of \( w/\mu r_s \): 16\( r_s \) (dashed line), 8\( r_s \) (solid line), 2 (dotted line).

In our case, at weak coupling, when \( \lambda_b \ll \lambda_a \), the fixation of the relative phase of \( \Delta_+ \) and \( \Delta_- \) becomes weak, and in the limit \( \lambda_b = 0 \) the phase fixation is absent, since the equations in the system (13) decouple. Therefore at small \( r_s \) gapped and soliton-like excitations, corresponding to oscillations of the relative phase and being solutions of the sine-Gordon equation, can arise (analogously to (51), see also references therein).

\[ V_i^{(\text{sep})}(p, p') = \frac{V_i(p, p')V_i(p', p')}{V_i(p, p')} \]  

\[ \Delta_+(p) = \tilde{\Delta}_+ v_a(p) + \tilde{\Delta}_- v_b(p), \]
\[ \Delta_-(p) = \tilde{\Delta}_+ v_b(p) + \tilde{\Delta}_- v_a(p), \]

where

\[ v_{a,b}(p) = \frac{v_0(p) \pm v_1(p)}{2}, \quad v_1(p) = \frac{V_i(p, p')}{V_i(p', p')} \]

(27)

The separable part \( V_i^{(\text{sep})}(p, p') \) is close to the original potential \( V_i(p, p') \) when at least one of the momentums \( p \) and \( p' \) lies in a region, which is close to the Fermi surface and provides the major contribution to the integrals in the gap equations (11). Thus we can suppose that the replacement of \( V_i(p, p') \) on its separable part \( V_i^{(\text{sep})}(p, p') \) will not lead to essential mistakes in defining the gap functions \( \Delta_{\pm}(p) \). A difference between \( V_i^{(\text{sep})}(p, p') \) and \( V_i(p, p') \) can be large if the both momentums \( p \) and \( p' \) are far from the Fermi surface, however, as one can see, for the statically screened potential in the form of (16) the condition \( V_i^{(\text{sep})}(p, p') < V_i(p, p') \) at any momentums applies, so the replacement of the potential on its separable part can lead only to underestimation of gap values.

Substituting (25) into (11), we see that the functions \( \Delta_{\pm}(p) \) can be represented in the form

\[ \Delta_{\pm}(p) = \tilde{\Delta}_{\pm} v_a(p) + \tilde{\Delta}_{\pm} v_b(p), \]

and the coefficients of these equations

\[ A = \tilde{U}_{aa}^+ + \tilde{U}_{bb}^- \]
\[ B = U_{bb}^+ + U_{aa}^- \]
\[ C = U_{ab}^+ + U_{ab}^- \]

are functions of \( \tilde{\Delta}_{\pm} \) themselves, as long as \( \Delta_{\pm}(p) \) in the integrals are defined by (26). At large \( p \) the functions \( v_{a,b}(p) \) behave as \( r_s / 2 \lambda_0 p \), so the integrals (29) converge and we do not need any momentum cutoffs.

In the limit \( \tilde{\Delta}_{\pm} \to 0 \) only \( U_{aa}^+ \) from the all integrals (29) is logarithmically singular and diverges as \( \ln(\mu / \tilde{\Delta}_+ \lambda_a) \), whereas all the other integrals converge to finite limits. For both analytical estimations and numerical calculations, it is convenient to isolate this singularity as follows: \( U_{aa}^+ = \ln(2\mu / \tilde{\Delta}_+) \) and analogously

\[ \tilde{U}_{bb}^- = \ln(2\mu / \tilde{\Delta}_-) \]
\[ A = \ln(2\mu/\Delta_+) + \hat{\Delta} \] Denoting the limits of \( \hat{\Delta} \), \( B \) and \( C \) at \( \Delta_{\pm} \to 0 \) as \( \hat{\Delta}_0 \), \( B_0 \) and \( C_0 \) respectively, we can derive an asymptotical solution of the system (28) at small \( \Delta_{\pm} \):

\[
\tilde{\Delta}_+ = 2\mu \exp \left\{ -\left[ 1 - \lambda_0 (\hat{A}_0 + B_0) - 2\lambda_0 C_0 + (\lambda_0^2 - \lambda_0^2) (\hat{A}_0 B_0 - C_0^2) \right] / \left[ \lambda_0 - (\lambda_0^2 - \lambda_0^2) B_0 \right] \right\},
\]

\[
\tilde{\Delta}_- = \tilde{\Delta}_+ \frac{\lambda_0 + (\lambda_0^2 - \lambda_0^2) C_0}{\lambda_0 - (\lambda_0^2 - \lambda_0^2) B_0}.
\]

Assuming for simplicity \( \lambda_0 \approx \lambda_0 \approx \lambda_0/2 \) (validity of this assumption is confirmed by Fig. 2), we get

\[
\tilde{\Delta}_+ = 2\mu \exp \left\{ -\frac{2}{\lambda_0} + \hat{A}_0 + B_0 + 2C_0 \right\}.
\]

The result obtained is similar to (24) and differs from the BCS result (30) by a presence of additional terms in the exponent; these terms are positive anywhere except a small region at \( r_s \ll 1 \). It is interesting to note, that, according to (29), each of these terms can be divided into two parts corresponding to contributions from conduction and valence bands. Excluding the valence-band contributions \( U_{ij}^- \) from the exponent, we get an expression for a gap, corresponding to one-band model, which takes into account only the conduction band:

\[
\tilde{\Delta}_+^{(ob)} = 2\mu \exp \left\{ -\frac{2}{\lambda_0} + \hat{U}_{aa}^+ + U_{bb}^+ + 2U_{bb}^+ \right\}.
\]

In such a way, one part of a positive contribution to the exponent of (32) comes from the valence band, whereas the other part comes from the conduction band and results from smooth dependence of \( \Delta_{\pm}(p) \) and \( V_i^{(sep)}(p, p') \) on momentums in a wide region. Fig. 5 presents the exponent of (32) as a function of \( r_s \). The result obtained in the approximation \( \lambda_0 = \lambda_0 = \lambda_0/2 \), differs from the BCS limit when the exponent is taken into account only conduction band, according to (33), and the BCS limit when the exponent is \( a = -2/\lambda_0 \). We see that, at large enough \( r_s \), the additional contributions to the exponent from the valence and conduction bands are numerically large, approximately equal to each other and grow linearly with \( r_s \).

The corresponding results for the gap parameter \( \tilde{\Delta}_+ \) are presented in Fig. 6. These results are obtained by numerical solving of the system (28) in two cases: with taking into account a difference between the coupling constants \( \lambda_{a,b} \) or with neglecting this difference. The difference between two these curves becomes unessential at large \( r_s \), in accordance with decrease of \( \lambda_1 \) relative to \( \lambda_0 \) (see Fig. 2). Due to dependence of both the gap functions \( \Delta_{\pm}(p) \) and potentials \( V_i^{(sep)}(p, p') \) on momentums, the gap \( \tilde{\Delta}_+ \) can reach large values comparable to \( \mu \); this result demonstrates a striking difference from the BCS result \( \Delta_+ \sim (10^{-7} - 10^{-6})\mu \).

For comparison, the curve of \( \Delta_+ \) in the approximation \( \Delta_{\pm} \approx \mu \) at \( w = 8\mu r_s \), analogous to one shown in Fig. 5, is also shown in Fig. 6. A good agreement this curve demonstrates with results obtained within the
separable potential approximation can be readily understood from the expression (16) for the statically screened potential: the characteristic size of a momentum region providing a major contribution to the gap equations, is $8p_F r_s$, which acts similarly to restricting the pairing region to an energy half-width of $w \sim 8\mu_F r_s$.

The ratio of the gap parameters $\Delta_-/\Delta_+$ obtained by numerical calculations is close both qualitatively and quantitatively to the results presented in Fig. 4.

IV. INSTABILITY OF NORMAL STATE

Studying an instability of a normal, unpaired state of the system allows to determine a mean-field critical temperature $T_c$ of the system transition into a superfluid state. This mean-field $T_c$ provides an upper limit for a Kosterlitz-Thouless transition temperature in two-dimensional system [53]. Consider a vertex part of interlayer electron-hole scattering in the ladder approximation, obeying the Bethe-Salpeter equation. On decrease of a temperature down to the critical value $T_c$, a pole appears in the vertex part as a function of a total energy of scattered particles. The Bethe-Salpeter equation for electron-hole pair at rest has a diagrammatic form shown in Fig. 7 and the corresponding analytical expression is

\[
\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(\vec{p}, \vec{p}', E) = V(|\vec{p} - \vec{p}'|) \langle f_{\vec{p}\gamma_1} | f_{\vec{p}'\gamma_1'} \rangle \langle f_{\vec{p}'\gamma_2} | f_{\vec{p}\gamma_2'} \rangle \\
- T \int \frac{d\vec{p}'}{(2\pi)^2} V(|\vec{p} - \vec{p}'|) \sum_{\gamma_1'\gamma_2'} \langle f_{\vec{p}\gamma_1} | f_{\vec{p}'\gamma_1'} \rangle \langle f_{\vec{p}'\gamma_2} | f_{\vec{p}\gamma_2'} \rangle \\
\times \Gamma_{\gamma_1'\gamma_2'\gamma_1\gamma_2}(\vec{p}', \vec{p}, E) \sum_{\omega_n} G^{0 (11)}_{\gamma_1\gamma_2}(\vec{p}', E/2 + i\omega_n) \\
\times G^{0 (22)}_{\gamma_2'\gamma_1'}(\vec{p}', -E/2 + i\omega_n),
\]

(34)

where $\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(\vec{p}, \vec{p}', E)$ is the vertex part describing mutual scattering of the electron from the electron-doped layer, located in the band $\gamma_1$ in the initial state and in the band $\gamma_1'$ in the final state, and the electron from the hole-doped layer with the initial $-\gamma_2$ and final $-\gamma_2'$ bands; $\vec{p}$ and $\vec{p}'$ are the relative momenta of two electrons before and after scattering respectively, $E$ is the total energy of electrons. At the onset of instability, the pole first arise at $E = 0$ [40]. The frequency sums in (34) at $E = 0$ equal

\[
S_{\gamma_1\gamma_2}(p) = -T \sum_{\omega_n} G^{0 (11)}_{\gamma_1\gamma_2}(\vec{p}, i\omega_n) G^{0 (22)}_{\gamma_2\gamma_1}(\vec{p}, i\omega_n) \\
= 1 - n_F(\xi_{p\gamma_1}) - n_F(\xi_{p\gamma_2}) \\
= \frac{1}{\xi_{p\gamma_1} + \xi_{p\gamma_2}},
\]

(35)

where $n_F(E) = [\exp(E/T) + 1]^{-1}$ is the Fermi distribution. For certain band indices we have

\[
S_{\gamma\gamma}(p) = \frac{1}{2\xi_{p\gamma}} \tanh \frac{\xi_{p\gamma}}{2T},
\]

(36)

\[
\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(\vec{p}, \vec{p}', E) = \frac{\sinh(\mu/T)}{4\mu \cosh(\xi_{p\gamma}/2T) \cosh(\xi_{p\gamma'}/2T)}.
\]

(37)

We seek an instability in the s-wave scattering channel, so $\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(\vec{p}, \vec{p}') = \Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(\vec{p}', \vec{p}, E = 0)$ is independent on directions of the vectors $\vec{p}$ and $\vec{p}'$, and after angular integration the equation (34) takes the form:

\[
\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(p, p') = \frac{1 + \gamma_1 \gamma_2 \gamma_1' \gamma_2'}{4} V_0(p, p') + \frac{\gamma_1 \gamma_1' \gamma_2 \gamma_2'}{4} V_1(p, p') \\
\times \langle \xi_{p\gamma_1} \rangle \Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(p, p').
\]

(38)

We observe immediately that 8 components $\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}$, having three band indices of one sign and the last index of the opposite sign, identically vanish. The equations (37) for remaining 8 components decouple by pairs onto 4 systems. Let seek their solutions in a form of the vertex function, constant within the pairing region: $\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(p, p') = \Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(w + \mu - V_F p)$, $\Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(p, p') = \Gamma_{\gamma_1\gamma_2\gamma_1'\gamma_2'}(w - \mu - V_F p)$; the pairing potentials, as in the gap equations (11), can be replaced by their values at the Fermi level [54]. Then the equations (37) for non-zero vertex components are

\[
\sum_{\gamma} (\delta_{\gamma\gamma} - \lambda_{\gamma\gamma} I_{\gamma\gamma}) \Gamma_{\gamma\gamma\gamma\gamma'} = \frac{\lambda_{\gamma\gamma}}{N},
\]

(39)

\[
\sum_{\gamma} (\delta_{\gamma\gamma} - \lambda_{\gamma\gamma} I_{\gamma\gamma}) \Gamma_{\gamma\gamma\gamma\gamma'} = \frac{\lambda_{\gamma\gamma}}{N},
\]

(39)

where $\lambda_{\gamma\gamma} = \lambda_\alpha$ at $\gamma_1 = \gamma_2$ and $\lambda_\beta$ otherwise, and the integrals

\[
I_{\gamma_1\gamma_2} = \frac{v_F}{p_F} \int_0^{(w + \gamma_1\gamma_2)/v_F} S_{\gamma_1\gamma_2}(p) p dp.
\]

(40)
Similarly, the condition of a singularity of the component $\Gamma_{\gamma\gamma'}$, corresponding to a band-diagonal pairing, is equivalent to vanishing of the determinant of the systems and reads

$$I_{++} = 0.$$  

Similarly, the condition of a singularity of the components $\Gamma_{-\gamma'-\gamma}$, corresponding to a band-off-diagonal pairing, follows from (38):

$$(1 - \lambda_0 I_{++})(1 - \lambda_0 I_{--}) - \lambda^2_0 I_{++} I_{--} = 0.$$  

For a qualitative analysis, assume $\lambda_0 = \lambda_0 = \lambda/2$, then (41) is reduced to $I_{++} + I_{--} = 2/\lambda$ and (42) to $I_{++} + I_{--} = 2/\lambda$. As seen from (10), the integral $I_{++}$ is logarithmically divergent when $T \to 0$, whereas all the other integrals $I_{--}, I_{++}, I_{--}$ converge to finite limits. This means that the instability with respect to a band-diagonal pairing exists at arbitrarily small $\lambda$, whereas the band off-diagonal pairing instability occurs only when the coupling constant exceeds some threshold value dependent on $w$.

Fig. 8 shows the phase diagram of the system with respect to the band-off-diagonal pairing in the variables of pairing region half-width $w$ and coupling constant $\lambda$. At fixed $w$ and increasing $\lambda$, the stable normal state of the system changes into a state unstable in some temperature interval from a nonzero minimum value to a maximal one. Thus, on increasing $T$, a reentrant phase transition of the system into a superfluid state occurs (by analogy to reentrant superconductivity). At further increase of $\lambda$, the minimal temperature restricting a region of pairing instability turns into zero, and the system demonstrates conventional single phase transition. Such an unusual behavior, involving a combination of single and reentrant transitions, is a consequence of unconventional interband Pauli-blocking term suppressing pairing in some regions of phase space at finite temperatures. In contrast, the intraband Pauli-blocking terms have a conventional hyperbolic-tangent form.

It has been shown in Sec. III that the maximal value of intra- and interband coupling constants $\lambda_{a,b}$ is 1/16. At the same time, the pairing region half-width $w$ does not exceed $8\mu \times 2.19 \approx 17.5\mu$. The point $w/\mu = 17.5$, $\lambda = 1/8$ lies far in the region of stability of the normal state in Fig. 8; thus an electron-hole pairing in graphene bilayer cannot be of band off-diagonal character. Since band-diagonal and band-off-diagonal pairings are mutually concurrent, then it is the former; considered in Sec. III, that should be settled in the system at low temperatures.

Solving the equation (41) numerically, one can find the critical temperature $T_c$ concerning band-diagonal pairing. At $T_c \ll \mu$, $T_c \ll w$ we can derive an asymptotical formula for $T_c$. In this case, the integrals $I_{++}$ are

$$I_{++} \approx \frac{w - \mu}{2\mu} + \ln \frac{2e^{\gamma} \sqrt{\mu}}{\pi T}, I_{--} \approx \frac{w - \mu}{2\mu} + \ln \sqrt{\frac{\mu}{w}},$$

where $\gamma \approx 0.577$ is the Euler constant. Substituting these asymptotics into (42), we get the result

$$T_c = \frac{e^\gamma}{\pi} \Delta_+,$$  

coinciding with the usual BCS critical temperature to zero-temperature gap ratio, where $\Delta_+$ is given by (22). We have also solved eq. (41) numerically at various $r_s$ and $w$, and obtained that the ratio of $T_c$ to $\Delta_+(T=0)$ is close to (33) at rather large $T_c$ as well.

The Kosterlitz-Thouless superfluid transition temperature $T_{KT}$ is determined by a condition of vortex pair dissociation

$$\frac{\pi \rho_s(T_{KT})}{2} = N_{KT} T_{KT},$$

where $\rho_s(T)$ is superfluid density (phase stiffness) at finite temperature, equal to $\mu/4\pi$ at $T = 0$ and vanishing at the mean-field transition temperature $T_{c}$ [31]. The factor $N_{KT}$ takes into account vortex fractionalization; it is 1 for usual vortices and 4 for half-vortices considered in [33] and having twice smaller energy then the former ones. In graphene bilayer, quarter-vortices are possible as topological excitations in $U(4)$ order parameter, being matrix with respect to spin projections and valleys of paired particles (see Sec. III). These quarter-vortices have four times smaller energy with respect to usual vortices, as can be shown by analogy with (33), and so are the most favorable to be created; this leads to $N_{KT} = 4^2 = 16$ for
our system (which differs from the result $N_{KT} = 4$ of [31]). Moreover, a participation of the remote bands in the pairing should lead to corrections of an expression for $\rho_s(T)$ as compared to the one-band model, although at weak coupling, when one-band regime effectively takes place, $T_{KT}$ differs insignificantly from the mean-field temperature $T_c$. Detailed analysis of superfluid properties of graphene bilayer in the multi-band regime at strong coupling and determination of corresponding $T_{KT}$ will be addressed to future work.

V. CONCLUSIONS

In the present work we have considered the ultrarelativistic regime of electron-hole pairing in graphene bilayer, arising at strong coupling. The characteristic feature of the ultrarelativistic pairing is involvement of particles from both the bands including the Fermi surfaces and the remote bands into the pairing correlations. Such a multi-band pairing has been described in the mean-field approximation by means of the modified diagrammatic technique. The Gor'kov equations obtained involve the gap, described by a matrix with band indices. In the band-diagonal pairing regime, this gap is reduced to the two scalar gaps: one in the conduction band and the other, smaller by magnitude, in the valence band. A relative phase of these gaps is fixed, while their amplitudes are different as larger, as larger the first angular harmonic of the pairing potential with respect to the zeroth one is. At strong coupling, the magnitudes of the gaps are comparable, so a pairing within the valence band is of equal importance with one in the conduction band. The fixation of the relative phase of the gaps becomes weak at weak coupling, and thus gapped and soliton-like excitations, corresponding to oscillation of the relative phase, can arise.

We have studied an instability of an unpaired state of the system appearing as a singularity of the vertex part of electron-hole scattering obeying the Bethe-Salpeter equation. A search for instability in various channels, corresponding to various band structures of the vertex part, has led to the instability conditions for band-diagonal (where electron and hole are situated in the same band both before and after scattering) and band off-diagonal (when the scattering participants are situated in different bands) pairings. The band off-diagonal instability exists only when the coupling constant exceeds some threshold depending on a width of the pairing region. In some range of coupling strengths the instability occurs only at temperatures in a range from nonzero minimal to some maximal value, however at large enough coupling constant the lower bound of the temperature region turns into zero. Numerical estimations show that band off-diagonal instability due to screened Coulomb interaction does not realize. As for an instability in the band-diagonal channel, it exists at arbitrarily weak coupling and corresponds to the band-diagonal pairing considered in the paper at $T = 0$. Determination of Kosterlitz-Thouless transition temperature at strong coupling requires additional study (e.g., taking into account vortex fractionalization and participation of remote bands) and will be performed in future work.

Estimations of a gap value at $T = 0$ have been made in two approximations: in the approximation of constant gaps and in the approximation of separable potential. In the first case we neglect a dependence of the gap functions on momentum and restrict momentum integration in the gap equations by some pairing region around the Fermi surface. In the second case we handle a separable part of the statically screened interaction (which leads to underestimation of a gap value) and do not need any momentum cutoff. The numerical estimations show that in the first case the maximum gap value is rather small in agreement the BCS-type estimation [24], if the pairing region half-width equals to the characteristic frequency of plasma oscillations in the system. Deviations from the BCS result owing to the multi-band pairing character can be significant only when the pairing region half-width is much larger than the chemical potential (when the pairing region half-width is not large but the pairing is multi-band yet, then the gap can be approximately twice larger than in the one-band regime, as shown in [30]). However, calculation results in the separable potential approximation indicate considerable deviations from the BCS result due to both a dependence of the gap function and the interaction potential. This result indicates that more refined consideration of the problem is necessary in the strong coupling regime. Such a consideration should include, in particular, taking into account retardation and damping effects in a dynamical screening of the electron-hole interaction and going beyond the mean field approximation (i.e. taking into account vertex corrections and chemical potential renormalization), which will be considered separately.

Nevertheless, as is well known, the dynamically screened potential is close to the statically screened one at low frequencies, tends to unscreened Coulomb potential at high frequencies and passes through a region of repulsion and attractive regions both very close and very far from the Fermi surface. A contribution from intermediate region where the role of plasmons is considerable should suppress pairing, and quantitative study of this effect requires formulation and solution of Eliashberg-type equations [33, 55].
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This conclusion breaks if characteristic energy of attraction is so large that leads to inapplicability of the Dirac approximation for electron dynamics used in the present work — such a case was considered in [22]. Moreover, BCS-BEC crossover in graphene appears in the presence of external magnetic field, where localized magnetoe excitons can form and Bose-condense [22], analogously to superconducting states [24].
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