Quantum state-preparation control in noisy environment via most-likely paths
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Finding optimal controls for open quantum systems needs to take into account effects from unwanted environmental noise. Since actual realizations or states of the noise are typically unknown, the usual treatment for the quantum system’s decoherence dynamics is via the Lindblad master equation, which in essence describes an average evolution (mean path) of the system’s state affected by the unknown noise. We here consider an alternative view of a noise-affected open quantum system, where the average dynamics can be unravelled into hypothetical noisy quantum trajectories, and propose a new control strategy for the state-preparation problem based on the likelihood of noise occurrence. We adopt the most-likely path technique for quantum state-preparation, constructing a stochastic path integral for noise variables and finding control functions associated with the most-likely noise to achieve target states. As a proof of concept, we apply the method to a qubit-state preparation under a dephasing noise and analytically solve for controlled Rabi drives for arbitrary target states. Since the method is constructed based on the probability of noise, we also introduce a fidelity success rate as a new measure of the state preparation and benchmark our most-likely path controls against the existing mean-path approaches.

I. INTRODUCTION

The need for controls of open quantum systems [1–3] stems from the fact that perfectly closed quantum systems have been unachievable in real experiments and environmental noises always affect dynamics of the systems. Various techniques for quantum control which initially assumed unitarily evolving quantum systems have therefore been modified to include dissipative or noise disturbance effects. Examples are Gradient-based optimal controls using quantum trajectories [4, 5], Pontryagin’s maximum principle for open quantum systems [6–10], and, more recently, machine learning-assisted quantum controls [11–15]. One of the most common modifications is to replace the system’s dynamical equation by the Gorini-Kossakowski-Lindblad-Sudarshan equation [16–18], typically known as Lindblad master equation. Solutions of the Lindblad equation are extensively used in explaining decoherence effects, such as relaxation and pure dephasing, occurring in experiments [19, 20].

However, the Lindblad equation describes a reduced system’s dynamics from considering system-environment interactions and tracing out the environmental part [21–23]. Interestingly, if one considers the traced-out environmental part as actually existing in a particular state, simply unknown to us, then it can be shown that a solution of the Lindblad master equation does represent an average path or a “mean estimator” of the unknown system’s evolutions associated with possible realizations of the environmental states. Thus, from the estimation theory’s point of view, the Lindblad solution is not the only representative of the system’s state dynamics, but rather one of the many possible choices including the most-likely or median trajectory estimators [49]. In this work, in the context of controlling open quantum systems undergoing interaction with noisy environment, our aim is to explore this alternative view that the noisy environment can be unravelled into ensembles of possible states and their corresponding system’s trajectories [28–33], and use the latter as the representatives of the system’s dynamics in order to explore a new approach for quantum controls based on trajectory probabilities.

In particular, we consider the state-preparation control problem, which is the subject of recent research interest [34–37], where the task is to optimally control an open quantum system from its initial state to a (pure) target state under the disturbance of an environmental noise. With the conventional Lindblad mean-path (MP) approach, one has to solve the master equation for different control functions and search for the control that gives the highest fidelity between the final state and the target. However, since the Lindblad solution describes an average trajectory, its prediction for a final state will typically be a mixed state and maximizing the fidelity is thus equivalent to maximizing an average of fidelities between the target state to all possible unravelled final states. This latter argument does raise a question whether the average fidelity is an appropriate objective function to be maximized in the state-preparation control.

Instead of maximizing the average fidelity, we here consider maximizing the chance to achieve the near-unit fi-
delity given the noisy environment. We propose the use of the most-likely path (MLP) introduced in [38, 39]. The MLP approach, originally proposed for continuously monitored quantum trajectories, utilizes a joint probability density function of noisy trajectories expressed in the form of a stochastic path integral, where its action can be extremized to solve for the least-action path between any two boundary states. We modify the original MLP approach by replacing the monitored quantum trajectories with the unravelled noisy trajectories and adding control functions in the action to be extremized. This extremized-action solution therefore gives the probability of noise to reach the target state [39, 40]. This MLP technique, even though derived independently from the stochastic path integral, could also be viewed as a Pontryagin-like optimal control, where the optimality condition is the probability density function of the unravelled noise [9, 10]. Therefore, in order to benchmark our condition is the probability density function of the unravelled. This extremized-action solution therefore gives the probability of noise to reach the target state [39, 40].

UNRAVELLING FOR QUANTUM CONTROL

II. LINDBLAD EVOLUTION AND ITS UNRAVELLING FOR QUANTUM CONTROL

A. Lindblad “mean-path” approach for quantum control

In the past decade, problems in quantum control have been generalized to include effects from unwanted environmental noise. Quantum systems of interest cannot longer be treated as closed systems with pure unitary dynamics, but rather be treated as open quantum systems subject to effects from measurements and decoherence. The conventional treatment of an open quantum system is to construct a combined system, which consists of the system of interest (S) and its environment or bath (B), described by a total Hamiltonian \( \hat{H}_{SB}(t) \). The combined state of the system of interest and the bath, denoted by \( \rho(t) \), is assumed to evolve unitarily as,

\[
\rho(t) = \hat{U}_{SB}(t, 0) \rho(0) \hat{U}_{SB}(t, 0)^\dagger,
\]

where the unitary operator is given by, \( \hat{U}_{SB}(t, 0) \equiv \exp[-i \int_0^t ds \hat{H}_{SB}(s)] \). To describe the system-bath interaction, the Hamiltonian \( \hat{H}_{SB}(s) \), can include an interaction term of the form \( \sum_k \hat{L}_k \otimes \hat{B}_k \), for the system’s operators \( \hat{L}_k \) and the bath’s operators \( \hat{B}_k \). In the case when only the system’s part is of interest, one can trace out the environmental degrees of freedom to obtain the reduced dynamics of the system’s state alone. That is, the system’s state is given by, \( \rho(t) \equiv \rho_S(t) = \text{Tr}_B[\rho(t)] \). Under the strong Markov assumption [45], the reduced dynamics can be generally described by the Lindblad master equation,

\[
d\rho(t) = -i [\hat{H}, \rho(t)] + dt \sum_{k=1}^K \mathcal{D}[\hat{L}_k] \rho(t),
\]

where the first term describes any unitary part of the evolution generated by a Hermitian operator \( \hat{H} \) and the second term describes non-unitary decoherence effects from the system-bath interaction. The superoperator in the second term is defined as \( \mathcal{D}[\hat{L}] \equiv \hat{L} \hat{\rho} \hat{L}^\dagger - (\hat{L}^\dagger \hat{L} \hat{\rho} + \hat{\rho} \hat{L}^\dagger \hat{L})/2 \), where \( \{\hat{L}_k\} \) is the set of the Lindblad operators describing all the system-bath coupling channels.

The aim of quantum control for open quantum systems is to engineer the unitary and non-unitary dynamics in Eq. (2) such that the system’s state \( \rho(t) \) behaves as desired. The most common strategy is to add external...
linear unitary controls \( \hat{H}_{\text{ctrl}} = \sum_{j=1}^{J} u_j(t) \hat{L}_j \) to the system, where \( u_j(t) \)'s are control functions associated with the system’s operators \( \hat{L}_j \)'s. The system’s state evolution then becomes

\[
d\rho(t) = -i \Delta t \left[ \hat{H} + \sum_{j=1}^{J} u_j(t) \hat{L}_j, \rho(t) \right] + \Delta t \sum_{k=1}^{K} \mathcal{D}[\hat{L}_k] \rho(t) .
\]

(3)

The control functions, \( u_j(t) \)'s, can then be optimized with respect to an objective function, which is to be specifically defined. In most cases, the control problems of this kind cannot be solved analytically and solutions can only be found via numerical optimizations. Several numerical methods for quantum control have been proposed, such as the Gradient Ascent Pulse Engineering (GPAPE) and the Chopped RAndom Basis (CRAB). GRAPE is often used in finding optimal sequence pulses and has been successfully applied in nuclear magnetic resonance systems [41]. On the other hand, CRAB uses Fourier coefficients and is typically applied to problems with large parameter space [42].

B. Maximizing fidelity for state preparation

Let us now consider a specific control problem: state preparation for open quantum systems. The main task is to prepare a quantum system of interest in a desired target state \( \rho_F \), at a particular time \( T \), where the system’s dynamics at other intermediate times are irrelevant. In this case, a control objective shall indicate the difference between the actual state at the final time, \( \rho(T) \), and the “final” target state \( \rho_F \). The most ubiquitous choice of an objective function is the quantum state fidelity [46] defined as

\[
\mathcal{F}[\rho(T), \rho_F] = \left\{ \text{Tr} \left[ \sqrt{\sqrt{\rho} \rho_F \sqrt{\rho}} \right] \right\}^2 = \text{Tr}[\rho(T) \rho_F],
\]

(4)

for the two state matrices. We note that the last equality holds only when at least one of the two states is pure, which is typically satisfied because the target state is usually a pure state, i.e., \( \text{Tr}[\rho_F^2] = 1 \). Given this objective function, one can then use the numerical methods mentioned earlier to solve for optimal control functions, \( u_j(t) \) in Eq. (3), that maximize the fidelity in Eq. (4).

C. Unitary unravelling of a Lindblad evolution

We emphasize that the dynamics of open quantum systems in Eq. (2) is obtained by tracing out all the environmental degrees of freedom. Therefore, if somehow the state or information of the environment can be revealed, the Lindblad evolution can be considered unravelled into many possible system’s evolutions, where each evolution is conditioned on a particular realization of the environmental state. The unravelling process can be applied hypothetically by assuming a priori statistical properties of the environmental state, e.g., see Ref. [4] for the use of unravelled trajectories for quantum control or Refs. [47–49] for the use of unravelled trajectories for quantum state smoothing. The statistical properties can also be obtained more accurately by using the spectral density information [50–53] of the environment (as random processes are related to their spectra via Fourier transformation). The unravelling can be even more accurate, if there are measurements with known outcomes that partially reveal some information about the environment, such as in Refs. [54, 55], or fully reveal the meter’s states (e.g., microwave probing fields) as in Refs. [56–59].

We are interested in a problem of quantum control where the Lindblad evolution can be unravelled based on statistical properties of the environment and any known information from measuring the environment. Let us consider a single decoherence channel, \( K = 1 \) in Eq. (3), for simplicity. We first remove any fast system-only and environment(bath)-only Hamiltonians by moving into a rotating frame that evolves with them. The system-bath dynamics can then be described by a time-dependent Hamiltonian,

\[
\hat{H}_{\text{SB}}(t) = \hat{H}_S \otimes I_B + g \hat{S}(t) \otimes \hat{B}(t),
\]

(5)

where the first term is a leftover system-only Hamiltonian, denoted by \( \hat{H}_S \), in tensor product with the identity of the bath’s Hilbert space, \( I_B \). The second term of Eq. (5) is the coupling Hamiltonian where a system’s observable, \( \hat{S}(t) \), is coupled to a time-dependent bath’s observable, \( \hat{B}(t) \), with \( g \) being the system-bath coupling strength. We note that, in the following bath-unravelling derivation, we model the environmental noise to fluctuate on a timescale of \( \Delta t \) and its values at different \( \Delta t \)-intervals are determined by collapses of bath’s (mixed) states, \( \rho_B(t) \), to eigenstates of the bath’s observable \( \hat{B}(t) \). To some expert readers, this quantum bath’s model simply describes a classical Markovian noise; however, we would like to keep this general framework as it can facilitate the use of Lindblad unravelling for other non-classical environmental noises [60, 61].

Using the Born-Markov approximation, when the bath is assumed large enough, the bath’s state changes slowly compared to the rapid system’s dynamics. That is, if the bath’s state changes with a timescale of \( \Delta t \), then the system-bath combined state in Eq. (1) can be approximately factorized as \( \rho(t') \approx \rho(t) \otimes \rho_B(t) \) for \( t' \in [t, t+\Delta t] \). Also, the bath’s observable is assumed to be uncorrelated, i.e., \( \text{Tr}[\hat{B}(t_1) \hat{B}(t_2) \rho_B] = \kappa \delta(t_1 - t_2) \), where \( t_1 \) and \( t_2 \) are times in different \( \Delta t \) intervals and \( \kappa \) is the noise spectral density. We show in Appendix A that, with the Hamiltonian in Eq. (3), tracing out the environmental degrees of freedom from the evolution of the combined system in Eq. (1) leads to the following system-only dynamics...
during the bath’s timescale $\delta t$,
\begin{equation}
\rho(t + \delta t) = e^{\mathcal{L}\delta t} \rho(t),
\end{equation}
where the Lindblad superoperator $\mathcal{L}$ is given by
\begin{equation}
\mathcal{L}\rho(t) \equiv -i [\hat{H}_S, \rho(t)] + \gamma \mathcal{D}[\hat{S}]\rho(t),
\end{equation}
with $\gamma = 2g^2\kappa$. The second term is the decoherence effect resulting from the system-environment interaction.

To unravel the Lindblad evolution of Eq. (6), we first assume that the bath’s state, $\rho_B(t)$, at the beginning of each time interval, $t' \in [t, t + \delta t]$, can be written as a mixed state on the instantaneous eigenstates of the observable $\hat{B}(t)$, i.e.,
\begin{equation}
\rho_B(t) = \int \text{d}\xi(t) \varphi(\xi(t)) |\xi(t)\rangle \langle \xi(t)|,
\end{equation}
where $\hat{B}(t)|\xi(t)\rangle = \xi(t)|\xi(t)\rangle$, the integration is over all possible values of $\xi(t)$ at time $t$, and the probability density function $\varphi(\xi(t))$ is normalized as $\int \text{d}\xi(t) \varphi(\xi(t)) = 1$. It is important to note here that the function $\varphi(\xi(t))$ can be determined based on any known information about the bath’s state $\rho_B(t)$. For example, for a thermal bath, the distribution of its quadrature’s eigenvalue is Gaussian [50]. Moreover, if there is additional information, denoted by $\mathcal{R}$, obtained from bath’s measurements, one can construct a conditional probability density function, $\varphi(\xi(t)|\mathcal{R})$, to be used in place of $\varphi(\xi(t))$ in the above equation.

Now, suppose the environment is hypothetically found in one of the possible states, $|\xi(t)\rangle$, we can calculate the system’s state conditioned on that finding by projecting the bath’s state onto the eigenstates before tracing out to remove the bath’s degrees of freedom. That is, given an arbitrary system-bath state $\varrho(t) = \rho(t) \otimes \rho_B(t)$ at time $t$, we can compute a conditional system’s state, at an infinitesimal time $\delta t$ later, from
\begin{equation}
\rho_\xi(t + \delta t) \propto \text{Tr}_B \left\{ |\xi(t)\rangle \langle \xi(t)| \hat{U}_{SB}(t + \delta t, t) \varrho(t) \hat{U}_{SB}^\dagger(t + \delta t, t) \right\}.
\end{equation}

By substituting the system-bath Hamiltonian of Eq. (5) and using properties of eigenstates in Eq. (8), we find that
\begin{equation}
\rho_\xi(t + \delta t) \propto \exp[-i\hat{H}_\xi(t)\delta t] \rho(t) \exp[i\hat{H}_\xi(t)\delta t],
\end{equation}
where we have defined the unravelled Hamiltonian as
\begin{equation}
\hat{H}_\xi = \hat{H}_S + g \xi(t)\hat{S}.
\end{equation}
We can also calculate the normalization factor in both Eq. (9) and Eq. (10) from
\begin{equation}
\text{Tr}_B \text{Tr}_S \left\{ |\xi(t)\rangle \langle \xi(t)| \hat{U}_{SB}(t + \delta t, t) \varrho(t) \hat{U}_{SB}^\dagger(t + \delta t, t) \right\}
= |\xi(t)\rangle \langle \rho_B(t)|\xi(t)\rangle = \varphi(\xi(t)),
\end{equation}
which is the probability density of finding the bath’s state in the eigenstate $|\xi(t)\rangle$ defined in Eq. (8). From the unravelled process of Eq. (9), we can see that averaging the conditional state over all possible bath’s eigenstates with the probability weight of Eq. (12) gives back the simple trace over the bath state space, i.e.,
\begin{equation}
\rho(t + \delta t) = \int \text{d}\xi(t) \varphi(\xi(t)) \rho_\xi(t + \delta t)
= \int \text{d}\xi(t) \langle \xi(t)|\hat{U}_{SB}(t + \delta t, t) \varrho(t) \hat{U}_{SB}^\dagger(t + \delta t, t)|\xi(t)\rangle
= e^{\mathcal{L}\delta t} \rho(t)
\end{equation}
which is the system’s state evolution described in Eq. (6).

In the case where the total evolution time is much longer than the bath’s fluctuation timescale, we can further assume for simplicity that $\delta t \rightarrow dt$ and expand Eq. (10) to the first order in $dt$ to obtain the unravelled system’s dynamics
\begin{equation}
d\rho_\xi(t) = -i dt [\hat{H}_\xi(t), \rho_\xi(t)].
\end{equation}
We can see that the system evolution in Eq. (6) is now unravelled into many possible unitary evolutions described by the Hamiltonian, $\hat{H}_\xi(t) = \hat{H}_S + g \xi(t)\hat{S}$, conditioned on the particular environmental (bath) dynamics, $\xi(t)$. We note that the calculation above, even though limited to the unitary unravelling (with a Hermitian $\hat{S}$), can be applied to a variety of noisy dynamics of $\xi(t)$, including the dynamics induced by classical noises such as thermal noises, fluctuations in classical fields, or fluctuations in any environmental parameters.

D. Quantum control with unravelled evolutions and questions on maximizing average fidelity

Quantum controls for open quantum systems can be designed differently based on the information of the environment. If the environmental state is known via measurement, a measurement-feedback regime can be implemented, where the measurement results are taken into account when searching for optimal controls. If there is no measurement, the Lindblad evolution can be unravelled based on statistical properties of the bath, such as types and probability distributions of the bath’s states that affect the system.

Given the example of unitarily unravelling the Lindblad evolution in the previous subsection, we can consider adding quantum controls to the unravelled state trajectory, similar to Eq. (3), which leads to the dynamical equation,
\begin{equation}
d\rho_\xi(t) = -i dt \left[ \hat{H}_\xi(t) + \sum_{j=1}^J u_j(t)\hat{L}_j, \rho_\xi(t) \right],
\end{equation}
where the control functions $u_j(t)$’s are chosen to optimize an objective function defined for a particular problem.
Considering the quantum state-preparation problem, the typical objective function is the fidelity between the target state and the system’s state at the final time $T$. In the case when the noise realization $\xi(t)$ is unknown, then the standard approach is to use the “average” dynamics or the “mean path,” $\rho(t)$, in Eq. (6), as the representative of the quantum state evolution and then search for optimal control functions that maximize the fidelity between the target state and the average state $\rho(T)$.

However, here we argue that the mean-path approach, using the fidelity to the average final state as the objective function, is not always the best possible approach for the dynamics that can be unravelled by the environmental noise state. Let us discretise the time into $t \in \{0, \delta t, 2\delta t, ..., T\}$ using the bath’s timescale, $\delta t$, and write the single time-realization of the bath state $|\xi(t)\rangle$ for $t \in [0, T]$ as $|\xi_0\rangle, |\xi_{\delta t}\rangle, ..., |\xi_{T-\delta t}\rangle$. From the average dynamics in Eq. (13) and the unravelled dynamics in Eq. (10), we can show that the average state at the final time is

$$\rho(T) = e^{CT} \rho(0) = \int \prod_{t=0}^{T-\delta t} d\xi_t \varphi[\xi_0, ..., \xi_{T-\delta t}] U_{\xi(T)}(0) U_{\xi(T)}^\dagger,$$ \hspace{1cm} (16)

by applying $e^{CT} \bullet$ repeatedly for $n = T/\delta t$ times to the initial state $\rho(0)$, where we have defined

$$U_{\xi(T)} = \exp \left[ -i\hat{H}_ST - ig \hat{S} \delta t \sum_{t=0}^{T-\delta t} \xi_t \right],$$ \hspace{1cm} (17)

which leads to the final state $\rho_\xi(T) = U_{\xi(T)}(T) \rho(0) U_{\xi(T)}^\dagger$ of an unravelled trajectory. The function

$$\varphi[\xi_0, \xi_{\delta t}, ..., \xi_{T-\delta t}] = \varphi(\xi_0) \varphi(\xi_{\delta t}) \varphi(\xi_{T-\delta t}),$$ \hspace{1cm} (18)

is the joint probability density function for a realization of the delta-correlated environmental noise’s path, which makes the integration in Eq. (16) to be interpreted as over all possible noise’s path realizations. Assuming that the target state $\rho_T$ is a pure state, we can use the simplified definition of the fidelity in Eq. (4) and show that the fidelity to the average final state is

$$\mathcal{F}[\rho(T), \rho_T] = \text{Tr}[\rho(T) \rho_T] = \int \prod_{t=0}^{T-\delta t} d\xi_t \varphi[\xi_0, ..., \xi_{T-\delta t}] \mathcal{F}[\rho_\xi(T), \rho_T] \equiv \tilde{\mathcal{F}}.$$ \hspace{1cm} (19)

That is, the fidelity from the target state to the average final state is simply an average of fidelities from the target state to all possible final states $\rho_\xi(T)$ generated from the unravelled trajectories. The average is over all possible noise trajectories with the appropriate probability weights given by $\varphi[\xi_0, ..., \xi_{T-\delta t}]$ in Eq. (18).

From Eq. (19), we can see that, using the mean path approach, the best one could do for controlling the state preparation is to maximize the fidelity to all possible final states, $\rho_\xi(T)$, on average. Note that an average value of a random variable does not necessarily reflect whether such value is attainable with a high probability. Therefore, designing a control to maximize the average fidelity does not necessarily guarantee the controlled final states will reach the desired target state with any significant probability. This observation then raises a question for an appropriate objective function to be maximized to ensure the final state will reach the target state with a non-negligible probability.

A more suitable candidate for such objective function should perhaps encapsulate the probability mass of the controlled final states ensemble that actually reach the desired target state, so that, when maximized, the majority of the final states would concentrate around the target state. We therefore introduce a new objective function based on a probability density function defined for the unravelled quantum state trajectories of the open quantum system as in Eq. (15). We will see in the next section that maximizing the probability function can be conveniently achieved with the least action principle of a stochastic path integral.

### III. STOCHASTIC PATH INTEGRAL FOR STATE PREPARATION AND SUCCESS RATES

#### A. Stochastic path integral formalism

Stochastic path integral (SPI) is a mathematical technique used in representing probability density functions (PDFs) of stochastic processes that are continuous in time [62–64]. It is typically constructed for Markovian stochastic processes, where a joint probability density function of a time-continuous process can be approximated as a product of probability functions of infinitesimal-time-discretized states. The SPI can then be extremized, similar to the action principle of the Feynman path integral [65], to obtain variational solutions. Such solutions can be interpreted as “optimal” paths in the sense that they maximize some kinds of probability functions of the stochastic processes [66]. Among various proposals in the literature, here we use the SPI developed for a continuous quantum measurement in [38–40, 67, 68]. In particular, we modify the technique to suite the quantum control problem for unravelled stochastic trajectories.

In the original work [38, 39], the SPI is constructed from the joint probability density functions of continuous measurement readouts and the corresponding quantum state trajectories. We follow similar mathematical reasonings, but replacing the continuous readouts with environmental noises that affect the quantum system’s states and adding continuous controls. Let us first discretise a time range $[0, T]$ into a set $\{0, \delta t, 2\delta t, ..., n\delta t\}$, where $n\delta t = T$. Given the environmental noises $\xi_t$ (here, we use bold letters to indicate vectors for general multi-
dimensional variables), where \( t \in [0, T] \), we define a set of discretized noises for all times as, \( \xi \equiv \{ \xi_t : t \in \{0, \delta t, 2\delta t, ..., T - \delta t\} \} \), a time-continuous control, \( \mathfrak{u} \equiv \{ u_t : t \in \{0, \delta t, 2\delta t, ..., T - \delta t\} \} \), and their corresponding quantum states, \( \mathfrak{q} \equiv \{ q_t : t \in \{0, \delta t, 2\delta t, ..., T\} \} \). Noting that the arrowheads indicate different time ranges. Assuming that the stochastic process is Markovian, the system’s state at any time \( t + \delta t \) can be written as a function of the state, the noise, and the control, at the intermediate past step \( t \). That is, we have

\[
q_{t + \delta t} = \mathcal{E}(q_t, \xi_t, u_t), \tag{20}
\]

for an evolution function \( \mathcal{E}(\bullet) \). This is a control-extended version of the quantum measurement process, where \( q_{t + \delta t} = \mathcal{E}(q_t, \xi_t) \), used in the original work \([39]\). If the information of noise can be partially obtained, such information can be included in this evolution function.

Following Refs. \([38, 39]\), we start by constructing a joint probability density function (PDF) of the time-discretized quantum trajectories and their environmental noises, given the control function and an initial state \( q_0 \),

\[
\psi(\mathfrak{q}, \mathfrak{q}, \mathfrak{u}, q_0) = B \prod_{t=0}^{T-\delta t} \psi(q_{t+\delta t}, \xi_t, u_t) \psi(\xi_t, q_t), \tag{21}
\]

using Bayes rules. The right-hand side of Eq. (21) is written as a discrete-time product of PDFs of noises, \( \xi_t \), which only depends on the concurrent states, \( q_t \), multiplied by PDFs of intermediate-future states, \( q_{t+\delta t} \), given the states, \( q_t \), the noises, \( \xi_t \), and the controls, \( u_t \). According to Eq. (20), we can write \( \psi(q_{t+\delta t} | q_t, \xi_t, u_t) \equiv \delta(q_{t+\delta t} - \mathcal{E}(q_t, \xi_t, u_t)) \) as a delta-function probability density function. Moreover, we are interested in the case of quantum control for the state preparation, where the initial and final states of the quantum system are fixed at \( q_0 = q_I \) and \( q_T = q_F \), respectively. The boundary term in Eq. (21) is then given by the delta functions \( B = \delta(q_0 - q_I) \delta(q_T - q_F) \).

The joint PDF in Eq. (21) can be transformed into a path integral by rewriting all the delta functions in their Fourier representation, i.e., \( \delta(q) = (1/2\pi i) \int_{-\infty}^{\infty} dp \exp(-pq) \), where \( p \) is a conjugate variable, and recasting the rest of the terms in exponential forms. We can apply this to all components of the vector \( q \). As a result, by introducing a set of conjugate variables \( \mathfrak{p} = \{ p_t : t \in \{-\delta t, 0, \delta t, ..., T\} \} \), we obtain the SPI

\[
\psi(\mathfrak{q}, \mathfrak{q}, \mathfrak{u}, q_0) = N \int_{t=-\delta t}^{T} dp_t \exp S[\mathfrak{p}, \mathfrak{q}, \mathfrak{q}, \mathfrak{u}], \tag{22}
\]

where the integral is over all possible paths of \( p_t \) and the action, \( S \), is given by,

\[
S[\mathfrak{p}, \mathfrak{q}, \mathfrak{q}, \mathfrak{u}] \equiv -p_{-\delta t} \cdot (q_0 - q_I) - p_T \cdot (q_T - q_F) \tag{23}
\]

where any constant factors left are absorbed into the factor \( N \) in Eq. (22).

Given the stochastic path integral, one can use the variational principle and solve for the extrema of the action in Eq. (23). This can be done by taking the variation of the action over all the variables and setting it to zero. That is

\[
\nabla_p S = 0, \quad \nabla_q S = 0, \quad \nabla_{\xi} S = 0, \quad \text{and} \quad \nabla_{u} S = 0, \tag{24}
\]

where \( \nabla_x \) denotes the gradient with respect to a vector \( x \), which respectively leads to a set of the difference equations:

\[
q_{t+\delta t} = \mathcal{E}(q_t, \xi_t, u_t), \tag{25a}
\]

\[
p_{t-\delta t} = \nabla_{q_t} [p_t \cdot \mathcal{E}(q_t, \xi_t, u_t) + \ln \psi(\xi_t, q_t)], \tag{25b}
\]

\[
0 = \nabla_{\xi_t} [p_t \cdot \mathcal{E}(q_t, \xi_t, u_t) + \ln \psi(\xi_t, q_t)], \tag{25c}
\]

\[
0 = \nabla_{u_t} [p_t \cdot \mathcal{E}(q_t, \xi_t, u_t) + \ln \psi(\xi_t, q_t)]. \tag{25d}
\]

In most cases, these difference equations approximate differential equations that can be solved numerically, or in some cases even analytically. The differential equations can be obtained by taking the limit \( \delta t \to dt \). The solutions obtained are “extremal” functions, denoted by \( q_t^*, \xi_t^* \), and \( u_t^* \), which can be respectively interpreted as “optimal” state trajectory, noise path, and control function. We note that one can also treat the action in Eq. (23) as a Lagrange function for the method of Lagrange multipliers, where the function to be minimized or maximized is \( \sum_{t=0}^{T-\delta t} \ln \psi(\xi_t, q_t) \), i.e., the log of the probability density function of a noise path, under the constraints of the quantum state evolution and the fixed boundary states \([40]\).

Since Eq. (24) is the first order condition, the extremal solution could represent a local minimum, a local maximum, or a saddle point. In this work, however, we are interested in the solution that maximizes the action, \( S[p, \mathfrak{q}, \mathfrak{q}, \mathfrak{u}] \), where the extremal solution can be regarded as the “most-likely path (MLP)” or a quantum path (trajectory) associated with the most-likely noise. Therefore, the SPI and its variational solutions in Eqs. (25) provide us with a convenient approach to solve for time-continuous controls \( u_t^* \) subjected to the most-likely noise \( \xi_t^* \), given the fixed initial and final states \( q_I \) and \( q_F \), respectively.

### B. Success rate as a quality metric for quantum control

As we mentioned in Section IID, the Lindblad solution (the mean path) only does its best at maximizing the average fidelity over all possible noise realizations, as shown in Eq. (19). Also, as mentioned, maximizing the average fidelity does not necessarily guarantee a high chance in reaching the target state. Therefore, we instead propose the use of the most-likely path, a solution of Eqs. (25), which maximizes the noise-path probability...
density function given the fixed boundary states. The solution includes a control function $u^*_f$ that could potentially maximize the chance to reach the target state.

In order to benchmark this new approach against the conventional mean-path one, e.g., in a numerical simulation, we therefore need to define a new quality metric that is closely related to the likelihood of noise. We propose a measure called success rate, defined as a percentage ratio of unravelled noisy trajectories (as results of a particular control function) whose final states are close to the target state within some infidelity tolerance (IT), denoted by $\delta$. That is, given a choice of quantum control, the success rate is computed from

$$s(\delta) := \frac{N_\delta}{N_{\text{tot}}} \sum_{i=1}^{N_{\text{tot}}} \mathbb{I}[F(q_f, q_0) \geq (1-\delta)] \%,$$

where $N_\delta[C]$ is the number of noise realizations that satisfy the condition $C$, and $N_{\text{tot}}$ is the total number of noise realizations considered. The success rate thus reflects how much the ensemble of noisy final states concentrates around the desired target state. In other words, a high success rate indicates a high chance that the actual (but unknown) final state could reach the target state.

It is important to note that neither the MP nor MLP approach is mathematically constructed to directly maximize the heuristic success rate defined here. So, we cannot expect the MLP control to always give higher success rates than the MP one. However, since the MLP approach does maximize the noise-path probability density given the fixed target state, we expect that most of possible noise trajectories will concentrate around the most-likely path and then contribute to the high chance of reaching the target state [39]. We will show later in Section V that the MLP control in many situations yields higher success rates (hence, a higher quality ensemble of the final states) than the MP control that maximizes the standard average fidelity metric (Eq. (4)). We also note that in order to come up with a quantum control strategy that directly maximizes the success rate of Eq. (26), one would need to numerically solve for the full Fokker-Planck equation for the noisy quantum states to obtain the final state distribution, then integrate the distribution over the infidelity tolerance, and then search over all possible control functions to maximize the infidelity integral. Such method could be done in theory, but it will take an incredible amount of computational resource for an insignificant improvement that the MLP or even the MP approaches can already provide, which is beyond the scope of our paper.

IV. OPTIMAL RABI DRIVE FOR QUBIT STATE PREPARATION

In this section, as a proof of principle, we apply the standard mean-path (MP) approach of Section II A and our proposed most-likely path (MLP) of Section III to a two-level system coupled to a noisy environment. For the MP approach, we obtain a Lindblad equation that can be used in the numerical search for optimal controls. For the MLP approach, we obtain a set of ODEs which can be solved analytically for the optimal control.

A. Qubit model with a pure-dephasing noise and a controlled Rabi drive

In order to obtain the unravelled system-environment Hamiltonian as in Eq. (5), we need to consider a noisy environment that interacts with a Hermitian observable $\hat{S}$ of the system. One of the most typical noises in qubit experiments that fits this criteria is the pure dephasing noise [50]. It is the noise that causes the energy fluctuations in qubits and leads to $\hat{S} \propto \hat{\sigma}_z$. We assume that, in the rotating frame with the fast qubit’s bare frequency and the bath’s bare Hamiltonian, the qubit has a small leftover energy gap $\epsilon$ and a Rabi oscillation with a controllable time-dependent frequency $\Omega(t)$. The controlled Rabi drive is motivated by the typical Rabi control via on-resonance driving fields. Therefore, we obtain the qubit’s Hamiltonian as $\hat{H}_S = (\epsilon/2)\hat{\sigma}_z - (\Omega(t)/2)\hat{\sigma}_x$, where, in the Bloch sphere representation, the $\epsilon$ and $\Omega(t)$ indicate the angular speeds of qubit’s rotations around the Bloch sphere’s $x$- and $z$-axes, respectively. Combining the qubit’s unitary dynamics and the effect from a pure dephasing noise, we have the Lindblad evolution, $\rho(t + \delta t) = \exp(\mathcal{L}\delta t)\rho(t)$, similar to Eq. (6), where

$$\mathcal{L}\rho(t) = -i \left[ \frac{\epsilon}{2} \hat{\sigma}_z - \frac{\Omega(t)}{2} \hat{\sigma}_x, \rho(t) \right] + \frac{\gamma}{2} [\hat{\sigma}_z] \rho(t),$$

and $\gamma$ indicates the qubit’s dephasing rate from coupling to the noisy environment.

As we discussed in Section II C, the Lindblad master equation describing an averaged evolution (mean path) can be unravelled into stochastic evolutions. Let us use the same variables as before: the environmental noise variable $\xi(t)$ (which can be considered as one of the eigenvalues of the bath’s observable $\hat{B}(t)$ as described in Section II C) and the coupling rate $g$. The Hamiltonian for the unravelled stochastic evolution, similar to Eq. (11), is given by

$$\hat{H}_\xi(t) = \hat{H}_S + g \xi(t) \hat{S} = \frac{\epsilon}{2} \hat{\sigma}_z - \frac{\Omega(t)}{2} \hat{\sigma}_x + g \xi(t) \hat{\sigma}_z.$$

For the pure dephasing noise, one can generally assume that $\xi(t)$ is a Gaussian white noise with the zero mean, $\langle \xi(t) \rangle = 0$, and the delta-function correlation, $\langle \xi(t)\xi(t') \rangle = \kappa \delta(t - t')$. The Gaussian white noise approximation is the simplest yet ubiquitous noise representation observed in experiments.

This unravelled stochastic Hamiltonian of Eq. (28) can be used in deriving the Lindblad evolution and constructing the state mapping Eq. (20) for the most-likely path...
approach. Let us first switch to the Bloch sphere representation for qubit’s states and use the time-discrete notation. For a qubit density matrix $\rho$, we define a Bloch vector from

$$ q = \{x, y, z\} \equiv \{\text{Tr}[\hat{\sigma}_x \rho], \text{Tr}[\hat{\sigma}_y \rho], \text{Tr}[\hat{\sigma}_z \rho]\}. $$

(29)

For the time-discrete variables, we have a set of the states \(\{q_0, ..., q_t, ..., q_T\}\), the noises, \(\xi = \{\xi_t, ..., \xi_{t+\delta t}, ..., \xi_{T-\delta t}\}\), and the control variables, \(\eta = \{\Omega_t, ..., \Omega_{t+\delta t}, ..., \Omega_{T-\delta t}\}\). The time-discrete version of the unitary unravelled dynamics is given by

$$ \rho_{t+\delta t} = \exp \left[ -i H_{\xi} \delta t \right] \rho_t \exp \left[ +i H_{\xi} \delta t \right]. $$

(30)

where the unravelled Hamiltonian \(H_{\xi}(t)\) in Eq. (28) becomes

$$ H_{\xi} = \frac{\epsilon}{2} \hat{\sigma}_z - \frac{\Omega}{2} (\hat{\sigma}_x + g \xi_t \hat{\sigma}_z). $$

(31)

We can then write Eq. (30) in the Bloch sphere coordinate and expand the right-hand side to the second order in \(\delta t\) to get

$$ x_{t+\delta t} = x_t - \delta t y_t \dot{\xi}_t - \frac{\delta t^2}{2} (z_t \Omega_t \dot{\xi}_t + x_t \dot{\xi}_t^2) + O(\delta t^3), $$

$$ y_{t+\delta t} = y_t + \delta t (x_t \dot{\xi}_t + z_t \Omega_t) - \frac{\delta t^2}{2} (y_t \Omega_t^2 + y_t \dot{\xi}_t^2) + O(\delta t^3), $$

$$ z_{t+\delta t} = z_t - \delta t y_t \Omega_t - \frac{\delta t^2}{2} (x_t \Omega_t \dot{\xi}_t + z_t \Omega_t^2) + O(\delta t^3), $$

(32)

where we have defined \(\dot{\xi}_t = \epsilon + 2g \xi_t\) for convenience. From here on, we will use Eq. (32) as the time-infinitesimal state map, \(q_{t+\delta t} = \mathcal{E}(q_t, \xi_t, \Omega_t)\) in Eq. (20), for our qubit example. The reason we have expanded the state update equation to second order in \(\delta t\) is so that we can derive the average dynamics, via the Itô’s prescription: \(\xi_t^2 \delta t^2 \approx \kappa \delta t\) [69], which needs terms expanded to \(O(\delta t^3)\) (see Section IV B) and that we can also derive the MLP equations via Eq. (25), which needs terms expanded to \(O(\delta t)\) (see Section IV C).

**B. Mean path (MP) approach**

Let us first use the MP approach to solve for the optimal Rabi drive that can prepare a final state at time \(T\), \(q_T = \{x_T, y_T, z_T\}\), that is close in fidelity to the target state \(q_T = \{x_f, y_f, z_f\}\) given that the system is initialized at \(q_0 = \{x_0, y_0, z_0\}\). The mean-path dynamics for the qubit’s example is given by the Lindblad master equation in Eq. (27). However, we can also show that the master equation can be obtained by averaging from the unravelled dynamics in Eq. (32). To do that, we first derive the Itô stochastic differential equation by taking \(\xi_t^2 \delta t^2 \approx \kappa \delta t\) in Eq. (32) and then take an average over the Gaussian-white noise ensemble (equivalent to replacing \(\xi_t = 0\) in the Itô equation). We obtain

$$ x_{t+\delta t} = x_t - \delta t (y_t \epsilon + 2g^2 \kappa \epsilon x_t), $$

$$ y_{t+\delta t} = y_t + \delta t (x_t \epsilon + z_t \Omega_t - 2g^2 \kappa y_t), $$

$$ z_{t+\delta t} = z_t - \delta t y_t \Omega_t, $$

(33a)

(33b)

(33c)

which, after taking the time-continuum limit \(\delta t \to dt\), gives back the Lindblad master equation Eq. (27) with the dephasing rate \(\gamma = 2g^2 \kappa\).

To search for the optimal control (optimal Rabi drive) using the MP approach, the average dynamics, Eqs. (33), should be used as a representative of the quantum state dynamics. However, because of the dephasing effect, the qubit state at any time \(T\) can never be a pure state and thus Eqs. (33) cannot have a solution that exactly satisfies \(q_T = q_T\) for the pure target state. The best one could do is to search for a Rabi control function, \(\Omega_t = \Omega_{\text{MP}}\), that maximizes the qubit fidelity

$$ F_q[q_T, q_F] = \mathcal{F}[\rho(\mathcal{T}), \rho_F] = \frac{1}{2} (1 + x_T x_F + y_T y_F + z_T z_F). $$

(34)

Since an analytical solution is not available, one resorts to numerical methods. The search of an infinite functional space of the Rabi control function can be simplified by dividing the control into \(m\) time intervals, \(\{\Omega_j\} = \{\Omega_1, \Omega_2, ..., \Omega_m\}\), assuming \(\Omega_t\) be constant in each of the intervals, then one can use the quantum control algorithms, e.g., GRAPE and CRAB algorithms to search for \(\Omega_{\text{MP}}\) that maximizes the fidelity in Eq. (34). However, the algorithms do not guarantee obtaining the global maximum, especially in a large control (non-convex) landscape. Their candidate solutions can get stuck in local minima or saddle points, which is a typical issue in numerical non-convex optimization.

**C. Most-likely path (MLP) approach**

An alternative method is to use the MLP approach, as described in Section III, to search for an optimal Rabi control. Given the parameters defined in Section IV A, we have the state update, \(q_{t+\delta t} = \mathcal{E}(q_t, \xi_t, \Omega_t)\), given by Eq. (32). For the probability density function of the delta-correlated noise we introduced in Eq. (28), we have

$$ \varphi(\xi_t|q) = \varphi(\xi_t) = \sqrt{\frac{\delta t}{2\pi \kappa}} \exp \left( -\xi_t^2 \delta t / 2 \kappa \right), $$

(35)

because \(\xi_t\) is assumed a Gaussian white noise, which is also independent of the qubit state. For the boundary term \(\mathcal{B} = \delta (q_0 - q) \delta (q_T - q_F)\), the two fixed boundary states, \(q_0\) and \(q_F\), are naturally the initial state and the desired target state of the state-preparation problem, respectively. Following section III, we construct the stochastic path integral from Eq. (22), with the action in
Eq. (23), which gives
\[
S = -p_{-\delta t} \cdot (q_0 - q_1) - p_T \cdot (q_T - q_F) + \sum_{t=0}^{T-\delta t} \{ -p_u \cdot [q_{u+t} - \mathcal{E}(q_u, \xi_t, \Omega_t)] - \xi_t^2 \delta t / 2\kappa \},
\]
where we have introduced \( p_{u} = \{ p_{x,t}, p_{y,t}, p_{z,t} \} \) as the conjugate variables of the Bloch sphere vector \( q_{u} = \{ x_{u}, y_{u}, z_{u} \} \). The last term in the action is from the log probability, \( \ln \varphi(\xi_t) = -\xi_t^2 \delta t / 2\kappa + \ln(\sqrt{\delta t / 2\pi\kappa}) \), in Eq. (35), where the second (constant) term can be absorbed into the path integral measure. In order to solve for the most-likely path, we use the variational principle, extremising the action over all variables at all time steps, i.e.,
\[
\nabla_p S = 0, \quad \nabla_q S = 0, \quad \partial_\xi S = 0, \quad \partial_\Omega S = 0, \quad (37)
\]
similar to Eq. (24). The first two conditions lead to explicit equations of motion of the most-likely path described by six ordinary difference equations:
\[
\begin{align*}
    x_{t+\delta t} &= x_t - \delta t y_t \xi_t, & (38a) \\
    y_{t+\delta t} &= y_t + \delta t (x_t \xi_t + z_t \Omega_t), & (38b) \\
    z_{t+\delta t} &= z_t - \delta t y_t \Omega_t, & (38c) \\
    p_{x,t+\delta t} &= p_{x,t} - \delta t p_{y,t} \xi_t, & (38d) \\
    p_{y,t+\delta t} &= p_{y,t} + \delta t (p_{x,t} \xi_t + p_{z,t} \Omega_t), & (38e) \\
    p_{z,t+\delta t} &= p_{z,t} - \delta t p_{y,t} \Omega_t, & (38f)
\end{align*}
\]
keeping terms to only first order in \( \delta t \), with \( \xi_t = \epsilon + 2g\xi t \) as before. The last two constraints of Eq. (37) give:
\[
\begin{align*}
    \xi_t &= -2gkp_{x,t}y_t + 2gkp_{y,t}x_t, & (39a) \\
    p_{y,t}z_t &= p_{z,t}y_t. & (39b)
\end{align*}
\]
These equations can be solved in the time-continuum limit (\( \delta t \to dt \)), where the first six difference equations become six ordinary differential equations (ODEs) and Eqs. (39a) and (39b) are the two constraints. As mentioned earlier, this technique is similar to the Lagrange multiplier method, where the solutions of these equations give a quantum state path, \( x^*_t, y^*_t, z^*_t \), a noise path, \( \xi^*_t \), and a control function, \( \Omega^*_t \), that maximize the log-likelihood of the noise path, i.e., maximizing \( \ln \prod_{t=0}^{T-\delta t} \varphi(\xi_t) \).

In an attempt to solve for optimal solutions analytically, we find that Eq. (39b) is a canonical relation between conjugated variables and the components of the Bloch sphere vector. Taking time derivatives on both sides of Eq. (39b) and substituting the relations in Eqs. (38) lead to another relation
\[
p_{x,t} z_t = p_{z,t} x_t. \quad (40)
\]
By substituting the above in Eqs. (39b) and (39a), we then get \( \xi^*_t = 0 \). This seems to be an unsurprising result, considering that the noise is a zero-mean Gaussian white noise. However, it is important to note that the solution \( \xi^*_t = 0 \) is the most-likely noise path, which gives the dynamics following Eqs. (38), and not the average dynamics of Eqs. (33).

Let us consider a single-pulse case (\( \Omega = \Omega \)), which admits full analytical solutions for the MLP control. By imposing the zero-noise path condition, \( \xi^*_t = 0 \), all the conjugate variables vanish, reducing the six ODEs in Eqs. (38) to only three ODEs for the coordinate variables that can be solved analytically to yield the most-likely path
\[
\begin{align*}
    x^*_t &= -\frac{\epsilon \Omega}{\omega^2} \cos(\omega t) + \frac{\epsilon \Omega}{\omega^2}, \quad (41a) \\
    y^*_t &= -\frac{\Omega}{\omega} \sin(\omega t), \quad (41b) \\
    z^*_t &= -\frac{\Omega^2}{\omega^2} \cos(\omega t) - \frac{\epsilon^2}{\omega^2}, \quad (41c)
\end{align*}
\]
where \( \omega = \sqrt{\Omega^2 + \epsilon^2} \). Solving the above equations for the fixed boundary conditions: \( \{ x^*_0, y^*_0, z^*_0 \} = \{ x_1, y_1, z_1 \} \) and \( \{ x^*_F, y^*_F, z^*_F \} = \{ x_F, y_F, z_F \} \) gives unique solutions for the Rabi drive and the total time of the evolution, simultaneously. We obtain the optimal values for \( \Omega \) and \( T \) as
\[
\begin{align*}
    \Omega_{op}^{\text{MLP}} &= \left( \frac{x^*_F - z^*_1}{x^*_F - x^*_1} \right) \epsilon, \quad (42a) \\
    T_{op}^{\text{MLP}} &= \frac{1}{\omega} \arccos \left[ \frac{1}{\epsilon^2} \left( \frac{x^*_F}{\epsilon^2} - \frac{z^*_1}{\epsilon^2} \right) \right], \quad (42b)
\end{align*}
\]
which are functions of the boundary states. We note that, for convenience, we show the optimal time Eq. (42b) for \( \{ x_1, y_1, z_1 \} = \{ 0, 0, z_1 \} \), where its full formula is lengthy and shown in Appendix B.1. It is important to note that, in contrast to the MP approach whose analytical solutions are not known, the final state of this most-likely path is exactly at the target state \( q_F \). Moreover, the qubit states along the most-likely evolution are all pure states, representing a possible qubit unravelled trajectory with the zero-noise trajectory.

The solutions of the optimal Rabi drive and the optimal time in Eqs. (42) also possess a simple geometrical interpretation. From the qubit Hamiltonian, Eq. (28), when \( \xi(t) = 0 \) and \( \Omega(t) = \Omega \), the qubit evolution becomes a simple unitary rotation around the axis \( \hat{\omega} = \epsilon \hat{z} - \Omega \hat{x} \), with an angular speed of \( \omega = \sqrt{\Omega^2 + \epsilon^2} \) (see the magenta curve in Figure 1(a) for an example of the MLP). Since the value of \( \epsilon \) is fixed in the problem, the Rabi drive has to be adjusted such that the axis of rotation can bring the initial to the target state. It turns out that there is a unique solution for the axis of rotation; then the optimal time can then be calculated by dividing the angular distance between the two states with the angular speed \( \omega \). We present a full derivation and discussion of the geometrical interpretation of the most-likely path in Appendix B.2.

Since the optimal solutions in Eqs. (42) are only functions of the boundary states, we can deliberately choose
FIG. 1. The Bloch sphere plots describing our qubit model with the pure dephasing noise and the solutions of optimal Rabi drive and time in Eqs. (42). (a) Our qubit-state preparation model with the initial ground state \( \rho_I \) (black dotted) and a target state (red cross) chosen to be \( \rho_F = \{\sin(2\pi/3)/2, 0, 0.75, 0.5\} \). The blue and red circled arrows indicate the rotational dynamics from \( \epsilon \) and \( \Omega \) terms in the qubit Hamiltonian. The optimal mean path (cyan curve), a solution of Eqs. (33), and the most-likely path (magenta curve), a solution of Eqs. (41)-(42), are shown, along with a few stochastic (unravelled) trajectories (grey curves ending at red dots, showing their random final states). The MLP, as expected, is the only path that exactly reaches the target state as it was modeled based on a single realization of noise instead of the dephasing effect. (b) and (d) display the contour plots on the target-state Bloch sphere showing values of the optimal Rabi drive and the optimal time in Eq. (42a) and Eq. (42b), respectively. The transparent (noncolored) band indicates the rotational dynamics from \( \Omega \) terms. Also, the \( \Omega \) terms in the \( \rho_F \) associated with the target \( \rho_F \). We will see in the next section that the values of the Rabi drive and the optimal time have a significant effect on the success rate of the MLP-control approach.

V. NUMERICAL ANALYSIS COMPARING MLP AND MP OPTIMAL CONTROLS

In this section, we numerically investigate the qubit example introduced in the previous section aiming to compare the optimal control from the MLP approach, \( \Omega_{MLP} \), with the control found with the traditional MP approach, \( \Omega_{MP} \). We numerically simulated unravelled stochastic qubit trajectories following Eq. (32), where \( \gamma \) is chosen as a unit of our problems, the time step is \( \delta t = 0.01\epsilon^{-1} \), and the trajectory ensemble size is \( N_{\text{tot}} = 10^4 \). We start by analysing qubit trajectories and distributions of the qubit’s final states and then explore the success rate metric for a range of target states and different dephasing rates to obtain an overview of the performance of the controls. We also compare our proposed MLP control with the triple-pulse optimized controls via GRAPE and CRAB algorithms.

A. Qubit state trajectories and final-state distributions

We first show examples of the MP and MLP controls in Figure 2, where, from left to right, we plot average fidelities (a,f), qubit state trajectories and final-time (prepared) state histograms of the \( x \) coordinate (b,c,g,h), and those of the \( y \) coordinate (d,e,i,j). We choose to present results for two values of the dephasing rate (top row: weak \( \gamma = 0.1\epsilon \), and bottom row: strong \( \gamma = 0.8\epsilon \)) showing, respectively, when the MP and MLP approaches predict relatively similar optimal Rabi drive, and when they predict the optimal values differently. Since the MP method does not have a constraint on the final time, we choose to fix it at the optimal time \( T_{\text{opt}} = 2.72\epsilon^{-1} \) ob-
FIG. 2. Examples of the MP and MLP Rabi controls, where the initial state is fixed at \( q = \{ 0, 0, -1 \} \) and the target state is \( q^\text{r} = \{ -\sin(2\pi/3), 0, -0.5 \} \), for two values of the dephasing rate: \( \gamma = 0.1\epsilon \) (top row) and \( \gamma = 0.8\epsilon \) (bottom row). Colors (cyan and magenta) are chosen for the MP and MLP approaches, respectively. Panels (a) and (f) are plots of the average fidelity defined in Eq. (19) (where each individual \( F \) follows Eq. (34) for the qubit fidelity), shown as a function of \( \Omega \). In (a), we found \( \Omega^\text{MP} = -0.55\epsilon \) and \( \Omega^\text{MLP} = -0.57\epsilon \), giving \( F^\text{MP} = 0.9506 \) larger than \( F^\text{MLP} = 0.9501 \). For the panel (f), we have \( \Omega^\text{MP} = -0.34\epsilon \) and the same \( \Omega^\text{MLP} \) (because the MLP optimal Rabi control is \( \gamma \)-independent), giving \( F^\text{MP} = 0.7986 \) larger than \( F^\text{MLP} = 0.7769 \). Qubit trajectories in \( x \) and \( y \) coordinates are shown in (b),(d),(g), and (i), where solid curves are for optimal trajectories and dashed curves are for non-optimal ones (see text). Panels (c), (e), (h), and (j) show the corresponding histograms of the final states based on numerically simulating \( 10^4 \) stochastic (unravelled) trajectories. The target state is shown as red crosses and red lines, with the grey bands showing the infidelity tolerance multiplied by 10 (for visibility).

Obtained from the MLP approach using Eq. (42b). We note that the range of parameters used in the numerical simulation here are motivated by actual parameters in superconducting qubit experiments [70], where we assume a small leftover qubit’s frequency \( \epsilon \) (i.e., in the MHz range), the typical dephasing rate \( \gamma \sim 0.01 - 0.2 \text{ MHz} \) (i.e., the decoherence time in the range of \( 5 - 100 \text{ \mu s} \)), and the Rabi drive in the range of \( \Omega/2\pi \sim 0 - 5 \text{ MHz} \).

The plots of average fidelities in Figure 2(a,f) are simply to show that the MP Rabi controls always satisfy the maximum average fidelity values. In the weak dephasing regime, both MP and MLP trajectories are quite similar and the histograms of the final states are well concentrated around the target state. In the strong dephasing regime, when the MLP approach chooses a different Rabi drive from that of the MP, we can see their trajectories (colored solid curves) diverge from each other. The colored dashed curves are to show the non-optimal trajectories, where we swap the roles of optimal values, i.e., using the MP Rabi control in the MLP dynamical equation and vice versa.

An interesting feature arises in the strong dephasing regime (bottom row of Figure 2), where we can see in the panel (h) that the histogram of the final states from the MLP approach (magenta line with grey band) much better than the histogram from the MP one (cyan histogram). That is, using the MP Rabi control, the state would not be able to reach the target state within an acceptable infidelity tolerance. In this work, we choose the infidelity tolerance based on the size of our trajectory data (see Appendix C for the full analysis), which gives \( \delta = 0.005 \) for the size of \( 10^4 \) trajectories. We note that, even though the MP histogram in the panel (j) for the \( y \)-coordinate covers the target value \( y^\text{r} \), those MP final states do not concentrate around the target state because the deviation from the target value \( x^\text{r} \) in the \( x \)-coordinates.

B. Comparison of success rates for various target states

The histograms of the final states, shown in the previous subsection, can be used in computing the success rate Eq. (26) of the control. Here, we explore the success rates for various target states \( q^\text{r} \) as well as various values of the dephasing rates \( \gamma \). In Figure 3, we choose the target states in three planes: \( x^\text{r} = 0.5, z^\text{r} = 0.0, \) and \( z^\text{r} = -0.5 \) and choose the Bloch sphere’s azimuthal angle in the range: \( \phi^\text{r} \in [\pi/2, 3\pi/2] \) (there is a symmetry in \( \pm x^\text{r} \)), where \( x^\text{r} = \sin(\arccos z^\text{r}) \cos \phi^\text{r} \) and \( y^\text{r} = \sin(\arccos z^\text{r}) \sin \phi^\text{r} \). We also choose the range of
The contour plots in (a), (b), and (c) show the difference: for various target states and values of the dephasing rate $\delta$ and MP approaches, using the infidelity tolerance $\phi_s$ respectively, where $\phi_s \in [\pi/2,3\pi/2]$. To analyse the results in (c) further, we show in (d) the optimal Rabi control (solid colored curves) and the MLP optimal time (dashed black curves) and show in (e) the MLP trajectories on the Bloch sphere projection in the $x$-$y$ plane, where each data point is from simulating $10^4$ random noise trajectories. The red-colored region indicates positive differences, meaning that the MLP control performs better than the MP, whereas the blue-colored region indicates negative differences. The white region means that the MLP and MP controls’ performance are relatively comparable.

We find that when the target state is far from the initial state, e.g., when $z_F = 0.5$ (panel (a)) and $z_F = 0$ in Figure 3(b), the difference in the success rate is within $< 2\%$, shown as mostly white and faint red-blue regions, indicating that both MP and MLP controls perform equally well. However, the significant difference between the two approaches occurs when the target state is close to the initial state $z_F = -0.5$, as shown in panel (c), where the dark red region ($> 6\%$) covers a wide range of the target states and noise dephasing rates.

Let us look closely at the $z_F = -0.5$ plane, where there is a big dark red region (where the MLP definitely wins) and a small dark blue region (where the MP wins). We can understand those cases better by looking at the MLP optimal Rabi control (solid orange and green curves in Figure 3 panel (d)), the MLP optimal time (dashed black curves in panel (d)), and the MLP trajectories in the Bloch sphere projection in the $x$-$y$ plane (panel (e)). We choose three different target states, marked as $c_1$, $c_2$, and $c_3$ in Figure 3(c), and show their associated MLP trajectories in Figure 3(e). For $c_1$ and $c_2$, the MLP trajectories are categorized as short paths (orange curves in (e)) travelling from the bottom of the sphere directly to the targets in the $z_F = -0.5$ plane, with short travelling times. For these states, because of their short paths, the MLP and MP controls perform equally well in the low-dephasing $\gamma < 0.3$ regime. However, with a stronger dephasing (high $\gamma$), the MLP controls perform significantly better than the MP controls because the final states of the MP paths start losing their purity from the dephasing effect in the Lindblad equation.

For the small dark blue region, where the MP wins, marked by the target state $c_3$, the qubit trajectory (blue curve in Figure 3(e)) has to travel from the bottom (initial state) all the way to the north pole of the sphere and back to the target state on the $z_F = -0.5$ plane. This has to occur with a strong Rabi drive in order to compete with the $\epsilon$ rotation. In this case, we find that the MP control can win over the MLP control, only in the small region of the low dephasing rate ($\gamma < 0.3$), because the MP state does not suffer much from the purity reduction, and so the method chooses a really large Rabi drive for the state to rotate more than one round to get closer to the target state (see a more detailed analysis in Appendix D). For the strong dephasing case ($\gamma > 0.3$), the MLP controls still win.

C. Comparison with multi-pulse controls from the MP approach

We have so far only shown the analyses of the MLP and MP control performances for the single-pulse, $\Omega_t = \Omega$, dephasing rates: $\gamma \in [0,1]$ (in units of $c$). The contour plots in Figure 3(a,b,c) show the difference of the success rates:

$$s(\delta)_{MLP} - s(\delta)_{MP},$$

(in units of percentage), where each data point is from simulating $10^4$ random noise trajectories.
FIG. 4. Numerical results of the multi-pulse controls, comparing the MLP single pulse (magenta) derived analytically in Eqs. (41)-(42) to the MP’s $m = 3$ multi pulses obtained using GRAPE$_m$ (blue dashed) and CRAB$_m$ (light yellow) algorithms. Panels (a) and (f) show the optimal Rabi drives from different approaches, while the rest of the panels shows corresponding qubit trajectories and final state histograms in both x and y coordinates, with the same parameters as those in Figure 2. The MLP control gives $\Omega_{\text{MLP}}^{\text{opt}} = 0.55$ in both the weak and strong dephasing cases. The MP’s GRAPE$_3$ and CRAB$_3$ algorithms both give $\{\Omega_1, \Omega_2, \Omega_3\} = \{-0.22, -1.00, -0.08\}$ for the low-strength dephasing and $\{-0.20, -0.30, -0.28\}$ for the high-strength dephasing. The interesting features can be seen in panel (g) and (h), where the MLP control is the only approach that enables final states to lie in proximity to the target state, with a non-zero success rate (see texts and Table I for more detail).

We highlight our numerical results of the multi-pulse example in Table I, where we show the calculated values of the average fidelities and the success rates, for different control approaches considered. As expected, the MP-based approaches (MP single pulse, MP’s GRAPE, and MP’s CRAB) give the highest average fidelities. However, considering the new quality metric (success rates), the MLP controls perform reasonably well in the low-dephasing regime (losing slightly to the MP multi-pulse controls) but significantly better than those MP’s controls in the high-dephasing regime. The MP controls could not even make the qubit reach the target state with such a high value of the average fidelity.
We have proposed the use of most-likely paths for optimally controlling quantum systems in noisy environments, with a particular task to prepare the quantum systems in desired target states. Instead of the conventional mean-path (MP) approach using the Lindblad evolution as a representative of the controlled quantum system’s state, in this work, we considered unravelling the Lindblad evolution to quantum trajectories for all possible environmental-noise realizations and searching for control functions associated with the most-likely noise path (MLP). In other words, we adopted the quantum evolution associated with the most-likely noise as a representative of the controlled system’s state.

We applied both MP and MLP approaches to the example of qubit-state preparation, under the pure-dephasing noise environment, where only the qubit’s Rabi drive can be controlled. Using the new state quality metric, the success rate, defined as a success probability that the controlled quantum state lies near the target within some fidelity error threshold, we found that the MLP controls resulted in higher success rates than the MP control in most cases, especially in the regime where the noise significantly influences the qubit (a strong dephasing rate). Even when the MP control was allowed to have multi-pulse Rabi drives searched numerically with GRAPE and CRAB algorithms, the MLP single-pulse could still perform better in the strong dephasing regime. This can be understood that, as the environmental dephasing rate increases, the Lindblad solution will suffer from the decoherence effect (e.g., losing its purity), making the standard Lindblad solution a poor representative of the controlled quantum system to reach a pure target state. We note that the single-qubit control example only serves as a proof of concept, where more sophisticated models will need to be investigated further in order to fully explore the use of most-likely paths in quantum control.

VI. CONCLUSIONS

TABLE I. Summary of numerical results of the multi-pulse example shown in Figure 4, comparing our proposed MLP controls with the traditional MP controls. We show the average fidelity ($F$ defined in Eq. (19)) and the success rates ($s$ defined in Eq. (26)) computed from the final state histograms in Figure 4 using the infidelity tolerance $\delta = 0.01$ and $\delta = 0.005$.

| Method   | $F$  | $s(\delta = 0.01)$ | $s(\delta = 0.005)$ |
|----------|------|--------------------|---------------------|
| MLP$_1$  | 0.947| 22                 | 13                  |
| MP$_1$   | 0.950| 23                 | 14                  |
| GRAPE$_3$| 0.954| 33                 | 20                  |
| CRAB$_3$ | 0.954| 32                 | 21                  |

| Method   | $F$  | $s(\delta = 0.01)$ | $s(\delta = 0.005)$ |
|----------|------|--------------------|---------------------|
| MLP$_1$  | 0.773| 4.6                | 2.2                 |
| MP$_1$   | 0.792| 0                  | 0                   |
| GRAPE$_3$| 0.804| 0                  | 0                   |
| CRAB$_3$ | 0.804| 0                  | 0                   |
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**Appendix A: Deriving the Lindblad master equation**

An open quantum system is defined as a quantum system $S$ that is coupled to another system $B$, known as a bath (or environment), which is typically assumed to be extremely large in comparison to the system $S$. Although the combined total system, $S + B$, is assumed to be a closed system, evolving unitarily with their Hamiltonian. Because of the system-environment interactions, the state of the system $S$ will no longer evolve unitarily as a closed system, but rather with some additional decoherence effects or measurement backactions. Let us begin with a combined system described by the total Hamiltonian similar to Eq. (5) in the main text,

$$\hat{H}_{SB} = \hat{H}_S \otimes I_B + g\hat{S} \otimes \hat{B}(t), \quad (A1)$$

where $\hat{H}_S$ is a system-only Hamiltonian and $g\hat{S} \otimes \hat{B}(t)$ is the interaction Hamiltonian describing the interaction between the system and the bath. We note that the bath-only Hamiltonian is not of interest and can be removed by using the interaction frame with the bath’s Hamiltonian and that the identity operator $I_B$ will be dropped later for convenience. Let us follow the notation in the main text and use $\varrho(t)$ as a density operator for the combined system. The dynamics of the combined system is described by the von-Neumann equation,

$$\dot{\varrho}(t) = -i[\hat{H}_{SB}, \varrho(t)], \quad (A2)$$

This equation can be solved via a perturbative expansion if the interaction between the system and bath is assumed weak enough. We can integrate Eq. (A2) and then substitute the solution back into itself to yield

$$\dot{\varrho}(t) = -i[\hat{H}_{SB}, \varrho(0)] - \int_0^t dt' [\hat{H}_{SB}(t), [\hat{H}_{SB}(t'), \varrho(t')]]. \quad (A3)$$
In order solve this equation, we make the following approximations. We assume that at \( t = 0 \) there are no correlations between the system and the bath, so the initial state of the combined system can be factorized as \( \rho(0) = \rho_S(0) \otimes \rho_B(0) \). At any later time, the correlations may arise because of the interaction between the system and the bath. However, we also assume that the interaction is very weak and the bath is extremely large. Consequently, at any time \( t \), the bath’s state is not affected much, i.e., the state of the combined system at time \( t \) is given by

\[
\rho(t) \approx \rho(t) \otimes \rho_B(0). \tag{A4}
\]

This is called the Born approximation or the weak-coupling approximation. Moreover, our interaction Hamiltonian Eq. (A1) has the first part that only acts on the system Hilbert space. Therefore, the system-only evolution given by tracing out the bath is,

\[
\dot{\rho}(t) = -i[H_S, \rho(t)]
\]

\[
+2g^2 \int_{-\infty}^{t} dt' \text{Tr}_B\{[\hat{S} \otimes \hat{B}(t'), [\hat{S} \otimes \hat{B}(t'), \rho(t') \otimes \rho_B(0)]]\},
\]

where we have assumed \( \text{Tr}_B\{[\hat{H}_{SB}, \rho(0)]\} = 0 \) as the initial condition for simplicity. The time integral in Eq. (A5) is still not easy to solve as the present evolution \( \rho(t) \) depends on the past \( \rho(t') \). In order to further simplify the integration, we make the third significant assumption called the Markov assumption, where in essence \( \rho(t') \) is replaced by \( \rho(t) \) and the limit of time integration can be extended to negative infinity. Expanding terms in Eq. (A5), we find

\[
\dot{\rho}(t) = -i[H_S, \rho(t)] + 2g^2 \int_{-\infty}^{t} dt' \left\{ \hat{S} \rho(t) \hat{S} - \frac{1}{2}(\hat{S} \rho(t) + \rho(t) \hat{S}) \right\} C(t, t').
\]

We have defined the correlation functions as

\[
C_{ij}(t, t') \equiv \text{Tr}_B\{\hat{B}(t') \hat{B}(t) \rho_B(0)\}
\]

\[
= \text{Tr}_B\{\hat{B}(t) \hat{B}(t') \rho_B(0)\} = \kappa \delta(t - t') \tag{A7}
\]

where we have assumed the delta-correlated noise, justifying the Markov assumption as the bath’s correlation times are much shorter compared to the system’s time, where \( \kappa \) is a constant spectral density. Therefore, we obtain the Lindblad equation,

\[
\dot{\rho}(t) = -i[H_S, \rho(t)] + \gamma D[\hat{S}] \rho(t), \tag{A8}
\]

where \( \gamma \equiv 2g^2 \kappa \) and \( D[\hat{S}] \equiv \hat{S} \otimes \hat{S} - (\hat{S} \otimes \hat{S})/2 \), as used in Eq. (6) in the main text.

### Appendix B: Deriving the optimal MLP Rabi control and time

In the main text, we have shown the results of the optimal Rabi control and its associated optimal time for the MLP approach. Here, we show the full derivation in two different ways. One is by solving the six differential equations Eqs. (38) with two constraints Eqs. (39). The other one is more intuitive and is solved via a geometrical interpretation of a rotation on the qubit’s Bloch sphere.

#### 1. Derivation via differential equations

Let us begin with the time-continuous version of the equations describing the dynamics of the most-likely path, which are the six ODEs

\[
\dot{x} = -y \epsilon, \quad \dot{y} = x \epsilon + z \Omega, \quad \dot{z} = y \Omega.
\]

\[
\dot{y} = p_y \epsilon, \quad \dot{z} = p_z \Omega.
\]

where we have dropped the time argument from all variables for simplicity. First, we consider taking the time derivative of Eq. (B2b),

\[
\dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z}.
\]

We can substitute the relations of \( \dot{p}_y, \dot{z}, \dot{p}_z \), and \( \dot{y} \) from Eq. (B1) into Eq. (B3) and obtain

\[
\dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z} = \dot{p}_y + \dot{z}.
\]

where most terms cancel out and we get \( p_y \epsilon = p_z \Omega \) as shown in the main text. We can use this new relation in Eqs. (B2a) and (B2b), where we obtain the zero noise solution, \( \xi = 0 \). Then, we can reduce the six equations of motion in Eqs. (B1) to just three:

\[
\dot{x} = -\epsilon y, \quad \dot{y} = \epsilon x + \Omega z, \quad \dot{z} = \Omega y.
\]

Using the boundary condition: \( \{x(0), y(0), z(0)\} = \{x_1, y_1, z_1\} \) and \( \{x(T), y(T), z(T)\} = \{x_F, y_F, z_F\} \), we find that the general solution becomes

\[
x_F = \alpha_1 \frac{\epsilon}{\Omega} \cos(\omega T) + \alpha_2 \frac{\epsilon \omega}{\Omega} \sin(\omega T) - \alpha_3 \frac{\Omega}{\epsilon} \tag{B6a}
\]

\[
y_F = \alpha_1 \frac{\epsilon}{\Omega} \sin(\omega T) - \alpha_2 \frac{\omega}{\Omega} \cos(\omega T), \tag{B6b}
\]

\[
z_F = \alpha_1 \cos(\omega T) + \alpha_2 \sin(\omega T) + \alpha_3. \tag{B6c}
\]

where we have used \( \omega \equiv \sqrt{\Omega^2 + \epsilon^2} \) and defined

\[
\alpha_1 = \frac{1}{\omega} \epsilon z_1 + j \Omega x_1, \quad \alpha_2 = -\frac{1}{\omega} y_1(\Omega), \quad \alpha_3 = \frac{1}{\omega} (\epsilon^2 z_1 - j \Omega x_1). \tag{B7a}
\]

\[
\alpha_2 = -\frac{1}{\omega} y_1(\Omega), \tag{B7b}
\]

\[
\alpha_3 = \frac{1}{\omega} (\epsilon^2 z_1 - j \Omega x_1). \tag{B7c}
\]
Solving Eqs. (B6) for the Rabi oscillation and time, we get
\[
\Omega_{\text{MLP}}^\text{MLP} = \epsilon \left( \frac{z_F - z_1}{x_F - x_1} \right),
\]
\[
T_{\text{MLP}}^\text{MLP} = \frac{1}{\omega} \arccos \left( \frac{\Omega \omega_{\hat{x}} \alpha_1 - \Omega \alpha_1 \alpha_2 + \alpha_1 \alpha_2 \Omega^2 \omega / \sqrt{2}}{\epsilon \omega (\alpha_1^2 + \alpha_2^2)} \right),
\]
which are for any initial and final states. However, for simplicity, we assume that the initial state for the quantum state preparation control is the qubit's ground state, i.e., we set \( \{x_0, y_0, z_0\} = \{0, 0, -1\} \) and obtain
\[
\Omega_{\text{MLP}}^\text{MLP} = \frac{\epsilon z_F + 1}{x_F},
\]
and
\[
T_{\text{MLP}}^\text{MLP} = \frac{1}{\omega} \arccos \left( 1 - \frac{x_F^2 \omega^2}{\epsilon \Omega_{\text{MLP}}^\text{MLP}} \right),
\]
which agree with Eqs. (42) in the main text for \( \{x_1, y_1, z_1\} = \{0, 0, -1\} \). We also note that, since we have written the solution in terms of the \( \arccos \) function, the optimal time solution above will only be valid for target states in the second and fourth quadrants of the \( x-y \) plane, denoted by \( T_{2,4} \). For target states in the first and third quadrants, the optimal time solution can be obtained from \( T_{1,3} = 2\pi - T_{2,4} \).

2. Derivation via Bloch-sphere geometrical approaches

As the MLP approach suggested, the optimal control can be obtained from the zero-noise solution \( \xi(t) = 0 \). Substituting the zero-noise realization into Eq. (28) in the main text, the qubit’s dynamics becomes a simple unitary rotation,
\[
\dot{\rho}(t) = \frac{\epsilon}{2} \hat{\sigma}_z - \frac{\Omega}{2} \hat{\sigma}_x,
\]
where we have already assumed the single pulse Rabi drive, i.e., \( \Omega(t) = \Omega \). Since the \( \epsilon \) is fixed, the task to find an optimal control is now reduced to finding \( \Omega(t) \) that can bring the initial state \( \rho_i = \{0,0,-1\} \) to a desired target state \( q_F = \{x_F, y_F, z_F\} \).

Let us explore the use of a geometrical approach illustrated in Figure 5 to solve for the optimal Rabi drive and time. Given the unitary rotation above, the rotation axis is given by \( \vec{\omega} = \epsilon \hat{z} - \Omega \hat{x} \), which is a combination of a rotation around the \( \hat{z} \) axis with an angular speed \( \epsilon \) and around the -\( \hat{x} \) axis with a controllable angular speed \( \Omega \). We can then draw the plane of rotation, which embeds the blue “circle on the plane of optimal rotation” living on the Bloch sphere in Figure 5(a) and (b), that represents the most-likely path to rotate the initial state to the target state. Therefore, the goal is to solve for the appropriate axis of rotation \( \vec{\omega} \), which will tell us the optimal \( \Omega \), and then solve for the angular distance between the two boundary states in order to find the optimal time used to travel between the two.

Let us start with finding the axis of rotation. From Figure 5(a), we can see that \( \varphi \) is the angle between the \( \hat{z} \) axis and \( \vec{\omega} \), as well as the angle of elevation from the initial to the target states in the \( x-z \) plane (noting that the center (red dot) of the circle of the sphere is on the \( x-z \) plane). The latter gives the tangent as the distance ratio: \( \tan \varphi = (z_F - z_1) / (x_F - x_1) \). We can therefore find the optimal \( \Omega \) by looking at the ratio of the dot products
\[
\frac{\hat{x} \cdot \vec{\omega}}{\hat{z} \cdot \vec{\omega}} = \frac{\omega \cos(\pi/2 + \varphi)}{\Omega \cos(\varphi)},
\]
where \( \omega = |\vec{\omega}| = \sqrt{\Omega^2 + \epsilon^2} \), which gives the optimal Rabi drive,
\[
\Omega = \epsilon \tan \varphi = \epsilon \left( \frac{z_F - z_1}{x_F - x_1} \right),
\]
as in Eq. (B8) and in the main text Eq. (42a).
In order to find the rotation angle or the angular distance between the initial and the target states, denoted by \( \theta \), we need to consider the angle between the two vectors, \( \vec{q}_I \) and \( \vec{q}_F \), shown in Fig. 5(b). The two vectors are from the center point (red dot) of the circle on the plane of optimal rotation to the initial state (black dot) and the final state (red cross), respectively. We find the relations between these vectors and the vectors to the initial and final states from \( \vec{q}_I = \vec{q}_I - \vec{c} \) and \( \vec{q}_F = \vec{q}_F - \vec{c} \). We then calculate the \( \theta \) using the dot product,

\[
\theta = \arccos \left( \frac{\vec{q}_I \cdot \vec{q}_F}{||\vec{q}_I|| \cdot ||\vec{q}_F||} \right) = \arccos \left( \frac{-z_F \sin \varphi - x_F \cos \varphi}{\sqrt{1 + \cos^2 \varphi + 2 \cos \varphi \cos x_F \cos(\varphi - x_F \sin \varphi)}} \right)^{1/2}
\]

where we can substitute \( \sin(\varphi) = \Omega/\omega \) and \( \cos(\varphi) = \epsilon/\omega \) and obtain the optimal time using \( T = \theta/\omega \) as shown in Eq. (B9) and in the main text Eq. (42b).

Appendix C: Determining an appropriate infidelity tolerance

This is to ask a question: How close should the final state and the target state be, such that we can call it a success? In an ideal case, the success would be that the final state is exactly at the target. However, with a finite number of stochastic trajectories (a finite-size ensemble), the occurrence of the exact agreement is highly unlikely. Therefore, we need to introduce the infidelity tolerance in order to reasonably evaluate the success rate of a finite-size ensemble (as in Eq. (26)).

In order to arrive at a criterion of the infidelity tolerance, we consider finite-size fluctuations as a proxy for acceptable errors. For an ensemble of size \( N \), if finite size fluctuations of the mean (set at the target state) follows the central limit theorem (CLT), one could reasonably argue that a state within a \( 1/\sqrt{N} \) relative error from the target is a success, as the error would stem from a finite-size sampling. In Figure 6, we show how the distributions of 100 mean (average) values evolve as the number of trajectories (to be averaged) grows from \( N = 10^2 \), to \( 10^3 \) and \( 10^4 \). Figure 6(top) suggests that the distributions of the mean possess a CLT-like characteristic as \( N \) increases; in fact, the standard deviation of these distributions roughly scales as \( 1/\sqrt{N} \). Figure 6(bottom) shows that the distributions of the average infidelity to a target state, \( 1 - \mathcal{F}(\rho_T, \rho_F) \), have a finite support and that the fluctuations also shrinks as \( N \) grows. Since we chose \( N = N_{\text{tot}} = 10^4 \) in the main text, we set the value of infidelity tolerance from the statistics presented in Figure 6(f), revealing a fluctuation range (i.e., the difference between the maximum and minimum values in the distribution) of 0.006 and the standard deviation of 0.001. This leads to choosing the simple numbers such as \( \delta = 0.001, \delta = 0.005 \) or \( \delta = 0.01 \) as our infidelity tolerance.

In Figure 7, we show how the success rate results in Figure 3 in the main text can be affected by different infidelity tolerance, \( \delta \): 0.001, 0.005, 0.01, and 0.05. Overall, the four plots have the same feature showing regions with red, blue, and white regions. When \( \delta = 0.001 \) in (a), we can see that most regions are white, which means that we cannot distinguish the performance of the MP and
FIG. 7. The difference of success rates from MLP and MP approaches, using the exact same trajectory data as in Figure 3 in the main text, but with varying infidelity tolerances: $\delta = 0.001, 0.005, 0.01,$ and $0.05,$ in the panels (a), (b), (c), and (d), respectively.

MLP approaches, since finite-size fluctuations exceeding the infidelity tolerance renders both methods unsuccessful. On the other hand, if the infidelity tolerance is too big, $\delta = 0.05$ as shown in (d), the resulting success rates can be misleading, as states further away from the target are mistakenly considered successful state preparations.

Appendix D: Characteristics of control protocols in different regimes of dephasing rates

As we have shown in Figure 3(c) of the main text, there are blue regions when the MP control yields a higher success rate than that of the MLP control. To understand what happens for those cases, we investigate the interesting region, $z_F = -0.5$ and $\phi_F = [\pi/4, \pi/2]$ (with $\delta = 0.005$), as shown in Fig. 8(a). We pick out two values of the dephasing rate indicated by the two little dashed boxes, denoted by $\gamma_{\text{blue}}$ and $\gamma_{\text{red}},$ for the ones sitting in the blue and the red regions, respectively. We show the qubit trajectories using with the MLP and MP Rabi controls associated with $\gamma_{\text{blue}}$ in Figs. 8(b) and (c), respectively. The MLP approach chooses a slow Rabi drive which drives the qubit state from its initial state (black dot) to the target state (red cross), following the path similar to $c_4$ (blue curve) in Figure 3. However, the MP approach, which does not have to satisfy the optimal drive based on the geometric equation in Eq. (B14) and can choose any arbitrary size of the Rabi drive, instead prefers a large Rabi drive that further minimizes the purity reduction (and thus maximizes the fidelity to the target state), causing the state to rotate around the Bloch sphere more than one round in order to bring the average path (cyan line) close to the target state as much.

FIG. 8. Further investigation of the characteristics of each control protocol in the blue and red regions of Figure 3(c) in the main text. (a) the zoomed in contour plot of Figure 3(c) in the main text, with two little dashed boxes showing two values of the dephasing rate denoted by $\gamma_{\text{blue}}$ and $\gamma_{\text{red}}$ that we investigate the trajectory characteristics. Each of the four Bloch sphere plots show 10 samples of the stochastic qubit trajectories (grey lines) and their average trajectories (cyan lines). (b) and (c) are the results of $\gamma_{\text{blue}}$ using the MLP and MP Rabi controls, respectively. (d) and (e) are the results of $\gamma_{\text{red}}$ using the MLP and MP Rabi controls, respectively.
as possible.

In Figs. 8(d) and (e), we also show qubit trajectories associated with the dephasing rate in the red region $\phi_{\text{red}}$. We can clearly see that the trajectories are more strongly fluctuating than those in the low dephasing case of (b) and (c). In this case, it is not clear why the MLP approach exhibits a higher success rate than the MP one, but we can see that the average path (cyan line) from the MP approach in panel (e) suffers from the dephasing effect leading to a final state lying deep inside the Bloch sphere (small state purity) far from the actual target state.
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