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Abstract

E-tourism websites such as Foursquare, TripAdvisor, Yelp etc. allow users to rate the preferences for the places they have visited. Along with ratings, the services allow users to provide reviews on social media platforms. As the use of hashtags has been popular in social media, the users may also provide hashtag-like tags to express their opinion regarding some places. In this article, we propose an embedding based venue recommendation framework that represents Point Of Interest (POI) based on tag embedding and models the users (user profile) based on the POIs rated by them. We rank a set of candidate POIs to be recommended to the user based on the cosine similarity between respective user profile and the embedded representation of POIs. Experiments on TREC Contextual Suggestion data empirically confirm the effectiveness of the proposed model. We achieve significant improvement over PK-Boosting and CS-L2Rank, two state-of-the-art baseline methods. The proposed methods improve NDCG@5 by 12.8%, P@5 by 4.4%, and MRR by 7.8% over CS-L2Rank. The proposed methods also minimize the risk of privacy leakage. To verify the overall robustness of the models, we tune the model parameters by discrete optimization over different measures (such as AP, NDCG, MRR, recall, etc.). The experiments have shown that the proposed methods are overall superior than the baseline models.
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1. Introduction

Recent times have seen a growing interest in proactive Information Retrieval (IR) systems [1] and related ideas such as contextual suggestions [2], and zero-query search systems. Such systems are designed to provide information that is helpful to a user, given her current circumstances, without requiring the user to submit an explicit query. Recommender Systems (RSs) that suggest potentially interesting tourist attractions — or Points Of Interest (POIs) — to travellers are examples of such proactive systems. POI recommender systems [3] seek to address the following scenario. A tourist, while on a trip to a certain place, looks for interesting things to do and sites to visit. The system considers the traveller’s current location and other factors (e.g., the weather, whether the user is alone or with a group of friends). Based on its prior knowledge about her preferences, it then recommends local POIs that are most likely to be of interest to her.

The TREC Contextual Suggestion Track (TCST) that ran during 2012 – 2016 [4, 5, 6, 7, 8] provided a comprehensive framework for investigating and evaluating RSs for POIs. As with many other TREC tracks, the data and task definition for this track evolved during its lifetime. In its final year (2016), an important new feature was introduced: each POI was annotated with user-assigned tags [4]. Tags are
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short descriptive labels assigned to POIs by end-users. For example, the POI *The Fitzwilliam Museum*[^1] might be annotated with the tags *museum* and *history*; similarly, *Keen’s Steakhouse*[^2] could be tagged with *restaurant* and *pub*. More generally, the use of tags has become a widespread practice in social media as a means of quickly describing or classifying various items, like blog posts, photographs, audio/video clips, etc. Hashtags in microblog posts are possibly the most commonly encountered form of user-assigned tags. Figure 1 shows an anonymous tweet describing an outing. The tags assigned by the user to this tweet provide information about the *trip type* (nightout, dinner), as well as the accompanying *type of group* (friends). It is clear that user-assigned tags provide various types of information (e.g., the *category* of a POI — *restaurant*, *museum*) that would be useful in the context of recommending POIs. Intuition suggests that it should be possible to utilize this additional information to provide better recommendations. Indeed, “participants [at the TCST, 2016] showed considerable interest in using endorsements to improve their contextual suggestion systems”[^8]. In this study, we propose a method that leverages tags to improve the quality of recommendations. Experimental results on the TCST 2016 data suggest that the proposed method significantly advances the state of the art.

Our proposed approach is primarily content-based. That is, if a person has rated POIs $h_1, h_2, \ldots, h_m$ highly, but has given a low rating to $l_1, l_2, \ldots, l_n$, then the predicted rating for POI $p$ would depend on whether $p$ is more similar to $h_1, h_2, \ldots, h_m$ or to $l_1, l_2, \ldots, l_n$. From an IR perspective, one natural way to quantify the similarity between two POIs would be to compute the overlap between their textual descriptions. As indicated above, we simply consider the set of tags assigned to a POI as its textual description. If we consider an operational system (e.g., a mobile app) that actually implements our proposed method, its interface could be designed to make it easy for an end-user to assign tags to POIs. On the one hand, user-assigned tags are expected to be high-quality content descriptors, somewhat analogous to keywords assigned by subject experts. On the other hand, the number of tags assigned to a POI will typically be small: for the TCST 2016 data, each POI was assigned 2.73 tags on an average. Thus, for this representation, the well-known *vocabulary mismatch problem*, which plagues any bag-of-words based representation, is expected to be even more severe.

Word embeddings[^9][^10] constitute a modern approach to tackling this problem. Broadly, an embedding technique uses word-cooccurrence statistics from a (preferably large) corpus of unlabelled textual data to map each word to a vector in a low-dimensional, abstract space (the so-called *embedding space*) in such a way that the similarity between the vectors reflects the semantic relationship between the corresponding words. Further, some simple vector operations in the embedding space (e.g., addition and subtraction) correspond nicely to linguistic notions such as conceptual combination, and analogies. Embedding techniques have proven to be very useful in various text processing tasks.

If embeddings are appropriately generated for POI tags, we expect that the embeddings of ‘art galleries’, ‘museums’, and ‘poetry readings’ will be relatively close to each other, but relatively distant from the embeddings of ‘parks’, and ‘hiking trails’. Our approach, based on this intuition, can be summarized as follows.

1. Embeddings are generated for all tags assigned to POIs.
2. For a particular POI, the embeddings of tags assigned to it are aggregated to obtain a representation of the POI in the embedding space.

---
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3. Using Rocchio’s algorithm [11] with the positive, negative and neutral ratings assigned by a traveller to various POIs, a profile is created for that traveller. This profile, also a vector in the embedding space, is expected to constitute an abstract, but high-level, description of the traveller’s ‘type’: whether the user prefers outdoor activities, or inclined towards the arts and literature, or whether of ‘food-drink-party’ type, etc.

4. The profile of a traveller is matched against the vector representations of potential POIs, to be recommended, to assign scores. Based on the scores, a ranked list of POIs are to be suggested to the user.

Note that, in order to generate the embeddings in Step 1 above, we consider the tags assigned by all users to various POIs.

In the next section, we summarize the contributions of this work. Section 3 discusses related work and Section 4 provides a quick review of the terminology used in the TCST. The proposed method is described in detail in Section 5. Experimental results are presented and discussed in Sections 6 and 7. The article concluded in Section 8 listing an issue that needs further investigation.

2. Our Research Contribution

Research Objective. Researches on venue recommendation surged its popularity among practitioners with the emerging usage of services like Foursquare, Tripadvisor, Yelp etc. across the globe. The development of a productive recommender system would indeed be supportive to the users of services like these. In this study, we propose to build a POI recommender system that would suggest places to visit considering the preferences of the user.

Theoretical Contribution. Given a fairly sized text collection containing well-formed sentences, word embedding techniques can produce a low-dimensional representation of words capturing the semantic relatedness of the terms. The application of word embedding techniques for different text processing tasks have shown the effectiveness of the methods in terms of improving performances. In this study, we argue that embeddings, when trained using a dataset consisting of informal tags without proper sentence structure, can also adept at capturing term relatedness.

Practical Implication. The practical implication of the presented work lies in the empirical examination on whether training an embedding model using informal texts with casual labels could in effect capture the semantic regularities. Experimentation on TREC Contextual Suggestion Track data validates the significant predominance of the proposed embedding based approach over state-of-the-art techniques on the benchmark dataset. Possible risk of most recommender systems is the concern of privacy breach that may happen due to the sharing of personal preferences with the server. With this respect, the proposed approach is secure as the method can be designed to employ the user preferences for suggestions solely on the client’s side without getting exposed to the server-side endpoint. All codes and data that has been used in this article are available for reproducibility and further research purposes.

4. Related Work

Researches on the development of recommender systems have been a popular choice among researchers in the information processing community. The contextual information and preferences have been exploited for this purpose in the majority of the works [12, 13, 14]. A number of collaborative filtering based approaches have been proposed for venue recommendation utilizing the behaviour of users with similar tastes [15, 16, 17, 18, 19]. The proximity and temporal information of the user are also used to recommend venues [20, 21, 22, 23, 24]. An extensive literature survey on general recommender systems is beyond the scope of this article. A comprehensive survey can be found in [25] and [26]. In the following section, we discuss some
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recommender systems which are developed for POI suggestion. Later in Section 3.2, we focus on the related works in which embedding models are utilized for developing improved recommender systems for suggesting the place of attraction to users.

3.1. Recommender Systems for e-Tourism

Since the beginning of civilization, travelling has been the most popular recreational activity, and the recommendation of places has been a common practice among civilized people. Early forms of the recommendations were the accumulated experience shared by the community. Modern recommender systems have evolved with the development of information technology. These systems have been used for different purposes, including recommending points of interests. The recommender systems developed for POI suggestion can be classified based on the adapted algorithms, user interfaces, and functionality provided by these systems [3, 27]. Lately, the increase in the use of mobile and smart devices leads to the development of various mobile recommender systems for tourists. The article by Gavalas et al. [28] classified mobile recommender systems in tourism along with highlighting the challenges in the field. The generated content using smart and mobile devices includes a lot of information in the form of rich media (images, videos, etc.), which requires efficient algorithms to be utilized for recommending places to travellers. A system based on media content has been proposed in [29], which takes an image as input and produces a set of tourist places similar to the given image.

With the advancement of GPS technology, location-based recommender systems have lately emerged for e-tourism. Park et al. [30] propose a method, which uses the location of mobile devices along with time, weather, and user request to reflect user preferences and suggest appropriate places. Some recommender systems have been developed for specific proximity such as the myVisitPlanner [31], which is being used for residents of the region of northern Greece to plan their leisure, cultural activities during their stay in that area. Along with personal preferences, exploiting other tourist experiences could benefit while recommending new places. Yang et al. [32] have developed a system named iTravel, which uses a peer-to-peer network to exploit the information and rating of other visitors of the same place. Recent development in technologies like augmented reality and 3D graphics have opened up a wide range of possibilities to add new functionality in tourist recommender systems. iGuide [33] is one such system that provides interactive assistance to the users; it also offers a text to speech service along with augmented reality for the recommended place. A lot of personal data has been generated using smart devices which have been used by many venue recommender systems. The generated data may lead to privacy leak issues in these recommender systems. To minimize the risk of privacy leaks, Efraimidis et al. [34] propose an approach by processing the information critical to users at the client end, utilizing the computation power of the user’s device.

3.2. Embedding Based Recommender Systems

In recent years, deep learning has garnered considerable interest in computer vision and natural language processing, owing not only to the stellar performance but also to the attractive property of learning feature representations from scratch. The influence of deep learning is also prevalent, demonstrating its effectiveness when applied to information retrieval and recommender systems research. Zhang et al. [35] classified deep learning based recommender systems along with a summary of these methods. For recommendation tasks, [36, 37] argued that places in the same geographical region should be assigned to similar representations as compared to the distant counterparts. In contrast, the places can also be represented based on their types so that places with related genres are similar based on that representation. Deep learning has also been applied for point of interest recommendation systems to capture different patterns. With the increase in social networking sites and location-based social networks, a lot of information has been generated regarding the point of interest in real-time. Hao et al. [38] propose a method to use such real-time information regarding POI along with intrinsic information. Convolutional Neural Network (CNN) has been used to capture intrinsic information along with multimodal embeddings to capture real-time information regarding POIs. As the user keeps visiting the places during a trip, their preferences change in real-time. It is challenging to capture such dynamic behaviour of the user. Utilizing the check-in sequence of the users and the characteristics of POIs by categories, [24] proposes a POI embedding model CATAPE. Graph-based
POI embedding is proposed to capture such behaviour of the user \cite{39, 40}. The users may have short-term preferences regarding POIs. Manotumruksa et al. \cite{41} propose a Contextual Recurrent Collaborative Filtering framework (CRCF) for short-term user preferences. In the sequence of visits to different POIs, it can be assumed that the latest visited POIs are more relevant to the user’s preference than others. Tang et al. \cite{42} propose a CNN based method to capture this pattern in the sequence of visited places by a user and recommend the future top N-POIs. It is also important to capture the transition behaviour from one POI to another by a user. SPENT \cite{43} captures such transition behaviours using word2Vec along with RNN. Most of the works consider the travel behaviour of the user, but the trip purpose is also an important feature that can be utilized. Chen et al. \cite{44} propose a deep embedding based approach named Trip2Vec, to determine the trip purpose of the user. The preference of the users can be influenced by temporal factors such as day of the week (weekend/weekday) or time of the day (evening, night). Zhao et al. \cite{45} propose a method that captures the changing behaviour of the user based on these temporal characteristics.

There have been several studies that use the TCST dataset \cite{2} to develop contextual point of interest recommender systems. These studies have covered a plethora of models and their variants while suggesting a point of interest based on user preferences and related context. Hashemi et al. \cite{46} propose a language model for user preference along with a word embedding based method to determine the boosting factors of endorsement terms. Some methods exploit word embedding to determine the venue and user’s representation \cite{41}. Content-based methods like weighted K-NN and rated Rocchio personalize query and their combinations have also been tried on this dataset \cite{17}. User behaviours and opinions are being modeled using SVM classifier along with category and taste keyword information from other location-based social networking websites \cite{18}. Researchers have also tried to capture the reason behind the liking and disliking of a POI by the user and collaborative filtering based approaches are applied for the recommendations \cite{19}. Most of these methods exploit travel history of the users. As another type of approach, Aliannejadi et al. \cite{50} propose a model that is based on venue category and description keywords extracted from Foursquare tips, along with reviews from Yelp. Later, the work is extended by a method to determine the contextual appropriateness of a venue along with ways of incorporating different scores \cite{51}. They also propose a collaborative ranking framework to combine different similarity score \cite{52}. TCST dataset also contains user annotated tags, which are also being used by few of the methods. A probabilistic model is proposed in \cite{53} that finds the mapping between user annotated tags and location’s tag keywords. Their proposed model PK-Boosting \cite{53} also use various learning to rank model to combine similarity scores. Considering the various types of methods developed for the POI suggestion tasks, Arampatzis et al. \cite{54} compare and discuss the effectiveness, feasibility, efficiency, and privacy perspectives of content-based, collaborative filtering based and hybrid (combination of content-based and collaborative filtering based) methods.

The existing methods mostly use information like comments, categories, taste keywords, etc. associated with POIs for the recommendation of candidate POIs to a user. Other than this meta-information, tags are indicative of the category of a place based on its genre (bar, restaurant, museum, etc.) as well as the type of visitors (friend, family, couple etc.) the place is mostly visited. While considering tags, existing methods assume each tag to be independent; due to this, the semantic relatedness of the tags (like spicy food, local food having similar intent) are lost. In this paper, we propose a set of POI recommendation methods that utilize the relatedness of the tags associated with POIs. We employ word2vec \cite{9}, a word embedding model that captures the relationship between words. While representing the users and ranking the candidate POIs, we use the embedding based approach in the Rocchio feedback framework \cite{11}.

4. Terminology

We adopt the terminology used within the TREC Contextual Suggestion track. For convenience, we summarize the main terms used in the rest of this paper.

We use the terms POI, Point Of Interest, venue, and place interchangeably to specify tourist attractions that are potentially of interest to users.

Tags (or endorsements) refer to short descriptive labels assigned to POIs by users. For example, a user may choose to assign the tags \{history, architecture\} to The Colosseum \url{https://www.coopculture.it/}.
Depending on the implementation, users may either have to choose and assign tags from a fixed taxonomy, or they may be permitted to create their own tags.

A **profile** consists of a list of POIs rated by a particular user, along with their ratings and tags. Some basic information about the user (e.g., gender and age) is also included. Table 1 shows an example of a user profile.

| POI                                      | Tags                     | Rating |
|------------------------------------------|--------------------------|--------|
| Milan Cathedral - Duomo di Milano         | {history, architecture}  | 4      |
| [https://www.duomilano.it/en/infopage/the-cathedral/53/](https://www.duomilano.it/en/infopage/the-cathedral/53/) |                         |        |
| The Fitzwilliam Museum                    | {history, museum}        | 3      |
| [https://www.fitzmuseum.cam.ac.uk/](https://www.fitzmuseum.cam.ac.uk/) |                         |        |
| The Temple Bar                            | {pub, beer, bar-hopping} | 1      |
| [https://thetemplebarpub.com/](https://thetemplebarpub.com/) |                         |        |
| Keen’s Steakhouse                         | {pub, restaurants}       | 2      |
| [http://www.keens.com/](http://www.keens.com/) |                         |        |

Table 1: An example of a user **profile**

A **context** describes the circumstances in which recommendations are to be generated. For this study, a context consists of

- a *destination city* (e.g., Amsterdam), which gives the user’s location;
- a *trip type* (e.g., leisure, work);
- a *trip duration* (e.g., weekend, one week, two weeks);
- *type of group* the person is traveling with (e.g., family, friends, colleagues); and
- *season* of the trip (Spring, Summer, etc.).

A **request** consists of a ⟨context, profile⟩ pair, and corresponds to a specific request for recommendations for the given profile in the given context.

POIs and requests may thus be regarded as the TCST’s analogue of documents and queries respectively, in the sense that a Contextual Suggestion system is supposed to respond to a request with a ranked list of POIs.

5. Tag Based POI Recommendation

As explained using various examples in the preceding sections, tags encapsulate high-level attributes of a POI such as its *category*, and the *trip type* for which it would be appropriate. Thus, tags assigned to POIs are analogous to the keywords assigned as content descriptors to a piece of text, and the semantic overlap between the tag sets assigned to two POIs may be considered to be a measure of their similarity. In this section, we will be using examples of tags from the TREC CS track 2016 data [2], which we have used for evaluating our proposed methods, and have described in detail in Section 6.

In traditional IR models, keywords (or tags) correspond to orthogonal dimensions, or equivalently, to sparse — or *one-hot* — vectors in a high-dimensional space (or something similar in various formalisms). According to such a representation, the tags *parks* and *outdoor activity* are as unrelated as the tags *outdoor activity* and *art galleries*. Clearly, we need to represent tags in a way that better captures the semantic
relation between tags. Word embeddings try to achieve this objective by projecting each word of a given vocabulary to a dense vector in a low-dimensional abstract space in such a way that strongly related words generally correspond to ‘similar’ vectors.

5.1. Embedded representation of tags

Embedding strategies operationalize the well-known linguistic principle that a word is known by the company it keeps, i.e., words that are strongly semantically related occur very often in similar contexts, where a context is typically defined as a window of contiguous words within a sentence. We hypothesize that a similar principle applies to tags as well. For example, suppose the POI ‘Universal Studios Singapore’ is tagged with family-friendly, outdoor-activities, and parks, and another POI, ‘Sentosa Boardwalk’ has tags citywalks, family-friendly, and outdoor-activities. This suggests that the tag parks and citywalks may be related. Accordingly, we create a ‘sentence’ out of all the tags assigned to a particular POI by users. Different orderings (or permutations) of each POI’s tag-set may yield additional sentences. Tag embeddings can then be created in the usual way from this corpus of sentences.

Once the tags have been mapped to an embedding space, we use this representation to also map POIs and user profiles into the embedding space. The following sections provide details of how this is done. Finally, Section 5.4 describes how embeddings can be used to rank candidate POIs for a particular user in decreasing order of predicted attractiveness.

5.2. Modeling POIs

A representation of the POI in the embedding space may be obtained by aggregating the embeddings computed for the tags assigned to that POI. Since the number of tags per POI is generally small, we use a simple summation. Various other aggregation strategies have been proposed in the literature [55, 56]. Two obvious alternatives to computing the sum are computing the centroid and using the Doc2Vec model [57]. Our preliminary experiments suggested that a simple summation works as well as, or better than, these alternatives. For the results reported in this article, therefore, we compute the embedding for POI $P$ as

$$P = \sum_{tg \in TG(P)} tg$$

where $TG(P) = (tg_1, tg_2, \ldots, tg_k)$ is the tags assigned to $P$.

5.3. Modeling users

A person may want to visit similar places in the future based on their past experience or may avoid certain places entirely. When the person is intrigued by the location, these two most distant preferences (either positive or negative) are expressed. Generally, when the user is unprejudiced by the place, a neutral preference (or feedback) is expressed. The users are modeled based on the feedback for the visited places. The modeling is carried out based on three dimensions of preferences of the user: regardless of whether the user enjoyed, loathed, or has no strong assessment on the place; the representations are respectively called positive profile, negative profile, and neutral profile.

The preferences of the users are rated in a scale of 0 (highly disliked) to 4 (profoundly enjoyed); we consider the neutral preference with rating value of 2. Further, the places with a rating greater than 2 are considered as relevant/positive or liked, while a rating of less than 2 are treated as non-relevant/negative or disliked by the user. Based on the way the venue ratings are considered, user profiles can be modeled in two ways. In the unweighted variant, all the relevant ratings (3, 4) are assigned equal positive importance; likewise equal negative importance are assigned for non-relevant ratings (0, 1). Alternatively, in the weighted variant, higher importance are assigned to strongly relevant profiles (i.e., those rated 4) than to weakly relevant profiles (i.e., those rated 3); likewise, for strongly and weakly non-relevant (negative) profiles. The description of the user modeling variants are formally discussed as follows:

---
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• **Unweighted:** In this representation of users, equal significance are given to POIs that are rated either as strongly positive (rating 4) or as weakly positive (rating 3); finally, the **positive profile** is made with those POIs that are rated by the user with a positive rating. A positive profile for the user is formulated by composition of the vectors (addition) corresponding to POIs relevant to the user (i.e. rated either as 3 or 4). Formally for user \( u \), let the relevant POIs be: \( prof^+(u) = \langle P_1, P_2, \ldots \rangle \).

Then, the positive profile \( u \), denoted by \( \vec{prof}_{uw}^+(u) \) is presented in Equation 2.

\[
\vec{prof}_{uw}^+(u) = \sum_{P \in prof^+(u)} \frac{P}{|prof^+(u)|}
\]  

In the same manner, we can create a **negative profile vector** \( \vec{prof}_{uw}^-(u) \), and a **neutral profile vector** \( \vec{prof}_{uw}^0(u) \) which are formally presented in Equations 3 and 4 respectively.

\[
\vec{prof}_{uw}^-(u) = \sum_{P \in prof^-(u)} \frac{P}{|prof^-(u)|}
\]

\[
\vec{prof}_{uw}^0(u) = \sum_{P \in prof^0(u)} \frac{P}{|prof^0(u)|}
\]

| Ratings given by user | 0 | 1 | 2 | 3 | 4 |
|-----------------------|---|---|---|---|---|
| Scaled rating         | -3 | -2 | 1 | 2 | 3 |

Table 2: The scaled ratings for the POIs.

• **Weighted:** Strongly positive POIs (rating 4) are more preferred by the user than weakly positive POIs (rating 3). In the unweighted representation, we are not utilizing this strong opinions. An obvious way of incorporating this is by considering extra importance to strongly positive (or negative) preferences than weakly positive (or negative) ones, and model the positive (and negative) profiles. The fondness for a place to the user is determined by the rating given by her. In order to have the weights scaled with the corresponding likes and dislikes associated respectively with the positive and negative ratings, we change the ratings following Table 2. Note that, the scaled ratings would help to fairly distribute the weights for the different POIs accordingly to the preferences; same weights but different directions are assigned to weakly positive and weakly negative (3 and -3), as well as strongly positive and strongly negative ratings (4 and -4). Given the relevant POIs to user \( u \) are \( prof^+(u) = \langle P_1, P_2, \ldots \rangle \), a positive **profile vector** can be formulated following Equation 5.

\[
\vec{prof}_{w}^+(u) = \sum_{P \in prof^+(u)} \frac{P \ast rating(P)}{|prof^+(u)|}
\]

Similarly, we can form negative **profile vector** \( \vec{prof}_{w}^- (u) \) and neutral **profile vector** \( \vec{prof}_{w}^0 (u) \) by considering the negative and neutral ratings given to POIs by the user. Note that, for a POI with neutral rating (scaled value 1 in Table 2), the scaling would result in the same weight for the weighted profile as that of the unweighted one; thus essentially a neutral rating would not be adding any extra value to either of weighted or unweighted profiles.

It is apparent that a user would rate some places as positive, negative, and some as neutral following the preferences. Based on these preferences, a positive, a negative and a neutral profile vectors can be constructed for each user in the way discussed earlier in this section. Considering these different signals, we formalize a user specific **user profile vector** using the idea of Rocchio model [11]. In the document retrieval
scenario, Rocchio feedback method works in Vector Space Model (VSM) where the initial query vector $Q_i$ is modified to $Q_m$ based on the centroid of the set of relevant $(D_R)$ and non-relevant $(D_{NR})$ documents. The model is presented in Equation 6:

$$Q_m = \frac{1}{|D_R|} \sum_{d_i \in D_R} d_i + \beta Q_O - \frac{1}{|D_{NR}|} \sum_{d_j \in D_{NR}} d_j$$  \hspace{1cm} (6)$$

The parameters $\alpha$ and $\gamma$ in Equation 6 are associated with the weights for set of relevant and non-relevant documents (respectively $D_R$ and $D_{NR}$) while $\beta$ corresponds to the weight for the original question. We create user vectors following the same methodology from the corresponding positive (relevant), negative (non-relevant) and neutral (original) profile representations. Formally, following the exposition of Rocchio model, a linear combination of positive, negative and neutral profile vectors are taken to create an overall user profile vector. Mathematically, the unweighted user profile (corresponding to Equation 2-4) is defined as Equation 7:

$$\vec{profile}_{uw}(u) = \alpha \times \vec{profile}^+_w(u) + \beta \times \vec{profile}^o_w(u) - \gamma \times \vec{profile}^-w(u)$$  \hspace{1cm} (7)$$

For the weighted user profile, the final vector is formulated following Equation 8. In contrast to the Rocchio model (Equation 6), $\alpha$, $\beta$ and $\gamma$ are parameters of the profile vectors indicating respectively the weights associated with positive, neutral and negative profiles in Equations 7 and 8:

$$\vec{profile}_w(u) = \alpha \times \vec{profile}^+_w(u) + \beta \times \vec{profile}^o_w(u) - \gamma \times \vec{profile}^-w(u)$$  \hspace{1cm} (8)$$

5.4. Ranking POIs

Once all the POIs and user profiles are represented as vectors in the embedding space, the candidate POIs for a particular user profile can be easily ranked based on some measure of vector similarity. In this work, we use the cosine similarity between a POI vector $P$ (Equation 1) and a user profile vector, either the unweighted version, $\vec{profile}_{uw}(u)$, (Equation 7), or its weighted variant $\vec{profile}_w(u)$ (Equation 8) to rank the POIs based on their similarities with the profile vectors.

6. Experimental Setup

6.1. Dataset

We use the dataset provided by the TREC Contextual Suggestion (CS) track for empirical evaluation of our proposed model. The overall objective of the track was the development and investigation of techniques for addressing “complex information needs that are highly dependent on context and user interests” [2, 4, 5, 6, 7]. During its tenure, the track focused mainly on the problem of recommending tourist attractions, or Points of Interest (POIs), to travelers.

Table 3 presents some basic statistics about the datasets used in the TCST during 2015 and 2016. Recall from the Introduction that the primary objective behind this study was to explore how tags may be used to improve recommendation quality. In 2015, tags were introduced for the first time. For any POI rated by a user in their profile, the user was permitted (but not required) to annotate the POI with tags to indicate why the user liked the particular POI. Row 9 of Table 3 shows that a total of 11,400 ratings (across all profiles) were obtained in 2015. Of these, only 6,599 (less than half) were assigned tags. More importantly, the set of candidate POIs comprising the target ‘document collection’ were not assigned any tags at all. Thus, the 2015 dataset could not be used for evaluating our method. In 2016, tag information was included in a more systematic way. A large proportion (4791/5599, see Row 10 of Table 3) of the candidate POIs in the target ‘document collection’ were assigned tag(s) (this was in addition to the 2273 POIs that were rated and tagged by users during profile construction — cf. Row 9, Table 3). Thus, the 2016 task permitted

---
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Table 3: TREC Contextual Suggestion track dataset 2015, 2016

| Row | TREC CS 2016 | TREC CS 2015 |
|-----|--------------|--------------|
| 1   | Number of requests (≈ number of queries) | 442 | 221 |
| 2   | Number of requests evaluated by TREC | 58 | 211 |
| 3   | Number of POIs (≈ size of doc. collection) | 18,808 | 8,794 |
| 4   | Number of users | 238 | 209 |
| 5   | Number of distinct users in set of evaluated requests | 27 | 209 |
| 6   | Number of POIs rated per user | 30 or 60 | 30 or 60 |
| 7   | Number of distinct POIs rated across all users | 4102 | 60 |
| 8   | Number of candidate POIs returned (or reranked) per request | 79-119 (AVG 96.5) | 30 |
| 9   | Number of POIs with tags across all profiles | 2273/2310 | 6599/11400 |
| 10  | Number of candidate POIs with tags in evaluated requests | 4791/5599 | 0/6330 |
| 11  | Number of unique tags | 150 | 186 |

groups to use tag-based retrieval or ranking strategies for the first time. We use the dataset from 2016 to evaluate our methods, and to compare its performance with various baselines. A comprehensive discussion on the TREC 2016 CS track dataset can be found in [2].

6.2. Training the embeddings

It has been a common practice among researchers to use pre-trained embedding models for retrieval tasks [59, 60, 61]. However, previous studies have reported that training the embedding model using an in-domain collection could result in better performance as compared to using pre-trained models [62]. Accordingly, no pre-trained models were used in our experiments; instead, we used data from the TREC CS track itself to train the embedding model as described below.

The quality of the trained embedding model also depends on the quantity of data used for training. To observe the variation in performance, we make two embeddings (i) using only the TREC CS track 2016 dataset, and (ii) combining both TREC 2015 and 2016 CS track datasets. For representing the tag terms in an embedded space, any standard embedding models ([9, 10, 63]) can be applied. In this study, we have used word2vec [9] for learning the vector representations of tag terms, however we believe that similar performance would be observed in case similar embedding techniques are used [64, 62]. To train the word2vec model, we consider all the tags assigned to a particular POI by the users and form a sentence. As an example, consider a POI has been assigned the tags: Tourism, Culture, Family Friendly, Food, Entertainment. Then the constructed sentence associated with this place will be ‘tourism culture family-friendly food entertainment’. Thus we create a set of sentences for each of the POIs in the dataset. This list of sentences is used as the text dump to train the word2vec model.

The word2vec model is trained using the continuous bag-of-word (CBOW) model with the window size (parameter window as specified in word2vec) varied in the range of 3 to 10 in steps of 1. The minimum term count (min-count) is varied from 2 to 7 in steps of 1. As reported in [64, 62], we observed similar performance with insignificant difference after varying these parameters. In this article, we report the results obtained using window size and min-count respectively set to 5 and 3. As there are fewer number of unique tag terms (specifically 150) in the dataset, the embedding dimension (size) is set to 9 after varying it from 5 to 20 in unit steps. Note that, the embedding dimension used here is considerably smaller than the normal text retrieval settings where the dimension ranges between 100 to 500 [65, 66, 67, 68, 69]. As the training data is restricted in terms of size, we expect to get a better representation when more iterations are applied while training (similar to [59]). The number of iterations (parameter iter as specified in word2vec) are therefore varied in the range {5, 10, 50, 100, 200, 500, 1000, 1500, 2000} and finally set it to 1000 based on the initial performance. All other parameters associated with word2vec are set to their default values. The variation in performance, when the number of iterations and the dataset sizes are varied, is discussed in Section 7.
Figure 2: A two dimensional projection of the embedded vector representations corresponding to the tags using t-SNE [58].

The two-dimensional projection of the trained model using t-SNE [58] in presented in Figure 2. In accordance with our intuition, it can be seen from the figure that tags with similar semantics are located in close proximity to each other. For an example, notice that related tags like *art galleries, history, tourism* and *art* are close to *museums* in the abstract space. Similarly, tags related to foods are close to each other in the two-dimensional projection of the embeddings. This empirically verifies the ability of embeddings, specifically the word2vec model [9] in our case, in capturing the relationship between tags.

6.3. Sparse one-hot encoded representation of tags

As presented in the Section 5, the proposed approach utilizes word embedding that creates a dense representation for each of the POIs which enables us to capture tag similarity and to model the preferences of a user based on their likes and dislikes. The positive and negative preferences (respectively likes and dislikes) are then applied in a Rocchio feedback framework to make an user model. While creating the dense representations, the embedding model considers the relationships between the tags. To verify the functionality of the dense representation, we conduct another set of experiments where the dense tag representation is replaced with a sparse one-hot encoded vector. In this representation, the number of unique tags in the
dataset would be the size of the vector, which is 150 (as mentioned in Table 3) where each dimension in the vector represents an individual tag information. In the representation of a tag using a one-hot vector, the dimension corresponding to that tag will contain 1 and the remaining dimensions will have the value 0. Note that, in contrast with training of the word embedding model, there are no parameters associated with making this one-hot encoded representation of the tags. Also the tags are considered orthogonal to each other, without having any relationships.

6.4. Tuning parameters

The proposed tag-embedding based recommendation model has 3 parameters, \(\alpha\), \(\beta\) and \(\gamma\) of Equations 7 and 8 that weigh the positive, neutral and negative profile representations respectively. Rather than setting these parameters heuristically, we adapt a discrete optimization method considering different metric values as an optimization function to locate the optimum settings for these parameters. To avoid overfitting the performance based on a single metric, we select various measures such as \(NDCG@5\), \(P@5\), and \(MRR\) of the recommendation system for optimization and to analyze the result.

Optimization function score. Consider the profile of a user \(u\) which contains the rated POIs as well as tags/endorsements given to those places (see Table 1). Depending on the past experience, if \(u\) has rated Milan Cathedral - Duomo di Milano\(^{10}\) (associated tags \{History, Architecture\}) with 4, The Fitzwilliam Museum\(^{11}\) (associated tags \{History, Museum\}) with 3 and The Temple Bar\(^{12}\) (associated tags \{Pub, Beer, Bar-hopping\}) with 1, the corresponding ratings will connote the preferences of that user. The ratings provided by the user, which reflect the preferences, is utilized to model a user as discussed in Section 5.3. The unweighted and weighted user models (respectively Equations 7 and 8) contain three parameters \(\alpha\), \(\beta\) and \(\gamma\) that control the positive, neutral and negative profile representations respectively. Following the discussion in Section 5.2, a vector for each of the POIs in the user profile \(\text{Milan Cathedral - Duomo di Milano, The Fitzwilliam Museum, The Temple Bar, Keen's Steakhouse}\) can also be generated. Finally the ranking of these POIs can be generated by using cosine similarity between user profile vector and the POI vectors (as discussed in Section 5.4). This ranking can be evaluated based on the ratings as given in the user profile. Here, the ratings for the POIs (last column in Table 1), available as part of profile, are considered as the ground truth. Note that, we are not using the relevance judgement of the request queries, containing the candidate POIs to be ranked, for tuning the parameters. We evaluate the prediction of the profile POIs based on the evaluation metrics, specifically NDCG@5, P@5 and MRR; these performance measures can also be used as the optimization function scores.

The parameter associated with the neutral preference of a user \(\beta\) in Equations 7 and 8 is set to 1.0 to keep it uniform for all users. While tuning the other two parameters (namely \(\alpha\) and \(\beta\)) on the profile data, we consolidate two strategies to find the optimum values. In the first set of experimentation, we apply genetic algorithms\[70\] to find the optimal range of the parameter values which is observed to be in the range \((-8.0, 8.0)\). We then exhaustively explore further using grid search in the subspace selected by the genetic algorithm varying the values in an interval of 0.2. The corresponding values of \(\alpha\) and \(\gamma\) are selected that improve the performance prediction in terms of NDCG, P@5 and, MRR when evaluated based on the user profile. After optimizing the metrics to get the optimal parameter settings, we explore two ways of assigning the optimal values of \(\alpha, \beta,\) and \(\gamma\) for each profiles while performing the prediction of the preferences:

6.4.1. Same parameter for all user model

There are multiple users, each representing their own preferences. In the first approach of assigning the parameter values, we set the same values for all the user models. To find this value of the parameters (\(\alpha, \beta,\) and \(\gamma\)), we apply genetic algorithms and grid search (as discussed earlier) on the user profiles, and then average the optimization score over all users.

---

\(^{10}\)https://www.duomomilano.it/en/infopage/the-cathedral/53/
\(^{11}\)https://www.fitzmuseum.cam.ac.uk/
\(^{12}\)https://thetemplebarpub.com/
6.4.2. Unique parameters per user model

If the same parameter values (\(\alpha, \beta, \) and \(\gamma\)) are applied while creating the model for all the users, the models may have become generalized. Another way of making the user models would be to use separate weights for each of the users depending on their positive, neutral, and negative preferences. Based on individual preferences, this can be done by tuning the parameters (\(\alpha, \beta, \) and \(\gamma\)) uniquely per user and give weights accordingly. Further, to find the value of parameters, we apply grid search as mentioned above to maximize the optimization score for individual users.

6.5. Evaluation measures

In this study, we evaluate the proposed recommendation methods and compare with the baseline models using three evaluation metrics, specifically NDCG@5, P@5, and MRR. Note that, these metrics are also the official metrics used in the TREC Contextual Suggestion track [71].

6.6. Experimentation

Following the discussion in Section 5.3, a user model can be generated in an abstract vector space in two ways: an unweighted version where strongly positive ratings are considered with equal importance with weakly positive ratings (similarly strongly and weakly negatives are considered with equal importance) as in Equation 7, and the weighted version that considers the actual ratings for the places provided by the users while formulating the preference vector (Equation 8). Also the three parameters of the user model (\(\alpha, \beta, \) and \(\gamma\)) of Equations 7 and 8 can either be tuned in a per user basis, or the same settings can be applied for all users. Based on this two ways of representing the user profiles and setting parameters, we experiment with the following variants:

1. **WUPSame** (Weighted User Profile with Same Parameter for all users): We create user model using the weighted representation (Equation 8), while same parameter values (\(\alpha, \beta, \) and \(\gamma\)) for all profiles are considered.

2. **UnWUPSame** (Unweighted User Profile with Same Parameter for all users): In this variant, the unweighted representation are used for the user (Equation 7); further same parameter values (\(\alpha, \beta, \) and \(\gamma\)) for all user models are considered.

3. **WUPUniq** (Weighted User Profile with Unique Parameter for each user): A per user parameter tuning is performed in this variant while the weighted representations of user model (Equation 8) is used for modeling the user.

4. **UnWUPUniq** (Unweighted User Profile with Unique Parameter for each user): As the fourth variant, we use the unweighted representation for the user model (Equation 7) and the parameters are tuned separately for each user.

Similar alternatives to model POIs and users can also be adapted with the sparse, one-hot encoded representation of the tags (as discussed in Section 6.3). We devise additional methods that utilize the one-hot vectors of the tags, replacing the dense representation. Specifically, we formulate four models \(\text{WUPSame}_{01}, \text{UnWUPSame}_{01}, \text{WUPUniq}_{01}, \) and \(\text{UnWUPUniq}_{01}\) which are similar to WUPSame, UnWUPSame, WUPUniq and UnWUPUniq respectively, with the one-hot representations are being used instead of the word2vec embedding.

6.7. Baseline models

We compare the proposed methods with a number of state-of-the-art baselines. We choose DUTH [47] that uses a K-NN classifier to select the ratings of candidate POIs and generate a query following the Rocchio algorithm. UAmsterdamDL [46] learns a language model for each user profile and POI utilizing the tags, their embedded representations (presented in the POI description); final ranking of the POIs is performed based on the KL divergence score between the POIs and profile. USI [48] generates multiple scores based on reviews of the POIs rated by the user, normalized frequency score of the category and taste keywords, and
score of the context appropriateness; it combines these scores using linear interpolation before ranking the POIs. Venue appropriateness prediction (CS-L2Rank) [51] is an extension of USI, that uses learning to rank model to combine the scores, which further improves the performance. The work is further extended in PK-Boosting [53] which finds the mapping from taste keywords to tags (assigned by the assessor) corresponding to a POI using the maximum likelihood and sequence labelling techniques.

We have selected the baselines as the working principle of these methods are, in some aspects, similar to the proposed methods. DUTH [47] uses the modified Rocchio algorithm to generate a query representing the user and search for candidate POIs in the user’s context. Similar to DUTH [47], we utilize the Rocchio relevance feedback algorithm for user representation. PK-Boosting [53] uses tags to refine the taste keywords. Word embedding is also being used by UAmsterdam [46], but for finding the term representation, which is used to determine the relevance of terms to a tag. Our approach only uses tag information associated with POIs, while PK-Boosting used it as additional information to refine the taste keywords corresponding to a POI (gathered from location-based social networking sites). Also, PK-Boosting considers tags to be independent while our method utilizes word embedding to capture the relationship between tags.

7. Results and Discussions

The performance of the proposed methods, along with the baselines are reported in Tables 4 and 5. In Table 4, where TCST 2016 dataset has been employed for the training of the embedding model, the performance of the word embedding based models (i.e. WUPSameUnWUPSame, WUPUniq and UnWUPUniq) are observed to be almost always producing the best performance in terms of all three evaluation metrics. The improvements over the baselines are also significant (paired t-test with 95% confidence interval) in a majority of the cases. Further, we notice no significant difference in performance between the proposed methods. The performance of the methods when the combined TCST 2015 and 2016 datasets are used for training the embedding model has been reported in Table 5. Also, no significant differences in performance
between the proposed methods using TCST 2016 dataset and combined TCST 2015-2016 datasets are observed. Among the baseline methods, CS-L2Rank [51] and PK-Boosting [53] are seen to be the best performing models. Overall, the proposed method with weighted user profiling and same parameter settings (WUP-Same) performs the best. Although P@5 and MRR are not significantly better than the strongest baselines for most of the cases, the proposed methods consistently achieve the best performance as compared to all the baseline methods.

The performances of the methods using one-hot encoded sparse representation of the tags are presented in the second half of Tables 4 and 5. Note that, the performances of the four methods that use the sparse representations (specifically WUPSame01, UnWUPSame01, WUPUniq01, and UnWUPUniq01) do not require any dataset, other than the list of tags, to form the one-hot representations. Hence, the performances reported in Tables 4 and 5 are identical for these methods. If we compare the models with their one-hot encoded alternatives, we can notice that all the models that use the dense embedded representation perform better (significantly) than their substitutes. This observation empirically confirms that the dense representation of the tags is indeed a valuable component of the proposed models.

7.1. Result Analysis

While modeling tag relationships to represent the POIs and users in a dense form, there are parameters such as the number of iterations and the size of the dataset, which control the quality of the trained model. On top of the tag relationships, we apply different weighting techniques to model the user profiles before ranking the candidate POIs. In sum, there are fundamentally five components that control the overall performance of the proposed models:

1) Representation of tags. We experiment with dense, word embedding-based representation of tags to model the POIs and users. There are parameters like the number of iterations, size of the dataset to use for training etc. (see Section 6.2).
II) **Model parameters.** The three model parameters, $\alpha$, $\beta$, and $\gamma$ control the weights of positive, neutral, and negative feedback while constructing the user model.

III) **Strategies to assign parameter settings while modeling users.** We study the performance of the proposed method when the identical settings are applied across all users; also, we set the parameters in a user-specific form to examine the performance (discussed in Section 6.4.1 and 6.4.2).

IV) **Weighing the user models.** We construct an unweighted model where no discrimination is adopted to distinguish ratings with strong opinions from ratings with weak opinions. Utilizing the scaled ratings, we also consider a weighted variant where strong and weak opinions are considered separately (see Section 6.6).

V) **Metric used for performance optimization.** To avoid the possibilities of overfitting, we analyse and report the performance when different metrics are used for optimizing the parameter values (see Section 6.4).

Changes in either of the above components would result in a deviation in the performance. In this section, we will discuss the observations while dissecting the contribution of these components to the proposed models.

7.1.1. **Representation of tags**

We experiment with the proposed methods using tag embeddings learned with two different datasets (as discussed in Section 6.2). Along with the baselines, we present all our experiments performed using the tag embedding learned on the TCST 2016 dataset in Table 4. In Table 5, the result of the proposed methods, when the embedding model is trained with a combined TCST 2015 - 2016 datasets, are reported. When the TCST 2016 dataset is only utilized while training the embedding model, the unweighted model with unique parameter settings for each user (UnWUPUniq) achieves the best performance. We accomplish the overall best performance when the weighted model and the same parameter settings for all user profiles (WUPSame) is used on the embedding model trained with the tag information from TCST 2015 and 2016 datasets. Although the improvements in terms of precision at rank 5 (P@5) and mean reciprocal rank (MRR) are not significant over the strongest baselines (CS-L2Rank and PK-Boosting), the proposed methods attain around 13% improvement in terms of normalized discounted cumulative gain at rank 5 (NDCG@5) over CS-L2Rank which is a state-of-the-art method. When the TCST 2016 tag data is only used, the unweighted model with unique parameter settings for each user (UnWUPUniq) achieves the best performance. We accomplish the overall best performance when the weighted model and the same parameter settings for all user profiles (WUPSame) is used on the embedding model trained with the tag information from TCST 2015 and 2016 datasets. Although the improvements in terms of precision at rank 5 (P@5) and mean reciprocal rank (MRR) are not significant over the strongest baselines (CS-L2Rank and PK-Boosting), the proposed methods attain around 13% improvement in terms of normalized discounted cumulative gain at rank 5 (NDCG@5) over CS-L2Rank which is a state-of-the-art method. When the TCST 2016 tag data is only used, the achieved P@5 and MRR for all proposed methods are seen to be mostly inferior to or equivalent to PK-Boosting and CS-L2Rank, although the differences are seen to be insignificant (see Table 4). As evident from Tables 4 and 5, the proposed methods perform better when both 2015 and 2016 tag information are utilized for training the embedding model. This is an expected observation as embedding models can make better representations when the training data is relatively large.

![Figure 3: Effect on NDCG@5 by changing the number of iterations to train the tag embedding.](image)

(a) Embedding trained on TREC CS 2015, 2016 dataset. (b) Embedding trained on TREC CS 2016 dataset.
Following the exposition reported in [59], we have varied the number of iterations up to larger values to indemnify the limitation of the tag dataset with limited size. It is evident that there is an implicit relationship between the size of the dataset and the optimal number of iterations to be applied for training the embedding model to achieve the best performance. Hence, we experiment with 2016 as well as 2015, 2016 taken together. The iteration parameter is varied in a dispersed range (discussed in Section 5.1). To better contrast the variation in performance, we only report the results for iterations 500 and 1000, which produce the best performances among the other values. We plot bar charts showing the average value of the performance metrics while choosing different measures to optimize the parameters ($\alpha$, $\beta$, and $\gamma$) for user profile generation. The performance variations are graphically plotted for NDCG@5, P@5, and MRR, respectively in Figures 3, 4, and 5. Each figure has two sub-figures that present the results on TCST 2015-2016 tag data taken together, and TCST 2016 tag data. The blue bars show the performance when 1000 iterations are applied while 500 iterations are presented with a green bar. The maximum value is also shown with a blue and yellow point, respectively, for 1000 and 500 iterations on top of each bar. Together with the average values, we show the standard deviations of the achieved metrics by a vertical line on the top of each bar.

From the figures, it can be observed that changing the number of iterations affects the methods’ performance. If we consider the same parameters for all user profiles (WUPSame and UnWUPSame), the results using 1000 iteration tag embedding have a minor standard deviation. If we consider UnWUPUniq and WUPUniq, where the unique parameters are used per profile, increasing the number of iterations increases
the standard deviation of the results. An exception is observed when the additional 2015 dataset is used for training; the standard deviations, in that case, are seen to be less stretched for UnWUPUniq for 1000 iterations (Figures 3a and 4a).

From the figures, we can also observe that if more data are used for training, the standard deviation of the performance increases when parameter values are trained per user (specifically UnWUPUniq and WUPUniq). Similar observations are noted for UnWUPUniq and WUPUniq when the iterations are increased. An opposite phenomenon is noticed for the methods for which the same parameter values are used for all the users; increasing the dataset size and number of iterations resulted in a set of results having a lower standard deviation. When the parameters are tuned per user, the parameters are getting overfitted for that particular user with the possibility of lack of generalization. When the same parameters are employed for all the user profiles, the parameters are getting selected based on an extrapolated scenario. This justifies the reason that leads to a lesser deviation when the same parameter settings are used for all the users. Another observation from Figure 3-5 is that when the same parameters for all users are used, the maximum attained values remain close to the average values. This shows that the score deviates less on changing the optimization measure when the same parameters are applied for all profiles.

7.1.2. Model parameters
As discussed in Section 5, there are three parameters associated with the model, specifically \( \alpha \), \( \beta \), and \( \gamma \) that respectively denote the positive, neutral, and negative profiles in Equations 7 and 8. Following the discussion in Section 6.4, the neutral weight parameter \( \beta \) is set to 1.0 across all parameter settings. To obtain the optimal value of \( \alpha \) and \( \gamma \), we varied them from \(-8.0 \) to \(8.0\). While varying \( \alpha \) and \( \gamma \), with the same parameters used across all user models, the deviation in performance (in terms of NDCG@5, P@5 and MRR) of the methods are presented in Figures 6, 7, and 8. The X-axis in each figure presents the value of \( \alpha \) while Y-axis shows the corresponding performance measures. The multiple lines in each figure correspond to the result for different settings of parameter \( \gamma \). The performances of the methods are plotted when \( \alpha \) is varied till 16.0. Figures 6a, 7a and 8a show the performance variation of the unweighted model while the similar variation in the weighted model is presented in Figures 6b, 7b and 8b. The attained performance with the parameter values determined using the optimization method (described in Section 6.4) is also indicated using a blue cross (x). From the figures, it can be observed that the blue crosses are close to the peak of the plots. This indicates that the parameter optimization technique using the profile information, described in Section 6.4 provides a legitimate approximation. Note that, the performance variation of the queries are reported in these figures, but the parameter tuning is performed solely utilizing the profiles and the queries (along with the relevance judgements) were not used while tuning.

7.1.3. Strategies to assign parameter values while modeling users
To determine the effect of applying the optimal parameter settings, either the same parameter across all users, or unique parameters per user (defined in Section 6.4), we plot 11-point precision-recall graph...
across all queries in Figure 9. In the plot, we have shown the interpolated precision values over all queries at different recall levels. The two sub-figures correspond to the unweighted and weighted user models. The orange line plot shows the average interpolated precision-recall curve when unique parameter settings are used, while the blue curve displays the method with the same parameter settings for all users. The methods with a unique parameter per user settings (WUPUniq, and UnWUPUniq) do not have a significant difference with same parameter per-user models (WUPSame, and UnWUPSame), but it is evident from the plot that applying the same parameter settings is mostly performing better than assigning unique parameters per user.

7.1.4. Weighing the user models

A similar graph is also presented in Figure 10 to observe the effect of considering the weights while modeling the user. Each figure shows the comparison between the optimized weighted user model with the unweighted counterpart using line plots. The orange line depicts the weighted user model, while the blue one shows the interpolated precision-recall curve when the unweighted user modeling is used. In Figure 10a, the interpolated precision of the methods with weighted and unweighted user models (but applying the same settings for all user models) is presented. Noticeably, there is barely any difference in performance as observed from the figure which indicates that the discrete parameter settings is selecting the optimal values for which the methods are producing similar performances. When user-specific parameters are applied (UnWUPUniq, and WUPUniq), the performance variation is shown in Figure 10b that shows slightly better performance of the unweighted model in terms of early precision. However, if we observe the line chart in Figures 6, 7 and 8, the optimal value of parameters (indicated by the blue cross) is attaining for smaller values of $\alpha$ and $\gamma$ for the weighted variant ($\alpha = 1.4, \gamma = -1.6$). In comparison, the optimal values for the unweighted model are obtained with $\alpha = 6.8$ and $\gamma = -8.0$. The reason for this is due to the scaling of
profile vectors by the weights in the weighted profiling, which is being compensated by larger parameter values in unweighted user modeling.

Figure 9: 11-point interpolated precision-recall curve for different weighing of user profiles (same parameter across all users versus unique parameters per user).

Figure 10: 11-point interpolated precision-recall curve for different user profile settings (weighted versus unweighted).

7.1.5. Metric used for performance optimization

The parameters of the proposed methods ($\alpha$, $\beta$, and $\gamma$) are tuned based on optimizing the performance in terms of NDCG@5, and the corresponding results are reported in Tables 4 and 5. To validate the robustness of the proposed methods by confirming that the performances are not the results of overfitting.
on certain parameter values (in this case NDCG@5), we experiment on how the performances (in terms of P@5, NDCG@5, and MRR) vary when the optimization measure, dataset and the number of iterations are changed. Specifically, we report the performances by changing optimization measures (to average precision, recall, NDCG at different ranks, reciprocal rank, bpref, etc.) to optimize the parameters, tag datasets used for training the embedding model (only 2016 tags or, considering 2015 along with 2016 tag information) and, number of iteration (500 and 1000) used while training the tag embedding across different methods. To show the performance variation, we plot the heat maps with the varying parameters in Tables 5 - 11. The first column in the table indicates the optimization measure that has been used to tune the parameters (α, β and γ) and the corresponding row contains the achieved performance measured in terms of the respective metrics. Two major columns in all the tables represent the number of iterations (respectively 500 and 1000) used to train the model to get tag embeddings; the four sub-columns in each major column present the performance of UnWUPSame, WUPSame, UnWUPUniq, WUPUniq respectively. We report the results in terms of NDCG@5, P@5 and MRR respectively in Tables 5, 6, Table 7, 8, and Table 9, 10. We first report the results for each measure when both 2015 and 2016 tag information are used for training (Tables 5, 6, 7, 8 and 9, 10) followed by the results when only 2016 tag are utilized (in Tables 7, 9 and 11).

It is observed from the heat maps that the rows for average precision (AP) and normalized discounted cumulative gain (NDCG) are on an average darker in comparison to other metrics; this indicates that AP and NDCG are in general good optimization metrics based on which the parameters can be trained. These measures (AP and NDCG) depend on the top ranked relevant POIs, which is appropriate for our recommendation scenario, and hence, they work better then the others for training the parameters. It can also be noticed that the recall (specifically recall at rank 20) is also a good optimizing metric when the 2015 and 2016 tag information are used together, as seen in Tables 5, 6 and 7. However, the optimal performances for other settings are not attainable using parameters trained on recall.

If we compare the performance when TCST 2015 and 2016 datasets are utilized together (Tables 5, 6, 7, 8 and 9, 10) with the results when only 2016 tag data is used (Tables 7, 9 and 11), it can be noted that the rows are comparatively darker in the first set of tables. This indicates that the methods achieve better performance when 2015 and 2016 datasets are used together. As discussed earlier in this section, this verifies that adding more tag data corresponding to POIs can improve the result further.

### 7.2. Privacy issue

There are privacy concerns in mobile recommender systems as significant volumes of sensitive (personal preference) data are stored on mobile devices that can be compromised while transmitting to a remote server by some application through a man-in-the-middle attack. As discussed by Arampatzis et al. [54], this is a general concern for application users with respect to identity and privacy in terms of location.

The proposed method in this article can protect user privacy by locally keeping the sensitive user information. With the rapid advancement of technology, mobile devices nowadays are computationally intensive with significant storage capacity. It is possible to create user-specific profile vectors on the device by storing

| NDCG@5 | Embedding Trained on 2015+2016 Tags 500 Iteration | Embedding Trained on 2015+2016 Tags 1000 Iteration |
|--------|-------------------------------------------------|-------------------------------------------------|
| bpref  | Embedding Trained on 2015+2016 Tags 500 Iteration | Embedding Trained on 2015+2016 Tags 1000 Iteration |
|        | UnWUPSame | WUPSame | UnWUPUniq | WUPUniq | UnWUPSame | WUPSame | UnWUPUniq | WUPUniq | UnWUPSame | WUPSame | UnWUPUniq | WUPUniq | UnWUPSame | WUPSame | UnWUPUniq | WUPUniq |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
| 0.3973 | 0.3562 | 0.3474 | 0.3410 | 0.3956 | 0.3918 | 0.3171 | 0.3490 |
the preferences of previous visits without the risk of revealing any personal information. The user modeling based on Equation 7 or 8 can be done locally based on the user’s personal preferences. The only information to be communicated from the user’s end is the context or the location of the user at which the recommendation is wanted. Based on the context information (e.g., location/city), the recommender system would suggest a list of places along with their tags and vector representations. The tag representation and parameter settings ($\alpha$, $\beta$, and $\gamma$ of Equation 7 or 8) can be passed to the mobile device from the server. Using this information, the ranking can be performed locally on the device without the risk of a privacy breach.

8. Conclusions and Future Work

Recommendation of interesting places to visit is an apparent necessity for travelers. Other than traditional recommender system-based approaches, previous works on POI suggestion systems utilize user comments/reviews, preference keywords, and category of location for recommending potential venues to users. Furthermore, user-assigned tags for POIs are also employed, but the tags were considered independent to each other in earlier works. The recent development of deep learning and neural networks opens up a plethora of research opportunities in the field of text processing. Embedding techniques have been seen to capture the semantics relationships between terms. In this article, we have empirically shown that the tag information can be represented in an abstract embedding space, and also have the potential to capture the semantic relatedness among the tags. Utilizing this ability in capturing the relatedness of POI tags, we have presented a word embedding based POI recommendation system. We propose a novel tag-embedding based recommender system that models users and the potential places of interest. Empirical evaluation on TREC Contextual Suggestion Track datasets validates the significant superiority of the proposed methods in comparison to state-of-the-art models developed for the same purpose, the point of interest will further improve efficiency. We use discrete optimization to find the best parameters instead of heuristically selecting them to test the robustness of the proposed methods. The variations in results are demonstrated on altering the optimization measure to obtain the parameters for modeling users. We further argue that the proposed method can minimize the risk of the privacy breach of the users. A limitation of the proposed model is that the POIs to be recommended to the users should have tags associated with them. As part of future works, we plan on exploring techniques similar to transfer learning for the same tasks to conquer the limitation of places with missing tags. An immediate extension of the work would be to extend the venue-context appropriateness information by utilizing crawled data from location-based social networks such as Foursquare to improve the performance of the method by better representing the places.

Acknowledgement

The authors would like to thank the anonymous reviewers for their valuable comments and suggestions which have helped improve the quality of the reported work. Special thanks to Mohammad Aliannejadi for

| MRR | $UnWUP_{Same}$ | $WUP_{Same}$ | $UnWUP_{uniq}$ | $WUP_{uniq}$ | $UnWUP_{Same}$ | $WUP_{Same}$ | $UnWUP_{uniq}$ | $WUP_{uniq}$ |
|-----|----------------|--------------|----------------|--------------|----------------|--------------|----------------|--------------|
| $npref$ | 0.6899 | 0.6059 | 0.6389 | 0.6309 | 0.6892 | 0.6163 | 0.5699 | 0.5635 |
| $n_{5}$ | 0.7254 | 0.6741 | 0.6194 | 0.6818 | 0.6840 | 0.6655 | 0.5970 | 0.5898 |
| $n_{10}$ | 0.7025 | 0.6516 | 0.6539 | 0.6644 | 0.6878 | 0.6556 | 0.6398 | 0.5846 |
| $n_{20}$ | 0.6996 | 0.6735 | 0.6589 | 0.6221 | 0.6994 | 0.6515 | 0.6755 | 0.6150 |
| $NDCC_{at_{5}}$ | 0.7084 | 0.6516 | 0.6939 | 0.6735 | 0.678 | 0.6843 | 0.7106 | 0.6869 |
| $NDCC_{at_{10}}$ | 0.6999 | 0.6515 | 0.6477 | 0.7022 | 0.6952 | 0.6589 | 0.6878 | 0.6727 |
| $NDCC_{at_{20}}$ | 0.7153 | 0.6516 | 0.6242 | 0.6552 | 0.6878 | 0.6515 | 0.6721 | 0.6856 |
| $P_{5}$ | 0.6876 | 0.6649 | 0.6164 | 0.6440 | 0.6856 | 0.6670 | 0.5570 | 0.5315 |
| $P_{10}$ | 0.6949 | 0.6515 | 0.6112 | 0.6135 | 0.6943 | 0.6669 | 0.6339 | 0.5497 |
| $P_{20}$ | 0.7154 | 0.7095 | 0.6240 | 0.6020 | 0.6882 | 0.6284 | 0.6399 | 0.6258 |
| $recall_{5}$ | 0.6976 | 0.7060 | 0.6164 | 0.6840 | 0.6856 | 0.6592 | 0.5970 | 0.5915 |
| $recall_{10}$ | 0.6949 | 0.6515 | 0.6112 | 0.6135 | 0.6943 | 0.6669 | 0.6339 | 0.5497 |
| $recall_{20}$ | 0.6782 | 0.6694 | 0.6248 | 0.6020 | 0.6882 | 0.6564 | 0.6399 | 0.6258 |
| $recip_{rank}$ | 0.7084 | 0.6172 | 0.5321 | 0.5512 | 0.6800 | 0.6231 | 0.5442 | 0.4618 |
sharing the result files for the baselines reported in this article.
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