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Abstract

Network densification is a promising cellular deployment technique that leverages spatial reuse to enhance coverage and throughput. Recent work has identified that at some point ultra-densification will no longer be able to deliver significant throughput gains. In this paper, we provide a unified treatment of the performance limits of network densification. We develop a general framework, which incorporates multi-slope pathloss and the entire space of shadowing and small scale fading distributions, under strongest cell association in a Poisson field of interferers. Our results show that there are three scaling regimes for the downlink signal-to-interference-plus-noise ratio (SINR), coverage probability, and area spectral efficiency. Specifically, depending on the near-field pathloss and the fading distribution, the performance of 5G ultra dense networks (UDNs) would either monotonically increase, saturate, or decay with increasing network density. Furthermore, we provide ordering results for both coverage and average rate as a means to qualitatively compare different transmission techniques that may though exhibit the same performance scaling. Our results, which are validated by simulations, provide succinct insights and valuable design guidelines for the deployment of 5G UDNs.
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I. INTRODUCTION

Mobile traffic has significantly increased over the last decade mainly due to the stunning expansion of smart wireless devices and bandwidth-demanding applications. This trend is forecast
to be maintained, especially with the deployment of 5G and beyond networks and machine-type communications. A major part of the mobile throughput growth during the past few years has been enabled by the so-called network densification, i.e. adding more base stations (BSs) and access points and exploiting spatial reuse of the spectrum. Emerging fifth generation (5G) cellular deployments are envisaged to be heterogeneous and dense, primarily through the provisioning of small cells such as picocells and femtocells. Ultra dense networks (UDNs) has been recognized as a promising solution to boost capacity and enhance coverage with low-cost and power-efficient infrastructure in 5G networks. It is advocated that UDNs will be the main technology enabler for achieving the 5G requirement of 1000x increase in mobile network data throughput compared to LTE. The underlying foundation of this claim is the presumed linear capacity scaling with the number of small cells deployed in the network. Moreover, recent advances on transport networks, such as high-capacity optical, millimeter wave (mmWave) communication and directional beamforming, may provide reliable and high-capacity links between the core network and small cells.

Nevertheless, there has been noticeable divergence between the above outlook and conclusion of various network studies according to which densification is not always beneficial to the network performance. Recent and often conflicting findings based on various modeling assumptions have identified that densification may eventually stop at a certain point delivering significant throughput gains. Using an unbounded pathloss model and Rayleigh fading, [2], [3] show that the coverage probability does not depend on the network density when the background noise is negligible. By contrast, using a dual slope pathloss model, Rayleigh fading, and nearest BS association, authors in [4] show that both coverage and capacity strongly depend on the network density. More precisely, network coverage, expressed in terms of signal-to-interference-plus-noise ratio (SINR), is maximized at some finite density and there exists a phase transition in the near-field region with ultra-densification (i.e. network density goes to infinity). In [5], the authors consider strongest cell association with bounded pathloss and lognormal shadowing and show that the coverage attains a maximum point before starting to decay when the network becomes denser. In [6], similar conclusions are obtained under Nakagami fading for the line-of-sight (LoS) and both nearest and strongest BS association. Based on system-level simulations and strongest cell association, [7] shows that there is an upper bound of 1 cell per user, although such ultra dense deployments are neither cost nor energy efficient. In [8], near-field communications is
taken into account and shows that over-densification is harmful to the network performance. Optimal densification in terms of maximum SINR-coverage probability is investigated in [9]. In [10], interference scaling limits in a Poisson field with singular power law pathloss and Rayleigh fading are derived. Moreover, authors in [11] provide spectral efficiency scaling laws with spatial interference cancellation at the receiver. It is shown that linear scaling of the spectral efficiency with network density can be obtained if the number of receive antennas increases super-linearly with the network density (or linearly in case of bounded pathloss).

Wireless links are susceptible to time-varying channel impediments, interference and noise. It includes long-term attenuation due to pathloss, medium-term variation due to shadowing, and short-term fluctuations due to multi-path fading. In principle, these three main variations are usually taken into account by different network processing levels. Network planning usually depends on the effect of pathloss, radio link-level procedures, such as power control and handover aim at compensating for the combining effect of pathloss and shadowing, and fast fading is tackled by symbol-level processing at the physical layer. However, incorporating meaningfully the aforementioned propagation phenomena in network modeling often leads to complex and cumbersome mathematical derivations. As a result, most previous work, especially the ones using stochastic geometry, have nearly always assumed power law pathloss and Rayleigh fading due to their tractability. Although some works investigated the effect of pathloss singularity [12]–[14] or boundedness [4], the effect of shadowing is usually ignored and other simplifications are employed for ease of analysis. This has led to unexpected observations in specific scenarios, as well as to divergent or even contrasting conclusions in prior work on the fundamental limits of network densification. Furthermore, the standard assumption of exponential distributed channel power will not apply in scenario with directional transmissions and multi-antenna processing, as are envisioned for massive MIMO, coordinated multipoint (CoMP) and mmWave systems. Advanced communication and signal processing techniques are expected to enhance the channel gain, which in some cases may have a diffuse power component [15] or regularly varying tail [16]. Therefore, it is timely and relevant to analyze the performance of ultra dense networks considering general fading and shadowing.

In this work, we aim at providing an answer to whether there are any fundamental limits to 5G UDNs due to physical limits arising from electromagnetic propagation. Specifically, we investigate the performance limits of network densification under a generic multi-slope pathloss
model and general channel power distribution, considering strongest cell association and Poisson distributed base stations. The term channel power includes in this work all other propagation phenomena and transmission link gains except pathloss, including transmit power, small scale fading, shadowing, and gains due to antenna pattern, beamforming, etc. In particular, using general channel power distributions, we provide the ability to capture either the separate effect of small scale fading and of shadowing, or the combining effect of the composite fast fading-shadowing. Our general framework enables us to model any fading distribution and channel gain that can be observed in current wireless communications and networking. Furthermore, the generic multi-slope pathloss model not only covers both bounded and unbounded pathloss, but also captures the case of distance-dependent pathloss exponent. Using tools from extreme value theory [17], and in particular regular variation analysis [18], we propose a general framework and derive the scaling regimes of the downlink SINR, coverage probability, and average per-user rate. We first show the effect of both pathloss and channel power on the network performance with the following conclusions:

- Under the Poisson field assumption, the most affecting component of the pathloss is its near-field exponent $\beta_0$. Bounded pathloss (obtained for $\beta_0 = 0$ and widely used in the literature) is just a special case of $\beta_0 < d$ where $d$ is an integer denoting the network dimension.
- The effect of channel power on the performance scaling is as significant as that of pathloss, and channel power following a regularly varying distribution has the same effect of the pathloss function’s singularity.

Furthermore, we identify three fundamental scaling regimes for network densification:

- **Growth regime**: Downlink SINR, coverage probability, and spectral efficiency always increase with the network density if the channel power distribution is slowly varying, regardless of pathloss boundedness.
- **Saturation regime**: All the above performance metrics saturate at a finite density point if either the near-field pathloss exponent is greater than the free-space dimension (i.e. $\beta_0 > d$), or channel power is regularly varying with index in $(-1, 0)$.
- **Deficit regime**: The above performance metrics exhibit an ‘inverse U’ behavior with respect to network density, i.e. they are maximized at a finite density then decay to zero when the network is further densified, if $\beta_0 < d$ and channel power follows any remaining tail than
those in the above two regimes. Finally, using tools from stochastic orders [19], we derive ordering results for both coverage probability and average rate in order to compare different transmission techniques and provide system design guidelines in general UDN settings, which may exhibit the same asymptotic performance.

II. System Model

A. Network Model

Consider a typical downlink user located at the origin and that the network is composed of cell sites located at positions \( \{x_i, i = 0, 1, \ldots \} \). For convenience, cell sites are referred to as nodes, whereas the typical user is simply referred to as user. Unless otherwise stated, \( \{x_i\} \) are assumed to be random variables independently distributed on the network domain according to a homogeneous Poisson point process (PPP) of intensity \( \lambda \), denoted by \( \Phi \). In prior work, the entire \( d \)-dimensional Euclidean space \( \mathbb{R}^d \) with \( d = 2 \) is usually assumed for network domain. Since the network domain is in practice limited, hence the impact of far-away nodes is less relevant to the typical user due to pathloss attenuation, we assume that the distance from the user to any node is upper bounded by some constant \( 0 < R_\infty < \infty \), which can be arbitrarily large. Each node transmits with some power that is independent to the others but is not necessarily constant.

B. Propagation Model

Let \( l : \mathbb{R}^+ \to \mathbb{R}^+ \) represent the pathloss function, where \( \mathbb{R}^+ = \{x \in \mathbb{R} | x \geq 0\} \). The receive power \( P_{rx} \) is related to the transmit power \( P_{tx} \) by \( P_{rx} = P_{tx} / l(r) \) with \( r \) being the transmitter-receiver distance. Physics laws impose that \( l(r) \leq 1, \forall r \). However, in the literature, \( l(\cdot) \) has been usually assumed to admit a singular power-law model, i.e. \( l(r) \sim r^\beta \) where \( \beta \) is the pathloss exponent satisfying \( \beta \geq d \). This far-field propagation model has been widely used due to its tractability. However, for short ranges, especially when \( r \to 0 \), this model is no longer relevant and becomes singular at the origin. This is indeed more likely to happen in today’s UDNs, where the inter-site distance becomes smaller. In addition, the dependence of the pathloss exponent on the distance in urban environments and in mmWave communications advocates the use of a more generic pathloss function. These requirements can be satisfied by modeling the pathloss
function as follows (see Figure 1)

\[
l(r) = \sum_{k=0}^{K-1} A_k r^{\beta_k} 1(R_k \leq r < R_{k+1})
\]  

(1)

where \(1(\cdot)\) is the indicator function, \(K \geq 1\) is a given constant characterizing the number of pathloss slopes, and \(R_k\) are constants satisfying

\[
0 = R_0 < R_1 < \ldots < R_{K-1} < R_K = R_\infty,
\]

(2)

\(\beta_k\) denotes the pathloss exponent satisfying

\[
\beta_0 \geq 0, \quad (3a)
\]

\[
\beta_k \geq d - 1, \text{ for } k = 1, \ldots, K - 1, \quad (3b)
\]

\[
\beta_k < \beta_{k+1} < \infty, \text{ for } k = 0, \ldots, K - 2, \quad (3c)
\]

and \(A_k\) are constants to maintain continuity of \(l(\cdot)\), i.e.

\[
A_k > 0, \text{ and } A_k R_{k+1}^{\beta_k} = A_{k+1} R_{k+1}^{\beta_{k+1}},
\]

(4)

for \(k = 0, \ldots, K - 2\). For notational simplicity, we also define \(\delta_k = d/\beta_k\), for \(k = 0, \ldots, K - 1\).

The above general multi-slope model (cf. (1)) captures the fact that the pathloss exponent varies with the distance, while remains unchanged within a certain range. In principle, free-space propagation in \(\mathbb{R}^3\) has pathloss exponent equal to 2 (i.e. \(\beta = d - 1\)), whereas in realistic scenarios, pathloss models often include antenna imperfections and empirical models usually result in the general condition (3b) for far-field propagation. Condition (3c) models the physical property that the pathloss increases faster as the distance increases. Notice, however, that this condition is not important in the subsequent analytical development. Finally, condition (3a) is related to the near field (i.e. it is applied to the distance range \([0, R_1]\)).

The pathloss function as defined above has the following widely used special cases:

- \(K = 1, \beta_0 \geq d\): \(l(r) = A_0 r^{\beta_0}\), which is the standard singular (unbounded) pathloss model,
- \(K = 2, \beta_0 = 0\): \(l(r) = \max(A_0, A_1 r^{\beta_1})\), which is the bounded pathloss recommended by 3GPP, in which \(A_0\) is referred to as the minimum coupling loss.

Due to the particular importance of pathloss boundedness for having a realistic and practically
relevant model, we have the following definition.

**Definition 1.** A pathloss function \( l : \mathbb{R}^+ \to \mathbb{R}^+ \) is said bounded if and only if \( 1/l(r) < \infty, \forall r \in \mathbb{R}^+ \), and unbounded otherwise. Furthermore, the pathloss function \( l(\cdot) \) is said physical if and only if \( 1/l(r) \leq 1, \forall r \in \mathbb{R}^+ \).

It is clear that the pathloss function (1) is bounded if and only if (iff) \( \beta_0 = 0 \), and is physical iff \( \beta_0 = 0 \) and \( A_0 \geq 1 \).

Besides pathloss attenuation, shadowing and small-scale fading - commonly referred to as fading in the sequel - are additional sources of wireless link variation. Let \( m_i \) be a variable containing transmit power, fading, and any gain or attenuation other than pathloss from \( i \)-th node to the user, and let us refer to \( m_i \) as channel power. Then, given node location \( \{x_i\} \), the variables \( \{m_i\} \) are assumed not identical to zero and are assumed independently distributed according to some distribution \( F_m \). To this end, the signal power that the user receives from \( i \)-th node is expressed as \( P_i = m_i/l(||x_i||) \) where \( || \cdot || \) is the Euclidean distance.

From the above construction, \( \{(x_i, m_i)\} \) forms an independently marked (i.m.) Poisson point process, denoted by \( \tilde{\Phi} \). This allows to have the following definition.

**Definition 2.** With the above notation, a wireless network, denoted by \( \Xi \), is defined as the shot noise [20] of \( \tilde{\Phi} \) associated with the response function defined as \( v(y, x_i) := m_i/l(||y - x_i||) \).
C. Performance Metrics

The signal quality experienced from \( i \)-th node, denoted by \( Q_i \), is expressed in terms of its signal-to-interference-plus-noise ratio as

\[
Q_i = \frac{P_i}{(I_i + W)},
\]

where \( I_i = \sum_{j \in \Phi \setminus \{i\}} P_j \) is the aggregate interference experienced by the user served by the \( i \)-th node, and \( W \) denotes the background thermal noise assumed to be Gaussian with average power \( W \). In addition, we define

\[
I = \sum_{j \in \Phi} P_j
\]

to be the total interference. Note that \( I = I_i + P_i, \forall i \in \Phi \).

The performance metrics studied in this paper are the coverage probability and the average rate that the user experiences from its serving cell. Let SINR denote the signal quality that a user receives from its serving cell. The SINR coverage probability, denoted by \( \mathcal{P}_y \), is defined as the probability that SINR is larger than a given target value \( y \), and the average rate, denoted by \( C \), is defined as the Shannon rate (in nats/s/Hz) assuming Gaussian codebooks, i.e.

\[
\mathcal{P}_y = \mathbb{P}(\text{SINR} \geq y) \quad \text{and} \quad C = \mathbb{E}(\log(1 + \text{SINR})).
\]

D. User Association

The above performance metrics are defined with respect to the user’s serving cell, which in turn depends on the underlying user association scheme. Nearest base station association has been widely employed in the literature of stochastic geometry based analyses mainly due to its mathematical convenience. In this work, we consider the realistic and practically relevant strongest cell association, in which the user is connected to the cell site that provides the best signal quality or the strongest signal strength. Note that if \( \text{SINR}_{\text{max}} \) and \( \text{SINR}_{\text{near}} \) are the user’s SINR under strongest cell association and nearest base station association, respectively, then by construction \( \mathbb{P}(\text{SINR}_{\text{near}} \geq t) \leq \mathbb{P}(\text{SINR}_{\text{max}} \geq t), \forall t \in \mathbb{R} \). It can be easily shown that equality holds only if pathloss is not decreasing with respect to the distance and the channel power is a deterministic constant (implying that fading is absent or is not considered). In other words, nearest base station association is an under-approximation of the strongest cell association unless
channel power is constant. Therefore, strongest cell association is the most appropriate scheme - both in a practical and theoretical sense - to assess the maximum achievable performance. In light of that, strongest cell association is considered in the sequel, under which the SINR of the typical user is given by

\[
\text{SINR} = \max_{i \in \Phi} Q_i
\]  

and can be expressed as [14], [21]

\[
\text{SINR} = \frac{M}{I + W - M}, \quad \text{with } M \overset{\text{def}}{=} \max_{i \in \Phi} P_i.
\]  

E. Notation

Quantities whose dependence on the density \( \lambda \) is analyzed, are denoted by \( \cdot(\lambda) \), e.g. SINR(\( \lambda \)), \( I(\lambda) \), and \( M(\lambda) \). We also denote by \( r, m \), and \( P \), the distance, associated channel power, and received power from a random node, respectively. The distribution function of \( P \) is denoted by \( F_P \), and \( \bar{F}_P = 1 - F_P \). In addition, for real functions \( f \) and \( g \), we say \( f \sim g \) if \( \lim_{x \to \infty} (f(x)/g(x)) = 1 \), and \( f = o(g) \) if \( \lim_{x \to \infty} (f(x)/g(x)) = 0 \). We also use notation \( d \rightarrow, \ P \rightarrow, a.s. \rightarrow \) to denote the convergence in distribution, convergence in probability, and almost sure (a.s.) convergence, respectively. Finally, \( \mathbb{P}(\cdot) \) and \( \mathbb{E}(\cdot) \) are respectively the probability and the expectation operators.

III. MATHEMATICAL PRELIMINARIES

Our characterization of the coverage and average rate scaling under general pathloss and fading models relies upon results from three related fields of study: regular variation, extreme value theory, and stochastic ordering.

A. Regular Variation

\textbf{Definition 3} (Regular varying function in Karamata’s sense [17]). A positive, Lebesgue measurable function \( h \) on \((0, \infty)\) is called regularly varying with index \( \alpha \in \mathbb{R} \) at \( \infty \) if \( \lim_{x \to \infty} \frac{h(tx)}{h(x)} = t^\alpha \) for \( 0 < t < \infty \). In particular, \( h \) is called slowly varying (resp. rapidly varying) \textit{(at} \( \infty \)) if \( \alpha = 0 \) (resp. if \( \alpha = -\infty \)). We denote by \( \mathcal{R}_\alpha \) the class of regularly varying functions with index \( \alpha \).

Note that if \( h \) is a regularly varying function with index \( \alpha \), it can be represented as \( h(x) = x^\alpha L(x) \) as \( x \to \infty \) for some \( L \in \mathcal{R}_0 \), see [18] Theorem 1.4.1]. Moreover, if a function \( h \) is
regularly varying with index \( \alpha, \alpha \in (-\infty, 0] \), then it is heavy-tailed. In Figure 2, we provide an illustration of the tail behavior classes; the interested reader is referred to [14], [17].

The following theorem due to Karamata is often useful to deal with regular varying functions.

**Lemma 1** (Karamata’s theorem). *Let \( L \in \mathbb{R}_0 \) be locally bounded in \([x_0, \infty)\) for some \( x_0 \geq 0 \):

- For \( \alpha > -1 \), we have \( \int_{x_0}^{x} L(t) \, dt \sim (\alpha + 1)^{-1} x^{\alpha+1} L(x), \quad x \to \infty \),
- For \( \alpha < -1 \), we have \( \int_{x}^{\infty} t^\alpha L(t) \, dt \sim - (\alpha + 1)^{-1} x^{\alpha+1} L(x), \quad x \to \infty \).

**Lemma 2** (Theorem A3.12, [17]). *Suppose \( h \in \mathbb{R}_{-\infty} \) is non-increasing, then for some \( z > 0 \) and all \( \alpha \in \mathbb{R} \) we have: \( \int_{z}^{\infty} t^\alpha h(t) \, dt < \infty \) and

\[
\lim_{x \to \infty} \frac{x^{\alpha+1} h(x)}{\int_{x}^{\infty} t^\alpha h(t) \, dt} = \infty. \tag{8}
\]

Reversely, if for some \( \alpha \in \mathbb{R} \), \( \int_{1}^{\infty} t^\alpha h(t) \, dt < \infty \) and (8) holds, then \( h \in \mathbb{R}_{-\infty} \).

Another important theorem of Karamata theory is presented in the following.

**Lemma 3** (Monotone density theorem). *Let \( U(x) = \int_{0}^{x} u(y) \, dy \) (or \( \int_{x}^{\infty} u(y) \, dy \)) where \( u \) is ultimately monotone (i.e., \( u \) is monotone on \((z, \infty)\) for some \( z > 0 \)). If \( U(x) \sim cx^{\alpha} L(x) \) as \( x \to \infty \) with \( c \geq 0 \), \( \alpha \in \mathbb{R} \) and \( L \in \mathbb{R}_0 \), then \( u(x) \sim c\alpha x^{\alpha-1} L(x) \) as \( x \to \infty \). For \( c = 0 \) these relations are interpreted as \( U(x) = o(x^{\alpha} L(x)) \) and \( u(x) = o(x^{\alpha-1} L(x)) \).

Finally, the following definition is useful for tail classification.

**Definition 4** (Tail-equivalence). *Two distributions \( F \) and \( H \) are called tail-equivalent if they
have the same right endpoint, say $x_\infty$, and $\lim_{x \uparrow x_\infty} \frac{F(x)}{H(x)} = c$ for $0 < c < \infty$.

B. Stochastic Ordering

Let $X$ and $Y$ be two random variables (RVs) defined on the same probability space such that $P(X > t) \leq P(Y > t)$, $\forall t \in \mathbb{R}$. Then $X$ is said to be smaller than $Y$ in the usual stochastic order, denoted by $X \leq_{st} Y$. [19]. The interpretation is that $X$ is less likely than $Y$ to take on large values.

The above definition can be generalized for a set of real valued functions $g : (0, \infty) \rightarrow \mathbb{R}$ (denoted by $\mathcal{G}$), and $X$ and $Y$ be two non-negative random variables. The integral stochastic order with respect to $\mathcal{G}$ is defined as $X \leq_{\mathcal{G}} Y \iff \mathbb{E}[g(X)] \geq \mathbb{E}[g(Y)], \forall g \in \mathcal{G}$.

The following ordering using the Laplace transform is relevant to our paper. For the class $\mathcal{G} = \{g(x) : g(x) = e^{-sx}, s > 0\}$, we have that

$$X \leq_{Lt} Y \iff \mathcal{L}_Y(s) = \mathbb{E}[e^{-sY}] \leq \mathbb{E}[e^{-sX}] = \mathcal{L}_X(s), \forall s > 0. \quad (9)$$

For all completely monotonic (c.m.) functions $g(\cdot)$ (see the definition in the sequel), we have that $X \leq_{Lt} Y \iff \mathbb{E}[g(X)] \geq \mathbb{E}[g(Y)]$, whereas for all $g(\cdot)$ that have a completely monotonic derivative (c.m.d.), $X \leq_{Lt} Y \iff \mathbb{E}[g(X)] \leq \mathbb{E}[g(Y)]$.

A function $g : (0, \infty) \rightarrow \mathbb{R}$ is said to be completely monotone (c.m.), if it possesses derivatives of all orders which satisfy $(-1)^n g^{(n)}(x) \geq 0, \forall x \geq 0$ and $n \in \mathbb{N} \cup \{0\}$, where the derivative of order $n = 0$ is defined as $g(x)$ itself. From Bernstein’s theorem [22], a function is c.m. iff it can be written as a mixture of decaying exponentials. A function $g : (0, \infty) \rightarrow \mathbb{R}$ with $g(x) \geq 0, \forall x > 0$, and $dg(x)/dx$ being c.m. is called a Bernstein function. Note that a c.m. function is positive, decreasing and convex, while a Bernstein function is positive, increasing and concave.

IV. MAIN RESULTS

A. Problem Statement

The main objective of this work is to fully understand the potential, challenges and limitations of network densification, as well as to derive scaling laws for coverage and average rate. In particular, we aim at answering the following questions:
• **How does network performance scale with the network infrastructure?**

• **What should be done to leverage the potential of network densification?**

We investigate these questions from a technical point of view, using tools from regular variation, extreme value theory, and stochastic ordering. This framework, not only allows us to characterize the asymptotic performance under general fading and pathloss models, but it also provides useful system design guidelines even in the absence of analytical closed-form expressions.

### B. Tail Behavior of Wireless Link

The network performance precisely depends on the received SINR, which in turn depends on $M$ and $I$ (cf. (7)). The behavior of the maximum $M$ and the sum $I$ is totally determined by that of the received power $P_i$. The following result characterizes the signal power $P_i$, in particular its tail behavior using tools from regular variation theory.

**Theorem 1.** The tail distribution of the received signal power $\bar{F}_P$ depends on the tail distribution of the channel power $\bar{F}_m$ and the pathloss function $l(r)$ as follows:

- If $\bar{F}_m \in \mathcal{R}_{-\alpha}$ with $\alpha \in [0, \infty]$, then $\bar{F}_P \in \mathcal{R}_{-\rho}$ where $\rho = \min(\delta_0, \alpha)$ with the convention that $\delta_0 = +\infty$ for $\beta_0 = 0$, and $\min(+\infty, +\infty) = +\infty$.

- If $\bar{F}_m(x) = o(\bar{H}(x))$ as $x \to \infty$ with $\bar{H} \in \mathcal{R}_{-\infty}$, then $\bar{F}_P(t)$ and $\bar{F}_m(A_0 t)$ are tail-equivalent for $\beta_0 = 0$, and $\bar{F}_P \in \mathcal{R}_{-\delta_0}$ for $\beta_0 > 0$.

**Proof:** See Appendix B.

Theorem 1 shows that the tail behavior of the wireless link depends not only on whether the pathloss function is bounded or not, but also on the tail behavior of the channel power. More precisely, a key implication of Theorem 1 is that pathloss and channel power have interchangeable effects on the tail behavior of the wireless link. This can also be shown using Breiman’s Theorem 23 and results from large deviation of product distributions. Specifically, if the channel power is regularly varying with index $-\rho$ and the $\rho$-moment of the pathloss is finite, then the tail behavior of the received signal is governed by the regularly varying tail, i.e. the wireless link is also regularly varying regardless of the pathloss singularity. For lighter-tailed channel power, the regular variation property of the wireless link is solely imposed by the pathloss singularity.

More importantly, Theorem 1 is a general result and covers all tail behaviors of the channel power. The first case covers the heaviest tails (i.e. $\mathcal{R}_{-\alpha}$ with $0 \leq \alpha < \infty$), such as Pareto
distribution, as well as the moderately heavy tails (i.e. the class $\mathcal{R}_{-\infty}$), such as exponential, normal, lognormal, gamma distributions. The second case covers all remaining tails (e.g. truncated distributions). Therefore, for any statistical distribution of the channel power, and in particular of fast fading and shadowing, Theorem 1 allows us to characterize the tail behavior of the wireless link, which is essential to understand the behavior of the interference, the maximum received power, and their asymptotic relationship.

In current wireless networks, the signal distribution $\bar{F}_m$ is governed by lognormal or gamma shadowing and Rayleigh fast fading. Since these fading distributions belong to the class $\mathcal{R}_{-\infty}$ and the pathloss is bounded, the tail distribution of the received signal follows $\bar{F}_P \in \mathcal{R}_{-\infty}$. Note also that in most relevant cases, it can be shown that $\bar{F}_P$ belongs to the maximum domain of attraction of a Gumbel distribution [21].

Remark 1. The above result can be seen as a generalization of prior results: [13] showed that the interference is tail-equivalent with the channel power if pathloss is bounded and if $\mathbb{E}(m) < \infty$ (note that this condition does not hold for $\bar{F}_m \in \mathcal{R}_{-\alpha}$, $\alpha \in [0, 1]$). [14, Chap. 8] showed that under lognormal channel power, $\bar{F}_P$ is regularly varying for unbounded pathloss, and behaves like a lognormal tail for bounded pathloss.

Based on the above result, we want now to better understand the signal power scaling and the interplay between pathloss function and channel power distribution. The following result can be derived.

Corollary 1. The tail distribution $\bar{F}_P$ is classified as follows:

- $\bar{F}_P \in \mathcal{R}_0$ if and only if $\bar{F}_m \in \mathcal{R}_0$.
- $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $\alpha \in (0, 1)$ if $\beta_0 > d$ or $\bar{F}_m \in \mathcal{R}_{-\alpha}$.
- $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $\alpha > 1$ if $0 < \beta_0 < d$ and $\bar{F}_m \notin \mathcal{R}_{-\rho}$ with $\rho \in [0, 1]$.
- $\bar{F}_P = o(\bar{H})$ with $\bar{H} \in \mathcal{R}_{-\infty}$ if $\beta_0 = 0$ and $\bar{F}_m = o(\bar{H})$.

C. SINR Scaling Laws

The tail behavior of the wireless link as characterized in previous section allows to provide scaling laws for the received SINR in the high density regime.

Theorem 2. In dense networks (i.e., $\lambda \to \infty$), the received SINR behaves as
1) $\text{SINR} \xrightarrow{p} \infty$ if $\bar{F}_P \in \mathcal{R}_0$.

2) $\text{SINR} \xrightarrow{d} D$ if $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $0 < \alpha < 1$, where $D$ has a non-degenerate distribution.

3) $\text{SINR} \xrightarrow{a.s.} 0$ if $\bar{F}_P \notin \mathcal{R}_{-\alpha}$ with $\alpha \in [0, 1]$.

**Proof:** See Appendix C.

According to Corollary 1, $\bar{F}_P \in \mathcal{R}_0$ is due to the fact that $\bar{F}_m \in \mathcal{R}_0$. Since $m$ is the channel power containing the transmit power and all potential gains and propagation phenomena (including fading, array gain, etc.), $\bar{F}_m \in \mathcal{R}_0$ means that the channel power is more probable to take large values. As a result, it compensates the pathloss and makes the desired signal power grow at the same rate as the aggregate interference (i.e. $M/I \xrightarrow{p} 1$). This provides a theoretical justification to the fact that network densification always enhances the signal quality SINR.

When $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $0 < \alpha < 1$, $\text{SINR} \xrightarrow{d} D$ implies that the SINR distribution converges to a non-degenerate distribution. Moreover, from Corollary 1 this is due to either large near-field exponent or heavy-tailed channel power. In that case, for any SINR target $y$, the coverage probability $\mathbb{P}(\text{SINR} > y)$ flattens out starting from some network density $\lambda$ (ceiling effect). This means that further increasing the network density by installing more BSs does not improve the network performance. This saturation effect is confirmed by simulation experiments shown in Figure 3, where the tail distribution of SINR converges to a steady distribution for both cases: either $\beta_0 > d$ (left plot) or $\bar{F}_m \in \mathcal{R}_{-\alpha}$ with $\alpha \in (0, 1)$ (right plot). In Figure 3 by $F_m \sim \text{Composite}$ we mean that channel power corresponds to the case with constant transmit power and with commonly known composite Rayleigh-lognormal fading, which belongs to the rapidly varying class $\mathcal{R}_{-\infty}$. Pareto$(\alpha)$ stands for channel power following a Pareto distribution of shape $1/\alpha$ and some scale $\sigma > 0$, i.e. Pareto$(\alpha) : \bar{F}_m(x) = (1 + x/\sigma)^{-\alpha}$. Note that Pareto$(\alpha) \in \mathcal{R}_{-\alpha}$.

In practically relevant network configurations, the pathloss attenuation is bounded (i.e. $\beta_0 = 0$) and channel power is normally less heavy-tailed or even truncated (i.e. $\bar{F}_m = o(\bar{H})$ for some $\bar{H} \in \mathcal{R}_{-\infty}$). In particular, the conventional case of lognormal shadowing and Rayleigh fading results in channel power belonging to the class $\mathcal{R}_{-\infty}$. As a result, based on Theorem 1 we have that $\bar{F}_P \in \mathcal{R}_{-\infty}$, hence $\text{SINR} \xrightarrow{a.s.} 0$. Therefore, the SINR is proven to be asymptotically decreasing with the infrastructure density. This means that there is a fundamental limit on network densification and the network should not operate in the ultra dense regime since deploying excessively many BSs would decrease the network performance due to the fact that signal power
Figure 3. Validation of the convergence of SINR to a steady distribution in case of $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $\alpha \in (0, 1)$. Simulated parameters include two-slope pathloss (i.e. $K = 2$) with $A_0 = 1$, $\beta_1 = 4$, $R_1 = 10$ m, $R_\infty = 40$ km, two-dimensional network domain (i.e. $d = 2$), and network density $\lambda$ in BSs/km$^2$.

Figure 4. Validation of the convergence of SINR to zero when $\bar{F}_P \notin \mathcal{R}_{-\alpha}$ with $\alpha \in [0, 1]$. Simulated parameters include two-slope pathloss (i.e. $K = 2$) with $A_0 = 1$, $\beta_1 = 4$, $R_1 = 10$ m, $R_\infty = 40$ km, two-dimensional network domain (i.e. $d = 2$), and network density $\lambda$ in BSs/km$^2$.

boosting cannot compensate for the faster growing aggregate interference (i.e. $M/I \overset{a.s.}{\to} 0$). In other words, there exists an optimal density value until which the SINR monotonically increases, and after which the SINR monotonically decreases.

In Figure 4 we provide simulation results with $\bar{F}_P \notin \mathcal{R}_{-\alpha}$ with $\alpha \in [0, 1]$, with $\bar{F}_P \in \mathcal{R}_{-2}$.
in Figure 4(a) and \( \bar{F}_P \in \mathcal{R}_{-4} \) in Figure 4(b). We observe that the claim that the tail of SINR distribution vanishes and converges to zero when \( \lambda \) increases is confirmed. The convergence of SINR to zero in the high density regime further emphasizes the cardinal importance of performing local scheduling among BSs, as well as signal processing mechanisms for interference mitigation.

D. Network Densification Scaling Regimes

We investigate now the fundamental limits to the amount of densification, which depend not only on the pathloss but also on the channel power distribution. Based on previous analytical results and the below theorem, we show that there exists a phase transition when the network density goes to infinity (ultra-densification). Depending on the pathloss attenuation (singularity and multi-slope) and the channel power distribution, there could be three distinct regimes for the coverage and the average rate: monotonically increasing, saturation, and deficit.

**Theorem 3.** The coverage \( P_y(\lambda) \) for fixed \( y \) and the rate \( C(\lambda) \) scale as follows:

1) \( P_y(\lambda) \to 1 \) and \( C(\lambda) \to \infty \) as \( \lambda \to \infty \) if \( \bar{F}_P \in \mathcal{R}_0 \).

2) \( \frac{P_y(u\lambda)}{P_y(\lambda)} \to 1 \) and \( \frac{C(u\lambda)}{C(\lambda)} \to 1 \) for \( 0 < u < \infty \) as \( \lambda \to \infty \) if \( \bar{F}_P \in \mathcal{R}_{-\alpha} \) with \( 0 < \alpha < 1 \).

3) \( P_y(\lambda) \to 0 \) and \( C(\lambda) \to 0 \) as \( \lambda \to \infty \) if \( \bar{F}_P \not\in \mathcal{R}_{-\alpha} \) with \( \alpha \in [0, 1] \); moreover there exist finite densities \( \lambda_p, \lambda_c \) such that \( P_y(\lambda_p) > \lim_{\lambda \to \infty} P_y(\lambda) \) and \( C(\lambda_c) > \lim_{\lambda \to \infty} C(\lambda) \).

**Proof:** See Appendix D.

The above result identifies three scaling regimes for the coverage probability and rate depending on the behavior of \( \bar{F}_P \):

- **Growth regime:** When \( \bar{F}_P \in \mathcal{R}_0 \), meaning that the channel power \( m \) is slowly varying \( \bar{F}_m \in \mathcal{R}_0 \) (see Corollary 11), both coverage and rate are monotonically increasing with \( \lambda \). In particular, the average rate asymptotically grows with the network density. In Figure 5, we show simulations with \( \bar{F}_m \sim \text{Pareto}(0.03) \). We can see that, even though the pathloss is bounded, the coverage probability is almost one for all SINR thresholds, while throughput increases almost linearly with the logarithm of the network density in the evaluated range.

This growth regime, revealed from Theorem 3, shows that the great expectations on the

1Pareto distribution with relatively small varying index \( \alpha \) was used as an approximation of \( \bar{F}_m \in \mathcal{R}_0 \) since standard software packages (e.g. Matlab) do not have built-in tools for slowly varying distributions. Note that the smaller the varying index is, the more likely the realizations of the channel power are to have large values, resulting in numerical overflow.
Density, $\lambda$ (nodes per km$^2$)

(a) Coverage probability with $\beta_0 = 0$

(b) Average rate with $\beta_0 = 0$

Figure 5. Experiment of growth regime. Approximation of $F_P \in \mathcal{R}_0$ by $F_m \sim \text{Pareto}(0.03)$ in Matlab simulation. Simulated parameters include two-slope pathloss (i.e. $K = 2$) with $A_0 = 1$, $\beta_1 = 4$, $R_1 = 10$ m, $R_\infty = 40$ km, two-dimensional network domain (i.e. $d = 2$), and network density $\lambda$ in BSs/km$^2$.

(a) Coverage probability with $\beta_0 = 3$

(b) Average rate with $\beta_0 = 3$

Figure 6. Saturation regime due to $\beta_0 > d$. Here, saturation of both coverage probability (left plot) and rate (right plot) is due to large near-field pathloss exponent $\beta_0 = 3$, which leads to $F_P \in \mathcal{R}_{-\alpha}$ with $\alpha \in (0, 1)$ for all considered types of the channel power distribution including composite Rayleigh-lognormal, Rayleigh, and Pareto(0.5). Simulated parameters include two-slope pathloss (i.e. $K = 2$) with $A_0 = 1$, $\beta_1 = 4$, $R_1 = 10$ m, $R_\infty = 40$ km, two-dimensional network domain (i.e. $d = 2$), and network density $\lambda$ in BSs/km$^2$.

The potential of network densification are theoretically possible. However, since slowly varying distributions are rather theoretical extremes and would be rarely observable in practice, the growth regime would be highly unlikely in real-world networks.
• **Saturation regime:** When the channel power is regularly varying with index within \(-1\) and \(0\) or the near-field pathloss exponent \(\beta_0\) is larger than the network dimension \(d\), the tail distribution of wireless link behaves as \(\bar{F}_p \in \mathcal{R}_{-\alpha}\) with \(\alpha \in (0, 1)\). Consequently, both coverage probability and rate saturate past a certain network density. This saturation behavior is also confirmed by simulation experiments as shown in Figure 6 and Figure 7. In Figure 6, it is the pathloss function’s singularity with \(\beta_0 > d\) that creates performance saturation for any type of channel power distribution not belonging to the class \(\mathcal{R}_0\). In Figure 7, the saturation is completely due to regularly varying channel power \(\bar{F}_m \in \mathcal{R}_{-\alpha}\), \(\alpha \in (0, 1)\), regardless of pathloss boundedness. Prior studies have shown that the network performance is invariant of the network density for unbounded pathloss and negligible background noise. Our results (Theorem 3) show that this performance saturation may happen in a much larger setting, including (i) with non-negligible thermal noise, and (ii) even with bounded pathloss if channel power is in the class \(\mathcal{R}_{-\alpha}\) with \(\alpha \in (0, 1)\). More importantly, the unbounded property of the pathloss - widely used in the literature - is just a necessary condition to have saturated performance. A sufficient condition is that the near-field pathloss exponent has to be greater than the network dimension, i.e. \(\beta_0 > d\). As we will see shortly, when channel power is less heavy-tailed than the class \(\mathcal{R}_{-\alpha}\) with \(\alpha \in [0, 1]\), then unbounded pathloss with \(0 < \beta_0 < d\) results in the same scaling regime as bounded pathloss does.

• **Deficit regime:** The third regime of network densification is determined first by a channel power distribution that is less heavy-tailed, precisely all remaining distributions not belonging to \(\mathcal{R}_{-\alpha}\) with \(\alpha \in [0, 1]\), and second by a near-field pathloss exponent smaller than the network dimension (i.e. \(\beta_0 < d\)). In this regime, both coverage probability and rate initially increase in the low density regime, then achieve a maximum at a finite network density, after which they start decaying and go to zero in the ultra dense regime. This behavior is also confirmed by simulations shown in Figure 8. More precisely, both coverage probability (left plot) and rate (right plot) exhibit ‘inverse U’ curves with respect to the network density \(\lambda\) for different SINR thresholds \(y\) and different types of channel power distribution. This suggests that there is an optimal point of network density to aim for. Particularly, this deficit regime can happen even with unbounded pathloss given that the near-field exponent is still smaller than the network dimension (i.e. \(\beta_0 < d\)); the bounded pathloss used in prior works (\(\beta_0 = 0\)) to obtain this deficit regime is a special case of this class.
Table I summarizes the behavior of network performance according to Theorem 3 and shows the three different regimes. First, we see that the optimistic expectation of ever-growing rate and full coverage in UDNs is theoretically possible, though unlikely in reality. Second, we shed light on the divergence between previous results on the fundamental limits of network densification.
Table I  
SCALING REGIMES.

| Scaling regime | $F_m \in \mathcal{R}_{-\alpha}$ | $\bar{F}_m$ is lighter-tailed |
|----------------|---------------------------------|-----------------------------|
| $\beta_0 < d$  | $0 < \alpha < 1$                 | inverse U                   |
| $\beta_0 > d$  | $\beta_0 \rightarrow \infty$, $\mathcal{P} \rightarrow 1$, $\mathcal{C} \rightarrow \infty$ | saturation                  |

It is due to two different assumptions on the pathloss model, one with $\beta_0 > d$ that results in saturating regime, and the other with $\beta_0 = 0$ that results in deficit regime.

E. Ordering Results and Design Guidelines

The mathematical framework developed above characterizes the asymptotic behavior of coverage and throughput in dense spatial networks. In short, knowing the tail behavior of fading and pathloss characteristics, we can see in which regime (growth, saturation or deficit) the performance falls in. We want now to compare two networks with same scaling regime but different characteristics (e.g. different number of transmit antennas, different shadowing, etc.) and see where we will achieve better network performance. One approach to answer this question would be to derive the performance metrics in closed form. Although the exact distribution of SINR is known for a simplified network model, e.g. [2], [24], it is still analytically cumbersome for realistic and practically relevant system models. In the absence of handy analytical expressions, it is difficult to compare different transmission techniques in general network settings. For that, in addition to the scaling laws, we develop ordering results for both coverage and average rate in order to facilitate more fine comparison between UDNs with different parameters. The ordering approach provides crisp insights and useful design guidelines into the relative performance of different transmission techniques, while circumventing the need to evaluate complicated coverage and rate expressions. As such, the scaling results provide an answer on the asymptotic performance behavior (increase, saturation, or inverse-U), while the ordering results aim at identifying when we have superior performance in terms of coverage and rate among networks with the same asymptotic performance.

We derive first the asymptotic Laplace transform of the inverse of SINR, denoted by $Z =$
Lemma 4. If $\bar{F}_P \in R_{-\alpha}$ with $\alpha \in [0, \infty)$, then for $s \in \mathbb{R}^+$,
\[
L_Z(s) = \left(1 + \alpha \int_0^1 (1 - e^{-st}) \frac{dt}{t^{\alpha+1}}\right)^{-1}, \quad \text{as } \lambda \to \infty.
\]

Proof: See Appendix E.

Theorem 4. For two networks $\Xi_1$ and $\Xi_2$ with the same density $\lambda$ and with distribution of wireless link $F_1$ and $F_2$, resp., if $\bar{F}_1 \in R_{-\alpha_1}$, $\bar{F}_2 \in R_{-\alpha_2}$, and $0 \leq \alpha_1 \leq \alpha_2 \leq \infty$, then
\[
\mathbb{E}(\text{SINR}_1) \geq \mathbb{E}(\text{SINR}_2) \quad \text{and} \quad \mathbb{E}(\log(1 + \text{SINR}_1)) \geq \mathbb{E}(\log(1 + \text{SINR}_2)),
\]
(10)
as $\lambda \to \infty$, where $\text{SINR}_1$ and $\text{SINR}_2$ are the received SINR of $\Xi_1$ and $\Xi_2$, respectively.

Proof: See Appendix F.

Theorem 4 states that the heavier the tail of wireless link distribution, the better the performance under ultra-densification. As shown by Theorem 1, a heavier-tailed wireless link distribution can be obtained through either a heavier-tailed channel power distribution $m$ or greater near-field pathloss exponent $\beta_0$. Physically, heavier-tailed channel power $m$ means greater probability of high channel power, taking into account all effects, such as transmit power, array gains, beamforming gain. Since higher channel power may also increase interference, a natural question is whether it is beneficial to have higher beamforming gain (or higher channel power in general) in the high density regime. Note that large beamforming gains will increase the interference towards the users who are located in the beam-direction of the intended user, however since large beamforming gains are achieved with narrow beams, this probability may be low. Here, Theorem 4 states that that achieving higher beamforming gains or using techniques that render the tail of wireless link distribution heavier are beneficial in terms of network performance. In short, directional transmissions can be beneficial for the network performance, as are envisioned for massive MIMO and millimeter wave systems.

Suppose now that we want to compare two networks $\Xi_1$ and $\Xi_2$ with the same useful received signal power $M$. The following result holds.

Theorem 5. Consider two networks $\Xi_1$ and $\Xi_2$, let $I_{\Xi_1}$ and $I_{\Xi_2}$ denote the interference power
of $\Xi_1$ and $\Xi_2$, respectively. Let $M$ be the maximum received signal power with tail $\tilde{F}_M(x)$. If $\tilde{F}_M(x)$ is a c.m. function and if $I_{\Xi_1} \leq_{lt} I_{\Xi_2}$, then $\text{SINR}_2 \leq_{st} \text{SINR}_1$.

**Proof:** See Appendix G.

Theorem 5 allows to conclude the usual stochastic ordering of SINRs whenever Laplace transform ordering of interferences can be established. Note that under the stronger assumption that $I_{\Xi_1} \leq_{st} I_{\Xi_2}$, we have $\text{SINR}_2 \leq_{st} \text{SINR}_1$ for any tail distribution of $M$ and not only for c.m. tail distribution functions.

Let us now compare two networks $\Xi_1$ and $\Xi_2$ with average rates $C_{\Xi_1}$ and $C_{\Xi_2}$, respectively. Consider that $M_{\Xi_1} \leq_{lt} M_{\Xi_2}$, and $I_{\Xi_1} \leq_{lt} I_{\Xi_2}$. The average rate can be written as $\mathbb{E}(\log(1 + \text{SINR})) = \mathbb{E}(\log(1 + \frac{1}{(I+W)/M-1}))$. Since $\log(1 + \frac{1}{(I+W)/M-1})$ is a c.m. function with respect to $I$ and is also a c.m. function with respect to $M$, using (2) we can show that $C_{\Xi_1} \geq C_{\Xi_2}$. Therefore, by establishing Laplace transform ordering for both interference and maximum received signal together, we can obtain an average rate ordering and can compare the average rate for general fading distributions.

**Example.** Consider two networks $\Xi_1$ and $\Xi_2$ with lognormal fading $m_{\Xi_1} \leq_{st} m_{\Xi_2}$ and the same pathloss model. It can be easily shown that $M_{\Xi_1} \leq_{lt} M_{\Xi_2}$. Then for $I_{\Xi_1} \leq_{lt} I_{\Xi_2}$, we have that $C_{\Xi_1} \geq C_{\Xi_2}$ and $\mathbb{E}(\text{SINR}_1) \geq \mathbb{E}(\text{SINR}_2)$ (since $Z_{\Xi_1} \leq_{lt} Z_{\Xi_2}$ and $g(x) = 1/x$ is a c.m. function). Let us compare now two multi-antenna networks with $N_1$ and $N_2$ transmit antennas per base station, respectively. Considering only fast fading and transmit beamforming (e.g. maximum ratio transmission), the received signal fading is distributed according to $\Gamma(N_1, 1)$ and $\Gamma(N_2, 1)$, respectively. Then, for $N_1 \leq N_2$, we have $M_1 \leq_{st} M_2$, resulting in that the average (maximum) SINR and the rate in $\Xi_2$ is higher than that in $\Xi_1$, even if their performance convergences asymptotically to the same regime.

V. CONCLUSIONS

This paper has presented a new framework for analyzing the performance - in terms of downlink SINR, coverage, and throughput - of wireless network densification and for identifying its potential and challenges. We considered a practically relevant channel model that captures multi-slope pathloss and general channel gain distributions, including transmit power, shadowing, fast fading, as well as associated gains such as antenna pattern and beamforming gain. A key
finding is that under strongest cell association, the performance of ultra dense wireless networks exhibits three distinct regimes, namely growth, saturation, and deficit regime. The tail behavior of the channel power and near-field pathloss exponent are the key parameters that determine the performance limits and the asymptotic scaling. Some particular implications include:

- Monotonically increasing network performance by means of ultra-densification is theoretically possible, though highly unlike in reality since it requires slowly varying channel power, which is a theoretical extreme.
- In practice, installing more BSs is beneficial to the network performance up to a density point, after which further densification can become harmful due to faster growth of interference compared to useful signal. This highlights the cardinal importance of interference mitigation, coordination among neighboring cells and local spatial scheduling.
- Increasing the tail distribution of the channel power using advanced transmission techniques, such as massive MIMO, CoMP, and directional beamforming, is beneficial as it improves the performance scaling regime. Moreover, the effect of emerging technologies (e.g. D2D, mmWave) on near-field pathloss and channel power distribution need to be studied.
- It is meaningful to determine the optimal network density beyond which further densification becomes destructive or cost-ineffective. This operating point will depend on properties of the channel power, noise level, and pathloss in the near-field region, and is of cardinal importance for the successful deployments of 5G UDNs.

**APPENDIX**

**A. Distribution of Wireless Link**

We first investigate the exact distribution of the wireless link in a given wireless network $\Xi$.

**Lemma 5.** If $R_\infty < \infty$, then the distance from the user to a random node admits a non-degenerate distribution given as $G(r) = (r/R_\infty)^d$ for $r \in [0, R_\infty]$, and $G(r) = 1$ for $r \geq R_\infty$.

**Proof:** Under the assumption that nodes are distributed according to a homogeneous PPP, the nodes of a realization $\phi$ of $\Phi$ are uniformly distributed. Thus, given $\phi$ and the assumption that $R_\infty < \infty$, the distribution of the distance to a random node of $\phi$, say $G(\cdot; \phi)$, is $G(r; \phi) = (r/R_\infty)^d$ for $0 \leq r \leq R_\infty$, and $G(r; \phi) = 1$ for $r \geq R_\infty$. Then, taking $G(r) = \mathbb{E}_\phi(G(r; \phi))$, the result follows. $\blacksquare$
Remark. First, note that the distribution $G$ is different from the usual void probability, which is the distance to the closest node (nearest neighbor). Second, we can see that for unbounded network domains ($R_\infty = \infty$), the distance to a random node does not have a non-degenerate distribution. This is because under the PPP assumption, the number of nodes at equal distance increases with the circumference, which tends to infinity when the outer distance tends to infinity, leading to an absorption of probability. Therefore, using a limited network domain is not only more realistic, but also useful to have a normally behaving distribution of the distance.

Lemma 6. Denote $a_K = A_{K-1}R_\infty^{\beta_{K-1}}$, and for $k = 0, \ldots, K-1$ denote $a_k = A_k R_\infty^{\beta_k}$, and

$$J_k(t) = \frac{\mathbb{E}(m^{\delta_k} \mathbb{1}(a_k t \leq m < a_{k+1} t))}{A_k^\delta R_\infty^\delta} t^{-\delta_k}. \quad (11)$$

Then,

$$\bar{F}_P(t) = \bar{F}_m(a_K t) + \sum_{k=k_0}^{K-1} J_k(t), \quad (12)$$

where $k_0 = 0$ for $\beta_0 > 0$, and $k_0 = 1$ for $\beta_0 = 0$.

Proof: Using $l(r)$ given in (1), we have

$$\bar{F}_P(t) = \int_0^{R_\infty} \bar{F}_m(t l(r)) G(dr) = \sum_{k=0}^{K-1} \mathcal{I}_k(t), \quad (13)$$

where $\mathcal{I}_k(t) := \int_{R_k}^{R_{k+1}} \bar{F}_m(A_k r^{\beta_k} t) G(dr)$.

(i) For $\beta_k > 0$: integration by parts with $\bar{F}_m(A_k r^{\beta_k} t)$ and $G(dr)$ for $\mathcal{I}_k$ yields

$$\mathcal{I}_k(t) = \bar{F}_m(A_k r^{\beta_k} t) G(r) \bigg|_{R_k}^{R_{k+1}} + J_k(t),$$

where $J_k(t) = \int_{R_k}^{R_{k+1}} G(r) dF_m(A_k r^{\beta_k} t)$, which reduces to (11) after change of variable $u = A_k r^{\beta_k} t$ and applying the condition $A_k R_k^{\beta_k} = A_{k+1} R_{k+1}^{\beta_{k+1}} = a_{k+1}$ due to (4). On the other hand, applying again (4),

$$\sum_{k=0}^{K-1} \left( \bar{F}_m(A_k r^{\beta_k} t) G(r) \bigg|_{R_k}^{R_{k+1}} \right) = \bar{F}_m(a_K t). \quad (14)$$

Hence, substituting (14) back to (13) yields (12) with $k_0 = 0$. 
(ii) For $\beta_0 = 0$, we have

$$
\bar{F}_P(t) = \mathcal{I}_0(t) + \sum_{k=1}^{K-1} \mathcal{I}_k(t) = \int_0^{R_1} \bar{F}_m(A_0 t) G(dr) + \sum_{k=1}^{K-1} \mathcal{I}_k(t).
$$

Thus,

$$
\bar{F}_P(t) = \bar{F}_m(A_0 t) G(R_1) + \bar{F}_m\left(A_{K-1} \mathcal{R}_\infty^\beta_{K-1} t\right) G(R_\infty) - \bar{F}_m\left(A_1 \mathcal{R}_1^\beta t\right) G(R_1) + \sum_{k=1}^{K-1} J_k(t),
$$

in which $A_0 = A_1 \mathcal{R}_1^\beta_1$ due to (4). Hence, (12) with $k_0 = 1$.

\[\]

**B. Proof of Theorem 1**

(1a) For the case of $\bar{F}_m \in \mathcal{R}_{-\alpha}$ for $\alpha \in [0, \infty)$, $\bar{F}_m$ can be represented as $\bar{F}_m(x) \sim x^{-\alpha} L(x)$ for some $L \in \mathcal{R}_0$. Then, by the monotone density theorem (see Lemma 3 and [17, Prop. A3.8]), the density function $f_m$ of $F_m$ can be written as $f_m(t) \sim \alpha t^{-\alpha-1} L(t)$ as $t \to \infty$.

For $k \geq 1$: As $t \to \infty$, $\mathbb{E}(m^{\beta_k} 1(a_k t \leq m < a_{k+1} t)) \sim \int_{a_{k}}^{a_{k+1}} \alpha x^{\delta_k-\alpha-1} L(x) dx$.

If $\alpha > \delta_k$: by Karamata’s theorem (see Lemma 1 and [18, Prop. 1.5.8]), for $t_0 > 0$,

$$
\int_{a_{k}}^{a_{k+1}} \alpha x^{\delta_k-\alpha-1} L(x) dx = \int_{t_0}^{a_{k+1}} \alpha x^{\delta_k-\alpha-1} L(x) dx - \int_{t_0}^{a_{k}} \alpha x^{\delta_k-\alpha-1} L(x) dx
\sim \frac{\alpha}{\delta_k - \alpha} \left( a_{k+1}^{\delta_k-\alpha} - a_{k}^{\delta_k-\alpha} \right) L(t) t^{\delta_k-\alpha}, \quad \text{as } t \to \infty.
$$

If $\alpha < \delta_k$: similarly to the above case, we can easily obtain the same result using Karamata’s theorem. Note that if $\alpha = \delta_k$ for some $k \in [1, K - 1]$, we can also easily show that $J_k(t) \sim c L(t) t^{-\alpha}$ for some constant $c$. Thus, for $k \geq 1$,

$$
J_k(t) \sim \frac{\alpha}{\delta_k - \alpha} \frac{a_{k+1}^{\delta_k-\alpha} - a_{k}^{\delta_k-\alpha}}{A_k^\delta \mathcal{R}_\infty^\alpha} L(t) t^{-\alpha}, \quad \text{as } t \to \infty. \quad (15)
$$

For $k = 0$: If $\delta_0 < \alpha$, then $\mathbb{E}(m^{\delta_0})$ exists and $\mathbb{E}(m^{\delta_0} 1(0 \leq m < a_1 t)) = \mathbb{E}(m^{\delta_0})$ as $t \to \infty$. Thus, $J_0(t) = \mathbb{E}(m^{\delta_0} A_0^{\delta_0} \mathcal{R}_\infty^\alpha t^{-\delta_0})$ as $t \to \infty$. Otherwise, i.e. if $\delta_0 \geq \alpha$, then we have

$$
\mathbb{E}(m^{\delta_0} 1(0 \leq m < a_1 t)) = \int_0^{a_1 t} x^{\delta_0} F_m(dx) = \frac{\alpha(a_1 t)^{\delta_0}}{\delta_0 - \alpha} \bar{F}_m(a_1 t), \quad \text{as } t \to \infty.
$$

where (a) is due to [17, Prop. A3.8], and (b) is due to the representation $\bar{F}_m(x) \sim x^{-\alpha} L(x)$. 

Thus, as $t \to \infty$,

$$J_0(t) = \frac{\mathbb{E}_m(m^{\delta_0} \mathbf{1}(0 \leq m < a_1 t))}{A_0^{\delta_0} R_\infty^{d \delta_0}} = \begin{cases} \mathbb{E}(m^{\delta_0}) A_0^{-\delta_0} R_\infty^{-d \delta_0}, & \text{if } \delta_0 < \alpha \\ \alpha(\delta_0 - \alpha)^{-1} a_1^{\delta_0 - \alpha} L(t) t^{-\alpha}, & \text{if } \delta_0 \geq \alpha \end{cases}. \quad (16)$$

By substituting (15) and (16) into the expressions of $\tilde{F}_P$ given by Lemma 6, we have

$$\tilde{F}_P(t) = \tilde{F}_m(a_k t) + \sum_{k=i}^{K-1} J_k(t) \sim \begin{cases} \left( a_K^{-\alpha} + \sum_{k=1}^{K-1} C_k \right) \frac{L(t)}{t^{\alpha}}, & \text{if } \beta_0 = 0, \\ \left( a_K^{-\alpha} + \sum_{k=0}^{K-1} C_k \right) \frac{L(t)}{t^{\alpha}}, & \text{if } \beta_0 > 0, \delta_0 \geq \alpha, \\ \left( a_K^{-\alpha} + \sum_{k=0}^{K-1} C_k \right) \frac{L(t)}{t^{\alpha}} + \frac{\mathbb{E}(m^{\delta_0})}{A_0^{\delta_0} R_\infty^{d \delta_0}}, & \text{if } \beta_0 > 0, \delta_0 < \alpha, \end{cases}$$

as $t \to \infty$ where $C_k = \alpha(a_{k+1}^{-\alpha} - a_k^{-\alpha}) \left( (\delta_k - \alpha) A_k^{\delta_k} R_\infty^{d} \right)^{-1}$, and where for the last case with $\beta_0 > 0$ and $\delta_0 < \alpha$, we further have $t^{-\alpha} = o(t^{-\delta_0})$ as $t \to \infty$. As a result, $\tilde{F}_P$ is regularly varying with index $\alpha$ if $\alpha \leq \delta_0$, and with index $\delta_0$ if $\delta_0 < \alpha$. Hence the proof for $\tilde{F}_m \in \mathcal{R}_{-\alpha}$ with $\alpha \in [0, \infty)$.

(1b) Now, assume that $F_m \in \mathcal{R}_{-\infty}$. For $k \geq 1$, we have

$$\mathbb{E}(m^{\delta_k} \mathbf{1}(a_k t \leq m < a_{k+1} t)) = \int_{a_k t}^{a_{k+1} t} x^{\delta_k} dF_m(x)$$

$$= \frac{\tilde{F}_m(a_k t)}{a_k^{-\delta_k} t^{-\delta_k}} - \frac{\tilde{F}_m(a_{k+1} t)}{a_{k+1}^{-\delta_k} t^{-\delta_k}} + \int_{a_k t}^{a_{k+1} t} \frac{\delta_k \tilde{F}_m(x)}{x^{1-\delta_k}} dx$$

\[
\sim a_k^{\delta_k} \tilde{F}_m(a_k t) t^{\delta_k}, \quad \text{as } t \to \infty, \quad (17)
\]

where $(\ast)$ is by the facts that, as $t \to \infty$:

- $\tilde{F}_m(a_{k+1} t) = o(\tilde{F}_m(a_k t))$ since $\tilde{F}_m \in \mathcal{R}_{-\infty}$ and $a_{k+1} > a_k$,
- and $\int_t^{\infty} x^u \tilde{F}_m(x) \, dx = o(t^{u+1} \tilde{F}_m(t))$, $\forall u$, since $\tilde{F}_m \in \mathcal{R}_{-\infty}$, see Lemma 2

Thus, for $k \geq 1$, as $t \to \infty$,

$$J_k(t) \sim a_k^{\delta_k} \frac{\tilde{F}_m(a_k t)}{A_k^{\delta_k} R_\infty^{d \delta_k}} = \left( \frac{R_k}{R_\infty} \right)^d \tilde{F}_m(a_k t). \quad (18)$$

In addition, for $\beta_0 > 0$, as $t \to \infty$,

$$J_0(t) = \frac{\mathbb{E}_m(m^{\delta_0} \mathbf{1}(0 \leq m < a_1 t))}{A_0^{\delta_0} R_\infty^{d \delta_0}} \to \frac{\mathbb{E}(m^{\delta_0})}{A_0^{\delta_0} R_\infty^{d \delta_0}} \quad (19)$$

Therefore,
For $\beta_0 > 0$: $F_P(t) \sim \sum_{k=1}^{K} \left( \frac{R_k}{R_\infty} \right)^d \bar{F}_m(a_k t) + \frac{\mathbb{E}(m^{\beta_0})}{A_0^{\beta_0} R_\infty^d} t^{-\delta_0} \sim \frac{\mathbb{E}(m^{\beta_0})}{A_0^{\beta_0} R_\infty^d} t^{-\delta_0}$, as $t \to \infty$. Thus, $F_P \in \mathcal{R}_{-\delta_0}$.

For $\beta_0 = 0$: $\lim_{t \to \infty} \frac{\bar{F}_P(ut)}{F_P(t)} = \lim_{t \to \infty} \sum_{k=1}^{K} \left( \frac{R_k}{R_\infty} \right)^d \bar{F}_m(a_k t) = \begin{cases} 0, & \text{if } u > 1 \\ \infty, & \text{if } 0 < u < 1 \end{cases}$.

Thus, $F_P \in \mathcal{R}_{-\infty}$. In addition, since $\bar{F}_m \in \mathcal{R}_{-\infty}$ and $a_k < a_{k+1}$, we have $F_P(t) \sim (R_1/R_\infty)^d \bar{F}_m(A_0 t)$ where $A_0$ is due to the fact that $a_1 = A_1 R_1^{\beta_1} = A_0 R_1^{\beta_0} = A_0$ for $\beta_0 = 0$. This completes the proof of the first assertion.

(2) Assume that $\bar{F}_m(t) = o(H(t))$ as $t \to \infty$ for $H \in \mathcal{R}_{-\infty}$. This means that $\bar{F}_m$ decays more rapidly than $H$, which in its turn decays the fastest among the class of the regularly varying distributions. Thus, (17) applies, and so (18) does. In addition, for $\beta_0 > 0$, we also have (19).

Thus, as $t \to \infty$,

- For $\beta_0 > 0$: $F_P(t) \sim \sum_{k=1}^{K} \left( \frac{R_k}{R_\infty} \right)^d \bar{F}_m(a_k t) + \frac{\mathbb{E}(m^{\beta_0})}{A_0^{\beta_0} R_\infty^d} t^{-\delta_0} \sim \frac{\mathbb{E}(m^{\beta_0})}{A_0^{\beta_0} R_\infty^d} t^{-\delta_0}$. Thus, $F_P \in \mathcal{R}_{-\delta_0}$.
- For $\beta_0 = 0$: $\bar{F}_m(a_k t) \sim \left( \frac{R_k}{R_\infty} \right)^d \bar{F}_m(a_k t)\sim \left( \frac{R_k}{R_\infty} \right)^d \bar{F}_m(A_0 t)$, where $(\ast)$ is by the fact that $a_1 = A_1 R_1^{\beta_1} = A_0 R_1^{\beta_0} = A_0$. Thus, $F_P(t) \sim \bar{F}_m(A_0 t)$.

This proves the second assertion.

C. Proof of Theorem 2

For $y > 0$, we have $\mathbb{P}(\text{SINR} > y) = \mathbb{P}\left( \frac{I - M + W}{M} < \frac{1}{y} \right) \to \mathbb{P}\left( \frac{I - M - 1}{y} < \frac{1}{y} \right)$ as $\lambda \to \infty$ since $W$ is finite and $m_i$ is not identical to zero.

If $\bar{F}_P \in \mathcal{R}_0$, $I/M \xrightarrow{p} 1$ due to [25]. Thus, $\forall y$

$$\mathbb{P}(\text{SINR} > y) = \mathbb{P}\left(((I/M) - 1 < y^{-1}\right) = 1, \text{ as } \lambda \to \infty.$$  

If $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $0 < \alpha < 1$, $M/I \xrightarrow{d} R$ as $\lambda \to \infty$ where $R$ has a non-degenerate distribution [26]. As a result, 

$$\mathbb{P}(\text{SINR} > y) = \mathbb{P}\left(((I/M) < 1 + y^{-1}\right) \to D, \text{ as } \lambda \to \infty,$$

where $D$ is a non-degenerate distribution.

If $\bar{F}_P \in \mathcal{R}_{-\alpha}$ with $\alpha > 1$ or $\bar{F}_P = o(H)$ with $H \in \mathcal{R}_{-\infty}$, we have $\mathbb{E}(P) < \infty$. Hence,
\( M/I \rightarrow^a 0 \) due to [27]. Moreover, \( \forall y \in (0, \infty) \)
\[
P(\text{SINR} > y) = P\left( \frac{M}{I + W} > \frac{y}{1 + y} \right) \leq P\left( \frac{M}{I} > \frac{y}{1 + y} \right)
\]
Thus, \( M/I \rightarrow^a 0 \) leads to \( \text{SINR} \rightarrow^a 0 \) as \( \lambda \rightarrow \infty \).

D. Proof of Theorem 3

We start by showing that in sparse networks, the signal quality is improved when the node density increases.

Lemma 7. Let \( 0 \leq \lambda_1 < \lambda_2 \). If \( W > 0 \), then \( \text{SINR}(\lambda_2) \geq \text{SINR}(\lambda_1) \) as \( \lambda_2 \rightarrow 0^+ \).

Proof: As \( \lambda \rightarrow 0^+ \), we have \( (I(\lambda) - M(\lambda)) = o(W) \) almost surely. Thus, for \( y > 0 \),
\[
\lim_{\lambda \downarrow 0} P(\text{SINR}(\lambda_2) \geq y) = \lim_{\lambda \downarrow 0} P(M(\lambda_2) \geq yW) \overset{(a)}{=} \lim_{\lambda_1 \downarrow \lambda_2 \downarrow 0} P(M(\lambda_1) \geq yW)
\]
where note that \((a)\) is intuitively evident, but a formal proof can be easily obtained using for example [20, Prop. 2.4.2].

Proof of Theorem 3 using Lemma 7 is as follows. Case (1) directly follows Theorem 2. For case (2), by Theorem 2, we have \( \text{SINR} \rightarrow^d D \), where \( D \) has a non-degenerate distribution. Then, for constant \( u > 0 \) and \( y > 0 \), \( P(\text{SINR}(u\lambda) \geq y) = P(D \geq y) = P(\text{SINR}(\lambda) \geq y) \) as \( \lambda \rightarrow \infty \).

Similarly, \( E(\log(1 + \text{SINR}(u\lambda))) = E(\log(1 + D)) = E(\log(1 + \text{SINR}(\lambda))) \) as \( \lambda \rightarrow \infty \).

For case (3), given the conditions and Theorem 2 we have \( \text{SINR} \rightarrow^a 0 \). Hence, \( \lim_{\lambda \rightarrow \infty} P_y(\lambda) = 0 \) and by Lemma 7, \( \exists \lambda_p > 0 \) s.t. \( P_y(\lambda_p) > P_y(0) = 0 \). For \( C(\lambda) \), we first note that \( C(\lambda) = \int_0^\infty P(\text{SINR}(\lambda) \geq y)/(1 + y)dy \). Thus, \( \lim_{\lambda \rightarrow \infty} C(\lambda) = 0 \) by Lebesgue’s dominated convergence theorem and by the fact that \( \text{SINR} \rightarrow^p 0 \). For \( \epsilon > 0 \), \( \exists \lambda_c > 0 \) such that \( P(\text{SINR}(\lambda_c) \geq \epsilon) > P(\text{SINR}(0) \geq \epsilon) = 0 \) due to Lemma 7. Thus, \( \forall y \in [0, \epsilon], P(\text{SINR}(\lambda_c) \geq y) > 0 \) since \( P(\text{SINR} \geq y) \) is decreasing w.r.t. \( y \). In consequence, \( C(\lambda_c) = \int_0^\infty P(\text{SINR}(\lambda_c) \geq y)/(1 + y)dy > 0 \).

E. Proof of Lemma 4

For positive integer \( n \), define \( S_n = \sum_{i=1}^n P_i, M_n = \max_{i=1}^n P_i \), and put \( Z_n = (S_n - M_n)/M_n \). We first derive the Laplace transform of \( Z_n \) using the same technique exposed in [28, Lemma
2.1. Without lost of generality assume that $M_n = P_1$. Then, for $s \in \mathbb{C}$ and $\Re(s) \geq 0$,

$$\mathcal{L}_{Z_n}(s) = \mathbb{E}(e^{-s Z_n}) = \int_0^\infty \cdots \int e^{-s(x_2 + \cdots + x_n)/x_1} g(x_1, \ldots, x_n) dx_1 \cdots dx_n$$

where $g(x_1, \ldots, x_n)$ is the joint density of $X_1, \ldots, X_n$ given that $X_1 = M_n$:

$$g(x_1, \ldots, x_n) = \begin{cases} \frac{1}{n} f_P(x_1) \cdots f_P(x_n) & \text{if } x_1 = \max_{i=1}^n x_i, \\ 0 & \text{otherwise} \end{cases}$$

Thus

$$\mathcal{L}_{Z_n}(s) = n \int_0^\infty \int_0^x \cdots \int_0^x e^{-s(x_2 + \cdots + x_n)/x} f_P(x_2) \cdots f_P(x_n) f_P(x) dx_2 \cdots dx_n dx$$

$$= n \int_0^\infty \left( x \int_0^1 e^{-s} f_P(x t) dt \right)^{n-1} f_P(x) dx = n \int_0^\infty (\varphi(x))^{n-1} f_P(x) dx,$$  \hspace{1cm} \text{(20)}

where $\varphi(x) = x \int_0^1 e^{-s} f_P(x t) dt$. Here, firstly we note that

$$|\varphi(x)| \leq \int_0^1 |xe^{-s} f_P(x t)| dt = \int_0^1 x f_P(x t) dt = F_P(x) < 1, \text{ for } x < \infty.$$ 

Thus, $n \int_0^T (\varphi(x))^{n-1} f_P(x) dx \to 0$ as $n \to \infty$ for any $T < \infty$. As a consequence, we only need to consider the contribution of large $x$ in (20) for $\mathcal{L}_{Z_n}(s)$. It follows that, an integration by parts with $e^{-st}$ and $xf_P(x t) dt$ yields

$$\varphi(x) = 1 - e^{-s} \bar{F}_P(x) - \int_0^1 se^{-s} \bar{F}_P(x t) dt = 1 - \bar{F}_P(x) + \int_0^1 se^{-s} (\bar{F}_P(x) - \bar{F}_P(tx)) dt.$$ 

For $\bar{F}_P \in \mathcal{R}_{\alpha}$ with $\alpha \in [0, \infty)$, by representation theorem, see e.g. [18, Theorem 1.4.1], we can write $\bar{F}_P(tx) \sim t^{-\alpha} \bar{F}_P(x)$ for $0 < t < \infty$ and $x \to \infty$. Thus

$$\int_0^1 se^{-s} (\bar{F}_P(x) - \bar{F}_P(tx)) dt \sim \bar{F}_P(x) \int_0^1 se^{-s}(1 - t^{-\alpha}) dt = -\bar{F}_P(x) \int_0^1 \alpha(1 - e^{-s}) \frac{dt}{t^{\alpha+1}}$$

for large $x$, hence

$$\varphi(x) = 1 - (1 + \phi) \bar{F}_P(x), \text{ for } x \to \infty,$$

where $\phi = \frac{\int_0^1 \alpha(1 - e^{-s}) \frac{dt}{t^{\alpha+1}}}{\int_0^1 \alpha(1 - e^{-s}) \frac{dt}{t^{\alpha+1}}}$. Substitute $\varphi(x)$ back to the expression of $\mathcal{L}_{Z_n}(s)$ we obtain

$$\mathcal{L}_{Z_n}(s) \sim n \int_0^\infty \left( 1 - (1 + \phi) \bar{F}_P(x) \right)^{n-1} f_P(x) dx, \text{ as } n \to \infty.$$
Here, use a change of variable with \( v = n F_P(x) \), we have

\[
\mathcal{L}_{Z_n}(s) \sim \int_0^n \left( 1 - \frac{v}{n} (1 + \phi) \right)^{n-1} dv \xrightarrow{(a)} \int_0^\infty e^{-v(1+\phi)} dv = (1 + \phi)^{-1}, \quad \text{as } n \to \infty
\]

where notice that (a) is due to \((1 + \frac{v}{n})^n \to e^x\) as \(n \to \infty\). Finally, since noise power \( W < \infty\) and \( M \xrightarrow{a.s.} \infty \) as \( \lambda \to \infty \), we have \( \lim_{\lambda \to \infty} Z = \lim_{n \to \infty} Z_n \). Hence the proof.

### F. Proof of Theorem 4

Firstly, since \( \alpha/t^{\alpha+1} \) is increasing with respect to \( \alpha \geq 0 \) for \( t \in [0,1] \), \( \phi \) is increasing w.r.t. \( \alpha \geq 0 \). Thus, using Lemma 4 \( \mathcal{L}_Z(s) \) with \( s > 0 \) is decreasing w.r.t. \( \alpha \in [0,\infty) \) as \( \lambda \to \infty \).

Hence, by using the same notation of Lemma 4 and let \( Z_1 = 1/\text{SINR}_1 \) and \( Z_2 = 1/\text{SINR}_2 \), we have, \( Z_1 \leq_{Lt} Z_2 \) for \( 0 \leq \alpha_1 \leq \alpha_2 < +\infty \). Now, for \( \alpha_2 = +\infty \), we have \( \text{SINR}_2 \xrightarrow{a.s.} 0 \) by Theorem 2, resulting in \( \mathcal{L}_{Z_2}(s) = 0 \), \( \forall s > 0 \). Therefore, the Laplace ordering \( Z_1 \leq_{Lt} Z_2 \) is still verified.

This also due to the fact that since \( \lim_{x \to \infty} \left( \bar{F}_{Z_1}(x)/\bar{F}_{Z_2}(x) \right) = 0 \), there exists \( x_0 > 0 \) such that, for any \( x \geq x_0 \), \( \bar{F}_{Z_1}(x) < \bar{F}_{Z_2}(x) \), hence \( \bar{F}_{Z_1}(x) \leq \bar{F}_{Z_2}(x) \), \( \forall x \in \mathbb{R}^+ \) is satisfied at infinity, i.e. \( Z_2 \) strictly dominates \( Z_1 \). As \( Z_1 \leq_{st} Z_2 \) and \( g(x) = e^{-sx} \) is c.m. function for \( s \geq 0 \), we have \( Z_1 \leq_{Lt} Z_2 \). Since \( g(x) = 1/x \) is a c.m. function, we have that \( \mathbb{E}(\text{SINR}_1) \geq \mathbb{E}(\text{SINR}_1) \). Finally, the function \( g(x) = \log(1 + \frac{1}{x}) \) is also c.m. function, hence from stochastic ordering results, we have that \( \mathbb{E}(\log(1 + \text{SINR}_1)) \geq \mathbb{E}(\log(1 + \text{SINR}_2)) \).

### G. Proof of Theorem 5

Since the tail distribution of \( M \), denoted by \( \bar{F}_M(x) \), is a c.m. function, we have

\[
\mathbb{P}(\text{SINR}_1 > x) = \mathbb{E}_{I_{Z_1}} \left[ \bar{F}_M(x(I_{Z_1} + W)/(x + 1)) \right] \\
\geq \mathbb{E}_{I_{Z_2}} \left[ \bar{F}_M(x(I_{Z_2} + W)/(x + 1)) \right] = \mathbb{P}(\text{SINR}_2 > x),
\]

where the inequality is due to \( I_{Z_1} \leq_{Lt} I_{Z_2} \).
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