The Impact of Stochasticity and Its Control on a Model of the Inflammatory Response
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Abstract: The dysregulation of inflammation, normally a self-limited response that initiates healing, is a critical component of many diseases. Treatment of inflammatory disease is hampered by an incomplete understanding of the complexities underlying the inflammatory response, motivating the application of systems and computational biology techniques in an effort to decipher this complexity and ultimately improve therapy. Many mathematical models of inflammation are based on systems of deterministic equations that do not account for the biological noise inherent at multiple scales, and consequently the effect of such noise in regulating inflammatory responses has not been studied widely. In this work, noise was added to a deterministic system of the inflammatory response in order to account for biological stochasticity. Our results demonstrate that the inflammatory response is highly dependent on the balance between the concentration of the pathogen and the level of biological noise introduced to the inflammatory network. In cases where the pro- and anti-inflammatory arms of the response do not mount the appropriate defense to the inflammatory stimulus, inflammation transitions to a different state compared to cases in which pro- and anti-inflammatory agents are elaborated adequately and in a timely manner. In this regard, our results show that noise can be both beneficial and detrimental for the inflammatory endpoint. By evaluating the parametric sensitivity of noise characteristics, we suggest that efficiency of inflammatory responses can be controlled. Interestingly, the time period on which parametric intervention can be introduced efficiently in the inflammatory system can be also adjusted by controlling noise. These findings represent a novel understanding of inflammatory systems dynamics and the potential role of stochasticity thereon.
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1. Introduction

Inflammation is the dynamic response of the body to adverse stimuli, such as infection and injury, that helps drive wound healing and pathogen clearance to restore homeostasis via a coordinated cascade of interlinked responses [1]. A sufficiently large stimulus will provoke the
systemic activation of immune cells and other components involved in inflammation. The systemic inflammatory response involves transcriptional activation of inflammatory genes in multiple cell types, afferent and efferent neural signaling, central secretion of hormones such as cortisol and epinephrine, and the production of hormone-like inflammatory mediators (cytokines/chemokines) as well as “danger” signals secreted from stressed or damaged tissues [1-3]. These intercommunicating systems are designed to produce a self-limited inflammatory response that can become activated to the correct degree under appropriate circumstances, perform its function, and then resolve. Under certain conditions such as those of critically ill patients in intensive care, these regulatory processes are insufficient to bring about the resolution of inflammation, often culminating in self-maintaining inflammation that leads to multiple organ dysfunction syndrome (MODS), which has a high mortality rate [4-6].

As the progression of inflammation depends largely on the behavior of complex, nonlinear, redundant pathways, mathematical modeling provides a framework for attaining a more fundamental understanding of the inflammatory response [7, 8]. Accordingly, numerous mathematical models of various complexity have been developed, deciphering different aspects of inflammation with different levels of detail. In general, these approaches can be divided into equation-based (EBM) and agent-based (ABM) models [8, 9]. The primary EBMs used in the inflammation modeling are ODE-based [10-14], and their level of detail can vary from models incorporating descriptions of all well-accepted constituents of the inflammatory response (e.g., innate/adaptive immune elements, effector elements etc.) [15] to more reduced models of whole-organism inflammation [16-18]. Agent-based approaches, on the other hand, consist of viewing the inflammatory system as an aggregation of inflammatory agents which can be classified into populations or agent classes based on similar agent-rules [19-21].

Inflammation, like all biological responses, naturally includes some inherent variability and stochasticity [7, 8, 22-26]. For instance, transcription of pro-inflammatory genes in an individual cell is dependent on the dynamic binding of transcription factors to a finite number of binding sites, and the anti-inflammatory hormone cortisol is released through a series of discrete, stochastic bursts rather than a constant rate of secretion. This type of stochasticity has been considered by the modeling community by developing stochastic models of pulsatile hormone release [27], models of NF-κB action that account for discrete transcriptional activation [28], and agent-based models of inflammation that inherently include stochastic behavior of individual agents [20, 29-32]. Nonetheless, much interest still remains in deterministic equation-based models of inflammation [13, 14, 17, 18, 33-39]. While deterministic, equation-based modeling is appealing due to simplicity, elegance, wide range of established mathematical tools for model integration and analysis [8, 9, 40], and ability to serve as a platform for clinically translational applications such as in silico clinical trials [37, 41], there is a limited ability to account for how uncertainty and stochasticity in model components can influence the output.

Since noise is an inherent characteristic of biological responses, its parametric control is an appealing method with which to regulate the inflammatory response endpoint. In the work of Kim and Sauro [42], a systematic mathematical analysis method for simultaneous control of noise and mean response levels was presented. There, noise-related phenotypes in gene promoter activity were adjusted based on a stochastic control analysis that quantified which parameters need to be controlled. This “active” noise control was applied both to regulate the mean and noise levels as well as controlling system dynamics. In the case of an inflammatory response, in which multiple components cross-talk to remove the pathogen or resolve sterile inflammation, identification of parameters that mostly account for the noise characteristics represented as response covariance are of high importance for an optimal intervention.

In the present paper, the effects of adding noise to a deterministic, ordinary differential equation (ODE)-based model of inflammation in response to infection [17] were studied. The ODEs comprising this model were converted into stochastic differential equations (SDEs), which can then be integrated at varying noise levels to determine the influence of noise on model dynamics. The behavior of the system was explored as a function of noise level and the magnitude of the pathogen challenge. Next,
stochastic control analysis was performed to identify the most critical parameters for regulating responses variance as well as the mean level of the responses. These studies highlight the importance of considering the effects of noise, which is ubiquitously present in real biological systems, on the output of models of inflammation.

2. Methods

2.1. Four-Variable Model

The model presented in [17] contains four variables: a bacterial pathogen \( P \), activated phagocytes \( N^* \), tissue damage \( D \), and anti-inflammatory mediators \( C_A \). In Equation (1), a logistic growth function is used to model pathogen population growth followed by a saturable elimination term resulting from the quasi-steady state approximation as well as pathogen removal due to phagocytic immune cells \( N^* \). Phagocytic immune cells \( N^* \) levels are further regulated by the pathogen \( P \), along with the self-induction of activating phagocytes and pro-inflammatory cytokines released by damaged tissues (R term, Equation (2)). Tissue damage \( D \) is induced by phagocytic immune cells (Equation (3)) and produces signals that activate both the pro-inflammatory (phagocytes in this model) and anti-inflammatory branches of the response. Finally, in Equation (4), anti-inflammatory mediators are induced through a constant source \( (s_c) \) and a term representing the production of anti-inflammatory mediators from damage and activated phagocytes. All model variables maintain a first order degradation term apart from pathogen \( P \) which degradation is mediated through phagocytic immune cells.

The structure of the four-variable model is shown in Figure 1, and the ODEs driving its responses are depicted in Equations (1)–(7). For a typical simulation, specific initial conditions and parameters were identical to those in the original study [17], and are shown in Tables 1 and 2. To investigate the effect of noise relative to the pathogen level, the initial condition of pathogen (Table 2) was also varied together with the noise level.

![Figure 1. Network structure of the four-variable model. The model is defined by interaction between a pathogen \( P \), activated phagocytes \( N^* \), tissue damage \( D \), and anti-inflammatory mediators \( C_A \).](image)

\[
\frac{dP}{dt} = k_{pp}P \left(1 - \frac{P}{P_{\text{inf}}}ight) - \frac{k_{pm}S_mP}{\mu_m + k_{mp}P} - k_{pf}(N^*)P \quad \text{(1)}
\]
\[
\frac{dN^*}{dt} = \frac{s_{np}R}{\mu_n + R} - \mu_n N^* \quad \text{(2)}
\]
\[
\frac{dD}{dt} = k_{dn}f_N(N^*) - \mu_d D \quad \text{(3)}
\]
\[
\frac{dC_A}{dt} = s_c + \frac{k_{cn}f_N(N^* + k_{cnd}D)}{1 + f(N^* + k_{cnd}D)} - \mu_{C_A} C_A \quad \text{(4)}
\]
The model shown in Equations (1)–(7) exhibits three steady states: healthy, aseptic death, and septic death [17]. The healthy response occurs when the inflammatory response is sufficient to
eliminate the pathogen, and then undergoes a self-limited resolution (driven by negative feedback loops) as the inflammatory mediators and tissue damage/“danger” signals return to their baseline values. In the aseptic death state, the pathogen is eliminated but the inflammatory response does not resolve; pro-inflammatory mediators and tissue damage remain elevated. Finally, the septic death response occurs when the inflammatory response is insufficient to clear the pathogen, resulting in elevated levels of all four model variables.

2.2. SDE Formulation and Integration

There are several different approaches that can be used to model noise in a dynamical system, most notably Gillespie’s algorithm [43] and the numerous more-recent extensions of Gillespie’s work. These algorithms are based on the concept of modeling discrete, molecular-level events. However, the model given in Equations (1)–(7) is not comprised of molecular-level variables, but instead is comprised of higher-level variables representing generalized responses. Therefore, we incorporated a more general noise term to study the impact of stochasticity on Equations (1)–(7). The ODE model described in the previous section was translated to SDEs,

$$dx_i = f_i(x, t)dt + \sigma_i dW$$  \hspace{1cm} (8)

where \( f_i(x, t) \) is the original deterministic equation and the added term represents noise. \( W \) is a Wiener process with the following properties [44]:

$$W(0) = 0$$

For \( 0 \leq t_0 < t < t < T \), \( W(t) - W(t_0) \) is normally distributed with a mean of zero and a variance of \( t - t_0 \).

For \( 0 \leq t_0 < t < t < t < T \), the values \( W(t) - W(t_0) \) and \( W(t_1) - W(t_0) \) are independent.

\( \sigma_i \) in Equation (8) is the noise level for a given variable. In the results shown here, each \( \sigma_i \) is set equal to a constant for simplicity, but more generally the noise term could be dependent on the state of the system. This type of SDE formulation has been previously applied to other biological systems [45–47].

While there are several algorithms for integrating SDEs, it is much more difficult to design an efficient algorithm for solving SDEs than for ODEs. Statistical error is generally much more important than discretization error when solving SDEs, so higher-order methods introduce significant overhead without improving practicality [48]. Adaptive time step methods are extremely efficient for solving ODEs because when the system is smooth, large time steps can often be used; with SDEs, this advantage is much less apparent because local noise is always present [49]. Thus, most practical numerical applications of SDEs use a simple integrator such as the Euler-Maruyama method [48], which was the method used to perform all of the stochastic integrations in this paper.

2.3. Stochastic Control Analysis

For evaluating noise control coefficients, we adopted the concepts introduced in the work of Kim and Sauro [42]. In short, control coefficients quantify the response of a system \((r \rightarrow r + dr)\) due to a parameter perturbation \((p \rightarrow p + dp)\) (Equation (9))

$$c_p^r = \frac{p \, dr}{r \, dp}$$  \hspace{1cm} (9)

In our work, parameters \((p)\) of Equation (9) represent the reaction rate constants shown in Equations (1)–(7). Regarding the ultimate system responses \((r)\) in our model, these represent the tissue damage \(D\) (Equation (3)) mean \((C^D)\) and noise level \((C^{\nu D})\). The noise level is defined as variance (covariance) divided by the mean square (product of two mean values). Noise levels were computed for infinitesimally small noises. From the computed noise levels and auto-correlations, we can ultimately calculate control direction \((\lambda)\) as well as control strength \((\kappa)\) and efficiency \((\epsilon)\) as following:
\[
\lambda = (-1) \left[ C^V_D - \frac{C^V_D \cdot C^M_D}{|C^M_D|^2} C^M_D \right] \\
\kappa = |\lambda| \\
e = \frac{\kappa}{C^V_D}
\]

where dot notation \((\cdot)\) in Equation (10) represents dot product of the two vectors, and absolute value brackets \((| |)\) in Equations (10) and (11), the magnitude of the vectors \(C^M_D\) and \(\lambda\).

3. Results

The “typical” stochastic simulations shown in Figure 2 were carried out for noise levels selected to be sufficiently large that 50% of the simulations led to the same steady state as in simulations lacking noise, but the other 50% led to a different steady state. For the four-variable model, as all variables have roughly the same magnitude, all of the noise levels were set to be equal so that \(\sigma_i = 0.01\) for all \(i\) equations (Equation (8)). Initial conditions and parameters were set equal to those used in the “healthy outcome” state described in [17] and listed in Tables 1 and 2. In other words, under deterministic integration, the model tended toward the healthy steady state, but when a significant amount of noise was added, the model result became unpredictable: simulations could either tend towards the healthy steady state or the aseptic death steady state, as shown for two representative profiles in Figure 2.

![Figure 2](image)

**Figure 2.** A stochastic bifurcation leads to resolving and non-resolving responses. The responses of all four model variables (A–D) are shown for two different stochastic simulations, one that resolved to the healthy steady state (blue lines) and one to the aseptic death steady state (red lines). Parameters and initial conditions were set equal to the “healthy outcome” case of [17].

We next sought to further investigate why individual responses reach either the healthy or the aseptic death steady state. Figure 3A–C shows 1000 test cases where tissue damage dynamics are plotted for three different noise levels \(\sigma\). As noise increases from Figure 3A–C, inflammatory responses that ultimately lead to the aseptic death steady state (red lines) are increasing compared to responses that resolve to the healthy steady state (blue lines). In Figure 3D–F, as a representative quantity of the effect of the inflammatory response, the 24 h area under the curve (AUC) of phagocytes \((N^*)\) over AUC of anti-inflammatory mediator \((C_A)\), is plotted against the 24 h AUC of the inflammatory output of tissue damage \((D)\). Figure 3D–F shows that the responses that ultimately
reach the healthy steady state (blue circles) tend to maintain lower $\frac{AUC_{N^{*}}}{AUC_{CA}}$ values, as compared to the profiles ultimately reaching the aseptic death state (red circles).

**Figure 3.** Healthy vs. aseptic death dynamics for increasing noise levels ($\sigma$). (A–C) Tissue damage ($D$) time responses for increasing noise levels ($\sigma$). Blue lines indicate responses that reach the healthy steady state whereas red lines indicate responses that reach the aseptic death state. (D–F) 24 h AUC of phagocytes ($N^{*}$) over 24 h AUC of anti-inflammatory mediators ($CA$) with respect to the 24 h AUC of tissue damage ($D$) ($AUC_{D}$). In accordance with the upper panel blue circles indicate resolving profiles and red circles non-resolving.

The overall effect of noise relative to the level of the pathogen ($P$) introduced in the inflammatory network were investigated on Figure 4. As the representative inflammatory output, Figure 4 shows the distribution of tissue damage ($D$) end values at 500 h, for increasing levels of noise and inflammatory stimulus. For most scenarios tested, $D$ end values maintain two distributions, one on high $D$ values that represent the aseptic death steady state and one at low $D$ values that represent the healthy outcome. For low pathogen concentrations (Figure 4A–E), increasing noise levels ($\sigma$) lead to more non-resolving steady state responses, as shown by the increasing frequency distribution on higher $D$ values. Interestingly, for higher stimulus levels (Figure 4F–Y), an intermediate increase in noise levels (Figure 4F–H,K–M,P–R,U–X) drives more profiles to the healthy steady state. For the same stimulus, further increases in noise again drive most of the responses towards the aseptic death steady state (Figure 4H–J,M–O,R–T,X,Y). For a certain noise level, as the stimulus increases, this beneficial noise effect is diminishing, as shown by the lower $D$ values on the lower $D$ values distribution (Figure 4G,L,Q,V).

Since the preceding analysis suggests that inflammatory outcomes are highly dependent on noise, we hypothesized that controlling noise might represent a potential method by which to regulate inflammation. In Figure 5, parametric noise control was performed and values of control strength ($\kappa$) and efficiency ($e$) are shown. The vast majority of model parameters did not impact noise covariance and mean level significantly. The two parameter sets that retained the highest control strength and efficiency were the maximum production rate of the anti-inflammatory mediator ($k_{CA}$) with the strength of the anti-inflammatory mediator $Ca$ ($c_{CA}$), as well as the maximum production rate of the anti-inflammatory mediator ($k_{CA}$) with the source of resting phagocytes ($s_{nr}$), as shown by the larger circles and deeper blue colors in Figure 5. The activation of resting phagocytes by previously activated phagocytes and their cytokines ($k_{np}$) together with most of the rest of model parameters was also shown to impact control efficiency, but their control strength values were relatively low. Other parameter sets shown to impact control efficiency and strength were ($s_{nr},\mu_{i}$), ($s_{nr},C_{A}$) and ($k_{np},\chi$).
Figure 4. Distribution of tissue damage ($D$) end values at 500 h for increasing levels of noise ($\sigma$) and pathogen stimulus ($P$). From left to right (e.g. from A to E, F to J, K to O, P to T, U to Y) noise level increases and from top to bottom (e.g. from A to U, B to V, C to W, D to X, E to Y), stimulus level (initial condition of $P$) increases.

Figure 5. Control efficiency ($\epsilon$) and strength ($\kappa$) values for the different parameters of the four-variable model. Circle size and color indicate the value of $\epsilon$ and $\kappa$. Normalized units of efficiency and strength are shown for presentation purposes.

After evaluating control coefficients and calculating the parametric efficiencies and strengths, the most important set of parameters — $(k_{cn},c_{nf})$ — was varied by $\pm 1\%$ and $5\%$ and its impact as the percent of resolving profiles was investigated for three representative noise levels (Figure 6A–C). For all noise levels examined, higher $k_{cn}$ and lower $c_{nf}$ values drive more responses to the healthy steady state. Furthermore, the effect of a variation in one parameter on the “wrong” direction could be
compensated by the change of the other. For example, for an intermediate noise level ($\sigma = 0.01$, Figure 6B), assuming that both parameters initially maintain their typical value, the effect on the “wrong” direction by 1% (seen as percent resolving profiles when $k_{cn}$ decreases) could be compensated if $c_{inf}$ was also decreased by 1%. As the noise level increases (Figure 6A–C), parameter adjustment becomes less efficient, as shown by the pale colors that further denote lower variation of the percent of resolving profiles.

![Figure 6. Percent resolving profiles for different values of $k_{cn}$ and $c_{inf}$ at three noise levels (A–C). Parameters were varied by ±1% or ±5% of their nominal values shown in x- and y-axes. From blue to yellow the % resolving profiles are increasing. Different subplots represent different noise levels ($\sigma$).](image)

Finally, we investigated whether adjustment of the appropriate parameters during the time of the inflammatory response could resolve some of the responses reaching the aseptic death steady state. In Figure 7, we evaluated whether adjustment of the set of parameters that retained the highest control efficiency and strength ($k_{cn}, c_{inf}$) by 10% during the progression of the inflammatory response could resolve otherwise non-resolving responses. Figure 7 shows the % of resolved responses relative to the time when parameters were adjusted. As time passes, it becomes more difficult to resolve a given profile from the aseptic death steady state. In particular, a 10% increase of $k_{cn}$ can recover nearly 20% of non-resolving responses when applied at 50 h, vs. 0% when applied after 200 h of the stimulus introduction. Similar results are shown for a 10% decrease of $c_{inf}$, which recovers nearly 80% of the non-resolving profiles when applied at 50 h, as compared to nearly 0% again when applied at 200 h. Interestingly, orthogonal control both by $k_{cn}$ and $c_{inf}$ recovered more profiles and for an extended period of time after stimulus, suggesting a synergy between the maximum production rate of the anti-inflammatory mediator ($k_{cn}$) and the strength of the anti-inflammatory mediator $C_A$ ($c_{inf}$).

![Figure 7. Percent of profiles recovered as a function of the time when parameter adjustment was performed. Blue line indicates $k_{cn}$ increase by 10%, red line indicates $c_{inf}$ decrease by 10% and yellow a](image)
4. Discussion

Stochastic modeling can help elucidate stochastic dynamics of biological systems by revealing system behaviors which are only apparent in the presence of physiological noise [50-52]. Studying how inflammatory responses behave under noise is potentially critical for our overall understanding of the inflammatory response and the complexities involved [53], as well suggesting possibly non-intuitive, more effective therapeutic strategies.

Acute inflammation is a very important response of the body to infection and tissue injury, which involves highly complex cellular and molecular events associated to host defense, tissue remodeling and repair, and regulation of metabolism [1, 54-56]. The innate immune response is initiated by the delivery of blood components to the site of infection or injury [57]. This initial recognition is mediated by production of a variety of inflammatory mediators such as cytokines and chemokines and results in a local response where plasma proteins and leukocytes access the infection and injury site. When they reach the afflicted site, neutrophils attempt to kill the invading agents by releasing toxic contents of their granules. After removal of the inflammatory agent it follows a resolution phase that is mediated mainly by tissue-resident and recruited macrophages (anti-inflammatory agents) [58]. However, activated neutrophils and their products also cause bystander tissue damage, resulting in the release of damage-associated molecular pattern (DAMP) molecules, which in turn can re-stimulate the activation of inflammatory cells and propagate further inflammation [59].

Our work in the present study shows that introducing a relatively small amount of noise to a system of the inflammatory response biases the system’s output by moving it to a different steady state. Thus, initial conditions designed to produce a healthy response [17] can lead to an unhealthy response in the presence of noise, highlighting the potential importance of taking into account stochasticity in the signaling events that govern the outcome of an inflammatory response. This transition between different steady states implies the existence of bistability, which is ultimately related to the positive feedback loops present in the inflammatory response [60]. These results are in overall agreement with prior stochastic models of inflammation that used an agent-based modeling formalism [19, 20]. Due to our model’s abstraction, a quantitative characterization of noise level is difficult. We hypothesize that in the presence of biologically realistic noise, the presence of pathogen could lead to either healthy or unhealthy steady states with roughly equal probability.

To evaluate the effect of noise in the inflammatory response, in this work we used a reduced mathematical model that involves the variables of pathogen level (P), DAMP signals released from damaged tissues (D), inflammatory (N*), and anti-inflammatory agents (C_A) [17]. The characteristics of bistability present in this model are related to the model structure as well as the parameter values that were either adopted from literature or estimated based on experimental evidence [18]. Despite its minimal structure that lacks explicit considerations of molecular mechanisms involved in inflammation, the model can capture qualitative dynamics of the real system such as tolerance and potentiation [18]. In particular, the health state is a fixed point with \( P = 0, N^* = 0, D = 0, \) and \( C_A = s/m_c \) and in aseptic death, \( P = 0, \) but \( N^*, D, \) and \( C_A \) are non-zero. Bistability analysis showed that the health steady state loses stability at a transcritical bifurcation when the pathogen growth rate \( (k_{pg}) \) is 1.5. We interpret this to mean that, in the presence of realistic biological noise, infection with a bacterium whose growth rate is above a certain threshold would stimulate inflammation and lead to sepsis. This finding is in agreement with prior modeling studies which explored how different bacterial characteristics might lead to pathogenesis vs. a probiotic effect [38]. We acknowledge that the characterization of the effect of noise in the current model is only a first approximation of the real-world system. We hope to use the present study as a starting point for future studies on the impact of noise on more complex, and quantitatively realistic, models of acute inflammation in order to make specific and testable predictions.
For a constant inflammatory stimulus, our results suggest that noise regulates the inflammatory response in a level-dependent manner. For low noise levels, tissue damage tended toward the steady state at zero. However, at higher noise levels, the system tended toward the aseptic death steady state with an ever-greater probability ultimately reaching a state (noise levels $\sigma = 0.05$) at which the majority of the responses culminated in the aseptic death state. It is not immediately intuitive that adding increasingly large amounts of noise should bias the output towards one steady state at the expense of another. As random noise adds and subtracts equally from a given variable, it is not straightforward why or how this process should increase the probability of moving towards one or another steady state. Our simulations suggest that the responses that terminate in the aseptic death steady state tend to retain a higher 24-h area under the curve (AUC) of $N^*$ over $C_A$ for increasing tissue damage levels.

We may obtain some insights into this result from the field of pharmacology, in which AUC is commonly used to assess the extent of exposure of a drug in the body [61, 62]. In the present work, the ratio of activated phagocytes ($N^*$) AUC over the AUC of the level of anti-inflammatory mediators ($C_A$), was used as a surrogate to evaluate the balance of the inflammatory response through its pro- and anti-inflammatory agents ($N^*$ and $C_A$ respectively). Up to 24 h, the response profiles for all simulations are inseparable, since the system has not yet reached the bifurcation point. However, our analysis indicates that even this time period can be informative, since responses that retain an excess of pro-inflammatory agents (higher $\frac{\text{AUC}_{N^*}}{\text{AUC}_{C_A}}$) tend to end up in the aseptic death steady state.

The interplay between pathogen stimulus ($P$) and noise introduced to the inflammatory system was also assessed. For low pathogen concentrations, increasing noise levels lead gradually more inflammatory responses to the unhealthy aseptic death steady state (Figure 4A–E). Similar behavior is observed when, for a certain noise levels, inflammatory stimulus is increased and gradually all profiles evolve to a non-resolving state (Figure 4 from top to bottom). Interestingly, for intermediate and high stimulus values, at which the majority of inflammatory responses culminate at the aseptic death state, intermediate noise increases can lead profiles towards a healthy resolution. Further increases of noise appear to reverse this beneficial effect, as again most of the inflammatory responses terminate to high tissue damages levels that signify aseptic death.

The influence of noise on biological systems has been intensively studied during recent years [63] with a particular focus on bistable systems [64]. Although the roles of noise level and network structure are appreciated as important factors for decision making [64], a theoretical understanding is still missing. Our work further indicates that depending on the level of stimulus introduced to the inflammatory network, a certain amount of intrinsic noise can be beneficial by mediating transitions from the unhealthy aseptic death state to healthy resolution (e.g., Figure 4K–M) before bistability vanishes for high noise levels. The advantageous effects of noise are already well appreciated in various scales of biological organization [63, 65-69]. The impact of noise has been also appreciated in virus dynamics through computational modeling [70, 71]. From an evolutionary perspective, the general notion is that molecular networks are designed in order to adapt to a continuously changing environment and noise facilitates their optimal function. A characteristic example is stochastic resonance, a phenomenon through which introduction of noise to a system facilitates the transmission of weak signals that are otherwise undetected [72, 73]. Interestingly, this phenomenon occurs not only in artificial physical systems [74] but also naturally as has been shown on the crayfishes’ tailfans hair cells that respond optimally to stimuli when their environment retains intermediate noise [75]. Our work further underlines the potential benefits of noise in an inflammatory network where pro- and anti-inflammatory signals work in tandem to remove the pathogen and retain homeostasis.

Many current clinical practices in treating critical illness, such as mechanical ventilation, glucose control, and continuous intravenous feeding seek to reduce variability [76], and yet physiologic [77] and inflammatory [78] variability is a hallmark of a healthy response to stress [22, 79]. Our simulations suggest that the ultimate outcome of clinical interventions which either add to, or take away from, a healthy degree of noise may vary based on individual factors in any given critically ill patient. Beneficial vs. detrimental outcomes appear to be dependent on the balance of pro- and anti-
inflammatory mediators, which is in turn dependent both on the level of inflammatory stimulus introduced into the system as well as on the noise level.

In translational applications of inflammation modeling, the goal is to apply mechanistic models to personalized medicine, rational diagnosis, and optimization of clinical trials [40, 41, 80]. In that respect, control of noise inherent in physiological systems may well be critical. Attempts towards controlling variability in certain physiological systems could therefore be applied to specific areas that bias the system towards a desired response. Since the parameters of the inflammatory model used here represent certain physiological quantities, a parametric control analysis could yield insights into which physiological characteristics mostly affect noise, and ultimately impact the endpoint of the inflammatory response. Based on the work of Kim and Sauro [42], a stochastic control analysis was performed. The group of model parameters that most impacted noise levels were $k_{sn}$ and $C_{inf}$. These parameters represent the maximum production rate of the anti-inflammatory mediators ($C_{inf}$) as well as the strength of the anti-inflammatory mediators. Notably, both parameters are related to the anti-inflammatory portion of the inflammatory response. An increase of $k_{sn}$ and concomitant decrease of $C_{inf}$ leads to an augmented anti-inflammatory response. $s_{st}$, which represents the source of resting phagocytes, together with $k_{sn}$ were the second group of parameters that highly regulate noise characteristics. Overall, our analysis indicates that it is the components of the anti-inflammatory arm of the response which regulate noise characteristics. We hypothesize that at some point this property might be used to control the outcome of the inflammatory response.

In the clinical setting, patients often exhibit different outcomes even if their measurable states appear to be the same. However, appropriately controlling the amount of noise is important. Depending on the amount of noise in the system, a very small effect or a qualitatively different behavior (bifurcation to another steady state) might be observed. For a certain noise level, an increase of anti-inflammatory mediators or of the strength of the anti-inflammatory response (through decreasing $C_{inf}$) leads more simulations to the healthy regime. In simulations with lower noise levels, appropriate adjustment of the inflammatory parameters prior to stimulus can drive all of the inflammatory responses to the healthy steady state. However, as noise increases, the effect of parameter adjustment becomes less efficient, being able to regulate only a portion of the simulated inflammatory responses.

Given recent interest in optimizing therapeutic strategies for inflammation [81, 82] and the non-intuitive dynamics conferred on biological systems by noise [50], it is important to consider the influence of stochasticity in signaling pathways throughout the time that inflammatory response endures [83]. Our results suggest that noise early in the inflammatory response has the potential to switch the system from the unhealthy non-resolving state to the healthy resolving state. However, once the system has progressed significantly towards one steady state, away from the bifurcation point, a noise-induced switch in steady states becomes much less probable. This type of analysis, applied to more detailed, disease-specific models (e.g., [82]), could potentially identify time windows in which the physiological stability of a patient is most critical.

A challenge with this type of analysis is how to relate the noise added in this SDE formulation, via $\sigma$ in Equation (8), with other types of computational models or experimental results. As the model used here is comprised of variables representing aggregate responses (such as tissue damage) rather than individual measurable quantities (such as levels of specific damage-associated molecular pattern molecules), it is difficult to derive a precise physiological meaning from the noise levels. As both experimental techniques and models become more refined, it will be increasingly plausible to have model variables whose noise levels can be measured directly. But even in the absence of this ideal, the influence of qualitatively realistic levels of noise can be assessed [45-47, 84, 85].

The results presented herein suggest that noise can exert either a healthy or unhealthy influence. It is interesting that variability in physiological signals has been found to be predictive of either positive or negative clinical outcomes, depending on the specific system and component being assessed. For instance, high variability in blood glucose levels has been linked to increased mortality in sepsis patients [86, 87], yet low variability in heart rate is associated with increased morbidity in sepsis patients [76, 88]. Appropriate noise adjustments through parametric control may thus
ultimately help regulate inflammatory outcomes as well as enabling treatment at later times of the response.
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