Secondary electron emission and yield spectra of metals from Monte Carlo simulations and experiments
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In this work, we present a computational method, based on the Monte Carlo statistical approach, for calculating electron energy emission and yield spectra of metals, such as copper, silver and gold. The calculation of these observables proceeds via the Mott theory to deal with the elastic scattering processes, and by using the Ritchie dielectric approach to model the electron inelastic scattering events. In the latter case, the dielectric function, which represents the starting point for the evaluation of the energy loss, is obtained from experimental reflection electron energy loss spectra. The generation of secondary electrons upon ionization of the samples is also implemented in the calculation. A remarkable agreement is obtained between both theoretical and experimental electron emission spectra and yield curves.

I. INTRODUCTION

The emission of secondary electrons plays a fundamental role in materials characterization techniques, such as scanning electron microscopy [1, 2], and in affecting the performance of a variety of electron devices, such as the detectors based on electron multipliers [3, 4]. These techniques in particular seek a high value of the electron yield to reach a low noise-to-signal ratio for enhancing the image quality. High electron yield can be achieved by coating the photomultiplier with low work function photocathode or by increasing the local curvature of the surface by steep edges.

On the other hand, in other applications the emission of secondary electrons must be suppressed, e.g. in particle accelerators. Indeed, detrimental effects on the machine stability, which might result in beam loss [5–10], can be caused by the so-called multipactor effect. This phenomenon appears when the current of re-emitted electrons grows uncontrollably due to presence of electronic charges in proximity of the vacuum tube walls. The latter are accelerated by the primary beam, producing an avalanche of secondary electrons. In this regard, chemical treatment, coating [11, 12] and patterning of the target
our experiments we used a specially built UHV chamber with less than 5 mGauss residual magnetic field near the sample, which can deviate low-energy electrons. Ion pumps are not used due to their detrimental stray fields in the sample region, which can deviate low-energy electrons. Instead, we used a CTI8 cryo-pump to ensure a vacuum better than $10^{-10}$ mbar. The setup has been designed to limit the residual magnetic field near the sample, which can deviate low-energy electrons. Ion pumps are not used due to their detrimental stray magnetic field. This set-up is routinely measuring SEY curves from very low primary energies to about 1000 eV [6,10,26,27]. The SEY, i.e. the ratio of the number of electrons leaving the sample surface ($I_e$) to the number of incident electrons ($I_p$) per unit area, was determined experimentally by measuring $I_e$ and the total sample current $I_e = I_p - I_n$, so that $\delta = 1 - I_e/I_p$. For the SEY measurements, the electron beam was set to be smaller than 1 mm$^2$ in transverse cross-sectional area at the sample surface. To measure the current of the impinging primary electrons, a negative bias voltage (-75 V) was applied to the sample. The SEY measurements were performed at normal incidence, by using electron beam currents of a few nA. A SpectraLEED Omicron LEED/Auger retardation field (RF) analyser system was specially modified to be able to collect angle integrated EDC with RF filtering and computer control while using the gun in LEED mode, i.e. with a low-energy focused beam. The e$^-$ gun provided a small and stable (both in current and position) beam spot on the sample, in the energy range from 30 to 1000 eV. This set-up, can measure angle integrated EDC with the limitation typical of any RF analyzers. While the secondaries are consistently measured at all primary energies, elastic peaks broaden due to increasingly poor resolution at higher primary energies, showing an additional strong asymmetry on the low energy side due to the integration of the background [28, 29]. Despite those known limitations, the data can be used in this work to extract the relevant information needed. The sample can be transferred from air into UHV conditions and can be cooled down to 10 K, exposed to various types of gasses and cleaned by subsequent cycles of Ar sputtering. For the polycrystalline Cu sample here studied, we cleaned it by repeated Ar$^+$ sputtering cycles at 1.5 KeV in Ar pressure of $5 \times 10^{-6}$ mbar until no signal of C and O was observed in the XPS spectrum.

III. COMPUTATIONAL DETAILS

A. Monte Carlo

The Monte Carlo approach models the spectral distribution of energy transferred to a specimen bombarded with a perpendicularly incident electron beam by following the electron trajectories within the target. The electron trajectories result from the elastic and inelastic interactions undergone by the electrons scattered by the nuclei and the electron clouds of target atoms, respectively.

Secondary electrons are generated via inelastic interactions through the ionization of atomic centers of the target. In the latter process, by measuring the kinetic energies of the escaping charges, the electron emission energy spectra can be recorded. In the Monte Carlo simulation of this emission mechanism the trajectories of secondary electrons, similarly to those generated by elastic and non-ionizing inelastic scattering, are followed by using a statistical algorithm. At variance, the path of electrons with kinetic energies below the value of the work function and of electrons emitted by the specimen
are considered terminated.

In Monte Carlo simulations, the probability of elastic and inelastic scattering events is assessed by comparing random numbers with the correspondent probability distributions. These probability distributions are calculated by using the elastic and inelastic cross sections, computed by applying the Mott [23] and the Ritchie dielectric theories [24], respectively. These models and the relevant distribution probabilities will be presented in detail in sections IIIB and IIC.

The starting point of charge transport Monte Carlo calculations is to determine the initial kinetic energy and the cumulative distribution probability of the primary beam impinging on the surface target. The kinetic energy can be obtained from our experiments by considering the energy distribution of the elastic peak, generated by the electrons which have been elastically reflected by the target surface. These electrons are recorded around a sharp peak at energies $E \pm \Delta E$, where $E$ is the energy of the peak maximum and $\Delta E$ takes into account the width of the kinetic energy distribution. In particular, in this work we used the experimental elastic peak distribution of copper $f(\Delta E)$, which is reported in Fig. 1a. This elastic distribution is conventionally centered in zero. Then, the cumulative distribution probability (see Fig. 1b) is computed as a function of the energy correction by using the following expression:

$$P(\Delta E) = \frac{1}{\text{Area}} \int_{-\Delta E}^{\Delta E} f(\Delta E')d(\Delta E').$$

(1)

where the total area of the peak (Area) was calculated by integrating the experimental $f(\Delta E)$ curve in the symmetric energy interval $[E_-; E_+]$, with $E_\pm = \pm2.5$ eV as follows:

$$\text{Area} = \int_{E_-}^{E_+} f(\Delta E')d(\Delta E').$$

(2)

The value of the correction $\Delta E$ to the maximum $E$ of the elastic peak has to be determined to set the initial kinetic energy for each electron in the primary beam. This is accomplished by generating a random number $\mu_1$, uniformly distributed in the interval $[0, 1]$, and by finding the value of $\Delta E$ for which $P(\Delta E)$ in Eq. (1) is equal to $\mu_1$. Finally, the initial kinetic energy of each electron in the primary beam is set to $E + \Delta E$ and the Monte Carlo evaluation of its trajectory within the solid resulting from elastic, inelastic and ionizing events can be pursued.

The incident electron beam direction is set perpendicular to the specimen surface and the kinetic energy is increased by the specific target work function $\chi$. Upon elastic and inelastic scattering events, the electron trajectory can reach the target surface. Finally, electrons can be emitted from the sample provided that the following condition is satisfied:

$$E \cos^2 \theta \geq \chi,$$

(3)

where $\theta$ is the angle between the scattering direction inside the material and the normal to the target surface, and $E$ is the electron kinetic energy. This condition stems from the fact that the target-vacuum interface represents an energy barrier to be overcome by the escaping electrons at the interface. Finally, the electron emission is determined by assessing the transmission coefficient $t$, which can be obtained by assuming that the electrons feel a model step potential at the surface [30]:

$$t = \frac{4\sqrt{1 - \chi/(E \cos^2 \theta)}}{[1 + \sqrt{1 - \chi/(E \cos^2 \theta)}]^2}.$$  

(4)

In our Monte Carlo approach the transmission coefficient is compared with a random number $\mu_2$, uniformly sampled in the interval $[0, 1]$ so that for $\mu_2 < t$ the electrons is emitted from the surface with a kinetic energy decreased by the work function $\chi$, otherwise electrons are elastically reflected back and continue their path within the solid target. Here we notice that $\chi$ plays a key role in the electron emission process, and we do expect a dramatic dependence of the electron yield from this observable. This effect will be discussed thoroughly in section IVA.

FIG. 1. a) Experimental elastic peak of copper; b) Cumulative probability distribution of the experimental elastic peak.
B. Elastic scattering

The elastic scattering between electrons and target nuclei is described by the Mott theory [23]. The differential elastic scattering cross section \( \frac{d\sigma_{el}}{d\Omega} \) can be written as:

\[
\frac{d\sigma_{el}}{d\Omega} = |f|^2 + |g|^2
\]  

(5)

where \( f \) and \( g \) are the scattering amplitudes [30, 31], which can be obtained by solving the Dirac equation in a central field. For the materials under investigation in this work, that is Cu, Ag and Au, the calculation of the elastic scattering cross section was performed using the analytic formulation of the atomic potential proposed by Salvat [32]. The total elastic scattering cross section \( \sigma_{el}(E) \) is obtained by integrating Eq. (5) in the solid angle. The results are shown in Fig. 2 and compared with the tabulated values of Ref. [33].

From the knowledge of the function \( \sigma_{el}(E) \), one can calculate the elastic scattering mean free path \( \lambda_{el} \) at a given kinetic energy as follows:

\[
\lambda_{el}(E) = \frac{1}{N \sigma_{el}(E)},
\]  

(6)

where \( N \) is the atomic density. In our MC model, the elastic scattering events lead to a change in the direction of the electron path. The scattering angle \( \overline{\theta} \) after an elastic collision can be evaluated by calculating the cumulative elastic scattering probabilities \( P_{el}(\overline{\theta}, E) \) for different values of the electron kinetic energies \( E \) (see Fig. 3):

\[
P_{el}(\overline{\theta}, E) = \frac{2\pi}{\sigma_{el}(E)} \int_{0}^{\pi} \frac{d\sigma_{el}(E)}{d\Omega} \sin \theta d\theta
\]  

(7)

Finally, \( \overline{\theta} \) can be assessed by equalizing \( P_{el} \) at a given electron kinetic energy with a random number \( \mu_3 \), which is sampled uniformly in the interval [0,1].

FIG. 2. Total elastic scattering cross sections of a) Cu, b) Ag, and c) Au as a function of the electron kinetic energy. Black lines report tabulated values [33].

FIG. 3. Cumulative elastic scattering probabilities of a) Cu, b) Ag, and c) Au as a function of the scattering angle for several kinetic energies.
C. Inelastic scattering and secondary electron generation

Inelastic scattering between the electrons in the beam and in the target atoms slow down the charge motion along the path. The electrons moving within the solid may transfer a fraction of their kinetic energy to the target atomic electron cloud, producing both excitations and ionizations. These processes can be fully described by the dielectric theory of Ritchie [24]. The dielectric function \( \epsilon(W, \vec{q}) \), which depends on transferred energy \( W \) and momentum \( \vec{q} \), describes the “tendency” of a solid to be polarized by an incoming charged particle or electromagnetic wave. The dielectric function can be assessed via Drude-Lorentz functions, which mimic plasmon oscillations, whose fitting parameters are provided in Ref. [25]. The resulting real and imaginary components were fitted from experimental reflection electron energy loss spectra by Werner et al. [25], as it includes both the bulk and the surface contributions to the electronic excitation. The real and imaginary components of the dielectric functions of Cu, Ag, and Au for vanishing transferred momentum are shown in Fig. 4.

From the knowledge of the dielectric function, one can obtain the key quantity in charge transport Monte Carlo simulations, that is the Energy Loss Function (ELF) defined by the following relation:

\[
ELF = \text{Im} \left[ \frac{1}{\epsilon(q, W)} \right] = \frac{\text{Im}[\epsilon]}{\text{Re}[\epsilon]^2 + \text{Im}[\epsilon]^2} \tag{8}
\]

Using the formula (8) the ELF of Cu, Ag, and Au were calculated and are shown in Fig. 3.

To extend the dielectric function to transferred momenta \( \vec{q} \) different from zero we apply the following dispersion law to the characteristic energies of the oscillators \( W_i(q) \):

\[
W_i(q) = W_i(q = 0) + \frac{\hbar q^2}{2m} \tag{9}
\]

where \( m \) is the electron mass, \( q \) the modulus of the transferred momentum, and \( \alpha \) a dispersion coefficient that depends on the energy scale. Indeed, the Drude-Lorentz theory was developed to describe the excitation in the low energy region, corresponding to energy losses lower than the semi-core transition energies. To extend properly the Drude-Lorentz theory to higher energies the \( \alpha \) dispersion parameter must be tuned. According to Ref. [25], we set \( \alpha = 1 \) for oscillator energies \( W_i(q = 0) \) lower than the characteristic energies of the semi-core transitions. For larger oscillators energy, \( \alpha \) was set to 0.5, a value which ensures the best agreement with experimental value [25].

The threshold energies of the semi-core transitions are \( E_{5p3/2} = 75.1 \text{ eV for Cu}, E_{5p3/2} = 57.2 \text{ eV for Ag}, \) and \( E_{4p3/2} = 58.3 \text{ eV for Au} \) respectively [25].

The knowledge of the ELF can be used for calculating the differential inverse inelastic mean free path (DI-MFP), which is defined as:

\[
\frac{d\lambda_{\text{inel}}^{-1}}{dW} = \frac{1}{\pi a_0 E} \int_{q_-}^{q_+} dq \frac{d}{q} \text{Im} \left[ \frac{1}{\epsilon(q, W)} \right] \tag{10}
\]

where \( a_0 \) is the Bohr radius and the integration limits are \( q_{\pm} = \sqrt{2mE \pm \sqrt{2m(E - W)}} \), with \( W \) the transferred energy. The total inelastic mean free path \( \lambda_{\text{inel}}^{-1} \) is obtained by integrating the DI-MFP in the energy loss range \( [0, E/2] \). In Figs. (a), (b), and (c) we present the IMFPs of Cu, Ag, and Au respectively compared with the simulations performed by Tanuma et al. [26].

The tendency of electrons to undergo elastic or inelastic collisions can be assessed by their respective distribution probabilities, \( p_{\text{el}} = \lambda_{\text{tot}} / \lambda_{\text{el}} \) and \( p_{\text{inel}} = \lambda_{\text{tot}} / \lambda_{\text{inel}} \), while the total mean free path \( \lambda \) is defined by the following relation:

\[
\lambda^{-1}(E) = \lambda_{\text{inel}}^{-1}(E) + \lambda_{\text{el}}^{-1}(E) \tag{11}
\]
The MC scheme applied to the electron transport within solids proceeds in the following way: a random number \(\mu_4\) uniformly distributed in the range \([0, 1]\) is generated and compared with \(p_{\text{inel}}\). If the condition \(r < p_{\text{inel}}\) is satisfied the collision is classified as inelastic, otherwise is elastic.

As a result of an inelastic scattering, the impinging electron loses a fraction \(W\) of its kinetic energy. In the MC calculation, the value of \(W\) is determined for each inelastic collision by comparing a random number \(\mu_5\) (uniformly distributed in the interval \([0, 1]\)), with the correspondent cumulative probability distribution \(P_{\text{inel}}(E, W)\). These probabilities are calculated for different values of the electron kinetic energies \(E\) (see Fig. 7), as:

\[
P_{\text{inel}}(E, W) = \lambda_{\text{inel}}(E) \int_0^W \frac{d\lambda_{\text{inel}}(E, W)}{dW} dW \quad (12)
\]

The value of \(W\) for which the value of \(P_{\text{inel}}\) is equal to \(\mu_5\) is the energy loss upon one inelastic collision. Thus, the electron kinetic energy will be decreased by this value. The angular deviation due to inelastic scattering is evaluated according to the classical binary collision theory.

Moreover, should the energy loss be larger than the first ionization energy \(B\) (that is, the energy required to extract one electron from the outer electron shell of the target atom), a secondary electron is emitted with kinetic energy equal to \(\bar{W} - B\). After the ionization event, the generated secondary electron moves inside the solid target as any other particle, due to indistinguishability of electrons.

**IV. RESULTS AND DISCUSSION**

In our MC simulations we considered copper, silver and gold bulk metals as test cases of our method. In Tab. II the characteristics of these materials are reported. In the next sections we present both electron emission spectra...
FIG. 7. Cumulative inelastic scattering probabilities of a) Cu, b) Ag, and c) Au as a function of the energy loss for different kinetic energies.

and yield curves of these three metals.

| Metal | Density (g/cm$^3$) | $<B>$ (eV) |
|-------|--------------------|------------|
| Cu    | 8.96               | 7.726      |
| Ag    | 10.536             | 7.576      |
| Au    | 19.32              | 9.226      |

TABLE I. Characteristic quantities of target materials: the target density and the mean ionization energy characteristic of each sample.

A. Full energy emission spectra of Cu

MC simulations were performed to calculate the full energy emission spectrum of bulk copper for different energies $E$ of the primary beam. The number of electrons in the beam was set to $10^7$ to obtain stable results. The sample work function was set to 5.4 eV (as will be explained below, the experimental value is equal to 4.6 eV).

The initial electron kinetic energy is distributed as by the reference experimental elastic peak of copper reported in the previous Fig. 1. Emitted electrons are collected as a function of their kinetic energies. Theoretical spectra are compared with our experimental data for different initial kinetic energies in Fig. 9. The panels on the left side of the figure report spectra normalized at a common height of the secondary electron (SE) emission peak, while the right panels show the spectra normalized at a common area. As it is reported above, we notice that the experimental spectra were acquired with a (RF) analyzer which is known to cause a characteristic broadening of the elastic peak due to poor resolution at high energies and a strong asymmetry on the low energy side due to the integration of the background [28, 29]. Thus, the integrated area of the whole elastic peak is always higher than that obtained by our MC simulations [39, 40]. This is the reason why the MC secondary electron peaks are more intense than the experimental ones when the spectra are normalized at a common area (see the panels at the right side of Fig. 9). Nevertheless, by normalizing
FIG. 9. Electron energy emission spectra for different initial kinetic energies. The panels on the left side of the figure report spectra normalized at a common height of the secondary electron emission peak, while the panels on the right show spectra normalized at a common total area of the spectrum. The insets in each panel display the two main contributions to the spectra, that is the secondary electron (SE) emission peak (blue curve) and the back-scattered electrons (BE, red curve), respectively. The experimental data are shown as black lines.
FIG. 10. Electron yield curves of a) Cu, b) Ag, and c) Au as a function of the initial primary electron beam kinetic energy, for different values of the work functions $\chi$ (left panels). In black we report the experimental data [27]. In the right panels we report the yield spectra for the value of the work function leading to the best agreement between simulations and experiments to a common height of the secondary electron emission peak, a remarkable agreement is obtained between the secondary electrons MC and experimental lineshapes.

B. Electron yield

The electron yield is defined as the total number of emitted electrons divided by the number of electrons in the beam. This quantity was calculated in the case of Cu, Ag and Au for different initial kinetic energies. To calculate the electron yield spectra, we set to $10^6$ the number of electrons in the beam. In Fig. 10 we compare the theoretical electron yield curves with the experimental data by Gonzales et al. [27]. In the left hand side of Fig. 10 we tested the dependence of the yield upon a reasonable change of the work function $\chi$; thus, different simulations were carried out by changing this parameter.

These results show that spectra calculated with a higher value of $\chi$ display lower intensities than those obtained with a lower $\chi$. Indeed, it makes sense that an increase of the emission energy barrier, that is the work function, results in a decreasing number of electrons emerging from the surface. The best agreement with the
out that a remarkable agreement between simulated and experimental data \cite{27} is obtained for \( \chi = 5.4 \text{ eV} \) for copper (experimental value is 4.6 eV \cite{27}), \( \chi = 4.4 \text{ eV} \) for silver (experimental value is 4.4 eV \cite{27}), and \( \chi = 4.7 \text{ eV} \) for gold (experimental value is 5.3 eV \cite{27}) respectively. We notice that for silver we are able to reproduce the yield experimental spectra with a exceptional agreement of the work function between simulations and measurements. In the case of copper and gold this agreement is anyway rather good.

V. CONCLUSIONS

In this work a Monte Carlo approach developed for modeling the electron transport in metallic samples was described. Our approach is capable to deliver the accurate calculation of the secondary electron emission spectra and of the electron yield curves. We have simulated these characteristics for three different metals, that is copper, silver and gold. MC simulations were carried out also to analyse how tuning the work functions of the different metals may affect the secondary electron yield. We found out that a remarkable agreement between simulated and experimental yield spectra could be reached by setting the values of the work functions for the different metals very close to those obtained experimentally \cite{27}. As a further improvement of our MC code suite, the possibility to model a tailored target surface morphology will be introduced, in order to investigate the effect that a given shape can have \cite{11} in increasing or decreasing the electron yield according to the needed application.
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