Spin–orbit coupling in photonic graphene
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Spin–orbit coupling of electromagnetic waves is one of the most important effects in topological photonics, but so far it has not been studied in photonic graphene implementations based on paraxial configuration, in particular, in atomic vapor cells. We generate experimentally a honeycomb refractive index pattern in such a cell using electromagnetically induced transparency. We demonstrate that an effective spin–orbit coupling appears as a correction to the paraxial beam equations because of the strong spatial gradients of the permittivity. It leads to the coupling of spin and angular momentum at the Dirac points of the graphene lattice. Our results suggest that the polarization degree of freedom plays an important role in many configurations where it has been previously neglected.

1. INTRODUCTION

Topological photonics [1,2] is a rapidly growing field, combining fundamental physics and applied optics. The research in this field has brought us new understanding of the fundamental topological properties of optical systems, which are due to the photonic spin–orbit coupling present in various kinds of inhomogeneous photonic systems [3–5]. Photonic spin–orbit coupling (SOC) is a crucial ingredient for solving long-standing problems like optical isolation at a microscopic scale [6–10] required for the functioning of lasers, opening a new field of topological lasers [11–14].

Photonic graphene is a system of a particular interest. The graphene lattice, studied for more than a half-century [15], was one of the first to demonstrate the striking manifestations of the Dirac physics [16] such as the Klein tunneling [17], with enormous potential for applications, which have already found their way to the market [18]. In photonics, the Dirac points of graphene-like lattices offer extended possibilities for the manipulation of optical angular momentum [19] and for the studies of singular optical beams [20]. Recent works address various problems, such as beam conversion [21], intervalley scattering [22], and valley pseudospin dynamics [23]. Different implementations of photonic graphene include coupled waveguides [24], microwave resonators [25], photorefractive nonlinear crystals [23,26], microcavities [9,27–29], and atomic vapor cells [21], as in the present work. While the main feature of the graphene lattice (the presence of the Dirac cones) is present in all these implementations, other properties can be different. In particular, the SOC in 2D photonic systems such as microcavities is induced by the splitting between the transverse electric and transverse magnetic (TE-TM) polarized modes [4]. It is known to modify the dispersion at the Dirac point [7,30], leading to trigonal warping, like in bilayer graphene [31]. In coupled waveguide arrays, usually only a single polarization mode is used, and the other polarization can be neglected. In nonlinear crystals and atomic vapor cells, the effects of the SOC on the photonic graphene have not been studied so far.

The evolution of a photonic beam in a spatially varying medium is a particularly important fundamental and applied problem. It is often described in the paraxial approximation of the Helmholtz equation [32], especially in the field of nonlinear optics, where it allows us to determine the spatial mode profiles. The coupling of polarizations can arise either due to the anisotropy of the material or to its inhomogeneity [33]. The former usually couples circular polarizations [34] and was already shown to lead to angular momentum transfer [35,36], while the latter has not been fully studied so far. In many cases, the intrinsic coupling of polarizations is simply neglected in the paraxial approximation [33]. Taking it into account in the calculations of the beam trajectory and properties often leads to spectacular effects, such as the spin Hall effect of light [3,37,38].

The behavior of the polarization of light has been described in the limit of geometric optics in the works of Rytov [39]. The Rytov matrix allows the prediction of the rotation of the linear...
polarization. For rays belonging to the class of planar curves (that is, lying in a plane), such rotation is absent: the TE field keeps its polarization in the plane. However, if the ray trajectory becomes three-dimensional (3D, e.g., helix trajectory), the linear polarization starts to rotate. This effect gives an important contribution to the depolarization of light beams in turbulent atmosphere [40,41].

The rotation of the polarization was linked with anholonomic effects a long time ago [42] and was shown to lead to the accumulation of the Berry phase [43] shortly after its discovery [44]. However, the corresponding theory was limited to ray tracing, equivalent to considering a point-like particle (beam center of mass) instead of a wave packet (beam envelope), whereas modern research subjects, such as the photonic graphene, clearly require a complete wave theory for the transverse beam evolution. The first attempts to develop such theory have shown that the so-called “form birefringence” arising for a purely isotropic material as a consequence of its spatial inhomogeneities can be described using two different effective potentials for the TE and TM modes [45–47] with second-order corrections (in the refractive index gradient). It was also shown that first-order corrections can appear in twisted anisotropic materials [48].

In this work, we introduce the first-order SOC terms into the paraxial equations for the two transverse polarizations. We experimentally study photonic graphene in a configuration established by coherently prepared multilevel atomic systems, where this SOC plays a dominant role in the observations. We show that SOC couples the spin and angular momentum at the Dirac points, modifying the angular momentum of the probe beam depending on its polarization.

2. MODEL

The Helmholtz equation for the electric field of an electromagnetic wave in a dielectric medium reads

$$\nabla^2 \mathbf{E} + k_0^2 n^2 \mathbf{E} = 0. \tag{1}$$

In a homogeneous system, this equation does not contain any SOC terms, and the polarizations are decoupled. This allows writing a paraxial equation for a scalar amplitude, corresponding to a single chosen polarization of light (which is conserved). It is very well known that this paraxial equation is equivalent to the time-dependent Schrödinger equation for a wave function of a scalar particle.

However, when the spatial gradients are not negligibly small and when the polarization effects are explicitly studied, the SOC has to be taken into account. It is associated with a coupling of the two polarizations, TE and TM [45], which become well-defined in the presence of any gradient (to which they are transverse, in addition to being perpendicular to the propagation direction). Equation (1) in this case gives rise to two paraxial equations for two field projections, which are in general coupled. This coupling can be considered as a correction to uncoupled equations. It is usually second order in the gradient, but first-order terms can also appear. In geometric optics, the SOC leads to the evolution of the transverse linear polarization along a curved beam [39]. This adiabatic evolution has been shown to lead to dramatic effects, such as the spin Hall effect of light [3,37,49], considered also in vapor cells [50]. Coming back to the analogy with quantum mechanics, the geometric optics corresponds to studying a classical particle, whereas the paraxial equation corresponds to considering an equivalent quantum wave packet. Starting from the evolution of the polarization in the spin Hall effect of light for a beam in the geometric optics limit, that is, for a classical propagating particle, we show how this term is introduced into paraxial equations for the two projections of the electric field amplitude, leading to an original type of SOC. This is especially important for the study of the propagation of beams in such systems as photonic graphene, whose energy bands appear from the quantum mechanical description.

As pointed out already by Rytov [39], the linear polarization can rotate only for a nonplanar beam trajectory. Noting the beam direction as \( \mathbf{l} = \mathbf{k}/|\mathbf{k}| \) and the vector of its rotation as \( \Omega \), the relevant quantity describing the part of its rotation that is not in a plane can be written as \( \mathbf{I} \times \mathbf{l} \). This is illustrated by a scheme in Fig. 1(a). It was shown that the rotation of the transverse polarization adds an extra term to the Helmholtz equation for the TE field,

$$\nabla^2 \mathbf{E}_+ + k_0^2 n^2 \mathbf{E}_+ + 2i k_0 (\Omega \cdot \mathbf{l}) [\mathbf{l} \times \mathbf{E}_+] = 0. \tag{2}$$

This term introduced in Ref. [44] can be understood as an analog of the Coriolis force, appearing in a noninertial frame, whose noninertial nature is due precisely to the rotation \( \Omega \). The geometric optics limit of this equation has allowed to describe the spin Hall effect of light [49].

In order to include this term into the paraxial equations, we need to link \( \Omega \) with the transverse field \( \mathbf{E} \) and the dielectric permittivity \( \varepsilon \) or the dielectric susceptibility \( \chi \). Let us consider a beam with its main propagation direction along \( z \), containing nonzero \( x \) and \( y \) wave vector harmonics because of its transverse profile, in presence of a gradient along \( x \), \( \partial \varepsilon / \partial x \neq 0 \) (black arrow in Fig. 1), which leads to the deviation of the beam from its initial direction, \( \Omega_x = (2n)^{-1} \partial \varepsilon / \partial x \). The projection of the rotation frequency on the direction of a particular harmonic is given by

\[ \omega_x = \Omega_x \cdot \hat{e}_x = (2n)^{-1} \partial \varepsilon / \partial x \]
\[ \Omega \cdot l = \frac{k_x}{2 \pi k_0} \frac{\partial \epsilon}{\partial x}. \]  

(3)

In order to illustrate that the polarization conversion indeed takes place in such conditions, we perform a finite-difference time domain (FDTD) numerical simulation of the propagation of a Gaussian beam using COMSOL in the simplest system described above. The results are shown in Figs. 1(b)–1(d). The trajectory of the beam, curved by the gradient \( \partial \epsilon / \partial x \), is shown in Fig. 1(b). The beam is initially excited with \( E_x \) polarization only. The transverse profile in this polarization is shown in Fig. 1(c). The beam is shifted towards positive \( x \), as in Fig. 1(b). Its shape also changes. But the most important effect is shown by Fig. 1(d), presenting the cross-polarization \( E_y \), appearing only because of the SOC. This requires a nonzero projection of the wave vector \( k \) on its rotation frequency \( \Omega \), according to Eq. (3), which is fulfilled thanks to the presence of nonzero \( k_x \), in the narrow initial Gaussian beam. The intensity of converted polarization is linear in \( \nabla \epsilon \), confirming the first-order nature of the effect. We note that since the converted signal is proportional to \( k_x \), it changes sign at \( y = 0 \): the symmetry of the state is inverted (from symmetric to antisymmetric). This will be important for the understanding of SOC effects in a periodically modulated medium (lattice). In spite of being linear in \( \nabla \epsilon \), the SOC represents only a small correction in the conditions of Fig. 1: the converted polarization intensity remains small for realistic gradients, and its detection requires a fine tuning of the polarizer to avoid being blinded by the main polarization. Below, we will see how the contribution of SOC can become dominant in a more complicated configuration.

Our goal is to obtain paraxial equations valid for an arbitrary permittivity profile and written in a fixed polarization basis (and not TE and TM, which differ from point to point). We have therefore to generalize the previous result to arbitrary gradient directions. The wave vector \( k \) also has to be expressed from \( \mathbf{E}(x, y) \) using \( k_{(x,y)} = -i \partial / \partial (x, y) \). One obtains the following SOC term:

\[ \frac{1}{2 \pi k_0 |E|} \left( \frac{\partial \epsilon}{\partial x} \frac{\partial E_x}{\partial y} + \frac{\partial \epsilon}{\partial y} \frac{\partial E_y}{\partial x} \right) \mathbf{i} \times \mathbf{E}. \]  

(4)

As compared with TE-TM SOC in planar cavities [4,51] and photonic crystal slabs, the double spatial derivative of the electric field is replaced by a product of the first derivatives of the permittivity and the electric field components.

The paraxial approximation consists in considering the envelope of the electric field and neglecting \( \partial^2 \mathbf{E} / \partial z^2 \) with respect to \( k_0 \partial \mathbf{E} / \partial z \) in the first term of Eq. (1) (\( z \) is the main propagation direction). In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction. In atomic systems, the permittivity can be varied through the gradient direction.

The imaginary part of the susceptibility is taken into account in the effective potential term \( k_0 \chi \), for each polarization, but neglected in the SOC terms, where it would represent a next-order correction. The SOC terms therefore contain only the real part of the susceptibility, \( \partial \epsilon / \partial (x, y) \) \( \sim \partial \chi / \partial (x, y) \). The vector product \( \mathbf{i} \times \mathbf{E} \) of Eq. (2), Eq. (4) gives rise to the coupling of the two polarizations \( E_{(x,y)} \). The final paraxial equations taking into account the SOC and the polarization-dependent propagation in the linear polarization basis read

\[ i \frac{\partial E_x}{\partial z} = -\frac{1}{2k_0} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) E_x - \frac{k_0 \chi_x}{2} E_x + \frac{1}{2k_0 |E|} \left( \frac{\partial \chi_x}{\partial x} \frac{\partial E_x}{\partial y} + \frac{\partial \chi_y}{\partial y} \frac{\partial E_x}{\partial x} \right) E_y, \]  

(5)

\[ i \frac{\partial E_y}{\partial z} = -\frac{1}{2k_0} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) E_y - \frac{k_0 \chi_y}{2} E_y + \frac{1}{2k_0 |E|} \left( \frac{\partial \chi_x}{\partial x} \frac{\partial E_y}{\partial y} + \frac{\partial \chi_y}{\partial y} \frac{\partial E_y}{\partial x} \right) E_x. \]  

(6)

Of course, the importance of the corrective SOC term depends on the conditions of a given experiment. We will compare the predictions of these paraxial equations with the solution of the full system of Maxwell’s equations and with the experimental measurements for a particular system of photonic graphene and show that, when the imaginary susceptibilities are different, the contribution of the SOC into the signal observed for a faster-decaying polarization component actually becomes dominant.

3. EXPERIMENTAL IMPLEMENTATION OF PHOTONIC GRAPHENE

While the SOC plays a significant role in a large variety of optical systems, we investigate its effect in a particularly interesting process: the vortex generation at the Dirac points in photonic graphene. Our experiments are performed in atomic vapors in the regime of EIT. Figure 2 shows the scheme of the experiment for exciting a given valley in the photonic graphene lattice. Three Gaussian coupling beams \( E_2, E'_1, \) and \( E'_2 \) (wavelength \( \lambda_2 \approx 794.97 \text{ nm} \); frequency \( \omega_2 \); vertical polarization; Rabi frequencies \( \Omega_2, \Omega'_2, \) and \( \Omega'_1 \), respectively) from the same external cavity diode laser (ECDL2) symmetrically propagate along the \( z \) direction and intersect at the center of the vapor cell with the same angle of \( 2\theta \approx 1.2^\circ \) between any two of them to form a hexagonal optical lattice [see Fig. 2(d)], acting as the coupling field with an intensity of \( \Omega_2^2 \). The Rabi frequency of a transition \( |i \rangle \leftrightarrow |j \rangle \) defined by \( \Omega_2 = \mu_{ji} E_2 / \hbar \), where \( E_2 \) is the electric field from the laser and \( \mu_{ji} \) is the dipole moment (\( i, j \), and \( l \) are integer numbers), is quantitatively characterized of the coupling between the optical field and its corresponding two-level atomic system. The hexagonal lattice appears as a result of interference, and thus does not suffer from any broadening due to diffraction. The \( 5 \text{ cm} \) long atomic vapor cell wrapped with \( \mu \)-metal sheets is heated to \( 80^\circ \) by a heat tape. The copropagating probe field and coupling field interact with a \( \lambda \)-type three-level SPE atom [see Fig. 2(b)], consisting of two hyperfine states \( F = 2 \) (level \( |1 \rangle \) and \( F = 3 \) (level \( |2 \rangle \)). For the ground state \( 5S_{1/2} \) and an excited state \( 5P_{1/2} \), the probe field [Fig. 2(c)] is established by the interference of two probe beams \( E_1 \) and \( E'_j \) \( \lambda_j \approx 794.98 \text{ nm}, \omega_1, \Omega_1, \) and \( \Omega'_j, \) respectively) derived from the same ECDL1. The powers of the three Gaussian coupling beams are all \( 15 \text{ mW}, \) and of the two Gaussian probe beams are both \( \sim 0.5 \text{ mW}. \) All the coupling and probe beams have the same diameter of \( \approx 1 \text{ mm}. \) The polarizations of the beams are \( \perp \) to the ground state 5\( ^7\)S\( ^1 \) \( ^1 \)P\( ^1 \) and 5\( ^7\)S\( ^1 \) \( ^3 \)P\( ^1 \) (level \( |1 \rangle \) and \( |2 \rangle \)). For the excited state \( 5\)P\( ^1 \), the beam is linearly polarized in the horizontal plane (level \( |1 \rangle \)) and in the vertical plane (level \( |2 \rangle \)).
which is set as \( y \) polarized throughout the experiment, allowing only the detection of the \( x \) polarized component of the probe beam [see Fig. 2(a)].

With the two-photon resonant condition \( \Delta_1 - \Delta_2 = 0 \) satisfied (here \( \Delta_1 \approx \pm 70 \text{ MHz} \)), an EIT window [52] can occur on the transmitted probe spectrum of the probe beam. For an EIT configuration, the susceptibility \( \chi = \chi' + i \chi'' \) experienced by the probe field is \( \chi \sim \left| \Omega_{21} \right|^2 \) [53], and the resulting susceptibility (both real part \( \chi' \) and imaginary part \( \chi'' \)) exhibits a honeycomb profile with a lattice constant \( a \approx 25 \text{ \mu m} \), which corresponds to an inverted hexagonal \( \left( \Omega_{21} \right)^2 \) [21]. For a three-level EIT atomic system, the real and imaginary parts of the refractive index are described by \( n_g = \chi'/2 \) and \( n_1 = \chi''/2 \), respectively [54,55]. As a result, a photonic graphene lattice governed by \( n_g(x, y) \) is effectively "written" inside the medium. The refractive index variation and absorption spectrum are polarization-dependent. As presented in Fig. 3 of Ref. [56], for the copolarized configuration of the coupling and probing beams, the absorption of the probe beam around zero detuning is greatly reduced by the depletion of the ground state with optical pumping, while hardly any EIT effect occurs. For the cross-polarized configuration, there is clearly the EIT effect around zero detuning, while the absorption of the probe beam is also relatively strong. As a result, around zero detuning, \( \chi' \) and \( \chi'' \) are approximately 5 and 20 times smaller for the copolarized component (depleted, \( y \)) than for the cross-polarized one (EIT, \( x \)). The characteristic scales are \( \chi'_y \sim 10^{-3}, \chi''_y \sim 10^{-4} \) and \( \chi'_x \sim 2 \times 10^{-4}, \chi''_x \sim 5 \times 10^{-6} \) (for a \( y \)-polarized pump, i.e., the coupling beam).

The A- and B-type sublattices of the optically induced two-dimensional (2D) photonic graphene are marked in Fig. 2(c). By selectively covering only the A or the B sublattice with the periodic probe field as in Fig. 2(e), the \( K \) or \( K' \) valley in the momentum space can be effectively excited, which, due to the beam conversion between the sublattices, introduces an orbital angular momentum (OAM) to one of the output probe beams [21,23], confirmed by a fork-like feature in the interference pattern with a Gaussian reference beam (from the same laser as probe beams). Indeed, when the probe is exciting only A-sites of the graphene lattice, its conversion to the B-sites is accompanied by the change of angular momentum according to \( l_B = l_A - 1 \). This interesting feature of the Dirac equation shown by previous studies [21,23] can be understood or described using different approaches or languages used in different fields of physics. Mathematically, it arises from the fact that the coupling between the two components of the spinor written in the reciprocal space depends on the azimuthal angle: \( \tilde{H} = \hbar c \mathbf{k} \cdot \sigma \) (where \( \sigma \) is a vector of Pauli matrices). The equation for the generated component reads \( \imath \hbar \dot{\Psi}_B = \hbar c e^{\imath \phi} \Psi_A \). Because of the coefficient \( e^{\imath \phi} \), the angular momentum operator \( \imath \hbar \partial/\partial \phi \) applied to \( \Psi_B \) gives \( l_B = l_A - 1 \). The change of the angular momentum can also be interpreted as a result of the nonzero Berry curvature of the graphene bands in the vicinity of the Dirac point [57]. Using the pseudospin language, it can be understood as a result of the action of a divergent effective field [58,59].

Both the transmitted probe beam and phase (interference pattern) are monitored by a CCD. To investigate the influence of the polarization of the probe beams on the OAM creation from the valley pseudospin, a quarter-wave plate is applied on the path of the probe beams before entering the atomic vapor cell, allowing varying of the probe polarization. It should be noted that regardless of the probe beam polarization, the CCD always detects a single linear polarization component (\( x \)) defined by the PBS before it. The detected image contains signal from both graphene sublattices, but changing the detuning allows us to select a particular moment of “time” (half of the \( A \leftrightarrow B \) conversion period), when all intensity is coming from the nonexcited sublattice \( B \), allowing observation of the modified angular momentum \( l_B \).

4. RESULTS AND DISCUSSION

We are now considering polarized light described by a two-component wave function propagating in the photonic graphene lattice. In general, solving 2D paraxial equations is much more efficient than solving the full system of Maxwell’s equations in 3D. We begin our analysis with the comparison of the results of the two different numerical approaches for the simple case of a Gaussian probe of a width \( w \) exciting the vicinity of the Dirac point of graphene, and neglecting the photonic SOC. In such a case, the evolution of the beam is well described by the 2D Dirac equation describing the coupling between \( A \) and \( B \) sites of the honeycomb lattice. This approximation remains valid even including SOC when both excitation and detection are carried out in the same linear polarization (in this case, the contribution of SOC is negligible). The conversion between the two sites associated with the change of the angular momentum can be obtained both with the 3D finite-element method (FEM) and 2D paraxial equations, as shown in Figs. 3(a)
and 3(c), and, naturally, with the Dirac equation (which is an extra approximation with respect to the paraxial equation), as discussed above. The interference patterns in panels Figs. 3(a) and 3(c) show the fork-like dislocation, which is a signature of a nonzero final angular momentum, \( I_B = -1 \) (initially, \( I_A = 0 \)). We note that the \( A \to B \) conversion period \( T = u/c \) depends on \( \chi \) via the effective speed of light in the Dirac equation \( c \).

The situation changes when the excitation contains both \( E_x \) and \( E_y \) (circular pumping), and the SOC starts to play a role. Figures 3(b) and 3(d) show interference patterns between the transmitted amplitude in the \( x \) polarization and a reference beam. It does not show any dislocations in the fringe patterns. The absence of angular momentum conversion is a joint result of three different effects. First, the \( y \)-polarized component exhibits a slower \( A \to B \) conversion because of a smaller real susceptibility \( \chi''_y \approx 0.2 \chi''_x \). So, \( E_y \) does not change angular momentum during the propagation time in the cell. The second effect is the smaller decay of the \( y \) component, because of a smaller imaginary susceptibility \( \chi''_y \approx 0.05 \chi''_x \). As a result, the \( E_y \) component quite rapidly becomes dominant over \( E_x \), and most of the \( x \)-polarized light is induced by the \( E_y \) to \( E_x \) conversion by the SOC. Ultimately, the \( E_x \) generated by the SOC is not affected by the angular momentum conversion because the corresponding wave function is not anymore close to the Dirac point but lies in an upper band of graphene as explained below. As a result of these combined processes, the angular momentum \( L = 0 \) measured in \( E_x \) in Figs. 3(b) and 3(d) is that of \( I_A \) injected in \( E_y \), and we can conclude that the angular momentum of the light after the cell is controlled by the incoming polarization.

Let us first make a simple estimate proving that the contribution of the polarization conversion can indeed become dominant with respect to the rapidly decaying original signal. The relevant terms in the paraxial equation for the description of the intensity contributions to the detected polarization \( E_x \) become

\[
\frac{\partial E_x}{i \partial z} = -\frac{ik_0\chi''_x}{2} E_x + \frac{1}{2k_0|E_y|} \frac{\partial \chi'_{y'} \partial E_x}{\partial y} E_y.
\]

The first term provides an exponential decay with a characteristic rate \( k_0\chi''_x \approx 10^7 \times 10^{-4} = 10^3 \text{ m}^{-1} \), while the second one provides a linear growth (assuming \( E_y = \text{const} \) as compared with \( E_x \)). To estimate its rate, we use the experimental parameters \( k_x/k_0 \approx 0 \approx 10^{-2} \) and \( \partial \chi'_{y'}/\partial x \approx 10^{-1}/25 \times (10^3) \approx 4 \), which gives a rate of the order of \( 10^{-2} \). Comparing an exponential decay \( \exp(-10^3z) \) with a linear growth \( 10^{-2} \) for identical initial intensity (circular pumping), we see that the two contributions become equal within a propagation distance of 1 cm. We can therefore conclude that for a 5 cm vapor cell the contribution of the SOC-induced polarization conversion can indeed be important and even dominant. A more detailed discussion of the evolution of the intensities based on rate equations is given in Supplement 1. With these estimates, the advantage of using photonic graphene becomes clear. Indeed, in the constant gradient configuration of Fig. 1 for the same parameters but without the decay caused by \( \chi'' \), the intensity of converted polarization given by the conversion rate \( 10^{-2} \text{ m}^{-1} \) times the propagation distance \( 5 \times 10^{-2} \) m would be only \( 5 \times 10^{-4} \) of the main polarization, which would represent a correction impossible to detect. This is why it is important to use the photonic graphene, where we have a clear qualitative signature of the efficiency of the polarization conversion: the presence or the absence of a vortex. We also note that all the terms in the paraxial equations remain small with respect to the main wave vector \( k_0 \), which ensures the validity of the approximation itself.

The other crucial effect is the absence of angular momentum conversion for the \( E_x \) polarization induced by SOC. This can be understood by using arguments based on tight-binding description (while the development of a complete tight-binding model accounting for the specific SOC is beyond the scope of the present work). The SOC terms contain the first-order derivatives of the wave function. It thus inverts the mode symmetry, coupling the \( s \) (symmetric) and \( p \) (antisymmetric) orbitals of each minimum of the effective lattice potential. Indeed, in Fig. 1, a single maximum (Gaussian, \( s \)-orbital) was converted into an antisymmetric double-maximum structure (\( p \)-orbital). The converted polarization therefore appears at the same valley, but in the \( p \) band. The shape of the wave function suggests that conversion occurs toward the flat \( p \) band of the honeycomb potential [27], where further evolution is completely blocked (see Supplement 1 for more details). This is why the converted component maintains its original angular momentum. The observed signal is the superposition of the original component \( E_x \) (changing the angular momentum) and the signal converted from \( E_y \) (keeping the original angular momentum). The final result depends on the relative intensities of the two components, and varying their initial ratio (which is the circular polarization degree) allows us to observe the vortex leaving the beam center step by step, when the circular polarization is increased (see below for the experimental results), similar to the spatial dynamics observed in Ref. [21], but in the opposite direction.

The comparison of the 3D and 2D results demonstrates the correctness of the developed corrected paraxial equations. In what follows, we are going to use only the 2D model and to consider a probe with nonzero initial angular momentum. Figure 4 shows the results of numerical simulations with 2D coupled paraxial equations for the case of the Gauss–Laguerre probe envelope with \( L = -1 \) [Figs. 4(a) and 4(b)] and \( L = +1 \) [Figs. 4(c) and 4(d)] with linear [Figs. 4(a) and 4(c)] and circular [Figs. 4(b) and 4(d)]
probe polarization. For $L = -1$ and linear excitation, the beam conversion introduces an extra vortex into the pattern, giving $L_{\text{out}} = -2$. For $L = +1$, the sign of the extra vortex is opposite to the initial angular momentum, and $L_{\text{out}} = 0$. This extra vortex disappears in both cases if the initial polarization is circular, because the output beam is dominated by the $E_x$ converted to $E_y$. A crucial advantage of using a 2D model here is that it allows a more extended treatment of the output field distributions, in particular, valley separation and interference analysis (based on Fourier transform and shifting in the reciprocal space), similar to the beam separation after the vapor cell in the experiment [21].

Finally, in Fig. 5, we present the results of the experimental measurements carried out in the configuration described in the previous section, for three values of the angular momentum of the inbound Gauss–Laguerre probe: (a) $L = 0$ (as in Fig. 3), (b) $L = -1$, and (c) $L = +1$ (as in Fig. 4). The false color scale represents the intensity of the interference pattern, measured at the screen after the vapor cell in the $x$ polarization. The interference occurs between one of the two probe beams and a reference beam. The numbered panels represent the increase of the circular polarization degree from $\rho = 0$ [Fig. 5(a1, b1, c1)] to $\rho = 1$ [Fig. 5(a5, b5, c5)]. The experimental observations correspond to the theoretical images shown above: in each case, the extra vortex disappears when $\rho$ is increased, because signal is dominated by the converted component. We note that while the exact values of the susceptibility of the atomic vapors are not known with a high precision, our qualitative results are robust with respect to these parameters; additional simulation results for a set of parameters different from those of the main text are given in Supplement 1.

In all three cases, we observe that the SOC allows controlling the angular momentum of the output beam via both the polarization and momentum of the input beam. Devices with an optically controllable optical angular momentum are useful for practical applications, but creating them is a challenging task [60]. Our experiment provides a solution of this problem, while demonstrating the fundamental importance of SOC in the paraxial approximation, which has been neglected so far. In future works, we will develop the tight-binding description of this original type of SOC. It is also interesting to study how this particular SOC affects the nonlinear solutions of the paraxial equations, such as bright solitons. Nontrivial polarization textures can be expected to appear in this case.

To conclude, we introduced a first-order correction to paraxial equations due to the SOC linked with the conservation of the polarization plane. We demonstrated experimental evidence of the importance of this SOC in photonic graphene implemented via EIT in atomic vapors. The angular momentum of the output beam can be controlled by the circular polarization of the probe.

**Funding.** National Key Research and Development Program of China (2018YFA0307500, 2017YFA0303703); National Natural Science Foundation of China (11804267, 61975159); Fundamental Research Funds for the Central Universities (xjj2017059); Agence Nationale de la Recherche (16-IDEX-0001, ANR-11-LABX-0014, ANR-16-CE30-0021).

**Acknowledgments.** We acknowledge the support of the project “Quantum Fluids of Light,” of the ANR Labex Ganex, and of the ANR program “Investissements d’Avenir” through the IDE-SITE initiative 16-IDEX-0001 (CAP 20-25).

**Disclosures.** The authors declare no conflicts of interest.

See Supplement 1 for supporting content.

**REFERENCES**

1. L. Lu, J. D. Joannopoulos, and M. Soljačić, “Topological photonics,” Nat. Photonics 8, 821–829 (2014).
2. T. Ozawa, H. M. Price, A. Arno, N. Goldman, M. Hafezi, L. Lu, M. C. Rechtsman, D. Schuster, J. Simon, O. Zilberberg, and I. Carusotto, “Topological photonics,” Rev. Mod. Phys. 91, 015006 (2019).
3. M. Onoda, S. Murakami, and N. Nagaosa, “Hall effect of light,” Phys. Rev. Lett. 93, 083901 (2004).
4. A. Kavokin, G. Malpuech, and M. Glazov, “Optical spin Hall effect,” Phys. Rev. Lett. 95, 136601 (2005).
56. Y. Zhu, S. Wang, and N. M. Mulchan, “Multilevel dark states in an inhomogeneously broadened open atomic system,” Phys. Rev. A 59, 4005–4011 (1999).
57. M.-C. Chang and Q. Niu, “Berry curvature, orbital moment, and effective quantum theory of electrons in electromagnetic fields,” J. Phys. Condens. Matter 20, 193202 (2008).
58. M. Matthews, B. P. Anderson, P. Haljan, D. Hall, M. Holland, J. Williams, C. Wieman, and E. Cornell, “Watching a superfluid untwist itself: recurrence of Rabi oscillations in a Bose-Einstein condensate,” Phys. Rev. Lett. 83, 3358–3361 (1999).
59. A. Leggett, Quantum Liquids, Oxford Graduate Texts (2006).
60. N. C. Zambon, P. St-Jean, M. Miličević, A. Lemaître, A. Harouri, L. Le Gratiet, O. Bleu, D. Solnyshkov, G. Malpuech, I. Sagnes, S. Ravets, A. Amo, and J. Bloch, “Optically controlling the emission chirality of microlasers,” Nat. Photonics 13, 283–288 (2019).