An End-to-End Machine Learning based Unified Architecture for Non-Intrusive Load Monitoring
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Abstract—Non-Intrusive Load Monitoring (NILM) or load disaggregation aims to analyze power consumption by decomposing the energy measured at the aggregate level into constituent appliance levels. The conventional load disaggregation framework consists of signal processing and machine learning-based pipelined architectures, respectively for explicit feature extraction and decision making. Manual feature selection in such load disaggregation frameworks leads to biased decisions that eventually reduce system performance. This paper presents an efficient End-to-End (E2E) approach-based unified architecture using Gated Recurrent Units (GRU) for NILM. The proposed approach eliminates explicit feature engineering and has a unified classification and prediction model for appliance power. This eventually reduces the computational cost and enhances response time. The performance of the proposed system is compared with conventional algorithms’ use of recall, precision, accuracy, F1 score, the relative error in total energy and Mean Absolute Error (MAE). These evaluation metrics are calculated on the power consumption of top priority appliances of Reference Energy Disaggregation Dataset (REDD). The proposed architecture with an overall accuracy of 91.2 and MAE of 25.23 outperforms conventional methods for all electrical appliances. It has been showcased through a series of experiments that feature extraction and event-based approaches for NILM can readily be replaced with E2E deep learning techniques allowing simpler and cost-efficient implementation pathways.
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I. INTRODUCTION

Energy demand is increasing drastically with the increase in industrial development. This raises the need of managing energy usage effectively at consumer end. Efficient demand management is possible by analyzing the appliance level power consumption in buildings [1]. Today, this financially feasible solution, provided in 1992 [2], is known as Non-Intrusive Load Monitoring (NILM). The basic idea of NILM revolves around the decomposition of total demand into appliance level power consumption. Since this load disaggregation approach does not depend on several data recorder sensors, it is therefore a cost-effective solution adopted for demand reduction and load forecasting. The interest of researchers in this domain is significantly increasing with the development of smart meters, capable of delivering aggregate power information to the customer. With the advancements in Machine Learning (ML) domain, it is expected that NILM with high accurate power consumption analysis capabilities will serve as the backbone in the development of innovative smart grid services [3].

Generally, NILM can be categorized into two types: event-based approaches and event-less or state dependent approaches. In the event-based approaches, any significant change in the signal that is considered during load disaggregation is regarded as an event. All event-based approaches depend on previous training, thus supervised ML approaches are mostly adopted in this category [4]. The second category, i.e. the event-less approach, does not rely on event detection. It primarily uses statistical and probability-models to match consumption signal of single or group appliances to the aggregate power signal [3]. Thus, label transitions are not required in this category. Event-based NILM methods primarily depend on finding edges in order to observe change in power demand. Initially, Hart formulated different clusters based on similar power change and characteristics of appliances using Combinatorial Optimization (CO) for disaggregating power demand [2]. Conventional edge detection approaches were then replaced by probability-based methods. These methods were comparatively less complex than the conventional methods [5, 6]. Standard deviation was calculated in [5] instead of using a single fixed parameter. Also, authors in [6] utilized a statistical approach for detecting the edges and power change signature of different appliances. Later, classifiers such as Support Vector Machines (SVMs) [7], Decision Tree [8], and other hybrid approaches
were investigated to serve the purpose. Hidden Markov Models (HMMs) and their several variants were also utilized to model multi-state appliances and different possibilities of their combination [9-11], since the complexity of modeling multistate appliances increases with increasing number of appliances installed in customer premises [12]. Therefore, inherent complexity of this methodology was reduced via the introduction of Viterbi algorithm in [13].

The latest development in ML shifts the paradigm to deep learning based NILM. Multilayer Perceptron (MLP), Convolution Neural Networks (CNNs), Deep Neural Networks (DNNs), Recurrent Neural Networks (RNN) K-Nearest Neighbor (k-NN) and Naïve Bayes classifiers are a few of the most widely used supervised ML techniques for load disaggregation [3]. CNNs and RNN-based Long Short-Term Memory (LSTM) have been explored for NILM in [12]. Authors in [14] implemented 3 different DNN architectures for short term load forecasting. 1D CNN was implemented in [15] for examining the effect of variables dependent on power demand. Hybrid CNN was also proposed in [16] where impact of reactive power, current, and apparent power were assessed on the performance of NILM disaggregation. The window of aggregate power signal was utilized in [15] to predict the power of the targeted appliance. The input sequence utilized for generating the sequence of output power is termed as sequence-to-sequence approach. If the same sequence predicts power at varying type of electrical loads. Low frequency power data was utilized in [15] to predict the power of the targeted appliance. The input sequence utilized for generating the sequence of output power is termed as sequence-to-sequence approach. If the same sequence predicts power at specific time instant only then it is termed as sequence-to-point. Both sequence-to-point and sequence-to-sequence NILM approaches [15] were based on CNN architecture. The load disaggregation problem was treated as noise reduction in [17] using denoising autoencoders. This approach showed improved performance under different types of loads.

One of the major drawbacks in the above stated deep learning based NILM architectures are their dependency on explicit features extraction from signal. This manual feature(s) extraction leads to biased decisions that eventually reduce the overall performance of NILM. In order to improve performance, these methods deploy extremely dense neural architecture with large number of layers. These dense architectures are time consuming and computationally expensive. Moreover, dependency on separate classification and regression networks [15, 18] further increases computational power, thus making these solutions extremely expensive. The manhours required in feature engineering and in the collection of contextual information for deep neural architectures comprise a time taking procedure and there lies a strong probability of losing important load signatures in manual feature extraction. In order to address all of the above limitations in previously proposed NILM approaches, this paper presents an efficient end-to-end (E2E) ML based unified architecture using Gated Recurrent Units (GRU).

The main characteristics of the proposed architecture are:

- A unified module is an inherent characteristic of the proposed E2E architecture. Since the proposed architecture considers both classification of appliance and prediction of consumption as a single problem, there is no need to use separate modules.
- Low computational cost due to the unified architecture as compared to the conventional pipelined architecture. Real time load disaggregation is also possible due to the fast response time of the proposed architecture. It allows easy integration in modern smart metering devices.
- Improved performance of the proposed E2E architecture as compared to previously proposed DNN architectures despite of using comparatively lesser number of layers and neurons. The performance edge of the proposed approach is showcased on REDD, which is a renowned load disaggregation dataset.

II. THE PROPOSED E2E MACHINE LEARNING BASED UNIFIED ARCHITECTURE

An E2E ML based unified architecture for NILM is proposed in this work to completely eliminate the reliance on feature extraction. The proposed framework is presented in Figure 1. It consists of dataset and preprocessing, E2E ML model, and evaluation metrics.

![Fig. 1. The proposed E2E ML-based unified architecture for NILM](image)

A. Load Disaggregation Dataset and Preprocessing

Training and development of E2E ML Model depends on datasets prepared for load disaggregation. The Residential Energy Disaggregation Dataset (REDD) [4] is utilized in this research work. REDD was made publicly available in 2011 [4] with the aim of fast paced research and development in load disaggregation domain. It was developed with two major objectives. Firstly, it helps the researchers to apply algorithms and techniques directly on the available data instead of investing extensive efforts on the data acquisition stage of the NILM. Secondly, this dataset provides globally accepted reference data for comparing different algorithms and techniques implemented by different researchers.

The REDD dataset contains information of the aggregate power signals and the power of each individual appliance installed in 6 different homes in Massachusetts, USA. These 6 different homes cover almost all types of appliances used in consumer premises like washing machine, microwave, fridge, lights, air conditioning, electric stove, smoke detectors, etc. This dataset includes two-state, finite state, and continuously varying type of electrical loads. Low frequency power data from the first building of REDD dataset are selected for evaluation of the proposed algorithm. Six top priority appliances with respect to power consumption from House1 of REDD were considered. The selected dataset is preprocessed for removing erroneous readings, detecting gaps and downtime.
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using NILM tool kit (NILMTK). The data are separated as training and testing subsets with a ratio of 50:50.

B. The E2E ML Model

The Gated Recurrent Unit (GRU), a variant of RNN, is selected as the basic ML model for the proposed E2E architecture. RNN is selected due to its efficient information handling with smaller context [19]. GRU is computationally simpler as compared to other RNN variants. It controls the flow of contextual information using just two gates as illustrated in Figure 2.

![GRU architecture](image)

**Fig. 2.** The GRU architecture.

The first gate of GRU is the update gate. This gate is responsible to decide the extent to which information content from previous history should be passed for the determination of the future state. The output vector of the update gate ($z_t$) depends on previous cell output ($h_{t-1}$), present input ($x_t$), calculated weights ($W_z$, $U_z$), and biased vector ($b_z$). Mathematically, the output of the update gate depends on the sigmoid function and can be represented as:

$$z_t = \sigma [W_z \cdot x_t + U_z \cdot h_{t-1} + b_z] \quad (1)$$

The second GRU gate is the forget gate. This gate is responsible to filter and remove the flow of information from cells. It depends on current input ($x_t$), previous output ($h_{t-1}$), corresponding weights ($W_f$, $U_f$) and biased vector ($b_f$):

$$r_t = \sigma [W_f \cdot x_t + U_f \cdot h_{t-1} + b_f] \quad (2)$$

The final output produced by the GRU depends on intermediate memory state ($\hat{h}_t$). This intermediate memory depends on weights ($W_h$, $U_h$), current input ($x_t$), previous output ($h_{t-1}$), and biased vector ($b_h$). The mathematical model of this hidden memory state is shown in (3). It depends on tanh which is used as the activation function.

$$\hat{h}_t = \tanh [W_h \cdot x_t + r_t \cdot U_h \cdot h_{t-1} + b_h] \quad (3)$$

The GRU output depends on the hidden memory state and update gate as shown in (4):

$$h_t = (1 - z_t) \cdot h_{t-1} + z_t \cdot \hat{h}_t \quad (4)$$

The proposed deep neural architecture consists GRU hidden layers, whereas the convolution layer and the dense layer with linear activation function are the input and output layers. The number of layers and neurons for GRU is selected for optimal performance using constructive approach in multiple passes. It starts with a small or undersized network having a smaller number of neurons and layers, and gradually its size increases until it achieves optimal performance. During the first pass, the number of neurons is steadily increased from 64 to 2100 with a step size of 100. Better performance in terms of accuracy and MAE is observed in the range of 500 to 700 neurons as shown in Figure 3. In the second pass, neurons are gradually increased from 500 to 700 with a reduced step size of 10. It was found that the load disaggregation model suffered from overfitting when the number of neurons increased above 650. The best point in this region in terms of reduced MAE and improved accuracy was 630 neurons, so it was selected as the optimum number of neurons.

**Fig. 3.** GRU accuracy and MAE for different numbers of neurons.

Single hidden layered architecture is insufficient as a network with a smaller number of layers or neurons often fails to extract details from the training data [20]. Thus, 6 different architectures were tested comprising of 2, 4, 6, 8, 10, and 12 GRU hidden layers. Increasing architecture after 4 layers leads to overfitting and loss of generalization. Table I tabulates the accuracy on training data against the number of GRU layers. Optimal performance was achieved with the model with 4 GRU hidden layers of 1, 630, 1, and 1 neurons respectively.

**TABLE I. ACCURACY ON TRAINING DATA AGAINST THE NUMBER OF GRU LAYERS**

| No. of layers | Overall test data | Fridge | Microwave | Washer dryer | Dish washer | Light | Socket |
|---------------|------------------|--------|-----------|--------------|-------------|-------|--------|
| 2             | 0.86             | 0.82   | 0.92      | 0.88         | 0.83        | 0.72  | 1      |
| 4             | 0.95             | 0.97   | 0.95      | 0.98         | 0.89        | 0.91  | 1      |
| 6             | 0.87             | 0.92   | 0.91      | 0.91         | 0.78        | 0.67  | 1      |
| 8             | 0.85             | 0.88   | 0.91      | 0.81         | 0.79        | 0.73  | 1      |
| 10            | 0.82             | 0.79   | 0.88      | 0.77         | 0.75        | 0.73  | 1      |
| 12            | 0.80             | 0.77   | 0.86      | 0.75         | 0.71        | 0.72  | 1      |

The learned model was then applied to the testing data. Table II tabulates the accuracy on the test data. The training and testing phases of the proposed E2E ML model are elaborated using the pseudocode shown in Figure 4.
C. Evaluation Metrics

The prediction of each load consumption at a certain time instant is not purely a regression problem. The load disaggregator first identifies the presence of certain appliances in the aggregate power signal and then predicts their individual power consumption. Thus, performance evaluation should not be based on regression indices only; classification accuracy must also be evaluated. Recall, precision, accuracy, and F1 score are used to account classification performance, whereas, Mean Absolute Error (MAE) and relative error (RE) in total energy are used for the assessment of values predicted by the load disaggregator:

\[
\text{Recall} = \frac{\text{True Positive}}{\text{False Negative} + \text{True Positive}} \quad (5)
\]

\[
\text{Precision} = \frac{\text{True Positive}}{\text{False Positive} + \text{True Positive}} \quad (6)
\]

\[
\text{F1 score} = 2 \times \frac{\text{Precision} \times \text{recall}}{\text{Precision} + \text{recall}} \quad (7)
\]

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{Ground Positive} + \text{Ground Negative}} \quad (8)
\]

\[
\text{RE} = \frac{\text{Total predicted energy} - \text{Total actual energy}}{\max \{\text{Predicted Energy, Actual Energy}\}} \quad (9)
\]

\[
\text{MAE} = \frac{1}{T} \sum_{t=1}^{T} \left| \text{estimated power at } t - \text{actual power at } t \right| \quad (10)
\]

III. Results and Comparison

The proposed E2E ML model was evaluated and compared with conventional load disaggregation algorithms. NILMTK is equipped with benchmark algorithms. Two of the most widely used benchmark algorithms, i.e. CO and FHMM, are selected for evaluation on the REDD dataset, whereas one state of the art algorithm based on RNN architecture proposed in [21] is reproduced using the details provided by the authors. For fair comparison, all baseline algorithms were trained and tested with similar train tests split on 6 top priority appliances of REDD, i.e. fridge, microwave, dishwasher, washer dryer, sockets, and lights. These top 6 appliances, with respect to power consumption, were used to evaluate the performance of the conventional and the proposed algorithms as shown in Figure 5.

![Fig. 4. Training and testing pseudocode of the proposed E2E ML model.](image)

![TABLE II. ACCURACY OF THE LEARNED MODEL ON TEST DATA](table)

| Appliance    | Accuracy |
|--------------|----------|
| Fridge       | 0.88     |
| Microwave    | 0.93     |
| Washer dryer | 0.98     |
| Dish washer  | 0.81     |
| Light        | 0.87     |
| Socket       | 1.00     |
| Overall      | 0.912    |

![Fig. 5. Performance Evaluation of the NILM algorithms.](image)
The proposed GRU shows a consistent performance in all the appliances, in terms of MAE. The overall MAE of the proposed model is 25.23, whereas, the MAE of CO, FHMM, and RNN is 61.88, 56.14, and 33.92 respectively. Thus, the proposed approach shows reduced MAE without being dependent on feature engineering approach. Similarly, the overall accuracy of CO, FHMM, RNN, and the proposed model is calculated as 66, 74, 64, and 91 respectively. FHMM shows better accuracy in fringe and light only, whereas, CO is better in the case of the dishwasher. This clearly indicates a better and consistent performance of the proposed model in terms of accuracy.

Beside baseline algorithms, the proposed model is also compared with few of the latest DNN approaches Convolution Sequence to point (Seq2point) [15], Convolution sequence to Sequence (Seq2Seq) [15], and Denoising Autoencoder (DAE) [17]. These DNN approaches are compared in terms of MAE and computational cost for two major appliances (fridge and microwave) of REDD’s House1. The number of layers depicts the computational complexity and time required for power disaggregation. Table III indicates that the proposed E2E architecture shows better performance in comparison to the modern approaches in [15, 17], whereas this unified and less dense architecture is also computationally efficient and fast to be used in real-time applications.

| Ref. | Algorithm | Layers | Comp. cost | Fridge MAE | Microwave MAE |
|------|-----------|--------|------------|------------|---------------|
| [15] | Seq2Point | 8      | Medium     | 28.10      | 28.19         |
| [15] | Seq2Seq  | 8      | Medium     | 30.63      | 33.27         |
| [17] | DAE      | 10     | Highest    | 29.11      | 23.26         |
| Proposed | E2E    | 6      | lowest     | 22.12      | 23.19         |

IV. CONCLUSION

NILM is dominated by pipeline approaches with explicit feature extraction for load identification. The developments made in the domain of ML can eliminate the dependency on inherently low performing and computationally complex architectures. The proposed E2E ML based unified architecture using GRUs was evaluated on top 6 appliances of REDD. Comparative analysis of the proposed and previously reported algorithms showed that the proposed architecture has the ability to replace the feature-based load disaggregation approach. Since the proposed architecture performs better in all cases irrespective of the appliance type, it depicts that it can improve performance of the load disaggregator and due to its less computational demand and fast response time it can also be integrated in modern smart metering solutions.
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