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Oblivious linear evaluation is a generalization of oblivious transfer, whereby two distrustful parties obliviously compute a linear function, \( f(x) = ax + b \), i.e., each one provides their inputs that remain unknown to the other, in order to compute the output \( f(x) \) that only one of them receives. From both a structural and a security point of view, oblivious linear evaluation is fundamental for arithmetic-based secure multi-party computation protocols. In the classical case, oblivious linear evaluation protocols can be generated using oblivious transfer, and their quantum counterparts can, in principle, be constructed as straightforward extensions using quantum oblivious transfer. Here, we present the first, to the best of our knowledge, quantum protocol for oblivious linear evaluation that, furthermore, does not rely on quantum oblivious transfer. We start by presenting a semi-honest protocol and then extend it to the dishonest setting employing a commit-and-open strategy. Our protocol uses high-dimensional quantum states to obliviously compute \( f(x) \) on Galois Fields of prime and prime-power dimension. These constructions utilize the existence of a complete set of mutually unbiased bases in prime-power dimension Hilbert spaces and their linear behaviour upon the Heisenberg-Weyl operators. We also generalize our protocol to achieve vector oblivious linear evaluation, where several instances of oblivious linear evaluation are generated, thus making the protocol more efficient. We prove the protocols to have static security in the framework of quantum universal composability.

1 Introduction

Oblivious Linear Evaluation (OLE) is a cryptographic task that permits two distrustful parties, say Alice and Bob, to jointly compute the output of a linear function \( f(x) = ax + b \) in some finite field, \( \mathbb{F} \). Alice provides inputs \( a, b \in \mathbb{F} \) and Bob provides \( x \in \mathbb{F} \), while the output, \( f(x) \), becomes available only to Bob. As the parties are distrustful, a secure OLE protocol should not permit Alice to learn anything about Bob’s input, while also Alice’s inputs should remain unknown to Bob. OLE can be seen as a generalization of Oblivious Transfer (OT) \cite{18, 26, 40}, a basic primitive for secure two-party computation, which, in turn, is a special case of secure multi-party computation. OT has been shown to be
complete for secure multi-party computation [48], i.e., any such task, including OLE, can be achieved given an OT implementation. A compelling reason to study OLE protocols is that they can serve as building blocks for the secure evaluation of arithmetic circuits [4, 32, 35, 38], just like OT allows the secure evaluation of boolean circuits [41]. Specifically, OLE can be used to generate multiplication triples which are the basic tool for securely computing multiplication gates [32]. Besides that, OLE has applications in more tasks for two-party secure computation [5, 14, 25, 44, 46] and Private Set Intersection [37].

Impagliazzo and Rudich proved that OT protocols require public-key cryptography and cannot just rely on symmetric cryptography [45]. Consequently, OLE cannot rely on symmetric cryptography either, and we need to resort to public-key cryptography. However, Shor’s quantum algorithm [70] poses a threat to the currently deployed public-key systems, motivating the search for protocols secure against quantum attacks. Bennet et al. [9] and Crépeau [28] proposed the first protocols for Quantum OT (QOT). The no-go theorems by Lo and Chau [53, 54] and, independently, by Mayer [57], implied that an unconditionally secure QOT without any additional assumption is impossible. A decade later, Damgård et al. proved the security of QOT in the stand-alone model under additional assumptions [29], and Unruh [76] showed that it is statistically secure and universally composable with access only to ideal commitments. As far as quantum OLE (QOLE) is concerned, to the best of our knowledge, no protocol has been proposed as of now. Analogously to the classical case it is expected that one can implement QOLE based on QOT protocols. That said, in this work we propose a protocol for QOLE that, additionally, does not rely on any QOT implementation, and as such, it might provide efficiency advantages for various tasks that can be achieved directly with OLE, e.g. the evaluation of arithmetic circuits.

OLE is commonly generalized to Vector OLE (VOLE). In this setting, Alice defines a set of $k$ linear functions $(a, b) \in \mathbb{F}_k \times \mathbb{F}_k$ and Bob receives the evaluation of all these functions on a specified element $x \in \mathbb{F}$, i.e. $f := ax + b$. One can think of VOLE as the arithmetic analogue of string OT and show how it can be used in certain Secure Arithmetic Computation and Non-Interactive Zero Knowledge proofs [14]. Ghosh et. al put further in evidence the usefulness of VOLE by showing that it serves as the building block of Oblivious Polynomial Evaluation [38], a primitive which allows more sophisticated applications, such as password authentication, secure list intersection, anonymous complaint boxes [62], anonymous initialization for secure metering of client visits in servers [61], secure Taylor approximation of relevant functions (e.g. logarithm) [52], secure set intersection [43] and distributed generation of RSA keys [39]. We also show how our QOLE protocol can be adapted to achieve secure VOLE.

1.1 Contributions

We present a quantum protocol for OLE with quantum universally composable security (Definition 2.7) in the $\mathcal{F}_{\text{COM}}$-hybrid model, i.e. when assuming the existence of a commitment functionality, $\mathcal{F}_{\text{COM}}$ (Figure 3). To obtain a secure protocol, we take advantage of the properties of Mutually Unbiased Bases (MUBs) in high-dimensional Hilbert spaces with prime and prime-power dimension. Such a choice is motivated by recent theoretical and experimental advances that pave the way for the development and realization of new solutions for quantum cryptography [1, 2, 12, 13, 22, 31, 34, 69, 71, 79]. To the best of our knowledge, our protocol is the first proposal of a QOLE protocol which we prove to be quantum-UC secure. Moreover, it is not based on any QOT implementation, according to the standard approach. To prove its security, the only assumption we make is the existence of a classical commitment functionality. We consider the static corruption adversarial model with both semi-honest and dishonest adversaries (Section 2.3). Finally, we
modify the proposed protocol to generate quantum-UC secure VOLE.

**Main tool.** The proposed protocol \( \pi_{QOLE} \) (Figure 8) is based on the fact that in a Hilbert space of dimension \( d \) (isomorphic to \( \mathbb{Z}_d \)) there exists a set of MUBs \( \{ |e^r_x \rangle \}_{x,r \in \mathbb{Z}_d} \), such that, upon the action of a certain operator \( V^b_a \), each basis element \( r \) is shifted by some linear factor \( ax - b \) inside the same basis \( x \):

\[
V^b_a |e^r_x \rangle = e^{a,b,x,r} |e^{x-b+r}_x \rangle ,
\]

where \( a, b, x, r \in \mathbb{Z}_d = \{0, 1, \ldots, d-1\} \). If Alice controls the operator \( V^b_a \) and Bob controls the quantum state \( |e^r_x \rangle \), they are able to compute a linear function \( f(x) = ax - b \) where effectively Alice controls the function \( f = (a, b) \) and Bob controls its input \( x \). Moreover, since Bob controls \( x \) and \( r \), he can receive \( f(x) \) by measuring the output element.

**Protocol overview.** In a nutshell, \( \pi_{QOLE} \) (Figure 8) with inputs \( f = (a, b) \) from Alice and \( x \) from Bob is divided into two main phases. In the first quantum phase, Alice and Bob use high-dimensional quantum states to generate \( n \) random weak OLE (RWOLE) instances, where \( n \) is the security parameter. In this phase, Alice outputs \( n \) random elements \( f^0 = (a^0, b^0) \), and Bob outputs \( n \) elements \( (x^0, y^0) = f^0(x^0) \). These instances are considered to be weaker because Bob is allowed to have some amount of information about the \( n \) outputs of Alice \( (a^0, b^0) \). In the second post-processing phase, Alice and Bob use classical tools to extract one secure OLE from the aforementioned \( n \) instances.

More specifically, in the quantum phase, Bob randomly generates \( m = (1+t)n \) quantum states \( |e^{a^0}_{x^0_i} \rangle \) and sends them to Alice. Then, Bob commits to his choice \( (x^0_i, r_i) \), \( \forall i \in [m] \), where for any \( l \in \mathbb{N} \), \( [l] \) denotes the set \( \{1, \ldots, l\} \), using an ideal commitment functionality, \( \mathcal{F}_{COM} \), and Alice asks to verify a subset \( T \) of size \( tn \) of these commitments. This intermediate commit-and-open step allows Alice to test Bob’s behaviour and ensure that he does not deviate too much from the protocol, and it is a common method used in security proofs of QOT protocols \[29, 76\]. If Bob passes all the tests, Alice randomly generates \( (a^0, b^0) \) and applies \( V^0_{a^0} \) to the remaining \( n \) received states \( |e^{x^0}_{r^0_i} \rangle \), for \( i \in [m] \setminus T \). For the rest of this section we relabel and denote \( [n] = [m] \setminus T \). According to the expression (1), the output states are given by \( |e^{x^0}_{a^0 x^0_i - b^0_i + r_i} \rangle \) and she sends them to Bob, who outputs \( y^0 = a^0 x^0_i - b^0_i \) by measuring the received states in the corresponding basis \( x^0_i \) and subtracting \( r_i \), \( \forall i \in [n] \).

The post-processing phase uses two subprotocols: a derandomization step (Figure 6) and an extraction step (Figure 7). The derandomization step is based on the protocol \( \pi^n_{OLE} \) from \[30\] and transforms the \( n \) RWOLE instances into \( n \) weak OLE (WOLE) instances with inputs \( (a_i, b_i)_{i \in [n]} \) chosen by Alice and inputs \( x_i \) for \( i \in [n] \) chosen by Bob. The extraction protocol uses the so-called Multi-linear Modular Hashing family, \( \mathcal{H} \), of two-universal hash functions \[42\] to render Bob’s information on Alice’s system useless and to extract one secure OLE out of \( n \) instances of WOLE. In the extraction phase, Alice samples a two-universal hash function \( g_\kappa \) from \( \mathcal{H} \) and sends it to Bob. Then, with adequately-crafted vectors \( (a, b) = ((a_1, \ldots, a_n), (b_1, \ldots, b_n)) \), Alice has \( a = g_\kappa(a) \) and \( b = g_\kappa(b) \), and Bob outputs \( y = g_\kappa(y) \), where \( y = ax + b \) after point-wise vector multiplication with the constant vector \( x = (x_1, \ldots, x) \).

**Quantum-UC security.** Due to the quantum nature of the states \( |e^{a^0}_{x^0_i} \rangle \), a dishonest Alice is not able to distinguish which bases \( x^0_i, i \in [n] \) are used by Bob. From her point
of view, Bob’s states are maximally mixed and therefore completely hide $x_0$. This is enough to ensure that, in the derandomization step, Alice does not receive any information about Bob’s final input $x$. For a dishonest Bob, to correctly pass all Alice’s tests, it means he did not cheat at all rounds with overwhelming probability. This ensures that he has some bounded information on Alice’s random elements $(a_i^0, b_i^0)_{i \in [n]}$, and using privacy amplification techniques in the extraction step, Alice can guarantee that Bob’s information about her final input $(a, b)$ is the same as in the case of an ideal OLE functionality, i.e. the probability distribution of $a$ is close to uniform.

Turning this intuition into a quantum-UC security proof requires some additional insights. First, we need a way to quantify Bob’s information on Alice’s elements $(a_i^0, b_i^0)$ after the testing phase and the application of the corresponding $V_{a_i^0}^{b_i}$ operators, for $i \in [n]$; for this purpose we use the min-entropy (Definition 4). We follow the approach of [29] to guarantee that Bob does not significantly deviate from the protocol in all the rounds, and we use Theorem 1 from [33] to compute a concrete lower bound of Bob’s min-entropy on Alice elements $(a_i^0, b_i^0)_{i \in [n]}$. Along with Lemma 2.2, we have that $a = g_\kappa(a)$ is close to uniform, which is sufficient to prove that Bob does not know more about $(a, b)$ than what the output $y = ax + b$ reveals.

In order to show that $\pi_{QOLE}$ is quantum-UC secure, we need to show that an ideal execution of $\pi_{QOLE}$ with access to $\mathcal{F}_{OLE}$ (Figure 1) is indistinguishable from a real execution of the protocol from the point of view of an external entity called the environment. To prove this indistinguishibility, we have to build a simulator that simulates the execution of the protocol in the ideal setting and generates messages on behalf of the honest simulated parties, while trying to extract the dishonest party’s inputs and feed them in $\mathcal{F}_{OLE}$. In particular, for a dishonest Alice, we have to demonstrate the existence of a simulator, $S_A$, that generates messages on behalf of honest Bob and extracts Alice’s input $(a, b)$ which, in turn, feeds into $\mathcal{F}_{OLE}$. To this end, we consider that $S_A$ simulates an attack by Bob at all rounds, $i$, of the protocol which allows to extract the $m$ values of Alice $(a_i^0, b_i^0)$. However, the commit-and-open scheme described above is designed to catch such an attack, and to work around this issue we substitute the ideal commitment functionality, $\mathcal{F}_{COM}$, with a fake commitment functionality, $\mathcal{F}_{FakeCOM}$, that allows $S_A$ to open the commitments later [76]. From the remaining $n$ values $(a_i^0, b_i^0)$, $S_A$ computes Alice’s input $(a, b)$ and feeds it to $\mathcal{F}_{OLE}$.

For a dishonest Bob, we have to show the existence of a simulator, $S_B$, that generates messages on behalf of honest Alice and extracts Bob’s input $x$. We assume that $S_B$ has full control over $\mathcal{F}_{COM}$, which means that it has access to Bob’s $m$ committed values $(x_i^0, r_i)$; the input $x$ can be easily extracted from these values.

**Protocol generalizations.** We start by generalizing the main relation (24) to Galois Fields of prime-power dimension, $GF(d^M)$ for $M > 1$. Then, we show how we can obtain a protocol for quantum VOLE. In particular, from $n$ WOLE instances, we are able to generate a VOLE with size proportional to $n$, and we bound this proportion by the min-entropy value on the WOLE instances.

1.2 Organization

In Section 2, we introduce notation and state results and definitions, that we will use in the rest of the paper. In Section 3, in order to build some intuition, we present a QOLE protocol that is secure only if we consider Bob to be semi-honest; in case Bob is dishonest, its security is compromised. In Section 4, we construct our secure QOLE protocol, $\pi_{QOLE}$. 
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and in Section 5, we prove its security in the quantum-UC framework. Finally, in the last Section 6, we show how to generalize the presented QOLE protocol to Galois Fields of prime-power dimensions and we also present a quantum-UC secure protocol achieving VOLE. In the last Section 7, we give an outlook of our results and point out directions of future work.

2 Preliminaries

The elements of a set, $\mathcal{X}$, are denoted by lower case letters, $x$, while capital letters, $X$, are used for random variables with probability distribution, $P_X$, over the set $X$. For a prime number, $d$, the set $\mathbb{Z}_d = \{0, ..., d-1\}$ denotes the finite field with dimension $d$. Vectors $v \in \mathbb{Z}_d^n$, for any $n \in \mathbb{N}$ are denoted in lower case bold letters, while capital bold letters are used for vectors of random variables. Also, we denote the uniform distribution over $\mathcal{X}$ as $\tau_{\mathcal{X}} = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} |x\rangle\langle x|$, where $|\mathcal{X}|$ is the size of $\mathcal{X}$. We write as $x \leftarrow \mathcal{X}$ the operation of assigning to $x$ an element uniformly chosen from a set $\mathcal{X}$. Finally, $I$ is the identity operator.

We consider Hilbert spaces, $\mathcal{H}$, of dimension $d \geq 2$, where $d$ is a prime number. Each Hilbert space has an orthonormal basis $\{|x\rangle : x \in \mathbb{Z}_d\}$, called the computational basis. Given different quantum systems $\mathcal{H}_1, \ldots, \mathcal{H}_n$, we use the tensor product notation to describe the joint system as $\mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_n$. The vectors in this joint system are denoted by $|x\rangle = |x_1\rangle \otimes \ldots \otimes |x_n\rangle$, where $x \in \mathbb{Z}_d^n$. Quantum states are, in general, represented as positive semi-definite operators with unitary trace acting on a Hilbert space $\mathcal{H}$, and we denote the respective set as $\mathcal{P}(\mathcal{H})$. They are called mixed states, as opposed to pure quantum states that are represented by vectors in $\mathcal{H}$.

Let $\rho, \sigma \in \mathcal{P}(\mathcal{H})$ be two quantum states. Then, the trace distance between them is defined as

$$\delta(\rho, \sigma) := \frac{1}{2} \|\rho - \sigma\|_1,$$

where $\| \cdot \|_1$ is the 1–Schatten norm in the space of bounded operators acting on $\mathcal{H}$.

Physically possible quantum operations are described by Completely Positive Trace Preserving (CPTP) maps. By definition, CPTP maps preserve the normalization of quantum states (being Trace Preserving) and map positive operators to positive operators (being Completely Positive), ensuring that density operators are mapped to density operators.

As we mentioned before, we use the min-entropy, $H_{\text{min}}$, to quantify the amount of information that Bob might obtain about Alice’s system, $A$, given some (possibly quantum) side information encoded in a system $B'$, and which he can obtain by means of an attack.

**Definition 2.1.** Let $\rho_{AB'} \in \mathcal{P}(\mathcal{H}_A \otimes \mathcal{H}_{B'})$ and $\sigma_{B'} \in \mathcal{P}(\mathcal{H}_{B'})$. The min-entropy of $\rho_{AB'}$ relative to $\sigma_{B'}$ is given by

$$H_{\text{min}}(A|B')_{\rho|\sigma} = -\log \min \{\lambda : \lambda \cdot \text{id}_A \otimes \sigma_{B'} \geq \rho_{AB'}\},$$

and

$$H_{\text{min}}(A|B')_{\rho} = \sup_{\sigma_{B'}} H_{\text{min}}(A|B')_{\rho|\sigma}.$$  

Throughout our analysis we will also use the so-called $d$-ary entropy function, the generalization of the standard binary entropy function:

**Definition 2.2.** For $d \geq 2$, the $d$-ary entropy function $h_d : [0,1] \rightarrow \mathbb{R}$ is given by

$$h_d(x) = x \log_d (d-1) - x \log_d x - (1-x) \log_d (1-x).$$  

2.1 Mutually Unbiased Bases in $\mathcal{H}^d$

In this section, we present the basics and some properties of MUBs in $\mathcal{H}^d$. This is the main tool that is used in our protocol. For more details about MUBs, see [34].

**Definition 2.3.** Let $B_0 = \{ |\psi_1 \rangle, \ldots, |\psi_d \rangle \}$ and $B_1 = \{ |\phi_1 \rangle, \ldots, |\phi_d \rangle \}$ be orthonormal bases in the $d$-dimensional Hilbert space $\mathcal{H}^d$. They are said to be **mutually unbiased** if $| \langle \psi_i | \phi_j \rangle | = \frac{1}{\sqrt{d}}$ for all $i, j \in \{1, \ldots, d\}$. Furthermore, a set $\{B_0, \ldots, B_m\}$ of orthonormal bases on $\mathcal{H}^d$ is said to be a set of MUBs if, for every $i \neq j$, $B_i$ is mutually unbiased with $B_j$.

MUBs are extensively used in quantum cryptography because, in some sense, these bases are as far as possible from each other and the overlap between two elements from different bases is constant. Let $\{ |0 \rangle, \ldots, |d-1 \rangle \}$ be the computational basis of $\mathcal{H}^d$, where $d$ is a prime number, and $\{ |\tilde{0} \rangle, \ldots, |\tilde{d-1} \rangle \}$ be the dual basis which is given by the Fourier transform on the computational basis:

$$|j\rangle = \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} \omega^{-ij} |i\rangle,$$

where $\omega = e^{2\pi i/d}$. We can easily verify that the computational basis and its dual basis are mutually unbiased, and we will make use of the following two operators, $V_0^a$ and $V_0^b$, to encode Alice’s functions during the first (quantum) phase of the protocol.

**Definition 2.4 (Shift operators).** The shift operator $V_0^a$ shifts the computational basis by $a$ elements, i.e.

$$V_0^a |i\rangle = |i+a\rangle. \quad (7)$$

Similarly, the dual shift operator $V_0^b$ shifts the dual basis by $b$ elements, i.e.

$$V_0^b |j\rangle = |j-b\rangle. \quad (8)$$

The operators $V_0^a$ and $V_0^b$ are diagonal in the dual and computational basis, respectively$^1$, i.e.

$$V_0^a = \sum_{j=0}^{d-1} \omega^{aj} |j\rangle \langle j| \quad \text{and} \quad V_0^b = \sum_{i=0}^{d-1} \omega^{bi} |i\rangle \langle i|. \quad (9)$$

Furthermore, we can define

$$V_a^b := V_0^b V_0^a = \sum_{l=0}^{d-1} \omega^{(l+a)b} |l+a\rangle \langle l|, \quad (10)$$

obtaining the so-called **Heisenberg-Weyl operators**. These operators form a group of unitary transformations with $d^2$ elements; the group has $d + 1$ commuting abelian subgroups of $d$ elements, and for each abelian subgroup, there exists a basis of joint eigenstates of all $V_a^b$ in the subgroup. These $d + 1$ bases are pairwise mutually unbiased. Let $x \in \mathbb{Z}_d$ label the abelian subgroups, let $l \in \mathbb{Z}_d$ label the elements of each subgroup, and let $U_l^x$ denote

$^1$Note that $V_0^a$ and $V_0^b$ can be seen as a generalization of the Pauli $X$ and $Z$ operators, respectively.
the corresponding subgroup operators. Finally, let the $i$–th basis element associated with the $x$–th subgroup be denoted by $|e_i^x\rangle$. Then, it can be seen that [34],

$$U_i^x = \sum_{i=0}^{d-1} \omega^{il} |e_i^x\rangle\langle e_i^x|,$$  

(11)

and

$$|e_i^x\rangle = \frac{1}{\sqrt{d}} \sum_{l=0}^{d-1} \omega^{-xl(d-l)/2-ill} | l\rangle,$$  

(12)

where

$$U_i^x = \alpha_l^x V_i^{xl} \quad \text{with} \quad \alpha_l^x = \omega^{-xl(l+d)/2}.$$  

(13)

One can show that

$$V_b^a |e_0^x\rangle = c_{x,a,b} |e_{ax-b}^x\rangle, \quad x \in \mathbb{Z}_d,$$  

(14)

and

$$V_b^a |e_0^d\rangle = c_{d,a,b} |e_a^d\rangle \quad \text{for} \quad x = d,$$  

(15)

or more generally

$$V_b^a |e_r^x\rangle = c_{a,b,x,r} |e_{ax-b+r}^x\rangle \quad \text{with} \quad c_{a,b,x,r} = \omega^{a(r+x-b)+\frac{a(a-1)}{2}r}.$$  

(16)

This last property is the main ingredient for the construction of our protocol as it encodes a linear evaluation based on values $a$, $b$ and $x \in \mathbb{Z}_d^2$. In our protocol, we take $a$, $b$ – that determine the operators $V_b^a$ – to be Alice’s inputs and $x$ to be Bob’s input.

Finally, let us see how the operators $V_b^a$ act on the so-called generalized Bell states, since Bob’s attack to the protocol is based on that. We start with the definition of the seed Bell state

$$|B_{0,0}\rangle = \frac{1}{\sqrt{d}} \sum_i |i^*, i\rangle,$$  

(17)

where the map $|\psi\rangle \rightarrow |\psi^*\rangle$ is defined by taking the complex conjugate of the coefficients:

$$|\psi\rangle = \sum_i \beta_i |i\rangle \rightarrow |\psi^*\rangle = \sum_i \beta_i^* |i\rangle.$$  

(18)

Using the properties of the operators $V_b^a$, we can derive the rest of the generalized Bell states from the seed state, as

$$|B_{a,b}\rangle = (\mathbb{1} \otimes V_b^a) |B_{0,0}\rangle = \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} \omega^{(i+a)b} |i^*, i + a\rangle,$$  

(19)

and one can prove that the set $\{|B_{a,b}\rangle\}_{(a,b) \in \mathbb{Z}_d^2}$ constitutes an orthonormal maximally entangled basis in the Hilbert space of two-qudit states [34].

---

2While $x \in \mathbb{Z}_{d+1}$, henceforth we consider $x \in \mathbb{Z}_d$, since we only use $d$ out of the $d+1$ MUBs.
2.2 Two-Universal Functions

During the post-processing phase of the protocol, in order to amplify the privacy of Alice’s inputs and outputs against the information leakage to Bob, we will use the so-called Multi-linear Modular Hashing family of functions:

**Definition 2.5** (Definition 2, [42]). Let $d$ be a prime and let $n$ be an integer $n > 0$. We define the family, $\mathcal{G}$, of functions from $\mathbb{Z}_d^n$ to $\mathbb{Z}_d$, as

$$\mathcal{G} := \{ g_\kappa : \mathbb{Z}_d^n \rightarrow \mathbb{Z}_d | \kappa \in \mathbb{Z}_d^n \},$$

where the functions $g_\kappa$ are defined for any $\kappa = (\kappa_1, \ldots, \kappa_n) \in \mathbb{Z}_d^n$ and $x = (x_1, \ldots, x_n)$ as

$$g_\kappa(x) = \kappa \cdot x \mod d = \sum_{i=1}^{n} \kappa_i x_i \mod d. \quad (21)$$

These functions are linear, since they are based on the modular inner product of vectors, therefore they preserve the structure of the OLE regarding the inputs and outputs, while they amplify the privacy of Alice’s elements. For the $\mathcal{G}$ family one can prove the following theorem [42]:

**Theorem 2.1.** The family $\mathcal{G}$ is two-universal (see Definition 2.6)\(^3\).

**Definition 2.6** (Two-universal hash family). A family, $\mathcal{G}$, of functions, $g$, with domain $D$ and range $R$ is called a two-universal hash family if for any two distinct elements $w, w' \in D$ and for $g$ chosen at random from $\mathcal{G}$, the probability of a collision $g(w) = g(w')$ is at most $1/|R|$, where $|R|$ is the size of the range $R$.

Next, the Generalized Leftover Hash Lemma is a relevant ingredient in our proof of security, as it ensures that, after applying a known function $g$ from a two-universal family to a random variable $X$, the resulting random variable $Z = g(X)$ is close to uniform, conditioned on some (possibly quantum) side information $E$.

**Lemma 2.2** (Generalized Leftover Hash Lemma [74]\(^4\)). Let $X$ be a random variable, $E$ a quantum system, and $\mathcal{G}$ a two-universal family of hash functions from $X$ to $\mathbb{Z}_d$. Then, on average over the choices of $g$ from $\mathcal{G}$, the output $Z := g(X)$ is $\xi$-close to uniform conditioned on $E$, where

$$\xi = \frac{1}{2} \sqrt{2^{H_{\min}(X|E)} - 1}, \quad (22)$$

---

\(^3\)In fact, Halevi and Krawczyk [42] proved a stronger result, namely that the $\mathcal{G}$ family is $\Delta$–universal, which is more general than two-universal.

\(^4\)This is a high-dimensional version of the Generalized Leftover Hash Lemma, that can be easily deduced by using Lemma 4 from [74] with $d_A = d^\delta$. Note also that this is a special version, since Tomamichel et al. in [74] prove it in the more general case for $\delta$–almost two-universal hash families.
2.3 Quantum Universal Composability

The Universal Composability (UC) framework was introduced by Canetti [19] in the classical setting and extended to the quantum setting by Unruh, and Ben-Or and Mayers [8, 75] (see also [36, 76]). It renders strong composability guarantees as it ensures that the security of the protocol is independent of any external execution of the same or other protocols. Both classical and quantum frameworks follow the same ideal-real world comparison structure and consider the same interactions between machines. The difference lies on the operations allowed by the quantum-UC framework, where we are also allowed to store, transmit, and process quantum states.

More specifically, the quantum-UC security of some protocol $\pi$ is drawn by comparing two scenarios. A real scenario where $\pi$ is executed and an ideal scenario where an ideal functionality, $F$, that carries out the same task and is defined a priori, is executed. The comparison is done by a special machine, called the environment, $Z$, that supervises the execution of both scenarios and has access to any external information (e.g., concurrent executions of the same or any other protocol). In the two-party case that we are considering, the structure of the machines present in both scenarios is as follows: The real scenario has the environment, $Z$, the adversary, $A$, and the two parties Alice and Bob, while the ideal scenario has the environment $Z$, the simulator $S$, the two parties Alice and Bob and the ideal functionality $F$. Informally, we say that the protocol $\pi$ is quantum-UC secure if no environment $Z$ can distinguish between the execution of $\pi$ in the real scenario and the execution of the functionality $F$ in the ideal scenario. Any possible attack of the adversary $A$ in the execution of $\pi$ can be simulated by the simulator $S$ in the ideal-world execution of $F$, without any noticeable difference form the point-of-view of the environment $Z$. Since the ideal functionality $F$ is secure by definition, the real-world adversary is not able to extract any more information than what is allowed by the $F$.

Let us now see the formal definition. Let $\pi$ and $\rho$ be the real and ideal two-party protocols. We denote by $Ex_{\pi,C,A,Z}$ (analogously $Ex_{\rho,C,S,Z}$) the output of the environment $Z$ at the end of the real (ideal) execution, and by $C$ the corrupted party.

**Definition 2.7** (Quantum-UC security [76]). Let protocols $\pi$ and $\rho$ be given. We say that $\pi$ statistically quantum-UC emulates $\rho$ if and only if for every party, $C$, and for every adversary, $A$, there exists a simulator, $S$, such that for every environment $Z$, and every $z \in \{0, 1\}^*$, $n \in \mathbb{N}$

$$\left| \Pr[Ex_{\pi,C,A,Z}(n,z) = 1] - \Pr[Ex_{\rho,C,S,Z}(n,z) = 1] \right| \leq \mu(n), \quad (23)$$

where $\mu(n)$ is a negligible function, i.e., for every positive polynomial, $p(\cdot)$, there exists an integer $N_p > 0$ such that for all $n > N_p$ we have $\mu(n) < 1/p(n)$, and $n$ is the security parameter. We furthermore require that if $A$ is quantum-polynomial-time, so is $S$. Finally, if we consider quantum-polynomial-time $A$ and $Z$ we have computational quantum-UC security.

The role of the simulator, $S$, is to simulate the execution of the protocol $\pi$ in such a way that the environment $Z$ is not able to distinguish between the two executions. In particular, since $S$ does not have access to the inputs/outputs of the actual honest party, it runs a simulated honest party interacting with the environment which is acting as the adversary. Moreover, $S$ controls the dishonest party, therefore controlling their inputs to the ideal functionality $F$. It then relies on its ability to extract the inputs that the environment provides to the dishonest party. Then, it uses them along with the ideal functionality outputs in order to successfully generate a simulated execution that cannot be distinguished by the environment.
Finally, note that, in case the real execution of the protocol $\pi$ makes use of some external functionality $F_{\text{ext}}$, the simulator $S$ can control and reprogram $F_{\text{ext}}$ in whatever way suits best in the ideal world to produce an indistinguishable simulation of the real world.

Regarding the adversarial model, we consider both semi-honest and dishonest adversaries. Semi-honest adversaries (also called honest-but-curious or passive adversaries) do not deviate from the protocol and only try to passively gain extra information by looking at the exchanged messages. Dishonest adversaries may deviate arbitrarily from the protocol. We also adopt the static corruption adversarial model where the corruption of each party is done just before the execution of the protocol.

**Ideal functionalities.** The main functionality is the OLE functionality, $\mathcal{F}_{\text{OLE}}$, and it is described in Figure 1.

| $\mathcal{F}_{\text{OLE}}$ functionality |
|-----------------------------------------|
| **Alice’s input:** $(a, b) \in \mathbb{Z}_d^2$; **Bob’s input:** $x \in \mathbb{Z}_d$ |
| - Upon receiving input $(a, b)$ from Alice and $x$ from Bob, the functionality sends $f(x) := ax + b$ to Bob. |
| **Alice’s output:** ⊥; **Bob’s output:** $f(x)$ |

Figure 1: OLE functionality definition.

In Figure 2, we present the functionality, $\mathcal{F}_{\text{VOLE}}$, which is similar to the former with the difference being that its inputs and outputs are vectors.

| $\mathcal{F}_{\text{VOLE}}$ functionality |
|-----------------------------------------|
| **Alice’s input:** $(a, b) \in \mathbb{Z}_d^{2n}$; **Bob’s input:** $x \in \mathbb{Z}_d$ |
| - Upon receiving input $(a, b)$ from Alice and $x$ from Bob, the functionality sends $f(x) := ax + b = (a_1x + b_1, \ldots, a_nx + b_n)$ to Bob. |
| **Alice’s output:** ⊥; **Bob’s output:** $f(x)$ |

Figure 2: VOLE functionality definition.

As we mentioned already, we work in the so-called $\mathcal{F}_{\text{COM}}$—hybrid model, where the real execution of the protocol has access to an ideal commitment functionality, $\mathcal{F}_{\text{COM}}$, defined in Figure 3. Note that our protocol $\pi_{\text{QOLE}}$ makes several calls to $\mathcal{F}_{\text{COM}}$ and only opens a subset of the committed elements, therefore we use an index element $i$ to specify different instance calls. In the commitment phase, Bob sends $(\text{commit}, i, M)$ to the functionality and the functionality sends $(\text{commit}, i)$ to Alice. In the opening phase, Bob sends $(\text{open}, i)$ and the functionality sends $(\text{open}, i, M)$ to Alice.

The $\mathcal{F}_{\text{COM}}$ functionality can be replaced by the commitment protocol $\pi_{\text{COM}}$ presented in [20] which is computationally UC-secure in the Common Reference String (CRS) model. As shown in [27] (Theorem 3.), the protocol $\pi_{\text{COM}}$ computationally quantum-UC realizes
\( F_{\text{COM}} \) functionality

Committer message: \( M \)

- **Commitment phase.** Upon receiving \((\text{commit}, M)\) from Bob, the functionality sends \text{commit} to Alice.

- **Opening phase.** Upon receiving \text{open} from Bob, the functionality sends \((\text{open}, M)\) to Alice.

Figure 3: Commitment functionality definition.

\( F_{\text{COM}} \) in the CRS model\(^5\). As a result, the resulting protocol \( \pi_{\text{QOLE}}^{F_{\text{COM}}} \) is quantum-UC secure.

3 Semi-honest QOLE protocol

In order to build some intuition on the proposed protocol for QOLE, we start by presenting a simpler protocol (Figure 4) that is only secure under the semi-honest adversarial model.

\[ \text{Semi-honest QOLE} \]

**Alice’s input:** \((a, b) \in \mathbb{Z}_d^2\); **Bob’s input:** \(x \in \mathbb{Z}_d\)

1. Bob randomly generates \( r \in \mathbb{Z}_d \). He prepares and sends the state \(|e^x_r\rangle\) to Alice.

2. Alice prepares the operator \( V^b_a \) according to her inputs \( a \) and \( b \). She then applies \( V^b_a \) to Bob’s state: \( V^b_a |e^x_r\rangle = c_{a,b,x,r} |e^{ax-b+r}_r\rangle \). She sends the resulting state back to Bob.

3. Bob measures in the basis \( x \), subtracts \( r \), and outputs the desired result \( ax - b =: f(x) \).

**Alice’s output:** \( \bot \); **Bob’s output:** \( f(x) \)

Figure 4: Semi-honest QOLE protocol.

This semi-honest version leverages the properties of MUBs explored in Section 2.1 and, in particular, the one presented in (16). As we saw, given the set of MUBs \( \{|e^x_r\rangle\}_{r \in \mathbb{Z}_d} \), \( \forall x \in \mathbb{Z}_d \), the operators \( V^b_a \) simply permute the elements inside the basis \( x \), according to a linear combination of the elements \( a, b, x \) and \( r \):

\[ V^b_a |e^x_r\rangle = c_{a,b,x,r} |e^{ax-b+r}_r\rangle. \quad (24) \]

Alice and Bob can use the above property to compute together a linear function \( f(x) = ax - b \), where Alice chooses the parameters \( a \) and \( b \), and Bob chooses the input element

---

\(^5\)The computational quantum UC-security of \( \pi_{\text{COM}} \), shown in [27], follows by lifting its classical computational UC-security (proved in [20]) to the quantum setting, assuming that the pseudorandom number generator in \( \pi_{\text{COM}} \), is robust against quantum adversaries.
x. Bob starts by choosing a basis $x$ and an element $r$ therein, and prepares the state $|e^x_r\rangle$: the basis choice $x$ plays the role of the input element $x$, and the basis element $r$ is used to enhance Bob’s security against a potentially dishonest Alice. Then, he sends the state $|e^x_r\rangle$ to Alice, who, in turn, applies on it the operator $V_a^b$ and sends back to Bob the resulting state. According to (24), Bob receives $|e^{ax-b+r}_a\rangle$, measures it in the $x$ basis, and outputs the linear function evaluation $f(x) = ax - b$ by subtracting $r$. Thus, the correctness of the protocol is ensured by (24).

As far as the security of this protocol is concerned, we can easily see that it is secure against a dishonest Alice. From her point of view, all the density matrices describing the several possible cases for $x = 0, \ldots, d - 1$ are maximally mixed states. Therefore, she cannot know anything about the value of $x$. If, moreover, Bob is semi-honest the protocol remains secure.

On the other hand, if Bob is dishonest and deviates from the protocol, he is able to find out Alice’s inputs $a$ and $b$ with certainty. In (19), we saw that the generalized Bell basis is generated by Alice’s operators, $V^b_a$, i.e. $|B_{a,b}\rangle = (1 \otimes V^b_a)|B_{0,0}\rangle$, and Bob can make use of this property in order to extract her inputs $a$ and $b$. His attack can be described as follows:

1. Bob prepares the state $|B_{0,0}\rangle$ and sends the second qudit to Alice.
2. Alice applies her chosen operator $V^b_a$.
3. Bob measures both qudits in the generalized Bell basis and outputs $a, b$.

It becomes clear that the protocol is secure only as long as Bob does not deviate from it; a dishonest Bob can break its security by performing the above attack. Therefore, we have to make sure that Bob sticks to the protocol. To achieve this, we apply a commit-and-open scheme [29] that can be briefly described as follows: Bob runs step 1. of the semi-honest QOLE protocol (Figure 4) multiple times, say $m$ in total, for multiple values of $x_i$, and $r_i$, for $i \in [m]$ and commits to these values by means of the functionality $F_{COM}$ (Figure 3). Then, he sends these states to Alice, who, in turn, asks him to disclose his chosen $x_i$’s and $r_i$’s for some of the $m$ instances that she chooses. $F_{COM}$ forwards these committed values to Alice and she measures the corresponding received states in the disclosed bases. She can, thus, verify whether she got the right basis element for all the instances she chose to check. If Bob had used the Bell state $|B_{0,0}\rangle$ in one out of the $m$ instances, then the probability of Alice getting the correct result after measuring the state in the committed basis would be $\frac{1}{d}$. In other words, Bob would get caught with high probability $1 - \frac{1}{d}$. Furthermore, if he chooses to attack all the instances, the probability of Alice getting correctly all the results is negligible, i.e. exponentially small in the number of instances, $m$.

4 QOLE protocol

Our QOLE protocol is divided in two phases: a quantum phase and a classical post-processing phase. The first phase uses quantum communication to generate several instances of OLE with random inputs. These instances may leak some information to the parties, therefore we refer to them as random weak OLE (RWOLE). The second phase is purely classical. It uses the RWOLE instances and extracts one classical OLE instance. The post-processing phase has two phases. It implements a derandomization procedure
followed by an extraction phase that serves as a privacy amplification method. Before proceeding, it is worth mentioning that we consider that neither dishonest party maliciously aborts the protocol. Indeed, in our setting, such a behaviour does not provide an advantage for learning the other party’s input. The only case to abort the protocol is when honest Alice catches Bob cheating during the commit-and-open stage.

In what follows, we break down the protocol, show its correctness and retrieve some technical lemmas used for the security proof against static dishonest adversaries.

**Notation.** During the RWOLE phase, \( \mathbf{F}_0 = (F_0^1, F_0^2, \ldots, F_0^n) \) is the vector whose components are the random variables associated to Alice’s functions. Each \( F_i^0 \) ranges over the set of affine functions in \( \mathbb{Z}_d \) such that \( \Pr(F_i^0(x) = a_i^0x + b_i^0) \) is uniform for all \( i \in [n] \). We do not distinguish the set of affine functions in \( \mathbb{Z}_d \) from \( \mathbb{Z}_d^2 \). The classical values \( \mathbf{F}_0 \) are saved in the Hilbert space \( \mathcal{H}_{\mathbf{F}_0} \). The same holds for the derandomization phase, where \( \mathbf{F} \) denotes the random variable for Alice’s functions in the protocol \( \pi_{\text{RWOLE}} \). We denote by \( \mathbf{X}_0 \) and \( \mathbf{Y}_0 \) the random variables for \( \mathbf{x}_0, \mathbf{y}_0 \in \mathbb{Z}_d^n \) in the RWOLE phase; and \( \mathbf{X} \) and \( \mathbf{Y} \) the corresponding random variables for \( \mathbf{x}, \mathbf{y} \in \mathbb{Z}_d^n \) in the post-processing phase. Also, we use \( A' \) and \( B' \) to denote the system that a dishonest Alice and Bob, respectively, hold at the end of the execution of the protocol.

### 4.1 RWOLE phase

We now introduce the quantum phase of the proposed QOLE protocol, which we informally call the random weak OLE (RWOLE) phase. We denote by \( \pi_{\text{RWOLE}} \) the protocol that implements this RWOLE phase and we present it in Figure 5.

If both parties are honest the protocol is correct: if Alice is honest, her functions are chosen uniformly at random, and if Bob is honest he will obtain \( \left| e^{\mathbb{C} a_i^0x+\mathbb{B} b_i^0+r_i} \right\rangle_{i\in[n]} \) according to (24).

**Security.** In the case of a dishonest Alice, it is straightforward to verify that the security property of the semi-honest protocol still holds, following the same reasoning. In the case of dishonest Bob, though, these OLE random instances might leak information on Alice’s random functions \( \mathbf{F}_0 \) to him. To quantify this side information, we must bound \( H_{\min}(\mathbf{F}_0|B')_{\pi_{\text{RWOLE}}} \), where \( p_{\mathbf{F}_0|B'} \) is the output state of the real execution of \( \pi_{\text{RWOLE}} \). The following lemma shows that \( p_{\mathbf{F}_0|B'} \) is at least \( \epsilon \)-close to an ideal state \( \sigma_{\mathbf{F}_0|B'} \) independently of the attack that the dishonest party may perform. This ideal state \( \sigma_{\mathbf{F}_0|B'} \) has a bound on \( H_{\min}(\mathbf{F}_0|B')_{\pi_{\text{RWOLE}}} \) that is proportional to the security parameter.

**Lemma 4.1** (Security against dishonest Bob). Let \( p_{\mathbf{F}_0|B'} \) be the state given by the real execution of the protocol \( \pi_{\text{RWOLE}} \), where \( \mathbf{F}_0 \) is the system saving Alice’s functions, \( B' \) is Bob’s (possibly quantum) system. Fix \( \zeta \in ]0, 1 - \frac{1}{d} \) and let

\[
\epsilon(\zeta, n) = \exp\left(\frac{-2\zeta^2 t^2 n^2}{(nt + 1)(t + 1)}\right) \quad (25)
\]

Then, for any attack of a dishonest Bob, there exists an ideal classical-quantum state \( \sigma_{\mathbf{F}_0|B'} \), such that

1. \( \sigma_{\mathbf{F}_0|B'} \approx_\epsilon p_{\mathbf{F}_0|B'} \)

2. \( H_{\min}(\mathbf{F}_0|B')_{\sigma_{\mathbf{F}_0|B'}} \geq \frac{n\log d}{2} (1 - h_d(\zeta)) \),

where \( h_d(\zeta) \) is given in Definition 2.2.
Protocol $\pi^n_{\text{RWOLE}}$

**Parameters:** $n$, number of output qudits; $t$, proportion of receiver test qudits.

*(Initialization Phase:)*

1. Bob randomly generates $m = (1 + t)n$ different pairs $(x_i^0, r_i)$ and commits to them by sending $(\text{commit}, (i, x_i^0, r_i))$ to $\mathcal{F}_{\text{COM}}$. He prepares the states $\ket{e_{r_i}}^x_i \in [m]$ and sends them to Alice.

*(Test Phase:)*

2. Alice randomly chooses a subset of indices $T \subset [m]$ of size $tn$ and sends it to Bob.

3. Bob sends $(\text{open}, i), i \in T,$ to $\mathcal{F}_{\text{COM}}$ and $\mathcal{F}_{\text{COM}}$ sends to Alice $(\text{open}, (i, x_i^0, r_i))$, $i \in T$.

4. Alice measures the received qudits in the corresponding $x_i^0$ basis for $i \in T$, and checks whether the received commitments are compatible with her measurements. In case there is no error she proceeds, otherwise she aborts. After the Test Phase, we relabel and identify $[n] = [m] \setminus T$.

*(Computation Phase:)*

6. Alice randomly generates $n$ pairs $(a_i^0, b_i^0)$ and prepares $V_{a_i^0 b_i^0}$ for $i \in [n]$.

7. Alice applies these operators to the received states, i.e. $V_{a_i^0 b_i^0} \ket{e_{r_i}}^{x_i^0} = c_{x_i^0 a_i^0 b_i^0 r_i} \ket{e_{a_i^0 x_i^0 - b_i^0 + r_i}}^{x_i^0}$, for $i \in [n]$, and sends the resulting states to Bob.

*(Measurement Phase:)*

8. Bob measures the received states in the basis $x_i^0$ for $i \in [n]$ and gets the states $\ket{e_{a_i^0 x_i^0 - b_i^0 + r_i}}^{x_i^0}$, $i \in [n]$. Finally, he subtracts $r_i$, for $i \in [n]$ from his results.

**Alice’s output:** $(a_i^0, b_i^0)$, for $i \in [n]$.  
**Bob’s output:** $(x_i^0, y_i^0)$, where $y_i^0 = g_i(x_i^0) = a_i^0 x_i^0 - b_i^0$ for $i \in [n]$.

Figure 5: RWOLE protocol.

The proof comprises two parts corresponding to the two conditions of Lemma 4.1: first, we prove that the state just before the Computation Phase is close to the ideal state $\sigma_{F_0 B'}$; and then, we prove that the operators applied by Alice to $\sigma_{F_0 B'}$ increase the min-entropy by a specific amount that is proportional to the number of output qudits, $n$. We present the proof in Appendix A.1, where we follow the same reasoning as Damgård et al. in Section 4.3 of [29], and adapt it to our case. We also use certain results from [33] to establish the lower bound of property 2.
4.2 Post-processing phase

The $\pi^{n}_{\text{RWOLE}}$ protocol (Figure 5) generates several instances of RWOLE, which leak information to Bob about Alice’s inputs. In this section, we present the post-processing phase that allows to extract one secure QOLE out of several RWOLE instances. Combining them is sufficient to generate a secure QOLE protocol, because Bob has only a negligible probability of attacking all the weak instances without being caught; indeed, if he chooses to attack one of them the probability of Alice not aborting is $\frac{1}{t+1} + \frac{t}{d(1+t)}$, while if he chooses to attack all of them this probability becomes $\frac{1}{d}$, which is negligible in $n$, thus ensuring the asymptotic security of our protocol. The post-processing comprises two subprotocols: the first is a derandomization protocol (Figure 6) that integrates the randomized outputs of RWOLE into a deterministic scheme where Alice and Bob choose their inputs; the second is an extraction protocol (Figure 7) that generates a secure QOLE protocol from these deterministic weak instances by means of a two-universal family of hash functions. Note that the classical post-processing phase does not give any advantage to a potentially dishonest Alice, therefore we only need to prove security against dishonest Bob.

4.2.1 Derandomization

Our derandomization protocol, denoted as $\pi^{n}_{\text{WOLE}}$ and summarized in Figure 6, transforms the random RWOLE instances into deterministic ones, which we informally call weak OLE (WOLE). The output of $\pi^{n}_{\text{WOLE}}$ is still a weak version of OLE because Bob is allowed to have knowledge on Alice’s inputs. The difference between RWOLE and WOLE is that the parties now choose their inputs. Our derandomization protocol is an adaptation of the protocol in [30]. We denote by $\ast$ the product of two matrices of the same dimensions, such that the result is also a matrix of the same dimensions whose elements are the product of the respective elements of the operand matrices.

| Protocol $\pi^{n}_{\text{WOLE}}$ |
|---------------------------------|
| Alice’s input: $(a, b) \in \mathbb{Z}^{2n}_d$; Bob’s input: $x \in \mathbb{Z}^n_d$ |
| 1. Alice and Bob run the $\pi^{n}_{\text{RWOLE}}$ protocol and receive $(a_0, b_0)$ and $(x_0, y_0)$, respectively. |
| 2. Bob computes and sends to Alice $c = x - x_0$. |
| 3. Alice computes and sends to Bob $d = a - a_0$ and $s = b_0 + a \ast c + b$. |
| 4. Bob computes $y = y_0 + x \ast d - d \ast c + s$. |
| Alice’s output: $\bot$; Bob’s output: $y = a \ast x + b$ |

Figure 6: WOLE protocol.

Security. The requirements to prove security against dishonest Bob are summarized in Lemma 4.2, which is very similar in structure to Lemma 4.1. We show that the real output state $\rho^{\text{FB}}$ of the protocol $\pi^{n}_{\text{WOLE}}$ is $\epsilon$-close to an ideal state $\sigma^{\text{FB}}$, which has min-entropy lower-bounded by a fixed value proportional to the security parameter $n$. Intuitively, this means that Bob’s state is indistinguishable from a state where his knowledge on Alice’s
inputs is limited.

**Lemma 4.2.** Let $\rho_{FB'}$ be the state given by the real execution of the protocol $\pi^n_{WOLE}$, where $F$ is the system saving Alice’s inputs, $B'$ is Bob’s (possibly quantum) system. Fix $\zeta \in [0, 1 - \frac{1}{d}]$ and let

$$\epsilon(\zeta, n) = \exp\left(-\frac{2\zeta^2 t^2 n^2}{(nt + 1)(t + 1)}\right).$$

Then, for any attack of a dishonest Bob, there exists a classical-quantum state $\sigma_{FB'}$ such that

1. $\sigma_{FB'} \approx_\epsilon \rho_{FB'}$,

2. $H_{\text{min}}(F | B')\sigma_{FB'} \geq \frac{n\log d}{2}(1 - h_d(\zeta))$,

where $h_d(\zeta)$ is given in Definition 2.2.

**Proof.** Alice holds the system $A = FF_0CDS$, where $F = (F_a, F_b)$ refers to her inputs $(a, b) \in \mathbb{Z}_d^2$, $F_0 = (F_{a_0}, F_{b_0})$ is the subsystem obtained from the RWOLE phase, and $C, D$ and $S$ are classical subsystems used to save the values of $c, d$, and $s$ from the protocol, respectively. Bob holds the system $B' = CDSB'_0$ where $C, D$ and $S$ are the subsystems on Bob’s side where the values of $c, d$ and $s$ are saved, respectively, and $B'_0 = Y_0E_0$ is his (possibly quantum) system generated from the RWOLE phase.

To prove property 1, we will use Lemma 4.1, namely that the state $\rho_{F_0B'_0}$ resulting from the RWOLE scheme is $\epsilon$-close to the ideal state $\sigma_{F_0B'_0}$. Then, we will show that the operations applied to $\rho_{F_0B'_0}$ during the derandomization process can only decrease the distance between the real and the ideal output states of the WOLE protocol, thus keeping them at least $\epsilon$-close. We start by specifying the operators corresponding to the classical operations executed in steps 2 and 3 of $\pi^n_{WOLE}$. In step 2, a dishonest Bob can send to Alice some value $c$ that depends on his system $B'_0$. So, he starts by applying a CPTP map $T_{B'_0 \rightarrow CB_0} : \mathcal{P}(\mathcal{H}_{B'_0}) \rightarrow \mathcal{P}(\mathcal{H}_{B'_0} \otimes \mathcal{H}_{C})$ to his state and then projects it into the Hilbert space $\mathcal{H}_{C}$. The operator for step 2 is a CPTP map

$$O^{(2)} : \mathcal{P}\left(\mathcal{H}_{F_0} \otimes \mathcal{H}_{B'_0}\right) \rightarrow \mathcal{P}\left(\mathcal{H}_{F_0} \otimes \mathcal{H}_{C} \otimes \mathcal{H}_{D} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{B'_0}\right)$$

(27)

described by his action on some general quantum state $\rho$, as

$$O^{(2)}(\rho) = 1 \otimes \sum_{d, s, c} |c\rangle\langle c|_C T_{B'_0 \rightarrow CB_0}(\rho) |c\rangle\langle c|_C \otimes |d\rangle\langle d|_D \otimes |s\rangle\langle s|_S.$$  

(28)

In step 3, Bob takes no action. Since Alice is honest, the operator for this step simply describes her action on subsystems $D$ and $S$ according to her choice at subsystem $F$. This operator is a CPTP map

$$O^{(3)} : \mathcal{P}\left(\mathcal{H}_{F_0} \otimes \mathcal{H}_{C} \otimes \mathcal{H}_{D} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{B'_0}\right) \rightarrow \mathcal{P}\left(\mathcal{H}_{F} \otimes \mathcal{H}_{F_0} \otimes \mathcal{H}_{C} \otimes \mathcal{H}_{D} \otimes \mathcal{H}_{S} \otimes \mathcal{H}_{B'_0}\right)$$

(29)

described by his action on some general quantum state $\rho$, as

$$O^{(3)}(\rho) = \frac{1}{d^2n} \sum_{a, b} \mathcal{P}^{a, b} \rho (\mathcal{P}^{a, b})^\dagger,$$  

(30)
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where
\[
\mathcal{P}_{a,b} = |a, b\rangle_F \otimes \sum_{a_0, b_0, c} |a_0, b_0\rangle_F |c\rangle_C \otimes |a - a_0\rangle_D \otimes |b_0 + a \cdot c + b\rangle_S.
\]

(31)

Note that \(\mathcal{O}(2)\) adds subsystems \(CDS\) and distributes \(C\) according to Bob’s action. The operator \(\mathcal{O}(3)\) adds subsystem \(F\) and projects \(DS\) according to the information at subsystem \(FF_0\) and the expressions of \(d\) and \(s\). Regarding the trace distance between the real and ideal states, we have:

\[
\delta(\rho_{F_0B'_0}, \sigma_{F_0B'_0}) \geq \delta(\mathcal{O}(2)(\rho_{F_0B'_0}), \mathcal{O}(2)(\sigma_{F_0B'_0})) \\
\geq \delta(\mathcal{O}(3)\mathcal{O}(2)(\rho_{F_0B'_0}), \mathcal{O}(3)\mathcal{O}(2)(\sigma_{F_0B'_0})) \\
= \delta(\rho_{FB'}, \sigma_{FB'}). \tag{32}
\]

For the above inequalities, we took into account that \(\mathcal{O}(2)\) and \(\mathcal{O}(3)\) are CPTP maps, and as such they do not increase the trace distance (see Lemma 7 in [78]). For the last equality, recall that \(B' = CDSB'_0\). Now, from Lemma 4.1, we have that \(\sigma_{F_0B'_0} \simeq \rho_{F_0B'_0}\). Hence, we conclude that \(\delta(\rho_{FB'}, \sigma_{FB'}) \leq \epsilon(\zeta, n)\) for \(\epsilon(\zeta, n)\) given as (26), i.e. \(\sigma_{FB'} \simeq_{\epsilon} \rho_{FB'}\).

We move on to prove property 2. Consider the bijective function \(g^{c,d,s} : \mathbb{Z}_d^{2n} \rightarrow \mathbb{Z}_d^{2n}\) given by

\[
g^{c,d,s}(x, y) = (x + d, s - y - (x + d) \ast c), \tag{33}
\]

for fixed \(c, d\) and \(s\). Essentially, \(g^{c,d,s}\) describes how the input vector \((a, b)\) is related to the RWOLE output vector \((a_0, b_0)\):

\[
(a, b) = g^{c,d,s}(a_0, b_0) = (a_0 + d, s - b_0 - (a_0 + d) \ast c). \tag{34}
\]

Intuitively, this means that the subsystem \(F\) is defined by the subsystems \(F_0CDS\). We can rewrite the action of the operator \(\mathcal{O}(3)\) on some general quantum state \(\rho\) as follows:

\[
\mathcal{O}(3)(\rho) = \frac{1}{d^{2n}} \sum_{d,s} \mathcal{P}_{d,s} \rho (\mathcal{P}_{d,s})^\dagger, \tag{35}
\]

where

\[
\mathcal{P}_{d,s} = \sum_{a_0, b_0, c} g^{c,d,s}(a_0, b_0) \langle a_0, b_0 | F \otimes |a_0, b_0, c, d, s\rangle |a_0, b_0, c, d, s\rangle_{F_0CDS}. \tag{36}
\]

Hence, for the min-entropy bound, we have:

\[
H_{\text{min}}(F \mid B')_{\sigma_{FB'}} = H_{\text{min}}(F_0, F_0 \mid B')_{\sigma_{FB'}} \\
= H_{\text{min}}(f^{C,D,S}(F_0, F_0 \mid B_0')_{CDSB'_0})_{\mathcal{O}(3)\mathcal{O}(2)\sigma_{F_0B'_0}} \\
\geq H_{\text{min}}(F_0, F_0 \mid B_0')_{\sigma_{F_0B'_0}} \tag{37}
\]

\[
\geq H_{\text{min}}(F_0, F_0 \mid B_0')_{\sigma_{F_0B'_0}} \tag{38}
\]

\[
\geq \frac{n \log d}{2} (1 - h_d(\zeta)). \tag{39}
\]

The inequality (37) comes from Lemma B.1, as \(g^{c,d,s}\) is bijective. The inequality (38) comes from Theorem 6.19 in [73], as the operator \(\mathcal{O}(2)\) takes the form of \(\mathcal{O}(2) = \mathcal{I} \otimes \mathcal{M}\), where \(\mathcal{M}\) is a CPTP map. The last inequality comes from Lemma 4.1, property 2. \(\square\)
4.2.2 Extraction

In this section, we present our extraction protocol, $\pi_{\text{EXT}}$, that generates one OLE instance using the derandomization protocol $\pi_{\text{WOLE}}$ and the two-universal family of hash functions, $G$ (see [42] and Definition 2.5). This family uses the inner product between two vectors in the $\mathbb{Z}_n^d$ space, and since OLE only involves linear operations, we can apply the inner product operation to all vectors $a, b$ and $y$ without affecting the overall structure. The protocol $\pi_{\text{EXT}}$ is summarized in Figure 7 and uses the $n$ instances of WOLE in such a way that Bob’s knowledge on Alice’s inputs decreases exponentially with respect to the security parameter $n^6$.

---

### Protocol $\pi_{\text{EXT}}$

**Alice’s input:** $(a, b) \in \mathbb{Z}_d^2$; **Bob’s input:** $x \in \mathbb{Z}_d$

1. Alice chooses randomly some function $g_{\kappa} \in G$ and sends it to Bob.

2. Alice randomly generates $a_2, \ldots, a_n, b_2, \ldots, b_n \leftarrow \mathbb{Z}_d$. She computes $a_1 = (a - \sum_{i=2}^n a_i \kappa_i) / \kappa_1$ and $b_1 = (b - \sum_{i=2}^n b_i \kappa_i) / \kappa_1$. We write $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$.

3. Alice and Bob run the derandomization protocol $\pi_{\text{WOLE}}((a, b), x)$. Bob receives $y$ as output.

4. Bob computes $y = g_{\kappa}(y)$.

**Alice’s output:** $\bot$; **Bob’s output:** $y$

---

The correctness of $\pi_{\text{EXT}}$ follows from linearity:

$$y = g_{\kappa}(y) = \kappa \cdot (a_1 x + b_1, \ldots, a_n x + b_n)$$

$$= \kappa \cdot \left( \frac{a - \sum_{i=2}^n a_i \kappa_i}{\kappa_1} x + \frac{b - \sum_{i=2}^n b_i \kappa_i}{\kappa_1}, a_2 x + b_2, \ldots, a_n x + b_n \right)$$

$$= ax + b.$$  \hspace{1cm} (40)

**Security.** By definition, the derandomization protocol leaks some information to Bob about Alice’s inputs $(a, b)$. Since $y = ax + b$, without loss of generality, any leakage of Alice’s inputs can be seen as a leakage on just $a$. In this case, the min-entropy of $F = (F_a, F_b)$ should be the same as the min-entropy of $F_a$. Now, recall the $F_{\text{OLE}}$ definition (Figure 1), and note that Bob does not possess any knowledge about Alice’s input $(a, b)$ other than what can be deduced from his input and output $(x, y)$. Similarly, since $y = ax + b$, Bob has some knowledge on the relation between $a$ and $b$ and – as $b$ is completely determined by $(a, x, y)$ – we only have to guarantee that $a$ looks uniformly random to Bob. The role of the hash functions used in the above protocol $\pi_{\text{EXT}}$ is precisely to extract a uniformly random $a$ from the leaky vector $a$, while preserving the structure of the OLE. This result is summarized in Lemma 4.3 and its proof is based on Lemma 2.2.

---

6This extraction step is similar to the privacy amplification step of QKD protocols.
Lemma 4.3. Let $\rho_{FB'}$ be the state given by the real execution of the protocol $\pi_{\text{EXT}}$, where $F$ is the system saving Alice’s inputs $(a,b)$, $B'$ is Bob’s (possibly quantum) system. Fix $\zeta \in ]0, 1 - \frac{1}{d}]$ and let

$$\epsilon(\zeta, n) = \exp\left(-\frac{2\zeta^2t^2n^2}{(nt + 1)(t + 1)}\right).$$  (41)

Then, for any attack of a dishonest Bob, there exists a classical-quantum state $\sigma_{FB'}$, where $F = (F_a, F_b)$, such that

1. $\sigma_{FB'} \approx \epsilon \rho_{FB'}$, and
2. $\delta(\tau_{Z_d} \otimes \sigma_Y, \sigma_{F_a Y E}) \leq K 2^{-n f_d(\zeta)}$, where $K = \sqrt{2}$, $f_d(\zeta) = \frac{\log d}{4} (1 - h_d(\zeta))$, $n$ is the security parameter, and $h_d(\zeta)$ is given in Definition 2.2.

Proof. To prove property 1, we note that the extraction operation applied to the output of $\pi_n^{\text{WOLE}}$ can be described by a projective operator on the space $F = (F_a, F_b)$. Therefore, as in the case of Lemma 4.2, property 1 follows from the fact that CPTP maps do not increase the trace distance (see Lemma 7 in [78]).

Regarding property 2, let us first consider Bob’s subsystem $E$ to integrate Bob’s inputs $x$, i.e. $E = XE'$. Then, his full system $B'$ is identified with $YX E'$. We have:

$$H_{\min}(F | YE)_{\sigma_{FY E}} = H_{\min}(F_a, F_b | YXE')_{\sigma_{FY E}}$$
$$= H_{\min}(F_a, Y - F_a X | YXE')_{\sigma_{YXE}}$$
$$= H_{\min}(F_a | YXE')_{\sigma_{YXE}}.$$  (42)

Therefore,

$$H_{\min}(F_a | YE)_{\sigma_{F_a YE}} \geq \frac{n \log d}{2} (1 - h_d(\zeta)).$$  (45)

Now, since $\mathcal{G}$ is a two-universal family of hash functions, we can directly apply Lemma 2.2 for $l = 1$. It follows that $F_a$ is $\xi$-close to uniform conditioned on $YE$, i.e.

$$\delta(\tau_{Z_d} \otimes \sigma_Y, \sigma_{F_a Y E}) \leq \frac{1}{2} \sqrt{2^{\log d - \frac{n \log d}{4} (1 - h_d(\zeta))}} = K 2^{-n f_d(\zeta)} =: \xi,$$  (46)

where $K = \sqrt{2}$, $f_d(\zeta) = \frac{\log d}{4} (1 - h_d(\zeta))$ and $n$ is the security parameter. \hfill $\square$

Now, we are in position to combine the above $\pi_n^{\text{RWOLE}}, \pi_n^{\text{WOLE}}$ and $\pi_{\text{EXT}}$, and present the full protocol $\pi_{\text{QOLE}}$ in Figure 8.
Protocol $\pi_{\text{QOLE}}$

**Parameters:** $n$, security parameter; $tn$, number of test qudits.

**Alice’s input:** $(a,b) \in \mathbb{Z}_d^2$; **Bob’s input:** $x \in \mathbb{Z}_d$

(Quantum phase:)

1. Bob randomly generates $m = (1 + t)n$ different pairs $(x_i^0, r_i) \in \mathbb{Z}_d^2$ and commits to them by sending $(\text{commit}, (i, x_i^0, r_i)) \in \mathcal{F}_{\text{COM}}$. He also prepares the quantum states $\ket{e_{r_i}^0}_{i \in [m]}$ and sends them to Alice.

2. Alice randomly chooses a subset of indices $T \subset [m]$ of size $tn$ and sends it to Bob.

3. Bob sends $(\text{open}, i)_{i \in T}$ to $\mathcal{F}_{\text{COM}}$ and $\mathcal{F}_{\text{COM}}$ sends to Alice $(\text{open}, (i, x_i^0, r_i))_{i \in T}$.

4. Alice measures the received quantum states in the corresponding $x_i^0$ basis for $i \in T$, and checks whether the received commitments are compatible with her measurements. She proceeds in case there is no error, otherwise she aborts.

5. Alice randomly generates $n$ pairs $(a_i^0, b_i^0) \in \mathbb{Z}_d^2$ and prepares $V_{a_i^0}^{b_i^0}$ for $i \in [m] \setminus T$. We relabel $a_0 = (a_1^0, \ldots, a_n^0)$, $b_0 = (b_1^0, \ldots, b_n^0)$ and $x_0 = (x_1^0, \ldots, x_n^0)$, and from now on identify $[m] \setminus T \equiv [n]$.

6. Alice $\forall i \in [n]$ applies $V_{a_i^0}^{b_i^0}$ to the received state $\ket{e_{r_i}^0}$, i.e., $V_{a_i^0}^{b_i^0} \ket{e_{r_i}^0} = c_{x_i^0, a_i^0, b_i^0, r_i} \ket{e_{a_i^0, b_i^0 + r_i}^0}$, and sends the resulting states to Bob.

7. Bob $\forall i \in [n]$ measures the received state in the corresponding basis $x_i^0$, and gets the state $\ket{e_{x_i^0, r_i}^0}$. Finally, $\forall i \in [n]$ he subtracts $r_i$ from his result and gets $y_i^0 = y_i^0 e^{x_i^0 - b_i^0}$. We write $y_0 = (y_1^0, \ldots, y_n^0)$.

(Post-processing phase:)

8. Bob defines $x = (x, \ldots, x)$ as the constant vector according to his input $x$.

9. Alice chooses randomly some function $g_\kappa \in \mathcal{G}$, and she randomly generates $a_2, \ldots, a_n, b_2, \ldots, b_n \leftarrow \mathbb{Z}_d$. She computes $a_1 = (a - \sum_{i=2}^n a_i \kappa_i) / \kappa_1$ and $b_1 = (b - \sum_{i=2}^n b_i \kappa_i) / \kappa_1$. We write $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$.

10. Bob computes and sends to Alice $c = x - x_0$.

11. Alice computes and sends to Bob $d = a - a_0$ and $s = b_0 + a \ast c + b$.

12. Bob computes $y = y_0 + x \ast d - d \ast c + s$.

13. Finally, Alice sends $\kappa$ to Bob and he computes $y = g_\kappa(y)$.

**Alice’s output:** ⊥; **Bob’s output:** $y$

Figure 8: QOLE protocol.
5 UC security

In this section, we will show that $\pi_{QOLE}$ (Figure 8) is quantum-UC secure. More formally, we will show that $\pi_{QOLE}$ statistically quantum-UC realizes (Definition 2.7) $F_{OLE}$ in the $F_{COM}$−hybrid model.

**Theorem 5.1** (quantum-UC security of $\pi_{QOLE}$). The protocol $\pi_{QOLE}$ from Figure 8 statistically quantum-UC realizes (see Definition 2.7) $F_{OLE}$ in the $F_{COM}$−hybrid model.

Theorem 5.1 is proved by combining Lemma 5.2 and Lemma 5.4 that we present below. In the former we prove the protocol’s security for the case where Alice is dishonest and Bob is honest, while in the latter we prove security in the case where Alice is honest and Bob dishonest.

**Lemma 5.2.** The protocol $\pi_{QOLE}$ (Figure 8) statistically quantum-UC realizes (see Definition 2.7) $F_{OLE}$ in the $F_{COM}$−hybrid model in the case of dishonest Alice and honest Bob.

**Proof.** We start by presenting the simulator $S_A$ for the case where Alice is dishonest in Figure 9. Moreover, in Figure 10, we illustrate the corresponding real and ideal networks.

To prove statistical quantum-UC security according to Definition 2.7, we first consider a sequence of hybrid protocols from $H_0$ to $H_4$. The first hybrid protocol, $H_0$, is the real execution of the protocol $\pi_{QOLE}$, and we gradually change it until obtaining the hybrid $H_4$ which corresponds to the description of the simulator $S_A$. By proving indistinguishability of the hybrids throughout the sequence, we show statistical quantum-UC security for $\pi_{QOLE}$ in the case of dishonest Alice. Let us know present the hybrids in detail:

**Hybrid $H_0$:** This is the real execution of the protocol $\pi_{QOLE}$.

**Hybrid $H_1$:** This hybrid is identical to $H_0$, except that we replace the $F_{COM}$ with a fake commitment functionality, $F_{FakeCOM}$, in which Bob, i.e. the honest party, can commit no value. This fake functionality works as follows:

- Commitment phase: expects a commit message from Bob instead of (commit, $x$).
- Open phase: expects a message (open, $x$) (instead of open) and sends (open, $x$) to Alice.

Hybrids $H_0$ and $H_1$ are perfectly indistinguishable, as the simulator still opens the commitments in the same way.

**Hybrid $H_2$:** This hybrid is identical to $H_1$, except that now $S_A$ prepares entangled states $|B_{0,0}\rangle_{Q_AQ_S}$ instead of $\left| \frac{x^0}{e_i} \right\rangle_{i \in [m]}$, and sends the subsystem $Q_A$ to Alice. Additionally, upon receiving the set of indices, $T$, from Alice, $S_A$ measures the corresponding elements of subsystem $Q_S$ using $tn$ randomly chosen bases $x^0_i$ and provides (open, $(i, x^0_i, r_i)$) to $F_{FakeCOM}$, $\forall i \in T$.

**Claim 5.3.** The hybrids $H_1$ and $H_2$ are indistinguishable.
Simulator $S_A$

(Quantum phase:)

1. $S_A$ sends commit to $F_{\text{FakeCOM}}$.
2. $S_A$ generates $m = (1 + t)n$ entangled states $|B_{0,0}\rangle_{Q_A Q_S}$ and sends subsystem $Q_A$ to Alice.
3. Alice asks for a set of indices $T \subset [m]$ of size $tn$.
4. $S_A$ measures the corresponding elements of subsystem $Q_S$ using $tn$ randomly chosen bases $x_i^0$ and provides $(\text{open}, (i, x_i^0, r_i))$ to $F_{\text{FakeCOM}}$, $\forall i \in T$.
5. Upon receiving the processed system $\hat{Q}_A$ from Alice, $S_A$ measures the joint system $\hat{Q}_A Q_S$ and extracts the measurement outcomes $F = (a_0, b_0) = ((a_0^1, \ldots, a_n^0), (b_0^1, \ldots, b_n^0))$.

(Post-processing phase:)

6. $S_A$ randomly generates a vector $c'$ and sends to Alice.
7. Upon receiving $d$ and $s$ from Alice, $S_A$ extracts $a$ and $b$ based on its knowledge of $(a_0, b_0)$ as follows:

\[
\begin{align*}
    a &= b + a_0 \\
    b &= s - b_0 - a \cdot c'.
\end{align*}
\] (47)

8. Upon receiving $\kappa$ from Alice, $S_A$ extracts her inputs $(a, b)$ as follows:

\[
\begin{align*}
    a &= a \cdot \kappa \\
    b &= b \cdot \kappa.
\end{align*}
\] (48)

9. Finally, $S_A$ sends $(a, b)$ to the ideal functionality $F_{\text{OLE}}$.

Figure 9: Simulator $S_A$ against dishonest Alice.

Proof. From Alice’s point of view, the state received is exactly the same in both hybrids. In $H_1$, since the elements $r$ are chosen randomly,

\[
\frac{1}{d} \sum_{r=0}^{d-1} |\epsilon_r^{a} \rangle \langle \epsilon_r^{a} | = \frac{1_A}{d},
\] (49)

for each $a^0 = 0, \ldots, d - 1$. In $H_2$

\[
\text{Tr}_{Q_S} |B_{0,0}\rangle\langle B_{0,0}| = \frac{1_A}{d}.
\] (50)

Thus, the environment is not able to distinguish the two scenarios. Furthermore, upon Alice’s request of the test set, $T$, the simulator measures in random bases, $x_i^0$ for $i \in T$. 
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the corresponding qudits of subsystem $Q_S$. Since both entangled qudits in $Q_AQ_S$ get projected to the some random state, $r_i$ for $i \in T$, $F_{\text{FakeCOM}}$ provides the correct pair $(x_0^i, r_i)_{i \in T}$ to Alice. Hence, the hybrids $H_1$ and $H_2$ are indistinguishable.

**Hybrid $H_3$:** This hybrid is identical to $H_2$, except that now $S_A$ extracts Alice’s elements $F_0 = (a_0, b_0)$ by applying a joint measurement on the systems $\hat{Q}_AQ_S$ in the generalized Bell basis.

Hybrids $H_2$ and $H_3$ are perfectly indistinguishable, as the simulator only changes the measurement basis for the received state and does not communicate with Alice.

**Hybrid $H_4$:** This hybrid is identical to $H_3$, except that now $S_A$ generates $c'$ uniformly at random. Additionally, upon receiving $d, s$ and $\kappa$, the simulator extracts Alice’s vectors $(a, b)$ and inputs $(a, b)$ by computing expressions (47) and (48). Finally, $S_A$ sends $(a, b)$ to the ideal functionality $F_{\text{OLE}}$. Hybrid $H_4$ corresponds to the description of the simulator $S_A$.

Hybrids $H_3$ and $H_4$ are perfectly indistinguishable for the following reasons: first, from the proof of Claim 5.3, we have that the vector $x_0$ looks uniformly random to Alice, and consequently, so does $c$. Second, the extraction operations do not require any interaction with Alice.

We now proceed to the case where Alice is honest and Bob is dishonest.

**Lemma 5.4.** The protocol $\pi_{\text{QOLE}}$ (Figure 8) statistically quantum-UC realizes (Definition 2.7) $F_{\text{OLE}}$ in the $F_{\text{COM}}$—hybrid model in the case of honest Alice and dishonest Bob.

*Proof.* We start by presenting the simulator $S_B$ for the case where Bob is dishonest in Figure 11. Moreover, in Figure 12, we illustrate the corresponding real and ideal networks.

Then, just like in the previous case for dishonest Alice, we consider the respective sequence of hybrid protocols, from $H_0$ (execution of the protocol) to $H_2$ (simulator $S_B$), and prove that they are indistinguishable in the case of dishonest Bob.
Simulator $S_B$

(Quantum phase:)

1. $S_B$ receives the qudits from Bob and tests them as in the protocol $\pi_{QOLE}$.
2. $S_B$ randomly chooses vectors $a_0$ and $b_0$ and applies $V_{a_0^i}$, $i \in [n]$ to the received qudits.
3. $S_B$ extracts the input element $x_0$ from $F_{COM}$.

(Post-processing phase:)

4. Upon receiving $c$ from Bob, $S_B$ extracts his input $x$ as $x = c + x_0$.
5. $S_B$ sends $x$ to $F_{OLE}$ and receives $y$.
6. $S_B$ randomly generates the elements $a' \leftarrow \mathbb{Z}_d$, $\kappa \leftarrow \mathbb{Z}_d$ and $a_2, \ldots, a_n, b_2, \ldots, b_n \leftarrow \mathbb{Z}_d$.
7. $S_B$ computes $b' = a'x - y$, $a_1 = (a' - \sum_{i=2}^n a_i\kappa_i)/\kappa_1$ and $b_1 = (b' - \sum_{i=2}^n b_i\kappa_i)/\kappa_1$.
8. $S_B$ sends $d = a - a_0$, $s = b_0 + a'c + b$ and $\kappa$ to Bob.

Figure 11: Simulator $S_B$ against dishonest Bob.

Hybrid $H_0$: This is the execution of the real protocol $\pi_{QOLE}$. In this hybrid, $S_B$ behaves just like honest Alice up to step 6 of $\pi_{QOLE}$: tests the received qudits (steps 1-4), randomly generates $n$ pairs $(a_i^0, b_i^0)$ for $i \in [n]$ (step 5), and applies the respective operators $V_{a_0^i}$ for $i \in [n]$ to the received states (step 6).

Hybrid $H_1$: This hybrid is identical to $H_0$, except that now $S_B$ extracts Bob’s random vector $x_0$ from the commitment functionality $F_{COM}$. Additionally, upon receiving $c$ from Bob, $S_B$ extracts Bob’s input $x$ by computing $c + x_0$. Then, $S_B$ sends the extracted
element $x$ to $\mathcal{F}_{\text{OLE}}$ and receives $y$.

Hybrids $H_0$ and $H_1$ are perfectly indistinguishable, because $S_B$ only interacts with Bob when receiving the element $c$, and this does not change anything from Bob’s point of view. The corresponding operations are either carried out locally by $S_B$ or along with $\mathcal{F}_{\text{COM}}$ which, by definition, is fully controlled by $S_B$.

**Hybrid $H_2$:** This hybrid is identical to $H_1$, except that now $S_B$ generates $(a, b, d)$ and $s$: it starts by randomly generating $d' \leftarrow \mathbb{Z}_d$, $\kappa \leftarrow \mathbb{Z}_d^*$ and $a_2, \ldots, a_n, b_2, \ldots, b_n \leftarrow \mathbb{Z}_d$. Then, it computes $b'$ according to the generated $a'$, the extracted element $x$ and the output $y$ of $\mathcal{F}_{\text{OLE}}$, as $b' = a'x - y$. It masks $a'$ and $b'$ as

$$a' = a \cdot \kappa \quad \text{and} \quad b' = b \cdot \kappa,$$

by setting $a_1$ and $b_1$ accordingly, i.e. $a_1 = (a' - \sum_{i=2}^{n} a_i \kappa_i)/\kappa_1$ and $b_1 = (b' - \sum_{i=2}^{n} b_i \kappa_i)/\kappa_1$.

Finally, $S_B$ sends $d = a - a_0$, $s = b_0 + a * c + b$ and $\kappa$ to Bob. This is the last hybrid of the sequence and corresponds to the description of $S_B$.

**Claim 5.5.** The hybrids $H_1$ and $H_2$ are indistinguishable.

**Proof.** Since, in its first two steps, $S_B$ executes a RWOLE scheme, according to Lemma 4.1 we have that $S_B$ is $\epsilon$-close to a situation where Bob’s knowledge on the vectors $(a_0, b_0)$ is lower-bounded by the value

$$\frac{1}{n} \lambda(\zeta) = \frac{\log d}{2}(1 - h_d(\zeta)), \quad (52)$$

for $\zeta \in [0, 1 - \frac{1}{d}]$, $n$ the security parameter and $\epsilon(\zeta, n) = \exp\left(-\frac{2\zeta^2 n^2}{(n+1)(n+2)}\right)$. Also, as Bob receives $d$ and $s$, according to Lemma 4.2, his knowledge on $(a, b)$ is also lower-bounded by the same $\lambda(\zeta)/n$. Furthermore, since $S_B$ defines $a$ such that $a' = a \cdot \kappa$, from Lemma 4.3 we can conclude that $S_B$ is $(\xi + \epsilon)$-close to a scenario where $a'$ is uniformly distributed. This comes from the properties in Lemma 4.3 and the triangle inequality:

$$\delta(\tau_{a'} \otimes \sigma_{B'}, \rho_{F_{a'}B'}) \leq \delta(\tau_{a} \otimes \sigma_{B} \otimes \sigma_{B'} \otimes \rho_{F_{a'}B'}) + \delta(\sigma_{B'} \otimes \rho_{F_{a'}B'})$$

$$\leq K 2^{-n} f_d(\zeta) + e^{-\frac{2\zeta^2 n^2}{(n+1)(n+2)}} = \xi + \epsilon,$$

where $K = \sqrt{\zeta}$, $f_d(\zeta) = \frac{\log d}{2}(1 - h_d(\zeta))$. This means that the triple $(d, s, \kappa)$ only gives to the environment a negligible advantage in distinguishing between the real and ideal world executions.

\[\square\]

6 Protocol Generalizations

6.1 QOLE in Galois fields of prime-power dimensions

So far, we have been working in Hilbert spaces of prime dimensions; this reflects the fact that, for prime $d$, $\mathbb{Z}_d$ is a field and, under a well-defined set of MUBs $\{|e_r^x\rangle\}_{r \in \mathbb{Z}_d}$, $\forall x \in \mathbb{Z}_d$, we have the affine relation (24):

$$V_a |e_r^x\rangle = c_{a, b, x, r} |e_{ax - b + r}^x\rangle.$$  

(54)
In this section, we generalize our protocol, \( \pi_{\text{QOLE}} \), to Hilbert spaces of prime-power dimensions, \( N = d^M \) (\( d \) prime and \( M > 1 \)), taking advantage of the fact that in a Galois field of dimension \( d^M \), \( GF(d^M) \), we can build a complete set of \( N + 1 \) MUBs [34].

Succinctly, in \( GF(d^M) \), we identify the integers \( i \in \mathbb{Z}_N \) with their \( d \)-ary representation, i.e.

\[
\mathbb{Z}_N \ni i = \sum_{n=0}^{M-1} i_n d^n \longleftrightarrow (i_0, \ldots, i_{M-1}) \in GF(d^M).
\]

In these fields there are two operations, addition and multiplication, which we denote by \( \oplus \) and \( \odot \), respectively. Addition is straightforward, as it is given by the component-wise addition modulo \( d \) of elements, i.e. \( i \oplus j = (i_0 + j_0 \mod d, \ldots, i_{M-1} + j_{M-1} \mod d) \).

Considering \( i = \sum_{n=0}^{M-1} i_n d^n \) as a polynomial of degree \( M - 1 \) given by \( i(p) = \sum_{n=0}^{M-1} i_n p^n \), multiplication between two elements \( i, j \), is given by the multiplication between the corresponding polynomials \( i(p) \) and \( j(p) \) modulo some irreducible polynomial \( m(p) \), i.e. \( i \odot j = (i(p) \times j(p)) \mod m(p) \).

Analogously to prime-dimension fields, we can write the operators \( V_a^b \) in the computational basis, as

\[
V_a^b = \sum_{k=0}^{N-1} |k \oplus a \rangle \omega^{(k \oplus a) \odot b} \langle k|,
\]

and the eigenstates for the corresponding \( N + 1 \) pairwise MUBs, as

\[
|e_r^i\rangle = \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} |l\rangle \omega^{(r \oplus l) \odot \alpha_{x,i}^{r,l}} \]

where \( \alpha_{x,i}^{r,l} \) is a phase factor whose form depends on whether \( d \) is even or odd. For details, see Section 2.4.2 in [34].

Given the above, we can derive (Appendix C) the following affine relation similar to (24):

\[
V_a^b |e_r^i\rangle = \omega^{r \odot a} \alpha_{a,i}^{r} |e_r^{i \oplus a \oplus b \oplus r}\rangle.
\]

Notice that all the steps in the \( \pi_{\text{QOLE}} \) depend on the properties of the field operations and on the fact that (24) holds. Hence, we can use \( \pi_{\text{QOLE}} \) adapted for the operations \( \oplus \) and \( \odot \), in order to quantum-UC-realize \( F_{\text{OOLE}} \) in fields of prime-power dimension \( d^M \).

### 6.2 Quantum Vector OLE

In the proposed protocol \( \pi_{\text{QOLE}} \), we extract one instance of OLE out of \( n \) instances of WOLE. As far as efficiency is concerned, it would be desirable to generate more instances of OLE out of those \( n \) instances of WOLE. Here, we show how to use WOLE as a resource to realize the VOLE functionality, \( F_{\text{VOLE}}^k \), presented in Figure 2. In this case, Alice fixes a \( k \) (which is specified later), defines a set of \( k \) linear functions \((a, b) \in \mathbb{F}_q^k \times \mathbb{F}_q^k \) and Bob outputs the evaluation of all these functions on a specified element \( x \in \mathbb{F}_q \) that he chooses, i.e. \( f := ax + b \). Since \( \pi_{\text{QOLE}} \) can be extended to finite fields \( \mathbb{F}_q \), where \( q \) is a prime or prime-power number (as shown above), the \( F_{\text{VOLE}}^k \) functionality can also be defined in \( \mathbb{F}_q \).

In the extraction phase of \( \pi_{\text{QOLE}} \), Alice randomly chooses a function \( g_k \) and applies it to the pair \((a, b)\). This procedure suggests that, in order to generate different input
elements \((a',b')\), Alice can randomly choose another function \(g_{\kappa'}\) and set \(a' = g_{\kappa'}(a)\) and \(b' = g_{\kappa'}(b)\). This is equivalent to generating a random \(2 \times n\) matrix in \(\mathbb{F}_q\), i.e.

\[
\begin{bmatrix}
  \kappa \\
  \kappa' \\
\end{bmatrix}
\begin{bmatrix}
  a \\
  b \\
\end{bmatrix}
= \begin{bmatrix}
  a' \\
  b' \\
\end{bmatrix}.
\]

(59)

However, in case \(\kappa\) and \(\kappa'\) are linearly dependent (i.e. \(\kappa = c\kappa'\) for some \(c \in \mathbb{Z}_q\)), Bob would have some extra information about Alice’s elements \((a,b)\) and \((a',b')\), as \((a,b) = c(a',b')\). This leads to a situation beyond the \(\pi_{\text{VOLE}}\) definition. To avoid this issue, let us consider the set of \(k \times n\) matrices with rank \(k\) over \(\mathbb{F}_q\) for \(1 \leq k \leq n\), and denote it by \(\mathcal{R}_{k \times n}(\mathbb{F}_q)\). For a binary finite field, \(\mathcal{R}_{k \times n}(\mathbb{F}_2)\) is a two-universal hash family \([21, 64]\). Similarly, one can prove that the more general set \(\mathcal{R}_{k \times n}(\mathbb{F}_q)\) is also a two-universal hash family from \(\mathbb{F}_n^k\) to \(\mathbb{F}_q^k\). During the extraction phase of the original \(\pi_{\text{QOLE}}\), Alice chooses vectors \((a,b)\) according to the random vector \(\kappa\) and the desired final elements \((a,b)\) (see step 9 in Figure 8). In that case, since there is only one random vector \(\kappa\), there are \(n - 1\) undefined variables for each vector \(a\) and \(b\), i.e. \(a_2, \ldots, a_n\) and \(b_2, \ldots, b_n\) that can be chosen freely. For the VOLE protocol, instead of choosing just one vector \(\kappa\), Alice randomly chooses a matrix \(\mathcal{K} \in \mathcal{R}_{k \times n}(\mathbb{F}_q)\) of rank \(k\). She then defines vectors \((a',b') \in \mathbb{F}_n^k \times \mathbb{F}_q^k\) consistent with the final elements \((a,b) \in \mathbb{F}_q^k \times \mathbb{F}_q^k\). That is, Alice has the following system:

\[
\begin{bmatrix}
  \kappa_1 \\
  \ldots \\
  \kappa_k \\
\end{bmatrix}
\begin{bmatrix}
  a' \\
  b' \\
\end{bmatrix}
= \begin{bmatrix}
  a \\
  b \\
\end{bmatrix},
\]

(60)

that can be solved by means of the Gaussian elimination method. Since \(\mathcal{K} \in \mathcal{R}_{k \times n}(\mathbb{F}_q)\), there will be \(n-k\) undefined variables in both vectors \(a'\) and \(b'\). Let \(U\) denote the set of undefined indexes in \(a'\) and \(b'\). Alice randomly chooses \(a'_i\) and \(b'_i\) for \(i \in U\) and solves the above equation system. Then, they proceed similarly to the original \(\pi_{\text{QOLE}}\) and execute the derandomization protocol \(\pi_{\text{WOLE}}((a',b'),x)\). Finally, Bob applies Alice’s chosen matrix \(\mathcal{K}\) to his output vector \(y'\) to get the final element \(y\). This vectorized extraction protocol \(\pi_{\text{VEXT}}\) is presented in Figure 13.

The correctness of the protocol is drawn immediately from linearity:

\[
y = \mathcal{K}y' = \mathcal{K}(a'x + b') = ax + b.
\]

(62)

The security of the protocol is constrained by \(\xi = \frac{1}{2}k\log q - H_{\min}(X|E)\) given by Lemma 2.2, where we consider \(l\) to be \(k\) and \(d\) to be \(q\). As before, \(\mathbf{F}_{a'}\) denotes the distribution of the \(\pi_{\text{WOLE}}\) protocol’s input \(a'\) from Bob’s perspective. From Lemma 2.2, since \(\mathcal{R}_{k \times n}(\mathbb{F}_q)\) is a two-universal family of hash functions, we know that \(\mathcal{K} \in \mathcal{R}_{k \times n}(\mathbb{F}_q)\) approximates \(KF_{a'} = F_a\) to uniform conditioned on Bob’s side information. However, the closeness parameter \(\xi\) has to be negligible in the security parameter \(n\), thus setting a bound on \(k\) (the size of VOLE), i.e. for \(\eta > 0\),

\[
k \log q - \frac{n \log q}{2} (1 - h_q(\zeta)) < -n \eta \log q
\]

(63)

\[
k < n \left(\frac{1}{2} (1 - h_q(\zeta)) - \eta\right).
\]

(64)

Since \(k > 0\), we have that \(0 < \eta < \frac{1}{2} (1 - h_q(\zeta))\). This gives a bound on the elements that we can extract from \(n\) WOLEs and shows how Alice can fix \(k\) in the beginning. Note that
Protocol $\pi_{\text{VEXT}}$

**Alice’s input:** $(a, b) \in \mathbb{F}_q^k \times \mathbb{F}_q^k$; **Bob’s input:** $x \in \mathbb{F}_q$

1. Alice chooses randomly a matrix $K \in \mathbb{R}^{k \times n}(\mathbb{F}_q)$ and sends it to Bob.

2. Using the Gaussian elimination method, Alice finds one solution of the system:

   $$
   K \begin{bmatrix}
   a' \\
   b'
   \end{bmatrix} = \begin{bmatrix}
   a \\
   b
   \end{bmatrix}
   $$

   (61)

   (a) Alice finds the set $U$ of undefined indexes in $a'$ and $b'$.

   (b) Alice randomly generates $a'_i, b'_i \leftarrow \mathbb{F}_q$ for $i \in U$.

   (c) Alice solves the system for indexes $i /\in U$.

3. Alice and Bob run $\pi^n_{\text{WOLE}}((a', b'), x)$, where $x = (x, \ldots, x)$. Bob outputs $y' \in \mathbb{F}_q^n$.

4. Bob computes $y = Ky'$.

**Alice’s output:** ⊥; **Bob’s output:** $y \in \mathbb{F}_q^k$

Figure 13: Extraction protocol for VOLE.

this bound is not necessarily optimal, and one could try to improve it. We leave this as future work, as it goes beyond the scope of this paper.

Let us denote by $\pi_{\text{QVOLE}}$ the protocol $\pi_{\text{QOLE}}$ with the subprotocol $\pi_{\text{VEXT}}$ instead of $\pi_{\text{EXT}}$. For the security of $\pi_{\text{QVOLE}}$, we have:

**Theorem 6.1** (quantum-UC security of $\pi_{\text{QVOLE}}$). The protocol $\pi_{\text{QVOLE}}$ statistically quantum-UC realizes (see Definition 2.7) $\mathcal{F}_{\text{VOLE}}^k$ in the $\mathcal{F}_{\text{COM}}$-hybrid model.

The proof is much the same as the proof of Theorem 5.1, therefore we omit it.

7 Outlook and further work

OLE is an important primitive for secure two-party computation, and while for other primitives such as bit commitment, OT and coin flipping there is a plethora of both theoretical as well as concrete protocol proposals [6, 7, 10, 11, 15, 47, 49, 55, 56, 58, 59, 63, 65, 68], up until now, there was no OLE protocol based on quantum communication. In this work, we present two protocols for QOLE. The first protocol is secure against semi-honest adversaries in the static corruption setting. The second proposed protocol, $\pi_{\text{QOLE}}$, builds upon the semi-honest version and extends it to the dishonest case, following a commit-and-open approach. We prove this second protocol to be secure in the quantum-UC framework when assuming ideal commitments, making it possible to be composed in any arbitrary way. We also constructed two generalizations of our protocol: the first achieves QOLE in Galois fields of prime-power dimensions and the second is a protocol for quantum vector
OLE. Note that our protocol achieves everlasting security, i.e. it remains information-theoretically secure after its execution, even if the dishonest party becomes more powerful in the future.

While the security of $\pi_{\text{QOLE}}$ is thoroughly analyzed, this is done in the noiseless case. Proving security assuming the existence of noise should follow a similar reasoning (see also [29]). Indeed, in the presence of noise, in Step 4 in the quantum phase of $\pi_{\text{QOLE}}$ (Figure 8), Alice should abort the protocol if the errors measured ($err$) exceed some predetermined value $\nu$, that is assumed to be due to noise. This way, the error parameter is $err = \nu + \zeta'$, where $\zeta'$ accounts for the activity of a dishonest Bob. Naturally, this will decrease the bound on the min-entropy of Alice’s functions $F$ given Bob’s side information, i.e.

$$H_{\min}(F|YE)_{\sigma_{FYE}} \geq \frac{n \log d}{2} (1 - h_d(\nu + \zeta' + \zeta)).$$

Although it is possible to generalize the security results to the setting of noisy quantum communication, it is not guaranteed that the proposed protocol retains correctness. Therefore, as future work, it would be useful to propose specific implementations where noise is taken into account and its effect on the correctness and security is studied. Furthermore, the protocol’s resilience to practical attacks [16] can be investigated.

Following a different assumption model, the $\pi_{\text{QOLE}}$ protocol can be easily adapted to remain secure in the bounded-quantum-storage model. In this adapted version, the test phase of $\pi_{\text{RWOLE}}$ is simply substituted by a waiting time $\Delta t$. This ensures that Bob is only able to store a noisy or limited amount of qudits. It would be interesting to explore how different noisy channels affect the security properties. Also, to guarantee the composability of the protocol, an analysis in the bounded-quantum-storage-UC model as put forth by Unruh [77] can be performed.

Our protocol is a two-way protocol, i.e. Bob prepares and sends a quantum state, Alice applies some operation to it, and sends it back to Bob who measures the final state. For QOT there exist several proposals for two-way protocols [3, 23, 24, 50], and, in particular, the one presented by Amiri et al. [3] also demonstrates their experimental feasibility. This is further motivation to work on developing realistic practical implementations of our protocol. Furthermore, one could increase the security standards by making our protocol device-independent. The proposal of Kundu et al. [50], who extended the work of Chailloux et al. [23], could serve as an inspiration. And while the aforementioned works focus on two-way QOT protocols, recently, non-interactive or one-way protocols have also been proposed for device-independent [17] and XOR QOT [72].

Finally, based on our results, one could construct quantum protocols for oblivious polynomial evaluation, which – as mentioned in Section 1 – is another important primitive facilitating various applications.
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Let the values that Bob commits be fixed as \((x_i, r_i)\forall i \in [m]\), where \(m = (1 + t)n\) and \(tn\) the number of qudits \(|e^r_{_T}|\) used in the Test Phase to check whether he is honest or not. Throughout the proof we denote by \(x = (x_1, \ldots, x_m)\) and \(r = (r_1, \ldots, r_m)\) the vectors in \(\mathbb{Z}^m_d\) whose components contain Bob’s commitments \(\forall i \in [m]\), and by \(X^m = (X_1, \ldots, X_m)\) the vector of the random variables associated to \(x_i, i \in [m]\). For each pair \((x_i, r_i)\), the corresponding qudit \(|e^r_{_T}|\) belongs in the Hilbert space \(\mathcal{H}_{X_i}\), and the quantum system including all the qudits is in \(\mathcal{H}_{X^m} = \bigotimes_{i \in [m]} \mathcal{H}_{X_i}\). For simplicity, we refer to the quantum systems in terms of the corresponding random variables \(X_i\), instead of the Hilbert spaces \(\mathcal{H}_{X_i}\).

Recall that the set \(T \subset [m]\) contains the \(tn\) indices of the test qudits, and by \(\tilde{T}\) we denote its complement \([m] \setminus T\). For \(i \in T\), \(x_{\tilde{T}}\) is the vector whose components are the bases \(x_i\) in which Alice will measure the test qudits, and \(r'_{\tilde{T}}\) is the vector whose components are Alice’s measurement results. The corresponding quantum system is in the Hilbert space \(\bigotimes_{i \in T} \mathcal{H}_{X_i}\), which for simplicity we denote as \(X^m_{\tilde{T}}\) in terms of the associated random variables. Finally, \(r_H(\cdot, \cdot) = d_H(\cdot, \cdot)/n\) is the relative Hamming distance between two vectors of size \(n\), with \(d_H(\cdot, \cdot)\) being their Hamming distance.

Proof. Let us start by proving property 1. of Lemma 4.1. After the first step of \(\pi_{RWOLE}\) (Figure 5), the generated state is \(\rho_{X^m_E}\), where \(E\) is an auxiliary quantum system that Bob holds. Without loss of generality we assume that \(\rho_{X^m_E} = |\phi_{X^m_E}\rangle \langle \phi_{X^m_E}|\), i.e., it is a pure state\(^7\). If Bob is honest, we have that \(|\phi_{X^m_E}\rangle = |e^r_{_T}\rangle \otimes |\psi_E\rangle\), i.e., Bob’s auxiliary quantum system \(E\) is not entangled to the states that he sends to Alice.

The Test Phase of the protocol is used to guarantee that the real state is close to an ideal state that satisfies the properties 1. and 2. of Lemma 4.1. Let \(r'\) be the vector whose components are Alice’s outcomes when measuring the state of \(X^m\) in the committed bases.

\(^7\)Otherwise, we purify it and carry the purification system along with \(E\).
\( \mathbf{x} \), and let \( T \) be the random variable associated to the set of indexes \( T \) of size \( tn \). We can consider the state:

\[
\rho_{TX^mE} = \rho_T \otimes |\phi_{X^mE} \rangle \langle \phi_{X^mE}| = \sum_T P_T(T) |T\rangle \langle T| \otimes |\phi_{X^mE} \rangle \langle \phi_{X^mE}| ,
\]

(66)

to be the state resulting from the real execution of the protocol, and prove that it is close to some state, \( \sigma_{TX^mE} \), that fulfils the following property: for any choice of \( T \) and for any outcome \( r'|_T \) when measuring the state of \( X^m|_T \) in the bases \( \mathbf{x}|_T \), the relative error \( r_H(r'|_T, r|_T) \) is an upper bound on the relative error \( r_H(r'|_T, r|_T) + \zeta \), which one would obtain by measuring the remaining subsystems \( X^m|_{\bar{T}} \) in the bases \( \mathbf{x}|_{\bar{T}} \). This state, \( \sigma_{TX^mE} \), can be written as:

\[
\sigma_{TX^mE} = \sum_T P_T(T) |T\rangle \langle T| \otimes |\tilde{\phi}_{X^mE} \rangle \langle \tilde{\phi}_{X^mE}| ,
\]

(67)

where \( \forall T \),

\[
|\tilde{\phi}_{X^mE} \rangle = \sum_{r' \in B_T} \alpha_{r'}^T |\epsilon_{r'} \rangle \otimes |\psi_{E} \rangle ,
\]

(68)

for \( B_T = \{ r' \in \mathbb{Z}_d^n : r_H(r'|_T, r|_T) \leq r_H(r'|_T, r|_T) + \zeta \} \) for \( \zeta > 0 \) and arbitrary coefficients \( \alpha_{r'}^T \). The state \( |\psi_{E} \rangle \) is an arbitrary state on \( E \) subsystem that possibly depends on \( r' \).

Then we have:

**Lemma A.1.** Let the quantum states \( \rho_{TX^mE} \) and \( \sigma_{TX^mE} \) be given by (66) and (67), respectively. Then, \( \forall \zeta > 0 \) and fixed strings \( \mathbf{x}, \mathbf{r} \in \mathbb{Z}_d^m \), we have that

\[
\rho_{TX^mE} \approx \epsilon \sigma_{TX^mE},
\]

(69)

where \( \epsilon(\zeta, n) = \epsilon(\zeta, n) = \exp\left(-\frac{2\epsilon^2\mathcal{T}_d^2}{|m+1)|d+1}\right) \). That is, the real state \( \rho_{TX^mE} \) is exponentially close, with respect to \( n \), to the ideal state \( \sigma_{TX^mE} \).

**Proof.** This proof is an adaptation of the proof of Lemma 4.3 from [29] to our case.

For any \( T \), let \( |\tilde{\phi}_{X^mE}^T \rangle \) be the renormalized projection of \( |\phi_{X^mE} \rangle \) into the subspace

\[
\text{Span} \{ |\epsilon_{r'} \rangle : r' \in B_T \} \otimes \mathcal{H}_E.
\]

and let \( |\tilde{\phi}_{X^mE}^{\perp} \rangle \) be the renormalized projection of \( |\phi_{X^mE} \rangle \) into its orthogonal complement.

We can, then, write

\[
|\phi_{X^mE} \rangle = \epsilon_T |\tilde{\phi}_{X^mE}^T \rangle + \epsilon_T^\perp |\tilde{\phi}_{X^mE}^{\perp} \rangle ,
\]

(70)

with \( \epsilon_T = \langle \tilde{\phi}_{X^mE}^T | \phi_{X^mE} \rangle \) and \( \epsilon_T^\perp = \langle \tilde{\phi}_{X^mE}^{\perp} | \phi_{X^mE} \rangle \). By construction, this state satisfies (68). Furthermore, we can calculate the distance:

\[
\delta\left( |\phi_{X^mE} \rangle \langle \phi_{X^mE}| , |\tilde{\phi}_{X^mE}^T \rangle \langle \tilde{\phi}_{X^mE}^T| \right) = \sqrt{1 - |\langle \tilde{\phi}_{X^mE}^T | \phi_{X^mE} \rangle|^2} = \sqrt{1 - |\epsilon_T|^2} = |\epsilon_T^\perp| ,
\]

(71)
where, given $T$, $|\epsilon_T^r|$ is the probability amplitude for getting outcome $r' \notin B_T$ when measuring the state of $X^m$ in bases $x$. We continue to derive an upper bound on the distance between the real and the ideal state:

$$
\delta(\rho_{T X^m E}, \sigma_{T X^m E}) = \left( \sum_T P_T(T) \delta(|\phi_{X^m E}|, |\tilde{\phi}_{X^m E}^T|) \right)^2 \leq \sum_T P_T(T) |\epsilon_T^r|^2,
$$

(72)

where we used Jensen’s inequality and properties of the trace norm. The last term is the probability that, when choosing $T$ according to $P_T$ and measuring the state of $X^m$ in bases $x$ we get an outcome $r' \notin B_T$. We write

$$
\sum_T P_T(T) |\epsilon_T^r|^2 = \Pr[r_T \notin B_T] = \Pr[r_H(r'_{T}, r_{|T}) - r_H(r'_{T}, r_{|T}) > \zeta].
$$

(73)

Then, we can use Corollary 4 from [51], which states that the above probability is negligible in $n$ and gives us an upper bound for $\delta(\rho_{T X^m E}, \sigma_{T X^m E})$. In particular, given the set $[m]$ with $(1 + t)n$ elements, we apply the aforementioned corollary for a random subset $T$ of size $tn$ and its complement $\bar{T}$ of size $n$. Denoting by $\mu_T$ and $\mu_{\bar{T}}$, respectively, the averages of these subsets, we obtain

$$
\Pr[|\mu_T - \mu_{\bar{T}}| \geq \zeta] \leq \exp \left( -\frac{2^t \zeta^2 t^2 n^2}{(nt + 1)(t + 1)} \right).
$$

(74)

Hence, we have:

$$
\delta(\rho_{T X^m E}, \sigma_{T X^m E}) \leq \sum_T P_T(T) |\epsilon_T^r|^2 \leq \exp \left( -\frac{2^t \zeta^2 t^2 n^2}{(nt + 1)(t + 1)} \right) =: \epsilon,
$$

(75)

concluding the proof of Lemma A.1, i.e. that the real state (66) generated by the protocol until the Computation Phase is $\epsilon$-close to the ideal state (67).

It is now straightforward to complete the proof of property 1. of Lemma 4.1.

To obtain the states $\sigma_{F B'}$ and $\rho_{F B'}$ from the states $\sigma_{T X^m E}$ and $\rho_{T X^m E}$, respectively, we need to apply the operator $V_a^b \text{Tr}_{X^m_T} E_T[\cdot] V_a^b$. This operator is a CPTP map, being the composition of the two CPTP maps, $V_a^b$ and $\text{Tr}$. Since the trace distance between two density matrices does not increase under CPTP maps (see Lemma 7 in [78]), the final states indeed satisfy property 1. of Lemma 4.1, namely

$$
\sigma_{F B'} \approx \epsilon \rho_{F B'}.
$$

(76)

For the rest of this proof dishonest Bob’s system $B'$ is identified with $Y E$, where $Y$ corresponds to the classical information leaking to him through the output of the WROLE and $E$ is, in general, a quantum auxiliary system that he might also hold. Consequently, from now on we write $\sigma_{F B'}$ as $\sigma_{F Y E}$. Now, we have to prove property 2. of Lemma 4.1, i.e., obtain the corresponding lower bound on min-entropy with respect to $\sigma_{F Y E}$. We start with the following Lemma A.2:

Lemma A.2 (Corollary 4.4 in [29]). Let $err := r_H(r'_{|T}, r_{|T}) \leq 1 - \frac{1}{2}$ be the error measured by Alice while measuring the state of $X^m_T$ according to her choice of $T$, and let $\sigma_{X E} := |\psi\rangle\langle\psi|_{X E}$ be the state to which the ideal state $\sigma_{T X^m E}$ collapses after this measurement.
Following (67) and (68), we write $|\psi\rangle_{XE} = \sum_{z \in B} \alpha_z |e^x_z\rangle |\psi^E_z\rangle$ for some $|\psi^E_z\rangle$ and $B = \{ z \in \mathbb{Z}_d^2 : r_H(z, r_{|T|}) \leq \text{err} + \zeta \}$ with $\zeta > 0$. Then, we have:

$$H_{\text{min}}(X|E)_{\sigma_{XE}} \geq -h_d(\text{err} + \zeta)n \log d,$$

where $h_d(x)$ is given in Definition 2.2.

**Proof.** We start by defining the state $\tilde{\sigma}_{XE} := \sum_{z \in B} |\alpha_z|^2 |e^x_z\rangle \otimes |\psi^E_z\rangle |\psi^E_z\rangle$. Then, by applying Lemma 3.1.13 from [67], we obtain

$$H_{\text{min}}(X|E)_{\sigma_{XE}} \geq H_{\text{min}}(X|E)_{\tilde{\sigma}_{XE}} - \log |B|.

(78)$$

Since $\tilde{\sigma}_{XE}$ is a classical-quantum state, its min-entropy cannot be negative, that is $H_{\text{min}}(X|E)_{\tilde{\sigma}_{XE}} \geq 0$, thus $H_{\text{min}}(X|E)_{\sigma_{XE}} \geq -\log |B|$. The lower bound shown in (77) follows directly from Definition 2.2 considering the Hamming ball around $r_{|T|}$ with radius $n(\text{err} + \zeta)$.

To complete the proof of property 2. of Lemma 4.1 and find a lower bound on $H_{\text{min}}(F|YE)_{\sigma_{FYE}}$ we need to relate it with $H_{\text{min}}(X|E)_{\sigma_{XE}}$, for which we just derived a lower bound. In what follows, we adapt the notation from [33]:

- $\Phi_{XX} = |\Phi\rangle |\Phi\rangle_{XX}$, where $|\Phi\rangle_{XX} = \sum_x |e^x_x\rangle \otimes |e^x_x\rangle_X$ for all basis choices $x \in \mathbb{Z}_d^n$, and
- $\Phi(a,b) = \langle \Phi(a,b) | \Phi(a,b) \rangle = \sum_{ss'} V^b_a |e^s_x\rangle \langle e^s_x | V^b_a \otimes |e^{s'}_x\rangle \langle e^{s'}_x |$, with $|\Phi(a,b)\rangle = (V^b_a \otimes \mathbb{1}) |\Phi\rangle_{XX}$, for $(a, b) \in \mathbb{Z}_d^2$.

and we use the following properties of the operators $V^b_a$, which can be derived from (16):

(a) $V^b_a |e^x_i\rangle_{e^x_i} |V^b_a\rangle = |e_{ax-b+i}^x\rangle |e_{ax-b+i}^x\rangle$,
(b) $V^b_a = \sum_j b_{a,b,j,x} |e^x_{ax-b+j}\rangle |e^x_j\rangle$,
(c) $V^b_a = \sum_j c_{a,b,j,x} |e^x_j\rangle |e^x_{ax-b+j}\rangle$.

The following lemma, which is an adaptation of Theorem 12 in [33] to our case, provides a lower bound for $H_{\text{min}}(F|YE)_{\sigma_{FYE}}$ in terms of $H_{\text{min}}(X|E)_{\sigma_{XE}}$.

**Lemma A.3.** Let $X$ denote our $n$-qudit system and $\sigma_{XE}$ be the ideal quantum state to which the system collapsed after Alice’s test measurements, as introduced before. Then, we have:

$$H_{\text{min}}(F|YE)_{\sigma_{FYE}} \geq \frac{1}{2} (n \log d + H_{\text{min}}(X|E)_{\sigma_{XE}}),

(79)$$

where

$$\sigma_{FYE} = \frac{1}{d^{2n}} \sum_{(a, b) \in \mathbb{Z}_d^{2n}} |e^x_a\rangle |e^y_b\rangle |e^x_a\rangle |e^y_b\rangle \otimes V^b_a \sigma_{XE} V^b_a$$

(80)

is the state obtained when $V^b_a$ is applied to the system $X$ according to $F$. 

---
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Proof. This proof is an adaptation of the proof of Theorem 12 in [33] to our case. Let us fix $x \in \mathbb{Z}_d$ and write $|i\rangle = |e_i^x\rangle$ for short. $V_a^b$ is a CPTP map, and it is known that the min-entropy does not decrease whenever a CPTP map is applied. However, this is not enough to prove the security of the protocol and determine a lower bound. We need a more refined expression relating $H_{\min}(M(X)|E)$ and $H_{\min}(X|E)$ for some CPTP map $M$. This is given by the following Lemma A.4, which is an adaptation of Theorem 1 in [33] to our case:

**Lemma A.4 (Theorem 1, [33]).** Let $X$ denote our system of $n$ qudits, and $M_{X \rightarrow FY}$ be a CP map such that $(M^\dagger \circ M)_X \otimes id_X((\Phi_{XX}) = \sum_{(a,b)\in \mathbb{Z}_d^n} \lambda_{(a,b)} \Phi_{(a,b)}$. As above, let $\sigma_{XE}$ be the ideal quantum state to which the system collapsed after Alice's test measurements. Then, for any partition of $\mathbb{Z}_d^n = \mathcal{G}_+ \cup \mathcal{G}_-$ into subsets $\mathcal{G}_+$ and $\mathcal{G}_-$, we have

$$2^{-H_2(FY|E)_{\sigma_{FYE}} \sigma_{XE}} \leq \sum_{(a,b)\in \mathcal{G}_+} \lambda_{(a,b)} 2^{-H_2(X|E)_{\sigma_{XE}}} + \left( \max_{(a,b)\in \mathcal{G}_-} \lambda_{(a,b)} \right) d^n,$$

where, in general, for a (not necessarily normalized) quantum state $\rho_{AB} \in \mathcal{P}(\mathcal{H}_A \otimes \mathcal{H}_B)$, $H_2(A|B)$ is the so-called collision entropy [67], given as

$$H_2(A|B)_{\rho_{AB}} = -\log \left( \text{Tr} \left\{ \left( \rho_B^{-1/4} \rho_{AB} \rho_B^{-1/4} \right)^2 \right\} \right).$$

If we further condition on a general quantum state $\sigma_B \in \mathcal{P}(\mathcal{H}_B)$, we have

$$H_2(A|B)_{\rho_{AB} \sigma_B} = -\log \left( \text{Tr} \left\{ \left( \sigma_B^{-1/4} \rho_{AB} \sigma_B^{-1/4} \right)^2 \right\} \right).$$

We can apply the above Lemma A.4 with $M_{X \rightarrow FY} = N^{\otimes n}$, where

$$N(\sigma_X) = \frac{1}{d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} N_{a,b} \sigma_X \sigma_X^\dagger N_{a,b} = \frac{1}{d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} \left( |a,b\rangle \otimes V_a^b \right) \sigma_X \left( \langle a,b| \otimes V_a^b \right).$$

The operator $N$ applies the operator $V_a^b$ to the single system $X$ and saves its choice $(a,b)$ to a new record in the F space. To continue, we want to write $(M^\dagger \circ M)_X \otimes id_X((\Phi_{XX}) as a linear combination of $\Phi_{(a,b)}$, i.e.

$$\langle (M^\dagger \circ M)_X \otimes id_X((\Phi_{XX}) = \sum_{(a,b)\in \mathbb{Z}_d^2} \lambda_{(a,b)} \Phi_{(a,b)}$$

First, note that

$$N(|i\rangle\langle j|) = \frac{1}{d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} \left( |a,b\rangle \otimes V_a^b \right) |i\rangle\langle j| \left( \langle a,b| \otimes V_a^b \right),$$

$$= \frac{1}{d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} \langle a,b|a,b\rangle \otimes |ax - b + i(ax - b + j|,$$

where we used the property (a). We proceed to compute $N^\dagger \circ N |i\rangle\langle j|$

$$N^\dagger \circ N |i\rangle\langle j| = \frac{1}{d^2} \sum_{(a',b')\in \mathbb{Z}_d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} \left( \langle a',b'| \otimes V_{a'}^b \right) \left( |a',b\rangle \otimes |ax - b + i(ax - b + j| \langle a',b| \otimes V_{a'}^b \right)$$

$$= \frac{1}{d^2} \sum_{(a,b)\in \mathbb{Z}_d^2} V_a^b |ax - b + i(ax - b + j|$$

(87)
and

\[
((\mathcal{N}^{t} \circ \mathcal{N})_{X} \otimes \text{id}_{\bar{X}})(\Phi_{X\bar{X}}) = \sum_{i,j} \mathcal{N}^{t} \circ \mathcal{N}(|i\rangle\langle j|) \otimes |i\rangle\langle j| \\
= \frac{1}{d^2} \sum_{i,j} |i\rangle\langle j| \otimes |i\rangle\langle j| = \frac{1}{d^2} \Phi_{X\bar{X}}.
\]

Equation (87)

\[
\frac{1}{d^2} \sum_{i,j} |i\rangle\langle j| \otimes |i\rangle\langle j| = \frac{1}{d^2} \Phi_{X\bar{X}}.
\]

Therefore, we have

\[
((\mathcal{N}^{t} \circ \mathcal{N})_{X} \otimes \text{id}_{\bar{X}})(\Phi_{X\bar{X}}) = \frac{1}{d^2} \Phi_{(0,0)},
\]

from which we easily see

\[
((\mathcal{M}^{t} \circ \mathcal{M})_{X} \otimes \text{id}_{\bar{X}})(\Phi_{X\bar{X}}) = \frac{1}{d^2} \Phi_{(0,0)}.
\]

Consequently,

\[
\lambda_{(a,b)} = \begin{cases} \frac{1}{d^2} & \text{if } (a, b) = (0, 0) \\ 0 & \text{otherwise}. \end{cases}
\]

Now, we want to choose the partition that gives us the best lower bound on the collision entropy, i.e. decreases the r.h.s of the following relation:

\[
2^{-H_{2}(FY|E)_{\sigma_{FY}} \leq} \sum_{(a,b) \in \mathcal{S}_{+}} \lambda_{(a,b)} 2^{-H_{2}(X|E)_{\sigma_{XE}}} + \left( \max_{(a,b) \in \mathcal{S}_{-}} \lambda_{(a,b)} \right) d^n.
\]

Note that we dropped the conditioning on the state \(\sigma_{XE}\) at \(H_{2}(FY|E)_{\sigma_{FY}}\). This is because the map \(\mathcal{M}\) is trace-preserving (for a detailed explanation see [33] below Theorem 1). For our case there are just two types of partitions: the case where \(0 \in \mathcal{S}_{+}\) and the case where \(0 \in \mathcal{S}_{-}\):

\[
\text{r.h.s} = \sum_{(a,b) \in \mathcal{S}_{+}} \lambda_{(a,b)} 2^{-H_{2}(X|E)_{\sigma_{XE}}} = \frac{1}{d^n} 2^{-H_{2}(X|E)_{\sigma_{XE}}} \leq \frac{1}{d^n},
\]

The last inequality holds because \(-n \log d \leq H_{2}(X|E)_{\sigma_{XE}} \leq n \log d\). In fact,

\[
\frac{1}{d^n} 2^{-H_{2}(X|E)_{\sigma_{XE}}} \leq \frac{1}{d^n} \iff 2^{-H_{2}(X|E)_{\sigma_{XE}}} \leq d^n \iff H_{2}(X|E)_{\sigma_{XE}} \geq -n \log d.
\]

If \(0 \in \mathcal{S}_{-}\), r.h.s. = \(\frac{1}{d^n}\) which, as we have just seen by the previous inequality, does not provide a better lower bound on the collision entropy whenever \(H_{2}(X|E)_{\sigma_{XE}} \neq -n \log d\). So, choosing any partition such that \(0 \in \mathcal{S}_{+}\), we get

\[
2^{-H_{2}(FY|E)_{\sigma_{FY}}} \leq \sum_{(a,b) \in \mathcal{S}_{+}} \lambda_{(a,b)} 2^{-H_{2}(X|E)_{\sigma_{XE}}} + \left( \max_{(a,b) \in \mathcal{S}_{-}} \lambda_{(a,b)} \right) d^n
\]

\[
= \frac{1}{d^n} 2^{-H_{2}(X|E)_{\sigma_{XE}}},
\]

from which we conclude

\[
H_{2}(FY|E)_{\sigma_{FY}} \geq 2n \log d + H_{2}(X|E)_{\sigma_{XE}}.
\]
In order to relate \( H_2(F|YE)_{\sigma_{FY}} \) with \( H_2(F|YE)_{\sigma_{FY}} \), we use the chain rule proved in Proposition 8 of [60]:

\[
H_2(F|YE)_{\sigma_{FY}} \geq H_2(F|YE)_{\sigma_{FY}} - \log \text{rank}(\sigma_Y) \geq H_2(F|YE)_{\sigma_{FY}} - n \log d, \tag{97}
\]

since \( \log \text{rank}(\sigma_Y) \leq n \log d \). Combining (96) and (97), we get the desired result:

\[
H_2(F|YE)_{\sigma_{FY}} \geq n \log d + H_2(X|E)_{\sigma_{X}}. \tag{98}
\]

To express the above relation in terms of the min-entropy instead of the collision entropy, we start by noticing that the state given in (80) can be written as

\[
\sigma_{FY} = \frac{1}{d^n} \sum_{(a,b) \in \mathbb{Z}_d^n} |a,b\rangle \langle a,b| \otimes V_a^b \sigma_{XE} V_a^b. \tag{99}
\]

which is a classical-quantum state. Therefore, we can use Lemma 18 from [33] to obtain

\[
H_{\min}(F|YE)_{\sigma_{FY}} \geq \frac{1}{2} (n \log d + H_2(X|E)_{\sigma_{X}}). \tag{100}
\]

Furthermore, \( \sigma_X \) is a general quantum state, and from Lemma 17 in [33] we have

\[
H_{\min}(F|YE)_{\sigma_{FY}} \geq \frac{1}{2} (n \log d + H_{\min}(X|E)_{\sigma_{X}}). \tag{101}
\]

To complete the proof of property 2. of Lemma 4.1, we combine Lemma A.2 and Lemma A.3, and obtain:

\[
H_{\min}(F|YE)_{\sigma_{FY}} \geq \frac{1}{2} (n \log d - h_d(\zeta)n \log d) = \frac{n \log d}{2} (1 - h_d(\zeta)), \tag{102}
\]

for \( \text{err} = 0 \). \hfill \Box

B Lemma B.1

**Lemma B.1.** Let \( \rho_{XB} \in \mathcal{P}(\mathcal{H}_X \otimes \mathcal{H}_B) \) be a cq-state and let \( f : \mathcal{X} \to \mathcal{X} \) be a fixed bijective function. Then,

\[
H_{\min}(X|E)_\rho \leq H_{\min}(f(X)|B)_\rho. \tag{103}
\]

**Proof.** Consider the unitary operator, \( U = \sum_x |f(x)\rangle \langle x| \). Checking that \( U \) is indeed unitary:

\[
UU^\dagger = \left( \sum_x |f(x)\rangle \langle x| \right) \left( \sum_x |x'\rangle \langle f(x')| \right) = \sum_x |f(x)\rangle \langle f(x)| = I, \tag{104}
\]

where in the last step we used the fact that the function \( f \) is a bijection. The same holds for \( U^\dagger U = I \). Now, observe that

\[
H_{\min}(f(X)|B) = - \log \max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ M_x f_B \right] = - \log \max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ M_x U_B U^\dagger \right] = - \log \max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ U^\dagger M_x U_B \right]. \tag{105}
\]
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Note that \( \{N_x\}_x = \left\{ U^\dagger M_x U \right\}_x \) is also a POVM: they are all positive semidefinite operators and it sums up to unity. Therefore, we have that \( \left\{ U^\dagger M_x U \right\}_x \) can only decrease the space of possible POVMs, i.e

\[
\max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ U^\dagger M_x U \rho_x^B \right] \leq \max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ M_x \rho_x^B \right].
\] (106)

This means

\[
H_{\min}(f(X)\mid B) \geq -\log \max_{\{M_x\}_x} \sum_x p_x \text{tr} \left[ M_x \rho_x^B \right] = H_{\min}(X\mid B).
\] (107)

\[\Box\]

C Derivation of (58)

The relation (58) can be easily deduced by considering the following property from [34] (Equation (2.56) in section 2.4.2):

\[
\alpha^*_i \alpha^*_j = \alpha^*_k \alpha^*_l \omega^{j \oplus k \ominus l}.
\] (108)

We have

\[
V^b_a \left| e^i_r \right> = \frac{1}{\sqrt{N}} \sum_{k,l=0}^{N-1} |k \oplus a\rangle \omega^{(k \oplus a) \ominus b \ominus r \ominus l} \langle k\mid l\rangle \alpha^*_i \alpha^*_j
\] (109)

\[
= \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} |l\rangle \omega^{l \ominus b \ominus r \ominus (l \ominus a)} \alpha^*_i \alpha^*_j
\] (110)

\[
= \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} |l\rangle \omega^{l \ominus b \ominus r \ominus (l \ominus a)} \omega^{(l \ominus a) \ominus (l \ominus b \ominus r)} \alpha^*_i \alpha^*_j
\] (111)

\[
= \omega^{r \ominus a} \alpha^*_i \omega^{a \ominus i} \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} |l\rangle \omega^{l \ominus b \ominus r \ominus (l \ominus a) \ominus (l \ominus b \ominus r)} \alpha^*_i \alpha^*_j
\] (112)

\[
= \omega^{r \ominus a} \alpha^*_i \frac{1}{\sqrt{N}} \sum_{l=0}^{N-1} |l\rangle \omega^{(l \ominus a) \ominus (l \ominus b \ominus r) \ominus (l \ominus b \ominus r)} \alpha^*_i \alpha^*_j
\] (113)

\[
= \omega^{r \ominus a} \alpha^*_i \left| e^i_{i \ominus a \ominus b \ominus r} \right>.
\] (114)