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Abstract—A two-part successive syndrome-check decoding of polar codes is proposed with the first part successively refining the received codeword and the second part checking its syndrome. A new formulation of the successive-cancellation (SC) decoding algorithm is presented that allows for successively refining the received codeword by comparing the log-likelihood ratio value of a frozen bit with its predefined value. The syndrome of the refined received codeword is then checked for possible errors. In case there are no errors, the decoding process is terminated. Otherwise, the decoder continues to refine the received codeword. The proposed method is extended to the case of SC list (SCL) decoding by terminating the decoding process when the syndrome of the best candidate in the list indicates no errors. Simulation results show that the proposed method reduces the time-complexity of SC and SCL decoders and their fast variants, especially at high signal-to-noise ratios.

I. INTRODUCTION

Polar codes are a class of coding schemes that can provably achieve the capacity of a binary-input memoryless symmetric channel with low-complexity encoding and decoding algorithms as the code length tends to infinity [1]. The successive-cancellation (SC) decoder for a polar code of length \( N \), with which polar codes can achieve capacity, has complexity \( O(N \log N) \). The SC list (SCL) decoding with list size \( L > 1 \) improves the error rate performance of polar codes at finite block lengths and has complexity \( O(LN \log N) \) [2]. SC and SCL decoding algorithms are serial in nature in the sense that the decoders progress by decoding the bits one by one. Consequently, the latency of SC and SCL decoders is high, which adversely affects their practical implementation.

Several attempts have been made to improve the speed of SC and SCL decoders for polar codes. In particular, the decoding process is represented as message passing on a binary tree where the messages are either soft log-likelihood ratio (LLR) values or hard bit estimations. Since the calculation of soft messages is more costly than hard bit estimations, the decoding latency is modeled as the number of edges in the binary tree that need to be traversed by the underlying decoder to calculate the soft messages. The goal of fast SC and SCL decoders is to prune the decoding tree to reduce the number of edges. This pruning is achieved by the following main methods:

1) Identifying specific constituent codes of polar codes that can be decoded efficiently without traversing the decoding tree [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19];
2) Checking the syndrome of the constituent codes of polar codes to avoid traversing the decoding tree when the syndrome check is satisfied [20], [21], [22];
3) Adjusting the code to increase the number of specific constituent codes of polar codes [23], [24], [25], [26], [27];
4) Comparing the error probability of constituent codes of polar codes with a threshold to avoid traversing the decoding tree when the error probability is small [28], [29].

The first two methods are lossless in the sense that they do not result in error-correction performance degradation with respect to the conventional SC and SCL decoders, while the other two methods may cause error-correction performance loss.

In this paper, SC decoding is reformulated from a novel perspective that allows for successively refining the codeword that was received from the channel. It is shown that this codeword refinement strategy can only take place when a frozen bit that has a predefined value is decoded. Thus, there is no need to calculate soft messages for information bits. Moreover, the refinement of the received codeword is only necessary for those frozen bits whose LLR values do not match their predefined values. Using the equivalence of soft and hard decoding when there is no error, a successive syndrome-check decoder is presented that significantly speeds up the decoding process, especially when the transmission channel experiences low levels of noise.

II. PRELIMINARIES

A. Polar Codes

Let \( K \) denote the number of information bits and \( N = 2^n \) denote the block length of the code. A polar code is represented by \( \mathcal{P}(N, K) \) that has rate \( R = \frac{K}{N} \). The encoded vector \( x = \{x_0, x_1, \ldots, x_{N-1}\} \) is generated by the multiplication of the input vector \( u = \{u_0, u_1, \ldots, u_{N-1}\} \) and the generator matrix \( G \oplus n \), and it is expressed as \( x = uG \oplus n \). The generator matrix is constructed by the \( n \)-th Kronecker power of the matrix \( G = [1 \ 0] \).
implementation of the SC decoder [1], all the functions that can be performed in parallel are grouped together. Thus, the latency is modeled as the number of times the groups of functions in (2) and (4) are performed to move from one level of the factor graph to another. This is due to the fact that the bit-wise calculations in (6) and (7) are of lower complexity than calculating the LLR values.

SCL decoding [2] improves the error-correction performance of SC decoding by keeping a list of the most likely candidates at each decoding step. Instead of estimating each information bit as either 0 or 1 as in (3) and (5), SCL decoding considers both possibilities 0 and 1. To avoid an exponential growth in the number of candidates, SCL decoding keeps the $L$ most likely ones based on calculating a path metric. The latency of SCL decoding can be modelled similar to that of SC decoding, with the addition of $K$ time steps to update and sort the path metrics.

C. Syndrome-Check Decoding

The LLR values that are calculated based on the received message can be readily converted into estimated bits. A parity-check matrix can be used to check if these estimated bits represent a potential transmitted codeword. The idea is to generate a syndrome by multiplying the estimated bits $\hat{x}$ and the parity-check matrix $H$, and check if all the parity constraints are satisfied. In case of a mismatch, the estimated bits $\hat{x}$ are refined as $\hat{x} = x \oplus e$ using an error vector $e$ and checked again against any parity violations. This process can be performed until $\hat{x}$ passes the syndrome check or a predefined maximum number of syndrome-check attempts is reached. Note that the parity-check matrix of polar codes is formed by selecting the columns of $G \otimes n$ that correspond to frozen bits. For $\mathcal{P}(8, 4)$ with $\mathcal{I} = \{u_3, u_5, u_6, u_7\}$ and $\mathcal{F} = \{u_0, u_1, u_2, u_4\}$, $G \otimes 3$ and $H$ are

\[
G \otimes 3 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \end{bmatrix}, \quad H = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 1 & 1 \end{bmatrix}.
\]

Chase decoding [30] and guessing random additive noise decoding [31] are examples that incorporate syndrome-check decoding.

III. SUCCESSIVE SYNDROME-CHECK DECODING OF POLAR CODES

In this section, SC decoding is reformulated to allow for performing successive syndrome checks. This results in an early-termination scheme for SC decoding that reduces the decoding latency, especially when the transmission channel experiences low levels of noise.

A. Successive Syndrome-Check Decoding

Fig. 2 shows the block diagram of the proposed successive syndrome-check decoder. The decoder starts by making an initial estimate on the received codeword $x$ based on the received LLR values as

\[
x_i = \begin{cases} 0 & \text{if } y_i \geq 0, \\
1 & \text{if } y_i < 0. \end{cases}
\]
The syndrome of $x$ is calculated as $xH$ and is checked for possible errors. If $xH = 0$, then $x$ represents a valid codeword and thus $u = xG^n$ is reported as the decoding result. Otherwise, if $xH \neq 0$, then there must be an error in the received message. To correct the error, the bit-by-bit decoding schedule of the SC decoder is exploited and the first $u_i \in \mathcal{F}$ identified whose corresponding value in $xH$ is not 0. In fact, starting from $u_0$ and up to the first $u_i \in \mathcal{F}$ where $u_i \neq 0$, any frozen bit whose corresponding value in the syndrome is 0 does not need to be considered for error correction.

After identifying the first $u_i \in \mathcal{F}$ where $u_i \neq 0$, an error vector $e_i$ is generated in an attempt to refine the received message $x$. To generate $e_i$, the LLR value associated with $u_i$ is calculated by moving from the right to the left of the factor-graph of Fig. 1 using a reformulation of SC decoding as depicted in Fig. 3. In particular, the $g$ function in the SC decoder (4) is replaced with

$$l_1 = g(y_0, y_1, x_0, x_1) = y_1 + (-1)^{x_0 \oplus x_1} y_0,$$  \hspace{1cm} (9)

where we used the fact that $u_0$ is decoded correctly and $\hat{u}_0 = x_0 \oplus x_1$. In other words, $x$ includes all the refinements that result from decoding $u_0$. Note that due to the equivalence of soft and hard decoding when there is no error, the LLR of the first frozen bit whose corresponding estimate in the syndrome is 1 must be negative, which is in violation of its estimate.

Following the calculation of the LLR value, the error vector $e_i$ is generated by moving from the left to the right of the factor-graph of Fig. 1. When an $f$ function is encountered, the error follows the path corresponding to the input of $f$ function with the minimum absolute LLR value. When a $g$ function is encountered, the error follows both paths connected to the input of the $g$ function. In Fig. 3, the generation of $e_i$ translates to

$$f : \begin{cases} m = \arg\min |y_i|, \\ i \in \{0,1\} \\ x_m = 1 \oplus x_m, \end{cases}$$  \hspace{1cm} (10)

$$g : \begin{cases} x_0 = 1 \oplus x_0, \\ x_1 = 1 \oplus x_1. \end{cases}$$  \hspace{1cm} (11)

$e_i$ is then used to refine the received codeword $x$ as

$$x = x \oplus e_i.$$  \hspace{1cm} (12)

The received codeword is repeatedly updated until its syndrome becomes 0.

Fig. 4 shows an example of the proposed successive syndrome-check decoder on the factor graph of $\mathcal{P}(8, 4)$ with $\mathcal{I} = \{u_3, u_5, u_6, u_7\}$ and $\mathcal{F} = \{u_0, u_1, u_2, u_4\}$. The received values from the channel are turned into the LLR vector $y = \{0.77, 0.56, -0.08, -1.51, -1.44, 2.89, 2.33, -0.69\}$. The received codeword is then initialized based on (8) as $x = \{0, 0, 1, 1, 0, 0, 1\}$. The syndrome of $x$ is calculated as $xH = \{0, 0, 1, 0\}$, which corresponds to $\{u_0, u_1, u_2, u_4\}$. Since $u_0 = u_1 = 0$, these two bits match the frozen bit value and thus, they do not need to undergo the decoding process. However, since $u_2 = 1$, the proposed successive syndrome-check decoder calculates its LLR value by traversing the factor graph from right to left, and stores the intermediate LLRs for error vector generation (see the red lines in Fig. 4). Note that
the calculated LLR value of \( u_2 \) is indeed negative. The error vector \( e_2 \) is then generated by traversing the factor graph from left to right (see the blue lines in Fig. 4). First, an \( f \) function is encountered whose inputs are \(-0.85\) and \(1.3\). Therefore, the path corresponding to \(-0.85\) is selected. Then, there is a \( g \) function with inputs \(-0.77\) and \(-0.08\), and the path is extended on both inputs. Finally, the two paths are extended on the input of the two \( f \) functions whose absolute LLR values are smaller. This results in \( e_2 = \{1, 0, 1, 0, 0, 0, 0, 0\} \).

After \( e_2 \) is generated, \( x \) is refined as

\[
x = x \oplus e_2 = \{1, 0, 0, 1, 1, 0, 1\}.
\]

This refined codeword has the syndrome \( xH = \{0, 0, 0, 0\} \), which passes the syndrome check. Therefore, the proposed decoder terminates the decoding process and outputs \( u = xG^{\otimes 3} = \{0, 0, 0, 0, 1, 1, 1\} \).

Note that the proposed decoder only needs to generate an error vector for the bits whose LLR values do not match their bit estimation\(^1\). In SC decoding, each information bit is decoded by making a decision based on the sign of the LLR value. Therefore, in SC decoding, the LLR values of information bits always match their bit estimation. Consequently, the error vector generation is only needed for the violating frozen bits whose LLR values are negative.

\[\text{B. Extension to SCL Decoding}\]

In SCL decoding, each information bit is estimated as both 0 and 1. Therefore, if the calculated LLR value of an information bit for each candidate in the list does not match its bit estimation, an error vector needs to be generated. As a result, the proposed successive syndrome-check decoder can be adapted to SCL decoding by generating error vectors not only for the violating frozen bits, but also for information bits. Similar to the case of SC decoding, if the syndrome of \( x \) is not zero, the first \( u_1 \in F \) with \( u \neq 0 \) is identified. However, if there are information bits before that frozen bit, error vectors are generated for each information bit, \( x \) is refined for each candidate in the list, and the syndrome is calculated again for all \( x \). The process is continued until the syndrome of the best path in the list becomes 0. Note that since there is a list of candidates, the error vector is generated based on the first violating frozen bit throughout the list. This guarantees that the error-correction performance of the proposed decoder is equivalent to that of the SCL decoder.

\[\text{IV. RESULTS}\]

This section presents latency results for the proposed successive syndrome-check decoder in terms of the number of time steps and compares them with the latency of the SC and SCL decoders. Similar to the case of SC and SCL decoding, the latency of the successive syndrome-check decoder is calculated by considering a fully-parallel implementation. Moreover, each level traversal on the factor graph based on (2) and (9) is equivalent to 1 time step, and the bit-wise operations in (10) and (11) to generate the error vector and the calculation of the syndrome do not incur additional latency.

Fig. 5 presents the required number of decoding time-steps for the proposed successive syndrome-check decoder that is based on SC decoding for \( P(128, 64) \) used in the 5G standard. The results are compared with three fast SC decoders in the literature [6], [7], [9]. Fig. 6 shows the latency results of the proposed successive syndrome-check decoder based on SCL decoding for \( P(128, 64) \) used in the 5G standard. The results are compared with three fast SCL decoders in [15], [16], [17] and for all the decoders, \( L = 8 \). Fig. 7 plots the number of time-steps required for the proposed decoders and the fast SCL decoders in [15], [16], [17] to decode a Reed-Muller (RM) code of length 128 and rate \( \frac{1}{2} \). The list size is set to \( L = 32 \) to provide a frame error rate (FER) close to the maximum-likelihood decoding performance. It can be seen that in all the considered cases, the proposed method requires a smaller number of decoding time-steps in comparison with all the considered fast SC and SCL decoders at high signal-to-noise ratio (SNR) values. Note that in each considered scenario, the FER performance of the decoders are identical.

\[\text{V. SUMMARY AND FUTURE WORK}\]

In this paper, a successive syndrome-check decoder is presented that allows for early termination in SC and SCL decoding of polar codes. The proposed decoder is lossless in the sense that it does not degrade the error-correction performance of the underlying SC or SCL decoder. Moreover, the generation of error vectors in the proposed decoder obviates the need for generating partial sums, which are required in SC and SCL decoding. Simulation results show that at the same FER, the latency of the proposed decoder is smaller than that of the SC and SCL decoders at high SNR values.

Future work includes adapting the proposed successive syndrome-check decoder to the fast SC and SCL decoders. This ensures the worst-case latency of the decoder is the latency of the corresponding fast SC or SCL decoder. Another interesting direction for future work is to use a cyclic redundancy-check (CRC) to enable early-termination in addition to checking the syndrome. This is particularly useful in applications where polar codes are concatenated with a CRC.

---

\(^1\)An LLR value matches a bit estimation if the LLR value is negative and the bit estimation is 1, or if the LLR value is positive and bit estimation is 0.
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