Numerical solutions of nonlinear fractional differential equations by variational iteration method
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Abstract

In this paper, numerical techniques are used for solving boundary value problems of nonlinear fractional differential equations. Variational iteration method is applied to approximate solutions for this equation with boundary conditions. Numerical examples are presented to illustrate the efficiency and accuracy of the proposed method, and we compare between the numerical solutions and the exact solution of these examples.
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1. Introduction

In recent years, many researchers have been focused on the numerical solutions of fractional differential equations. They are generalizations of differential equations that replace integral order derivatives by fractional order derivatives [11, 25]. In general, differential equations are applied on describing dynamic phenomena in different fields such as physics, biology and chemistry. However, for some complicated systems the common simple differential equations cannot provide agreeable results. Therefore in order to obtain better models, fractional differential equations are employed instead of integer order one [2, 5, 6]. On the other hand the exact solutions for the majority of nonlinear of fractional differential equations are not known. Then numerical techniques and approximates are used such as polynomials method [21], wavelet method [3, 26], B-spline operational matrix method [9], variational iteration method, [8, 10, 17, 22], Adomian decomposition, method [15, 16], the collocation method [19], and fractional differential transform method [1].

In this article, we consider the nonlinear of fractional differential equations of the form

\[ D^\alpha y(t) + g(t)[y(t)]^m = f(t), \quad 0 \leq t \leq 1, \quad 1 < \alpha \leq 2, \]  

subject to the boundary conditions

\[ y(0) = \rho, \]  

(1.1)  

(1.2)
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\[ y(1)=\sigma, \quad (1.3) \]

where \( \rho, \sigma \) are constants, \( y(t) \) is the solution of (1.1) in [0,1], \( f(t) \), \( g(t) \) are a known functions, \( m \) is a positive integer. This problem is studied in [14] when \( g(t)=1 \) by alternative Legendre polynomials method when \( 0<\alpha \leq 1 \). In this paper we used variational iteration method for solving this problem. This paper is organized as follows. In Section 2, we present some definitions and notations. Section 3, is devoted to the construct our numerical solutions for fractional differential equations by variational iteration method. Finally, in Section 4, we present some examples to show the efficiency and accuracy of the method and compared with their results by their exact solutions.

2. Some definitions and notations

In this section we present some basic definitions and properties of the fractional calculus theory, which are used in this paper.

**Definition 2.1 ([4]).** A real function \( f(t), \ t>0 \), is said to be in the space \( C_{\alpha}, \ \alpha \in \mathbb{R} \), if there exists a real number \( p>\alpha \), such that \( f(t)=t^{p}f(t), \ \text{where} \ f(t)\in C[0,\leq] \).

**Definition 2.2 ([18]).** A real function \( f(t), \ t>0 \), is said to be in the space \( C_{\alpha}, k\in\mathbb{N} \), if \( f^{k}\in C_{\alpha} \).

**Definition 2.3 ([4]).** \( I^{\alpha} \) denotes the fractional integral operator of order \( \alpha \) in the sense of Riemann-Liouville, defined by:

\[
I^{\alpha} f(t)= \begin{cases} \frac{1}{\Gamma(\alpha)} \int_{0}^{t} \frac{f(x)}{(t-x)^{1-\alpha}} \, dx, & \alpha > 0, \\ f(t), & \alpha = 0. \end{cases}
\]

**Definition 2.4 ([18]).** Let \( f\in C_{\alpha}^{m}, \ m\in\mathbb{N} \). Then the Caputo fractional derivative of \( f(t) \), is defined by:

\[
D_{\alpha}^{\alpha} f(t)= \begin{cases} \frac{1}{\Gamma(m-\alpha)} \int_{0}^{t} \frac{f^{(m)}(x)}{(t-x)^{\alpha-m+1}} \, dx, & 0 \leq m-1 \leq \alpha \leq m, \\ \frac{d}{dt}^{m} I^{\alpha} f(t), & \alpha = m \in \mathbb{N}. \end{cases}
\]

Now, we introduce some basic properties of fractional operator listed as below [12]:

For \( f\in C_{\mu}, \ \mu \leq -1, \ \gamma \leq -1, \ \alpha, \beta \leq 0: \)

(i) \( I^{\alpha} I^{\beta} f(t)=I^{\alpha+\beta} f(t)=I^{\beta} I^{\alpha} f(t) \);

(ii) \( I^{\alpha} t^{{\gamma}}=\frac{t^{\alpha+\gamma}}{\Gamma(\alpha+\gamma+1)} \);

(iii) \( D_{\alpha}^{\alpha} f(t)=f(t) \);

(iv) \( I^{\alpha} [D_{\alpha}^{\alpha} f(t)]=f(t)-\sum_{k=0}^{m-1} f^{(k)}(0^{+}) \frac{t^{k}}{k!}, \ 0 \leq m-1 \leq \alpha \leq m \in \mathbb{N}. \)

3. Analysis of the numerical method

Consider the nonlinear fractional differential equation (1.1) with initial conditions (1.2) and (1.3). According to variational iteration method (VIM) [8, 10, 17, 22], we construct the correction functional for (1.1) as:

\[
y_{l+1}(t)=y_{l}(t)+I^{\beta} \left[ \mu \right] (D_{\alpha}^{\alpha} y_{l}(t)+g(t)[\tilde{y}_{l}(t)]^{m}-f(t)), \quad (3.1)
\]

or

\[
y_{l+1}(t)=y_{l}(t)+\int_{0}^{t} \left[ \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} \mu(s) \right] (D_{\alpha}^{\alpha} y_{l}(t)+g(t)[\tilde{y}_{l}(t)]^{m}-f(t)) \, ds, \quad (3.2)
\]
where $I^\beta$ is the Riemann-Liouville fractional integral operator of order $\beta = \alpha + 1 - m$, $m \epsilon N$, $\mu$ is a general Lagrange multiplier and $\tilde{y}$ denotes restricted variation, i.e., $\delta \tilde{y}_k = 0$. We make some approximation for the identification of an approximate Lagrange multiplier, so the correctional functional (3.2) can be approximately expressed as:

$$y_{i+1}(t) = y_i(t) + \int_0^t \mu(s) \left( (D_2^\alpha y_i(t) + g(t)[\tilde{y}(t)]^m - f(t)) \right) ds.$$ 

Making the above correction functional stationary, we have the following stationary conditions:

$$1 - \mu'(s)|_{t=s} = 0, \quad \mu(s)|_{t=s} = 0.$$ 

This gives the following Lagrange multiplier

$$\mu(s) = s - t. \quad (3.3)$$

We obtain the following iteration formula by substitution of (3.3) into functional (3.1)

$$y_{i+1}(t) = y_i(t) - (\alpha - 1) \Gamma(\alpha) \left[ (D_2^\alpha y_i(t) + g(t)[\tilde{y}(t)]^m - f(t)) \right]. \quad (3.4)$$

The initial approximation $y_0(t)$ can be chosen in a form which satisfies the boundary condition (1.2), hence $y_0(t) = p + A \ t$, where $y'(0) = A$.

According to variational iteration method and by using the equation (3.4); an iteration scheme for the equation (3.4) can be constructed as follows:

$$y_0(t) = p + A \ t, \quad y_{i+1}(t) = y_i(t) - (\alpha - 1) \Gamma(\alpha) \left[ (g(t)[\tilde{y}(t)]^m - f(t)) \right]. \quad (3.5)$$

4. Examples

In this section, we apply variational iteration method to solve four examples of nonlinear fractional differential equations, compared with their results by their exact solutions.

**Example 4.1.** Consider the following nonlinear fractional differential equation

$$D_2^\alpha y(t) + ty(t)^2 = t^3, \quad 1 < \alpha \leq 2, \quad (4.1)$$

subject to the boundary conditions

$$y(0) = 0, \quad y(1) = 1, \quad (4.2)$$

where the exact solution at $\alpha=2$ is

$$y(t) = t.$$

The initial approximation $y_0(t)$ can be chosen by a form which satisfies the condition $y(0) = 0$, hence $y_0(t) = A \ t$. Substituting the initial condition (4.2) into equation (3.5), we obtain the following recursive relations:

$$y_0(t) = At, \quad y_{i+1}(t) = y_i(t) - (\alpha - 1) \Gamma(\alpha) \left[ t y_i(t)^2 - t^3 \right],$$

hence, we have

$$y_0(t) = At, \quad y_1(t) = y_0(t) - (\alpha - 1) \Gamma(\alpha) \left[ t y_0(t)^2 - t^3 \right],$$

$$y_2(t) = y_1(t) - (\alpha - 1) \Gamma(\alpha) \left[ t y_1(t)^2 - t^3 \right],$$

$$y_3(t) = y_2(t) - (\alpha - 1) \Gamma(\alpha) \left[ t y_2(t)^2 - t^3 \right].$$
By using the above recursive relationship, we have

\[ y_0(t) = At, \quad y_1(t) = At - (\alpha - 1) \left( \frac{\Gamma(4)}{\Gamma(\alpha+4)} (A^2 - 1) t^{\alpha+3} \right), \]

where \( A \) can be determined by using the boundary condition \( y(1) = 1 \) in \( y_1(t) \) (see Table 1).

### Table 1: Values of the constant \( A \) for different value of \( \alpha \)

| \( \alpha \) | 1.25 | 1.5 | 1.75 | 2   |
|------------|------|-----|------|-----|
| \( A \)    | 1    | 1   | 1    | 1   |

The numerical solutions obtained for the equation (4.1) by using VIM are the same exact as solution \( y(t) = t \) when \( \alpha = 1.25, 1.5, 1.75, \) and \( \alpha = 2 \).

### Example 4.2

Consider the following nonlinear fractional differential equation

\[ D^\alpha y(t) + ty^2(t) = 2 + t^5, \quad 1 < \alpha \leq 2, \quad (4.3) \]

subject to the boundary conditions

\[ y(0) = 0, \quad y(1) = 1, \quad (4.4) \]

where the exact solution at \( \alpha = 2 \) is:

\[ y(t) = t^2. \]

The initial approximation \( y_0(t) \) can be chosen in the form \( y_0(t) = At \). Substituting the condition (4.4) into equation (3.5), we obtain the following recursive relations:

\[ y_0(t) = At, \quad y_{i+1}(t) = y_i(t) - (\alpha - 1) I^\alpha \left[ t y_i^2(t) - 2 - t^5 \right], \ldots \]

hence, we have

\[ y_0(t) = At, \]

\[ y_1(t) = y_0(t) - (\alpha - 1) I^\alpha \left[ t y_0^2(t) - 2 - t^5 \right], \]

\[ y_2(t) = y_1(t) - (\alpha - 1) I^\alpha \left[ t y_1^2(t) - 2 - t^5 \right], \]

\[ y_3(t) = y_2(t) - (\alpha - 1) I^\alpha \left[ t y_2^2(t) - 2 - t^5 \right]. \]

By using the above recursive relationship, we have

\[ y_0(t) = At, \quad y_1(t) = At - (\alpha - 1) \left( \frac{A^2 \frac{\Gamma(4)}{\Gamma(ff+4)} t^{ff+3}}{\Gamma(ff+2)} - \frac{2 \frac{\Gamma(2)}{\Gamma(ff+2)} t^{ff+1}}{\Gamma(\alpha+6)} - \frac{\Gamma(6)}{\Gamma(\alpha+6)} t^{\alpha+5} \right), \]

where \( A \) can be determined by using the boundary condition \( y(1) = 1 \) in \( y_1(t) \) (see Table 2).

### Table 2: Values of the constant \( A \) for different value of \( \alpha \)

| \( \alpha \) | 1.25 | 1.5 | 1.75 | 2   |
|------------|------|-----|------|-----|
| \( A \)    | 0.8055417187 | 0.6946948654 | 0.6560107423 | 0.6649692020 |

The numerical results obtained for the equation (4.3) by using VIM are shown in Table 3. The evolution results of Example 4.2 when \( \alpha = 1.25, 1.5, 1.75 \) and \( \alpha = 2 \) comparing with the exact solution of the equation (4.3) by VIM are shown in Figure 1. The value \( \alpha = 2 \) is the case which the approximate solution in a good agreement with the exact solution of the equation (4.3).
Table 3: Numerical results of Example 4.2 by VIM.

| T  | Exact       | α=1.25 | α=1.5   | α=1.75 | α=2    |
|----|-------------|--------|---------|--------|--------|
| 0.0| 0.00000000  | 0.00000000000 | 0.00000000000 | 0.00000000000 | 0.00000000000 |
| 0.1| 0.01        | 0.0816558343 | 0.07042015485 | 0.06620372309 | 0.06683011129 |
| 0.2| 0.08        | 0.0816558343 | 0.144327816    | 0.1352479772  | 0.135638699   |
| 0.3| 0.09        | 0.2545749067 | 0.2231314766   | 0.2091037529  | 0.2084423923  |
| 0.4| 0.16        | 0.3466954330 | 0.3079622212   | 0.2894407486  | 0.2871337341  |
| 0.5| 0.25        | 0.4428916531 | 0.3996715857   | 0.3777783860  | 0.3736463594  |
| 0.6| 0.36        | 0.5433818778 | 0.4991066925   | 0.4756030503  | 0.4699286118  |
| 0.7| 0.49        | 0.6485102935 | 0.6072445839   | 0.5845139631  | 0.5780561863  |
| 0.8| 0.64        | 0.7588785007 | 0.7253863006   | 0.7064186103  | 0.7003896018  |
| 0.9| 0.81        | 0.8755027965 | 0.8553971091   | 0.8398036758  | 0.8398036758  |
| 1.0| 1.0         | 0.9999999999 | 1.0000000000   | 1.000001000   | 1.000001000   |

Figure 1: The evolution results of Example 4.2 when $\alpha=1.25, 1.5, 1.75$ and $\alpha=2$ comparing with the exact solution by VIM.

Example 4.3. Consider the following nonlinear fractional differential equation

$$D_+^\alpha y(t) + e^t y^3(t) = e^t + e^{4t}, \quad 1 < \alpha \leq 2,$$

subject to the boundary conditions

$$y(0) = 1, \quad y(1) = e,$$ (4.5)

where the exact solution at $\alpha=2$ is:

$$y(t) = e^t.$$

The initial approximation $y_0(t)$ can be chosen in the form $y_0(t) = 1 +At$. Substituting the initial condition (4.5) into equation (3.5), we obtain the following recursive relations:

$$y_0(t) = 1 + At, \quad y_{i+1}(t) = y_i(t) - (\alpha-1) I_+^{\alpha} \left[ e^t y_i^3(t) - e^t - e^{4t} \right], \ldots$$

hence, we have

$$y_0(t) = 1 + At,$$
$$y_1(t) = y_0(t) - (\alpha-1) I_+^{\alpha} \left[ e^t y_0^3(t) - e^t - e^{4t} \right],$$
$$y_2(t) = y_1(t) - (\alpha-1) I_+^{\alpha} \left[ e^t y_1^3(t) - e^t - e^{4t} \right],$$
$$y_3(t) = y_2(t) - (\alpha-1) I_+^{\alpha} \left[ e^t y_2^3(t) - e^t - e^{4t} \right].$$ (4.6)

In order to avoid the difficult fractional integration and to show the efficiency of this method, we take the truncated Taylor expansion for the exponential terms in (4.6) by use the form $e^t \approx 1 + t + \frac{t^2}{2}$, we have

$$y_0(t) = 1 + At,$$
where $A$ can be determined by using the boundary condition $y(1) = e$ in $y_1(t)$ (see Table 4).

![Figure 2: The evolution results of Example 4.3, when $\alpha=1.25, 1.5, 1.75$, and $\alpha=2$ comparing with the exact solution by VIM.](image)

**Example 4.4.** Consider the following nonlinear fractional differential equation

\[
D_+^\alpha y(t) + t^2 y^2(t) = -\sin t + t \sin^2 t, \quad 1 < \alpha \leq 2, \tag{4.7}
\]
subject to the boundary conditions

\[ y(0) = 0, \quad y\left(\frac{\pi}{2}\right) = 1, \quad (4.8) \]

where the exact solution at \( \alpha=2 \) is:

\[ y(t) = \sin t. \]

By substitute the initial condition (4.8) into equation (3.5), we obtain the following recursive relations:

\[ \begin{align*}
y_0(t) &= At, \\
y_1(t) &= y_0(t) - (\alpha-1) I^\alpha \left[t y_0^2(t) + \sin t - t \sin^2 t\right], \\
y_2(t) &= y_1(t) - (\alpha-1) I^\alpha \left[t y_1^2(t) + \sin t - t \sin^2 t\right], \\
y_3(t) &= y_2(t) - (\alpha-1) I^\alpha \left[t y_2^2(t) + \sin t - t \sin^2 t\right].
\end{align*} \quad (4.9) \]

In order to avoid the difficult fractional integration and to show the efficiency of this method, we take the truncated Taylor expansion for the function \( \sin t \) in (4.9) by the form

\[ \sin t = -\frac{t^3}{6} + \frac{t^5}{120}, \]

hence we have

\[ \begin{align*}
y_0(t) &= At, \\
y_1(t) &= y_0(t) - (\alpha-1) I^\alpha \left[t y_0^2(t) + \sin t - t \sin^2 t\right], \\
y_2(t) &= y_1(t) - (\alpha-1) I^\alpha \left[t y_1^2(t) + \sin t - t \sin^2 t\right], \\
y_3(t) &= y_2(t) - (\alpha-1) I^\alpha \left[t y_2^2(t) + \sin t - t \sin^2 t\right].
\end{align*} \]

The numerical results obtained for the equation (4.7) by using VIM are shown in Table 7. The evolution results of Example 4.4, when \( \alpha=1.25, 1.5, 1.75 \), and \( \alpha=2 \) comparing with the exact solution of the equation (4.7) by VIM are shown in Figure 3. The value \( \alpha=1.5 \) is the case which the approximate solution in a good agreement with the exact solution of (4.7).
5. Conclusion

In this paper variational iteration method has been successfully applied to find the solution of a non-linear fractional differential equations are presented in Tables 3, 5, and 7 for differential results of $t$ to show the stability of the method. The approximate solutions obtained by variational iteration method are compared with the exact solutions which shown in Figures 1, 2, and 3.
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