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Abstract—The graduation projects (GP) are important because it reflects the academic profile and achievement of the students. For many years' graduation projects are done by the information technology department students. Most of these projects have great value, and some were published in scientific journals and international conferences. However, these projects are stored in an archive room haphazardly and there is a very small part of it is a set of electronic PDF files stored on hard disk, which wastes time and effort and cannot benefit from it. However, there is no system to classify and store these projects in a good way that can benefit from them. In this paper, we reviewed some of the best machine learning algorithms to classify text “graduation projects”, support vector machine (SVM) algorithm, logistic regression (LR) algorithm, random forest (RF) algorithm, which can deal with an extremely small amount of dataset after comparing these algorithms based on accuracy. We choose the SVM algorithm to classify the projects. Besides, we will mention how to deal with a super small dataset and solve this problem.
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1 Introduction

In many years the Information technology department of the girl’s section at Qassim University doing many graduation projects. However, all of the efforts are lost because it does not keep it on an electronic system that allowed to take benefits from it, keep it safe, and available all the time. The graduation projects end up stored on a hard disk and printed as hard copy documents and stored randomly in the dust-covered archive room shelves as shown in Figure 1. That makes the search and access on it is so difficult because if anyone needs anything of it or looking for something, need to connect with the responsible of graduation projects then search about it manually, like some cases when the lockdown happened, if some students need an old project, she needs to e-mail the responsible for graduation projects first. Then the responsible will see if the project has an electronic document or not. Also, that is so old way and takes a lot of effort and time also is not with the fact, we are a computer college. Also, this way of dealing with graduation projects deprived us of know the future direction of the IT department.
and their alignment with the 2030 vision on the offered projects ideas and it is with trending of the technical world or not. Which makes the process of taking benefit from projects difficult. To solve this problem, we need to create an ML system that allows us to analyze and classified graduation projects. The result will show is the idea of a graduation project it is with trending of the technical world or not is it with the vision 2030 of Saudi Arabia.

Fig. 1. The random sort for the hard copy of GP

Machine learning (ML) is a system that allows computers to learn without the intervention of a human by using their algorithms [1]. ML is used in many fields that help us in people’s lives such as education, business, health care, etc. Also, ML is used in many ways, like recommended systems such as Advertising on YouTube, Netflix, Amazon, etc. Used also on detecting image and voice. It is also used in classification, whether the classification of image, sound, or text. We benefit from ML by using algorithms for classification texts to classify GP. Classification is a very substantial step. By using different supervised algorithms, can classify the text into predefined classes.

Since the number of digital documents is growing so fast, it becomes necessary to deal with text classification. Text classification has always been an important topic to research, especially when it needs to work with a large number of texts [2].

Text classification has organized the documents and manages knowledge [3]. From the early period for ML history the usage of text classification technique starts. This technique has often been used in information retrieval systems. Over time with technological development, text classify and documents category start to be used globally in different fields like engineering, healthcare, medicine, psychology, social sciences, law, etc. Also, Text classification is handling for summarize documents [3]. Most of the document categorization and text classification system can be deconstructed into four steps [3] as shown in Figure 2:

- Feature extraction: The documents, in general, are an unorganized dataset, so should be clean it from unnecessary word then applies the methods of Feature extraction.
- Dimension selection: Because the text often has unique words, it has become a problem. To solve this problem, need to use dimension selection.
- Classifier selection: It is to determine the best classification technique, and it is the key step in document classification.
- Evaluations: Understands the performance of the model that used and developed the methods of text classification.
Text classification can be applied into four-level:

1. Document-level: the algorithm well applies the classification for all documents.
2. Paragraph level: the algorithm well applies the classification for a single paragraph in the document.
3. Sentence level: the algorithm well applies the classification for a single sentence.
4. Sub-sentence level: the algorithm well applies the classification for sub-sentence within a sentence [3].

Text classification model: The concept of text classification model and design systems based on ML algorithms. The model will train the classifier accordingly to extant data, after that the classifiers will be tested on the unclassified text. As shown in Figure 3 the following steps are used in the model [4]:

- Text pretreatment.
- Text representation.
- Classifier training.
- Classification.

Text classification is one of the supervised learning tasks. The supervised machine learning is a search and works on undiscovered data expected from a data-set given acknowledged prognostications. It trains on features that are already known (detected) [5]. Some of the famous supervised algorithms used in text classification are:

Support Vector Machine (SVMs): it is a supervised ML algorithm that used kernel concept. The idea of SVMs comes from separating the data by using a line called the hyperplane. It is one of the best algorithms for text classification [5], [6]. The reason for choosing the SVM algorithm as the classifier we use is that after researching and comparing it with other algorithms, we found it is one of the best algorithms for classifying text and the most efficient.
Fig. 3. Text classification model

Random forest (RF): is a flexible and famous machine learning algorithm, it’s making the decision tree a categorizer [7]. It does not need prior knowledge, and the categorization accuracy is high without overfitting problems [8]. It’s giving great results most of the time, and because of its simplicity and diversity, it’s one of the most used algorithms. The RF classifier is made up of a large set of discrete decision trees which work together as a group. Every tree in the random forest produces a class prediction, as well as the class with more votes is becoming the prediction of our model [9].

Logistic Regression (LR) is a robust machine learning algorithm belonging to the Supervised Learning technique. The Logistic Regression algorithm can provide probabilities and classify new data; it uses discrete and continuous datasets. Thus, LR can be used for classifying the explanations by means of diverse kinds of data. It can also determine the most influential variables which are used for the classification [10].

This paper is organized as follows: Section II presents the related work, Section III reports the Research Methodology, Sections IV reports the Analysis and Result Discussions, and finally, Section V concludes the paper.
2 Related work in text classification

Most of the styles are intuitive. However, we invite you to read carefully the brief description below.

So far, there are many related studies and researches about text classification, so in the following we will mention some them.

The authors of [4] design a classification model to classify Chinese news by comparing the precision value, recall, and F-value of three classification algorithms (SVMs, KNN, NB). They found that the SVM algorithm was the highest result while the KNN algorithm and the NB algorithm have the same result. The precision value was 95% for the SVM algorithm, 92% for the NB algorithm, and 92% for the KN algorithm.

The Author in [9] performance of classification methods for text-based data (case in Twitter). ML techniques are used to classify content text training and classification procedures were done several times to reaching the best results. A comparison between Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Logistic Regression (LR), Multinomial Naive Bayes, and Random Forest. Applied these algorithms to classify tweets following a news site to display the matching category. The result showed that SVM outperformed them. Then the two models were chosen, LR and SVM because their results were approximate. Researchers reached the conclusion that SVM is the best algorithms for text classifications.

The authors of [11] used the SVM algorithm to resolve the problem of filing and classification of E-government documents in the E-government information system. The result of classification based on the TP (electronic document classification precision) is 93.7% and on the TN (electronic document misclassification rate) is 6.3%.

In [12] they develop a system to detect any tweet (text) that they consider as cyberbullying and then delete it. They use a number of technologies. First, NLP to identify the Arabic language. Then ML to classify the tweets, whether it was cyberbullying or not. Machine learning models NB and SVM were chosen. The researchers concluded these were the best two methods for classification tasks. A comparison of SVM and NB revealed that SVM performs better NB.

Authors of paper [13] studying the selection feature methods that are generally used with the ML algorithms. Mutual Information (MI) and Chi-square (X2), Term Frequency (TF). They use it with two classifiers Multinomial Naïve Bayes (MNB) and Support Vector Machine (SVM). They tested the methods on a different text dataset. The results showed the average of the classifiers is so close.

This paper [14] used the Naive Bayes algorithm to categorize scientific papers and use LA PDFText tools to extract text from PDF files. The scientific papers are described by defining different sections such as the author, keyword, title, etc. The result is creating an application that makes the user chose a scientific paper then the application will automatically classify it.
This paper [15] used a restricted Boltzmann machine and the kernel-target alignment to develop the restricted Boltzmann machine. The restricted Boltzmann machine will discover the features and the kernel-target alignment will select the features from the set. The method is 10% effective even when the connection between the auxiliary and the target tasks is not apparent.

In this paper [16], they used the Dewey Decimal Classification (DDC) and used a Bag of Word (BOW) method for sorting. To solve the problem of increasing the amount of data and determining massively dispersed data, here is a comparison between four modules to determine the efficiency (Hierarchical Clustering, DDC: Dewey decimal classification, k-Mean Clustering, and SVM: Support Vector Machine). The results pointed out that DDC offer to the most accuracy (75.02%), followed by the Hierarchical models (74.66%), while both K-Mean and SVM offer to the similar accuracy (72.66%). Also, for the time K-Mean Clustering was the best (16.09 seconds).

The need for classification text is increasing because of e-document growth. This paper [17] uses the KM-ELM algorithm to classify the e-document. The proposed system combined two types of machine-learning algorithms. First, a supervised algorithm, which is K-MEANS, and the second, is the unsupervised algorithm, which is extreme learning machine’s (ELM). They use the KM algorithm for feature selection and clustering, and then send it to ELM to use as a training set. After that, the ELM will classify the set. They well using multiple samples and compare each feature for the specified classification for categorization. Moreover, the performance in a different type of dataset. The result is, for the Iris dataset, the accuracy was 85.55%, for Diabetes was 85.7% and for 20 Newsgroups was 86.15%.

In this paper [18], they proposed a new system by combined the SVM algorithm and the KNN algorithm. They apply it on Chinese web pages by using many categories such as finance, health, economics, sports, education, etc. They found the efficiency of the SVM-KNN algorithm together better than when they use the SVM or KNN alone. The efficiency for the automobile category by using the KNN algorithm is 71%, by using the SVM algorithm is 78.8%, and after they use the SVM-KNN algorithm is 79.6%. For the sports category by using the KNN algorithm is 59%, by using the SVM algorithm is 62%, and after they use the SVM-KNN algorithm is 64%.

In this paper [19], they proposed a new method to classify web text. There are studies for text classification techniques by use combination for two main methods machine learning (SVM) algorithm and deep learning (CNN). They were combining improved classification accuracy and F-measure. The accuracy of the CNN + SVM algorithm increased from 87.6% to 92.5% and F-measure also increased from 87.9% to 93.2%.

The authors of [20] use the C4.5 to classifying electronic documents. They use it on four types of datasets like 20 Newsgroups, CNAE-9, Reuter-21578, and Twitter. They first classify without a Filtered classifier. The result based on accuracy was 61.04% for 20 Newsgroups, 87.21%, for CNAE-9, 98.13% for Reuter-21578, and 72.6% for Twitter. The result after applying the Filtered classifier on it based on accuracy is 79.81% for 20 Newsgroups, 88.35%, for CNAE-9, 99.35% for Reuter-21578, and 73.4%. Of Twitter which shows an increase in precision. In addition to recent studies as in [21–23].
3 Research methodology

This section describes stages of the proposed methodology in steps: Step 1: Collecting Data, Step 2: Conversion, Step 3: ML algorithm, Step 4: Result. As mentioned before analyzing graduation projects is important to know the popular ideas and projects our college adapts and evaluate whether there is a diversity of ideas or not. In addition, estimate if it fits with the trending technology topics. Figure 4 shows the stages that the project goes through the first stage is collecting the dataset, the second stage is converting the collected dataset from PDF to CSV, the third stage cleaning the dataset, the fourth stage is using the SVM algorithm to classify the graduation projects, the final result we have classified graduation projects.

For the collecting dataset step, as Figure 5 shows we create our dataset by collecting all the available e-copy, which we got by communicating with the responsible then the implementation begins with collecting e-copy for graduation projects as PDF files. Then converts the PDFs to a CSV file that deals with the ML code. First, we upload a folder that contains the CSV files to train it, Then reading the data files that we uploaded and saving them into new variables, then Put the uploaded files that we saved into variables to loop over it, after that cleaning the dataset by removing the unnecessary data such as numbers, and punctuation and remove it from the dataset, Next splitting the dataset by taking every file in our dataset and split it into two columns the X column have the cleaned data and the Y column the manually classify [24–25].

Merge the dataset we merge all data into one data frame so that we can train our model on it for one time instead of repeating the process over each variable, then splitting the data to training and testing set, Next build the model, then try it on SVM algorithm to classify, lastly, we test our model by uploading new files and apply the prediction function on it so that we can see the results. For the result, the algorithm succeeded in classifying the GP, but the accuracy was not the best because of the very small size of the dataset. We compare it with other algorithms that work with a small amount of dataset, to explore if the reason for low accuracy is from the algorithm or from the dataset.
4 Analysis and result discussions

4.1 Result

The algorithm succeeded in classifying the GP, but the accuracy was not the best because of the super small size of the dataset, the size of the dataset was (65 rows and 2 Columns) just and that was so difficult to work with. We used a supervised machine learning algorithm for classifying the data. We used the supervised machine learning model called SVM to categorize the GP. The algorithm succeeded in classifying the projects, but with a weak result due to the lack of data to be worked on. The amount of data was supposed to be bigger, but due to the Corona epidemic, we have a severe lack of data. The accuracy rate of the SVM algorithm was 38.3%. Also, we compare it with other algorithms that work with a small amount of dataset as shown in the Table 1 and Figure 6, to explore if the reason for low accuracy is from the algorithm or from the dataset.

Logistic Regression (LR): is a significant machine learning algorithm, which belongs to the Supervised Learning technique. We used this algorithm and the result of the accuracy was 31.64%. Random forest (RF): is a flexible and famous machine learning algorithm, it’s making the decision tree a categorizer [7]. It does not need prior knowledge, and the accuracy of the categorization is high without overfitting problems [8]. It’s giving great results most of the time, and because of its simplicity and diversity, it’s one of the most used algorithms. RF classifier consists of a great number of distinct decision trees that work as a group. Every individual tree in the random forest produces a
classification model, as well as the class with more votes would become the prediction of our model [9]. We used this algorithm and the result of the accuracy was 39.80%.

| Algorithms                  | Accuracy (%) |
|-----------------------------|--------------|
| Support vector machine (SVM)| 38.32        |
| Logistic Regression (LR)    | 31.64        |
| Random forest (RF)          | 39.80        |

4.2 Limitation

While working on the project there were some problems, we face it, like:

First: Since most of the graduation projects are only available in the printed format, we were not able to scan it to convert it to e-copy due to the coronavirus pandemic quarantine was imposed and the study system has shifted to online, we did not have access to the archive where the project stored since we did not allow go to campus.

Second: The available electronic copies of the graduation projects were in CD format. In addition, while running the CDs we found that some of the CDs worked and others, unfortunately, did not work. The reasons for the damaged CDs might be that some of them are old from many years ago, and some may have been damaged because students borrowed them many times and some of them may have been caused by the wrong way of transferring them from the old university building to the new building. So, the outcome of the electronic versions available from our graduation projects was very few and not enough to build an ideal dataset for the machine learning algorithm.

Third: The type of data that we have is specific, so we could not find an available dataset suitable for us.
4.3 Solution we tried

Because we faced a problem of the excessively small amount of the dataset that contained (65 rows and 2 Columns) and that makes the accuracy is very low, so we tried several solutions to solve it: after collecting the dataset and preprocess it we add these steps individually to try to enhance the dataset. First, use a simple classifier because we aim to limit the ability of the model to detect the nonexistent patterns, and reduce the weights like a linear model such as SVM and LR. Second, Detecting the outliers and removing them. The outliers have a substantial effect when it deals with a super small dataset. Third, Use the feature selection. because we have a small and limited dataset this step becomes an absolute step and it will help to deal with this small dataset. Four, Use the bagging classifier with the SVM. We even tried to combine a bagging classifier with an SVM algorithm. Even with all these performance improvements that we tried, it does not affect the accuracy because of the overly small dataset that we have.

5 Conclusions

The aim of this project is to set up a classification system for graduation projects in our department, to provide benefit of technology and help the students who are preparing for the graduation project. The proposed project will help in knowing the department’s orientations in its choices for graduation projects, also knowing whether the topics that the college raises for graduation projects are trending with the technical world or not, also help to know about the existing projects with knowledge of their classification and applying to the appropriate field and scientific conferences. Due to our extremely small dataset, we did not get a satisfactory classification result. Among three ML algorithm that we sued even with all these performance improvements that we tried we found that the best performance was SVM with the accuracy rate 38.3%. Since we faced circumstances beyond our control, the COVID-19 pandemic was an obstacle to completing the process of collecting the dataset. In the future, we will convert printed projects into electronic copy and store them on a system that allows us to perform different sorting operations using machine learning algorithms to get the most benefit from this data.
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