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Abstract. Spam now accounts for over 70\% of all emails and the harm to users is increasing, such as waste a lot of network bandwidth to transfer and space to store, has large quantity, repetitive, fraud, and unhealthy content, etc. As spam is usually embedded in normal e-mails, it is difficult to identify them. This paper analyzed the main technologies to identify and block spam, such as information or content filtering technology, blacklist and white list technology, intention and behaviour analysis technology, etc. A model to determine an e-mail is a spam or not based on naive Bayesian classifier is presented in the paper. The test result shows that the model is effective.

1. Introduction

Spam generally refers to unsolicited e-mail and e-mail that the recipient cannot reject, such as mail from the email address blacklisted by the addressee, the subject line or content contains wrong, misleading or false information, and use, relay or send mail through the Internet device of a third party without consent \cite{1}, etc. Spam emails now account for over 70\% of all email messages \cite{2}. Research of spam has gained interests of research community for the last several decades \cite{3}. Spam senders use spam and other related technologies to embed spam in normal e-mails, so the form of spam is various, and the harm to users is increasing \cite{4}.

Related work. At present, anti spam technologies include image recognition, intention analysis, sender feature recognition, AI-based methods, and other related technologies. The details are as follows:

(1) Information filtering technology, also known as content filtering technology, is a technology used to block and deny access to annoying information in e-mails. Ref.\cite{5} used a Naive Bayesian classifier to build up the content features filter. Ref.\cite{6} proposed an anti-image spam technique that
uses image file size information to distinguish between image spam and legitimate e-mails.

(2) Blacklist and white list technology. The workflow of a spam filtering system with blacklist and white list is that all traffic flow from a white list is automatically passed while that from a blacklist is automatically blocked [7].

(3) Intention or behavior analysis technology. We can monitor and analyze the data in e-mails to set up a set of intention or behavior features of spam by comparing with normal e-mails, so as to determine which category the received e-mail belongs to[8,9].

Organizations of the work. The following is organized as follows. Section 2 introduces the basic concepts used in the paper, such as Bayes theorem and Naive Bayesian classifier. Section 3 gives a filter model based on Naive Bayes classifier. Section 4 concludes the paper and point out the future directions of the work.

2. Conditional Probability and Bayes Theorem

Suppose \((\Omega, F, P)\) is a probability space, where \(\Omega\) is the sample space of experiment \(F\), and event \(B \in F\). if \(P(B)>0\), then for any event \(\forall A \in F\), we have the following conditional probability formula:

\[
P(A | B) = \frac{P(B | A)P(A)}{P(B)}
\]

where \(P(A|B)\) is the conditional probability of \(A\) after the occurrence of \(B\), \(P(B|A)\) is the conditional probability of \(B\) after the occurrence of \(A\), \(P(A)\) is the prior probability of \(A\), and \(P(B)\) is the prior probability of \(B\).

Bayes Theorem is a kind of inverse operation of conditional probability. We can infer the probability of new events according to the existing probability. In general, the probability of event \(E\) under event \(F\) is different from that of event \(F\) under event \(E\). However, there is a relationship between them, and Bayesian Theorem is used to show the relationship as follows:

\[
P(B_i | A) = \frac{P(A | B_i)P(B_i)}{P(A)}
\]

where \(B_i \cap B_j = \emptyset \quad (i \neq j, i, j = 1, 2, \cdots, n)\) and \(B_i \cup B_j \cup \cdots \cup B_n = \Omega\). \(P(B_i | A)\) is the conditional probability of \(B_i\) after the occurrence of \(A\), also known as the posterior probability due to the value obtained from \(A\), \(P(A | B_i)\) is the conditional probability of \(A\) after the occurrence of \(B_i\), also known as the posterior probability of \(A\) due to the value obtained from \(B_i\), \(P(B_i)\) is the prior probability of \(B\) because it doesn't take into account any aspect \(A\), and \(P(A)\) is the prior probability of \(A\) because it doesn't take into account any aspect \(B\). In fact, \(P(A)\) can be calculated by Total Probability Formula the as following:
3. Spam Filtering Model Based on Naive Bayesian Classifier

A classifier is a kind of software or hardware device that assigns a category name to each classification mode. Bayes classifier is a classifier designed according to Bayes Theorem and is the most basic statistical classification method [10]. Naive Bayesian classifier [11] is a classification method based on Bayes Theorem and independent hypothesis of characteristic conditions.

Naive Bayesian classification algorithm is widely used in spam filtering. The formal process of Naive Bayes classifier is following:

1. Suppose an e-mail can be represented as a vector \( d = \{w_1, w_2, \cdots, w_n\} \) and each e-mail can be classified according to a class space \( c = \{c_1, c_2\} \), where \( w_1, w_2, \cdots, w_n \) is feature attributes of \( d \) and \( c_1, c_2 \) is class categories of \( c \) indicates an e-mail is a spam or not.

2. Compute the probability of vector \( d \) belonging to each category \( c_j, (j = 1, 2) \) by Bayesian Theorem

\[
P(c_j \mid d) = \frac{P(d \mid c_j)P(c_j)}{P(d)} = \prod_{i=1}^{n} P(w_i \mid c_j)
\]

where \( P(d \mid c_j) = P(w_1, w_2, \cdots, w_n \mid c_j) = \prod_{i=1}^{n} P(w_i \mid c_j) \) as Naive Bayes hypothesis suppose that occurrence of all attributes of a text are independent to each other, and

\[
P(d) = P(d \mid c_1)P(c_1) + P(d \mid c_2)P(c_2)
\]

by Total Probability Formula.

3. Let \( d \in c_k \) if \( P(c_k \mid d) = \max\{P(c_1 \mid d), P(c_2 \mid d)\} \).

Ling-spam is used to verify the proposed Naive Bayesian classification algorithm in the paper. Ling-spam has two datasets: a test set with 260 e-mails and a training set with 702 e-mails in which spam and non-spam account for 50% respectively. The file name of e-mail including string “spmsg” indicates that the e-mail is a spam. We use spam probability 0.5 as the threshold to determine whether an e-mail is a spam or not.

Table 1 is the test result of the model, where diagonal elements represent the number of correct classification, while non-diagonal elements represent the wrong classification. From Table 1, we can see that the model has good classification effect. In ideal environment, Naive Bayes model has the minimum error probability compared with other classification models and the classification effect of naive Bayesian classifier will be good when the correlation between attributes is independent, so it is often used to filter spam in reality.
Table 1. Test results of the model

|       | spam | ham |
|-------|------|-----|
| spam  | 129  | 1   |
| ham   | 0    | 130 |

4. Conclusions

This paper analyzed the main technologies to identify and block spam and presented a model to determine an e-mail is a spam or not based on Naive Bayesian classifier. The experiment results show that the model is effective in Ling-spam dataset. Compared with other classification methods, Naive Bayesian model has the minimum error rate in theory, but it is not practical that the attributes assumed by Naive Bayes model are independent from each other in real situation, which has a certain impact on the correct classification of naive Bayesian model. Another problem is that the prior probability comes from the assumption, so the prediction result may be different in different prior probability assumption.
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