ABSTRACT. We consider the Dirichlet Laplacian in a three-dimensional waveguide that is a small deformation of a periodically twisted tube. The deformation is given by a bending and an additional twisting of the tube, both parametrized by a coupling constant $\delta$. We expand the resolvent of the perturbed operator near the bottom of its essential spectrum and we show the existence of exactly one resonance, in the asymptotic regime of $\delta$ small. We are able to perform the asymptotic expansion of the resonance in $\delta$, which in particular permits us to give a quantitative geometric criterion for the existence of a discrete eigenvalue below the essential spectrum. In the particular case of perturbations of straight tubes, we are able to show the existence of resonances not only near the bottom of the essential spectrum but near each threshold in the spectrum. We also obtain the asymptotic behavior of the resonances in this situation, which is generically different from the first case.
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1. INTRODUCTION

In this article, we consider the Dirichlet Laplacian in a three-dimensional waveguide $\Omega \subset \mathbb{R}^3$. The waveguide is given by an infinite tube constructed as follows: let $\gamma : \mathbb{R} \to \mathbb{R}^3$ be a regular curve with curvature and torsion $\kappa$ and $\tau$, respectively. We assume that this curve is asymptotically straight, in the sense that $\kappa$ and $\tau$ go to 0 at infinity. Let $\omega \subset \mathbb{R}^2$ be a fixed domain and construct the following tube: along the curve $\gamma$ put the cross section $\omega$ in such a way that it is orthogonal to $\gamma'(s)$ and rotated in an angle $\theta(s)$ around the same vector. We assume that $\theta$ is a smooth perturbation of a constant rotation, in the sense that $\theta(s) = \beta(s) + \varepsilon(s)$, where $\beta \in \mathbb{R}$, and $\varepsilon$ is a decaying function. The resulting domain is called $\Omega$ (we refer to the next section for a precise definition), and asymptotically, it is a perturbation of a periodically twisted tube $\Omega_0$ (corresponding to $\kappa = \tau = \varepsilon = 0$). We will study the Dirichlet Laplacian in $\Omega$ as a perturbation of the Dirichlet Laplacian in $\Omega_0$. Using a change of variables we study the corresponding unitary equivalent differential operators defined both in the straight tube $\mathbb{R} \times \omega$. We denote by $H_0$ the operator corresponding to $\Omega_0$, and by $H$ the operator corresponding to $\Omega$.

An advantage of this procedure is that the operator $H_0$ can be fibered through partial Fourier transform with respect to the longitudinal variable. The spectrum of $H_0$ is absolutely continuous, and the ground state energy corresponds to a unique minimum $E_1$ for the first band function (notice that very little information is available on the band functions when $\beta \neq 0$, see [4]). The geometric perturbations considered here do not modify the essential spectrum i.e., the essential
spectrum of the Laplacian in $\Omega$ is the same as the essential spectrum of the Laplacian in $\Omega_0$ (or $\sigma_{\text{ess}}(H_0) = \sigma_{\text{ess}}(H)$). However, discrete eigenvalues can appear. To know whether the geometric perturbation of a waveguide creates eigenvalues below the essential spectrum is a widely studied problem, corresponding to the appearance of trapped modes for a quantum particle moving in the tube. Let us cite [10] for an overview of this problem.

For the case $\beta = 0$, it is well known that the effective twisting, given by $\dot{\theta} - \tau$, and the bending, given by $\kappa$, compete together in this question: if $\kappa \neq 0$ and the twisting effect is zero (i.e., $\tau - \dot{\theta} = 0$), eigenvalues below the essential spectrum appear ([8, 7]). This is also the case if the bending is strong enough. In contrast, the spectrum is unchanged in the case of pure twisting, which is related to the existence of a Hardy inequality provided by the twisting ([9]). Furthermore, if the bending is small compared to the twisting, there is no discrete spectrum (for a comparison of both effects quantitatively in an asymptotic regime see [13]).

The case $\beta \neq 0$ has also been studied before. Assume for instance $\beta > 0$, and $\kappa = 0$, then it is known that a non zero slowing twist (i.e., $\varepsilon < 0$) will create discrete spectrum (([11, 4]), but a small enhancement of the twisting ($\varepsilon \geq 0$) should not change the spectrum (see [3] for a partial result). However, to the best of our knowledge, there is no study of the spectrum when both $\kappa \neq 0$ and $\beta \neq 0$.

This analysis raises the following issues:

- Is it possible to have a quantitative criterion to ensure the presence of a discrete eigenvalue below the essential spectrum?
- When there are no eigenvalues, does the perturbation create resonances near the bottom of the spectrum?
- What happens near the upper thresholds in the spectrum?

Our approach to these questions is perturbative: for a parameter $\delta > 0$, we will consider the same problem as above but replacing $\kappa$, $\tau$ and $\varepsilon$ by $\delta \kappa$, $\delta \tau$ and $\delta \varepsilon$. We denote by $H_\delta$ the resulting operator. Then we will first study what happens near $E_1$ when $\delta \to 0$. This approach was already used in [12, 13], but these works include only the case $\beta = 0$. Moreover, they are concerned only with the existence of eigenvalues, and the study of the resonances is not treated. We have tackled these questions in the previous article [6] when both $\beta$ and $\kappa$ are 0 (i.e. when $\Omega_0 = \mathbb{R} \times \omega$ and the deformation is only given by a twisting effect).

In this article, we continue this work with a more general treatment by considering the whole set of geometric perturbations described above. To do this we need to extend the resolvent $(H_\delta - z)^{-1}$, acting in weighted spaces, for $z$ near $E_1$ on a two-sheeted Riemann surface. Then we show that for $\delta$ small enough there is exactly one pole of the resolvent near the bottom of the spectrum. Our method also permits us to obtain the asymptotic expansion of this pole as $\delta \to 0$, and therefore to deduce criteria for which it is a discrete eigenvalue or a resonance on the second sheet. When $\beta \neq 0$, the distance from this pole to $E_1$ is in general of order $\delta$ in the variable $k = \sqrt{E_1 - z}$, see Theorem 1 for the expression of the asymptotics. Moreover, when $\beta \neq 0$, due to an interaction with the constant twisting, the presence of the bending does not necessarily contribute to the discrete spectrum, see the term in $\kappa$ in (16) and Section 7. This effect can be compared to the interaction of a bending with a mixed boundary condition, see [1] for a recent
result on this point, where the existence of bending does not automatically create eigenvalues below the essential spectrum.

On the other side, despite the fact that various works on the existence of bound states for deformed tubes are available, the results are mainly concerned with their existence below the bottom of the essential spectrum of $H_0$. The spectral effects that the geometric deformations have near the upper thresholds are not well studied (see however [6]). Using our methods we can prove some results concerning this problem. In particular, in the case $\beta = 0$ we know that the band functions of the operator $H_0$ are of the form $p \mapsto \mathcal{E}_n + p^2$, for some $\mathcal{E}_n \in \mathbb{R}$, $n \in \mathbb{N}$. Therefore the only thresholds in the spectrum of $H_0$ are these $\mathcal{E}_n$'s. In Theorem 4 we basically prove that near each $\mathcal{E}_n$, for any $n \in \mathbb{N}$, there exists a resonance. We also obtain the asymptotic behavior of this pole in terms of $\delta$, where this time the main term is not linear but quadratic.

As in [2, 6], our strategy is to use an explicit decomposition of the resolvent of the free operator. However, unlike these articles, the Fourier multipliers of $H_0$ are not explicit when $\beta \neq 0$, and so we need to start by studying the resolvent of $H_0$. Here we will use the fact that first band function has a unique non-degenerate minimum, see [4]. Our strategy adapts near other non-degenerate critical points of the band functions (see Remark 3), and probably to more general fibered operators.

The paper is organized as follows. In section 2 we give the basic definitions while in section 3 we present the main theorems. Then, in section 4 we begin by studying the meromorphic extensions of the resolvents, both of the unperturbed operator $H_0$ and of the perturbed operator $H_\delta$. Next, we prove Theorem 1 and Theorem 4, in sections 5 and 6, respectively. In section 7 we consider specific geometries for which we comment and refine our results. In the Appendix A we include some computations, such as an explicit expression for the perturbation $H - H_0$ in term of differential operators.

2. DEFORMED TUBE AND THE HAMILTONIAN

Let $\gamma : \mathbb{R} \to \mathbb{R}^3$ be a smooth curve parametrized by its arc length. Assume that this curve is equipped with a distinct frame $\{e_1(s), e_2(s), e_3(s)\} \subset \mathbb{R}^3$ giving an orthogonal reference frame at each point $\gamma(s)$ of the curve. If the curvature

$$\kappa(s) := ||\dot{\gamma}(s)||$$

is different from zero for all $s \in \mathbb{R}$ it is known that the frame can be chosen such that it satisfies

$$e_1(s) = \dot{\gamma}(s), \quad e_2(s) = \kappa(s)^{-1}\dot{e}_1(s), \quad e_3(s) = e_1(s) \times e_2(s).$$

This is called the Frenet frame. If $\kappa$ has compact support or vanishes one can still make such choice meaningful, see [9] for a discussion on how to extend the frame and [15] for a different approach when the Frenet frame is not available.

Now, let $\theta : \mathbb{R} \to \mathbb{R}$ be a function with bounded derivative, and define the “general” frame $\{e_1^{\theta}, e_2^{\theta}, e_3^{\theta}\}$ which is obtained by rotating the vectors $e_2(s), e_3(s)$ in an angle $\theta(s)$ around $e_1(s)$. 
It is possible to see that these new vectors satisfy the differential equation
\[
\frac{d}{ds} \begin{pmatrix}
\mathbf{e}_1^\theta(s) \\
\mathbf{e}_2^\theta(s) \\
\mathbf{e}_3^\theta(s)
\end{pmatrix} = \begin{pmatrix}
0 & \kappa(s) \cos \theta(s) & \kappa(s) \sin \theta(s) \\
-\kappa(s) \cos \theta(s) & 0 & (\tau(s) - \dot{\theta}(s)) \\
-\kappa(s) \sin \theta(s) & -(\tau(s) - \dot{\theta}(s)) & 0
\end{pmatrix} \begin{pmatrix}
\mathbf{e}_1^\theta(s) \\
\mathbf{e}_2^\theta(s) \\
\mathbf{e}_3^\theta(s)
\end{pmatrix}.
\]
Note that \(\mathbf{e}_1^\theta = \mathbf{e}_1^0 = \mathbf{e}_1\) and the torsion \(\tau\) of the curve is actually defined by the last equation when \(\theta \equiv 0\).

Let \(\omega\) be a bounded connected region in \(\mathbb{R}^2\), with \(C^2\) boundary. We use the coordinates \(t = (t_2, t_3)\) for this region, and define the function \(\mathcal{L} : \mathbb{R} \times \omega \to \mathbb{R}^3\) given by
\[
\mathcal{L}(s, t_2, t_3) = \gamma(s) + t_2 \mathbf{e}_2^\theta(s) + t_3 \mathbf{e}_3^\theta(s).
\]
Then we define our twisted-bent tube as the image \(\Omega := \mathcal{L}(\mathbb{R} \times \omega)\). As usual, we say that the tube \(\Omega\):
\[
\begin{align*}
is \text{bent} & \quad \text{if } \kappa \text{ is not identically zero;} \\
is \text{twisted} & \quad \text{if } \tau - \dot{\theta} \text{ is not identically zero.}
\end{align*}
\]
Assume that \(\mathcal{L}\) is injective and \(||\kappa||_{L^\infty} \leq \sup_{t \in \omega} |t| < 1\). This implies that \(\mathcal{L}\) is a global diffeomorphism between the straight tube \(\mathbb{R} \times \omega\) and \(\Omega\) [9].

In this article we study a particular type of twisting, which is given by \(\dot{\theta}(s) = \beta + \varepsilon(s)\), where \(\beta \in \mathbb{R}\) and \(\varepsilon\) decay to infinity. Notice that if \(\beta \neq 0\) and \(\tau = \varepsilon \equiv 0\) then the tube is periodically twisted.

2.1. The Hamiltonian. We will study the operator \(-\Delta_\Omega\) acting in \(L^2(\Omega)\), with Dirichlet boundary condition, i.e., defined through the closed quadratic form
\[
Q[u] = \int_\Omega |\nabla u|^2, \quad u \in H^1_0(\Omega).
\]

The domain of this operator is \(H^2(\Omega) \cap H^1_0(\Omega)\), which follows adopting the proof of [5, Proposition 2.1]. The differential expression of this operator in the global coordinates defined above can be obtained as follows. First, recall that \(\mathcal{L}\) is a diffeomorphism and define \(G = (G_{ij})\), as the metric tensor induced by \(\mathcal{L}\), i.e., \(G_{ij} = (\partial_i \mathcal{L}) \cdot (\partial_j \mathcal{L})\), where for brevity, we sometimes adopt the notations \(\partial_1 = \partial_s\), \(\partial_2 = \partial_{t_2}\), \(\partial_3 = \partial_{t_3}\). Then, following [14] we can set
\[
\begin{align*}
h_1(s, t) &= 1 - \kappa(s) (t_2 \cos \theta(s) + t_3 \sin \theta(s)) \\
h_2(s, t) &= -t_3 (\tau(s) - \dot{\theta}(s)) \\
h_3(s, t) &= t_2 (\tau(s) - \dot{\theta}(s)),
\end{align*}
\]
so \(G\) is explicitly given by
\[
G = (G_{jk}) = \begin{pmatrix}
h_1^2 + h_2^2 + h_3^2 & h_2 & h_3 \\
h_2 & 1 & 0 \\
h_3 & 0 & 1
\end{pmatrix}.
\]
and \( h = \sqrt{\det G} \) (hence \( L^2(\Omega) \cong L^2(\mathbb{R} \times \omega, h) \)). Also, the operator \(-\Delta_\Omega\) is defined in the global coordinates \((s, t)\) acting by
\[
\frac{1}{h} \sum_{j,k=1}^{3} \partial_j h G^{jk} \partial_k,
\]
where as usual \((G^{jk}) := G^{-1}\).

Furthermore, it is convenient to study the operator \(-\Delta_\Omega\), after a unitary transformation, in \( L^2(\mathbb{R} \times \omega) \). Hence we define \( U : L^2(\Omega) \to L^2(\mathbb{R} \times \omega) \) by
\[
U(f) = (f \circ \mathcal{L}) h^{1/2}.
\]
The self-adjoint operator \( U(-\Delta_\Omega) U^* \) acts on its domain, \( D(H) = H^2(\mathbb{R} \times \omega) \cap H^1_0(\mathbb{R} \times \omega) \), by
\[
-\mathcal{L}_2 - \mathcal{L}_3 - \frac{\kappa^2}{4h^2} - \left( h^{-1/2}(\partial_s + (\tau - \theta)\partial_\varphi) h^{-1/2} \right)^2,
\]
where \( \partial_\varphi = t_2 \partial_3 - t_3 \partial_2 \). We will denote the operator (3) by \( H \).

### 2.2. Reference operator.

In (3) consider the operator corresponding to bending zero and periodic twisting, that is, define the operator in \( D(H) \) acting by
\[
H_0 = -\mathcal{L}_2 - \mathcal{L}_3 - (\partial_s - \beta \partial_\varphi)^2.
\]
Using the partial Fourier transform with respect to the variable \( s \), denoted by \( \mathcal{F} \), we can see that \( H_0 \) is unitary equivalent to an analytically fibered operator:
\[
\mathcal{F} H_0 \mathcal{F}^{-1} = \int_\mathbb{R} \mathcal{h}_0(p) dp,
\]
where for any \( p \in \mathbb{R} \)
\[
\mathcal{h}_0(p) = -\Delta_\omega - (ip - \beta \partial_\varphi)^2
\]
is an operator acting in \( H^2(\omega) \cap H^1_0(\omega) \). The family \( \{\mathcal{h}_0(p)\} \) is analytic of type A [5, Lemma 5.1]. Moreover, each operator \( \mathcal{h}_0(p) \) has purely discrete spectrum. Denote by \( \{E_n(p)\} \) the increasing sequence of eigenvalues of \( \mathcal{h}_0(p) \). We can see that the spectrum of \( H_0 \) is purely absolutely continuous and given by
\[
\sigma(H_0) = \bigcup_{n=1}^{\infty} E_n(\mathbb{R}) = [\mathcal{E}_1, \infty),
\]
where for \( n \geq 1 \)
\[
\mathcal{E}_n := \min_{p \in \mathbb{R}} E_n(p).
\]
In particular \( \mathcal{E}_1 \) is the first eigenvalue of \( h_0(0) = -\Delta_\omega - \beta^2 \partial_\varphi^2 \), and the existence of an effective mass has been proved in [4], so we have
\[
E_1(p) = \mathcal{E}_1 + m_\beta p^2 (1 + O(p)), \quad \text{as } p \to 0,
\]
with \( 0 < m_\beta \leq 1 \), the equality holding (i.e., without the remainder term) if \( \beta = 0 \), with \( m_0 = 1 \).
2.3. Stability of the essential spectrum. Suppose that $\varepsilon, \kappa, \tau : \mathbb{R} \to \mathbb{R}$ are non-zero functions of class $C^2$ with exponential decay i.e., for some $\alpha > 0$ they satisfy

\begin{equation}
\kappa(s), \tau(s), \varepsilon(s) = O(e^{-\alpha(s)}),
\end{equation}

where $\langle s \rangle := (1 + s^2)^{1/2}$, and the same assumption holds for their first and second derivatives. Straightforward computations show that

\begin{equation}
H - H_0 \equiv W = f_{0,0} + f_{1,0} \partial_s + f_{0,1} \partial_\phi + f_{1,1} \partial_s \partial_\phi + f_{2,0} \partial_\phi^2 + f_{0,2} \partial_\phi^2,
\end{equation}

where $f_{i,j} \in C^0(\mathbb{R} \times \omega)$ satisfy

\begin{equation}
f_{i,j}(s, t) = O(e^{-\alpha(s)}),
\end{equation}

uniformly with respect to $(s, t) \in \mathbb{R} \times \omega$. The full expression of the $f_{i,j}$ is provided in the Appendix A.1. This decomposition allows us to repeat the argument of [4, Section 4.1] in order to conclude that $H^{-1} - H_0^{-1}$ is compact, and therefore $H$ and $H_0$ have the same essential spectrum, that is

\[ \sigma_{\text{ess}}(H) = [E_1, \infty). \]

3. Main results

We want to make our deformed tube depending on a coupling constant. For $\delta \in [0, 1]$ consider

\[ \hat{\theta}_\delta = \beta + \delta \varepsilon, \quad \kappa_\delta = \delta \kappa \quad \text{and} \quad \tau_\delta = \delta \tau. \]

We define in $D(H)$ the operator given by particularizing (3) to $\theta_\delta, \kappa_\delta$ and $\tau_\delta$:

\begin{equation}
H_\delta = -\partial_\phi^2 - \partial_s^2 - \frac{\delta^2 \kappa^2}{4h_\delta^2} - \left(h_\delta^{-1/2}(\partial_s + (\delta(\tau - \varepsilon) - \beta) \partial_\phi)h_\delta^{-1/2}\right)^2,
\end{equation}

where $h_\delta(s, t) = 1 - \delta \kappa(s)(t_2 \cos \theta_\delta(s) + t_3 \sin \theta_\delta(s))$. Thus, $\delta$ encodes the turning on of the perturbation given by $\theta_\delta, \kappa_\delta$ and $\tau_\delta$. It is clear that $H_1 = H$ and the notation is coherent for $H_0$. Note also that by the previous comments we have $\sigma_{\text{ess}}(H_\delta) = [E_1, \infty)$, and the discrete eigenvalues of $H_\delta$ below $E_1$, are the poles of

\begin{equation}
z \mapsto ((H_\delta - z)^{-1} : L^2(\mathbb{R} \times \omega) \to D(H) \subset L^2(\mathbb{R} \times \omega))
\end{equation}

in $\mathbb{C}\setminus[E_1, +\infty)$. In order to define resonances and to state our first main result, let us settle some notations. Let $\eta$ be an exponential weight of the form

\begin{equation}
\eta(s) = e^{-N\langle s \rangle} \quad \text{with} \quad 0 < N < \frac{\alpha}{2}.
\end{equation}

Set $\mathbb{C}^+ := \{k \in \mathbb{C}; \ \text{Im} \ k > 0\}$ and $\mathbb{C}^{++} := \{k \in \mathbb{C}; \ \text{Im} \ k > 0; \ \text{Re} \ k > 0\}$. Obviously, taking $z = E_1 + k^2$ in (12), we obtain that the function

\[ k \mapsto ((H_\delta - E_1 - k^2)^{-1} : \eta L^2(\mathbb{R} \times \omega) \to \eta^{-1} D(H) \subset \eta^{-1} L^2(\mathbb{R} \times \omega)) \]

is meromorphic on $\mathbb{C}^+$, with poles at $k = i\sqrt{E_1 - \mu} = i\mu^+, \mu \in \sigma_{\text{disc}}(H_\delta)$. Moreover, thanks to the weight $\eta$ this operator valued function admits a meromorphic extension to a neighborhood of $k = 0$:
Theorem 1. Let $\varepsilon, \kappa, \tau : \mathbb{R} \rightarrow \mathbb{R}$ be non-zero $C^2$-functions satisfying (8) and fix a sufficiently small neighborhood of zero $\mathcal{D}$ in $\mathbb{C}$. Then, there exists $\delta_0 > 0$ such that for $\delta \leq \delta_0$, the analytic operator-valued function
\[ C^+ \ni k \mapsto \left( (H_\delta - \mathcal{E}_1 - k^2)^{-1} : \eta L^2(\mathbb{R} \times \omega) \rightarrow \eta^{-1} D(H) \right) \]
adopts a meromorphic extension on $\mathcal{D}$. This function has a unique pole $k(\delta)$ in $\mathcal{D}$, which has multiplicity one and satisfies
\[ k(\delta) = i\mu_1 \delta + O(\delta^2), \quad \mu_1 \in \mathbb{R}. \]
Moreover, if $\psi_1$ is the normalized function satisfying $h_0(0)\psi_1 = \mathcal{E}_1 \psi_1$, setting
\[ F(s) = \int_\omega \left( |\partial_\varphi \psi_1(t)|^2 + \frac{1}{4} |\psi_1(t)|^2 \right) (t_2 \cos(\beta s) + t_3 \sin(\beta s)) \, dt, \]
we have
\[ \mu_1 = \frac{\beta ||\partial_\varphi \psi_1||^2}{\sqrt{m_\beta}} \int_\mathbb{R} (\tau - \varepsilon)(s) \, ds - \frac{\beta^2}{\sqrt{m_\beta}} \int_\mathbb{R} \kappa(s) F(s) \, ds. \]

Further, the pole $k(\delta)$ is a purely imaginary number.

With respect to the variable $z$, the previous result means that
\[ z \mapsto \left( (H_\delta - z)^{-1} : \eta L^2(\mathbb{R} \times \omega) \rightarrow \eta^{-1} L^2(\mathbb{R} \times \omega) \right) \]
admits a meromorphic extension in a neighborhood of $z = \mathcal{E}_1$ on a 2-sheeted Riemann surface where the function $z \mapsto \sqrt{z - \mathcal{E}_1}, \sqrt{-1} = i$, admits an analytic extension.

Remark 2. In the following, since $k(\delta)$ is purely imaginary, for $\delta$ small it will be important to consider the sign of $\mu_1$. If it is positive, then $\mathcal{E}_1 + k(\delta)^2 \in \mathcal{E}_1 + \mathbb{R}_+$ corresponds to an eigenvalue of $H_\delta$ under the bottom of the essential spectrum. On the other side, if $\mu_1$ is negative then the resonance actually lies in the second sheet of the Riemann surface. Such resonance is sometimes called \textit{antibound state} (see [16, Chap. XI.8.F]).

Remark 3. Suppose that for $p_\ast \in \mathbb{R}$, the number $E_n(p_\ast) = \mathcal{E}_\ast$ is a nondegenerate minimum of the band function $E_n$, such that $\mathcal{E}_\ast$ has multiplicity $m_\ast$ as eigenvalue of the operator $-\Delta_\omega - (ip_\ast - \beta \partial_\varphi)^2$, and such that $\mathcal{E}_\ast$ is not a local minimum for all $E_m$ with $m \neq n$. Then, using the same ideas of the proof of the Theorem 1, it is possible to show that there exists a neighborhood of $\mathcal{E}_\ast$ such that inside this neighborhood there are at most $m_\ast$ resonances, and the dependence on $\delta$ is of the form (14).

The ideas of Remark 3 can be made more explicit in the case $\beta = 0$. We decided to present this case in detail for the following reasons: the asymptotic behavior is generically different from the case $\beta \neq 0$; the existence of discrete eigenvalues for asymptotically straight tubes has been studied many times before since [8]; despite this fact there are few results concerning resonances or the upper thresholds in the spectrum of $\sigma(H_0)$.

To begin with, notice that for $\beta = 0$ the operator $H_0$ is just the Laplacian defined in the straight tube, i.e.,
\[ H_0 = -\Delta_{\mathbb{R} \times \omega} = D_s^2 \otimes I_1 - I_s \otimes \Delta_\omega, \]
where we are using the notation $D_s = -i\partial_s$. Let $\mathcal{E}_n$, $n \geq 1$, be the increasing sequence of eigenvalues of $-\Delta_\omega$, counted with multiplicity*. An important difference with the case $\beta \neq 0$ is that this time, it is easy to see that the set of thresholds in the spectrum of $\sigma(H_0)$ correspond precisely with $\{\mathcal{E}_n\}_{n=1}^\infty$. Also, let $\{\psi_n\}_{n=1}^\infty$ be an orthonormal basis of eigenvectors of $-\Delta_\omega$ in $L^2(\omega)$.

Our next theorem is the corresponding of Theorem 1 for $\beta = 0$ and, generically, any threshold $\mathcal{E}_n$.

**Theorem 4.** Let $\varepsilon, \kappa, \tau : \mathbb{R} \to \mathbb{R}$ be non-zero $C^2$-functions satisfying (8) and fix a sufficiently small neighborhood of zero $\mathcal{D}$ in $\mathbb{C}$. Suppose $\mathcal{E}_n$ is a non-degenerate eigenvalue of $-\Delta_\omega$. Then, there exists $\delta_0 > 0$ such that for $\delta \leq \delta_0$, the analytic operator-valued function

$$k \mapsto \left( (H_\delta - \mathcal{E}_n - k^2)^{-1} : \eta L^2(\mathbb{R} \times \omega) \to \eta^{-1} L^2(\mathbb{R} \times \omega) \right)$$

admits a meromorphic extension on $\mathcal{D}$. This function has a unique pole $k_n(\delta)$ in $\mathcal{D}$, which has multiplicity one. Moreover

$$k(\delta) = i\mu_{2,n}\delta^2 + O(\delta^3), \quad (18)$$

where

$$\mu_{2,n} = \frac{1}{8} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n)^2 \langle \psi_q \mid t_2 \psi_n \rangle^2 \langle \kappa \mid (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle$$

$$- \frac{1}{2} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q \mid \partial_x \psi_n \rangle^2 \langle (\tau - \varepsilon) \mid (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} (\tau - \varepsilon) \rangle$$

$$- \frac{1}{2} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q \mid \partial_x \psi_n \rangle \langle \psi_q \mid t_2 \psi_n \rangle \langle \tau - \varepsilon \mid (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle, \quad (19)$$

**Remark 5.** In the particular case $n = 1$ and if $\mu_{2,1} > 0$, this result was previously obtained in [13]. Further, a similar result was obtained in [6] when only twisting is considered, i.e., $\kappa = 0$.

**Remark 6.** In formula (19) when $q < n$, the operator $(D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1}$ has to be understood as the limit of $(D_s^2 + \mathcal{E}_q - \mathcal{E}_n - k^2)^{-1}$, acting in some weighted spaces, when $k \to 0$.

**Remark 7.** We decided to assume that $\mathcal{E}_n$ is a non-degenerate eigenvalue of $\Delta_\omega$ in order to keep the proof simpler. As we noticed in Remark 3 the extension of the resolvent is also possible in the degenerate case, the number of resonances is bounded by the index of degeneracy and the behavior of each resonance is of the type (18) (see [6] for the case $\kappa = 0$).

4. **Meromorphic Extension of the Resolvents**

In this section, we show that the resolvent of the perturbed operator, acting in weighted spaces, can be extended meromorphically in a neighborhood of $\mathcal{E}_1$. Our strategy is to exploit an explicit description of the pole of the resolvent of $H_0$ and then conclude by relating it to the resolvent of $H_\delta$ via a resolvent identity.

*This notation is in agreement with the notation introduced in (6).
We start by setting some notations. For $n \in \mathbb{N}$ and $p \in \mathbb{R}$, denote by $p_n(p)$ the orthogonal projection onto $\ker(h_0(p) - E_n(p))$. Let $\Psi_n(\cdot, p)$ be such that
\[
h_0(p)\Psi_n(\cdot, p) = E_n(p)\Psi_n(\cdot, p), \quad ||\Psi_n(\cdot, p)||_{L^2(\omega)} = 1.
\]
Since the first eigenvalue is non-degenerate $p_1(p) = |\Psi_1(\cdot, p)\rangle \langle \Psi_1(\cdot, p)|$. Moreover, the functions $\Psi_1(\cdot, p)$ can be chosen analytically dependent on $p$.

In addition, using the unitary operator of complex conjugation we can see that the band functions $E_n(p)$ are even for any $n \geq 1$, and for the associated eigenfunctions $\Psi_n(\cdot, p)$, we have
\[
\Psi_n(\cdot, -p) = \overline{\Psi_n(\cdot, p)}, \quad p \in \mathbb{R}.
\]

Since we will mainly need these quantities for $p = 0$, we will use the simplified notation $\psi_n = \Psi_n(\cdot, 0)$ and $\pi_n = p_n(0)$ (Note that this is also coherent with the notation introduced just before Theorem 4 where $\beta = 0$).

For $k \in \mathbb{C}^+$ set
\[
A(k) := \eta(H_0 - E_1 - k^2)^{-1}1_{(-\infty, E_2)}(H_0)\eta
\]
and
\[
B(k) := \eta(H_0 - E_1 - k^2)^{-1}\eta - A(k).
\]
Clearly, the operator-valued function $k \mapsto B(k) : L^2(\mathbb{R} \times \omega) \to D(H)$ admits an analytic extension on $k$, provided that $k^2 \in \mathbb{C}\setminus[E_2 - E_1, +\infty)$, in particular near $k = 0$. For $A$, we have the following meromorphic extension.

**Proposition 8.** There exists a neighborhood $\mathcal{D}$ of zero in $\mathbb{C}$ in which the operator valued function $k \mapsto A(k)$ admits a meromorphic extension on $\mathcal{D}$. This extension has a unique pole at $k = 0$ and has multiplicity one. Further, in the Laurent expansion $A(k) = \sum_{l \geq -1} A_l k^l$ we have
\[
A_{-1} = \frac{i}{2\sqrt{m\beta}}|\eta \otimes \psi_1\rangle \langle \eta \otimes \psi_1|.
\]

**Proof.** We start by noticing that because of (7) and for $|p|$ sufficiently small, say $|p| < \epsilon$, we can write
\[
\sqrt{E_1(p) - E_1} = pd(p),
\]
where $d(p) = m^{1/2} + O(p)$, is analytic for $|p| < \epsilon$.

Without loss of generality, consider $\epsilon < N$ and let $\mathcal{D} \subset \mathbb{C}$ be an open subset of $B(0, \epsilon)$ containing zero and within the bounded part defined by the curve $zd(z)$, where $|z| = \epsilon$. Set also $\epsilon_1$ such that $E_1(\epsilon_1) = E_2$. By the parity of the band functions we have that $E_1((-\epsilon_1, \epsilon_1)) = [E_1, E_2)$.

Now, note that $A(k) = \eta E_1^{-1}\int_{(-\epsilon_1, \epsilon_1)}(E_1(p) - E_1 - k^2)^{-1}p_1(p)dp$. Then its integral kernel is given by
\[
\frac{\eta(s)\eta(s')}{2\pi} \int_{(-\epsilon_1, \epsilon_1)} e^{ip(s-s')}\Psi_1(t, p)\Psi_1(t', p)(E_1(p) - E_1 - k^2)^{-1}dp.
\]
Take $\epsilon < \epsilon_1$. For $k \in \mathcal{D} \cap \mathbb{C}^+$, using (23) and the analytic properties of $\Psi_1$ with respect to $p$, we have

$$
\int_{[-\epsilon, \epsilon]} e^{ip(s-s')} \Psi_1(t, p) \Psi_1(t', p) (p^2 d(p)^2 - k^2)^{-1} dp = \frac{1}{2k} \int_{[-\epsilon, \epsilon]} e^{ip(s-s')} \Psi_1(t, p) \Psi_1(t', p) \left( \frac{1}{p d(p) - k} - \frac{1}{p d(p) + k} \right) dp
$$

$$
= \frac{1}{2k} \left( - \int_{\gamma_1} e^{iz(s-s')} \Psi_1(t, z) \Psi_1(t', z) \frac{z d(z) - k}{z d(z) + k} dz + \int_{\gamma_2} e^{iz(s-s')} \Psi_1(t, z) \Psi_1(t', z) \frac{z d(z) + k}{z d(z) + k} dz \right)
$$

where we have used the Cauchy formula for the curves $\gamma_1(t) = e^{-it}$, $0 < t < \pi$, and $\gamma_2(t) = e^{it}$, $0 < t < \pi$. Consider the operator with integral kernel depending on $k$ given by

$$
\eta(s) \eta(s') \left( - \int_{\gamma_1} e^{iz(s-s')} \Psi_1(t, z) \Psi_1(t', z) \frac{z d(z) - k}{z d(z) + k} dz + \int_{\gamma_2} e^{iz(s-s')} \Psi_1(t, z) \Psi_1(t', z) \frac{z d(z) + k}{z d(z) + k} dz \right).
$$

For every $k \in \mathcal{D}$, this operator is bounded from $L^2(\mathbb{R} \times \omega)$ to $D(H)$ and due to our choice of $\epsilon$ and $\mathcal{D}$ it depends analytically on $k$. This implies that $\Psi(k)$ has a meromorphic extension from $\mathcal{D} \cap \mathbb{C}^+$ to $\mathcal{D}$ with a unique pole at zero (the integral over $(-\epsilon_1, \epsilon_1) \setminus [-\epsilon, \epsilon]$ is clearly analytic).

Finally, to compute $A_{-1}$ we just need to evaluate the above line integral at $k = 0$, obtaining the integral kernel

$$
\eta(s) \eta(s') \int_{\gamma} e^{iz(s-s')} \Psi_1(t, z) \Psi_1(t', z) \frac{z d(z)}{z d(z) + k} dz = \frac{i}{2 \sqrt{m_0}} \eta(s) \eta(s') \Psi_1(t, 0) \Psi_1(t', 0)
$$

(here $\gamma = e^{it}$, $0 < t < 2\pi$). This kernel obviously defines a rank one operator, in consequence the pole at zero has multiplicity one.

From the previous Proposition and (21), we can see that

$$
\eta(H_0 - \mathcal{E}_1 - k^2)^{-1} \eta = \frac{A_{-1}}{k} + F(k),
$$

where $F(k) := \sum_{l=0}^{\infty} A_l k^l + B(k)$ can be extended analytically from $k \in \mathcal{D} \cap \mathbb{C}^+$ to $k \in \mathcal{D}$, in $\mathcal{L}(L^2(\mathbb{R} \times \omega), D(H))$.

We will denote the meromorphic extension of $\eta(H_0 - \mathcal{E}_1 - k^2)^{-1} \eta$ to $\mathcal{D}$ by $\eta R_0(k) \eta$.

Let us now consider the problem of extending the resolvent of $H_\delta$. Set

$$
W_\delta = H_\delta - H_0.
$$

Then, as in (9), we have the decomposition $W_\delta = \sum_{0 \leq i, j \leq 2} f_{i,j}(\delta) \partial_{i,j}$, where $f_{i,j}(\delta)(s, t) = O(\delta^{-\alpha(s)})$. This, combined with (13), ensures that

$$
\eta^{-1} W_\delta \eta^{-1} \in \mathcal{L}(D(H), L^2(\mathbb{R} \times \omega)).
$$

Moreover, $W_\delta \psi_n$ is well defined and satisfies

$$
(W_\delta \psi_n)(s, t) = \delta e^{-\alpha(s)} (\tilde{g} + O(1)),
$$

uniformly with respect to $(s, t) \in \mathbb{R} \times \omega$ and with $\tilde{g}$ bounded and independent of $\delta$ (see the Appendix A.1).
Next, consider the following identity valid for \( k \in \mathbb{C}^+ \)
\[
(28) \quad \eta(H_\delta - \mathcal{E}_1 - k^2)^{-1} \eta = \eta R_0(k)\eta \left( \text{Id} + \eta^{-1}W_\delta \eta^{-1} \eta R_0(k)\eta \right)^{-1}.
\]
This identity motivates the following preparatory Lemma for which we need to define
\[
(29) \quad \Phi_\delta := \frac{i}{2\sqrt{m_\beta}} \eta^{-1}W_\delta \psi_1.
\]

**Lemma 9.** There exists a neighborhood \( \mathcal{D} \) of zero and \( \delta_0 > 0 \) such that for any \( 0 < \delta \leq \delta_0 \) and \( k \in \mathcal{D}\setminus\{0\} \)
\[
\eta^{-1}W_\delta \eta^{-1} \eta R_0(k)\eta = \frac{1}{k} K_0(\delta) + T(\delta, k),
\]
where \( K_0(\delta) \) is the rank one operator
\[
(30) \quad K_0(\delta) = |\Phi_\delta \otimes \eta \psi_1|,
\]
and \( \mathcal{D} \ni k \mapsto (T(\delta, k): L^2(\mathbb{R} \times \omega) \to L^2(\mathbb{R} \times \omega)) \) is an analytic operator-valued function. Moreover,
\[
(31) \quad \sup_{k \in \mathcal{D}} \|T(\delta, k)\| = O(\delta).
\]

**Proof.** Taking into account (24) define
\[
(32) \quad K_0(\delta) := \eta^{-1}W_\delta \eta^{-1} A_{-1}
\]
and
\[
(33) \quad T(\delta, k) := \eta^{-1}W_\delta \eta^{-1} F(k).
\]
Thanks to (27) and (22), \( K_0(\delta) \) is well defined and satisfies (30). Then the Lemma follows from (26) and \( F(k) \in \mathcal{L}(L^2(\mathbb{R} \times \omega), \mathcal{D}(H)) \) (see after (24)). \( \square \)

Now we are in condition to prove the main result of this section, namely the existence of a meromorphic extension of the resolvent of the full Hamiltonian in a neighborhood of the bottom of its spectrum.

**Proposition 10.** There exists a neighborhood \( \mathcal{D} \) of zero in \( \mathbb{C} \), and \( \delta_0 > 0 \) such that for \( \delta < \delta_0 \) the operator valued function \( k \mapsto \eta(H_\delta - \mathcal{E}_1 - k^2)^{-1} \eta \) admits a meromorphic extension on \( \mathcal{D} \). We write this extension by \( \eta R(k)\eta \).

**Proof.** Consider the identity (28), and note that from Lemma 9 for \( k \in \mathcal{D}\setminus\{0\} \) and \( \delta \) sufficiently small we can write
\[
(34) \quad \left( \text{Id} + \eta^{-1}W_\delta R_0(k)\eta \right) = \left( \text{Id} + T(\delta, k) \right) \left( \text{Id} + \frac{1}{k} (\text{Id} + T(\delta, k))^{-1} K_0(\delta) \right).
\]
For \( k \in \mathcal{D}\setminus\{0\} \) let us set the rank one operator
\[
K := \frac{1}{k} (\text{Id} + T(\delta, k))^{-1} K_0(\delta) = \frac{1}{k} (\text{Id} + T(\delta, k))^{-1} \Phi_\delta \otimes \eta \otimes \psi_1,
\]
and define
\[
(35) \quad \nu_\delta(k) := \langle \eta \otimes \psi_1 | (\text{Id} + T(\delta, k))^{-1} \Phi_\delta \rangle.
\]
Note that if $\nu_\delta(k) \neq 0$, then $\frac{\nu_\delta(k)}{k}$ in the only non zero eigenvalue of $K$. The inverse of $(\text{Id} + K)$ is of the form
\begin{equation}
(\text{Id} + K)^{-1} = \Pi^\perp_\delta + \frac{k}{k + \nu_\delta(k)} \Pi_\delta,
\end{equation}
where $\Pi^\perp_\delta$ is the projection onto $(\text{span } \{\eta \otimes \psi_1\})^\perp$ into the direction $\tilde{\Phi}_\delta$ and $\Pi_\delta = \text{Id} - \Pi^\perp_\delta$.

Define $k(\delta)$ as the solutions of $k + \nu_\delta(k) = 0$. In consequence, putting together (28), (24), (34) and (36) we obtain that for all $k \in \mathcal{D} \setminus \{0, k(\delta)\}$
\begin{equation}
\eta(H_\delta - \mathcal{E}_1 - k^2)^{-1} \eta = \left(\frac{1}{k} A_{-1} + F(k)\right) \left(\Pi^\perp_\delta + \frac{k}{k + \nu_\delta(k)} \Pi_\delta\right) (\text{Id} + T(\delta, k))^{-1}.
\end{equation}
By the definition of $\Pi^\perp_\delta$ and $A_{-1}$, we have that $A_{-1} \Pi^\perp_\delta = 0$ and then:
\begin{equation}
\eta(H_\delta - \mathcal{E}_1 - k^2)^{-1} \eta = \frac{1}{k + \nu_\delta(k)} \left( A_{-1} + k F(k) \right) \Pi_\delta (\text{Id} + T(\delta, k))^{-1} + F(k) \Pi^\perp_\delta (\text{Id} + T(\delta, k))^{-1}.
\end{equation}
Therefore, for $\delta$ sufficiently small, by the analyticity of $F(k)$ and Lemma 9, $k \mapsto \eta(H_\delta - \mathcal{E}_1 - k^2)^{-1} \eta$ admits a meromorphic extension to $\mathcal{D}$. □

5. PROOF OF THEOREM 1 ($\beta \neq 0$)

In this section, we provide the proof of Theorem 1. We start by collecting some information about the behavior of the quantity $\nu_\delta$ defined in (35). First, in Lemma 11, we derive its asymptotic behavior while in Lemma 12 we obtain a property that will allow us to show that the pole is purely imaginary.

Lemma 11. Let $\mathcal{D}$ and $\delta_0$ be as in Proposition 10. Then for $k \in \mathcal{D}$ and $\delta \in [0, \delta_0]$ we have:
\begin{equation}
\nu_\delta(k) = -i \mu_1 \delta - i \mu_2 \delta^2 + k \delta^2 g_\delta(k) + O(\delta^3),
\end{equation}
where $\mu_1$ is given in (16), $\mu_2$ is a real number and $g_\delta$ is an analytic function.

Proof. First note that by the Neumann series and (31)
\begin{align*}
(\text{Id} + T(\delta, k))^{-1} &= \text{Id} - T(\delta, k) + O(\delta^2) \\
&= \text{Id} - T(\delta, 0) + k G(\delta, k) + O(\delta^2),
\end{align*}
where $G$ is analytic with uniformly bounded norm in $\delta$ small and $k \in \mathcal{D}$. Then
\begin{equation}
\nu_\delta(k) = \frac{i}{2\sqrt{m_\beta}} \langle \psi_1 \eta | \eta^{-1} W_\delta \psi_1 \rangle - \frac{i}{2\sqrt{m_\beta}} \langle \psi_1 \eta | T(\delta, 0) \eta^{-1} W_\delta \psi_1 \rangle + k \delta^2 g_\delta(k) + O(\delta^3),
\end{equation}
where we used (27) and (31). By (27), since $T(\delta, 0) = \eta^{-1} W_\delta \eta^{-1} F(0)$, to find $\mu_1$ we need only the first asymptotic term of $\langle \psi_1 \eta | \eta^{-1} W_\delta \psi_1 \rangle$. We therefore have $\mu_1 = -\frac{1}{2\sqrt{m_\beta}} \tilde{\mu}_{1,1}$, where $\tilde{\mu}_{1,1}$ is computed in Lemma 13 in the Appendix (A.2). Further, $\mu_2$ comes from the second term of $\langle \psi_1 \eta | \eta^{-1} W_\delta \psi_1 \rangle$ and from the main term of $\langle \psi_1 \eta | T(\delta, 0) \eta^{-1} W_\delta \psi_1 \rangle$ and is hence real. □

Lemma 12. For all $\alpha$ real and small
\begin{equation}
iv_\delta(i\alpha) \in \mathbb{R}.
\end{equation}
Proof. First, we will prove that $F(i\alpha)$ is self-adjoint. To do that recall that $F(k) = A(k) - \frac{A_{-1}}{k} + B(k)$. Since $B(i\alpha) = \eta f(H_0)\eta$ for $f(x) = (x - \mathcal{E}_1 + \alpha^2)^{-1}1_{[\mathcal{E}_2, \infty)}(x)$, it is obviously self-adjoint.

From Proposition 8 we have that the kernel of $A(i\alpha) - \frac{A_{-1}}{i\alpha}$ is

$$
\langle \Psi_1(t, 0)\psi_1(t', 0) \rangle = \int_{-\epsilon_1, \epsilon_1} \frac{e^{i\pi s - s'}\Psi_1(t, p)\Psi_1(t', p)}{2\pi E_1(p) - \mathcal{E}_1 + \alpha^2} dp.
$$

Moreover, making a change of variables for $\alpha \neq 0$, using the parity of the band functions and the property (20) we obtain

$$
\int_{-\epsilon_1, \epsilon_1} \frac{e^{i\pi s - s'}\Psi_1(t, p)\Psi_1(t', p)}{E_1(p) - \mathcal{E}_1 + \alpha^2} dp = \int_0^{\epsilon_1} 2 \Re\left(\frac{e^{i\pi s - s'}\Psi_1(t, p)\Psi_1(t', p)}{E_1(p) - \mathcal{E}_1 + \alpha^2} \right) dp,
$$

which is real and symmetric. Also notice that $\Psi_1(t, 0)$ is real valued. This gives us the self-adjointness of $A(i\alpha) - \frac{A_{-1}}{i\alpha}$.

Now, recall that $\nu_\delta(k) := \frac{i}{2\pi} \langle \psi_1|\eta|\langle \psi_1|\psi_1 \rangle \rangle$, then using the Neumann series it is enough to show that $\langle \psi_1|T(\delta, k)^n\eta^{-1}W_\delta\psi_1 \rangle$ is real valued for all $n \in \mathbb{N}$ when $k = i\alpha$. But since $T(\delta, k) = \eta^{-1}W_\delta\eta^{-1}F(k)$, denoting by $A := F(i\alpha)$, and $B := \eta^{-1}W_\delta\eta^{-1}$, we have

$$
\langle \psi_1|T(\delta, k)^n\eta^{-1}W_\delta\psi_1 \rangle = \langle W_\delta\psi_1|\eta^{-1}ABA...ABA\eta^{-1}W_\delta\psi_1 \rangle,
$$

which is real because of the self-adjointness of $A$ and $B$. □

Proof of Theorem 1. The meromorphic extension of the resolvent to $D$ was obtained in Proposition 10. Let us prove that there is only one pole inside $D$. Consider a circle $\gamma$ within $D$ and take the analytic functions $f(k) := k + \nu_\delta(k)$ and $g(k) := k$. Then, since the radius of $\gamma$ is fixed, taking $\delta$ small and using Lemma 11 we have that

$$
|f - g| < |g|
$$

on $\gamma$. Thus, Rouche’s Theorem implies the existence of a unique solution of the equation $k + \nu_\delta(k) = 0$ inside $\gamma$.

The behavior (14) follows immediately from Lemma 11. The multiplicity of $k(\delta)$ is the rank of the residue of $\eta R_\delta(k)\eta$, which from (37) is giving by the rank of $(A_{-1} + k(\delta)F(k(\delta)))\Pi_\delta$. By the definition of $\Pi_\delta$ the rank of $(A_{-1} + k(\delta)F(k(\delta)))\Pi_\delta$ is at most one. By (14), for $\delta$ small, this rank is equal to the rank of $A_{-1}\Pi_\delta$ which is one if $\nu_\delta(k) \neq 0$. If $\nu_\delta(k) = 0$, in the proof of Proposition 10, the equality (36) becomes $(\Id + K)^{-1} = \Pi_\delta^1 + \Pi_\delta = \Id$. Therefore (28) implies that $k = 0$ is the unique pole of the resolvent of $H_\delta$, and has multiplicity one by Proposition 8.

Finally, to see that $k(\delta)$ is purely imaginary, consider the real-valued function $t(x) = i(x + \nu_\delta(i\alpha))$, $x \in \mathbb{R}$ (have in mind Lemma 12). Applying Lemma 11, if $t_{\mu_1} \neq 0$, we have that $t(0)$ and $t(i2\mu_1\delta)$ have different signs, for $\delta$ small. In consequence, $t$ has a root of modulus smaller than $2|\mu_1\delta|$. By the uniqueness proved above, this root is $ik(\delta)$. If $\mu_1 = 0$, again by Lemma 11, $\nu_\delta(\pm \delta) = O(\delta^2)$, therefore $t(\delta)$ and $t(-\delta)$ have different signs for $\delta$ small. Arguing as before we conclude the proof of the Theorem. □
6. Proof of Theorem 4 (β = 0)

Proof of Theorem 4. First note that from (17), we have that for \( k \in \mathbb{C}^+ \)
\[
(H_0 - \mathcal{E}_n - k^2)^{-1} = \sum_{q \geq 1} (D_3^2 + (\mathcal{E}_q - \mathcal{E}_n) - k^2)^{-1} \otimes \pi_q.
\]  
(39)

Thus, the meromorphic extension of \( \eta(H_0 - \mathcal{E}_n - k^2)^{-1} \eta \) is explicit. Indeed, from (39), the operator \( \sum_{q \geq n} (D_3^2 + (\mathcal{E}_q - \mathcal{E}_n) - k^2)^{-1} \otimes \pi_q = 1_{[\mathcal{E}_{n+1}, \infty)}(H_0) \) has an obvious analytic extension. Further, for \( q \leq n \) the kernel of \( (D_3^2 + (\mathcal{E}_q - \mathcal{E}_n) - k^2)^{-1} \) is explicitly given by
\[
\frac{i}{2\sqrt{k^2 + \mathcal{E}_n - \mathcal{E}_q}} e^{i|s| |s'| \sqrt{k^2 + \mathcal{E}_n - \mathcal{E}_q}}.
\]
For \( q < n \), these kernels define operators analytically dependent on \( k \) in a neighborhood of 0. For the case \( q = n \), the operator \( A_n(k) := (D_3^2 - k^2)^{-1} \eta \otimes \pi_n \) has a meromorphic extension with a unique pole at zero, which has multiplicity one. In conclusion, denoting by \( B_n(k) := \sum_{q \neq n} (D_3^2 + (\mathcal{E}_q - \mathcal{E}_n) - k^2)^{-1} \otimes \pi_q \), we have the meromorphic extension
\[
\eta(H_0 - \mathcal{E}_n - k^2)^{-1} \eta = \frac{1}{k} A_{n-1} + F_n(k),
\]
where \( A_{n-1} \) has integral kernel \( \frac{1}{2 \pi} \eta(s') \eta(s) \psi_n(t') \psi_n(t) \) and \( F_n(k) = A_n(k) - \frac{1}{k} A_{n-1} + B_n(k) \) is analytic in a neighborhood of zero.

Next, the proof of the extension of the resolvent of \( (H_\delta - \mathcal{E}_n - k^2)^{-1} \) to a neighborhood of zero \( \mathcal{D} \) works mutatis mutandis the proof of Proposition 10. Also, since we are assuming that \( \mathcal{E}_n \) is a non-degenerate eigenvalue of \( \Delta_\omega \), the proof of the uniqueness of the pole in \( \mathcal{D} \) works similarly as well.

Recalling that if \( \beta = 0 \) we have \( m_\beta = 1 \), we define
\[
\Phi_{n,\delta} := \frac{i}{2} \eta^{-1} W_\delta \psi_n, \quad T_n(\delta, k) := \eta^{-1} W_\delta \eta^{-1} F_n(k)
\]
and
\[
\nu_{n,\delta}(k) := \langle \eta \otimes \psi_n | (\text{Id} + T_n(\delta, k))^{-1} \Phi_{n,\delta} \rangle.
\]
As in Lemma 11 we have that \( \nu_{n,\delta}(k) = -i \mu_{2,n} \delta^2 + k \delta^2 g_\delta(k) + O(\delta^3) \) (the term of order \( \delta \) is zero due to \( \beta = 0 \)). To compute \( \mu_{2,n} \) we need to consider the second order term of
\[
-\frac{1}{2} \langle \psi_n \eta | \eta^{-1} W_\delta \psi_n \rangle + \frac{1}{2} \langle \psi_n \eta | T_n(\delta, 0) \eta^{-1} W_\delta \psi_n \rangle = -\frac{1}{2} \langle \psi_n | W_\delta \psi_n \rangle + \frac{1}{2} \langle W_\delta \psi_n | \eta^{-1} F(0) \eta^{-1} W_\delta \psi_n \rangle,
\]
where the first inner product in the right hand side needs to be understand as a duality. First, from Lemma 13 in the Appendix
\[
- \langle \psi_n | W_\delta \psi_n \rangle = \left( \| \kappa \|^2 - \frac{\| \kappa \|}{2} t_2 \psi_n + (\tau - \epsilon) \partial_\varphi \psi_n \right) \delta^2 + O(\delta^3).
\]
Now, let us consider the term given by \( \langle W_\delta \psi_n | \eta^{-1} F(0) \eta^{-1} W_\delta \psi_n \rangle \). The integral kernel of the operator \((A_n(k) - \frac{1}{k} A_{n-1}) |_{k=0}\) is
\[
-\frac{|s-s'|}{2} \eta(s') \eta(s) \psi_n(t') \psi_n(t).
\]

Also, note that from the proof of Lemma 13 in the Appendix we obtain
\[
W_\delta \psi_n = \left( -\frac{1}{2} \dot{\kappa}_t \psi_n + (\dot{\epsilon} - \dot{\tau}) \partial_\psi \psi_n \right) \delta + O(\delta^2).
\]

In consequence, since \( \psi_n \) is orthogonal to \( \partial_\psi \psi_n \), using (41) we obtain
\[
\langle W_\delta \psi_n | (A_n(k) - \frac{1}{k} A_{n-1}) |_{k=0} W_\delta \psi_n \rangle = -\delta^2 \int_{\mathbb{R}^2} \frac{|s-s'|}{8} \kappa(s') \kappa(s) ds' ds \left( \int t_2 \psi_n(t)^2 dt \right)^2 + O(\delta^3)
\]
\[
= \frac{\delta^2}{4} \| \kappa \|^2 \langle \psi_n | t_2 \psi_n \rangle^2 + O(\delta^3)
\]

Further, we compute
\[
\langle W_\delta \psi_n | \eta^{-1} B_n(0) \eta^{-1} W_\delta \psi_n \rangle
\]
\[
= \delta^2 \left( \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\dot{\epsilon} - \dot{\tau}) \partial_\psi \psi_n \right) \right) \sum_{q \neq n} \left( (D_q^2 + (E_q - E_n))^{-1} \otimes \pi_q \right) \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\dot{\epsilon} - \dot{\tau}) \partial_\psi \psi_n \right) + O(\delta^3)
\]
\[
= \delta^2 \left( \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\tau - \epsilon) \partial_\psi \psi_n \right) \right) \sum_{q \neq n} \left( I_q \otimes \pi_q \right) \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\tau - \epsilon) \partial_\psi \psi_n \right) + O(\delta^3)
\]
\[
-\delta^2 \left( \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\tau - \epsilon) \partial_\psi \psi_n \right) \right) \sum_{q \neq n} (E_q - E_n) \left( (D_q^2 + (E_q - E_n))^{-1} \otimes \pi_q \right) \left( \frac{1}{2} \dot{\kappa}_t \psi_n + (\tau - \epsilon) \partial_\psi \psi_n \right),
\]

where we have integrated by parts in the variable \( s \) and then added and subtracted in each term the operator \((E_q - E_n)((D_q^2 + (E_q - E_n))^{-1} \otimes \pi_q))\).

The first term in the last equality is equal to
\[
\delta^2 \left( \frac{\dot{\kappa}}{2} \right)^2 \sum_{q \neq n} |\langle t_2 \psi_n | \psi_q \rangle|^2 + \delta^2 \| \tau - \epsilon \|^2 \sum_{q \neq n} |\langle \psi_q | \partial_\psi \psi_n \rangle|^2 + \delta^2 \left( \frac{\dot{\kappa}}{2} \right)^2 |\tau - \epsilon \|^2 \sum_{q \neq n} \langle \psi_q | t_2 \psi_n \rangle \langle \psi_q | \partial_\psi \psi_n \rangle
\]
\[
= \delta^2 \left( \frac{\dot{\kappa}}{2} \right)^2 \left( \| t_2 \psi_n \|^2 - \langle \psi_n | t_2 \psi_n \rangle \right) + \delta^2 \| \tau - \epsilon \|^2 \| \partial_\psi \psi_n \|^2 + \delta^2 \left( \frac{\dot{\kappa}}{2} \right)^2 |\tau - \epsilon \|^2 \langle t_2 \psi_n | \partial_\psi \psi_n \rangle.
\]

(44) \[
= \delta^2 \left( \frac{\dot{\kappa}}{2} t_2 \psi_n + (\tau - \epsilon) \partial_\psi \psi_n \right)^2 - \langle \psi_n | t_2 \psi_n \rangle |\frac{\dot{\kappa}}{2}|^2
\]

Putting together (40), (42), (43), (44) we get
\[
\mu_{2,n} = \frac{1}{8} ||\kappa||^2 - \frac{1}{2} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q | \partial_\varphi \overline{\psi}_n \rangle^2 \left( (\tau - \varepsilon) (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} (\tau - \varepsilon) \right)
\]
\[-\frac{1}{8} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 \langle \kappa | (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle
\]
\[-\frac{1}{2} \sum_{q \neq n} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q | t_2 \overline{\psi}_n \rangle \langle \psi_q | \partial_\varphi \overline{\psi}_n \rangle (\tau - \varepsilon) (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle.
\]
To finish, in the second sum integrate by parts in the variable \(s\) again, obtaining
\[
\sum_{n \geq 2} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 \langle \kappa | (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle
\]
\[= ||\kappa||^2 \sum_{n \geq 1} (\mathcal{E}_q - \mathcal{E}_n) \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 - \sum_{n \geq 2} (\mathcal{E}_q - \mathcal{E}_n)^2 \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 \langle \kappa | (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle
\]
\[= ||\kappa||^2 \langle -\Delta_\varphi - \mathcal{E}_1 | t_2 \overline{\psi}_n \rangle - \sum_{n \geq 1} (\mathcal{E}_q - \mathcal{E}_n)^2 \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 \langle \kappa | (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle
\]
\[= ||\kappa||^2 - \sum_{n \geq 2} (\mathcal{E}_q - \mathcal{E}_n)^2 \langle \psi_q | t_2 \overline{\psi}_n \rangle^2 \langle \kappa | (D_s^2 + \mathcal{E}_q - \mathcal{E}_n)^{-1} \kappa \rangle.
\]
this will finally give us (19). \(\square\)

7. Discussion

In the statement of Theorems 1 and 4 appear several different quantities that determine the constants \(\mu_1\) and \(\mu_2\). In order to understand better the influence of the curvature and twisting on these constants, we will consider some different cases separately and make some comments about them.

7.1. Theorem 1, \(\kappa = 0\). In this situation we obtain \(\mu_1 = -\frac{\beta}{\sqrt{m_\beta}} \| \partial_\varphi \psi_1 \|^2 \int_\mathbb{R} \varepsilon \, ds\), which implies that the existence of a bound state or an anti-bound state near \(\mathcal{E}_1\) depends on the sign of \(\int_\mathbb{R} \varepsilon (s) \, ds\). In particular, using that
\[
\delta \varepsilon = \dot{\delta} - \beta = \frac{\dot{\delta}^2 - \beta^2}{\dot{\delta} + \beta} = \frac{\dot{\delta}^2 - \beta^2}{2\beta} + O(\delta^2),
\]
it can be easily seen that
\[
k(\delta) = \frac{-i}{2\sqrt{m_\beta}} \| \partial_\varphi \psi_1 \|^2 \int_\mathbb{R} (\dot{\delta}^2 - \beta^2) \, ds + O(\delta^2),
\]
in agreement with the articles [11, 3]. In particular in [11], with a slightly different notation, it is shown that if \(\int_\mathbb{R} (\dot{\delta}^2 - \beta^2) \, ds \leq 0\) then we obtain eigenvalues while in [3] they prove a Hardy inequality under the assumption \(\beta \varepsilon \geq 0\) (that correspond to \(\int_\mathbb{R} (\dot{\delta}^2 - \beta^2) \, ds > 0\)). What we have
shown is that in the last case we have an antibound state. Moreover, it is possible to compute the term of order \( \delta^2 \) if we assume for example that \( \varepsilon \) is odd. In this case \( \mu_1 = 0 \) and

\[
\mu_2 = \int_{\mathbb{R}} \sum_{q=1}^{\ell} \frac{p^2}{E_q(p) - E_n} \langle \Psi_n(p) | 2\beta \tilde{E} \psi_1 - \varepsilon \partial_x \psi_1 \rangle^2 dp - ||\partial_x \psi_1||^2 \int_{\mathbb{R}} |\varepsilon(p)|^2 dp,
\]

where \( E(s) = \int_{-\infty}^{s} \varepsilon(r)dr. \) However, we were not able to find the sign of \( \mu_2 \), which would help us to see whether the condition \( \int_{\mathbb{R}} (\tilde{\theta}^2 - \beta^2) ds \geq 0 \) is optimal or order to obtain eigenvalues below the bottom of the essential spectrum.

7.2. Theorem 1, \( \int \tau - \varepsilon = 0 \). In this case \( \mu_1 = -\frac{\beta^2}{2} \int_{\mathbb{R}} \kappa(s) F(s) ds \), which will give us bound states or anti-bound states depending on the interaction between \( \kappa \) and \( F \). If the function \( F \) is not zero everywhere, we can construct a waveguide such the interaction term is positive (respectively, negative) by choosing \( \kappa \) with support when \( F \) is positive (respectively, negative). This implies in particular that bending does not act necessarily as an attractive potential for periodically twisted tubes.

If \( \int \tau - \varepsilon \neq 0 \), we can play with the constant \( \beta \) to get bound or anti-bound states. For example if \( \beta \) is small the main contribution will come from \( \int \tau - \varepsilon \), or even we can have \( \mu_1 = 0 \).

7.3. Theorem 4. Unless the previous case, for the non-periodically twisted deformed tube, it is known that bending acts as an attractive potential and twisting as a repulsive potential (see [14] for a review). In consequence, when only bending is considered, we know that there exists at least one discrete eigenvalue below \( \mathcal{E}_1 \) [8, 12]. In that case, our formulas (18)-(19) show that we have an eigenvalue of \( H_\delta \) of the form

\[
\mathcal{E}_1 = \frac{1}{64} \left( \sum_{q \neq 1} (\mathcal{E}_q - \mathcal{E}_1)^2 \langle \psi_1 | t_2 \psi_1 \rangle^2 \langle \kappa | (\mathcal{D}_s^2 + \mathcal{E}_q - \mathcal{E}_1)^{-1} \kappa \rangle \right)^2 \delta^4 + O(\delta^5),
\]

which coincides with [12, Theorem 2.2].

With our result we can say more than that, for instance taking \( n = 2 \), Theorem 4 yields that the resonance near \( \mathcal{E}_2 \) satisfies

\[
k(\delta) = -\frac{i}{8} \sum_{q \neq 2} (\mathcal{E}_q - \mathcal{E}_2)^2 \langle \psi_1 | t_2 \psi_2 \rangle^2 \langle \kappa | (\mathcal{D}_s^2 + \mathcal{E}_q - \mathcal{E}_2)^{-1} \kappa \rangle \delta^2 + O(\delta^3).
\]

The real part of the \( \delta^2 \) term can come only from \( i\langle \kappa | (\mathcal{D}_s^2 + \mathcal{E}_1 - \mathcal{E}_2)^{-1} \kappa \rangle \), for which it is easy to give conditions such that this is not equal to zero. In this situation we will have a resonance which is not an anti-bound state. A related interesting question is if it is possible to choose \( \kappa, \tau \) and \( \varepsilon \) such that instead of a resonance we produce an embedded eigenvalue.

In conclusion, what we have shown in (18)-(19) is how the two deformations quantitatively compete to produce resonances, in the regime of a weak coupling constant. The third term in (19) appear as an interaction between the two effects.
A.1. The perturbation as a second order differential operator. In this appendix we give some explicit computations that are straightforward. For simplicity we set \( \xi(s) := \tau(s) - \epsilon(s) - \beta \). Also it is easy to see that \( \tilde{h}(s, t) = 1 - \kappa(s)(t_2 \cos(\theta(s)) + t_3 \sin(\theta(s))) \) satisfies
\[
(\partial_\varphi \tilde{h})(s, t) = \kappa(s)(t_3 \cos(\theta(s)) - t_2 \sin(\theta(s))) =: \tilde{h}(s, t) \quad \text{and} \quad \partial_\varphi \tilde{h} = 1 - \tilde{h}.
\]
With this we can start computing an expression for \( W \). Here we systematically use the notation \( \tilde{f} = \partial_s f \) and \( \tilde{\tilde{f}} = \partial_\varphi f \). By definition we have:
\[
W = -\frac{\kappa^2}{4h^2} - (h^{-\frac{1}{2}}(\partial_s + \xi \partial_\varphi)h^{-\frac{1}{2}})^2 + \partial_s^2 - 2\beta \partial_s \partial_\varphi + \beta^2 \partial_\varphi^2
\]
Noticing that
\[
h^{-\frac{1}{2}}(\partial_s + \xi \partial_\varphi)h^{-\frac{1}{2}} = \frac{1}{h} \partial_s + \frac{\xi}{h} \partial_\varphi - \frac{\dot{h} + \xi \dot{h}}{2h^2},
\]
we get
\[
\left( h^{-\frac{1}{2}}(\partial_s + \xi \partial_\varphi)h^{-\frac{1}{2}} \right)^2 = \frac{1}{h^2} \partial_s^2 - \frac{\dot{h}}{h^3} \partial_s + h^3 \frac{\xi}{h^2} \partial_s \partial_\varphi + \left( \frac{\xi}{h^2} - \frac{\xi h}{h^3} \right) \partial_\varphi = \frac{\dot{h} + \xi \dot{h}}{2h^3} \partial_s - \frac{\dot{h} + \xi \dot{h} + \xi \ddot{h}}{h^4} + \frac{\ddot{h} + \xi \ddot{h}}{h^4} + \frac{\dot{h} + \xi \dot{h} + \xi \ddot{h}}{h^4} + \frac{\dot{h} + \xi \dot{h} + \xi \ddot{h} + \xi \dddot{h}}{h^4}.
\]
Then, writing
\[
(45) \quad W = f_{0,0} + f_{1,0} \partial_s + f_{0,1} \partial_\varphi + f_{1,1} \partial_s \partial_\varphi + f_{2,0} \partial_s^2 + f_{0,2} \partial_\varphi^2
\]
we obtain
\[
f_{0,0} = -\frac{\kappa^2}{4h^2} + \frac{\ddot{h}}{2h^3} + \frac{\ddots}{h^3} - \frac{5\dot{h}^2}{2h^4} - \frac{5\xi \ddot{h}}{2h^4} + \frac{\xi^2 (1 - \tilde{h})}{2h^3} - \frac{5\xi \ddot{h}^2}{2h^4};
\]
\[
f_{1,0} = \frac{2\ddots}{h^3} + \frac{2\xi \ddot{h}}{h^3};
\]
\[
f_{0,1} = \frac{2\xi \ddot{h}}{h^3} + \frac{2\xi^2 \ddot{h}}{h^3} - \frac{\dot{\ddots}}{h^2};
\]
\[
f_{1,1} = -2\beta - \frac{2\xi}{h^2};
\]
\[
f_{2,0} = 1 - \frac{1}{h^2};
\]
\[
f_{0,2} = \beta^2 - \frac{\xi^2}{h^2}.
\]
A.2. Asymptotics of the coefficient in the perturbative regime. We are now interested in the asymptotic behavior of \( \langle \eta \otimes \psi_n | \eta^{-1} W_\delta \psi_n \rangle = \langle \psi_n | W_\delta \psi_n \rangle \) as \( \delta \to 0 \). For this we need to make appear the \( \delta \)-dependence in the previous expressions. We set \( \xi_\delta(s) = \delta \tau(s) - \delta \epsilon(s) - \beta \) and introduce the auxiliary function \( \Xi_\delta(s) := \xi_\delta(s) + \beta = \delta \tau(s) - \delta \epsilon(s) - : \delta \Xi(s) \). Furthermore, setting \( E(s) = \int_{-\infty}^{s} \epsilon(s)ds \) we get the expression \( \theta_\delta(s) = \beta s + \delta E(s) \). Before studying \( \langle \psi_n | W_\delta \psi_n \rangle \) we need the asymptotic behavior of \( h_\delta(s,t) = 1 - \delta \kappa(s)(t_2 \cos(\theta_\delta(s)) + t_3 \sin(\theta_\delta(s))) \) given by

\[
(46) \quad h_\delta = 1 + \delta g_1 + \delta^2 g_2 + O(\delta^3)
\]

where

\[
(47) \quad g_1(s,t) = -\kappa(s)(t_2 \cos(\beta s) + t_3 \sin(\beta s)) ,
\]

\[
(47) \quad \delta g_2(s,t) = -\kappa(s)E(s)(-t_2 \sin(\beta s) + t_3 \cos(\beta s)) .
\]

We will also need the fact that:

\[
(48) \quad h_\delta^{-1} = 1 - g_1 \delta + (g_1^2 - g_2)\delta^2 + O(\delta^3) ;
\]

\[
(49) \quad h_\delta^{-2} = 1 - 2g_1 \delta + (3g_1^2 - 2g_2)\delta^2 + O(\delta^3) ;
\]

\[
(50) \quad h_\delta^{-n} = 1 - ng_1 \delta + O(\delta^2) .
\]

The relation \( \partial_\varphi h = \tilde{h} \) gives the corresponding asymptotic for \( \tilde{h}_\delta \)

\[
(51) \quad \tilde{h}_\delta = \tilde{g}_1 \delta + \tilde{g}_2 \delta^2 + O(\delta^3),
\]

where \( \tilde{g}_i = \partial_\varphi g_i \).

**Lemma 13.** Under the assumptions of decay of \( \kappa, \tau, \epsilon \) and its derivatives (see (8)) we have the following asymptotic:

\[
(52) \quad \langle \psi_n | W_\delta \psi_n \rangle = \tilde{\mu}_{1,n} \delta + \tilde{\mu}_{2,n} \delta^2 + O(\delta^3).
\]

The constant \( \tilde{\mu}_{1,n} \) is given by

\[
(53) \quad \tilde{\mu}_{1,n} = 2\beta \| \partial_\varphi \psi_n \| ^2 \int_{\mathbb{R}} \epsilon - \tau + \beta^2 \int_{\mathbb{R}\times\omega} \kappa(\frac{1}{2} | \psi_n | ^2 + 2 | \partial_\varphi \psi_n | ^2) \vartheta ,
\]

where \( \vartheta(s,t) \) is given by

\[
(54) \quad \vartheta(s,t) := (t_2 \cos(\beta s) + t_3 \sin(\beta s)) .
\]

Assume moreover that \( \beta = 0 \). Then \( \tilde{\mu}_{1,n} = 0 \) and \( \tilde{\mu}_{2,n} \) is given by

\[
(55) \quad \tilde{\mu}_{2,n} = - \frac{\| \kappa \| ^2}{2} + \left[ \frac{\kappa}{2} t_2 | \psi_n | ^2 + (\tau - \epsilon) \partial_\varphi \psi_n \right] .
\]

**Proof:** In order to compute the differential operator in the r.h.s. of (45) applied to \( \psi_n \), since \( \partial_\varphi \psi_n = 0 \), we only need the expansions of \( f_{0,j} \) for \( j \in \{0, 1, 2\} \):
\[ f_{0,0}(\delta) = \left( -\frac{\kappa^2}{4} \delta^2 + O(\delta^3) \right) + \left( \frac{\ddot{g}_1}{2} \delta + \frac{\ddot{g}_2 - 3g_1 \dot{g}_1}{2} \delta^2 + O(\delta^3) \right) + \left( \frac{\dot{\Xi} \dot{g}_1}{2} \delta^2 + O(\delta^3) \right) \]
\[ + \left( -\beta \ddot{g}_1 + (3\beta g_1 \dot{g}_1 - \beta \dot{g}_2 + \dot{g}_1 \Xi) \delta^2 + O(\delta^3) \right) + \left( \frac{-5 \dot{g}_1^2}{4} \delta^2 + O(\delta^3) \right) \]
\[ + \left( \frac{5 \beta \ddot{g}_1}{2} \delta^2 + O(\delta^3) \right) + \left( \frac{-\beta^2 g_1}{2} \delta + \frac{\beta^2(3g_1^2 - g_2)}{2} \delta + \frac{2\beta \Xi g_1 \delta^2 + O(\delta^3)}{2} \right) \]
\[ + \left( \frac{-5 \beta^2 g_1^2}{4} \delta^2 + O(\delta^3) \right) \]
which gives
\[ f_{0,0}(\delta) = \left( \frac{\ddot{g}_1}{2} - \frac{\beta^2 g_1}{2} - \beta \dot{g}_1 \right) \delta + \left[ \frac{1}{2} \left( \ddot{g}_2 - 3g_1 \dot{g}_1 + \dot{\Xi} \dot{g}_1 + 5 \beta \ddot{g}_1 \dot{g}_1 + \beta^2(3g_1^2 - g_2) \right) \right] \delta^2 + O(\delta^3). \]
The higher order terms are
\[ f_{0,1}(\delta) = \left( 2\beta^2 \dot{g}_1 - 2\beta \dot{g}_1 - \dot{\Xi} \right) \delta \]
\[ + \left( 2 \dot{\Xi} \dot{g}_1 + 2 \ddot{\Xi} g_1 - 4 \beta \ddot{g}_1 - 2 \beta \dot{g}_2 + 6 \beta g_1 \dot{g}_1 + 2 \beta^2 \dot{g}_2 - 6 \beta^2 g_1 \dot{g}_1 \right) \delta^2 + O(\delta^3) \]
and
\[ f_{0,2}(\delta) = (2\beta \dot{\Xi} + 2\beta^2 g_1) \delta - (\dot{\Xi}^2 + 4 \beta \dot{\Xi} g_1 + \beta^2(3g_1^2 - g_2)) \delta^2 + O(\delta^3) \]
Let us now compute \( \tilde{\mu}_{1,n} \) when \( \beta \neq 0 \). Notice that for any function \( \mathbb{R} \times \omega \ni (s,t) \to F(s,t) \) such that \( \dot{F}(\cdot,t) \) is integrable for every \( t \in \omega \), we have \( \langle \dot{F} \psi_n, \psi_n \rangle = 0 \) for every \( 1 \leq n \leq \infty \). Therefore, we have
\[ \langle \psi_n | f_{0,0} \psi_n \rangle = -\frac{1}{2} \beta^2 \delta \int_{\mathbb{R} \times \omega} g_1 \psi_n^2 + O(\delta^2) \] and \( \langle \psi_n | f_{0,1} \partial_\varphi \psi_n \rangle = 2\beta^2 \delta \int_{\mathbb{R} \times \omega} \ddot{g}_1 (\partial_\varphi \psi_n) \psi_n + O(\delta^2) \). An integration by parts provides
\[ \langle \psi_n | f_{0,2} \partial_\varphi^2 \psi_n \rangle = \int_{\mathbb{R} \times \omega} 2 \delta \beta \ddot{\Xi} (\partial_\varphi \psi_n) \psi_n + 2 \delta \beta^2 g_1 \partial_\varphi^2 \psi_n \psi_n + O(\delta^2) \]
\[ = -\int_{\mathbb{R} \times \omega} 2 \delta \beta \ddot{\Xi} (\partial_\varphi \psi_n)^2 + 2 \delta \beta^2 (\ddot{g}_1 (\partial_\varphi \psi_n) \psi_n + g_1 (\partial_\varphi \psi_n)^2) + O(\delta^2). \]
Combining these results we get
\[ \langle \psi_n, W_\delta \psi_n \rangle = \left( -\frac{\beta^2}{2} \int_{\mathbb{R} \times \omega} g_1 |\psi_n|^2 - 2 \int_{\mathbb{R} \times \omega} (\beta \ddot{\Xi} + \beta^2 g_1) |\partial_\varphi \psi_n|^2 \right) \delta + O(\delta^2). \]
from where one easily deduces the expression for \( \tilde{\mu}_{1,n} \).
Assume now that $\beta = 0$. It is clear from (52) that $\mu_{1,n} = 0$. Let us now compute the expression of $\mu_{2,n}$. We have

$$
\langle \psi_n | f_{0,0} \psi_n \rangle = \delta^2 \int_{\mathbb{R} \times \omega} \left( \frac{\kappa^2}{4} - \frac{3}{2} g_1 \dot{g}_1 + \left( \frac{1}{2} \dot{\Xi} \hat{g}_1 + \Xi \ddot{g}_1 \right) \right) \psi_n^2 + O(\delta^3)
$$

(53)

$$
= \delta^2 \int_{\mathbb{R} \times \omega} \left( - \frac{\kappa^2}{4} + \frac{1}{4} \dot{g}_1^2 + \frac{1}{2} \Xi \ddot{g}_1 \right) \psi_n^2 + O(\delta^3)
$$

where we have used an integration by parts in $s$ and that $\int_{\mathbb{R}} \dot{\Xi} \hat{g}_1 + \Xi \ddot{g}_1 = 0$. Moreover,

$$
\langle \psi_n | f_{0,1} \partial_\phi \psi_n \rangle = O(\delta^3) \quad \text{and} \quad \langle f_{0,2} \partial_\phi^2 \psi_n | \psi_n \rangle = \delta^2 \int_{\mathbb{R} \times \omega} \Xi^2 (\partial_\phi \psi_n)^2 + O(\delta^3).
$$

Combining (53) and (54) and integrating by parts we deduce $\tilde{\mu}_{2,n}$ by

$$
\langle \psi_n | W_\delta \psi_n \rangle = \delta^2 \int_{\mathbb{R} \times \omega} \left( - \frac{\kappa^2}{4} \psi_n^2 + \frac{1}{4} \dot{g}_1^2 \psi_n^2 - \Xi \ddot{g}_1 (\partial_\phi \psi_n) \psi_n + \Xi^2 (\partial_\phi \psi_n)^2 + O(\delta^3) \right)
$$

$$
= \delta^2 \left( - \frac{\kappa^2}{2} \right) + \int_{\mathbb{R} \times \omega} \left( \frac{\dot{g}_1 \psi_n}{2} \right)^2 - \Xi \ddot{g}_1 (\partial_\phi \psi_n) \psi_n + \Xi^2 (\partial_\phi \psi_n)^2 + O(\delta^3)
$$

$$
= \delta^2 \left( - \frac{\kappa^2}{2} \right) + \int_{\mathbb{R} \times \omega} \left( \frac{\dot{g}_1 \psi_n}{2} - \Xi \ddot{g}_1 \partial_\phi \psi_n \right)^2 + O(\delta^3).
$$

\[\blacksquare\]
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