Abstract. In backward error analysis, an approximate solution to an equation is compared to the exact solution to a nearby ‘modified’ equation. In numerical ordinary differential equations, the two agree up to any power of the step size. If the differential equation has a geometric property then the modified equation may share it. In this way, known properties of differential equations can be applied to the approximation. But for partial differential equations, the known modified equations are of higher order, limiting applicability of the theory. Therefore, we study symmetric solutions of discretized partial differential equations that arise from a discrete variational principle. These symmetric solutions obey infinite-dimensional functional equations. We show that these equations admit second-order modified equations which are Hamiltonian and also possess first-order Lagrangians in modified coordinates. The modified equation and its associated structures are computed explicitly for the case of rotating travelling waves in the nonlinear wave equation.

1. Introduction.

Motivation. Backward error analysis is a key tool for understanding the behaviour of discretizations of differential equations. The numerical solution of an ODE or PDE closely approximates the exact solution of a modified equation at the grid points. This approximation is not exact, but can typically be made of arbitrarily high order in the step sizes. The modified equation can be obtained as a series expansion of the discretisation in the step sizes. Finding the modified equation and analysing its properties is referred to as backward error analysis (BEA) (see, for instance [4, §IX]).

For Hamiltonian ODEs discretised by a symplectic integrator the modified equation is itself Hamiltonian with respect to a modified Hamiltonian and the original
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symplectic structure and phase space. The Hamiltonian is given as a formal power series in the time step which typically does not converge. However, optimal truncation results are available [4]. A variational version of backward error analysis was developed in [20]. Next to the analysis of numerical methods for ODEs, backward error analysis has been employed to improve machine learning techniques [13, 15].

Backward error analysis for Hamiltonian PDEs has been developed by Moore and Reich [12] and by Islas and Schober [5]. We illustrate this briefly on the main example of the paper, the nonlinear wave equation

\[
\frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} - \nabla W(u) = 0, \quad u : \mathbb{R}^2 \to \mathbb{R}, \quad W : \mathbb{R}^d \to \mathbb{R} \tag{1}
\]

and its five-point stencil discretisation

\[
0 = \frac{1}{\Delta t^2} (u(t - \Delta t, x) - 2u(t, x) + u(t + \Delta t, x)) - \frac{1}{\Delta x^2} (u(t, x - \Delta x) - 2u(t, x) + u(t, x + \Delta x)) - \nabla W(u(t, x)). \tag{2}
\]

Expanding (2) as a formal power series in \(\Delta t\) and \(\Delta x\) gives a modified equation

\[
0 = \frac{1}{\Delta t^2} (u(t - \Delta t, x) - 2u(t, x) + u(t + \Delta t, x)) - \frac{1}{\Delta x^2} (u(t, x - \Delta x) - 2u(t, x) + u(t, x + \Delta x)) - \nabla W(u(t, x)) - \frac{\Delta t^2}{12} u_{tttt} - \frac{\Delta x^2}{12} u_{xxxx}, \tag{3}
\]

where terms of order 4 in \(\Delta t\) or \(\Delta x\) have been truncated. This modified equation does preserve some features of the original equation (1). It is variational and multisymplectic. It has variational symmetries (translations in \(x\) and in \(t\)) that can be used to construct approximate conservation laws of (2). However, it is of higher order than (1). Its multisymplectic formulation needs more dependent variables, while its Lagrangian formulation is second rather than first order. In contrast to the ODE case, the higher derivatives cannot be eliminated. Thus, for PDEs a key advantage of backward error analysis for ODEs—that the modified equation lies in the same class as the original—is lost. Moreover, optimal truncation techniques have not yet been developed [8, §5.3.2].

In this paper we study backward error analysis for methods such as (2) through the lens of symmetric solutions. We restrict our attention to an analysis of the structure of the modified equation as a formal power series in the discretisation parameters without discussing convergence issues. Clearly, solutions of (2) that are independent of \(x\) or \(t\) have a standard Hamiltonian modified ODE. Travelling wave solutions of the form \(u(x,t) = \phi(\xi)\), \(\xi := x - ct\) are invariant under the symmetry with generator \(\partial_t + c\partial_x\). They obey the discrete travelling wave equation

\[
0 = \frac{1}{\Delta t^2} (\phi(\xi + c\Delta t) - 2\phi(\xi) + \phi(\xi - c\Delta t)) - \frac{1}{\Delta x^2} (\phi(\xi + \Delta x) - 2\phi(\xi) + \phi(\xi - \Delta x)) - \nabla W(\phi(\xi)). \tag{4}
\]

It was shown in [10, 9] that this essentially infinite-dimensional nonlinear functional equation has a second-order Hamiltonian modified equation. Its Hamiltonian and symplectic structure were computed for \(\phi \in \mathbb{R}\) up to fourth order. This reduction in phase space dimension (from infinity to two) is a particularly dramatic example of backward error analysis, and motivates us to extend this example to a wide class of discrete methods and symmetries.
Remark 1. Equation (2) has continuous independent variables \((t, x) \in \mathbb{R}^2\). Solutions restricted to the grid \(\Delta t \mathbb{Z} \times \Delta x \mathbb{Z}\) satisfy the standard five point stencil. Here \(\mathbb{Z}\) denotes the set of integers. We adopt this point of view because it removes the awkward distinction between the discrete translation symmetry of the grid and the continuous translation symmetry of the PDE, and because (4) necessarily has a continuous independent variable \(\xi \in \mathbb{R}\). Moreover, we restrict our attention to an analysis of the formal structure of (2) rather than developing a functional analytic setting and considering boundary conditions.

Remark 2. The PDE (1) has another symmetry, the hyperbolic rotation with generator \(t \partial_x + x \partial_t\), which is not shared by the discretisation (2). In the following we will restrict our discussions to symmetries that are exactly preserved by the discretisation. We will consider in detail the case in which \(W\) is of the form \(W = \frac{1}{2} V(\|u\|^2)\) and \(u\) is \(\mathbb{R}^2\)-valued, leading to the symmetry group with generators \(\partial_x, \partial_t,\) and \(u_2 \partial_{u_1} - u_1 \partial_{u_2}\) and to rotating travelling waves.

Palais’ principle of symmetric criticality. There is an extensive and well-known theory of group-invariant solutions of partial differential equations [16]. We are particularly interested in cases that reduce to an ordinary differential equation. Many partial differential equations fulfil a variational principle, i.e. they arise as the Euler–Lagrange equations corresponding to an action functional \(S: U \rightarrow \mathbb{R}\) of the form

\[
S(u) = \int L(t_1, \ldots, t_n, u, u_t, u_{t,t}, \ldots) \, dt_1 \ldots dt_n
\]

defined on a suitable function space \(U\) (typically a Banach space). Here, the independent variables are denoted by \(t = (t_1, \ldots, t_n)\) and can refer to space and time dimensions. However, the reduced equations of the group-invariant solutions of a variational PDE are not necessarily variational. (This occurs even for standard examples in general relativity [3].) This situation is the subject of Palais’ principle of symmetric criticality [17], which is formulated for general functionals \(S: U \rightarrow \mathbb{R}\) (not necessarily of the form (5)).

Consider the action of a Lie group \(G\) on a function space \(U\). Let us denote the set of elements \(u \in U\) which are fixed points under the action of the symmetry group \(G\) by \(U_{\text{sym}}\), i.e. \(U_{\text{sym}} = \{u \in U \mid g \cdot u = u \, \forall g \in G\}\). Assume that \(U_{\text{sym}}\) is a submanifold of \(U\). Critical points of the action \(S: U \rightarrow \mathbb{R}\) which lie in \(U_{\text{sym}}\) are critical points of the restricted functional \(S|_{U_{\text{sym}}}: U_{\text{sym}} \rightarrow \mathbb{R}\). If the converse holds true as well, i.e. if the critical points of \(S|_{U_{\text{sym}}}\) are critical points of \(S\), then we say the principle of symmetric criticality holds true. In other words, the principle of symmetric criticality says that symmetric elements \(u \in U_{\text{sym}}\) which are stationary points of \(S\) with respect to symmetric variations are stationary with respect to all variations. Palais analyses in [17] when the principle of symmetric criticality applies. He proves in particular that the principle holds if the symmetry group is compact or the group action is isometric and \(U\) is a Banach space.

We will restrict attention to cases where the principle of symmetric criticality applies. This is easy to check in specific examples.

Variational structure of symmetric solutions of discrete systems. Variational principles are also useful for constructing numerical integration schemes. In the ODE case, discrete variational integrators are automatically symplectic and show excellent energy conservation properties as well as favourable preservation
properties of the topological structures of phase portraits when applied to Hamiltonian systems. Moreover, the discretised variational principle allows for a theoretical analysis using discrete versions of tools known from the continuous setting such as, for example, the discrete Noether theorem. In the PDE case, discrete variational integrators obey a discrete multisymplectic conservation law [8].

The method (2) has Lagrangian
\[ L_\Delta = \frac{\|u(t - \Delta t, x) - u(t, x)\|^2}{2\Delta t^2} - \frac{\|u(t, x - \Delta x) - u(t, x)\|^2}{2\Delta x^2} - W(u(t, x)) \]
which, restricted to the grid, becomes the standard discrete Lagrangian of the five point stencil. It approximates the Lagrangian \( L(u, u_t, u_x) = \frac{1}{2}(\|u_t\|^2 - \|u_x\|^2) - W(u) \).

Our main result, stated in Theorem 1.1 and illustrated in Figure 1, uses a blend of Hamiltonian and Lagrangian methods. It uses similar ideas as our discussion of symmetric linear multistep methods in [11]. Essentially, it is easy to check (at least in examples) that discrete symmetric solutions (such as those obeying (4)) obey a second order modified equation. The theorem states that this modified equation is also variational, and satisfies a standard first order variational principle in a sense to be made precise.

If \( u \) is a function of independent variables \( t = (t_1, \ldots, t_n) \), we denote the jet of order \( K \) of \( u \) by \( \{u\}_{K\text{jet}} \), where \( K \in \mathbb{N} \cup \{\infty\} \).

**Theorem 1.1.** Consider a first-order Lagrangian density \( L(\{u\}_{1\text{jet}}) dt \), where \( t = (t_1, \ldots, t_n) \) denotes the independent variables, and a consistent discrete Lagrangian \( L_\Delta \). A series expansion of the discrete Lagrangian \( L_\Delta \) in the step sizes yields a Lagrangian density \( L_\Delta(\{u\}_{\infty\text{jet}}) dt \) of infinite order given as a formal power series. Let \( \mathcal{E} \) be the Euler–Lagrange operator. Consider a symmetry action such that \( L_\Delta(\{u\}_{\infty\text{jet}}) dt \) reduces to a Lagrangian density of the form \( \mathcal{L}(\{\phi\}_{\infty\text{jet}}) d\xi \), where \( \xi \) is 1-dimensional. Scaling all step sizes by a formal variable \( h \), assume that \( \mathcal{E} \mathcal{L} = 0 \).
is equivalent to the power series

$$\ddot{\phi} = a_0(\phi, \dot{\phi}) + \sum_{i=1}^{\infty} h^i a_i(\{\phi\}_{m, \text{jet}}).$$

(6)

If (6) is equivalent to reducing the Euler–Lagrange equations $E_L(\{u\}_{1, \text{jet}}) = 0$ by the considered symmetry (i.e. Palais’ principle of symmetric criticality holds), then, under non-degeneracy assumptions, (6) is formally governed by the Euler–Lagrange equations of a first-order Lagrangian $\tilde{L}(q, \dot{q}) \, dq$.

In other words, the theorem says that modified variational principles corresponding to variational integrators for symmetric solutions have variational structure of the correct order.

Remark 3. The condition that $E_L = 0$ is equivalent to the power series (6), is equivalent to the condition that the $h^0$-term $L^0$ of the power series of the Lagrangian $L$ constitutes a non-degenerate Lagrangian, i.e., that the matrix $\left(\frac{\partial^2 L^0}{\partial \phi_i \partial \phi_j}\right)_{i,j}$ is invertible. Indeed, as the discretisation is consistent and Palais’ principle of symmetric criticality is assumed to hold, this term coincides with the symmetrisation $L^0$ of $L$ in Figure 1. The condition then says that the Lagrangian $L^0$ is non-degenerate.

Choice of coordinates. Using the notation of Figure 1 notice that the modified Lagrangian $\tilde{L}$ needs to be expressed in new coordinates $(q, \dot{q})$. We will see that if it is expressed in $\phi$ and its derivatives then it might contain second derivatives of $\phi$. Its Euler–Lagrange equations yield a jet-extension (i.e., a prolongation) of (6). A change of coordinates from the variables $(\phi, \dot{\phi})$ of the continuous Lagrangian $L$ to the variables $(q, \dot{q})$ of the modified Lagrangian $\tilde{L}$ does not in general admit a closed form. However, we will show that there does exist an explicit description of the first-order system as a Hamiltonian system with a modified symplectic structure. Moreover, we will give a sufficient criterion for the existence of a modified first-order Lagrangian in the original variables $(\phi, \dot{\phi})$. Notice that in the literature the statement has variational structure sometimes requires the Lagrangian to be of the required order in the original variables, see [1], for instance.

Additionally, we will verify that constants of motion are preserved when reducing the order of the Lagrangian.

Structure of the paper. The remainder of the paper is structured as follows. In Section 2 we present the method of reducing high-order Lagrangians that have a series structure. This provides a proof of Theorem 1.1. Moreover, we prove that conserved quantities and symmetries are passed on to the reduced system.

In Section 3 we carry out the constructions of the proof of Theorem 1.1 in detail for the example of the nonlinear wave equation (1) and its five-point stencil (2). We also consider the case in which $W$ is of the form $W = \frac{1}{2}V(||u||^2)$ and $u$ is $\mathbb{R}^2$-valued, for which the continuous and discrete equations both admit rotating travelling waves $u(t, x) = R(t) \phi(x - ct)$, where $R$ is a rotation matrix. Such waves satisfy a 4-dimensional Hamiltonian system. We compute the modified Hamiltonian and symplectic structure of the discrete rotating travelling waves. The modified Lagrangian is computed for special cases.

A treatment of the special case of non-rotating travelling waves is contained in Section 4 which shows an alternative theoretical approach using linear multistep methods and illustrates a relation to $P$-series. ($P$-series occur, for instance, in the
analysis of partitioned Runge–Kutta methods. See [4 III.2.1] for an introduction.) The extra information is then used in a computational example to compute the modified Lagrangian efficiently. In addition, the modified Lagrangian is then of first order in the same variable \( \phi \) as in the continuous setting. Similar results hold for rotating travelling waves in the case of a standing wave \( c = 0 \) and when the step sizes fulfill the relation \( \Delta x = c \Delta t \).

Source code for the computational examples of this work and a documentation of computational results can be found in [14].

2. Reduction of power series of high-order Lagrangians. Consider the following formal variational principle

\[
S(\phi) = \int L(\{\phi\}_{\infty}^{\text{jet}}(\xi)) \, d\xi
\]

\[
= \int (L^0(\phi(\xi), \dot{\phi}(\xi)) + hL^1(\{\phi\}_{M_1,\text{jet}}(\xi)) + h^2L^2(\{\phi\}_{M_2,\text{jet}}(\xi)) + \ldots) \, d\xi
\]

\[
= \int \sum_{i=0}^{\infty} h^i L^i(\{\phi\}_{M_i,\text{jet}}(\xi)) \, d\xi.
\]

The Lagrangian \( L \) is given as a formal power series in the series parameter \( h \). The expression \( \{\phi\}_{M_i,\text{jet}} = (\phi, \dot{\phi}, \phi^{(2)}, \ldots, \phi^{(M_i)}) \) denotes the jet of \( \phi \) of order \( M_i \). In the above expression, \( \phi \) is a map that depends on a 1-dimensional variable \( \xi \) and takes values in an \( n \)-dimensional manifold \( Q \) which is locally identified with open subsets of \( \mathbb{R}^n \). Our analysis focuses on local properties within a coordinate patch and does not consider global topological aspects. In the following, we will also use \( \phi \) to denote a variable on \( Q \) and \( \{\phi\}_{\text{K,jet}} \) to denote variables on the \( K \)-jet-space \( \text{Jet}_K(Q) \) over \( Q \). All maps are required to be sufficiently regular such that all considered derivatives exist.

We define the total derivative operator \( \frac{d}{d\xi} : C^\infty(\text{Jet}_K(Q)) \to C^\infty(\text{Jet}_{K+1}(Q)) \) acting on a function \( \rho : \text{Jet}_K(Q) \to \mathbb{R} \) in the variables of the jet space \( \{\phi\}_{\text{K,jet}} = (\phi, \dot{\phi}, \phi^{(2)}, \ldots, \phi^{(K)}) \) as

\[
\frac{d}{d\xi} \rho \left( \{\phi\}_{\text{K,jet}} \right) = \sum_{i=0}^{K} \left( \nabla_{\phi^{(i)}} \rho, \phi^{(i+1)} \right).
\]

In other words, \( \frac{d}{d\xi} \) acts on the expression \( \rho \left( \{\phi\}_{\text{K,jet}} \right) \) as if the \( \phi_i \)s were \( \xi \)-dependent functions. The Euler–Lagrange equations to (7) are obtained by applying the Euler operator

\[
\mathcal{E}_j = \frac{\partial}{\partial \phi_j} - \frac{d}{d\xi} \frac{\partial}{\partial \dot{\phi}_j} + \frac{d^2}{d\xi^2} \frac{\partial}{\partial \phi^{(2)}_j} + \ldots
\]

\[
= \sum_{i=0}^{\infty} (-1)^i \frac{d^i}{d\xi^i} \frac{\partial}{\partial \phi^{(i)}_j},
\]

for each component \( j = 1, \ldots, n \) to the Lagrangian \( L \). In the following \( \mathcal{E}_\infty L \) denotes the \( n \)-tuple \( (\mathcal{E}_1 L, \ldots, \mathcal{E}_n L) \). We also define \( \mathcal{E}_K = \sum_{i=0}^{K} (-1)^i \frac{d^i}{d\xi^i} \frac{\partial}{\partial \phi^{(i)}_j} \) and \( \mathcal{E}_K L = (\mathcal{E}_1^K L, \ldots, \mathcal{E}_n^K L) \). Under the non-degeneracy assumption that \( \left( \frac{\partial^2 L}{\partial \phi_i \partial \varphi_j} \right)_{0 \leq i,j \leq n} \) is
invertible, the Euler-Lagrange equations $\mathcal{E}_\infty(\mathcal{L}) = 0$ yield the following ordinary differential equation given by a formal power series.

$$\ddot{\phi} = a_0(\phi, \dot{\phi}) + ha_1(\{\phi\}_M) + h^2a_2(\{\phi\}_M) + \ldots$$

$$= a_0(\phi, \dot{\phi}) + \sum_{i=1}^{\infty} h^i a_i(\{\phi\}_M)$$  \hspace{1cm} (9)

The symbols $a_i$ denote sufficiently regular $\mathbb{R}^n$-valued maps. We now claim that for any $N \in \mathbb{N}$ the truncation of (9) to order $N$, i.e.

$$\ddot{\phi} = a_0(\phi, \dot{\phi}) + \sum_{i=1}^{N} h^i a_i(\{\phi\}_M)$$  \hspace{1cm} (10)

is formally $O(h^{N+1})$-close to a second order equation

$$\ddot{\phi} = a_0(\phi, \dot{\phi}) + \sum_{i=1}^{N} h^i \tilde{a}_i(\phi, \dot{\phi}).$$  \hspace{1cm} (11)

This can be seen by repeatedly substituting derivatives of order $j \geq 2$ on the right hand side of (10) with the expression $\phi^{(j)}$ obtained by taking the $(j-2)$-derivative of (10) and truncating $O(h^{N+1})$ terms.

Conserved quantities and symmetries of the original equation (9) are inherited by the reduced system (11) up to any order. This is made precise in the following proposition.

**Proposition 1** (Preservation of conserved quantities under reduction). Let $N \in \mathbb{N}$ be a truncation index and $M = \max\{M_1, \ldots, M_N\}$. If $I: \text{Jet}_M(Q) \to \mathbb{R}$ is conserved along solutions of (11) up to $O(h^{N+1})$ terms then $I$ induces a quantity $\overline{I}: \text{Jet}_1(Q) \to \mathbb{R}$ that is conserved along solutions of the reduced system (11) up to $O(h^{N+1})$ terms. If $\gamma$ is a solution of the truncated, reduced system (11) and $\text{Jet}_M(\gamma)$ is its prolongation then $\overline{I} \circ \gamma = I \circ \text{jet}_M(\gamma) + O(h^{N+1})$.

**Proof.** To obtain $\overline{I}$ from $I$ we replace all 2nd and higher derivatives in $I$ by expressions in $\{\phi, \dot{\phi}\}$. These are obtained from (derivatives of) (11). Substitutions may need to be iterated and order $O(h^{N+1})$ terms are truncated. This corresponds to an *on-shell* expression of $I$. Prolongations of solutions to the truncated, reduced system (11) solve the truncated original system (10) up to higher order. Thus, a prolongation of a solution $\gamma$ to the truncated, reduced system conserves $I$ up to higher order. By construction of $\overline{I}$, it follows that $\overline{I} \circ \gamma = I \circ \text{jet}_M(\gamma)$+ terms of higher order in $h$. \hspace{1cm} \Box

**Remark 4.** If $I$ is a conserved quantity in the sense of Proposition 1 of the high-order system and a conserved quantity $\overline{I}$ of the reduced system is constructed as above then $\overline{I}$ is a conserved quantity of the high-order system as well. The complement of the set described by (10) is open and dense in the jet-space of order $\max(M_1, \ldots, M_N)$ (unless degenerate). By only partially substituting higher order derivatives with expressions in lower order derivatives, one can obtain many conserved quantities of the high-order system, which will, unless degenerate, be functionally-independent on a dense open subset of the phase space.

**Proposition 2.** Consider a diffeomorphism $\chi: Q \to Q$ which is a symmetry of the action functional $\mathcal{S}$ from (7), i.e.

$$\chi^*(\mathcal{L}(\{\phi\}_\infty)\,d\xi) = \mathcal{L}(\{\phi\}_\infty)\,d\xi,$$
where \( \chi^* \) denotes the pullback map. Then \( \chi \) is a symmetry of the reduced equation (11), i.e. for any truncation index \( N \), if \( \phi \) solves (11) up to \( O(h^{N+1}) \)-terms then \( \chi \circ \phi \) solves (11) up to \( O(h^{N+1}) \)-terms.

**Proof.** If \( \phi \) solves (11) then \( \phi \) solves (10) up to higher order terms. As \( \chi \) is a symmetry of \( S \), the curve \( \chi \circ \phi \) solves (10) up to higher order terms. Thus, \( \chi \circ \phi \) solves (11) up to higher order terms. \( \square \)

Using the Legendre transformation \( \mathcal{H}^0 \) of \( \mathcal{L}^0 \) the Euler–Lagrange equations to zeroth order in \( h \), i.e. \( \mathcal{E}_1 \mathcal{L}^0 = 0 \), can be transformed into a Hamiltonian system \((\text{Jet}_1(Q), \omega^0, \mathcal{H}^0)\) with

\[
\omega^0 = \sum_{i=1}^n dq^i \wedge dp_i, \quad q = \phi, \quad p = \frac{\partial \mathcal{L}^0}{\partial \dot{\phi}}
\]

and

\[
\mathcal{H}^0 = (\dot{q}, p)_{\mathbb{R}^n} - \mathcal{L}^0.
\]

As we are assuming that the Lagrangian \( \mathcal{L}^0 \) is non-degenerate, i.e. \( \left( \frac{\partial^2 \mathcal{L}^0}{\partial \phi_i \partial \phi_j} \right)_{0 \leq i, j \leq n} \) is of full rank, the Hamiltonian \( \mathcal{H}^0 \) can be expressed in the coordinates \( q, p \).

To formulate the main theorem of this section, we require that the truncation \( \mathcal{L}^N \) of \( \mathcal{L} \) after terms of order \( N \) in \( h \) constitutes a high order regular Lagrangian. This guarantees that a high order version of the Legendre transformation exists.

**Assumption 2.1.** For \( N \in \mathbb{N} \) let \( \mathcal{L}^N \) denote the truncation of the series \( \mathcal{L} \) from (7) after \( O(h^N) \)-terms. Define \( M = \max\{M_1, \ldots, M_N\} \) as the order of the highest derivative that occurs in the expression \( \mathcal{L}^N \). We assume that \( \mathcal{L}^N \) constitutes a regular order \( M \) Lagrangian, i.e.

\[
\text{Hess}_{\phi(M)}(\mathcal{L}^N) = \left( \frac{\partial^2 \mathcal{L}^N}{\partial \phi_i^{(M)} \partial \phi_j^{(M)}} \right)_{0 \leq i, j \leq n}
\]

is of full rank. Similarly, we require the zeroth order Lagrangian to be non-degenerate, i.e. \( \text{Hess}_{\phi}(\mathcal{L}^0) = \left( \frac{\partial^2 \mathcal{L}^0}{\partial \phi_i \partial \phi_j} \right)_{0 \leq i, j \leq n} \) of full rank for all sufficiently small, positive values of the discretisation parameters.

**Theorem 2.1.** Consider a truncation index \( N \in \mathbb{N} \) such that Assumption 2.1 holds. There exists a Hamiltonian structure \((\text{Jet}_1(Q), \omega, \mathcal{H})\) such that Hamilton’s equations recover the reduced equation (11) up to \( O(h^{N+1}) \) terms. The symplectic structure \( \omega \) and the Hamiltonian \( \mathcal{H} \) can be chosen to be \( O(h) \)-close to \( \omega^0 \) and \( \mathcal{H}^0 \), respectively.

**Proof.** We use Ostrogradsky’s Hamiltonian description of high-order Lagrangian systems (see, for instance, [19, 20]). Let \( M = \max\{M_1, \ldots, M_N\} \) denote the order of the highest derivative in the power series (7) truncated with \( O(h^{N+1}) \) error. Denote the \((2M-1)\)-jet space over \( Q \) by \( \text{Jet}_{2M-1}(Q) \) with coordinates denoted by \( \{\phi\}_{2M-1} \) jet \( = (\phi, \phi^{(2)}, \ldots, \phi^{(2M-1)}) \), where each \( \phi^{(j)} \) is \( \mathbb{R}^n \) valued. Let \( Q^M \) denote the product \( Q^M = Q \times Q \times \ldots \times Q \). We equip the cotangent bundle \( \pi: T^* Q^M \to Q^M \) with Darboux coordinates \((q, p) = (q^1, \ldots, q^M, p_1, \ldots, p_M)\) such that \( q^i = \phi^{(i-1)} \circ \pi \) and the symplectic structure is given by

\[
\Omega = \sum_{i=1}^M \sum_{j=1}^n dq^i_j \wedge dp^j_i.
\]
Consider the map \( \Psi : \text{Jet}_{2M-1}(Q) \to T^*Q^M \) with \( \{\phi\}_{(2M-1)\text{jet}} \to (q,p) \), where

\[
q^1 = \phi \\
p_1^i = \frac{\partial L^{[N]}}{\partial \dot{q}_j} - \frac{d}{d\xi} \frac{\partial L^{[N]}}{\partial \dot{\phi}_j} + \ldots + (-1)^{M-1} \frac{d^{M-1}}{d\xi^{M-1}} \frac{\partial L^{[N]}}{\partial \phi_j^{(M)}} \\
\vdots \\
q^i = \phi^{(i-1)} \\
p_i = \sum_{k=0}^{M-i} (-1)^{k} \frac{d^k}{d\xi^k} \frac{\partial L^{[N]}}{\partial (\phi_j^{(k+i)})} \\
\vdots \\
q^M = \phi^{(M-1)} \\
p_M^j = \frac{\partial L^{[N]}}{\partial \phi_j^{(M)}}.
\]

Here \( L^{[N]} \) denotes the truncation of the series \( L \) after \( O(h^N) \) terms. (Although not reflected in the notation, the map \( \Psi \) depends on the truncation index \( N \) as well.) Assumption 2.1 guarantees that \( \Psi \) has a local inverse: given \((q,p) \in T^*Q^M\), \( \{\phi\}_{(M-1)\text{jet}} \) can immediately be recovered from \( q \) by (12). Then the relation

\[
p_M = \nabla_{\phi^{(M)}} L^{[N]}
\]

can locally be solved for \( \phi^{(M)} \) in terms of \((q,p)\) by the implicit function theorem.

In the expression

\[
p_i = \sum_{k=0}^{M-i} (-1)^{k} \frac{d^k}{d\xi^k} \nabla_{\phi^{(k+i)}} L^{[N]}
\]

the \( k \)th summand depends on \( \{\phi\}_{(M+k)\text{jet}} \) such that \( p_i \) depends on \( \{\phi\}_{(2M-1)\text{jet}} \).

The coefficient matrix of \( \phi^{(2M-1)} \) is given by \( \text{Hess}_{\phi^{(M)}} (L^{[N]}) \), which is invertible by Assumption 2.1. The above equations (13) with \( i = M - 1, \ldots, 1 \) can, therefore, be solved sequentially for \( \phi^{(M+1)}, \ldots, \phi^{(2M-1)} \).

Let us denote the local expression for \( \phi^{(M)} \) by \( \tilde{\phi}^{(M)}(q,p) \). Consider the Hamiltonian system \((T^*Q^M, \Omega, H^{[N]})\) with Hamiltonian

\[
H^{[N]}(q,p) = \sum_{i=1}^{M} \langle p_i, q^i \rangle_{\mathbb{R}^N} - L^{[N]} \left( q^1, \ldots, q^M, \tilde{\phi}^{(M)}(q,p) \right)
= \sum_{i=1}^{M-1} \langle p_i, q^{i+1} \rangle_{\mathbb{R}^N} + \langle p_M, \tilde{\phi}^{(M)}(q,p) \rangle_{\mathbb{R}^N} - L^{[N]} \left( q^1, \ldots, q^M, \tilde{\phi}^{(M)}(q,p) \right).
\]

On the right hand side of (14) terms of order \( O(h^{N+1}) \) are truncated. The equations of motions of a pullback \((\text{Jet}_{2M-1}(Q), \Psi, \Omega, H^{[N]} \circ \Psi)\) of the Hamiltonian system \((T^*Q^M, \Omega, H^{[N]})\) via \( \Psi \) yield a jet extension of (10).

Consider coordinates \((\phi, \dot{\phi})\) on the 1-jet bundle \( \pi : \text{Jet}_1(Q) \to Q \) such that \( \dot{\phi} = \phi \circ \pi \), where \( \pi \) is the jet bundle projection. We define the inclusion

\[
\Psi : \text{Jet}_1(Q) \to \text{Jet}_{2M-1}(Q) \quad \text{by} \quad \phi^{(j)} \circ \Psi = \begin{cases} 
\phi & \text{if } j = 0 \\
\dot{\phi} & \text{if } j = 1 \\
g_j(\dot{\phi}, \dot{\phi}) & \text{otherwise},
\end{cases}
\]

where \( g_j(\dot{\phi}, \dot{\phi}) \) is the coefficient matrix of \( \phi^{(2M-j)} \).
where \( g_j(\dot{\varphi}, \dot{\psi}) \) is the substitution of the \( j \)-th derivative considered in the order reduction process in \([10]\) and \([11]\) truncated after \( O(h^N) \) terms. Consider the pullback of the Hamiltonian system \((\text{Jet}_{2M-1}(Q), \pi, H^{[N]} \circ \Psi)\) via \( \Psi \) to \((\text{Jet}_1(Q), \omega^{[N]}, \mathcal{H}^{[N]})\) with \( \omega^{[N]} = \Psi^*\pi \Omega \) and \( H^{[N]} = H^{[N]} \circ \Psi \circ \Psi \). For \( h \) close to 0 the 2-form \( \omega^{[N]} \) is non-degenerate due to the structure of \( \Psi \). As pullback and an application of \( d \) commute, \( \omega^{[N]} \) is a symplectic form and the range \( \text{rg}(\Psi) \) of \( \Psi \) is a symplectic submanifold of \((\text{Jet}_{2M-1}(Q), \Psi^*\pi)\). Let \( \pi: (\text{Jet}_{2M-1}(Q) \to \text{Jet}_1(Q)) \) denote the projection to 1-jets and let \( \pi' = \psi \circ \pi: \text{Jet}_{2M-1}(Q) \to \text{rg}(\Psi) \). Let \( \mathbf{X}^{[N]} \) denote the Hamiltonian vector field of the system \((\text{Jet}_{2M-1}(Q), \Psi^*\pi \Omega, H^{[N]} \circ \Psi)\) and \( \mathcal{X}^{[N]} \) of the system \((\text{Jet}_1(Q), \omega^{[N]}, \mathcal{H}^{[N]})\). The restriction of \( \pi'_*\mathbf{X}^{[N]} \) to the image of \( \Psi \) is \( \Psi \)-related to the vector field \( \mathcal{X}^{[N]} \), i.e.

\[
(\Psi|_{\text{rg}(\Psi)})_* (\pi'_*\mathbf{X}^{[N]} \circ \psi) = \mathcal{X}^{[N]}
\]

Here \( (\Psi|_{\text{rg}(\Psi)})^{-1} \) denotes the inverse of \( \Psi \) considered as the diffeomorphism \( \Psi: \text{Jet}_1(Q) \to \text{rg}(\Psi) \). As the flow of \( \mathbf{X}^{[N]} \) leaves the image of \( \Psi \) invariant up to order \( O(h^{N+1}) \)-terms, it follows that the flow of \( \mathbf{X}^{[N]} \) and \( \mathcal{X}^{[N]} \) are \( \Psi \)-related up to terms of order \( O(h^{N+1}) \) (as explicitly argued in \([11]\) Prop.5.1)).

\[ \square \]

**Corollary 1.** Consider a truncation index \( N \in \mathbb{N} \) such that Assumption 2.1 holds. Let \((\text{Jet}_1(Q), \omega, \mathcal{H})\) be the Hamiltonian structure provided by Theorem 2.1. If there exist Darboux coordinates \((q,p)\) on \((\text{Jet}_1(Q), \omega)\) that are \( O(h) \)-close to \((q,p)\) such that \( \left( \frac{d^2 \mathcal{H}}{dp_i dp_j} \right)_{1 \leq i,j \leq n} \) is of full rank, then there exists a first-order Lagrangian \( \tilde{\mathcal{L}} \) given as

\[
\tilde{\mathcal{L}}(q, \dot{q}) = \tilde{\mathcal{L}}^0(q, \dot{q}) + h \tilde{\mathcal{L}}^1(q, \dot{q}) + h^2 \tilde{\mathcal{L}}^2(q, \dot{q}) + \ldots + h^N \tilde{\mathcal{L}}^N(q, \dot{q})
\]

\[
= \sum_{i=0}^{N} h^i \tilde{\mathcal{L}}^i(q, \dot{q})
\]

such that \( \tilde{\mathcal{L}}^0 = \mathcal{L}^0 \) and the Euler–Lagrange equations \( \mathcal{E}_2 \tilde{\mathcal{L}} = 0 \) recover \([11]\) up to \( O(h^{N+1}) \)-terms.

**Proof.** The Lagrangian \( \tilde{\mathcal{L}} \) is obtained as the Legendre transform of \( \mathcal{H} \), i.e.

\[
\tilde{\mathcal{L}} = \sum_{i=1}^{n} \dot{q}_i p_i - \mathcal{H},
\]

where all quantities are expressed in \((q, \dot{q})\). The zeroth order term in \( h \) coincides with \( \mathcal{L}^0 \) by construction.

\[ \square \]

**Remark 5.** The non-degeneracy assumption on \( \mathcal{H} \) and the choice of Darboux coordinates can be dropped in a coordinate-free description of the motion. Here \emph{first-order principle} refers to a variational principle with a 1-form defined on a 1-jet space. As the symplectic form \( \omega \) is closed, it has a local primitive \( \lambda \) which we can chose to be \( O(h) \) close to \( \lambda^0 = -\sum_{i=1}^{n} p_i dq^i \). The Lagrangian density \( \mathcal{L} \) is given as the 1-form \( \lambda - \mathcal{H} d\xi \) on \( \text{Jet}_1(Q) \times \mathbb{R} \). The corresponding variational principle \( S(\gamma) = \int_a^b \gamma^* \mathcal{L} \), where \( \gamma: [a, b] \to \text{Jet}_1(Q) \) is the prolongation of a \( Q \)-valued curve, is of first order.
Remark 6. If we transform the coordinates \((q, p)\) from Corollary 1 back to the dynamical coordinates \((\phi, \dot{\phi})\) then \(q\) will typically depend on \(\dot{\phi}\) as well. Therefore, an expression of the Lagrangian \(\tilde{L}\) in the original variables can involve second derivatives of \(\phi\). This is because the map \(\Psi: \text{Jet}^1(Q) \to \text{Jet}^2_{M-1}(Q)\) does not respect the bundle structure of the jet spaces. Therefore, the distribution \(D\) spanned by the vector fields \(\frac{\partial}{\partial \dot{\phi}_j}\) might not be Lagrangian for the structure \(\omega\) and there exists no primitive \(\lambda\) with kernel \(D\). Therefore, an expression of \(\lambda\) in the frame \(d\phi_j, d\dot{\phi}_j\) must involve \(d\dot{\phi}_j\) components. An expression of the variational principle \(S(\gamma) = \int_a^b \gamma^* L\) from Remark 5 in coordinates will involve second derivatives of the curve \(\gamma\). If \(D\), however, happens to be Lagrangian, then \(\omega\) admits a primitive \(\lambda\) with kernel \(D[6, \text{Cor. 15.7}]\). The variational principle constructed in Remark 5 to \(\lambda\) is then expressible in the coordinates \((\phi, \dot{\phi})\).

Remark 7. To obtain \(L(\phi, \dot{\phi})\) from \(L(\{\phi\}_{\text{jet}}^\infty)\) it is in general not possible to simply substitute the higher order derivatives in the Lagrangian \(L(\{\phi\}_{\text{jet}}^\infty)\) using (10) and its derivatives. Indeed, the substitution on the Lagrangian side only works if \(L\) has the form of a meshed Lagrangian (see [20]), which cannot be assumed in this context. We have seen, however, that the substitution can safely be done on the Hamiltonian side.

Remark 8. As conserved quantities of the original system (9) are passed on to the reduced system by Proposition 4 (infinitesimal) symmetries in the sense of Noether’s theorem are passed on to the Hamiltonian system \((\text{Jet}^1(Q), \omega, H)\) as well as to the modified Lagrangian density.

Proof of Theorem 1.1. An application of Corollary 1 to a situation where the principle (7) arises as the series expansion of a symmetrised discrete Lagrangian for a symmetry group of codimension 1 yields the statement about variational integrators formulated in Theorem 1.1.

3. Rotating travelling waves in the discretised nonlinear wave equation.
Let us consider travelling waves with constant phase rotation in the nonlinear wave equation (1). Employing methods of the proof of Theorem 2.1, we will compute a modified Hamiltonian system defined on a phase space of minimal dimension which governs the rotating travelling waves in the discretised equations for the five-point stencil. The modified Hamiltonian system corresponds to a first-order Lagrangian principle. For special cases such as no rotation, zero wave speed, or special choices of the steps sizes, the modified Lagrangian can be expressed in the original variables, i.e. the same variables as in the continuous setting.

3.1. Continuous setting. The Euler–Lagrange equation of the action

\[
S(u) = \int \left( \frac{1}{2} \left( \langle u_t, u_t \rangle - \langle u_x, u_x \rangle \right) + W(u) \right) \, dt \, dx
\]

is the nonlinear wave equation (1), i.e.

\[
u_{tt} - u_{xx} - \nabla W(u) = 0.
\]

In the following, we restrict ourselves to \(W(u) = \frac{1}{2} V(\langle u, u \rangle), u: \mathbb{R}^2 \to \mathbb{R}^2,\) and \(V: \mathbb{R} \to \mathbb{R}\) analytic in order to analyse rotating travelling wave solutions. The considerations hold in the more general setting of any \(W\) and \(u: \mathbb{R}^2 \to \mathbb{R}^d\) in the non-rotating case, and for any symmetries of the form \(\partial_x - c\partial_t + g(u)\partial_{u_i}\).
Figure 2. Dynamics of the amplitude variable $\phi_1(\xi)$ for $\alpha \in \{0, 0.3, 0.5, 0.7\}$ for $V(a) = -\exp(-(a - 1)^2)$ and the wave speed $c = 0.5$. (Initial condition $\phi_1(0) = \phi_2(0) = \dot{\phi}_1(0) = \dot{\phi}_2(0) = 0.1$)

Figure 3. Phase portrait of the amplitude variables $\phi_1(\xi), \phi_2(\xi)$ for $\alpha \in \{0, 0.1, 0.6\}, V(a) = -\exp(-(a - 1)^2)$, the wave speed $c = 0.5$ and $\xi \in [-5, 10]$. (Initial condition $\phi_1(0) = \phi_2(0) = \dot{\phi}_1(0) = \dot{\phi}_2(0) = 0.1$)

**Lemma 3.1.** Solutions of (17) of the form
\[ u(t, x) = R(t)\phi(x - ct) \] (18)
with $\phi: \mathbb{R} \rightarrow \mathbb{R}^2$ and
\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad R(t) = \exp(t\alpha J) = \begin{pmatrix} \cos(\alpha t) & \sin(\alpha t) \\ -\sin(\alpha t) & \cos(\alpha t) \end{pmatrix} \] (19)
solve the ODE
\[ (\alpha^2 + V'(\langle \phi(\xi), \phi(\xi) \rangle))\phi(\xi) + 2\alpha \dot{\phi}(\xi) - (c^2 - 1)\ddot{\phi}(\xi) = 0. \] (20)

On the other hand, solutions to (20) give rise to solutions $u(t, x) = R(t)\phi(x - ct)$ of (17).

**Proof.** A substitution of $u(t, x) = R(t)\phi(x - ct)$ into (17) yields
\[ (c^2 - 1)R(t)\ddot{\phi}(\xi) - (\alpha^2 + V'(\langle \phi(\xi), \phi(\xi) \rangle))R(t)\phi(\xi) - 2\alpha cJ R(t)\dot{\phi}(\xi) = 0, \]
where $\xi = x - ct$. Since $J$ commutes with $R(t)$ and $R(t)$ is invertible, this is equivalent to (20).

The dynamics of $\phi_1(\xi)$ for different values of $\alpha$ and $V(a) = -\exp(-(a - 1)^2)$ are displayed in Figure 2. Figure 3 shows phase plots of $\phi_1(\xi)$ and $\phi_2(\xi)$.

**Remark 9.** There is a critical wave speed $c \in \{-1, 1\}$ for which the ODE (20) is of order 1 if the rotational speed $\alpha \neq 0$ and algebraic if $\alpha = 0$. It is not be governed
Lemma 3.2. The system of ODEs (20) are the Euler-Lagrange equations to the action functional
\[ S^{\text{sym}}(\phi) = \int L^0(\phi, \dot{\phi}) \, d\xi \]
with
\[ L^0(\phi, \dot{\phi}) = \frac{1}{2} \left( \alpha^2(\phi, \dot{\phi}) - 2\alpha c(J\phi, \dot{\phi}) + (c^2 - 1)(\dot{\phi}, \dot{\phi}) + V(\langle \phi, \phi \rangle) \right). \]  
(21)

Remark 10. Indeed, restricting \( S \) to symmetric functions of the form \((t, \xi) \mapsto R(t)\phi(\xi) = \xi - ct\) yields the functional \( S^{\text{sym}} \) from Lemma 3.2. This shows that Palais’ principle of symmetric criticality [17] is valid in this example, i.e. the critical points of \( S \) which are symmetric coincide with the points which are symmetric and critical with respect to symmetric variations. In other words, if \( u \) is symmetric and \( DS(u)(v) = 0 \) for all symmetric test functions \( v \) then \( DS(u)(v) = 0 \) for all test functions \( v \). Here, we assume that \( S \) can be defined on a Banach space \( \mathbb{R}^4 \) and \( D \) is the Fréchet derivative. The validity of the principle of symmetric criticality can then be concluded directly from [17] using the action of the compact Lie group \( \mathbb{R}/(2\pi\mathbb{Z}) \) on the domain of definition of \( S \) given by \( (s \cdot u)(t, \xi) = R(-s)u(t + s, \xi) \), where \( u \) is expressed in the coordinates \((t, \xi)\) with \( \xi = x - ct \).

Remark 11. The ODE (20) admits a Hamiltonian formulation on \( \mathbb{R}^4 \) equipped with the symplectic structure
\[ dq^1 \wedge dp_1 + dq^2 \wedge dp_2. \]
The super- or subscripts of \( q \) and \( p \) denote components of \( q \) or \( p \), respectively. The Hamiltonian is obtained as the Legendre transformation of the Lagrangian function \( L^0 \) defined in (21) and expressed in the canonical coordinates
\[ q = \phi, \quad p = \nabla_{\phi} L^0 = (c^2 - 1)\dot{\phi} - c\alpha J\phi. \]  
(22)
The Hamiltonian is given as
\[ H(q, p) = \frac{1}{2(c^2 - 1)} \left( \|p\|^2 + 2c\alpha \langle p, Jq \rangle + \alpha^2\|q\|^2 - (c^2 - 1)V(\|q\|^2) \right). \]

Remark 12. The 1-form \( L^0(\phi, \dot{\phi})d\xi \) is invariant under the prolongation of the Lie group action of \( S^1 \cong \mathbb{R}/(2\pi\mathbb{Z}) \) on \( \mathbb{R}^2 \) defined by \( \theta \cdot (\xi, \phi) = (\xi, \exp(\theta J^T)\phi) \), where \( \exp \) denotes the matrix exponential as in [19]. By Noether’s First Theorem [21, §7.2] the quantity
\[ I_{\text{rot}}(\phi, \dot{\phi}) = \langle \nabla_{\phi} L^0, J^T \dot{\phi} \rangle = \alpha c\|\dot{\phi}\|^2 + (c^2 - 1)\langle J\dot{\phi}, \dot{\phi} \rangle \]
is conserved along solutions of (20). In the canonical coordinates \( q, p \) from (22) the quantity is given as
\[ I_{\text{rot}}(q, p) = \langle Jp, q \rangle. \]
Also see Figure 4. The quantities \( H \) and \( I_{\text{rot}} \) are functionally independent on a superset of the dense open subset \( \{(q, p) | \langle p, q \rangle \neq 0\} \) of the phase space. As they also Poisson commute, the considered system (20) is Liouville completely integrable.

\[ ^1 \text{The exact set-up may depend on } V. \]
Figure 4. Evaluation of the conserved quantity $I_{\text{rot}}$ (see Remark 12) along a numerically computed trajectory shows round-off errors only (vertical axis is scaled by $10^{-14}$). Here $V(a) = -\frac{1}{2}a - a^2$, $\alpha = -1$, $c = 2$. The integrator is the symplectic midpoint rule. Implicit equations are solved using fixed point iterations.

3.2. Five-point stencil discretisation and modified equation. The five-point stencil discretisation of (17) with respect to a mesh \{$(i \Delta t, j \Delta x)$\}$_{(i,j) \in \mathbb{Z}^2}$ and $u_{i,j}$ corresponding to the value of a function $u$ at the meshpoint $(i \Delta t, j \Delta x)$ is given as

$$0 = \frac{1}{\Delta t^2} (u_{i-1,j} - 2u_{i,j} + u_{i+1,j}) - \frac{1}{\Delta x^2} (u_{i,j-1} - 2u_{i,j} + u_{i,j+1}) - V'((u_{i,j}, u_{i,j})) u_{i,j}.$$  

(23)

The scheme is multisymplectic. It arises via a discretisation of the continuous action $S$ as the following lemma shows.

**Lemma 3.3.** A discrete solution $u_{\Delta} = (u_{i,j})_{i,j \in \mathbb{Z}}$ satisfies (23) if and only if for all $K \in \mathbb{N}$ it extremises

$$S^K_{\Delta}(u) = \frac{1}{2} \sum_{i,j = -K}^K \frac{\|u_{i-1,j} - u_{i,j}\|^2}{\Delta t^2} - \frac{\|u_{i,j-1} - u_{i,j}\|^2}{\Delta x^2} - V(||u_{i,j}||^2)$$

on all interior grid-points, i.e. $\nabla (u_{i,j} - K+1 \leq i,j \leq K-1) S^K_{\Delta}(u) = 0$.

As discussed in the introduction, we pass to the functional equation

$$0 = \frac{1}{\Delta t^2} (u(t - \Delta t, x) - 2u(t, x) + u(t + \Delta t, x)) - \frac{1}{\Delta x^2} (u(t, x - \Delta x) - 2u(t, x) + u(t, x + \Delta x)) - V'((u(t, x), u(t, x))) u(t, x),$$

(24)

with $(t, x) \in \mathbb{R}^2$, whose solutions coincide with (23) on the grid.

The ansatz for a symmetric solution from (18), i.e. $u(t, x) = R(t)\phi(x - ct)$ with $\xi = x - ct$, leads to the following functional equation for $\phi$

$$0 = \frac{1}{h^2 \Delta t^2} (R(-h\Delta t)\phi(\xi + ch\Delta t) - 2\phi(\xi) + R(h\Delta t)\phi(\xi - ch\Delta t)) - \frac{1}{h^2 \Delta x^2} (\phi(\xi + h\Delta x) - 2\phi(\xi) + \phi(\xi - h\Delta x)) - V'((\phi(\xi), \phi(\xi))) \phi(\xi).$$

(25)
Here we have introduced the formal series variable $h$ to the same power as the step sizes. A series expansion of (25) around $h = 0$ followed by solving for $\ddot{\phi}$ in terms of $\phi$, $\dot{\phi}$ and higher order terms yields a formal power series of the form
\[
\ddot{\phi}(\xi) = \frac{(\alpha^2 + V'(\langle \phi(\xi), \phi(\xi) \rangle))\phi(\xi) + 2c\alpha J\dot{\phi}(\xi)}{c^2 - 1} + h^2g_2(\phi^{(4)}(\xi), \ldots, \phi(\xi), \phi(\xi)) + h^4g_4(\phi^{(6)}(\xi), \ldots, \phi(\xi), \phi(\xi)) + \ldots
\] (26)

Recall that the critical wave speed $c^2 = 1$ is excluded from our discussion (see Remark 9). Using (26) to replace $\ddot{\phi}$ and all higher derivatives on the right hand side of (26) makes second order derivatives only occur in $h^4$ and higher order terms. Repeating this process iteratively we can push derivatives of order greater than 2 to $O(h^r)$ for arbitrary $r$. We obtain a formal series of the form
\[
\ddot{\phi}(\xi) = \frac{(\alpha^2 + V'(\langle \phi(\xi), \phi(\xi) \rangle))\phi(\xi) + 2c\alpha J\dot{\phi}(\xi)}{c^2 - 1} + \sum_{j=1}^{\infty} h^{2j}g_{2j}(\phi(\xi), \phi(\xi)).
\] (27)

The second order term $\dot{g}_2$ is reported in Computational_Results_documented.pdf in [14]. The dependence of the dynamics of $\phi_1(\xi)$ on the step size is illustrated in Figure 5.

**Remark 13.** The considered discretisation respects the rotation symmetry $\theta \cdot (\xi, \phi) = (\xi, \exp(\theta J^\top)\phi)$ introduced in Remark 12. Therefore, (25), (26), (27) are invariant under a prolongation of the action.

### 3.3. Computation of modified structures

We now follow the proof of Theorem 2.1. To simplify notation, we neglect to include the order $N$ of truncation in $h$ when denoting $L$, $H$, $\mathcal{H}$, and $\omega$. Notice that a computation with $L$ truncated to higher order than $N$ recovers all terms of $L$, $H$, $\mathcal{H}$, and $\omega$ up to order $N$. However, we require the truncation order to be consistent. In the following computational example, we truncate after order $h^3$-terms.

- We compute the Hamiltonian system $(T^*Q^M, \Omega, H)$ governing the high-order equation (26) on a sufficiently large phase space with the canonical symplectic structure $\Omega$.
- Expressing the above Hamiltonian system in dynamical coordinates then corresponds to the computation of $(\text{Jet}_{2M}(Q), \overline{\Omega}, H \circ \overline{\psi})$. 

• We will then substitute on-shell solutions of higher order derivatives of $\phi$ (just as we did to obtain \([27]\) from \([26]\)) into the coordinates of the 2-form $\mathcal{V} \Omega$ and the Hamiltonian $H \circ \mathcal{V}$ to obtain the reduced modified Hamiltonian system $(\text{Jet}_1(Q), \omega, H)$ which governs \([27]\).

• While the reduced modified Hamiltonian system can be explicitly computed, the corresponding modified first-order Lagrangian will, in the most general case, not have a closed form. However, we compute the expressions for special cases.

A series expansion of the discrete Lagrangian

$$L_{\Delta} = \frac{\|u(t-h\Delta t,x) - u(t,x)\|^2}{\Delta t^2} - \frac{\|u(t,x-h\Delta x) - u(t,x)\|^2}{\Delta x^2} - \frac{1}{2} V(\|u(t,x)\|^2)$$

followed by the substitution $u(t,x) = R(t)\phi(x-ct)$ yields

$$\mathcal{L} = \frac{1}{2}(\alpha^2\|\phi\|^2 + 2\alpha c(\phi_1\phi_2 - \phi_2\phi_1) + (c^2 - 1)\|\phi\|^2 - V) + \frac{\hbar^2}{24}(\alpha^4(-\Delta t^2)\phi_2^2
- \alpha^4\Delta t^2\phi_2^2 + 2\alpha c\Delta t^2\phi_2(2\alpha^2\phi_1 + 3\alpha\phi_2 - 2c\phi_1^{(3)}) + 2\alpha c\Delta t^2\phi_1(c(3\alpha\phi_1 + 2c\phi_2^{(3)}
- 2\alpha^2\phi_1) + (c^4\Delta t^2 - \Delta x^2)(4\phi_1^{(3)}\phi_1 + 4\phi_2^{(3)}\phi_2 + 3(\phi_1^{(3)})^2 + 3(\phi_2^{(3)})^2)
+ \frac{\hbar^4}{3720}(\alpha^6\Delta t^4\phi_2^2 + \alpha^6\Delta t^4\phi_2^2 + \alpha c\Delta t^4\phi_1(6\alpha^4\phi_2 + c(-15\alpha^3\phi_1 - 20\alpha^2 c\phi_2^{(3)}
+ 15\alpha c^2\phi_1^{(4)} + 6\phi_1^{(5)})) + \alpha c\Delta t^4\phi_2(-6\alpha^4\phi_1 - 15\alpha^3 c\phi_2 + 20\alpha^2 c^2\phi_1^{(3)} + 15\alpha c^3\phi_2^{(4)}
- 6c\phi_1^{(5)}) + (c^6\Delta t^4 - \Delta x^4)(6\phi_1^{(5)}\phi_1 + 6\phi_2^{(5)}\phi_2 + 15\phi_1^{(4)}\phi_1 + 15\phi_2^{(4)}\phi_2 + 10(\phi_1^{(3)})^2
+ 10(\phi_2^{(3)})^2)) + \mathcal{O}(h^6),$$

where we have subtracted terms with a coefficient of the form $h^{2k+1}$ ($k \in \mathbb{N}_0$) as these cannot have an impact on the dynamics because the discretisation scheme of the derivatives $u_{xx}$ and $u_{tt}$ is of even order. Indeed, they are in the kernel of the Euler operator $\mathcal{E}$ and do not influence the following computations. As before, $V$ is evaluated at $\|\phi\|^2 = \langle \phi, \phi \rangle$.

We can explicitly verify that $\mathcal{E}\mathcal{L}$ recovers \([26]\) such that Palais’ principle of symmetric criticality holds. As the highest derivative of $\phi$ in $\mathcal{L}$ is of order 5, we consider the coordinate $q = (q^1, q^2, \ldots, q^5) = (\phi, \dot{\phi}, \ldots, \phi^{(4)})$ and compute the corresponding conjugate momenta $p = (p_1, \ldots, p_5)$ as

$$p_j^i = \sum_{k=0}^{5-i}(-1)^k \frac{d^k}{d\xi^k} \frac{\partial \mathcal{L}}{\partial \phi_j^{(k+i)}}, \quad j \in 1, 2.$$

The Hamiltonian

$$H = \sum_{i=1}^{5}\langle \dot{q}^i, p_i \rangle - \mathcal{L}$$

expressed in the dynamical variables $(\phi, \dot{\phi}, \ldots, \phi^{(4)}, \phi^{(5)})$ is given as

$$H = \frac{1}{2}(-\alpha^2\|\phi\|^2 + (c^2 - 1)\|\dot{\phi}\|^2 - V) + \frac{\hbar^2}{24}(\alpha^4\Delta t^2\|\phi\|^2 - 6\alpha^2 c^2\Delta t^2\|\dot{\phi}\|^2
- 8\alpha c^3\Delta t^2(\phi_2\phi_1 - \phi_1\phi_2) + 2(c^4\Delta t^2 - \Delta x^2)(\phi_1^{(3)}\phi_1 + \phi_2^{(3)}\phi_2).$$
the gradients of $q$ expression.

Remark 14. The Hamiltonian $H$ corresponds to the symplectic structure $\Omega = \sum_{i=1}^{5} \sum_{j=1}^{2} dq^i_j \wedge dp^i_j$ where $q$ and $p$ are functions of $\{\phi\}_{5jet} = (\phi, \dot{\phi}, \ldots, \phi^{(5)})$. For the computation of the modified system, it is not necessary to compute $\Omega$ explicitly. However, we remark that in the frame $\frac{\partial}{\partial \phi}, \frac{\partial}{\partial \dot{\phi}}, \ldots, \frac{\partial}{\partial \phi^{(5)}}, \frac{\partial}{\partial \dot{\phi}^{(5)}}$ the skew symmetric matrix $\Omega^{\text{MAT}}$ describing $\Omega$ is constant, i.e. does not depend on the base point $\{\phi\}_{5jet}$. This is because $L$ is a quadratic polynomial in $\{\phi\}_{5jet}$. Hamilton’s equations in $z = \{\phi\}_{5jet}$ coordinates, i.e. $\dot{z} = (\Omega^{\text{MAT}})^{-1} \nabla H(z)$, correspond to a first-order formulation of the truncated, high-order ODE [26].

Now we express $H$ on-shell, i.e. we substitute second and higher order derivatives of $\phi$ with expressions in $(\phi, \dot{\phi})$ obtained as in [27]. We obtain the following expression:

$$H = \frac{1}{2}(-\alpha^2 \|\phi\|^2 + (c^2 - 1)\|\dot{\phi}\|^2 - V) + h^2 \left( d_1 \|\phi\|^2 + d_2 \|\dot{\phi}\|^2 + d_3 (\phi, J\phi) + d_4 (\dot{\phi}, \dot{\phi})^2 \right) + O(h^4) \quad (28)$$

$$d_1 = \frac{2\alpha^2 V' (\Delta x^2 - c^4 \Delta t^2) + (V')^2 (\Delta x^2 - c^4 \Delta t^2) + \alpha^4 ((1 - 2c^2) \Delta t^2 + \Delta x^2)}{24(c^2 - 1)^2}$$

$$d_2 = \frac{\alpha^2 (-3c^4 \Delta t^2 + c^2 (5\Delta x^2 - 3\Delta t^2) + \Delta x^2) + (c^2 - 1)V' (c^4 \Delta t^2 - \Delta x^2)}{12(c^2 - 1)^2}$$

$$d_3 = \frac{\alpha(c^2 \Delta t^2 - \Delta x^2) (\alpha^2 + V')}{3(c^2 - 1)^2}$$

$$d_4 = \frac{V'' (c^4 \Delta t^2 - \Delta x^2)}{6(c^2 - 1)}$$

The above Hamiltonian has been expressed in invariant terms of the rotation symmetry described in Remarks [12] and [13]. Higher order terms are reported in [14].

The symplectic structure is given as $\omega = \sum_{i=1}^{5} \sum_{j=1}^{2} dq^i_j \wedge dp^i_j$ where $q$ and $p$ are functions of $(\phi, \dot{\phi})$. In the frame $\frac{\partial}{\partial \phi}, \frac{\partial}{\partial \dot{\phi}}, \frac{\partial}{\partial \phi^{(5)}}, \frac{\partial}{\partial \dot{\phi}^{(5)}}$ the 2-form $\omega$ is represented by the following matrix$^2$

$$\omega^{\text{MAT}} = \begin{pmatrix} 0 & 2\alpha & 1 - c^2 & 0 \\ -2\alpha c & 0 & 0 & 1 - c^2 \\ c^2 - 1 & 0 & 0 & 0 \\ 0 & c^2 - 1 & 0 & 0 \end{pmatrix} + h^2 \begin{pmatrix} w_1 J & Z \\ -Z & w_2 J \end{pmatrix} + O(h^4)$$

$$w_1 = \frac{\alpha c}{3(c^2 - 1)} \left( (\Delta x^2 - \Delta t^2) (V' + \|\phi\|^2 V'') + (\Delta x^2 - 2c^2 \Delta t^2 + c^4 \Delta t^2) (V' + \|\phi\|^2 V'') \right)$$

$$w_2 = \frac{\alpha c (c^4 \Delta t^2 - \Delta x^2)}{3(c^2 - 1)}$$

$^2$In Mathematica the matrix $\omega^{\text{MAT}}$ can be computed by applying the operator TensorWedge to the gradients of $q^i_j(\phi, \dot{\phi})$ and $p^i_j(\phi, \dot{\phi})$ and summing over the indices.
\[ Z = \left( -\frac{\alpha^2(c^2 - 3) \Delta t^2 + \Delta x^2}{6(c^2 - 1)^2} + \frac{(c^2 - 1)(\Delta x^2 - c^4 \Delta t^2)}{6(c^2 - 1)^2} \right) \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \]
\[ -\frac{(c^4 \Delta t^2 - \Delta x^2)}{3(c^2 - 1)} V'' \begin{pmatrix} \phi_1^2 & \phi_1 \phi_2 \\ \phi_1 \phi_2 & \phi_2^2 \end{pmatrix} \]
\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \]

The fourth-order expressions are quite long and are omitted here. We remark, however, that while the second-order terms do not explicitly depend on \( \dot{z} \), the fourth-order terms do. Hamilton’s equations for \((\text{Jet}^1(Q), \omega, H)\) recover\(^3\) with an \(O(h^6)\) error.

**Remark 15.** In the general case, the symplectic structure \( \omega \) contains \( d\dot{\phi}_i \wedge d\dot{\phi}_j \)-terms, i.e. the fibres of \( \text{Jet}^1(Q) \) spanned by the vertical vector fields \( \frac{\partial}{\partial \phi_1} \), \( \frac{\partial}{\partial \phi_2} \) are not Lagrangian with respect to \( \omega \). Therefore, there is no primitive \( \lambda \) with \( d\lambda = \omega \) which does not involve any \( d\dot{\phi}_i \)-terms, i.e. vanishes on vertical vector fields. Thus, the Lagrangian density \( \lambda - H d\xi \) does not admit the form \( L(\phi, \dot{\phi}) d\xi \) for any \( \lambda \) and \( L \) because \( L \) will depend on \( \phi \). This means, if one wants to express the system as a first-order variational system in the familiar form of first-order variational principles\(^4\), then a change of coordinates \((\phi, \dot{\phi}) \mapsto (q, \dot{q})\) is necessary, such that the distribution \( \mathcal{D} \) spanned by \( \frac{\partial}{\partial q}, \frac{\partial}{\partial \dot{q}} \) is Lagrangian for \( \omega \). The existence of a 1-form \( \lambda \) with kernel \( \mathcal{D} \) is then guaranteed by \([6\text{ Cor. 15.7}]\). By the existence of Darboux coordinates, coordinates can be chosen such that \( \lambda = \dot{q}^1 dq^1 + \dot{q}^2 dq^2 \). However, one cannot expect the coordinate transformation to admit a closed form in the general case. (See also Remark\(^5\)).

**Remark 16.** The Lagrangian \( \mathcal{L} \) has been obtained from \( L_{\Delta} \) by a series expansion. Indeed, for the computations \( \mathcal{L} \) could be substituted by any Lagrangian which induces equivalent Euler-Lagrange equations. This is in contrast to the backward error analysis methods for classical variational integrators developed in \([20]\), where the Euler-McLaurin formula is used to translate the discrete action to an integral expression over a Lagrangian given as a formal power series.

Following Proposition\(^4\) we can compute the modified conserved quantity resulting from the rotational invariance of the original equation and the five-point stencil. If \( M \) is the order of the highest derivative in the truncated Lagrangian \( \mathcal{L} \) for some truncation index \( N \) then by Noether’s theorem the conserved quantity is given as

\[ I_{\text{rot}}^\Delta (\phi, \dot{\phi}, \ldots, \phi^{(M)}) = \sum_{m=1}^{M} \sum_{k=0}^{m-1} (-1)^k \left\{ \frac{d^k}{d\xi^k} \nabla_{\phi^{(m-1-k)}} \mathcal{L}, J^T \phi^{(m-1-k)} \right\}. \]

This yields the reduced quantity

\[ I_{\text{rot}}^\text{mod} (\phi, \dot{\phi}) = \alpha c \| \phi \|^2 + (c^2 - 1) \langle J \dot{\phi}, \phi \rangle \]
\[ + \frac{h^2}{6 (c^2 - 1)} \left( b_1 \| \phi \|^2 + b_2 \| \dot{\phi} \|^2 + b_3 \langle J \dot{\phi}, \phi \rangle \right) + O(h^4) \]

with

\[ b_1 = \alpha c (\Delta x^2 - \Delta t^2) + V' (c^2 (c^2 - 2) \Delta t^2 + \Delta x^2) \]

\(^3\)When computing in local coordinates \( \dot{z} = (\omega^{\text{MAT}})^{-1} \nabla H(z) \) with \( z = (\phi, \dot{\phi}) \) the matrix inversion \( (\omega^{\text{MAT}})^{-1} \) needs to be computed in the sense of formal power series.
The modified system \((\text{Jet}^1(Q), \omega, H)\) is completely Liouville integrable up to any order in the series parameter \(h\). The plot of a motion of the second-order truncated system and the behaviour of \(H\) and \(\mathcal{H}\) for example data and the behaviour of the quantities \(I_{\text{rot}}\) and \(I_{\text{rot}}^{\text{mod}}\) truncated after \(O(h^2)\) terms can be seen in Figure 6. The plotted system is \(O(h^2)\) close to a completely integrable system. Similarly, Figure 7 shows analogous experiments but the motion is obtained by using (25) as a multistep formula when the ratio \(c\Delta t/\Delta x\) is rational. For consistent initialisation of the multistep formula the modified equation (27) was used truncated to 4th order.

\[
\begin{align*}
b_2 &= \alpha c \left( c^2 - 1 \right) \left( c^2 \Delta t^2 - \Delta x^2 \right) \\
b_3 &= \alpha^2 \left( c^4 \Delta t^2 + c^3 \left( \Delta x^2 - 3 \Delta t^2 \right) + \Delta x^2 \right) + \left( c^2 - 1 \right) V' \left( c^4 \Delta t^2 - \Delta x^2 \right).
\end{align*}
\]
Figure 7. When $c\Delta t/\Delta x$ is rational, the functional equation \[25\] yields a multistep formula. The series parameter $h$ is set to 1. We use $V(s) = s^2$, $\Delta t = 0.15$, $\Delta x = 2c\Delta t$. Let $\Delta \tau = c\Delta t$. To initialise the scheme, values at $\xi = \Delta \tau, 2\Delta \tau, 3\Delta \tau$ are obtained by integrating \[27\] truncated to 4th order with high accuracy with the initial condition $(\phi(0), \dot{\phi}(0)) = ((0.1, -0.05), (0, 0.1))$.

to eliminate effects of spurious solutions. The effects of spurious solutions can be amplified if $V$ contains terms of high polynomial order, the rational relation of $\Delta x$ and $c\Delta t$ requires large denominators such that the multistep formula needs to be initialised at many steps, or a low order truncation of the modified equation is used in the initialisation process.

3.4. Special cases. Following up on Remark \[15\] we consider the following special cases for which the symplectic structure $\omega$ does not contain $d\dot{\phi}_i \wedge d\dot{\phi}_j$-terms, i.e. the fibres of Jet$_1(Q)$ spanned by the vertical vector fields $\frac{\partial}{\partial \dot{\phi}_1}, \frac{\partial}{\partial \dot{\phi}_2}$ are Lagrangian with respect to $\omega$.

- $\alpha = 0$ (non-rotating travelling wave),
- $c = 0$ (standing wave),
- $\Delta x = c\Delta t$ (step sizes fulfill a special relation)

This can be seen up to the computed order by inspecting the bottom right $2 \times 2$ submatrix in $\omega^{MAT}$. By \[6\] Cor. 15.7 there exists a 1-form $\lambda$ with $d\lambda = \omega$ such
that the vertical vector fields span its kernel. In other words, the 1-form $\lambda$ does not contain any $d\dot{\phi}$ or $d\phi$ terms. Thus, there exists a first-order Lagrangian in the original variables $L(\phi, \dot{\phi})$ such that the Euler-Lagrange equations recover the dynamics. Indeed, this can be shown independently of our computation up to any order for the cases $c = 0$ and $\Delta x = c\Delta t$ because in these cases the functional equation (25) relates three equally-spaced points rather than five unequally spaced ones. This is argued in the following. (The case $\alpha = 0$ is treated in Section 4.)

For $c = 0$ and $h = 1$ the functional equation (25) reduces to

$$-rac{\phi(\xi + \Delta x) - 2\phi(\xi) + \phi(\xi - \Delta x)}{\Delta x^2} - \nabla W(\phi(\xi)) + \frac{R(-\Delta t) - 2I + R(\Delta t)}{\Delta t^2}\phi(\xi) = 0,$$

where $W(\phi) = \frac{1}{2}V(\|\phi\|^2)$. The relation (29) arises as the discrete Euler-Lagrange equations

$$D_1L_\Delta(\phi(\xi), \phi(\xi + \Delta x)) + D_2L_\Delta(\phi(\xi - \Delta x), \phi(\xi)) = 0$$

for

$$L^c_\Delta(a, b) = \frac{||a - b||^2}{2\Delta x^2} - W(a) + \frac{1}{2\Delta t^2}a^T(R(-\Delta t) - 2I + R(\Delta t))a,$$

where $D_1$ denotes the derivative with respect to the variables passed into the first argument of $L_\Delta$ and $D_2$ denotes the derivative with respect to the second argument. The functional equation (29) is a discretisation of

$$-\ddot{\phi} - \nabla W(\phi) + \frac{1}{\Delta t^2}(R(-\Delta t) - 2I + R(\Delta t))\phi = 0$$

which is the Euler-Lagrange equation to the Lagrangian

$$L^c_{e=0} = \frac{1}{2}||\dot{\phi}||^2 - W(\phi) + \frac{1}{2\Delta t^2}\phi^T(R(-\Delta t) - 2I + R(\Delta t))\phi.$$ 

By (20) there exists a modified Lagrangian given as the formal power series

$$L_{e=0} = L^c_{e=0}(\phi, \dot{\phi}) + h^2L^2_{e=0}(\phi, \dot{\phi}) + h^4L^4_{e=0}(\phi, \dot{\phi}) + \ldots.$$ 

The expression can either be found up to any order in $h$ using the techniques from (20) or with an educated guess for $L_{e=0}$, see Computational_Results_documented.pdf in (14).

The situation is similar for $\Delta x = c\Delta t$. The functional equation (25) reduces to

$$\frac{c^2}{\Delta x^2}(R(-\Delta t)\phi(\xi + \Delta x) - 2\phi(\xi) + R(\Delta t)\phi(\xi - \Delta x)) - \frac{\phi(\xi + \Delta x) - 2\phi(\xi) + \phi(\xi - \Delta x)}{\Delta x^2} - \nabla W(\phi) = 0.$$ 

The functional equation (31) arises as the discrete Euler–Lagrange equations (30) for the discrete Lagrangian

$$L^\Delta_{x=c\Delta t}(a, b) = -\frac{c^2}{2\Delta x^2} \left\| R\left(-\frac{1}{2}\Delta t\right)b - R\left(\frac{1}{2}\Delta t\right)a \right\|^2 + \frac{1}{2\Delta x^2}\|b - a\|^2 - W(a).$$

Equation (31) is a discretisation of

$$(c^2 - 1)\ddot{\phi} - 2acJ\dot{\phi} - \alpha^2\phi - \nabla W(\phi) = 0$$

which is governed by

$$L^0_{\Delta x=c\Delta t}(\phi, \dot{\phi}) = \frac{1}{2}(\alpha^2(\phi, \dot{\phi}) - 2ac(J\dot{\phi}, \phi) + (c^2 - 1)(\dot{\phi}, \dot{\phi})) + W(\phi),$$
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\[ \xi + \left( \frac{1}{2} - \frac{m^2}{2n} \right) \Delta s, \quad \xi + \frac{1}{2} \Delta s, \quad \xi + \left( \frac{1}{2} + \frac{m^2}{2n} \right) \Delta s, \quad \xi + \Delta s \]

\textbf{Figure 8.} Interpretation of (4) as a multistep formula for \( m \frac{n}{n} = \Delta x < 1 \). The variable \( \hat{\xi} \) corresponds to \( \xi - c \Delta t \) when comparing with (4) and \( \Delta s = 2c \Delta t \).

i.e. we recover \( L^0 \) from (21). In analogy to the case \( c = 0 \), up to any order in \( h \) there exists a modified first-order Lagrangian in the original variables \( \phi, \dot{\phi} \) such that its Euler–Lagrange equations recover (27). Computational results are reported in [14].

4. Computation of modified Lagrangian via P-series ansatz. We now turn to the case of non-rotating travelling waves for the nonlinear wave equation, for which the discrete travelling wave equation (see (4)) is

\[
0 = \frac{1}{\Delta t^2} (\phi(\xi + c \Delta t) - 2\phi(\xi) + \phi(\xi - c \Delta t)) \\
- \frac{1}{\Delta x^2} (\phi(\xi + \Delta x) - 2\phi(\xi) + \phi(\xi - \Delta x)) \\
- \nabla W(\phi(\xi))
\]

where \( \phi : \mathbb{R} \to Q = \mathbb{R}^d \) and \( W : \mathbb{R}^d \to \mathbb{R} \). We know from Theorem 1.1 that \( \phi \) has a modified equation to all orders with Hamiltonian structure \( (\text{Jet}_1(Q), \omega, H) \). However, we can also interpret the above equation as a linear multistep formula, see Figure 8. By our discussion of blended backward error analysis for linear multistep schemes [11], the modified equation is equivalent the Euler-Lagrange equations for a 2nd order modified Lagrangian given as an \( S \)-series applied to a \( P \)-series in the original variables \( (\phi, \dot{\phi}) \). The structural information helps to quickly compute terms of the modified Lagrangian using an educated guess (ansatz). For an introduction to \( P \)-series, which arise in partitioned Runge–Kutta methods and multistep methods, see, for instance, [4, III.2.1].

**Proposition 3.** The discrete travelling wave equation (4) has a second-order modified equation that arises as the Euler–Lagrange equation of a formal series

\[
L(\phi, \dot{\phi}) = \sum_{j=0}^{\infty} h^{2j} L^{2j}(\phi, \dot{\phi}).
\]

Moreover,

\[
L^0 = \frac{1}{2}(c^2 - 1)\langle \dot{\phi}, \dot{\phi} \rangle + W(\phi)
\]

and each term \( L^{2j} \) for \( j > 0 \) is a sum of elementary differentials of \( W \) and \( \dot{\phi} \) associated to bicoloured trees in which the leaves are black or white, the other nodes are black, and the sum of the degrees of the black nodes is \( 2j \).

**Proof.** The statement follows from the authors’ discussion of backward error analysis techniques for multistep methods [11], in particular Remark 6.3, which is based on [2]: indeed, the multistep framework applies even for irrational quotients \( \Delta x \) (in
which case \(4\) does not correspond to a practical multistep formula) because we can considering the non-polynomial characteristic functions
\[
\rho(\tau) = 4c^2 - 4\frac{c^2 \Delta t^2}{\Delta x^2} \tau \frac{\Delta x}{\Delta t} + 8 \left( \frac{c^2 \Delta t^2}{\Delta x^2} - c^2 \right) \tau^2 - 4 \frac{c^2 \Delta t^2}{\Delta x^2} \tau \frac{\Delta x}{\Delta t} + 4c^2 \tau
\]
\[
\sigma(\tau) = \tau^2
\]
which successfully recover the stencil (4) as
\[
\rho(e^D)\phi = \Delta s^2 \sigma(e^D)\nabla W(\phi).
\]
Here the stepsize \(\Delta s\) is given as \(\Delta s = 2c\Delta t\) and \(c\Delta t > \Delta x\). The case \(c\Delta t < \Delta x\) is argued analogously.

Elementary differentials and trees are motivated by their appearance in the modified Hamiltonians of partitioned Runge–Kutta methods [4, III.2.1]. The second order trees are \(\bullet\bullet\circ\), with elementary differential \(F_{2,1} = \sum_{i,j=1}^{d} W_{ij} \dot{\phi}_i \dot{\phi}_j\) and \(\bullet\circ\), with elementary differential \(F_{2,2} = \sum_{i,j=1}^{d} \dot{W}_{ij} \dot{\phi}_i \dot{\phi}_j\). Here and in the following, subscripts indicate partial derivatives, e.g. \(W_{ij} = \frac{\partial^2 W}{\partial \phi_i \partial \phi_j}\). There are four order 4 trees given as

![Diagram of elementary differentials and trees]

with elementary differentials
\[
F_{4,1} = \sum_{i,j,k,l=1}^{d} W_{ijkl} \dddot{\phi}_i \dddot{\phi}_j \dddot{\phi}_k \dddot{\phi}_l, \quad F_{4,2} = \sum_{i,j,k=1}^{d} W_{ij} \dddot{\phi}_i \dddot{\phi}_j \dddot{\phi}_k,
\]
\[
F_{4,3} = \sum_{i,j,k=1}^{d} W_{ij} \dddot{\phi}_j \dddot{\phi}_k \dddot{\phi}_l, \quad F_{4,4} = \sum_{i,j=1}^{d} W_{ij} \dddot{\phi}_i \dddot{\phi}_j,
\]
respectively. There are 10 order 6 trees which we list below.

![Diagram of elementary differentials and trees]

Thus Proposition [3] states that the terms in the modified Lagrangian take the form \(L^{2j} = \sum_k a_{j,k} F_{j,k}(\phi, \dot{\phi})\) for suitable coefficients \(a_{j,k}\).

We compute the Euler-Lagrange equations for the ansatz described in Proposition [3] and solve for \(\dddot{\phi}(\xi)\) using a series ansatz. Comparing coefficients with [27] yields
\[
a_{2,2} = 2a_{2,1} = \frac{1}{12} (c^2 - 1)^{-1} (c^4 \Delta t^2 - \Delta x^2),
\]
\[
a_{4,1} = (c^2 - 1)^{-3} b_1, \quad a_{4,2} = 6(c^2 - 1)^{-4} b_1, \quad a_{4,3} = (c^2 - 1)^{-3} b_2,
\]
\[
a_{4,4} = 3(c^2 - 1)^{-5} b_1, \quad a_{6,1} = (c^2 - 1)^{-3} b_3, \quad a_{6,2} = 60(c^2 - 1)^{-5} b_3,
\]
\[
a_{6,3} = 10(c^2 - 1)^{-5} b_3, \quad a_{6,4} = (c^2 - 1)^{-6} b_4, \quad a_{6,5} = 2(c^2 - 1)^{-5} b_4,
\]
\[
a_{6,6} = 45(c^2 - 1)^{-5} b_3, \quad a_{6,7} = 20(c^2 - 1)^{-4} b_4, \quad a_{6,8} = (c^2 - 1)^{-4} b_4,
\]
\[
a_{6,9} = 15(c^2 - 1)^{-4} b_3, \quad a_{6,10} = 15(c^2 - 1)^{-6} b_3,
\]
\[ b_1 = \frac{1}{2160} \left( -3\Delta t^4 c^8 - 2\Delta t^4 c^6 + 10\Delta t^2 \Delta x^2 c^4 - 2\Delta x^4 c^2 - 3\Delta x^4 \right), \]

\[ b_2 = \frac{1}{720} \left( -2\Delta t^4 c^8 - 3\Delta t^4 c^6 + 10\Delta t^2 \Delta x^2 c^4 - 3\Delta x^4 c^2 - 2\Delta x^4 \right), \]

\[ b_3 = \frac{1}{302400} \left( 10\Delta t^6 c^{12} + 22\Delta t^6 c^{10} + 3\Delta t^6 c^8 - 77\Delta t^4 \Delta x^2 c^8 + 28\Delta t^2 \Delta x^4 c^6 - 28\Delta t^4 \Delta x^2 c^6 - 3\Delta x^6 c^4 + 77\Delta t^2 \Delta x^4 c^4 - 22\Delta x^6 c^2 - 10\Delta x^6 \right), \]

\[ b_4 = \frac{1}{120960} \left( 72\Delta t^6 c^{12} + 94\Delta t^6 c^{10} + 9\Delta t^6 c^8 - 413\Delta t^4 \Delta x^2 c^8 + 112\Delta t^2 \Delta x^4 c^6 - 112\Delta t^4 \Delta x^2 c^6 - 9\Delta x^6 c^4 + 413\Delta t^2 \Delta x^4 c^4 - 94\Delta x^6 c^2 - 72\Delta x^6 \right). \]

Refer to [14] for source code.

5. **Conclusion.** While backward error analysis of discretisation schemes for PDEs appears intractable, we have introduced a method to perform backward error analysis for symmetric solutions of numerical methods for PDEs. We show that if a PDE arises from a variational principle and is discretised by a method that respects its variational structure, then symmetric solutions will typically be governed by a modified variational principle up to any order in the discretisation parameters. The modified variational principle is defined by a modified Lagrangian, which is a formal power series in the discretisation parameters. The modified Lagrangian has the correct variational order, i.e. order 1, provided that analogous results hold true in the continuous setting. Special attention needs to be paid to the fact that in the general case the 1st order modified Lagrangian may only exist in modified variables, blurring the distinction between position and velocity variables. If further symmetries are present, the modified Lagrangian can be used to derive formal conserved quantities for the equations that govern the symmetric solutions up to any order in the discretisation parameters. The theory is illustrated on rotating travelling waves in the nonlinear wave equation discretised by the multisymplectic five-point stencil.

The analysis performed in this article is purely formal. As future work, it would be interesting to explore settings in which optimal truncation results for modified Lagrangians can be proved, similar to the optimal truncation results for traditional backward error analysis in the ODE setting [4].
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