Applications with safety requirements have become ubiquitous nowadays and can be found in edge devices of all kinds. However, microcontrollers in those devices, despite offering moderate performance by implementing multicores and cache hierarchies, may fail to offer adequate support to implement some safety measures needed for the highest integrity levels, such as lockstepped execution to avoid so-called common cause failures (i.e., a fault affecting redundant components causing the same error in all of them). To respond to this limitation, an approach based on a software monitor enforcing some sort of software-based lockstepped execution across cores has been proposed recently in [2], providing a proof of concept. This paper presents SafeSoftDR, a library providing a standard interface to deploy software-based lockstepped execution across non-natively lockstepped cores relieving end-users from having to manage the burden to create redundant processes, copying input/output data, and performing result comparison. Our library has been tested on x86-based Linux and is currently being integrated on top of an open-source RISC-V platform targeting safety-related applications, hence offering a convenient environment for safety-critical applications.

1 Introduction

Applications with safety requirements have become increasingly ubiquitous nowadays and can be found in cars, satellites, industrial applications, smart cities, smartphones, etc. These systems are often equipped with multicore processors with varying degrees of performance, but it is not uncommon that they implement scarce, or at least limited, support for safety. This is, for instance, the case for ARM Cortex-A and Cortex-R families and NXP P/T/LS families. Even processors targeting the space domain, such as Gaisler’s LEONx families, while providing abundant support for reliability, do not implement some features such as dual-core lockstep (DCLS). Such type of support is typically available in other types of products, such as Infineon AURIX processors for the automotive domain. Still, lack the flexibility to use lockstepped cores independently to run different applications when safety requirements are low (or null).

DCLS is generally needed by high-integrity applications requiring support to make residual the risk of a single fault leading the system to a failure. While redundancy is effective against many fault types, redundancy on its own is not enough if a fault affects redundant components similarly. For instance, two redundant cores executing the same program synchronized could experience a fault in their common clock input signal or power supply, which could lead both of them to the same erroneous output, which would not be detected employing comparison. DCLS imposes staggered execution across redundant cores (e.g., 2-3 cycles of delay for one of the cores w.r.t. the other). Upon a common fault, both cores have a different internal state and experience different errors that can be detected through comparison. However, as discussed in [2], such an approach is generally too expensive and inflexible since redundant cores cannot be used independently, hence wasting half of the potential performance of the platform even if DCLS is not needed.

Recently, we have proposed a solution based on a software monitor able to enforce staggered execution and hence diversity across redundant user processes [2]. However, such a solution has only been prototyped to prove the feasibility of the approach, but a standard interface has not been offered, relieving end-users from the burden of having to replicate input data, create redundant processes and compare results.
SafeSoftDR

This paper presents SafeSoftDR, a library implementing diverse redundancy support with software-only means, hence compatible with any multicore lacking native DCLS, that relieves end users from the burden to manage the process. As shown in this paper, such library is feasible, provides a standard interface for end-users, and is successfully deployed on a Linux-based Intel multicore – it was already proven compatible with ARM multicores in [2]. Such library is currently being ported to RISC-V and, whenever its validation is complete, it will be offered as an open-source component with a permissive license in [5] along with a number of already public safety-related components.

2 State-of-the-Art

Hardware support for safety has been recently reviewed in a survey [11]. Some solutions in the literature have considered how to achieve redundancy across different cores, but without providing diversity [10, 6, 9], as needed to avoid common cause failures. The most relevant works for our paper are those providing diverse redundancy for cores. Among those, we identify CPUs providing native DCLS support, such as, for instance, the Infineon AURIX processor family [8] and ST Microelectronics SPC56XL70 [12]. Also, some works have shown how to achieve some form of flexible DCLS support with hardware means. In the case of CPUs, this is achieved with a hardware monitor enforcing staggering (SafeDE) [3] or a hardware monitor measuring diversity (SafeDM) [4]. In the case of GPUs, this is achieved with the integration of an ad-hoc scheduler [1]. However, those solutions need explicit software support and cannot be used in Commercial-off-the-Shelf (COTS) multicores without any such support. To cover this gap, our recent work has provided a proof of concept of the feasibility of a software-only solution to enforce staggered execution across cores running a given application redundantly [2]. While such a solution is naturally less efficient than those building on hardware support, it is compatible with COTS platforms.

In this paper, we generalize the solution in [2] by building a portable library implementing software-based DCLS relieving end-users from the burden of managing input data replication, redundant process creation and result comparison.

3 SafeSoftDR Library

The concept. SafeSoftDR implements a software monitor able to keep a given staggering between two redundant processes. The staggering is measured in the number of instructions, and it is a parameter for SafeSoftDR. The monitor checks the staggering across the head and trail processes at a given frequency – also a SafeSoftDR parameter – and, if the current staggering is below the corresponding threshold, the monitor stops the trail process. If the staggering is above the threshold and the trail process is stopped, the monitor activates the trial process so that it can resume its execution.

As discussed in [2], the staggering between the head and tail processes must be sufficiently large so that, if the head process gets completely stalled and the trail one runs at full speed right after the monitor checks that the staggering is enough, the monitor must be in time to stop the trail process in the next checking interval. Such staggering is completely platform dependent since it is determined by the peak performance of the cores in the platform, and the overheads imposed by the operating system to retrieve instruction counts from the head and trail cores to the core where the monitor runs, as well as to stop the trail process if needed. In general, such threshold needs to be determined empirically, but recommendations in [2] provide guidance on how to do it.

```c
void matrix_multiply_wrapper(void * argv_input[], void * argv_output[] ) {
    int *matA = (int *)argv_input[0];
    int *matB = (int *)argv_input[1];
    int *matC = (int *)argv_output[0];
    int rows = *((int *)argv_input[2]);
    int cols = *((int *)argv_input[3]);
    matrix_multiply(matA, matB, matC, rows, cols);
}
```

Figure 1: Matrix multiplication wrapper

The interface. To allow the SafeSoftDR to generate redundant processes replicating input and output data and comparing results, it needs to receive information in a particular format, which requires end-users to create a wrapper for their software to be protected. In particular, such wrapper needs to be invoked with a vector with pointers to the input data and another with pointers to the output data. This is, for instance, illustrated in Figure [1] for the example of matrix multiplication. The wrapper, matrix_multiply_wrapper, calls the matrix multiplication function (matrix_multiply) unfolding input and output data vectors, as shown in the figure.
The SafeSoftDR library is used as illustrated in Figure 2 for the example of the matrix multiplication. In particular, the monitor, `protect_default`, needs receiving the following five parameters:

- A pointer to the application wrapper, `matrix_multiply_wrapper` in the example.
- The vector with the pointers to the input data to use, `argv_input`.
- A vector, `input_size`, with the size of each input data item in `argv_input`.
- The vector with the pointers to the output data to produce, `argv_output`.
- A vector, `output_size`, with the size of each output data item in `argv_input`.

Note that if a particular data item is to be used as input/output data, this needs to be managed accordingly by the application wrapper. In this case, as in any other case, SafeSoftDR will create independent copies of the input and output data for each of the redundant wrapper invocations. The wrapper should use pointers as needed to operate on the copy of the data in the output vector. This typically will imply dismissing the data in the input vector and passing the pointer to the output vector to the application as both input and output data.

**An illustrative example.** To showcase SafeSoftDR, we have created a demo of this technology in which the matrix multiplication described before is executed with diverse redundancy. In particular, the matrix multiplication has been set sufficiently large so that it takes more than 1 minute to run for the sake of the demo. We have deployed SafeSoftDR on an Ubuntu 18.04 release running on an Intel® Core™ i7-5600U CPU at 2.6GHz with 16GB of DRAM. For demo purposes, we print the actual staggering (in number of instructions) every time the monitor is executed in its own core. However, since printing on screen is a slow process subject also to some execution time variability on top of a regular Linux operating system, we have set the staggering threshold to be large enough: 150 million instructions. Note that, in general, staggering should be in the order of 100\(\mu\)s or 1ms, as shown in [2], which would require staggering between a few hundreds of thousands or a few millions of instructions in most multicores. Nevertheless, SafeSoftDR is agnostic to the actual threshold provided and, if set too short, it could be the case that negative staggering values were observed, meaning that the trail process caught up with the head one so that diversity could be lost.

Figure 3 shows the staggering observed during some consecutive executions of the SafeSoftDR monitor (`protect_default` function). We observe that, in the third interval, the staggering drops down to \(\approx 84M\) instructions. Then, the monitor stalls the trail process. For some intervals, the staggering remains below the threshold so that trail process remains stalled (staggering not plotted). Eventually, the staggering is sufficient (5th line in the figure),
and the trail process resumed. In the next interval, the staggering falls below the threshold again, and the trail process is stalled. This sequence of events repeats several times until, after the last time the trail process is resumed in the figure, the staggering starts growing and stabilizing above 200 million of instructions. Hence, during that period, no trail process stalling occurs. Overall, our example illustrates how SafeSoftDR monitors the progress of both processes created and enforces staggering.

**Future prospects.** During the next months, our goal is to complete the porting of SafeSoftDR to an appropriate RISC-V platform. In particular, we are performing this porting to the H2020 SELENE RISC-V platform [7], which has been developed to support high-performance safety-related applications. Once such porting is complete, SafeSoftDR will be offered as an open-source component, and it will be compared against those solutions relying on hardware support, such as SafeDE and SafeDM, which are either already integrated into the SELENE platform (SafeDE) or will be in the forthcoming months (SafeDM).

4 Summary

Enabling diverse redundancy on COTS processors becomes increasingly important to meet the safety requirements of high-integrity applications on platforms delivering enough performance. While we provided a proof of concept of a feasible software-only solution recently, it was just prototyped for a handcrafted example. In this paper, we present a standard interface offered in the form of a user-friendly library. It has already been shown to work on Linux on Intel and ARM-based platforms, and it is currently being integrated on RISC-V. We plan to offer this library as an open-source component in the forthcoming months once its integration on RISC-V and validation completes.
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