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ABSTRACT

The living conditions of living beings are becoming ever more difficult due to the climate change caused by industrialization. Forests, which have a great importance in terms of natural resources, are one of the main elements which prevent this situation. Therefore, it is important to ensure the sustainability of forests and to increase their genetic and structural quality. Appropriate farms and clonal seed orchards should be established with the purpose of achieving this genetic diversity. This way, quantitative traits of clones, which are located in these seed orchards, depending on their growth performance, the cone yield can be determined. In this study, the best clones in terms of cone yield were determined through MAUT and WASPAS methods, which are some of the multiple criteria decision-making techniques. This was done by using the height and diameter measurements of 30 Scots pine (Pinus sylvestris L.) clones selected according to random sampling method in 3 different blocks in Erzurum region. Based on the sum product assessment and multi-attribute utility theory model results, clones 22 and 29 were determined as superior and prospective for further breeding procedures in terms of seedling height and root collar diameter. According to the entropy method, the maximum weights for seedling height and root collar diameter were obtained in Block-3 with 0.580175 and in Block-1 with 0.590017, respectively.

Contribution/Originality: This study plays important role in selecting the best clones in terms of cone yield through MAUT and WASPAS methods, which are some of the multiple criteria decision-making techniques.

1. INTRODUCTION

The adverse effects of global climate change on life are increasing each passing day. Environmental pollution increasing due to industrialization and the excessive destruction of fossil-based natural resources due to high
energy need increase global warming and take away the optimum living conditions by disrupting the ecological balance. Carbon emulsion is one of the most infamous culprits that cause global warming. In order to prevent this situation, carbon gases released from various sources should be stored before they reach the atmosphere and damage the ozone layer. The forests, which are the primary resources capable of producing oxygen, have a positive effect on carbon storage in all ages. For this reason, it is the common duty of the humanity and forestry sectors across the globe to ensure the continuity of forests that are blessed with various raw materials, and that have functional benefits and to increase the genetic and structural quality of forests [1, 2]. However, according to the latest statistics announced by FAO [3] 35.6% of the world's forest resources were destroyed by fires, water and wind erosion and over logging in 2018, and in this context, a majority of the world countries transformed more than half of their natural forest resources into forests with protected status with soil and water conservation purposes.

The reduction of social pressure on natural forest resources is the leading measures to be taken in this respect. Thus, special industrial plantations, where particularly wood, paper and firewood raw materials can be supplied from, should be established with the suitable origin and clones of fast growing forest tree species.

For this purpose, it is necessary to establish important gene pools such as clonal seed orchards in order to identify appropriate clones and to grow and use seedlings from the healthy and high quality seeds collected at low cost in a short time. On the other hand, there is a need for seed orchards and seed plantations in order to preserve the existence of forest gene pools within and outside the natural range.

It is very important to assess the clones used in the seed orchards in terms of seed yield and their suitability for growing seedlings and to identify the best clones. As this clone prioritization and identification ensures low cost and saves time in terms of production, it is also very important in terms of transferring genetic gain to new generations and determining the rate [4]. Within this context, the determination of the quantitative traits of the growth performance of clones located in the seed orchard guides both the evaluation of actual ecological conditions at the point, where the seed orchard is located, and guides the sorting of the clones from the best to the worst in terms of seed yield [5].

MCDM is the method ensuring the selection of the best choice among the multiple and simultaneously applied criteria [6]. MCDM technique is a discipline including many fields such as mathematics, science, business, informatics, psychology, social sciences and economics and many different methods are developed to solve these kinds of problems [7].

The MCDM process typically defines objectives, chooses the criteria to measure the objectives, specifies alternatives, transforms the criterion scales into commensurable units, assigns weights to the criteria that reflect their relative importance, selects and applies a mathematical algorithm for ranking alternatives, and chooses an alternative [8-12]. The primary purpose of MCDM problems is to identify the best alternative that provides the highest level of satisfaction in terms of all relevant criteria [13, 14].

2. MATERIAL AND METHOD

2.1. Materials

This research was carried out in Erzurum province of Turkey in 1990 on 30 clones with Kars-Sarikamis origin in Scots pine (Pinus sylvestris L.) clonal seed orchards that was established as 3 random blocks. The grafted Scots pine seedlings were planted at a distance of 7 × 7 m. The soil structure of the area has a sandy-clay texture. The soil structure is fragmental and deep soil conditions prevail. In the research area, the average temperature is 5.7 °C, and the average rainfall is 763.8 mm [4, 15].
2.2. Methods

2.2.1. Field Measurements

The length and the breast height diameters were measured on a total of 270 Scots pine trees by measuring each individual block and 3 individuals belonging to each clone located in the seed orchard established as 3 blocks. Laser digital length gauge and diameter gauge are used for these measurements and mean values of the measurement values are given in Table 1.

| Weighting | Block-1     | Block-2     | Block-3     | \(\sum_{j=1}^{n} w_{ij}\) |
|-----------|-------------|-------------|-------------|---------------------------|
| Height    | 0.127279    | 0.292546    | 0.580175    | 1                         |
| Diameter  | 0.590017    | 0.306609135 | 0.108374    | 1                         |

2.2.2. Entropy Method

The concept of entropy emerged as the measurement of irregularity and uncertainty in thermodynamics by Rudolph Clausius in 1865 [16]. This concept was then written in literature as the concept of information entropy by Claude E. Shannon in 1948 and was formulated based on probability theory [17].

In information entropy, the number or the quality of information is one of the determinants of the decision making problem’s accuracy and reliability [18]. Accordingly, the objective weights of the attributes are determined by how different or differentiated the outputs of the alternatives are according to each attribute, that is to say by the "density of contrast". The more this contrast is, the more information, which is covered and transmitted by the related trait, is. As the entropy value decreases, the level of impairment in the system also decreases. The procedures for the entropy method are specified in steps. D matrix is the decision matrix with m alternatives and n criteria [19-24];

Step 1: Creating a decision matrix using the Equation 1;

\[ D = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1j} & \cdots & x_{1n} \\ x_{21} & x_{22} & \cdots & x_{2j} & \cdots & x_{2n} \\ \vdots & \vdots & \ddots & \vdots & \cdots & \vdots \\ x_{i1} & x_{i2} & \cdots & x_{ij} & \cdots & x_{in} \\ \vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\ x_{m1} & x_{m2} & \cdots & x_{mj} & \cdots & x_{mn} \end{bmatrix} \quad (i = 1, 2, \ldots, m, \text{and} \ j = 1, 2, \ldots, n) \] (1)

Step 2: Obtaining the normalized decision matrix \( R = [r_{ij}]_{mxn} \)

Using the Equation 2; normalized decision matrix is obtained.

\[ r_{ij} = \frac{x_{ij}}{\sum_{j=1}^{n} x_{ij}} \quad i= 1, 2, \ldots, m, \text{and} \ j=1,2,\ldots, n \] (2)

Step 3: Entropy values for each criteria are calculated by Equation 3;

\[ e_{j} = -k \sum_{i=1}^{m} r_{ij} \ln r_{ij} \quad , \ j = 1, 2, \ldots n \] (3)

Where,

\( k \): entropy coefficient \( (k = \frac{1}{\ln m}) \)

\( e_{j} \): entropy value
Step 4: Calculation of the degree of divergence \( d_j = 1 - e_j \).

Finally, Entropy Criterion Weights \( (W_j) \) are obtained by Equation 4.

\[
W_j = \frac{1-e_j}{\sum_{i=1}^{n}(1-e_{ij})}, \quad j = 1, 2, \ldots, n
\]  

(4)

2.2.3. MAUT Method

Multi-Attribute Utility Theory (MAUT), which is a very useful method for intuitive formulating and decision making problems, is one of the multi-criteria decision making methods that was started to be used by Fishburn [25] and Keeney and Raiffa [26]. The MAUT approach can be summarized as follows [7, 24].

Step 1: Weights are assigned to the weight values \( W_j \) that ensure the correct evaluation of the criteria and set the priorities. The sum of all weight values should be equal to 1 as in the Equation 5.

\[
\sum_{j=1}^{n} W_j = 1
\]  

(5)

Step 2: Values are normalized using Equation 6 for utility criteria.

\[
r_{ij} = \frac{x_{ij} - \min x_{ij}}{\max x_{ij} - \min x_{ij}}, \quad i = 1, 2, \ldots, m, \text{and} \quad j = 1, 2, \ldots, n
\]  

(6)

Step 3: The final benefit value of each alternative is calculated by adding the benefits of alternatives to different properties as in the Equation 7;

\[
U_i = \sum_{j=1}^{n} W_j r_{ij}
\]  

(7)

2.2.4. WASPAS Method

WASPAS (Weighted Aggregated Sum Product Assessment) is the combination of WSM (Weighted Sum Model) and WPM (Weighted Product Model), which are the multi-criteria decision making techniques [27]. The alternatives are ranked through combined optimality criteria calculated using the relevant methods. The method can also examine the consistency of alternative rankings by conducting sensitivity analysis within its own course Chakraborty and Zavadskas [28]; Yurdoglu and Kundakci [29]. Zavadskas, et al. [30] stated that the model they proposed was more accurate than other methods [30, 31]. WASPAS consist of the following steps [28, 30, 32-34].

Step 1: In the first stage, the initial criterion values are normalized using Equation 8.

\[
\bar{x}_{ij} = \frac{x_{ij}}{\max x_{ij}}, \quad i = 1, 2, \ldots, m, \text{and} \quad j = 1, 2, \ldots, n
\]  

(8)

Step 2: The total relative importance of the alternative \( i \) based on WSM and WPM are calculated. The Equation 9 and Equation 10 are used for these methods.

\[
Q_{i}^{(1)} = \sum_{j=1}^{n} \bar{x}_{ij} w_j
\]  

(9)

\[
Q_{i}^{(2)} = \prod_{j=1}^{n} (\bar{x}_{ij})^{w_j}
\]  

(10)
Step 3: The joint generalized criteria of weighted aggregation of additive and multiplicative methods are calculated \([35, 36]\).

\[
Q_i = 0.5Q_i^{(1)} + 0.5Q_i^{(2)} = 0.5 \sum_{j=1}^{n} \bar{x}_{ij} w_j + 0.5 \prod_{j=1}^{n} (\bar{x}_{ij})^{w_j}
\]  

(11)

Step 5: In the last stage of the method, the Equation 12 is used to determine the relative importance of the alternatives with the WASPAS method, in order to make an accurate and effective ranking of the decision alternatives.

\[
Q_i = \lambda \sum_{j=1}^{n} \bar{x}_{ij} w_j + (1 - \lambda) \prod_{j=1}^{n} (\bar{x}_{ij})^{w_j} \quad \lambda = 0, ..., 1
\]

(12)

3. RESULTS

3.1. Determination of the Weights through Entropy

First of all, the decision matrix was normalized by means of the Equation 2 based on the data belonging to a total of 30 clones in 3 different blocks located in the seed orchard. Then, each normalized criterion value \((r_{ij})\) was multiplied by these values \((r_{ij} \times \ln r_{ij})\) by taking the logarithm values \((\ln r_{ij})\), and \(e_{ij}\) values were calculated by using the Equation 3. Here, \(k\) was calculated as \(k = \frac{1}{\ln 30}\) = 3.4012 Finally, as shown in Table 1, entropy weight coefficients were determined for each block by using the Equation 4. the calculated entropy coefficients should be in the range of \(0 \leq e_{ij} \leq 1\) and their sums should be equal to 1. In the entropy results given in Table 1, Block-3 was found to be the criterion with the maximum weight for the height with the entropy coefficient of 0.580175, while the Block-1 was found to be the criterion with the maximum weight for the diameter with the entropy coefficient of 0.590017.

3.2. Determination of the Most Appropriate Clone by MAUT method

First, the best and worst value assignments were made for each criterion given in Table 2 in order to find the best results for the clones. In the next step, the normalized data using Equation 6 was multiplied by \(w_j\) weight coefficients as in Equation 7 to form the MAUT utility matrix. Results showing the best alternatives found by MAUT method are given in Table 2.

| Clones | Multi-utility function value for Height | Multi-utility function value for Diameter | Clones | Multi-utility function value for Height | Multi-utility function value for Diameter |
|--------|----------------------------------------|-----------------------------------------|--------|----------------------------------------|------------------------------------------|
| 1      | 0.47277                                | 0.473636                                | 16     | 0.550362                                | 0.545721                                 |
| 2      | 0.633162                                | 0.639415                                | 17     | 0.582989                                | 0.549112                                 |
| 3      | 0.63868                                 | 0.118505                                | 18     | 0.333549                                | 0.65139                                  |
| 4      | 0.68717                                 | 0.139947                                | 19     | 0.544916                                | 0.61806                                 |
| 5      | 0.361475                                | 0.352464                                | 20     | 0.436992                                | 0.54725                                 |
| 6      | 0.471949                                | 0.406314                                | 21     | 0.674811                                | 0.585558                                 |
| 7      | 0.522163                                | 0.319159                                | 22     | 0.884094                                | 0.528391                                 |
| 8      | 0.504255                                | 0.653403                                | 23     | 0.591111                                | 0.642295                                 |
| 9      | 0.645299                                | 0.6589012                               | 24     | 0.435501                                | 0.557779                                 |
| 10     | 0.778461                                | 0.600182                                | 25     | 0.345148                                | 0.203035                                 |
| 11     | 0.763972                                | 0.655652                                | 26     | 0.379554                                | 0.704554                                 |
| 12     | 0.705258                                | 0.727598                                | 27     | 0.265754                                | 0.539487                                 |
| 13     | 0.641148                                | 0.554591                                | 28     | 0.367666                                | 0.438985                                 |
| 14     | 0.737819                                | 0.519665                                | 29     | 0.486084                                | 0.815224                                 |
| 15     | 0.768794                                | 0.782815                                | 30     | 0.437014                                | 0.757296                                 |
When Table 2 is analyzed, it is observed that the highest MAUT utility value of Scots pine clones was obtained in the clone number 22 with the weight value of 0.88404 for the height, while it was obtained in the clone number 29 with the weight value of 0.815224 for the diameter.

3.3. Determination of the Most Appropriate Clone by WASPAS Method

\( Q_i^{(1)} \) and \( Q_i^{(2)} \), the total relative significance of alternative \( i \) based on WSM and WPM methods, respectively, were calculated using Equations 9 and Equation 10 with the criteria normalized using Equation 8 in Table 3. Afterwards, the weighted general criterion values of WSM and WPM methods (\( Q_i \)) were found with these values, by using Equation 11. Finally, the effect of \( \lambda \) was calculated by using Equation 12. The values of \( Q_i \) and \( \lambda (0.1-0.5-0.9) \) and WASPAS ranking are given in Table 3.

| Clones | \( \lambda = 0.1 \) | \( \lambda = 0.5 \) | \( \lambda = 0.9 \) | \( Q \) |
|--------|-------------------|-------------------|-------------------|-------|
|        | Height            | Diameter          | Height            | Diameter |
| 1      | 0.7052            | 2.5287            | 0.7072            | 1.7403  |
| 2      | 0.7848            | 2.6347            | 0.7853            | 1.8377  |
| 3      | 0.7918            | 2.3390            | 0.7919            | 1.5612  |
| 4      | 0.8271            | 2.3686            | 0.8272            | 1.5879  |
| 5      | 0.6171            | 2.4361            | 0.6216            | 1.6532  |
| 6      | 0.6801            | 2.4919            | 0.6843            | 1.7024  |
| 7      | 0.7040            | 2.4429            | 0.7098            | 1.6566  |
| 8      | 0.7122            | 2.6384            | 0.7148            | 1.8415  |
| 9      | 0.7969            | 2.6451            | 0.7970            | 1.8489  |
| 10     | 0.8859            | 2.6092            | 0.8900            | 1.8136  |
| 11     | 0.8777            | 2.6222            | 0.8792            | 1.8255  |
| 12     | 0.8287            | 2.6725            | 0.8302            | 1.8746  |
| 13     | 0.7991            | 2.5907            | 0.7993            | 1.7978  |
| 14     | 0.8474            | 2.5641            | 0.8476            | 1.7710  |
| 15     | 0.8555            | 2.7008            | 0.8567            | 1.9031  |
| 16     | 0.7534            | 2.5689            | 0.7539            | 1.7750  |
| 17     | 0.6180            | 2.5680            | 0.6191            | 1.7737  |
| 18     | 0.5768            | 2.6438            | 0.5785            | 1.8465  |
| 19     | 0.7244            | 2.6206            | 0.7275            | 1.8255  |
| 20     | 0.5189            | 2.5363            | 0.5314            | 1.7446  |
| 21     | 0.8204            | 2.5956            | 0.8210            | 1.8010  |
| 22     | 0.9409            | 2.5597            | 0.9411            | 1.7672  |
| 23     | 0.7529            | 2.6190            | 0.7549            | 1.8237  |
| 24     | 0.6646            | 2.4685            | 0.6659            | 1.6839  |
| 25     | 0.6055            | 2.3898            | 0.6081            | 1.6076  |
| 26     | 0.6145            | 2.6627            | 0.6236            | 1.8685  |
| 27     | 0.5332            | 2.5886            | 0.5493            | 1.7936  |
| 28     | 0.6001            | 2.5371            | 0.6136            | 1.7445  |
| 29     | 0.6692            | 2.7208            | 0.6765            | 1.9231  |
| 30     | 0.6671            | 2.6867            | 0.6706            | 1.8890  |

When Table 3 is examined, it is observed that the best type of clone for the Scots pine seedling heights in respect to WASPAS method is the clone number 22 according to both \( \lambda \) values (0.9409 for \( \lambda = 0.1 \), 0.9441 for \( \lambda = 0.5 \) and 0.94414 for \( \lambda = 0.9 \)) and \( Q_i \), the weighted general criterion of WSM and WPM methods. As for the root collar diameter, clone number 29 is chosen as the best clone with \( (2.7208 \) for \( \lambda = 0.1 \), 1.9231 for \( \lambda = 0.5 \) and 1.1254 for \( \lambda = 0.9 \) value and \( Q_i = 1.9231 \) weight value.
4. DISCUSSION AND CONCLUSION

In the present study, a multiple criteria decision making (MCDM) model based on the entropy, the weighted aggregated sum product assessment (WASPAS) and multi-attribute utility theory (MAUT) methodologies for Scots pine clones’ assessment applied to 30 promising Scots pine clones (appropriate clones for further breeding works) was presented. The developed decision model provided a final assessment of clones based on the defined criteria and decision rules within the defined utility functions. For each clone involved, a set of values for all criteria was determined. Based on the weighted aggregated sum product assessment and multi-attribute utility theory model results, the clones 22 and 29 were assessed as superior and prospective for further breeding procedures in terms of seedling height and root collar diameter, respectively. According to the entropy method, the maximum weights for seedling height and root collar diameter were obtained in Block-3 with 0.580175 and in Block-1 with 0.590017, respectively.

There are few studies using multiple criteria decision making methods in plant breeding. A research [37] used four different perspective Slovenian hop (Humulus lupulus L.) hybrids and a reference cultivar with desired characteristics to test the decision model with DEX-i methodology showed that A3/112 was assessed as the best even in comparison with the target cultivar R. Strobili, cone and seed production in Pinus sylvestris seed orchards were estimated by fuzzy logic model based on breeding zone, growth period, altitude and age Bilir and Sofu [38]. Pavlovic, et al. [39] stressed that decisions based on the DEX-HOP 1.0 model assessment offered an additional tool for experts’ final decisions in selecting appropriate materials for further breeding or the commercial use of hop plants. Idris, et al. [40] examined sixteen genotypes of rice (Oryza sativa L.) with both a regression coefficient and a multi-criteria analysis to assess the stability of performance and to identify high yielding genotypes, and found two genotypes (NERICA 14 and YUNLU 32) as high yielding and stable genotypes across environments (locations and years) because of their high grain yield and best performance of traits. In another study [41] multi-objective decision-making model was also employed to rank the rice genotypes according to the measured various yield influencing traits and the degree of association of each trait on yield. Kückönder, et al. [42] pointed out that the ANN model can be used as an alternative method in estimating the leaf area of tomato plant. Also in a previous research, the amount of cone in clonal seed orchards of Anatolian black pine was predicted with high efficiency through artificial neural networks [43].

The current research is the preliminary study on clone selection with multiple criteria decision making. Albeit deficiencies such as the use of qualitative data only, it was found that these methods fulfilled most of the breeders’ expectations and revealed considerable advantages. Therefore, these methods can be regarded as useful tools for Scots pine clones’ assessment. Further studies should be conducted by using more input data in the decision model.
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