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Abstract. I investigate the superconductivity of the three-band \( t-J-U \) model derived from the three-band Hubbard model using the Schrieffer–Wolff transformation. My model is designed considering the hole-doped high-\( T_c \) superconducting cuprate. The model does not exclude the double occupancy of Cu sites by \( d \) electrons, and there is a pair-hopping interaction between the \( d \) and \( p \) bands together with the exchange interaction. I analyse the superconducting transition temperature, electronic state, and superconducting gap function based on strong coupling theory and find that the superconductivity emerges due to the pair-hopping and exchange interactions via the Suhl-Kondo mechanism. In the superconducting state, the extended \( s \)- and \( d_{x^2-y^2} \)-wave superconducting gaps coexist, where both charge fluctuations and \( d-p \) band hybridization are key ingredients.

1. Introduction

The \( t-J \) model is one of the model Hamiltonians that form the basis of many theoretical studies of strongly correlated electron systems [12]. The \( t-J \) model can also be derived as the low-energy effective Hamiltonian of the two-dimensional (2D) multiband Hubbard model [35], regarded as the fundamental model Hamiltonian for the high-\( T_c \) superconducting cuprate (HTSC). Many theoretical studies of HTSC to date use the \( t-J \) model as the model Hamiltonian [613]. These studies often exclude the double occupancy of Cu sites by \( d \) electrons, considering that the on-site Coulomb repulsion between \( d \) orbitals is much larger than the transfer energy between the \( d \) and \( p \) orbitals. As a result, the \( t-J \) model contains only one electron (or hole) band and a localized spin.

However, the double occupancy of Cu sites need not necessarily be excluded when the on-site Coulomb repulsion \( U \) is comparable to the transfer energy. Relaxing the single occupancy constraint and explicitly considering \( U \) instead results in the \( t-J-U \) model that includes both the \( t-J \) model and the single-band Hubbard model as one of its limits [1420]. Thus, the \( t-J-U \) model serves as an interpolation between the \( t-J \) model and the single-band Hubbard model and is able to account for more properties
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casted by strong correlation. However, the charge transfer gap should be comparable to $t$ in the charge transfer regime. In this case, $p$ electron scattering by $d$ electrons cannot be negligible, and both $p$ and $d$ electrons must be considered.

In this paper, I derive the three-band $t$–$J$–$U$ model from the 2D three-band Hubbard model as its effective Hamiltonian by using the Schrieffer–Wolff (SW) transformation [21] and assume that double occupancy is not excluded. In my model, the pair-hopping interaction between the $d$ and $p$ bands exists separately from the exchange interaction. Treating these interactions using iterative perturbation theory (IPT) approximation, I investigate the superconductivity of the model in a strong coupling framework. The results show that the multicomponent superconductivity emerges with the hole doping, which introduces the $d$-$p$ band hybridization through exchange and pair-hopping interactions. This emergence of the superconductivity is due to the pair-hopping and exchange interactions via the Suhl-Kondo (SK) mechanism [22–24], which stabilizes the superconducting gaps with different signs in a multiband system. In the superconducting state, the extended $s$- and $d_{x^2−y^2}$-wave superconducting gaps coexist, and the $s$- and $d$-wave gaps emerge due to the pair-hopping and exchange interactions, respectively.

2. Formulation

Consider the three-band Hubbard model [25] that expresses the Hamiltonian as

$$
H = H_0 + \sum_\alpha H_\alpha^0,
$$

where

$$
H_0 = \varepsilon_d \sum_j d_{j\sigma}^d d_{j\sigma} + \varepsilon_p \sum_\alpha \sum_{k\sigma} p_{k\sigma}^\alpha p_{k\sigma}^\alpha + U \sum_j d_{j\uparrow}^d d_{j\downarrow}^d d_{j\uparrow}^d d_{j\downarrow}^d
$$

and

$$
H_\alpha^1 = \frac{1}{\sqrt{N}} \sum_j \sum_{k\sigma} \left( V_{\alpha k} e^{-i k \cdot R_j} p_{k\sigma}^{\alpha\dagger} d_{j\sigma} + \text{H.c.} \right).
$$

Here, $\alpha \in \{ x, y \}$; $d_{j\sigma} (d_{j\sigma}^\dagger)$ is the annihilation (creation) operator for the $d$ electron of spin $\sigma$ at Cu site $j$; $p_{k\sigma}^\alpha (p_{k\sigma}^{\alpha\dagger})$ is the annihilation (creation) operator for $p^\alpha$ electrons of spin $\sigma$ with momentum $k$, based on oxygen sites in real space; $\varepsilon_d$ and $\varepsilon_p$ are the $d$ and $p$ electron site energies, respectively; $U$ is the on-site Coulomb repulsion between $d$ orbitals; and $N$ is the number of k-space points in the first Brillouin zone (FBZ). The lattice constant of the square lattice of Cu sites is the length unit. Thus, $V_{xk} = 2t_{pd} \sin \frac{k_x}{2}$ and $V_{yk} = -2t_{pd} \sin \frac{k_y}{2}$, where $t_{pd}$ is the transfer energy between the $d$ orbital and the neighbouring $p^\alpha$ orbital.

In order to derive the effective Hamiltonian for $H$, I adopt the SW transformation as follows:

$$
e^{\sum_\alpha S_\alpha} H e^{-\sum_\beta S_\beta} = H_0 + \sum_\alpha H_\alpha^0 + \sum_\alpha [S_\alpha, H_0] + \sum_{\alpha\beta} [S_\alpha, H_\beta^1] + \frac{1}{2} \sum_{\alpha\beta} [S_\alpha, [S_\beta, H_0]] + \ldots
$$

$$
= H_0 + \frac{1}{2} \sum_{\alpha\beta} [S_\alpha, H_\beta^1] + \ldots,
$$

(3)
using $\mathcal{H}_1^\alpha + [\mathcal{S}^\alpha, \mathcal{H}_0] = 0$ and
\[
\mathcal{S}^\alpha = \frac{1}{\sqrt{N}} \sum_j \sum_{\alpha\sigma} \left( \frac{V_{ak} e^{-i \mathbf{k} \mathbf{R}_j}}{\Delta_{pd} - U} n_{d,j-\sigma} p_{k\sigma}^\alpha d_{j\sigma} + \frac{V_{ak} e^{-i \mathbf{k} \mathbf{R}_j}}{\Delta_{pd}} (1 - n_{d,j-\sigma}) p_{k\sigma}^\alpha d_{j\sigma} \right) - \text{H.c.}
\]
(4)

Here, $\Delta_{pd} \equiv \varepsilon_p - \varepsilon_d n_{d,j\sigma} \equiv d_{j\sigma}^d a_{j\sigma}$, and H.c. indicates the Hermitian conjugate of the terms already written. The observable $n_{d,j\sigma}$ has 0 or 1 as its eigenvalue for each $j$ and $\sigma$. Using Eqs. (2) and (4), the following results:
\[
[\mathcal{S}^\alpha, \mathcal{H}_1^\beta] = - \frac{\delta_{\alpha\beta}}{N} \sum_j \sum_{\alpha\sigma\beta\sigma} \left( \frac{n_{d,j-\sigma}}{\Delta_{pd} - U} + \frac{1 - n_{d,j-\sigma}}{\Delta_{pd}} \right) V_{ak} V_{\alpha\kappa} e^{-i \mathbf{k} \mathbf{R}_j} e^{i \mathbf{k} \mathbf{R}_j} \sigma_a^\alpha d_{j\sigma}^\beta
\]
\[
+ \frac{1}{N} \sum_j \sum_{\kappa\kappa'} \left( \frac{n_{d,j-\sigma}}{\Delta_{pd} - U} + \frac{1 - n_{d,j-\sigma}}{\Delta_{pd}} \right) V_{ak} V_{\beta\kappa} e^{-i \mathbf{k} \mathbf{R}_j} e^{i \mathbf{k} \mathbf{R}_j} \sigma_a^\beta \sigma'_{\kappa'} d_{j\sigma}^\alpha
\]
\[
- \frac{1}{N} \sum_j \sum_{\kappa\kappa'} \left( \frac{1}{\Delta_{pd} - U} - \frac{1}{\Delta_{pd}} \right) V_{ak} V_{\beta\kappa} e^{-i \mathbf{k} \mathbf{R}_j} e^{i \mathbf{k} \mathbf{R}_j} \sigma_a^\beta \sigma'_{\kappa'} d_{j\sigma}^\alpha d_{j\sigma}^\beta + \text{H.c.}
\]
(5)

Hereafter, I consider only the first two terms of the right-hand side of Eq. (3), i.e., up to the second order of $t_{pd}$. Now, I assume that the distribution of the $d$ electron is spatially uniform in the ground state and that the ground state is paramagnetic. Thus, $\langle n_{d,j\uparrow} + n_{d,j\downarrow} \rangle_0 \equiv n_d$ and $\langle n_{d,j\uparrow} \rangle_0 = \langle n_{d,j\downarrow} \rangle_0$ for any $j$ where $n_d$ is a c-number equal to the number of $d$ electrons in the ground state, where $\langle \cdots \rangle_0$ indicates the average in the ground state. I apply this approximation to Eqs. (3) and (5) and treat $n_d$ as a parameter that should be determined self-consistently. When I set $\varepsilon_p$ to zero, i.e., $\Delta_{pd} = -\varepsilon_d$, and omit the constant terms, I obtain the effective Hamiltonian:
\[
\mathcal{H}_{\text{eff}} = \mathcal{H}_{\text{HF}} + \mathcal{H}_{\text{ex}} + \mathcal{H}_{\text{pair}} + \mathcal{H}_{U}.
\]
(6)

$\mathcal{H}_{\text{HF}}$ is the Hartree-Fock approximation of $\mathcal{H}_0$:
\[
\mathcal{H}_{\text{HF}} = \sum_{\kappa\sigma} \varepsilon_{d\kappa} d_{\kappa\sigma}^\dagger d_{\kappa\sigma} + \sum_{\alpha\beta} \varepsilon_{\alpha\beta} p_{\alpha\beta}^\dagger p_{\alpha\beta},
\]
(7)

where $d_{\kappa\sigma}^\dagger = \frac{1}{\sqrt{N}} \sum_j d_{j\sigma}^\dagger e^{i \mathbf{k} \mathbf{R}_j}$, $d_{\kappa\sigma} = \frac{1}{\sqrt{N}} \sum_j d_{j\sigma} e^{-i \mathbf{k} \mathbf{R}_j}$,
\[
\varepsilon_{d\kappa} = \varepsilon_d + \frac{U}{2} n_d + t \left( v_{x\kappa} v_{x\kappa}^* + v_{y\kappa} v_{y\kappa}^* \right),
\]
(8)

and
\[
\varepsilon_{\alpha\beta\kappa} = (J n_d - t) v_{\alpha\kappa} v_{\beta\kappa}^*,
\]
(9)

with $v_{x\kappa} = i \sin \frac{k_y}{2}$, $v_{y\kappa} = -i \sin \frac{k_y}{2}$,
\[
t = 4 t_{pd}^2 \left( \frac{n_d}{\varepsilon_d + U} + \frac{1 - n_d}{\varepsilon_d} \right),
\]
(10)

and
\[
J = 2 t_{pd}^2 \left( \frac{1}{\varepsilon_d + U} - \frac{1}{\varepsilon_d} \right).
\]
(11)
\( H_{ex} \) is an exchange interaction term:

\[
H_{ex} = \frac{J}{N} \sum_{\alpha \beta} \sum_{kk'q} v_{\alpha k}^* \eta^\alpha_{kk'} P_{k\sigma} \eta^\beta_{k'\sigma} d_{k'q-\sigma} d_{k+q\sigma} + H.c.
\]  (12)

\( H_{\text{pair}} \) is a pair-hopping term:

\[
H_{\text{pair}} = \frac{J}{N} \sum_{\alpha \beta} \sum_{kk'q} v_{\alpha k}^* \eta^\alpha_{kk'} P_{k\sigma} \eta^\beta_{k'\sigma} d_{k'q-\sigma} d_{k+q\sigma} + H.c.
\]  (13)

\( H'_{U} \) is the Coulomb interaction term excluding the component with \( q = 0 \):

\[
H'_{U} = \frac{U}{N} \sum_{kk'q \neq 0} d_{k+q\downarrow}^\dagger d_{k'\downarrow} d_{k'q-\sigma}^\dagger d_{k\sigma}^\dagger.
\]  (14)

As a consequence, \( H_{\text{eff}} \) [Eq. (15)] can be characterized by the three parameters \( t \) [Eq. (10)], \( J \) [Eq. (11)], and \( U \), and it can be regarded as the three-band \( t-J-U \) model.

Here, \( t \) in Eq. (10) is positive near the half-filling in the charge-transfer regime, i.e., \( U > -\varepsilon_d > 0 \). For instance, in the case \( \varepsilon_d = -U/2, t > 0 \) for \( n_d > 0.5 \), and the \( d \) electron band dispersion \( \varepsilon_{dk} \) in Eq. (5) is the same as that for the single-band Hubbard model on a square lattice. \( J \) in Eq. (11) is always positive in the charge-transfer regime. Thus, \( H_{ex} \) in Eq. (12) describes the transverse component of the antiferromagnetic exchange interaction between the \( d \) and \( p \) electrons, while the longitudinal component of this interaction narrows the bandwidth of \( \varepsilon_{\alpha\beta k} \) in Eq. (9) from \( t \) to \( t - Jn_d \). Further, \( H_{ex} \) indicates that the \( p \) electron is affected by the spin fluctuation of the \( d \) electron. As will be shown later, the \( d \)-wave superconducting gap composed of \( d \) and \( p \) electrons emerges from \( H_{ex} \). \( H_{\text{pair}} \) in Eq. (13) appears for the first time by considering the double occupancy of \( Cu \) sites. The pair-hopping term is not included in the single-band \( t-J \) model if double occupancy is excluded. In the model that includes the pair-hopping interaction, electrons favour pair formation \[26\]. This is also true in the presence of the on-site interaction \[27, 28\] and in the zero-bandwidth limit \[29\]. Thus, the pair-hopping term in my model is expected to provide superconductivity in another way.

I introduce another assumption according to the speculation about the ground state of the three-band Hubbard model \[30\]. In the normal ground state, the \( d \) and \( p \) electrons should be combined to construct coherent quasi-particles through hybridization. The matrix elements of the hybridization between the \( d \) and \( p \) electrons can be found in the components with \( q = 0 \) in Eqs. (12) and (13) as follows. Defining

\[
h_{pd} = -\frac{i}{N} \sum_{\alpha} \sum_k [v_{\alpha k} (d_{k\sigma}^\dagger p_{k\downarrow}^\sigma) 0 - v_{\alpha k}^* (d_{k\downarrow} p_{k\sigma}^\dagger) 0] = -\frac{i}{N} \sum_{\alpha} \sum_k [v_{\alpha k} (d_{k\sigma}^\dagger k\downarrow) 0 - v_{\alpha k}^* (d_{k\downarrow} p_{k\sigma}^\dagger) 0],
\]  (15)

\( H_{\text{eff}} \) can be rewritten as

\[
H_{\text{eff}} = H'_0 + H'_{ex} + H'_{\text{pair}} + H'_{U},
\]  (16)

where

\[
H'_{0} = H_{HF} + i J h_{pd} \sum_{\alpha} \sum_{k\sigma} \left( v_{\alpha k} p_{k\sigma}^\dagger d_{k\sigma} - v_{\alpha k}^* d_{k\sigma}^\dagger p_{k\sigma} \right).
\]  (17)
Here, $\langle A \rangle_0$ in Eq. (15) means the expectation value of $A$ in the ground state of $\mathcal{H}'_0$. $\mathcal{H}'_{\text{ex}}$ and $\mathcal{H}'_{\text{pair}}$ indicate the exchange interaction and pair-hopping terms excluding the component with $\mathbf{q} = 0$ from Eqs. (12) and (13), respectively. Thus, in the ground state of $\mathcal{H}'_0$, the $d$ and $p$ electrons are combined to construct the coherent quasi-particles when $h_{pd} > 0$.

Hereafter, I treat $\mathcal{H}_0'$ as the unperturbed part of $\mathcal{H}_0$ on the assumption that $h_{pd} > 0$. I diagonalize $\mathcal{H}_0'$ and derive the unperturbed Green functions as follows:

$$G_{dd}^0(k, i\epsilon_n) = \frac{i\epsilon_n + \mu - \varepsilon_{xxk} - \varepsilon_{yyk}}{(i\epsilon_n + \mu - \varepsilon^+_k)(i\epsilon_n + \mu - \varepsilon^-_k)},$$

$$(18)$$

$G_{da}^0(k, i\epsilon_n) = \frac{iJh_{pd}v_{ak}}{(i\epsilon_n + \mu - \varepsilon^+_k)(i\epsilon_n + \mu - \varepsilon^-_k)},$$

$$(19)$$

$G_{ad}^0(k, i\epsilon_n) = \frac{-iJh_{pd}v^*_{ak}}{(i\epsilon_n + \mu - \varepsilon^+_k)(i\epsilon_n + \mu - \varepsilon^-_k)},$$

$$(20)$$

and

$$\begin{pmatrix} G_{xx}^0(k, i\epsilon_n) & G_{xy}^0(k, i\epsilon_n) \\ G_{yx}^0(k, i\epsilon_n) & G_{yy}^0(k, i\epsilon_n) \end{pmatrix} = \frac{1}{(i\epsilon_n + \mu)(i\epsilon_n + \mu - \varepsilon^+_k)(i\epsilon_n + \mu - \varepsilon^-_k)}$$

$$\times \begin{pmatrix} (i\epsilon_n + \mu - \varepsilon_{dk})(i\epsilon_n + \mu - \varepsilon_{yk}) - J^2h_{pd}^2v_{yk}v^*_{yk} & (i\epsilon_n + \mu - \varepsilon_{dk})\varepsilon_{yk} - J^2h_{pd}^2v_{yk}v^*_{yk} \\ (i\epsilon_n + \mu - \varepsilon_{dk})\varepsilon_{yk} + J^2h_{pd}^2v_{yk}v^*_{yk} & (i\epsilon_n + \mu - \varepsilon_{dk})(i\epsilon_n + \mu - \varepsilon_{xxk}) - J^2h_{pd}^2v_{yk}v^*_{yk} \end{pmatrix}.$$  

$$(21)$$

Here, I use the fermion Matsubara frequencies, $\epsilon_n = \pi T(2n + 1)$, with integer $n$ and temperature $T$. $\mu$ is the chemical potential and

$$\varepsilon_{\pm}^k = \frac{\varepsilon_{dk} + \varepsilon_{xxk} + \varepsilon_{yyk}}{2} \pm \sqrt{\left(\frac{\varepsilon_{dk} - \varepsilon_{xxk} - \varepsilon_{yyk}}{2}\right)^2 + J^2h_{pd}^2(v_{yk}v^*_{yk} + v_{yk}v^*_{yk}).}$$

$$(22)$$

For $h_{pd} > 0$, Eq. (15) can be rewritten as

$$1 = \frac{2J}{N} \sum_k^{2J} \frac{v_{yk}v^*_{yk} + v_{yk}v^*_{yk}}{\varepsilon^+_k - \varepsilon^-_k} \left\{ \theta(\varepsilon^+_k - \mu) - \theta(\varepsilon^-_k - \mu) \right\},$$

$$(23)$$

where $\theta(x)$ means the Heaviside step function.

In order to investigate the superconductivity in a strong coupling framework, I start with the Dyson-Gor’kov equations:

$$G_{\mu\nu}(k, i\epsilon_n) = G^0_{\mu\nu}(k, i\epsilon_n) + g_{\nu\lambda}(k, i\epsilon_n)\Sigma_{\kappa\lambda}(k, i\epsilon_n)G_{\lambda\nu}(k, i\epsilon_n) + G^0_{\mu\kappa}(k, i\epsilon_n)\Phi^*_{\kappa\lambda}(k, i\epsilon_n)F^\dagger_{\lambda\nu}(-k, -i\epsilon_n),$$

$$(24)$$

$$F^\dagger_{\mu\nu}(k, i\epsilon_n) = G^0_{\mu\kappa}(k, i\epsilon_n)\Sigma_{\kappa\lambda}(k, i\epsilon_n)F^\dagger_{\lambda\nu}(k, i\epsilon_n) + G^0_{\mu\kappa}(k, i\epsilon_n)\Phi^*_{\kappa\lambda}(k, i\epsilon_n)G_{\lambda\nu}(k, i\epsilon_n),$$

$$(25)$$

$$F_{\mu\nu}(k, i\epsilon_n) = G^0_{\mu\kappa}(k, i\epsilon_n)\Sigma_{\kappa\lambda}(k, i\epsilon_n)F_{\lambda\nu}(k, i\epsilon_n) + G^0_{\mu\kappa}(k, i\epsilon_n)\Phi_{\kappa\lambda}(k, i\epsilon_n)G_{\lambda\nu}(k, i\epsilon_n).$$

$$(26)$$

The orbital indices $\mu, \nu, \kappa,$ and $\lambda$ run over $d$, $x$, and $y$, and I adopt the Einstein summation convention. $G_{\mu\nu}(k, i\epsilon_n)$ and $F_{\mu\nu}(k, i\epsilon_n)$ represent the normal and anomalous Green functions, respectively, and $\Sigma_{\mu\nu}(k, i\epsilon_n)$ and $\Phi_{\mu\nu}(k, i\epsilon_n)$ correspond to the normal and anomalous self-energies, respectively. When $\mathcal{H}'_{\text{ex}} + \mathcal{H}'_{\text{pair}} + \mathcal{H}'_{\text{p}}$ in Eq. (10) is treated as
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a perturbation, the normal self-energies up to the second order of $J$ and $U$ are evaluated by the IPT approximation as follows:

$$\Sigma_{dd}(k, i\epsilon_n) = \frac{T}{N} \sum_{k' n' } \left[ J^2 \chi^G_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) G^0_{pp}(k', i\epsilon_{n'}) + U^2 \chi_U(k - k', i\epsilon_n - i\epsilon_{n'}) G^0_{dd}(k', i\epsilon_{n'}) \right],$$

(27)

$$\Sigma_{da}(k, i\epsilon_n) = -v^*_{\alpha k} \frac{T}{N} \sum_{k' n' } \left[ J^2 \chi^G_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) G^0_{pd}(k', i\epsilon_{n'}) \right],$$

(28)

$$\Sigma_{dd}(k, i\epsilon_n) = -v_{\alpha k} \frac{T}{N} \sum_{k' n' } \left[ J^2 \chi^G_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) G^0_{dp}(k', i\epsilon_{n'}) \right],$$

(29)

$$\Sigma_{\alpha\beta}(k, i\epsilon_n) = v_{\alpha k} v^*_{\beta k} \frac{T}{N} \sum_{k' n' } \left[ J^2 \chi^G_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) G^0_{dd}(k', i\epsilon_{n'}) \right].$$

(30)

The IPT approximation was first applied in the study of the half-filled single-impurity Anderson model [31,32], and it was adopted to solve the effective impurity model in the study of the $d = \infty$ Hubbard model [33,34]. In these works, it was shown that the second order perturbation theory in large energy scale $U$ could reproduce not only the coherent band but also the lower and upper incoherent bands. In a later section, it will be shown that my approach can reproduce similar band structure to be justified as the theory for the 2D three-band $t$–$J$–$U$ model.

The anomalous self-energies up to the second order of $J$ and $U$ are evaluated as follows:

$$\Phi_{dd}(k, i\epsilon_n) = -\frac{T}{N} \sum_{k' n' } \left\{ \left[ J + J^2 \chi^F_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) \right] F_{pp}(k', i\epsilon_{n'}) + \left\{ U + U^2 \chi_U(k - k', i\epsilon_n - i\epsilon_{n'}) \right\} F_{dd}(k', i\epsilon_{n'}) \right\},$$

(31)

$$\Phi_{da}(k, i\epsilon_n) = v_{\alpha - k} \frac{T}{N} \sum_{k' n' } \left\{ \left[ J + J^2 \chi^F_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) \right] F_{pd}(k', i\epsilon_{n'}) \right\},$$

(32)

$$\Phi_{dd}(k, i\epsilon_n) = v_{\alpha k} \frac{T}{N} \sum_{k' n' } \left\{ \left[ J + J^2 \chi^F_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) \right] F_{dp}(k', i\epsilon_{n'}) \right\},$$

(33)

$$\Phi_{\alpha\beta}(k, i\epsilon_n) = -v_{\alpha k} v^*_{\beta k} \frac{T}{N} \sum_{k' n' } \left\{ \left[ J + J^2 \chi^F_{J}(k - k', i\epsilon_n - i\epsilon_{n'}) \right] F_{dd}(k', i\epsilon_{n'}) \right\}. $$

(34)

Here, the orbital indices $\alpha$ and $\beta$ run over $x$ and $y$, and

$$\chi^G_{J}(q, i\omega_m) = \chi^G_{dd,pp}(q, i\omega_m) - \chi^G_{dp,dp}(q, i\omega_m) - \chi^G_{pd,pp}(q, i\omega_m) + \chi^G_{pp,dd}(q, i\omega_m),$$

(35)

$$\chi^F_{J}(q, i\omega_m) = \chi^F_{dd,pp}(q, i\omega_m) - \chi^F_{dp,dp}(q, i\omega_m) - \chi^F_{pd,pp}(q, i\omega_m) + \chi^F_{pp,dd}(q, i\omega_m),$$

(36)

$$\chi_U(q, i\omega_m) = \chi^G_{dd,dd}(q, i\omega_m) + \chi^G_{dd,dd}(q, i\omega_m),$$

(37)

$$\chi^G_{\mu\nu,\kappa\lambda}(q, i\omega_m) = -\frac{T}{N} \sum_{k n} G^0_{\mu\nu}(q + k, i\omega_m + i\epsilon_n) G^0_{\kappa\lambda}(k, i\epsilon_n),$$

(38)

$$\chi^F_{\mu\nu,\kappa\lambda}(q, i\omega_m) = -\frac{T}{N} \sum_{k n} F_{\mu\nu}(q + k, i\omega_m + i\epsilon_n) F^\dagger_{\kappa\lambda}(k, i\epsilon_n),$$

(39)

$$G^0_{pp}(k, i\epsilon_n) = \sum_{\alpha\beta} v^*_{\alpha k} v_{\beta k} G^0_{\alpha\beta}(k, i\epsilon_n),$$

(40)

$$G^0_{dd}(k, i\epsilon_n) = \sum_{\alpha} v_{\alpha k} G^0_{\alpha\alpha}(k, i\epsilon_n).$$

(41)
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\[ G_{pd}^0(k,i\epsilon_n) = \sum_\alpha v_{\alpha k} G_{\alpha d}^0(k,i\epsilon_n), \]  
(42)

\[ F_{pp}^0(k,i\epsilon_n) = \sum_{\alpha \beta} v_{\alpha k}^* v_{\beta - k}^* F_{\alpha \beta}(k,i\epsilon_n), \]  
(43)

\[ F_{dp}(k,i\epsilon_n) = \sum_\alpha v_{\alpha - k}^* F_{\alpha d}(k,i\epsilon_n), \]  
(44)

\[ F_{pd}(k,i\epsilon_n) = \sum_\alpha v_{\alpha - k}^* F_{\alpha d}(k,i\epsilon_n), \]  
(45)

\[ F_{pd}^\dagger(k,i\epsilon_n) = \sum_{\alpha \beta} v_{\alpha k} v_{\beta - k} F_{\alpha \beta}^\dagger(k,i\epsilon_n), \]  
(46)

\[ F_{dp}^\dagger(k,i\epsilon_n) = \sum_\alpha v_{\alpha - k} F_{\alpha d}^\dagger(k,i\epsilon_n), \]  
(47)

\[ F_{pd}^\dagger(k,i\epsilon_n) = \sum_\alpha v_{\alpha - k} F_{\alpha d}^\dagger(k,i\epsilon_n). \]  
(48)

using the boson Matsubara frequencies, \( \omega_m = 2m\pi T \) with integer \( m \). In Eqs. (38) and (39), \( \mu, \nu, \kappa, \) and \( \lambda \) denote \( d \) or \( p \), respectively. Note that \( n_d, T, h_{pd}, \) and the chemical potential \( \mu \) must be determined self-consistently in the ground state of \( \mathcal{H}_0 \) through Eqs. (8)–(10), (22), and (23). To this end, I approximate \( n_d \) by the number of \( d \) electrons in the ground state of \( \mathcal{H}_0' \):

\[ n_d = 2 - \frac{2}{N} \sum_k \frac{1}{\epsilon_k^+ - \epsilon_k^-} \{ (\epsilon_k^+ - \epsilon_{xz} - \epsilon_{yy}) \theta(\epsilon_k^+ - \mu) - (\epsilon_k^- - \epsilon_{xz} - \epsilon_{yy}) \theta(\epsilon_k^- - \mu) \}. \]  
(49)

Specifically, I regard \( n_d \) as a given parameter and solve Eqs. (8)–(10), (22), and (23) to determine \( t, h_{pd}, \) and the number of doped holes \( \delta_0^d \) for the ground state of \( \mathcal{H}_0' \), where

\[ \delta_0^d = \frac{2}{N} \sum_k \left[ \theta(\epsilon_k^+ - \mu) + \theta(\epsilon_k^- - \mu) + \theta(-\mu) \right] - 1. \]  
(50)

Once \( t, h_{pd}, \) and \( \delta_0^d \) are determined for the ground state of \( \mathcal{H}_0' \), I treat \( t, h_{pd}, \) and \( \delta_0^d \) as temperature independent parameters, whose values do not change from those at \( T = 0 \). Then, Eqs. (8)–(18) are solved in a fully self-consistent manner to obtain \( \Sigma_{\mu \nu}(k,i\epsilon_n) \) and \( \phi_{\mu \nu}(k,i\epsilon_n) \). To determine the transition temperature \( T_c \), I perform these calculations in two steps. First, \( \Sigma_{\mu \nu}(k,i\epsilon_n) \) is calculated with \( \phi_{\mu \nu}(k,i\epsilon_n) = 0, \) and \( \mu \) is self-consistently determined so that \( \delta_0^d \) obtained from \( G_{\mu \nu}(k,i\epsilon_n) \) becomes equal to \( \delta_0^d \). In the first step, \( \mu \) is correctly adjusted to compensate the temperature-dependent shift by \( \Sigma_{\mu \nu}(k,i\epsilon_n) \) with \( \phi_{\mu \nu}(k,i\epsilon_n) = 0 \). Here, \( \delta_0^d = n_{dh} + n_{ph} - 1 \), where

\[ n_{dh} = 2 - \frac{T}{N} \sum_{kn} G_{dd}(k,i\epsilon_n) e^{i\epsilon_n^0}, \]  
(51)

\[ n_{ph} = 4 - \frac{T}{N} \sum_{kn} \left[ G_{xx}(k,i\epsilon_n) + G_{yy}(k,i\epsilon_n) \right] e^{i\epsilon_n^0}, \]  
(52)

and \( n_{dh} \) and \( n_{ph} \) are the number of \( d \) and \( p \) holes, respectively. Next, using the determined \( \mu, \) fully self-consistent calculations are performed to obtain \( \Sigma_{\mu \nu}(k,i\epsilon_n) \) and \( \phi_{\mu \nu}(k,i\epsilon_n) \). At this time, only the temperature-dependent shift by \( \phi_{\mu \nu}(k,i\epsilon_n) \) is reflected in \( \delta_0^d \) obtained from \( G_{\mu \nu}(k,i\epsilon_n) \). That is, if \( \delta_0^d \) deviates from \( \delta_0^d \), \( \phi_{\mu \nu}(k,i\epsilon_n) \neq 0 \). Therefore, the temperature at which \( \delta_0^d \) deviates from \( \delta_0^d \) is \( T_c \). Also in the second step, \( \mu \)
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can be self-consistently determined so that $\delta_h$ obtained from $G_{\mu\nu}(\mathbf{k},i\epsilon_n)$ becomes equal to $\delta_h^0$ with $\Phi_{\mu\nu}(\mathbf{k},i\epsilon_n) \neq 0$. In this case, the temperature at which $\mu$ deviates from the value with $\Phi_{\mu\nu}(\mathbf{k},i\epsilon_n) = 0$ is $T_c$, which is consistent with the temperature at which $\delta_h$ deviates from $\delta_h^0$ with fixed $\mu$.

3. Results and discussion

To perform the numerical calculations, I divide the FBZ into a $64 \times 64$ meshes and prepare 2048 or 4096 Matsubara frequencies. I commonly use $t_{pd} = 10000\, K$ for my calculations, and here, I only consider the case $\varepsilon_d = -U/2$. For this case, we have $J = t_{pd}$ when $U = 8\, t_{pd}$. I find fully self-consistent solutions with $h_{pd} > 0$ in $\delta_h \geq 0.117$. The ones in $0.117 \leq \delta_h \leq 0.139$ have $\Phi_{\mu\nu}(\mathbf{k},i\epsilon_n) = 0$ and the others in $0.166 \leq \delta_h \leq 0.285$ have $\Phi_{\mu\nu}(\mathbf{k},i\epsilon_n) \neq 0$. The former solutions correspond to metallic phase and the latter to superconducting phase. Although I find other fully self-consistent solutions with $h_{pd} = 0$ in $\delta_h \leq 0.031$, which correspond to insulating phase, I cannot find any solutions in $0.031 < \delta_h < 0.117$. The absence of solutions in this doping range indicates that some of my assumptions break down. In particular, it is difficult to achieve the spatially uniform distribution of the $d$ electron in this range. For instance, the chemical potential shift suppression is observed in La$_{2-x}$Sr$_x$CuO$_4$ ($0 < x < 0.12$) by photoemission spectroscopy [35, 36]. This suppression suggests the possibility of electronic phase separation between the insulating phase and the superconducting phase [37], where the electrons are inhomogeneously distributed due to the strong electron correlation. Therefore, the theory in $0.031 < \delta_h < 0.117$ should consider the possibility of the spatially non-uniform distribution of the $d$ electron.

![Figure 1](image_url)

**Figure 1.** Doping dependences of $T_c$ and $h_{pd}$. "I", "M" and "S" indicate insulating, metallic and superconducting phases, respectively. The shaded region indicates $0.031 < \delta_h < 0.117$ in which any solutions cannot be found. $T^0_c$ is the temperature at which the divergence of the Cooper susceptibility occurs. $\delta_h$ for $T^0_c$ and $h_{pd}$ are evaluated at $T = 170\, K$.

Figure 1 summarizes these results with the doping dependences of $T_c$ and $h_{pd}$. Comparing $T_c$ with $T^0_c$, at which the divergence of the Cooper susceptibility occurs, $T_c$
is higher than \( T_c^0 \) by 10 \( \sim \) 14 K since \( T_c \) reflects the fluctuation of \( \Phi_{\mu\nu}(k, i\epsilon_n) \). While \( h_{pd} \) increases monotonically with \( \delta_h \), \( T_c \) reaches its maximum, 157 K, at \( \delta_h = 0.209 \) and then decreases. This doping dependence of \( T_c \) reproduces the dome-shaped superconducting phase that is typical for the hole-doped HTSC \cite{38,39}. This behavior is related to the doping dependence of the density of states, and it will be explained later.

Figure 2 shows the temperature dependences of \( \delta_h - \delta_{h}^0 \) for every \( \delta_{h}^0 \), which are used to determine \( T_c \). Here, I define the temperature at which \( \delta_h - \delta_{h}^0 \) jumps as \( T_c \). The jumps of \( \delta_h - \delta_{h}^0 \) at \( T_c \) in the underdoped regime, \( \delta_{h}^0 \leq 0.190 \) [Fig. 2(a)], are larger than those in the overdoped regime, \( \delta_{h}^0 \geq 0.205 \) [Fig. 2(b)]. In other words, while strong coupling superconductivity is established in the underdoped regime, the superconductivity in the overdoped regime remains with weak coupling. This tendency must be reflected in the superconducting gap magnitude, which has been shown to decrease with doping by the low-temperature specific heats of La\(_{2-x}\)Sr\(_x\)CuO\(_4\) \cite{40,41}.

![Figure 2: Temperature dependences of \( \delta_h - \delta_{h}^0 \): (a) \( \delta_{h}^0 \leq 0.190 \) and (b) \( \delta_{h}^0 \geq 0.205 \).](image)

The electronic states of the obtained solutions are reconstructed from the unperturbed ground state. Figure 3 shows the doping dependences of \( n_{dh} \), \( n_{ph} \), \( n_{dh}^0 \), and \( n_{ph}^0 \) at \( T = 170 \) K. Here, \( n_{dh}^0 = 2 - n_d \) and \( n_{ph}^0 = \delta_{h}^0 + n_d - 1 \), and \( n_{dh}^0 \) and \( n_{ph}^0 \) are the numbers of \( d \) and \( p \) holes in the unperturbed ground state, respectively. As shown in Fig. 3, holes are transferred from the \( d \) band to the \( p \) band due to the charge fluctuations \( \chi_J^G(\mathbf{q}, i\omega_m) \) via the normal self-energies \( \Sigma_{\mu\nu}(k, i\epsilon_n) \) in Eqs. (27)–(30). As a consequence, while \( n_{ph} \) mainly increases with \( \delta_h \), \( n_{dh} < 1 \), which means that the \( d \) band is
always electron doped. Since the $d$ band deviates from the half-filling due to the charge fluctuations, there is room for the pair-hopping interaction in Eq. (13) to work effectively between the $p$ and $d$ electrons despite the strong correlations among $d$ electrons. Later, I show how the pair-hopping interaction works for the superconductivity in the analysis of the superconducting gap function.

Figures 4 and 5 show the doping dependences of $\rho_d(\varepsilon)$ and $\rho_p(\varepsilon)$ at $T = 170$ K, which elucidate how the dome-shaped superconducting phase develops. Here,

$$\rho_d(\varepsilon) = \frac{1}{\pi N} \sum_k \text{Im} G_{dd}(k, i\varepsilon_n)_{|i\varepsilon_n \rightarrow \varepsilon + i\eta}, \quad (53)$$

$$\rho_p(\varepsilon) = -\frac{1}{\pi N} \sum_k \left[ \text{Im} G_{xx}(k, i\varepsilon_n)_{|i\varepsilon_n \rightarrow \varepsilon + i\eta} + \text{Im} G_{yy}(k, i\varepsilon_n)_{|i\varepsilon_n \rightarrow \varepsilon + i\eta} \right]. \quad (54)$$

$i\varepsilon_n \rightarrow \varepsilon + i\eta$ indicates the performance of analytic continuation, for which I use the Padé approximation [42] and $\eta = 0.04 t_{pd}$. $\rho_d(\varepsilon)$ and $\rho_p(\varepsilon)$ represent the density of states (DOS) of the $d$ and $p$ bands, respectively. It has been confirmed that the peak positions of $\rho_d(\varepsilon)$ and $\rho_p(\varepsilon)$ hardly change even if $\eta$ is changed to $0.02 t_{pd}$. The three blocks appearing in $\rho_d(\varepsilon)$ correspond to the lower Hubbard band, coherent band, and upper Hubbard band. The coherent band is split due to the hybridization with the $p$ band, and the higher peak energy approaches the Fermi level with the hole doping [Fig. 4(a)]. In contrast, $\rho_p(\varepsilon)$ is large in the coherent band only. Reflecting that the holes are mainly doped into the $p$ band, as shown in Fig. 4(b) the peak energy moves away from the Fermi level with the hole doping [Fig. 4(b)]. Due to the competitive effect of these changes in DOS in the coherent band, there is a dome-shaped superconducting phase.

The superconducting gap function, given in matrix form by $[\hat{\Delta}(k, \varepsilon)]_{\mu\nu} \equiv \Delta_{\mu\nu}(k, \varepsilon)$, is defined as follows:

$$\hat{\Delta}(k, \varepsilon) = i\varepsilon_n \text{Im} \hat{G}(k, i\varepsilon_n) \cdot \hat{\Phi}(k, i\varepsilon_n)_{|i\varepsilon_n \rightarrow \varepsilon + i\eta}, \quad (55)$$

where $[\hat{G}(k, i\varepsilon_n)]_{\mu\nu} \equiv G_{\mu\nu}(k, i\varepsilon_n)$ and $[\hat{\Phi}(k, i\varepsilon_n)]_{\mu\nu} \equiv \Phi_{\mu\nu}(k, i\varepsilon_n)$. Here, I use the Padé approximation for analytic continuation and $\eta = 0.04 t_{pd}$. It has been confirmed
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Figure 4. $\rho_d(\varepsilon)$ and $\rho_p(\varepsilon)$ at $T = 170$ K: (a) $\delta_h = 0.123$, (b) $\delta_h = 0.166$, (c) $\delta_h = 0.205$, (d) $\delta_h = 0.266$, and (e) $\delta_h = 0.293$. 
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that $\Delta_{\mu\nu}(k, 0)$ hardly changes even if $\eta$ is changed to 0.02 $t_{pd}$. The components of the superconducting gap function are classified into two classes. The first class is composed of $\Delta_{d\alpha}(k, \varepsilon)$ and $\Delta_{d\alpha}(k, \varepsilon)$, where $\alpha$ runs over $x$ and $y$. The real parts of these components with $\varepsilon = 0$ are shown in Fig. 6. The imaginary parts of these components with $\varepsilon = 0$ are all zero. One can see that $\text{Re}\Delta_{d\alpha}(k, 0)$ [Fig. 6(a)] and $\text{Re}\Delta_{d\alpha}(k, 0)$ [Fig. 6(b)] are roughly proportional to $\sin \frac{k_{x}^{2}}{2}$. These momentum dependences are derived from the first-order terms of $J$ in Eqs. (32) and (33), which originate from the exchange interaction in Eq. (12). Thus, $\Delta_{d\alpha}(k, \varepsilon)$ and $\Delta_{d\alpha}(k, \varepsilon)$ emerge due to the exchange interaction via the SK mechanism. It can be verified that the SK mechanism can work effectively with the exchange interaction only if $h_{pd} > 0$. Moreover, the signs of $\text{Re}\Delta_{d\alpha}(k, 0)$ and $\text{Re}\Delta_{d\alpha}(k, 0)$ differ from the signs of $\text{Re}\Delta_{d\alpha}(k, 0)$ and $\text{Re}\Delta_{d\alpha}(k, 0)$, respectively. Therefore, as shown in Fig. 6(c), the linear combination $\text{Re}\{\Delta_{d\alpha}(k, 0) + \Delta_{d\alpha}(k, 0) + \Delta_{d\alpha}(k, 0) + \Delta_{d\alpha}(k, 0)\}$ has line nodes at $k_{x} = k_{y}$ and $k_{x} = -k_{y}$ and behaves like a nodal $d_{x^2-y^2}$-wave superconducting gap.

The second class is composed of $\Delta_{d\alpha}(k, \varepsilon)$ and $\Delta_{d\alpha}(k, \varepsilon)$, where $\alpha$ and $\beta$ run over $x$ and $y$. The real part of these components with $\varepsilon = 0$ are shown in Fig. 7. The imaginary part of these components with $\varepsilon = 0$ are all zero. $\text{Re}\Delta_{d\alpha}(k, 0)$ [Fig. 7(b)] and $\text{Re}\Delta_{d\alpha}(k, 0)$ is roughly proportional to $\sin \frac{k_{x}^{2}}{2} \sin \frac{k_{y}^{2}}{2}$. This momentum dependence is derived...
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from the first-order term of $J$ in Eq. 31, which originates from the pair-hopping interaction in Eq. 13. $\text{Re} \Delta_{dd}(k,0)$ [Fig. 7(a)] has the momentum dependence of an extended $s$-wave, and its sign differs from the signs of $\text{Re} \Delta_{xx}(k,0)$ and $\text{Re} \Delta_{yy}(k,0)$. Thus, $\Delta_{dd}(k,\varepsilon)$—as well as $\Delta_{\alpha\beta}(k,\varepsilon)$—emerges due to the pair-hopping interaction via the SK mechanism, although it is affected by the terms of $U$ and $U^2$ in Eq. 31. It can be verified that the SK mechanism can work with the pair-hopping interaction even if $h_{pd} = 0$. Moreover, the absolute values of $\text{Re} \Delta_{dd}(k,0)$ are larger than those of $\text{Re} \Delta_{\alpha\beta}(k,0)$ for all $\alpha$, $\beta$, and $k$. Therefore, as shown in Fig. 7(d), the linear combination $\text{Re}\{\Delta_{dd}(k,0) + \Delta_{xx}(k,0) + \Delta_{xy}(k,0) + \Delta_{yx}(k,0) + \Delta_{yy}(k,0)\}$ behaves like an extended $s$-wave superconducting gap.

I have shown that the coexistence of extended $s$- and $d$-wave gaps is theoretically
possible in the three-band $t$–$J$–$U$ model. The coexistence of $s$- and $d$-wave gaps was originally proposed to explain the apparently conflicting results of scanning tunnelling spectroscopy in HTSC [43]. So far, the experiments on Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi2212)
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utilizing tunneling effect in the superconducting phase, which include $c$-axis twist Josephson experiments \[14,50\], $c$-axis scanning tunnelling microscopy \[21,53\], and intrinsic Josephson junction terahertz emission \[51,55\], provide clear evidences that the superconducting gap has $s$-wave symmetry. These experiments can directly observe the superconducting gap without breaking the gap into quasiparticles, and this result is also reasonable for the coexistence of $s$- and $d$-wave gaps. In the superconducting phase, where $s$- and $d$-wave gaps coexist, the $s$-wave gap is dominant over the $d$-wave gap in the energy $|\varepsilon| < \Delta_s$, where $\Delta_s$ indicates the $s$-wave gap magnitude. On the other hand, only when the $d$-wave gap magnitude $\Delta_d$ satisfies $\Delta_d > \Delta_s$, the $d$-wave gap becomes dominant over the $s$-wave gap in the energy $|\varepsilon| > \Delta_s$.

In contrast, the quasiparticles from the $d$-wave gap can be observed in the energy $|\varepsilon| < \Delta_s$, where their excitation energies are always smaller than those of the quasiparticles from the $s$-wave gap. Thus, the experimental method breaking the gap into quasiparticles does mainly observe the $d$-wave gap. For example, both temperature and magnetic field dependences of low-temperature specific heat indicate that the $d$-wave superconducting gap exists in near optimally doped $\text{Bi}_2\text{Sr}_{2-x}\text{La}_x\text{CuO}_{6+\delta}$ ($x \sim 0.4$) \[56\].

The above discussion holds even if the $d$-wave gap is not a superconducting gap. The angle-resolved photoemission spectroscopy (ARPES) experiment on Bi2212 shows the marked change of temperature dependence of spectral intensity across critical value $p_c \sim 0.19$ with hole doping \[57\]. This change with hole doping $p$ can be interpreted as a result of the coexistence of $s$- and $d$-wave gaps when we replace energy with temperature in the above discussion. For $p < p_c$, the $d$-wave gap affects the electronic structure above $T_c$ if $\Delta_d > \Delta_s$. The electronic structure affected by the $d$-wave gap is called pseudogap. However, for $p > p_c$, both the $s$- and $d$-wave gaps do not affect the electronic structure above $T_c$ if $\Delta_d < \Delta_s$. Therefore, the pseudogap disappears across $p_c$ with hole doping, which has also been observed by the ARPES experiment \[57\].

Furthermore, Raman spectroscopy \[58\] and the magnetic field penetration depth measurement by muon-spin rotation \[59,61\] have provided evidence that supports the coexistence of $s$- and $d$-wave gaps in hole-doped HTSC. In theoretical work, the possibility of the coexistence of an extended $s$- and $d$-wave superconducting state has been shown with the analysis of the 2D $t$–$J$ model considering fluctuation effects \[13\], and further experimental and theoretical research that assumes such coexistence is desired in the future.

I conclude by comparing the obtained superconducting state to that found in other theoretical work. The $d_{x^2-y^2}$-wave superconducting gap composed of $\Delta_{da}(k, \varepsilon)$ and $\Delta_{ad}(k, \varepsilon)$, which emerges due to the exchange interaction via the SK mechanism, corresponds to the one mediated by antiferromagnetic spin fluctuations (AFSF) \[62\]. This is clear because the superexchange interaction among $d$ electrons, which is responsible for the AFSF, can be derived from the exchange interaction between $d$ and $p$ electrons. In general, once the superexchange interaction acts between charge carriers, the $d_{x^2-y^2}$-wave superconductivity can emerge \[63\]. Moreover, the $d_{x^2-y^2}$-wave superconductivity in my model can emerge only with the $d$-$p$ band hybridization.
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Therefore, it must be important that the $d$ electron is implicitly hybridized with the $p$ electron in the AFSF-mediated superconductivity. This speculation is supported by the studies of Kondo lattice models proposed for copper oxide [64–71]. The Kondo interaction between localized $d$ spin and $p$ electron in Kondo lattice models corresponds to the exchange interaction between $d$ and $p$ electrons in the large-$U$ limit of my model. The studies of Kondo lattice models indicate that superconductivity emerges due to the Kondo effect, the compensation for the localized $d$ spin by the $p$ electrons via the Kondo interaction. As the Kondo effect corresponds to the formation of a Fermi liquid state through the $d$-$p$ band hybridization [30], the superconductivity in Kondo lattice models is consistent with the $d_{x^2−y^2}$-wave superconductivity in my model.

The extended $s$-wave superconducting gap composed of $\Delta_{dd}(k, \varepsilon)$ and $\Delta_{\alpha\beta}(k, \varepsilon)$, which emerges due to the pair-hopping interaction via the SK mechanism, corresponds to the kinetic-energy-driven superconductivity of the single-band $t$–$J$ model [72–80]. In the kinetic-energy-driven superconductivity, the charge carriers form the superconducting pairs to gain kinetic energy. This energy gain can be derived from the pair-hopping interaction between $p$ and $d$ electrons, which works to form the extended $s$-wave superconducting gap in my model.

4. Summary

In summary, the three-band $t$–$J$–$U$ model is derived assuming that the double occupancy by $d$ electrons is not excluded. When the $d$ electron is hybridized with the $p$ electron through exchange and pair-hopping interactions, the dome-shaped superconducting phase can be reproduced despite the strong correlations among $d$ electrons. In the superconducting phase, the extended $s$- and $d_{x^2−y^2}$-wave superconducting gaps coexist. The extended $s$-wave gap emerges due to the pair-hopping interaction via the SK mechanism, which works effectively due to the charge fluctuations. In contrast, the $d_{x^2−y^2}$-wave gap emerges due to the exchange interaction via the SK mechanism, which can effectively work only with the $d$-$p$ band hybridization. The obtained superconducting state is consistent with those in other theoretical work, which include AFSF-mediated superconductivity and kinetic-energy-driven superconductivity.
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