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Abstract
Let $F$ be a totally real number field. Dasgupta conjectured an explicit $p$-adic analytic formula for the Gross-Stark units of $F$. In a later paper, Dasgupta-Spieß conjectured a cohomological formula for the principal minors and the characteristic polynomial of the Gross regulator matrix associated to a totally odd character of $F$. Dasgupta-Spieß conjectured that these conjectural formulas coincide for the diagonal entries of Gross regulator matrix. In this paper, we prove this conjecture when $F$ is a cubic field.
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1 Introduction
Let $F$ be a number field of degree $n$ with ring of integers $\mathcal{O} = \mathcal{O}_F$. Let $p$ be a prime of $F$, lying above $p \in \mathbb{Q}$, and let $H$ be a finite abelian extension of $F$ such that $p$ splits completely in $H$. 
In 1981, Tate proposed the Brumer-Stark conjecture (Conjecture 5.4, [15]), stating the existence of a $p$-unit $u$ in $H$, the Gross-Stark unit. This unit has $\mathfrak{P}$ order equal to the value of a partial zeta function at 0 for a prime $\mathfrak{P}$ above $p$. Since the unit $u$ is only non-trivial when $F$ is totally real and $H$ is totally complex containing a complex multiplication (CM) subfield, we assume this for the remainder of the paper. Recent work of Dasgupta-Kakde in [7] has shown that the Brumer-Stark conjecture holds away from 2.

We begin by studying a conjecture of Dasgupta-Spieß presented in [9]. In (Conjecture 3.1, [9]) Dasgupta-Spieß conjecture a cohomological formula for the principle minors and the characteristic polynomial of the Gross regulator matrix associated to a totally odd character of the totally real field $F$. The diagonal terms of the Gross regulator matrix are defined via the Gross-Stark units. Let $\chi$ be our chosen totally odd character. Then the diagonal terms are expressed via the ratio of the $p$-adic logarithm and the $p$-order of the $\chi^{-1}$ component of the Gross-Stark unit. By considering (Conjecture 3.1, [9]) for the 1 principle minors, Dasgupata-Spieß conjecture a formula for this value.

In [5], Dasgupta constructed explicitly, in terms of the values of Shintani zeta functions at $s = 0$, an element $u_D \in F_p^\times$ (Definition 3.18, [5]). In (Conjecture 3.21, [5]), Dasgupta conjectured that this unit is equal to the image of the Gross-Stark unit inside $F_p^\times$. This formula has recently been shown to be correct up to a root of unity by Dasgupta-Kakde in [6]. Since the diagonal terms of the Gross regulator matrix are defined via the Gross-Stark units, one can use Dasgupta’s formula to conjecture a second formula for their values.

The main result of this paper (Theorem 6.3) is that, when $F$ is a cubic field ($n = 3$), Dasgupta’s conjecture agrees with the conjecture of Dasgupta-Spieß. This result was conjectured by Dasgupta-Spieß for $F$ of any degree (Remark 4.5, [9]) and they proved the case when $F$ is a quadratic field ($n = 2$) (Theorem 4.4, [9]).

We note that our main result (Theorem 6.3) has been attempted previously by Tsosie in [16]. However, as we show in the appendix, we find a counterexample to the statement of a lemma necessary for his proof (Lemma 2.1.3, [16]). The statement concerns having a nice translation property of Shintani sets, for more details see Statement A.1 in the appendix. The main contribution of this paper is the methods we have developed to recover some control of the translation properties of Shintani sets. This is done in §6.2.

Our main result (Theorem 6.3) combined with (Theorem 1.6, [6]) of Dasgupta-Kakde allows us to make progress on another conjecture of Dasgupta-Spieß, in particular, (Conjecture 3.1, [9]). We are able to show that, if $F$ is a cubic field ($n = 3$), then (Conjecture 3.1, [9]) holds for the $1 \times 1$ principle minors of the Gross regulator matrix. I.e., Dasgupta-Spieß’s cohomological formula for diagonal entries of the Gross-Regulator matrix is correct.

1.1 Summary of proof

In this summary we will assume that $F$ is a cubic field ($n = 3$). The strategy for the proof of our main result builds on the ideas of Tsosie in [16]. A key element of each of the constructions are Shintani sets. We define these in §3, but for this summary it is enough to think of them as subsets of $\mathbb{R}_+^2$. Note that we are able to embed $F$ into $\mathbb{R}_+^2$ via its real embeddings. Let $f$ be the conductor of $H/F$ and $E_+(f)$ the group of totally positive units of $F$ which are congruent to 1 modulo $f$. Since we have assumed $n = 3$ we have that $E_+(f)$ is free of rank 2.

Each of the formulas require Shintani sets $\mathcal{D}$ which are fundamental domains for the action of $E_+(f)$. We refer to such Shintani sets as Shintani domains. When trying to show the equality of the formulas it is possible to reduce to showing the equality of Shintani sets. The first problem we need to overcome is that we may be unable to choose generators of $E_+(f)$ such that they satisfy a required sign property. This sign property is required to make the Shintani domains we
use well defined. The central difficulty in proving our main theorem is that in general there is no bound on the translation of a Shintani domain by an element contained in it. Without such control over the translations we are unable to show the required equality of Shintani sets. In the appendix we give more details on this lack of control.

The first step in negotiating both these problems is that we work with a free finite index subgroup $V \subset E_+(f)$ of rank 2, rather than with the full $E_+(f)$. In particular, we show that if we can prove the formulas agree when using a Shintani set, say $\mathcal{D}_V$, that is a fundamental domain for the action of $V$ then the formulas agree with the original $\mathcal{D}$. We refer to such Shintani sets as Colmez domains.

Building on the work of Colmez in [4], we choose a free subgroup and generators $(\varepsilon_1, \varepsilon_2) = V \subset E_+(f)$ such that $\varepsilon_1, \varepsilon_2$ satisfy the required sign property. With further work and calculations, we show that it is possible to choose $\varepsilon_1, \varepsilon_2$ to satisfy some additional properties which will allow us to have control over the translates of $\mathcal{D}_V$. It is our methods to find conditions we can choose for $\varepsilon_1, \varepsilon_2$ to gain control of the translates of $\mathcal{D}_V$ that is the novel idea of this paper.

We are then left to explicitly calculate the two formulas, when working with $V$. We will reduce the task of showing the equality of the formulas to showing the equality of a collection of Shintani sets. The translation properties that we show on $\mathcal{D}_V$ allow us to complete the proof.
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2 The Gross-Stark units

Let $R$ denote a finite set of places of $F$ such that $p \notin R$, $R$ contains the archimedean places and $R$ contains the places that are ramified in $H$. We write $R_\infty$ for the set of archimedean places of $F$ and let $S = R \cup \{p\}$. We also denote $G = \text{Gal}(H/F)$. We fix this notation throughout the paper.

Definition 2.1. For $\sigma \in G$, we define the partial zeta function
\begin{equation}
\zeta_R(\sigma, s) = \sum_{(a, R)=1} \sum_{\sigma_a = \sigma} \text{Na}^{-s}.
\end{equation}

Here the sum is over all integral ideals $a \subset \mathcal{O}$ that are relatively prime to the elements of $R$ and whose associated Frobenius element $\sigma_a \in G$ is equal to $\sigma$.

Note that the series (1) converges for $\text{Re}(s) > 1$ and has meromorphic continuation to $\mathbb{C}$, regular outside $s = 1$. The zeta functions associated to the sets of primes $R$ and $S$ are related by the formula
\[ \zeta_S(\sigma, s) = (1 - Np^{-s}) \zeta_R(\sigma, s). \]

If $K$ is a finite abelian extension of $F$ and $\sigma \in \text{Gal}(K/F)$ we use the notation $\zeta_R(K/F, \sigma, s)$ for the partial zeta function defined as above but with the equality $\sigma_a = \sigma$ being viewed in $\text{Gal}(K/F)$. 

3
Definition 2.2. Define the group

\[ U_p = \{ u \in H^* : |u|_p = 1 \text{ if } \mathfrak{P} \text{ does not divide } p \}. \]

Here \( \mathfrak{P} \) ranges over all finite and archimedean places of \( H \); in particular, each complex conjugation in \( H \) acts as an inversion on \( U_p \). We now introduce an auxiliary finite set \( T \) of primes of \( F \), disjoint from \( S \). The partial zeta function associated to the sets \( S \) and \( T \) is defined by the group ring equation

\[ \sum_{\sigma \in G} \zeta_{S,T}(\sigma, s)[\sigma] = \prod_{\eta \in T} (1 - [\sigma_\eta] N_\eta^{1-s}) \sum_{\sigma \in G} \zeta_S(\sigma, s)[\sigma]. \tag{2} \]

We also assume that the set \( T \) contains at least two primes of different residue characteristic or at least one prime \( \eta \) with absolute ramification degree at most \( l - 2 \) where \( \eta \) lies above \( l \). With this in place, the values \( \zeta_{S,T}(K/F, \sigma, 0) \) are rational integers for any finite abelian extension \( K/F \) unramified outside \( S \) and any \( \sigma \in \text{Gal}(K/F) \). This was shown by Deligne-Ribet [10] and Cassou-Nogués [2]. The following conjecture was first stated by Tate and called the Brumer-Stark conjecture (Conjecture 5.4, [15]). We present the formulation given by Gross.

Conjecture 2.3 (Conjecture 7.4, [11]). Let \( \mathfrak{P} \) be a prime in \( H \) above \( p \). There exists an element \( u_T \in U_p \) such that \( u_T \equiv 1 \pmod{T} \), and for all \( \sigma \in G \), we have

\[ \text{ord}_p(u_T^\sigma) = \zeta_{R,T}(H/F, \sigma, 0). \]

Our assumption on \( T \) implies that there are no nontrivial roots of unity in \( H \) that are congruent to 1 modulo \( T \). Thus, the \( p \)-unit, if it exists, is unique. Note also that our \( u_T \) is actually the inverse of the \( u \) in (Conjecture 7.4, [11]).

The conjectural element \( u_T \in U_p \) satisfying Conjecture 2.3 is called the Gross-Stark unit for the data \((S, T, H, \mathfrak{P})\). This conjecture has been recently proved, away from 2, by Dasgupta-Kakde in [7].

3 Shintani zeta functions

Shintani zeta functions are a crucial ingredient in each of the constructions we are studying. The first step in defining these modified zeta functions considers the work of Shintani, initially developed in his paper [12], and the definitions of Shintani cones and domains. We establish the necessary notation here.

For each \( v \in R_\infty \) we write \( \sigma_v : F \to \mathbb{R} \) and fix the order of these embeddings. We can then embed \( F \) into \( \mathbb{R}^n \) by \( x \mapsto (\sigma_v(x))_{v \in R_\infty} \). We note that \( F^* \) acts on \( \mathbb{R}^n \) with \( x \in F \) acting by multiplication by \( \sigma_v(x) \) on the \( v \)-component of any vector in \( \mathbb{R}^n \). For linearly independent \( v_1, \ldots, v_r \in \mathbb{R}^n_+ \), define the simplicial cone

\[ C(v_1, \ldots, v_r) = \left\{ \sum_{i=1}^r c_i v_i \in \mathbb{R}^n_+ : c_i > 0 \right\}. \]

Definition 3.1. A Shintani cone is a simplicial cone \( C(v_1, \ldots, v_r) \) generated by elements \( v_i \in F \cap \mathbb{R}^n_+ \). A Shintani set is a subset of \( \mathbb{R}^n_+ \) that can be written as a finite disjoint union of Shintani cones.
We now give the definition for Shintani zeta functions. Write $f$ for the conductor of the extension $H/F$. Let $b$ be a fractional ideal of $F$ relatively prime to $S$ and $T = \{ q \in \mathbb{Z}, \text{prime} : q \mid q \text{ for some } q \in T \}$. Let $z \in b^{-1}$ be such that $z \equiv 1 \pmod{f}$, and let $D$ be a Shintani set. For each compact open $U \subseteq \mathcal{O}_p$, define, for $\text{Re}(s) > 1$,

$$\zeta_R(b, D, U, s) = N_b^{-s} \sum_{\alpha \in \mathcal{F} \cap D, \alpha \in U, (\alpha, R) = 1, \alpha \equiv 1 \pmod{f}} N_{\alpha}^{-s}.$$ 

We define $\zeta_{R,T}(b, D, U, s)$ in analogy with (2) i.e., by the group ring equation

$$\sum_{\sigma \in G} \zeta_{R,T}(b, D, U, s)[\sigma] = \prod_{\eta \in T} (1 - [\eta] N_{\eta}^{1-s}) \sum_{\sigma \in G} \zeta_S(b, D, U, s)[\sigma].$$

(3)

It follows from Shintani’s work in [12] that the function $\zeta_{R,T}(b, D, U, s)$ has a meromorphic continuation to $\mathbb{C}$. We now want to define conditions on the set of primes $T$ and the Shintani set $D$ to allow our Shintani zeta functions to be integral at 0.

**Definition 3.2.** A prime ideal $\eta$ of $F$ is called good for a Shintani cone $C$ if

- $N_{\eta}$ is a rational prime $l$; and
- the cone $C$ may be written $C = C(v_1, \ldots, v_r)$ with $v_i \in \mathcal{O}$ and $v_i \notin \eta$.

We also say that $\eta$ is good for a Shintani set $D$ if $D$ can be written as a finite disjoint union of Shintani cones for which $\eta$ is good.

**Definition 3.3.** The set $T$ is good for a Shintani set $D$ if $D$ can be written as a finite disjoint union $D = \bigcup C_i$ so that for each cone $C_i$, there are at least two primes in $T$ that are good for $C_i$ (necessarily of different residue characteristic by our earlier assumption) or one prime $\eta \in T$ that is good for $C_i$ such that $N_{\eta} \geq n + 2$.

**Remark 3.4.** Given any Shintani set $D$, it is possible to choose a set of primes $T$ such that $T$ is good for $D$. In fact, all but a finite number of prime ideals will be good for a given Shintani set.

We can now note the required property to allow our Shintani zeta functions to be integral at zero. This follows from the following proposition of Dasgupta.

**Proposition 3.5** (Proposition 3.12, [5]). If the set of primes $T$ contains a prime $\eta$ that is good for a Shintani cone $C$ and $N_{\eta} = 1$, then

$$\zeta_{R,T}(b, C, U, 0) \in \mathbb{Z}[l/l].$$

Furthermore, the denominator of $\zeta_{R,T}(b, C, U, 0)$ is at most $l^{n/(l-1)}$.

As is noted by Dasgupta at the top of p.15 in [5], the corollary below follows easily from Proposition 3.5.

**Corollary 3.6.** If the set of primes $T$ is good for a Shintani set $D$, then

$$\zeta_{R,T}(b, D, U, 0) \in \mathbb{Z}.$$
We define a \( \mathbb{Z} \)-valued measure \( \nu(b, D) \) on \( \mathcal{O}_p \) by
\[
\nu(b, D, U) = \zeta_{R,T}(b, D, U, 0)
\]
for \( U \subseteq \mathcal{O}_p \) compact open.

We are mostly interested in a particular type of Shintani set, one which is a fundamental domain for the action of \( E_+(f) \).

**Definition 3.7.** We call a Shintani set \( D \) a **Shintani domain** if \( D \) is a fundamental domain for the action of \( E_+(f) \) on \( \mathbb{R}^n_+ \). That is, when
\[
\mathbb{R}^n_+ = \bigcup_{\epsilon \in E_+(f)} \epsilon D \quad (disjoint \ union).
\]

The existence of such domains follows the work of Shintani, in particular from (Proposition 4, [12]). We note here some simple equalities which follow from the definitions, more details are given in §3.3 of [5].

We write \( G_f \) for the narrow ray class group of conductor \( f \). Let \( e \) be the order of \( p \) in \( G_f \), and suppose that \( p^e = (\pi) \) with \( \pi \equiv 1 \pmod{f} \) and \( \pi \) totally positive. Let \( \mathcal{D} \) be a Shintani domain and write \( \mathcal{O} = \mathcal{O}_p - \pi \mathcal{O}_p \). Then,
\[
\nu(b, D, \mathcal{O}) = \zeta_{S,T}(H/F, b, 0) = 0, \quad \text{and} \quad \nu(b, \mathcal{D}, \mathcal{O}_p) = \zeta_{R,T}(H/F, b, 0).
\]

We now give two technical definitions which are necessary in the definition of Dasgupta’s explicit formula and recall a useful lemma which is used repeatedly in the proof of our later results. We will also generalise to working with \( V \subset E_+(f) \) rather than with just \( E_+(f) \).

**Definition 3.8.** Let \( V \subset E_+(f) \) be a finite index free subgroup of rank \( n - 1 \). We call a Shintani set \( D \) a **Colmez domain** for \( V \) if \( D \) is a fundamental domain for the action of \( V \) on \( \mathbb{R}^n_+ \). That is, when
\[
\mathbb{R}^n_+ = \bigcup_{\epsilon \in V} \epsilon D \quad (disjoint \ union).
\]

We note that in the definition of a Colmez domain we allow ourselves to work with \( V = E_+(f) \), thus the definition includes Shintani domains.

**Proposition 3.9.** Let \( V \subset E_+(f) \) be a finite index free subgroup of rank \( n - 1 \). Let \( D \) and \( D' \) be Colmez domains for \( V \). We may write \( D \) and \( D' \) as finite disjoint unions of the same number of simplicial cones
\[
D = \bigcup_{i=1}^{d} C_i, \quad D' = \bigcup_{i=1}^{d} C'_i,
\]
with \( C'_i = \epsilon_i C_i \) for some \( \epsilon_i \in V, \ i = 1, \ldots, d \).

**Proof.** Proposition 3.15 of [5] proves this result when \( V = E_+(f) \). The proof of this proposition is analogous.

A decomposition as in (5) is called a **simultaneous decomposition** of the Colmez domains \( (D, D') \).

**Definition 3.10.** Let \( (D, D') \) be a pair of Colmez domains. A set \( T \) is **good** for the pair \( (D, D') \) if there is a simultaneous decomposition as in (5) such that for each cone \( C_i \), there are at least two primes in \( T \) that are good for \( C_i \), or there is one prime \( \eta \in T \) that is good for \( C_i \) such that \( N\eta \geq n + 2 \).
Throughout this paper we will use the notation to denote a totally odd character. We fix embeddings \( x \) Let \( \beta \in F^* \) be a totally real field of degree \( n \), and let \( \beta \) be also relatively prime to \( R \) and \( D \). Suppose that \( \beta \) and \( \beta \) are relatively prime to \( \tau \) and that \( \beta \) is also relatively prime to \( \tau \). Then

\[
\zeta_{R,T}(bq, D, U, 0) = \zeta_{R,T}(b, \beta D, \beta U, 0).
\]

We end this section with a Lemma of Colmez which allows us to give an explicit Colmez domain. Let \( \alpha \) be, up to a sign, one of the standard basis vectors of \( R^n \) with the boundary cones that are brought into the interior of the cone by a small perturbation by \( \alpha \), i.e., the set whose characteristic function is given by

\[
\mathbb{I}_{\mathcal{C} \alpha(v_1, \ldots, v_r)}(x) = \lim_{h \to 0^+} \mathbb{I}_{\mathcal{C}(v_1, \ldots, v_r)}(x + h\alpha).
\]

Throughout this paper we will use the notation

\[
[x_1 | \ldots | x_{n-1}] = (1, x_1, x_1 x_2, \ldots, x_1 \ldots x_{n-1}).
\]

Let \( x_1, \ldots, x_{n-1} \in E_s(f) \). We define the sign map \( \delta : E_s(f)^n \to \{-1, 0, 1\} \) such that,

\[
\delta(x_1, \ldots, x_n) = \text{sign}(\det(\omega(x_1, \ldots, x_n))),
\]

where \( \omega(x_1, \ldots, x_n) \) denotes the \( n \times n \) matrix whose columns are the images of the \( x_i \) in \( R^n \). Note that we have the convention that \( \text{sign}(0) = 0 \).

Let \( \varepsilon_1, \ldots, \varepsilon_{n-1} \in E_s(f) \) such that \( V = \langle \varepsilon_1, \ldots, \varepsilon_{n-1} \rangle \subset E_s(f) \) is a free subgroup of rank \( n-1 \) and finite index. Suppose that for all \( \tau \in S_{n-1} \) we have

\[
\delta([\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n-1)}]) = \text{sign}(\tau).
\]

Then the Shintani set

\[
D = \bigcup_{\tau \in S_{n-1}} \mathcal{C}_{\alpha}([\varepsilon_{\tau(1)} | \ldots | \varepsilon_{\tau(n-1)}]),
\]

is a Colmez domain for \( V \).

4 The Gross regulator matrix

We continue to let \( F \) denote a totally real field of degree \( n \), and let

\[
\chi : \text{Gal}(\overline{F}/F) \to \mathbb{Q}
\]

be a totally odd character. We fix embeddings \( \mathbb{Q} \subset \mathbb{C} \) and \( \mathbb{Q} \subset \mathbb{C}_p \), so \( \chi \) may be viewed as taking values in \( \mathbb{C} \) or \( \mathbb{C}_p \). In this section, we let \( H \) denote the fixed field of the kernel of \( \chi \). Note that
Define the ratio we can evaluate morphisms \( u \). Let \( \chi \) and \( \sigma \) denote any generator (i.e., non-zero element) of the semigroup of integral fractional ideals of \( F \). The Galois equivariant form of Dirichlet’s unit theorem implies that

\[
\text{dim}_\mathbb{Q} U_{p, \chi} = \begin{cases} 1 & \text{if } p \in S_p, \\ 0 & \text{otherwise}. \end{cases}
\]

Since we are only concerned with their conjecture in this case we henceforth fix a choice of primes \( p \in S_p \). We refer to \( \mathcal{M}_p(\chi) \) as the Gross regulator matrix. More generally, for any subset \( J \subset S_p \), the principle minor of \( \mathcal{M}_p(\chi) \) corresponding to \( J \) is defined by

\[
\mathcal{R}_p(\chi)_J = \det(\mathcal{L}_{\text{alg}}(\chi)_{p,q \in J}).
\]

We note that both \( \mathcal{R}_p(\chi) \) and \( \mathcal{R}_p(\chi)_J \) are independent of all choices. This is explained in more detail in §1 of [9]. In §3 of [9], Dasgupta-Spieß constructed a conjectural formula for the value \( \mathcal{R}_p(\chi)_J \) via group cohomology (Conjecture 3.1, [9]). If we take \( J = \{ p \} \) for some \( p \in S_p \) then the value of \( \mathcal{R}_p(\chi)_p \) is the diagonal entry at \( p \) of the Gross regulator matrix i.e.,

\[
\mathcal{R}_p(\chi)_p = \mathcal{L}_{\text{alg}}(\chi)_{p,p} = \frac{I_p(u_{p,\chi})}{o_p(u_{p,\chi})}.
\]

Since we are only concerned with their conjecture in this case we henceforth fix a choice of \( p \in S_p \).

The remainder of this section is leading us to define their formula in this case.
4.1 The Eisenstein cocycle

We now define the Eisenstein cocycle. Let $k$ denote the cyclotomic field generated by the values of $\chi$. Now let $\mathfrak{p}$ be the prime of $k$ above $p$ corresponding to the embeddings $k \subset \mathbb{Q} \subset \mathbb{C}_p$, where the second embedding is the one fixed at the start of this section. Let $K = k_0$, and write $\mathcal{O}_K$ for its ring of integers. As before write $\mathfrak{f}$ for the conductor of the extension $H/F$. Let $\lambda$ be a prime of $F$ such that $N\lambda = l$ for a prime number $l \in \mathbb{Z}$ and $l \geq n + 2$. We assume that no primes in $S$ have residue characteristic equal to $l$. Let $E_\mathcal{O}(\mathfrak{f})_p$ denote the group of $p$-units of $F$ which are congruent to $1 \pmod{\mathfrak{f}}$. We note that $E_\mathcal{O}(\mathfrak{f})_p$ is free of rank $n$. For $x_1, \ldots, x_n \in E_\mathcal{O}(\mathfrak{f})_p$, a fractional ideal $b$ coprime to $S$ and $l$, and compact open $U \subset F_p$ we put

$$
\nu^p_{\mathfrak{b}, \lambda}(x_1, \ldots, x_n)(U) = \delta(x_1, \ldots, x_n) \zeta_{\mathcal{O}, \lambda}(b, \overline{c}_1(x_1, \ldots, x_n), U, 0).
$$

In the above, $\overline{c}_1$ denotes the basis vector $(1, 0, \ldots, 0) \in \mathbb{R}^n$ and $\delta$ is defined as, in \eqref{eq:delta}. We recall the definition of the Shintani zeta function from \eqref{eq:zeta} and the Shintani set $\overline{c}_1(x_1, \ldots, x_n)$ from \eqref{eq:Shintani}. Then, $\nu^p_{\mathfrak{b}, \lambda}$ is a homogeneous $(n - 1)$-cocycle on $E_\mathcal{O}(\mathfrak{f})_p$ with values in the space of $\mathbb{Z}$-distribution on $F_p$. This follows from Theorem 2.6 of [3]. Hence, we have defined a class

$$
\omega^p_{\mathfrak{f}, \mathfrak{b}, \lambda} = [\nu^p_{\mathfrak{b}, \lambda}] \in H^{n-1}(E_\mathcal{O}(\mathfrak{f})_p, \text{Meas}(F_p, K)),
$$

where we define

$$
\text{Meas}(F_p, K) = \text{Hom}(C_c(F_p, \mathbb{Z}), \mathcal{O}_K) \otimes_{\mathcal{O}_K} K,
$$

having let $C_c(F_p, \mathbb{Z})$ denote the set of compactly supported continuous functions from $F_p$ to $\mathbb{Z}$. We also consider

$$
\omega^p_{\chi, \lambda} = \sum_{[\mathfrak{b}] \in G_{\mathfrak{f}}/\mathfrak{p}} \frac{\chi(\mathfrak{b})}{1 - \chi(\lambda)l} \omega^p_{\mathfrak{f}, \mathfrak{b}, \lambda} \in H^{n-1}(E_\mathcal{O}(\mathfrak{f})_p, \text{Meas}(F_p, K)),
$$

where the sum ranges over a system of representatives of $G_{\mathfrak{f}}/\mathfrak{p}$. For more details on this construction, see §3.3 of [9].

4.2 1-cocycles attached to homomorphisms

Let $g : F_p^* \to K$ be a continuous homomorphism. We want to define a cohomology class $c_g \in H^1(F_p^*, C_c(F_p, K))$ attached to $g$. We define an $F_p^*$-action on $C_c(F_p^*, \mathbb{Z})$ by $(x)(f) = f(x^{-1})y$. Here $C_c(F_p^*, \mathbb{Z})$ is the space of compactly supported continuous functions from $F_p^*$ to $\mathbb{Z}$. The following definition is due to Spieß and first appears in Lemma 2.11 of [13]. This definition is crucial in making the construction of Dasgupta-Spieß’s cohomological formula work and we also remark that the definition is unusual in that it appears as though the cocycle $z_g$ should be a coboundary. However, it may not be a coboundary since $g$ does not necessarily extend to a continuous function on $F_p$.

**Definition 4.1.** Let $g : F_p^* \to K$ be a continuous homomorphism as above and let $f \in C_c(F_p^*, \mathbb{Z})$ such that $f(0) = 1$. We define $c_g$ to be the class of the cocycle $z_{f, g} : F_p^* \to C_c(F_p^*, \mathbb{Z})$ where $z_{f, g}(x) = "(1 - x)(g \cdot f)"$, or more precisely

$$
z_{f, g}(x)(y) = (xf)(y) \cdot g(x) + (f - xf) \cdot g(y)
$$

for $x \in F_p^*$ and $y \in F_p$.
The second term in (10) is allowed to be evaluated at 0 ∈ F_p since we can extend continuously the function from \( F_p^* \) to \( F_p \) as

\[
(f - x f)(0) = 0.
\]

Using this definition, we are able to define an element \( c_p := [z_{f,g}] \in H^1(F_p^*, C_c(F_p, K)) \) for any continuous homomorphism \( g : F_p^* \to K \) and any \( f \in C_c(F_p, Z) \) with \( f(0) = 1 \). We note that the class is independent of the choice of \( f \in C_c(F_p, Z) \) with \( f(0) = 1 \). In particular, we can consider the classes \( c_{o_p}, c_{l_p} \in H^1(F_p^*, C_c(F_p, K)) \). The homomorphisms \( o_p \) and \( l_p \) are as defined in (8) and (9).

For the results we want to show, Definition 4.1 is all that we require. For more information on these objects, see §3.2 of [8] and §3.1 of [9].

4.3 The diagonal entries

We now give the definition of Dasgupta-Spieß’s conjectural formula for the diagonal entries of the Gross regulator matrix. Recall that we have defined the following objects:

\[
c_{o_p}, c_{l_p} \in H^1(F_p^*, C_c(F_p, K)) \quad \text{and} \quad \omega_{\chi, \lambda}^p \in H^{n-1}(E_*(f)_p, \text{Meas}(F_p, K)).
\]

We now consider \( H_n(E_*(f)_p, Z) \). By Dirichlet’s unit theorem, \( E_*(f)_p \) is free abelian of rank \( n \). Hence, \( H_n(E_*(f)_p, Z) \cong Z \). We are thus able to choose a generator \( \vartheta' \in H_n(E_*(f)_p, Z) \). Cap and cup products are a crucial element of Dasgupta-Spieß’s formula. For the definitions of these products, refer to chapter 6 of [1].

**Definition 4.2** (Proposition 3.6, [9]). Let \( \vartheta' \in H_n(E_*(f)_p, Z) \) be a generator. Then, we define

\[
\mathcal{R}_{p}(\chi)_{p,an} := (-1)^{c_{o_p} \cap (\omega_{\chi, \lambda}^p \cap \vartheta')}.
\]

The “an” notation here is only used to distinguish the formula \( \mathcal{R}_{p}(\chi)_{p,an} \) from the algebraic quantity \( \mathcal{R}_{p}(\chi)_{p} \). We note that in [9], a different formula is initially given for the quantity \( \mathcal{R}_{p}(\chi)_{p,an} \). In (Proposition 3.6, [9]) it is shown that the initial expression is equal to the quantity we define in Definition 4.2. Since the formula we gave in Definition 4.2 is more useful for our calculations we shall give it here as the definition of \( \mathcal{R}_{p}(\chi)_{p,an} \). In [9], Dasgupta-Spieß conjectured that their formula \( \mathcal{R}_{p}(\chi)_{p,an} \) is in fact equal to \( \mathcal{R}_{p}(\chi)_{p} \).

**Conjecture 4.3** (Conjecture 3.1, [9]). For each \( p \in S_p \), we have \( \mathcal{R}_{p}(\chi)_{p} = \mathcal{R}_{p}(\chi)_{p,an} \).

It is worth noting that in [9] Dasgupta-Spieß conjectured a more general formula than the version we write above. This formula is conjectured to be equal to the value \( \mathcal{R}_{p}(\chi)_{J} \) for any subset \( J \subseteq S_p \). Since we only work in the case \( J = \{ p \} \) we have only given the definition in this case. We remark also that if we are in rank 1, i.e., \( |S_p| = 1 \) then Conjecture 4.3 matches exactly with Conjecture 3.1 in [9].

In the next section, we study an analytic formula, conjectured by Dasgupta in [5], for the image of the Gross-Stark units in \( F_p \). This allows us to give a formula for the image of \( u_{p, \chi} \) in \( F_p \otimes K \) and hence will give us another formula for the quantity \( \mathcal{R}_{p}(\chi)_{p} \). The main result of this paper is that these two formulas for \( \mathcal{R}_{p}(\chi)_{p} \) are equal.
5 The multiplicative integral formula

Definition 5.1. Let \( I \) be an abelian topological group that may be written as an inverse limit of discrete groups

\[
I = \lim_{\leftarrow} I_\alpha.
\]

Denote the group operation on \( I \) multiplicatively. For each \( i \in I_\alpha \), denote by \( U_i \) the open subset of \( I \) consisting of the elements that map to \( i \) in \( I_\alpha \). Suppose that \( G \) is a compact open subset of a quotient of \( \mathbb{A}_F^\times \). Let \( f : G \rightarrow I \) be a continuous map, and let \( \mu \) be a \( \mathbb{Z} \)-valued measure. We define the **multiplicative integral**, written with a cross through the integration sign, by

\[
\int_G f(x) d\mu(x) = \lim_{\leftarrow} \prod_{i \in I_\alpha} \mu(f^{-1}(U_i)) \in I.
\]

The first definition we make towards the formula is that of an element of \( E_\pi(f) \). We refer to this construction as the error term. After the definition, we check that it is well defined.

Definition 5.2. Let \( \mathfrak{D} \) be a Shintani domain, and assume that \( T \) is \( \pi \)-good for \( \mathfrak{D} \). Define the **error term**

\[
\epsilon(b, \mathfrak{D}, \pi) = \prod_{\mathfrak{e} \mathfrak{D}} \nu(b, \mathfrak{e} \mathfrak{D} \pi^{-1}\mathfrak{D}, \mathfrak{D}).
\]  

(12)

By Lemma 3.14 of [5], only finitely many of the exponents in (12) are nonzero. Proposition 3.12 of [5] and the assumption that \( T \) is \( \pi \)-good for \( \mathfrak{D} \) imply that the exponents are integers. We recall the definition of the measure \( \nu \) from (4). We are now ready to write down Dasgupta’s conjectural formula. We note that for any Shintani domain \( \mathfrak{D} \) we can always impose that \( T \) is \( \pi \)-good for \( \mathfrak{D} \) by adding a finite number of primes to \( T \). Henceforth, we shall assume that we are in this case. We now give the main definition of this section.

Definition 5.3. Let \( \mathfrak{D} \) be a Shintani domain, and assume that \( T \) is \( \pi \)-good for \( \mathfrak{D} \). Define

\[
u_p T(b, \mathfrak{D}) := \epsilon(b, \mathfrak{D}, \pi) \pi^{\zeta_{\mathfrak{p}} T(H/F, b, 0)} \int_0^1 x db(b, \mathfrak{D}, x) \epsilon F_p^*.
\]

As our notation suggests, we have the following proposition.

Proposition 5.4 (Proposition 3.19, [5]). The element \( \nu_p T(b, \mathfrak{D}) \) does not depend on the choice of generator \( \pi \) of \( \mathfrak{p}^\times \).

Dasgupta made the following conjecture concerning his construction.

Conjecture 5.5 (Conjecture 3.21, [5]). Let \( \mathfrak{e} \) be the order of \( \mathfrak{p} \) in \( G_1 \), and suppose that \( \mathfrak{p}^\times = (\pi) \) with \( \pi \) totally positive and \( \pi \equiv 1 \pmod{\mathfrak{p}} \). Let \( \mathfrak{D} \) be a Shintani domain, and let \( T \) be \( \pi \)-good for \( \mathfrak{D} \). Let \( \mathfrak{b} \) be a fractional ideal of \( F \) relatively prime to \( S \) and \( \mathcal{T} \). We have the following.

1. The element \( \nu_p T(b, \mathfrak{D}) \in F_p^* \) depends only on the class of \( b \in G_1(\mathfrak{p}) \) and no other choices, including the choice of \( \mathfrak{D} \), and hence may be denoted \( \nu_p T(\sigma_b) \), where \( \sigma_b \in \text{Gal}(H/F) \).

2. The element \( \nu_p T(\sigma_b) \) lies in \( U_p \), and \( \nu_p T(\sigma_b) \equiv 1 \pmod{T} \).

3. Shimura reciprocity law: For any fractional ideal \( \mathfrak{a} \) of \( F \) prime to \( S \) and to char \( T \), we have

\[
u_p T(\sigma_{ab}) = \nu_p T(\sigma_b)^{\sigma_a}.
\]
Recent work of Dasgupta-Kakde (Theorem 1.6, [6]) proved the above conjecture up to a root of unity under the assumption:

\[ p \text{ is odd and } H \cap F(\mu_{p^\infty}) \subset H^+ \text{, the maximal totally real subfield of } H. \]  

(13)

The main result of their paper is the \( p \)-part of the integral Gross-Stark conjecture (Theorem 1.4 [6]). The Gross-Stark Conjecture first appears in (Conjecture 7.6, [11]). Conjecture 5.5, up to a root of unity, then follows from Theorem 5.18 of [5].

### 6 Comparing the formulas

Let \( \chi \) and \( H \) be as given at the start of §4, and \( \lambda \) as given at the start of §4.1. Let \( p \in S_p \). In [9], Dasgupta-Spieß conjectured the following.

**Conjecture 6.1** (Remark 4.5, [9]). Conjecture 4.3 is consistent with Conjecture 5.5, i.e., we have

\[ R_p(\chi)_{p,an} = -\frac{I_p(U_{p,\chi})}{\alpha_p(U_{p,\chi})}, \]  

(14)

where we define

\[ U_{p,\chi} = \sum_{[b] \in G_f/(\mathcal{D})} u_{p,\lambda}(b, \mathcal{D}) \otimes \chi(b)/(1 - \chi(\lambda)f). \]  

(15)

Here, the sum ranges over a set of representatives \( b \) for \( G_f/(\mathcal{D}) \) with \( b \) relatively prime to \( f \), \( R \) and \( l \), and \( \mathcal{D} \) is a Shintani domain.

**Remark 6.2.** It follows from (Theorem 1.6, [6]) that the right hand side of (14) is independent of the choices for \( \mathcal{D} \) and \( \mathcal{D} \). The independence of \( \lambda \) in the sum in (15) follows from Lemma 5.4 of [5].

In [9], Dasgupta-Spieß proved Conjecture 6.1 in the case \( n = 2 \) (recall that \( n \) is the degree of our field \( F \)). The main result of this paper is the proof of Conjecture 6.1 in the case \( n = 3 \). Note that in this case we have that \( E_r(f) \) is free of rank 2. We will show the following theorem.

**Theorem 6.3.** Let \( F \) be a totally real field of degree 3. Then, Conjecture 4.3 is consistent with Conjecture 5.5, i.e., we have

\[ R_p(\chi)_{p,an} = -\frac{I_p(U_{p,\chi})}{\alpha_p(U_{p,\chi})} \]

where \( U_{p,\chi} \) is as defined in Conjecture 6.1 and \( \mathcal{D} \) is a Shintani domain.

It is worth noting that in the \( n = 2 \) case the proof of the result is much shorter due to the simple nature of the Shintani domains when \( F \) is of degree 2. The main challenge we have to overcome is working with Shintani domains which live in \( \mathbb{R}^3_+ \) rather than in \( \mathbb{R}^2_+ \). This difficulty is expanded on further in the later sections.

Theorem 6.3 combined with (Theorem 1.6, [6]) of Dasgupta-Kakde allows us to prove Conjecture 4.3 when \( F \) is of degree 3. Thus, we have the following corollary. We note that the corollary below closes some cases of (Conjecture 3.1, [9]). In particular, for the \( 1 \times 1 \) principle minors when \( F \) is a cubic field.

**Corollary 6.4.** Let \( F \) be a totally real field of degree 3 and suppose that condition (13) holds. Then, for each \( p \in S_p \), we have \( R_p(\chi)_p = R_p(\chi)_{p,an} \).

**Proof.** We apply Theorem 1.6 in [6] to Theorem 6.3. \( \square \)
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We now observe that, due to Definition 4.2, Conjecture 6.1 follows immediately from the following conjecture.

**Conjecture 6.5.** Let \([b] \in G_f\) and \(\mathcal{D}\) a Shintani domain. Then,
\[
l_p(u_{p, \lambda}(b, \mathcal{D})) = \pm c_{p} \cap (\omega_{f, b, \lambda}^p \cap \vartheta'), \quad o_p(u_{p, \lambda}(b, \mathcal{D})) = \pm c_{o_p} \cap (\omega_{f, b, \lambda}^p \cap \vartheta').
\]

Thus, to prove our main result (Theorem 6.3), we prove the following theorem.

**Theorem 6.6.** Let \(F\) be of degree 3, \([b] \in G_f\) and \(\mathcal{D}\) a Shintani domain. Then,
\[
l_p(u_{p, \lambda}(b, \mathcal{D})) = \pm c_{p} \cap (\omega_{f, b, \lambda}^p \cap \vartheta'), \quad o_p(u_{p, \lambda}(b, \mathcal{D})) = \pm c_{o_p} \cap (\omega_{f, b, \lambda}^p \cap \vartheta').
\]

As indicated above, we are only able to show Conjecture 6.5 when \(F\) is of degree 3. Yet, the first step required in the proof can be done for \(F\) of any degree. Thus, in §6.1 we keep \(F\) of degree \(n\).

**Remark 6.7.** If we take \(g = \text{id}: F^*_p \rightarrow F^*_p\) in Definition 4.1, then Dasgupta-Spieß conjectured that
\[
c_{id} \cap (\omega_{f, b, \lambda}^p \cap \vartheta') = \sigma_b(u_{\lambda}),
\]
i.e., that we have a cohomological formula for the Gross-Stark unit.

Having shown our main result, Theorem 6.3. We show how the methods we have developed in fact allow us to show the following stronger result.

**Theorem 6.8.** Let \(F\) be a totally real field of degree 3. Then,
\[
c_{id} \cap (\omega_{f, b, \lambda}^p \cap \vartheta') = u_{p, \lambda}(b, \mathcal{D}),
\]
where \(\mathcal{D}\) is as in Theorem 6.3.

This combined with the recent work of Dasgupta-Kakde in [6] gives the following corollary.

**Corollary 6.9.** Let \(F\) be a totally real field of degree 3 and suppose that condition (13) holds. Then,
\[
c_{id} \cap (\omega_{f, b, \lambda}^p \cap \vartheta') = \sigma_b(u_{\lambda}),
\]
up to multiplication by a root of unity.

**Proof.** We apply Theorem 1.6 in [6] to Theorem 6.8. \(\square\)

**Remark 6.10.** Though it is not clear at this stage, the full strength of Theorem 6.8 is not required to show Corollary 6.9. In fact, Corollary 6.9 will follow from our proof of Theorem 6.6. However, since we are able to show Theorem 6.8 we have used this in the proof of Corollary 6.9.
6.1 Reduction of the Shintani domain

In this section we let $F$ be of degree $n > 1$. One of the difficulties in proving Theorem 6.6 is being able to choose a suitably nice Shintani set to work with. We do not have a Shintani domain as the Shintani set we work with is a fundamental domain for a free finite index subgroup of $E_\ast(f)$ rather than for the full $E_\ast(f)$. In (Lemma 2.1, [4]), Colmez showed that it is possible to find units $g_1, \ldots, g_{n-1} \in E_\ast(f)$ which can be used in Lemma 3.13 to give a Colmez domain for $(g_1, \ldots, g_{n-1})$. However, this choice does not give us enough control over the domain for our calculations. The main work of this paper is making a more precise choice than is given by Colmez in the case $n = 3$. This is done in §6.2. We are required to show that there exist units which keep the properties required by Colmez while also satisfying some additional necessary properties. It is worth noting that currently the methods used to make this choice do not appear to extend nicely to the case $n > 3$.

In this section, we show that proving our result with a free finite index subgroup of $E_\ast(f)$ is enough to prove the result with the full $E_\ast(f)$. We make this idea precise below. This section provides the results which give us the freedom to choose a suitable Shintani set as mentioned above.

Let $V$ be a finite index free subgroup of $E_\ast(f)$ of rank $n - 1$. Recall that $\pi$ is totally positive, congruent 1 modulo $f$ and such that $(\pi) = p^e$ where $e$ is the order of $p$ in $G_I$. Let $\mathcal{D}_V$ be a Shintani set which is a fundamental domain for the action of $V$ on $\mathbb{R}^n_\ast$. As before, we shall refer to such Shintani sets as Colmez domains. We now give the notation we use for the constructions in this case. Let $\theta'_V \in H_1(V \oplus \langle \pi \rangle, \mathbb{Z})$ be a generator. For $x_1, \ldots, x_n \in V \oplus \langle \pi \rangle$ and compact open $U \subset F_p$ we put

$$\nu^{\mathcal{P}}_{\lambda, V}(x_1, \ldots, x_n)(U) = \delta(x_1, \ldots, x_n)\zeta_{R, \lambda}(b, \mathcal{C}_{e_1}(x_1, \ldots, x_n), U, 0).$$

As before, it follows from Theorem 2.6 of [3] that $\nu^{\mathcal{P}}_{\lambda, V}$ is a homogeneous $n - 1$-cocycle on $V \oplus \langle \pi \rangle$ with values in the space of $\mathbb{Z}$-distribution on $F_p$. Hence, we obtain a class

$$\omega^{\mathcal{P}}_{f, b, \lambda, V} = [\nu^{\mathcal{P}}_{b, \lambda, V}] \in H^{n-1}(V \oplus \langle \pi \rangle, \text{Meas}(F_p, K)).$$

We also define

$$u_{\mathcal{P}}(b, \mathcal{D}_V) = \prod_{b \in V} \mathcal{C}_{e_1}(b, \mathcal{D}_V, \langle \pi \rangle, \mathcal{D}_p, 0)_{\mathcal{C}_{e_1}(b, \mathcal{D}_V, \langle \pi \rangle, \mathcal{D}_p, 0)} \int_{\mathcal{D}_V} \mathcal{D}_1(b, \mathcal{D}_V, x).$$

At this point we have not shown that this definition makes sense. In fact, it will not make sense for all possible fundamental domains. In Proposition 6.12 we show that for the particular choice of domain we require, the definition above is sensible. We require the following comparison result later.

Proposition 6.11. Let $\mathcal{K}$ and $\mathcal{K}'$ be two Colmez domains for $V$ and $\lambda$ a prime of $F$ such that $\lambda$ is $\pi$-good for $\mathcal{K}$ and $\mathcal{K}'$. If $\lambda$ is also good for $(\mathcal{K}, \mathcal{K}')$, then $u_{\mathcal{P}}(b, \mathcal{K}) = u_{\mathcal{P}}(b, \mathcal{K}')$.

Proof. Theorem 5.3 of [5] proves this result when $V = E_\ast(f)$. The proof of this proposition is analogous.

The following proposition shows that to prove our main result it is good enough to work with a finite index free subgroup $V \subset E_\ast(f)$ rather than the full group. By making a good choice of $V$, we are then able to find a suitably nice Shintani set.

Proposition 6.12. Let $\mathcal{D}$ be a Shintani domain for $E_\ast(f)$. Let $V$ be a free, finite index, subgroup of $E_\ast(f)$ of rank $n - 1$, such that $E_\ast(f)/V \cong \mathbb{Z}/b_1 \times \cdots \times \mathbb{Z}/b_{n-1}$ with $b_1, \ldots, b_{n-1} > M$, where
Then, for any continuous homomorphism \( g : F_p^* \rightarrow K \), such that \( g \) is trivial of \( E_\pi(f) \), if we have

\[
g(u_{p,\lambda}(b, \mathcal{D}_V)) = c_g \cap (\omega_{f,b,\lambda,V}^p \cap \vartheta_V),
\]

then

\[
g(u_{p,\lambda}(b, \mathcal{D}_V)) = c_g \cap (\omega_{f,b,\lambda}^p \cap \vartheta').
\]

We note that both \( l_p \) and \( \omega_0 \) have the property that they are trivial on \( E_\pi(f) \). It is clear that \( \mathcal{D}_V \) is a Colmez domain for \( V \). Furthermore, since \( T \) is \( \pi \)-good for \( \mathcal{D} \) we also have that \( T \) is \( \pi \)-good for \( \mathcal{D}_V \). Thus, our definition of \( u_{p,\lambda}(b, \mathcal{D}_V) \) makes sense.

Remark 6.13. The proof of Proposition 6.12 builds on the work of Tsosie in [16]. We follow the strategy in his proof of Proposition 2.1.4 in [16]. When considering Dasgupta-Spieß’s formula we follow the ideas exactly. However, when considering Dasgupta’s formula, \( u_{p,\lambda}(b, \mathcal{D}_V) \), we are required to alter the proof. The reason for this is that we have found a counterexample to the statement of Lemma 2.1.3 of [16], which is used in his proof. In the appendix, we give this counterexample explicitly. It is possible to prove Proposition 6.12 without our additional assumption that \( b_1, \ldots, b_{n-1} > M \) however the proof becomes more lengthy. Since our strategy is to make \( V \) small enough to satisfy other properties, we do not lose anything by including this simplifying assumption.

Proof of Proposition 6.12. With the notation as given in the statement of the proposition, it is enough show the following two equalities:

\[
c_g \cap (\omega_{f,b,\lambda,V}^p \cap \vartheta_V) = [E_\pi(f) : V]c_g \cap (\omega_{f,b,\lambda}^p \cap \vartheta'), \tag{16}
\]

and

\[
g(u_{p,\lambda}(b, \mathcal{D}_V)) = [E_\pi(f) : V]g(u_{p,\lambda}(b, \mathcal{D}_V)). \tag{17}
\]

For the first equality, we mimic the proof of Theorem 1.5 of [3]. General properties of group cohomology (see pp. 112-114, [1]) yield the following commutative diagrams.

\[
\begin{align*}
H^{n-1}(V, \text{Meas}(F_p, K)) \times H_n(V \oplus \langle \pi \rangle, \mathbb{Z}) & \xrightarrow{\alpha} H_1(V \oplus \langle \pi \rangle, \text{Meas}(F_p, K)) \tag{18} \\
\text{res} \uparrow & \downarrow \text{cores} \\
H^{n-1}(E_\pi(f), \text{Meas}(F_p, K)) \times H_n(E_\pi(f) \oplus \langle \pi \rangle, \mathbb{Z}) & \xrightarrow{\alpha} H_1(E_\pi(f) \oplus \langle \pi \rangle, \text{Meas}(F_p, K))
\end{align*}
\]

and

\[
\begin{align*}
H^1(F_p^*, C_\pi(F_p, K)) \times H_1(V \oplus \langle \pi \rangle, \text{Meas}(F_p, K)) & \xrightarrow{\alpha} K \downarrow \text{id} \tag{19} \\
\text{res} \downarrow \text{cores} & \\
H^1(F_p^*, C_\pi(F_p, K)) \times H_1(E_\pi(f) \oplus \langle \pi \rangle, \text{Meas}(F_p, K)) & \xrightarrow{\alpha} K.
\end{align*}
\]

By Proposition 9.5 in Section 3 of [1], we have following identities,

\[
\begin{align*}
\text{cores}(\vartheta_V') & = [E_\pi(f) : V]\vartheta', \\
\text{res}(\omega_{f,b,\lambda}^p) & = \omega_{f,b,\lambda,V}^p.
\end{align*}
\]
Diagram (18) gives the equality
\[ \omega_{p,b,\lambda}^p \cap \text{cores}(\vartheta_V^j) = \text{cores}(\omega_{p,b,\lambda}^p) \cap \vartheta_V^j. \]

The identities above then show that
\[ \omega_{p,b,\lambda}^p \cap [E_+ (f) : V] \vartheta' = \text{cores}(\omega_{p,b,\lambda,V}^p) \cap \vartheta_V^j. \]

Applying diagram (19) to the above equality gives us (16). It remains to show (17). To prove (17), we prove the stronger equality
\[ u_{p,\lambda}(b, \mathcal{D}_V) = u_{p,\lambda}(b, \mathcal{D})[E_+ (f) : V]. \]

By a result of Colmez in §2 of [4] (p. 372), we have \([E_+ (f) : V] \zeta_\lambda (b, \mathcal{D}, U, s) = \zeta_\lambda (b, \mathcal{D}_V, U, s).\) This immediately implies that
\[ \pi[E_+ (f) : V] \zeta_{n,\lambda}(b, \mathcal{D}, 0) = \pi \zeta_{n,\lambda}(b, \mathcal{D}_V, 0) \]
and
\[ \left( \int_{\mathcal{D}} \nu(b, \mathcal{D}, x) [E_+ (f) : V] \right) = \int_{\mathcal{D}} \nu(b, \mathcal{D}_V, x). \]

It remains to show that
\[ \left( \prod_{c \in E_+ (f)} \epsilon_{n,\lambda}(b, c \mathcal{D} \cap \pi^{-1} \mathcal{D}, 0) \right) [E_+ (f) : V] = \prod_{c \in V} \epsilon_{n,\lambda}(b, c \mathcal{D}_V \cap \pi^{-1} \mathcal{D}, 0). \]

We now consider \(\pi^{-1} \mathcal{D}\). By multiplying \(\pi\) by an appropriate element of \(E_+ (f)\), we can assume
\[ \pi^{-1} \mathcal{D} \subset \bigcup_{k_1=0}^{\alpha_1} \cdots \bigcup_{k_{n-1}=0}^{\alpha_{n-1}} g_{k_1}^{b_1} \cdots g_{k_{n-1}}^{b_{n-1}} \mathcal{D}, \]
for some \(\alpha_1, \ldots, \alpha_{n-1} \in \mathbb{Z}_{\geq 1}\). If we further impose that \(g_1^{-1} \cdots g_{n-1}^{-1} \pi^{-1} \mathcal{D}\) is not fully contained in the positive translates of \(\mathcal{D}\) and, for each \(i\), choosing the minimal \(\alpha_i\), then the required element of \(E_+ (f)\) is chosen uniquely. Since the formula is independent of the choice of \(\pi\) we are allowed this assumption. Now, let \(M = M(\pi, g_1, \ldots, g_{n-1}) = \max(\alpha_1, \ldots, \alpha_{n-1}).\) Since we have assumed \(b_i > M\), it is easy to see that \(\pi^{-1} \mathcal{D}_V \subset \bigcup_{k_1=0}^{1} \cdots \bigcup_{k_{n-1}=0}^{1} g_{k_1}^{b_1} \cdots g_{k_{n-1}}^{b_{n-1}} \mathcal{D}_V. \)

For ease of notation, we write, for a Shintani set \(D, \nu(D) = \zeta_{R,\lambda}(b, D, 0).\) We now calculate
\[ \prod_{c \in V} \epsilon_{n,\lambda}(b, c \mathcal{D}_V \cap \pi^{-1} \mathcal{D}, 0) = \prod_{i=0}^{n-1} g_{b_i}^{S_i}, \]
where \(S_i = b_i \left( \sum_{j=0}^{1} \frac{1}{k_{j+1}} \right) \nu(g_{b_i}^{k_i} \left( \prod_{j=1}^{k_i} g_{b_j}^{r_j} \right) \mathcal{D}_V \cap \pi^{-1} \mathcal{D}_V). \)

Here we have the notation
\[ \left( \sum_{k_{j+1}=0}^{1} \right) = \sum_{k_1=0}^{1} \cdots \sum_{k_{i-1}=0}^{1} \sum_{k_{i+1}=0}^{1} \cdots \sum_{k_{n-1}=0}^{1}. \]
To make the notation clearer, we note that

\[ S_1 = b_1 \sum_{k_2=0}^{1} \cdots \sum_{k_{n-1}=0}^{1} \nu(g_1^{b_1}(\prod_{j=2}^{n-1} g_j^{b_j k_j}) \mathcal{D}_V \cap \pi^{-1} \mathcal{D}_V). \]

Consider the power above \( g_1 \) in (20). Substituting the domain \( \mathcal{D}_V = \bigcup_{j=1}^{n-1} \cdots \bigcup_{j=n-1}^{n} g_1^{b_1} \cdots g_j^{b_j-1} \mathcal{D} \) on each side of the intersection, and expanding unions and inverting the elements on the right-hand side of the intersection we have

\[ S_1 = b_1 \left( \sum_{k_1=0}^{1} \left( \sum_{c_i=0}^{a_i} \sum_{l=1}^{n-1} \frac{1}{\prod \nu(\prod_{j=2}^{n-1} g_j^{b_j k_j + c_j - a_j}) \mathcal{D} \cap \pi^{-1} \mathcal{D})} \right) \}

Since \( 1 - b_i \leq c_i - a_i \leq b_i - 1 \), it is possible to rewrite our sums and deduce that the power above \( g_1 \) is equal to

\[ S_1 = b_1 \left( \sum_{k_1=0}^{1} \left( \sum_{c_i=0}^{a_i} \sum_{l=1}^{n-1} \frac{1}{\prod (b_i - 1)(\prod_{j=1}^{n-1} + m_i) \nu(\prod_{j=2}^{n-1} g_j^{b_j k_j + m_j}) \mathcal{D} \cap \pi^{-1} \mathcal{D})} \right) \}

The terms in the sum are only non-zero when \( 0 \leq b_1 + m_1 \leq a_1 \) and for \( j = 2, \ldots, n - 1 \), when

\[
\begin{align*}
0 &\leq m_j \leq a_j & \text{if } k_j = 0 \\
0 &\leq b_j + m_j \leq a_j & \text{if } k_j = 1.
\end{align*}
\]

We now apply this to our sums, working term by term. For the \( m_1 \) sum we shift the index of the summand by \( b_1 \). We now expand the \( k_2 \) sum out. For the \( k_2 = 1 \) part we shift the index of the \( m_2 \) sum by \( b_2 \). Thus, we see that the power above \( g_1 \) in (20) is equal to

\[
\begin{align*}
&b_1 \sum_{m_1=1}^{a_1} \left( \sum_{k_1=0}^{1} \left( \sum_{c_i=0}^{a_i} \sum_{l=1}^{n-1} \frac{1}{\prod (b_i - 1)(\prod_{j=1}^{n-1} + m_i) \nu(\prod_{j=2}^{n-1} g_j^{b_j k_j + m_j}) \mathcal{D} \cap \pi^{-1} \mathcal{D})} \right) \right) \\
&\left( \sum_{m_2=1}^{a_2} (b_2 - m_2) + \sum_{m_2=1}^{a_2} m_2 \right) \nu(g_2^{m_2} \mathcal{D} \cap \pi^{-1} \mathcal{D})
\end{align*}
\]

Cancelling the \( m_2 \) terms in the sums then gives that the power above \( g_1 \) in (20) is in fact

\[
\begin{align*}
&b_1 b_2 \sum_{m_1=1}^{a_1} \sum_{m_2=1}^{a_2} \left( \sum_{k_1=0}^{1} \left( \sum_{c_i=0}^{a_i} \sum_{l=1}^{n-1} \frac{1}{\prod (b_i - 1)(\prod_{j=1}^{n-1} + m_i) \nu(\prod_{j=2}^{n-1} g_j^{b_j k_j + m_j}) \mathcal{D} \cap \pi^{-1} \mathcal{D})} \right) \right) \\
&\left( \sum_{m_2=1}^{a_2} (b_2 - m_2) + \sum_{m_2=1}^{a_2} m_2 \right) \nu(g_2^{m_2} \mathcal{D} \cap \pi^{-1} \mathcal{D})
\end{align*}
\]

Continuing to work term by term for \( j = 3, \ldots, n - 1 \), and noting that \( [E_\tau(f) : V] = b_1 \cdots b_{n-1} \), we are able to deduce that

\[ S_1 = [E_\tau(f) : V] \sum_{m_1=1}^{a_1} \sum_{m_2=1}^{a_2} \cdots \sum_{m_{n-1}=1}^{a_{n-1}} m_1 \nu(g_1^{m_1} \cdots g_{n-1}^{m_{n-1}} \mathcal{D} \cap \pi^{-1} \mathcal{D}). \]

Similarly, the power above \( g_i \) in (20), for \( i = 2, \ldots, n - 1 \), is equal to

\[ [E_\tau(f) : V] \sum_{m_1=1}^{a_1} \left( \sum_{m_j=1}^{a_j} m_j \nu(g_1^{m_1} \cdots g_{n-1}^{m_{n-1}} \mathcal{D} \cap \pi^{-1} \mathcal{D}) \right). \]
Thus,

\[ \prod_{c \in V} \zeta_{n, \lambda}(b, c \cdot \omega^\pi \cap \mathcal{D}, \omega, 0) = \left( \prod_{i=1}^{n-1} g_i^S \right)^{[E_\pi(V)]}, \]

where

\[ S' = \sum_{m_i=1}^{\alpha_i} \left( \sum_{m_j=0}^{\alpha_j} m_i \nu(g_1^{m_1} \ldots g_{m_i-1} \cap \mathcal{D} \cap \pi^{-1} \mathcal{D}) \right). \]

It remains for us to consider the error term for \( u_{n, \lambda}(b, \mathcal{D}) \). We calculate

\[ \prod_{c \in E_\pi(f)} \zeta_{n, \lambda}(b, c \cdot \omega^\pi \cap \mathcal{D}, \omega, 0) = \prod_{m_i=0}^{\alpha_i} \prod_{m_{i+1}=0}^{\alpha_{i+1}} (g_1^{m_i} \ldots g_{m_i-1} \pi^{-1} \mathcal{D}) \nu(g_1^{m_1} \ldots g_{m_i-1} \mathcal{D} \cap \pi^{-1} \mathcal{D}) = \prod_{i=1}^{n-1} g_i^{S_i}. \]

This completes the result. \( \square \)

### 6.2 Choosing a Colmez domain

We are required to make a good choice of our finite index free subgroup \( V \subset E_\pi(f) \). We follow the ideas initially of Colmez in [4]. Here, the choice of \( V \) is used to give a nice Colmez domain \( \mathcal{D}_V \). However, we need to use our choice of \( V \) to give us both the existence of a suitable Colmez domain \( \mathcal{D}_V \) and to give us some control over the translation of \( \mathcal{D}_V \). This approach was not used in [16]. Instead, they used a stronger statement (Lemma 2.1.3, [16]). However, we find a counterexample to this statement. We therefore require a new approach. It is at this stage that we need to reduce to the case when \( F \) is a field of degree 3 i.e., we assume \( n = 3 \) from now on. Note that in this case \( E_\pi(f) \) is free of rank 2. The main aim of this section is to prove the following proposition. We remark that currently we have not been able to prove such a proposition for \( n > 3 \).

**Proposition 6.14.** Let \( \pi \in F_\pi \) then there exists \( \varepsilon_1, \varepsilon_2, \omega \in E_\pi(f) \) such that

1) \( \langle \varepsilon_1, \varepsilon_2 \rangle \) is a finite index subgroup, free of rank 2,

2) \( \delta([\varepsilon_1 | \varepsilon_2]) = -\delta([\varepsilon_2 | \varepsilon_1]) = 1, \)

3) \( \delta([\varepsilon_1 | \omega \pi]) = -\delta([\omega \pi | \varepsilon_1]) = \delta([\varepsilon_2 | \omega \pi]) = -\delta([\omega \pi | \varepsilon_2]) = 1, \)

4) \( \omega^{-1} \pi^{-1} \in C([\varepsilon_1 | \varepsilon_2]) \cup C([\varepsilon_2 | \varepsilon_1]) \cup C(1, \varepsilon_1 \varepsilon_2). \)

Recall the definition of \( \delta \) from (7). The choices we make through Proposition 6.14 allow us to form a nice Colmez domain, and in the process of choosing \( \varepsilon_1, \varepsilon_2, \omega \) we also allow ourselves to have some control over the translation of \( \mathcal{D}_V \). We note that the hardest part of this proposition is being able to prove 3) and 4) at the same time.

First, we define

\[ \text{Log} : \mathbb{R}^3 \to \mathbb{R}^3, \quad (x_1, x_2, x_3) \mapsto (\log(x_1), \log(x_2), \log(x_3)). \]

We remark that the map \( \text{Log} \) is the Dirichlet regulator on \( E_\pi(f) \). Let \( \mathcal{H} \subset \mathbb{R}^3 \) be the hyperplane defined by \( \text{Tr}(z) = 0 \). Then, \( \text{Log}(E_\pi(f)) \) is a lattice in \( \mathcal{H} \). If \( z = (z_1, z_2, z_3) \in \mathbb{R}^3 \) and \( \text{Log}(z) \in \mathbb{R}^3 \) is not an element of \( \mathcal{H} \), then we define the projection

\[ z_{\mathcal{H}} = (z_1 z_2 z_3)^{-\frac{1}{3}} \cdot z. \]
We have that \( \text{Log}(z_{\mathfrak{P}}) \in \mathcal{H} \). Note that \( z \) and \( z_{\mathfrak{P}} \) lie on the same ray in \( \mathbb{R}^3 \). For any \( M > 0 \) and \( i = 0, 1, 2 \), write \( l_i(M) \) for the element of \( \mathcal{H} \) which has value \( M \) in the \( (i + 1) \) place and \( -M/2 \) in the other places. We endow \( \mathbb{R}^3 \) with the sup-norm. We denote by \( B(x, r) \) the ball centred at \( x \) of radius \( r \).

The following lemma, which builds on Lemma 2.1 of [4], allows us to find a collection of possible subsets \( V = \{ \varepsilon_1, \varepsilon_2 \} \) such that 1), 2) and 3) in Proposition 6.14 hold. After the proof of this lemma, we show that if we make \( V \) small enough (inside \( E_\pi(f) \)), then we have the freedom to choose \( \varepsilon_1, \varepsilon_2 \) and \( \omega \) such that 4) also holds. We also note that Lemma 6.15 can be proven for \( F \) of any degree. To keep the notation simple, we only give the proof for \( n = 3 \).

**Lemma 6.15.** There exists \( R_1 > 0 \) such that for all \( R > R_1 \), \( M > K_1(R) \) \((K_1(R) \) is some constant we define which depends only on \( R) \). We have the following: For \( i = 1, 2 \) let \( g_i \in E_\pi(f) \) and \( g_{\pi} \in \pi_{\mathfrak{P}}E_\pi(f) \) such that \( \text{Log}(g_i) \in B(l_i(M), R) \) and \( \text{Log}(g_{\pi}) \in B(l_0(M), R) \), we have

- \( (g_1, g_2) \in E_\pi(f) \) is a finite index subgroup, free of rank 2,
- \( \delta([g_1 | g_2]) = -\delta([g_2 | g_1]) = 1 \),
- \( \delta([g_1 | g_{\pi}]) = -\delta([g_{\pi} | g_1]) = \delta([g_2 | g_{\pi}]) = -\delta([g_{\pi} | g_2]) = -1 \).

**Proof.** This proof largely follows the ideas of Colmez in his proof of Lemma 2.1 in [4]. First, note that both \( \text{Log}(E_\pi(f)) \) and \( \text{Log}(\pi_{\mathfrak{P}}E_\pi(f)) \) are lattices inside \( \mathcal{H} \). There exists a constant \( R_1 := R(E_\pi(f), \pi) \) such that for all \( M > 0 \) and any \( r > R(E_\pi(f), \pi) \) there exist \( g_1, g_2 \in E_\pi(f) \) and \( g_{\pi} \in \pi_{\mathfrak{P}}E_\pi(f) \) such that \( \text{Log}(g_i) \in B(l_i(M), r) \) for \( i = 1, 2 \) and \( \text{Log}(g_{\pi}) \in B(l_0(M), r) \). The existence of \( R_1 \) follows from Dirichlet’s Unit Theorem and, in particular, the non-vanishing of the regulator of a number field. Since the \( l_i(M) \) form a basis of \( \mathcal{H} \), the \( \text{Log}(g_i) \) form a free family, of finite index in \( \text{Log}(E_\pi(f)) \), if \( M \) is large enough relative to \( r \), say \( M > k(r) \).

Now take \( M \) satisfying:

i) \( M \geq 2^3r \),

ii) \( M > 2^2\log(6) \),

iii) \( M > k(r) \).

For simplicity, let \( K_1(r) = \max(2^3r, 2^2\log(6), k(r)) \) so that we only require \( M > K_1(r) \).

Let \( \Delta = \det([g_1 | g_2]) \). Put \( E_i = \exp(M(1 - \frac{1}{2^2})) \) and \( F_i = \exp(-M(\frac{1}{2^3})) \). Hence, the matrix given by \( [g_1 | g_2] \) is written

\[
\begin{pmatrix}
1 & \beta_{1,2}F_2 & \beta_{1,3}F_3 \\
1 & \beta_{2,2}E_2 & \beta_{2,3}E_3 \\
1 & \beta_{3,2}F_2 & \beta_{3,3}E_3
\end{pmatrix},
\]

where by i),

\[
e^{-\frac{M}{2^3}} < \beta_{i,j} < e^{-\frac{M}{2^2}}.
\]

Expand \( \Delta \) and isolate the diagonal term; using the bounds we defined previously we obtain

\[
|\Delta - e^{\frac{3M}{2^2}}\beta_{2,2}\beta_{3,3}| < 5e^{\frac{M}{2^3}}
\]

and so

\[
\Delta > e^{\frac{3M}{2^2}}(e^{\frac{3M}{2^2}} - 5e^{\frac{3M}{2^3}}) > 0
\]

according to ii). We then show the other required sign properties in the same way. \( \square \)
Note that if we choose $R > R_1' := \max(1, R(E_*(f), \pi))$, then $K_1(R) = \max(2^5 R, k(R))$. The proof of Lemma 6.15 also gives the following, for all $R > R_1'$ and $M > 2^5R$. For $i = 1, 2$ let $g_i \in E_*(f)$ and $g_\pi \in \pi_* E_*(f)$ such that $\log(g_i) \in B(l_i(M), R) \neq \emptyset$ and $\log(g_\pi) \in B(l_0(M), R) \neq \emptyset$, then

\begin{itemize}
  \item $\delta([g_1 \mid g_2]) = -\delta([g_2 \mid g_1]) = 1$,
  \item $\delta([g_1 \mid g_\pi]) = -\delta([g_\pi \mid g_1]) = \delta([g_2 \mid g_\pi]) = -\delta([g_\pi \mid g_2]) = -1$.
\end{itemize}

I.e., we only lose the condition that the group, generated by $g_1, g_2$, is free of rank 2. For later use we let $K_1'(R) = 2^5 R$.

We need to define a projection that depends on elements $g_1, g_2 \in E_*(f)$ that generate a free group of rank 2 and acts on $(\mathbb{R}^3/\sim)$. Here, $x \sim y$ if $\exists \gamma \in \mathbb{R}_+$ such that $x = \gamma y$. We define below $\varphi_{(g_1, g_2)} : (\mathbb{R}^3/\sim) \to \mathbb{R}^2$ such that

\begin{itemize}
  \item[i)] $\varphi_{(g_1, g_2)}(g_1) = (1, 0)$ and $\varphi_{(g_1, g_2)}(g_2) = (0, 1)$,
  \item[ii)] for $\alpha, \beta \in \mathbb{R}^3$, $\varphi_{(g_1, g_2)}(\alpha \beta) = \varphi_{(g_1, g_2)}(\alpha) + \varphi_{(g_1, g_2)}(\beta)$.
\end{itemize}

Write $g_1 = (g_1(1), g_1(2), g_1(3))$ and $g_2 = (g_2(1), g_2(2), g_2(3))$. If $\alpha \in \mathbb{R}^3/\sim$ and $\alpha_\pi = (\alpha_{\pi, 1}, \alpha_{\pi, 2}, \alpha_{\pi, 3})$, we define

$$
\varphi_{(g_1, g_2)}(\alpha) := \left( \frac{\log(\alpha_{\pi, 2}) \log(g_2(1)) - \log(\alpha_{\pi, 1}) \log(g_2(2))}{\log(g_2(1)) \log(g_1(2)) - \log(g_2(2)) \log(g_1(1))}, \frac{\log(\alpha_{\pi, 2}) \log(g_1(1)) - \log(\alpha_{\pi, 1}) \log(g_1(2))}{\log(g_1(1)) \log(g_2(2)) - \log(g_1(2)) \log(g_2(1))} \right). \tag{21}
$$

Choosing $(g_1, g_2) \in E_*(f)$ to be of finite index, combined with Dirichlet’s Unit Theorem, gives that the denominators in (21) are non-zero and the terms are therefore well defined. This is equivalent to the fact that $\{\log(g_1), \log(g_2)\}$ is a basis for $\mathcal{H}$ over $\mathbb{R}$. The idea for the function $\varphi_{(g_1, g_2)}$ comes from the following: We take $\log(\alpha)$ and then project onto the hyperplane $\mathcal{H}$ (this is the same as choosing $\alpha_\pi$), we then write the element of $\mathcal{H}$ in terms of the basis $\{\log(g_1), \log(g_2)\}$.

It is clear from the definition that we have the properties i) and ii) as required.

Now consider $g_1, g_2 \in E_*(f)$ that satisfy the first two properties of Lemma 6.15. We define

$$
D(g_1, g_2) = \mathcal{C}_c([g_1 \mid g_2]) \cup \mathcal{C}_c([g_2 \mid g_1]). \tag{22}
$$

Since we assume $g_1, g_2$ satisfy the second property of Lemma 6.15, Lemma 3.13 gives that $D(g_1, g_2)$ is a Colmez domain for $(g_1, g_2)$. Additionally, we let $\mathcal{D}(g_1, g_2)$ be the union of $C([g_1 \mid g_2]) \cup C([g_2 \mid g_1])$ with all of their boundary cones. Then, $\mathcal{D}(g_1, g_2) \subset \mathcal{D}(g_1, g_2)$ and they only differ on some of the boundary cones. Consider $\varphi_{(g_1, g_2)}(\mathcal{D}(g_1, g_2))$. Write

$$
\mathcal{C}_1(g_1, g_2) = \varphi_{(g_1, g_2)}(C(1, g_1) \cup C(1) \cup C(g_1)),
\mathcal{C}_2(g_1, g_2) = \varphi_{(g_1, g_2)}(C(1, g_2) \cup C(1) \cup C(g_2)).
$$

Thus, $\varphi_{(g_1, g_2)}(\mathcal{D}(g_1, g_2))$ is bounded by $\mathcal{C}_1 \cup \mathcal{C}_2 \cup ((0, 1) + \mathcal{C}_1) \cup ((1, 0) + \mathcal{C}_2)$. We note that $\mathcal{C}_1$ and $\mathcal{C}_2$ are smooth lines in $\mathbb{R}^2$ with an increasing or decreasing derivative. Our next aim is to calculate the derivatives of $\mathcal{C}_1$ and $\mathcal{C}_2$ at their endpoints. For $i = 1, 2$ and $t \in [0, 1]$, let $L_i(t)$ be the line from $(1, 1, t)$ to $(g_i(1), g_i(2), g_i(3))$. We now calculate the projection of the line $L_i(t)$
under the map $z \mapsto z^e$. Explicitly, we have, for $t \in [0, 1]$,

$$L_i(t) = \left( \frac{(1 + t(g_i(1) - 1))^2}{(1 + t(g_i(2) - 1))(1 + t(g_i(3) - 1))} \right)^{\frac{1}{2}},$$

$$\left( \frac{(1 + t(g_i(2) - 1))^2}{(1 + t(g_i(1) - 1))(1 + t(g_i(3) - 1))} \right)^{\frac{1}{4}},$$

$$\left( \frac{(1 + t(g_i(3) - 1))^2}{(1 + t(g_i(1) - 1))(1 + t(g_i(2) - 1))} \right)^{\frac{1}{4}}.$$ 

All the terms in brackets lie in $\mathbb{R}$. When we take the cube root, we are choosing $1$ as the root of unity so that $L_i(t) \in \mathbb{R}^3$. We define $\mathcal{C}_i(t) = \varphi_{(g_1, g_2)}(L_i(t)) = (x_i(t), y_i(t))$ and using our formula for $L_i(t)$, we calculate

$$x_i(t) = \frac{\log(1 + t(g_i(2) - 1))(1 + t(g_i(1) - 1)) \log(g_i(2))}{3(\log(g_i(1)) \log(g_i(2)) - \log(g_i(3)))},$$

$$y_i(t) = \frac{\log(1 + t(g_i(2) - 1))(1 + t(g_i(1) - 1)) \log(g_i(1))}{3(\log(g_i(1)) \log(g_i(2)) - \log(g_i(3)))}. $$

Let $l \geq 1$ be an integer. For $i = 1, 2$ and $t \in [0, 1]$, let $L_{i,l}(t)$ be the line from $(1, 1, 1)$ to $(g_i(1)^l, g_i(2)^l, g_i(3)^l)$. Similar to before, we write $\mathcal{C}_{i,l}(t) = \varphi_{(g_1, g_2)}(L_{i,l}(t)) = (x_{i,l}(t), y_{i,l}(t))$. We calculate $\frac{dy_{i,l}(t)}{dx_{i,l}(t)}(t = 0)$ and $\frac{dy_{i,l}(t)}{dx_{i,l}(t)}(t = 1)$ for $i = 1, 2$ and $l \geq 1$.

**Lemma 6.16.** We have

$$\frac{dy_{i,l}(t)}{dx_{i,l}(t)}(t = 0) = (-1) \left( \frac{2g_i(2)^l - g_i(1)^l - g_i(3)^l}{2g_i(2)^l - g_i(1)^l - g_i(3)^l} \log(g_i(1)) - \log(g_i(2)) \right),$$

and

$$\frac{dy_{i,l}(t)}{dx_{i,l}(t)}(t = 1) =$$

$$(-1) \left( \frac{2g_i(2)^l - g_i(1)^l - g_i(3)^l}{2g_i(2)^l - g_i(1)^l - g_i(3)^l} \log(g_i(1)) - \log(g_i(2)) \right).$$

**Proof.** The calculation is long but straightforward. L'Hôpital’s rule is required in both calculations. \hfill \square

In Lemma 6.17, we show that under conditions on the units $g_1, g_2$, we have some control over the derivatives of the curves $\mathcal{C}_{1,l}(t)$ and $\mathcal{C}_{2,l}(t)$ at $t = 0$ and $t = 1$ for large enough $l$. We then show in Lemma 6.18 that there exist units as in Lemma 6.15 which satisfy these conditions.

**Lemma 6.17.** Let $g_1, g_2$ be as above. Assume further that

- $g_1(2) > g_1(1)^{-2} > g_1(1)^{-1} > 1$ and,
- $g_2(1) < g_2(2) < 1$.

Then, we have the limits
1) \[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 0) = (-1) \frac{2 \log(g_1(1)) + \log(g_1(2))}{2 \log(g_2(1)) + \log(g_2(2))} > 0,
\]

2) \[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 1) = (-1) \frac{-\log(g_1(1)) + \log(g_1(2))}{-\log(g_2(1)) + \log(g_2(2))} < 0,
\]

3) \[
\lim_{t \to \infty} \frac{dy_{2,t}(t)}{dx_{2,t}(t)} (t = 0) = (-1) \frac{-\log(g_1(1)) + \log(g_1(2))}{-\log(g_2(1)) + \log(g_2(2))} < 0,
\]

4) \[
\lim_{t \to \infty} \frac{dy_{2,t}(t)}{dx_{2,t}(t)} (t = 1) = (-1) \frac{\log(g_1(1)) + 2 \log(g_1(2))}{\log(g_2(1)) + 2 \log(g_2(2))} > 0.
\]

**Proof.** We first note that since \(g_1, g_2 \in E_r(f)\) we have \(g_i(3) = g_i(1)^{-1}g_i(2)^{-1}\). We work with each statement individually. Considering 1), we have

\[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 0) = \lim_{t \to \infty} (-1)
\]

\[
\frac{(2g_1(2)^{i} - g_1(1)^{i} - g_1(2)^{i}g_1(2)^{-i}) \log(g_1(1)) - (2g_1(1)^{i} - g_1(2)^{i} - g_1(1)^{-1}g_1(2)^{-i}) \log(g_1(2))}{(2g_1(2)^{i} - g_1(1)^{i} - g_1(2)^{-i}g_1(2)^{-i}) \log(g_2(1)) - (2g_1(1)^{i} - g_1(2)^{i} - g_1(1)^{-1}g_1(2)^{-i}) \log(g_2(2))}.
\]

Dividing the numerator and denominator by \(g_1(2)^i\), we see that

\[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 0) = \lim_{t \to \infty} (-1)
\]

\[
\frac{2 - \left( \frac{g_1(1)}{g_1(2)} \right)_i - \left( \frac{g_1(1)}{g_1(2)} \right)_i^{-1}}{2 - \left( \frac{g_1(1)}{g_1(2)} \right)_i - \left( \frac{g_1(1)}{g_1(2)} \right)_i^{-1}} \log(g_1(1)) - \left( \frac{g_1(1)}{g_1(2)} \right)_i - \left( \frac{g_1(1)}{g_1(2)} \right)_i^{-1} \log(g_2(1)) - \left( \frac{g_1(1)}{g_1(2)} \right)_i - \left( \frac{g_1(1)}{g_1(2)} \right)_i^{-1} \log(g_2(2)).
\]

Since \(g_1(2) > g_1(1)^{-2} > g_1(1)^{-1} > 1\), the fractions \(\left( \frac{g_1(1)}{g_1(2)} \right)_i, \left( \frac{g_1(1)}{g_1(2)} \right)_i^{-1} \to 0\). Hence,

\[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 0) = (-1) \frac{2 \log(g_1(1)) + \log(g_1(2))}{2 \log(g_2(1)) + \log(g_2(2))} > 0.
\]

This value is greater than 0 as, from the conditions we assume, \(2 \log(g_1(1)) + \log(g_1(2)) > 0\) and \(2 \log(g_2(1)) + \log(g_2(2)) < 0\) thus giving 1).

For 2), we have

\[
\lim_{t \to \infty} \frac{dy_{1,t}(t)}{dx_{1,t}(t)} (t = 1) = \lim_{t \to \infty} (-1)
\]

\[
\frac{(2g_1(2)^{i} - g_1(1)^{i} - g_1(2)^{i}g_1(2)^{-i}) \log(g_1(1)) - (2g_1(1)^{i} - g_1(2)^{i} - g_1(1)^{-1}g_1(2)^{-i}) \log(g_1(2))}{(2g_1(2)^{i} - g_1(1)^{i} - g_1(2)^{-i}g_1(2)^{-i}) \log(g_2(1)) - (2g_1(1)^{i} - g_1(2)^{i} - g_1(1)^{-1}g_1(2)^{-i}) \log(g_2(2))}.
\]
Multiplying the numerator and denominator by \( g_1(1)^{-1}g_1(2)^{-i} \), we see that
\[
\lim_{t \to \infty} \frac{dy_{1,i}(t)}{dx_{1,i}(t)} (t = 1) = \lim_{t \to \infty} (-1)^i \cdot \frac{(g_1(1)^{-1})^i - (g_1(2)^{-1})^i}{(g_1(1)^{-1})^i - (g_1(2)^{-1})^i - 1) \log(g_1(1)) - (2 \cdot (g_1(2)^{-1})^i - (g_1(1)^{-1})^i - 1) \log(g_1(2))}{(g_1(1)^{-1})^i - (g_1(2)^{-1})^i - 1) \log(g_1(1)) - (2 \cdot (g_1(2)^{-1})^i - (g_1(1)^{-1})^i - 1) \log(g_1(2))}.
\]

Since \( g_1(2) > g_1(1)^{-2} > g_1(1)^{-1} > 1 \), the fractions \( \left( \frac{g_1(1)^{-1}}{g_1(2)^{-1}} \right)^i, \left( \frac{g_1(2)^{-1}}{g_1(2)^{-1}} \right)^i \) → 0. Hence,
\[
\lim_{t \to \infty} \frac{dy_{1,i}(t)}{dx_{1,i}(t)} (t = 1) = (-1)^i \cdot \frac{- \log(g_1(1)) + \log(g_1(2))}{- \log(g_2(1)) + \log(g_2(2))}.
\]

From the conditions we assume, \( - \log(g_1(1)) + \log(g_1(2)) > 0 \) and \( - \log(g_2(1)) + \log(g_2(2)) > 0 \). Hence, we get the correct sign.

For 3), consider \( \lim_{t \to \infty} \frac{dy_{2,i}(t)}{dx_{2,i}(t)} (t = 0) \) and multiply the numerator and denominator of the corresponding fraction by \( g_2(1)^i g_2(2)^i \). Since \( g_2(1)^i, g_2(2)^i \to 0 \), we see that
\[
\lim_{t \to \infty} \frac{dy_{2,i}(t)}{dx_{2,i}(t)} (t = 0) = (-1)^i \cdot \frac{- \log(g_1(1)) + \log(g_1(2))}{- \log(g_2(1)) + \log(g_2(2))}.
\]

From the conditions we assume, \( - \log(g_1(1)) + \log(g_1(2)) > 0 \) and \( - \log(g_2(1)) + \log(g_2(2)) > 0 \). Hence, we get the correct sign.

For 4), consider \( \lim_{t \to \infty} \frac{dy_{2,i}(t)}{dx_{2,i}(t)} (t = 1) \) and multiply the numerator and denominator of the corresponding fraction by \( g_2(1)^i \). Since \( g_2(1)^i, g_2(2)^i \to 0 \), we see that
\[
\lim_{t \to \infty} \frac{dy_{2,i}(t)}{dx_{2,i}(t)} (t = 1) = (-1)^i \cdot \frac{- \log(g_1(1)) - 2 \log(g_1(2))}{- \log(g_2(1)) - 2 \log(g_2(2))} = (-1)^i \cdot \frac{\log(g_1(1)) + 2 \log(g_1(2))}{\log(g_2(1)) + 2 \log(g_2(2))}.
\]

From the conditions we assume, \( \log(g_1(1)) + 2 \log(g_1(2)) > 0 \) and \( \log(g_2(1)) + 2 \log(g_2(2)) < 0 \). Hence, we get the correct sign.

We now show that it is possible to find elements that satisfy the properties in the statement of Lemma 6.17. Note that in Lemma 6.18 we do not show that \( g_1, g_2 \) generate a finite index subgroup in \( E_*(f) \). After the proof of the lemma, we choose \( r \) and \( M \) to be large enough so that the conditions of Lemma 6.15 are satisfied as well.

**Lemma 6.18.** There exists \( R_2 > 0 \) such that for all \( R > R_2 \), \( M > K_2(R) \) (\( K_2(R) \) is some constant we define which depends only on \( R \)). We have the following: For \( i = 1, 2 \), there exists \( g_i \in E_*(f) \) such that \( \text{Log}(g_i) \in B_{1}(l_i(M), R) \) and if we write \( g_i = (g_i(1), g_i(2), g_i(3)) \),

i) \( g_i(2) > g_i(1)^{-2} > g_i(1)^{-1} > 1 \),

ii) \( g_2(1) < g_2(2) < 1 \).

**Proof.** We only give the proof for \( g_1 \) since the proof for \( g_2 \) is similar and easier. Recall that \( l_1(M) = (-M/2, M, -M/2) \). Since \( \text{Log}(E_*(f)) \) is a lattice inside \( \mathfrak{X} \), we are able to fix \( R_2 > 0 \) such that if \( R > R_2 \) then for all \( M > 0 \) there exists \( x = (x_1, x_2, x_3) \in E_*(f) \) such that
\begin{itemize}
\item \( \text{Log}(x) \in B(l_1(M), R) \),
\item \( \log(x_1) + \frac{M}{2} > 0 \),
\item \( \log(x_2) - M > 0 \).
\end{itemize}

Such a choice is possible since \( \text{Log}(E_*(f)) \) is a lattice in \( \mathcal{M} \). We let \( K_2(R) = 2R \) and impose that \( M > K_2(R) \). With this assumption we then have, in addition to the properties above, \( \log(x_1) < 0 \). The result now follows by noting that \( i_j \) is equivalent to

\[ i_j) \quad \log(g_1(2)) > -2\log(g_1(1)) > -\log(g_1(1)) > 0. \]

We fix \( r > \max(R'_1, R_2, 1) \) and \( M_1 > \max(K_1(r), K_2(r), 4K'_1(r)) \). We choose \( g_1, g_2 \in E_*(f) \) such that, for \( i = 1, 2 \), \( \text{Log}(g_i) \in B(l_i(M_1), r) \) and satisfies \( i_j \) and \( ii_j \) in the statement of Lemma 6.18, respectively. We remark that the reason for taking \( 4K'_1(r) \) rather than simply \( K'_1(r) \) will not be apparent until Lemma 6.21. The choices we make here are henceforth fixed. For clarity, we note that under these conditions we have, by Lemma 6.15 and Lemma 6.18, the existence of \( g_1, g_2 \in E_*(f) \) such that

\begin{itemize}
\item \( \langle g_1, g_2 \rangle \subseteq E_*(f) \) is a finite index subgroup, free of rank 2,
\item \( \delta([g_1 \mid g_2]) = -\delta([g_2 \mid g_1]) = 1 \),
\item \( g_1(2) > g_1(1)^{-2} > g_1(1)^{-1} > 1 \),
\item \( g_2(1) < g_2(2) < 1 \).
\end{itemize}

We fix this choice of \( g_1 \) and \( g_2 \) for the remainder of the paper. We now show that when choosing our subgroup \( V \), we are allowed to raise our current choices to positive powers. This enables us to make use of the controls we obtained in Lemma 6.17.

**Proposition 6.19.** For all \( l \geq 1 \), we have

\begin{enumerate}
\item \( \langle g'_1, g'_2 \rangle \subseteq E_*(f) \) is a finite index subgroup, free of rank 2,
\item \( \delta([g'_1 \mid g'_2]) = -\delta([g'_2 \mid g'_1]) = 1 \).
\end{enumerate}

**Proof.** Since \( \langle g_1, g_2 \rangle \) is free of rank 2 and finite index, we must also have that \( \langle g'_1, g'_2 \rangle \) is also free of rank 2 and finite index. Let \( i = 1, 2 \), since \( \text{Log}(g_i) \in B(l_i(M_1), r) \), we have \( \text{Log}(g'_i) \in B(l_i(M_1l), rl) \). Thus, \( rl > r > R'_1 \) and \( lM_1 > 2^2rl \). By the paragraph following the proof of Lemma 6.15, we therefore get that \( 2) \) holds as well.

We are now able to use our choices to control the curves \( \mathcal{C}_1, l(t) \) and \( \mathcal{C}_2, l(t) \).

**Corollary 6.20.** There exists \( L_1 > 0 \) such that for all \( l > L_1 \)

\begin{enumerate}
\item \( y_1, l(t) \geq 0 \),
\item \( x_2, l(t) \leq 0 \),
\item \( 0 \leq x_1, l(t) \leq l \),
\item \( 0 \leq y_2, l(t) \leq l \),
\end{enumerate}

for all \( t \in [0, 1] \).
Proof. By Lemma 6.17, there exists $L_1 > 0$ such that for all $l > L_1$

$$\frac{dy_{1,t}(t)}{dx_{1,t}(t)}(t = 0) > 0, \quad \frac{dy_{1,t}(t)}{dx_{1,t}(t)}(t = 1) < 0,$$

$$\frac{dy_{2,t}(t)}{dx_{2,t}(t)}(t = 0) < 0, \quad \frac{dy_{2,t}(t)}{dx_{2,t}(t)}(t = 1) > 0.$$

We recall the definition of $D(g_1, g_2)$ from equation (22) and note that from 2) in Proposition 6.19 we have the sign properties required to show that $D(g_1, g_2)$ forms a fundamental domain for the action of $(g_1, g_2)$ on $\mathbb{R}_+$. This follows from Lemma 2.2 of [4]. From this we deduce two key properties. Firstly, we have

$$\mathcal{C}_{1,t} \cap ((0, l) + \mathcal{C}_{1,t}) = \emptyset \quad \text{and} \quad \mathcal{C}_{2,t} \cap ((0, l) + \mathcal{C}_{2,t}) = \emptyset.$$

Secondly, the curves $\mathcal{C}_{1,t}$ and $\mathcal{C}_{2,t}$ can only intersect at the endpoints. More precisely, we have

$$\mathcal{C}_{1,t} \cap \mathcal{C}_{2,t} = \{(0, 0)\},$$

$$((0, l) + \mathcal{C}_{1,t}) \cap \mathcal{C}_{2,t} = \{(0, l)\},$$

$$\mathcal{C}_{1,t} \cap ((l, 0) + \mathcal{C}_{2,t}) = \{(l, 0)\},$$

$$((l, 0) + \mathcal{C}_{1,t}) \cap ((l, 0) + \mathcal{C}_{2,t}) = \{(l, l)\}.$$

Henceforth, we choose $l > L_1$. Note that since the map $\varphi_{(g_1, g_2)}$ is equivalent to taking a projection followed by the Log map, followed by a base change, it maps straight lines in $\mathbb{R}_3^+$, which are not contained in rays, to continuous strictly convex curves in $\mathbb{R}^2$. We have strictly convex curves as we can never obtain straight lines in $\mathbb{R}_3^+$ from straight lines in $\mathbb{R}^2$ that are not contained in rays. More precisely, let $\gamma(t), t \in [0, 1]$, be any straight line of finite length in $\mathbb{R}_3^+$ where $\gamma(0)$ and $\gamma(1)$ are not both lying on the same ray. Then, we have

$$\{\varphi_{(g_1, g_2)}(\gamma(0)) + k(\varphi_{(g_1, g_2)}(\gamma(1)) - \varphi_{(g_1, g_2)}(\gamma(0))) \mid k \in [0, 1]\} \cap \{\varphi_{(g_1, g_2)}(\gamma(t)) \mid t \in [0, 1]\} = \{\varphi_{(g_1, g_2)}(\gamma(0)), \varphi_{(g_1, g_2)}(\gamma(1))\}.$$

We first show ii). Proceeding by contradiction, we suppose that $x_{2,t}(T) > 0$ for some $T \in [0, 1]$. Since $\mathcal{C}_{2,t}$ is strictly convex and contains the points $(0, 0)$ and $(0, l)$, we deduce that $x_{2,t}(t) \geq 0$ for all $t \in [0, 1]$. Since

$$\frac{dy_{2,t}(t)}{dx_{2,t}(t)}(t = 0) < 0 \quad \text{and} \quad \frac{dy_{2,t}(t)}{dx_{2,t}(t)}(t = 1) > 0,$$

there exist $T_1, T_2 \in [0, 1]$ such that $y_{2,t}(T_1) < 0$ and $y_{2,t}(T_2) > l$.

Consider $\mathcal{C}_{1,t}$. Since $\frac{dy_{1,t}(t)}{dx_{1,t}(t)}(t = 0) > 0$ and $\mathcal{C}_{1,t}$ is strictly convex, we must have that $y_{1,t}(t) \leq 0$ for all $t \in [0, 1]$. Note that if we had $y_{1,t}(t) > 0$ for some $t \in [0, 1]$ then $\mathcal{C}_{1,t}$ and $\mathcal{C}_{2,t}$ would intersect at least one point other than $(0, 0)$.

We now consider the curve $(0, l) + \mathcal{C}_{1,t}$. Since we have $\mathcal{C}_{2,t} \cap ((0, l) + \mathcal{C}_{1,t}) = \{(0, l)\}$, $y_{1,t}(t) \leq 0$ for all $t \in [0, 1]$ and the existence of $T_1$, there exists $K \in [0, 1]$ such that

- $l + y_{1,t}(K) < 0$,
- $x_{1,t}(K) = 0$, and
- $x_{1,t}(t) \leq 0$ for all $t \in [0, K]$. 
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These three conditions imply that \( C_{1,l} \cap ((0,l) + C_{1,l}) \neq \emptyset \) which is a contradiction. This gives a contradiction to the existence of \( T \in [0,1] \) such that \( x_{2,l}(T) > 0 \). Hence, we have that \( x_{2,l}(t) \leq 0 \) for all \( t \in [0,1] \) and so \( ii \) holds.

To prove \( i \) we again work by contradiction and suppose that \( y_{1,l}(T) < 0 \) for some \( T \in [0,1] \). As before, we deduce that \( y_{1,l}(t) \leq 0 \) for all \( t \in [0,1] \). Since
\[
\frac{dy_{1,l}(t)}{dx_{1,l}(t)}(t = 0) > 0 \quad \text{and} \quad \frac{dy_{1,l}(t)}{dx_{1,l}(t)}(t = 1) < 0,
\]
there exist \( T_1, T_2 \in [0,1] \) such that \( x_{1,l}(T_1) < 0 \) and \( x_{1,l}(T_2) > l \). As before, we consider the curve \((0,l) + C_{1,l}\). Using a similar argument as above, we are able to show that \( C_{1,l} \cap ((0,l) + C_{1,l}) \neq \emptyset \). This contradiction then gives us that \( i \) holds.

From what we deduced about the derivatives and the fact that the first two statements hold, it is clear that \( iii \) and \( iv \) must also hold. \( \square \)

The results of Corollary 6.20, combined with the fact that \( C_{1,l} \) and \( C_{2,l} \) are strictly convex curves, gives us that the image of \( C_{1,l} \cup C_{2,l} \cup ((0,l) + C_{1,l}) \cup ((l,0) + C_{2,l}) \) is always in a similar form to the following example. Note that in the image below we choose an example where we can take \( l = 1 \). Throughout the following proofs one should try to keep the image below in mind. We give more details on the explicit choices and calculations needed to form this image in the appendix. Although the image appears to show that the lines \( C_{1,l} \) and \((l,0) + C_{2,l}\) overlap, this in fact does not happen. This only appears in the diagram due to the fixed thickness of the lines.

![Figure 1: A Colmez domain chosen as in Corollary 6.20.](image)

Using the corollary above, the next lemma shows that we are now able to find an element of \( \pi_{\mathfrak{g}}^{-1} E_+(f) \) which satisfies properties similar to \( 3 \) and \( 4 \) of Proposition 6.14. Note that the element we find in the next lemma will directly give rise an element which satisfies \( 3 \) and \( 4 \) of Proposition 6.14.

**Lemma 6.21.** There exists \( L_2 > 0 \) such that for all \( l > \max(L_1, L_2) \), there exists \( \alpha \in \pi_{\mathfrak{g}}^{-1} E_+(f) \) such that
- \( \alpha \in C([g_1^l | g_2^l]) \cup C([g_2^l | g_1^l]) \cup C(1, g_1^l g_2^l) \).
Log(α) ∈ B(−l₀(1M), 4l).

Proof. We assume that l > L₁. By Lemma 6.17, we have the limit
\[ d₂ = \lim_{l \to \infty} \frac{dy_{2,l}(t)}{dx_{2,l}(t)}(t = 1) > 0. \]
Then, there exists L₂' > 0 such that for all l > L₂',
\[ \frac{dy_{2,l}(t)}{dx_{2,l}(t)}(t = 1) > \frac{d₂}{2}. \]
Let θ = arctan(d₂/2) > 0 and for Q > 0 define T(θ, Q, (l, l)) to be the triangle drawn below.

We choose Q big enough such that for all l > 0, there exists α ∈ π⁻¹Eₙ(f) ∩ T(θ, Q, (l, l)). As seen in the proof of Lemma 6.15, the existence of such a Q follows from Dirichlet’s Unit Theorem and, in particular, the non-vanishing of the regulator of a number field. The next idea of the proof is to make l big enough such that the triangle T(θ, Q, (l, l)) is guaranteed to be contained inside \( C([g₁' | g₂']) \cup C([g₂' | g₁']) \cup C(1, g₁'g₂'). \) The triangle is chosen such that for all l > L₂', it lies to the left of the curve (l, 0) + \( \mathcal{E}_{2,l} \). Again by Lemma 6.17, we have the limit
\[ d₁ = \lim_{l \to \infty} \frac{dy_{1,l}(t)}{dx_{1,l}(t)}(t = 1) < 0. \]
Then, there exists L₂'' > 0 such that for all l > L₂'',
\[ 0 > \frac{dy_{1,l}(t)}{dx_{1,l}(t)}(t = 1) > \frac{d₁}{2}. \]
Note that the first inequality above follows from our assumption that l > L₁. Let γ = −arctan(d₁/2) > 0 and define T(γ, (l, l)) to be the triangle drawn below.
Note that for all \( l > \max(L_1', L_2') \), we have \( T(\theta, Q, (l, l)) \cap T(\gamma, (l, l)) \subset C([g_1' | g_2']) \cup C([g_1' | g_2']) \cup C(1, g_1'g_2'). \) Since the size of \( T(\theta, Q, (l, l)) \) is fixed, there exists \( L_2'' \) such that for all \( l > L_2'' \), \( T(\theta, Q, (l, l)) \subset T(\gamma, (l, l)) \). Thus, if we choose \( L_2 = \max(L_2', L_2'', L_2'''') \), then for \( l > L_2 \), there exists \( \alpha \in \pi^{-1}_{\mathfrak{g}'} E_*(f) \) such that \( \alpha \in C([g_1' | g_2']) \cup C([g_1' | g_2']) \cup C(1, g_1'g_2'). \) Since \( \log(g_1') \in B(l_1(M_1), r) \), we have \( \log(g_1'g_2') \in B(-l_0(lM_1), 2lr) \). The size of the triangle \( T(\theta, Q, (l, l)) \) is fixed and always has a point at \((l, l)\). It is therefore clear that for \( l \) big enough (say \( l > L_2'' \)) the pre-image of the triangle before the change of basis is contained in \( B(-l_0(lM_1), 4lr) \). Note that we achieved this by simply doubling the radius of the ball. We finish by setting \( L_2 = \max(L_2, L_2'') \) to ensure that we obtain all the required conditions.

We are now ready to prove the proposition we stated at the start of this section.

**Proof of Proposition 6.14.** Let \( l > \max(L_1, L_2) \), and write \( \varepsilon_i = g_i' \) for \( i = 1, 2 \). By Proposition 6.19, we get 1) and 2) in Proposition 6.14. By Lemma 6.21, there exists \( \alpha \in \pi^{-1}_{\mathfrak{g}'} E_*(f) \) such that

- \( \alpha \in C([g_1' | g_2']) \cup C([g_1' | g_2']) \cup C(1, g_1'g_2') \).
- \( \log(\alpha) \in B(-l_0(lM_1), 4lr) \).

We then define \( \omega = \alpha^{-1} \pi^{-1}_{\mathfrak{g}'} \in E_*(f) \). Since \( \alpha = \pi^{-1}_{\mathfrak{g}'} \omega^{-1} = k \cdot \pi^{-1} \omega^{-1} \) for some \( k \in \mathbb{R}_{>0} \), in the second equality we consider the elements as vectors in \( \mathbb{R}_{>0}^n \). Hence, we have

\[
\omega^{-1} \pi^{-1} \in C([\varepsilon_1' | \varepsilon_2']) \cup C([\varepsilon_1' | \varepsilon_2']) \cup C(1, \varepsilon_1' \varepsilon_2') \subset \tilde{C}_{\varepsilon_1'}([\varepsilon_1 | \varepsilon_2]) \cup \tilde{C}_{\varepsilon_1'}([\varepsilon_2 | \varepsilon_1]).
\]

Thus, we obtain 4) of the proposition. Now, let \( g_\omega = \alpha^{-1} = \pi_{\mathfrak{g}'} \omega \). Then,

\[
\log(g_\omega) \in B(0(lM_1), 4lr).
\]

Since \( M_1 > 4K_1'(r) = 2^3r \), we have \( lM_1 > K_1'(4lr) \). Thus, by Lemma 6.15, we obtain 3). This completes the proof of the proposition.

We fix the choice of \( \varepsilon_1, \varepsilon_2 \) and, for ease of notation, write \( \pi = \omega \pi \), as is prescribed by Proposition 6.14. We assume in addition to the properties given by Proposition 6.15 that \( \langle \varepsilon_1, \varepsilon_2 \rangle \in \mathbb{Z}/b_1 \mathbb{Z} \times \mathbb{Z}/b_2 \mathbb{Z} \) with \( b_1, b_2 \) large enough to satisfy the conditions required in Proposition 6.12. This is achieved by simply choosing a larger \( l \) than in the proof of Proposition 6.14, if it is required. Let

\[
\mathcal{B} := \overline{C}_{\varepsilon_1'}(\varepsilon_1 | \varepsilon_2) \cup \overline{C}_{\varepsilon_1'}(\varepsilon_2 | \varepsilon_1).
\]

By 2) of Proposition 6.14 and Lemma 3.13, this is a Colmez domain for \( \langle \varepsilon_1, \varepsilon_2 \rangle \). We also define

\[
\mathcal{B}_1 = \overline{C}_{\varepsilon_1'}(\varepsilon_2 | \pi) \cup \overline{C}_{\varepsilon_1'}(\pi | \varepsilon_2),
\]

\[
\mathcal{B}_2 = \overline{C}_{\varepsilon_1'}(\varepsilon_1 | \pi) \cup \overline{C}_{\varepsilon_1'}(\pi | \varepsilon_1).
\]

Then by 3) of Proposition 6.14, \( \mathcal{B}_1 \) is a fundamental domain for the action of \( \langle \varepsilon_2, \pi \rangle \) on \( \mathbb{R}_1^3 \) and \( \mathcal{B}_2 \) is a fundamental domain for the action of \( \langle \varepsilon_1, \pi \rangle \) on \( \mathbb{R}_1^3 \). We are now ready to show that through our choice of \( \varepsilon_1, \varepsilon_2 \) and \( \pi \), we can obtain control over the \( \pi^{-1} \) translate of \( \mathcal{B} \).

**Proposition 6.22.** With the choice of \( \pi \) fixed before, we have

\[
\pi^{-1}\mathcal{B} \subset \bigcup_{k_1=0}^1 \bigcup_{k_2=0}^2 \varepsilon_1^{k_1} \varepsilon_2^{k_2} \mathcal{B}.
\]
Remark 6.23. The purpose of the careful choice of $\varepsilon_1$ and $\varepsilon_2$ is to obtain this proposition. In [16], a stronger statement than this is used (Lemma 2.1.3, [16]). However, as stated before, we obtain a counterexample to the statement of Lemma 2.1.3. This counterexample is given explicitly in the appendix.

Proof of Proposition 6.22. We show the following containments. The result follows from this.

i) $\pi^{-1} C(1, \varepsilon_1) \subset B \cup \varepsilon_1 B \cup \varepsilon_2 B \cup \varepsilon_1 \varepsilon_2 B$,

ii) $\pi^{-1} C(1, \varepsilon_2) \subset B \cup \varepsilon_2 B$.

It is enough to show i) and ii) since there are no holes in $\bigcup_{k_1=0}^{k_2=0} \varepsilon_1^k \varepsilon_2^k B$. Thus, if we can show that the boundary of $\overline{B}$ lies in $\bigcup_{k_1=0}^{k_2=0} \varepsilon_1^k \varepsilon_2^k B$, then we are done. The combination of i) and ii) gives us exactly this.

We begin with i). We consider the curves under our map $\Phi_{(y_1, y_2)}$. Throughout this proof we refer to the positive second coordinate as “up”, the positive first coordinate as “right”, and similarly for “down” and “left”. Since $\pi^{-1}$ is chosen to be in the interior of $B$ and by Corollary 6.20, we must have that $\Phi_{(y_1, y_2)}(\pi^{-1})$ lies above $C_{1,1}$ in $\mathbb{R}$. Since the curve $C_{1,1}$ is strictly convex, as defined before, we see that the curve $\Phi_{(y_1, y_2)}(\pi^{-1}) + C_{1,1}$ lies above $\bigcup_{k \in \mathbb{Z}} ((kl,0) + C_{1,1})$.

By 2) of Proposition 6.14, $B$ forms a fundamental domain. From this, it follows that $C_{1,1}$ must lie between $\bigcup_{k \in \mathbb{Z}} ((0, kl) + C_{2,1})$ and $\bigcup_{k \in \mathbb{Z}} ((l, kl) + C_{2,1})$. Hence, $\bigcup_{k \in \mathbb{Z}} ((0, kl) + C_{2,1})$ is to the left of $\Phi_{(y_1, y_2)}(\pi^{-1}) + C_{1,1}$ is to the left of $\bigcup_{k \in \mathbb{Z}} ((2l, kl) + C_{2,1})$.

At this point, we have shown that $\pi^{-1} C(1, \varepsilon_1) \subset \bigcup_{k_2 \geq 0} \varepsilon_2^{k_2} (B \cup \varepsilon_1 B)$.

Now, suppose that $\pi^{-1} C(1, \varepsilon_1) \cap \varepsilon_2^2 (B \cup \varepsilon_1 B) \neq \emptyset$. Then, this means that after moving back to $\mathbb{R}^2$ we see that some point on $C_{1,1}$ has $y$ value greater than 1. Consider the cone $C(1, \pi^{-1} \varepsilon)$. By 3) of Proposition 6.14, we have that $B_2$ is well defined, and thus $\pi^{-1} B_2$ is also well defined. Hence, in $\mathbb{R}^2$ we must have that $\Phi_{(y_1, y_2)}(C(1, \pi^{-1} \varepsilon))$ is above $C_{1,1}$ but also passes below $\Phi_{(y_1, y_2)}(\pi^{-1} \varepsilon)$. Yet, since some point on $C_{1,1}$ has $y$ value greater than 1, the curve $\Phi_{(y_1, y_2)}(C(1, \pi^{-1} \varepsilon))$ cannot be strictly convex. This gives us a contradiction. Hence, i) holds.

For ii), we use similar methods as above to deduce that $\bigcup_{k \in \mathbb{Z}} ((kl,0) + C_{1,1})$ is below $\Phi_{(y_1, y_2)}(\pi^{-1}) + C_{2,1}$ is below $\bigcup_{k \in \mathbb{Z}} ((kl,2l) + C_{1,1})$.

Using Corollary 6.20, we have $\pi^{-1} C(1, \varepsilon_2) \subset \bigcup_{k_1 \geq 0} \varepsilon_1^{k_1} (B \cup \varepsilon_2 B)$.

As before, we then use 3) of Proposition 6.14 to deduce that $C(1, \varepsilon_2) \cap \pi^{-1} C(1, \varepsilon_2) = \emptyset$. This allows us to conclude. \qed

Remark 6.24. We remark here that for some choices of $\pi$, $\varepsilon_1$ and $\varepsilon_2$ we have the stronger inclusion

$$\pi^{-1} B \subset \bigcup_{k_1=0}^{1} \bigcup_{k_2=0}^{1} \varepsilon_1^{k_1} \varepsilon_2^{k_2} B.$$ 

In the next section, we need to divide into these two cases. At this point we include examples of how each case can look to aid the reader when considering our proofs.
6.3 Explicit calculations

Let $V = (\epsilon_1, \epsilon_2)$, where $\epsilon_1, \epsilon_2$ are as chosen before and write $\epsilon_3 = \pi$. Before continuing we are required to choose an auxiliary prime $\lambda$ such that:

- $\lambda$ is $\pi$-good for $\mathcal{B}$ and $\mathcal{D}_V$, where $\mathcal{D}_V$ is as defined in Proposition 6.12,
- $\lambda$ is good for $(\mathcal{D}_V, \mathcal{B})$.

In [5] (after Definition 3.16) Dasgupta notes that given a Shintani domain $D$ all but finitely many prime ideals $\eta$ of $F$, with $N_\eta$ prime, are $\pi$-good for $D$. In particular Dasgupta notes that the set of such primes has Dirichlet density 1. Again in [5] (after the proof of Theorem 5.3) Dasgupta notes that for any pair of Shintani domain $(D, D')$ all but finitely many prime ideals $\eta$ of $F$, with $N_\eta$ prime, are good for $D$.

It follows that there are an infinite number of primes $\lambda$ which satisfy the properties written above. Note that moving from a Shintani domain to a Colmez domain will not cause any issues here. Hence, such a choice of $\lambda$ is always possible. We fix this choice of $\lambda$ from now on. Proposition 6.11 implies

$$u_{\pi, \lambda}(b, \mathcal{B}) = u_{\pi, \lambda}(b, \mathcal{D}_V).$$

By Proposition 6.12 we see that to prove Theorem 6.3 it only remains for us to show that, for any continuous homomorphism $g: F_0^* \to K$, such that $g$ is trivial on $E_3(f)$, we have

$$g(u_{\pi, \lambda}(b, \mathcal{B})) = c_{\pi} \cap (\omega^p_{f, \lambda, \pi, V} \otimes \delta'_{V}).$$

Recall the definitions of the left and right hand side of the above equation from the start of §6.1. We will show the above equality by explicitly calculating each side. We begin by considering the right hand side. For $i = 1, 2, 3$ write,

$$\mathcal{B}_i := \bigcup_{\tau \in S_3} \mathcal{C}_{\epsilon_i}((\epsilon_{\tau(1)} | \epsilon_{\tau(2)})).$$

this was already defined for $i = 1, 2$ and note that $\mathcal{B}_3 = \mathcal{B}$. We choose the following generator for $H_3(E_3(f)_p, \mathbb{Z})$,

$$\delta'_{V} = \sum_{\tau \in S_3} \text{sign}(\tau)[\epsilon_{\tau(1)} | \epsilon_{\tau(2)} | \epsilon_{\tau(3)}] \otimes 1.$$ 

This choice is stated by Spieß in Remark 2.1(c) of [14]. We can now calculate

$$\omega^p_{f, \lambda, \pi, V} \cap \delta'_{V} = (-1)^3 \sum_{i=1}^3 \sum_{\tau \in S_3} \text{sign}(\tau) \omega^p_{f, \lambda, \pi, V}([\epsilon_{\tau(1)} | \epsilon_{\tau(2)}]) \otimes [\epsilon_i].$$

We recall the definition of $\omega^p_{f, \lambda, \pi, V}$ from the start of §6.1. Using that we have chosen $V$ and $\pi$ through Proposition 6.14 we note that for $\tau \in S_3$ and a compact open $U \subseteq \mathcal{O}_p$, we have by definition that,

$$\text{sign}(\tau) \omega^p_{f, \lambda, \pi, V}([\epsilon_{\tau(1)} | \epsilon_{\tau(2)}]) = \zeta_{R, \lambda}(b, \mathcal{C}_{\epsilon_i}([\epsilon_{\tau(1)} | \epsilon_{\tau(2)})].U, 0)).$$

(23)

Recall that we can choose as a representative of $c_{\pi}$ the inhomogeneous 1-cocycle $z_{\pi} = z_{1_{\pi} \pi p}g$, i.e. we take $f = 1_{\pi} \mathcal{O}_p$ in Definition 4.1. One can easily compute, as is done by Dasgupta-Spieß in the proof of Proposition 4.6 in [9], that for $i = 1, 2$,

$$\epsilon_i^{-1}z_{\pi}(\epsilon_i) = 1_{\pi} \mathcal{O}_p \cdot g(\epsilon_i),$$

(24)
Thus it remains for us to show that the following two equalities hold.

\[ \pi^{-1}z_g(\pi) = \mathbb{1}_{\mathcal{Q}} \cdot g + \mathbb{1}_{\varepsilon_p} \cdot g(\pi). \]  

(25)

Returning to our main calculation, using (23) we have,

\[ c_g \cap (\omega_{f,b,\lambda,V}^p \cap \partial'_V) = \sum_{i=1}^{3} \sum_{\tau \in \mathcal{S}_3} \int_{F_p} z_g(\varepsilon_i)(x)d(\varepsilon_i \zeta_{R,\lambda}(b, C_{\varepsilon_i}[\varepsilon_{\tau(1)} \mid \varepsilon_{\tau(2)}]), x, 0)). \]

Applying (24) and (25) and piecing together the appropriate Shintani sets we further deduce,

\[ c_g \cap (\omega_{f,b,\lambda,V}^p \cap \partial'_V) = \int_{\mathcal{Q}} g(x)d(\zeta_{R,\lambda}(b, \mathcal{B}, x, 0)) + \int_{\varepsilon_p} g(\pi)d(\zeta_{R,\lambda}(b, \mathcal{B}, x, 0)) + 2 \int_{\varepsilon_i} g(\varepsilon_i)d(\zeta_{R,\lambda}(b, \mathcal{B}_i, x, 0)). \]  

(26)

Considering the first two terms on the right hand side of (26) it is clear that

\[ \int_{\mathcal{Q}} g(x)d(\zeta_{R,\lambda}(b, \mathcal{B}, x, 0)) + \int_{\varepsilon_p} g(\pi)d(\zeta_{R,\lambda}(b, \mathcal{B}, x, 0)) = g\left(\pi^{\zeta_{R,\lambda}(b, \mathcal{B}, \varepsilon_p, 0)}\right) \int_{\mathcal{Q}} x d(\zeta_{R,\lambda}(b, \mathcal{B}, x, 0))(x) \right). \]

We now consider the sum on the right hand side of (26). It is straight forward to see that

\[ \sum_{i=1}^{2} \int_{\varepsilon_p} g(\varepsilon_i)d(\zeta_{R,\lambda}(b, \mathcal{B}_i, x, 0)) = g\left(\prod_{i=1}^{2} \zeta_{R,\lambda}(b, \varepsilon_i, \varepsilon_p, 0)\right). \]

Thus it only remains for us to prove the following equality

\[ g\left(\prod_{i=1}^{2} \zeta_{R,\lambda}(b, \varepsilon_i, \varepsilon_p, 0)\right) = g\left(\prod_{\varepsilon \in \mathcal{V}} \zeta_{R,\lambda}(b, \varepsilon \cap \pi^{-1}\mathcal{B}, \varepsilon_p, 0)\right). \]

By Proposition 6.22 we have

\[ \prod_{\varepsilon \in \mathcal{V}} \zeta_{R,\lambda}(b, \varepsilon \cap \pi^{-1}\mathcal{B}, \varepsilon_p, 0) = \sum_{k_2=0}^{2} \zeta_{R,\lambda}(b, \varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \varepsilon_p, 0) \sum_{k_1=0}^{1} k_2 \zeta_{R,\lambda}(b, \varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \varepsilon_p, 0). \]

Thus it remains for us to show that the following two equalities hold.

\[ \zeta_{R,\lambda}(b, \mathcal{B}_1, \pi \mathcal{O}_p, 0) = \sum_{k_2=0}^{2} \zeta_{R,\lambda}(b, \varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0), \]  

(27)

\[ \zeta_{R,\lambda}(b, \mathcal{B}_2, \pi \mathcal{O}_p, 0) = \sum_{k_2=1}^{2} \sum_{k_1=0}^{1} k_2 \zeta_{R,\lambda}(b, \varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0). \]  

(28)

We begin by considering the left hand sides and note that for \( i = 1, 2 \) by Proposition 3.12

\[ \zeta_{R,\lambda}(b, \mathcal{B}_i, \pi \mathcal{O}_p, 0) = \zeta_{R,\lambda}(b, \pi^{-1}\mathcal{B}_i, \mathcal{O}_p, 0). \]

It will be useful for our remaining calculations to make explicit the boundary cones that are contained in \( \mathcal{B}, \mathcal{B}_1 \) and \( \mathcal{B}_2 \). To achieve this we first define

\[ \mathcal{B}' = C(1) \cup C(1, \varepsilon_1) \cup C(1, \varepsilon_2) \cup C(1, \varepsilon_1 \varepsilon_2) \cup C(1, \varepsilon_1, \varepsilon_2) \cup C(1, \varepsilon_2, \varepsilon_1 \varepsilon_2). \]  
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By Lemma 3.12 and the fact that $\mathcal{B}$ and $\mathcal{B}'$ are equal up to translation of the boundary cones by $E_\pi(f)$, we note that for any $k_1, k_2 \in \{0, 1, 2\}$ we have
\[
\zeta_{R, \lambda}(b, \epsilon_1^{k_1} \epsilon_2^{k_2} \mathcal{B} \cap \pi^{-1} \mathcal{B}, \mathcal{O}_p, 0) = \zeta_{R, \lambda}(b, \epsilon_1^{k_1} \epsilon_2^{k_2} \mathcal{B}' \cap \pi^{-1} \mathcal{B}', \mathcal{O}_p, 0).
\]
Here we are also making use of the fact that in Proposition 6.22 we made no assumptions about the boundary cones of $\mathcal{B}$. Thus, from now on we will assume that $\mathcal{B} = \mathcal{B}'$. We now consider $\mathcal{B}_1$ and $\mathcal{B}_2$. For $a, b, c \in \{0, 1\}$ we define the Shintani sets
\[
\begin{align*}
\mathcal{B}_1'(a, b) &= C(\pi^a) \cup C(\pi^b, \epsilon_2 \pi^b) \cup C(1, \pi) \cup C(1, \epsilon_2 \pi) \cup C(1, \epsilon_2, \epsilon_2 \pi) \cup C(1, \epsilon_2 \pi, \epsilon_2) \\
\mathcal{B}_2'(a, b) &= C(\pi^a) \cup C(\pi^b, \epsilon_1 \pi^b) \cup C(1, \pi) \cup C(1, \epsilon_1 \pi) \cup C(1, \epsilon_1 \pi, \epsilon_1) \cup C(1, \epsilon_1 \pi).
\end{align*}
\]
By the definition of $\mathcal{B}_i$, for $i = 1, 2$, there exists $a_i, b_i \in \{0, 1\}$ such that $\mathcal{B}_i$ and $\mathcal{B}_i'(a_i, b_i)$ are equal up to translation of the boundary cones by $E_\pi(f)$. Thus, by Lemma 3.12 we have the equalities
\[
\zeta_{R, \lambda}(b, \pi^{-1} \mathcal{B}_1, \mathcal{O}_p, 0) = \zeta_{R, \lambda}(b, \pi^{-1} \mathcal{B}_1'(a_1, b_1), \mathcal{O}_p, 0),
\]
and
\[
\zeta_{R, \lambda}(b, \pi^{-1} \mathcal{B}_2, \mathcal{O}_p, 0) = \zeta_{R, \lambda}(b, \pi^{-1} \mathcal{B}_2'(a_2, b_2), \mathcal{O}_p, 0).
\]
From this point on we will assume that $a_i = b_i = 1$ for $i = 1, 2$ and write $\mathcal{B}_i = \mathcal{B}_i'(1, 1)$ for $i = 1, 2$. The proof of our main result in all other cases will follow with exactly the same ideas and the calculations are almost identical. Hence we fix the choices of $\mathcal{B}$, $\mathcal{B}_1$ and $\mathcal{B}_2$ we have made. Note that we can make the same choice of $\mathcal{B}$ in all cases. We now recall that from this point on we have assumed
\[
\begin{align*}
\mathcal{B} &= C(1) \cup C(1, \epsilon_1) \cup C(1, \epsilon_2) \cup C(1, \epsilon_1 \epsilon_2) \cup C(1, \epsilon_1, \epsilon_1 \epsilon_2) \cup C(1, \epsilon_2, \epsilon_1 \epsilon_2), \\
\mathcal{B}_1 &= C(\pi) \cup C(\pi, \epsilon_\pi) \cup C(1, \pi) \cup C(1, \epsilon_\pi) \cup C(1, \epsilon_\pi, \epsilon_\pi) \cup C(1, \epsilon_\pi \epsilon_\pi), \\
\mathcal{B}_2 &= C(\pi) \cup C(\pi, \epsilon_\pi) \cup C(1, \pi) \cup C(1, \epsilon_\pi) \cup C(1, \epsilon_\pi, \epsilon_\pi) \cup C(1, \epsilon_\pi \epsilon_\pi).
\end{align*}
\]
With these choices we will now show that the equalities (27) and (28) hold. We begin with the following simple lemma.

**Lemma 6.25.** We have the following inclusions
\[
\pi^{-1} \mathcal{B}_1 \subset \mathcal{B} \cup \epsilon_2 \mathcal{B},
\]
\[
\pi^{-1} \mathcal{B}_2 \subset \bigcup_{k_1 = 0}^{1} \bigcup_{k_2 = 0}^{1} \epsilon_1^{k_1} \epsilon_2^{k_2} \mathcal{B}.
\]

**Proof.** We begin by considering $\mathcal{B}_1$. By definition we have that $\pi^{-1} \mathcal{B}_1$ is bounded by the cones $C(1), C(\pi^{-1}), C(\epsilon_2), C(\epsilon_2 \pi^{-1}), C(1, \epsilon_2), C(1, \pi^{-1}), C(\epsilon_2, \epsilon_2 \pi^{-1}), C(\pi^{-1}, \epsilon_2 \pi^{-1})$. Note that not all of the above cones will be contained in $\pi^{-1} \mathcal{B}_1$. By the definition of $\mathcal{B}$ and the fact that $\pi^{-1} \in \mathcal{B}$ we see that all of the following Shintani cones are contained in $\mathcal{B} \cup \epsilon_2 \mathcal{B}$,
\[
C(1), C(\pi^{-1}), C(\epsilon_2), C(\epsilon_2 \pi^{-1}), C(1, \epsilon_2), C(1, \pi^{-1}), C(\epsilon_2, \epsilon_2 \pi^{-1}).
\]
It remains for us to show that $C(\pi^{-1}, \epsilon_2 \pi^{-1}) \subset \mathcal{B} \cup \epsilon_2 \mathcal{B}$. Since $C(\pi^{-1}, \epsilon_2 \pi^{-1})$ and $C(\pi^{-1}, \epsilon_1 \epsilon_2 \pi^{-1})$ are boundary cones for $\pi^{-1} \mathcal{B}$, Proposition 6.22 gives the inclusions
\[
C(\pi^{-1}, \epsilon_2 \pi^{-1}) \subset \bigcup_{k_1 = 0}^{1} \bigcup_{k_2 = 0}^{2} \epsilon_1^{k_1} \epsilon_2^{k_2} \mathcal{B},
\]
\[
C(\pi^{-1}, \epsilon_1 \epsilon_2 \pi^{-1}) \subset \bigcup_{k_1 = 0}^{1} \bigcup_{k_2 = 0}^{2} \epsilon_1^{k_1} \epsilon_2^{k_2} \mathcal{B}.
\]
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These inclusions together imply that

\[ C(\pi^{-1}, \varepsilon_2 \pi^{-1}) \subset \bigcup_{k_2=0}^{2} \varepsilon_2^k C. \]

If we write \( \varphi_{(\varepsilon_1, \varepsilon_2)}(\pi^{-1}) = (a, b) \) then by the choices made in Lemma 6.21 we see that \( b < l \). Hence, by Corollary 6.20, the curve \( \varphi_{(\varepsilon_1, \varepsilon_2)}(C(\pi^{-1}, \varepsilon_2 \pi^{-1})) = \varphi_{(\varepsilon_1, \varepsilon_2)}(\pi^{-1}) + \varepsilon_2 l \) lies strictly below the curve \( (0, 2l) + C_{2,1} \), while still being contained in \( \bigcup_{k_2=0}^{2} \varepsilon_2^k B \). Hence we have \( C(\pi^{-1}, \varepsilon_2 \pi^{-1}) \subset B \cup \varepsilon_2 B \). This gives us the result for \( B_1 \).

The proof of the result for \( B_2 \) is almost identical. As before we use Proposition 6.22 to deal with the cone \( C(\pi^{-1}, \varepsilon_1 \pi^{-1}) \).

Using the above lemma we deduce

\[ \zeta_{R, \lambda}(b, \pi^{-1} B_1, C_p, 0) = \zeta_{R, \lambda}(b, (\pi^{-1} B_1 \cap B) \cup \varepsilon_2^{-1}((\pi^{-1} B_1 \cap \varepsilon_2 B), C_p, 0) \]

and

\[ \zeta_{R, \lambda}(b, \pi^{-1} B_2, C_p, 0) = \zeta_{R, \lambda}(b, (\pi^{-1} B_2 \cap B) \cup \varepsilon_1^{-1}((\pi^{-1} B_2 \cap \varepsilon_1 B), C_p, 0) + \zeta_{R, \lambda}(b, \pi^{-1} B_2 \cap (\varepsilon_2 B \cup \varepsilon_1 B), C_p, 0). \]

We now need to consider two possible cases. It is possible that the final zeta function in the sum above will be 0. This will happen when, as noted in Remark 6.24, we have the stronger inclusion

\[ \pi^{-1} B \subset \bigcup_{k_1=0}^{1} \bigcup_{k_2=0}^{1} \varepsilon_1^k \varepsilon_2^k B, \]

rather than that which is written in the statement of Proposition 6.22. We note that in this case the sums on the right hand sides of (27) and (28) become

\[ \sum_{k_2=0}^{1} \zeta_{R, \lambda}(b, \varepsilon_1 \varepsilon_2^k B \cap \pi^{-1} B, C_p, 0), \]

and

\[ \sum_{k_1=0}^{1} \zeta_{R, \lambda}(b, \varepsilon_1 \varepsilon_2 \cap \pi^{-1} B, C_p, 0), \]

respectively. In the following proposition we will need to divide the proof into two cases to deal with this possibility. In the case of the stronger inclusion the following proposition will complete the proof of our main result, Theorem 6.3. We will refer to the case of the stronger inclusion as Case 1 and the other as Case 2. We now include 2 pictures showing how Case 1 and Case 2 can arise in the example from before by making different choices of \( \pi \). Note that we can choose \( \pi \) up to a factor of \( E_*(f) \). Both these diagrams are calculated making explicit choices, as before we will give more details on this in the appendix. In each of the diagrams the blue lines are boundary cones of the translates of \( B \) required in each case, and the red lines are the boundary cones of \( \pi^{-1} B \) for each choice of \( \pi \). We note as before that although the image appears to show that some of the lines overlap, this does not happen. This only occurs in the diagram due to the fixed thickness of the lines.

**Remark 6.26.** Figure 3, which concerns Case 2, has not been chosen by the methods outlines in Lemma 6.21. The reason for this is that the calculations necessary to draw the figures work
very badly when working with subgroups $V \subset E_r(f)$ of large index. Thus for the units we have chosen for the figures we would never choose an element $\pi$ so that we are in Case 2. However, to give the reader an idea of how this case would look we have found a choice of the Colmez domain and is close to the region that Lemma 6.21 gives to contain $\pi^{-1}$. Note that when working with subgroups $V \subset E_r(f)$ of large index we are not able to guarantee that there always exists a choice of $\pi^{-1}$ in the region given by Lemma 6.21 such that we land in Case 1. Hence we must continue to work with both cases.

**Proposition 6.27.** In Case 1 we have

$$\zeta_{R,\lambda}(b, (\pi^{-1}\mathcal{B}_1 \cap \mathcal{B}), \mathcal{O}_p, 0) = \sum_{k_2=0}^{1} \zeta_{R,\lambda}(b, \varepsilon_1 \mathcal{e}_1^k \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0),$$

$$\zeta_{R,\lambda}(b, (\pi^{-1}\mathcal{B}_1 \cap \mathcal{B}), \mathcal{O}_p, 0) = \sum_{k_1=0}^{1} \zeta_{R,\lambda}(b, \varepsilon_1^k \mathcal{e}_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0).$$

In Case 2 we have

$$\zeta_{R,\lambda}(b, (\pi^{-1}\mathcal{B}_2 \cap \mathcal{B}), \mathcal{O}_p, 0) = \sum_{k_2=0}^{2} \zeta_{R,\lambda}(b, \varepsilon_1 \mathcal{e}_2^k \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0),$$

$$\zeta_{R,\lambda}(b, (\pi^{-1}\mathcal{B}_2 \cap \mathcal{B}), \mathcal{O}_p, 0) = \sum_{k_1=0}^{1} \sum_{k_2=1}^{2} \zeta_{R,\lambda}(b, \varepsilon_1^k \mathcal{e}_2^k \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0).$$

**Proof.** We first calculate

$$\sum_{k_2=0}^{2} \zeta_{R,\lambda}(b, \varepsilon_1 \mathcal{e}_2^k \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0) = \zeta_{R,\lambda}(b, \bigcup_{k_2=0}^{2} \varepsilon_1^{-k_2} \varepsilon_2^k \mathcal{e}_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0),$$

$$\sum_{k_1=0}^{1} \sum_{k_2=1}^{2} \zeta_{R,\lambda}(b, \varepsilon_1^k \mathcal{e}_2^k \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0) = \zeta_{R,\lambda}(b, \bigcup_{k_1=0}^{1} \bigcup_{k_2=1}^{2} \varepsilon_1^{-k_1} \varepsilon_2^{-k_2} \mathcal{e}_1 \mathcal{e}_2 \mathcal{B} \cap \pi^{-1}\mathcal{B}, \mathcal{O}_p, 0).$$
Thus if we can show the following equalities of Shintani sets we will be done

\[(\pi^{-1}\mathcal{B}_1 \cap \mathcal{B}) \cup \varepsilon_2^{-1}(\pi^{-1}\mathcal{B}_1 \cap \varepsilon_2 \mathcal{B}) = \bigcup_{k_2=0}^{2} \varepsilon_1^{-1}e_2^{-k_2}(\varepsilon_1\varepsilon_2^{k_2}\mathcal{B} \cap \pi^{-1}\mathcal{B}),\] (29)

\[(\pi^{-1}\mathcal{B}_2 \cap \mathcal{B}) \cup \varepsilon_1^{-1}(\pi^{-1}\mathcal{B}_2 \cap \varepsilon_1 \mathcal{B}) = \bigcup_{k_1=0}^{1} \bigcup_{k_2=1}^{2} \varepsilon_1^{-k_1}e_2^{-k_2}(\varepsilon_1\varepsilon_2^{k_2}\mathcal{B} \cap \pi^{-1}\mathcal{B}).\] (30)

To show the above we will need to calculate each side in terms of explicit Shintani cones. We will begin by showing (29). Recall we have defined the following

\[\mathcal{B} = C(1) \cup C(1, \varepsilon_1) \cup C(1, \varepsilon_2) \cup C(1, \varepsilon_1\varepsilon_2) \cup C(1, \varepsilon_1, \varepsilon_2 \varepsilon_1),\]

\[\pi^{-1}\mathcal{B}_1 = C(1) \cup C(1, \varepsilon_2) \cup C(1, \pi^{-1}) \cup C(\pi^{-1}, \varepsilon_2) \cup C(\pi^{-1}, \varepsilon_1, \varepsilon_2 \pi^{-1}) \cup C(1, \varepsilon_2, \pi^{-1}).\]

Let \(\alpha \in C(\pi^{-1}, \varepsilon_2 \pi^{-1}) \cap C(\varepsilon_2, \varepsilon_1 \varepsilon_2),\) we then have

\[\pi^{-1}\mathcal{B}_1 \cap \mathcal{B} = C(1) \cup C(1, \varepsilon_2) \cup C(1, \pi^{-1}) \cup C(\pi^{-1}, \varepsilon_2) \cup C(\pi^{-1}, \varepsilon_1, \varepsilon_2 \pi^{-1}) \cup C(1, \varepsilon_2, \pi^{-1})\]

and

\[\pi^{-1}\mathcal{B}_1 \cap \varepsilon_2 \mathcal{B} = C(\varepsilon_2, \alpha) \cup C(\varepsilon_2, \alpha, \varepsilon_2 \pi^{-1}).\]

We can now explicitly write the left hand side of (29). In particular, we have

\[\pi^{-1}\mathcal{B}_1 \cap \mathcal{B} \cup \varepsilon_2^{-1}(\pi^{-1}\mathcal{B}_1 \cap \varepsilon_2 \mathcal{B}) = C(1) \cup C(1, \varepsilon_2) \cup C(1, \pi^{-1}) \cup C(\pi^{-1}, \varepsilon_2) \cup C(\pi^{-1}, \varepsilon_1, \varepsilon_2 \pi^{-1}) \cup C(1, \varepsilon_2, \pi^{-1})\]

\[\cup C(1, \varepsilon_2^{-1} \alpha) \cup C(1, \varepsilon_2^{-1} \alpha, \pi^{-1}).\]

We now consider the right hand side of (29). Suppose that we are in Case 1, in this case the right hand side of (29) becomes \(\varepsilon_1^{-1}(\varepsilon_1 \mathcal{B} \cap \pi^{-1} \mathcal{B}) \cup \varepsilon_1^{-1}\varepsilon_2^{-1}(\varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1} \mathcal{B}).\)

Let \(\beta \in C(\varepsilon_1, \varepsilon_1 \varepsilon_2) \cap C(\pi^{-1}, \pi^{-1} \varepsilon_1),\) we can then calculate

\[\varepsilon_1 \mathcal{B} \cap \pi^{-1} \mathcal{B} = C(\beta) \cup C(\beta, \varepsilon_1 \varepsilon_2) \cup C(\beta, \varepsilon_1 \pi^{-1}) \cup C(\varepsilon_1 \varepsilon_2, \beta, \varepsilon_1 \pi^{-1}) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_1 \alpha, \varepsilon_1 \pi^{-1})\]

and

\[\varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1} \mathcal{B} = C(\varepsilon_1 \varepsilon_2) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_2 \beta) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_2 \alpha) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_2 \varepsilon_1 \pi^{-1})\]

\[\cup C(\varepsilon_1 \varepsilon_2, \varepsilon_1 \alpha, \varepsilon_1 \varepsilon_2 \pi^{-1}) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_2 \beta, \varepsilon_1 \varepsilon_2 \pi^{-1}).\]

Using the fact that \(\beta \in C(\varepsilon_1, \varepsilon_1 \varepsilon_2)\) we have

\[(\varepsilon_1 \mathcal{B} \cap \pi^{-1} \mathcal{B}) \cup \varepsilon_2^{-1}(\varepsilon_1 \varepsilon_2 \mathcal{B} \cap \pi^{-1} \mathcal{B}) = C(\varepsilon_1) \cup C(\varepsilon_1, \varepsilon_1 \varepsilon_2) \cup C(\varepsilon_1, \varepsilon_1 \pi^{-1}) \cup C(\varepsilon_1 \varepsilon_2, \varepsilon_1 \pi^{-1}, \varepsilon_1 \alpha) \cup C(\varepsilon_1, \varepsilon_1 \varepsilon_2, \varepsilon_1 \pi^{-1})\]

\[\cup C(\varepsilon_1, \varepsilon_1 \varepsilon_2, \varepsilon_1 \pi^{-1}) \cup C(\varepsilon_1, \varepsilon_1 \varepsilon_2 \alpha, \varepsilon_1 \pi^{-1}).\]

By multiplying the above by \(\varepsilon_1^{-1},\) it is then clear that (29) holds in Case 1. The proof of (29) in Case 2 is very similar. The extra calculations which arise from being in Case 2 are very similar to those which we will deal with in our proof of (30) in Case 2.
We now consider (30). In Case 1 the proof is symmetric to the proof of (29) in Case 1. So it only remains to show (30) when we are in Case 2. Let $\alpha \in C(\pi^{-1}, \varepsilon_1 \pi^{-1}) \cap C(\varepsilon_2, \varepsilon_1 \varepsilon_2)$ and $\beta \in C(\pi^{-1}, \varepsilon_1 \pi^{-1}) \cap C(\varepsilon_1 \varepsilon_2, \varepsilon_1^2 \varepsilon_2)$. Using similar calculations as before we deduce

$$(\pi^{-1} \mathcal{R}_2 \cap \mathcal{R}) \cup \varepsilon_1^{-1} (\pi^{-1} \mathcal{R}_2 \cap \varepsilon_1 \mathcal{R})$$

$$= C(1) \cup C(1, \varepsilon_2) \cup C(1, \varepsilon_1) \cup C(1, \varepsilon_1^{-1} \beta) \cup C(1, \pi^{-1}) \cup C(\pi^{-1}, \varepsilon_1) \cup C(\pi^{-1}, \varepsilon_1 \varepsilon_2)$$

$$\cup C(1, \varepsilon_2, \varepsilon_1^{-1} \beta) \cup C(1, \pi^{-1}, \varepsilon_1 \varepsilon_2) \cup C(1, \varepsilon_1^2 \varepsilon_2) \cup C(\pi^{-1}, \alpha, \varepsilon_1 \varepsilon_2).$$

We are able to calculate that the same is also true for $\bigcup_{k_1=0}^{1} \bigcup_{k_2=1}^{2} \varepsilon_1^{-k_1} \varepsilon_2^{-k_2} (\varepsilon_1^k \varepsilon_2^k \mathcal{R} \cap \pi^{-1} \mathcal{R}^{'})$ and thus we complete the proof.

This final proposition completes the proof our main result, Theorem 6.3.

**Proposition 6.28.** If we are in Case 2 then,

$$\zeta_{R, \lambda}(b, (\varepsilon_2 \mathcal{R} \cup \varepsilon_1 \varepsilon_2 \mathcal{R}) \cap \mathcal{R}_2, 0) = \zeta_{R, \lambda}(b, (\varepsilon_1 \varepsilon_2 \mathcal{R} \cup \varepsilon_1^2 \mathcal{R}) \cap \pi^{-1} \mathcal{R}, 0).$$

**Proof.** Using Lemma 3.12 it is enough to show the following equality of Shintani sets

$$(\varepsilon_1 \varepsilon_2 \mathcal{R} \cup \varepsilon_1 \varepsilon_2 \mathcal{R}) \cap \mathcal{R}_2 = \varepsilon_1^{-1} ((\varepsilon_1 \varepsilon_2 \mathcal{R} \cup \varepsilon_1^2 \mathcal{R}) \cap \pi^{-1} \mathcal{R}).$$

Again letting $\alpha \in C(\pi^{-1}, \varepsilon_1 \pi^{-1}) \cap C(\varepsilon_2, \varepsilon_1 \varepsilon_2)$ and $\beta \in C(\pi^{-1}, \varepsilon_1 \pi^{-1}) \cap C(\varepsilon_1 \varepsilon_2, \varepsilon_1^2 \varepsilon_2)$ we are able to calculate that each side of the above equation is equal to

$$C(\varepsilon_2) \cup C(\alpha, \varepsilon_1 \varepsilon_2) \cup C(\varepsilon_1 \varepsilon_2, \beta) \cup C(\alpha, \varepsilon_1 \varepsilon_2, \beta).$$

This concludes the result. 

We end this section by proving Theorem 6.8. The key step is to note that if we replace $g$ by $\text{id} : F' \to F$ in Proposition 6.14 then we see that if we can show

$$u_{p, \lambda}(b, \mathcal{D} \mathcal{V}) = c_{\text{id}} \cap (\omega_{p, b, \lambda, \mathcal{V}} \cap \mathcal{V'}),$$

then we have

$$u_{p, \lambda}(b, \mathcal{D}) = \gamma_{[E_\ast(f) : \mathcal{V}]} (c_{\text{id}} \cap (\omega_{p, b, \lambda} \cap \mathcal{V})).$$

Where $\gamma_{[E_\ast(f) : \mathcal{V}]}$ is a root of unity of order $[E_\ast(f) : \mathcal{V}]$. To prove Theorem 6.8 it is thus enough for us to find two free subgroups $V, V' \subseteq E_\ast(f)$ such that they are small enough to use in our work for Theorem 6.3 and such that $\text{gcd}([E_\ast(f) : \mathcal{V} ], [E_\ast(f) : \mathcal{V} ] ) = 1$.

**Proof of Theorem 6.8.** When we choose $g_1$ and $g_2$ we do so such that $\text{Log}(g_\ast) \in B(l, M, r)$ where $r$ and $M_1$ are as we write after Lemma 6.18. Note that there is no upper bound on these choices, it is therefore clear that if we allow $r$ and $M_1$ to be large enough we can choose $g_1, g_2$ and $g'_1, g'_2$ such that

- $\langle g_1, g_2 \rangle$ and $\langle g'_1, g'_2 \rangle$ are free of rank 2,
- $g_1, g_2$ and $g'_1, g'_2$ satisfy the properties of Lemma 6.18 and
- $[E_\ast(f) : \langle g_1, g_2 \rangle ]$ and $[E_\ast(f) : \langle g'_1, g'_2 \rangle]$ are coprime.
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Next we raise the $g_i$ by a large power $l$ in Corollary 6.20 and Lemma 6.21. Again the only condition on $l$ is that it is greater than a fixed lower bound, hence we can choose $l$ and $l'$ such that they are coprime to each other and to

$$[E_0(f) : (g_1, g_2)][E_0(f) : (g_1', g_2')]$$

We then get $V = (g_1, g_2)$ and $V' = ((g_1)', (g_2)')$. Following our work for Theorem 6.3 we then see that

$$u_{p, \lambda}(b, D_{V'}) = c_{id} \cap (\omega_{f, b, \lambda, V'} \cap \vartheta_{V'}) \quad \text{and} \quad u_{p, \lambda}(b, D_{V'}) = c_{id} \cap (\omega_{f, b, \lambda, V'} \cap \vartheta_{V'})$$

Hence,

$$u_{p, \lambda}(b, \mathcal{D}) = \gamma_{[E_0(f) : V]}(c_{id} \cap (\omega_{f, b, \lambda, V} \cap \vartheta_{V})),$$

and

$$u_{p, \lambda}(b, \mathcal{D}) = \gamma_{[E_0(f) : V']}(c_{id} \cap (\omega_{f, b, \lambda, V'} \cap \vartheta_{V'})).$$

In the above, $\gamma_{[E_0(f) : V]}$ is a root of order $[E_0(f) : V]$ and $\gamma_{[E_0(f) : V']}$ is a root of order $[E_0(f) : V']$. Our choice of $V$ and $V'$ gives that $\gcd([E_0(f) : V], [E_0(f) : V']) = 1$. Thus $\gamma_{[E_0(f) : V]} = \gamma_{[E_0(f) : V']}$ = 1 and so we get the result.

\section{Appendix: Translating Shintani domains}

Overcoming the lack of a nice translation property for Shintani domains in §6.2, is the main work of this paper. In this section, we first provide an explicit counterexample which shows why this work is necessary. We then show the calculations which give rise to the figures. These figures demonstrate our method to overcome this counterexample, namely, Figure 1, Figure 2, and Figure 3. We begin by finding a counterexample to the following statement of Tsosie in [16]. The statement below is given for $F$ of any degree $n > 1$. We will provide a counterexample with $F$ a cubic field as this is the case we work with in this paper.

\textbf{Statement A.1.} Let $V$ be a finite index subgroup of $E_0(f)$ and let $\epsilon_1, \ldots, \epsilon_{n-1}$ be a $\mathbb{Z}$-basis for $V$. Further, let $\mathcal{D}$ be a fundamental domain for the action of $V$ on $\mathbb{R}^n_0$ and $\pi^{-1} \in \mathcal{D}$, then for $\epsilon = \prod_{i=1}^{n-1} \epsilon_i^{m_i}$,

$$\epsilon \mathcal{D} \cap \pi^{-1} \mathcal{D} = \emptyset$$

unless $m_i \in \{0, 1\}$, $1 \leq i \leq n - 1$.

We note that in general there appears to be no bounds that can be put on the set which the $m_i$’s are allowed to be in to make this statement hold. However, we do not provide explicit evidence for this here.

\textbf{Remark A.2.} It is straightforward to show that this statement holds when $F$ is of degree 2. It is for this reason that Dasgupta-Spieß’s proof for the consistency of Conjecture 5.5 and Conjecture 4.3, in the case $F$ is of degree 2, is much shorter.

The computations used to find our counterexample below are done using Magma. Let $F$ be the number field with defining polynomial $2x^3 - 4x^2 - x + 1$ over $\mathbb{Q}$. $F$ is then a totally real number field of degree 3. We define

$$H = F(\sqrt{-2}),$$

$H$ is then totally complex. It is also a degree 2 extension of $F$ so $H$ is a CM-number field. We note that the extension $H/F$ is abelian. Now, choose $y \in F$ such that we can write

$$F = \mathbb{Q}(y).$$
Let $f$ be the conductor of $H/F$. We calculate, as the generators of $E_*(f)$, the elements $g_1 = -96y^2 + 152y + 113$ and $g_2 = 160y^2 + 32y - 31$, i.e., we have

\[ (-96y^2 + 152y + 113 , 160y^2 + 32y - 31) = E_*(f) . \]

We choose as our rational prime $p = 113$. We make this choice as there are two primes of $F$ above $113$ and both of them split completely in $H$. We choose $p | p$, a prime ideal of $F$ that splits completely in $H$. We find that the order of $p$ in $G_1$ is 2. We choose an element $\pi$ to satisfy:

- $\pi$ is totally positive,
- $\pi \equiv 1 \pmod{f}$,
- $(\pi) = p^2,$
- $\pi^{-1} \in \overline{C}_{e_1}([g_1 \mid g_2]) \cup \overline{C}_{e_1}([g_2 \mid g_1])$.

In particular, we choose $\pi = 192y^2 - 488y + 177$. Let $\mathcal{D} = \overline{C}_{e_1}([g_1 \mid g_2]) \cup \overline{C}_{e_1}([g_2 \mid g_1])$ and note that this is a Shintani domain. With these choices, we calculate that $\pi^{-1}\mathcal{D} \cap g_1g_2^{-1}\mathcal{D} \neq \emptyset$ and $\pi^{-1}\mathcal{D} \cap g_2^{-1}g_1\mathcal{D} \neq \emptyset$. This completes our counterexample to Statement A.1. Furthermore, the curved nature of the domains, as illustrated further with the picture below, gives us a good reason as to why results bounding where $\pi^{-1}\mathcal{D}$ is contained should not be possible without considerable work.

To make our example clearer, we include below a plot of $\mathcal{D} \cup g_1\mathcal{D} \cup g_2\mathcal{D} \cup g_1g_2\mathcal{D}$ (in blue) and $\pi^{-1}\mathcal{D}$ (in red) under the map $\varphi_{[g_1,g_2]}$. This plot is drawn using MATLAB. Notice that the boundary of $\pi^{-1}\mathcal{D}$ falls outside that of $\mathcal{D} \cup g_1\mathcal{D} \cup g_2\mathcal{D} \cup g_1g_2\mathcal{D}$. As we remarked with the other diagrams, although the image appears to show that some of the lines overlap, this does not happen. This only appears in the diagram due to the fixed thickness of the lines.

![Figure 4: The counter-example](image)

We now make note of the calculations we made to obtain Figure 1, Figure 2, and Figure 3. We continue to hold all of the choices which have been made so far in this appendix. We define $\varepsilon_1 = g_1^{-3}g_2^4$ and $\varepsilon_2 = g_1^{-5}$. 38
These choices are found using Magma so that $\varepsilon_1$ and $\varepsilon_2$ satisfy the conditions in Lemma 6.18. We find that when considering Corollary 6.20, we can choose $l = 1$ to satisfy the conditions given, i.e., $\varepsilon_1$ and $\varepsilon_2$ are already good enough to obtain Corollary 6.20. Using MATLAB, we plot Figure 1. We define

$$\pi_1 = g_1^{-6}g_2^2\pi \quad \text{and} \quad \pi_2 = g_1^{-6}g_2\pi,$$

where $\pi$ is as we defined before. Using $\pi_1$ as our choice of $\pi$, and using MATLAB, we plot Figure 2 which shows Case 1. Similarly, using $\pi_2$ as our choice of $\pi$, Figure 3 shows Case 2.
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