We develop and evaluate a deep learning algorithm to classify multiple catheters on neonatal chest and abdominal radiographs. A convolutional neural network (CNN) was trained using a dataset of 777 neonatal chest and abdominal radiographs, with a split of 81%-9%-10% for training-validation-testing, respectively. We employed ResNet-50 (a CNN), pre-trained on ImageNet. Ground truth labelling was limited to tagging each image to indicate the presence or absence of endotracheal tubes (ETTs), nasogastric tubes (NGTs), and umbilical arterial and venous catheters (UACs, UVCs). The data set included 561 images containing 2 or more catheters, 167 images with only one, and 49 with none. Performance was measured with average precision (AP), calculated from the area under the precision-recall curve. On our test data, the algorithm achieved an overall AP (95% confidence interval) of 0.977 (0.679–0.999) for NGTs, 0.989 (0.751–1.000) for ETTs, 0.979 (0.873–0.997) for UACs, and 0.937 (0.785–0.984) for UVCs. Performance was similar for the set of 58 test images consisting of 2 or more catheters, with an AP of 0.975 (0.255–1.000) for NGTs, 0.997 (0.009–1.000) for ETTs, 0.981 (0.797–0.998) for UACs, and 0.937 (0.689–0.990) for UVCs. Our network thus achieves strong performance in the simultaneous detection of these four catheter types. Radiologists may use such an algorithm as a time-saving mechanism to automate reporting of catheters on radiographs.

### Introduction

Assessment of catheters and tubes on radiographs is a common, important, and occasionally meticulous task for radiologists (1–4). Neonatal chest and abdomen radiographs amplify these characteristics (5): i) many neonates require such radiographs to verify catheter placement; ii) catheter placement must be urgently assessed; and iii) some types of catheters in neonates have unique routes through umbilical vessels which can be more challenging to assess (6). Some of the most common catheters and tubes (henceforth, catheters) include nasogastric tubes (NGTs) to support feeding, endotracheal tubes (ETTs) to support breathing, umbilical arterial catheters (UACs) for blood pressure monitoring, and umbilical venous catheters (UVC) for central venous access (7). Each of these catheters require correct detection, identification, and analysis of placement with respect to anatomy to determine if they are in the intended position for their purpose.

Computer-aided methods may be used in the future to augment the workflow of radiologists by, for example, flagging certain cases for urgent review, or recording the presence and placement of catheters to expedite reporting. Thus far, studies have been conducted mostly of single catheter types or with rules-based approaches with respect to catheter appearance or location (8–11). Artificial intelligence, and more specifically deep learning approaches, have become the new standard for catheter assessment (12–17). However, few aim to analyse multiple different types of catheters (18).

An extensive review of the current state-of-the-art for artificial intelligence applied to catheter assessment was recently published (19), and we refer the reader there for more detail. In brief, there are four main questions related to assessment of catheters on radiographs: i) is there a catheter present? ii) which type of catheter is it? iii) what is the course of the catheter? and iv) where is the tip of the catheter? When combined, these lead to a fifth and final question: is the catheter in a satisfactory position?

The present work focusses on answering questions (i) and (ii) together to detect the presence of one or more catheters and identify their type (NGT, ETT, UAC, or UVC). Analysis of only the presence of catheters as in the first question (i) has been reported before for single catheters (8, 9, 12, 20–23) and generalised to any type by Yi et al. (16). However, this approach is either limited to one catheter, is blind to catheter type, or is constrained by user-defined features. Here, we employ a deep convolutional neural network (CNN) that makes no underlying assumptions about what is important in the detection and classification of the four previously mentioned catheters. Moreover, our model incorporates multiple catheter types into a single network.

In the following, we first present the details of our CNN architecture and dataset construction. We then describe the metrics we use to analyse our model performance and show our results for each catheter type. Importantly, we also analyse performance based upon the number of catheters in each image (e.g., those with none, one, or more than one). These results are then discussed in the context of previously reported work, both in the realm of catheter classification, and compared to classification results of other radiographic abnormalities. Thus, here we specifically address the issue of automatic detection and classification when multiple catheter types are present. This work furthers research toward a complete model that can automatically – and with high accuracy – determine if a catheter is correctly placed. A future tool such as this might be used to improve efficiency and accuracy of radiologist reporting.

### Significance Statement

A convolutional neural network was developed to detect and simultaneously classify multiple catheters on neonatal radiographs using a multi-label approach, achieving high accuracy for four common catheter types.
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Table 1. Image counts for each subset of the data, by number and type of label (catheter type).

| Images (%) | Number of images containing 0 – 4 catheters/labels (%) | Number of images containing each catheter: |
|------------|------------------------------------------------------|-------------------------------------------|
| Training   | 629 (81) | 38 (6) | 138 (22) | 198 (31) | 126 (20) | 129 (21) | 490 | 367 | 219 | 352 |
| Validation | 70 (9)   | 4 (6)  | 16 (23)  | 22 (31)  | 13 (19)  | 15 (21)  | 56  | 45  | 21  | 37  |
| Testing    | 78 (10)  | 7 (9)  | 13 (17)  | 24 (31)  | 19 (24)  | 15 (19)  | 59  | 47  | 27  | 45  |
| Total      | 777      | 49     | 167      | 244      | 158      | 159      | 605 | 459 | 267 | 434 |
Fig. 1. A graphical representation of our CNN architecture based upon ResNet-50 (24). The main structure above starts at the left with the image as input, working to the right as each layer acts as input to the next; in this depiction each block represents the output feature map of the underlying layer operation. A basic building block of the Resnet-50 architecture is the conv-bn-relu sequence consisting of a convolutional layer (Conv), a batch normalisation (Batch norm, or bn), and a rectified linear unit layer (ReLU). Detailed structure is shown in the lower half of the figure for compactness, wherein some layers are either added together or rerouted. As the network progresses, the convolution reduces the (x,y) dimensions while increasing the z (not to scale).

is, metrics such as sensitivity must vary only between 0 and 1, and are de facto probabilities. Since it is established in the literature (28) that it is inappropriate to use a symmetric confidence interval when the point estimate (i.e. the sensitivity value calculated based on the sample) is close to either 0 or 1, a logit transformation was used to calculate the confidence bounds (28, 29).

Results
Network performance. As introduced above, Table 1 describes our dataset split by type of catheter and number of images containing 0, 1, . . ., or 4 catheters each. NGTs are the most common (present on 605 of 777 radiographs), and UACs the least common (present on 267 of 777 radiographs). Table 2 summarizes the performance for our network, with additional detail provided in Supplementary Data (Table S1). It is noted from Table 2 that performance, generally, is high for both the multi-label and single-label networks. Performance on the set of test images that contained multiple catheters (AP 0.937 – 0.997; sensitivity 0.741 – 0.950; specificity 0.667 – 1.00; ranges across all catheter types) is similar to performance on the set of all test images (AP 0.937 – 0.989; sensitivity 0.741 – 0.956; specificity 0.788 – 1.00). Of the 13 single-catheter images across all 4 catheter label predictions (for a total of 52 predictions) only two false positives were identified (see Table S2). AP is the lowest for detection and classification of UVCs, while ETts perform most poorly in terms of specificity; though due to the sample size these are not statistically significant. Generally, AP is greater than 0.9 for the overall multi-label and single-label networks across all catheter types.

In Figs. 2 and 3 we show the precision-recall curves and receiver operating characteristic (ROC) curves, respectively, for each catheter type, both for the entire test dataset and those images containing multiple catheters (calculations of the area under the ROC curve, AUROC, are included in Table S1). In each case the curves are favourable, and comparable for the two subsets containing multiple catheters and the entire dataset. As is also shown by the overall computed measures, UVCs have the least optimal precision-recall curves (see AP values above and in Tables 2 and S1).

Visualising performance. Example label activation maps of successful prediction for a single-catheter and (all) 4-catheter images are shown in Fig. 4. In these cases, multiple catheters appear to be detected in their intuitive regions (near the neck for NGT and ETT, and near the pelvis for umbilical catheters). Examples for unsuccessful predictions are shown in Fig. 5, one for each catheter type. These images can be a useful proxy for how well the network is training; that is, are the areas of greatest influence where one would expect them to be? The NGT is clearly visible though the prediction remained slightly below our cut-off, perhaps due to some similarity with ECG lines (which the network has been trained to generally ignore). In any case the abdomen remains the region of primary influence. The ETT LAM shows a plausible region of influence yet the network fails to correctly predict this image; this ETT is placed somewhat shorter than average and crosses at its tip with the NGT. UVCs and UACs may be confused with each other, or malpositioned one for the other, and this may be the case for the two examples shown.

Discussion
Our multi-label CNN demonstrates strong performance in the simultaneous detection of up to four catheters of interest.
Table 2. Results overview of 78 test cases for each catheter type from our model.

|                          | Number of labels per image: |                          |                          |                          |                          |
|--------------------------|-----------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
|                          | >1<sup>c</sup>              | 0 – 4<sup>b</sup>        | 0 – 4<sup>b</sup>        | 0 – 4<sup>b</sup>        | 0 – 4<sup>b</sup>        |
| **Average Precision**    |                             |                          |                          |                          |                          |
| NGT                      | 0.975 (0.255 – 1.000)       | 0.977 (0.679 – 0.999)    | 0.976 (0.683 – 0.999)    |                          |                          |
| ETT                      | 0.997 (0.009 – 1.000)       | 0.989 (0.751 – 1.000)    | 0.982 (0.794 – 0.999)    |                          |                          |
| UAC                      | 0.981 (0.797 – 0.998)       | 0.979 (0.873 – 0.997)    | 0.979 (0.873 – 0.997)    |                          |                          |
| UVC                      | 0.937 (0.689 – 0.990)       | 0.937 (0.785 – 0.984)    | 0.917 (0.763 – 0.975)    |                          |                          |
| **Sensitivity**          |                             |                          |                          |                          |                          |
| NGT                      | 0.941 (0.833 - 0.981)       | 0.949 (0.854 - 0.984)    | 0.947 (0.706 - 0.993)    |                          |                          |
| ETT                      | 0.915 (0.794 - 0.968)       | 0.915 (0.794 - 0.968)    | 0.867 (0.595 - 0.966)    |                          |                          |
| UAC                      | 0.741 (0.547 - 0.871)       | 0.741 (0.547 - 0.871)    | 0.500 (0.123 - 0.877)    |                          |                          |
| UVC                      | 0.950 (0.821 - 0.987)       | 0.956 (0.839 - 0.989)    | 0.911 (0.786 - 0.966)    |                          |                          |
| All<sup>d</sup>          | 0.903 (0.848 - 0.940)       | 0.910 (0.858 - 0.944)    | 0.896 (0.773 - 0.956)    |                          |                          |
| **Specificity**          |                             |                          |                          |                          |                          |
| NGT                      | 0.857 (0.419 - 0.980)       | 0.895 (0.663 - 0.974)    | 0.842 (0.608 - 0.948)    |                          |                          |
| ETT                      | 1 (-)                      | 0.967 (0.804 - 0.995)    | 0.710 (0.530 - 0.841)    |                          |                          |
| UAC                      | 1 (-)                      | 1 (-)                    | 0.980 (0.874 - 0.997)    |                          |                          |
| UVC                      | 0.667 (0.429 - 0.842)       | 0.788 (0.617 - 0.895)    | 0.788 (0.617 - 0.895)    |                          |                          |
| All<sup>d</sup>          | 0.896 (0.797 - 0.949)       | 0.925 (0.867 - 0.959)    | 0.851 (0.780 - 0.902)    |                          |                          |
| **Hamming loss**<sup>e</sup> |                             |                          |                          |                          |                          |
| NGT                      | 0.035 (0.009 - 0.128)       | 0.039 (0.012 - 0.113)    | 0.051 (0.019 - 0.129)    |                          |                          |
| ETT                      | 0.138 (0.071 - 0.252)       | 0.115 (0.061 - 0.207)    | 0.128 (0.070 - 0.222)    |                          |                          |
| UAC                      | 0.069 (0.026 - 0.170)       | 0.051 (0.019 - 0.129)    | 0.064 (0.027 - 0.145)    |                          |                          |
| UVC                      | 0.103 (0.047 - 0.212)       | 0.090 (0.043 - 0.176)    | 0.141 (0.080 - 0.237)    |                          |                          |
| All<sup>d</sup>          | 0.086 (0.056 - 0.130)       | 0.074 (0.049 - 0.108)    | 0.097 (0.068 - 0.134)    |                          |                          |

Confidence intervals are calculated at 95% as described in the text.

<sup>a</sup> Combined results for those images containing multiple (2 or more) catheters.

<sup>b</sup> Combined results for all images (containing 0 to 4 catheter types).

<sup>c</sup> Single-label results are for individual binary classification networks for each type of catheter.

<sup>d</sup> When computing these measures for all catheter types, there is some dependence among the data points since most of the images contain multiple catheters which may influence each other. Thus, this metric is not robust.

<sup>e</sup> Note that, unlike the three previous measures, values closer to zero represent better performance. See the text for details.

Fig. 2. Precision-Recall curves (from the test dataset) for our 4 catheters of interest. We show results for the entire test dataset (dash-dot curves) and for only those test images containing multiple (2+) catheters (solid curves). Average precision is indicated for each curve within the plots. AP – average precision; NGT – nasogastric tube; ETT – endotracheal tube; UAC – umbilical arterial catheter; UVC – umbilical venous catheter.

Fig. 3. Receiver operating characteristic curves (from the test dataset) for our 4 catheters of interest; lines as in Fig. 1. AUROC – area under the receiver operating characteristic curve; NGT – nasogastric tube; ETT – endotracheal tube; UAC – umbilical arterial catheter; UVC – umbilical venous catheter.
This result was robust to the presence of single or multiple catheters. While it may be challenging to discern the full breadth of possibilities for reasons of success or failure in label prediction of individual cases, there are some noteworthy features of the relatively common catheters we have chosen in this work which might lead to some insight. These may be considered on a spectrum from low-level features, such as edges, lines, and pixel intensities, to high-level features such as the relationship between the catheter to other objects in the image. First, there is a characteristic anatomic location that each catheter is expected to occupy, although for some this may be quite broad. Second, the course of the catheter relative to itself or to certain landmarks, such as ribs or vertebrae, is important. These two features provide information that may be useful both for identification and analysis of correctness of placement. Third, there is the intensity profile of the catheter’s tubing. In addition to these intrinsic features, there may also be useful information provided by the overall radiograph. For example, in some cases the existence of other catheters, or the presence of pathology, might increase the likelihood of the presence of additional catheters (e.g., sicker patients may require more catheters). Our evaluation metrics and LAMs provide useful clues as to the features the network finds most important for prediction.

Considering other studies and the physical features of our catheters, we first compare the performance of NGT and ETT prediction. These catheters originate close together on the images, but appear very different in length and intensity profile. Template matching was employed by Ramakrishna et al. (21), in which NGTs and ETTs were distinguished by their intensity profiles with sensitivities of 76.5% and 73.7%, and specificities of 84.0% and 91.3%, respectively. Using anatomic arguments for where catheters are generally expected, Sheng, Li and Pei (20) detect the presence of ETTs with 94% sensitivity and NGTs with 82% sensitivity. Other studies have used support vector machines to yield sensitivities in region of 91-95% (22, 23). In comparison with our results, we achieve a very high overall AP for NGTs and ETTs (over 97% each), and high sensitivity of 98% for NGTs, however several false negatives (8 of 47 cases) decreases our sensitivity to 83% for ETTs. Interestingly, ETT sensitivity is the only case where the single-label network (98%) outperforms the multi-label network. This is despite the LAMs indicating the appropriate region of ETTs is examined by the multi-label network even in incorrect cases (see Fig.5, top right). It is possible that the potential existence of another tube in this same region (an NGT) leads to confusion in the multi-label network.

Examining umbilical catheters (UACs and UVCs), these enter the abdomen close together (through the umbilicus) but differ in their course relative to the spine and cardiac silhouette. As well, unlike the difference in appearance of ETTs and NGTs, UACs and UVCs are identical in physical structure. This removes the possibility of intensity information contributing to their classification. Importantly, a UAC will often have a downward course as it enters the aorta via the iliac arteries, unlike a UVC which progresses upward and somewhat left (patient right) as it enters the inferior vena cava. Normal anatomic variants and common misplacement can lead to uncertainty for both the network and radiologists. For example, UVCs can be mistakenly placed in the portal vein, though it is much less common for UACs to take a lateral deviation as the catheter is advanced (7, 30). No other studies of which we are aware have specifically examined UAC and UVC classification, although Yi et al. (16) were able to detect both types of umbilical catheters in a network which was not specific to catheter type and detected only pixel locations of catheters of interest. The differences and challenges outlined above for the classification of UACs and UVCs appear to manifest in our network: a reduced overall AP and specificity for UVCs (0.94 and 79%, respectively) compared to UACs (0.98 and 100%, respectively). The greater number of false positive UVCs may also be due, in part, to portions of the catheter which are external to the patient misleadingly projecting over the abdomen so that it appears to be following an arterial course, in which case there may be a “false” trajectory confusing the network.
As discussed in the introduction, a broader consideration is the performance of our network in situations where there are multiple catheters. Apart from the studies previously mentioned, only one other has explored the consideration of multiple catheters: Subramanian et al. (18) classified multiple types of central venous catheters with a random forest model, and achieved a precision of 95%.

Analogous work has been done on other non-catheter radiographic findings, notably on chest X-rays (CXRs). For instance, Wang et al. also used ResNet-50 in a multi-label setup to identify 8 possible pathologies on adult CXRs, and achieved AP values ranging from 0.56 – 0.81 (31). Interestingly, our overall network performance in terms of AP did not decrease for the subset of data containing two or more catheters (maintaining a range of 0.94 – 1.00). Further, for most of our raw measures the multi-label network outperforms the catheter-specific single-label networks, confirming that there is at least some useful contribution of information pertaining to the presence or absence of other catheters. This provides confidence that our network is robust to the presence of multiple catheters, a situation commonly encountered in neonatal cases where breathing, nutrition, monitoring and medication support often coincide.

With respect to our choice of network, the current approach was based on ResNet-50. While more advanced network architectures such as ResNeXt (32) and DenseNet (33) might further improve performance, we found ResNet-50 to be a reasonable compromise between model size and performance. Segmentation methods that may isolate catheters from the image could also be incorporated to further improve the performance. However, given the current classification performance of our model, we argue that adding another layer of complexity is unnecessary. Further, we highlight that the proposed method is a critical component that builds toward a fully automatic catheter evaluation system.

Two noteworthy limitations of the above work pertain to our sample size and generalizability. In brief, labelling a large sample of images manually is a highly accurate but time-consuming exercise. Whilst we have attained a high level of model performance, our confidence intervals are somewhat broadened from the use of only 78 test images. It is also unclear how this network might perform with external validation on data gathered from another institution, as this was a single-site study, or on adult chest radiographs (which would not contain UACs or UVCs); such exploration has been set for future work, along with the two remaining questions on catheter detection (tip location and appropriate placement). The predictions of our network can nevertheless be useful for prepopulating radiology reports, although additional work is required to cast this tool into an efficient and effective component of the radiologist’s workflow.

**Conclusions**

We have constructed a multi-label CNN that accurately detects the presence or absence of four catheters of interest (NGTs, ETTs, UACs, UVCs) on neonatal chest/abdominal radiographs. The presence of multiple catheters yielded results that were consistent with the overall AP measurements. Our multi-label approach provides for a model that is more efficient and less complex than individual networks for each catheter of interest. In sum, we have a robust network which answers the question “what types of catheters are present?”, which contributes to our overall goal of constructing a tool that automatically detects correct placement of various catheters in radiographs. Such a tool could assist the workflow of radiologists by flagging cases for urgent assessment or augmenting diagnostic imaging reports. Our next steps are to generate analogous networks to answer the remaining questions for catheter placement: tip location and correct placement. These will be featured in future work.
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**SUPPLEMENTARY INFORMATION**

The figure and tables shown on the following pages are supplied as supplementary information, as referenced in the main text.
Fig. S1. Precision-Recall curves (from the validation dataset) for our 4 catheters of interest. We show results for the entire validation dataset (solid curves) and for the test images (dash-dot curves). For each catheter we also plot the accompanying thresholds for each recall value (dotted grey curves). NGT – nasogastric tube; ETT – endotracheal tube; UAC – umbilical arterial catheter; UVC – umbilical venous catheter.
Table S1. Detailed results for each catheter type from our model on 78 test cases, split by number of labels per image; an expanded version of Table 2 of the main text.

| # Labels | NGT | ETT | UAC | UVC | All/\text{f} |
|----------|-----|-----|-----|-----|------------|
|          |     |     |     |     |            |
| 0        | –   | –   | –   | –   | –          |
| 1\text{h} | 1 ( -) | – | – | 1 ( -) | – |
| 2        | 0.947 (0.036 – 1.000) | 1 ( -) | 0.971 (0.500 – 0.999) | 0.884 (0.263 – 0.994) | – |
| 3        | >1 ( -) | 1 ( -) | 1 ( -) | – | – |
| Single\text{e} | 0.976 (0.683 – 0.999) | 0.982 (0.794 – 0.999) | 0.979 (0.873 – 0.997) | 0.917 (0.763 – 0.975) | – |
|          |     |     |     |     |            |
|          |     |     |     |     |            |
|          |     |     |     |     |            |

**Average Precision**

### AUROC

| # Labels | NGT | ETT | UAC | UVC | All/\text{f} |
|----------|-----|-----|-----|-----|------------|
| 0        | –   | –   | –   | –   | –          |
| 1\text{h} | 1 ( -) | – | – | 1 ( -) | – |
| 2        | 0.947 (0.036 – 1.000) | 1 ( -) | 0.971 (0.500 – 0.999) | 0.884 (0.263 – 0.994) | – |
| 3        | >1 ( -) | 1 ( -) | 1 ( -) | – | – |
| Single\text{e} | 0.976 (0.683 – 0.999) | 0.982 (0.794 – 0.999) | 0.979 (0.873 – 0.997) | 0.917 (0.763 – 0.975) | – |
|          |     |     |     |     |            |
|          |     |     |     |     |            |
|          |     |     |     |     |            |

**Sensitivity**

| # Labels | NGT | ETT | UAC | UVC | All/\text{f} |
|----------|-----|-----|-----|-----|------------|
| 0        | –   | –   | –   | –   | –          |
| 1\text{h} | 1 ( -) | – | – | 1 ( -) | – |
| 2        | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
| 3        | >1 ( -) | 1 ( -) | 1 ( -) | 1 ( -) | – |
| Single\text{e} | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
|          |     |     |     |     |            |
|          |     |     |     |     |            |
|          |     |     |     |     |            |

**Specificity**

| # Labels | NGT | ETT | UAC | UVC | All/\text{f} |
|----------|-----|-----|-----|-----|------------|
| 0        | –   | –   | –   | –   | –          |
| 1\text{h} | 1 ( -) | – | – | 1 ( -) | – |
| 2        | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
| 3        | >1 ( -) | 1 ( -) | 1 ( -) | 1 ( -) | – |
| Single\text{e} | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
|          |     |     |     |     |            |
|          |     |     |     |     |            |
|          |     |     |     |     |            |

**Hamming Loss**

| # Labels | NGT | ETT | UAC | UVC | All/\text{f} |
|----------|-----|-----|-----|-----|------------|
| 0        | –   | –   | –   | –   | –          |
| 1\text{h} | 1 ( -) | – | – | 1 ( -) | – |
| 2        | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
| 3        | >1 ( -) | 1 ( -) | 1 ( -) | 1 ( -) | – |
| Single\text{e} | 0.947 (0.706 – 0.993) | 0.967 (0.595 – 0.966) | 0.925 (0.230 – 0.998) | 0.957 (0.512 – 0.998) | – |
|          |     |     |     |     |            |
|          |     |     |     |     |            |
|          |     |     |     |     |            |

Confidence intervals are set at 95%, computed as described in the main text. Values of 0 or 1 have undefined confidence intervals (-). NGT – nasogastric tube; ETT – endotracheal tube; UAC – umbilical arterial catheter; UVC – umbilical venous catheter; AUROC – area under the receiver operating characteristic curve.

\text{a} Dashes in these rows indicate that: AP cannot be computed due to the absence of true positive cases (precision = 0 for all recall); similarly AUROC cannot be computed; sensitivity is undefined here.

\text{b} Dashes in this column indicate that AP cannot be computed due to the absence of both true positive and false negative cases. Recall (sensitivity) is thus undefined in such cases.

\text{c} Dashes in this column indicate that AP cannot be computed due to the absence of both false positive and false negative cases (precision = 1 and recall = 1, always); specificity is undefined here.

\text{d} Combined results for those images containing multiple (2 or more) catheters.

\text{e} Single-label results are for individual binary classification networks for each type of catheter.

\text{f} Combined results for all catheter types. When computing these measures for all catheter types, there is some dependence among the data points since most of the images contain multiple catheters which may influence each other. Thus, this metric is not considered robust.

\text{g} Note that, unlike the three previous measures, values closer to zero represent better performance. See the text for details.
Table S2. Details of the test dataset results on 78 test cases by catheter type and number of labels, for both the multi-label and single-label networks.

|       | Multi-label network | Single-label network |
|-------|---------------------|----------------------|
|       | Number of labels per image: | 0 – 4 |
|       | 0 | 1 | 2 | 3 | 4 | >1 | 0 – 4 | 0 – 4 |
| NGT   | TN | 6 | 5 | 5 | 1 | 0 | 6 | 17 | 16 |
|       | FP | 1 | 0 | 0 | 1 | 1 | 0 | 2 | 3 |
|       | FN | 0 | 0 | 1 | 1 | 1 | 3 | 3 | 1 |
|       | TP | 0 | 8 | 18 | 16 | 14 | 48 | 56 | 58 |
| ETT   | TN | 7 | 11 | 8 | 2 | 0 | 10 | 28 | 22 |
|       | FP | 0 | 2 | 1 | 0 | 0 | 1 | 3 | 9 |
|       | FN | 0 | 0 | 2 | 1 | 1 | 4 | 4 | 1 |
|       | TP | 0 | 0 | 13 | 16 | 14 | 43 | 43 | 46 |
| UAC   | TN | 7 | 13 | 20 | 11 | 0 | 31 | 51 | 50 |
|       | FP | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
|       | FN | 0 | 0 | 2 | 3 | 2 | 7 | 7 | 4 |
|       | TP | 0 | 0 | 2 | 5 | 13 | 20 | 20 | 23 |
| UVC   | TN | 6 | 8 | 12 | 1 | 0 | 13 | 26 | 25 |
|       | FP | 1 | 0 | 2 | 3 | 0 | 5 | 7 | 7 |
|       | FN | 0 | 0 | 0 | 1 | 1 | 2 | 0 | 4 |
|       | TP | 0 | 5 | 10 | 14 | 14 | 38 | 45 | 41 |

Note: layout is analogous to Table 2 from the main text. TN – true negatives; FP – false positives; FN – false negatives; TP – true positives; NGT – nasogastric tube; ETT – endotracheal tube; UAC – umbilical arterial catheter; UVC – umbilical venous catheter; AUROC – area under the receiver operating characteristic curve.