Abstract

This article studies point-vortex models for the Euler and surface quasi-geostrophic equations. In the case of an inviscid fluid with planar motion, the point-vortex model gives account of dynamics where the vorticity profile is sharply concentrated around some points and approximated by Dirac masses. This article contains two main theorems and also smaller propositions with several links between each other. The first main result focuses on the Euler point-vortex model, and under the non-neutral cluster hypothesis we prove a convergence result. The second result is devoted to the generalization of a classical result by Marchioro and Pulvirenti concerning the improbability of collapses and the extension of this result to the quasi-geostrophic case.

1 Introduction

1.1 The inviscid surface quasi-geostrophic equation

We are interested in a model of point-vortices for the inviscid surface quasi-geostrophic equation

\[
\begin{aligned}
\partial_t \omega + v \cdot \nabla \omega &= 0, \\
v &= \nabla^\perp (-\Delta)^{-s} \omega, 
\end{aligned}
\]  

(SQG)

where \( v : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R}^2 \) is the fluid velocity and \( \omega : \mathbb{R}_+ \times \mathbb{R}^2 \to \mathbb{R} \) is called the active scalar. The notation \( \perp \) refers to the counterclockwise rotation of angle \( \frac{\pi}{2} \). Typically, the surface quasi-geostrophic equation models the dynamic in a rotating frame of the potential temperature for a stratified fluid subject to Brunt-Väisälä oscillations. This is a standard model for geophysical fluids and it is intensively used for weather forecast and climatology. For more details about this physical model, see e.g. [20] or [24]. Mathematically, the quasi-geostrophic equation has many properties in common with the two-dimensional Euler equation written in terms of vorticity

\[
\begin{aligned}
\partial_t \omega + v \cdot \nabla \omega &= 0, \\
v &= \nabla^\perp (-\Delta)^{-1} \omega. 
\end{aligned}
\]  

(Euler 2D)

The two-dimensional Euler equation can be seen as a particular case of the quasi-geostrophic equation where \( s \) is equal to 1. Local well-posedness of classical solutions for (SQG) was established in [7], where are also studied the analogies with the two and three-dimensional Euler equation. Solutions with arbitrary Sobolev growth were constructed in [14] in a periodic setting. So far and contrarily to the two-dimensional Euler equations, establishing global well-posedness of classical solutions for (SQG) is an open problem. Note also that the global existence of weak solutions in \( L^2(\mathbb{R}^2) \) was established in [21], but below a certain regularity threshold, these weak solutions show dissipative behaviors and non-uniqueness is possible [5]. Exhibiting global
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smooth solutions or patch solutions is a challenging issue as there is no equivalent of the Yu-
dovitch theorem [25]. A first example was recently provided in [6] by developing a bifurcation
argument from a specific radially symmetric function. The variational construction of an alter-
native example in the form of a smooth traveling-wave solution was completed in [12, 10].
Corotating patch solutions with two patches [13] and \( N \) patches forming an \( N \)-fold symmet-
rical pattern [8] were recently exhibited with bifurcation argument. The \( C^1 \) analogous of these
solutions has also been investigated independently recently in [1]. Another recent independent
result [11] also build corotating solutions with \( N \) patches using variational argument. In this
last article, the desingularization of the associated point-vortex problem is achieved.

The present work aims at developing the understanding of the links between the quasi-
geostrophic equation and the two-dimensional Euler equation through the study of the point-
vortex model. In the case of the two-dimensional Euler equation, the point-vortex model is a
system of differential equations for points on \( \mathbb{R}^2 \) that approximates situations where the vorticity
\( \omega \) is highly concentrated around several points. In such a situation, it is more convenient to
see the vorticity as being a sum of Dirac masses evolving in time. This model is widely studied
in fluid mechanics of the plane. An extensive presentation of the main results on this system
can be found at [16, Chap. 4], completed by [15]. The desingularization problem which consists
in a rigorous derivation of the point-vortex model is a classical issue for the two-dimensional
Euler equation [23], to our knowledge it is still open for (SQG) vortices although recent results
exist [9, 22].

This article generalizes several existing results known for the Euler vortices or extends known
results for Euler to the quasi-geostrophic case. The first proposition of this article is the gen-
eralization of a uniform bound result, Theorem 2.1 in [16, Chap. 4]. We prove that under the
non-neutral cluster hypothesis (defined hereafter) the vortices stays bounded in finite time and
this bound does not depend on the singularity of the kernel nor on the initial position of the
vortices. We also provide a uniform relative bound for a slight relaxation of the non-neutral
cluster hypothesis. In the second part of this work we prove that under the non-neutral cluster
hypothesis the trajectories of the vortices for the Euler model are convergent in finite time even
in the case of collapses. The quasi-geostrophic case is left open. The third part of this work is
devoted to the question of the improbability of collapses. This consists in studying the Lebesgue
measure of the initial conditions leading to a collapse, which is expected to be equal to 0. This
question has been successfully answered by Theorem 2.2 in [16, Chap. 4] under the non-neutral
cluster hypothesis for the Euler point-vortices. The extension to the quasi-geostrophic case was
achieved by [9] in the case \( 1/2 < s < 1 \). We generalize this result to (SQG) for all \( s \in (0, 1] \) and
we weaken the non-neutral cluster hypothesis since we allow the total sum of the intensities of
the vortices to be equal to 0.

1.2 Presentation of the point-vortex model

The point-vortex model on the plane \( \mathbb{R}^2 \) consists in assuming that at time \( t = 0 \) the vorticity
can write as a sum of Dirac masses,

\[
\omega(t = 0, x) = \sum_{i=1}^{N} a_i \delta_{x_i},
\]

The points \( x_i \) are the respective position of the vortices \( a_i \delta_{x_i} \) and the coefficients \( a_i \neq 0 \) are their
intensity. The first equation in (SQG) or (Euler 2D) is a transport equation on the vorticity \( \omega \).
It is expected that the Dirac masses initially located at \( x_i \) are left unchanged but transported
by the flow. Formally, if we solve the evolution equations (SQG) or (Euler 2D) with initial
datum (1), we obtain that the initial speed writes

\[
v(t = 0, x) = \sum_{i=1}^{N} a_i \nabla_{x_i} G(|x_i - x|),
\]
where \( G \) is the profile of the Green function of the fractional Laplace operator \((-\Delta)^s\) in the plane \( \mathbb{R}^2 \). Here the parameter \( s \) is chosen to be in \((0, 1] \). In this case, The profiles \( G : \mathbb{R}^*_+ \to \mathbb{R} \) are given by:

\[
G_1(r) := \frac{1}{2\pi} \log \left( \frac{1}{r} \right) \quad \text{and} \quad G_s(r) := \frac{\Gamma(1-s)}{2^{2s} \pi \Gamma(s)} \frac{1}{r^{2(1-s)}},
\]

with \( \Gamma \) the classical Gamma function. Nevertheless, a problem arises from the singularity of the speed in (2). Since the vorticity is concentrated in one point then it is usually assumed that it does not interact with itself but only with the vortices that are at a positive distance. We derive that the differential equation describing the evolution of the position of the vortices is given by

\[
\frac{d}{dt} x_i(t) = \sum_{j=1}^{N} a_j \nabla_{x_i} G(|x_i(t) - x_j(t)|),
\]

where \( \nabla G(|x|) \) is a shortcut for the gradient of the function \( x \mapsto G(|x|) \). This useful notation is coming from the reference work \([16, \text{Chap. 4}]\). In the other cases and to avoid ambiguity, the gradient of a function will be denoted using the variable in subscript: \( \nabla_{x_i} \). We are going to generalize some of the results in \([16, \text{Chap. 4}]\) to more general kernel profiles \( G \) that include the quasi-geostrophic case. In the sequel, the function \( G : \mathbb{R}^*_+ \to \mathbb{R} \) is assumed to be chosen such that (4) satisfy the hypothesis of the Cauchy-Lipschitz theorem (also known as Picard-Lindelöf theorem) as long as the distances between vortices remain positive.

**Definition 1.1 (Set of collapses).** The set of initial datum such that two or more vortices collapse on the interval of time \([0, T]\) is defined by

\[
\mathcal{E}_T := \left\{ X \in \mathbb{R}^{2N} : \exists T_X \in [0, T), \liminf_{t \to T_X} \min_{i \neq j} |x_i(t) - x_j(t)| = 0 \right\}.
\]

We then set

\[
\mathcal{E} := \bigcup_{T=1}^{+\infty} \mathcal{E}_T.
\]

The set \( \mathcal{E} \) is called the *set of collapses* and \( T_X \) is the time of collapse associated to the initial datum \( X \in \mathcal{E} \). Note that these sets depend on the choice of the kernel \( G \).

The point-vortex differential equation (4) is well-defined for all initial datum \( X \in \mathbb{R}^{2N} \setminus \mathcal{E} \). If we restrict the analysis to a bounded interval of time \([0, T]\) then it is well-defined for all initial datum \( X \in \mathbb{R}^{2N} \setminus \mathcal{E}_T \), which eventually allows us to study a possible vortex collapse at time \( t = T \).

Concerning the point-vortex problem, the main element to point-out about this dynamics is its Hamiltonian nature. The Hamiltonian of the point-vortex system is given by

\[
H : \mathbb{R}^{2N} \to \mathbb{R}, \quad X = (x_1 \ldots x_N) \mapsto \sum_{i \neq j} a_i a_j G(|x_i - x_j|).
\]

The system (4) can be rewritten

\[
a_i \frac{d}{dt} x_i(t) = \nabla_{x_i} H(X).
\]

The first consequence of this Hamiltonian reformulation is the preservation of the Hamiltonian \( H \) along the flow \( S^t \) of (4):

\[
\forall t \in [0, T), \quad \frac{d}{dt} H(S^t X) = 0.
\]
We recall that the flow of a differential equation is the function $S^t$ that maps the position $X \in \mathbb{R}^{2N}$ at time $t = 0$ to the position at time $t$. In other words, $S^t X = (x_1(t), \ldots, x_N(t))$ solution to (4), with initial positions $X = (x_1, \ldots, x_N)$. Another consequence of the Hamiltonian of the system is the Liouville theorem that ensures the preservation of the Lebesgue measure by the flow. More precisely, if $V_0 \subseteq \mathbb{R}^{2N} \setminus C_T$ is measurable, then we have

$$\forall t \in [0, T), \quad \frac{d}{dt} \mathcal{L}^{2N}(S^t V_0) = 0,$$

where $\mathcal{L}^{2N}$ denotes the Lebesgue measure on $\mathbb{R}^{2N}$. For the proof of the Liouville Theorem, we refer to the one given by Arnold in [3, Part 3]. With the Hamiltonian formulation also comes the Noether theorem [17] that provides the quantities left invariant by the flow corresponding to the geometrical invariances of the Hamiltonian $H$. The vorticity vector is defined for all initial datum $X \in \mathbb{R}^{2N}$ by

$$M(X) := \sum_{i=1}^N a_i x_i.$$  

(11)

The translations invariance of $H$ implies the conservation of the vorticity vector:

$$\forall t \in [0, T), \quad \frac{d}{dt} M(S^t X) = 0.$$  

(12)

When the system is non-neutral, meaning that $\sum a_i \neq 0$, this lemma implies the preservation of the center of vorticity of the system defined by

$$B(X) := \left( \sum_{i=1}^N a_i \right)^{-1} \sum_{i=1}^N a_i x_i.$$  

(13)

Similarly, the invariance by the rotations, implies the conservation of the moment of inertia defined by

$$I(X) := \sum_{i=1}^N a_i |x_i|^2.$$  

(14)

We have:

$$\forall t \in [0, T), \quad \frac{d}{dt} I(S^t X) = 0.$$  

(15)

The combination of these two lemmas implies the preservation of

$$C(X) := \sum_{i=1}^N \sum_{j=1 \atop i \neq j}^N a_i a_j |x_i - x_j|^2.$$  

(16)

Indeed, if we expand the square in the right-hand side of (16), we obtain by a straight-forward calculation

$$C(X) = 2 \left( \sum_{i=1}^N a_i \right) I(X) - 2 |M(X)|^2.$$  

(17)

The preservation of this quantity is referred as a collapse constraint because it is widely used in the study of vortex collapses for small number of vortices [18, 19, 2, 4]. Indeed, a collapse means that $|x_i - x_j|^2$ vanishes for some values of $i$ and $j$. Combined with the preservation of $C$, this gives a necessary condition for a vortex collapse. For instance, in the case of a collapse for a system of 3 vortices, this gives the constraint $C = 0$. 

4
2 Main results

2.1 Uniform bound results

2.1.1 The uniform bound Theorem

The specific case of the Euler point-vortex system corresponds to the Green function of the Laplacian (3). This particular case is studied in [16, Chap. 4]. More precisely, they focused on a specific situation for which the intensities for the vortices satisfy

\[ \forall A \subseteq \{1 \ldots N\} \text{ s.t. } A \neq \emptyset, \sum_{i \in A} a_i \neq 0. \tag{18} \]

A vortex system such that the sum of all the intensities \( a_i \) is equal to 0 is called in [16, Chap. 4] a “neutral system”. No name to Hypothesis (18) is given and we suggest that to call it “non-neutral clusters hypothesis”.

The main interest of this hypothesis relies on the preservation of the center of vorticity property (12). Under the non-neutral cluster hypothesis, the center of vorticity is well defined, not only for the whole system but also for any subset of vortices. It can be said intuitively that a vortex cluster is expected to “turn around its center of vorticity”. More precisely, we provide a bound on the trajectories that is uniform with respect to the initial datum \( X \in \mathbb{R}^{2N} \) but also with respect to the singularity of the kernel profile \( G \) near 0.

**Proposition 2.1** (Uniform bound on the trajectories). Consider the point-vortex dynamic (4) under the non-neutral clusters hypothesis (18) with a kernel profile \( G \in C^{1,1}_{\text{loc}}(\mathbb{R}^+ \cap C^{1,1}([1, +\infty])). \)

Then, given any positive time \( T > 0 \), there exist a constant \( C \) such that for all initial datum \( X \in \mathbb{R}^{2N} \setminus \mathcal{C}_T \),

\[ \sup_{t \in [0,T]} \left| X - S^G_t X \right| \leq C, \tag{19} \]

where \( S^G_t \) is the (4) flow associated to kernel profile \( G \). Moreover, the constant \( C \) depends only on \( N \), the intensities \( a_i \), the final time \( T \) and on supremum of \( r \mapsto |\frac{dG}{dr}(r)| \) for \( r \geq 1 \). This constant \( C \) does not depend on the initial datum \( X \in \mathbb{R}^{2N} \) nor on the singularity of the kernel \( r \mapsto G(r) \) when \( r \to 0 \).

In [16, Chap. 4], a weaker version of this result is established only for the Euler case. We extend this result to a general case where it holds no matter what the singularity of the kernel \( G \) in \( 0^+ \) is with a proof widely inspired from Theorem 2.1 in [16, Chap. 4]. We remark that the non-neutral cluster hypothesis (18) is essential. Indeed, the simple situation of a vortex pair with intensities +1 and −1 gives raise to a translation motion along two parallel lines at a speed that blows up as the initial distance between the two vortices goes to \( 0^+ \). The trajectories are bounded in finite time but the bound is not uniform, depending on the initial conditions and on the singularity of the kernel near \( r = 0 \). We underline that Theorem 2.1 apply to the quasi-geostrophic case given by the Green function of the fractional Laplacian (3). In this sense, this theorem is the extension of Theorem 2.1 in [16, Chap. 4] to the quasi-geostrophic case. Another improvement lays in an explicit computation of the constant appearing in (19) (unlike [16, Chap. 4]). It is given by a recursive formula with respect to the number off vortices.

2.1.2 The case of intensities \( a_i \) all positive

As a further consequence of Theorem 2.1 we can show the the impossibility of collapses in the case where the intensities \( a_i \) are all positive.

**Corollary 2.2.** Let \( G \) be a profile such that

\[ |G(r)| \to +\infty \quad \text{as } r \to 0. \tag{20} \]
Assume that the intensities \( a_i \) are all positive and consider an initial datum \( X \in \mathbb{R}^{2N} \) for the point-vortex system (4) such that \( x_i \neq x_j \) for all \( i \neq j \). Then there is no collapse of vortices at any time.

Contrarily to the existence result given by Theorem 2.2 in [16, Chap. 4] and its generalization to (SQG) at Theorem 2.7, this result is true for all initial datum and not only for almost every one. Hypothesis (20) may appear a bit restrictive. Indeed, if we consider the kernels

\[
\forall r > 0, \quad \frac{dG}{dr}(r) = \frac{1}{r^\alpha},
\]

with \( 0 < \alpha < 1 \) then the associated kernel \( G \) does not satisfy (20). The possibility to extend Corollary 2.2 to this case is an open problem. Nevertheless, the physical relevant cases are \( \alpha = 1 \) for the Euler model or \( 3 < \alpha < 1 \) for the quasi-geostrophic model. For these values of \( \alpha \), Corollary 2.2 apply.

### 2.1.3 The uniform relative bound theorem

A natural question concerning Theorem 2.1 is to ask what this result becomes when the non-neutral cluster hypothesis (18) ceases to be satisfied. For instance, we consider instead of (18) the following hypothesis:

\[
\forall A \subseteq \{1, \ldots, N\} \text{ s.t. } A \neq \emptyset \text{ or } \{1, \ldots, N\}, \quad \sum_{i \in A} a_i \neq 0.
\]

In other words, all the strict sub-clusters must have the sum of their intensities different from 0 but we allow the total sum \( \sum_{i=1}^{N} a_i \) to be equal to 0. This situation is achieved for instance by the vortex pair of intensities +1 and \(-1\) that are translating at a constant speed.

**Proposition 2.3** (Uniform relative bound on the trajectories). For a given set of points noted \( X = (x_1 \ldots x_N) \in \mathbb{R}^{2N} \), we define the diameter of this set by

\[
diam(X) := \max_{i \neq j} |x_i - x_j|.
\]

Consider the point-vortex dynamic (4) under hypothesis (22) with a kernel profile \( G \in \mathcal{C}^{1,1}_{\text{loc}}(\mathbb{R}^*_+), \cap \mathcal{C}^{1,1}([1, +\infty[) \). Let \( T > 0 \) the final time. Then for all kernel profile \( G \in \mathcal{C}^{1,1}_{\text{loc}}(\mathbb{R}^*_+), \cap \mathcal{C}^{1,1}([1, +\infty[) \) and for all initial datum \( X \in \mathbb{R}^{2N} \) that are not leading to collapse on \([0, T)\),

\[
\sup_{t \in [0,T]} \text{diam}\left(S^t_G X \right) \leq \text{diam}(X) + C,
\]

where \( S^t_G \) is the flow associated to (4) with the kernel profile equal to \( G \). Moreover, the constant \( C \) depends only on \( N \), the intensities \( a_i \), the final time \( T \) and on supremum of \( r \to \left| \frac{dG}{dr}(r) \right| \) for \( r \geq 1 \).

This constant \( C \) does not depend on the initial datum \( X \in \mathbb{R}^{2N} \) nor on the singularity of the kernel \( r \to G(r) \) when \( r \to 0 \). The reasoning is close to the one of Proposition 2.1.

Similarly, the constant is computed explicitly throughout the proof of the theorem.

### 2.2 Convergence result for Euler point-vortices

The systems of vortices that are studied with more details in [16, Chap. 4] are the systems for which the non-neutral clusters hypothesis (18) holds. As stated in the previous section, their result concerning uniform bound on the trajectories can be improved to consider a much wider class of point-vortex systems, including the quasi-geostrophic case. Nevertheless, in the particular case of the Euler point-vortex system with the non-neutral clusters hypothesis (18),
we are also able to write a convergence result. When vortices come to collapse, their speed may become infinite as a consequence of the kernel profile singularity in $0^+$. But if their speed blows up, then any pathological behavior near the time of collapse $T_X$ is \textit{a priori} possible. We prove here that the trajectories are actually convergent in the Euler case.

**Theorem 2.4** (Convergence for Euler vortices under non-neutral clusters hypothesis). Consider the point-vortex model (4) under hypothesis (18) with a kernel profile $G_1$ corresponding to the Green function of the Laplacian (3). Let $X \in \mathcal{C}$ be an initial datum leading to a collapse at time $T_X$. Then, for all $i = 1 \ldots N$, there exists an $x_i^* \in \mathbb{R}^2$ such that

$$x_i(t) \rightarrow x_i^* \quad \text{as } t \rightarrow T_X^-.$$  

The first step of the proof consists in the following idea: For a fixed value of $t \in [0, T_X)$ define the distribution $P_t := \sum_{i=1}^N a_i \delta_{x_i(t)}$. The point-vortex equation gives that this distribution converges as $t \rightarrow T_X^-$. In a second time, it is possible to prove that this convergence is actually stronger and obtain (25) by exploiting the non-neutral cluster hypothesis. The proof of this result is specific to the Euler case and we do not know yet whether the conclusion extends to the (SQG) case.

### 2.3 Improbability of collapses for point-vortices

Understanding the sets of collapses $\mathcal{C}_T$ is an important issue for the study of point-vortices since these sets give the time of existence of the point-vortex system for a given initial datum. Marchioro and Pulvirenti in their study of the point-vortex problem [16] provided the following improbability result

**Theorem 2.5** (Improbability of collapses, Marchioro-Pulvirenti, 1993). Consider the point-vortex problem (4) with kernel profile $G_1$, the kernel associated to the Green function of the Laplacian on the plane (3). Assume that the intensities of the vortices satisfy the non-neutral cluster hypothesis (18).

Then, the set of initial datum for the dynamic (4) that lead to collapses in finite time is a set of Lebesgue measure equal to 0.

The non-neutral cluster hypothesis (18) is an important hypothesis for this theorem as it allows us to use Theorem 2.1 that provides a uniform bound. Concerning this result, the most natural question consists in removing this assumption on the intensities of the vortices, which eventually leads to the following conjecture.

**Conjecture 2.6.** The set of collapses $\mathcal{C}$ has a Lebesgue measure 0.

It is not yet possible to prove such a conjecture. The main difficulty lays in the understanding of the situations where some vortices collide in such a way that they go to infinity in finite time, or show an unbounded pathological behavior. The existence of unbounded trajectories in finite time is also an open problem. Although we are not able to answer to Conjecture (2.6), we are able to improve Theorem 2.5 as stated in the following theorem:

**Theorem 2.7** (improbability of collapses for Euler and SQG vortices). Consider the point-vortex problem (4) with kernel profile $G_s$, the kernel associated to the Green function of the Laplacian or the fractional Laplacian on the plane (3) for $s \in (0, 1]$. Assume that the intensities of the vortices satisfy (22).

Then, the set of initial datum leading to collapses has a Lebesgue measure equal to 0.

This theorem is slightly more general than Theorem 2.5 for two reasons. First, it is true both for Euler and for quasi-geostrophic point-vortex models. This aspect was already partially improved by [9], where they obtained the result for $s > 1/2$. Indeed, the value $s = 1/2$ appear
to be a critical value for the quasi-geostrophic equations where integrability problems arise. Our arguments manage to pass through these difficulties and obtain the result for all $s \in (0, 1]$. The second improvement lays in the fact that we managed to replace the non neutral cluster hypothesis (18) by the weaker hypothesis (22). This weaker hypothesis can be seen at first sight as a small improvement. Nevertheless, it make a quite important difference because the non neutral cluster hypothesis (18) implies that the trajectories are bounded (Theorem 2.1) whereas hypothesis (22) only imply a relative bound (Theorem 2.3). In other words, this improbability result allows a simple unbounded behaviors: the cases where the vortices collectively goes to infinity. In the article [9], the authors study the evolution in time of the following function:

$$\Phi(X) := \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{j \neq i} |x_i - x_j|^{-\beta}$$

(26)

when the $x_i(t)$ evolves according to the point-vortex equation (4) to obtain sufficient conditions for a collapse. Indeed, this function blows up if $|x_i(t) - x_j(t)| \to 0$ as $t \to T$ at a speed depending on the choice of $\beta > 0$ and then it is possible to study the collapses as being the set points for which this function becomes unbounded in time. Unfortunately, the choice of $\beta$ that must be made for this proof (depending on the value of $s$) create intergability problems when $0 < s \leq 1/2$. We overcome these problems arising in the proof of [9] when $s \leq 1/2$ by replacing the singularity $r^{-\beta}$ in the definition of $\Phi$ by a regularized version with parameter $\varepsilon > 0$. We then proceed to a reasoning similar to the one of Marchioro and Pulvirenti [16, Chap. 4] and then conclude by letting $\varepsilon \to 0$.

3 Outlines of the proofs

To ease the general reading and understanding of the article, we draw here only the outlines of the proofs of the main Theorems. These larger proofs are decomposed into smaller lemmas stated in this section and forming the main intermediate steps. The links and articulations between the different lemmas are developed in this section but the detailed technical proofs of each different Lemma are all postponed to Section 4. Concerning Propositions 2.1 and 2.3, the proofs are shorter and directly done in section 4.

3.1 Outline of the proof for Theorem 2.4

The first part of the proof consists in considering Dirac masses located on the vortices and to prove that this converges in the distributional sense as $t \to T_X$, the time of collapse.

Lemma 3.1 (Convergence of the Dirac measures). Let $X \in \mathbb{R}^{2N}$. From the vortices $x_i(t)$ evolving according to the differential equations (4) with initial datum $X$, define the distribution

$$P_X(t) := \sum_{i=1}^{N} a_i \delta_{x_i(t)},$$

(27)

where $\delta_x$ denotes the Dirac mass at point $x \in \mathbb{R}^2$. Assume now that the evolution problem associated to the initial datum $X$ is well defined on an interval of time $[0, T)$ for some $T > 0$. Then, there exists $X^* \in \mathbb{R}^{2N}$ and $b \in \{0, 1\}^N$ such that

$$\sum_{i=1}^{N} a_i \delta_{x_i(t)} \rightharpoonup \sum_{i=1}^{N} a_i b_i \delta_{x_i^*}$$

(28)

in the weak sense of measure as $t \to T^-$

and such that

$$b_i = 0 \quad \implies \quad \sup_{t \in [0, T]} |x_i(t)| = +\infty.$$
Note that the proof makes no use of the non-neutral clusters hypothesis (18). In the particular case where this hypothesis is satisfied, theorem 2.1 implies that the vortices stay bounded on bounded intervals of time. Therefore, in this particular case all the coefficients $b_i$ given by this lemma are equal to 1.

The next step of the proof exploits more precisely Hypothesis (18) and the continuity of the trajectories to obtain that a given vortex $x_i(t)$ can only converge as $t \to T^-$ to one element of the set $\{x_1^* \ldots x_N^*\}$ given by Lemma 3.1. More precisely, if a given point $x_i(t)$ have at least two adherence points, it is possible to extract a third adherence point that does not belongs to $\{x_1^* \ldots x_N^*\}$ and this provides a contradiction with Lemma 3.1. See Section 4 for a detailed proof.

3.2 Outline of the proof for Theorem 2.7

3.2.1 The modified system

Let $i$ be fixed in $\{1 \ldots N\}$. The modified system consists in studying the evolution of $y_{ij} := x_i - x_j$ for $j \in \{1 \ldots N\} \setminus \{i\}$. The idea is that knowing the relative position of the vortices (the differences $y_{ij}$) is enough to study the problem of collapses. The initial problem (4) implies that

$$
\frac{d}{dt}(x_i - x_j)(t) = \sum_{k \neq i} a_k \nabla^+ G_s(|x_i - x_k|) - \sum_{k \neq j} a_k \nabla^+ G_s(|x_j - x_k|).
$$

(29)

Therefore, the evolution of $y_{ij}$ is given by

$$
\frac{d}{dt}y_{ij} = (a_i + a_j) \nabla^+ G_s(|y_{ij}|) + \sum_{k \neq i,j} a_k \left( \nabla^+ G_s(|y_{ik}|) + \nabla^+ G_s(|y_{ij} - y_{ik}|) \right).
$$

(30)

The main interest of this new system is that Theorem 2.7 can be reformulated using only the differences $y_{ij}$.

**Lemma 3.2** (Reformulation of Theorem 2.7). Denote by $Y_i(t) := (y_{ij}(t))_{j \neq i}$ the solution to (30) at time $t$ with initial datum $Y_i \in \mathbb{R}^{2(N-1)}$. Assume that for all $i \in \{1 \ldots N\}$ and for all $T > 0$ and $\rho > 0$ the set

$$
\{ Y_i := (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists T_X \in [0, T], \liminf_{t \to T_X} \min_{j \neq i} |y_{ij}(t)| = 0 \}.
$$

(31)

has its Lebesgue measure $\mathcal{L}^{2(N-1)}$ equal to 0. Then in this case the conclusion of Theorem 2.7 holds.

The notation $\mathcal{B}(x_0, \rho)$ refers to the Euclidean ball of $\mathbb{R}^2$ of center $x_0$ and radius $\rho$. The rest of the work consists then in studying this system (30) and to establish that (31) does have measure 0. This modified dynamics has many properties in common with the original one. In particular, this new dynamics still satisfies the Liouville property. Define the function $\mathcal{H}_{ij} : \mathbb{R}^{2(N-1)} \to \mathbb{R}$ by

$$
\mathcal{H}_{ij}(y_{ik})_{k \neq i} := (a_i + a_j) G_s(|y_{ij}|) + y_{ij} \cdot \sum_{k \neq i,j} a_k G_s(|y_{ik}|) + \sum_{k \neq i,j} a_k G(|y_{ij} - y_{ik}|).
$$

(32)

Combining this equation with (30) gives

$$
\frac{d}{dt}y_{ij} = \nabla^+ y_{ij} \mathcal{H}_{ij}(y_{ik})_{k \neq i}.
$$

(33)
This equation says that, in a certain sense, the dynamic of the vector \( Y_i := (y_{ij})_{j \neq i} \) shows an Hamiltonian structure. It is not an Hamiltonian system because the function \( H_{ij} \) depends on \( j \) but there is still a structure with an operator \( \nabla^\perp \). Therefore, the Schwartz theorem gives

\[
\text{div}_y \left( \frac{d}{dt} y_{ij} \right) = \text{div}_y \left( \nabla^\perp_{y_{ij}} H_{ij} \left[ (y_{ik})_{k \neq i} \right] \right) = 0. \tag{34}
\]

Since the velocity is divergent-free, a Liouville theorem holds for this dynamics.

**Lemma 3.3** (Liouville theorem). The Lebesgue measure on the space \( \mathbb{R}^{2(N-1)} \) given by

\[
\prod_{j \neq i} dy_{ij} \tag{35}
\]

is preserved by the flow \( \Theta_t^i \) associated to (33).

A detailed proof of the Liouville theorem in a more general setting can be found at [3, Part 3] and we refer to it for the proof of Lemma 3.3.

### 3.2.2 Estimate the collapses

From the kernel \( G_s \) given at (3), define now the regularized profiles \( G_{s,\varepsilon} \) for \( \varepsilon \in (0,1] \). The objective here is to drop the singularity of the kernel \( G_s \) near \( 0^+ \). We ask \( G_{s,\varepsilon} \) to be \( C^1 \) on \( \mathbb{R}_+ \) (until the boundary) and to verify

- \( G_{s,\varepsilon}(q) = G_s(q) \) when \( \varepsilon \leq q \), \( \tag{36} \)
- \( |G_{s,\varepsilon}(q)| \leq |G_s(q)| \) for all \( q \in \mathbb{R}_+ \), \( \tag{37} \)
- \( \left| \frac{d}{dq} G_{s,\varepsilon}(q) \right| \leq \left| \frac{d}{dq} G_s(\varepsilon) \right| \) for all \( q \leq \varepsilon \), \( \tag{38} \)
- \( |G_{s,\varepsilon}(q)| \leq 2|G_s(\varepsilon)| \) for all \( q \in \mathbb{R}_+ \). \( \tag{39} \)

Since \( G_{s,\varepsilon} \) is of class \( C^{1,1} \) on \( \mathbb{R}_+ \), the dynamic defined by (4) for the kernel \( G_{s,\varepsilon} \) is always well-defined and is Hamiltonian. In the sequel we denote \( \Theta_t^{i,\varepsilon} \) the flow at time \( t \) associated to the evolution equation (30) with the kernel profile \( G_s \) replaced by the regularization \( G_{s,\varepsilon} \). The motion induced by the kernel profile \( G_{s,\varepsilon} \) coincides with the original motion provided that the distances between the vortices remain higher than \( \varepsilon \). Theorem 2.7 can be reformulated as follows.

**Lemma 3.4** (Reformulation of Theorem 2.7 with \( \varepsilon \)-Regularized dynamic). Assume that for all \( T > 0 \) and for all \( \rho > 0 \) we have the following convergence:

\[
\mathcal{L}^{2(N-1)} \left\{ Y_i = (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \min_{j \neq i} \inf_{t \in [0,T]} \left| y_{ij}^\varepsilon(t) \right| \leq \varepsilon \right\} \xrightarrow[\varepsilon \to 0^+]{} 0. \tag{40}
\]

Then for all \( i \in \{1 \ldots N\} \), the set (31) has Lebesgue measure 0.

This lemma is nothing more than Lemma 3.2 where we added this parameter \( \varepsilon > 0 \) allowing us to regularize the kernel. Therefore, combined with Lemma 3.2, this lemma gives Theorem 2.7 provided that the convergence (40) holds.

**Lemma 3.5.** Let \( i \in \{1 \ldots N\} \), \( \varepsilon > 0 \) and \( \rho > 0 \). Then

\[
\mathcal{L}^{2(N-1)} \left\{ Y_i = (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \min_{j \neq i} \inf_{t \in [0,T]} \left| y_{ij}^\varepsilon(t) \right| \leq \varepsilon \right\} \leq C \left\{ \begin{array}{ll}
\varepsilon & \text{if } s > 0.5, \\
\varepsilon \log(1/\varepsilon) & \text{if } s = 0.5, \\
\varepsilon^{2s} & \text{if } s < 0.5.
\end{array} \right. \tag{41}
\]

where the constant \( C \) only depends on \( N \), \( |a_i| \), \( T \) and \( \rho \).

The proof of this last lemma is reminiscent from the proof of Theorem 2.5 with some new arguments. The main idea is to rely on a Bienaymé-Tchebycheff inequality applied to a well-chosen function. This last estimate (41) with Lemma 3.4 concludes the proof of Theorem 2.7. □
4 Technical proofs

4.1 Proofs for the Hamiltonian formulation

4.1.1 Proof of the preservation of the Hamiltonian (9)

Let \( X \in \mathbb{R}^{2N} \setminus \mathcal{C}_T \). The Hamiltonian formulation (8) implies

\[
\frac{d}{dt} H(S^t X) = \sum_{i=1}^{N} \nabla_{x_i} H(S^t X) \cdot \frac{d}{dt} x_i(t) = \sum_{i=1}^{N} \frac{1}{a_i} \nabla_{x_i} H(S^t X) \cdot \nabla_{x_i} H(S^t X) = 0,
\]

where we used the general fact: \( \nabla_f(x) \cdot \nabla_{\perp} f(x) = 0 \).

4.1.2 Proof of the conservation of the vorticity vector (12)

Let \( X \in \mathbb{R}^{2N} \setminus \mathcal{C}_T \), by direct computation using (4):

\[
\frac{d}{dt} M(S^t X) = \sum_{i=1}^{N} a_i \frac{d}{dt} x_i(t) = \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j \nabla^\perp (|x_i(t) - x_j(t)|) = 0,
\]

where we used the identity \( \nabla^\perp (|x|) = -\nabla^\perp (|x|) \).

4.1.3 Proof of the conservation of the moment of inertia (15)

Let \( X \in \mathbb{R}^{2N} \setminus \mathcal{C}_T \), by direct computation using (4):

\[
\frac{d}{dt} I(S^t X) = 2 \sum_{i=1}^{N} a_i x_i(t) \cdot \frac{d}{dt} x_i(t) = 2 \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j x_i(t) \cdot \nabla^\perp (|x_i(t) - x_j(t)|).
\]

If we proceed to a symmetrization of the double sum above, swapping the indices \( i \leftrightarrow j \), and using the identity \( \nabla^\perp (|x|) = -\nabla^\perp (|x|) \), we are led to

\[
\frac{d}{dt} I(S^t X) = \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j (x_i(t) - x_j(t)) \cdot \nabla^\perp (|x_i(t) - x_j(t)|).
\]

Observing now that the vector \( \nabla^\perp (|x|) \) is orthogonal to the vector \( x \), we deduce that all the scalar products appearing in the expression above are 0.

4.2 Proofs for the uniform bound results

4.2.1 Proof of Propositions 2.1 and 2.3

The two uniform bounds given by Propositions 2.1 and 2.3 are a consequence of the following proposition:

Proposition 4.1. Let \( N \in \mathbb{N} \) with \( N \neq 0 \) and let \( a_i \neq 0 \) with \( i = 1 \ldots N \). let \( X \in \mathbb{R}^{2N} \) be an initial datum for the following differential evolution problem for \( t \in [0,T) \):

\[
\frac{d}{dt} x_i(t) = \sum_{j=1}^{N} a_j \nabla^\perp (|x_i(t) - x_j(t)|) + f_i(t,x_i(t)),
\]

where we used the identity \( \nabla_f(x) \cdot \nabla_{\perp} f(x) = 0 \).
where \( G \in C_{∞}^{1,1}(\mathbb{R}^2) \cap C^{1,1}([1, +∞[) \) is the kernel profile and where \( f_i : [0, T) \times \mathbb{R}^2 \to \mathbb{R}^2 \) are smooth external fields. One makes the assumption that there are no collapses for all \( t \in [0, T) \) so that the dynamic (46) is well-defined. One sets:

\[
a := \sum_{i=1}^{N} |a_i|,
A_0 := \min_{\mathcal{P} \subseteq \{1, \ldots, N\}, \mathcal{P} \neq \emptyset, \mathcal{P} \neq \{1, \ldots, N\}} \left| \sum_{i \in \mathcal{P}} a_i \right|,
A := \min_{\mathcal{P} \subseteq \{1, \ldots, N\}} \left| \sum_{i \in \mathcal{P}} a_i \right| = \min \left\{ A_0; \left| \sum_{i=1}^{N} a_i \right| \right\}.
\]

Then there exists a function \( C : \mathbb{N} \times (\mathbb{R}_+)^5 \to \mathbb{R}_+ \), given explicitly, that is non-decreasing with respect to any of its 6 variables and such that:

(i) If \( A_0 \neq 0 \), then \( \forall t \in [0, T), \forall i, j \in \{1, \ldots, N\}, \)

\[
\left| (x_i(t) - x_j(t)) - (x_i(0) - x_j(0)) \right| \leq C(N, \max_k \| f_k \|_{L^\infty}, T, a, \frac{1}{A_0}, \sup_{r \geq 1} \frac{dG}{dr}(r))
\]

(ii) If moreover \( A \neq 0 \), then \( \forall t \in [0, T), \forall i \in \{1, \ldots, N\}, \)

\[
\left| (x_i(t) - B(t)) - (x_i(0) - B(0)) \right| \leq \frac{a}{A} C(N, \max_k \| f_k \|_{L^\infty}, T, a, \frac{1}{A_0}, \sup_{r \geq 1} \frac{dG}{dr}(r))
\]

where \( B(t) \) is the center of vorticity of the system (13).

The first point of this proposition implies the relative uniform bound stated by Proposition 2.3 because the non-neutral sub-clusters hypothesis (22) is equivalent to \( A_0 \neq 0 \). Proposition 2.3 is then obtained by choosing \( f_i \equiv 0 \) for all index \( i \). Similarly, the second point of this proposition implies the uniform bound stated by Proposition 2.1 since the non-neutral clusters hypothesis (18) is equivalent to \( A \neq 0 \). Recall that in the case \( f_i \equiv 0 \), the center of vorticity \( B \) is a constant of the movement (12).

**Proof.** To start with, the second point of this proposition is a direct consequence of the first one because of the following estimate that holds for all \( i = 1 \ldots N \):

\[
\left| x_i(t) - B(t) \right| = \left| \sum_{j=1}^{N} a_j (x_i(t) - x_j(t)) \right| \leq \frac{a}{A} \max_{j=1, \ldots, N} \left| x_j(t) - x_k(t) \right|
\]

Then, there remain to prove Proposition 4.1-(i). The function \( C \) is constructed using an iterative argument on the number of vortices \( N > 0 \) that is similar to the proof of the uniform bound in the book of Marchioro and Pulvirenti [16, Chap. 4]. For the iterative arguments, the case \( N = 1 \) is straight-forward and gives \( C(1, \ldots, ) \equiv 0 \). Suppose now that the function \( C(k, \ldots, ) \) has been constructed for all \( k = 1 \ldots N - 1 \) with \( N \geq 2 \) and satisfy the announced estimate (48). One is now constructing the function \( C(N, \ldots, ) \). For that purpose, one defines in the view of (47) the following quantities for all \( \mathcal{P} \subseteq \{1, \ldots, N\} \) non empty:

\[
a(\mathcal{P}) := \sum_{i \in \mathcal{P}} |a_i|,
A_0(\mathcal{P}) := \min_{\mathcal{Q} \subseteq \mathcal{P}, \mathcal{Q} \neq \emptyset} \left| \sum_{i \in \mathcal{Q}} a_i \right|,
A(\mathcal{P}) := \min_{\mathcal{Q} \subseteq \mathcal{P}, \mathcal{Q} \neq \emptyset} \left| \sum_{i \in \mathcal{Q}} a_i \right| = \min \left\{ A_0(\mathcal{P}); \left| \sum_{i \in \mathcal{P}} a_i \right| \right\}.
\]
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The following increasing properties hold:
\[
\begin{align*}
Q \subseteq P & \implies a(Q) < a(P), \\
Q \subseteq P & \implies A(Q) \geq A_0(P).
\end{align*}
\] (52)

There is also,
\[
\forall P \subseteq \{1 \ldots N\}, \quad A_0(P) \geq A(P).
\] (53)

Now, let \( S > 0 \) be a parameter supposed very large and that is fixed later on. One defines the set
\[
\mathcal{D}_S := \left\{ t \in [0, T) : \max_{j,k=1 \ldots N} |x_j(t) - x_k(t)| \geq S \right\},
\] (54)

and \( t_0 := \min \mathcal{D}_S \in [0, T] \). Since the largest distance between vortices is larger or equal to \( S \) at time \( t_0 \), then by the triangular inequality the vortices are divided into two nonempty clusters \( P, Q \subseteq \{1 \ldots N\} \) (with \( P \cup Q = \{1 \ldots N\} \) and \( P \cap Q = \emptyset \)) separated by a distance \( d \) that is bounded from below by \( S/(N - 1) \). Indeed, the least favorable case consists in the situation where all the vortices forms a rectilinear chain made of \( N \) points spaced with intervals of same length and that link the two vortices that realize the maximal distance. If the distance \( d \) is larger than 1 then the interaction between two vortices that does not belong to the same cluster is bounded by \( \sup_{r \geq 1} |\frac{dG}{dr}(r)| \). For that purpose, one makes now the assumption that \( S \geq N \) so that \( d > 1 \) (this constraint is handled later in the choice of \( S \)) that case, the evolution of the points \( x_i \) in cluster \( P \), using (46), is given by
\[
\frac{d}{dt}x_i(t) = \sum_{j \in P, j \neq i} a_j \nabla \cdot G(|x_i(t) - x_j(t)|) + \tilde{f}_i(t, x_i(t)),
\] (55)

where,
\[
\tilde{f}_i(t, x_i(t)) = f_i(t, x_i(t)) + \sum_{j \in Q, j \neq i} a_j \nabla \cdot G(|x_i(t) - x_j(t)|).
\] (56)

In particular,
\[
\|\tilde{f}_i\|_{L^\infty} \leq \|f_i\|_{L^\infty} + a(Q) \overline{G},
\] (57)

where we have set the notation:
\[
\overline{G} := \sup_{r \geq 1} |\frac{dG}{dr}(r)|.
\] (58)

Then, as long as the distance between the two clusters remain larger than 1, it is possible to apply the result of Proposition 4.1 recursively to (55). Note that \( A(P) > 0 \) since \( A_0 = A_0(\{1 \ldots N\}) > 0 \) by hypothesis and \( P \neq \{1, \ldots, N\} \). It is therefore possible to define the center of vorticity of the cluster \( P \):
\[
B_P(t) := \left( \sum_{j \in P} a_j \right)^{-1} \sum_{j \in P} a_j x_j(t).
\] (59)

Proposition 4.1-(ii) applied recursively to \( P \) with a number of vortices \(#P < N\) gives that for all index \( i \in P \),
\[
\forall t \in [t_0, t_1), \quad \left| (x_i(t) - B_P(t)) - (x_i(t_0) - B_P(t_0)) \right| \leq \frac{a(P)}{A(P)} C \left( \#P, \max_{k \in P} \|\tilde{f}_k\|_{L^\infty}, |t_1 - t_0|, a(P), \frac{1}{A_0(P)}, \overline{G} \right),
\] (60)

where
\[
t_1 := \sup \left\{ t \in [t_0, T) : \min_{i \in P} \min_{j \in Q} |x_i(t) - x_j(t)| \geq 1 \right\}.
\] (61)
Note also that $t_1 > t_0$ since $S \geq N$ implies that at time $t_0$ the distance is larger than $N/N - 1 > 1$. Since the function $C$ is increasing with respect to any of its variables, the estimate (60) with the increasing properties (52) becomes, for all $i, j \in \mathcal{P}$, and for all $t \in [t_0, t_1)$,

$$
\left| (x_i(t) - B_P(t)) - (x_i(t_0) - B_P(t_0)) \right| \\
\leq \frac{a}{A_0} C \left( N - 1, \max_k \| \tilde{f}_k \|_{L^\infty}, T, a, \frac{1}{A_0}, \tilde{G} \right) , \\
\leq \frac{a}{A_0} C \left( N - 1, \max_k \| f_k \|_{L^\infty} + a \tilde{G}, T, a, \frac{1}{A_0}, \tilde{G} \right) ,
$$

(62)

Where (57) is used for the second inequality. On the other hand, the center of vorticity is preserved by the flow of the point-vortex dynamics (12) and therefore $B_P$ is only moved by the external field:

$$
\forall \ t \in [t_0, t_1), \quad \frac{d}{dt} B_P(t) = \Big( \sum_{j \in \mathcal{P}} a_j \Big)^{-1} \sum_{j \in \mathcal{P}} a_j \tilde{f}(t, x_j(t)).
$$

(63)

Thus,

$$
\forall \ t \in [t_0, t_1), \quad |B_P(t) - B_P(t_0)| \leq \frac{a(P)}{A(P)} T \max_k \| \tilde{f}_k \|_{L^\infty} \leq \frac{a}{A_0} T \left( \max_k \| f_k \|_{L^\infty} + a \tilde{G} \right) ,
$$

(64)

where was used (57) for the second inequality. One now establishes that $t_1 = T$ if $S$ is chosen large enough. Let $t \in [t_0, t_1)$ and let $i \in \mathcal{P}$, $j \in \mathcal{Q}$. Equations (62) and (64) together gives

$$
| x_i(t) - x_j(t) | \geq | x_i(t_0) - x_j(t_0) | - | (x_i(t) - B_P(t)) - (x_i(t_0) - B_P(t_0)) | - | B_P(t) - B_P(t_0) | \\
- | (x_j(t) - B_Q(t)) - (x_j(t_0) - B_Q(t_0)) | - | B_Q(t) - B_Q(t_0) | \\
\geq \frac{S}{N - 1} - 2 \frac{a}{A_0} C \left( N - 1, \max_k \| f_k \|_{L^\infty} + a \tilde{G}, T, a, \frac{1}{A_0}, \tilde{G} \right) \\
- 2 \frac{a}{A_0} T \left( \max_k \| f_k \|_{L^\infty} + a \tilde{G} \right) .
$$

(65)

If one chooses $S$ big enough so that the last expression above is larger than 2, then the definition of $t_1$ implies $t_1 = T$. For that purpose we set the parameter $S$ equal to:

$$
S_N := 2(N - 1) + 2(N - 1) \frac{a}{A_0} C \left( N - 1, \max_k \| f_k \|_{L^\infty} + a \tilde{G}, T, a, \frac{1}{A_0}, \tilde{G} \right) \\
+ 2(N - 1) \frac{a}{A_0} T \left( \max_k \| f_k \|_{L^\infty} + a \tilde{G} \right) .
$$

(66)

Remark that the constraint $S_N \geq N$ previously required in the case $N \geq 2$ is indeed satisfied with such a definition.

It is now possible to establish the announced estimate. First, in the case $0 \leq t \leq t_0$, then by definition of $t_0$,

$$
\forall \ i, j = 1 \ldots N, \quad | (x_i(t) - x_j(t)) - (x_i(0) - x_j(0)) | \leq 2S_N .
$$

(67)

Otherwise if $t_0 \leq t < t_1 = T$,

$$
\forall \ i, j = 1 \ldots N, \quad | (x_i(t) - x_j(t)) - (x_i(0) - x_j(0)) | \\
\leq | (x_i(t_0) - x_j(t_0)) - (x_i(0) - x_j(0)) | + | x_i(t) - x_i(t_0) | + | x_j(t) - x_j(t_0) |
$$

(68)
The first term above is estimated similarly as (67). For the other terms, suppose for instance that \( i \in \mathcal{P} \), then one uses again (62) and (64) to get

\[
|x_i(t) - x_i(t_0)| \leq \left( |x_i(t) - B_P(t)| - (x_i(t_0) - B_P(t_0)) \right) + |B_P(t) - B_P(t_0)| \\
\leq \frac{a}{A_0} C \left( N - 1, \max_k \| f_k \|_{L^\infty} + a \overline{G'}, T, a, \frac{1}{A_0}, \overline{G'} \right) \\
+ \frac{a}{A_0} T \left( \max_k \| f_k \|_{L^\infty} + a \overline{G'} \right) \\
= \frac{S_N - (N + 1)}{2(N - 1)} \leq \frac{S_N}{2}
\]  

(69)

Thus, gathering the two estimates (67) and (69),

\[
\forall i, j, \quad \forall t \in [0, T), \quad |(x_i(t) - x_j(t)) - (x_i(0) - x_j(0))| \leq 3S_N.
\]  

(70)

In view of the definition of \( S_N \) at (66), it is possible to define the function \( C(N, \ldots) \) such that

\[
C \left( N, \max_k \| f_k \|_{L^\infty}, T, a, \frac{1}{A_0}, \overline{G'} \right) = 3S_N
\]  

(71)

It is a direct computation to check that the function \( C \) is increasing with respect to any of its variables and (70) corresponds exactly to (48).

\[
\square
\]

4.2.2 Proof of Corollary 2.2

Since the \( a_i \) are all positive, the non-neutral clusters hypothesis (18) is satisfied and then, as a consequence of Theorem 2.1 the trajectories are bounded by a constant \( C \). Thus,

\[
\sum_{i \neq j} a_i a_j G(|x_i(t) - x_j(t)|) \geq a_{i_0} a_{j_0} G(|x_{i_0}(t) - x_{j_0}(t)|) + \left( \sum_{i \neq j \atop \{i, j\} \neq \{i_0, j_0\}} a_i a_j \right) \min_{0 < r \leq C} G(r).
\]  

(72)

where \( i_0 \neq j_0 \) are two fixed indices. The left-hand side in the inequality above is a constant of the motion (9). Since by hypothesis \( G(r) \to +\infty \) as \( r \to 0^+ \), we conclude that

\[
\inf_{t \in [0, T]} |x_{i_0}(t) - x_{j_0}(t)| > 0.
\]

\[
\square
\]

4.2.3 Proof of Proposition 2.3

Let \( S > 0 \) parameter very large fixed later. Suppose toward a contradiction that there exists an initial datum \( X \in \mathbb{R}^{2N} \setminus \mathcal{C}_T \), two indices \( i_0 \) and \( j_0 \) and a time \( t_0 \) such that

\[
|x_{i_0}(t_0) - x_{j_0}(t_0)| \geq \max_{i,j} |x_i - x_j| + S.
\]  

(73)

By continuity of the trajectories, there exists an interval of time \([t_1, t_2]\) such that

\[
|x_{i_0}(t_1) - x_{j_0}(t_1)| = \max_{i,j} |x_i - x_j| + \frac{S}{2}, \quad |x_{i_0}(t_2) - x_{j_0}(t_2)| = \max_{i,j} |x_i - x_j| + S,
\]  

(74)

and such that

\[
\forall t \in [t_1, t_2], \quad |x_{i_0}(t) - x_{j_0}(t)| \geq \max_{i,j} |x_i - x_j| + \frac{S}{2}.
\]  

(75)
As a consequence of this last property and similarly as in the proof of Theorem 2.1, we can split the system of vortices into two non-empty subsets $P$ and $Q$ with $P \cup Q = \{1 \ldots N\}$ such that for all $t \in [t_1, t_2]$,

$$\min_{i \in P} \min_{j \in Q} |x_i(t) - x_j(t)| \geq \frac{S}{2N}. \quad (76)$$

It can be assumed for instance that $i_0 \in P$ and $j_0 \in Q$. Therefore, the vortices in the set $P$ evolves according to equation

$$\frac{d}{dt} x_i(t) = \sum_{j \in P, j \neq i} a_j \nabla G(|x_i^N(t) - x_j^N(t)|) + F_i(x_i^N(t), t). \quad (77)$$

where the external fields $F_i$ is the interaction with the vortices that belongs to $Q$. As a consequence of (76), and if $S$ is chosen large enough, this field satisfies

$$|F_i(x, t)| \leq \sup_{r \geq 1} \left| \frac{d}{dr} G(r) \right|. \quad (78)$$

The analogous equation holds for the vortices of the set $Q$. We now want to apply Proposition 4.1 to the dynamic of the cluster $P$ on $[t_1, t_2]$ given by (77). The non-neutral clusters hypothesis is satisfied for the cluster $P$ as a consequence of (22) because $P$ is a strict subset of $\{1 \ldots N\}$. We obtain from Proposition 4.1 a constant $C$ such that the dynamic of the cluster $P$ without external field $F_i$ is bounded by $C$. If we add the smooth external field $F_i(x, t)$ and since the bound given by Proposition 4.1 is uniform, we end up with

$$\sup_{t \in [t_1, t_2]} \max_{i \in P} |x_i(t) - x_i(t_1)| \leq C + \int_{t_1}^{t_2} \sup_{x \in \mathbb{R}^2N} |F_i(x, t')| dt'. \quad (79)$$

Combining this with (78) gives

$$\sup_{t \in [t_1, t_2]} \max_{i \in P} |x_i(t) - x_i(t_1)| \leq C + T \sup_{r \geq 1} \left| \frac{d}{dr} G(r) \right|. \quad (80)$$

Doing an analogous argument on the cluster $Q$ gives

$$\sup_{t \in [t_1, t_2]} \max_{i \in Q} |x_i(t) - x_i(t_1)| \leq C + T \sup_{r \geq 1} \left| \frac{d}{dr} G(r) \right|. \quad (81)$$

On the other hand, the condition (74) implies that

$$|x_{i_0}(t_2) - x_{i_0}(t_1)| \geq \frac{S}{4} \quad \text{or} \quad |x_{j_0}(t_2) - x_{j_0}(t_1)| \geq \frac{S}{4}. \quad (82)$$

The two bounds (80) and (81) are in contradiction with (82) if $S$ is chosen large enough. \hfill \Box

**4.3 Proofs of the lemmas for Theorem 2.4**

**4.3.1 Proof of Lemma 3.1**

Let $P_X(t)$ be the distribution defined by (27), assumed well-defined for all $t \in [0, T]$. Let $\varphi \in \mathcal{D}(\mathbb{R}^2)$. Then,

$$\frac{d}{dt} \langle P_X(t), \varphi \rangle_{\mathcal{D}'(\mathbb{R}^2)} = \frac{d}{dt} \sum_{i=1}^{N} a_i \varphi(x_i(t)) = \sum_{i=1}^{N} a_i \nabla \varphi(x_i(t)) \cdot \frac{d}{dt} x_i(t). \quad (83)$$
The equations of motion (4) give
\[ \frac{d}{dt} \langle P_X(t), \varphi \rangle_{D^*} = \sum_{i \neq j} a_i a_j \nabla \varphi(x_i(t)) \cdot \frac{(x_j(t) - x_i(t))}{|x_j(t) - x_i(t)|^2} \]
\[ = \frac{1}{2} \sum_{i \neq j} a_i a_j \left( \nabla \varphi(x_i(t)) - \nabla \varphi(x_j(t)) \right) \cdot \frac{(x_j(t) - x_i(t))}{|x_j(t) - x_i(t)|^2} \]  
(84)
Therefore,
\[ \left| \frac{d}{dt} \langle P_X(t), \varphi \rangle_{D^*} \right| \leq \frac{1}{2} \sum_{i \neq j} |a_i a_j| \| \nabla^2 \varphi \|_{\infty}. \]
(85)
Then, \( t \mapsto \langle P_X(t), \varphi \rangle_{D^*} \) is Lipschitz and converges as \( t \to T^- \). Since this holds for any \( \varphi \in D(\mathbb{R}^2) \), this implies that \( P_X(t) \) converges in the sense of distributions towards some \( P_X \in D'(\mathbb{R}^2) \) as \( t \to T^- \). There remains to prove that \( P_X \) is actually a measure that takes the form given by (28). Consider now an increasing sequence \( (t_n) \) converging towards \( T^- \). We remark first that it is always possible, up to an omitted extraction of the sequence, to reduce the problem to
\[ \text{either} \quad x_i(t_n) \longrightarrow x_i^* \quad \text{or} \quad |x_i(t_n)| \longrightarrow +\infty \]  
(86)
for some \( X^* \in \mathbb{R}^{2N} \). Indeed, if \( |x_i(t_n)| \longrightarrow +\infty \) is not satisfied then there exists an extraction such that \( x_i(t_n) \) stays bounded. But if it stays bounded then another extraction makes this sequence converge towards some \( x_i^* \). Repeating this process for \( i \) from 1 to \( N \) gives (86). Now that (86) holds, define
\[ b_i = \begin{cases} 0 & \text{if } |x_i(t_n)| \longrightarrow +\infty, \\ 1 & \text{either} \end{cases} \]  
(87)
Therefore it holds
\[ \sum_{i=1}^{N} a_i \delta_{x_i(t_n)} \longrightarrow \sum_{i=1}^{N} a_i b_i \delta_{x_i^*} \quad \text{as } n \to +\infty, \]  
(88)
in the distributional sense. By uniqueness of the limit, it is possible to identify
\[ P_X = \sum_{i=1}^{N} a_i b_i \delta_{x_i^*}. \]  
(89)
The fact that the convergence of \( P_X(t) \) towards \( P_X \) in \( D' \) is actually a convergence in the weak sense of measure comes from the fact that the measure \( P_X(t) \) is bounded by \( \sum_{i=1}^{N} |a_i| \) for all \( t \). □

### 4.3.2 Proof of Theorem 2.4

**Step 1:** Consider the \( X^* \in \mathbb{R}^{2N} \) given by Lemma 3.1. Let \( z \in \mathbb{R}^2 \) such that for all \( i = 1 \ldots N \), \( z \neq x_i^* \). We are going to prove that for all \( i = 1 \ldots N \),
\[ \liminf_{t \to T^-} |x_i(t) - z| > 0. \]  
(90)
Suppose toward a contradiction that there exists \( A \subseteq \{1 \ldots N\} \) with \( A \neq \emptyset \) such that for all \( i \in A \),
\[ \liminf_{t \to T^-} |x_i(t) - z| = 0. \]  
(91)
This set \( A \) can be chosen such that for all \( i \notin A \),
\[ \liminf_{t \to T^-} |x_i(t) - z| > 0. \]  
(92)
Define
\[
\begin{align*}
d_1^1 & := \min \{ |x_i^* - z| : i = 1 \ldots N \} > 0, \\
d_2^1 & := \min \{ \liminf_{t \to T^-} |x_i(t) - z| : i \notin A \} > 0, \\
d_2^2 & := \min \{ d_1^2, d_2^2 \} > 0,
\end{align*}
\]
where by convention, for the definition of \(d_2^2\), the minimum of the empty set is +\(\infty\). Let \(\varphi\) be a \(C^\infty\) function supported on the ball \(B(z, d_2^2/4)\) and equal to 1 on the ball \(B(z, d_2^2/2)\). As a consequence of the non-neutral clusters hypothesis (18) we have
\[
\text{Equations (94) and (96) are in contradiction and then (90) holds.}
\]

Since \(d_1^*\) of \(x\) points for the dynamics of \(x\) \(t\) with (90) and this concludes the proof of Theorem 2.4.

By compactness of \(S\), it can be assumed that, up to an extraction, \(x_i(t_n) \to x^* \in S\) as \(n \to \infty\). By definition of \(r_j^*\), for all \(l = 1 \ldots N, x_l^* \notin S\). These two facts together are in contradiction with (90) and this concludes the proof of Theorem 2.4.

4.4 Proofs of the lemmas for Theorem 2.7

4.4.1 Proof of Lemma 3.2

First, the conclusion of Theorem 2.7 can be formulated as follows
\[
\mathcal{L}^{2N}\left\{ X \in \mathbb{R}^{2N} : \exists T_X \in \mathbb{R}_+, \liminf_{t \to T_X^-} \min_{i \neq j} |x_i(t) - x_j(t)| = 0 \right\} = 0,
\]

Consider then the circle
\[
S := \left\{ x \in \mathbb{R}^2 : |x - x_j^*(t)| = \frac{1}{2} r_j^* \right\}.
\]
Since \(x_j^*\) is inside the ball of radius \(r_j^*/2\) and \(x_k^*\) is outside, since these two points are adherence points for the dynamics of \(x_i(t)\) as \(t \to T^-\) and since the trajectories are continuous, there exist an increasing sequence of time \((t_n)_{n \in \mathbb{N}}\) converging towards \(T^-\) such that
\[
\forall \ n \in \mathbb{N}, \ x_i(t_n) \in S.
\]

By compactness of \(S\), it can be assumed that, up to an extraction, \(x_i(t_n) \to x^* \in S\) as \(n \to \infty\). By definition of \(r_j^*\), for all \(l = 1 \ldots N, x_l^* \notin S\). These two facts together are in contradiction with (90) and this concludes the proof of Theorem 2.4.
where $\mathcal{L}^d$ refers to the Lebesgue measure of dimension $d$. It is possible to reduce the problem to bounded intervals of time and bounded regions of space by rewriting (100) as follows.

$$\mathcal{L}^{2N}\left(\bigcup_{T=1}^{+\infty} \bigcup_{\rho=1}^{+\infty} \left\{ X \in \mathbb{R}^{2N} : \exists T_X \in [0, T], \liminf_{t \to T_X^{-}} \min_{i \neq j} |x_i(t) - x_j(t)| = 0 \right. \right) = 0. \tag{101}$$

Indeed, we can directly check that the two sets appearing respectively in (100) and (101) are equal. Since the reunion in (101) is a countable reunion, then to conclude that (100) holds it is enough to prove that for all $T > 0$ and $\rho > 0$,

$$\mathcal{L}^{2N}\left\{ X \in \mathbb{R}^{2N} : \exists T_X \in [0, T], \liminf_{t \to T_X^{-}} \min_{i \neq j} |x_i(t) - x_j(t)| = 0 \right. \left. \quad \text{and} \quad \max_{i \neq j} |x_i(t = 0) - x_j(t = 0)| \leq \rho \right\} = 0. \tag{102}$$

Now, let $T > 0$ and $\rho > 0$. For $i$ fixed in $\{1 \ldots N\}$ denote by $\mathcal{T}_i$ the isomorphism that gives the position of the point vortices $(x_k)_{k=1}^N$ knowing the position of $x_i$ and knowing the differences $(y_{ij})_{j \neq i}$. In other words define,

$$\mathcal{T}_i : \mathbb{R}^2 \times \mathbb{R}^{2(N-1)} \rightarrow \mathbb{R}^{2N} \quad (x, Y) \mapsto (x + y_{i1} \ldots x + y_{i(i-1)}, x, x + y_{i(i+1)} \ldots x + y_{iN}). \tag{103}$$

Thus,

$$\left\{ X \in \mathbb{R}^{2N} : \exists T_X \in [0, T], \liminf_{t \to T_X^{-}} \min_{j=1 \ldots N, j \neq i} |x_i(t) - x_j(t)| = 0 \right. \left. \quad \text{and} \quad \max_{i \neq j} |x_i(t = 0) - x_j(t = 0)| \leq \rho \right\}$$

$$= \bigcap_{i=1}^{N} \mathcal{T}_i \left[ \mathbb{R}^2 \times \left\{ Y_i := (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists T_X \in [0, T], \liminf_{t \to T_X^{-}} \min_{j \neq i} |y_{ij}(t)| = 0 \right\} \right]. \tag{104}$$

Using now hypothesis (31) and the Fubini theorem,

$$\mathcal{L}^{2N}\left(\mathbb{R}^2 \times \left\{ Y_i := (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists T_X \in [0, T], \liminf_{t \to T_X^{-}} \min_{j \neq i} |y_{ij}(t)| = 0 \right\} \right) = 0. \tag{105}$$

Since $\mathcal{T}_i$ is a linear map, it is absolutely continuous and therefore maps any sets of Lebesgue measure 0 into sets of Lebesgue measure 0. Therefore, combining this fact with (104) and (105) gives (102).

4.4.2 Proof of Lemma 3.4

Let $T > 0$, $\rho > 0$ and $\varepsilon > 0$. For $i \neq j$, we define the set of initial datum such that occurs an $\varepsilon$-collapse between the two vortices $x_i$ and $x_j$

$$\Gamma_{ij}^{\varepsilon, \rho} := \left\{ Y_i = (y_{ij})_{t \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists t \in [0, T], \left| y_{ij}(t) \right| \leq \varepsilon \right\}. \tag{106}$$

We also define the time at which occurs the $\varepsilon$-collapse. Let $Y_i \in \bigcup_{j \neq i} \Gamma_{ij}^{\varepsilon, \rho}$,

$$T_{Y_i}^{\varepsilon} := \inf \left\{ t \in [0, T] : \min_{j \neq i} \left| y_{ij}(t) \right| \leq \varepsilon \right\}. \tag{107}$$
We are also interested in the situations where other collapses occur, far from $x_i$. This corresponds to the $\varepsilon$-collapses of vector $y_{jk} := x_j - x_k = y_{ij} - y_{ik}$. Let $k \neq i, j$, define

$$\Gamma^{\varepsilon, \rho}_{ijk} := \left\{ Y_t \in \Gamma^{\varepsilon, \rho}_{ij} : \exists t < T^z_{ij}, \quad |y_{ij}(t) - y_{ik}(t)| \leq \varepsilon \right\}. \quad (108)$$

The fact that $\Gamma^{\varepsilon, \rho}_{ijk}$ gives information on whether another $\varepsilon$-collapse occurs far from $x_i$ with $x_j$ before the expected $\varepsilon$-collapse between $x_i$ and $x_j$ implies the following inclusion.

$$\Gamma^{\varepsilon, \rho}_{ijk} \subseteq \Gamma^{\varepsilon, 2\rho}_{kj} \setminus \Gamma^{\varepsilon, 2\rho}_{kji}. \quad (109)$$

This inclusion must be understood as follows. If occurs an $\varepsilon$-collapse between $x_j$ and $x_k$ before the first $\varepsilon$-collapse between $x_i$ and $x_j$ (left-hand side of the inclusion above), then in particular we have an $\varepsilon$-collapse between $x_j$ and $x_k$ (the set $\Gamma^{\varepsilon, 2\rho}_{kj}$ in the right-hand side above). Yet, since we do not have an $\varepsilon$-collapse between $x_j$ and $x_i$ before the $\varepsilon$-collapse between $x_j$ and $x_k$, we can remove the set $\Gamma^{\varepsilon, 2\rho}_{kji}$ in the right-hand side of the inclusion above. Another important inclusion is

$$\Gamma^{\varepsilon, \rho}_{ijk} \subseteq \Gamma^{\varepsilon, 2\rho}_{ij}. \quad (110)$$

These two definitions (106) and (108) study the $\varepsilon$-collapse on the exact system with kernel $G_s$. We need the same definitions with the regularized kernels $G_{s, \varepsilon}$.

$$\hat{\Gamma}^{\varepsilon, \rho}_{ij} := \left\{ Y_t = (y_{ij})_{i \neq j} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists t \in [0, T], \quad |y^e_{ij}(t)| \leq \varepsilon \right\},$$

$$\hat{T}^z_{ij} := \inf \left\{ t \in [0, T] : \min_{j \neq i} |y^e_{ij}(t)| \leq \varepsilon \right\}, \quad (111)$$

$$\hat{\Gamma}^{\varepsilon, \rho}_{ijk} := \left\{ Y_t \in \hat{\Gamma}^{\varepsilon, \rho}_{ij} : \exists t < \hat{T}^z_{ij}, \quad |y^e_{ij}(t) - y^e_{ik}(t)| \leq \varepsilon \right\}.$$

One remarks now that as long as the quantities $|y_{ij}|$ and $|y_{ij} - y_{ik}|$ remain higher than $\varepsilon$ for all $j \neq i$ and $k \neq i, j$, then the dynamics of $y_{ij}$ and $y^e_{ij}$ coincide as a consequence of (36). This property implies in particular, using the sets defined at (106), (108) and (111),

$$\Gamma^{\varepsilon, \rho}_{ij} \setminus \left( \bigcup_{k \neq i,j} \Gamma^{\varepsilon, \rho}_{ijk} \right) = \hat{\Gamma}^{\varepsilon, \rho}_{ij} \setminus \left( \bigcup_{k \neq i,j} \hat{\Gamma}^{\varepsilon, \rho}_{ijk} \right). \quad (112)$$

The hypothesis of Lemma 3.4 can be rephrased as follows: for all $\rho > 0$, and for all $i \neq j$,

$$\mathcal{L}^{2\mathbb{N}} \left( \hat{\Gamma}^{\varepsilon, \rho}_{ij} \right) \to 0 \quad \text{as} \quad \varepsilon \to 0^+. \quad (113)$$

Concerning the conclusion, it is enough to prove that for all $\rho > 0$, and for all $i \neq j$,

$$\mathcal{L}^{2\mathbb{N}} \left( \Gamma^{\varepsilon, \rho}_{ij} \right) \to 0 \quad \text{as} \quad \varepsilon \to 0^+, \quad (114)$$

because for all $i = 1 \ldots N$ the following equality holds:

$$\left\{ Y_t = (y_{ij})_{j \neq i} \in \mathcal{B}(0, \rho)^{2(N-1)} : \exists T_X \in [0, T], \quad \liminf_{t \to T^z_X} \min_{j \neq i} |y_{ij}(t)| = 0 \right\} = \bigcup_{n=1}^{+\infty} \bigcup_{j \neq i} \hat{\Gamma}^{\varepsilon, \rho}_{ij}. \quad (115)$$

The fact that the convergences (113) imply the convergences (114) is given by the following computations. First, using (109) we get

$$\Gamma^{\varepsilon, \rho}_{ij} = \left[ \Gamma^{\varepsilon, \rho}_{ij} \setminus \left( \bigcup_{k \neq i,j} \Gamma^{\varepsilon, \rho}_{ijk} \right) \right] \cup \left( \bigcup_{k \neq i,j} \Gamma^{\varepsilon, \rho}_{ijk} \right) \subseteq \left[ \Gamma^{\varepsilon, \rho}_{ij} \setminus \left( \bigcup_{k \neq i,j} \Gamma^{\varepsilon, \rho}_{ijk} \right) \right] \cup \left( \bigcup_{k \neq i,j} \Gamma^{\varepsilon, 2\rho}_{kj} \setminus \Gamma^{\varepsilon, 2\rho}_{kji} \right). \quad (116)$$
One remarks that it is possible to do the same computation with the remaining term on the very right using again (109) and this gives

\[
\Gamma_{k,j}^{e,2\rho} \setminus \Gamma_{k,j}^{e,2\rho} \subseteq \left[ \Gamma_{k,j}^{e,2\rho} \setminus \left( \bigcup_{l \neq k,j} \Gamma_{l,j}^{e,2\rho} \right) \right] \cup \left( \bigcup_{l \neq i,j,k} \Gamma_{l,j}^{e,2\rho} \right).
\]

(117)

Doing the same computation as above recursively until the residual term is empty and using (110) transforms (116) into

\[
\Gamma_{ij}^{e,\rho} \subseteq \bigcup_{k \neq j} \left[ \Gamma_{k,j}^{e,2\rho} \setminus \left( \bigcup_{l \neq j,k} \Gamma_{l,j}^{e,2\rho} \right) \right].
\]

(118)

Using now (12), we finally get

\[
\Gamma_{ij}^{e,\rho} \subseteq \bigcup_{k \neq j} \left[ \Gamma_{k,j}^{e,2\rho} \setminus \left( \bigcup_{l \neq j,k} \Gamma_{l,j}^{e,2\rho} \right) \right] \subseteq \bigcup_{k \neq j} \Gamma_{k,j}^{e,2\rho}.
\]

(119)

Thus the convergences (113) imply the convergences (114) and the lemma is proved. \(\square\)

### 4.4.3 Proof of Lemma 3.5

Let \(i \in \{1 \ldots N\}, \varepsilon > 0\) and \(\rho > 0\).

**Step 1.** Let \(a > 0\). We define a kernel \(L_a\) by

\[
L_a(q) := q^{-2-a}.
\]

(120)

and we associate to the kernel \(L_a\) its \(\varepsilon\)-regularization \(L_{a,\varepsilon}\) as defined by (36)-(39). From this we define the function

\[
\Phi(Y_i) := \sum_{j \neq i} L_{a,\varepsilon}(|y_{ij}|).
\]

(121)

This function is all the most high valued as the system is close to collapse with vortex \(x_i\). Denote by \(\mathcal{G}_{i,\varepsilon}^t\), the flow of the modified system (30) with the regularized kernel \(G_{s,\varepsilon}\). This gives

\[
\frac{d}{dt} \Phi\left(\mathcal{G}_{i,\varepsilon}^t Y_i\right) = \sum_{j \neq i} \nabla L_{a,\varepsilon}(|y_{ij}(t)|) \cdot \frac{d}{dt} y_{ij}(t),
\]

\[= \sum_{j \neq i} \nabla L_{a,\varepsilon}(|y_{ij}(t)|) \cdot \left[ (a_i + a_j) \nabla G_{s,\varepsilon}(y_{ij}) + \sum_{k \neq i,j} a_k \left( \nabla G_{s,\varepsilon}(y_{ik}) + \nabla G_{s,\varepsilon}(y_{jk} - y_{ik}) \right) \right].
\]

\[= \sum_{j \neq i} \sum_{k \neq i,j} a_k \nabla L_{a,\varepsilon}(|y_{ij}(t)|) \cdot \left( \nabla G_{s,\varepsilon}(y_{ik}) + \nabla G_{s,\varepsilon}(y_{jk} - y_{ik}) \right).
\]

(122)

where for the last equality we used the identity \(\nabla f \cdot \nabla^\perp g = 0\) that holds for \(f\) and \(g\) two radial functions. Thus,

\[
\left| \frac{d}{dt} \Phi\left(\mathcal{G}_{i,\varepsilon}^t Y_i\right) \right| \leq \Psi\left(\mathcal{G}_{i,\varepsilon}^t Y_i\right),
\]

(123)

where

\[
\Psi(Y_i) := \sum_{j \neq i} \sum_{k \neq i,j} a_k \left| \nabla L_{a,\varepsilon}(|y_{ij}|) \right| \left( \left| \nabla G_{s,\varepsilon}(|y_{ik}|) \right| + \left| \nabla G_{s,\varepsilon}(|y_{jk} - y_{ik}|) \right| \right).
\]

(124)
We now observe, recalling the definition of $G_s$ given at (3), that the $\varepsilon$-regularization (36)-(39) implies, by a direct computation using polar coordinates,

$$\int_{B(0, \rho)} |\nabla G_{s, \varepsilon}(|y|)| \, dy \leq C \left\{ \begin{array}{ll} 1 & \text{if } s > 0.5, \\ \log(1/\varepsilon) & \text{if } s = 0.5, \\ \varepsilon^{2s-1} & \text{if } s < 0.5, \end{array} \right. \quad (125)$$

where $B(0, \rho)$ is the Euclidean ball on $\mathbb{R}^2$. The constant $C$ depends on $\rho$ and $s$. Similarly with the definition of the kernel $L_{a}$ at (120) and since $a > 0$,

$$\int_{B(0, \rho)} L_{a, \varepsilon}(|y|) \, dy \leq C \varepsilon^{-a} \quad \text{and} \quad \int_{B(0, \rho)} |\nabla L_{a, \varepsilon}(|y|)| \, dy \leq C \varepsilon^{-1-a}. \quad (126)$$

Therefore using (126) with the definition of $\Phi$ gives

$$\int_{B(0, \rho)^{N-1}} \Phi(Y_t) \, dY_t \leq C \varepsilon^{-a}. \quad (127)$$

Similarly, the definition of $\Psi$ given at (124) gives

$$\int_{B(0, \rho)^{N-1}} \Psi(Y_t) \, dY_t = \int_{B(0, \rho)^{N-1}} \left[ \sum_{j \neq i} \sum_{k \neq i, j} a_k |\nabla L_{a, \varepsilon}(|y_{ij}|)| \left( |\nabla G_{s, \varepsilon}(|y_{ik}|) \right) + |\nabla G_{s, \varepsilon}(|y_{ij} - y_{ik}|) | \right] \prod_{l=1}^{N} dy_{il} \quad (128)$$

$$= 2 \left( \sum_{j \neq i} \sum_{k \neq i, j} a_k \right) \left( \int_{B(0, \rho)} \, dy \right)^{N-3} \left( \int_{B(0, \rho)} |\nabla L_{a, \varepsilon}(|y|)| \, dy \right) \left( \int_{B(0, \rho)} |\nabla G_{s, \varepsilon}(|y|)| \, dy \right),$$

and then, using (125) and (126),

$$\int_{B(0, \rho)^{N-1}} \Psi(Y_t) \, dY_t \leq C \varepsilon^{-2-a} \left\{ \begin{array}{ll} \varepsilon & \text{if } s > 0.5, \\ \varepsilon \log(1/\varepsilon) & \text{if } s = 0.5, \\ \varepsilon^{2s} & \text{if } s < 0.5. \end{array} \right. \quad (129)$$

**Step 2.** It is now possible to integrate $\Phi$ along the flow. We obtain

$$\int_{B(0, \rho)^{N-1}} \sup_{t \in [0, T]} \Phi(\tilde{S}^{t}_{i,t} Y_t) \, dY_t \leq \int_{B(0, \rho)^{N-1}} \Phi(Y_t) \, dY_t + \int_{B(0, \rho)^{N-1}} \int_{0}^{T} \frac{d}{dt} \Phi(\tilde{S}^{t}_{i,t} Y_t) \, dt \, dY_t \quad (130)$$

Using (123) in the estimate above gives

$$\int_{B(0, \rho)^{N-1}} \sup_{t \in [0, T]} \Phi(\tilde{S}^{t}_{i,t} Y_t) \, dY_t \leq \int_{B(0, \rho)^{N-1}} \Phi(Y_t) \, dY_t + \int_{B(0, \rho)^{N-1}} \int_{0}^{T} \Psi(\tilde{S}^{t}_{i,t} Y_t) \, dt \, dY_t. \quad (131)$$

Using the Fubini theorem in (131) and the Liouville theorem 3.3 leads to

$$\int_{B(0, \rho)^{N-1}} \sup_{t \in [0, T]} \Phi(\tilde{S}^{t}_{i,t} Y_t) \, dY_t \leq \int_{B(0, \rho)^{N-1}} \Phi(Y_t) \, dY_t + \int_{0}^{T} \int_{B(0, \rho)^{N-1}} \Psi(Y_t) \, d\tilde{S}^{t}_{i,t} Y_t \, dt$$

$$= \int_{B(0, \rho)^{N-1}} \Phi(Y_t) \, dY_t + \int_{0}^{T} \int_{B(0, \rho)^{N-1}} \Psi(Y_t) \, dY_t \, dt. \quad (132)$$
We now make use of hypothesis (22) on the intensities of the vortices. Indeed, this hypothesis allows us to use Theorem 2.3 which states the existence of a constant $C'$ independent on $\varepsilon$ (but dependent on $\rho$, $T$, $s$ and the $a_i$) such that

$$G_{i,\varepsilon}^t B(0, \rho)^{N-1} \subseteq B(0, C')^{N-1}. \quad (133)$$

Thus, the estimate (132) above becomes

$$\int_{B(0, \rho)^{N-1}} \sup_{t \in [0, T]} \Phi(G_{i,\varepsilon}^t Y_i) \, dY_i \leq \int_{B(0, \rho)^{N-1}} \Phi(Y_i) \, dY_i + \int_0^T \int_{B(0, C')^{N-1}} \Phi(Y_i) \, dY_i \, dt. \quad (134)$$

$$\leq C \varepsilon^{-a} + C T \varepsilon^{-2-a} \left\{ \begin{array}{ll} \varepsilon & \text{if } s > 0.5, \\ \varepsilon \log(1/\varepsilon) & \text{if } s = 0.5, \\ \varepsilon^{2s} & \text{if } s < 0.5. \end{array} \right. \quad (135)$$

where for the last estimate we used (127) and (129).

**Step 3.** By definition of the function $\Phi$, there exists a constant $c > 0$ such that,

$$\left\{ Y_i = (y_{ij})_{j \neq i} \in B(0, \rho)^{N-1} : \min_{j \neq i} \inf_{t \in [0, T]} |\hat{y}_{ij}(t)| \leq \varepsilon \right\} \subseteq \left\{ Y_i = (y_{ij})_{j \neq i} \in B(0, \rho)^{N-1} : \sup_{t \in [0, T]} \Phi(G_{i,\varepsilon}^t Y_i) \geq c \varepsilon^{-2-a} \right\}. \quad (136)$$

Combining this inclusion with the Bienaymé-Tchebycheff inequality gives

$$\mathcal{L}^{2(N-1)} \left\{ Y_i = (y_{ij})_{j \neq i} \in B(0, \rho)^{N-1} : \min_{j \neq i} \inf_{t \in [0, T]} |y_{ij}(t)| \leq \varepsilon \right\} \leq \varepsilon^{2+a} \int_{B(0, \rho)^{N-1}} \sup_{t \in [0, T]} \Phi(G_{i,\varepsilon}^t Y_i) \, dY_i. \quad (137)$$

Using now (134) in (136),

$$\mathcal{L}^{2(N-1)} \left\{ Y_i = (y_{ij})_{j \neq i} \in B(0, \rho)^{N-1} : \min_{j \neq i} \inf_{t \in [0, T]} |y_{ij}(t)| \leq \varepsilon \right\} \leq C \left\{ \begin{array}{ll} \varepsilon & \text{if } s > 0.5, \\ \varepsilon \log(1/\varepsilon) & \text{if } s = 0.5, \\ \varepsilon^{2s} & \text{if } s < 0.5. \end{array} \right. \quad (138)$$

where $C$ is a constant that depends on $T$, $\rho$, $N$, $s$ and on the $a_i$. The lemma is proved.
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