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Abstract

We investigate a network of diffusively Hindmarsh-Rose neurons with long-range synaptic coupling. By means of a specific perturbation technique, we show by using the Lienard form of the model that it can be governed by a complex fractional Ginzburg-Landau (CFGL) equation where analytical as well as numerical nonlinear wave solutions can be obtained. We propose the semi implicit Riesz fractional finite-difference scheme to solve efficiently the obtained CFGL equation. From numerical simulations, it is found that the fractional solutions for the nerve impulse are well-localized impulses whose shape and stability depend on the value of the long-range parameter.
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1. Introduction

Recent investigations of diffusively neural networks have alerted us to the significant role played by oscillations, spatial structures and waves in the dynamics of excitable systems [1, 2, 3, 4, 5]. This is because the conditions under which cortical waves occur are very primordial in the understanding of the normal processing of sensory stimuli as well as more pathological forms of behavior such as epileptic seizures, migraines, Parkinson diseases and others [6, 7]. Many nontrivial examples of dynamical systems have been provided by phenomenological and neurophysiological models developed to reproduce the activities of neural oscillators. The Hindmarsh-Rose (HR) model [8], a simplification version of Hodgkin-Huxley model [9] and a generalization of the Fitzhugh equations [10], represents a paradigmatic example of these systems.

The HR neural model is one of the most recent studied in the neuroscience which increasingly becomes an active area of research. It aims to study the spiking-bursting behavior of the membrane potential observed in the single neuron experiments. The model is governed by a set of three nonlinear ordinary differential equations given by

\[
\begin{align*}
\dot{u} &= v - au + bu^2 - w + I \\
\dot{v} &= c - du^2 - ev \\
\dot{w} &= r[s(u - u_0) - w],
\end{align*}
\]

(1)
where $u$ is the membrane potential (nerve impulse), $v$ is the spiking variable which takes into account the measure of the rate at which transport of sodium and potassium ions is made through fast ion channels, and $w$ is the bursting variable which takes into account the rate at which the transport of other ions ($Cl^-$ and proteins anions) made through slow ions channels. The values of the parameters are $a = 1.0$, $b = 3.0$, $c = 1.0$, $d = 5.0$, $r = 0.008$, $s = 4.0$, $e = 1.0$, $u_0 = -1.60$, and $I$ is the stimulation current, which is also the bifurcation parameter determining the qualitative behavior of the neuron. The parameter $r$ is the ratio of fast/slow time scales, $s$ is the recovery variable, $u_0$ is the equilibrium coordinate when $I = 0$ and $w = 0$.

In fact, a biological neural network is a series of interconnected neurons whose activation defines a recognizable linear pathway. In the multicellular state, cells interact with each other directly or indirectly. Neurons interact or communicate among themselves through synapses to form complex network structures that perform specialized functions. In a neural network, the coupling between neurons may occur via the electrical or chemical synapses \[11\]. In the former case, the coupling occurs through gap junctions and its strength depends linearly on the difference between the membrane potential. The neurons must be very close to each other in order to realize this synaptic connection. In that sense, neurons only make electrical connections with their nearest neighbors. In the chemical case, one neuron releases neurotransmitter molecules into a small space (the synaptic cleft) that is adjacent to another neuron. Then, the synapse is mediated by neurotransmitters and the connection occurs between the dendrites and the axons, therefore this type of connection allows long-range synaptic interactions \[12\]. Hence, the
dynamics of an individual neuron may be influenced by the interaction or coupling with other neurons. Such interactions are used in living systems to coordinate and control many biological functions. 

The search of confined wave packet is one of the major challenges in nonlinear neural dynamics. In this context, many studies have been carried out that indicate the presence of nonlinear waves such as solitons in the neural systems. Solitons are localized solutions of a widespread class of weakly nonlinear dispersive partial differential equations. The soliton model in neuroscience is a recent developed model that attempts to explain how signals are conducted within neurons. This model proposes that the signals travel along the cell’s membrane in the form of pulse solitons. As such the model presents a direct challenge to the widely accepted Hodgkin-Huxley model, which proposes that signals travel as action potentials. Up to the present, in diffuse neural models the soliton model has been exclusively addressed in the case of the nearest neighbors coupling. The behavior of most biological systems has memory or aftereffects and therefore, the modeling of these systems by fractional-order differential equations has more advantages than classical mathematical modeling using integer-order in which such effects are neglected. According to some recent studies, the non-locality originating from the long-range coupling or interaction results in the dynamic equations with space derivatives of fractional order (see, e.g., and references therein). In the present paper, we show that the HR neural model can be governed in the infrared limit by a complex fractional Ginzburg-Landau (CFGL) equation when the long-range coupling are taken into account. To solve efficiently our CFGL equation, we follow closely.
in space discretization and propose the semi implicit Riesz fractional finite-difference scheme where only one linear system is solved by time iteration. The obtained numerical solutions of the nerve impulse reveal localized short impulse properties.

The rest of the paper is organized as follows. In Section 2, we present the neural model and derive its Lienard form. In Section 3, by means of the perturbation technique, we derive the CFGL equation. In Section 4, we present our efficient semi implicit Riesz fractional finite-difference scheme for the CFGL equation and numerical results. Our work is summarized in Section 5.

2. The Hindmarsh-Rose coupled model with the long-range coupling

In this work, we consider the HR neural network as a system of $N$ neural oscillators in which the configuration of couplings is assumed to be long-range. In this case, each unit of HR neural model is coupled to any other. We also assume that the coupling between the neural oscillators is nonlocal. Then, the model can be reformulated by means of the following nonlinear ordinary differential equations:

\[
\begin{align*}
\dot{u}_n &= v_n - au_n^3 + bu_n^2 - w_n + I + \sum_{m=1,m\neq n}^{N} K_\alpha(n-m)(u_n - u_m) \\
\dot{v}_n &= c - du_n^2 - ev_n \\
\dot{w}_n &= r[s(u_n - u_0) - w_n],
\end{align*}
\]

(2)
with $1 \leq n \leq N$. The nonlocal coupling is given by the following power function

$$K_\alpha(n - m) = \frac{K}{|n - m|^{\alpha+1}}. \quad (3)$$

The absolute difference $|m - n|$ measures the distance between neural oscillators $n$ and $m$. From the biological point of view, $|m - n|$ means the synaptic cleft length. The parameter $K$ is the synapse strength and $\alpha$ is the long-range coupling parameter, it physically describes a level of collective coupling of neural oscillators. The nonlocal coupling Eq. (3) was developed for the first time in [18] to study thermodynamics and phase transitions, and recently in [15, 19] to study complex systems with long-range interactions.

As we are interested by nonlinear waves in the network, we therefore rewrite the system of Eq. (2) in the wave form. We achieve this by differentiating the first equation in this system and substituting $\dot{v}_n$ into the obtained second-order ODE. Then, we rewrite suitably Eq. (2) in a Lienard form, that is a second-order differential equation with a small damping term, such that

$$\begin{align*}
\ddot{v}_n + \Omega_0^2 v_n + (\eta_0 + \eta_1 v_n + \eta_2 v_n^2)\dot{v}_n + \lambda_1 v_n^2 + \frac{\eta_3}{3} v^3_n + \lambda_3 w_n + I_0 \\
= \sum_{m=1, m \neq n}^{N} \frac{1}{|n-m|^{\alpha+1}} [c_0(\psi_n - \psi_m) + c_1(\dot{\psi}_n - \dot{\psi}_m)] \quad (4)
\end{align*}$$

where the parameter $\Omega_0, \eta_0, \eta_1, \eta_2, \lambda_3, \lambda_3, I_0, c_0$ and $c_1$ are constant parameters related to those of Eq. (1). A set of coupled nonlinear ODEs Eq. (4) is now similar to those that generally describe the dynamics of atomic chain. In general, the solutions of Eq. (4) can be obtaining using perturbation techniques. In that sense, we introduce the following variables $u_n = \varepsilon \psi_n$.
\[ w_n = \varepsilon \beta_n, \quad \text{where } \varepsilon << 1 \text{ is a smallness parameter. By keeping in the development the first two nonlinear terms, the governing equations then become} \]

\[
\begin{align*}
\ddot{\psi}_n + \Omega_0^2 \psi_n + \varepsilon (\varepsilon \eta_0 + \eta_1 \psi_n + \varepsilon \eta_2 \psi_n^2) \dot{\psi}_n + \varepsilon \lambda_1 \psi_n^2 + \varepsilon^2 \frac{\eta_0}{3} \psi_n^3 + \varepsilon^2 \lambda_3 \beta_n &= \sum_{m=1,m \neq n}^{N} \frac{1}{|n-m|^\alpha + 1} \left[ c_0 (\psi_n - \psi_m) + \varepsilon^2 c_1 (\dot{\psi}_n - \dot{\psi}_m) \right] \\
\dot{\beta}_n + r \beta_n - \Omega_0^2 \psi_n &= 0.
\end{align*}
\]

(5)

While writing Eq. (5), the coupling parameter \( \lambda_3 \) of the membrane potential with the bursting variable has been perturbed of order \( \varepsilon^2 \), taking into account the fact that the variation of the bursting variable is slower than the one of the membrane potential. In addition, as we are interested by an analysis in a weakly dissipative medium, we have assumed the parameters \( \eta_0 \) and \( c_1 \) to be perturbed at the order \( \varepsilon^2 \).

3. Equation of motion: The derivation of the complex fractional Ginzburg-Landau equation

The non-locality features of the medium often impose the necessity of using non-traditional tools. In that follows, we first assume the following solutions for Eq. (5):

\[
\begin{align*}
\psi_n &= B_n^{(1)} e^{i \theta_n} + B_n^{(2)*} e^{-i \theta_n} + \varepsilon [C_n^{(1)} e^{2i \theta_n} + D_n^{(1)*} e^{-2i \theta_n}] + 0(\varepsilon^2) \\
\beta_n &= B_n^{(2)} e^{i \theta_n} + B_n^{(2)*} e^{-i \theta_n} + \varepsilon [C_n^{(2)} e^{2i \theta_n} + D_n^{(2)*} e^{-2i \theta_n}] + 0(\varepsilon^2),
\end{align*}
\]

(6)

with \( \theta_n = -kn - \Omega t \), where \( k \) is the normal mode wave vector and \( \Omega \) is the angular velocity of the wave. The variable \( t \) is rescaled as \( t \rightarrow \varepsilon^2 t \).
In the following, we replace the solutions \((6)\) and their derivatives in the new membrane potential equation of motion given by the first equation of Eq. \((5)\). We then group terms in the same power of \(\varepsilon\), which leads us to a system of equations. Each of these equations will correspond to each approximation for specific harmonics. To reach this goal, we consider the infinite network of neural oscillators \((N \to \infty)\) and introduce the following functions

\[
\begin{align*}
    f^j(k,t) &= \sum_{n=-\infty}^{\infty} e^{-ink} B_n^{(j)}(t) \\
    g^j(k,t) &= \sum_{n=-\infty}^{\infty} e^{-ink} C_n^{(j)}(t) \\
    h^j(k,t) &= \sum_{n=-\infty}^{\infty} e^{-2ink} D_n^{(j)}(t) \\
    \tilde{J}_\alpha(k) &= \sum_{n=-\infty}^{\infty} e^{-ink} \frac{1}{|n|^{\alpha+1}},
\end{align*}
\]

with \(j = 1, 2, \) and

\[
\tilde{J}_\alpha(0) = 2 \sum_{n=1}^{\infty} \frac{1}{|n|^\alpha} = 2\zeta(\alpha + 1),
\]

where \(\zeta(\alpha)\) is the Riemann zeta function.

In the long-wave limit, we may adopt \(f^j(k,t)\), \(g^j(k,t)\) and \(h^j(k,t)\) as a \(k^{th}\) Fourier component of continuous function \(B^j(x,t)\), \(C^j(x,t)\) and \(D^j(x,t)\), respectively such that \(B_n^j(t) \to B^j(x,t)\), \(C_n^j(t) \to C^j(x,t)\) and \(D_n^j(t) \to D^j(x,t)\). The functions are related each other by the Fourier transforms such that
\[
\left\{
\begin{align*}
B^j(x,t) &= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} f^j(k,t) dk \\
C^j(x,t) &= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} g^j(k,t) dk \\
D^j(x,t) &= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ikx} h^j(k,t) dk 
\end{align*}
\] (8)

After some development and simplifications, terms without exponential dependence give

\[
C^1 = -\frac{2\lambda_1}{\Omega_0^2} |B^1|^2
\]

At the order \(\varepsilon^1\) after the annihilation of terms in \(e^{\pm i\theta}\), we obtain the relation

\[
\Omega^2 = \Omega_0^2 + c_0 a_\alpha |k|^\alpha,
\] (9)

which determines the dispersion relation of linear waves of the system. As displayed in Fig. 1, the corresponding linear spectrum is reduced when \(\alpha\) increases. To obtain Eq. (9), we have used the infrared approximation [15, 20]

\[
[\tilde{J}_\alpha(0) - \tilde{J}_\alpha(k)] \approx a_\alpha |k|^\alpha, \quad (0 < \alpha < 2, \alpha \neq 1)
\] (10)

where \(a_\alpha = 2\Gamma(-\alpha) \cos(\pi \alpha/2)\).

Terms with \(e^{2i\theta}\) give the relation

\[
D^1 = \frac{\lambda_1 - i\Omega \eta_1}{\Omega_0^2} (B^1)^2
\]

For Eq. (4), the terms with \(e^{i\theta}\) give

\[
B^2 = \frac{\Omega_0^2 (r + i\Omega) B^1}{r^2 + \Omega^2}
\]
Figure 1: The dispersion relation of the nerve impulse according to three different values of $\alpha$, namely $\alpha = 1.6$, $\alpha = 1.7$ and $\alpha = 1.8$. $\Omega_0^2 = 0.032$ and $c_0 = 0.001$. It appears that the long-rang parameter $\alpha$ affects the dispersion area.

Collecting all the terms depending on $e^{i\theta}$ in Eq. (5) at the second order of the perturbation, we obtain the following equation

\[-2i\Omega \frac{\partial B^1}{\partial t} = i\Omega \eta_0 B^1 + (i\Omega \eta_1 - 2\lambda_1)(B^1 C^1 + B^{1*} D^1) + (i\Omega - 1)\eta_2 |B^1|^2 B^1 - \lambda_3 \frac{\Omega_0^2 (r + i\Omega)}{r^2 + \Omega^2} B^1 - iC_1 \Omega a_\alpha |k|^\alpha B^1.\]

(11)

Rewriting this equation taking into account the connection between the Riesz fractional derivative and its Fourier transform [21]

\[|k|^\alpha = -\frac{\partial^\alpha}{\partial |x|^\alpha},\]  

(12)

we obtain
\[ \frac{\partial B^1}{\partial t} = \gamma B^1 + P_r \frac{\partial^\alpha B^1}{\partial |x|^\alpha} - Q|B^1|^2 B^1, \]  
(13)

where the coefficients \( \gamma \), \( P_r \) and \( Q \) are given by
\[ \gamma = \gamma_r + i \gamma_i, \quad P_r = c_1 a_\alpha / 2 \quad \text{and} \quad Q = Q_r + i Q_i. \]

The coefficients \( \gamma_r \) and \( \gamma_i \) are the real and imaginary parts of the dissipation coefficient, for the nonlinearity coefficient the same terminology is used. The coefficients \( Q_r, Q_i, \gamma_r \) and \( \gamma_i \) are given by
\[ \gamma_r = \frac{\lambda_3 \Omega_0^2 - \eta_0}{2(r^2 + \Omega^2)} - \frac{\eta_0}{2}, \quad \gamma_i = -\frac{r \lambda_3 \Omega_0^2}{2 \Omega (r^2 + \Omega^2)}; \]
\[ Q_r = \frac{\eta_2}{2} + \frac{\eta_1 \lambda_1}{\Omega_0^2}, \quad Q_i = \frac{1}{w} \left( \frac{\eta_2}{2} - \frac{\Omega^2 \eta_1^2}{2 \Omega_0^2} - \frac{\lambda_1^2}{\Omega_0^2} \right). \]

Equation (13) which is a new general theoretical framework derived in our neural network is the well known complex fractional Ginzburg-Landau equation. In this work, we confirm once more the fact that using the Fourier transforms and infrared limit, the long-range term interaction leads under special conditions to the fractional dynamics \[15, 20, 21\]. The fractional Ginzburg-Landau equation has been initially proposed by Weitzner and Zaslavsky \[22\] to describe the dynamical processes in a medium with fractal dispersion. In \[23\] the fractional Ginzburg-Landau equation is derived from the variational Euler Lagrange equation for fractal media. In the present work, the motion of modulated waves are proven to be described by the complex fractional Ginzburg-Landau equation (CFGL) equation. Thus, the infrared limit of an infinite network of neural oscillators with the long-range coupling can be described by equations with the fractional Riesz coordinate derivative of order \( \alpha < 2 \). To the best of our knowledge, this is the first research work that attempts to describe the dynamical behavior of neural
networks with equation of fractional order. The result suggests that neurons can participate in a collective processing of long-scale information, a relevant part of which is shared over all neurons. The brain may actively work effectively using the spatial dimension for information processing but not only in time domain [24, 25, 26].

The diffusively HR neural network with nearest neighbors coupling admit plane wave and spatial localized solutions [4]. In the present work, the CFGL equation (13) admits plane wave solution in the form [15]

\[ B_1(x,t) = \sqrt{\frac{\gamma_r - P_r|k|^\alpha}{Q_r}} e^{i(kx - \omega_\alpha(k)t + \theta_0)}. \] (14)

where \( \omega_\alpha(k) = \frac{i}{Q_i}(Q_i\gamma_r - Q_r\gamma_i - Q_iP_r|k|^\alpha) \). The parameter \( k \) is a fixed wave number and \( \theta_0 \) is a constant parameter.

The plane wave solution Eq. (14) is stable if the parameters \( \gamma_r, \gamma_i, Q_i \) and \( P_r \) satisfy the condition

\[ 0 < \gamma_r - P_r|k|^\alpha < \frac{\gamma_i}{Q_i} < 3(\gamma_r - P_r|k|^\alpha). \] (15)

This condition defines the region of parameters for plane waves where the synchronization exists [15].

4. Localized numerical wave solutions

In the previous section, we have demonstrated that the HR neural network can be elegantly described by the CFGL equation which admits plane wave solutions. In general, analytical and closed solutions of fractional equations cannot be obtained. In that case, numerical techniques are used to identify the solution behavior of such fractional equations. The interest in
investigating and controlling the propagation of waves in neural tissue has been increasingly growing during the last decades. In this section, we use the semi-implicit Riesz fractional finite-difference scheme to find numerically localized wave solutions for the CFGL equation (13).

4.1. The Semi-implicit Riesz fractional finite-difference scheme

Let us reconsider our CFGL equation in a mathematical setting

\[
\begin{align*}
\frac{\partial B^1}{\partial t} &= P_r \frac{\partial^\alpha B^1}{\partial |x|^\alpha} + (\gamma_r + i\gamma_i)B^1 - (Q_r + iQ_i)|B^1|^2B^1, \\
B^1(x, 0) &= g(x), \quad x \in (0, b), \\
B^1(0, t) &= B^1(b, t) = 0, \quad t \in [0, T],
\end{align*}
\]

where homogeneous periodical boundary conditions are used without loss of generality. Note that the function \( g \) is the initial solution, \( T > 0 \) is the final time and \( \frac{\partial^\alpha}{\partial |x|^\alpha} \) is space Riesz fractional derivative of order \( \alpha \) given for \( 0 < \alpha < 2 \), \( \alpha \neq 1 \) by

\[
\frac{\partial^\alpha}{\partial |x|^\alpha} = -c_\alpha \left( -\infty D^\alpha_x + x D^\alpha_{+\infty} \right),
\]

where the coefficient

\[
\begin{align*}
c_\alpha &= \frac{1}{2 \cos(\alpha \pi/2)} \\
-\infty D^\alpha_x B^1 &= \left( \frac{d}{dx} \right)^m \left[ \infty I_x^{m-\alpha} B^1(x, t) \right] \\
x D^\alpha_{+\infty} B^1 &= (-1)^m \left( \frac{d}{dx} \right)^m \left[ x I_{+\infty}^{m-\alpha} B^1(x, t) \right],
\end{align*}
\]

with \( m \in \mathbb{N} \) such that \( m - 1 < \alpha \leq m \). The terms \( -\infty D^\alpha_x \) and \( x D^\alpha_{+\infty} \) are respectively the left and the right side Riemann-Liouville fractional derivatives. The left and right side Weyl fractional integrals used in Eq. (18) are
defined by
\[ I^{m-\alpha}_x B^1(x, t) = \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{x} (x - \zeta)^{\alpha-1} B^1(\zeta, t) d\zeta \]
\[ I^{m-\alpha}_{+\infty} B^1(x, t) = \frac{1}{\Gamma(\alpha)} \int_{x}^{+\infty} (x - \zeta)^{\alpha-1} B^1(\zeta, t) d\zeta \] (19)

By setting \( B^1 = U + iV \), where \( U \) and \( V \) are respectively the real and imaginary parts of \( B^1 \), Eq. (16) is equivalent to the following coupled system
\[
\begin{align*}
\frac{\partial U}{\partial t} &= P_r \frac{\partial^\alpha U}{\partial |x|^\alpha} + \gamma_r U - \gamma_i V - (Q_r U - Q_i V) (U^2 + V^2) \\
\frac{\partial V}{\partial t} &= P_r \frac{\partial^\alpha V}{\partial |x|^\alpha} + \gamma_i U + \gamma_r V - (Q_i U + Q_r V) (U^2 + V^2)
\end{align*}
\] (20)

Let us use the following identification \( B^1 \equiv (U, V)^T \). By setting
\[
A = \begin{pmatrix}
P_r \frac{\partial^\alpha}{\partial |x|^\alpha} & -\gamma_i \\
\gamma_i & P_r \frac{\partial^\alpha}{\partial |x|^\alpha}
\end{pmatrix}
\] (21)
\[
F(B^1) = \begin{pmatrix}
-(Q_r U - Q_i V) (U^2 + V^2) \\
-(Q_i U + Q_r V) (U^2 + V^2)
\end{pmatrix}
\] (22)

the coupled system Eq. (20) becomes
\[
\begin{align*}
\frac{\partial B^1}{\partial t} &= AB^1 + F(B^1) \\
B^1(x, 0) &= g(x), \quad x \in (0, b) \\
B^1(0, t) &= B^1(b, t) = (0, 0)^T.
\end{align*}
\] (23)

For space discretization, we used the weighted Riesz fractional finite-difference approximation as presented in [17]. We divide the interval \((0, b)\) into \( M \) sub-interval with the step \( h = b/M \). In order to perform the space discretization
with our homogeneous boundary conditions, the function $B_1$ should be extended to the whole $\mathbb{R}$ (see [17]) as

$$B_1^*(x, t) \equiv (U^*, V^*)^T = \begin{cases} 
B_1(x, t), & x \in (0, b) \\
(0, 0)^T, & x \in (-\infty, 0) \cup (0, +\infty).
\end{cases} \tag{24}$$

Using Eq. (24), each component of the function $B_1$ can be discretized by the centered finite difference as follows for $0 < \alpha < 2, \alpha \neq 1$

$$\frac{\partial^\alpha B_1}{\partial |x|^\alpha} = \begin{pmatrix}
-\frac{1}{h^\alpha} \sum_{-\infty}^{+\infty} w_k^\alpha U^*(x-kh,t) + O(h^2) \\
-\frac{1}{h^\alpha} \sum_{-\infty}^{+\infty} w_k^\alpha V^*(x-kh,t) + O(h^2)
\end{pmatrix}. \tag{25}$$

Since $B_1^*(x, t) = (0, 0)^T$ for $x \in (-\infty, 0) \cup (0, +\infty)$, we therefore have

$$\frac{\partial^\alpha B_1}{\partial |x|^\alpha} = \begin{pmatrix}
-\frac{1}{h^\alpha} \sum_{-(b-x)/h}^{(x-0)/h} w_k^\alpha U(x-kh,t) + O(h^2) \\
-\frac{1}{h^\alpha} \sum_{-(b-x)/h}^{(x-0)/h} w_k^\alpha V(x-kh,t) + O(h^2)
\end{pmatrix}. \tag{26}$$

where

$$w_k^\alpha = \frac{(-1)^k \Gamma(\alpha + 1)}{\Gamma(\alpha/2 - k + 1) \Gamma(\alpha/2 + k + 1)}. \tag{27}$$

Denote by $U_i^h(t)$ and $V_i^h(t)$ the approximated values of $U(x_i, t)$ and $V(x_i, t)$ respectively, the central finite difference approximation is therefore given by

$$\frac{\partial^\alpha B_1(x_i, t)}{\partial |x|^\alpha} \approx \begin{pmatrix}
-\frac{1}{h^\alpha} \sum_{i-M+i} w_k^\alpha U_{i-k}^h(t) \\
-\frac{1}{h^\alpha} \sum_{i-M+i} w_k^\alpha V_{i-k}^h(t)
\end{pmatrix}. \tag{28}$$

By setting $U_h = (U_i^h)_{1 \leq i \leq M}$, $V_h = (V_i^h)_{1 \leq i \leq M}$ and $B_1^h = (U_h, V_h)^T$, the semi-discrete version of Eq. (23) after space discretization is given by

$$\begin{align*}
\frac{dB_1^h}{dt} &= A_h B_1^h + F(B_1^h) \\
B_1^h(0) &= (g(x_i))_{1 \leq i \leq M}.
\end{align*} \tag{29}$$
where

\[ A_h = \begin{pmatrix} -P + \gamma I & -\gamma I \\ \gamma I & -P + \gamma I \end{pmatrix} \]  

(30)

\[ P = (p_{i,j})_{1 \leq i,j \leq M-1}, \quad p_{i,j} = \frac{P r}{h^\alpha w_{i-j}^\alpha}. \]  

(31)

Note that \( I \) is the \((M-1) \times (M-1)\) identity matrix. Please also note that the matrix \( A_h \) is more than 50 % full.

Let \( N \) being the time subdivision, we use the constant time step \( \tau = T/N \). In order to fully discretize Eq. (23), let \( B_{h,n}^1 \) being our approximated solution of \( B^1(n\tau) = (B^1(x_i, n\tau))_{1 \leq i \leq M-1} \). From Eq. (29), the \( \theta \)-Euler Riesz fractional finite-difference scheme to approximate Eq. (23) is given by

\[ B_{h,n}^1 + \frac{\tau}{\theta} \left( A_h B_{h,n}^1 + F(B_{h,n}^1) \right) + (1 - \theta) \left( A_h B_{h,n+1}^1 + F(B_{h,n+1}^1) \right) = 0 \leq \theta \leq 1. \]  

(32)

For \( \theta = 1 \), the scheme is an explicit Riesz fractional finite-difference scheme, while for \( \theta = 0 \), the scheme is a fully implicit Riesz fractional finite-difference scheme. The high order accuracy in time is obtained for \( \theta = \frac{1}{2} \), which corresponds to the Crank-Nicholson Riesz fractional finite-difference approximation scheme. Note the for \( \theta = 0 \), the corresponding explicit scheme is only stable for very small time step \( \tau \). For \( \theta \neq 1 \), the scheme is more stable, but the fact that the matrix \( A_h \) is more than 50 % full makes the Newton iterations less efficient.

To solve the efficiency drawback of the implicit schemes, we propose in this work the semi-implicit Riesz fractional finite-difference scheme where the linear part of Eq. (29) is approximated implicitly and the nonlinear part explicitly. Following ([27, 28, 29]), the corresponding scheme is given by

\[ \frac{B_{h,n+1}^1 - B_{h,n}^1}{\tau} = A_h B_{h,n+1}^1 + F(B_{h,n}^1). \]  

(33)
Obviously the semi-implicit scheme given at Eq. (33) is very efficient than the implicit schemes given in Eq. (32) for \( \theta \neq 1 \), as only one linear system is solved per time iteration.

4.2. Numerical simulations

All numerical simulations in this work will be performed using the semi-implicit Riesz fractional finite-difference given at Eq. (33). We choose the initial condition of \( B^1(x, t) \) in the form of a solitary wave solution \([30, 31]\)

\[
B^1(x, 0) = B_0 \left[ \frac{e^{-kx} + \cos(2\mu k x)e^{-kx}}{2\cosh(2kx) + \cos(2\mu k x)} - \frac{\sin(2\mu k x)e^{-kx}}{2\cosh(2kx) + \cos(2\mu k x)} \right], \tag{34}
\]

where \( \mu = \beta + \sqrt{2 + \beta^2} \) and \( \beta = \frac{3Q_i}{2Q_r} \).

The parameter values used are \([4]\): \( \Omega_0^2 = 0.032 \), \( \lambda_1 = 0.01, \lambda_3 = 0.023 \), \( \eta_0 = 0.1, \eta_1 = 0.001, \eta_2 = 0.15, r = 0.008 \), \( B_0 = 0.5, c_0 = 0.001 \) and \( c_1 = 0.001 \).

Figure 2 displays the spatio-temporal evolution on the initial solution for \( \alpha = 1.8 \). We have assumed the dissipation term to be purely real \((\gamma_i = 0)\), that is we neglect the motion of ions and protein anions across slow ions channels. We observe in this figure that the solution is well localized nonlinear excitation in space and time, it has the shape of a short pulse and propagates without any change of its profile. It is clear from there that as time evolves, the form of the pulse does not change; it is structurally stable.

Figure 3 displays spatial profiles of the amplitude of the solution for four distinct values of the parameters \( \alpha \), namely \( \alpha = 1.5, \alpha = 1.8, \alpha = 1.9 \) and \( \alpha = 1.99 \). We observe in the graphs of Figure 3 that the solution is
well localized in space with the shape of a short pulse. However, as $\alpha$ increases, profiles of the solution reflect more and more short impulses with well localized shapes, consistently with the reduction in the space course. On Figure 3(d), the pulse shape of the solution is clearly apparent at positive spaces for sufficiently large values of the parameter $\alpha$ in contrast to Figure 3(a), Figure 3(b) and Figure 3(c), where the shape of the pulse is not more pronounced. Remarkably, the pulse profiles in Figure 3 are in qualitative agreement with the typical results reported in electrodynamics theory in both myelinated and myelin-free nerve fiber contexts \[3\].

Figure 4 displays the effect of the imaginary term of the dissipation in the solution. In figure 4a, we have chosen $\alpha = 1.8$ and $\gamma_i \neq 0$. We observe that the imaginary term of the dissipation can not act on the dynamics of the pulse. The amplitude of the pulse is not altered. The same behavior is observed in Figure 4(b) where we have chosen $\alpha = 1.99$.

Figure 2: Profile of the numerical solution $|B^1(x,t)|^2$ according to time and space for $\alpha = 1.8$ and $\gamma_i = 0$. Parameter values are given in the text.
Figure 3: Spatial profile of the numerical solution $|B^1(x,t)|^2$ of Eq. (11) for $t=0.2$ with initial nonlinear localized solution, according to 4 values of $\alpha$. (a) $\alpha = 1.5$, (b) $\alpha = 1.8$, (c) $\alpha = 1.9$, (d) $\alpha = 1.99$.

Figure 4: The effect of the imaginary part of the dissipation coefficient on $|B^1(x,t)|^2$. (a) $\alpha = 1.8$, $\gamma_i \neq 0$. (b) $\alpha = 1.99$, $t=0.5$. 
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5. Conclusion

The goal of this paper was to study the nonlinear dynamics of diffusively Hindmarsh-Rose neural network with long-range coupling. Performing a perturbation technique, we have shown that the dynamics of modulated waves in our neural network can be elegantly described by the complex fractional Ginzburg-Landau equation. The result has confirmed the fact that the brain may actively work also effectively use the spatial dimension for information processing. In general, exact analytical solutions of fractional nonlinear equations cannot be obtained. We have proposed the semi implicit Riesz fractional finite-difference scheme to solve efficiently the complex fractional Ginzburg-Landau equation. It has been revealed that the numerical solutions for the nerve impulse are well-localized short impulses whose shape and stability depend on the value of the long-range parameter. The fractional properties observed in our neural network may be advantageous in excitable systems for crucial intuitions into spatio-temporal dynamics, synchronization and chaos. The approaches used in this work give also the opportunity to familiarize with improved fractional analytical and numerical methods which can be used to study other physical systems with long-range interactions.
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