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Abstract: Fractional difference operators possess nonlocal structure which largely affects and complicates the qualitative analysis of fractional difference equations. In this article, we discuss the effect of this memory property on asymptotic behaviour of solutions of nabla fractional difference equations.
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1. Introduction & Preliminaries

The notions of fractional integrals and derivatives [10, 11] date back to the works of Euler but the concepts of nabla fractional sum and differences [8] are just a decade old. Nabla fractional calculus also represents a natural instrument to model nonlocal phenomena either in space or time. The nabla fractional sum or difference of any function contains information about the function at earlier points, so it possesses a long memory effect. From science to engineering, there are many processes that involve different space or time scales. In many problems of this context, the dynamics of the system can be formulated by fractional difference equations which include the nonlocal effects.

Throughout the article, we shall use the following notations, definitions, and known results of nabla fractional calculus [8]. For any real number $a$, denote by $N_a = \{a, a+1, a+2, \ldots\}$. The backward jump operator $\rho : N_{a+1} \to N_a$ is defined by

$$\rho(t) = t - 1, \quad t \in N_{a+1}.$$ Define the $\mu$th-order nabla fractional Taylor monomial by

$$H_\mu(t, a) = \frac{(t-a)^\mu}{\Gamma(\mu+1)} \frac{\Gamma(t-a+\mu)}{\Gamma(t-a)\Gamma(\mu+1)}, \quad t \in N_a, \quad \mu \in \mathbb{R} \setminus \{\ldots, -2, -1\},$$

provided the right-hand side exists. Here $\Gamma(\cdot)$ denotes the Euler gamma function. Observe that $H_\mu(a, a) = 0$ and $H_\mu(t, a) = 0$ for all $\mu \in \{\ldots, -2, -1\}$ and $t \in N_a$.

From [9], we have that

$$\lim_{t \to \infty} H_{\mu-1}(t, a) = 0, \quad 0 < \mu < 1.$$ (1.1)

Let $u : N_a \to \mathbb{R}$ and $N \in N_1$. The first order backward (nabla) difference of $u$ is defined by

$$(\nabla u)(t) = u(t) - u(t-1), \quad t \in N_{a+1},$$
and the $N^{th}$-order nabla difference of $u$ is defined recursively by

\[
(\nabla^N u)(t) = \left(\nabla \left(\nabla^{N-1} u\right)\right)(t), \quad t \in \mathbb{N}_{a+N}.
\]

**Definition 1.1** (See [8]). Let $u : \mathbb{N}_{a+1} \to \mathbb{R}$ and $\nu > 0$. The $\nu^{th}$-order nabla sum of $u$ based at $a$ is given by

\[
(\nabla^\nu_a u)(t) = \sum_{s=a+1}^{t} H_{\nu-1}(t, \rho(s))u(s), \quad t \in \mathbb{N}_a,
\]

where by convention $(\nabla^\nu_a u)(a) = 0$ and $\nabla^0 u = u$.

**Definition 1.2** (See [8]). Let $u : \mathbb{N}_{a+1} \to \mathbb{R}, \nu > 0$ and choose $N \in \mathbb{N}_1$ such that $N - 1 < \nu \leq N$. The $\nu$-order Riemann–Liouville nabla difference of $u$ based at $a$ is given by

\[
(\nabla^\nu_a u)(t) = \left(\nabla^N \left(\nabla^{(N-\nu)} u\right)\right)(t), \quad t \in \mathbb{N}_{a+N}.
\]

**Theorem 1.1** (See [2]). Let $u : \mathbb{N}_{a+1} \to \mathbb{R}, \nu > 0$ and choose $N \in \mathbb{N}_1$ such that $N - 1 < \nu < N$. Then

\[
(\nabla^\nu_a u)(t) = \sum_{s=a+1}^{t} H_{\nu-1}(t, \rho(s))u(s), \quad t \in \mathbb{N}_a + 1.
\]

Clearly, $(\nabla^\nu_a u)(t)$ depends on the values of $u$ at the points $a + 1, a + 2, \ldots, t$ unlike the first order nabla difference $(\nabla u)(t)$, which just depends on the values of $u$ at the points $t - 1$ and $t$ only. Hereafter, we say that the memory of $(\nabla^\nu_a u)(t)$ is $(t - a)$.

**Lemma 1.2.** [8] Let $\nu, \mu \in \mathbb{R}$ and $n \in \mathbb{N}_1$ such that $N - 1 < \nu < N$. Then,

\[
\nabla^\nu_a H_\mu(t, a) = H_{\nu-\mu}(t, a), \quad t \in \mathbb{N}_a + 1.
\]

### 2. Examples

The memory property of nabla fractional difference operators play an important role in describing the behaviour of solutions of the corresponding nabla fractional difference equations. We demonstrate this fact through the following examples.

**Example 1.** Assume $0 < \nu, \mu < 1$. Consider the first order and the $\nu^{th}$-order nabla difference equations

\[
(\nabla u)(t) = H_{\mu-1}(t, \rho(a)), \quad t \in \mathbb{N}_{a+1},
\]

\[
(\nabla^\nu_a u)(t) = H_{\nu-1}(t, \rho(a)), \quad t \in \mathbb{N}_{a+1}.
\]

For $u_0 \in \mathbb{R}$, every solution of (2.1) is of the form

\[
u(t, a, u_0) = u_0 + H_{\mu}(t, \rho(a)), \quad t \in \mathbb{N}_a,
\]

which tends to $\infty$ as $t \to \infty$ [3, 7]. Every solution of (2.2) is of the form

\[
u(t, a, u_0) = u_0 H_{\nu-1}(t, \rho(a)) + H_{\nu+\mu-1}(t, \rho(a)), \quad t \in \mathbb{N}_a.
\]

Assume $0 < \nu + \mu < 1$. Then, from (2.4), every solution of (2.2) tends to 0 as $t \to \infty$.
Example 2. Assume $0 < \nu < 1$, $c : \mathbb{N}_{a+1} \to \mathbb{R}$ such that $1 - c(t) \neq 0$ for $t \in \mathbb{N}_{a+1}$. Consider the first order and the $\nu$th-order nabla difference equations

$$\nabla u(t) = c(t)u(t), \quad t \in \mathbb{N}_{a+1}; \tag{2.5}$$

$$\nabla^\nu u(t) = c(t)u(t), \quad t \in \mathbb{N}_{a+1}. \tag{2.6}$$

From [5, 7], we know that every solution of (2.5) tends to 0 as $t \to \infty$ if

$$\lim_{t \to \infty} \left| \prod_{s=a}^{t} \frac{1}{1 - c(s)} \right| = 0.$$

Also, it follows from [12] that every solution of (2.6) tends to 0 as $t \to \infty$ if $|1 - c(t)| \geq 1$ for $t \in \mathbb{N}_{a+1}$. For example, if we take $c(t) = 2$ for $t \in \mathbb{N}_1$, every solution of

$$\nabla u(t) = 2u(t), \quad t \in \mathbb{N}_1,$$

doesn’t tends to zero as $t \to \infty$ whereas every solution of

$$\nabla^\nu u(t) = 2u(t), \quad t \in \mathbb{N}_1,$$

tends to 0 as $t \to \infty$.

Motivated by these facts, in this article, we study the effect of this memory property on asymptotic behaviour of solutions of the following nabla fractional difference equation:

$$\nabla^\nu u(t) = c(t)u(t-1), \quad t \in \mathbb{N}_{a+1}, \tag{2.7}$$

where $c : \mathbb{N}_{a+1} \to \mathbb{R}$ and $0 < \nu < 1$. Finally, we compare these properties with that of the following first order nabla difference equation:

$$\nabla u(t) = c(t)u(t-1), \quad t \in \mathbb{N}_{a+1}. \tag{2.8}$$

3. Main Results

Define a sequence recursively as follows: $\tilde{E}_{c,\nu}(a, a) = 1$ and

$$\tilde{E}_{c,\nu}(t, a) = c(t)\tilde{E}_{c,\nu}(t-1, a) - \sum_{s=a}^{t-1} H_{\nu-1}(t, \rho(s))\tilde{E}_{c,\nu}(s, a), \quad t \in \mathbb{N}_{a+1}. \tag{3.1}$$

**Theorem 3.1.** Assume $c : \mathbb{N}_{a+1} \to \mathbb{R}$ and $N - 1 < \nu < N$, $N \in \mathbb{N}_1$. Then, the unique solution of the nabla fractional initial value problem

$$\begin{cases} 
\nabla^\nu u(t) = c(t)u(t-1), \quad t \in \mathbb{N}_{a+1}, \\
u(a) \in \mathbb{R},
\end{cases} \tag{3.2}$$

is given by

$$u(t) = u(a)\tilde{E}_{c,\nu}(t, a), \quad t \in \mathbb{N}_a, \tag{3.3}$$

where $\tilde{E}_{c,\nu}(t, a)$ is defined by (3.1).
Proof. From Theorem 1.1, we have

\[
(\nabla_{\rho(a)}^\nu u)(t) = \sum_{s=a}^{t} H_{\nu-1}(t, \rho(s))u(s) \\
= \sum_{s=a}^{t-1} H_{\nu-1}(t, \rho(s))u(s) + u(t), \quad t \in \mathbb{N}_{a+1}.
\]

Then, it follows from (3.2) and (3.4) that

\[
u(t) = c(t)u(t-1) - \sum_{s=a}^{t-1} H_{\nu-1}(t, \rho(s))u(s), \quad t \in \mathbb{N}_{a+1}.
\]

Take \( t = a + n, n \in \mathbb{N}_1 \). From (3.3), it is enough to prove that the statement

\[
u(a + n) = u(a)\tilde{E}_{c,\nu}(a + n, a), \quad n \in \mathbb{N}_1,
\]

is true by using the principle of strong mathematical induction on \( n \). From (3.1), (3.4) and (3.5), we obtain

\[
u(a + 1) = c(a + 1)u(a) - \sum_{s=a}^{a} H_{\nu-1}(a + 1, \rho(s))u(s) \\
= u(a) \left[ c(a + 1) - \sum_{s=a}^{a} H_{\nu-1}(a + 1, \rho(s))\tilde{E}_{c,\nu}(s, a) \right] \\
= u(a) \left[ c(a + 1)\tilde{E}_{c,\nu}(a, a) - \sum_{s=a}^{a} H_{\nu-1}(a + 1, \rho(s))\tilde{E}_{c,\nu}(s, a) \right] \\
= u(a) \left[ c(a + 1)\tilde{E}_{c,\nu}(a + 1 - 1, a) - \sum_{s=a}^{a+1} H_{\nu-1}(a + 1, \rho(s))\tilde{E}_{c,\nu}(s, a) \right] \\
= u(a)\tilde{E}_{c,\nu}(a + 1, a).
\]

Thus, the statement (3.6) is true for \( n = 1 \). Again, from (3.1), (3.4) and (3.5), we obtain

\[
u(a + 2) = c(a + 2)u(a + 1) - \sum_{s=a}^{a+1} H_{\nu-1}(a + 2, \rho(s))u(s) \\
= u(a) \left[ c(a + 2)\tilde{E}_{c,\nu}(a + 1, a) - \sum_{s=a}^{a+1} H_{\nu-1}(a + 2, \rho(s))\tilde{E}_{c,\nu}(s, a) \right] \\
= u(a) \left[ c(a + 2)\tilde{E}_{c,\nu}(a + 2 - 1, a) - \sum_{s=a}^{a+2} H_{\nu-1}(a + 2, \rho(s))\tilde{E}_{c,\nu}(s, a) \right] \\
= u(a)\tilde{E}_{c,\nu}(a + 2, a).
\]
Thus, the statement \((3.6)\) is true for \(n = 2\). Assume the statement \((3.6)\) is true for \(k = 3, 4, \cdots, n - 1\). That is,

\[
    u(a + k) = u(a)\tilde{E}_{c,\nu}(a + k, a), \quad k \in \mathbb{N}_1^{n-1}.
\]

(3.7)

Now, we prove the statement \((3.6)\) is true for \(n\). It follows from \((3.1)\), \((3.4)\) and \((3.5)\) that

\[
    u(a + n) = c(a + n)u(a + n - 1) - \sum_{s=a}^{a+n-1} H_{-\nu-1}(a + n, \rho(s))u(s)
\]

\[
    = u(a) \left[ c(a + n)\tilde{E}_{c,\nu}(a + n - 1, a) - \sum_{s=a}^{a+n-1} H_{-\nu-1}(a + n, \rho(s))\tilde{E}_{c,\nu}(s, a) \right]
\]

\[
    = u(a)\tilde{E}_{c,\nu}(a + n, a).
\]

Hence, by the principle of strong mathematical induction on \(n\), the statement \((3.6)\) is true for each \(n \in \mathbb{N}_1\). Since we obtain the solution by the method of steps,

\[
    u(t) = u(a)\tilde{E}_{c,\nu}(t, a), \quad t \in \mathbb{N}_a,
\]

is the unique solution of the initial value problem \((3.2)\). The proof is complete. \(\square\)

**Theorem 3.2.** Assume \(0 < \nu < 1\) and \(|c(t) + \nu| \leq \nu\) for \(t \in \mathbb{N}_{a+1}\). Then, the solutions of

\[
    (\nabla_{\rho(a)}^{\nu})u(t) = c(t)u(t - 1), \quad t \in \mathbb{N}_{a+1},
\]

(3.8)

satisfy

\[
    \lim_{t \to \infty} u(t) = 0.
\]

(3.9)

**Proof.** We show that

\[
    |\tilde{E}_{c,\nu}(t, a)| \leq H_{\nu-1}(t, \rho(a)), \quad t \in \mathbb{N}_{a+1}.
\]

(3.10)

Take \(t = a + n, n \in \mathbb{N}_1\). From \((3.10)\), it is enough to prove that the statement

\[
    |\tilde{E}_{c,\nu}(a + n, a)| \leq H_{\nu-1}(a + n, \rho(a)), \quad n \in \mathbb{N}_1,
\]

(3.11)

is true by using the principle of strong mathematical induction on \(n\). For \(n = 1\), from \((3.1)\), we have

\[
    |\tilde{E}_{c,\nu}(a + 1, a)| = |c(a + 1)\tilde{E}_{c,\nu}(a, a) - \sum_{s=a}^{a} H_{-\nu-1}(a + 1, \rho(s))\tilde{E}_{c,\nu}(s, a)|
\]

\[
    = |(c(a + 1) + \nu)\tilde{E}_{c,\nu}(a, a)|
\]

\[
    = |c(a + 1) + \nu|
\]

\[
    \leq \nu = H_{\nu-1}(a + 1, \rho(a)).
\]
Thus, the statement (3.11) is true for \( n = 1 \). For \( n = 2 \), from (3.1), we have

\[
\left| \tilde{E}_{c,\nu}(a + 2, a) \right| = \left| c(a + 2)\tilde{E}_{c,\nu}(a + 1, a) - \sum_{s=a}^{a+1} H_{-\nu-1}(a + 2, \rho(s))\tilde{E}_{c,\nu}(s, a) \right|
\]

\[
= \left| c(a + 2)\tilde{E}_{c,\nu}(a + 1, a) + \frac{\nu(1 - \nu)}{2}\tilde{E}_{c,\nu}(a, a) + \nu\tilde{E}_{c,\nu}(a + 1, a) \right|
\]

\[
\leq \left| c(a + 2) + \nu \right| \left| \tilde{E}_{c,\nu}(a + 1, a) \right| + \nu \frac{(1 - \nu)}{2}
\]

\[
\leq \nu^2 + \frac{\nu(1 - \nu)}{2} = H_{\nu-1}(a + 2, \rho(a)).
\]

Thus, the statement (3.11) is true for \( n = 2 \). Assume the statement (3.11) is true for \( k = 3, 4, \cdots, n - 1 \). That is,

\[
\left| \tilde{E}_{c,\nu}(a + k, a) \right| \leq H_{\nu-1}(a + k, \rho(a)), \quad k \in \mathbb{N}^{n-1}_{1}. \tag{3.12}
\]

Now, we prove the statement (3.11) is true for \( n \). Consider

\[
\left| \tilde{E}_{c,\nu}(a + n, a) \right|
\]

\[
= \left| c(a + n)\tilde{E}_{c,\nu}(a + n - 1, a) - \sum_{s=a}^{a+n-1} H_{-\nu-1}(a + n, \rho(s))\tilde{E}_{c,\nu}(s, a) \right|
\]

\[
= \left| c(a + n)\tilde{E}_{c,\nu}(a + n - 1, a) - \sum_{k=0}^{n-1} H_{-\nu-1}(a + n, \rho(a + k))\tilde{E}_{c,\nu}(a + k, a) \right|. \tag{3.13}
\]

Observe that

\[
-H_{-\nu-1}(a + n, \rho(s)) = -\frac{1}{\Gamma(-\nu)}(a + n - s + 1)^{-\nu-1}
\]

\[
= -\frac{1}{\Gamma(a + n - s - \nu)} \frac{\Gamma(a + n - s + 1)\Gamma(-\nu)}{\Gamma(a + n - s - \nu)}
\]

\[
= \frac{\nu}{\Gamma(a + n - s + 1)\Gamma(1 - \nu)}
\]

Since \( 0 < \nu < 1 \) and \( a \leq s \leq a + n - 1 \), we have \( 1 - \nu > 0 \), \( a + n - s + 1 > 0 \) and \( a + n - s - \nu > 0 \), implying that

\[
-H_{-\nu-1}(a + n, \rho(s)) > 0.
\]
Then, from (3.13) and (3.12), we have

\[ |\tilde{E}_{c,\nu}(a + n, a)| = |c(a + n)\tilde{E}_{c,\nu}(a + n - 1, a) + \nu\tilde{E}_{c,\nu}(a + n - 1, a) - \sum_{k=0}^{n-2} H_{\nu-1}(n, \rho(k))\tilde{E}_{c,\nu}(a + k, a)|\]

\[ \leq |c(a + n) + \nu| |\tilde{E}_{c,\nu}(a + n - 1, a)| - \sum_{k=0}^{n-2} H_{\nu-1}(n, \rho(k))|\tilde{E}_{c,\nu}(a + k, a)|\]

\[ \leq \nu H_{\nu-1}(a + n - 1, \rho(a)) - \sum_{k=0}^{n-2} H_{\nu-1}(n, \rho(k))H_{\nu-1}(a + k, \rho(a))\]

\[ = H_{\nu-1}(n, \rho(n - 1))H_{\nu-1}(a + n - 1, \rho(a)) - \sum_{k=0}^{n-1} H_{\nu-1}(n, \rho(k))H_{\nu-1}(a + k, \rho(a))\]

\[ = - \sum_{k=0}^{n} H_{\nu-1}(n, \rho(k))H_{\nu-1}(a + k, \rho(a))\]

Hence, by the principle of strong mathematical induction on \(n\), the statement (3.11) is true for each \(n \in \mathbb{N}_1\). Thus, we have (3.10). From Theorem 3.1 and (1.1), it follows that

\[ 0 \leq |u(t)| = |u(a)||\tilde{E}_{c,\nu}(t, a)| \leq |u(a)||H_{\nu-1}(t, \rho(a))| \to 0 \text{ as } t \to \infty. \]

The proof is complete. \qed
4. Conclusion

Assume $0 < \nu < 1$, $c : \mathbb{N}_{a+1} \to \mathbb{R}$. Consider the first order and the $\nu^{th}$-order nabla difference equations

\begin{align*}
\left(\nabla u\right)(t) &= c(t)u(t), \quad t \in \mathbb{N}_{a+1}, \quad (4.1) \\
\left(\nabla_{\rho(a)}^{\nu} u\right)(t) &= c(t)u(t), \quad t \in \mathbb{N}_{a+1}. \quad (4.2)
\end{align*}

From [5, 7], we know that every solution of (4.1) tends to 0 as $t \to \infty$ if

$$\lim_{t \to \infty} \left| \prod_{s=a+1}^{t} [1 + c(s)] \right| = 0.$$ 

It follows from Theorem 3.2 that every solution of (4.2) tends to 0 as $t \to \infty$ if $|c(t) + \nu| \leq \nu$ for $t \in \mathbb{N}_{a+1}$. For example, if we take $c(t) = 0$ for $t \in \mathbb{N}_1$, every solution of

$$\left(\nabla u\right)(t) = 0, \quad t \in \mathbb{N}_1,$$

doesn’t tends to zero as $t \to \infty$ whereas every solution of

$$\left(\nabla_{\rho(0)}^{\nu} u\right)(t) = 0, \quad t \in \mathbb{N}_1,$$

tends to 0 as $t \to \infty$.
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