REGULARITY AT INFINITY OF HADAMARD MANIFOLDS WITH RESPECT TO SOME ELLIPTIC OPERATORS AND APPLICATIONS TO ASYMPTOTIC DIRICHLET PROBLEMS
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Abstract. Let $M$ be Hadamard manifold with sectional curvature $K_M \leq -k^2$, $k > 0$. Denote by $\partial M$ the asymptotic boundary of $M$. We say that $M$ satisfies the strict convexity condition (SC condition) if, given $x \in \partial M$ and a relatively open subset $W \subset \partial M$ containing $x$, there exists a $C^2$ open subset $\Omega \subset M$ such that $x \in \text{Int}(\partial M \cap \Omega) \subset W$ and $M \setminus \Omega$ is convex. We prove that the SC condition implies that $M$ is regular at infinity relative to the operator

$$Q[u] := \text{div} \left( \frac{a(|\nabla u|)}{|\nabla u|} \nabla u \right),$$

subject to some conditions. It follows that under the SC condition, the Dirichlet problem for the minimal hypersurface and the $p$-Laplacian ($p > 1$) equations are solvable for any prescribed continuous asymptotic boundary data. It is also proved that if $M$ is rotationally symmetric or if $\inf_{B_{R+1}} K_M \geq -2e^{kR}/R^2 + 2\epsilon$, $R \geq R^*$, for some $R^*$ and $\epsilon > 0$, where $B_{R+1}$ is the geodesic ball with radius $R + 1$ centered at a fixed point of $M$, then $M$ satisfies the SC condition.

1. Introduction

Let $M$ be Hadamard manifold (complete, simply connected Riemannian manifold) with sectional curvature $K_M \leq -k^2$, $k > 0$. Denote by $\overline{M}$ the compactification of $M$ in the cone topology and by $\partial M$ the asymptotic boundary of $M$ (see for instance [EO]). This upper bound hypothesis on the sectional curvature of $M$ will be assumed throughout the paper.

We consider the elliptic differential operator $Q$ defined in the Sobolev space $W^{1,p}_{\text{loc}}(M)$, for some $p \geq 1$, given by

$$Q[u] := \text{div} \left( \frac{a(|\nabla u|)}{|\nabla u|} \nabla u \right) = 0,$$

where $a \in C^1([0, \infty))$ satisfies

1. $a(0) = 0$, $a'(s) > 0$ for all $s > 0$;
2. $a(s) \leq C \left(s^{p-1} + 1\right)$ for all $s \in [0, +\infty)$, for some constant $C > 0$;
3. there exist $q > 0$ and $\delta > 0$ such that $a(s) \geq s^q$, $s \in [0, \delta]$.

In the above PDE equation div and $\nabla$ denote the divergence and the gradient in $M$.
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The asymptotic Dirichlet problem with boundary condition \( \varphi \in C^0(\partial_\infty M) \) consists in finding a solution \( u \in W^{1,p}_{\text{loc}}(M) \cap C^0(M) \) of \( Q = 0 \) in \( M \) that extends continuously to \( \partial_\infty M \) and \( u|_{\partial_\infty M} = \varphi \). By a solution of \( Q = 0 \) in \( M \) we mean a weak solution, that is, \( u \) is in the Sobolev space \( W^{1,p}_{\text{loc}}(M) \) and satisfies

\[
\int_M \left\langle a \left( \frac{|\nabla u|}{|\nabla u|} \right) \nabla u, \nabla \xi \right\rangle = 0
\]

for all all \( \xi \in W^{1,p}_{0}(M) \).

In the Laplacian case this problem has been intensively investigated during the last three decades (see, for instance, [And], [C], [Hs], [Ne], [SY] and the references therein).

The notion of \textit{regularity} of the boundary of a domain \( \Omega \subset M \) is fundamental in elliptic PDE theory to prove that a solution of the Dirichlet problem of an elliptic PDE assumes a given value at the boundary of \( \Omega \) (see [GT]). To deal with the asymptotic Dirichlet problem in \( M \) we extend this notion to the asymptotic boundary \( \partial_\infty M \) of \( M \) as follows.

We say that \( M \) is regular at infinity with respect to \( Q \) if, given \( C > 0 \), \( x \in \partial_\infty M \), and a relatively open subset \( W \subset \partial_\infty M \) containing \( x \), there are an open subset \( \Omega \subset M \) such that \( x \in \text{Int} (\partial_\infty \Omega) \subset W \), and sub and supersolutions \( \sigma, \Sigma \in C^0(M) \) of \( Q = 0 \) in \( M \) (called \textit{barriers} at \( x \)) such that \( \sigma \leq 0 \leq \Sigma \), \( \lim_{p \to x} \sigma(p) = \lim_{p \to x} \Sigma(p) = 0 \) and \( \sigma|_{M \setminus \Omega} \leq -C \) and \( \Sigma|_{M \setminus \Omega} \geq C \) (see Section 2 and Definition 2.1 for more details).

We prove that if \( M \) is regular at infinity with respect to \( Q \) and if:

\begin{enumerate}[(a)]
  \item there is an exhaustion of \( M \) by an increasing sequence of \( C^\infty \) bounded subdomains \( \Omega_k \subset M \) such that the Dirichlet problem for \( Q = 0 \) is solvable in \( \Omega_k \) for any boundary data which is in \( C^\infty(\partial \Omega_k) \),
  \item sequences of solutions with uniformly bounded \( C^0 \) norm are compact in relatively compacts subsets of \( M \),
\end{enumerate}

then the asymptotic Dirichlet problem for \( Q \) is solvable for any continuous boundary data (Theorem 2.3).

In view of the classical and more recent results on geometric quasilinear elliptic PDE theory, conditions (a) and (b) hold in a large class of elliptic PDE’s, thus reducing the solvability of this problem to the regularity of \( M \) at infinity with respect to the operator \( Q \).

From the well known work of H. Choi [C], it follows that if \( M \) satisfies the convex conic neighborhood condition, namely, any two distinct points of \( \partial_\infty M \) can be separated by \( C^2 \) convex open disjoint neighborhoods of these points in \( \overline{M} \), then any point at infinity is regular for the Laplace operator (the 2—Laplacian); in particular, the asymptotic Dirichlet problem for the Laplace equation \( \Delta u = 0 \) is solvable for any given continuous boundary data \( \varphi \) at \( \partial_\infty M \). Since Choi’s proof using the convex conic neighborhood condition is heavily based on the linearity of the Laplacian operator, it does not apply directly to quasilinear elliptic PDE’s, as the \( p \)—Laplacian or the minimal hypersurface PDE.

In the present work we propose a different notion of convexity; informally speaking, when one can extract from \( \overline{M} \) a neighborhood of any point of \( \partial_\infty M \) such that what remains is still convex (as it happens with strictly convex bounded domains).
The precise definition is:

**Definition 1.1.** Let \( M \) be a Hadamard manifold. We say that \( M \) satisfies the strict convexity condition (**SC condition**) if, given \( x \in \partial_{\infty} M \) and a relatively open subset \( W \subset \partial_{\infty} M \) containing \( x \), there exists a \( C^2 \) open subset \( \Omega \subset M \) such that \( x \in \text{Int}(\partial_{\infty} \Omega) \subset W \), where \( \text{Int}(\partial_{\infty} \Omega) \) denotes the interior of \( \partial_{\infty} \Omega \) in \( \partial_{\infty} M \), and \( M \setminus \Omega \) is convex.

As we shall see, the SC condition gives an a priori control of the behavior at infinity of the solutions of divergence form quasilinear elliptic PDEs \( \Box_p \) subject to the conditions (2)–(1). In fact we prove that if \( M \) satisfies the SC condition, then it is regular at infinity with respect to \( Q \) (Theorem 2.5). As a consequence, under the SC condition, when \( Q \) satisfies conditions (a) and (b), then the asymptotic Dirichlet problem for \( Q \) is solvable for any continuous boundary data (Theorem 2.6).

We observe that the minimal hypersurface PDE \( M = 0 \) and the \( p \)-Laplacian PDE \( \Delta_p = 0 \), \( p > 1 \), are special cases of \( Q = 0 \), where \( a(t) = t/\sqrt{1+t^2} \) and \( \Box_p = \epsilon t^{p-1} \), respectively. It is easy to see that they both satisfy conditions (2), (3), (1) and, as we shall see later, both \( M \) and \( \Delta_p \) satisfy conditions (a) and (b). Then, from Theorem 2.5, we obtain that if \( M \) satisfies the SC condition, then the asymptotic Dirichlet problem with prescribed continuous asymptotic data is solvable for \( M \) and \( \Delta_p, p > 1 \) (Theorem 2.8).

To show the extent of the above results, we first prove that if \( M \) has a rotationally symmetric metric, then it satisfies the SC condition (Theorem 3.4). By an adaptation of a nice construction due to Borbély [B1] we also prove that if \( \inf_{B_{R+1}} K_M \geq \epsilon^2R/R^{2+2\epsilon} \), \( R \geq R^* \), for some \( R^* \) and \( \epsilon > 0 \), where \( B_{R+1} \) is the geodesic ball with radius \( R + 1 \) centered at a fixed point of \( M \), then our SC condition is satisfied (Theorem 3.5). Remark that 2-dimensional Hadamard manifolds (under the assumption \( K_M \leq -k^2 \)) always satisfy the SC condition, since any two points of \( \partial_{\infty} M \) can be connected by a geodesic.

The classes of Hadamard manifolds \( M \) that we have considered essentially satisfy both Choi’s convex conic condition and our SC condition. It may then be possible that these conditions are actually equivalent. So far, this remains an open problem. We also observe that if no convexity is required, then it was constructed by Ancona [Anc] and Borbély [B2] examples of 3–dimensional Hadamard manifolds \( M \) with \( K_M \leq -1 \) for which the asymptotic Dirichlet problem for the Laplace equation is not solvable for all continuous nonconstant boundary data. In [Ho] I. Holopainen extended Borbély’s result for the \( p \)-Laplacian PDE, and, quite recently, the first author of the present article and I. Holopainen [HoR] extended these nonsolvability results to the class of PDEs [1] including, particularly, the minimal hypersurface PDE. We finally mention that the hypothesis \( K_M \leq -k^2 \) cannot be relaxed to \( K_M < 0 \), even in dimension 2. This follows from the results of M. Rigoli and A. Setti in [RS] where the authors study the PDE [1] focusing on nonexistence Liouville type theorems (see Remark 2.7 below).

2. The asymptotic Dirichlet problem for Hadamard manifolds which satisfy the strict convexity condition

Let \( M \) be a Hadamard manifold. We say that a function \( \Sigma \in C^0(M) \) is a supersolution for \( Q \) if, given a bounded domain \( U \subset M \), \( u \in C^0(\overline{U}) \) is a solution of \( Q = 0 \) in \( U \), the condition \( u|_{\partial U} \leq \Sigma|_{\partial U} \) implies that \( u \leq \Sigma|_U \).
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Given \( x \in \partial_\infty M \) and an open subset \( \Omega \subset M \) such that \( x \in \partial_\infty \Omega \), an upper barrier for \( Q \) relative to \( x \) and \( \Omega \) with height \( C \) is a function \( \Sigma \in C^0(M) \) such that

(i) \( \Sigma \) is a supersolution for \( Q \);
(ii) \( \Sigma \geq 0 \) and \( \lim_{p \in M, p \to x} \Sigma(p) = 0 \), the limit with respect to the cone topology;
(iii) \( \Sigma_{M, \Omega} \geq C \).

Similarly, we define subsolutions and lower barriers.

**Definition 2.1.** Let \( M \) be a Hadamard manifold. We say that \( M \) is regular at infinity with respect to the differential operator \( Q \) if, given \( C > 0 \), \( x \in \partial_\infty M \) and an open subset \( W \subset \partial_\infty M \) with \( x \in W \), there exist an open set \( \Omega \subset M \) such that \( x \in \text{Int} \partial_\infty \Omega \subset W \) and upper and lower barriers \( \Sigma, \sigma : M \to \mathbb{R} \) relative to \( x \) and \( \Omega \), with height \( C \).

Compare this definition with Definition 2.6 and Theorem 2.7 in [C] for the case of the Laplace operator and also with Theorem 3.3 and Definition 3.4 in [HoV] for the case of the \( p \)-Laplacian.

The next lemma gives candidates to supersolutions of \( Q = 0 \), and hence to upper barriers. Although it is a well known result, we write the proof for the reader’s convenience.

**Lemma 2.2.** Let \( U \subset M \) be an open set and \( v \in C^0(U) \cap W^{1,p}_\text{loc}(U) \) such that, for every \( \xi \in C^0_\infty(U) \) with \( \xi \geq 0 \), it holds that

\[
\int_U \left\langle \frac{a(|\nabla v|)}{|\nabla v|} \nabla v, \nabla \xi \right\rangle \, dx \geq 0
\]

\((v \text{ is frequently known as a weak supersolution of } Q = 0). \) Then \( v \) is a supersolution of \( Q = 0 \). In particular, if \( v \in C^2(U) \) satisfies \( Q[v] \leq 0 \), then \( v \) is a supersolution.

**Proof.** We first notice that inequality (5) holds for all \( 0 \leq \xi \in C^\infty_0(U) \) if and only if it holds for all \( \xi \in W^{1,p}_\text{loc}(U) \), with \( \xi \geq 0 \) a.e.

In order to prove that \( v \) is a supersolution, let \( B \in U \) and \( u \in C^0(\overline{B}) \cap W^{1,p}_\text{loc}(B) \) such that \( u \leq v \) on \( \partial B \). We must prove that \( u \leq v \) in \( B \). For, notice that inequality (5) holds for the particular choice of \( \xi \) given by \( \xi = (u - v)_+ := \max\{u - v, 0\} \), by the remark above. On the other hand, since \( u \) is a solution of \( Q = 0 \), it holds that

\[
\int_B \left\langle \frac{a(|\nabla u|)}{|\nabla u|} \nabla u, \nabla \xi \right\rangle \, dx = 0.
\]

Therefore we may combine both expressions and obtain

\[
\int_B \left\langle \frac{a(|\nabla u|)}{|\nabla u|} \nabla u - \frac{a(|\nabla v|)}{|\nabla v|} \nabla v, \nabla u - \nabla v \right\rangle \, dx \leq 0.
\]

On the other hand,

\[
\left\langle \frac{a(|\nabla u|)}{|\nabla u|} \nabla u - \frac{a(|\nabla v|)}{|\nabla v|} \nabla v, \nabla u - \nabla v \right\rangle = a(|\nabla u|)|\nabla u|^2
\]

\[
- a(|\nabla u|) \nabla u, \nabla v) - a(|\nabla v|) \nabla u, \nabla v) + a(|\nabla v|)|\nabla v|
\]

\[
\geq a(|\nabla u|)|\nabla u| - a(|\nabla u|)|\nabla v| - a(|\nabla v|)|\nabla u| + a(|\nabla v|)|\nabla v|
\]

\[
= (a(|\nabla u|) - a(|\nabla v|)) (|\nabla u| - |\nabla v|),
\]
where the inequality is implied by Cauchy-Schwarz inequality; and since \( a \) is increasing the last product must be \( \geq 0 \). Hence the integrated function on \( B \) is nonnegative, and since its integral is nonpositive, it vanish a.e. on \( B \). Since \( a \) is injective, it follows that \( \nabla u = \nabla v \) a.e. in \( B \) which implies that \( (u - v)_+ \) is constant a.e. Since it is continuous, we conclude that it actually is constant in \( B \), and since it vanishes on the boundary, \( (u - v)_+ = 0 \), which finishes the first part of the proof.

The second part is a consequence of integration by parts.

Theorem 2.3. Let \( M \) be a Hadamard manifold with sectional curvature \( K_M \leq -k^2 < 0 \) which is regular at infinity with respect to \( Q \). Assume moreover that

(a) there is a sequence of bounded \( \infty \) domains \( \Omega_k \subset M \), \( k \in \mathbb{N} \), satisfying \( \Omega_k \subset \Omega_{k+1} \), \( \cup \Omega_k = M \), such that the Dirichlet problem for \( Q = 0 \) is solvable in \( \Omega_k \) for any \( \infty \) boundary data,

(b) sequences of solutions with uniformly bounded \( C^0 \) norm are compact in relatively compacts subsets of \( M \).

Then the asymptotic Dirichlet problem of \( Q \) is solvable for any continuous boundary data.

Proof. Let \( \phi \in C^\infty(M) \cap C^0(M) \) be a smooth extension of \( \varphi \). Condition (a) allows us to solve the Dirichlet problem

\[
\begin{cases}
Q[u] = 0 \text{ in } \Omega_k, u \in W^{1,p}_{\text{loc}}(\Omega_k) \cap C^0(\overline{\Omega_k}), \\
u|_{\partial \Omega_k} = \phi,
\end{cases}
\]

finding a solution \( u_k \in C^0(\overline{\Omega_k}) \).

Condition (b) together with the diagonal method show that there exists a subsequence of \( (u_k) \) (which we suppose to be \( (u_k) \)) converging uniformly on compact subsets of \( M \) to a global solution of \( Q = 0 \), which we denote by \( u \). One needs to show that \( u \) extends continuously to \( \partial_\infty M \) and satisfies \( u|_{\partial_\infty M} = \varphi \).

For, let \( x \in \partial_\infty M \) and \( \varepsilon > 0 \). Since \( \varphi \) is continuous, there exists an open neighborhood \( W \subset \partial_\infty M \) of \( x \) such that \( \varphi(y) < \varphi(x) + \varepsilon/2 \) for all \( y \in W \). Furthermore, the regularity of \( M \) at infinity with respect to \( Q \) implies that there exists an open subset \( \Omega \subset M \) such that \( x \in \text{Int}(\partial_\infty \Omega) \subset W \) and \( \Sigma : M \to \mathbb{R} \) upper barrier with respect to \( x \) and \( \Omega \) with height \( C := \max_M |\phi| \).

Defining

\[
v(q) := \Sigma(q) + \varphi(x) + \varepsilon,
\]
we claim that \( u \leq v \) in \( \Omega \).

Since \( \phi \) is continuous, \( \exists k_0 \gg 0 \) such that \( \phi(q) < \varphi(x) + \varepsilon/2 \) for all \( q \in \partial \Omega_k \cap \Omega \), \( k \geq k_0 \); we may choose \( k_0 \) such that \( \Omega_k \cap \Omega \neq 0 \).

Set \( V_k := \Omega_k \cap \Omega \), \( k \geq k_0 \). Claim: \( u_k \leq v \) in \( V_k \). In fact, the inequality holds on \( \partial V_k = (\partial \Omega_k \cap \Omega) \cup (\partial \Omega \cap \Omega_k) \): on \( \partial \Omega_k \cap \Omega \), it is true due to the choice of \( k_0 \); on \( \partial \Omega \cap \Omega_k \), it holds because \( \Sigma \geq \max_M |\varphi| \) on \( \partial \Omega \), which implies that \( \Sigma \geq u_k \), by the Comparison Principle (Lemma 2.2).

Also the Comparison Principle implies that \( u_k \leq v \) in \( V_k \); since it holds for all \( k \geq k_0 \), we have \( u \leq v \) on \( \Omega \).

It is also possible to define \( v_- : M \to \mathbb{R} \) by \( v_-(q) := \varphi(x) - \varepsilon - \Sigma(q) \) in order to obtain \( u \geq v_- \) in \( \Omega \). It then holds that

\[|u(q) - \varphi(x)| < \varepsilon + \Sigma(q), \forall q \in \Omega,\]
and hence
\[ \limsup_{p \to x} |u(p) - \varphi(x)| \leq \varepsilon. \]
The proof is complete, since \( \varepsilon > 0 \) is arbitrary. \( \square \)

**Remark 2.4.** We remark that in the bounded case, the regularity of the domain seems to depend heavier on the operator. For instance, any bounded \( C^2 \) domain is regular for the Laplace equation as, for the mean curvature operator, the \( C^2 \) regularity is not enough, the domain has to be convex too.

**Theorem 2.5.** Let \( M \) be a Hadamard manifold with sectional curvature \( K_M \leq -k^2 \) satisfying the SC condition. Then \( M \) is regular at infinity with respect to \( Q \).

**Proof.** Let \( C > 0 \) and \( x \in W \subset \partial_{\infty} M \) be given. Since \( Q [-u] = -Q [u] \) it is enough to prove the existence of a barrier from above at \( x \). Since \( M \) satisfies the SC condition, there exists a \( C^2 \) open subset \( \Omega \) of \( M \) such that \( x \in \text{Int} ( \partial \Omega ) \subset W \) and such that \( M \setminus \Omega \) is convex. Let \( s : \Omega \to \mathbb{R} \) be the distance function to \( \partial \Omega \). Since \( M \setminus \Omega \) is convex and \( K_M \leq -k^2 \), we may apply comparison theorems (see Theorems 4.2 and 4.3 of [C]) in order to obtain the estima
tive
\[ (7) \quad \Delta s \geq (n-1)k \tanh ks. \]
On the other hand, since \( a' > 0 \), \( a \) has an inverse function \( a^{-1} \in C^1 ([0, \alpha)) \) where \( \alpha = \sup a \leq \infty \). Set \( c = a(2C) \).

We may then define a function \( g : [0, \infty) \to \mathbb{R} \), \( g \in C^2 ((0, \infty)) \), possibly with \( g(0) = \infty \), by
\[ (8) \quad g(s) := \int_s^\infty a^{-1} (c \cosh^{1-n} kt) \, dt. \]

We observe that, from the assumptions on \( a \), the function \( g \) is well defined. In fact, let \( \tau \) satisfy
\[ c \cosh^{1-n} k \tau = \delta. \]
Assuming, without loss of generality, that \( \delta < c \), such \( \tau \) exists because \( c \cosh^{1-n} 0 = c \) and \( \lim_{t \to +\infty} c \cosh^{1-n} kt = 0 \). We have \( a^{-1}(t) \leq t^{1/q} \) if \( a(t) \in [0, \delta] \), and therefore
\begin{align*}
    g(s) &= \int_s^\tau a^{-1}(c \cosh^{1-n} kt) \, dt + \int_\tau^{+\infty} a^{-1}(c \cosh^{1-n} kt) \, dt \\
    &\leq a^{-1}(cs)(\tau - s) + \int_\tau^{+\infty} (c \cosh^{1-n} kt)^{\frac{1}{q}} \, dt \\
    &\leq a^{-1}(cs)\tau + (2c) \frac{1}{q} \int_\tau^{+\infty} e^{-\frac{k t}{q}} \, dt = a^{-1}(cs)\tau + \frac{(2c)^{\frac{1}{q}}}{q} e^{-k\tau} < +\infty
\end{align*}
for all \( s > 0 \). Furthermore,
\[ g(0) > \int_0^1 a^{-1}(c \cosh^{1-n} kt) \, dt \geq a^{-1}(c) = 2C \]
and \( \lim_{s \to \infty} g(s) = 0 \). Therefore we may define \( v : \Omega \to \mathbb{R} \) as
\[ v(p) := g(s(p)), \]
and we want to show that \( Q(v) \leq 0 \). Notice that
\[ \nabla v(p) = g'(s(p))\nabla s(p) = -a^{-1}(c \cosh^{1-n} ks(p)) \, \nabla s. \]
and then \(|\nabla v| = |g'(s(p))| = a^{-1} (c \cosh^{-n} k s(p))\); furthermore, it holds that \(\nabla v/|\nabla v| = -\nabla s\). Combining the previous expressions, we obtain
\[
Q(v) = \text{div} \left( a \left( |g'(s(p))| \nabla s(p) \right) \right) \\
= \text{div} \left( a \left( -a^{-1} (c \cosh^{-n} k s(p)) \right) \nabla s(p) \right) \\
= (1 - n) c k \cosh^{-n} k s(p) k \tanh k s(p) \\
\leq (n - 1) c k \cosh^{-n} k s(p) k \tanh k s(p) = 0,
\]
and hence, by Lemma 2.2, \(v\) is a supersolution on \(\Omega\).

To finish with the proof, define the global supersolution \(\Sigma \in C^0(M)\) by
\[
\Sigma(p) = \begin{cases} 
\min \{v(p), C\} & \text{if } p \in \Omega, \\
C & \text{if } p \in M \setminus \Omega,
\end{cases}
\]
which is of course an upper barrier relative to \(x\) and \(\Omega\) with height \(C\).

As a consequence of Theorems 2.3 and 2.5 we obtain

**Theorem 2.6.** Let \(M\) be a Hadamard manifold with sectional curvature satisfying \(K_M \leq -k^2\). Assume that \(M\) satisfies the SC condition and that \(Q\) satisfies conditions (a) and (b). Then the asymptotic Dirichlet problem of \(Q\) is solvable for any continuous boundary data.

**Remark 2.7.** Since in the two-dimensional case the hypothesis \(K_M \leq k^2 < 0\) implies the SC condition, it is interesting to know if Theorem 2.6 remains true if we just require \(K_M < 0\). We may see that if
\[
0 > \inf_{\partial B_r} K_M \geq -\frac{1}{r^2 \log r},
\]
where \(B_r\) is a geodesic ball centered at some fixed point of \(M\), for \(r \geq r_0\), \(r_0\) large enough, then the Bishof comparison theorem implies that \(|\partial B_r| \leq r \log r\), where \(|\partial B_r|\) is the volume of \(\partial B_r\). It follows that for \(p \geq 2\) and \(s\) large enough we have
\[
\int_s^\infty \frac{dr}{|\partial B_r|^{1/p^*}} \geq \int_s^\infty \frac{dr}{r \log r} = \infty.
\]
From Theorem A of [RS] it follows that there is no entire bounded solution of \(Q = 0\) in \(M\) besides the constant functions whenever the function \(a\) that defines \(Q\) satisfies \(a(t) \leq Ct\) near the origin for some \(C > 0\). This is the case, for instance, for the \(p\)-Laplacian, \(p \geq 2\), and minimal PDEs. In particular, the asymptotic Dirichlet problem for those cases is not solvable for any continuous boundary data in \(\partial \infty M\) if \(K_M\) satisfies (9). Hence, Theorem 2.6 is false if one replaces the hypothesis \(K_M \leq -k^2 < 0\) by \(K_M < 0\).
The nonexistence condition \( (9) \) for the curvature is sharp for the Laplacian and the minimal surface PDEs in the sense that if

\[
\sup_{\partial B_r} K_M \leq -\frac{1 + \varepsilon}{r^2 \log r} (\dim M = 2)
\]

for some \( \varepsilon > 0 \), then it was proved by R. W. Neel in \([Ne]\) that the asymptotic Dirichlet problem for the Laplacian PDE is solvable for any continuous boundary data. In \([RT]\) it is proved that the same hypothesis \( (10) \) on the curvature of a rotationally symmetric \( M \) also implies the solvability of the minimal surface equation in \( M \) for any prescribed continuous boundary data. We note that these remarks in the case of the minimal PDE give a partial answer to a question formulated in \([GR]\).

**Theorem 2.8.** Let \( M \) be a Hadamard manifold with sectional curvature satisfying \( K_M \leq -k^2 \) and assume that \( M \) satisfies the SC condition. Then the asymptotic Dirichlet problems for the minimal hypersurface \( M = 0 \) PDE and the \( p \)-Laplacian \( \Delta_p = 0 \) PDE, \( p > 1 \), are uniquely solvable for any given continuous boundary data at infinity. The solution is in the classical sense in the minimal case and in the weak sense in the \( p \)-Laplacian case. Precisely: Given \( \varphi \in C^0(\partial_{\infty} M) \) there are solutions \( u \in C^\infty(M) \cap C_0(M) \) of \( M[u] = 0 \) and \( v \in C^{1,\alpha}(M) \cap C_0(M) \) of \( \Delta_p[v] = 0 \) such that \( u|_{\partial_{\infty} M} = v|_{\partial_{\infty} M} = \varphi \).

**Proof.** Due to Theorem 2.5 above one only has to prove that conditions (a) and (b) are satisfied for \( M \) and \( \Delta_p \). Fixing a point \( o \in M \) we take \( \Omega_k := B_k \), the geodesic ball of \( M \) with radius \( k \) centered at \( o \). Choose \( k \) and let \( \psi \in C^\infty(\partial B_k) \) be given. In the \( p \)-Laplacian case, the same arguments used for proving the existence of solutions of the \( p \)-Laplacian PDE in \( \mathbb{R}^n \) with prescribed \( C^\infty \) boundary data apply to prove the existence of a weak solution \( u_k \in C^{1,\alpha}(\bar{B_k}) \) of \( \Delta_p = 0 \) in \( B_k \) such that \( u_k|_{\partial B_k} = \psi \) for some \( \alpha \in (0, 1) \) which depends only on \( p \). This proves that condition (a) is satisfied for \( \Delta_p \). The interior gradient estimates of \([KN]\) and standard elliptic PDE theory implies that uniformly \( C^0 \) bounded sequences of solutions of \( \Delta_p = 0 \) are compact on relatively compact subsets of \( M \) proving that condition (b) is satisfied for \( \Delta_p \). In the case of the minimal PDE, condition (a) follows from Theorem 1 of \([DHL]\) and elliptic regularity theory. Condition (b) follows from Theorem 1.1 of \([S]\) and standard arguments from PDE elliptic theory. This proves the theorem. \( \square \)

### 3. Applications

In this section, we first show that rotationally symmetric manifolds with sectional curvature \( K_M \leq -k^2 \) satisfy the strict convexity condition. The proof of this fact is constructive, and there is almost no difference between the 3-dimensional and the \( n \)-dimensional case, \( n \geq 3 \), as we shall see in the final constructions. The existence results ensured by Theorem 2.8 in rotationally manifolds, for the minimal and \( p \)-Laplacian PDE’s, \( p > 1 \), have already been obtained by different authors in different papers, some of them with weaker conditions on the sectional curvature (see \([GR]\), \([EFR]\) and \([V]\)).

Let \( M \) be an \( (n + 1) \)-dimensional rotationally symmetric Hadamard manifold with center \( o \). We may treat \( M \) as the set

\[
\mathbb{R}^{n+1} = \{(x_1, \ldots, x_{n+1}) | x_i \in \mathbb{R}\}
\]
parametrized by \( r \), the distance to \((0, \ldots, 0) = o\), and \( \theta_1, \ldots, \theta_n \), with
\[
\begin{align*}
    x_1 &= r \sin \theta_1 \sin \theta_2 \ldots \sin \theta_n, \\
    x_2 &= r \cos \theta_1 \sin \theta_2 \ldots \sin \theta_n, \\
    x_3 &= r \cos \theta_2 \sin \theta_3 \ldots \sin \theta_n, \\
    & \quad \ldots \\
    x_n &= r \cos \theta_{n-1} \sin \theta_n, \\
    x_{n+1} &= r \cos \theta_n,
\end{align*}
\]
(11)
endowed with the metric
\[
dr^2 + f(r)^2 d\omega^2,
\]
(12)
where \( d\omega^2 \) is the standard metric of \( \mathbb{S}^n \). We use the notation \( M = (\mathbb{R}^{n+1}, f) \) for \( M \) if it is rotationally symmetric with metric given by (12).

**Remark 3.1.** Notice that:

(i) The angles at the origin \( o \) are the same whatever is the function \( f \) that gives the metric.

(ii) The parameter \( \theta_n \) is the angle with the direction \((0, \ldots, 0, 1)\).

The vector fields defined by
\[
U := \frac{\partial}{\partial r}, \quad V_i := \frac{\partial}{\partial \theta_i}
\]
give a local frame for \( M \setminus \{o\} \). If we use the notation \( g_{00} := \langle U, U \rangle \) and \( g_{ii} := \langle V_i, V_i \rangle \), it is easy to see that
\[
g_{ii} = f(r)^2 \sin^2 \theta_{i+1} \sin^2 \theta_{i+2} \ldots \sin^2 \theta_n, 1 \leq i \leq n - 1, \\
g_{00} = 1, \quad g_{nn} = f(r)^2 \text{ and } g_{ij} = 0 \text{ if } i \neq j.
\]
(14)
We now fix \( \gamma : [0, +\infty) \to M \) a unit speed geodesic ray with \( \gamma(0) = o \). Since any geodesic ray with the same properties may be mapped by an isometry on \( \gamma \), we may assume without loss of generality that \( \gamma(s) = (0, \ldots, 0, s), s \geq 0 \).

Let \( r(t), \theta(t) \) be given by the solution of the system
\[
\begin{align*}
    r'(t) &= \cosh kr \sin \theta(t), \\
    \theta'(t) &= \frac{k \sinh kr}{\sinh^2(kt(t))}, \\
    r(0) &= R, \quad \theta(0) = 0,
\end{align*}
\]
and let \( S_R \subset \mathbb{R}^{n+1} \) be the hypersurface parametrized by
\[
(t, \theta_1, \ldots, \theta_{n-1}) \mapsto (r(t) \sin \theta_1 \sin \theta_2 \ldots \sin \theta_{n-1} \sin \theta(t), \\
r(t) \cos \theta_1 \sin \theta_2 \ldots \sin \theta_{n-1} \sin \theta(t), \\
r(t) \cos \theta_2 \sin \theta_3 \ldots \sin \theta_{n-1} \sin \theta(t), \\
\ldots, r(t) \cos \theta_{n-1} \sin \theta(t), r(t) \cos \theta(t)),
\]
(16)
where \( r(t) \) and \( \theta(t) \) are given by (15).

**Lemma 3.2.** If \( M = (\mathbb{R}^{n+1}, \sinh(kr)/k) \), i.e., \( M \) is the hyperbolic space with constant sectional curvature equal to \(-k^2\), then the hypersurface \( S_R \) is the hyperbolic
totally geodesic hypersurface that intersects $\gamma$ orthogonally at $(0, \ldots, 0, R)$. Moreover,
\begin{equation}
\partial_{\infty} S_R = \{ \dot{\gamma}(\infty) | \dot{\gamma}(0) = a, \langle a, (\dot{\gamma}'(0), \dot{\gamma}'(0)) = \arccos(\tanh kR) \}.
\end{equation}

The preceding lemma (that will be proved after the next proposition) shows that $S_R$ exists and divides $\mathbb{R}^{n+1}$ in two connected components. These are both convex if $S_R$ is endowed with the hyperbolic metric, since the second fundamental form of $S_R$ vanishes. The next proposition shows that $S_R$ has the desired properties if we replace the hyperbolic metric by a rotationally symmetric one, if $K_M \leq -k^2$.

We assume that $R > 0$, and we denote by $\Omega'$ the connected component of $\mathbb{R}^{n+1} \setminus S_R$ that contains the point $(0,0,\ldots,0)$.

**Lemma 3.3.** Let $S_R \subset \mathbb{R}^{n+1}$ be the hypersurface defined as above, with $R > 0$. If $M = (\mathbb{R}^{n+1}, f)$ has sectional curvature $K_M$ satisfying $K_M \leq -k^2$, then $\Omega'$ is convex.

**Proof.** Since $S_R$ is parametrized by (16), the vector fields defined by
\[ T := \frac{\partial}{\partial t}, V_1, V_2, \ldots, V_{n-1} \]
give an orthogonal frame of $T_p S_R$ for any $p \in S_R$. Furthermore, notice that $T = r'(t)U + \theta'(t)V_n$.

It is a straightforward calculation to verify that
\begin{equation}
N(t, \theta_1, \ldots, \theta_{n-1}) := -f(r(t))\theta'(t)U + \frac{r'(t)}{f(r(t))}V_n
\end{equation}
is normal to $S_R$ pointing to $\Omega'$. In order to show that $\Omega'$ is convex, we use Theorem 4.1 of [C]: It suffices to prove that the second fundamental form of $S_R$ with respect to $N$ is nonnegative. It is then sufficient to show that
\[ \langle \nabla_T T, N \rangle, \langle \nabla_V V_i, N \rangle \geq 0, \forall i \in \{1, \ldots, n-1\}, \]
where $\nabla$ is the Levi-Civita connection of $(\mathbb{R}^{n+1}, f)$.

We start with $\langle \nabla_T T, N \rangle$:
\begin{align}
\langle \nabla_T T, N \rangle &= -f\theta' \langle \nabla_T T, U \rangle + \frac{r'}{f} \langle \nabla_T T, V \rangle \\
&= -f\theta' T(T, U) + f\theta' \langle T, \nabla_T U \rangle + \frac{r'}{f} T(T, V) - \frac{r'}{f} \langle T, \nabla_T V \rangle \\
&= -f\theta' r'' + f\theta' \langle T, \nabla_T U \rangle + \frac{r'}{f} (f^2 \theta')' - \frac{r'}{f} \langle T, \nabla_T V \rangle.
\end{align}

Notice that
\begin{align}
\langle T, \nabla_T U \rangle &= r'^2 \langle U, \nabla_U U \rangle + r' \theta' \left( \langle U, \nabla_V U \rangle + \langle V, \nabla_U U \rangle \right) + \theta'^2 \langle V, \nabla_V U \rangle \\
&= 0 + 0 + 0 + \theta'^2 \frac{1}{2} U (\|V\|^2) = \theta'^2 f f_r
\end{align}
and
\begin{align}
\langle T, \nabla_T V \rangle &= r'^2 \langle U, \nabla_U V \rangle + r' \theta' \left( \langle U, \nabla_V V \rangle + \langle V, \nabla_U V \rangle \right) + \theta'^2 \langle V, \nabla_V V \rangle \\
&= r' \theta' \left( -\frac{1}{2} U (\|V\|^2) + \frac{1}{2} U (\|V\|^2) \right) + \theta'^2 \frac{1}{2} V (\|V\|^2) = 0.
\end{align}
Then, replacing (20) and (21) on (19), it follows that
\[
\langle \nabla T T, N \rangle = f \theta' \left( f f_r \theta'^2 - r'' \right) + \frac{r'}{f} \left( f^2 \theta' \right)'.
\]

We now compute \(\langle \nabla V_i V_i, N \rangle\):
\[
\langle \nabla V_i V_i, N \rangle = -f \theta' \langle \nabla V_i V_i, U \rangle + \frac{r'}{f} \langle \nabla V_i V_i, V \rangle
= f \theta' \langle V_i, \nabla V_i U \rangle - \frac{r'}{f} \langle V_i, \nabla V_i V \rangle
= f \theta' \langle V_i, \nabla U V_i \rangle - \frac{r'}{f} \langle V_i, \nabla V_i V_i \rangle
= f \theta' \langle V_i, \nabla U V_i \rangle - \frac{r'}{f} \langle V_i, \nabla V_i V_i \rangle
= f \theta' \frac{1}{2} U (\|V_i\|^2) - \frac{r'}{f} \frac{1}{2} V (\|V_i\|^2)
= f^2 f \theta'^2 \theta_{i+1} \ldots \sin^2 \theta_n - r'^2 \theta_{i+1} \sin^2 \theta_{n-1} \sin \theta_n \cos \theta_n
\]
(23)
\[
= f^2 \sin^2 \theta_{i+1} \ldots \sin^2 \theta_n \left( f \theta' - \frac{r'}{f} \cot \theta_n \right).
\]

On the other hand, since \(r\) and \(\theta\) satisfy (15), we have \(\cos \theta = \tanh kR \coth kr\), and then
\[
f f_r \theta'^2 - r'' = f f_r \theta'^2 - \theta' \cosh kR \cos \theta
= \theta' \left( f f_r \frac{k \sinh kR}{\sinh^2 kr} - \cosh kR \coth kr \tanh kR \right)
= \theta' \left( f f_r \frac{k \sinh kR}{\sinh^2 kr} - \sinh kR \frac{\cosh kr}{\sinh kr} \right)
= \frac{\theta'}{\sinh^2 kr} k \sinh kR \left( f f_r - \cosh kR \frac{\sinh kr}{k} \right) \geq 0,
\]
where the last inequality is true by Lemma 3.7 (see Section 3.1 below). Furthermore, \(\theta'' = -2r' \theta' k \coth kr\), and then
\[
r' \left( f^2 \theta' \right)' = r' \left( 2f f_r r' + f^2 \theta'' \right)
= 2r'^2 \theta' \left( f f_r - f^2 k \coth kr \right) = 2r'^2 \theta' f^2 \left( \frac{f_r}{f} - k \coth kr \right) \geq 0,
\]
where the last inequality is again consequence of Lemma 3.7. Hence \(\langle \nabla T T, N \rangle \geq 0\).

Moreover,
\[
f f_r \theta' - \frac{r'}{f} \cot \theta = k \sinh kR \frac{f_r}{\sinh^2 kr} - \cosh kR \frac{\cos \theta}{f}
= \sinh kR \left( \frac{k f_r}{\sinh^2 kr} - \frac{\coth kr}{f} \right)
= \frac{k \sinh kR}{f \sinh^2 kr} \left( f f_r - \cosh kr \frac{\sinh kr}{k} \right) \geq 0,
\]
where the last inequality again comes from \(f(r) \geq (\sinh kr)/k\) and \(f'(r) \geq \cosh kr\).
Therefore \(\langle \nabla V_i V_i, N \rangle \geq 0\) for all \(i \in \{1, \ldots, n - 1\}\), and then \(\Omega'\) is convex. \(\square\)
Proof of Lemma 3.2 In the hyperbolic space we have $f(r) = (\sinh kr)/k$. If we replace $f(r)$ by $(\sinh kr)/k$ on the computation done on the proof of the preceding proposition, it is easy to see that $\langle \nabla_T T, N \rangle = 0 = \langle \nabla_V, V, N \rangle$. To conclude, notice that $\cos \theta(t) = \tanh kr \coth kr(t)$ implies that
\[
\lim_{t \to +\infty} \cos \theta(t) = \tanh kr, \quad \lim_{t \to -\infty} \cos \theta(t) = -\tanh kr,
\]
which implies that
\[
\partial_\infty S_R = \{ \tilde{\gamma}(\infty) | \tilde{\gamma}(0) = o, \langle \tilde{\gamma}'(0), \tilde{\gamma}'(0) \rangle = \arccos(\tanh kr) \}.
\]

□

Theorem 3.4. If $M$ is a rotationally symmetric Hadamard manifold with $K_M \leq -k^2$, then $M$ satisfies the SC condition.

Proof. Let $x \in \partial_\infty M$ and let $W \subset \partial_\infty M$ be a relatively open subset such that $x \in \text{Int } W$. Let $\gamma : [0, +\infty) \to M$ be the geodesic unit speed ray such that $\gamma(0) = o$ and $\gamma(\infty) = x$ and let $\alpha \in (0, \pi/2)$ be such that
\[
\{ \tilde{\gamma}(\infty) | \tilde{\gamma}(0) = o, \langle \tilde{\gamma}'(0), \tilde{\gamma}'(0) \rangle \leq \alpha \} \subseteq W.
\]
Choose $R \gg 0$ in such a way that $\tanh kr = \cos \alpha$ and construct $S_R \in \Omega'$ as above. Setting $\Omega := M \setminus \overline{W}$, Lemma 3.3 gives us that $M \setminus \Omega$ is convex and furthermore
\[
\partial_\infty \Omega = \{ \tilde{\gamma}(\infty) | \tilde{\gamma}(0) = o, \langle \tilde{\gamma}'(0), \tilde{\gamma}'(0) \rangle \leq \alpha \},
\]
since the angles at the origin $o$ do not depend on the function $f$ that defines the metric, and hence $\partial_\infty S_R$ is given by (17). It follows that $\Omega$ satisfies all desired conditions, which concludes the proof.

□

We now consider the case that $M$ is a general Hadamard manifold with $K_M \leq -k^2$, $k > 0$, with a control on the decay of the sectional curvature. We prove:

Theorem 3.5. Let $k > 0$ be given. Suppose that $K_M \leq -k^2$ and that there exists $o \in M$ such that
\[
K_R := \min \{ K_M(\Pi); \ \Pi \text{ is a 2-plane in } T_p M, \ p \in B_{R+1}(o) \}
\]
satisfies
\[
K_R \geq -\frac{e^{2kR}}{R^{2+2\epsilon}}, \ R \geq R^*.
\]
for some constants $\epsilon$, $R^* > 0$. Then, given $\gamma(\infty) \in \partial_\infty M$ with $\gamma(0) = o$ and $0 < \alpha < \pi/2$, there exists a convex set $C \subset M$ such that
(i) $\partial_\infty C \supseteq \{ \tilde{\gamma}(\infty) | \langle o, (\tilde{\gamma}(\infty), \gamma(\infty)) \rangle \geq 2\alpha \}$,
(ii) $C \cap T(\gamma'(0), \alpha, r_0 + 1) = \emptyset$ for some $r_0 \geq R^*$ large enough.
In particular, $M$ satisfies the SC condition.

We observe that it is easy to check that if (25) holds for some point $o$, then it holds for all points, changing the constant $R^*$ if necessary.

For the proof of Theorem 3.5 we follow the construction of Anderson [And] and Borbély [B1]. Both results are concerned with the existence of manifolds that satisfy the convex conic neighborhood condition of Choi. Since we are interested in a similar but more distinct result than Anderson and Borbély, we need to rewrite the proof with some adaptations. The principal idea is that since the sectional curvature is bounded from above by $-k^2$, $k > 0$, all geodesic spheres have principal
curvatures greater than \( k \) (if we orient them inwards). It allows us to take out a small piece of the geodesic spheres and with the remaining set still convex. We observe that Borbély requires a somewhat stronger condition, namely: \( \inf a \smallsetminus \{ 0 \} \geq k^2 \) and condition (25) (see Theorem 3.21 and Corollary 3.23 of \[HoV\]). It is interesting to note that the authors in \[HoV\], using a quite different technique, arrived at Corollary 3.23 requiring, as we did, the same decay condition for the sectional curvature of \( M \).

We start with an arbitrary choice of a smooth function \( \phi : [0, +\infty) \to \mathbb{R} \) such that \( 0 \leq \phi \leq 1, \phi([0, 1/2]) = 0, \phi \equiv 1 \) on \([1, +\infty)\) and \( \phi' \geq 0 \). Let \( L > 0 \) be such that \( \phi', \phi'' \leq L \). For \( p \in S_R(o) \), let \( f_p : M \to \mathbb{R} \) be given by

\[
f_p(x) = \phi(\rho_p(x)),
\]

where \( \rho_q \) denotes the distance function to \( q \in M \).

From now on, we use the notation \( a_R := \sqrt{-K_R} \).

**Lemma 3.6.** There exists \( \beta > 0 \) which depends only on \( L \) and \( k \) such that if

\[
\varepsilon_R := \beta R^{1+\epsilon} e^{-kR},
\]

then the sublevel set

\[
\{ x \in M; (\rho_o - \varepsilon_R f_p)(x) \leq R \}
\]

is a strictly convex set for all \( R \geq \max \{ 1, R^* \} \) and \( p \in S_R(o) \).

**Proof.** It suffices to prove that the Hessian of \( \rho_o - \varepsilon_R f_p \) is positive-definite for all \( X \perp \nabla(\rho_o - \varepsilon_R f_p) \). Let \( X \perp \nabla(\rho_o - \varepsilon_R f_p) \). Then

\[
D^2(\rho_o - \varepsilon_R f_p)(X, X) = \langle \nabla_X (\nabla \rho_o - \varepsilon_R \phi' \nabla \rho_p), X \rangle
\]

\[
= D^2 \rho_o(X, X) - \varepsilon_R \phi' D^2 \rho_p(X, X) - \varepsilon_R \phi'' \langle \nabla \rho_p, X \rangle^2.
\]

Since \( \rho_o \) is a distance function, we have

\[
D^2 \rho_o(X, X) = D^2 \rho_o(X^\perp, X^\perp),
\]

where \( X^\perp = X - \langle X, \nabla \rho_o \rangle \nabla \rho_o; \) furthermore, \( \langle X, \nabla \rho_o \rangle = \varepsilon_R \phi' \langle X, \nabla \rho_p \rangle \). Finally, since \( K_M \leq -k^2 \), the Hessian Comparison Theorem implies the estimative

\[
D^2 \rho_o(X^\perp, X^\perp) \geq k \|X^\perp\|^2,
\]

and therefore

\[
D^2 \rho_o(X, X) \geq k \left( \|X\|^2 - \langle X, \nabla \rho_o \rangle^2 \right)
\]

\[
= k \left( \|X\|^2 - \varepsilon_R \phi' \langle X, \nabla \rho_p \rangle \langle X, \nabla \rho_o \rangle \right) \geq k(1 - \varepsilon_R L) \|X\|^2.
\]

On the other hand, since \( \phi' \equiv 0 \) on \([1, +\infty)\) and \( K_M \geq -a_R^2 \) in \( B_{R+1}(o) \), it is possible to apply the Hessian Comparison Theorem in the other direction to obtain

\[
\phi' D^2 \rho_p(X, X) \leq \phi' a_R \coth(a_R \rho_p) \|X - \langle X, \nabla \rho_p \rangle \nabla \rho_p\|^2
\]

\[
= \phi' a_R \coth(a_R \rho_p) \left( \|X\|^2 - \langle X, \nabla \rho_p \rangle^2 \right)
\]

\[
\leq \phi' a_R \coth(a_R \rho_p) \|X\|^2.
\]

Since we have \( \phi' \equiv 0 \) on \([0, 1/2]\), with \( a_R \geq 1 \), we also obtain

\[
\phi' D^2 \rho_p(X, X) \leq \phi' a_R \coth(a_R/2) \|X\|^2 \leq La_R \coth(k/2) \|X\|^2.
\]
Therefore, if \( \|X\| = 1 \), using that \( a_R \leq e^{kR}R^{-(1+\epsilon)} \), it holds that
\[
D^2(\rho_o - \epsilon_R f_p)(X, X) \geq k(1 - \epsilon_R L) - \epsilon_R L a_R \coth(k/2) - \epsilon_R L
\[
= k(1 - \beta e^{-kR} R^{1+\epsilon} L) - \beta e^{-kR} R^{1+\epsilon} L (a_R \coth(k/2) - 1)
\[
\geq k - \beta (m(k+1) + \coth(k/2)) L,
\]
where \( m := \max \{ e^{-kR} R^{1+\epsilon} | R \geq 1 \} \), and then, if we choose
\[
(29) \quad \beta := \frac{k}{2L(m(k+1) + \coth(k/2))},
\]
we obtain \( D^2(\rho_o - \epsilon_R f_p)(X, X) \geq k/2 \), which concludes the proof.

Proof of Theorem 3.5. We start with \( r_0 \geq R^* \) to be determined later, and let \( v := \gamma'(0) \in T_o M \). Define the following sets:
\[
C_0 := B_{r_o}, \quad T_0 := \{ p \in S_{r_o}; \langle \gamma_{op}, v \rangle < \alpha \}, \quad D_0 = \emptyset.
\]
Due to Lemma 3.6, there exists a uniform \( \varepsilon_0 = \varepsilon_{r_0} \) such that for each \( p \in S_{r_0}(o) \), the sublevel set
\[
C_{1,p} := \{ x \in M; (\rho_o - \varepsilon_{f_p})(x) \leq r_0 \}
\]
is a convex set. We therefore define the second collection of sets as follows:
\[
\tilde{C}_1 := \bigcap_{p \in T_0} C_{1,p}, \quad C_1 := \tilde{C}_1 \setminus D_0, \quad r_1 := r_0 + \varepsilon_0,
\]
\[
D_1 := B_{r_1}(0) \setminus C_1, \quad T_1 := S_{r_1}(o) \setminus \partial C_1.
\]
Notice that \( C_1 \) is convex, since it is the intersection of convex sets.

We also define
\[
\theta_0 := \sup \{ \langle \gamma_{op}(0), \gamma'_{op}(0) \rangle; p \in T_0, q \in S_1(p) \}.
\]
Therefore, \( \langle v, \gamma'_{ox}(0) \rangle \leq \alpha + \theta_0 \), for all \( x \in D_1 \). In fact, if \( x \in D_1 \), there exists \( p \in T_0 \) such that \( x \in B(r_1) \setminus C_{1,p} \), which implies that \( r_0 + \varepsilon_{f_p}(x) < \rho(x) < r_1 \), and then \( x \in B_1(p) \), otherwise we would conclude that \( r_1 < r_1 \). Hence
\[
\langle v, \gamma'_{ox}(0) \rangle \leq \langle v, \gamma'_{op}(0) \rangle + \langle \gamma'_{op}(0), \gamma'_{ox}(0) \rangle \leq \alpha + \theta_0.
\]

We now proceed inductively in the following way: Assume that \( C_k, r_k, D_k, T_k \) are defined for all \( k \leq n-1, n \geq 1 \), and that all \( C_k \)'s are convex sets. By Lemma 3.6 there exists uniform \( \varepsilon_n \) such that if \( p \in S_{r_{n-1}}(o) \), the set \( C_{n,p} := \{ \rho_o - \varepsilon_{n-1} f_p \leq r_{n-1} \} \) is convex. Define
\[
\tilde{C}_n := \bigcap_{p \in T_{n-1}} C_{n,p}, \quad C_n := \tilde{C}_n \setminus D_{n-1}, \quad r_n := r_{n-1} + \varepsilon_{n-1},
\]
\[
D_n := B_{r_n}(0) \setminus C_n, \quad T_n := S_{r_n}(o) \setminus \partial C_n,
\]
\[
\theta_n := \sup \{ \langle \gamma'_{op}(0), \gamma'_{op}(0) \rangle; p \in T_n, q \in S_1(p) \}.
\]
Claim 1. \( C_n \) is a convex set.

For, let \( x, y \in C_n \) and assume, by contradiction, that \( \gamma_{xy} \notin C_n \). Since \( C_n \subset \tilde{C}_n \), which is convex, it must occur that \( \gamma_{xy} \cap D_{n-1} \neq \emptyset \). In particular, \( \gamma_{xy} \) must intersect \( \partial D_{n-1} \) at least twice. On the other hand, since \( C_{n-1} \) is a convex set, \( \gamma_{xy} \) cannot cross \( \partial C_{n-1} \) twice, otherwise it would be contained in \( C_{n-1} \subset C_n \). Hence \( \gamma_{xy} \) must intersect \( \partial D_{n-1} \setminus \partial C_{n-1} = \text{int} T_{n-1} \). But in that case, \( \gamma_{xy} \) would contain points of \( B_{r_n}(o) \setminus C_n \), which contradicts the convexity of \( C_n \).
Claim 2. If \( x \in D_n \), then \( \langle (v, \gamma_{ox}(0)) \rangle \leq \alpha + \sum_{i=0}^{n-1} \theta_i \).

In fact, the definition of \( D_n \) implies that \( D_n = D_{n-1} \cup (B_{r_n}(o) \setminus \tilde{C}_n) \). If \( x \in D_{n-1} \), it is finished, since by induction it is possible to conclude that \( \langle (v, \gamma'_{op}(0)) \rangle \leq \alpha + \sum_{i=0}^{n-2} \theta_i \) for all \( y \in D_{n-1} \). Otherwise, there exists \( p \in T_{n-1} \) such that \( x \in B_{r_n}(o) \setminus C_{n,p} \), which implies that \( x \in B_{r_n}(o) \cap B_1(p) \) for some \( p \in T_{n-1} \). Then it holds that

\[
\langle (v, \gamma'_{ox}(0)) \rangle \leq \langle (v, \gamma'_{op}(0)) \rangle + \langle (\gamma'_{op}(0), \gamma'_{ox}(0)) \rangle \\
\leq \langle (v, \gamma'_{op}(0)) \rangle + \theta_{n-1}.
\]

On the other hand, it is easy to see that \( T_{n-1} \subset D_{n-1} \); hence

\[
\langle (v, \gamma'_{op}(0)) \rangle \leq \alpha + \sum_{i=0}^{n-2} \theta_i,
\]

which concludes the proof of Claim 2.

Claim 3. Let

\[
C := \bigcup_{n \geq 0} C_n, \quad D := \bigcup_{n \geq 0} D_n.
\]

Then \( C \) is a convex set and \( M = C \cup D \).

Since by construction we have \( C_0 \subseteq C_1 \subseteq C_2 \subseteq \cdots \) and all \( C_n \)'s are convex, it follows immediately that \( C \) is convex. In order to prove that \( M = C \cup D \), it is sufficient to show that \( r_n \to +\infty \) as \( n \to +\infty \) because \( B_{r_n}(o) = C_n \cup D_n \). If we assume, by contradiction, that there exists \( A > 0 \) such \( r_n \leq A \) for all \( n \geq 0 \), we conclude that

\[
\varepsilon_n = \beta r_n^{1+\epsilon} e^{-k r_n} \geq \beta r_0^{1+\epsilon} e^{-k A}, \quad \forall n \geq 0,
\]

and using that

\[
r_{n+1} = r_n + \varepsilon_n = r_0 + \sum_{i=0}^{n} \varepsilon_n,
\]

we conclude that \( r_n \to +\infty \), which leads to an absurdity.

Because of Claim 3, to obtain (i) it suffices to prove that

\[
\partial_{\infty} D \subset \{ \tilde{\gamma}(\infty) | \langle \gamma_{o}(v, \tilde{\gamma}(\infty)) \rangle \leq 2\alpha \}.
\]

For, notice that, at least formally, if \( x \in D \),

\[
\langle \gamma_{ox}(0) \rangle \leq \alpha + \sum_{n=0}^{+\infty} \theta_n.
\]

The only thing that remains to be proved is that the series converges to a constant \( \leq \alpha \) if we choose \( r_0 \) correctly. The main idea is to estimate how many \( r_i \)'s are on each interval in order to control, in some sense, the number of terms of the sum. For, let \( t_n \) be the number of \( r_i \)'s on the interval \( I_n := [r_0 + n, r_0 + n + 1] \), \( n \geq 0 \). Let \( j_n \) be the index of the greatest \( r_i \) on \( I_n \). Since \( \varepsilon_i \) is decreasing on \( i \), we have

\[
t_n \varepsilon_{j_n} \leq \varepsilon_{j_{n-1}} + \varepsilon_{j_{n-2}} + \cdots + \varepsilon_{j_{n-t_n}}
\]

\[
= (r_{j_n} - r_{j_{n-1}}) + (r_{j_{n-1}} - r_{j_{n-2}}) + \cdots + (r_{j_{n+t_n}} - r_{j_{n-t_n}})
\]

\[
= r_{j_n} - r_{j_{n-t_n}} \leq (r_0 + n + 1) - (r_0 + n) = 1.
\]
It implies that
\[ t_n \leq \varepsilon_n^{-1} \leq \frac{e^{k(r_0 + n + 1)}}{\beta(r_0 + n)^{1+\varepsilon}}, \]
where the last inequality is true since \( r_0 + n \leq r_{j_n} \leq r_0 + n + 1 \).

Combining the above estmative with Lemma 3.3 (see Section 3.1), we obtain that
\[ \sum_{i=0}^{\infty} \theta_i = \sum_{n=0}^{\infty} \sum_{r_i \in I_n} \theta_i \leq \sum_{n=0}^{\infty} t_n C e^{-k(r_0 + n)} \leq \frac{C e^k}{\beta} \sum_{n=0}^{\infty} \frac{1}{(r_0 + n)^{1+\varepsilon}}. \]

It is then clear that with a correct choice of \( r_0 \) it is possible to obtain \( \theta < 2\alpha \).

To prove (ii), let \( \gamma \) be a geodesic ray from \( o \) satisfying \( \angle_o(\gamma'(0), v) < \alpha \). Then \( \gamma \) must intersect \( T_0 \) at distance \( r_0 \), going out of \( C \). Since by construction it holds that \( \partial C \supseteq T_0 \) and \( C \) is convex, \( \gamma \) cannot intersect \( C \) after a distance \( r_0 \). \( \square \)

3.1. Appendix.

Lemma 3.7. Let \( M \) be a rotationally symmetric manifold, with metric given by
\[ dr^2 + f(r)^2(d\theta^2 + \sin^2 \theta d\phi^2), \]
where \( f : [0, +\infty) \rightarrow \mathbb{R} \) is a smooth function that satisfies \( f(0) = 0 \), \( f'(0) = 1 \) and \( r \) is the distance function to the center \( o \) of \( M \). Suppose that \( K_M \leq -k^2 < 0 \). Then for all \( r \geq 0 \),
\[ f'(r) \geq k \coth(kr), \quad f(r) \geq \frac{\sinh(kr)}{k} \text{ and } f'(r) \geq \cosh(kr). \]

Proof. Let \( p \in M \) such that \( r(p) = r \). Then it is well known that the sectional curvature of a 2-plane generated by \( \gamma_{op}(r) \) and any other vector is given by \(-f''(r)/f(r)\). Let \( g(r) := (1/k) \sinh(kr) \). Since \( K_M \leq -k^2 \), it occurs that
\[ \frac{f''(r)}{f(r)} \geq k^2 = \frac{g''(r)}{g(r)} \Rightarrow f''(r)g(r) - g''(r)f(r) \geq 0 \]
\[ \Rightarrow (f'(r)g(r) - g'(r)f(r))' \geq 0 \Rightarrow f'(r)g(r) - g'(r)f(r) \geq 0; \]
therefore
\[ \frac{f'(r)}{f(r)} \geq \frac{g'(r)}{g(r)} = k \coth(kr) \]
and also
\[ \left( \frac{f(r)}{g(r)} \right)' \geq 0. \]

The last inequality implies that
\[ \frac{f(r)}{g(r)} \geq \lim_{r \to 0^+} \frac{f(r)}{g(r)} = 1 \Rightarrow f(r) \geq g(r) = \frac{\sinh(kr)}{k}. \]

Using this fact on (31), it is possible to conclude that \( f'(r) \geq g'(r) = \cosh(kr) \), which concludes the proof. \( \square \)

Lemma 3.8. Let \( M \) be a Hadamard manifold with \( K_M \leq -k^2 \), \( o \in M \) and \( p \in M \) such that \( \rho_o(p) = R \), with \( R \geq \tilde{r} \), where \( \tilde{r} \) is a universal constant. Then
\[ \theta_R := \max\{\angle(\gamma_{op}'(0), \gamma_{op}'(0)); \ q \in S_1(p)\} \leq 2 \frac{\sinh k}{\sinh kR}. \]

In particular, there exists a universal constant \( C > 0 \) such that \( \theta_R \leq Ce^{-kR} \).
Proof. By Toponogov’s Theorem, it suffices to prove that the estimative for \( \theta_R \) holds in the particular case that \( M = \mathbb{H}^2(-k^2) \), the hyperbolic plane of sectional curvature \(-k^2\). Let \( \mathbb{D}^2 \) be the unitary disc \( \{ (x, y) \in \mathbb{R}^2; x^2 + y^2 < 1 \} \) endowed with the conformal metric

\[
\langle u, v \rangle_{(x, y)} = \frac{4 \langle u, v \rangle_e}{k^2(1 - x^2 - y^2)^2},
\]

where \( \langle \cdot, \cdot \rangle_e \) denotes the Euclidean metric.

Since the hyperbolic space is homogeneous, we may assume without loss of generality that \( p \) has Euclidean coordinates \((a, 0), a > 0\). An immediate consequence of the expression of the metric is that \( a = \tanh(kR/2) \). We observe that the hyperbolic and Euclidean angles at \( o = (0, 0) \) coincide, because the hyperbolic metric is conformal to the Euclidean one. Therefore, to compute \( \theta_R \) it suffices to compute the Euclidean maximal angle of the circle \( \mathbb{B} \) of hyperbolic center \((a, 0)\) and hyperbolic radius 1. It is easy to see that \( \theta_R \) is then given by

\[
\sin \theta_R = \frac{\text{Euclidean radius of } \mathbb{B}}{\text{Euclidean norm of the Euclidean center of } \mathbb{B}}.
\]

It then remains to compute the Euclidean radius and center of \( \mathbb{B} \). For, notice that if we write \( z = x + iy \), the Möbius transformation

\[
g(z) := \frac{z + a}{az + 1}
\]

is an isometry of \( \mathbb{D}^2 \) that maps the horizontal axis \( \{ y = 0 \} \) onto itself and maps the hyperbolic circle \( \mathbb{B} \) centered at \( o \) of radius 1 (which is the Euclidean circle centered at \((0, 0)\) of radius \( b := \tanh(k/2) \) on the hyperbolic circle centered at \((a, 0)\) with hyperbolic radius 1). Observe that the Euclidean and hyperbolic radius and center do not coincide. However, by the expression of \( g \) it is easy to see that \( g(-b) \) and \( g(b) \) form a diameter of \( \mathbb{B} \), from which we obtain after straightforward computations that

\[
\sin \theta_R = \frac{g(b) - g(-b)}{g(b) + g(b)} = \frac{b(1 - a^2)}{a(1 - b^2)}
\]

\[
= \frac{\tanh(k/2)(1 - \tanh^2(kR/2))}{\tanh(kR/2)(1 - \tanh^2(k/2))} = \frac{\tanh(k/2) \cosh^2(k/2)}{\tanh(kR/2) \cosh^2(kR/2)}
\]

\[
= \frac{\sinh(k/2) \cosh(k/2)}{\sinh(kR/2) \cosh(kR/2)} = \frac{\sinh k}{\sinh kR}
\]

and then

\[
\theta_R = \arcsin \left( \frac{\sinh k}{\sinh kR} \right),
\]

and if \( \sinh^2 k / \sinh^2 kR \leq 3/4 \), we have \( \sqrt{1 - \sinh^2 k / \sinh^2 kR} \geq 1/2 \), which implies that

\[
\arcsin \frac{\sinh k}{\sinh kR} = \int_0^{\sinh kR} \frac{dt}{\sqrt{1 - t^2}} \leq \int_0^{\sinh kR} 2dt,
\]

which gives the result.

Furthermore, if \( R \geq (\ln 2)/2k \), we obtain that \( \sinh kR \geq e^{kR}/4 \), and hence if we write \( C := 8 \sinh(k) \), we obtain the desired estimative, with \( \tilde{r} \) satisfying both conditions \( \sinh^2 k \tilde{r} \geq 4 \sinh^2(k)/3 \) and \( \tilde{r} \geq (\ln 2)/2k \). \( \square \)
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