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The distinction of enantiomers is a key aspect of chemical analysis. In mass spectrometry the distinction of enantiomers has been achieved by ionizing the sample with circularly polarized laser pulses and comparing the ion yields for light of opposite handedness. While resonant excitation conditions are expected to be most efficient, they are not required for the detection of a circular dichroism (CD) in the ion yield. However, the prediction of the size and sign of the circular dichroism becomes challenging if non-resonant multiphoton excitations are used to ionize the sample. Employing femtosecond laser pulses to drive electron wavepacket dynamics based on ab initio calculations, we attempt to reveal underlying mechanisms that determine the CD under non-resonant excitation conditions. Simulations were done for (R)-1,2-propylene oxide, using time-dependent configuration interaction singles with perturbative doubles (TD-CIS(D)) and the aug-cc-pVTZ basis set. Interactions between the electric field and the electric dipole and quadrupole as well as between the magnetic field and the magnetic dipole were explicitly accounted for. The ion yield was determined by treating states above the ionization potential as either stationary or non-stationary with energy-dependent lifetimes based on an approved heuristic approach. The observed population dynamics do not allow for a simple interpretation, because of highly non-linear interactions. Still, the various transition pathways are governed by resonant enantiospecific n-photon excitation, with preferably high transition dipole moments, which eventually dominate the CD in the ionized population.

1 Introduction

Mass spectrometry (MS) is a widely used and exceptionally sensitive analytic technique. While the obtained fragmentation pattern carries structural information, the distinction of isomers can become challenging, such that MS is often combined with other analytical, e.g. chromatographic, techniques or applied in a tandem setup of sequential mass analyzers. However, shaped femtosecond laser pulses, optimized in computer assisted feedback loops,\(^1,2\) may be used to identify constitutional isomers and even quantify their ratio in a mixture.\(^3\) When it comes to enantiomers, i.e. non-superposable molecules of the same constitution and related by reflection, the fragmentation pattern cannot simply be consulted to distinguish them. If, however, circular polarized nanosecond pulses are used for the ionization of the molecules, a difference in the ion yield is found, depending on the handedness of the light and the sample.\(^4,7\) Accordingly, a circular dichroism in the ion yield can be determined by comparing the ion yields of two measurements with opposite circular polarization, similar to the experimental proof of enantioselective laser pulse control proposed by us a few years before.\(^6,7\)

Circular dichroism in ion yields can also be detected employing shaped circular polarized femtosecond (fs) laser pulses.\(^8\) Despite the advances, the optimal conditions and laser pulse parameters for the maximum chiral distinction of enantiomers in MS remain unknown. While resonance enhanced multiphoton ionization (REMPI) is usually employed, Horsch \textit{et al}. measured the circular dichroism (CD) in ion yields for \((R)\)-propylene oxide after non-resonant multiphoton ionization with fs-laser pulses.\(^9\) Different laser frequencies were tested which were significantly lower than the transition frequency to the first electronic exited state. Measurements of the ion yields with respect to the laser pulse energy indicated three- to seven-photon processes for the different excitation wavelengths. Consequently, m-photon transitions composed of a resonant n-photon excitation to an electronic excited states followed by an (m–n)-photon transition to the ionization continuum were assumed. However, the detected CD in the ion yields did not correspond to the CD (or anisotropy factor) in one-photon absorption at the respective n-photon frequency. A fully satisfactory assignment of the excitation...
wavelengths to resonant n-photon transitions did, hence, not succeed, leaving the explanation for the origin of the detected CD in the ion yield incomplete.

For (R)-3-methylcyclopentanone we have proven that the CD in the ion yield after REMPI can be predicted by laser-driven quantum electron dynamics based on ab initio calculations, namely time-dependent configuration interaction singles with perturbative doubles (TD-CIS(D)).\(^{10,11}\) In particular, the impact of the laser pulse duration was successfully reproduced by our approach, allowing for an explanation of the observed decrease of the CD for very short laser pulses.\(^{10}\) The requirement was a multi-state system based on ab initio data with electric and magnetic dipole transition elements between every electronic state to allow for a dynamic polarization of the molecule with the laser. Although our approach allowed for the investigation of the CD as a function of various laser pulse parameters so far,\(^{11}\) it required an initial resonant transition to a specific electronic excited state.

In order to simulate the experiments by Horsch et al.,\(^{9,12}\) applying non-resonant multiphoton ionization, we, hence, have to extend our model by several aspects. We will demonstrate ways for the calculation of the CD based on stationary or non-stationary electronic states above the ionization potential. Moreover, electric quadrupole interactions will be introduced into the interaction Hamiltonian, and their contribution to resonant and non-resonant multiphoton excitations will be studied. Based on these extensions we are able to clarify which (enantiospecific) transitions are responsible for the CD in the ion yield after non-resonant laser pulse ionization.

Note that, our approach differs in several ways from the one of Ma and Salam, who studied the related problem of optimal selective excitation of enantiomers in a racemic mixture by circular polarized laser pulses.\(^{13}\) Their investigations were based on the analytical description of a two-level model system, for which resonant and off-resonant one-photon absorptions, mediated by electric and magnetic dipole interactions, were compared showing that off-resonant conditions significantly decreased the enantioselectivity.

The paper is organized as follows: Section 2 describes the model system, the applied quantum chemical methods and the extensions of the laser-driven many electron electron dynamics for the simulation of the circular dichroism in non-resonant multiphoton excitations. In Section 3 the results of the ab initio calculations as well as of the quantum dynamics are presented and discussed. Conclusions are given in Section 4. Appendices A to E give more insight into the quality of the ab initio results, and more detailed explanations for the more complex findings, partly based on a two-level model system.

## 2 Model and theory

### 2.1 Model system

The molecule investigated in mass spectrometry is 1,2-propylene oxide,\(^9\) also known as epoxyp propane. As in the experiment, we focus on the (R)-enantiomer, which will be abbreviated by (R)-PO in the following. The minimum energy geometry was obtained from MP2 (2nd order Møller–Plesset perturbation theory) using the triple-zeta augmented correlation-consistent basis set aug-cc-pVTZ.\(^{14,16}\) The optimized structure is shown in Fig. 1. Characteristic geometric parameters are given in Table 6.

\[ R_j = 3\left\{ \langle \Phi_0 | \mathbf{P_j} | \Phi_j \rangle \cdot \langle \Phi_j | \mathbf{P} | \Phi_0 \rangle \right\}, \]

with \( \Phi_j \) being the electronic wavefunction of the \( j \)th state.

\[ \mathbf{\mu} = \sum_k q_k \mathbf{\hat{r}}_k \quad \text{and} \quad \mathbf{\tilde{m}} = \sum_k \frac{q_k}{2m_k} (\mathbf{\hat{r}}_k \times \mathbf{\hat{p}}_k) \]

are the electric and magnetic dipole operators for masses \( m_k \) with charges \( q_k \) at positions \( \mathbf{\hat{r}}_k \) and with momenta \( \mathbf{\hat{p}}_k \) (note that, the nuclei are fixed). The required electric and magnetic transition dipole moments between electronic ground and excited states are provided by the CIS calculations. The Gaussian broadened UV and ECD spectra are calculated as described in ref. 11.

For the quantum electron dynamics electric, \( \mathbf{\tilde{m}}_{ij} = \langle \Phi_i | \mathbf{\hat{P}} | \Phi_j \rangle \), and magnetic transition dipole moments, \( \mathbf{\tilde{m}}_{ij} = \langle \Phi_i | \mathbf{\hat{M}} | \Phi_j \rangle \), between every pair of electronic states \( i \) and \( j \) have to be considered.\(^{18}\) They are also provided by the CIS calculations. Moreover, permanent electric dipole (and quadrupole) moments of each electronic state, \( \mathbf{\tilde{m}}_{ii} \), were obtained from additional CIS calculations based on the generalized electronic density.\(^{19}\) Note that all \( \mathbf{\tilde{m}}_{ii} \) are zero, and \( \mathbf{\tilde{m}}_{ij} = -\mathbf{\tilde{m}}_{ji} = \mathbf{\tilde{m}}_{ij}^* \) due to the (angular) momentum operator in \( \mathbf{\tilde{m}} \). As the electric transition quadrupole moments are often in the same order of magnitude as the magnetic transition dipole moments, they are considered as
well in the wavepacket dynamics. Additional CIS calculations based on the transition density matrices between every electronic state \(i\) and \(j\) yielded all required electric transition quadrupole moment tensors \(Q_{\alpha\beta} = \langle \Phi_i | \hat{Q}_{\alpha\beta} | \Phi_j \rangle\), where 
\(\hat{Q}_{\alpha\beta} = \sum_k q_k \vec{r}_{k,\alpha} \times \vec{r}_{k,\beta}\) is the 
\(x\beta\)-Cartesian component \((\alpha \in \{x,y,z\})\) of the electric quadrupole operator.\(^{18}\) Since the lower order moment of the molecule, i.e. the 
electric dipole is non-zero, the electric quadrupole moment depends on the choice of the origin of the coordinate system. Moreover, an origin-depending existence for the magnetic transition dipole moments, too. The center of charge was chosen as the origin. All \(ab\) initio calculation were done with the Gaussian09 program package.\(^{20}\)

### 2.2 Electron wavepacket dynamics

The electron dynamics are simulated in the state representation, using the time-dependent configuration interaction singles method, with perturbative doubles (TD-CIS(D)) treatment for the energies of the electronic states, as described elsewhere.\(^ {21,22}\) In total \(n = 150\) electronic states were used if not stated otherwise. The propagation was carried out employing the Runge–Kutta method of fourth order with a time step of \(\Delta t = 2.5\) attoseconds, see Table 1.

The interaction with the laser is expressed as:\(^ {23,24}\)

\[
\hat{V}(t) = \frac{-1}{2} \hat{E}_{0}(t) \left[ (\vec{D}(t) \times \vec{E}(t)) + i \omega \vec{E}(t) \right]
\]

(2)

with \(\vec{D} = \vec{m} - \frac{1}{c^2} \vec{e}_z \times \vec{m} \) \(+ \frac{i}{c} \hat{Q}(t)\), where the wavevector \(\vec{k} = \frac{\omega}{c} \vec{e}_z\) for the field propagating in \(z\)-direction \((\vec{e}_z\) is the unit vector in \(z\)-direction), see below. In contrast to ref. 11 we now include electric quadrupole interactions in addition to the magnetic dipole interactions. The electric field of the laser is given by:

\[
\vec{E}(t) = \frac{1}{2} \hat{E}_{0}(t) \left[ \vec{E}(t) e^{i(o t - k \cdot \vec{r})} + \vec{E}^\ast e^{-i(o t - k \cdot \vec{r})} \right]
\]

(3)

with the amplitude \(\hat{E}_{0}\) and the frequency \(\omega\). The pulse shape is formed by \(s(t) = \cos^2\left( \frac{\pi(t - t_c)}{t_p} \right)\) for \(0 \leq t \leq t_p\) and \(t_c = \frac{t_p}{2}\), where the pulse duration \(t_p = 2\text{fwhm}\) (full width at half maximum of the field). For better comparison with experimental conditions, the fwhm of the intensity may be calculated by:

\(\text{fwhm}_I = \left( 1 - \frac{2}{\pi} \arcsin \left( \frac{1}{\sqrt{2}} \right) \right) t_p \approx 0.364t_p\).

The polarization is given by \(\vec{E}_{0} = \frac{1}{\sqrt{2}} (\vec{e}_x + e^{-i\phi} \vec{e}_y)\), where the phase \(\delta\) may be chosen \(-\frac{\pi}{2}\) for left-(LCP) and \(+\frac{\pi}{2}\) for right circular polarization (RCP).

The magnetic field is defined accordingly using \(\vec{B} = \frac{1}{c} \vec{e}_z \times \vec{E}\).

The field amplitude \(\hat{E}_{0}\) was chosen such that the impact on the system is not too strong (for reasons discussed below), while the amount of transferred population is still significantly above the numerical error, to allow for a reliable analysis of the results. Typical laser pulse parameters for one-, two- and four-photon transitions are listed in Table 1. The mean intensity (averaged over \(t_p\)) is calculated as \(\bar{I} = \frac{3}{16} \hat{E}_{0}^2\). The Keldysh parameter – defined as \(\gamma_K = \left( \frac{IP}{2U_p} \right)^{\frac{1}{2}}\) with \(U_p = \frac{e^2}{m_e} \frac{\hat{E}_{0}^2}{c^2} (2\omega)^2\) being the ponderomotive energy and the ionization potential IP = 10.22 eV\(^ {25}\) – determines the transition between two regimes of nonlinear ionization:\(^ {26}\) multiphoton ionization (MPI) is to occur if \(\gamma_K > 1\), while tunneling ionization is dominant for \(\gamma \ll 1\). For all laser pulses investigate here the Keldysh parameter is well above one, see Table 1.

For (resonant) transitions to one specific electronic excited state \(S_p\) we may define the circular dichroism (CD) \(via\) the population of the excited state after laser excitation:

\[
\text{CD}[S_p] = \frac{P_{\text{LCP}}[S_p] - P_{\text{RCP}}[S_p]}{P_{\text{LCP}}[S_p] + P_{\text{RCP}}[S_p]}\]

(4)

Note that the populations \(P\) are either for a single molecular orientation or an average of populations of different orientations as discussed below. In contrast to previous investigations\(^ {10,11}\) we now introduced the factor 2 in eqn (4) and in the following CD definitions, which corresponds to the average of the sum in the denominator. This allows for a better comparability with the experiment, where the CD in ion yield is defined accordingly.

In our simulations the laser field interacts with the projections of \(\vec{m}_{ij}\) and \(\vec{m}_{ij}\) onto the \(x\)-\(y\)-plane for a given orientation of the molecule. In experiment the molecules are, however, randomly oriented. Therefore, propagations are performed for different orientations of the molecule and the results are averaged over all orientations. For it the molecule, \(i.e.\) all its (transition) dipole/quadrupole moments, is rotated around

| Parameter | Value |
|-----------|-------|
| \(n\)     | 150   |
| \(\Delta t\) [as] | 2.5   |
| \(N\)     | 144   |
| \(d\) [\(\text{nm}\)] | 100   |
| \(t_p\) [fs] | 200   |
| fwhm [fs] | 73    |
| \(\omega_{\text{D}}\) [eV \(\text{Hz}^{-1}\)] | 7.01  |
| \(\epsilon_0\) [GV \(\text{m}^{-1}\)] | 0.1   |
| \(I\) [GW \(\text{cm}^{-2}\)] | 0.50  |
| \(\gamma_K\) |
| \(\omega_{\text{D}}/2\) [eV \(\text{Hz}^{-1}\)] | 3.50  |
| \(\epsilon_0\) [GV \(\text{m}^{-1}\)] | 1.0   |
| \(I\) [GW \(\text{cm}^{-2}\)] | 50    |
| \(\gamma_K\) | 57.4  |
| \(\omega_{\text{D}}/4\) [eV \(\text{Hz}^{-1}\)] | 1.75  |
| \(\epsilon_0\) [GV \(\text{m}^{-1}\)] | 10    |
| \(I\) [TW \(\text{cm}^{-2}\)] | 5.0   |
| \(\gamma_K\) | 2.87  |
the laboratory fixed coordinate axes using Euler angles \( \phi \in [0, 2\pi] \) and \( \theta \in [0, \pi] \):
\[
\begin{align*}
\overline{\mu}_y' & = R_y(\theta) R_z(\phi) \overline{\mu}_y, \\
\overline{m}_y' & = R_y(\theta) R_z(\phi) \overline{m}_y, \\
\overline{Q}_y' & = R_y(\theta) R_z(\phi) \overline{Q}_y R_z^T(\phi) R_y^T(\theta)
\end{align*}
\] (5)

where \( R_k(\xi) \) is the rotation matrix for a rotation about the \( k \)-axis by \( \xi \) degrees. A third rotation about the \( z \)-axis was omitted, because it has no influence on the laser-molecule interactions for the employed circularly polarized pulses propagating in \( z \)-direction and where \( 1/\omega \ll t_p \). The rotation angles are given by \( \phi = i\Delta \xi \) and \( \theta = j\Delta \xi \) for \( i = 0, 1, \ldots, M - 1 \) or \( j = 0, 1, \ldots, M/2 \), where \( \Delta \xi = 2\pi/M \). The number of considered orientations
\[
\left( N = M \cdot \left( M/2 + 1 \right) \right)
\]
was set to 144 (\( \Delta \xi = 22.5^\circ \)), if not stated otherwise. For resonant transitions to \( S_j \) very small changes were found in the \( \text{CD}[S_j] \) when increasing the number of orientations. For non-resonant excitations where practically every transition moment element may play a role, this number has to be considered a compromise between an acceptable computational effort and a reasonable degree of convergence. The few performed test calculations with a higher number of orientations did not result in important changes.

All CD values are calculated from rotationally averaged final populations (unless noted otherwise) which are obtained by:
\[
\langle P \rangle = \frac{1}{8\pi^2} \int_0^{2\pi} \int_0^\pi P(\phi, \theta, \chi) \sin(\theta) d\phi d\theta d\chi.
\] (6)

In practice, populations are determined for specific molecular orientations, \( P(\phi, \theta, \chi) \), and then averaged numerically according to eqn (6), however, omitting the third rotation angle \( \chi \) and calculating the norm (now \( 4\pi \) instead of \( 8\pi^2 \)) explicitly by
\[
\int_0^{2\pi} d\phi \int_0^\pi d\theta \sin(\theta).
\]

Note that, one can always (unless the vectors are collinear) find orientations for which the projections of \( \overline{\mu}_y \) and \( \overline{m}_y \) onto the \( xy \)-plane result in parallel or anti-parallel projection vectors, causing a sign change in the calculated CD-value. Therefore, rotational averaging is mandatory to balance these sign changes in the CD-values by those of all the other orientations. In addition, for a resonant excitation to an excited state \( S_j \), it is convenient to initially orient the molecule such that its interaction with the light is maximized. This is accomplished by rotating the molecule beforehand such that the corresponding electric transition dipole moment, \( \mu_{0j} \), becomes parallel to the \( x \)-axis, and the magnetic transition dipole moment, \( m_{0j} \), is in the \( xy \)-plane. That way we ensure that the target state is highly populated allowing for a reliable result for the \( \text{CD}[S_j] \). Needless to say that this approach cannot uniquely be applied for non-resonant excitations with no specific target state. Moreover, a preferred orientation of the molecule could actually overestimate one specific transition moment unless rotational averaging over a huge number of orientations is carried out.

As we are first of all interested in observing circular dichroism we chose an initial orientation which is optimal for a resonant transition to \( S_4 \), because it is the state with the highest anisotropy factor within the experimental investigated range of excitations energies (6.8–9 eV), see Section 3.

2.3 Model for ionization

In experiment the ion yield is measured. Therefore, a determination of the CD is required which is more comparable to the experiment than the one used in eqn (4), in particular if the laser excitation is non-resonant. Here the challenge is not only to correctly describe the free electron, but also the transition from bound states to continuum states. The required transition matrix elements, however, cannot be obtained from our wave-function calculations, i.e. by optimizing the neutral and cationic state, as the number of electrons differs. In addition, in the dynamics a large number of electronic eigenstates also above the IP is required to cover a maximal portion of the dynamic polarizability of the molecule. \(^{28}\) Hence, electronic states above the IP, as obtained from the \textit{ab initio} calculations, cannot simply be omitted or exchanged by a continuum. Consequently, the population of these, quasi-ionized, states above the IP can be used to quantify the extent of ionization.

Two models for the detection of the ionization yield are used in this work. Both rely on the sum of the population of all eigenstates above the IP, obtained from the total population remaining below the IP by:
\[
P[S > \text{IP}] = 1 - \sum_{i < \text{IP}} P[S_i]. \tag{7}
\]

In practice, the sum in eqn (7) covers the populations of states \( S_0 \) to \( S_{64} \), as we find 65 electronic states below the IP (and 150–65 = 85 states above the IP). The vast majority of these states is dominated by electronic excitations to Rydberg like orbitals; their large number is promoted by the diffuse functions of the basis set. Now the IP is not given by its experimental value (10.22 eV), but by the one consistent with our \textit{ab initio} calculations (11.81 eV), \textit{i.e.} the negative orbital energy of the HOMO (highest occupied molecular orbital) according to Koopmans’ theorem.

The quasi ionized population in eqn (7) can be used to calculate the CD[\( > \text{IP} \)] after the interaction with the laser pulse:
\[
\text{CD}[ > \text{IP}] = \frac{P_{\text{LCP}}[S > \text{IP}] - P_{\text{RCP}}[S > \text{IP}]}{P_{\text{LCP}}[S > \text{IP}] + P_{\text{RCP}}[S > \text{IP}]}. \tag{8}
\]

This ansatz may, however, cause artefacts in the CD[\( > \text{IP} \)], if the population enriched in the states above the IP is transferred back to energetically lower states. To minimize this effect, the field intensity should be kept low. Most certainly one can also try to minimize the effect by increasing the number of basis functions. However, this will not only increase the computational effort of the \textit{ab initio} calculations, but most notably of the quantum dynamics simulation. Another problem is that the transitions to states above the IP may also be enantiospecific in this model. But in experiment there are no indications that the ionization step has an effect on the CD in the ion yield. \(^{29}\)
Therefore, in order to reduce the effects of enantiospecific excitations to “ionized” states and population back-transfer, we can alternatively make the electronic states above the IP (11.81 eV) non-stationary by replacing their real eigenenergies, $E_n \geq IP$, by complex ones: $E_n = -i\hbar \gamma_n/2$. Afterward the molecular Hamiltonian will not be Hermitian any more and, as such, the time evolution will not be unitary any more, i.e. the population of these states will decay irreversibly. The are many ways, how the decay rates $\gamma_n$ may be chosen. In a heuristic model that proved to be suitable for the description of ionization in TD-CIS calculations the rates were determined by:

$$\gamma_n = \sum_{a} \sum_{r} |D_{a,n}^r|^2 \sqrt{2e/\hbar m} / d \tag{9}$$

for $e_r > 0$. The model assumes an escape velocity of the electron from $v = \sqrt{2e/\hbar m} = d \gamma$ where $e_r$ is the energy of the orbital from which the electron escapes, and $d$ is the escape distance. The rates are weighted by the probability of the excitation which is given by the absolute squared value of the corresponding CI-coefficients, $D_{a,n}^r$, for an electron excitation from the occupied orbital $a$ to the virtual orbital $r$. Hence, the lifetime of the states above the IP are given by $\tau_n = 1/\gamma_n$; those below the IP are infinite.

According to eqn (9), the higher the orbital energy of a virtual orbital the lower the lifetime of an electronic state which is dominated by this orbital. Orbital energies and CI-coefficients are obtained from the CIS calculations. The parameter $d$ may be used to scale the rates. In contrast to studies by others, we wish to adjust the rates such that a meaningful comparability to the CD ion is ensured, but preventing the return of population to states below the IP. However, too high rates may suppress transient population of states above the IP which has an impact on the CD as well, see Discussion in Section 3.4. Therefore, a rather high value of 100 $a_0$ was chosen for $d$.

Worth mentioning are a similar approaches to model ionization in TD-CIS which are based on complex absorbing potentials (CAP) with space-grid or atom-centered basis functions, see e.g. ref. 30 and 31.

The CD in case of non-stationary states above the IP is still calculated using eqn (7) and (8), but will be denoted CDion to tell it apart from the CD [IP]. Note that for the CDion, however, $P[S^-_{\text{IP}}]$ covers the decayed as well as the remaining population above the IP (if existing). In both approaches, $P[S^-_{\text{IP}}]$ may be considered a lower limit for the “ionized” population, as a large number of states are missing to the (quasi) continuous basis set limit.

### 3 Results

#### 3.1 UV and ECD spectra

The simulated UV and ECD spectra are shown in Fig. 2. The spectra are based on the vertical excitation energies, oscillator strengths or rotatory strengths, see eqn (1), calculated with CIS(D)/aug-cc-pVTZ. Selected values are given in Table 2. At first glance three main peaks are found between 185 nm (6.7 eV) and 140 nm (8.9 eV) in agreement with experimental observations. Some of the bands result however from several electronic states, some of which are close in energy, with strongly varying oscillator strengths, see Table 2. This and the fact that the gas phase spectrum shows a fine structure attributable to vibrational modes (which are not considered in our model) make a straight comparison with experiment rather complicated.

Although agreement with experiment is found for the most part, our results deviate from experimental one-photon absorption spectra as well as from theoretical data based on coupled cluster (CC) or symmetry-adapted cluster-CI (SAC-CI) calculations in some parts. These deviations are not surprising given the quality of the CIS(D) method and the fact that most excited states are of Rydberg character which is difficult to capture entirely.

The simulated UV and ECD spectra are analysed in more detail in Appendix A. The analysis shows that CIS(D) provides a reasonable description of the electronic structure, in particular

**Table 2** Selection of the energetically lowest excited state energies $E$, corresponding wavelengths $\lambda$, oscillator strengths $f_{osc}$, rotatory strengths $R$ (in $10^{-10}$ erg esu cm per Gauss), and main character of the electronic transition, as obtained from CIS(D)/aug-cc-pVTZ.

| $S_j$ | $E_j$ [eV] | $\lambda_j$ [nm] | $f_{osc}$ | $R_j$ | Main character |
|------|-----------|-----------------|----------|------|---------------|
| S1   | 6.95      | 178             | 0.0462   | -17.0 | n → Ryd (3s)  |
| S2   | 7.01      | 177             | 0.0083   | 12.3  | n → Ryd (3p)  |
| S3   | 7.60      | 175             | 0.0066   | 4.16  | n → Ryd (3p)  |
| S4   | 7.29      | 170             | 0.0403   | 7.37  | n → Ryd (3p)  |
| S5   | 7.72      | 161             | 0.0031   | -0.521| σ → Ryd (3σ)  |
| S6   | 8.01      | 155             | 0.0407   | -16.3 | σ → Ryd (3p)  |
| S7   | 8.14      | 152             | 0.0259   | 5.53  | n → Ryd (3p,3s') |
| S8   | 8.16      | 152             | 0.0263   | -6.28 | σ → Ryd (3σ') |
| S9   | 8.19      | 151             | 0.0227   | 14.1  | n → Ryd (3p')  |
| S10  | 8.30      | 149             | 0.0032   | -3.08 | n → Ryd (3σ'') |
| S11  | 8.35      | 149             | 0.0154   | -13.9 | σ → Ryd (3p)  |
| S12  | 8.50      | 146             | 0.0201   | 3.26  | n → Ryd (3p,3s') |
for the low lying electronic excited states. Since we wish to employ time-dependent CIS to reveal the fundamental steps of the electron dynamics, a perfect agreement with the experiment is, however, not required as the laser pulse parameter can easily be adapted to the calculated electronic structure of the system. For the following many electron dynamics the electronic structure is a good compromise between accuracy and computational effort.

### 3.2 One-photon excitations

The electron wavepacket dynamics allow comparison of resonant one- with two- or higher multi-photon excitations to a target state S\(_j\) for which the CD[S\(_j\)] can easily be determine according to eqn (4). For this purpose it is important to understand which types of interactions (\(\vec{\mu}, \vec{\mu}, \vec{Q}\)) mediate these transitions. Beforehand, a suitable target state for the analysis has to be identified. Here it is instructive to learn about the correlation between the CD[S\(_j\)] and the rotatory strength or the anisotropy factor.

In a resonant one-photon transition, the difference in the population, \(\Delta P[S_j] = P_{LCP}[S_j] - P_{RCP}[S_j]\), of the target state \(S_j\) is determined by the lengths of the corresponding electric and magnetic transition dipole vectors, \(|\vec{\mu}_0|\) and \(|\vec{\mu}_j|\), as well as the angle \(\theta = \arccos (\frac{3(\vec{\mu}_0 \cdot \vec{\mu}_j)}{|\vec{\mu}_0||\vec{\mu}_j|})\) between them. These values are listed in Table 3 for a selection of electronic states. Note that the angle \(\theta\) is origin-dependent, as shown e.g. for computed VCD spectra.\(^{16}\)

In a two-level system, \(\Delta P\) of the target state maximizes with increasing size of the electric or magnetic transition dipole moments and for angles \(\theta\) close to 0° or 180°, as e.g. shown by Ma and Salam.\(^{37}\) Naturally, this seems to perfectly correspond to the rotatory strength \(R_j = |\vec{\mu}_0||\vec{\mu}_j|\cos(\theta)\), see eqn (1). While the rotational strength is determined by the product of \(|\vec{\mu}_0|\) and \(|\vec{\mu}_j|\), we observe a significant CD[S\(_j\)] if \(|\vec{\mu}_j|\) is large with respect to \(|\vec{\mu}_0|\). Thus, a high \(\frac{|\vec{\mu}_j|}{|\vec{\mu}_0|}\) ratio is desired for a good chiral distinction in our simulations. Calculated values are given in Table 3. Please, recall that the CD[S\(_j\)] is the weighted difference in the populations, see eqn (4); a high population of the target state (mediated by \(\vec{\mu}_0\)) is not required for a high absolute CD value. Therefore, although the absolute value of the rotational strength for the \(S_0 \rightarrow S_1\) excitation is quite high \((R_1 = -17.0 \times 10^{-40}\) cgs\)), see Table 2, we find a \(\frac{|\vec{\mu}_j|}{|\vec{\mu}_0|}\) ratio below one \((0.41 a_0 E_h^{-1})\), see Table 3. For the \(S_0 \rightarrow S_2\) excitation of the previously investigated \((R)-3\)-methylcyclopentanone (3MCP) the \(\frac{|\vec{\mu}_j|}{|\vec{\mu}_0|}\) ratio is more than forty times higher \((19 a_0 E_h^{-1})\), although the rotational strength is more than two times lower in magnitude \((R_0 = 7.25 \times 10^{-40}\) cgs\)).\(^{11}\) Therefore, the absolute CD[S\(_3\)] value is expected to be much larger for \((R)-3\)-MCP than for \((R)-\)PO. The reason is that the \(S_0 \rightarrow S_1\) excitation in 3MCP is characterized by a \(n \rightarrow \pi^*\)-transition in the carbonyl group, which is typically almost electric dipole forbidden, but strongly magnetic dipole allowed.

The \(\frac{|\vec{\mu}_j|}{|\vec{\mu}_0|}\) ratio may be connected to the anisotropy factor \(g\), which is the ratio of the CD to the absorption in absorption spectroscopy, i.e. the difference of the extinction coefficients for LCP and RCP \((\Delta \varepsilon = \varepsilon_{LCP} - \varepsilon_{RCP})\), to the absorption: \(g = \frac{\Delta \varepsilon}{\varepsilon}\). The factor may be approximated by \(g = 4R_j|\vec{\mu}_j|^2\cos(\theta)\), with the electric dipole strength \(D_j = |\vec{\mu}_0||\vec{\mu}_j|\cos(\theta)\), if the shapes for the CD signal and the absorption signals are the same as well as the permittivity is set to one.\(^{38}\) Both assumptions are reasonable, as we consider only vertical excitations in our model, and treat single molecules in vacuum. Values of \(g\) are listed in Table 3. A comparison of the g-factors for the \(S_0 \rightarrow S_1\) transitions in \((R)-3\)MCP and \((R)-\)PO supports our observations that the corresponding absolute CD[S\(_j\)] values differ by about two orders of magnitude when using the same laser parameters (results not shown).

Employing TD-CIS(D), with the parameters listed in Table 1, we obtain CD[S\(_j\)] values for one-photon excitations in \((R)-\)PO to states \(S_1\), \(S_3\) and \(S_3\) of \(-0.52\%, 2.2\%\) and \(0.87\%\), respectively. Note that, the CD[S\(_j\)] ratios almost perfectly match the ratios of the corresponding anisotropy factors, see Table 3. Moreover the values are about 137.036 times smaller than the listed g-values.

### Table 3

| \(S_j\) | \(|\vec{\mu}_0|\) [\(a_0 E_h^{-1}\)] | \(|\vec{\mu}_j|\) [\(a_0 E_h^{-1}\)] | \(|\vec{\mu}_j| / |\vec{\mu}_0|\) | \(\theta\) [\(\pi\)] | \(|\vec{\mu}_j| / |\vec{\mu}_0|\) \(\times a_0 E_h^{-1}\) |
|---|---|---|---|---|---|
| \(S_1\) | 0.45 | 0.19 | 0.41 | 116 | 0.72 |
| \(S_2\) | 0.19 | 0.14 | 0.76 | 11 | 3.0 |
| \(S_3\) | 0.17 | 0.35 | 2.0 | 82 | 1.2 |
| \(S_4\) | 0.41 | 0.085 | 0.21 | 63 | 0.38 |
| \(S_5\) | 0.12 | 0.27 | 2.3 | 92 | 0.31 |
| \(S_6\) | 0.12 | 0.13 | 0.32 | 128 | 0.77 |
| \(S_7\) | 0.31 | 0.049 | 0.16 | 40 | 0.47 |
| \(S_8\) | 0.34 | 0.17 | 0.49 | 104 | 0.47 |
| \(S_9\) | 0.29 | 0.14 | 0.47 | 42 | 1.4 |
| \(S_{10}\) | 0.11 | 0.22 | 2.0 | 105 | 2.0 |
| \(S_{11}\) | 0.26 | 0.19 | 0.73 | 128 | 1.8 |
| \(S_{12}\) | 0.28 | 0.16 | 0.57 | 81 | 0.36 |
| \((R)-3\)MCP | 0.029 | 0.54 | 19 | 11 | 74 |

### Table 4

| CD[S\(_3\)] [%] | \(\omega_{02}\) | \(\omega_{02}/2\) | \(\omega_{02}/4\) |
|---|---|---|---|
| \(|\vec{\mu}_j| / |\vec{\mu}_0|\) = 0, \(\vec{Q} \neq 0\) | 2.2 | -1.0 | 0.40 |
| \(|\vec{\mu}| = 0, \vec{Q} \neq 0\) | 0.0 | -0.13 | -0.078 |
| \(|\vec{\mu} \neq 0, \vec{Q} \neq 0\) | 2.2 | -1.2 | 0.32 |
because the laser interaction with the magnetic dipole is \( 1/c \) times smaller than with the electric one, see Section 2.2. Still, the anisotropy factor is not the perfect quantity to directly compare to the circular dichroism obtained after one-photon excitation, because the absolute value of CD[S\(_j\)] decreases with increasing field strengths eventually ruining the almost perfect agreement with \( g \), see Appendix D for more details. Only for very low field strength (weak field limit) the correlation between CD[S\(_j\)] and the anisotropy factor is good.

In order to compare resonant one- and multi-photon excitations in the following, we will use the \( S_0 \rightarrow S_z \) transitions in PO, because the \([g]f\)-factor or CD[S\(_j\)] is the highest of the low lying states.

In Table 4 we study the influence of the electric quadrupole contributions on the one-photon \((\omega_{02}) \) CD[S\(_2\)] value. If electric quadrupole interactions are included, the result will not significantly change. Very small deviations (less than 1% of the CD[S\(_3\)] value) are due to the fact that perfect numerical averaging cannot be achieved here. Apparently, the CD[S\(_3\)] in one-photon excitations depends only on the electric and magnetic dipole contributions. Analytically the contribution of the electric quadrupole vanishes entirely upon rotational averaging.\(^{23}\) For oriented molecules the electric quadrupole does, however, add to the CD-value (not shown).

In the next section, we will compare the one-photon excitation to two- and four-photon excitations.

### 3.3 Multiphoton excitations

Although \((R)\)-PO is presumably non-resonantly excited before it ionizes, the slopes of the experimental parent ion yields as a function of the laser pulse energy indicate approximately three-, five- and seven-photon processes for the three different excitation wavelengths.\(^9\) Due to the manifold of electronic states, in particular when approaching the ionization potential, such resonant multiphoton excitations, i.e. where the laser frequency (within its spectral width) is an integer multiple of the respective transition frequency, are indeed possible. Therefore, for a start the CD[S\(_i\)] of two- and four-photon resonant \( S_0 \rightarrow S_z \) excitations are evaluated in the following. The role of the electric quadrupole moment is in particular of interest.

In a two-photon transition the amount population transferred to the target state is significantly smaller than in the respective one-photon transition for a given field strength. The same is true when going to the four-photon excitation. In order to transfer enough population to \( S_z \) for a reliable determination of the CD[S\(_3\)], the field strength \( \varepsilon_0 \) is increased by a factor of ten for each doubling of the number of photons. In addition, the central laser frequency \( \omega \) is half or a quarter of \( \omega_{02} \). The used parameters are listed in Table 1.

Table 4 summarizes the results on (one-,) two- and four-photon \( S_0 \rightarrow S_z \) transitions obtained from electron wavepacket dynamics. In case of the two-photon excitation the contribution of the electric quadrupole moment does not vanish upon orientation averaging and is, hence, not negligible any more. This is consistent with conclusions drawn from analytical expressions for absorption rates of elliptically polarized light, derived from time-dependent perturbation theory.\(^{23}\) Moreover, the absolute value of the two-photon CD[S\(_2\)] is smaller than of the one-photon one; in addition, the sign has changed. This is surprising, because for a two-level system \((n = 2)\) of the states \( S_0 \) and \( S_1 \) (using the same pulse parameters), the two-photon CD[S\(_2\)] equals \( +1.9\% \) instead of \(-1.2\%\). This is a clear indication for interaction with other electronic states. At \( t_p/2 \), i.e. when the maximum field strength is reached, population is indeed distributed among states up to \( S_{3z}\). However, at the end of the pulse \((t_0)\) only states \( S_0 \) to \( S_1 \) remain populated below the IP, with populations in \( S_1 \) and \( S_2 \) being negligible compared to the target states \( S_2 \). Apparently \( S_1 \) and \( S_2 \) are energetically close enough (60 to 90 meV), see Table 2, to partly compete with \( S_2 \) due to spectral width of the (73 fs) pulse of approximately \( 30 \) meV \((3.295\ h\) per fwhm). Note also that the electric transition dipole moment to \( S_1 \) is more than twice the in magnitude than one to \( S_2 \). However, the interactions with the two neighboring states of \( S_0 \) seem not to be enough to be alone responsible for the significant change of the CD[S\(_2\)] when all 150 electronic states are included. Seemingly, transient interactions with higher states contribute to the observed CD.

In case of the four-photon excitation, the absolute value of the CD[S\(_2\)] is even smaller than in the two-photon case. The reason seems to be again transient interactions, now with an even larger number of electronic states due to the lower frequency and the higher field amplitude. For a two-level system of \( S_0 \) and \( S_2 \) (using the same pulse parameters), we actually obtain \( 1.8\%\). Moreover, the fraction of the CD[S\(_2\)] value caused by electric quadrupole interactions is relatively larger for the four-photon transition (\(~24\%)\) than in the case of the two-photon transition (\(~11\%)\). We also note that the sign caused by the quadrupole interactions does not have to be the same as for the electric/magnetic dipole interactions only. For a correct description of the CD in multiphoton excitations the electric quadrupole contribution can, therefore, not be omitted. It is important to note that, in particular, the difference of the permanent electric dipole moments, \( \vec{d}_{S0} = \vec{\mu}_S - \vec{\mu}_{00} \) as well as the difference between the permanent electric quadrupole moments, \( \vec{A}_{S0} = \frac{\vec{Q}}{2m} - \frac{\vec{Q}_{00}}{2m} \), should not be zero for a multiphoton excitation.\(^{23}\) In fact, for the limiting case of an “achiral” transition, i.e. \( R = g = 0 \), \( \vec{d}_{S0} \) and \( \vec{A}_{S0} = \frac{\vec{Q}}{2m} \) can still cause a non-zero CD[S\(_2\)], as shown in Appendix E for a two-level model system.

Note that some population remains in states above the IP after the laser is off. This can be used to detect the CD[\( >\) IP] in the following. In the next section we wish to determine the CD in the “ionized” population rather than in a target state.

### 3.4 Ionization

Since in the experiment the ion yield is detected, one of the two approaches for analyzing the “ionized” population (see Section 2.3) has to be applied if non-resonant conditions are used. In order to estimate the performance of the two models, they are tested for one-, two- and four-photon \( S_0 \rightarrow S_z \) excitations, see Table 5. We realize that the CD[\( >\) IP] qualitatively reproduces the results of the CD[S\(_2\)], but slightly differs quantitatively. In particular
for $\omega_{02}/2$ and $\omega_{02}/4$ differences are not surprising, because these frequencies allow resonances to several states below the IP which can alter the CD detected above the IP.

Evidently, the result for the resonant one-photon excitation supports our previous assumptions that the detection of the CD in the population of the target state is a valid approximation for the CD in the ion yield (or at least for the “ionized” population). The small difference of the CD[$\text{IP}$] with respect to the CD[$S_2$] could be caused by transient population transferred back to states below the IP, due to the limited number of 150 states, or simply by resonant enantiospecific transitions from $S_2$ to states above the IP with an opposite CD effect. Indeed, for the $S_2 \rightarrow S_{128}$ transition with $E_{128} - E_2 = (7.01 - 14.01) \text{ eV} = 7.00 \text{ eV}$, a negative $g$-value can be computed. Still, the state $S_{128}$ is not the most populated state above the IP though. This is state $S_{129}$ at 14.03 eV due to the higher $S_2 \rightarrow S_{129}$ dipole strength compared to the $S_2 \rightarrow S_{128}$ transition. And for $S_2 \rightarrow S_{129}$ we calculated a positive $g$-value. These findings indicate that transitions to the states above the IP may have an impact on the CD[$\text{IP}$]. Yet, the effect seems to be small and should, for all we know, not appear in the ionization step.

The CD$_{\text{ion}}$ results tell a somewhat different story: while for the one-photon $S_0 \rightarrow S_1$ excitation the CD$_{\text{ion}}$ is still close to the CD[$\text{IP}$] and CD[$S_2$] values, there are significant deviations for the two- and four-photon transitions. Although the CD$_{\text{ion}}$ is for all three frequencies in the same order of magnitude as the CD[$\text{IP}$], the absolute values are all smaller and, in particular, differ in their sign for the two- and four-photon excitations, see Table 5. There are several possible reasons for these discrepancies.

First of all, the chosen escape distance of $d = 100 \, a_0$ is relatively large (compared to values used by others$^{28}$), and results in rather low decay rates ranging from 0.19/fs to 0.29/fs for electronic states above the IP (11.81 eV). For comparison, the laser frequency for the resonant $S_0 \rightarrow S_2$ excitation is with 11/fs about fifty times higher. The large $d$-value was, however, necessary as small values cause the $|\text{CD}_{\text{ion}}|$ value to diminish. Apparently, interim interactions even with states above the IP are important at these laser pulse conditions, such that any transient population is quasi instantaneously destroyed during the action of the field if the decay rates are too high. Second, the field strengths had to be further increased, as otherwise the CD$_{\text{ion}}$ values came out two to up to three orders of magnitude smaller than the corresponding CD[$\text{IP}$] values. This may again be attributed to the weakened interactions with the decaying states above the IP. However, high field strengths usually result in less enantiospecific transitions, see Appendix D and ref. 11, and may eventually amplify the transfer of population back to lower states, in particular, for low decay rates.

Therefore, we cannot tell for sure whether CD[$\text{IP}$] or CD$_{\text{ion}}$ is the better description for the CD in the ion yield. It is possible that 150 states are still too few to obtain reliable values for CD$_{\text{ion}}$, or that there are actually too many states above the IP which are accessible by enantiospecific transitions altering the CD[$\text{IP}$] too much. A higher number of states is, however, beyond the scope of this study. Because the CD[$\text{IP}$] produces values which are closer to the model we used in the previous sections, i.e. it seems to better reflect the CD of the states below the IP, we will stick with the CD[$\text{IP}$] to study the CD as a function of frequency in the next section.

### 3.5 Frequency dependence

Fig. 3 shows the CD[$\text{IP}$] as a function of the excitation wavelength. Except for the wavelength, the pulse parameters are the same as employed for the four-photon excitations, see Table 1, because we study wavelengths between 700 and 930 nm to cover the range used in experiment.$^6$ As our simulations are based on \textit{ab initio} data which most certainly differ from the real energetics of the molecule for high electronic states, we do not expect to perfectly reproduce the experiment, but to learn more about what determines the CD in the ion yield.

The wavelength dependent CD[$\text{IP}$] values are roughly one order of magnitude smaller than the CD in ion yields found in experiment, which are (0.4 ± 0.5)% at 738 nm, (2.2 ± 0.9)% at 810 nm and (1.9 ± 1.1)% for 878 nm.$^9$ Furthermore, we find wavelengths that cause positive CD values and those which cause negative ones. In the experiment only positive values were found for the three investigated wavelengths. Apparently, the CD[$\text{IP}$] reacts very sensitively to the wavelength, as there are strong changes within a few ten nanometers for some cases. If this sensitivity is caused by achieving resonance with a single (or very few) electric excited states of $(R)$-PO, then a population analysis at the middle of the laser pulse ($t_p/2$) and at the end of the laser pulse ($t_p$) should reveal it. This is particularly of

| Table 5 | Comparison of the CD[$S_2$], CD[$\text{IP}$] and CD$_{\text{ion}}$, as obtained from TD-CIS(D), for excitations with either $\omega_{02}$, $\omega_{02}/2$ or $\omega_{02}/4$, incorporating electric and magnetic dipole as well as electric quadrupole interactions, in an ensemble of rotationally averaged $(R)$-PO molecules. Field strengths, given in parentheses, have been adapted for CD$_{\text{ion}}$, see text for details. For other parameters see Table 1 |
|---------|-----------------|-----------------|-----------------|
| $\omega_{02}$ | CD[$S_2$] [%] | CD[$\text{IP}$] [%] | CD$_{\text{ion}}$ [%] |
| 2.2 | 2.0 | 1.4 (1 GV m$^{-1}$) |
| $\omega_{02}/2$ | -1.2 | -0.51 | 0.22 (5 GV m$^{-1}$) |
| $\omega_{02}/4$ | 0.32 | 0.19 | -0.16 (20 GV m$^{-1}$) |
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interest, as measurements of the ion yield with respect to the laser pulse energy indicate that three- to seven-photon processes take place for the three investigated wavelengths.\textsuperscript{7} We picked the highest CD\[IP\] value (+0.44\%) at 704 nm (1.76 eV) and the lowest (−0.34\%) at 918 nm (1.35 eV), as well as the prominent peak (+0.29\%) at 892 nm (1.39 eV) for further analysis.

For 1.76 eV (704 nm) we find that the full manifold of electronic states are populated at \( t_p/2 \). Except for \( S_0 \), \( S_1 \) is the most populated one below the IP at that moment (followed by \( S_2 \) and others), although its energy is further off resonance than the energy of \( S_0 \) or even \( S_2 \). Here the magnitude of the electric dipole moment seems to be more important than the resonance condition, as it is for \( S_1 \) much larger than for \( S_0 \) or \( S_2 \), see Table 3. At the end of the laser pulse (\( t_p \)) states \( \{ S_0 \} \), \( S_2 \) and \( S_3 \) are the most populated states below the IP, which can be interpreted by an initial four-photon transition \((4 \times 1.76 \text{ eV} = 7.04 \text{ eV})\) to \( S_2 \) and \( S_3 \), followed by e.g. a three-photon transition to the ionization continuum \((7.04 \text{ eV} + 3 \times 1.76 \text{ eV} > 11.81 \text{ eV})\). The CD\[S_2\] value for the four-photon transition to \( S_2 \) is positive and about two times larger in magnitude compared to the corresponding negative value for \( S_1 \) (not shown). Although this is consistent with the positive sign of CD\[S_2\] found at 704 nm, it does not explain why the CD\[IP\] is significantly larger (0.44\%) than for the exact four-photon excitation to \( S_2 \) (0.19\%), see Table 5. However, many more states are additionally populated. For instance, we cannot ignore the fact that states \( S_{16} \) to \( S_{11} \) energetically lie (10.46–10.72 eV) well within the range of a six-photon excitation \((6 \times 1.76 \text{ eV} = 10.56 \text{ eV})\). In addition, there are more states involved which cannot all easily be attributed to an excitation by a integer number of photons. Thus we can conclude that complex excitation pathways take place.

For 1.35 eV (918 nm) and 1.39 eV (892 nm) similar observations are made as before: At \( t_p/2 \) mainly those states with highest absolute electronic transition dipole moments are populated, although many of them are not in resonance, \( i.e. \) the molecule is significantly polarized during interaction with the laser pulse. At \( t_p \) many states below the IP remain populated and offer clues to which states the electronic wavepacket has passed. Those states with rather high populations may indeed be attributed to resonant multiphoton transitions from the electronic ground state. It is these transitions which dominate the CD\[IP\] with their dipole and (electric) quadrupole moments. Therefore, we did not find any indication of a single dominant multiphoton transition to or via one particular electronic state. In addition, the observed CD\[IP\] could not be derived from the one-photon g-values of the dominant transitions.

Although our analyses indicate that resonant multiphoton excitations via several specific electronic states determine the CD\[IP\], the process is still more complex, as we only analysed the most prominent excitation pathways. Actually many more states are involved. One must also keep in mind that in our model even the transitions from intermediate states below the IP to those above the IP may be enantiospecific, altering the population difference built up in the previous transition.

We also wish to stress again that one-photon g-values did not prove to be suitable for the analysis, as they did not always agree with the CD-value of a multiphoton transition to the same excited state, see also Section 3.3. One-photon anisotropy factors are, however, in many cases the only available data for a prediction.\textsuperscript{9} Therefore, a prediction of the CD in the ion yield after non-resonant multiphoton ionization remains challenging.

4 Conclusions

In this paper we extended our methodology to calculate the CD in ion yields via laser driven electron wavepacket dynamics by several aspects. Instead of resonant one-photon excitations, also resonant two- and four-photon as well as non-resonant multiphoton excitations were treated. Due to the two- and higher photon transitions we introduced electric quadrupole interactions. As for non-resonant excitations no target electronic state can uniquely be determined, the CD had to be calculated from the population of electronic states above the ionization potential whose lifetimes were either infinite or finite. These extensions allowed for the simulation of the experimental CD in ion yields as a function of the fs-laser pulse frequency for the non-resonant multiphoton ionization of \([\mathbf{R}]\)-propylene oxide.

Several findings were reported. For one-photon transitions it was shown that the rotatory strength is not a good quantity for estimating the distinction of enantiomers in the ion yield. In fact, the anisotropy factor is more reliable in this sense, because it accounts for the fact that the CD value is normalized by the sum of populations (or ion yields). However, these findings apply strictly speaking only for a two-level system in the weak field limit. For increasing field strengths, the CD value decreases, namely the faster the higher the respective electric transition dipole moments. While for one-photon transitions the electric quadrupole interactions do not contribute to the CD at all, they become of importance for multiphoton excitations, being even capable of changing the sign of the CD-value.

For non-resonant excitations the CD is, in general, determined by non-linear interactions with the manifold of electronic states which require permanent and transition matrix elements for and between every electronic state. However, electric (transition) dipole moments are usually significantly larger than their magnetic dipole and electric quadrupole analogs. Therefore, they seem to determine which states are polarized most during laser interactions. Then, multiphoton resonance condition determined by the laser frequency mainly control which states remain populated at the end. Eventually the strongest transitions seem to dominate the observed CD. However, since a large variety of transitions take place and none of them are resonant one-photon excitations, the prediction of the CD in ion yield only based on one-photon anisotropy factors appears to be practically impossible. This confirms experimental observations, where the CD in the ion yield after an assumed n-photon excitation with a wavelength of \( n\lambda \) could not be assigned to the CD in one-photon absorption at wavelength \( \lambda \).\textsuperscript{9}

Conditions that ensure a resonant one-photon excitation from the start (preferably to a state with a high absolute anisotropy factor) seem, hence, the best way to distinguish enantiomers in
ion yields on the first glance. Still, for one-photon transitions with small magnetic dipole transition moments, two-photon transitions might be an alternative if certain multipole moments (inter alia permanent electric dipole and quadrupole moments) support a good chiral distinction.\textsuperscript{29} Finally, a subsequent enantiomer-specific excitation of the parent ion after ionization might also result in higher CD values in the ion yields of fragments preferably formed from the electronically excited parent ion.\textsuperscript{12,29}

Some of the extensions of our methodology have proven to be limited. In electron wavepacket dynamics we found that electronic states above the ionization potential have an impact on the CD due to transient interactions with these states, \textit{i.e.} they allow for additional polarization of the molecule by the field. However, these electronic states are not a perfect description of the continuum states of the free electron. Yet, the approach of bound stationary states above the IP seems to work rather well, while rendering these states non-stationary significantly reduced the response of the electronic structure to the field. But it is also clear that simply adding a manifold of quasi-continuum states will not automatically improve the model in terms of the calculation of the CD, in particular, as transition matrix elements are not available by first principle calculations. Although one can always increase the number of electronic states to the basis set limit of the \textit{ab initio} calculations, if the computational effort can be handled, the awkward character of the quasi-ionized highly excited electronic states will remain. An alternative ansatz could be to apply hybrid basis sets, composed of local Gaussian-type and plane wave basis functions, for the \textit{ab initio} calculations. If this will improve the description of the CD ion yield remains to be shown.

Despite the incomplete description of the continuum, the presented methodology is applicable to any molecule for which excited state energies and transitions moments are available. They may be obtained by any quantum chemical method, for instance, by density functional theory in case of larger biomolecules.

Appendix A: detailed analysis of UV and ECD spectra

The simulated UV and ECD spectra are shown in Fig. 2, the corresponding data is given in Table 2. The positions of the three main peaks (7.0, 7.3 and around 8.2 eV) of our simulated UV spectrum are all slightly too low in energy compared to the three band maxima found in experiment (7.1, 7.7 and 8.4 eV)\textsuperscript{33}. These deviations are even more pronounced for CC2 (6.52, 6.92, 6.97 and 7.13 eV) on a similar level of theory, but decrease when advancing to CCSD (7.31, 7.55, 7.75 and 7.95 eV) or SAC-CI (7.01, 7.71 and 8.44 eV)\textsuperscript{34,35} In accordance with these theoretical investigations all excited states within this energy range are mainly characterized by transitions into Rydberg-like orbitals starting either from HOMO–1, the non-bonding orbital at the oxygen n(O), or the HOMO, a \(\sigma\)–MO localized along the bonds of the oxirane ring, see Table 2. A clear characterization of the various Rydberg-like orbitals was, however, in many cases very difficult, as \(s\) and \(p\)-character often mix. Still, for the two energetically lowest states with high oscillator strength (\(S_1, S_1\) we can assign \(n(O) \rightarrow 3s \text{ Rydberg}\) and \(n(O) \rightarrow 3p \text{ Rydberg}\) transitions in agreement with others.\textsuperscript{33,35} However, their energies (6.95 and 7.29 eV) are by about 0.2–0.4 eV too low compared to the maxima of the vibrationally broadened bands found in experiment (7.1 and 7.7 eV). Moreover, the states \(S_2, S_3\) lie so close to \(S_1\) such that they cannot clearly be attributed to two of the three expected \(n(O) \rightarrow 3p \text{ Rydberg}\) excitations.

For the third broad band that spans from 144 to 157 nm, see Fig. 2, the excited state \(S_1\) may be picked as reference, as it agrees very well in excitation energy (8.35 eV, 149 nm) and the nature of the transition (\(\sigma \rightarrow 3p \text{ Rydberg}\)) to experimental (8.4 eV) and theoretical findings of others (8.44 eV).\textsuperscript{33,35} We note, however, that \(S_6\) is actually the third lowest state of high oscillator strength, but which is again about 0.4 eV too low in energy (8.01 eV) in comparison to the gas phase UV spectrum (8.4 eV).\textsuperscript{33} The character of this transition is dominated by a \(\sigma \rightarrow 3s^*\) Rydberg transition, where the Rydberg orbitals also feature a larger amount of diffuse \(p\)-type basis functions. Moreover, the following excited states lie well within in the energy range of the broad experimental band around 8.2–8.8 eV.

The characteristics of the simulated ECD spectrum resemble those of the experimental spectrum,\textsuperscript{32,33} in particular if a larger broadening is used, see inset of Fig. 2. Theory and experiment differ, however, with regard to the details: While the first excited state, \(S_1\), has a large negative rotatory strength (\(R_1 = -17 \times 10^{-40} \text{cgs}\)), the second one, \(S_2\), which is very close in energy (+0.06 eV), has a large positive one (\(R_2 = +12 \times 10^{-40} \text{cgs}\)). This state did not make a strong appearance in the UV spectrum, because its oscillator strength is very low. It significantly reduces the peak height of the first band in the ECD spectrum though, causing only a fair agreement with the particular deep (negative) peak found in experiment. Still sign and size of \(R_1\) agree well with the experimental one (\(-13 \times 10^{-40} \text{cgs}\))\textsuperscript{33} and even very well with those of CCSD calculations (\(-17 \times 10^{-40} \text{cgs}\))\textsuperscript{34} The state \(S_6\) has a rotational strength of \(+7 \times 10^{-40} \text{cgs}\) which is again close to the experiment (\(+6 \times 10^{-40} \text{cgs}\))\textsuperscript{33} and well within the range of other methods, \textit{e.g.} \(+5 \times 10^{-40} \text{cgs}\) for SAC-CI.\textsuperscript{35} The states between \(S_4\) and \(S_7\) contribute to the positive band around 171 nm, see inset of Fig. 2. The third broad peak of the UV spectrum basically appears in the ECD spectrum as three peaks of alternating signs, or two peaks of negative sign (at 148 and 156 nm) if a larger broadening is allowed, see inset of Fig. 2. The gas phase ECD spectrum shows indeed a very broad band of very low negative height with a vivid fine structure.\textsuperscript{32,33} We find seven excited states (\(S_6\) to \(S_{12}\)) with rotatory strengths of different sizes and signs, which are reached by excitations from either the \(n(O)\) or \(\sigma\)-MO to a variety of Rydberg orbitals of \(s\) and \(p\)-type or combinations of them. As such a one-to-one comparison to the experiment is impossible, in particular as we cannot distinguish between electronic states and vibrational modes. The general negative character of this band is reproduced for the most part, although the rotatory strength is on average too large in magnitude compared to the experiment (\(-4 \times 10^{-40} \text{cgs}\))\textsuperscript{33} But even SAC-CI, which was shown to provide a good theoretical description for the first two spectral bands, overestimates the
Appendix B: optimized minimum geometry of (R)-PO

Table 6 lists a selection of bond lengths, angles and dihedrals of the minimum energy geometry obtained from a MP2/aug-cc-pVTZ optimization. Note that, MP2 calculations at 6-311++G(2d,2p) level of theory or with the density functional B3LYP, using either basis set, yield values which differ very little (less than one percent) to none from the ones listed in Table 6. Good agreement to the equilibrium structures calculated by similar and more sophisticated methods is found as well.39

Appendix C: IR and VCD spectra of (R)-PO

IR and VCD spectra are obtained from a normal mode analysis of the minimum energy geometry at B3LYP/aug-cc-pVTZ level of theory. The molar absorption coefficient, $\varepsilon$, and its difference between left and right circularly polarized light, $\Delta\varepsilon$, are calculated as described in the supporting information of ref. 11. The simulated spectra (unscaled harmonic frequencies) are shown in Fig. 4 using a Lorentzian broadening of 15 cm$^{-1}$. Overall a good qualitative agreement to the experimental IR and VCD spectra as well as to first principles calculations is found.39–41 Merely, the relative intensities of some of the CH-stretching modes, see peaks around 3100 cm$^{-1}$, are not perfectly reproduced and they are slightly blue-shifted with respect to the experiment.

Appendix D: correlation between CD[$S_j$] and $g_j$

In Fig. 5 (top) the CD[$S_j$] is plotted as a function of the field strength $E_0$ for selected electronic excited states of (R)-PO. In each case the molecule was kept in its optimal initial orientation, as described in Section 2.3, to allow for a best possible comparison with the anisotropy factor $g$. The CD[$S_j$] was calculated for a single orientation after resonant excitation with $\omega = (E_j - E_0)/h$. The laser pulse duration $t_p$ was 200 fs in each case.

As can be seen on the right ordinate of the graph, the CD[$S_j$] values at very low field strengths, namely $E_0 = 0.1 \text{ GV m}^{-1}$, correspond very well to the anisotropy factor $g_j$ of the respective state, cf. Table 3. With increasing field strength, however, the CD values deviate from their respective $g$-values and approach zero. That is, because the sum of populations $\frac{1}{2}(P_{LCP} + P_{RCP})$, see eqn (4), increases much faster the difference $\Delta P$ (data not shown). In addition, $\Delta P$ will even decrease once most of the population has been transferred to the target state, see ref. 11 for more details.

In Fig. 5 (bottom) the relative change of the CD with respect to $E_0 = 0.1 \text{ GV m}^{-1}$, more precisely $|\Delta \text{CD}/\text{CD}(0.1)| = |(\text{CD}(/E_0) - \text{CD}(0.1))/\text{CD}(0.1)|$, is plotted as a function of $E_0$. The functional form may be approximated by a quadratic function. The largest change is observed for $S_1$, at $E_0 = 1 \text{ GV m}^{-1}$, the CD has lost 60% of its initial value, i.e. the chiral distinction has significantly decreased. The relative change of the CD with
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**Fig. 4** Simulated IR (top) and VCD (bottom) of (R)-propylene oxide, B3LYP/aug-cc-pVTZ (unscaled), Lorentzian broadening of 15 cm$^{-1}$ (± HWHM).
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**Fig. 5** CD[$S_j$] (top) and the absolute value of the relative change of CD[$S_j$] (bottom) as a function of the laser field strength $E_0$ for selected electronic excited states of (R)-PO. Right ordinate (top): CD[$S_j$] scaled by the speed of light (c) for comparison with the anisotropy factor $g$. Data for the $S_1$ state of (R)-3MCP is given for comparison, see circles and dashed lines.
\( \mathcal{E}_0 \) is dominated by the electric transition dipole moment \( |\hat{\mu}_{0j}| \), see Table 3. The higher the \( |\hat{\mu}_{0j}| \) the larger the relative change of the CD with the laser field strength. Therefore, the anisotropy factor is only a good measure for the CD if field intensity and the electric transition dipole moments in question are rather low. A comparison with the \( S_2 \) state of \( (R) \)-3MCP confirms that its large ratio \( |\hat{\mu}_{0j}|/|\hat{\mu}_{00}| \) of 19 \( a_0 \ E_0 \ h^{-1} \), see Table 3, ensures a high stability of the CD[\( S_2 \)] with respect to \( \mathcal{E}_0 \), see dashed line in Fig. 5 (bottom).

### Appendix E: non-zero CD[1] for an "achiral" two-level system

While in one-photon excitations the electric quadrupole moment contributions to the circular dichroism vanish for randomly oriented molecules, they play a role in two-photon (or higher) excitations.\(^{23} \) Although these contributions are usually small, they can become decisive, in particular if the one-photon CD is very small or even zero. The later is shown in the following for a two-level model system of states 0 and 1 and parameters given in Table 7. The electric and magnetic transition dipole moments are chosen such that the one-photon CD[1] is zero, i.e. the \( \hat{\mu}_{01} \) is perpendicular to \( \mathcal{S}[\hat{\mu}_{01}] \) making the system quasi-achiral, see Table 7.

For a two-photon excitation \( (\omega = 0.5 \ eV \ h^{-1}) \), the CD[1] remains zero \( (i.e. \) does not change), as long as \( \hat{d} = \hat{\mu}_{11} - \hat{\mu}_{00} \) is zero and electric quadrupole interactions are entirely ignored \( (\hat{\Omega} = 0) \), see case (a) in Table 8. A two-photon CD[1] unequal zero is, however, obtained, if \( \hat{d} \neq 0 \) and as long as \( \hat{d} \) is not perpendicular to either \( \hat{\mu}_{01} \) or \( \mathcal{S}[\hat{\mu}_{01}] \), see case (b) in Table 8. This even holds if quadrupole contributions are excluded. Moreover, if \( \hat{d} \) is perpendicular to \( \hat{\mu}_{01} \) and \( \mathcal{S}[\hat{\mu}_{01}] \) \( (\hat{\mu}_{01} \neq 0, \ i.e. \mu_{00}^{(2)} + \mu_{01}^{(0)} = 0) \), the electric quadrupole interactions allow for a nonzero two-photon CD[1], as long as \( \hat{\Omega}_{01} \) (case (c) in Table 8) or \( \hat{d} = \hat{\Omega}_{01} - \hat{\Omega}_{00} \) (case (d) in Table 8) is nonzero. Therefore, permanent electric dipole moments as well as permanent and transition electric quadrupole moments can result in a nonzero two-photon CD, even if the respective one-photon CD is zero. These findings agree with predictions made by Meath and Power based on analytical expressions for Einstein B-coefficients.\(^{23} \)
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