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1 INTRODUCTION

Polarimetric imaging is an important tool for characterizing materials and observing contrasts that are not detectable in conventional intensity images. It has applications in remote sensing [1, 2], biomedical imaging [3, 4], optical coherence tomography [5], etc. A simple but efficient active polarimetric imaging mode consists in measuring the orthogonal state contrast image (OSCI) from two intensity measurements. The OSCI is an estimate of the degree of polarization (DOP) if the observed material is purely depolarizing, which is a reasonable assumption for natural materials observed in monostatic configuration [6]. We will make this assumption in the following of this paper. However, these intensity measurements are perturbed with noise, and its influence on DOP estimation must be studied. Such analyses have recently been done for Gamma noise [7], combined Poisson and speckle noise [8], and Gaussian noise [9].

We address in this paper the case where the two active intensity images used to build up the OSCI image are perturbed by the signal-dependent Poisson noise due to useful signal, and additive Poisson noise due to dark current and/or background light. We determine the Cramer Rao Lower Bound and deduce from it figures of merit for DOP estimation. In particular, we show that the additive Poisson noise has larger influence on DOP estimation than on intensity estimation when light is highly polarized. [DOI: 10.2971/jeos.2008.08002]
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2 DATA AND NOISE MODEL

In the imaging system we consider, the scene is illuminated with totally polarized light. A first image \( X_i \), \( i \in [1, N] \) is formed with the fraction of light backscattered by the scene which is in the same polarization state as the incident light (please note that for the sake of simplicity, one-dimensional notation is used for images). A second image \( Y_i \) is formed with the fraction of light polarized orthogonally to the incident light. At each pixel \( i \), the values \( X_i, Y_i \) are expressed in terms of number of photoelectrons measured by the detector.

In the following, we will assume that the images \( X_i, Y_i \) are homogeneous, that is, the average number of photoelectrons is equal to \( m_X \) (\( m_Y \)) for all pixels \( i \). If the imaged scene is com-

We address precision of estimation of the degree of polarization (DOP) from the orthogonal state contrast image (OSCI) in the presence of both signal-dependent Poisson noise due to useful signal, and additive Poisson noise due to dark current and/or background light. We determine the Cramer Rao Lower Bound and deduce from it figures of merit for DOP estimation. In particular, we show that the additive Poisson noise has larger influence on DOP estimation than on intensity estimation when light is highly polarized. [DOI: 10.2971/jeos.2008.08002]
plex, this model can thus represent a region where the values of \( m_X (m_Y) \) is approximately constant. This hypothesis is classical and necessary to study the estimation precision. The mean numbers of photoelectrons can also be written as

\[
m_X = \frac{I}{2} (1 + P) \quad \text{and} \quad m_Y = \frac{I}{2} (1 - P).
\]

The variable \( I = m_X + m_Y \) denotes the total intensity of the signal, and the variable \( P \) represents its DOP.

The photoelectrons generated by the backscattered fraction of illumination light will be called the useful signal. In addition to this signal, we assume that an average number of \( g_X \) (\( g_Y \)) electrons are also measured by the detector in the channel \( X_i (Y_i) \). These electrons correspond to the sum of all possible sources of additive noise. Let us consider some possible sources of such additive noise. A first one is dark current, which is due to the generation of electrons in the detector in the absence of illumination. This noise depends mainly on temperature and exposure time, and is known to follow a Poisson distribution [10]. For such a noise, the parameters \( g_X \) (\( g_Y \)) represent the average number of dark electrons measured in each channel. Since images \( X_i \) and \( Y_i \) are measured by identical sensors in similar conditions, one has naturally the same average number of dark current electrons on both parallel and orthogonal channels, that is, \( g_X = g_Y = g \).

A second type of noise is always encountered in active imaging systems, where the useful signal is due to the fraction of the polarized illumination which is backscattered by the scene. In general, there are also ambient light sources such as sun or lamps whose light is scattered by the scene and produces a signal whose quantum fluctuations can be considered as noise. Generally speaking, such light sources are unpolarized. Moreover, we consider that the materials that compose the scene can be considered totally depolarizing with good approximation [6]. Such materials have a diagonal Mueller matrix and thus have no polarization [11]: if unpolarized light impinges on such materials, it remains unpolarized. One thus observes \( g_X = g_Y = g \). To check this fact, we used an active imaging setup with a Basler A312f camera, and measured the contribution signals \( g_X \) and \( g_Y \) without active illumination in the two channels for different type of materials in the scene. It is seen in Table 1 that the difference between \( g_X \) and \( g_Y \) does not exceed 4\%. This small difference can be due to orienta- tion of the materials that may slightly polarize the light. In this setup, it can thus be assumed that \( g_X = g_Y = g \). In infra-red imaging, another source of additive noise is thermal light emitted by the scene. If this light is unpolarized, it will generate an average number of photoelectrons \( g \) identical on both channels.

In this paper, we will limit ourselves to the case \( g_X = g_Y = g \), since it contains most of the essential physical results. However, all the results obtained below can be easily generalized to the case \( g_X \neq g_Y \) with a slight increase of complexity of the expressions. Finally, it is reasonably sound to assume that all the above mentioned sources of noise are independent. Since they all have Poisson statistics, their contributions are additive and the final value of \( g \) is the sum of the average number of photoelectrons related to each of these sources of noise.

### TABLE 1 Backscattered light (in Digital Unit) by different materials with unpolarized white ambient light. One has represented \( g_X \), \( g_Y \), and \( \frac{(g_X - g_Y)}{(g_X + g_Y)}/2 \) which represents the relative difference between \( g_X \) and \( g_Y \).

| Material        | \( g_X \) | \( g_Y \) | \( \frac{(g_X - g_Y)}{(g_X + g_Y)}/2 \) |
|-----------------|-----------|-----------|--------------------------------------|
| white paper     | 395       | 409       | 3.5%                                  |
| white teflon    | 1063      | 1069      | 0.5%                                  |
| grey painting   | 1095      | 1140      | 4.0%                                  |
| bare metal      | 1072      | 1062      | 0.9%                                  |

Taking into account the photoelectrons from the useful signal and the additive noise, the average number of electrons measured by the detector in channel \( X_i (Y_i) \) is \( m_X + g \). In Table 1, \( m_X \) is the average number of photoelectrons generated by the backscattered fraction of illumination light. This noise depends mainly on temperature and exposure time, and is known to follow a Poisson distribution [10]. For such a noise, the parameters \( g_X \) (\( g_Y \)) represent the average number of dark electrons measured in each channel. Since images \( X_i \) and \( Y_i \) are measured by identical sensors in similar conditions, one has naturally the same average number of dark current electrons on both parallel and orthogonal channels, that is, \( g_X = g_Y = g \).

### 3 PRECISION OF ESTIMATION OF INTENSITY AND DOP

Our objective is to determine the precision of the estimation of the parameters \( I \) and \( P \) in the presence of the above defined fluctuations. For that purpose, we will determine the Cramer-Rao Lower Bound (CRLB), which is a lower bound on the variance that can be reached by unbiased estimators of these parameters, assuming that the parameter \( g \) is known. Determination of the CRLB first requires the expression of the loglikelihood [12]. According to the above defined statistical data model (see Eq. 2) and Eq. 1, the expression of the loglikelihood is:

\[
\ell(I, P) = \sum_{i=1}^{N} \log P_X (X_i) + \sum_{i=1}^{N} \log P_Y (Y_i)
\]

\[
= -N(I + 2g) + S_X \log \left( \frac{1}{2} (1 + P) + g \right)
\]

\[
+ S_Y \log \left( \frac{1}{2} (1 - P) + g \right) + A,
\]

where \( A \) does not depend on \( I \) nor on \( P \), \( S_X = \sum_{i=1}^{N} X_i \) and \( S_Y = \sum_{i=1}^{N} Y_i \). Using this expression, the Fisher matrix defined as \( F = \left[ \langle \partial^2 \ell / \partial \theta_i \partial \theta_j \rangle \right]_{1 \leq i \leq 2, 1 \leq j \leq 2} \) where \( \theta_1 = I \) and \( \theta_2 = P \), has the following expression:

\[
F = \frac{N}{Q} \left[ I(1 - P^2) + 2g(1 + P^2) \begin{array}{c} 2g IP \\ 2g IP \\ I^2 (1 + 2g) \end{array} \right],
\]

where \( Q = (I + 2g)^2 - (IP)^2 \). Taking the inverse of this matrix, one obtains:

\[
I = F^{-1} = \frac{1}{N} \left[ \begin{array}{c} I + 2g \\ -2gP/1 \\ -2gP/1 \end{array} \right]
\]

\[
\begin{array}{c}
I - 2gP/I + 2g(1 + P^2)/I^2
\end{array}
\]
The parameters $I$ and $P$ can be gathered in a parameter vector $\mathbf{a}^T = (I, P)$. Let us consider an estimator $\hat{\mathbf{a}}$ of the parameter vector $\mathbf{a}$, and assume that it is unbiased, that is, $\langle \hat{\mathbf{a}} \rangle = \mathbf{a}_0$, where $\mathbf{a}_0$ is the true value of the parameters. The precision of this estimator can be characterized by its covariance matrix $\Gamma = \langle (\mathbf{a} - \mathbf{a}_0)(\mathbf{a} - \mathbf{a}_0)^T \rangle$. This covariance matrix is not easy to determine. The Cramér-Rao theorem provides a lower bound on the elements of this matrix in the following way [12]: $\forall \mathbf{v} \in \mathbb{R}^2, \mathbf{v}^T \Gamma \mathbf{v} \geq \mathbf{v}^T J \mathbf{v}$. In particular, if $\mathbf{v}$ is such that $v_1 = 1$ and $v_2 = 0$, one obtains $\Gamma_{ii} \geq J_{ii}$. Remembering that the diagonal element $\Gamma_{ii}$ of the covariance matrix is equal to the variance of the component $\hat{a}_i$ of the estimator, the matrix element $J_{ii}$ represents a lower bound on the variance of unbiased estimation of parameter $a_i$, which is called Cramér-Rao Lower Bound (CRLB) [12].

Consequently, from the expression of $J$ in Eq. 6, the CRLB $\kappa_I$ and $\kappa_P$ of $I$ and $P$ have the following expression:

$$\kappa_I(g) = \kappa_I^d + \kappa_I^s$$

with $\kappa_I^d = \frac{I}{N}$ and $\kappa_I^s = \frac{2g}{N}$, $(7)$

$$\kappa_P(g) = \kappa_P^d + \kappa_P^s$$

with $\kappa_P^d = \frac{(1 - P^2)}{NI}$ and $\kappa_P^s = \frac{2g(1 + P^2)}{N^2}$, $(8)$

These expressions constitute the basic result of the present work. It is seen that for both estimations of $I$ and $P$, the CRLB in the sum of the classical signal-dependent Poisson CRLB ($\kappa_I^d, \kappa_I^s$) and of a contribution due to the additive noise ($\kappa_P^d, \kappa_P^s$). Indeed, when the additive contribution to noise is zero, that is, $g = 0$, one has $\kappa_I(0) = \kappa_I^d = I/N$, which is the well known value of the estimation variance of $I$ in the presence of signal-dependent Poisson noise only. One also has $\kappa_P(0) = \kappa_P^d = (1 - P^2)/(NI)$, which has been shown in [8] to be the CRLB of DOP estimation in the presence of Poisson noise. The contribution of additive noise to intensity estimation is $\kappa_I^s = 2g/N$, which is simply the CRLB in the presence of the sum of two independent noises of variance $g$ (one from the parallel channel and one from the orthogonal channel). The additive contribution to DOP estimation is $\kappa_P^s = 2g(1 + P^2)/(N^2)$. In [9], the CRLB in the presence of an additive Gaussian noise of variance $\sigma^2$ has been shown to be $2\sigma^2(1 + P^2)/(N^2)$. We can see a great similarity with $\kappa_P^s$, since the variance of the Poisson additive noise is $g$.

One can also note that the CRLB of $I$ is independent of the actual DOP, $P$, whereas the CRLB of $P$ depends on $P$. More precisely, $\kappa_P^d$ decreases with $P$ and is null for totally polarized light. This is understandable in this case, the average intensity in the orthogonal channel $I_{\perp}$ is 0 and thus the noise has also a zero variance in this channel. On the other hand, the additive contribution $\kappa_P^s$ increases with $P$, and never reaches 0. Indeed, since the noise is independent of the intensity of the useful signal, it is always present even if the signal is zero.

4 COMPARISON OF ADDITIVE AND SIGNAL-DEPENDENT POISSON NOISES

It is of interest to analyze the influence of an increasing level of additive Poisson noises on the global estimation uncertainty. Let us first consider estimation of $I$. It is clear from Eq. 8 that the estimation variance increases with $g$. We have plotted in Figure 1 the ratio

$$\rho_I(g) = \frac{\kappa_I(g)}{\kappa_I(0)} = 1 + 2 \frac{g}{I}$$

(9)

which represents the ratio between the CRLB for a given value of $g$ and the CRLB without additive noise, that is, $g = 0$. It increases linearly with the ratio $g/I$, which can be considered as a signal to noise ratio associated with the additive contribution to noise. Let us now consider estimation of the DOP. We have plotted on Figure 1 the ratio:

$$\rho_P(g) = \frac{\kappa_P(g)}{\kappa_P(0)} = 1 + 2 \left( \frac{1 + P^2}{1 - P^2} \right) \frac{g}{I}$$

(10)

This ratio also depends linearly on $g/I$, but the slope depends on the value of the DOP $P$. This slope tends to infinity as $P$ tends to 1, that is, when light becomes highly polarized. It thus clearly appears that the influence of a given level of additive noise is higher on DOP estimation than on intensity estimation when light is highly polarized.

As another way of characterizing this effect, one can fix the parameter $g$ and define “crossover” values of $I$ that correspond to the situation where the CRLB corresponding to the signal-dependent and additive contributions are equal. This corresponds in Figure 1 to the intersections of the lines representing $\rho_I$ and $\rho_P$ and the horizontal line of equation $\rho = 2$. For instance estimation, $\kappa_I^d = \kappa_I^s$ is obtained when intensity is equal to:

$$I^I_c = 2g$$

that is, when the average intensity of the useful signal is twice that of the additive contribution. This value does not depend on the degree of polarization. When $I < I^I_c$, additive noise is dominant, whereas signal-dependent noise is dominant when $I > I^I_c$. Let us now consider estimation of $P$. The crossover happens when $\kappa_P^d = \kappa_P^s$, that is, when intensity is equal to:

$$I^P_c = 2g \frac{1 + P^2}{1 - P^2}.$$

![FIG. 1: Ratio $\rho_I(g)$ and $\rho_P(g)$ as a function of $g/I$ for different values of $P$.](image)
Contrary to the case of intensity estimation, this value depends on $P$. We have plotted in Figure 2 the ratio of the intensity and DOP crossover values $I^c_P/I^c_I$ as a function of $P$. For totally depolarized light, one has $I^c_P = I^c_I$. On the other hand, when $P$ tends to 1, the ratio tends to infinity. For highly polarized light, $I^c_P$ can thus be quite larger than $I^c_I$. For example, when $P = 0.9$, $I^c_P = 9.5 I^c_I$. This means that to be limited by signal-dependent Poisson noise, one needs a number of photons which is 9 times larger than for intensity estimation. In other words, when light is highly polarized, additive noise must be taken into account for estimating the DOP even if it is negligible for intensity estimation.

To visualize the relative influence of the two sources of noise, it is useful to plot figures of merit. We have chosen to plot the noise variance as a function of the intensity of the useful signal with a log-log scale. For intensity estimation, one has: $\log_{10}[I^c_I] = \log_{10}\left[\kappa^2_P + \kappa^2_I\right]$. Below the crossover ($I < I^c_I$), the approximation is:

$$\log_{10}[I^c_I] \simeq \log_{10}\left[\kappa^2_P\right] = -2 \log_{10}[I] - \log_{10}[N], \quad (11)$$

that is, a constant. Above the crossover, the approximation is:

$$\log_{10}[I^c_I] \simeq \log_{10}\left[\kappa^2_P\right] = \log_{10}[I] - \log_{10}[N], \quad (12)$$

that is, an increasing line of slope equal to 1. This is the well known figure of merit for intensity estimation [10]. It is plotted in Figure 3 for $N = 1$. Increasing $N$ only shifts the curve downwards of a value $-\log_{10}[N]$.

Let us now consider DOP estimation. One has $\log_{10}(\kappa_P) = \log_{10}\left[\kappa^2_P + \kappa^2_I\right]$. Below the crossover, ($I < I^c_P$), an approximation is:

$$\log_{10}(\kappa_P) \simeq \log_{10}\left[\kappa^2_P\right] = -2 \log_{10}[I] - \log_{10}[1 + P^2] - \log_{10}[2g] - \log_{10}[N], \quad (13)$$

that is, a decreasing line with slope 2. Above the crossover, an approximation is:

$$\log_{10}(\kappa_P) \simeq \log_{10}\left[\kappa^2_P\right] = - \log_{10}[I] - \log_{10}[1 - P^2] - \log_{10}[N], \quad (14)$$

that is, an decreasing line with slope 1. We have plotted this curve in Figure 4 for $N = 1$ and different values of $P$. It is seen that higher values of $P$ lead to a significant shift of the crossover value.

The main result of this work is that the influence of additive Poisson noise on DOP estimation depends on the actual value of the DOP. When $P$ is large, the additive Poisson noise remains dominant for much higher values of the mean photon flux. This result is important for processing of polarimetric images (estimation, target detection . . . ). Indeed, the algorithms used for extracting information from polarimetric images must be adapted to the dominant type of noise.

5 CONCLUSION

We have studied precision of DOP estimation when the observed materials are purely depolarizing and the measurements are perturbed with both signal-dependent and additive Poisson noises. This precision depends on the value of the DOP and, when light is highly polarized, the crossover
between additive and signal-dependent noise-dominant regimes occurs for significantly higher signal levels than for intensity estimation. This fact must be taken into account when designing algorithms for extracting information from DOP images. The present study is based on CRLB, which represents a potential estimation precision. An interesting perspective is to determine and analyze the performance of actual DOP estimators adapted to this noise model.
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