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Abstract

As social distancing policies and recommendations went into effect in response to COVID-19, people made rapid changes to the places they visit. These changes are clearly seen in mobility data, which records foot traffic using location trackers in cell phones. While mobility data is often used to extract the number of customers that visit a particular business or business type, it is the frequency and duration of concurrent occupancy at those sites that governs transmission. Understanding the way people interact at different locations can help target policies and inform contact tracing and prevention strategies. This paper outlines methods to extract interactions from mobility data and build networks that can be used in epidemiological models. Several measures of interaction are extracted: interactions between people, the cumulative interactions for a single person, and cumulative interactions that occur at particular businesses. Network metrics are computed to identify structural trends which show clear changes based on the timing of stay-at-home orders. Measures of interaction and structural trends in the resulting networks can be used to better understand potential spreading events, the percent of interactions that can be classified as close contacts, and the impact of policy choices to control transmission.

1 Introduction

Transmission of COVID-19 is largely attributed to direct or close contact with infected individuals [1]. Indoor spaces with limited air exchange, recycled air, and a concentration of people have been shown to contribute to significant outbreaks [2, 3]. Social-distance policies have lowered the number of new cases, indicating that a general reduction in the number of contacts can decrease the number of individuals contracting the disease [4]. However, this wholesale reduction in contacts comes with high social and economic burdens [5]. Understanding the way people interact at different locations can help target policies, inform contact tracing, and develop prevention strategies as businesses reopen and social interactions increase.

Person-to-person interactions can be represented as a network that characterizes opportunities for disease transmission between members of a population. Networks that describe these interactions can be generated using a combination of statistical methods, census data, surveys, and mobility data (e.g., [6–13]). The prevalence of location tracking apps on cell phones produces a vast quantity of data that details the places that people visit and how long they stay at
Those locations. Recently, companies have stood up platforms such as the SafeGraph Data Consortium [14] and Google Community Mobility Reports [15] that provide device and aggregate mobility data to public officials and the research community to help respond to COVID-19. While device-level data tracks the mobility of individual cell phones, aggregation groups and anonymizes that data such that individual people cannot be identified.

As social distancing policies went into effect across the nation, people made rapid changes to the places they visit and the way they interact. Numerous news and journal articles have documented trends in mobility as social distance policies were put in place and then relaxed across different states (e.g., [16–20]). This type of analysis commonly uses metrics such as the number of visits, visit-hours, or the distance traveled to businesses as an indicator of traffic. While these metrics show clear trends that indicate policy changes decreased traffic, they do not capture the interactions that occur at these locations. For example, two businesses can have the same number of customers but different customer arrival times and durations. Simultaneous visits and clustering of individuals at a specific site are critical to understanding potential spreading events within a population.

Recent research by Chang et al. [6] use aggregate mobility data to build contact networks based on hourly visitor data to places of interest and time spent at home. The mobility data was combined with epidemiological models to calibrate transmission rates based on case counts for several cities in the United States. This approach illustrates that a small subset of places account for a large majority of infections and that disadvantaged groups are at higher risk of infection. Schlosser et al. [11] also coupled mobility data with epidemiological models and find that lockdown measures lead to more local, clustered networks which flatten the epidemic curve. Their research uses device-level mobility data and builds a network based on movement between counties in Germany. While certain populations might be underrepresented in mobility data, such as elderly, children, and prison populations [21], and mobility data typically focuses on places where commerce takes place [22], network analysis using this type of data can help identify trends in social behavior and guide policy decisions. Where mobility data is not available or unreliable, survey methods have also been used to build contact networks for the purpose of understanding disease transmission in smaller, underrepresented populations [13].

This paper presents methods to build contact networks from aggregate mobility data and quantifies changes in network structure and interactions that occur at specific places of interest over time. While several groups have proposed methods to generate contact networks from mobility data, the methods do not provide necessary information on spatial and temporal overlap of individuals at locations (e.g. [6, 11]). Our network generation method computes an interaction strength between individuals that is defined by the amount of time people simultaneously occupy the same business or home. This interaction strength is converted to a transmission rate for use in network informed epidemiological models, as described in Beyeler et al. [23]. In this paper, the networks are used in a series of epidemiological simulations to demonstrate how the methodology can be used to study closure policy. Results show that network structures change drastically in response to social distancing policies, with people having fewer, shorter interactions within more clustered groups. Results from the epidemiological simulations show that eliminating contacts prioritized by interaction strength can control disease spread.

2 Methods

This research uses aggregate mobility data published by SafeGraph [14] to create contact networks that represent person-to-person interactions. These interactions occur at specific places
of interest (e.g., restaurants, schools, parks) and at home. The strength of interaction is based on arrival time and duration at places of interest and the amount of time spent at home. The network is created using a sampled population, which assigns people to home census block groups and clusters associated with households size and population based on census data. Visitors from outside the region of interest are not explicitly included in the contact network. The schematic diagram in Fig 1 illustrates the translation between mobility data and the contact network used in this paper. Fig 1A includes 3 census block groups (CBGs), 3 places of interest (POIs), and 11 people (red dots) grouped into 5 households (H). The red lines within each POI represent the arrival and departure time for each person that visits that POI. Person-to-person interactions occur when visits overlap in time, as shown in Fig 1B. The thickness of connecting edges represents the interaction strength between people. People within the same household interact according to the amount of concurrent time they spend at home.

The following steps are used to construct contact networks from mobility data. These steps, along with a description of the SafeGraph data, are addressed in the following subsections.

1. Sampling locations and visitor arrival times: To represent population sizes smaller than the area’s true population, scaling methods based on NAICS categories are used to constrain locations and visits.

2. Dwell time distributions: Dwell time is defined as the amount of time a visitor spends at a specific POI. While SafeGraph provides a coarse dwell time distribution, empirical distributions are created to approximate the median dwell time for each location.

3. Household contacts: Individuals are assigned to specific households based on household size and population associated with each CBG. Household contacts occur within these small clusters based on the amount of time spent at home within that CBG.

Fig 1. Diagram of contact network construction from mobility and census data. A. Mobility and census data represents people (red dots) from specific households (H) and census block groups (CBGs) visiting places of interest (POIs). B. Contact networks are generated from this data on a weekly basis. The edge weight represents the interaction strength between people.

https://doi.org/10.1371/journal.pone.0249726.g001
4. Concurrent occupancy: Concurrent occupancy occurs when people are in the same place at the same time. An interaction strength between individuals is defined from the arrival and dwell time distributions at POIs and time spent at home within each CBG.

5. Contact intensity: Because transmission risk is not the same at all places, variability of contact intensity can be included in the network construction.

The methods described below are used to construct contact networks at the county scale. The same methods have been used to create networks at other scales, for example at the city or state level. Bernalillo County in New Mexico is used to demonstrate the methods.

2.1 SafeGraph data

SafeGraph mobility data includes information about foot traffic at over 5 million places across the US based on cell phone records [14]. SafeGraph data focuses on locations were consumers can spend money and/or time. There are two exceptions to this rule, to include select industrial POIs and corporate offices for major organizations. The POIs in the database include individual schools, hospitals, parks, grocery stores, and restaurants, etc.

SafeGraph Weekly Patterns dataset [24] includes information about when people arrive at POIs, how long they stay, and where they came from. The data is anonymized by applying noise, omitting data associated with a single mobile device, and grouping traffic according to the home CBG of the mobile devices. The CBG is the highest resolution for census demographic information and generally contains between 600 to 3,000 people. Each POI in the SafeGraph database includes information on the number of devices that enter the POI on an hourly basis, a distribution of dwell times, and the device’s home CBG. SafeGraph determines the device’s home CBG by analyzing 6 weeks of data during nighttime hours (between 6 pm and 7 am). While not all devices can be assigned to a home location, a majority of the mobility data includes a home location. The Weekly Patterns data is used to define arrival and dwell time distributions to determine if people come into contact at POIs.

SafeGraph Social Distancing dataset [25] includes a timeseries that describes the number of devices that are at home each hour. As opposed to the Weekly Patterns data, which defines how people interact at POIs, this information is used to define the amount of time people are in contact with others from their household.

Census data provided by SafeGraph [26] is used to convert raw device counts into number of people using the visitor’s home CBG population and number of devices that reside in each CBG. The census data is also used to assign demographic information to each CBG, including median household size and median household income, which is also used in the analysis.

Six-digit North American Industry Classification System (NAICS) codes are extracted from SafeGraph Core Places dataset [22]. NAICS codes are used to classify each POI based on business type. This classification is used to help downselect locations used to build the contact network and identify trends and possible targeted policies to reduce transmission.

It is important to keep in mind that SafeGraph data does not capture every device and not all devices are linked to a home CBG. In the US, there are approximately 260.2 million smartphones users [27]. The data provided by SafeGraph represents approximately 6-8% of those devices, based on the data released between February and June of 2020. Devices that are out of service, not moving, lack a tracking app, or have opted out of location services are not included in the data. While the SafeGraph data includes a subset of the true population, the data includes the same places and individuals across time (to the extent possible) and the data has been analyzed to ensure it is representative of population demographics [28].
Device-registered visits are rescaled to reflect a larger percent of the general population by accounting for the number of people that each device represents. Fig 2 illustrates how the population per device varies across CBGs in Bernalillo County using data from February, 2020. Using the SafeGraph data that links device-registered visits to a home CBG, hourly device count at each POI is rescaled to estimate the number of visits. In Bernalillo County, 75% of visits are associated with a home CBG. Visits lacking an assigned CBG are scaled using the county average population per device (18.7 people per device).

2.2 Sampling locations and visitor arrival times

Sampling methods are often needed to extract patterns that represent population sizes smaller than the area’s true population. The sampling should reflect patterns observed in the data without requiring simulation of all individuals served by all commercial and public infrastructure the data reflects. Because we seek to explore the behavior of a specific intervention over a wide range of possible scenarios, the number of individuals represented in the contact network is limited to 10,000 to keep computation time reasonable. Larger networks could be used in future research.

The sampling method uses NAICS categories to group locations into business types. The number of locations per type varies considerably, for example with many restaurants and schools but few manufacturing plants and airports. If the modeled population reflects a fraction \( s_p \) of the actual population, and we want to capture the contact patterns that individuals in the larger population would create, there are two subsampling mechanisms available. First, individual locations can be culled so that the total number of locations of each type represents a fraction \( s_p \) of the original number of locations of that type. Second, the arrivals at each location can be thinned so that the number of individuals arriving represents the fraction \( s_p \) of the arrivals for the larger population. Subsampling locations preserves the occupation density at the retained locations and is therefore preferred. However some location types, such as an airport, have a single instance. Scaling the traffic at such locations to reflect only the modeled subset of the population can be thought of as reducing the size of the facility to match the modeled population.

Both sampling mechanisms are used to create a set of locations for each of the 6-digit NAICS codes represented in the data, and an associated sequence of arrival counts at each location in the set. For each NAICS code, the combined effect of the culling mechanism (to
sample locations) and the thinning mechanism (to sample traffic at a location) produces a universal scaling factor equal to the fraction of the actual population the model population represents, as shown below.

\[
P_r(n) = s_p + (1 - s_p)e^{-(n-1)/N}
\]  

\[
s(n) = \frac{s_p}{P_r(n)}
\]  

(1a) (1b)

where \( P_r(n) \) is the probability of retaining a specific location of type \( n \), \( s(n) \) is the retained fraction of actual visits to locations of type \( n \), \( s_p \) is the fraction of the region’s actual population represented in the model, \( n \) is the number of instances in locations of type \( n \), and \( N \) is a global parameter that determines the number of instances associated with a transition from sampling traffic to sampling locations. The functions create a smooth transition in scaling mechanism as the number of instances increases, as shown in Fig 3.

Since contact opportunities come from concurrent occupancy, the timing of visits to a particular location are important. The fact that SafeGraph device counts represent a small fraction of visitors needs to be considered when constructing total arrivals for the scaled population. For a given location, suppose that recorded traffic represents a fraction \( f \) of actual traffic at the location. The fraction of actual traffic we wish to retain due to scaling considerations is \( s(n) \). If \( s(n) < f \), then there are more observations than required in the scaled data, and the fraction \( l = s(n)/f \) are retained. However, if \( s(n) \geq f \), there are fewer observations than needed to represent total traffic at the scaled location. In this case, observed arrivals from other locations of the same type are combined with arrivals from the selected location to construct an arrival series that includes traffic from locations having a total traffic that is a factor of \( l \) as large as that of the original location. This method of construction seems likely to distribute the necessary new arrivals over time in a way that is characteristic of locations of that type, but without requiring development of a parametric model for arrival patterns for the type. Because \( s(n) \) (and therefore \( l \)) is large when \( P_r(n) \) is small, when arrivals need to be borrowed from other locations only a few of those locations are selected to be included explicitly. The pool of unselected locations is therefore used as the source of supplementary arrivals.

The stochastic processes of selecting representative locations, and of selecting similar locations to supplement missing traffic result in arrival time distribution that are used to

![Scaling functions used to sample locations and the visits at each location. Scaling functions use N = 10 and s_p = 0.015.](https://doi.org/10.1371/journal.pone.0249726.g003)
build the contact network. The arrival time distribution from a subset of POIs is shown in Fig 4. The sampling mechanisms are performed using 6-digit NAICS codes which, for example, distinguishes between POIs such as Cafeterias/Buffets (722514) from fast food (722211) from full service restaurants (722511). Additional demographic information could be included to ensure that characteristic traffic across different CBGs is preserved when combining locations [6].

2.3 Dwell time distributions

In addition to the arrival time distributions described above, dwell time distributions are needed to define how long individuals stay at a given place. Dwell times in the SafeGraph data are reported for each POI as the number of visits having durations within a fixed set of intervals (0-5 minutes, 5-20 minutes, 20-60 minutes 1-4 hours, and > 4 hours). The coarse resolution can make it difficult to replicate the median dwell time also reported by SafeGraph. For this reason, the binned dwell times were used to define an empirical distribution. Because dwell times in other domains are often seen to have a left-skewed distribution [29] (approximately modeled using exponential or gamma distributions) the logs of dwell times were assumed to be uniformly distributed between the (logs of) the interval boundaries. While the upper limit of dwell times is not available, one is required to define the uppermost interval. Some locations, such as hospitals, may have residence times exceeding one day. However, because the preponderance of locations are retail facilities, an upper limit of 8 hours was assumed. These assumptions lead to median simulated dwell time values that tend to agree with the reported median dwell times, however there are discrepancies. First, the median simulated dwell times at some locations are much smaller than the reported medians. Some of these discrepancies occur at locations with little traffic. Focusing on locations with > 1000 people-hours of occupancy per week shows good agreement for median dwell times up to approximately 4 hours. Above 4 hours, reported median dwell times are systematically larger than the simulated values. This discrepancy is consistent with the upper dwell time limit being more than 8 hours, however that limit is not known. Note that if \( s(n) \geq f_c \), then binned dwell times from the pool of unselected locations are used to create a composite binned dwell time for that location. If \( s(n) < f_c \), then selected locations use their assigned binned dwell times. Dwell time distributions from a subset of POIs is shown in Fig 4.
2.4 Household contacts

SafeGraph data does not include information on the arrival and dwell times at private residences. To represent household contacts in this analysis, the Census and Social Distance datasets were combined to group people into household clusters and determine the probability that people are at home on a hourly basis. These contacts are significant contributors to disease transmission, and so it is essential to consider them when assessing the power of limiting contacts in public settings to control disease spread. SafeGraph Social Distance data includes the number of devices estimated to be at home in each hour for each CBG, as well as the total number of devices residing in the CBG. The ratio estimates the fraction of the CBG population at home in each hour. Separately, Census data provide average household size for each CBG. We assume that household size follows a triangular distribution having the reported average, and generate a set of household sizes sufficient for the CBG’s model population. The hourly probability of being at home is then used to simulate the occupancy of each household during that hour.

2.5 Concurrent occupancy

The arrival and dwell time distributions for POIs, along with the probability that people are at home at any given hour are then used to determine if people are at the same location at the same time. These conditions create an opportunity for two or more people to interact. To ensure that people do not all show up at POIs on the hour, an arrival time is selected from a uniform distribution over the hour in which the visit is assigned. The departure time is then computed by drawing a dwell time from the location’s dwell time distribution. Household occupancy is established by sampling the number of residents at home in each hour, and randomly selecting that number from the set of household occupants. If multiple people are at a POI or household at the same time, their interaction is defined as the amount of time that their visits overlap. Contacts grow geometrically with the number of people concurrently at a location: 2 people create one contact, while 4 people create 6 distinct unordered pairs and so 6 contacts. Contact patterns among individuals at a POI will depend on many details of its design and the activities it supports. The tendency for contact opportunities to grow geometrically with occupancy is assumed to have some limit (for example people in a stadium do not interact with every other attendee); however, details about activity patterns within each POI are not available. Instead we define a threshold to limit the number of people that can come into contact at any given location. In this analysis, that value is set to 20 people for all locations. We have derived networks with thresholds of 10 and 30 to examine sensitivity to this threshold value. The distribution of contact densities is similar across threshold values. Additional modulation factors can also be added to modify the intensity of the contact based on roles (e.g., customer, employee), behavior (e.g., use of PPE), and the kinds of activities typically conducted at the location.

As people arrive at a POI, they are assigned to a node in the network based on the home CBG information provided by SafeGraph. This assignment is necessary because the aggregate data does not track mobility of individuals. To keep the analysis limited to a closed system, only CBGs within the region of interest are included as nodes. While visitors from outside the region of interest contribute to total interaction between visitors, they are not explicitly included in the model. The impact of out-of-region visitors is distributed among in-region nodes. This limitation could be resolved in future research.

Interaction terms due to concurrent occupancy at all locations are accumulated for all pairs of interacting individuals over the weekly period of record. These interaction terms are then normalized by the period of record so that they represent the fraction of time individuals
spend in contact. This results in a unitless measure of interaction strength between each pair of nodes, $\kappa_{i,j}$.

### 2.6 Contact intensity

The methods described above enable simulation of the amount of time two individuals spend together in specific circumstances, which is an important factor in estimating disease transmission probability. The nature of the interactions in those circumstances also matters. The differential transmission risk associated with each kind of public and private settings would ideally be used to weight the simulated interactions. Because this information is not readily available, we have explored the sensitivity of the contact networks to some alternative assumptions about variability of contact intensity with location type. Each of the 3-digit NAICS categories were assigned one of three levels of interaction intensity based on the category description and a subjective judgment about the tendency for individuals to be in close contact in locations of that kind. Three alternative functions were used to connect this assigned ranking to relative transmission risk: a unit value to all locations regardless of rank, a linear function of rank, and a quadratic function of rank (square of the rank). A unit risk was assigned to household activities in all cases.

### 3 Results

Contact networks were generated using several months of mobility data to study changes in network structure and the impact on disease transmission. The goal of this analysis is to better understand the types of businesses that have the highest levels of interaction and how network characteristics change over time. While the main focus of this paper is on network construction and characteristics, the contact networks can also be used in epidemiological models to investigate disease transmission and public policy. A brief example is included below and more details on the network-based SEIR modeling can be found in [23].

Contact networks were generated using SafeGraph data between February 10, 2020 and June 8, 2020, on a weekly basis using data from Bernalillo County, New Mexico. Bernalillo County has a population of 680,000 people, includes 435 CBGs and over 8000 POIs. Traffic at POIs is downscaled using the scaling parameters $N = 10$ and $s_p = 0.015$. This represents a population of 10,000 individuals. The data includes five weeks prior to state stay-at-home orders on March 11th. For each week, multiple realizations of the contact network were generated to investigate variability in the network characteristics.

For each network, we extracted the interaction strength between pairs of nodes, $\kappa_{i,j}$. The interaction strength is a unitless value that measures the time per unit time that people spend in contact. The interaction strength for each node, $\kappa_i$, an interaction strength for each POI, $\kappa_p$, and a system average interaction strength, $\kappa^{*}$ are also included in the analysis below. All box-plots used to illustrate results include a box that extends from the first quartile (Q1) to the third quartile (Q3), whiskers that extend to 1.5 times the interquartile range (Q3-Q1), and a horizontal line at the median (Q2).

### 3.1 Network characteristics

To understand how interactions and clustering of individuals change over time, several metrics were computed for each network, as shown in Fig 5. These metrics include network density, node degree, shortest path length, and clustering coefficient. The last three metrics were weighted using $\kappa_{i,j}$. These metrics were selected to identify structural trends in the network as a function of time. All metrics were computed using NetworkX [30]. The different network realizations resulting from sampling locations and arrival events produce different networks,
and therefore a range of values for each date. Additional information on weighted network metrics can be found in [31]. Calculation of the shortest path length and clustering coefficient are computationally expensive on large networks. For this reason, a subgraph using 10% of the nodes was randomly generated to compute these metrics. Results using different realizations of the subgraph show similar results.

- Network density is the number of edges in the network divided by the total possible number of edges. Density is 0 for a graph without edges and 1 for a complete graph. For networks that include loops and multiple edges between nodes, density can have a value greater than 1. For disease transmission, network density is a simple measure of potential social interaction.

- Node degree is the number of edges connected to each node. This metric can help differentiate people that interact with very few people with people that are potential super spreaders. Node degree is weighted by \( \kappa_{ij} \) to identify the number of significant contacts in the network. The weighted node degree results in an interaction strength for each node, \( \kappa_i \). The average weighted node degree, \( \kappa^* \), is the average value across the network.

- Shortest path length computes the path of least resistance through the network from each pair of nodes. This metric is of particular interest when studying disease transmission, as

Fig 5. Network metrics between February and June. A: Density. B: Average node degree weighted by \( \kappa_{ij} \). C: Average shortest path length weighted by \( 1/\kappa_{ij} \). D: Clustering coefficient weighted by \( \kappa_{ij} \). Each date includes 10 realizations of the network.

https://doi.org/10.1371/journal.pone.0249726.g005
people that are in contact for a longer time have an increased likelihood of spreading the disease. Since a large value of $\kappa_{ij}$ means that people are in contact for a longer amount of time, we use $1/\kappa_{ij}$ to compute a weighted shortest path length. The average weighted shortest path length is the average value across the network.

- Clustering coefficient is a measure of the degree to which nodes in a graph cluster together. With respect to disease transmission, it is important to understand clustering, and paths between clusters, to predict how disease passes between groups of people. For example, if person A is in contact with persons B and C, it is also important to understand if persons B and C are in contact thereby forming a triangle. The clustering coefficient is weighted by $\kappa_{ij}$ to include the strength of these connections and potential clusters. The average weighted clustering coefficient is the average value across the network.

The network metrics indicate that interactions clearly changed starting the week of March 16th. Network density and average weighted node degree decreased. This indicates that people are in contact with fewer people as a result of the policy change. The average weighted shortest path length shows a sharp increase and the average weighted clustering coefficient increased slightly in late April. This indicates that while people generally had fewer and shorter interactions (increasing the path of least resistance through the network), their social network had higher clustering. Since mobility data includes interactions that are outside peoples’ planned social circles (e.g., interactions at grocery stores), the increased clustering might indicate that people frequented a smaller set of locations as social distancing measures went into effect. Having a larger fraction of their interactions occur in households also increases this clustering. The network metrics show relatively consistent results between the week of March 16th and the week of May 25th (Memorial Day). After that time, the metrics revert slightly towards pre-lockdown levels. Fig 6 illustrates a subset of a contact network (1% of the network nodes) with weighted node degree, $\kappa_i$, as the node attribute and interaction strength between nodes, $\kappa_{ij}$, as the link attribute. The small example illustrates strong links between a small number of nodes,

![Network Diagram](https://doi.org/10.1371/journal.pone.0249726.g006)

**Fig 6.** Subset of a contact network showing weighted node degree and interaction strength between nodes. Network generated using mobility data from February 10th. The node attribute is the weighted node degree, $\kappa_i$, and the link attribute is interaction strength between nodes, $\kappa_{ij}$. Line thickness and node diameter correspond to node degree and interaction strength.
and more frequent weaker links. Additional geographic trends could be explored in future research by visualizing these networks using the CBGs they represent.

Fig 7 illustrates the cumulative probability of interaction between nodes, $\kappa_{ij}$, and weighted node degree, $\kappa_i$, using networks generated for each week between February and June. Both metrics decrease substantially after stay-at-home orders. The interaction strength distribution shows that most contacts are less than the 15-minute threshold used by the CDC to define “close contact” [32]. While interaction strength is unitless, the dashed line in Fig 7 designates that a person was in contact for 15 minutes over the course of a week ($15/10080 = 0.0015$). This indicates that over 97% of interactions are less than 15 minutes. The remaining contacts still represent an important subset of the population that can be included in contact tracing. For example, if the network density is 1%, then each person interacts with 100 people on average. If 1% are close contacts (with interactions lasting over 15 minutes), then this leaves 1 person which represents 68 people in a county the size of Bernalillo County. In the context of contact tracing, it is expected that a subset of people in close contact are recalled and will comply with testing. Because the individual network nodes are assigned to a CBG, metrics like weighted node degree can be further linked to demographics like median income. Fig 8 groups weighted node degree by income bracket. These results illustrate that while interaction across all income brackets decreased, the decrease was most pronounced in the $100,000 income bracket where interaction was highest before stay-at-home orders were put in place.

In contrast to metrics that measure total traffic and visit-hours to POIs, interaction metrics take into account concurrent visits which are an important aspect to understanding potential transmission at POIs. Interaction strength at each POI, $\kappa_p$, is the total interactions that occur at that site. Fig 9 shows both visit-hours and interaction strength for the POIs included in the Bernalillo County analysis for the week of March 30th (after stay-at-home orders were put into place). While the highest median visit-hours occurs at businesses related to public administration (2-digit NAICS code 92) the median interaction strength is highest at businesses related to accommodation and food services (2-digit NAICS code 72). Furthermore, several sectors generate very little interaction while still recording visitors. While these trends are not universal and are expected to change over time, the analysis illustrates important differences between visits and interactions. Better understanding of the types of interactions that occur at specific POIs can help target closures and mitigation strategies.
3.2 Impact on disease transmission

To use the contact networks in epidemiological models, the interaction terms must be converted to transmission probabilities. Contact networks derived using the weeks prior to mobility controls can be used to estimate the value of a single transmission probability parameter $\beta^*$, based on the assumption that COVID-19 would have an initial doubling time of $T_d$ days under those conditions. The population average interaction strength in a pre-lockdown network, $\kappa^*$, is assumed to be associated with an unmitigated doubling time of $T_d$. The $\beta^*$ value corresponding to this doubling time is then:

$$\beta^* = \frac{\ln(2)}{T_d \kappa^*} \quad (2)$$

The values for $\kappa^*$ and $\beta^*$ for Bernalillo County using a doubling time of 2.5 days along with unit, linear, and quadratic contact intensity are shown in Table 1. While these values are

Fig 8. Weighted node degree by income bracket. Weighted node degree for February 10th and March 30th. Each income bracket ($20,000 increments) is labeled with the max value.

https://doi.org/10.1371/journal.pone.0249726.g008

Fig 9. Traffic measured using visit-hours and interaction strength at POIs. POIs grouped by 2-digit NAICS code using data from March 30th. A: Visit-hours. B: Interaction strength, $\kappa_p$.

https://doi.org/10.1371/journal.pone.0249726.g009
reasonable with transmission probabilities ranging from 5 to 15%, the contact intensity with location type that was used to define the linear and quadratic levels were based on subjective judgment. Additional data and research is needed to better understand how contact intensity varies across locations. The $\beta$ values can also be used to convert the interaction strength between nodes, $\kappa_{ij}$, to transmission probabilities for use in disease models. Given the large number of very small interaction strength between certain individuals, the size of the network representation could be further reduced by eliminating these connections.

The propensity for the interactions represented in the contact network to amplify or suppress disease propagation, and the comparative effectiveness of alternative control strategies to mitigate transmission potential, can be evaluated through epidemiological simulations. The Adaptive Recovery Model [23] was developed for this purpose. Fig 10 shows results that use the contact network construction. Modeled COVID-19 fatalities occurring over a one-year simulation period were explored using different levels of non-medical interventions, including the closure of POIs with high levels of interaction, staffing for contact tracing, and number of surveillance samples taken each day from randomly-chosen individuals. For reference, as of early February 2021, Bernalillo Country had reported 788 fatalities [33]. Based on the county's population, this represents 11.5 people in the simulation results.

Precluding contacts at POIs prioritized by their interaction strength ($\kappa_p$) is seen to suppress spread and lead to fewer fatalities, however transmission within households appears to dominate once contacts at the highest-ranked half of POIs are suppressed. Contact intensity has a large impact on results. As mentioned earlier, information on the nature of interaction in different circumstances is not readily available and requires further study. Quarantine strategies informed by contact tracing and surveillance sampling are also effective in controlling disease spread given adequate staffing, even when very few POIs are closed. In the simulations, the contact network structure also enables a fine-grained representation of the contact tracing process and the sampling process includes false negative rates. Future research will build on this analysis to help quantify the trade-off between different control strategies.

### 4 Discussion

Mobility data has tremendous potential to inform public health decision-making. Researchers have used such data to create indicators of activity changes in response to public health orders as well as to spontaneous aversion behavior. While observed reductions in public activity at an aggregate level can be correlated to later reductions in case counts, retrospective analyses of this kind are not ideal for guiding future decisions. Public health measures should be tailored to specific kinds of public activities. Those measures can be better informed if the activities at specific kinds of locations can be linked to possible epidemiological outcomes. For example, factors that increase community spread and transmission risk include crowded situations, close physical contact, enclosed poorly ventilated spaces, and duration or frequency of interaction.

We have analyzed mobility data to produce contact networks that represent a sample of individuals at the county scale. These sampled individuals act according to the mobility data,

| Contact intensity | $\kappa^*$ | $\beta^*$ |
|-------------------|-----------|-----------|
| Unit              | 1.78      | 0.15      |
| Linear            | 2.82      | 0.09      |
| Quadratic         | 5.06      | 0.05      |

https://doi.org/10.1371/journal.pone.0249726.t001
but because that data is anonymized they do not correspond to people in the real world. Contact networks encode the time that individuals spend together and the types of locations in which they interact. These networks can be used in different ways to guide pandemic containment policies. The network structures can be analyzed directly to obtain system-level insights about interaction patterns, for example the extent to which contacts occur in clusters, and the ease with which transmission can span the entire population. Such structural metrics summarize information about the patterns of relationships among the population, which cannot be derived from statistics of the original data. These patterns have clear implications for the rate and topology of spread.

Fig 10. Epidemiological simulation results using the contact network. Impact of POI closure on fatalities in a one-year simulation of COVID-19 spread through 10,000 person contact networks. Subplots show the influence of A. contact intensity, B. number of contact tracers, and C. number of surveillance samples. Variables that are held constant in each subplot are noted below the legend.

https://doi.org/10.1371/journal.pone.0249726.g010
The methods demonstrated in this paper can be automated to construct networks and perform the subsequent analysis. The spatial coverage and weekly updates of the SafeGraph data enable the analyses to be readily recreated for other regions and at other scales. The contact networks can be used directly in epidemiological simulations to test the effectiveness of policies focused on controlling activities or transmission potential at specific types of locations, as well as interventions focused on individuals with a high degree of person-to-person interaction.
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