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Abstract

The characterization of strong valid inequalities for integer and mixed-integer programs is more of an artistic task than a systematic methodology, requiring inspiration that can sometimes be elusive. Frequently, this task is facilitated by somehow exploiting the structure of problems for devising strong valid inequalities. Subsequently, various mathematical techniques are utilized for proving that those inequalities, which are often easily shown to be valid, are indeed strong in the sense that they represent facets or other high dimensional faces. This paper develops an algorithm to assist modelers in the challenge to devise strong valid inequalities. In each iteration, the proposed algorithm generates a valid inequality by solving a suitably constructed linear mixed integer program and applies some quality criteria in order to determine if it is a new strong valid inequality. To illustrate the proposed algorithm, a new Traveling Salesman Problem (TSP) formulation is developed based on a set of constraints already constructed in the context of the Hamiltonian Cycle Problem (HCP), and then the proposed algorithm is employed to derive a set of facet-defining inequalities to tighten this TSP formulation. Finally, a comparison study between the relaxation of the new TSP formulation and that of a state-of-the-art TSP formulation is conducted. The computational study confirms the effectiveness of the devised facets due to the better quality of the relaxation provided by the new formulation.
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1. Introduction

A natural approach to study a broad range of optimization problems arising in operations research is to express them as Integer Programming (IP) formulations of the form

\[
\begin{align*}
\text{Min} & \quad c^T x \\
\text{s.t.} & \quad Ax = b \\
& \quad Bx \geq d \\
& \quad x_1, \ldots, x_q \in \mathbb{Z} \\
& \quad x_{q+1}, \ldots, x_n \in \mathbb{R}
\end{align*}
\]

(IP)

where \( x \) is a vector representing the decision variables, \( c \in \mathbb{R}^n \) is a vector representing objective function coefficients, \( A \in \mathbb{R}^{l \times n} \) and \( B \in \mathbb{R}^{m \times n} \) are matrices representing the coefficients for equality and inequality constraints respectively, and \( b \in \mathbb{R}^l \) and \( d \in \mathbb{R}^m \) are vectors representing the right hand side values for those constraints. IP problems are known to

\(^1\) Corresponding Author Email: asghar.moeini@unimelb.edu.au
be NP-hard [18], because of the integrality of their variables. Therefore, it is logical to start their analysis by first investigating their LP-relaxation, namely the problems

$$\begin{align*}
\text{Min} & \quad c^T x \\
s.t. & \quad Ax = b \\
& \quad Bx \geq d \\
& \quad x \in \mathbb{R}^n
\end{align*}$$

(LP)

A critical question that arises is whether we can further reduce $X$, the feasible space of LP, without removing any solutions lying in $S$, the feasible space of the IP problem. To tackle such a reduction task, we need to study the properties of polytopes associated with these problems.

It is well known that a polytope can be specified in two ways [33]. The V-representation defines a polytope with the set of its extreme points (vertices), while the H-representation defines a polytope through a set of valid inequalities. An important question in the integer programming context is how we can compute an H-representation of a polytope from its V-representation. That is, if $S$ is a finite set, then the convex hull of $S$, denoted by $\text{conv}(S)$, is a well-defined polytope and according to the results in [30], there is at least a finite set of valid inequalities that characterizes $\text{conv}(S)$. Such a linear description is called the H-representation of the set $S$ (see also [31]). Computing the H-representation for a given set of vertex $S$ is called the facet enumeration problem and has been studied by numerous researchers, see for example [3], [4], and [14]. There are also some software packages such as Polymake [15] and Porta [6] for polytope specification purposes. The performance and implementation aspects of the state-of-the-art facet enumeration algorithms is summarized in [1]. Note that in this manuscript, we utilize the term “H-representation” for the polyhedral description of any given instance of the IP problem, and we use the term “convex hull formulation” for the polyhedral description in the general form of the underlying problem.

Characterizing the convex hull formulation of an NP-hard problem is always heuristic in nature since if there existed such a description, which was also computationally tractable (i.e., there was a polynomial separation algorithm to recognize a violated inequality for any given point outside the polytope), then the original NP-hard problem could be solved in polynomial time [17]. Therefore, one may ask why we are still interested in finding valid inequalities to refine the convex hull formulations if they cannot be fully characterized? This is because in practice, even an insufficient description with a few computationally tractable families of inequalities is adequate to solve many problems. For example, see [13], in which branch-and-cut algorithms are utilized to solve 35 large-sized real-world instances of Asymmetric Traveling Salesman Problem.

The above discussion reveals the importance of identifying strong valid inequalities to approximate convex hull formulations. To the authors’ knowledge, there is no formal method of doing so, and it is often achieved by using knowledge of the structure of the underlying problem. In particular, this means trying to guess a family of valid inequalities and then proving that they hold for all instances of the underlying problem. However, sometimes even a complicated structural analysis of a problem may not result in a useful constraint (equality/inequality). For example, in [12], an analysis of properties of Hamiltonian cycle matrices led to a set of constraints which were acknowledged as redundant constraints.
One popular approach for guessing valid inequalities is to obtain the H-representation of very small instances, and then try to recognize generalizable patterns. As an example of this approach we refer the reader to [5]. This guessing process to devise strong valid inequalities often involves dealing with several issues. The most important issue with methods that are based on the H-representation is their dimensional limitations [2], because even H-representation of small instances often include an extremely large number of inequalities. For example, constructing the H-representation of 10-node TSP polytope requires about fifty billion facet-defining inequalities [21].

This limitation does not allow consideration of large enough instances and, therefore, the generated inequalities (H-representations) might not be generalizable, especially due to the fact that the structures of small polytope instances could be different from the structures of large polytope instances. Thus, the small H-representations are often inadequate to develop an intuition as to how the behaviours would extend for the general case (convex hull formulation). This implies that in order to study the polytope of an IP problem, we need to consider the H-representation of sufficiently large instances, and enough of them, to detect generalizable inequalities.

Another issue with the guessing process is that the H-representation of a polytope can be variant in the sense that there could be several sets of constraints (equalities/inequalities) to represent the same polytope. This means the H-representation methods can sometimes result in a set of constraints in which the underlying patterns are hidden and beyond easy recognition, making generalization difficult.

Motivated by these issues, the present paper proposes a potential method to identify strong valid inequalities for IP models. The proposed method can also be employed in the context of extended formulations (e.g., see [7]) to strengthen an IP model by involving new decision variables and then devising new inequalities according to the relationships between the original and new decision variables.

The remainder of the paper is arranged as follows. Definitions and preliminaries are introduced in Section 2. The proposed method for generating strong valid inequalities is presented in Section 3. To illustrate the advantages of the proposed method, a new formulation for the TSP is developed in Section 4 and then in Section 5, the proposed method is employed to devise a set of facet-defining inequalities for the new TSP formulation. Furthermore, a numerical comparison is given between the LP-relaxations of our tightened TSP formulation and one of the state-of-the-art TSP formulations to show its competitiveness. Given that the new TSP formulation was initially uncompetitive due to its loose LP-relaxation, the ability of the proposed method to tighten the LP-relaxation to the point of being competitive with the LP-relaxation of a state-of-the-art model shows the promising direction established by the proposed approach. Finally, conclusions are stated in Section 6.

2. Definitions and Preliminaries

This section sets up required definitions and preliminaries and offers a brief review of our previously published Equality Constraint Augmenting (ECA-method) [25] which plays a prominent role in establishing the proposed method for strong valid inequality identification.
A set \( g \subseteq \mathbb{R}^n \) is affine if the line through any two points in \( g \) is entirely contained in \( g \) (i.e., \( \alpha s_1 + (1 - \alpha) s_2 \in g \) when \( x_1, x_2 \in g \) and \( \alpha \in \mathbb{R} \)). Generalizing this idea, we refer to a point of the form \( \alpha_1 s_1 + \cdots + \alpha_N s_N \), where \( \alpha_1 + \cdots + \alpha_N = 1 \), as an affine combination of the points \( s_1, \ldots, s_N \). It can easily be seen that an affine set contains every affine combination of its points. The set of all affine combinations of points in some set \( S \subseteq \mathbb{R}^n \) is called the affine hull of \( S \), and is denoted by \( \text{aff}(S) \):

\[
\text{aff}(S) = \{ \alpha_1 s_1 + \cdots + \alpha_N s_N | s_1, \ldots, s_N \in S, \alpha_1, \ldots, \alpha_N \in \mathbb{R}, \alpha_1 + \cdots + \alpha_N = 1 \}.
\]

The points \( s_1, \ldots, s_N \in \mathbb{R}^n \) are affinely independent if the unique solution to \( \alpha_1 s_1 + \cdots + \alpha_N s_N = 0 \) is \( \alpha_1, \ldots, \alpha_N = 0 \). The dimension of an affine set \( g \), denoted by \( \text{dim}(g) \), is the maximum number of affinely independent points in \( g \) minus one. Analogously, the dimension of \( \text{conv}(S) \), the polytope defined as the convex hull of points \( s_1, \ldots, s_N \), is equal to the dimension of the affine hull of these points.

It can easily be shown that (e.g. see [31]) if a polytope \( P \) is constructed as the convex hull of points \( s_1, \ldots, s_N \) then its dimension can be obtained as

\[
\text{dim}(P) = \text{rank}([v_1 | v_2 | \ldots | v_{N-1}]),
\]

where \( v_{i-1} := s_i - s_1, i = 2, \ldots, N \). Furthermore, if the polytope \( P \subseteq \mathbb{R}^n \) is given as a set of constraints, namely \( P = \{ Ax = b, Bx \geq d \} \) then it follows that

\[
\text{dim}(P) = n - \text{rank}(A),
\]

providing that \( P \) is nonempty and the inequalities \( Bx \geq d \) do not imply any additional equality constraints. We need the following definitions to formally continue our exposition.

**Definition 1.** The inequality \( \pi^T x \leq \pi_0 \) is a valid inequality for polytope \( P \) if it is satisfied by all points in \( P \), i.e., if and only if \( \max \{ \pi^T x | x \in P \} \leq \pi_0 \).

**Definition 2.** If \( \pi^T x \leq \pi_0 \) is a valid inequality for a polytope \( P \), then \( f = \{ x \in P | \pi^T x = \pi_0 \} \), then \( f \) is called a face of \( P \), and we say that \( (\pi, \pi_0) \) represents \( f \).

**Definition 3.** A face \( F \) of polytope \( P \) is called a facet of \( P \) if \( \text{dim}(F) = \text{dim}(P) - 1 \).

**Definition 4.** A polytope \( P \) is called full dimensional if there is no equality constraint which can be satisfied by all points \( x \in P \).

We also use the following known results from linear algebra (e.g. see [32]).

**Theorem 1.** If \( F \) is a facet of \( P \), there is some inequality that defines \( F \).

**Theorem 2.** If polytope \( P \subseteq \mathbb{R}^n \) and \( \text{dim}(P) = n - d \), where \( d > 0 \), then the maximal number of independent equality constraints that can be satisfied by points in \( P \) is \( d \).

**Theorem 3.** If \( f \) is a \((n - d)\)-dimensional face of polytope \( P \subseteq \mathbb{R}^n \), where \( d > 1 \), then \( f \) lies in intersections of \( d \) facets of \( P \).

**Theorem 4.** If \( P \) is a full dimensional polytope, it has a unique minimal description \( P = \{ x \in \mathbb{R}^n | Bx \leq d \} \) where each inequality is unique to within a positive multiple.
Suppose $S$ denotes the solution set of (IP). According to Theorem 2, if the dimension of $\text{conv}(S)$ is $d$ units less than the dimension of $X$, this implies that there exist $d$ unidentified equality constraints. These new constraints can be extracted using the ECA-method [25]. The following section provides a review of this method.

2.1. Review of Equality Constraint Augmenting Method

Let $S = \{s_i \in \mathbb{R}^n, \ i = 0, …, N\}$ denote the set of solutions of (IP) and define: $v_i := s_i - s_0, \ i = 1, …, N$, $D := [v_1|v_2|…|v_N]$ the $n \times N$ matrix whose columns are $v_i$'s. Ignoring the existing equality constraints, $A_0x = b_0$, the ECA-method finds a set of all equality constraints, $Ax = \tilde{b}$ and then removes the ones captured by the already known equality constraints. Thus, only the equalities that refine the feasible space further are retained.

To extract all equality constraints, one needs to find a linear equation system, $Ax = \tilde{b}$, which represents the affine hull of $S$ ($\text{aff}(S)$), that is, $\{Ax = \tilde{b} \ | \ x \in \text{aff}(S)\}$. It is shown in [24] and [25] that a matrix $\tilde{A}$ and vector $\tilde{b}$ can be obtained as follows:

$$\tilde{A} := \text{null}(D^T)^T, \quad \tilde{b} := \tilde{A}s_0,$$

where $\text{null}(K)$ denotes a matrix, whose columns are a basis of the null space of matrix $K$, and $s_0$ is one of the solutions in the set $S$. The generated set of equalities do not depend on the choice of $s_0$, thus $s_0$ can be chosen as any point in $S$. Note that the matrix $D^T$ is often large and sparse which allows exploitation of some efficient methods to obtain the basis of the null space [16]. Also, Matlab software is available [20] to find the basis of the null space of such matrices.

The generated equalities $\tilde{A}x = \tilde{b}$ provide a set of all (existing and unidentified) equality constraints. Therefore, these generated equalities must be consecutively checked to see if they are unidentified. That is, the first generated equality is appended to the existing equality constraints to see whether it increases the rank of the coefficient matrix by one. If so, the constraint is new (unidentified), and the existing equalities will be updated by including this new equality. Repeating this process guarantees all newly added equalities are non-redundant. Note that, the order in which the new constraints are added effects which ones are retained. Thus, we sort the generated equalities ($\tilde{A}x = \tilde{b}$) based on the number of their non-zero coefficients, increasing the chance that the constraints to retain are easier for generalization.

Defining $A(i, \cdot)$ and $A(\cdot, i)$ as the $i^{th}$ row and $i^{th}$ column of matrix $A$ respectively, the ECA-method can be represented as Algorithm 1.

**Algorithm 1 (ECA-method):**

- **Step 0.** Receive the inputs including existing equality constraints, $A_0x = b_0$ and set of solutions, $S = \{s_i \in \mathbb{R}^n, \ i = 0, …, N\}$. Set $i = 0, E = A_0$, and $j = 1$.

- **Step 1.** Obtain $m_0 = \text{Rank}(A_0)$. Then, find all equality constraints, $\tilde{A}x = \tilde{b}$ based on the equations in (*) and rearrange the rows of the matrix $\tilde{A}$ based on sorting the number of their non-zero coefficients to construct the matrix $A_1$. Find $m = \text{Rank}(\tilde{A})$ and set $d = m - m_0$.

- **Step 2.** Stop if $d = 0$ and return “There are no unidentified equality constraints”, otherwise, return “There are $d$ unidentified equality constraints”.
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Step 3. Construct matrix $E = \left[ \frac{E}{A_1(j)} \right]^2$. If $\text{Rank}(E) = m_0 + 1$ then update $i = i + 1$ and $Q(i.) = A_1(j.)$, otherwise update $E$ by eliminating its last row.

Step 4. Stop if $i = d$, and return the set of new equality constraints, $Qx = b_Q$, where $b_Q = Qs_0$. Otherwise, update $j = j + 1$ and go to Step 4.

3. The proposed method to generate strong valid inequalities

In this section, we propose a potential approach to identify new strong valid inequalities for IP problems that can be included already with a partial set of (equality/inequality) constraints. We call this method Inequality Constraint Augmenting method, or ICA-method, for short. Note that this method can be employed to extract strong valid inequalities including faces of lower dimension than that of facets. However, we explain it here only for devising facet-defining inequalities.

The main idea of the ICA-method is intuitively derived from the well-known fact that faces of polytopes are also polytopes themselves. According to Definition 3, the dimension of facets of a polytope is one less than the dimension of that polytope. That is, if the maximal number of independent equalities that the points of a given polytope can satisfy is $m$, then the points on a facet of that polytope can satisfy exactly $m + 1$ independent equalities. Let $\pi^T x = \pi_0$ be the equality that points lying in a facet can satisfy but other points of the polytope cannot. Suppose $s_0$ is a point of the polytope that does not lie in the facet. Therefore, according to Theorem 1, if $\pi^T s_0 < \pi_0$ then $\pi^T x \leq \pi_0$ is the facet-defining inequality, and otherwise if $\pi^T x > \pi_0$, then $-\pi^T x \leq -\pi_0$ represents the facet-defining inequality.

If the set of solutions lying on a facet $S_F$ is known, one can exploit the aforementioned ECA-method to find $(\pi, \pi_0)$. More precisely, we can generate all $m + 1$ equalities that the solutions in $S_F$ satisfies and then check which one is a new equality. In order to achieve this, generated equalities can be added one at a time to the $m$ equalities of the polytope to check if the rank of the newly constructed coefficient matrix is increased by one. Note that only one generated equality (among $m + 1$ equalities) increases the rank and therefore that equality provides $(\pi, \pi_0)$.

A natural question that arises is how we can find a set of solutions (vertices) that lie in a facet. This is a very important question since if we can find such sets of solutions then the ECA-method can find the associated facets. From basic linear algebra, if a polytope with $N$ extreme points (vertices) has dimension $k$, then at least $k$ vertices lie in each facet of that polytope. Hence, for an exhaustive search, we need to take $k$ vertices out of $N$ and check if they provide a facet. This implies that all $\binom{N}{k}$ possible ways need to be checked for extracting all facets, and therefore it is impractical.

Note that facets are valid inequalities which are often satisfied by numerous solutions. Therefore, to find a facet of a polytope constructed as the convex hull of vertices $s_1, ..., s_N$, we

\[^2\left[ \frac{E}{A_1(j.)} \right]: \text{Embedding } A_1(j.) \text{ to the end of } E.\]
can design a mixed integer program (§) to find a valid inequality, $\pi^T x \leq \pi_0$ with the maximal number of solutions satisfying it at equality.

\[
\begin{align*}
\text{Max} & \quad z = \sum_{i=1}^{N} \theta_i \\
\text{s.t.} & \quad -\pi^T s_i + \pi_0 \leq (1 - \theta_i)M & i = 1, \ldots, N \quad (1) \\
& \quad \pi^T s_i - \pi_0 \leq (\theta_i - 1)\varepsilon & i = 1, \ldots, N \quad (2) \quad (§) \\
& \quad \sum_{i=1}^{N} \theta_i \leq N - 1 \quad (3) \\
& \quad \sum_{i=1}^{N} \theta_i \geq n - m \quad (4) \\
& \quad \theta \in \{0, 1\} & i = 1, \ldots, N \quad (5)
\end{align*}
\]

where $S = \{s_i \in \mathbb{R}^n, i = 0, \ldots, N\}$ is the set of solutions of (IP). $\theta_i$’s are binary decision variables associated with solutions such that $\theta_i$ is one if $s_i$ satisfies the valid inequality at equality ($\pi^T s_i = \pi_0$) and otherwise is zero. $m$ is the number of all independent equality constraints ($m = \text{Rank}(\tilde{A})$) and, $\varepsilon$ and $M$ are a small and large positive value respectively.

In (§), the objective function counts the number of solutions that satisfy the valid inequality at equality. Constraints (1) and (2) together ensure that if the solution $s_i$ lies in the inequality (i.e., $\pi^T s_i = \pi_0$) then $\theta_i = 1$ and otherwise if $\pi^T s_i \leq \pi_0 - \varepsilon$ then $\theta_i = 0$. Constraint (3) prevents that all solutions can satisfy the valid inequality at the equality form, because it then will be an equality constraint rather than a valid inequality. Constraint (4) is written as each facet of a $(n - m)$-dimensional polytope can be satisfied by at least $n - m$ solutions.

**Proposition 1.** Solving (§) provides a facet of the polytope $\text{conv}(S)$.

**Proof.** By contradiction suppose solving (§) gives a face, $f$ which has a lower dimension than that of facets. According to Theorem 3, $f$ is a subset of some facets and each of those facets not only are satisfied at equality by all the solutions that lie in $f$ but they also can be satisfied by some other solutions at equality. Therefore, the number of solutions that lie in $f$ are less than the number of solutions lying on those facets and this is obviously a contradiction with our assumption ($f$ is the optimal solution of (§)). This implies that the solution of (§) cannot be anything but a facet and it completes the proof.

Note that the facet found by solving (§) might not be a new valid inequality and could be implied by existing constraints. To check whether it is a new or redundant inequality, one can solve the following linear program.

\[
\begin{align*}
\text{Max} & \quad \pi^T x \\
\text{s.t.} & \quad \bar{A}x = \bar{b} \\
& \quad B_0 x \geq d_0 \\
\end{align*} \quad (†)
\]

where $\bar{A}x = \bar{b}$ and $B_0 x \geq d_0$ represent the set of all equality constraints and existing inequality constraints respectively. Suppose the optimal objective value of (†) is $\pi^*$ and $\pi^* \leq \pi_0$, then valid inequality $\pi^T x \leq \pi_0$ is redundant.

Regardless of whether solving (§) leads to a new or redundant inequality, one might be interested to re-solve (§) to identify another valid inequality. So, how we can prevent revisiting the former generated valid inequality when re-solving (§)? Before answering this question in
Proposition 2, let define $f^*$ and $\theta^* = (\theta_1^*, ..., \theta_N^*)^T$ to be the objective value and $\theta_i$ values in an optimal solution of ($\S$), respectively.

**Proposition 2.** Updating the set of constraints of ($\S$) by adding the constraint ($\ddagger$), eliminates the former optimal solution (found valid inequality) from the feasible space.

$$\sum_{i \in \{j | \theta_j^* = 1\}} \theta_i - \sum_{i \in \{j | \theta_j^* = 0\}} \theta_i \leq -1 + \sum_{i=1}^{N} \theta_i^*$$

($\ddagger$)

**Proof.** Constraint ($\ddagger$) states that either at least one of the $\theta_i$'s variables with value one in $\theta^*$ must switch to zero or at least one of $\theta_i$'s with value zero in $\theta^*$ must switch to one and therefore the model cannot deliver the former optimal solution as a new optimal solution.  

Remark 1. Note that solving ($\S$) gives a facet-defining inequality which is often in a form that is hard to interpret and generalize for higher dimensional instances of the underlying problem. To reobtain this facet-defining valid inequality in a simpler form, we can consider the set of solutions lying in this facet, $S_F = \{s_i | \theta_i = 1, i = 1, ..., N\}$ as the input to the ECA-method and utilize Algorithm 1 to regenerate the inequality which is likely to be simpler for generalization. We shall demonstrate this approach in example 1.

Note that constraint ($\ddagger$) can also be applied to avoid regenerating any of the existing inequalities ($A_0x = b_0$) as follows.

**Remark 2.** Suppose $\pi^T x \leq \pi_0$ is an existing valid inequality. We then construct its associated $\theta^*$ vector, a vector whose $i$th entry has value one if $\pi^T s_i = \pi_0$ and otherwise has value zero. Subsequently, we write the constraint ($\ddagger$) for $\theta^*$ and add it to ($\S$) which ensures we do not regenerate $\pi^T x \leq \pi_0$ as a valid inequality. We shall refer to this constraint as deduplication (DD) constraint for $\pi^T x \leq \pi_0$. If the DD constraints are not added to ($\S$), we risk revisiting existing facets in further iterations.

The ICA-method is now summarized in Algorithm 2 as follows.

**Algorithm 2 (ICA-method):**

**Step 0.** Receive the inputs including existing equality constraints, $A_0x = b_0$ and set of solutions, $S = \{s_i \in \mathbb{R}^n, i = 0, ..., N\}$.

**Step 1.** Generate a set of all equality constraints, $Ax = \bar{b}$ by using the ECA-method (Algorithm 1). Construct the model ($\S$). Update ($\S$) by embedding the DD constraints written for existing inequalities based on the advice in Remark 2.

**Step 2.** Solve ($\S$) to find a valid inequality and find $S_F = \{s_i | \theta_i = 1, i = 1, ..., N\}$. Stop if the terminating conditions are visited (e.g. when ($\S$) is infeasible).

**Step 3.** If $S_F$ is a facet (i.e., $\dim(\text{conv}(S_F)) = n - \text{rank}(A) - 1$), then go to the next step, otherwise go to Step 6.

**Step 4.** Utilize ($\dagger$) to check whether it is a new facet. If ‘yes’ go to the next step, otherwise go to Step 6.

**Step 5.** Regenerate a simpler form of this inequality by the instruction explained in Remark 1.
Step 6. Consider the $\theta$ value of the current solution as $\theta^*$ and update the model (§) by adding the constraint (‡) written for $\theta^*$. Also, update Constraint (3) of (§) to $\sum_{i=1}^{N} \theta_i \leq z^*$, where $z^*$ is the optimal value of the objective function in the current iteration.

Note that the optimal value of the objective function of (§) will be either equal to or less than the optimal objective of the former iteration. Hence, we can update the right-hand side of the third constraint of (§) as mentioned in step 6 of the above algorithm.

Remark 3. Note that there are polytopes with facets such that a small number of extreme points can satisfy those facets at equality, while the same polytopes have faces of lower dimensions with larger numbers of vertices lying on these faces. Therefore, in some iterations of Algorithm 2, we might reach a face rather than a facet, and we can retain the faces with sufficiently large dimensions as strong valid inequalities. It follows that Algorithm 2, which is designed for identification of facet-defining inequalities, can be modified to extract strong valid inequalities. For doing so, one needs to define a threshold dimension for considering the inequalities associated with faces of higher dimension than that threshold as strong valid inequalities.

We now present a simple example to illustrate the implementation of the proposed ICA-method.

Example 1. Suppose we are given the three-dimensional Stasheff polytope in $\mathbb{R}^4$ whose extreme points are labelled as shown in Figure 1, and whose 4-dimensional coordinates for the labelled extreme points of the polytope are defined in Table 1.

Suppose we are given the facet-defining inequalities shown in Table 2 for describing the feasible space of the above polytope and asked to find unidentified facet-defining inequalities (if any) for this polytope.
The first step of Algorithm 2 requires us to find all equality constraint (if any exists). Thus, we use the ECA-method (Algorithm 1) to find any new equality constraints as follows:

We have \( v_i := s_i - s_0, \ i = 1, \ldots, 13, \ D := [v_1|v_2|\ldots|v_{13}] = \)

\[
\begin{array}{cccccccccccc}
0 & 0 & 3 & 3 & 3 & 2 & 0 & 3 & 2 & 0 & 3 & 1 & 0 \\
0 & -2 & -3 & -3 & -4 & -4 & -4 & -5 & -5 & -4 & -5 & -5 & 0 \\
-1 & -1 & -1 & 0 & -1 & -1 & 1 & 0 & 0 & 4 & 2 & 1 & -1 \\
1 & 3 & 1 & 0 & 2 & 3 & 3 & 2 & 3 & 0 & 0 & 3 & 1 \\
\end{array}
\]

Then, a set of all equality constraints, \( \tilde{A}x = \tilde{b} \) can be obtained by the equations in (*) as follows:

\[
\tilde{A} = \text{null}(D^T)T = [1 1 1 1], \quad \tilde{b} = As_1 = 10.
\]

Therefore, the only equality constraint for this polytope is \( x_1 + x_2 + x_3 + x_4 = 10 \). Subsequently, we need to construct the model (§) and then update it by embedding the following DD constraints, which avoids regeneration of the available inequalities, to (§).

\[
-\theta_1 + \theta_2 + \theta_3 + \theta_4 - \theta_5 + \theta_6 + \theta_7 - \theta_8 - \theta_9 - \theta_{10} - \theta_{11} - \theta_{12} - \theta_{13} - \theta_{14} \leq 4,
-\theta_1 - \theta_2 - \theta_3 - \theta_4 + \theta_5 + \theta_6 + \theta_7 - \theta_8 + \theta_9 + \theta_{10} - \theta_{11} - \theta_{12} - \theta_{13} - \theta_{14} \leq 3,
-\theta_1 - \theta_2 - \theta_3 - \theta_4 - \theta_5 + \theta_6 - \theta_7 - \theta_8 + \theta_9 + \theta_{10} - \theta_{11} + \theta_{12} + \theta_{13} + \theta_{14} \leq 4,
-\theta_1 + \theta_2 - \theta_3 + \theta_4 + \theta_5 + \theta_6 - \theta_7 - \theta_8 + \theta_9 - \theta_{10} - \theta_{11} + \theta_{12} - \theta_{13} - \theta_{14} \leq 4,
+\theta_1 + \theta_2 + \theta_3 - \theta_4 + \theta_5 + \theta_6 - \theta_7 + \theta_8 - \theta_9 + \theta_{10} + \theta_{11} - \theta_{12} - \theta_{13} + \theta_{14} \leq 3,
-\theta_1 - \theta_2 + \theta_3 - \theta_4 - \theta_5 - \theta_6 + \theta_7 + \theta_8 - \theta_9 - \theta_{10} + \theta_{11} - \theta_{12} + \theta_{13} + \theta_{14} \leq 3.
\]
Note that $DD$ constraints are obtained by writing the constraint $(‡)$ for each of the existing inequalities given in Table 2. This set of constraints ensures that we do not generate any of existing inequalities.

**Iteration 1.**

Solving $(§)$ by setting $M = 100$ and $\varepsilon = 0.01$, we arrive at the following solution: $\pi = [0.001 0.001 0.001 - 0.009]^T$, $\pi_0 = 0$, $\theta = [1 0 0 0 1 0 0 0 0 0 1 0 1 0 1]^T$.

Checking the dimension of the convex hull of the extreme points lying on $0.001x_1 + 0.001x_2 + 0.001x_3 - 0.009x_4 \leq 0$ implies that it is a new facet-defining constraint. As mentioned in Remark 1 when a polytope is not full-dimension, a facet can be represented by several inequalities, and one might be interested in finding a simple version of the inequality to represent that facet. For doing so, one can utilize the instruction in Remark 1 and reach $x_4 \leq 1$.

Now we need to add the constraint $(‡)$ to eliminate the currently found facet from the solution space of $(§)$. This constraint is of the form:

$$\theta_1 - \theta_2 - \theta_3 - \theta_4 + \theta_5 - \theta_6 - \theta_7 - \theta_8 - \theta_9 - \theta_{10} + \theta_{11} + \theta_{12} - \theta_{13} + \theta_{14} \leq 4,$$

and, the third constraint of $(§)$ must be updated to $\sum_{i=1}^{N} \theta_i \leq 5$.

**Iteration 2.**

Solving the updated $(§)$, we find the following solution:

$\pi = [-0.004 - 0.004 - 0.004 0.006]^T$, $\pi_0 = 0$, $\theta = [0 0 1 0 0 0 1 1 0 1 0 0 1 0]^T$.

Dimension checking reveals that the found inequality is facet-defining and by implementing the Remark 1 instruction the simpler version of this inequality can be found in the form of $x_1 + x_2 + x_3 \geq 6$. Hence this is the second new facet-defining inequality.

The DD constraint for this iteration is:

$$-\theta_1 - \theta_2 + \theta_3 - \theta_4 - \theta_5 - \theta_6 + \theta_7 + \theta_8 - \theta_9 + \theta_{10} - \theta_{11} - \theta_{12} + \theta_{13} - \theta_{14} \leq 4,$$

and the third constraint of $(§)$ remain intact as this facet-defining constraint is also satisfied by 5 extreme points $\sum_{i=1}^{N} \theta_i \leq 5$.

**Iteration 3.**

We terminate Algorithm 2 since the updated $(§)$ model is now infeasible. Therefore, the found facet-defining inequalities are the ones presented in Table 3.

| Extreme Points lying in the facet | Facet-defining Inequalities |
|----------------------------------|-----------------------------|
| 1, 5, 11, 12, 14                 | $x_4 \leq 1$                |
| 3, 7, 8, 10, 13                  | $x_1 + x_2 + x_3 \geq 6$    |
Note that facets represented in Table 2 and Table 3 fully describe the Stasheff polytope. Having now illustrated the ICA-method with a simple example, we now show how it can be used to strengthen formulations of interesting integer programming problems, such as the Traveling Salesman Problem.

4. A New TSP Formulation

In this section, we will first develop a new TSP formulation and then utilize the proposed method in the preceding section to strengthen the formulation by devising some facet-defining inequalities.

The now classical Traveling Salesman Problem (TSP) constitutes a famous challenge for operations researchers, mathematicians, and computers scientists. In particular, suppose there are \( n \) cities, and a traveling salesman starts from a home city, passing through all other cities exactly once before returning to the home city. Such a travel path is called a tour or a Hamiltonian cycle (HC). The distance between each pair of cities \( i \) and \( j \) is given as \( c_{ij} \), and so for any tour, the tour length is the sum of distances traveled. Hence, the TSP can be simply thought of as the optimization problem of identifying the tour of shortest length. When \( c_{ij} \neq c_{ji} \) the problem is referred to as the Asymmetric Traveling Salesman Problem (ATSP).

We propose a new model for the TSP based on its relationship to the Hamiltonian Cycle Problem (HCP) and corresponding polytope constructions. Feinberg [11] investigated the relationship between the HCP and discounted Markov Decision Processes. He constructed a new polytope corresponding to a given graph \( G \), which we shall refer to as \( \mathcal{H}_\beta \). The constraints of \( \mathcal{H}_\beta \) are of the form:

\[
\begin{align*}
\sum_{j=2}^{n} x_{1j} - \beta \sum_{j=2}^{n} x_{j1} &= 1 - \beta^n \\
\sum_{j=1}^{n} x_{ij} - \beta \sum_{j=1}^{n} x_{ji} &= 0, \\
\sum_{j=2}^{n} x_{1j} &= 1 \\
x_{ij} &\geq 0, \\
x_{ij} &= 0, \quad \text{arc}(i,j) \notin G
\end{align*}
\]

where \( \beta \) is a constant value in \((0,1)\). Feinberg showed that, if the graph \( G \) is Hamiltonian, then the polytope \( \mathcal{H}_\beta \) has an extreme point for each of its Hamiltonian cycles. This result is elaborated in Theorem 5 below.

**Theorem 5.** If in a feasible solution of \( \mathcal{H}_\beta \), for each node \( i \in \{1, \ldots, n\} \), exactly one variable \( x_{ij} \) takes a positive value (i.e., from each node only one flow emanates), then that solution is an extreme point of \( \mathcal{H}_\beta \) and the arcs associated with the positive valued variables in that solution trace out a tour or Hamiltonian cycle of the graph \( G \).

![Figure 2. A Hamiltonian graph](image)
Example 2. The $\mathcal{H}_\beta$ set of constraints for the graph given in Figure 2 can be written as:

$$
\begin{align*}
&x_{12} + x_{14} + x_{15} - \beta(x_{21} + x_{41} + x_{51}) = 1 - \beta^5 \\
&x_{21} + x_{23} - \beta(x_{12} + x_{32}) = 0 \\
&x_{32} + x_{34} - \beta(x_{23} + x_{43}) = 0 \\
&x_{41} + x_{43} + x_{45} - \beta(x_{14} + x_{34} + x_{54}) = 0 \\
&x_{51} + x_{54} - \beta(x_{15} + x_{45}) = 0 \\
&x_{12} + x_{14} + x_{15} = 1 \\
&x_{12}, x_{14}, x_{15}, x_{21}, x_{23}, x_{32}, x_{34}, x_{41}, x_{43}, x_{45}, x_{51}, x_{54} \geq 0.
\end{align*}
$$

It can be seen by inspection that

$$
\begin{align*}
&\begin{cases}
  x_{12} = 1, \\
  x_{23} = \beta, \\
  x_{34} = \beta^2, \\
  x_{45} = \beta^3, \\
  x_{51} = \beta^4
\end{cases} \\
&x_{14} = x_{15} = x_{21} = x_{32} = x_{41} = x_{43} = x_{54} = 0
\end{align*}
$$

is an extreme point of $\mathcal{H}_\beta$, and the set of arcs $\{(1, 2), (2, 3), (3, 4), (4, 5), (5, 1)\}$, corresponding to the non-zero variables, traces out a Hamiltonian cycle in that graph.

Exploiting the result in Theorem 5, one can utilize binary variables to develop a new TSP formulation. In particular, let $z_{ij} > 0$ if variable $x_{ij} > 0$ and otherwise $z_{ij} = 0$. Then it is easy to write a set of constraints to ensure that only one flow emanates from each node and this guarantees that the feasible space of the model reduces to only Hamiltonian Cycles (tours). Therefore, the new TSP formulation, which we shall refer to as the TSP$_H$ formulation, can be written as follows.

\[
\begin{align*}
\text{Min} \quad & \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij} z_{ij} \\
\text{s.t.} \quad & \sum_{i \neq j}^{n} x_{ij} - \beta \sum_{j \neq i}^{n} x_{ji} = 1 - \beta^n \\
& \sum_{j=1}^{n} x_{ij} - \beta \sum_{i=1}^{n} x_{ji} = 0, \quad i = 2, \ldots, n \\
& \sum_{j=1}^{n} x_{ij} = 1 \\
& x_{1j} = z_{1j}, \quad j = 2, \ldots, n \\
& x_{j1} = \beta^{n-1} z_{j1}, \quad j = 2, \ldots, n \\
& \beta^{n-2} z_{ij} \leq x_{ij} \leq \beta z_{ij}, \quad i, j = 2, \ldots, n, \quad i \neq j \\
& \sum_{j \neq i}^{n} z_{ij} = 1, \quad i = 1, \ldots, n \\
& x_{ij} \geq 0, \quad i, j = 2, \ldots, n, \quad i \neq j \\
& z_{ij} \in \{0,1\}, \quad i, j = 2, \ldots, n, \quad i \neq j
\end{align*}
\]

where $z_{ij} = 1$ if arc $(i,j)$ belongs to the tour and otherwise $z_{ij} = 0$. In TSP$_H$ formulation, constraints (1)-(3) are $\mathcal{H}_\beta$ constraints for complete graph and constraints (4)-(7) provide the required condition in theorem 5. Consequently, the only feasible solutions of TSP$_H$ are Hamiltonian cycles and, therefore, TSP$_H$ is a formulation for solving the ATSP. This formulation can be considered as a node-oriented TSP formulation since it contains a set of variables $(x_{ij})$'s which show the rank order that each node is visited in a tour. For instance, in the tour of example 2, we have $x_{34} = \beta^2$, and node 3 is visited in the third place with node 1.
being assigned a rank of one. Generalizing, if \( x_{ij} = \beta^{k-1}, k = 1, ..., n \), it implies that if the tour starts from node 1, we will visit node \( i \) in \( k \)th order in that tour.

To the authors’ knowledge, there are a few node-oriented TSP models with (at most) quadratic order \( (O(n^2)) \) in the number of variables and constraints. The first such model is well-known as the MTZ formulation, which was introduced by Miller, Tucker, and Zemlin in 1960 [23]. The MTZ formulation was improved by Desrochers and Laporte in 1991 [8] through lifting some of its inequality constraints into facets of the underlying polytope. In 2002, Sherali and Driscoll [28] proposed a reformulation of the MTZ constraints called the SD model and proved that this model provides an even tighter LP-relaxation than of that the DL model. More recently, Oncan et al. showed that the LP-relaxation of SD is also stronger than that of the well-known single commodity flow model [29]. Furthermore, based on the analysis in [29] and [27], the SD formulation possesses the tightest relaxation among all known TSP formulations with at most \( (O(n^2)) \) variables and constraints. This summary of existing literature motivates us to select the SD model for comparison with to our newly developed TSP formulation. We shall compare the lower bounds generated by solving the LP-relaxation of both models (SD and TSP\(_H\)) over a set of ATSP instances from TSPLIB [26]. We will then tighten the TSP\(_H\) formulation using the ICA-method developed in earlier sections of this paper to show its effectiveness.

The SD model [28] is defined as:

\[
\begin{align*}
\text{Min} & \quad \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}z_{ij} \\
\text{s.t.} & \quad \sum_{j=1}^{n} x_{ij} + (n-1)x_{i1} = u_i, \quad i = 2, ..., n \\
& \quad \sum_{j=1}^{n} x_{ij} + 1 = u_j, \quad j = 2, ..., n \\
& \quad z_{ij} \leq x_{ij} \leq (n-2)x_{ij}, \quad i, j = 2, ..., n, \quad i \neq j \\
& \quad u_j + (n-2)z_{ij} - (n-1)(1-z_{ii}) \leq x_{ij} + x_{ji} \leq u_j - (1-z_{ii}), \quad i, j = 2, ..., n, \quad i \neq j \\
& \quad 2 - x_{ij} + (n-3)x_{ji} \leq u_j - (n-2) - (n-3)x_{ij} + x_{ji}, \quad j = 2, ..., n \\
& \quad \sum_{j=1}^{n} z_{ij} = 1, \quad i = 1, ..., n \\
& \quad \sum_{i=1}^{n} z_{ij} = 1, \quad j = 1, ..., n \\
& \quad x_{ij} \geq 0, \quad i, j = 2, ..., n, \quad i \neq j \\
& \quad z_{ij} \in \{0,1\}, \quad i, j = 2, ..., n, \quad i \neq j
\end{align*}
\]

where \( u_j \) denotes the rank order that node \( j \) is visited with the initial city being assigned a rank of zero. Also, \( z_{ij} \) takes on a value of 1 if the tour transitions from node \( i \) to node \( j \), and 0 otherwise.

Table 4 presents the result of a computational comparison of the LP-relaxation of SD and TSP\(_H\) formulations. Note that the TSP\(_H\) formulation depends on parameter \( \beta \). Interestingly, the structure of the polytope constructed as the LP-relaxation of TSP\(_H\) is not unique and depends on \( \beta \). Thus, in our numerical study, we consider this parameter very close to 1 as such values provide greater lower bounds than that of smaller \( \beta \)’s. This observation is consistent with the results in [9] and [10] in which the extreme points of polytope \( \mathcal{H}_\beta \) are analytically studied.
Although the numerical results in Table 4 reveal that the lower bound found by TSP_H for $\beta = 0.9999$ are greater than of that $\beta = 0.999$, the performance of TSP_H is far weaker than of that SD in all tested instances. Thus, one might be interested in employing ICA-method to strengthen TSP_H formulation by generating some double index facet-defining inequalities. Note that we limited ourselves to find only double index inequalities as we do not wish to exceed using $O(n^2)$ variables and constraints.

### 5. Identification of New Facets for TSP_H

Before implementing the ICA-method, it is beneficial to conduct symmetry break preparations which can dramatically reduce the required computations. In particular, we set the zero value for many decision variables of the model (§), and this makes Algorithm 2 much more efficient as this model must be solved in each iteration of the algorithm. The symmetry that arises in (§) is due to the indistinguishability of nodes 2,…,n in the TSP_H formulation. Therefore, for any solution of (§), there exist equivalent symmetric reflections of this solution obtained by relabelling the nodes through mapping labels 2,…,n to any reordering of these nodes (in $(n-1)!$ ways). Note that not necessarily every map results in a new solution. To elaborate what symmetry means here, consider a double index inequality such as constraint (6) in TSP_H which can be written for $\binom{n-1}{2}$ different combinations of $i$ and $j$. However, if these inequalities were unknown, we would only need to find one such an inequality to discover that family of inequalities. To prevent finding different members of an inequality family several times, we...
can permit only one (or a few of them) to be in the feasible space of (§). More precisely, we could assume that the inequality \( \pi^T x \leq \pi_0 \) that we are trying to find through solving (§) is of the form:

\[
\sum_{k=2}^{n} \pi_{1k} z_{1k} + \sum_{k \neq 2}^{n} \pi_{k1} z_{k1} + \sum_{k=2}^{n} \pi_{2k} z_{2k} + \sum_{k \neq 2}^{n} \pi_{k2} z_{k2} + \\
+ \sum_{k=3}^{n} \pi_{3k} z_{3k} + \sum_{k \neq 3}^{n} \pi_{k3} z_{k3} + \sum_{k=2}^{n} \pi_{2k} x_{2k} + \sum_{k \neq 2}^{n} \pi_{k2} x_{k2} + \sum_{k=3}^{n} \pi_{3k} x_{3k} + \sum_{k \neq 3}^{n} \pi_{k3} x_{k3} \leq \pi_0
\]

(¶)

This is due to distinguishability of node 1 from other nodes in terms of the TSP\(_H\) formulation viewpoint which allows considering this node as a solo member group. On the other hand, nodes 2, ..., \( n \) are indistinguishable in the TSP\(_H\) formulation and constitute the second group. That means, if we swap the labels of two distinct nodes from the node set \{2, ..., \( n \)\} in the TSP\(_H\) formulation, then the lower bound generated by the LP-relaxation of TSP\(_H\) remains intact, however, if we exchange the label of node 1 with any other nodes, the lower bound generated by LP-relaxation could vary. It follows that the most general form of a double index inequality comprises three indices, namely \( k, i, \) and \( j \) where indices \( i \) and \( j \) are two distinct arbitrary indices from the node set \{2, ..., \( n \)\}. Thus, we just need to allow the variables associated with arcs connected to nodes 1, \( i, \) and \( j \) be involved in \( \pi^T x \leq \pi_0 \). Without loss of generality, \( i \) and \( j \) are set to 2 and 3 respectively in (¶) and the coefficients of all other variables set to zero.

One might think that the terms \( \sum_{k=2}^{n} \pi_{1k} x_{1k} + \sum_{k=2}^{n} \pi_{k2} x_{k2} \) must also be added to the left-hand side of (¶). However, it should be noted that the constraints (4) and (5) in TSP\(_H\) allow us to remove those terms. More precisely, variables \( x_{1k} \) and \( x_{k1}, k = 2, ..., n \) can be substituted by \( z_{1k} \) and \( \beta^{n-1} z_{k1}, k = 2, ..., n \), respectively, and as latter variables are involved in \( \pi^T x \leq \pi_0 \), the former ones can be removed. The elimination of these terms in (¶) reduce the symmetries in the solution space of (§) and consequently make it easier to solve. We refer the readers to [19] and [22] for further discussion about symmetry breaking techniques in integer linear programs.

Before any attempt to find inequalities, we first implemented the ECA-method (Algorithm 1) and found \( \sum_{i \neq j}^{n} z_{ij} = 1, j = 1, ..., n \) as the only set of unidentified non-redundant equality constraints. Obviously, this set of constraints along with constraints (7) in TSP\(_H\) constitute the assignment constraints which appear in most TSP formulations.

In order to strengthen the TSP\(_H\) formulation by inequalities, we then implemented the ICA-method (Algorithm 2) with parameters \( \beta = 0.999, \varepsilon = 1, M = 100, \) for \( n = 6 \) and \( n = 7 \), to determine the unknown coefficients of inequality (¶). After completion of this process, we found \( \theta \) vectors for facet-defining inequalities. Recall that the \( \theta \) vector for an inequality determines which solutions lie on that inequality. Utilizing the instruction in Remark 1, we used \( \theta \) vectors and reobtained the inequalities but this time we considered \( \beta \) as a parameter and used symbolic MATLAB. This leads to finding expressions for the inequalities based on parameter \( \beta \) which allows us to explore whether there are any patterns that are generalizable as \( n \) grows. By recognizing generalizable patterns in the generated inequalities, we could find a rather large number of inequalities, that are facet-defining for those dimensions (\( n = 6, 7 \)). These inequalities, which we shall refer to as Set 1, are listed below:
The following set of inequalities hold only for even \( n \):

\[
\beta^{n-3} - \beta^2 \leq \sum_{a=1}^{n} x_{ia}^2 - \beta x_{ij}^2 \leq \beta \left( 1 - z_{ij} - z_{ji} \right), \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
\beta^{n-2} \left( 1 - z_{ij} - z_{ji} \right) + \beta z_{ij} + \beta^{n-1} z_{ji} \leq \sum_{a=1}^{n} x_{ja} \leq \beta^2 \left( 1 - z_{ij} - z_{ji} \right) + \beta z_{ij} + \beta^{n-1} z_{ji}, \quad i = 2, ..., n
\]  

\[
x_{ji} \leq (\beta - \beta^2) z_{ij} + \beta^2 z_{ji}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-2} - \beta) z_{ij} + \frac{\sum_{a=1}^{n} x_{ja}}{\sum_{a=1}^{n} x_{ja}} z_{ji} + \beta^{n-2} z_{ji} \leq \sum_{a=1}^{n} x_{ja} \geq \beta^{n-2}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-3} - \beta) z_{ij} + (\beta^{n-2} - \beta^{n-3}) z_{ji} + \beta^{n-2} z_{ji} \leq \sum_{a=1}^{n} x_{ja} \geq \beta^{n-2}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-4} - \beta) (z_{ij} + z_{ji}) + (\beta^{n-2} - \beta^{n-3} + \beta^{n-4}) (z_{ij} + z_{ji}) + \frac{1}{\beta} (x_{ij} + x_{ji}) + \sum_{a=1}^{n} x_{ia} \geq \beta^{n-2} + \beta^{n-4}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-4} - \beta) (z_{ij} + z_{ji}) + \beta^{n-2} - \beta^{n-3} + \beta^{n-4} \geq \sum_{a=1}^{n} x_{ia} + \sum_{a=2}^{n} x_{ja} \geq \beta^{n-2} + \beta^{n-4}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-4} - \beta) (z_{ij} + z_{ji}) + (\beta^{n-2} - \beta^{n-3} + \beta^{n-4}) (z_{ij} + z_{ji}) + \frac{1}{\beta} (x_{ij} + x_{ji}) + \sum_{a=1}^{n} x_{ia} \geq \beta^{n-2} + \beta^{n-4}, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
(\beta^{n-3} - \beta^2) z_{ij} + B^n z_{ji} + (\beta^n + \beta^{n-1} + \beta^{n-3}) z_{ji} + (\beta^n + \beta^{n-1} + \beta^n + \beta^{n-2} + \beta^n) z_{ji} + x_{ji} + \beta \sum_{a=1}^{n} x_{ia} + (\beta^2 + \beta + 1) \sum_{a=1}^{n} x_{ja} - \beta^2 x_{ji} \geq \beta^n + \beta^{n-1} + \beta^{n-2} + \beta^n, \quad i, j = 2, ..., n, \; i \neq j
\]  

\[
\frac{\beta^{n-3} - \beta^2}{\beta + 1} z_{ij} + (\beta^{n-3} - \beta) z_{ij} + \frac{\beta^{n-1} + \beta^{n-3}}{\beta + 1} z_{ij} + \beta^{n-3} \left( \frac{1 + \sum_{a=1}^{n} x_{ia}^2}{\sum_{a=1}^{n} x_{ia}^2} \right) z_{ji} + \frac{1}{\beta + 1} x_{ji} \geq \beta^n + \beta^{n-2} + \beta^n, \quad i, j = 2, ..., n, \; i \neq j
\]  

Checking the above inequalities for larger \( n \)'s, namely \( n = 8, 9, 10, 11 \), we found them not only valid but also facet-defining for those dimensions as well. These results support our following conjecture.

**Conjecture 1.** The inequalities in Set 1, for \( n \geq 6 \), are facet-defining for the TSP formulation.
Note that while it is not difficult to show that these inequalities are valid for any \( n \geq 6 \), proving that they are facet-defining needs further effort and is beyond the purpose of this paper. For the sake of brevity, we supply explanations for the validity of just three inequalities from Set 1, namely, inequalities (1), (7) and (10). The others can be explained by derivations that are conceptually similar.

A generic and easy approach to show the validity of inequalities in Set 1 is to consider all the possibilities that binary variables on those inequalities can create. That is, if an inequality has \( k \) binary variables, we need to prove that the inequality is valid for all \( 2^k \) possibilities. For example, a proof for inequality (1) of Set 1 is as follows:

**Proof.** This constraint has two binary variables which leads to four possibilities. These four possible cases are analyzed in Table 5.

| Case | \( z_{ij} \) | \( z_{ji} \) | \( \pi^T x | z_{ij}, z_{ji} \) | \( \min \{ \pi^T x | z_{ij}, z_{ji} \} \) | \( \max \{ \pi^T x | z_{ij}, z_{ji} \} \) |
|------|--------------|--------------|-----------------|-----------------|-----------------|
| 1    | 1            | 1            | NA              | NA              | NA              |
| 2    | 1            | 0            | \( \sum_{a=1}^{n} x_{ja} - \beta x_{ij} \) | 0               | 0               |
| 3    | 0            | 1            | \( \sum_{a=1}^{n} x_{ja} - \beta x_{ij} \) | 0               | 0               |
| 4    | 0            | 0            | \( \sum_{a=1}^{n} x_{ja} - \beta x_{ij} \) | \( \beta^{n-1} \) | \( \beta \) |

In case 1, we have \( z_{ij} = z_{ji} = 1 \), which is not applicable (NA) as \( TSP_H \) is a TSP formulation and therefore its constraints never allow arcs \((i,j)\) and \((j,i)\) to appear simultaneously in a tour. In Case 2, we have \( z_{ij} = 1 \) and \( z_{ji} = 0 \). Without loss of generality, suppose node \( i \) is the \( k^{th} \) position in a tour, so \( x_{ij} = \beta^{k-1} \) and according to the constraint (2) in \( TSP_H \) we have \( \sum_{a=1}^{n} x_{ja} = \beta^k \) which results in \( \sum_{a=1}^{n} x_{ja} - \beta x_{ij} = 0 \). In case 3, \( z_{ij} = 0 \) and constraints (4)- (6) of \( TSP_H \) imply \( x_{ij} = 0 \). Also, \( z_{ji} = 1 \) which implies \( x_{ji} > 0 \) and \( x_{ja} = 0 \), \( a = 1, \ldots, n \), \( a \neq \) \( i, j \) and therefore \( \sum_{a=1}^{n} x_{ja} = 0 \). This leads to \( \sum_{a=1}^{n} x_{ja} - \beta x_{ij} = 0 \). In case 4, \( x_{ij} = 0 \) as \( z_{ij} = 0 \) and obviously \( \beta^{n-1} \leq \sum_{a=1}^{n} x_{ja} \leq \beta \) so \( \beta^{n-1} \leq \sum_{a=1}^{n} x_{ja} - \beta x_{ij} \leq \beta \) and this completes the proof.

Similarly, constraint (7) of Set 1 can be proved as follows:

**Proof.** Note that this inequality is of the form \( \pi^T x \geq \pi_0 \). Hence, one way to prove the validity of this inequality is to show \( \min \{ \pi^T x \} \geq \pi_0 \). For doing so, we evaluated the inequality (7) based on the values its binary variables could take \((\pi^T x | z_{1i}, z_{1j}, z_{11}, z_{1j})\) in column 5 of Table 6, and in column 6 of this table, we set the remaining decision variables so that the minimum for \( \pi^T x \) is achieved \((\min \{ \pi^T x \} | z_{1i}, z_{1j}, z_{11}, z_{1j})\).
As a more complicated inequality, we prove the validity of inequality (10) of Set 1, below:

**Table 6.** Analysis of proving Inequality (6) from Set 1.

| Case | $Z_{1i}$ | $Z_{1j}$ | $Z_{i1}$ | $Z_{j1}$ | $\pi^T x_{p} | Z_{1i}, Z_{1j}, Z_{i1}, Z_{j1}$ | $\min \{ \pi^T x_{p} | Z_{1i}, Z_{1j}, Z_{i1}, Z_{j1} \}$ |
|------|----------|----------|----------|----------|--------------------------------|--------------------------------------------------|
| 1    | 1        | 1        | 1        | 1        | NA                               | NA                                               |
| 2    | 1        | 1        | 1        | 0        | NA                               | NA                                               |
| 3    | 1        | 1        | 0        | 1        | NA                               | NA                                               |
| 4    | 1        | 1        | 0        | 0        | NA                               | NA                                               |
| 5    | 1        | 0        | 1        | 1        | NA                               | NA                                               |
| 6    | 1        | 0        | 1        | 0        | NA                               | NA                                               |
| 7    | 1        | 0        | 0        | 1        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $2\beta^{n-2} + \beta^{n-3} + \beta$ |
| 8    | 1        | 0        | 0        | 0        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $\beta^{n-2} + \beta^{n-3}$ |
| 9    | 0        | 1        | 1        | 1        | NA                               | NA                                               |
| 10   | 0        | 1        | 1        | 0        | NA                               | NA                                               |
| 11   | 0        | 1        | 0        | 1        | NA                               | NA                                               |
| 12   | 0        | 1        | 0        | 0        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $\beta^{n-2} + \beta^{n-3}$ |
| 13   | 0        | 0        | 1        | 1        | NA                               | NA                                               |
| 14   | 0        | 0        | 1        | 0        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $\beta^{n-2} + \beta^{n-3}$ |
| 15   | 0        | 0        | 0        | 1        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $\beta^{n-2} + \beta^{n-3}$ |
| 16   | 0        | 0        | 0        | 0        | $\beta^{n-2} + \beta^{n-3} + \beta^{n-4} + \sum_{a=l_{ij}}^{n} x_{ia}$ | $\beta^{n-2} + \beta^{n-3}$ |

It can be seen by inspection that all values in column 6 are greater than (or equal to) $\beta^{n-2} + \beta^{n-4}$ for any $\beta \in (0,1)$ which shows that this inequality is valid in general form.

As a more complicated inequality, we prove the validity of inequality (10) of Set 1, below:

**Proof.** For this inequality we have:

**Table 7.** Analysis of proving Inequality (10) from Set 1.

| Case | $Z_{1i}$ | $Z_{1j}$ | $Z_{i1}$ | $Z_{j1}$ | $\pi^T x_{p} | Z_{1i}, Z_{1j}, Z_{i1}, Z_{j1}$ | $\min \{ \pi^T x_{p} | Z_{1i}, Z_{1j}, Z_{i1}, Z_{j1} \}$ |
|------|----------|----------|----------|----------|--------------------------------|--------------------------------------------------|
| 1    | 1        | 1        | 1        | 1        | NA                               | NA                                               |
| 2    | 1        | 1        | 1        | 0        | NA                               | NA                                               |
| 3    | 1        | 1        | 1        | 0        | NA                               | NA                                               |
| 4    | 1        | 1        | 0        | 0        | NA                               | NA                                               |
| 5    | 1        | 0        | 1        | 1        | NA                               | NA                                               |
| 6    | 1        | 0        | 1        | 0        | NA                               | NA                                               |
As is shown in the last column of the above table, it is easy to see
\[
\min\{\pi^T x\} | z_{ij}, z_{ij}, z_{ij}, z_{ij}, z_{ij} \geq \frac{\beta^{n-1} + \beta^{n-2} + \beta^{n-3}}{\beta + 1} \text{ for all cases except cases 23, 27 and 31. So we further simplified the inequality for these three cases and obtained } \frac{\beta^{n-1}}{\beta + 1} \geq \frac{\beta^{2n-4}}{4}, 0 \geq 0,
and \( \beta^{n-2} + 1 + \beta \geq \beta^{n-3} + \beta^{n-4} + \beta^2 \) respectively. All these three inequalities are obviously correct for any \( \beta \in (0,1) \) and therefore inequality (10) is valid in general form.

We are now able to conduct a comparison study between the strengthened TSP\textsubscript{H} and SD formulations. For strengthening the TSP\textsubscript{H} formulation, inequalities (1)-(3) of Set1 are appended to the former set of constraints of TSP\textsubscript{H} and we shall refer to this model as TSP\textsubscript{H*}. Note that the remainder of the newly developed inequalities in Set1 were not added to the model as we wish to keep the number of constraints almost equivalent to that of the SD formulation. We conducted the computation for TSP\textsubscript{H} (for \( \beta = 0.999 \) and 0.9999), and the results are summarized in Table 8. The boldy written values show the instances where TSP\textsubscript{H*} could not beat the SD formulation.

### Table 8. LP-relaxation comparison study between TSP\textsubscript{H*} and SD formulation over ATSP instances of TSPLIB.

| Problem | TSP\textsubscript{H*} with \( \beta = 0.999 \) | TSP\textsubscript{H*} with \( \beta = 0.9999 \) | SD |
|---------|-----------------------------------------------|-----------------------------------------------|-----|
| br17    | 27.6554943265783                              | 27.6762639124936                              | 27.6785714285714 |
| ft_53   | 6118.41664047937                               | 6120.36082885787                               | 6118.40420408163 |
| ft_70   | 38364.2067992006                               | 38365.1167139614                               | 38364.552238806  |
| ftv_33  | 1224.6480400646                                | 1224.7385153878                                | 1224.50431248396 |
| ftv_35  | 1415.59042793565                               | 1415.61717588016                               | 1415.51158645276 |
| ftv_38  | 1480.12219796952                               | 1480.11484645709                               | 1480.05527072051 |
| ftv_44  | 1573.75                                       | 1573.75                                       | 1573.75          |
| ftv_47  | 1727.21826144704                               | 1727.25557439217                               | 1727.20775193798 |
| ftv_53  | 1415.59042793565                               | 1415.61717588016                               | 1415.51158645276 |
| ftv_55  | 1513.24792204729                               | 1513.33049776673                               | 1513.27044025157 |
| ftv_64  | 1765.42093243176                               | 1765.45961176025                               | 1765.39185616076 |
| ftv_70  | 1859.64077422832                               | 1859.64536137586                               | 1859.57748024583 |
| ftv_170 | 2698.65294194408                               | 2698.67727515703                               | 2698.67857142857 |
| Kro124p | 35056.9561726576                               | 35060.0240450166                               | 35059.5824869261 |
| P43     | 853.325567712134                               | 863.755245620195                               | 864.580952380951 |

| Rbg323  | 1326                                          | 1326                                          | 1326             |
| Rbg358  | 1163                                          | 1163                                          | 1163             |
| Rbg403  | 2465                                          | 2465                                          | 2465             |
| Rbg443  | 2720                                          | 2720                                          | 2720             |
| Ry48p   | 13820.5307240856                              | 13820.7076126745                              | 13820.4333333333 |

Naturally, TSP\textsubscript{H*} with \( \beta = 0.99999 \) performed better than TSP\textsubscript{H} with \( \beta = 0.999 \) in all instances. Furthermore, TSP\textsubscript{H*} with \( \beta = 0.99999 \) outperforms SD in thirteen out of twenty test problems, exactly matches SD in five instances and is outperformed slightly by SD in only two instances. Comparing these results to the results in Table 4 also reveals that inequalities (1)-(3) has considerably strengthened the TSP\textsubscript{H} formulation.

### 6. Conclusion

In this paper, we propose a generic method to assist modelers in identifying strong linear valid inequalities that can be used to refine feasible spaces of LP-relaxations of integer programmes.
The main purpose of this method is to make the devising of strong valid inequalities for IP problems closer to a methodological process rather than an artistic task. Although the proposed method is still far from a fully automated process, it can be considered as an initial step for this notoriously difficult task. To illustrate the proposed method, a new TSP formulation is introduced and then the ICA-method is employed to devise strong valid inequalities to strengthen the formulation. Comparison between the relaxation of this formulation and a widely used TSP formulation confirms the effectiveness of the devised strong valid inequalities.

Finally, as a naturally arising topic for future research, one can explore whether there are more properties of facet-defining inequalities that can be expressed as new constraints for (§). This can refine the feasible space of (§) from many valid inequalities that are not facets, and therefore the algorithm will be more efficient and more likely to find strong valid inequalities. Another natural line of research is to exploit the ICA-method to extract strong valid inequalities for tightening IP formulations of many other problems.
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