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Abstract

Spatio-temporal pattern formation over the square and rectangular domain has received significant attention from researchers. A wide range of stationary and non-stationary patterns produced by two interacting populations is abundant in the literature. Fragmented habitats are widespread in reality due to the irregularity of the landscape. This work considers a prey-predator model capable of producing a wide range of stationary and time-varying patterns over a complex habitat. The complex habitat is assumed to have consisted of two rectangular patches connected through a corridor. Our main aim is to explain how the shape and size of the fragmented habitat regulate the spatio-temporal pattern formation at the initial time. The analytical conditions are derived to ensure the existence of a stationary pattern and illustrate the role of most unstable eigenmodes to determine the number of patches for the stationary pattern. Exhaustive numerical simulations help to explain the spatial domain’s size and shape on the transient patterns and the duration of transient states.
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1. Introduction

The complex interaction among ecological species is ubiquitous and is intrinsically fascinating. This has been a key focus of research over many decades, where the applied mathematicians worked hand in hand with the ecologists [1, 2, 3]. The spatial distribution of the species population studied over a specific region with the help of reaction-diffusion equations [4]. In this context, the seminal work of Turing [5] and later by Segel and Jackson [6] gave a new insight into spatio-temporal pattern formation to understand the spatial heterogeneity of species in the ecosystem effectively. The mathematical models consisting of reaction-diffusion equations provide a valuable framework to investigate self-organized pattern formation. But, for the tractability of mathematical models, most studies considered the spatial distribution of species in uniform domains. However, this is far from reality. Consequently, over the last few years, considerable attention was given to understand the spatial spread of species and thus the pattern formation in much more complex domains [7, 8, 9].

The mobility of the species from one region to another depends on various environmental factors, including climate condition, habitat fragmentation, species competition, etc [10, 11]. It has a massive impact on the ecosystem. One of the major concerns is the fragmentation of the ecological habitats, which was considered an invasive threat to biodiversity. Habitat fragmentation can define as a landscape-scale process
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in which the continuous habitat is reduced into smaller habitat remnants [10]. The size, shape, edge of the habitat fragments, and habitat isolation are some significant factors having huge implications on the species interaction and species survival [7, 11]. Researchers have studied these implications over different temporal scales, with short term effects including change in population sizes or edge effects of the fragments and long term effects dealing with change in the pattern of gene flow or extinction of species [7, 12].

Although habitat fragmentation was an active area of research for a long time in ecology, very few works are available in mathematical modelling. In [7], the authors explore how the size, shape, and edge of the fragment habitats influence the population dynamics of the species. They analyzed it in three different domains, namely, square, cross-shaped, and H-shaped. Considering the Allee effect, they have estimated the critical patch size for the species’ existence. They showed that if the critical patch size of the cross-shaped domain is larger than the corresponding square-shaped domain, then the likelihood of population survival is higher in the simple domain. Also, with an increase in strength of the Allee effect, the critical size increase. The inclusion of biological corridors between population patches seemed to have beneficial effects on the movement of the species and thus on the persistence of the species [11]. In [8, 9], researchers have studied the effects of the corridor on the invasion of alien species, more specifically, how the length and width of the corridor alter the speed of invasion in an H-shaped domain. Initially, they have introduced an alien species at a particular spatial point in one of the habitats and showed that the propagation of the population front to the other habitat is considerably slow for a smaller width of the corridor. The corridor can also modify the pattern of spread. In the case of patchy invasion in one of the habitats, the movement of the patches is random. Suppose the corridor’s length and width are greater than a critical value. In that case, to accommodate the random patches to penetrate the other habitat, the patchy invasion occurs in the entire domain. Sometimes, the corridor can regularize the spatio-temporal pattern formation. We mean to say the irregular spatio-temporal pattern in one habitat changes to regular circular fronts in the other habitat. Later, the authors considered a small patch in the corridor with a better environmental condition called a stepping stone and showed its importance in the dispersal and persistence of the species. They investigated the effect of shape, size, location, and quality of the stepping stone on the spread of the alien species in fragmented habitats.

We observe the spatio-temporal interaction between prey and predator’s influence on the spatial patterns in nature. In this context, the mathematical framework of diffusion-driven instability or Turing bifurcation helps to study various pattern formations. Under the conditions of Turing bifurcation, the homogeneous steady state is stable in the absence of diffusion, whereas unstable in the presence of diffusion. The patterns arising because of this instability are known as Turing patterns. Turing patterns classify as spots (hot or cold), stripes, labyrinthine, and a mixture of stripes and spots. The prey-predator models with a prey-dependent functional response and linear death rate of the predator cannot support Turing patterns. However, considering predator interference in the functional response, the nonlinear death rate of the predator or intra-specific competition among predators can lead to Turing patterns.

The main objective of this paper is to study the effect of fragmented habitat on spatio-temporal pattern formation. Particularly, we consider a spatio-temporal prey-predator model with additive weak Allee effect in prey growth in a U-shaped domain. In this work, we focus on different stationary and dynamic pattern formation in a U-shaped domain, where two large habitats are connected by a narrow corridor. This corridor facilitates the movement of the individuals from one habitat to the other, and thus the pattern formation in both the habitats. The paper is organized as follows. We present the spatio-temporal model in Section 2 and discuss the analytical conditions of local stability, Hopf bifurcation, and Turing bifurcation. In Section 3, we compare the different pattern formation scenarios in the square and U-shaped domains with the help of exhaustive numerical simulations. We show how the size of the habitats and the connecting channel between
the habitats affects the spatio-temporal pattern formation for different initial conditions. We further explore the transients dynamics observed in the fragmented habitat and how the connecting channel’s width affects the transient time and amplitude of the oscillations. Finally, we conclude our work in Section 4.

2. Mathematical model

In this work, we consider the following two-dimensional spatio-temporal model of prey-predator interaction with Bazykin type reaction kinetics and Allee effect in prey growth [13, 14, 15, 19]:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_1 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + u \left( r - fu - \frac{m}{b + u} - \frac{cv}{u + a} \right), \\
\frac{\partial v}{\partial t} &= d_2 \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) + sv \left( \frac{cu}{u + a} - q - pv \right),
\end{align*}
\]

subjected to non-negative initial conditions and zero-flux boundary conditions. Here, we consider mainly the U-shaped domain as an example of fragmented habitat to understand the spatio-temporal pattern formation over a non-conventional spatial domain. All the parameters involved with the model are positive constants. The parameters \( r \) and \( f \) denote the intrinsic growth rate and intra-specific competition strength of the prey population. The additive Allee effect is modelled by the term \( bu/(m + u) \), where \( b \) measures the strength of the Allee effect and \( m \) is the prey population size at which the fitness is half of the maximum value. Consumption of prey by their specialist predator follows saturating functional response, \( c \) is the prey capturing rate by the predator and \( a \) measures the half-saturation level. The predator’s natural death rate and density-dependent death rate are denoted by \( q \) and \( p \), respectively. The multiplicative parameter \( s \) is the feed concentration for the specialist predator. In a crude sense, the growth of the predator population follows a logistic type growth law \( (dv/dt = \alpha v - \beta v^2) \) where the growth rate is prey dependent \( \alpha \equiv csu/(u + a) - sq \) and \( \beta = sp \).

The temporal model corresponding to the spatio-temporal model (1) is given by

\[
\begin{align*}
\frac{du}{dt} &= u \left( r - fu - \frac{m}{b + u} - \frac{cv}{u + a} \right) \equiv u g(u) - h(u)v, \\
\frac{dv}{dt} &= sv \left( \frac{cu}{u + a} - q - pv \right) \equiv s \left( h(u) - m(v) \right) v,
\end{align*}
\]

with non-negative initial conditions and the functions \( g(.) \), \( h(.) \) and \( m(.) \) are given by

\[
g(u) = r - fu - \frac{m}{b + u}, \quad h(u) = \frac{cu}{u + a}, \quad m(v) = q + pv.
\]
These three functions represent the per capita growth rate of the prey in the absence of a predator, prey-dependent functional response and density-dependent per capita predator’s death rate, respectively. The model under consideration is a Gause type prey-predator model with specialist predator and additive Allee effect in prey growth.

As per the primary goal of this work, we consider the case of a unique coexisting equilibrium point, which is the unique point of intersection of non-trivial nullclines \( g(u) - vh(u)/u = 0 \) and \( h(u) = m(v) \) in the interior of the first quadrant. Let \( E_s(u_*, v_*) \) be the non-trivial equilibrium point, then \( v_* = u_* g(u_*)/h(u_*) \), \( u_* = h^{-1}(m(v_*)) \). In other words, \( u_* \) is a positive root of the quadratic equation

\[
A_0 u^4 + A_1 u^3 + A_2 u^2 + A_3 u + A_4 = 0,
\]

where \( A_0 = rpf, A_1 = rp((2a + b)/f - 1), A_2 = a(a + 2b)rp + mp + c(c - q) - (2a + b)rp, A_3 = a^2brpf + 2amp + bc(c - q) - a(a + 2b)rp - acq, A_4 = a^2p(m - br) - acq, \) and \( v_* \) is given by

\[
v_* = \frac{1}{p} \left( \frac{cu_*}{u_* + a} - q \right).
\]

For the feasibility of \( v_* \), we require the restrictions \( u_* > ap/(c - q) \) and \( c > a \).

### 2.1. Local stability and Hopf-bifurcation

We use Routh-Hurwitz criteria to determine the local asymptotic stability of coexisting equilibrium point [22]. The Jacobian matrix of the system \( (4) \) evaluated at \( E_s \) is given by

\[
J_s = \begin{bmatrix}
g(u_*) + u_* g'(u_*) - h'(u_*) v_* & -h(u_*) \\
sh'(u_*) v_* & -spv_*
\end{bmatrix} \equiv \begin{bmatrix}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22}
\end{bmatrix}.
\]

According to the Routh-Hurwitz criteria [23], \( E_s \) is locally asymptotically stable if the following two conditions are satisfied:

\[
\text{tr}(J_s) = \alpha_{11} + \alpha_{22} < 0, \quad \text{det}(J_s) = \alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21} > 0.
\]

Components of \( E_s \) are positive, parameters are positive and \( h'(u) > 0 \) for all \( u > 0 \). Except \( \alpha_{11} \), signs of other entries of \( J_s \) are fixed and hence the sufficient condition for local asymptotic stability of \( E_s \) is given by \( \alpha_{11} < 0 \).

The coexisting steady-state \( E_s \) loses stability through Hopf bifurcation whenever \( \alpha_{11} > 0 \). The Hopf bifurcation condition for the coexistence equilibrium \( E_s \) is given by

\[
\text{tr}(J_s) = 0, \quad \text{det}(J_s) > 0, \quad \frac{d}{ds} \left[ \text{tr}(J_s) \right] \neq 0.
\]

It is interesting to mention that the components of \( E_s \) can not be found explicitly, however, the model formulation allow us to obtain the Hopf-bifurcation threshold explicitly in terms of \( s \) as:

\[
s_{H} = \frac{g(u_*) + u_* g'(u_*) - h'(u_*) v_*}{pv_*}.
\]

Note that the Hopf bifurcation threshold is feasible when \( \alpha_{11} > 0 \) and \( \alpha_{11}\alpha_{22} > \alpha_{12}\alpha_{21} \). One can find a limit cycle in the vicinity of Hopf bifurcation threshold, and the stability of Hopf bifurcating limit cycle
dependence on the sign of the first Lyapunov number \([22, 24]\). To obtain the expression for the first Lyapunov number, we first expand the Taylor series expansion of the system \((4)\) around \(E_s\), \(s = s_H\) as the following

\[
\begin{align*}
\frac{du_1}{dt} &= \beta_{10}u_1 + \beta_{01}v_1 + \beta_{20}u_1^2 + \beta_{11}u_1v_1 + \beta_{02}v_1^2 + \beta_{03}u_1^3 + \beta_{21}u_1^2v_1 + \beta_{12}u_1v_1^2 + \beta_{03}v_1^3 + \cdots \quad (9a) \\
\frac{dv_1}{dt} &= \gamma_{10}u_1 + \gamma_{01}v_1 + \gamma_{20}u_1^2 + \gamma_{11}u_1v_1 + \gamma_{02}v_1^2 + \gamma_{30}u_1^3 + \gamma_{21}u_1^2v_1 + \gamma_{12}u_1v_1^2 + \gamma_{03}v_1^3 + \cdots \quad (9b)
\end{align*}
\]

The expression for the first Lyapunov number is given by

\[
\sigma = -\frac{3\pi}{2\beta_{01}\Delta^{3/2}} \left[ \beta_{10}\gamma_{10}(\beta_{11}^2 + \beta_{11}\gamma_{02} + \beta_{02}\gamma_{11}) + \beta_{10}\beta_{01}(\gamma_{11} + \beta_{20}\gamma_{11} + \beta_{11}\gamma_{02}) \\
+ \gamma_{10}(\beta_{11}\beta_{02} + 2\beta_{02}\gamma_{02}) - 2\beta_{10}\gamma_{10}(\gamma_{02} - \beta_{02}\beta_{20}) - 2\beta_{10}\beta_{01}(\beta_{20}^2 - \gamma_{20}\gamma_{02}) \\
- \beta_{01}^2(2\beta_{20}\gamma_{10} + \gamma_{11}\gamma_{02}) + (\beta_{01}\gamma_{10} - 2\beta_{01}^2)(\gamma_{11}\gamma_{02} - \beta_{11}\beta_{20}) \\
- (\beta_{10}^2 + \beta_{01}\gamma_{10})(3(\gamma_{10}\gamma_{03} - \beta_{01}\beta_{30}) + 2\beta_{10}(\beta_{21} + \gamma_{12}) + (\gamma_{10}/\beta_{12} - \beta_{01}\gamma_{21})) \right], \quad (10)
\]

where \(\Delta = \beta_{10}\gamma_{10} - \beta_{01}\gamma_{10}\). The Hopf bifurcation is super-critical if \(\sigma < 0\) and is sub-critical for \(\sigma > 0\). We verify the stability of Hopf bifurcating limit cycle with the help of numerical example.

### 2.2. Turing bifurcation

Here we derive the Turing instability condition for the system \((1)\) around the homogeneous steady-state \(E_s\), where \(u(t, x, y) = u_s, v(t, x, y) = v_s\) is the homogeneous steady-state for \((1)\). The model \((1)\) is subject to the non-negative initial condition

\[
u(0, x, y) = u_0(x, y) \geq 0, \quad v(0, x, y) = v_0(x, y) \geq 0, \quad 0 \leq x, y \leq L,
\]

and zero-flux boundary condition along the boundary of the square domain.

After linearizing the system \((1)\) around the homogeneous steady-state \(E_s\), we obtain the following system of linear PDEs in terms of the perturbation variables \(u_1(t, x, y)\) and \(v_1(t, x, y)\):

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= d_1 \left( \frac{\partial^2 u_1}{\partial x^2} + \frac{\partial^2 u_1}{\partial y^2} \right) + \alpha_{11}u_1 + \alpha_{12}v_1, \\
\frac{\partial v_1}{\partial t} &= d_2 \left( \frac{\partial^2 v_1}{\partial x^2} + \frac{\partial^2 v_1}{\partial y^2} \right) + \alpha_{21}u_1 + \alpha_{22}v_1.
\end{align*}
\]

We assume that the solution of the system of linear equations \((12)\) satisfying the no-flux boundary conditions and the solution is in the form

\[
\begin{align*}
u_1(t, x, y) &= \epsilon_1 e^{\lambda t} \cos(k_1 x) \cos(k_2 y), \quad \nu_1(t, x, y) &= \epsilon_2 e^{\lambda t} \cos(k_1 x) \cos(k_2 y),
\end{align*}
\]

where \(\epsilon_1, \epsilon_2 \ll 1\) are two arbitrary constants and \(k = \sqrt{k_1^2 + k_2^2}\) is wave number with \(k_1 = n_1\pi/L, k_2 = n_2\pi/L, n_1\) and \(n_2\) are two natural numbers. For a non-trivial solution \((13)\) of the linear system of equations \((12)\), \(\lambda\) satisfies the following characteristics equation

\[
|M(k) - \lambda I_2| = 0,
\]

where

\[
M(k) = \begin{pmatrix}
\alpha_{11} - d_1k^2 & \alpha_{12} \\
\alpha_{21} & \alpha_{22} - d_2k^2
\end{pmatrix},
\]
\[ \alpha_{ij}'s \ (i, j = 1, 2) \text{ are given in (5). After expanding the characteristic equation (14), we obtain} \]

\[ \lambda^2 - ((\alpha_{11} + \alpha_{22}) - (d_1 + d_2)k^2)\lambda + h(k^2) = 0, \]  

where

\[ h(k^2) = d_1d_2k^4 - (d_2\alpha_{11} + d_1\alpha_{22})k^2 + \alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21}. \]  

The homogeneous steady-state \( E_s \) is stable under small amplitude heterogeneous perturbation if both the eigenvalues of the characteristic equation (16) has a negative real part. Turing instability sets in due to the destabilization of homogeneous steady-state \( E_s \), when one root of the characteristic equation (16) passes through zero at some critical wave number. At the same time, the other root of the characteristic equation remains negative. The critical wave number \( k_c \) can obtain by solving the equation \( \frac{dh(k^2)}{dk^2} = 0 \) for \( k^2 \), which is given by

\[ k_c^2 = \frac{1}{2d_1d_2} (d_2\alpha_{11} + d_1\alpha_{22}). \]

As the critical wave number \( k_c \) is a real number, the dimensionless diffusion coefficients \( d_1, d_2 > 0 \), feasible existence of \( k_c \) demands the satisfaction of the implicit parametric restriction \( d_2\alpha_{11} + d_1\alpha_{22} > 0 \). Turing instability occurs when a stable homogeneous steady-state (which is stable under small amplitude homogeneous perturbation) becomes unstable under small amplitude heterogeneous perturbation. We first assume that the homogeneous steady-state \( E_s \) is locally asymptotically stable, i.e., the conditions (6) are satisfied. Hence, for positive \( d_1 \) and \( d_2 \), \( \alpha_{11} + \alpha_{22} < 0 \) and \( d_2\alpha_{11} + d_1\alpha_{22} > 0 \) satisfied simultaneously when \( \alpha_{11}\alpha_{22} < 0 \). The equation of Turing bifurcation boundary can be obtained by eliminating \( k^2 \) from \( h(k^2) = 0 \) with the help of \( \frac{dh(k^2)}{dk^2} = 0 \) as follows,

\[ d_2\alpha_{11} + d_1\alpha_{22} = 2\sqrt{d_1d_2\alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21}}. \]

The Turing bifurcation curve is feasible under the implicit parametric restrictions \( \alpha_{11}\alpha_{22} < 0 \) and \( \alpha_{11}\alpha_{22} > \alpha_{12}\alpha_{21} \). These two conditions can be written in terms of \( M(k) \) as follows

\[ \text{tr}(M(0)) < 0, \quad \det(M(0)) > 0. \]  

The wavenumber \( k \) is given by \( k = \sqrt{\frac{n_1^2\pi^2}{L^2} + \frac{n_2^2\pi^2}{L^2}} \), where \( L \) is the length of the square domain, \( n_1 \) and \( n_2 \) are two natural numbers. We use the notation \( \omega = \pi/L \). After substituting \( k^2 = (n_1^2 + n_2^2)\omega^2 \) in \( h(k^2) = 0 \) and then solving for \( d_2 \), we find the explicit expression for Turing bifurcation boundary corresponding to the admissible unstable eigenmodes \( (n_1, n_2) \) as

\[ d_{2T}(n_1, n_2) = \frac{(n_1^2 + n_2^2)\omega^2d_1\alpha_{22} - \alpha_{11}\alpha_{22} + \alpha_{12}\alpha_{21}}{d_1(n_1^2 + n_2^2)\omega^2((n_1^2 + n_2^2)\omega^2 - a_{11})}. \]

For a given set of parameter values, suppose the homogeneous coexisting steady-state \( E_s \) is stable under temporal perturbation (i.e. the condition (20) holds), then \( E_s \) is stable under heterogeneous perturbation for \( d_2 < d_{2T} \) and is unstable for \( d_2 > d_{2T} \). Depending upon the chosen parameter values involved with the reaction kinetics, one can find more than one set of values for \( (n_1, n_2) \) such that \( d_{2T}(n_1, n_2) \) is feasible. Consequently, for a fixed set of parameter values, we find multiple feasible thresholds \( d_{2T}(n_1, n_2) \), which indicates the existence of multiple heterogeneous stationary solutions. However, it is not easy to determine the number of heterogeneous stationary solutions. We obtain the pattern through numerical simulation is determined by the feasible value of \( d_2 > d_{2T}(n_1, n_2) \) and the admissible value of \( (n_1, n_2) \) corresponding
We will explain this idea in detail with the help of a numerical example in the following section. For a given set of parameter values, we can find a different admissible set of values for $d$ and the positivity of $d$, such that $h(k^2) < 0$ for $k_1 < k < k_2$, where $k_1$ and $k_2$ are given by

$$
\begin{align}
  k_1^2 &= \frac{d_2\alpha_{11} + d_1\alpha_{22} - \sqrt{(d_2\alpha_{11} + d_1\alpha_{22})^2 - 4d_1d_2(\alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21})}}{2d_1d_2}, \\
  k_2^2 &= \frac{d_2\alpha_{11} + d_1\alpha_{22} + \sqrt{(d_2\alpha_{11} + d_1\alpha_{22})^2 - 4d_1d_2(\alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21})}}{2d_1d_2}.
\end{align}
$$

For $d_2 > d_{2T}$, one can verify that the condition $d_2\alpha_{11} + d_1\alpha_{22} > 2\sqrt{d_1d_2(\alpha_{11}\alpha_{22} - \alpha_{12}\alpha_{21})}$ holds, and the positivity of $d_2\alpha_{11} + d_1\alpha_{22}$ ensures the feasibility of $k_1$ and $k_2$. Depending upon the choice of parameter values and the size of the domain, we can find more than one combination of $(n_1, n_2)$ for which the following result holds

$$
k_1 < \frac{\pi}{L}\sqrt{n_1^2 + n_2^2} < k_2.
$$

For a given set of parameter values, we can find a different admissible set of values for $(n_1, n_2)$ such that the above inequality is satisfied. But, the resulting stationary pattern is the combination of $(n_1, n_2)$ which corresponds to the maximum value of the real part of $\lambda(k)$ which is a root of the characteristic equation (16).

3. Stationary and non-stationary patterns

In this work, we are interested in understanding the pattern formation over a complex domain whose shape is different from a square or a rectangle. For this purpose, we first present various types of stationary and non-stationary patterns produced by model (1) over a square domain briefly. A detailed discussion on these patterns can be found in our earlier works [14, 15]. We summarize the resulting patterns produced by the model (1) over a square domain in the following subsection, along with the illustration of the analytical results mentioned in the previous section.

We fix the parameter values $r = 1$, $f = 0.1$, $m = 0.1$, $b = 0.9$, $c = 1$, $q = 0.35$, $p = 0.0425$ throughout this work and vary $s, a, d_1$ and $d_2$. We vary the parameter $a$ within the range $[1.5, 2.5]$ such that the model admits only one coexistence equilibrium point for the temporal model (4) and unique coexistence homogeneous steady-state for the spatio-temporal model (1). The parameter $s$ has no role to determine the level of steady-state, however, regulates the stability of coexistence state. Change in the stability of coexistence equilibrium point through super-critical Hopf-bifurcation is shown in Fig. 1 with the variation of the parameters $a$ and $s$ respectively. We prepare two bifurcation diagrams by keeping one of the parameters $a$ and $s$ fixed while varying the other one. For $a = 1.5$, the Hopf-bifurcation threshold is $s = 2.89897$ and for $s = 3$ fixed we find the Hopf-bifurcation threshold as $s = 1.467136$. For the first case, i.e., for $a = 1.5$, $s = 2.89897$, we calculate the first Lyapunov number calculated as $\sigma = -0.011388$. Here, the negative first Lyapunov number ensures that the Hopf-bifurcation is super-critical.
\begin{align*}
(a) \quad a &= 1.5 \\
(b) \quad s &= 3
\end{align*}

Figure 1: Bifurcation diagrams of the coexistence steady-state through super-critical Hopf-bifurcation with the variation of (a) the parameter $s$ and (b) the parameter $a$.

3.1. Pattern formation over square domain

Here we consider the pattern formation by the model (1) over a square domain $[0, L] \times [0, L]$, subject to zero-flux boundary condition and non-negative initial condition

\begin{align*}
&u(0, x, y) = u^* + \epsilon \xi(x, y), \quad v(0, x, y) = v^* + \epsilon \eta(x, y), \\
&\text{where } \xi(x, y) \text{ and } \eta(x, y) \text{ are two Gaussian white noises } \delta\text{-correlated in space } [16, 17] \text{ and } \epsilon \text{ measures the amplitude of small heterogeneous perturbation from the homogeneous steady-state.}
\end{align*}

As mentioned above, henceforth, we mention only the values of $s$, $a$, $d_1$ and $d_2$ to obtain various stationary and dynamic patterns.

We present three different stationary patterns in Fig. 2. For stationary patterns we fix $s = 3$, $d_1 = 0.15$, $d_2 = 10$, we find hot spot pattern for $a = 1.65$, labyrinthine pattern for $a = 2$ and cold spot pattern for $a = 2.2$. We choose the length of the square domain as $L = 200$ for the numerical solution of stationary patterns.

It is important to mention here that the obtaining stationary patterns presented in Fig. 2 are at a different time as the transient pattern persists for different duration of time. Three different stationary patterns are obtained at $t = 500$ (hot spot), $t = 1800$ (labyrinthine) and $t = 2500$ (cold spot) respectively. For these choices of parameter values, homogeneous coexistence steady-state is stable, and the magnitude of diffusion coefficients satisfy the Turing instability condition. Hence, the resulting patterns are Turing patterns and are stationary. However, the duration of the transient pattern depends on the strength of temporal interactions and the magnitude of the diffusion parameters.

The dispersion relations corresponding to three stationary Turing patterns presented in Fig. 2, are presented in Fig. 3. For $a = 1.65$, the largest real part of the eigenvalues of the characteristic equation (16) is positive for $k \in (k_1, k_2) = (0.49, 1.21)$ and is maximum at $k = 0.773$. There are plenty of choices for $n_1$ and $n_2$ such that the inequality $0.49 < \frac{\pi}{L} \sqrt{n_1^2 + n_2^2} < 1.21$ holds, for $L = 200$. In particular, the value $k = 0.773$, corresponding to the maximum real part of the eigenvalue, can be achieved from the expression $\frac{\pi}{L} \sqrt{n_1^2 + n_2^2}$ for a couple of choices of $n_1, n_2$, namely $(n_1, n_2) = (35, 35)$, $(n_1, n_2) = (34, 36)$, $(n_1, n_2) = (36, 34)$ and so on. The choice of $(n_1, n_2)$ for which $\frac{\pi}{200} \sqrt{n_1^2 + n_2^2}$ is close to $k = 0.773$ is $(n_1, n_2) = (35, 35)$. The resulting pattern presented in Fig. 2(a) shows equal number of peaks within the domain $[200 \times 200]$ as the number of peaks we find for the function $\cos \frac{n_1 \pi x}{200} \cos \frac{n_2 \pi y}{200}$ when plotted over a same domain size. Similar argument holds for the patterns presented in other panels of Fig. 2.

We present some critical curves for the Turing instability of the spatially homogeneous steady state in Fig. 4. We plot these curves in thin black. For each $(n_1, n_2)$, we find these curves by solving the equation (17) for $d_2$ with varying $a$. Specifically, two critical curves are marked (thick magenta curves) with the
Figure 2: Stationary Turing patterns produced by the model (1) for fixed parameter values $s = 3$, $d_2 = 10$ and three different values $a$: (a) $a = 1.65$, hot spot pattern; (b) $a = 2$, labyrinthine pattern; (c) $a = 2.2$, cold spot pattern.

Figure 3: The plot of dispersion relations corresponding to three stationary patterns presented in Fig. 2. Imaginary parts are plotted in red and the maximum real parts plotted in blue for the eigenvalues $\lambda(k)$. Mode numbers, while the rest are not (thin black curves). For $a = 1.65$, the Turing bifurcation threshold lies close to the critical curve mode $(19, 55)$. It is the only exciting mode that determines the spatial pattern of the emerging wave dynamics. For $a = 1.65$, $d_2 = 4.986$, the largest real part of the eigenvalues of the characteristic equation (16) is positive for $k \in (k_1, k_2) = (0.911, 0.921)$ and is maximum at $k = 0.916$. Therefore, for $n_1 = 19$, $n_2 = 55$ and $L = 200$, the inequality $0.911 < \frac{\pi}{L} \sqrt{n_1^2 + n_2^2} < 0.921$ holds as $k = 0.916$ corresponds to the maximum real part of the eigenvalue, and it is close to the value of the expression $\frac{\pi}{L} \sqrt{n_1^2 + n_2^2} = 0.914$ while $(n_1, n_2) = (19, 55)$. Hence, $(19, 55)$ is a reasonable critical mode and the corresponding mode curve is close to the Turing bifurcation threshold [25]. Similarly, the mode curve for $a = 2.25$ and close to Turing bifurcation curve is determined by the mode numbers $(n_1, n_2) = (9, 47)$.

The stationary patterns presented in Fig. 2 correspond to the parameter values from the pure Turing domain as well as from Turing-Hopf domain. From the dispersion relations, we can identify that $a = 1.65$ corresponds to the parameter value in the pure Turing domain as the real part of $\lambda(k)$ is negative at $k = 0$. On the other hand, for $a = 2$ and $a = 2.5$, the real parts of $\lambda(k)$ is positive when $k = 0$. For parameter values within the Turing-Hopf domain, the real part of the eigenvalue for $k = 0$ is less than the maximum real part of the eigenvalue for some $k \neq 0$, and hence we find stationary patterns. A consolidated pattern diagram is presented in Fig. 5 for a range of values of the parameters $a$ and $d_2$. Stationary heterogeneous patterns exist for parameter values above the Turing bifurcation curve (magenta color curve). Below the
Figure 4: Critical Turing instability curves for various unstable spatial modes \((n_1, n_2)\) according to the stability condition \(h(k^2) > 0\) defined in (17). The fixed parameter values are \(r = 1, f = 0.1, m = 0.1, b = 0.9, c = 1, s = 3, q = 0.35, p = 0.0425\) and \(d_1 = 0.15\).

Turing bifurcation curve, homogeneous steady-state is stable, and the level of stable homogeneous steady-state varies with the change of the value of \(a\) from 1.5 to 2.4.

Now we consider a non-Turing pattern for \(d_1 = d_2 = 1\) which is in fact a non-stationary pattern. For \(a = 1.0, s = 2.0\), and other parameter values as mentioned earlier, we find spatio-temporal chaos as shown in Fig. 6(a). We obtain this spatio-temporal chaotic pattern through the numerical simulation over a square domain of size \(L = 200\) by taking the initial condition as mentioned in (24) and the zero-flux boundary condition. The chaotic pattern is shown for \(t = 1000\), the nature of the chaotic pattern is interacting spiral chaos. We have verified the chaotic nature of the resulting pattern by plotting the chaotic oscillation of time evolution of spatial averages of prey and predator population densities \(\langle u \rangle\) and \(\langle v \rangle\) in Fig. 6(b). This spatio-temporal chaotic pattern also exhibits sensitivity to the initial condition, but we omit that result for the sake of brevity. A detailed discussion about the verification of sensitivity of spatial pattern to initial condition for the spatio-temporal model is available in [18].

3.2. Pattern formation in U-shaped domain

In this section, we consider the effect of the shape of the domain on spatio-temporal pattern formation. To understand the effect of the complex shape of the domain on the pattern formation, we consider the U-shaped domain as shown in Fig. 7. Here, the connection between two large habitats is like a channel where the individuals can move from one domain to another. The U-shaped domain is characterized by the length \(L_2\) and width \(L_{x_1}, L_{x_3}\) of two habitats and the length \(L_{x_2}\) and width \(L_y\) of the connecting channel. First, we consider the pattern formation over the U-shaped domain when the size of the two patches are the same, and the connecting channel is reasonably wide. Next, we consider how the length and width of the connecting channel and the difference in the size of the two patches affect the various aspects of spatio-temporal pattern formation.
Figure 5: Consolidated pattern diagram in $a - d_2$-parameter space of the spatio-temporal model (1) for the parameter values $s = 3$ and $d_1 = 0.15$.

For the numerical simulations, we consider the following initial condition:

$$
u(0, x, y) = \begin{cases} u_* + \epsilon \xi(x, y) & (x, y) \in D_1, \\ u_* & \text{elsewhere} \end{cases}$$

and

$$\begin{cases} v_0 + \epsilon \eta(x, y) & (x, y) \in D_1, \\ v_* & \text{elsewhere} \end{cases}$$

where $D_1 = [0, L_{x_1}] \times [0, L_{y_1}]$ and $\xi(x, y), \eta(x, y)$ are spatially uncorrelated Gaussian white noise terms. The boundary condition is assumed to be no-flux along the boundaries of the entire domain. For our convenience of further discussion, we denote the domain consisting of the connecting corridor and the patch on the right-hand side as $D_2$. It can be defined as $D_2 = \{ [L_{x_1}, L_{x_1} + L_{x_2}] \times [0, L_{y_1}] \} \cup \{ [L_{x_1} + L_{x_2}, L_{1}] \times [0, L_{2}] \}$.

Here, we first consider both the patches identical, and the parameter values are uniform over the entire U-shaped domain. Figure 8 depicts the pattern formation over the entire domain for different values of $a$, $s$, $d_1$ and $d_2$ keeping other parameters fixed as mentioned in the previous sub-section. We see that a similar
type of stationary or dynamic pattern covers the entire U-shaped domain for fixed parameter values, as if the domain shape does not affect the resulting pattern. This observation is true if we perform the simulation over a reasonably long time and the width of the patches and the connecting channel is reasonably large. The characterization of the phrase ‘reasonably large’ is explained below in detail for the specific choices of \( L_{x_j}, j = 1, 2, 3 \) and \( L_y \). The domain size in Fig. 8 is \( L_2 = 200, L_{x_1} = L_{x_3} = 80, L_{x_2} = 40 \) and \( L_y = 40 \). Depending on the choice of the parameters, the stationary and dynamic pattern engulf the entire U-shaped domain for the case of a reasonable large connecting channel, like the shape of the domain does not affect the pattern formation.

Now we explain how the size of the patches and connecting channel affect the spatio-temporal pattern formation. To explain this idea, we start with the parameter values \( s = 3, a = 1.5, d_1 = 0.15, d_2 = 10 \); (b) labyrinthine pattern \( (s = 3, a = 2, d_1 = 0.15, d_2 = 10) \); (c) spatio-temporal chaotic pattern \( (s = 1, a = 1, d_1 = 1, d_2 = 1) \). Patterns are obtained at \( t = 1500 \), see the text for the measure of the U-shaped domain.

Now we explain how the size of the patches and connecting channel affect the spatio-temporal pattern formation. To explain this idea, we start with the parameter values \( s = 3, a = 1.5, d_1 = 0.15 \) and \( d_2 = 10 \). Specific values pertaining to the domain size are \( L_2 = 200, L_{x_1} = L_{x_3} = 80, L_{x_2} = 40 \) and \( L_y = 2 \) and we use the initial condition \( (25) \). We present the pattern formation at different time steps in Fig. 9. First, we observe a hot-spot pattern in the domain \( D_1 \) and an almost uniform distribution of the populations in the rest
of the domain. Then a periodic travelling wave appears in the connecting channel and spread the population in the domain $D_2$ where $D_2 = [L_{x_1} + L_{x_2}, L_1] \times [0, L_2]$. The periodic travelling wave-like pattern breaks down once it hit the boundary, and then a stationary hot spot covers the entire U-shaped domain $D_2$ [see Fig. 9(c)]. It is interesting to note that the formation of stationary pattern in $D_2$ is regulated by the width of the connecting channel (i.e. $L_y$).

The initial wave propagation profile through the connecting channel to the domain $D_2$ solely depend upon the width of the channel and the choice of the initial condition in $D_2$. With the same choice of parameter values as mentioned in the above paragraph, we choose the initial condition in the domain $D_1$ is the stationary hot-spot pattern as shown in earlier figures [cf. Fig. 9(c)]. We define two different initial conditions as follows:

$$u(0, x, y) = \begin{cases} \bar{u}(x, y) & (x, y) \in D_1, \\ \bar{u}(x, y) & (x, y) \in D_2 \end{cases}, \quad v(0, x, y) = \begin{cases} \bar{v}(x, y) & (x, y) \in D_1, \\ \bar{v}(x, y) & (x, y) \in D_2 \end{cases},$$

(26)

and

$$u(0, x, y) = \begin{cases} 0 & (x, y) \in D_1, \\ \bar{u}(x, y) & (x, y) \in D_2 \end{cases}, \quad v(0, x, y) = \begin{cases} 0 & (x, y) \in D_1, \\ \bar{v}(x, y) & (x, y) \in D_2 \end{cases},$$

(27)

where $\bar{u}(x, y)$ and $\bar{v}(x, y)$ is some stationary or dynamic pattern obtained through prior simulation. To be specific, we consider the stationary pattern for the prey in domain $D_1$ as shown in Fig. 9(c) is $\bar{u}(x, y)$ and the corresponding pattern for the predator is chosen as $\bar{v}(x, y)$. We choose the U-shaped domain as $L_2 = 200$, $L_{x_1} = L_{x_2} = 80$, $L_{x_2} = 40$ and $L_y = 25$. The simulation results at $t = 500$ for two different initial conditions (26) and (27) are shown in Fig. 10 in the left and right panel, respectively. For a large time, a non-homogeneous stationary pattern occurs for both the initial conditions. But, the absence of the prey and predator species on the right side patch and the connecting channel (i.e. in $D_2$) favours the rapid settlement of the stationary pattern in $D_2$. We find significantly excess number of hot-spots in $D_2$ corresponding to the initial condition (27) while compared to the pattern obtained through the initial condition (26). This is not only true for the two-dimensional case, but it is also true for the one-dimensional case. We choose a similar type of initial condition for the one-dimensional case. Here, the population distribution in the left half of the domain is the non-homogeneous stationary solution obtained through prior numerical simulation, and the right half is either a homogeneous steady-state (corresponding to the choice of parameter values) or zero.
population steady-state for both populations. We see that the zero population steady-state on the right half domain takes less time to settle the non-homogeneous stationary pattern over the entire domain than the homogeneous steady-state [see Fig. 11].

Figure 10: Transient pattern in domain $D_2$ at $t = 500$ for the parameter values $s = 3$, $a = 1.5$, $d_1 = 0.15$ and $d_2 = 10$ for two different initial conditions: (a) initial condition is (26); (b) initial condition is (27).

Figure 11: Invasion of stationary hot-spot pattern formation $D_1$ to $D_2$ for two different initial condition in $D_2$. Here $s = 3$, $a = 1.5$, $d_1 = 0.15$ and $d_2 = 10$, (a) $u(0, x) = u_*, v(0, x) = v_*$ for $x \in [L/2, L]$, (b) $u(0, x) = 0, v(0, x) = 0$ for $x \in [L/2, L]$.

The width of the connecting channel and the size of the patches are responsible for the type of stationary pattern and the time required to reach the stationary distribution. The resulting stationary pattern is related to the domain size, as the domain size allows the heterogeneous distribution to settle down to the corresponding most unstable eigenmode. To illustrate this idea, we consider the parameter values which corresponds to the labyrinthine like pattern as shown in Fig. 8(b). In order to have the right-hand patch with smaller width compared to the patch on the left, we consider the domain with $L_2 = 200$, $L_{x_1} = 80$, $L_{x_2} = 90$, $L_{x_3} = 30$ and $L_y = 5$. Here, we choose the initial condition as (25) for the numerical simulation. We find a labyrinthine pattern in the left patch $D_1$. However, a stripe pattern appears in the right patch [see Fig. 12]. We obtain this pattern at $t = 1800$; this stationary pattern remains unaltered if we run the numerical simulations over a longer time.
3.3. Transient pattern

In order to see the formation of spatio-temporal chaotic pattern over the U-shaped domain, we choose $a = 1$, $s = 2$, $d_1 = d_2 = 1$. We take the initial condition (25) and domain size as $L_1 = 400$, $L_2 = 200$, $L_{x_1} = L_{x_3} = 180$, $L_{x_2} = 40$ and $L_y = 2$. We plot the chaotic patterns at two different time steps in Fig. 13. As the width of the channel is narrow, the spatio-temporal chaotic pattern occurs on the right-hand patch after a considerable elapsed time interval. Initially, we observe a modulated periodic travelling wave-like pattern propagates, and then the chaotic spatial distribution appears later. Without any loss of generality, we can consider the modulated periodic travelling wave-like pattern in the right-hand patch as a transient pattern. If we look at the emerging pattern, it is challenging to realize the periodic nature of the transient pattern. However, we can interpret the transient pattern that appears at the right-hand patch from initial to some advancement of time as periodic with varying amplitude. For this, we plot the time evolution of the spatial average of prey densities in the domains $D_1$ and $D_2$.

It is interesting to report that the time evolution of spatial average of the prey population density in $D_1$ and $D_2$ exhibit significantly different behaviour during some initial time interval. The time evolution of spatial averages of prey density in $D_1$ and $D_2$ are plotted in blue and magenta color, respectively. The numerical simulation is performed with the initial condition (25) and over a significantly large time interval $[0, 1500]$. From Fig. 14, we can observe that the spatial average of prey density in $D_1$ exhibits a short transient oscillation before entering the chaotic regime. However, the spatial average of prey density in $D_2$ shows large-amplitude oscillation of varying magnitude for a considerable time before entering the chaotic regime. The high amplitude periodic oscillation of the spatial average sets in within a short time compared to the duration over which it declines. The width of the chaotic oscillation of the average prey density in $D_2$ matches with the average prey density in $D_1$ after a considerable time.

Finally, we like to remark that the duration of transient oscillation of average prey density in $D_2$ depends on the width of the connecting channel. The time evolution of spatial averages of prey density in the domains $D_1$ and $D_2$ are presented in Fig. 14 for two different values of $L_y$. We have chosen $L_y = 25$ and $L_y = 50$, keeping other measures related to the domain size unaltered. With an increase in the magnitude of $L_y$, the duration of the periodic oscillation with varying amplitudes decreases.
Figure 13: Spatio-temporal chaotic pattern in $\mathcal{D}_1$ and transient pattern in $\mathcal{D}_2$. See text for parameter values, initial condition and measure of the U-shaped domain.

Figure 14: Plots of time evolution of spatial averages of prey distribution in $\mathcal{D}_1$ (blue) and $\mathcal{D}_2$ (magenta) for three different measures of the width of the connecting channel. (a) $L_y = 5$, (b) $L_y = 50$, (c) $L_y = 100$. For other details, see the text.

4. Conclusion

The main objective of this work is to understand the effect of fragmented habitat on spatio-temporal pattern formation. Most of the research works carried out so far, in the context of spatial pattern formation for interacting population models, is based upon the square and rectangular domain. The domain choice is mainly due to the applicability of requisite mathematical analysis and the simplicity of numerical simulations. In reality, the natural habitats of interacting populations are neither square/rectangular nor having equal width everywhere. Mostly, the boundary of the natural habitats are fractals in nature. To understand the effect of the shape and size of the fragmented habitat, we have considered the problem of spatio-temporal pattern formation in a U-shaped domain. So far as our knowledge goes, there are very few works on the pattern formation over a complex or fragmented habitat [8, 9]. Here, the U-shaped domain under consid-
eration represents two large habitats connected by a channel through which individuals can move from one habitat to another. Earlier works [8, 9], with an H-shaped domain, focused on the successful invasion of the exotic species from one habitat to another habitat regulated by the width of the connection between two patches. The interpretation of the fragmented domain either in the shape of ‘H’ or in the form of ‘U’ is the same, but the U-shaped domain is advantageous in the context of numerical simulation as it has fewer corner points. An important contribution of this work is the consideration of two types of pattern formation over the fragmented habitat, stationary and time-varying patterns.

We have considered a spatio-temporal prey-predator model with additive Allee effect in prey growth and intra-specific competition among the predators. A wide range of pattern formation scenarios by the model under consideration is already explored in detail, with both types of Allee effects - strong and weak [14, 15, 19]. In this work, we have concentrated within the parametric setup of the weak Allee effect only. We have explained how the strength of interaction between the species (reflected through the choice of parameter values involved with the reaction kinetics) and diffusion rate shape the stationary and dynamics patches formed by the prey and their specialist predators. As the predator species is assumed to be specialists, they always follow the prey patches to ensure the availability of their only food source. Several intrinsic factors determine the nature and size of the patches. As the growth rate of the predator is much faster than the prey, we can find several examples of such species in nature. The predator’s diffusion rate compared to the prey species plays a crucial role in determining the dynamic nature of the resulting patterns. Here we have reported three different stationary patterns, namely cold-spot, labyrinthine and hot-spot, and the spatio-temporal chaotic pattern. The spatio-temporal chaotic pattern is of the form ‘interacting spiral pattern’.

Mathematically, we have explained how the most unstable eigenmode is responsible for determining the number of stationary patches within the domain under consideration.

In the case of fragmented habitat, we have shown that the stationary and dynamic patterns can settle down over the entire domain within a reasonable time when the connecting corridor is wide enough. To explain the role of the width of the connecting corridor, we have performed numerical simulations with some specific choices of the initial condition. In most cases, we have considered a settled (non-homogeneous stationary pattern) prey and predator species in one patch. The nature of propagation of the spatial pattern to another patch depends on the width of the connecting corridor and the initial population density in the second patch. The specific choice of the initial condition described in (27) helps us to understand the speed and nature of invasion of both the population in the domain $D_2$. The initial population densities in the two patches and the width of the connecting corridor not only regulate the initial propagating fronts, rather has a significant impact on the transient pattern in $D_2$.

Through exhaustive numerical simulations and specific choices of the width of the connecting channel, we have demonstrated various types of transient patterns in the second patch. Here we highlight two important perspectives which have not been reported so far in contemporary research works. Stationary spot patterns occur for the parameter values taken from the pure Turing domain. For such a situation, targets like periodic travelling waves can not observe. However, our numerical investigation shows that the target like patterns can emerge as a transient pattern when the width of the connecting channel is less than the width of a single stationary patch [see Fig. 9(a)]. For the choice of parameter values corresponding to the interacting spiral chaos, we find a wave of invasion in the second patch as a transient pattern [see Fig. 13(a)]. The width of the connecting channel solely regulates the persistence time of the invasive wave in the right-hand patch. Based upon these interesting observations, we can conclude that further investigation is needed to understand the spatio-temporal pattern formation over more complex/fragmented habitats. The novelty of this work is the identification of transient patterns in the context of interacting population models. Apart from the investigation of spatio-temporal pattern formation over a complex habitat, the alteration of chaotic
and invasive patterns due to the presence of obstacles within the habitat is another interesting area of research [26, 27]. It is needless to say that research with transient phenomena in population biology is an exciting research topic nowadays [28, 29, 30, 31]. Identification of transient dynamics in the context of spatial pattern formation is rare in the literature; some recent works have identified quasi-steady-state transient patterns before settling to stationary state [32, 33]. So far as our knowledge goes, this is the first work towards identifying transient patterns over a complex domain.
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