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Abstract
To select the best features to model the signatures is one of the major challenges in the field of online signature verification. To combine different feature sets, selected by different criteria, is a useful technique to address this problem. In this line, the analysis of different features and their discriminative power has been researchers’ main concern, paying less attention to the way in which the different kind of features are combined. Moreover, the fact that conflicting results may appear when several classifiers are being used, has rarely been taken into account. In this paper, a score level fusion scheme is proposed to combine three different and meaningful feature sets, viz., an automatically selected feature set, a feature set relevant to Forensic Handwriting Experts (FHEs), and a global feature set. The score level fusion is performed within the framework of the Belief Function Theory (BFT), in order to address the problem of the conflicting results appearing when multiple classifiers are being used. Two different models, namely, the Denoeux and the Appriou models, are used to embed the problem within this framework, where the fusion is performed resorting to two well-known combination rules, namely, the Dempster-Shafer (DS) and the Proportional Conflict Redistribution (PCR5) one. In order to analyze the robustness of the proposed score level fusion approach, the combination is performed for the same verification system using two different classification techniques, namely, Ramdon Forests (RF) and Support Vector Machines (SVM). Experimental results, on a publicly available database, show that the proposed score level fusion approach allows the system to have a very good trade-off between verification results and reliability.
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1 Introduction
Biometric systems aim to automatically recognize or verify an identity. Among the numerous available biometric techniques, signature verification is one of the most popular [1–5]. The widespread acceptance of the signatures is due to the fact that they are recognized as a legal means of verifying an individual’s identity by financial and administrative institutions, and that people are familiar with the use of signatures for identity verification in their everyday life. In addition, signatures have the advantage of being easy to collect, since no invasive methods are required to collect them.

According to the signatures’ acquisition method, signature verification systems can be categorized into...
offline and online systems. For offline systems, only the image of the signature is available, while for online systems, dynamic information acquired during the signing process, such as x and y pen coordinates, pen pressure, and even pen angles, is available. Online verification systems are believed to be more reliable than offline ones, since it would be reasonable to expect that the incorporation of dynamic information acquired during the signing process would make signatures more difficult to forge. In addition, although there exists some applications that still demand the use of the offline approach, such as Forensic Handwriting Experts (FHEs) caseworks, the use of different electronic pen-input devices, such as digitizer tablets and PDAs, has significantly increased in recent years, making online systems the current option for signature verification.

Which features should be used to model the signatures has always been a crucial issue in the field of online signature verification. Although the effectiveness of the different features for verification purposes has been largely discussed, the conflicting results in the literature make the discussion still open [6–11]. Despite the lack of conclusions, researchers agree that an interesting strategy is to combine different feature sets, selected by different criteria, in order to take advantage of their individual discriminative capabilities. In line with this idea, different online signature verification systems have been proposed in the literature combining different kind of features. Some of them, propose the combination of local features, which are computed for each point in the time sequences, and global features, which are computed from the whole signatures, and highlight the advantages of incorporating global features to the verification systems [11–14]. Some others, propose the combination of features (independently of being local or global) obtained on the basis of different feature extraction strategies, showing that the combination improves the performance with respect to the case of using each of the feature sets individually [15–18].

Despite most of the works in the literature of signature verification concerning feature combination focus their analysis on which features should be combined, it is also important to address the problem of how to combine them. Information fusion techniques have long been used in the field of biometrics in order to improve the systems' accuracy by considering multiple pieces of evidence [19–22]. The combination of different authentication systems can offer substantial improvements in their accuracy depending upon the information being combined, for instance, the different kind of features, and the fusion methodology adopted. In particular, information fusion can be performed at different levels, viz., data level, feature level, score level, or decision level. The fusion at data or feature level, usually referred to as tightly coupled integrations [23], assumes a strong interaction among the input measurements. On the other hand, the fusion at score or decision level, usually called loosely coupled systems, assumes a very little or no interaction among the inputs, since the integration occurs at the output of relatively autonomous agents, each agent independently assessing the input from its own perspective. Several works in the literature of biometrics have shown that the fusion at score level offers the best trade-off between information content and the ease in fusion [24]. Researchers in the area of signature verification agree with this idea, being score level fusion the trend in this field [13], [15–18], [25–28]. Nevertheless, examples using feature level fusion [18], [29, 30], and decision level fusion [31], can also be found.

The most commonly used technique in the literature of signature verification to perform score level fusion consists in combining the scores of the individual classifiers with simple rules, such as, *max*, *min*, *product*, *simple sum*, or *weighted sum* [20]. In [13], local and global features are combined on the basis of the *sum* and *max* rules, while in [17], such kind of features are combined on the basis of the *sum* and *product* rules. A user dependent weighting fusion is introduced in [25] for combining features in the Discrete Wavelet Transform (DWT) domain, and a *weighted geometrical* fusion rule is used in [18] for combining three different feature sets. To train a fusion algorithm using kernel methods, such as, Support Vector Machines (SVM) [15], [32], or Neural Networks (NN) [33], is also a widely used technique. In [15], a combination of two different histogram features is performed on the basis of a SVM classifier, while in [32], the SVM classifier is used to combine offline and online features. In [33], a two-stage NN is used to perform the combination of global and local features.

When combining scores obtained by multiple classifiers, conflicting results may appear, in the sense that the different classifiers may not achieve similar scores, introducing some degree of uncertainty to the classification problem. Given such a situation, it would be desirable to quantify to what extent each classifier should be trusted in. In fact, to use this information for performing the combination would allow it to be more realistic and reliable. This can be done by computing a confidence level for each classifier and embedding the classification problem in a framework capable of handling the problem’s inherent degree of uncertainty. Although being widely used, score level fusion approaches based on simple rules and kernel techniques do not perform well under this condition. Moreover, in such cases, the fusion performance decreases considerably. A suitable framework to address the problem of conflicting information is provided by the Belief Function Theory (BFT) [34, 35]. The BFT is a general framework for reasoning with uncertainty, first introduced by A. P. Dempster in the context of statistical inference [34], and developed later by G. Shafer into a general framework for modeling epistemic uncertainty [35]. The BFT has been widely used for multi-
biometric applications [24], [36–39], where conflicting results are the common scenario. Although combining multiple classifiers is a widely used technique in the field of signature verification, to the best of the authors’ knowledge, the degree of uncertainty that this technique may introduce to the classification problem has not been significantly explored. In fact, there exist few works in the literature taking into account such situation resorting to the BFT [27, 28]. In [27], the authors propose the fusion of online and offline information using SVM classifiers, and in [28], the fusion of SVM classifiers is proposed to combine different feature sets for offline verification.

In this paper, the combination of three different and meaningful feature sets, selected by different criteria, is proposed on the basis of a score level fusion approach based on the BFT, which would provide the appropriate framework to quantify the confidence in each of the classifiers, and to handle the conflicting results that may appear. In particular, an automatically selected feature set [10], a set of features relevant to Forensic Handwriting Experts (FHEs) [40], and a set of global features [11], are combined. These feature sets have already shown to have interesting discriminative capabilities, resulting not only in good verification performances, but also providing, from their own perspective, several advantages to the signature verification system. In a previous work [18], these feature sets were combined on the basis of a simpler combination approach, where the possibility of conflicting results among the different classifiers was not taken into account. Here, by actually incorporating this possibility to the analysis (through the BFT approach), it is expected for the proposed combination approach to be more reliable and, in this way, to make the whole signature verification system more secure. The idea is then to train an independent classifier using each of the three mentioned feature sets, and combine the corresponding three output scores on the basis of a score level fusion approach based on the BFT. The first step towards managing conflicting information, is to transform the information (classifiers’ output scores) into evidence, in order to embed the problem within the BFT framework. This constitutes a crucial step in the whole fusion process. In this paper, two different transfer models, namely, the Denoeux [41] and Appriou [42] models, are proposed to perform the transformation. In addition, the proposed models allow to explicitly take into account the confidence level corresponding to each classifier, by incorporating a confidence factor when converting the classifiers’ scores into belief assignments. The second step, is to actually perform the combination in the framework of the BFT, resorting to combination rules specially developed (most of them based on Dempster’s rule [43]) to work within this context. In this paper, two different and widely used rules, namely, the Dempster-Shafer (DS) [44] and the Proportional Conflict Redistribution (PCR5) one [45], are employed. Finally, to evaluate the robustness of the proposed score level fusion approach, two different and well-known classifiers, namely, Random Forests (RF) [46] and SVM [47,48], are used to build two different signature verification systems where the score level fusion approach is performed. That is, in one case, the three independent classifiers are implemented based on RF, and in the other, they are implemented based on SVM. In addition, the verification performance of the proposed score level fusion approach is analyzed for two different signature styles, namely, Western (Dutch) and Chinese, in a publicly available database [49].

The paper is organized as follows. The basics of the BFT are described in Section 2. Section 3 describes the feature sets that are to be combined. The proposed score level fusion scheme is described in Section 4. In Sections 5 and 6, the database and the evaluation protocol are described, respectively. In Section 7, the experimental results are presented and discussed. Finally, some concluding remarks are given in Section 8.

2 Basics of BFT

The BFT is a general framework for reasoning with uncertain information. It arose from the reinterpretation and development of the work of A. P. Dempster [34] by G. Shafer [35], and it is a generalization of the Bayesian theory of subjective probability. The BFT allows to combine evidence from different sources and arrive at a degree of belief (or confidence, or trust), which is represented by a mathematical object called belief function, that takes into account all the available evidence. To do so, the idea is to obtain degrees of belief for one question from subjective probabilities for a related question, and combine such degrees of belief based on specially developed combination rules, such as, Dempster’s rule or any other rule derived from it.

Generally, signature verification leads to a two-class classification problem, in the sense that an input signature can be either genuine or a forgery. For this reason, the main definitions regarding BFT are presented in the following Subsections for the case of a two-class problem.

2.1 Belief Assignments

To embed the problem within the framework of BFT, it is necessary to convert the scores of the classifiers, which are the ones that are meant to be combined, into belief assignments. In this paper, the Denoeux [41] and Appriou [42] transfer models are used to perform this transformation. Such models allow, in addition, the
possibility of actually measuring the degree of confidence in each classifier by letting to explicitly introduce the confidence factor $\alpha$ associated with each classifier.

Let $\theta_{gen}$ and $\theta_{false}$ be associated with the genuine and the forged classes, respectively, being $\Theta = \{\theta_{gen}, \theta_{false}\}$ the so-called frame of discernment. The BFT takes into account the possibility of having ambiguity in the results by considering also the case where the evidence is not strong enough to discern between the two classes, assuming the power set of $\Theta$ (2$^\Theta$) to be the (extended) set of possible results $\{\theta_{gen}, \theta_{false}, \{\theta_{gen}, \theta_{false}\}\}$. In this context, the Denoeux [41] model is given by

\[
\begin{align*}
    m_i(\theta_{gen}) &= \alpha_i \times \Psi_i(s_i) \\
    m_i(\theta_{false}) &= 1 - \alpha_i \times \Psi_i(s_i) \\
    m_i(\Theta) &= 0,
\end{align*}
\]

while the Appriou [42] one is given by

\[
\begin{align*}
    m_i(\theta_{gen}) &= \alpha_i \times \Psi_i(s_i) \\
    m_i(\theta_{false}) &= \alpha_i \times (1 - \Psi_i(s_i)) \\
    m_i(\Theta) &= 1 - \alpha_i,
\end{align*}
\]

where $m$ are the belief assignments, $i$ corresponds to the classifier, $0 < \alpha_i < 1$ is a confidence factor for each classifier, $s_i$ is the score of the classifier $i$ for a given signature, and $\Psi_i$ is a monotonically increasing function, which maps the scores into the interval $[0, 1]$. In the particular signature verification application proposed in this paper, there is no need of using the mapping function, since the scores are already in the interval $[0, 1]$ due to the classification methods being used.

As already mentioned, the proposed transfer models allow the possibility of actually measuring the degree of confidence in each classifier by letting to explicitly introduce the confidence factor $\alpha$ associated with each classifier. This is an important step in the whole proposed score level fusion scheme, since it is a step towards answering the question in the paper’s title. In addition, each of the proposed models perform the conversion and incorporates the confidence factor $\alpha$ resorting to different criteria, making it possible to analyze the impact of using one model or another in the whole score level fusion process.

Finally, from Equation (1), the reader can notice that Denoeux model does not actually take into account the case of ambiguity in the classifiers’ results since $m_i(\Theta) = 0$. This is not the case for the Appriou model (Equation (2)), where $m_i(\Theta) = 1 - \alpha_i$. In any case, that is, whether the Denoux or Appriou model is used, the conflicting results are taken into account at the combination stage by using the DS and PCR5 combination rules described in Subsection 2.2, which explicitly handle uncertainty (see Equations (3) and (4)). Then, even in the case of using the Denoux model, where the conflicting results are not considered in the transformation stage, they are handled in the combination stage.

### 2.2 Combination Rules

To perform the combination in the framework of the BFT, that is, to combine the previously calculated belief assignments, it is necessary to resort to combination rules specially developed to work in this context. In this paper, the DS [44] and PCR5 rules [45], are used.

Let $m_1(.)$ and $m_2(.)$ be the belief assignments corresponding to two different classifiers (for instance, computed as in Equations (1) or (2)). The DS combination rule [44] is defined as

\[
m_{DS}(A) = \frac{\sum(X,Y \in 2^\Theta, X \cap Y = A) m_1(X) m_2(Y)}{1 - \sum(X,Y \in 2^\Theta, X \cap Y = \emptyset) m_1(X) m_2(Y)},
\]

where $A \in 2^\Theta = \{\theta_{gen}, \theta_{false}, \{\theta_{gen}, \theta_{false}\}\}$, and the denominator is a normalizing factor which quantifies the conflict between $m_1(X)$ and $m_2(Y)$. On the other hand, the PCR5 rule [45] is defined as

\[
m_{PCR5}(A) = m_{12}(A) + \sum_{(A,B) \in 2^\Theta, A \cap B = \emptyset} \left[ \frac{m_1(A)^2 m_2(B)}{m_1(A) + m_2(B)} + \frac{m_2(A)^2 m_1(B)}{m_1(A) + m_2(B)} \right],
\]

where $m_{12}(A) = \sum(X,Y \in 2^\Theta, X \cap Y = \emptyset) m_1(X) m_2(Y)$ corresponds to the conjunctive consensus on $A$ between the classifiers.

### 2.3 Pignistic Transformation

To convert the belief functions resulting from the combination of the belief assignments (for instance, computed as in Equations (3) or (4)) into probability measures, the pignistic transformation [50] is usually
employed. It is defined as

$$P(\theta_j) = \sum_{\theta_i \in A \subseteq \Theta} \frac{|A \cap \theta_j|}{|A|} m(A),$$

(5)

where $|A|$ denotes the cardinality of $A$, and $j = \{gen, false\}$. The classification result is then based on probabilities computed as in Equation (5).

3 Feature Sets

Three different feature sets are considered. A set composed by automatically selected features (ASF), a set of features relevant to the FHEs (FHEF), and a set of global features (GF), described in Subsections 3.1.1, 3.1.2 and 3.2, respectively.

Typically, the acquired data during the signing process consists of three discrete time functions: pen coordinates ($x$ and $y$), and pen pressure $p$. Several extended functions can be computed from them [12], [51]. In this paper, the path-velocity (magnitude $v_T$ and direction $\theta$), the total acceleration $a_T$, and the log-radius curvature $\rho$, are computed from the $x$ and $y$ pen coordinates and the pen pressure $p$. Before their computation, the original $x$ and $y$ pen coordinates are normalized regarding scale and translation. The initial set of time functions, on which the selection of the three different feature sets will be performed, is composed by the $x$ and $y$ pen coordinates, the pen pressure $p$, the above mentioned extended functions, viz, $v_T$, $\theta$, $a_T$ and $\rho$, and their first and second order time derivatives.

It is important to note that, before performing the selection of the ASF and FHEF features, each of the time functions listed above is represented on the basis of the feature extraction technique described in Subsection 3.1. On the other hand, the GF features are computed directly from the original time functions, without resorting to the technique described in Subsection 3.1.

3.1 Time Function based Features

Each of the time functions listed above is decomposed by a Discrete Wavelet Transform (DWT) at different resolution levels, splitting them into low (approximation) and high (details) frequency components. The idea is to use the corresponding DWT approximation coefficients to represent the time functions.

To actually perform the DWT decomposition, the mother wavelet and the resolution level have to be chosen. In addition, previous to the DWT decomposition, the time functions have to be resampled in order to have a fixed-length feature vector. The approximation accuracy is determined by the chosen resolution level, which also determines the length of the resulting feature vector. This means a trade-off between accuracy and feature vector length, since this length has to be kept reasonably small. Then, the design parameter is, together with the mother wavelet, the length of the feature vector. The described feature extraction approach has been first introduced in [10], where experiments using different mother wavelets and resolution levels have been carried out. The best results have been obtained using the widely known db4 wavelets [52] and a resolution level of 3, that are also the mother wavelet and resolution level used here.

3.1.1 Automatically Selected Features

The ASF features are selected from the initial set of time functions listed above, based on the variable importance given by the RF algorithm. They were first introduced in [10], achieving very good verification results at the cost of being a large and complex feature set.

The feature selection is performed over a set of signatures exclusively reserved for training purposes, that is, the Training Set (see Table 1 in Section 5), for each dataset in the database, namely, Dutch and Chinese. The corresponding automatically selected feature sets are composed by:

- Dutch dataset: $x$, $a_T$, $y$, $v_T$, $p$, $dp$, $p$, $dx$, $\theta$, $dy$, $d^2x$, $d^2y$, $dv_T$,
- Chinese dataset: $y$, $x$, $p$, $v_T$, $a_T$, $dx$, $dy$, $d^2x$, $\theta$, $p$, $dp$, $d^2x$, $d\theta$, $d^2p$, $dv_T$, $dp$, $d^2\theta$,

where $df$ and $d^2f$ denote the first and second order time derivatives of the corresponding time function $f$, respectively.

Looking at the selected features for the Dutch and Chinese datasets, it can be noticed that different features are selected for each signature style. Then, to include these features to the combination, will improve its flexibility and capability to adapt to each type of signature.
3.1.2 Features Relevant to FHEs

The FHEF features, first introduced in [10], are fully interpretable by FHEs, which is an important characteristic, since these features allow automatic signature verification systems to be integrated into toolkits useful for FHEs. This is a fundamental step towards bridging the gap between the Pattern Recognition (PR) and the FHE communities, which is one of the most important current challenges in the field of signature verification. In [14], it was shown that, despite being quite simple, these features allow to build an automatic signature verification system based exclusively on them, obtaining competitive verification results.

In general, FHEs work with the image of the signature, so it is not possible for them to look at online features. However, they can infer some dynamic properties from the signature image. When FHEs analyze a signature, they consider the velocity and the curvature as distinctive features, since they are hard to copy. On the other hand, the acceleration and the pen position (it can be established by stria and inkless starts), are less useful for them. They do not take into account the local pressure for the analysis because it tends to be easily influenced by external factors such as surface and writing material. However, they do take into account pressure fluctuations. The set of features relevant to FHEs is then composed by:

- velocity ($v_T$ (magnitude) and $\theta$ (direction)),
- log-radius curvature ($\rho$),
- first order time derivative of the pressure ($dp$).

3.2 Global based Features

Despite being less accurate than local ones, global features are simple and intuitive, and have the advantage of being easy to compute and compare. In [11], the discriminative power of this type of features has been exploited by incorporating a pre-classification step to an existing signature verification system, leading to improvements not only in the verification results but also in its simplicity and speed.

Different global features can be extracted from the measured and extended time functions. In [12] and [13], several global features were ranked on the basis of two different feature selection strategies. In [11], in order to successfully pre-classify the signatures, some of the better ranked features in [12] and [13] were selected. The set of global features proposed in [11] and used in this paper, is composed by:

- signature total time duration ($T$),
- pen down duration ($T_{pd}$),
- positive $x$ velocity duration ($T_{v_x}$),
- average pressure ($\bar{P}$),
- maximum pressure ($P_M$),
- time at which the pressure is maximum ($T_{P_M}$).

4 Score Level Fusion Scheme

Each of the three feature sets described in Section 3 is used to train an independent classifier. The output of each of these three independent classifiers are the scores that will be combined. Since the idea here is to evaluate the advantages of the proposed score level fusion approach, the independent classifiers are built on the basis of two different classifiers, one based on RF [46], and the other based on SVM [47, 48]. Then, the proposed combination is performed, in one case, by fusing the three outputs corresponding to three RF classifiers trained by each of the three different feature sets, and in the other case, by fusing the three outputs corresponding to each of the three SVM classifiers trained by each of the three different feature sets. In this way, it is expected to show that the proposed score level fusion approach improves the systems’ performance independently of the classification method being used.

The proposed combination rules (DS and PCR5), are designed to perform the combination between two sources of information. Then, to perform the combination of the scores corresponding to each of the three classifiers trained by each of the three different feature sets, it is necessary to resort to a two-step cascade scheme. That is, on a first step, a combination between the scores of two independent classifiers trained by two of the proposed feature sets is performed. Then, on a subsequent step, the outcome of this combination is combined with the scores of the third classifier trained by the remaining feature set. The details of the proposed score level fusion scheme can be observed in Figures 1 and 2, for the case of using the RF and
SVM classifiers, respectively. Of course, the performance of the proposed two-step cascade scheme (shown in Figures 1 and 2), will depend on its implementation. That is, the performance will depend on which feature sets are selected to train the two independent classifiers involved in the first step combination, and which feature set is left to be combined at the second step. Then, this constitutes an important tuning decision, and the way in which the two-cascade scheme is implemented has to be optimized. This is done, over the corresponding set of signatures reserved exclusively for training purposes (Training Set described in Table 1, Section 5), together with the optimization of the other tuning parameters of the verification system.

| Feature Set 1 | RF Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |
|---------------|---------------|------------|-------------------|------------------|--------------------------|------------------|-------------------|---------|
| Feature Set 2 | RF Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |
| Feature Set 3 | RF Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |

Figure 1: Proposed signature verification system based on a two step cascade score level fusion scheme, when using the RF classifier.

| Feature Set 1 | SVM Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |
|---------------|---------------|------------|-------------------|------------------|--------------------------|------------------|-------------------|---------|
| Feature Set 2 | SVM Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |
| Feature Set 3 | SVM Classifier | Conversion | Belief Assignment | Combination Rule | Conversion to Probability | Combination Rule | Belief Assignment | Decision |

Figure 2: Proposed signature verification system based on a two step cascade score level fusion scheme, when using the SVM classifier.

The proposed score level fusion is performed as follows. The combination at the first step of the cascade, is performed between the scores corresponding to two independent classifiers (in one case RF, and in the other, SVM) trained by two of the proposed feature sets. A value of $\alpha$ is computed for each of these two classifiers. Then, the scores corresponding to each of these classifiers are converted into belief assignments resorting to Equations (1) or (2). Once the belief assignments are computed, the fusion is performed on the basis of the proposed combination rules resorting to Equations (3) or (4). Then, the belief functions associated to this combination are converted into probabilities resorting to Equation (5). The combination at the second step of the cascade, is performed between the scores corresponding to the output of the combination performed in the previous first step and the ones corresponding to the third independent classifier, trained by the remaining of the proposed feature sets. A new value of $\alpha$, associated to the output of the combination performed at the first step, is computed, and so it is a value of $\alpha$ associated to the third independent classifier (RF or SVM correspondingly). Then, the scores are converted into belief assignments resorting to Equations (1) or (2), and the fusion is performed on the basis of the proposed combination rules resorting to Equations (3) or (4). The output of this combination, performed at the second step of the cascade, is the final output of the system. This output is a belief function itself, and indicates the degree of belief for the proposed combination. Finally, to make a decision about an input signature, it is necessary to work with probabilities rather than belief functions. Then, to arrive at the desired output of the system, that is, to be able to decide whether the input signature corresponds to the claimed identity (is genuine) or not (is a forgery), it is mandatory to convert the belief functions into probabilities resorting to Equation (5), and as a subsequent stage, apply some decision rule to these probabilities. Then, a simple decision rule defined as

$$\text{Decision} = \begin{cases} \text{genuine,} & \frac{P(\theta_{\text{gen}})}{P(\theta_{\text{false}})} \geq t \\ \text{false,} & \text{otherwise.} \end{cases}$$

(6)

can be applied to actually decide whether the input signature is genuine or a forgery. Usually, the threshold $t$ can be defined by the user depending on the particular application and the required level of security. It
is a common practice to choose $t$ as the one that minimizes the error measurement being used to evaluate the performance of the signature verification system. Of course, the optimization of $t$ should be performed over the corresponding set of signatures reserved exclusively for training purposes (Training Set described in Table 1, Section 5).

5 Signature Database

The publicly available SigComp2011 Dataset [49] is used to carry out the verification experiments. It has two separate datasets, containing Western (Dutch) and Chinese signatures, respectively. Each dataset is divided into independent Training and a Testing Sets. Table 1, shows a detailed description of the Dutch (left) and Chinese (right) datasets. Skilled forgeries, which are simulated signatures in which forgers are allowed to practice the reference signature for as long as they deem it necessary, are available. The signatures were acquired using a ballpoint pen on paper over a WACOM Tablet, which is a natural writing process. The measured data are the pen coordinates $x$ and $y$, and the pen pressure $p$.

Table 1: Online Dutch (left) and Chinese (right) datasets.

|                | Dutch Dataset                                      | Chinese Dataset                                   |
|----------------|----------------------------------------------------|--------------------------------------------------|
|                | Training Set                                       | Training Set                                     |
| Authors        | 10                                                  | 10                                               |
| Genuines       | 240                                                | 230                                              |
| Forgeries      | 119                                                | 429                                              |
|                | Testing Set                                        | Testing Set                                      |
| Authors        | 54                                                  | 10                                               |
| Genuines       | 1296                                               | 219                                              |
| Forgeries      | 611                                                | 461                                              |

6 Evaluation Protocol

The Equal Error Rate (EER) has been widely used to evaluate the automatic signature verification systems’ performance. In this paper, the EER is computed, using the Bosaris toolkit, from the Detection Error TradeOff (DET) Curve as the point in the curve where the False Rejection Rate (FRR) equals the False Acceptance Rate (FAR) [54]. In recent years, several efforts have been made in order to bridge the gap between the PR and FHE communities. In line with this idea, to use the cost of the log-likelihood ratios to evaluate the performance of automatic signature verification systems was introduced in AFHA 2011 Workshop (ICDAR 2011), where the importance of computing such measurements was highlighted, since they allow FHEs to give an opinion on the strength of the evidence [13], although they would not be in the position to make a leap of faith and judge about guilt or no guilt. In this paper, the cost of the log-likelihood ratios $\hat{C}_{llr}$ and its minimal possible value $\hat{C}_{llr}^{\min}$ are computed using the above mentioned toolkit. A smaller value of $\hat{C}_{llr}^{\min}$ indicates a better performance of the system.

The optimization of the tuning parameters of the proposed verification systems is performed, for each dataset in the SigComp2011 Dataset, over the corresponding set of signatures reserved exclusively for training purposes, that is, the Training Set (Table 1 in Section 5), while the Testing Set (Table 1 in Section 5) is used for independent testing purposes. To obtain statistically significant results, a 5-fold cross-validation (5-fold CV) is performed over the Testing Set to estimate the verification errors. Either in the case of using RF or SVM classifiers, the 5-fold CV is carried out as follows. The first step, is to train each of the three independent classifiers, using each of the three feature sets described in Section 3. For each of these three independent classifiers, the training procedure is the same. For each instance of the 5-fold CV, a signature model is trained for each writer, using only genuine signatures. It is important to note that forgeries are not usually available in real applications during the training phase, then, avoiding their use at this stage, makes the developed system more realistic. Then, to train the signature model for a particular writer, the genuine class consists in the genuine signatures of the writer available in the corresponding training set of the 5-fold CV, while the forged class consists in the genuine signatures of all the remaining writers in the dataset available in the same training set. Once the training phase is completed, the second step is to compute the scores corresponding to each of the three independent classifiers. The genuine and forged signatures of the writer under consideration available in the corresponding testing set of the 5-fold CV are used for testing the

\footnote{The amount of genuine and forged signature samples may differ from those in [49] since when making signatures available for the research community some of them were missing [53].}

\footnote{AFHA 2011: 1st Int. Workshop on Automated Forensic Handwriting Analysis}
model corresponding to each of the three independent classifiers that have already been trained. As a result of this testing procedure, the three scores corresponding to the three classifiers’ outputs are available for the current testing set of the 5-fold CV. The third step, is then to combine these three independent scores resorting to the score level fusion described in Section 4. In this way, the final output of the system (the combined output) is obtained for the current instance of the 5-fold CV.

7 Results and Discussion

As already mentioned in Section 6, the tuning parameters of the system are optimized over the corresponding set of signatures exclusively reserved to training purposes (Training Set in Table 1, Section 5), for the Dutch and Chinese datasets. In particular, for the proposed score level fusion scheme, it is necessary to optimize the order in which the feature sets are combined, that is, the implementation of the two-step cascade scheme, and the confidence factor $\alpha$ associated with each classifier’s output involved in each combination step. In addition, the tuning parameters corresponding to both of the classification techniques that are being used, namely, RF and SVM, have also to be optimized.

The proposed two-step cascade scheme (Figures 1 and 2) can be performed in different ways depending on which feature sets are selected to train the two independent classifiers involved in the first step combination, and which feature set is left to be combined at the second step. Experiments taking into account all the possible alternatives have been carried out, over the corresponding Training Sets, for the Dutch and Chinese datasets. The best option, that is, the one that minimizes the verification errors in these Training Sets, is the one that performs the combination between ASF and FHEF features at the first step, and leaves the GF features to perform the combination at the second step, for both, RF and SVM classifiers, and for the Dutch and Chinese datasets. Then, this is the chosen way for the implementation of the two-step cascade scheme for computing the verification errors over the Testing Set. Note that, although the ASF and the FHEF feature sets may contain features in common (it will depend on the algorithm used to perform the automatic feature selection), they are selected by two explicitly different criteria. In fact, the FHEF features are meaningful for FHEs, and they intend to represent some of the features they look at in their daily work. Then, it makes sense to combine these feature sets because they represent information from two very different sources. That is, the ASF features could be provided by a PR researcher, since automatic feature selection is a widely used technique to choose features within researchers in the PR community, while the FHEF could be provided by a FHE researcher, allowing a fruitful contribution between both communities.

The value of the confidence factor $\alpha$, plays a crucial role in the whole score level fusion process, and so, it has to be carefully chosen. In this paper, $\alpha$ is selected by performing an exhaustive search in the parameter space. The optimized values of $\alpha$ are shown in Tables 2 and 3, for the Dutch and Chinese datasets, respectively.

| Table 2: Confidence factor $\alpha$ for the Dutch dataset. |
| --- |
| **Dutch Dataset** | **Apprion** |
| | DS | PCR5 | DS | PCR5 |
| $\alpha_{ASF}$ | 0.9 | 0.9 | 0.9 | 0.9 |
| $\alpha_{FHEF}$ | 0.5 | 0.1 | 0.1 | 0.1 |
| $\alpha_{Comb}$ | 0.4 | 0.9 | 0.9 | 0.9 |
| $\alpha_{GF}$ | 0.1 | 0.1 | 0.1 | 0.1 |

| Table 3: Confidence factor $\alpha$ for the Chinese dataset. |
| --- |
| **Chinese Dataset** | **Apprion** |
| | DS | PCR5 | DS | PCR5 |
| $\alpha_{ASF}$ | 0.9 | 0.9 | 0.9 | 0.9 |
| $\alpha_{FHEF}$ | 0.1 | 0.1 | 0.1 | 0.1 |
| $\alpha_{Comb}$ | 0.9 | 0.9 | 0.9 | 0.9 |
| $\alpha_{GF}$ | 0.1 | 0.1 | 0.1 | 0.1 |
Regarding the tuning parameters of the classifiers, for the RF classifiers, the number of trees to grow and the number of randomly selected splitting variables to be considered at each node, have to be chosen. It is well known that, in general, the sensitivity to those parameters is not meaningful [55], and the default values are a good choice. Then, the number of trees and the number of randomly selected splitting variables are set to 500 and \( \sqrt{P} \) (being \( P \) the feature vector dimension), respectively, for all the verification experiments.

For the SVM classifiers, it is necessary to choose the kernel and its tuning parameters. The Radial Basis Function (RBF) kernel is used, being the scale \( \sigma^2 \) and the regularization parameter \( C > 0 \), which provides a trade-off between model complexity and the training error in the SVM cost function, the corresponding tuning parameters. These values, optimized over the corresponding Training Sets, are \( \sigma^2 = 10^{-7} \) and \( C = 10 \), for all the verification experiments.

The verification results are shown, in terms of the EER and the \( C_{\text{llr}} \), in Tables 4 and 5 for the Dutch and Chinese datasets, respectively. These results are obtained resorting to a score level fusion scheme performed as the two-step cascade shown in Figures 1 and 2 implemented as described above, the optimized values of \( \alpha \) shown in Tables 2 and 3, and the above mentioned optimized parameters for the RF and SVM classifiers, respectively. Tables 4 and 5 include results obtained in the case of using the Denouex as well as the Appriou transfer models, and using the DS combination rule as well as the PCR5 one, for the case of using the RF and the SVM classifiers.

Table 4: Verification results for the Dutch dataset.

|                       | Denouex Model | Appriou Model |
|-----------------------|---------------|---------------|
|                       | DS            | PCR5          | DS            | PCR5          |
| RF                    | 6.14          | 6.24          | 6.48          | 6.24          |
| SVM                   | 4.72          | 6.48          | 6.19          | 6.48          |
| EER                   | 0.1981        | 0.1700        | 0.1967        | 0.1914        |
| \( C_{\text{llr}} \) | 0.1430        | 0.1800        | 0.1897        | 0.1875        |

Table 5: Verification results for the Chinese dataset.

|                       | Denouex Model | Appriou Model |
|-----------------------|---------------|---------------|
|                       | DS            | PCR5          | DS            | PCR5          |
| RF                    | 7.00          | 6.26          | 6.51          | 6.48          |
| SVM                   | 11.05         | 11.50         | 15.78         | 15.78         |
| EER                   | 0.1777        | 0.1637        | 0.1682        | 0.1623        |
| \( C_{\text{llr}} \) | 0.3236        | 0.3446        | 0.4385        | 0.4376        |

When a combination of different feature sets is proposed, such as it is here, the main objective is that the verification performance of the combined system outperforms the corresponding to the ones obtained when using the feature sets individually. In order to compare, Table 6 summarizes the best combination results from Tables 4 and 5 (highlighted in boldface in Tables 4 and 5) obtained for each classification method (RF and SVM), together with the results obtained in the case of using each feature set individually, for the Dutch (left) and Chinese (right) datasets, respectively. From Table 6, it can be observed that the best verification results obtained by the proposed score level fusion scheme outperform the ones obtained in the case of using each feature set individually, for both, RF and SVM classifiers, and for the Dutch and Chinese datasets. This shows that the proposed feature combination is meaningful, since achieves the very first goal of any feature combination, that is to improve the verification performance with respect to the case of using each feature set individually. Note that, although only the best results obtained with the proposed combinations are shown in Table 6, all the results in Tables 4 and 5 (except for the ones corresponding to the case of using the Appriou model together with the SVM classifier for Chinese signatures that do not outperform the results obtained when using the ASF features individually) are better than the ones obtained when using the different feature sets individually.

Two different classification methods, namely, RF and SVM, were used in order to evaluate the robustness of the proposed score level fusion approach against the use of different classification methods to implement the classifiers that are meant to be combined. For the proposed score level fusion scheme to be useful, it is reasonable to expect it to be robust against the classification method being used to implement each independent classifier. The verification results in Table 6, show that the proposed score level fusion scheme improves the verification performance independently of using RF or SVM classifiers. This is an important fact, since the idea here is to combine different meaningful feature sets, selected by different criteria, and to show...
that combining them properly can enhance their individual discriminative power, making the combination to achieve better verification results, without being influenced by the chosen classification method. Then, although the classifier makes its own contribution to the overall performance of the verification system, the feature combination has to be useful by itself, that is, for any classification method being used.

Table 6: Best combination result vs. individual results for Dutch (left) and Chinese (right) datasets.

|             | Dutch Dataset | Chinese Dataset |
|-------------|---------------|-----------------|
|             | RF            | SVM             | RF              | SVM             |
| EER         | C_{llr}^{\text{min}} | EER     | C_{llr}^{\text{min}} | EER     | C_{llr}^{\text{min}} |
| Best ASF-FHEF-GF | 6.24 0.1700 | 4.72 0.1430   | 6.48 0.1623 | 11.05 0.3236 |
| ASF         | 6.58 0.205   | 6.14 0.2227   | 7.45 0.248   | 11.90 0.3775 |
| FHEF        | 8.88 0.2885  | 8.19 0.2631   | 8.37 0.2602  | 16.22 0.4509 |
| GF          | 12.31 0.4168 | 9.70 0.3215   | 14.40 0.4137 | 32.47 0.7986 |

As discussed above, the proposed score level fusion scheme does improve the verification performance with respect to the ones corresponding to the case of using the feature sets individually. Nevertheless, this is not the only goal for the proposed score level fusion approach. In fact, the idea here is to make the score level fusion process more robust by taking into account the possibility of conflicting results appearing when multiple classifiers are being used. To do so, the score level fusion is performed within the framework of the BFT. From Tables 4 and 5, an analysis of the use of the BFT to perform the proposed score level fusion can be done. When using the Appriou model, the conversion of the classifiers’ scores into belief assignments considers the case of ambiguity in the classifiers’ results (see Equation (2)). In this case, very similar results are obtained with both combination rules (DS and PCR5). This stands for both datasets (Dutch and Chinese) and, even more interesting, for both classification techniques, that is, for RF and SVM classifiers. On the other hand, when using the Denoeux model, the case of ambiguity in the classifiers’ results is not considered when converting the classifiers’ scores into belief assignments (see Equation (1)). In this case, there is an appreciable difference between the results achieved when using each combination rule (DS or PCR5). Moreover, whether using the DS or the PCR5 combination rule yields better results, seems to be influenced by the classification method (RF or SVM) being used. In fact, from Tables 4 and 5 it can be observed that, in the case of using the Denoeux model, the best results are obtained when using the DS combination rule for Dutch signatures, and when using the PCR5 combination rule for Chinese signatures. It would then be reasonable to infer that, despite the fact that, as already mentioned above, the proposed score level fusion approach does improve the verification performance independently of the classification method being used, the system becomes more influenced by the chosen classification method, and thereby, weaker, when the possibility of ambiguity in the classifiers’ results is not considered by the transfer model. In other words, it seems that to take into account the possibility of ambiguity in the classifiers’ results at the first stage of the process, that is, when embedding the problem within the BFT framework, makes the whole score level fusion scheme more robust. Regarding the BFT approach, the best results are obtained when using the DS combination rule and the Denoeux model for the Dutch data, and the PCR5 combination rule and the Appriou model for the Chinese data. This shows that, to use the Appriou model has not only the advantage of making the system more robust, but also of yielding improvements on the verification results in the case of the Chinese data. Unfortunately, to improve the robustness of the system has a relatively bad impact on the verification results for the Dutch data.

Finally, the best verification results for the proposed score level fusion approach are summarized in Table 7, for the Dutch (left) and Chinese (right) datasets. These results correspond to the ones obtained when using the Denoeux model together with the DS combination rule and the SVM classifier, in the case of the Dutch data, and to the ones obtained when using the Appriou model together with the PCR5 combination rule and the RF classifier, in the case of the Chinese data. In addition of the above analysis, this explicitly shows the difference between the two signatures styles (Dutch and Chinese), since the score level fusion scheme that obtains the best verification results, although the same in structure, is completely different from the implementation point of view in each case.

The idea of the paper is to combine three different and meaningful feature sets, paying special attention to the way in which the combination is performed. A particular score level fusion approach is proposed, where confidence factors are introduced to quantify the confidence in each classifier, and the conflicting results among the classifiers are handled resorting to the BFT. At this point, it is important to evaluate whether the performance of the proposed combination approach fulfills the expectations. In order to compare, results in previous works, where other combinations among ASF, FHEF and GF features have been proposed, but the conflicting results among the classifiers have not been taken into account, are included in Table 7. In
particular, the results in [11], where a pre-classification scheme is used to combine GF and ASF features, the results in [14], where FHEF features are combined with a subset of the GF features relevant to the FHEs, and the results in [18], where a plain score level fusion of ASF, FHEF and GF features is performed, are included.

Table 7: Best results for Dutch (left) and Chinese (right) dataset.

|                | Dutch Dataset | Chinese Dataset |
|----------------|---------------|-----------------|
|                | EER  | C_{\text{llr}} | EER  | C_{\text{llr}} |
| Best ASF-FHEF-GF | 4.72 | 0.1430         | 6.48 | 0.1623         |
| GF-ASF [11]     | 3.09 | 0.112          | 4.99 | 0.17           |
| GF-FFHE [14]    | 4.42 | 0.178          | 5.98 | 0.211          |
| ASF-FHEF-GF [18]| 6.95 | 0.228          | 7.31 | 0.218          |
| 1st comm.       | -    | 0.123          | -    | 0.237          |
| 1st non-comm.   | -    | 0.237          | -    | 0.351          |

From Table 7, it can be seen that the verification results obtained with the proposed score level fusion approach outperform the ones obtained in [14] and [18], where other combinations between FHEF and GF, and among ASF, FHEF and GF features, respectively, are proposed. This stands for the Dutch and Chinese data. In the case of the Chinese data, the verification results obtained with the proposed score level fusion approach also outperform the ones corresponding to the combination of ASF and GF features proposed in [11]. Unfortunately, this is not the case for the Dutch data, since the verification results obtained with the proposed score level fusion approach are not as good as in [11]. As already mentioned, the combinations proposed in [11], [14] and [18] do not take into account the possibility of conflicting results appearing when different classifiers are being combined. To actually take this possibility into account, yields more conservative results. This could be the reason for the results corresponding to the Dutch data being not as good as the ones in [11]. Nevertheless, even for the case of the Dutch data, the verification results obtained with the proposed score level fusion approach are good results taking into account the trade-off between accuracy and reliability.

Finally, in order to compare the obtained verification results not only with the ones obtained when combining similar feature sets, but also with the best ones reported in the state-of-the-art over the same database, the best results in [49] are also included in the last two rows of Table 7. From Table 7, it can be observed that the verification results obtained with the proposed score level fusion approach are among the best ones in the state-of-the-art. This is particularly notorious in the case of the Chinese data. In fact, for this data, the obtained results are specially worth highlighting, outperforming not only the ones in [11], [14] and [18], but also the ones corresponding to the first ranked commercial and non-commercial systems in [49]. These are very promising results, since Chinese data is one of the most challenging data in the literature of online signature verification [49]. In the case of the Dutch data, the verification results obtained with the proposed combination approach are not as good as in [11], but they are still competitive within the ones in the state-of-the-art, outperforming not only the ones in [14] and [18], but also the first ranked non-commercial system in [49].

8 Conclusions

In this paper, a feature combination for online signature verification is proposed on the basis of a score level fusion scheme. In particular, automatically selected features, features relevant to FHEs and global features, are combined. The idea of the paper is not only to combine three different and meaningful feature sets, but also to pay special attention to the way in which the combination is performed. It is widely known that, when combining scores from different classifiers, conflicting results may appear. To address this problem, the proposed score level fusion is performed within the framework of the BFT. To work within this context, allows to handle the uncertainty in the classifiers’ results, and allows the possibility of actually measuring the degree of confidence in each classifier, by letting to explicitly associate a confidence factor with each classifier.

To actually perform the proposed score level fusion within the BFT framework, two different transfer models, namely, the Denoeux and Appriou models, are used to embed the problem within the framework, while two different combination rules, namely, the DS and PCR5 ones, are employed to combine the evidence in such a context.

The major challenge of the paper is to perform a score level fusion that actually takes into account the conflicting results appearing when several classifiers are being used, while keeping a good verification
performance. The experimental results show that this objective has successfully been achieved. The proposed score level fusion approach not only has the advantage of being more reliable and secure by taking into account the possibility of conflicting results (specially in the case of using the Appriou model), but also achieves competitive verification performances (which are robust, in the sense that they do not depend on the chosen classification method), outperforming results obtained when using other proposed combination schemes, and being among the best ones in the state-of-the-art.

Finally, in the case of the Chinese data, the obtained verification results are not only comparable but even better than the best ones in the state-of-the-art. In fact, special attention should be paid for the results obtained for this data, since they are particularly promising.
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