An Efficient FPGA Implementation of Richardson-Lucy Deconvolution Algorithm for Hyperspectral Images
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Abstract: This paper proposes an implementation of a Richardson-Lucy (RL) deconvolution method to reduce the spatial degradation in hyperspectral images during the image acquisition process. The degradation, modeled by convolution with a point spread function (PSF), is reduced by applying both standard and accelerated RL deconvolution algorithms on the individual images in spectral bands. Boundary conditions are introduced to maintain a constant image size without distorting the estimated image boundaries. The RL deconvolution algorithm is implemented on a field-programmable gate array (FPGA)-based Xilinx Zynq-7020 System-on-Chip (SoC). The proposed architecture is parameterized with respect to the image size and configurable with respect to the algorithm variant, the number of iterations, and the kernel size by setting the dedicated configuration registers. A speed-up by factors of 61 and 21 are reported compared to software-only and FPGA-based state-of-the-art implementations, respectively.
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1. Introduction

A hyperspectral imaging (HSI) system combines spectroscopy and digital imaging such that an image is formed by splitting the detected light into narrow spectral bands [1]. Due to the interaction of light with different materials, the amount of detected radiance changes. Radiance includes illumination, the measurement position, and atmospheric effects, whereas reflectance is the ratio of reflected radiation to incident radiation and represents an intrinsic property of the material [2]. The measured reflectance, as a function of wavelength, is also called the spectral signature.

Hyperspectral remote sensing is performed by an HSI camera placed on an aircraft or a satellite. A pushbroom HSI scanner, containing a linear array of detector elements in the cross-track direction, can be used for data acquisition, as presented in Figure 1. The two-dimensional (2-D) data matrix, referred to as a frame, is produced in each time instance dictated by the defined frame rate. The frame width is equal to the number of detector elements N in the cross-track direction, whereas the height corresponds to the number of spectral bands P. A vector of size \( P \) for a spatial pair \((x, y)\) is referred to as a pixel. The result of the acquisition process is a three-dimensional (3-D) data structure, a hyperspectral data cube \( Y \in \mathbb{R}^{N \times M \times P} \), where \( M \) is the number of temporal measurements. For each spectral band, \( p \in \mathbb{R}^P \), there is a grayscale image \( Y^p \in \mathbb{R}^{N \times M} \) with two spatial dimensions \((x, y) \in \mathbb{R}^{N \times M}\).

Each sample is represented by a finite number of bits \( Q \), which defines the radiometric resolution of an image. The HSI systems are also characterized by their spectral and spatial resolutions. The spatial resolution refers to the minimum distance at which two objects are distinguishable, whereas the spectral resolution is the minimum spectral distance between the recorded bands. A common measure of spatial resolution in remote sensing is the ground sampling distance (GSD), which defines the size of the grid elements projected
onto Earth. To reduce the costs of HSI imagers, a trade-off between spectral and spatial resolutions is often performed at the cost of spatial resolution.

Figure 1. A representation of a hyperspectral data cube acquired by a pushbroom scanner and a pixel vector with the corresponding spectral signature.

Super-resolution aims to improve the spatial image resolution by combining information from several low-resolution images into a high-resolution image. Super-resolution consists of image registration and deblurring. In image registration, the pixel information from several low-resolution images is placed into their correct positions in a high-resolution grid, whereas the deblurring step removes the distortions that occur during image formation. These distortions produced in the spatial domain can appear due to optical, motion, or detector blur. Optical blur results from imperfections in optical lenses, motion blur is caused by the relative motion between the camera and the scene’s objects, whereas detector blur is produced by the nonuniformity in detector responses. Restoration methods, such as Richardson-Lucy [3,4] or Wiener reconstruction filtering use information about the direction and size of the blur in the deconvolution kernel. Classical 2-D restoration algorithms such as Wiener filtering [5] and constrained least squares filtering [6] have been further developed to solve 3-D restoration problems. Separability between the spectral and spatial domains is assumed in [7], such that Wiener filtering is performed independently on each 2-D band of the HSI data set. The presented methods are characterized by slow execution times and increased complexity due to the individual models for each band. In [8], a modified Wiener filtering is performed without the separability assumption. An alternative solution based on a multi-channel least squares filtering is presented in [9]. In both works, it is stated that, in the presence of strong cross-channel correlations, the multi-channel model outperforms the single-channel model. The drawback of the described solutions is inefficiency to restore the frequencies beyond the point spread function (PSF) bandwidth [10], resulting in ringing artifacts due to the generation of negative-value pixels in the deconvolved image.

The Richardson-Lucy deconvolution (RL deconvolution) algorithm achieves both image restoration and super-resolution, where super-resolution refers to the restoration of high-frequency components [11]. For hyperspectral images acquired by a short-wave infrared (SWIR) pushbroom imaging system, a 3-D RL deconvolution method [12] enhances the spatial resolution in both the cross- and in-track directions with the cross-channel displacement corrections. The spectral image is modeled as a 3-D convolution between an undistorted image with a spatially variant response function. The authors state that the reduction of displacement and blur can be achieved simultaneously by using 3-D RL deconvolution when the response function is known. The spatial resolution is enhanced, with the largest effect in the bands with the lowest acquired resolution.

There are several hardware implementations for the 2-D RL deconvolution algorithm. A space-invariant PSF is considered in [13–15], whereas a space-variant PSF is assumed in [16]. In [13], a whole scene is affected by the same degradation kernel and the RL deconvolution is performed by the use of Fourier transformations. The presented architecture is digital signal processor (DSP)-based and uses a Virtex-4 field-programmable gate array.
(FPGA) as a co-processor. The maximum processing frequency is 100 MHz. The proposed system executes the algorithm on images of size $64 \times 64$. In [14], a fully ported hardware implementation of the RL deconvolution algorithm is presented. The architecture supporting kernels from $3 \times 3$ to $9 \times 9$ is implemented to process a fixed amount of iterations (equal to 10). The architecture is tested on Stratix V, and the maximum processing frequency is 61 MHz. An accelerated RL deconvolution, with $\beta$ values between 1 to 3 in the first iteration, is implemented in [15]. The kernel is assumed to be space-invariant and separable, whereas a fixed number of RL deconvolution iterations is set to 2. The algorithm is implemented as a continuous datapath, which simplifies the control system. The algorithm is implemented on a Xilinx Virtex 3 XC2VP50, the maximum frequency is 63 MHz, and the achieved throughput is 60 MP/s (megapixels per second). In [16], the PSF is assumed to be shift-variant. To ease the computational complexity and memory requirements, PSFs are described by sparse matrices. The proposed architecture is implemented on Altera Stratix V. Both the motion blur and the lens distortion are modeled by Gaussian PSF. A unique PSF is associated with every image sample. The maximum processing frequency is not however stated.

The proposed work, built upon the hardware/software co-design presented in [17], introduces the design and a full real-time FPGA implementation of an RL deconvolution algorithm. The proposed work is performance-driven in terms of processing, speed and it supports generic image sizes and configurations of the parameters such as algorithm variants, the number of iterations, and the kernel size prior to algorithm execution. In this way, the implementation provides flexibility towards its use in different applications and sensors.

The rest of this paper is organized as follows. Section 2 introduces the image registration concept and describes the Richardson-Lucy algorithm. The analysis, which defines the configuration setup for implementation, is presented in Section 3. The proposed hardware implementation is described in Section 4. The influence of the configuration choices for the chosen architectural solutions on the logic use, timing, and power are analyzed in Section 5. Finally, the conclusions are given in Section 6.

2. Background

2.1. Image Degradation

The HSI optical system collects incoming light from the object plane and forms an image in the image plane through a set of lenses, mirrors, and beam splitters. The transition between the two planes through the optical system and introduced distortions are described and modelled by the HSI’s response function. The light reflected by the surface is spatially incoherent if the phase and the amplitude of the light wave fluctuate randomly. An imaging system is isoplanatic if the response function is space-invariant. For a spatially incoherent and isoplanatic imaging system, the intensity measurement $f(s)$ can be described as a linear shift-invariant system as follows:

$$f(s) = H(s) \otimes g(s)$$

where the function $H(s)$ is the instrument’s response function or the point spread function (PSF) of the optical system [18], $g(s)$ is the intensity of the object at position $s$, $\otimes$ denotes convolution, and $f(s)$ is the intensity measurement of that object formed by the instrument [18]. The variable $s$ corresponds to a sample $(x, y, p)$ in a 3-D hyperspectral data cube. It is assumed that the neighbouring spectral bands do not affect each other and are modeled independently; thus, the 3-D HSI data cube is a composite of $P$ separate 2-D images of size $N \times M$. The 2-D observation model within a spectral band $p$ is given as follows:

$$Y^p = H^p \otimes X^p + N^p.$$ 

where $Y^p \in \mathbb{R}^{N \times M}$ is the acquired 2-D image in $p$th band of the observed HSI data cube, $X^p \in \mathbb{R}^{N \times M}$ is the corresponding 2-D ideal image without distortions, $H^p \in \mathbb{R}^{W_x \times W_y}$ is the
degradation kernel of size $W_y \times W_x$, and $N^p \in \mathbb{R}^{N \times M}$ is a signal-independent Gaussian noise \cite{10}.

A 2-D convolution is a computation-intensive operation with a computational complexity $O(MN W_x W_y)$. To decrease computational complexity, a separability property is introduced. The property implies that a 2-D kernel $H_{xy}$ of size $W_y \times W_x$ can be decomposed into two 1-D kernels as follows:

$$H_{xy} = H_y \cdot H_x,$$

where $H_y$ and $H_x$ are vertical and horizontal kernels of sizes $W_y \times 1$ and $1 \times W_x$, respectively. The 2-D separable convolution performs first convolution of the input image with the vertical kernel and then that of the intermediate result with the horizontal kernel. For convolution with the separable kernel, the computational complexity is decreased to $O(MN(W_x + W_y))$, resulting in a speed-up of $W_x W_y / (W_x + W_y)$ when compared to the standard 2-D convolution.

In optical blur modeling, separable Gaussian PSFs given as

$$H_{xy} = H_x \cdot H_y = \left[\frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{x^2}{2\sigma^2}\right)\right] \cdot \left[\frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{y^2}{2\sigma^2}\right)\right],$$

are often used, where the standard deviation $\sigma$ determines the width of the PSF and controls the amount of blur in the image.

2.2. Image Restoration

The goal of image restoration is to find the best approximation of an original image from a blurred and noisy observation. The restoration process can be non-blind, semi-blind, or blind depending on a level of knowledge about the response function. If the response function is known, the image restoration process is a non-blind restoration. A generalized model for image degradation and restoration is shown in Figure 2, where an ideal image $X^p$ is filtered with a degradation function $H_D^p$ and further distorted by additive noise $N^p$, resulting in a degraded image $Y^p$. The degraded image is then convolved with a restoration filter $H_R^p$ to produce a restored image $\hat{X}^p$.

Figure 2. A general block diagram representing degradation and restoration model.

Richardson-Lucy algorithm (RL deconvolution) \cite{3,4} is an iterative nonlinear deconvolution algorithm. Its convergence is slow, and the effects on the pixel values are the largest in the first iterations \cite{19}. A method, referred to as a “multiplicative relaxation”, introduced in \cite{20}, can accelerate the deconvolution process by using an additional parameter, $\beta$. The generalized RL deconvolution algorithm for 2-D data sets is given as follows:

$$\hat{X}^p_{(k+1)} = \hat{X}^p_{(k)} \left[\frac{Y^p}{H_R^p \circ \hat{X}^p_{(k)}} \odot H_D^p\right]^\beta,$$

where $\hat{X}^p_{(k)}$ is the estimate of $X^p$ after $k$ iterations, $\circ$ is the correlation operator, $\odot$ is the convolution operator, $H_R^p$ is the restoration kernel, and $\beta > 1$ is the exponential correction factor. The accelerated RL deconvolution algorithm is characterized by $\beta > 1$. The standard RL deconvolution algorithm defined by $\beta = 1$ is presented in a block diagram in Figure 3 and is summarized in a number of steps as follows:

- decision on an initial estimate, $\hat{X}^p_{(0)}$;
• computation of the residual, \( \text{residual} = \frac{Y_p}{H_R \mathbin{\otimes} \hat{X}_p(k)} = \frac{Y_p}{Y_p'(k)} \);
• computation of the correction factor, \( \phi(k) = \text{residual} \mathbin{\odot} H_R^p \); and
• update of the initial estimate, \( \hat{X}_p(k+1) = \hat{X}_p(k) \times \phi(k) \).

The faster convergence reduces the number of iterations [21]. The improved convergence rate for \( \beta > 1 \) stated in [20] comes with a potential drawback of the lack of stability in the convergence [20]. In that sense, a maximum value of \( \beta \) in the accelerated algorithm is set to 2 to avoid divergence. In the case of additive noise, early termination of the restoration process can prevent noise amplification.

Figure 3. An illustration of one iteration of a Richardson-Lucy (RL) deconvolution algorithm.

2.3. Border Handling

The convolution process is depicted in Figure 4, where the blue, yellow, and green matrices illustrate an input image, a kernel, and the resulting image, respectively. When performing a convolution of an image and the kernel \( H_R^p \), the output of linear spatial filtering is an image of size \( (N - (W_x - 1), M - (W_y - 1)) \). The number of missing samples, marked grey, depends on the kernel and input image sizes and is equal to \( (W - 1) \times (N + M - (W - 1)) \) for \( W = W_x = W_y \). The size of the input image can be preserved by extending input image with \( (W - 1) \times (N + M + (W - 1)) \) synthetic samples such that the convolution is also performed on the border samples of the original input image. The padded samples can be estimated by imposing prior boundary conditions (BCs) on the input image. The common BCs [22] are constant-BC (C-BC), periodic-BC (P-BC), and reflective-BC (R-BC), presented in Figure 5. In C-BCs, the estimated border samples are assumed to be constant. Periodic-BCs assumes repetition of the samples near the boundaries in each direction. In R-BCs, estimated border samples are mirrored versions of the samples near the boundary. Constant-BCs are the simplest solution but are the least reliable. Periodic-BCs allow the use of cyclic convolution, which can be implemented via fast Fourier transform (FFT) [22], whereas reflective-BCs preserve the boundary continuities.

Figure 4. The convolution process by moving the kernel.
2.4. Image Quality Assessment

The relative reconstruction error (RRE) is used to evaluate similarities between the reconstructed image $\hat{X}_k^p$ and the reference image $X^p$:

$$RRE = \frac{||\hat{X}_k^p - X^p||}{||X^p||}$$

(6)

where $||\cdot||$ denotes the Euclidean distance. The peak signal-to-noise ratio (PSNR) computed in a band-by-band manner is mathematically expressed as follows:

$$PSNR = 10 \log_{10} \left( \frac{(M \times N)(X_{max}^p)^2}{||X^p - \hat{X}_k^p||^2} \right)$$

(7)

where $X_{max}^p$ is the maximum value of the image $X^p$ and $M \times N$ is the number of samples in one band [23]. The denominator refers to the mean square error (MSE) between the restored image and the ideal image. When there are no differences between the images, MSE equals zero and the $PSNR$ value is ideally equal to infinity.

The structural similarity index (SSIM) takes into account parameters such as luminance, contrast, or structure in the images and measures similarity between a restored image and the reference image via a method more similar to the human eye:

$$SSIM(\hat{X}_k^p, X^p) = \left( l(\hat{X}_k^p, X^p)^{\alpha} \cdot c(\hat{X}_k^p, X^p)^{\beta} \cdot s(\hat{X}_k^p, X^p)^{\gamma} \right)$$

(8)

where $l(\hat{X}_k^p, X^p)$ is related to the luminance difference, $c(\hat{X}_k^p, X^p)$ is related to the contrast differences, and $s(\hat{X}_k^p, X^p)$ is related to the structure variations. The parameters $\alpha$, $\beta$, and $\gamma$ define the relative importance of each component. $SSIM$ ranges between 0 and 1, where 1 refers to the complete similarity [23].

In order to evaluate the quality of the hyperspectral cube, a mean-PSNR (M-PSNR) and a mean-SSIM (M-SSIM) are computed as averages of the $PSNR$ and $SSIM$ values in each band.

3. RL Deconvolution Algorithm Analysis

The RL deconvolution algorithm was analysed in order to define the ranges of parameters such as sizes and types of kernels, boundary condition support, and algorithm variations that are of interest in the design process. The trade-off analysis for deciding upon parameter ranges affecting the architectural choices is based on three criteria: the level of added complexity, the quality of the deconvolution process, and the performance increase.

3.1. Hyperspectral Data Set

The analysis was performed on the Urban HSI data set collected by the HYDICE sensor with a total of $P = 162$ spectral bands of size $307 \times 307$ [24]. The three-band composite (100, 55, and 30) of the degradation-free image, used as a reference, is shown in Figure 6a. The image bands are synthetically degraded by Gaussian blur with $\mu = 0$ and $\sigma_D = 2.3$, shown...
in Figure 6b. The M-PSNR and the M-SSIM measures between the blurred image and the reference image are equal to 41.15 dB and 0.7859%, respectively.

![Figure 6.](image)

**Figure 6.** (a) Original three-color composite of three spectral bands (100, 55, and 30) from the Urban data set (b) degraded with Gaussian blur, with $\sigma_D = 2.3$ and size $7 \times 7$. The portion of the image marked with a green rectangle is enlarged in the right corner.

### 3.2. Boundary Conditions

Three types of boundary conditions, zero (Z)-BCs, variable-constant (VC)-BCs and modified periodic (MP)-BCs, are used to assess the algorithm behavior in terms of different boundary conditions. For VC-BCs, a constant value for the padded border pixels is set to the value of the first image sample and the value varies for each iteration. For MP-BC, only the upper and lower image borders are extended by using VC-BCs whereas the border samples from the neighboring rows are assigned to the added border pixels on the sides of the input image. Restoration is performed by using both standard and accelerated RL deconvolution. A restoration Gaussian kernel of size $7 \times 7$ and $\sigma_R = 2.3$ was used. The resulting M-RRE values as a function of the number of iterations are presented in Figure 7, where the solid and dashed lines correspond to the standard RL deconvolution and the accelerated RL deconvolution, respectively. The M-PSNR and M-SSIM for the standard RL deconvolution at the minimum M-RRE are shown in Table 1. The relative improvement in M-PSNR and M-SSIM was computed by comparing M-PSNR and M-SSIM values resulting from the image before and after restoration. The resulting images after performing RL deconvolution on the input image extended with three BC types (Z-BC, VC-BC, and MP-BC) are presented in Figure 8. It can be observed that Z-BCs produces visible ringing artifacts on the image borders whereas visually similar resulting images are produced for VC-BCs and MP-BCs. The values of objective metrics M-PSNR and M-SSIM are in accordance with the visual assessment, as shown in Table 1. However, the process of adding VC-BCs to the input image requires the assignment of new samples for every image border sample. In this manner, the streaming of pixels is interrupted and the position of image data is constantly checked, which causes a higher complexity of the control path and increased latency.

| BCs          | M-PSNR(dB) | Relative Improvement (dB) | M-SSIM  | Relative Improvement (%) |
|--------------|------------|---------------------------|---------|--------------------------|
| Z-BC         | 20.75      | -20.37                    | 0.7805  | -0.69                    |
| VC-BC        | 45.00      | 3.85                      | 0.8920  | 13.50                    |
| MP-BC        | 41.37      | 0.23                      | 0.8859  | 12.72                    |

Table 1. Mean peak signal-to-noise ratio (M-PSNR) and mean structural similarity index (M-SSIM) for images deblurred using a $7 \times 7$ Gaussian kernel with $\sigma_R = 2.3$ and three different BCs.
3.3. Effects of Kernel Standard Deviation on Image Reconstruction

The effects of choice of reconstruction kernel with respect to a fixed degradation kernel were analyzed when designing the optimized RL deconvolution algorithm implementation. The Urban image was initially degraded by $7 \times 7$ Gaussian blur with $\sigma_D = 2.3$, and then it was restored by the Gaussian kernels with standard deviations, $\sigma_R = [1.0, 2.0, 2.3, 2.6, 5.0]$. In this manner, the reconstruction kernels both smaller, equal, and larger than the degradation kernel were provided for analysis. Each kernel size was set to $3\sigma_R$. The quality of the image reconstruction performed by both the standard and accelerated RL deconvolution algorithms for different number of iterations was evaluated by the use of M-RRE metrics. Figure 9 shows that the M-RRE curve for the restoration kernel equal to the degradation kernel $H_R(2.3)$ is characterized by the fast and stable convergence. This is also observed in M-PSNR and M-SSIM values for image reconstruction with different kernels presented in Table 2 for the standard RL deconvolution and in Table 3 for the accelerated RL deconvolution. For reconstruction kernel $H_R(2.3)$, the RL deconvolution algorithm converges rapidly for the first $\sim 500$ iterations. For 5000 iterations of the accelerated RL deconvolution, the achieved M-PSNR and M-SSIM values are 48.84 dB and 0.9708%, whereas the improvement in M-PSNR and in M-SSIM relative to the degraded image are 7.69 dB and 23.53%, respectively. For the accelerated RL deconvolution algorithm, the corresponding reconstructed images are shown in Figure 10b,f after 300 iterations and 5000 iterations, respectively. Although the M-RRE decreases for each iteration, the images are without significant visible differences for both $k = 300$ and $k = 5000$. 
When the reconstruction kernel and the degradation kernel are not equal, the deconvolution result depends on the similarity between coefficients of the restoration kernel and the ideal kernel. The M-RRE curves for reconstruction kernels with standard deviations larger than the degradation kernel standard deviation, $\sigma_R > \sigma_D$, start to diverge after a number of iterations. For a kernel with standard deviation $\sigma_R = 2.6$, divergence starts after 22 iterations, whereas for reconstruction by a kernel with standard deviation $\sigma_R = 5$, divergence is observed from the first iteration. For the restoration kernel $H_R(2.6)$, the relative improvements in M-SSIM compared to the degraded image for accelerated RL deconvolution after 7 and 300 iterations are equal to 5.52% and $-2.38\%$, respectively, as presented in Table 3 and Figure 10g. This means that restoration using this kernel might improve the spatial image resolution if RL deconvolution is stopped early. On the other hand, for restoration kernel $H_R(5.0)$, the relative improvements in M-SSIM after one iteration are equal to 0.37% for the standard RL deconvolution and $-0.78\%$ for the accelerated RL deconvolution. The positive result for standard RL deconvolution and the negative one for accelerated RL deconvolution suggest a need for both algorithms. The restoration results indicate that restoration kernels smaller than the degradation kernel are used in the restoration process. An improvement in M-SSIM for both $H_R(1.0)$ and $H_R(2.0)$ compared to the M-SSIM of the degraded image is observed, and the M-RRE values do not vary significantly with respect to the number of iterations, as shown in Figure 9. Figure 10a–d show the resulting images after performing the accelerated RL deconvolution algorithm at the minimum M-RRE for kernels with $\sigma_R = [2.0, 2.3, 2.6, 5.0]$, respectively. In the case in which the algorithm is not stopped at the minimum M-RRE, the images shown in Figure 10e–h are the results of RL deconvolution using the reconstruction kernels $H_R(\sigma_R)$ with $\sigma_R = [2.0, 2.3, 2.6, 5.0]$, respectively.

**Figure 9.** Mean relative reconstruction error (M-RRE) as a function of the number of iterations for different reconstruction kernels using standard (solid lines) and accelerated RL deconvolution (dashed lines).
Figure 10. Visual accelerated RL deconvolution results with varying kernel coefficients. \( k \) indicates the number of RL deconvolution iterations.

Table 2. M-PSNR and M-SSIM at the minimum M-RRE for different kernels running the standard RL deconvolution.

| \( \sigma \) | iter. | M-PSNR (dB) | Relative Improvement (dB) | M-SSIM | Relative Improvement (%) |
|------------|-------|-------------|---------------------------|--------|--------------------------|
| 1.0        | 300   | 41.57       | 0.42                      | 0.8025 | 21.2                     |
| 2.0        | 294   | 44.61       | 3.46                      | 0.8985 | 14.33                    |
| 2.3        | 300   | 46.11       | 5.97                      | 0.9207 | 17.16                    |
| 2.6        | 22    | 42.42       | 1.27                      | 0.8287 | 5.45                     |
| 5.0        | 1     | 41.14       | 0.0                       | 0.7888 | 0.37                     |

Table 3. M-PSNR and M-SSIM at the minimum M-RRE for different kernels running the accelerated RL deconvolution.

| \( \sigma \) | iter. | M-PSNR (dB) | Relative Improvement (dB) | M-SSIM | Relative Improvement (%) |
|------------|-------|-------------|---------------------------|--------|--------------------------|
| 1.0        | 165   | 41.57       | 0.42                      | 0.8027 | 2.14                     |
| 2.0        | 147   | 44.61       | 3.64                      | 0.8986 | 14.34                    |
| 2.3        | 300   | 46.79       | 5.64                      | 0.9361 | 19.11                    |
| 2.6        | 7     | 42.40       | 1.26                      | 0.8293 | 5.52                     |
| 5.0        | 1     | 39.85       | -1.29                     | 0.7807 | -0.78                    |

4. Proposed Implementation

4.1. Overall Architecture

The proposed architecture is designed to perform both standard RL deconvolution with \( \beta = 1 \) and accelerated RL deconvolution with \( \beta = 2 \). The RL deconvolution core is designed to provide image dimensions as the customization parameters prior to synthesis,
whereas the core’s parameters such as algorithm type, kernel size, and number of iterations can be configured directly by the dedicated registers through the CPU’s memory map. A generalized block diagram, consisting of a Core IP for a complete RL deconvolution processing pipeline and a Configuration block with an AXI4-Lite Slave interface, is shown in Figure 11. The end-user chooses the kernel size by writing the value, together with the number of iterations and the algorithm variant, into the register stored in the configuration block. The degraded input image $Y^p$ is reused in each iteration for residual computation, and it is required to be either stored in the internal memory of the FPGA or streamed from an external memory for each new iteration. The former minimizes the communication time between the core on FPGA and the external memory, whereas the latter minimizes FPGA resource utilization. The original image size is preserved by using the MP-BCs due to lower latency and decreased complexity of the control path compared to VC-BC. A feature summary for the proposed architecture is presented in Table 4.

Figure 11. A generalized block diagram for the proposed architecture.

Table 4. Feature summary for the proposed architecture.

| Feature                        | Proposed Architecture |
|--------------------------------|-----------------------|
| Standard RL deconvolution      | ✓                     |
| Accelerated RL deconvolution   | ✓                     |
| Initial value, $\hat{X}^p_{(0)}$ | $Y^p$                |
| BCs                            | MP-BCs                |
| Generic image size             | ✓                     |
| Run-time conf. kernel size     | ✓                     |
| Run-time conf. number of iterations | ✓                  |
| Intermediate image data stored internally | ✓              |

Figure 12 shows the submodules and their interconnections in the data processing pipeline of the proposed Core IP to perform RL deconvolution.
The convolution module 1 with 16-bit input signals $H_R$ and $\hat{X}_p^R(k)$ computes the divisor in the residual computation step in Equation (5). For the first iteration, the initial value of $\hat{X}_p^R(k)$ is equal to the input signal blurred_axis, whereas for the consequent iterations, $\hat{X}_p^R(k)$ is fetched from $BRAM_X_k$. Additionally, to preserve the original size of the input image, the convolution is firstly performed on the data stored in $REG_0$, which is equal to a predefined constant for the first iteration of the algorithm and the first sample stored in $BRAM_X_k$ for the consequent iterations. The number of estimated samples is equal to $(N \times 4) \times 2$. The degraded input image $Y_p$ remains constant during the deconvolution process. The image is initially streamed from the external memory into the Core IP through the AXI-Stream blurred_axis input and is stored in $BRAM_Y$. The address generators ensure correct address reading and writing for the Block RAMs (BRAMs). The valid samples from the first convolution module are streamed into the divisor of the Xilinx Division IP [25], whereas the data stored in $BRAM_Y$ is used as the dividend. In order to preserve the output data precision, the quotient width is set to 22 bits with 20-bit fractional part. The second convolution module computes the correction factor $\phi(k)$ in Equation (5).

To preserve the original image size, the convolution is performed initially on the data in $REG_1$, which stores the first valid quotient value, and then on the delayed data from the division module. The division output samples are stored in a FIFO [26] during processing of the data from $REG_1$. The depth of $FIFO_0$ depends on the image width and the kernel size as follows:

$$\text{Depth}(FIFO_0) = N \times (W - 1)/2 + 3,$$

where $N$ is the image width and $W$ is the kernel size. For $W = 9$, the depth of $FIFO_0$ is $N \times 4 + 3$. In the first iteration, an initial estimate $\hat{X}_p^R(0)$ is equal to the degraded input image. As a valid output sample is produced by the second convolution module, its multiplication with $\hat{X}_p^R(0)$ starts. The proposed design uses a true dual-port BRAM with one read and write port, which can be used simultaneously. However, since one write and two read ports with different addresses are required, a $FIFO_1$ is added. The input data, blurred_axis, at the first iteration and the data from $BRAM_X_k$ at the consequent iterations enter simultaneously into $FIFO_1$ and convolution module 1. The depth of $FIFO_1$ is given as follows:

$$\text{Depth}(FIFO_1) = N \times (W - 1) \times 4 + 52.$$
user through the configuration block. If the targeted number of iterations is performed, the multiplication output is streamed to the external FPGA memory via \textit{deblurred_axis}; otherwise, the output is stored in \textit{BRAM}_{X_k}.

![Multiplication module. D represents one clock cycle delay.]

**Figure 13.** Multiplication module. D represents one clock cycle delay.

### 4.2. Convolution Module

A convolution of a 2-D image of size $N \times M$ with a kernel of size $W_x \times W_y$ is performed by a convolution module proposed in [27], where $W_x = W_y = W$. The 2-D convolution is accelerated by utilizing kernel separability, where a convolution by a 1-D vertical kernel $H_y$ and the input data column vector of size $W$ are followed by a convolution of $W$ intermediate results and a 1-D horizontal kernel $H_x$. The central samples are then required as neighbors in the convolution operations, and in order to avoid sample reloading into the convolution module, line buffers are used. The block diagram, consisting of line buffers and two 1-D convolutions, is shown in Figure 14. In each clock cycle, an input sample is stored in a register (Figure 15a). In the subsequent clock cycle, the sample is forwarded to the first convolution with a vertical kernel, and at the same time, it is stored in the first line buffer, as shown in Figure 15b. The size of the line buffer depends on the width of the input image and is equal to $N - 1$. After each line buffer, a register is concatenated to fetch the data from the buffer for convolution. When the first line buffer and the corresponding register are filled, as illustrated in Figure 15c, the data from the register is moved to the next buffer line. The complete image row is moved between the buffers in a sample-by-sample manner in $N$ clock cycles. The total number of line buffers depends on the kernel size and is equal to $W - 1$. After $W - 1$ rows are streamed into the convolution module, the input image row $i$ is stored in the buffer line $(W - i)$.

![A block diagram for the 2-D convolution with a separable $W_y \times W_x$ kernel.]

**Figure 14.** A block diagram for the 2-D convolution with a separable $W_y \times W_x$ kernel.

After initialization, an image sample is output from each line buffer into a register. The data elements are then multiplied with kernel elements at the corresponding kernel positions. The sum of $W$ products is forwarded to the intermediate buffer, which stores the resulting data from the first convolution into an array of the kernel size. The array elements from the intermediate buffer are sent to the corresponding registers for multiplication with the horizontal kernel. The resulting output is computed as a rounded summation of the products of horizontal kernel elements and the results of the first convolution.
The proposed convolution module has a fixed maximum kernel size, which is chosen to be $9 \times 9$. Additionally, the module supports kernel sizes equal to $7 \times 7$. The sizes of the array in the intermediate buffer and the corresponding registers are fixed and equal to the maximum kernel size. For kernel size $7 \times 7$, data samples from the registers $DATA_{Wy}$ and $DATA_{Wy-1}$ are multiplied with zeros. For the second 1-D convolution, two registers ($DATA_{Wx}$ and $DATA_{Wx-1}$) in the CacheX buffer are initialized with zeros.

4.3. Data Processing Pipeline

The data flow and the latency information between different stages in two iterations of the RL deconvolution are presented in Figure 16. As shown, the data processing starts three clock cycles after the input signal enable is received from the configuration block. The convolution module is characterized by the latency equal to $(N \times 4) \times 2 + 13$, whereas the division module has a latency of 38 clock cycles. The latency of the multiplication module is equal to either three clock cycles for the standard RL deconvolution or four clock cycles for the accelerated version. Thereafter, one valid output sample is produced per clock cycle.

Figure 15. Initialization of the line buffers.

Figure 16. A timing diagram representing two iterations of the RL deconvolution algorithm.
5. Results

The proposed architecture was implemented in the Xilinx Vivado development environment [28] and described in VHSIC Hardware Description Language (VHDL). Synthesis, implementation, testing, and verification were performed on a Zedboard platform [29] with a built-in Zynq-7020 FPGA. The initial unit tests include functional verification of both the standard and the accelerated versions of RL deconvolution against the software implementation written in C programming language, which uses fixed-point representation and MP-BC boundary conditions. A verification model is presented in Figure 17. The C-code block produces both the degraded image and the restored image, which is used as a reference in the verification. Before the RL deconvolution is enabled, the user-defined parameters, number of iterations, and restoration kernel size are sent to the the Design Under Test (DUT) through an AXI4-Lite interface. Afterwards, the degraded image is streamed to the DUT and the restored image from the DUT is compared to the reference image in the monitor block. The test passes if the error count is equal to zero.

![Figure 17. Verification of the RL deconvolution Design Under Test (DUT).](image)

The proposed RL deconvolution module is fully verified on the Zedboard platform. The system consists of a processing system (PS) with two ARM Cortex-A9 CPU cores, a DDR3 external memory, a direct memory access core, a concatenation IP core, and a RL deconvolution IP, as shown in Figure 18. Communication between the external memory and the implemented core is tested by using both AXI DMA [30] or CubeDMA IP [31]. The links between the custom RL deconvolution core and DMA core for streaming the input image and the resulting image are 64-bit AXI4-Stream, whereas the communication between the DMA module and external DDR3 memory is established through an AXI4-memory mapped interface. The deconvolution core and DMA core are initialized and controlled by the PS through the 32-bit AXI4-Lite interface connected to the same interconnect. For AXI DMA, the Concat IP core connects the interrupt channels (DMA memory map to stream and stream to memory map), s2mm_introut to the PS interrupt request (IRQ) generator. An interrupt is sent when either the last element of the input image is streamed to the DMA by setting the m_axis_mm2s_wlast signal high or when the last element of the output image is sent to the PS by setting the m_axi_s2mm_rlast signal to one.

Data processing is performed band by band for a 3-D hyperspectral image, where 3-D HSI is stored in band-by-band order (BSQ order) in the external memory. Initialization starts by writing the desired number of iterations $k$ into the configuration register and by deciding which version of the algorithm to run. The degraded band, $Y_p$, is sent to the hardware module, and after $k$ iterations, the restored image $\hat{X}^p$ is received by the PS and is saved in the SD card. The process repeats for all the bands in the hyperspectral data set.
Figure 18. The overall SoC with RL deconvolution module.

5.1. Resource Utilization

The estimated resource utilization results for the proposed architecture on the Zynq-7020 FPGA were presented. The used resources in terms of Look Up Tables (LUTs), registers, and block RAMs were elaborated in more details for two fixed image widths, namely $N = 150$ and $N = 640$. The height $M$ was chosen to be in the ranges of 43–640 samples for $N = 150$ and of 10–150 samples for $N = 640$, as presented in Figure 19. In the proposed architecture, there is a need to internally store the degraded image and the reconstructed image from each iteration, both of size $N \times M$ and 16-bit width. In addition, there are two FIFOs with the depths dependant on image width and kernel size. Block RAMs [32] are used for storing both images and FIFOs. However, LUT elements are used as distributed RAMs for storing image rows in the line buffers of the convolution modules. Initially, it was noticed that the synthesis tools inferred the block RAMs ineffectively for different image dimensions due to the array depth extension to the closest power of 2. This is solved by splitting block RAMs into several parts, which resulted in linear dependence with respect to image size. The LUT utilization increases also linearly with the image dimensions. The architecture uses 38 DSPs independent of the image size, where $2 \times 18$ DSPs are used in convolution modules and 2 DSPs are used in the multiplication module.

Figure 19. Resource utilization as a function of the image width equal to 640 samples (blue) and 150 samples (red).
5.2. Power Estimation

Power estimation is performed on the post-implementation design using the power estimation tools provided by Xilinx Vivado. Figure 20 shows estimated total on-chip power estimation for an image of size equal to either $640 \times M$, marked blue, or $150 \times M$, marked red. The power is estimated for the same ranges of image height $M$ used in resource utilization. For resource utilization, the power consumption grows as image dimensions increase.

![Power estimation graph](image)

Figure 20. Power estimation for the proposed architecture using the same amount of samples for image with width equal to 640 and 150, shown in blue and red lines, respectively.

5.3. Execution Time

In the implementation of the standard RL deconvolution algorithm, one iteration of the RL deconvolution algorithm takes a total of $32 + N \times (16 + M)$ clock cycles. For the accelerated algorithm with $\beta = 2$, one additional clock cycle is required. The maximum operating frequency of the proposed implementation is 110 MHz for image of size $150 \times 640$ and 103 MHz for image of size $640 \times 150$. Execution time plots for both image sizes as a function of number of iterations are shown in Figure 21a. The difference in the number of iterations required for standard and accelerated RL deconvolution is presented in Figure 21b. The same M-RRE values are achieved twice as fast for the accelerated RL deconvolution compared to the standard RL deconvolution.

With respect to execution time, the proposed architecture is compared with state-of-the-art implementations, our previous work on the HW/SW codesign implementation of RL deconvolution algorithm [17], and a software-only implementation of RL deconvolution tested on the target SoC. Table 5 shows a comparison between the different implementations. The proposed architecture outperforms the previously implemented SW-only and HW/SW codesign solutions. For image size $150 \times 640$, a speed-up by a factor of 61.3 and 26.2 is achieved compared to the SW-only implementation and HW/SW codesign implementation, respectively. The proposed architecture compares well with the state-of-the-art solutions. The architecture in [14] is the most similar to the proposed architecture in terms of algorithm implementation, i.e., the kernel is assumed to be space-invariant and the images are extended before performing the convolution. The computed throughput in [14] based on the reported computation time, image size, and number of iterations is 52.5 samples/s, whereas the throughput of the proposed architecture is 97.96 samples/s for image size $150 \times 640$, resulting in a speed-up factor of 1.9 compared to the [14]. In addition, the proposed architecture implements the accelerated RL deconvolution, and consequently, the total number of iterations can be reduced.
Figure 21. Estimated execution time as a function of number of iterations (a) and M-RRE as a function of number of iterations (b).

Table 5. Comparison between several RL deconvolution implementations.

|                | Iter. | Image Size  | PSF | Time (ms) | Freq. (MHz) | Throughput (Samples/s) |
|----------------|-------|-------------|-----|-----------|-------------|------------------------|
| [16]           | 15    | 640 × 480   | <10 | 40        | -           | 115.2                  |
| [14]           | 10    | 800 × 525   | 9 × 9| 80        | 61          | 52.5                   |
| [13]           | 60    | 64 × 64     | 13 × 13| 78       | 100         | 3.1                    |
| SW-Only        | 1     | 150 × 480   | 9 × 9| 40        | 100         | 1.6                    |
| HW/SW codesign [17] | 1     | 150 × 480   | 9 × 9| 25.7      | 100         | 3.7                    |
| Proposed work, *SoC | 1     | 150 × 640   | 9 × 9| 0.98      | 100         | 97.96                  |
| Proposed work, *SoC | 1     | 640 × 150   | 9 × 9| 1.06      | 100         | 90.6                   |
| Proposed work, max freq. | 1     | 150 × 640   | 9 × 9| 0.87      | 110         | 110.3                  |

6. Conclusions

A real-time FPGA implementation of the RL deconvolution algorithm used for reducing HSI degradation is presented in this paper. The HSI degradation is modeled as a convolution of the 2-D cross-channel-independent images and a point spread function. Both the standard and accelerated RL deconvolution versions are implemented, and the choice of the algorithm version is available at run-time. The proposed architecture is optimized with respect to communication with the external memory by using extensive internal storage for the intermediate data. The flexibility of the proposed deconvolution core is introduced through generic image size parameters prior to synthesis and the available update of the configuration registers controlled by the CPU with the number of iterations, algorithm type, and the kernel size parameters. This results in a more general solution compared to some of the state-of-the-art implementations, which support only a limited number of iterations. The flexibility of the design in terms of the kernel size and number of iterations, and the speed-up in the execution time are introduced compared to the state-of-the-art works, targeting accelerated implementations of the RL deconvolution algorithm.
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