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Abstract: Air pollutant monitoring is a basic issue in contemporary urban life. This paper describes an approach based on the diffused use of low-cost sensors that can be mounted on board urban vehicles for more abundant and distributed measures. The system exchanges data, exploiting a “Smart Road” infrastructure, with a central computing facility, the CIPCast platform, a GIS-based Decision Support System designed to perform real-time monitoring and interpolation of data with the aim of possibly issuing alarms with respect to different town areas. Experimental data gathering in the Rome urban area and subsequent processing results are presented. Algorithms for data fusion among different simulated monitoring systems and interpolation of data for a geographically denser map were utilised. Thus, in the framework of the Smart Road, protocols for data exchange were designed. Finally, air pollutant distribution maps were produced and integrated into the CIPCast platform. The feasibility of a full system architecture from the sensors to the real-time pollutant maps is shown.
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1. Introduction

Human health is adversely affected by exposure to air pollutants with chronic and long-term ailments ranging from upper respiratory irritation to deadly morbidities such as lung cancer and heart diseases [1]. The underlining cause is represented by the ever-increasing consumption of energy, most of it in the form of the burning of fossil fuels. This produces huge amounts of carbon dioxide (CO₂), contributing to the warming of our planet, and, at the same time, outputs a series of air pollutants that have a direct and harmful influence on human health: carbon monoxide (CO), sulphur dioxide (SO₂), nitrogen oxides (NOₓ), and particulate matters of several sizes (PM-1, PM-2.5, and PM-10). In addition, long-term exposure has been linked to premature mortality [2].

This problem has been tackled at a legislative level with the installation of monitoring systems in urban areas. Current systems are usually sparsely distributed in the urban area with a very low spatial resolution. As an example, in the area of Rome there are 13 monitoring stations, managed by ARPA, the Lazio environmental agency [3], of which 10 are inside the “Grande Raccordo Anulare” (GRA, the beltway around the town). If an average radius of 9 km is assumed for the GRA, then each station covers a surface of 25 km² if evenly distributed. If the whole surface of the municipality is considered (1285 km²), and all the available systems, this figure rises to 99 km². A similar situation can be found in most large towns around the world, e.g., in Beijing there are 22 stations, each covering 113 km², and in London there are 14 stations, each covering 112 km² [4].
The sparseness of the data has produced, as a consequence, a need for estimates of the pollutants in unmeasured areas using a variety of methods, e.g., spatial averaging, nearest neighbour, Inverse Distance Weighting (IDW), Spline interpolation, Kriging, Land-Use Regression (LUR) modelling, dispersion modelling, and neural network methods [4].

In recent years, the availability of smaller pollution sensing devices and the Global Navigation Satellite System (GNSS) have opened the way to small-size mobile systems for the monitoring of air pollutants [5]. This increases the density of data, but it does not solve the sparseness problem, since the mobile measurements are usually performed along the streets or in specific areas. In order to obtain a larger view, the same methods previously developed for the interpolation of data from monitoring stations have been applied also in the case of mobile air pollution data [4].

The aim of this paper is to describe an air pollutant monitoring system composed of three different elements: a mobile small-sized device accommodating low-cost sensors (LCSs), a road infrastructure for the communication of data (the Smart Road), and a central computing facility [6]. The sensing device can be easily carried by vehicles in the urban area, e.g., private cars, mass transport buses, and municipality service vehicles. In this work, we analysed the case where several LCSs are geographically dispersed in an urban environment, collecting air quality data and relaying them to an urban centralised processing platform. The communication backbone is furnished by an intelligent infrastructure, namely a Smart Road (SR), which, among other capabilities, can convey the collected data to the central computing facility. This runs a GIS-based Decision Support System (DSS), called Critical Infrastructures Protection risk analysis and foreCAST (CIPCast), designed to perform real-time monitoring, processing, and interpolation of data with the aim of possibly issuing alarms with respect to different areas of the town [7].

In the following, the system is described using the AlphaSense OPC-N2, a well-known and reliable LCS for particulate data. Besides its good features, the particulate concentration is one of the key parameters for the monitoring of air quality and the consequent possibility of reducing or completely eliminating vehicular traffic in urban zones.

Geovisualisation techniques can provide information about various and heterogenous spatial data in an integrated and visual way, allowing us to analyse and better understand environmental phenomena and dynamics [8,9]. In particular, the use of a GIS-based DSS opens the way to a friendly interaction with the particulate data collected in the urban area. It allows us, as an example, to display the historical series in a given location or inspect other relevant geographical information in the area in an interactive way as in [9] and [10]. The DSS can also effectively support GIS multicriteria decision analysis (MCDA) techniques and Analytic Hierarchy Process (AHP)-based techniques in order to allow for the visualisation and interpretation of the spatial distribution of air pollution impacts [11]. In other approaches [12], GIS-based applications were used to support the best siting of monitoring networks and the qualitative assessment of their spatial representativeness of pollutant emissions and variability. Finally, 3D methods can improve the visualisation capabilities and allow us to assess diffusion by calculating visible and obstructed volumes [13].

In Section 2, the different parts composing the overall system are described. In particular, in the first subsection the LCSs are illustrated with a particular focus on the sensor used in this work. In the second subsection, the features of the SR and the ones relevant to the air monitoring task are described. In the third subsection, the GIS-based CIPCast system is described. A preliminary sensor characterisation is presented in the fourth subsection. In the fifth subsection, the data acquisition campaign is described, and in the sixth subsection the data processing centrally performed in the GIS-based DSS is explained.
In Section 3, the results of these activities are reported. In Section 4, a brief discussion is provided, and in Section 5 our conclusions and some comments are given together with future research directions.
2. Materials and Methods

2.1. Low-Cost Sensors

In recent years, miniaturization, other technological advances, and cost reductions have brought to market a number of low-cost sensors designed to measure atmospheric gases and particulate matter. This abundance has fostered the adoption of LCSs by both public authorities and citizen science initiatives [14]. Although LCSs cannot replace traditional reference methods, these sensors have created new opportunities to broaden access to ambient air quality monitoring for applications such as personal health and sub-regional air quality assessment, e.g., to gather neighbourhood-level data to illustrate air quality issues affecting local communities. In addition, the use of standard reference methods implies the use of skilled operators for maintenance and calibration, while LCSs, which do not need skilled personal, open the possibility for broader use [15,16].

Even if the availability of LCSs has dramatically increased, research on the use of this wealth of data in terms of processing, visualisation, and interpretation is still ongoing. Moreover, the characterisation of these sensors with respect to changing environmental conditions is still a subject of study and the research related to sensor aging is still a very open subject [17].

Accuracy and reliability have become unifying research topics. Several papers have been published that tested different LCSs and compared their performances [18]. Protocols have been developed for such testing by different research institutes in the absence of an internationally accepted standardized one.

There are clear indications that the accuracy of LCSs may be low when compared with reference measurements. The main source of inaccuracy is linked to the low selectivity of gas sensors that may measure currents of electrons produced by different redox reactions from different gas species (cross-sensitivity). Moreover, the calibration is performed in some given reference conditions that may introduce biases when used in sensibly different air composition or meteorological conditions. Regarding the particulate matter sensors, these measure light scattering, which is affected by the particle density and hygroscopicity [19].

A further issue is that of aging. Electrochemical sensors, which measure chemical concentrations, usually have a lifetime expectancy as low as 12 to 18 months, but there is very limited research available on their irreversible degradation behaviour. The particulate matter sensors use a physical method, light scattering, to compute concentrations; this allows for a longer lifespan of the sensor and for a possible reset to near factory conditions with a little cleaning.

In this study, in order to demonstrate the proposed monitoring system, an optical particulate matter sensor was used: the Alphasense OPC-N2, which has been evaluated and discussed in [20]. The reasons for such a choice are the above-mentioned longer lifespan of the sensor, its features, and the observation that the particulate content is one of the basic measures used by municipal administrations to make decisions on traffic restrictions or blocks.

The particulate matter sensors are sensitive to high ambient relative humidity (RH > 85%), and in [20] the following correction was introduced:

\[
C = 1 + \frac{k}{\text{RH}/100 - 1 + a_w} \quad \text{and} \quad PM_{corrected} = \frac{PM_{measured}}{C}
\]  

(1)

where \(a_w\) is RH/100 and \(k\) is a parameter that describes the degree of hygroscopicity of a particle, which is dependent on the particle’s composition and is around 0.3 ± 0.4.

The monitoring system used in this work is shown in Figure 1 (left panel). It is capable of detecting several chemical compounds, particulates (in the three sizes of PM-1, PM-2.5, and PM-10), and some atmospheric physical parameters such as temperature, humidity, and pressure. At the same time, it is equipped with a GPS sensor, thus yielding georeferenced values. A single-board Raspberry Pi computer takes care of the
interrogation of the sensors and provides the data to the end user via a Wi-Fi Internet connection by implementing a web service that can be remotely accessed or may autonomously broadcast data. The size of the device is about $10 \times 17 \times 9$ cm, with a weight of around 500 g. It needs a power source in the range of 7–36 V and about 3 W of power. The device was mounted on the laboratory van through the cable hole on the roof of the vehicle (see Figure 1, right panel) in order to model the actual data collection by several devices on board different vehicles.

![Figure 1. Air monitoring payload and its location on the roof of the van.](image)

2.2. The Smart Road

The Smart Road (SR) is a rather fuzzy concept that has been in the limelight in recent years following the smart wave; we are accustomed to the concepts of Smart Cities, Smart Districts, Smart Buildings, and Smart Homes. They all describe the idea of pervasive computing; in other words, all the parts of modern life can be made smart with the help of some processing power, communication capabilities, and, above all, data. The trigger (and at the same time effect) of this smart wave is the so-called Internet of Things (IoT), i.e., the possibility of equipping nearly every electronic device with communication and elaborative powers, together with ever-decreasing costs of computing power and storage memory.

A given road can be made smart in several different respects and, while this idea has been instantiated and implemented in diverse ways in different places, it is intimately linked to the Intelligent Transportation System (ITS) framework [21]. The suggestion is that transport and mobility must be reconsidered as an integrated and, above all, dynamic system where control, information, and management operate synergistically and synchronously [22].

For example, in Sweden the SR is considered as a form of infrastructure able to recharge electric vehicles while they are moving on it [23,24]. In Italy, the main road administrator, ANAS, is currently making some sections of the Italian road network smart with an approach centred on the safety of the journey. They are equipping roadside streetlights with sensors and with a wireless network to communicate with cars and passengers for traffic-related warnings and to monitor the road status [25].

The authors are currently involved in a project to set up an experimental SR in order to study applications and solutions for a better quality of life and energy saving [26]. Through a wireless communication network housed in the roadside lamps, the end users (vehicles, bicyclists, and pedestrians) are able to carry on a dialogue with the Smart City computing centre. This exchange conveys relevant data for different services and applications. As an example, a vehicle may obtain real-time information that it cannot directly and locally access, e.g., an alarm condition on the planned path to be followed or a meteorological alert of some kind. Furthermore, the vehicle can receive instructions
concerning its recharging, e.g., where and when, compatible with the overall status of the electrical grid and the wishes of the vehicle itself, such as being near to the trip’s destination. The SR is thus a communication link between the city’s central authority and the single end user that can also be used in the reverse, centripetal way. Any end user may furnish data obtained with proprioceptive sensors (e.g., position, speed, battery charge) or exteroceptive sensors (e.g., air temperature, pollution, road surface conditions) acting as a mobile sensor device and increasing the detail of the description of the current state of the city. In Figure 2 is shown the case in which a vehicle provides data concerning particulate matter.

Figure 2. The Smart Road: a vehicle may carry on a dialogue with the city by exchanging data and alarm conditions.

In the Casaccia Research Centre (Rome), a SR is under construction. It runs for about 700 m and is composed of 22 streetlights. Each pole is equipped with a remotely controlled dimmable LED lamp and may also be equipped with one of the following fixed sensors: a noise sensor, a CO₂ sensor, or a particulate matter sensor and a camera that can autonomously control the illumination level through a TAI/FAI approach (TAI, Traffic Adaptive Installation, which controls the illumination on the basis of the traffic intensity; FAI, Full Adaptive Installation, which also adds illumination control on the basis of weather conditions).

On the foot of the street poles runs a fibre link and three access points (APs) are interfaced with it: one at the beginning of the road, one in the middle of the road, and one at the other end of the road. On the Smart Road, an experimental electric vehicle circulates that carries several sensors for the description of the urban environment. For the sake of the present paper, it carries the air monitoring payload described at the end of Section 2.1.

In this work, the LCS represents the IoT device relaying its data to the city’s central processing facility for integrating the data collected from official fixed systems for a higher degree of detail in the monitoring of air pollutants. The idea is that some vehicles in the town are equipped with a mobile air pollutant monitoring system. This system checks the particulate content at a given frequency and then automatically transmits the data back to the city’s central facility. The prototype system is small and light and can conceivably be mounted on almost any vehicle; however, in operational conditions, it may mostly be
mounted on board mass transit buses or other service vehicles of the municipality. Thus, the city gathers data from the different mobile systems and interpolates the data both spatially and temporally, greatly increasing the real-time awareness of the pollution situation in the town.

The chosen LCS is the Alphasense OPC-N2, which was mounted on the air monitoring payload and measured the atmospheric particulate content. Through the payload’s Raspberry Pi, the following data can be retrieved: geographical coordinates, time, temperature, barometric pressure, humidity, PM1, PM2.5, PM10, and some internal data (the OPC-N2 bin counts). The total load is circa 300 bytes with an acquisition frequency of 0.5 Hz, i.e., once every two seconds; thus, the data throughput is very low. In the fully deployed SR, the Wi-Fi link may be thought of as being continuous; at present, the payload is able to buffer data locally and transmit them whenever a Wi-Fi AP becomes available. Since the Casaccia Smart Road is not yet complete, the described experimental campaign was carried out in an urban area to demonstrate the feasibility of the conceived approach. During the experimental campaign, the data were stored on board the device and downloaded only at the end.

2.3. The CIPCast Platform

The CIPCast platform is a GIS-based DSS conceived and developed by ENEA to support the monitoring, risk analysis, and management of urban infrastructures [7]. It includes and manages more than 400 geospatial data layers for spatial analysis, the protection of infrastructures, and increasing urban assets’ resilience. Moreover, CIPCast implements algorithms and procedures for multicriteria decision processes in order to support interactive monitoring, urban planning, and decision-making [27–31].

CIPCast interacts with the SR infrastructure to perform risk analysis due to extreme natural events, malfunctions, or alerts detected by means of distributed sensors or sensors located in situ. In the latter case, it can receive and integrate data from vehicles, such as spatialised and processed location, status, and air quality data, to provide maps and generate alarms.

All the above-described functions are accessible through the CIPCast interactive geographical interface, a WebGIS application that represents the graphical front-end [31] of the data and information provided and/or produced.

Figure 3 shows a diagram of the software architecture of CIPCast, which can be represented according to the Model View Controller (MVC) paradigm:

- **Model**: this includes the database that stores the field data acquired from the different sensors and the risk analysis results. Such data are characterised by the time of acquisition, the sensor, and the concentration;
- **View**: this provides the Graphical User Interface (GUI) that can support the final end-user by providing her/him the set of GIS layers (e.g., field data, impact scenarios) and the real-time sequence of events in a timeline window; and
- **Controller**: this represents the software components that are responsible for acquiring sensor data from the vehicle and for raising alarms when pollution concentration thresholds are exceeded. The communication between CIPCast and the vehicle is performed through the use of REST web services. In particular, the REST Request handler and the REST client represent components responsible for the acquisition of sensor data and for sending alarms to the vehicle, respectively.

In order to manage and process the data collected by the LCS, CIPCast interacts with specific elements of the Smart Road (SR), represented by the roadside lamps. The vehicles circulating in the SR connect to the network through access points installed on some lamps and therefore can communicate data from the LCS directly to CIPCast via TCP/IP protocols using JSON messages carrying the relevant information. Appendix A shows an example of such a message.
2.4. Preliminary Experimental Data Processing: Sensor Characterisation

Some preliminary measurements were performed before the actual experimental campaign. In detail, an assessment of the stability of measures was carried out. The PM LCS was placed in a closed room with no ventilation and a series of measures were collected. This was done in order to make the sensor measure a stable signal, with no changes due to ventilation, which greatly influences the particulate content. In each experiment, the system measured the particulate content on average for 15 min, with a single datum once every two seconds. The average values with the standard deviation for the seven experiments performed are reported in Figure 4 for the three particulate species PM-1, PM-2.5, and PM-10. Two observations can be made. In each plot, the standard deviations are very similar and the measure is fundamentally the same on a time span of about two hours, showing the stability of measurements of the device. If the coefficient of variance, i.e., the ratio between the standard deviation and the mean value, is computed, the values obtained are $0.24 \pm 0.01$, $0.26 \pm 0.01$, and $0.34 \pm 0.02$, respectively for PM-1, PM-2.5, and PM-10. These values are in good agreement with those in [20], where several Alphasense OPC-N2 sensors are compared.

![Figure 3. CIPCast-ER software architecture diagram.](image)

![Figure 4. Stability measures in seven experiments (the error bars are standard deviations): (a) PM-1; (b) PM-2.5; (c) PM-10.](image)
Once we were in the geographical area where the campaign was conducted and once we had mounted the LCS onto the van, before the actual experimentation, we performed a set of measurements in order to check the variability in the signal with respect to the velocity of the vehicle. The LCS employed possesses a small fan, which ensures a more or less constant flow of air in the sensor. Since the LCS was mounted on board a moving vehicle, it would be interesting to determine whether the air flux caused by the vehicle’s motion would affect the measurements and to what degree.

In order to check this, the van was driven on a low-traffic street, repeating the trajectory, i.e., the same side of the street and the same direction, but at different speeds as indicated by the vehicle’s instrumentation. The considered velocities were 10, 20, 30, 40, and 50 km/h. Among all the recorded PM data, only those recorded at the correct speed were retained, i.e., the acceleration and deceleration phases were discarded. Figure 5 shows the average and standard deviation of the measured data as a function of speed for the three PM values. The measures are very similar, pointing to a substantial degree of independence from the vehicle speed. For PM-10, above 30 km/h the standard deviation decreases, indicating better stability at higher velocities, possibly linked to the more stable air fluxes around the van. It is important to stress that the used street was peripheral and had almost no traffic, under the assumption that the PM content was largely constant; nonetheless, some variability in the PM content there could always exist across the different experimental series, being that the measurements were taken at different times. The measurements were performed in a time window of less than 5 min in order to limit as much as possible the variation in the measured quantity.

Figure 5. PM sensor measurements as a function of velocity (the error bars are standard deviations): (a) PM-1; (b) PM-2.5; (c) PM-10; (d) the trajectory along which the data were collected.
2.5. Experimental Campaign

Some experimental data collection was performed by mounting the system on the roof of a vehicle and driving it through Rome in the neighbourhood of one of the fixed air pollution analysers deployed by the municipality. Several routes that crisscross the area were recorded. The data are particulate concentrations and GPS coordinates, recorded every two seconds on the vehicle’s route. The various paths are plotted in Figure 6b.

![Figure 6a](image1.png)  ![Figure 6b](image2.png)

Figure 6. The experimental campaign: (a) the rearrangement of the data from a single recording to several smaller recordings; (b) the resulting location of data points on the map.

The data were recorded via the on-board software by polling all the sensors, saved on the on-board mass memory (an SD card), and downloaded at the end via a Wi-Fi REST interrogation of the system.

The recorded data were rearranged in order to simulate the contemporary recording of data as collected by several different vehicles, each equipped with a sensor, as shown by the coloured dots in Figure 6. The number of simulated vehicles is 10. In order to remove some outliers in the measured data, a threshold was placed at 80 μg/m³ and a centred moving average, of sample window 5, was used to reduce noise. The data were also corrected in accordance with Equation (1) even if the relative humidity while collecting data was low.

In Table 1, the relevant data for the 10 simulated vehicles are presented. The data recording was made with the vehicle moving at an average speed of 17.3 km/h with a minimum of 10.8 km/h and a maximum of 20.6 km/h. The relative sample density was on average 99.6 samples per km with a minimum of 86.7 samples per km and a maximum of 128.6 samples per km, depending on the speed. The total travel length was about 14.1 km, in 48:38, and with 1398 samples recorded that add up to 584 kB of data, as shown in the rightmost column.

| Trip ID | Sample Count | Duration (mm:ss) | Distance (m) | Samples/km | Speed (km/h) | Size (kB) |
|---------|--------------|------------------|--------------|------------|--------------|-----------|
| 1       | 118          | 3:57             | 1288         | 91.6       | 19.6         | 43        |
| 2       | 126          | 4:13             | 1363         | 92.4       | 19.4         | 51        |
| 3       | 302          | 10:09            | 3140         | 96.2       | 18.6         | 109       |
| 4       | 155          | 5:12             | 1788         | 86.7       | 20.6         | 61        |
| 5       | 154          | 5:11             | 1363         | 113.0      | 15.8         | 56        |
| 6       | 164          | 5:30             | 1546         | 106.1      | 16.9         | 66        |
| 7       | 55           | 1:49             | 581          | 94.7       | 19.2         | 21        |
As mentioned above, one of the problems related to LCSs is aging. The particulate matter sensors are less prone to this issue as compared with chemical ones. The aging of the sensor can be correlated to a decrease in the reliability of the measure; thus, a simple law was devised to describe this decrease with time from the latest sensor calibration. It is assumed that the sensor’s trustworthiness is a linear function of time:

$$\text{Rel} = \text{Rel}_0 - kt, \text{ with } \text{Rel} > 0$$

(2)

where $\text{Rel}_0$ is the reliability of the sensor when calibrated, $k$ is an experimental constant to be evaluated, and $t$ is the time since the last calibration. For the sake of demonstration of the idea, different ages were assigned to the different simulated sensors, ranging from 1 (for a new or a newly calibrated sensor) to 5 years, with a decrease in reliability with $k = 0.05$ and $t$ measured in years. In other words, each simulated sensor measured on the route the concentrations of particulate matter, relaying them to the GIS-based DSS for further processing together with the time of the sensor’s last calibration.

2.6. GIS-Based Data Processing

The GIS-based approach used in the present case study to process the measured air quality parameters allows for the spatial assessment and delimitation of areas with similar characteristics (concentration levels, statistical properties of the measured data, etc.) [12]. In addition to the assessment of the spatial representativeness of air pollutant measurements, GIS-based processing can provide tools to model their concentration [32].

The pollutant data (e.g., PM-1, PM-2.5, and PM-10) measured by the LCS installed on board the vehicle and sent to CIPCast consists of a series of georeferenced points along with their characteristics. Once those data are acquired by CIPCast, they are transformed into a standard GIS format. Hence, the WebGIS application is able to manage them, allowing us to query and display the information acquired at each point, which is shown in a pop-up window containing all the descriptive attributes available (timestamp, sensor characteristics, latitude and longitude, pollutant concentration, temperature, etc.).

Subsequently, CIPCast processes the point data transmitted by the sensors in order to produce interpolated maps of particulate concentrations. Numerous interpolation methods are available: a comprehensive overview and discussion are presented in [33] and [34]. Nevertheless, the most commonly used methods (the inverse distance weighting method, the ordinary kriging method, and the spline method), which have been proven to provide reliable and spatially continuous results, are usually implemented in the main GIS software suites. In the present case study, the data were considered using the above-mentioned reliability index (Equation (2)), i.e., a weighted interpolation of the data on the basis of the sensor’s age. Considering the spatio-temporal distribution of the sensors and the characteristics of the monitored area, data were processed using diffusion interpolation with barriers provided by the ESRI ArcGIS suite [35]. Diffusion interpolation refers to the fundamental solution of the heat equation, which describes how heat or particles diffuse with time in a homogeneous medium. Such a prediction is able to gently flow around barriers such as the buildings in the present case. Concerning the surface characteristics, the possible mitigating role of urban green areas was not considered, since the surveys were carried out in a densely built-up neighbourhood.

The data gathered from the vehicles are considered in a time window of 10 min. This means that all the data concur with the interpolation with their own time-from-last-calibration characteristics inside the 10-min window. Any data collected after this time window will be analysed and will be part of the next time window. Thus, the time evolution of the air quality is evaluated six times per hour.
3. Results

The main result of the present work is represented by the definition of a multi-faceted methodology for the assessment of the air quality in an urban context. We have presented a system composed of a lightweight device equipped with a LCS for the measurement of particulate matter, an urban infrastructure for the relay of data among end users, either vehicles or humans, a central facility (a Smart Road), and a GIS-based Decision Support System (the CIPCast-ER platform) able to process real-time data with the aim of possibly issuing local area alarms concerning the air quality.

Particulate Matter Mapping

Data about PM surveys acquired from sensors and sent to CIPCast are processed in the GIS environment as described in the previous section. Then, the PM interpolated maps are produced, as depicted in Figure 7, and stored as GIS layers in the CIPCast geospatial database. In Figure 7, the white polygonal areas correspond to the buildings that were considered to be barriers during the interpolation process. Here, it is possible to observe that in the upper right part of the map for PM-10 there is an anomalous situation, which is also confirmed in the PM-2.5 map.

![Figure 7](image)

**Figure 7.** The results of the interpolation with barriers: (a) PM-1; (b) PM-2.5; (c) PM-10.

To this end, it is possible to draw a line on the visualised map and define a transect from which we can obtain the PM values in the interpolated map and then represent them in a graph. As an example, in the present case two transects were sketched. In Figure 8 and Figure 9 are reported the graphs with the different PM trends along each defined transect.

Finally, considering the distribution of PM values in the mapped layers, the application can compute basic statistics such as those reported in Figure 10.

It is important to stress that these data are real time or near real time, allowing for a more accurate study of the pollutants and the possibility of issuing health-related alarms to the local population.

The experimental campaign presented here is relative to a single time window of 10 min, but it can be repeatedly performed to follow the time evolution of the particulate content since the SR would be continuously relaying data to the CIPCast platform and allowing for six pollution status assessments per hour.
Figure 8. PM-1 (gray), PM-2.5 (orange), and PM-10 (blue) trends along transect 1 (Via Monte Mas-sico–Via Monte S. Vicino, depicted in red on the map. PM acquisitions are depicted in yellow).

Figure 9. PM-1 (gray), PM-2.5 (orange), and PM-10 (blue) trends along transect 2 (Via delle isole Curzolane, depicted in violet on the map. PM acquisitions are depicted in yellow).

For the sake of comparison, the available official ARPA data from the local fixed monitoring station report an average value over the entire day of 18 μg/m³ for the PM-10 content only. The here-reported data, besides also analysing the PM-1 and PM-2.5 content, are relative to a time window of 10 min around 11:00 AM and for the PM-10 content give an average value of about 12 μg/m³ near the ARPA station.
4. Discussion

The central idea presented in this article concerns the availability of a much larger dataset than what would usually be available, gathered with lightweight and small mobile monitoring systems. This, together with the possibility of exploiting a GIS-based DSS for the processing of data in near real time, yields the possibility of monitoring the air quality in an urban area in a more detailed and continuous way.

In many applications, the availability of a large quantity of data, even if they are of a lower quality, yields a non-trivial contribution to the description of a state. The concept of
data fusion in many different applications is an example of this approach; to estimate a measurement, several different sensors of different characteristics and precisions can be exploited, all contributing in different degrees to the final value [36,37].

The results here reported show the viability of such an approach to the gathering of neighbourhood-level data in almost real time, allowing for a higher data resolution.

Currently, the data are binned in a given time window (typically 10 min) and the typical duration of the processing is in the order of 10 s. In other words, all the measurements from the different vehicles in this time window are considered to be simultaneous and, consequently, are jointly processed.

Several studies [38–40] have measured urban pollution with mobile platforms with the same basic components: a vehicle, some sensors, a GPS unit, and battery power, and collected data on pre-defined routes for a limited period of time. In [41,42], the units were mounted on municipality service vehicles and used to collect large quantities of data each day (see also [43]).

With respect to previous related works (see [4] and references therein), the system here presented, being composed of sensing, communication, and processing parts, has the following strengths.

It considers the direct connection of the sensors to the central elaborative power through a Smart Road, allowing for continuous and timely monitoring of the overall situation in near real time. It currently works by processing data in time windows, assessing the situation several times per hour with geographically denser data, and yielding more precise and timely monitoring results.

One of the components of the system is a DSS (Figure 11) that may issue alarms related to the infringement of pollutant limits. At the same time, the DSS allows us to store data, build historical time-series, and make them available to the end user for further off-line processing or other possible elaborations of pollution data that could be performed on a local neighbourhood scale (e.g., optimal positioning of fixed measurement stations).

![Figure 11. The CIPCast DSS: an example of a visualisation of the PM-10 map within the WebGIS interface.](image-url)
5. Conclusions

A system for the monitoring of the particulate content in an urban environment was presented. This system has three main components: a device based on the Alphasense OPC-N2 sensor mounted on board vehicles moving in the area; a Smart Road acting as the link between the city on one side and the vehicles on the other; and a Decision Support System based on a GIS able to elaborate on the data in near real time for the sake of helping the city’s administrators.

We conducted an experimental field campaign to collect data in real time from a neighbourhood in the city of Rome and simulate the contemporary circulation of ten different vehicles with differently aged sensors.

The data load is limited (see Table 1); thus, it is suitable for the Smart Road infrastructure in particular and to any kind of wireless network in general.

The collected data are processed and made available to a GIS, which is conceived of as a DSS for the territory’s managers. The system provides a user-friendly display of maps in given layers of the GIS (similarly to [9,10]), local spatial analysis along given routes of particular importance, and the possibility of setting alarm thresholds.

In this sense, it is possible to consider the whole platform as providing near-real-time monitoring that allows an end user to monitor the atmospheric particulate content in a denser way both in space and in time, opening the way to the possibility of issuing traffic blocks in a more targeted and timely way.

A further research issue involves the processing of measurements in time in order to assess whether the aforementioned time window can be made smaller or to slide in time instead of being a time step.

At present, the system has no memory, i.e., the output of the processing of the current time window does not depend on the previous ones. Further work will aim to determine whether the implementation of memorization capabilities in the platform may provide better results. Another important issue refers to the refining of the data fusion algorithm. For better results, the existing coarse weighted average method will be compared to more refined approaches, such as Kalman filtering or neural networks.
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**Appendix A**

Figure A1 shows an example of a JSON message produced by a vehicle. It consists of four sections:

- Section 1: this section contains general information on the vehicle: the vehicle identifier, latitude, longitude, altitude (m), speed (Km/h), date of acquisition, and autonomous mode;
- Section 2: this section contains the pollutant concentration values acquired by the sensors;
- Section 3: this section contains the alarms that can be raised by the vehicle; and
- Section 4: this section contains possible messages that can be sent autonomously by the vehicle or by the vehicle’s driver.

![Figure A1](image.png)

**Figure A1.** Example of a JSON message produced by the vehicle and acquired by CIPCast.
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