Automatic Quantification of Volumes and Biventricular Function in Cardiac Resonance. Validation of a New Artificial Intelligence Approach

Cuantificación automática de los volúmenes y función de ambos ventrículos en resonancia cardíaca. Propuesta y evaluación de un método de inteligencia artificial

ABSTRACT

Background: Artificial intelligence techniques have shown great potential in cardiology, especially in quantifying cardiac biventricular function, volume, mass, and ejection fraction (EF). However, its use in clinical practice is not straightforward due to its poor reproducibility with cases from daily practice, among other reasons.

Objectives: To validate a new artificial intelligence tool in order to quantify the cardiac biventricular function (volume, mass, and EF). To analyze its robustness in the clinical area, and the computational times compared with conventional methods.

Methods: A total of 189 patients were analyzed: 89 from a regional center and 100 from a public center. The method proposes two convolutional networks that include anatomical information of the heart to reduce classification errors.

Results: A high concordance (Pearson coefficient) was observed between manual quantification and the proposed quantification of cardiac function (0.98, 0.92, 0.96 and 0.8 for volumes and biventricular EF) in about 5 seconds per study.

Conclusions: This method quantifies biventricular function and volumes in seconds with an accuracy equivalent to that of a specialist.
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it impossible to implement them in clinical practice. Therefore, there is a need to gain an objective understanding of the advantages and weaknesses when applying these techniques in the clinical setting. In this regard, we will analyze the robustness of deep neural networks to quantify cardiac function in terms of volumetric measurement and systolic function for both left and right ventricles in cardiac magnetic resonance imaging (CMRI).

A manual or semi-automatic quantification of the main cardiac structures (atria, ventricles, and myocardial tissue) normally used to diagnose and quantify various conditions such as infarction or hypertrophy, requires an intrinsically subjective, repetitive and laborious task that must be performed by a specialist. (6) This analysis takes 3-10 minutes per study, depending on the specialist’s expertise. (7) Today, there are several applications for semi-automatic quantification, (8-10) but in clinical practice, detecting chambers and myocardial tissue is deficient. Most often, it involves manual intervention by a specialist, which is time-consuming. Therefore, the development of accurate, robust and subjectivity-free techniques continues to be an active area of research. In this respect, AI techniques seem to be the right tools to overcome these limitations and reduce quantification times to seconds.

This paper introduces a new AI application based on deep neural networks to automatically quantify cardiac function from the estimation of left and right ventricles and myocardial tissue in CMRI. Firstly, we have analyzed its robustness with multicenter data, with special emphasis on the effects and benefits observed when adjusting the application to CMRI of a medical center; and secondly, we have compared the time required by this method against the traditional manual method.

**METHODS**

A retrospective, observational study was conducted in 89 patients (51 ± 17 years, 67% men) with several conditions (left bundle branch block, acute myocardial infarction, dilated cardiomyopathy, hypertrophic cardiomyopathy, hypertensive cardiomyopathy), and normal cardiac function, from a health center in Bariloche (SSC). Images were obtained over a 2-year period with a Philips Intera 1.5T scanner. Chamber segmentation was performed by a specialist using the Segmentation software, which was also used to estimate the ejection fraction (EF), end-diastolic volume (EDV) and end-systolic volume (ESV) of both ventricles, and the LV myocardial mass.

A publicly available dataset, the Automatic Cardiac Diagnosis Challenge (ACDC) was used to assess the robustness of the proposed technique. (11) The database was made of 100 patients with conditions similar to those described above. Images were acquired over a 6-year period using two Siemens 1.5 and 3T scanners.

**Proposed method**

CardIAc, the proposed application, was developed as an extension of the 3D Slicer software. (12) Figure 1 shows an example of the user interface and quantification for a patient from the SSC. The extension was developed to be used on a common computer, available today in any medical center.

Automatic quantification is performed with two convolutional neural networks (CNN) based on a U-Net architecture. (13) The first CNN is used to identify a region of interest (RoI) that includes the entire heart. This region is defined in 90 mm x 90 mm (~128 x 128 pixels). Once the RoI around the heart is identified, a second neural network estimates the different structures of interest. The second neural network adds information of the anatomical structure of the heart following a variational autoencoder approach. (14) This way, errors in detecting anatomically non-plausible structures are reduced. Finally, biventricular volumes and EF and LV mass are quantified. Furthermore, if the user enters the patient’s height and weight, volumes and mass are normalized using the body mass index.

**Statistical analysis**

Data were collected as mean ± standard deviation, and differences were evaluated using a Student’s t-test or t-test. In addition, the linear correlation between the proposed method and manual quantification was analyzed, and Pearson’s correlation coefficient was calculated. Systematic errors and degree of concordance were assessed with a Bland and Altman analysis.

**Ethical considerations**

The study was conducted in compliance with the National Data Protection Act No. 25 326, protecting patients’ identity and personal data. All sensitive information was anonymized. The study was conducted in accordance with national and regional ethical standards, and its protocol was approved by the Ethics Committee in the province of Río Negro, Argentina.

**RESULTS**

Three sets of experiments were carried out in order to analyze the accuracy and robustness of the proposed method. The aim of the first experiment was to study the accuracy of the proposed techniques using only public ACDC data, both for training and validation (Table 1).

The second experiment analyzed the accuracy of the proposed tool on daily practice data; in this regard, only SSC data provided by the local center were used (Table 2). In both cases, the accuracy of the proposed method was similar to the interobserver error for LVEF reported in the literature (2.7 ± 6.8%), (15) being 0.60 ± 4.77 % and 0.89 ± 4.55 % for ACDC and SSC respectively.

The third experiment studied the accuracy obtained when only a public database is used to train the proposed models (Table 3). It is important to note that the proposed tool was suitable to quantify the variables analyzed (Tables 1 and 2). However, when analyzing the robustness of the techniques on the data from the regional center, the accuracy decreases substantially compared to the results obtained when the proposed technique was trained on the regional SSC data. In particular, the error obtained when esti-
**Fig. 1.** Example of the proposed AI-based application within the 3D Slicer software

**Table 1.** Quantification of study variables for ACDC data (training and validation)

|                  | Manual         | AI             | p   | r    | Bland-Altman |
|------------------|----------------|----------------|-----|------|--------------|
| LV EDV [mL]      | 164.61 ± 73.90 | 162.22 ± 70.93 | 0.01| 0.99 | -2.39 (-20.08 a 15.29) |
| LV ESV [mL]      | 99.06 ± 78.36  | 98.09 ± 75.74  | 0.314| 0.99 | -0.97 (-19.07 a 17.76)  |
| RV EDV [mL]      | 152.99 ± 54.88 | 151.07 ± 54.15 | 0.142| 0.97 | -1.92 (-27.20 a 23.36) |
| RV ESV [mL]      | 85.88 ± 52.20  | 88.81 ± 55.52  | 0.091| 0.95 | 2.92 (-30.50 a 36.35)  |
| LVEF [%]         | 46.38 ± 19.82  | 45.79 ± 19.69  | 0.217| 0.97 | -0.60 (-9.94 a 8.75)  |
| RVEF [%]         | 46.73 ± 17.80  | 44.69 ± 17.89  | 0.018| 0.89 | -2.04 (-18.60 a 14.52) |
| LV Mass [g]      | 129.96 ± 50.75 | 129.36 ± 49.96 | 0.441| 0.99 | -0.60 (-15.85 a 14.64) |

LV: Left ventricle. RV: Right ventricle. EDV: End-diastolic volume. ESV: End-systolic volume. EF: Ejection fraction. AI: Artificial intelligence.

**Table 2.** Quantification of study variables for SSC data (training and validation)

|                  | Manual         | AI             | p   | r    | Bland-Altman |
|------------------|----------------|----------------|-----|------|--------------|
| LV EDV [mL]      | 166.97 ± 44.74 | 164.50 ± 41.87 | 0.05| 0.98 | -1.65 (-15.56 a 12.26) |
| LV ESV [mL]      | 74.32 ± 44.48  | 74.54 ± 43.70  | 0.83| 0.98 | -0.13 (-11.73 a 11.98) |
| RV EDV [mL]      | 149.80 ± 33.06 | 143.40 ± 35.03 | 0.002| 0.92 | -6.41 (-43.17 a 19.61) |
| RV ESV [mL]      | 61.89 ± 20.55  | 64.71 ± 22.45  | 0.003| 0.95 | 2.82 (-13.96 a 19.61) |
| LVEF [%]         | 58.02 ± 12.16  | 57.13 ± 15.31  | 0.07| 0.96 | -0.89 (-9.82 a 8.04)  |
| RVEF [%]         | 59 ± 8.61      | 54.38 ± 14.45  | < 0.001| 0.8 | -4.63 (-22.48 a 13.22) |
| LV Mass [g]      | 141.11 ± 36.72 | 142.84 ± 35.08 | 0.21| 0.97 | -1.14 (-12.32 a 14.59) |

LV: Left ventricle. RV: Right ventricle. EDV: End-diastolic volume. ESV: End-systolic volume. EF: Ejection fraction. AI: Artificial intelligence.
Table 3. Quantification of study variables for SSC data using ACDC (ACDC Training) and SSC (SSC Training) data as training

| LV EDV [mml] | LV ESV [mml] | RV EDV [mml] | RV ESV [mml] | LV EF [%] | RVEF [%] | LV Mass [g] |
|--------------|--------------|--------------|--------------|-----------|---------|------------|
| Manual       | AI           | f            | AI           | SSC Training | r        |
| 166.97 ± 44.74 | 150.46 ± 38.52 | 0.98         | 164.50 ± 41.87 | 0.98 |
| 74.32 ± 44.48 | 73.35 ± 39.97 | 0.98         | 74.54 ± 43.70 | 0.98 |
| 149.80 ± 33.06 | 129.95 ± 35.98 | 0.92         | 143.40 ± 35.03 | 0.92 |
| 61.89 ± 20.55 | 69.35 ± 32.81 | 0.95         | 64.71 ± 22.45 | 0.95 |
| 58.02 ± 12.16 | 51.75 ± 20.94 | 0.96         | 57.13 ± 15.31 | 0.96 |
| 59 ± 8.61      | 46.76 ± 19.22 | 0.8          | 54.38 ± 14.45 | 0.8 |
| 141.11 ± 36.72 | 106.10 ± 30.17 | 0.97         | 142.84 ± 35.08 | 0.97 |

LV: Left ventricle. RV: Right ventricle. EDV: End-diastolic volume. ESV: End-systolic volume. EF: Ejection fraction. AI: Artificial intelligence.

CONCLUSIONS
To the best of our knowledge, ours is the first study in Argentina to introduce a user-friendly tool to quantify cardiac function using AI techniques, which in turn, can be adapted to the needs of different national centers to obtain accurate quantification in a few seconds and in real-world cases.
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