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This study analyzes the impacts of different drivers on the pricing of EU carbon futures in various periods by using the time-varying parameter vector autoregressive (TVP-VAR) model. The results indicate that: (1) The relationships between oil, gas, electricity, stock prices and carbon price have significant time-varying characteristics and those relationships have experienced an inversion in 2016. This might be due to the pressure of achieving the “EU 20-20-20” targets and the signing of the Paris Agreement as well as the fine-tuning of the European Union Emissions Trading Scheme (EU ETS). (2) The impacts of different drivers on carbon price are various. The carbon price is more sensitive to oil, gas, electricity prices as well as the stock price before the inversion in the short-term, while its response to changes in the stock price after the inversion is more obvious in the mid-long term. (3) After the signing of the Paris Agreement in the second quarter of 2016, the carbon price has a greater response to changes in its drivers. The oil price’s impact on carbon price became the most significant one among them.

Keywords: carbon price, a TVP VAR model, carbon price drivers, EU ETS, Paris agreement

INTRODUCTION

The issue of global warming is affecting the sustainable development of the economy and society seriously. Controlling and reducing greenhouse gas emissions have become the main goal of current environmental policies in the world. The carbon emission trading system commercializes carbon emission rights and internalizes external costs (Twomey, 2012; Wesseh et al., 2017). This trading system currently is one of the policy tools being used to control carbon emissions effectively. During the past few years, studies related to the carbon market, carbon emissions, and carbon price have received extensive attention in the field of energy and climate economics (Chevallier, 2009; Keppler and Mansanet-Bataller, 2010; Creti et al., 2012; Hammoudeh et al., 2015; Naeem et al., 2020; Muhammad and Long, 2021).

Carbon price signal is one of the core functions of the carbon trading market, which can significantly influence investment and consumption decisions as well as carbon emission strategy. The formation mechanism of the carbon price is extremely complex, involving multiple stakeholders such as governments, enterprises, and consumers. Previous studies have shown that the energy market, electricity market, and financial market can have a significant impact on carbon
price (Sousa et al., 2014; Zhu et al., 2019). Changes in energy prices will affect the demand for fossil energy, which in turn will change the carbon emissions caused by fossil energy and the demand for carbon emission permits, thereby affecting carbon price. The power industry is one of the most important industries covered by EU ETS. Changes in electricity price directly affect the production decisions of power companies and the demand for carbon emission permits, which in turn affect carbon price. As for the stock market, increase activities in this market often reflect the economic situation, investment sentiment, and changing of policies, while these above factors are important, however, the effects are indefinite. More importantly, the carbon market has obvious political and financial attributes (Fan et al., 2013; Zhang and Huang, 2015). Policy changes, major events, etc., will affect the carbon price transmission mechanism, and even subvert the relationship between the carbon market and other markets (Yu et al., 2015a,b; Wang and Guo, 2018; Zhu et al., 2019). This will cause the relationship between carbon price drivers and carbon price to be not static and change over time (Batten et al., 2020). Consequently, analyzing what time-varying characteristics exist between carbon price drivers and carbon price and how these time-varying characteristics are related to external policies or carbon emission reduction situations has very important theoretical value and practical significance.

Unfortunately, the existing research on carbon price drivers is mostly limited to static analysis at the overall level, and cannot reflect how the interaction between variables evolves over time, and there are few studies on the third phase of EU ETS. The main innovations and contributions of this research are: (1) With the introduction of time-varying parameters, a TVP-VAR model is developed to analyze the relationship between oil, gas, electricity, stock prices and carbon price, which solves the defects of constant parameters and static analysis of the traditional measurement model. The model can avoid the endogenous issue in the process of model building to a certain extent. It can also compare and analyze the changes in the interaction between carbon price and its drivers under different periods, different intervals, and impacts of different policy factors. The research conclusion is more in line with reality. (2) This investigation constructed a three-dimensional impulse analysis, which can vividly describe the temporal change characteristics of various price driving factors. The empirical findings show that the relationships between oil, gas, electricity, stock prices and carbon price have significant time-varying characteristics and those relationships have experienced an inversion in 2016. Secondly, except for the stock price after the inversion, the short-term impact of carbon price drivers on carbon price is greater than that in the mid-long term. Thirdly, after the signing of the Paris Agreement, carbon price responded to changes in its driving factors even more. And the oil price has the greatest impact on the carbon price.

The rest of this study is arranged as follows. Section “LITERATURE REVIEW” presents a review of the literature on carbon price and its main drivers. Section “METHODOLOGY AND DATA” describes the econometric methodology and provides the data sources. Section “EMPIRICAL ANALYSIS RESULTS” reports the empirical results. Section “CONCLUSION AND DISCUSSIONS” draws the conclusions and discussions.

LITERATURE REVIEW

The burning of fossil fuels is the main source of carbon emissions. The carbon price has been shown to be significantly influenced by various traditional energy markets, such as oil market, and gas market (Mansanet-Bataller et al., 2007; Alberola et al., 2008a; Peri and Baldi, 2011; Balcilar et al., 2016; Zhang and Sun, 2016; Alaa and Muhammad, 2019; Tan et al., 2020). Theoretically, increasing fossil energy prices will cause income effects and substitution effects (Zhu et al., 2019). The former will increase the costs of production for stakeholders, which will lead to a reduction of the energy consumption, therefore, lower carbon emissions and price will be; the latter refers to stakeholders using relatively low-cost energy to replace previously used fossil energy, in which case the alternative energy and energy carbon emission conversion coefficient will then directly affect the total carbon emissions, thereby impacting the demand for carbon allowances as well as carbon price. The impact of fossil energy on carbon price depends on the combination of income effects and substitution effects. Thus far, there have been many studies (see Table A1) on the relationship between fossil energy price and carbon price, however, there is still debate on how fossil energy price can affect carbon price. In addition, some other researches even stated there is no significant effect between them at all.

The electric power industry which is the main industry covered by the EU ETS produces huge amounts of carbon emissions. Therefore, the impact of electricity price on carbon price cannot be ignored (Boersen and Scholtens, 2014). An increase in electricity price will encourage power companies to increase power generation, thereby increasing carbon emissions and carbon price, which will result in a positive correlation between them. At the same time, many studies have also shown that carbon price increase the cost of power companies, which leads to an increasing cost for retailers of electronics. Maryniak et al. (2019) analyzed this transmission mechanism, finding that a minimum of 30% and as much as 100% will be passed along to the retailers, which leads to a positive correlation between carbon price and electricity price. Studies, such as (Oberndorfer, 2008; Alberola et al., 2008a; Gronwald et al., 2011; Aatola et al., 2013; Sousa and Conraria, 2014; Batten et al., 2020), believe that electricity price, power company stock price, or electronic power company revenues are positively related to carbon price. However, some scholars have found that a positive shock to electricity price will reduce its consumption, thereby reducing carbon emissions and carbon price. There is a negative correlation between electricity price and carbon price (Hammond et al., 2018). Still others, Keppler and Mansanet-Bataller (2010), believe that the positive correlation between electricity price and carbon price may be false, and the underlying mechanism may actually be that economic growth will increase electricity demand and increase electricity price. At the same time, economic growth will also increase carbon emissions and carbon price.
The stock index also has a large impact on carbon price (Creti et al., 2012; Koch et al., 2014). Carbon allowances have strong financial attributes. Within the overall financial market, both carbon futures and stock index belong to the category of capital markets, and there is a correlation between them. On the one hand, a higher stock index usually means a prosperous economy and a stable financial environment, which sends a positive signal to encourage investors to expand production, leading to an increase in energy demand and carbon emissions, thereby leading to increases in carbon price (Sohag, 2015; Andreoni and Galmarini, 2016; Ahmad et al., 2017). On the other hand, a stock index is a concentrated expression of investor sentiment, and policy measures can guide the flow of funds by influencing investor sentiment, thereby achieving policy goals. For example, the implementation of a renewable energy policy can reduce the investment risk of renewable energy, make the stocks of related companies more attractive for investors, and encourage capital to flow into the renewable energy field, thereby promoting the development of renewable energy and reducing in carbon emissions, which leads to a decreasing of carbon price. At the same time, some researchers believe that variables such as stocks and bonds are countercyclical, when the actual economic expectation is improved, the prices of these variables are decreased, which causes a negative correlation between stock index and carbon price (Fama and French, 1987). According to the results of empirical evidence, there is no general accepted conclusion regarding the relationship between stock and carbon prices. Daskalakis et al. (2009) and Chevallier (2009) argued that there is a negative correlation between the EU stock market and the carbon market. Other investigators believe that the stock market reflects the actual economy, and the fluctuation of the actual economy will affect the demand for carbon allowances, that is the rise of stock price can increase carbon price (Liu and Zhao, 2011; Lutz et al., 2013; Koch et al., 2014; Jimenez-Rodriguez, 2019). In terms of the transmission mechanism, changes in energy stock price exert a significant impact on carbon futures price, while changes in carbon futures prices exert no significant impact on energy stock price, i.e., carbon price is not an important factor in clean energy stock price (Kumar et al., 2012; Liu et al., 2013; Jimenez-Rodriguez, 2019).

There is still debate on the impacting factors of carbon price which is related to differences in the selection of driving factors and methods. The carbon market is commonly affected by government constraints and market behavior. Therefore, various factors, such as international climate change agreements, energy development policies, and carbon market designs vary with time will all have an impact on the carbon price formation mechanism. Zhu et al. (2019) found that the impacts of different price drivers on carbon price differ greatly at different time scales. While some others compared and analyzed the differences in carbon price of driving factors during different phases of the EU ETS which could be detailed as follows. The research of Zhang and Wei (2010) revealed that no co-integration relationship existed between carbon price and energy prices in the first phase of the EU ETS, but it did exist in the second phase. Keppler and Mansanet-Bataller (2010) found that coal and gas prices affected carbon price, and carbon price affected electricity prices in the first phase. On the contrary, the electricity price was an influencing factor of the carbon price in the second phase, and the stock prices changed from being a follower of energy prices in the first phase to become a driver. Creti et al. (2012) found through co-integration analysis that oil price, stock index, and the conversion price between gas and coal were long-term determinates of carbon price in the second phase, but they did not play a key role in the first phase. Therefore, the introduction of time-varying parameters is a necessary and suitable way of analyzing the influence of different driving factors (Li et al., 2018a; Jimenez-Rodriguez, 2019). Naeem et al. (2020) used the method of Diebold and Yilmaz (2012) and found that there is a time-varying volatility spillover effect among oil, gas, coal, electricity, carbon, and clean energy. The volatility spillover reaches a peak around 2015-2017, and the short-term total spillover connectedness is higher than the long-term. The carbon price is the net receiver of spillover. Compared with the constant parameter models based on sub-samples or rolling samples (Balcilar et al., 2010; Rossi and Inoue, 2012), the TVP-VAR model with time-varying parameters directly introduced can avoid the randomness of sample period selection and the resulting loss of information. In this study, the TVP-VAR model is used to analyze the statistical time-varying relationship between different driving factors and carbon price. Based on the research results, this paper analyzed the possible reasons for the changes in key time points and makes policy recommendations for stakeholders.

**METHODOLOGY AND DATA**

**Methodology**

The vector autoregressive (VAR) model adopts the form of multiple equations simultaneously, which can reflect the dynamic relationship between different variables and deal with the problem of endogenous variables well. Therefore, the VAR model has been widely used in macroeconomic research, since Sims (1980) proposed it. However, this model has the defect that the current relationships between variables are hidden in the lag structure of the error term. For this reason, Sims (1986) improved it and proposed a structural vector autoregressive (SVAR) model. Unfortunately, these traditional vector autoregressive models are difficult to solve the problem of effective estimation of nonlinear time series. Therefore, the TVP-VAR model is well fitted in solving this issue. There is no homoscedasticity in the assumption of the TVP-VAR model, which is more in line with the actual situation, and the model has the nature of time-varying parameters, which can better capture the relationship and characteristics of the carbon price in different eras. Based on the research of Primiceri (2005), Nakajima (2011), and Peng et al. (2015), the TVP-VAR model can be gradually derived from the SVAR model.

To begin with a basic SVAR model:

\[ Ay_t = F_1 y_{t-1} + \cdots + F_s y_{t-s} + \mu_t, \quad t = s + 1, \cdots, n. \]
where \( y_t \) is an \( k \times 1 \) vector of observed variables, ‘\( A \)’ and 
\( F_1, \ldots, F_N \) are \( k \times k \) coefficient matrices, and \( \mu_t \) is a \( k \times 1 \) structural shock. Assuming \( \mu_t \sim N(0, \Sigma) \), and

\[
\Sigma = \begin{pmatrix}
\sigma_1 & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \sigma_k
\end{pmatrix}.
\]

The \( \sigma_i (i = 1, \ldots, k) \) is the standard deviation of the structural shock. This paper specifies the simultaneous relations of the structural shock by recursive identification and assumes that the correlation coefficient matrix \( A \) of the same period is lower-triangular,

\[
A = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & a_{21} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & a_{k1} \cdots a_{k,k-1}
\end{pmatrix}.
\]

We rewrite model (1) as:

\[
y_t = B_1 y_{t-1} + \ldots + B_s y_{t-s} + A' \varepsilon_t, \varepsilon_t \sim N(0, \Omega) \quad (2)
\]

Where \( B_i = A^{-1} F_i \) for \( i = 1, \ldots, s \). Stacking the elements in the rows of the \( B_i \) to form \( \beta (k^2 s \times 1) \), and defining \( X_t = I_k \otimes (y'_{t-1}, \ldots, y'_{t-s}) \), the model (2) can be written as

\[
y_t = X_t \beta + A' \varepsilon_t \quad (3)
\]

All parameters in equation (3) are time-invariant. If we assume that these parameters change over time, the model can be written as

\[
y_t = X_t \beta_t + A_t' \varepsilon_t, \quad t = s + 1, \ldots, n. \quad (4)
\]

Equation (4) is the expression form of the TVP-VAR model. Different from equation (3), the coefficients \( \beta_t \), the parameters \( A_t \) and \( \Sigma_t \) are all time varying. Primiceri (2005) set \( a_t = (a_{21}, a_{31}, a_{41}, \ldots, a_{k,k-1}) \) to represent a stacked vector of the lower-triangular elements in \( A_t \) and \( h_t = (h_{11}, \ldots, h_{kt}) \), with \( h_{kt} = \log \sigma^2_{et} \), for \( j = 1, \ldots, k, t = s + 1, \ldots, n \). We assume that the parameters in (4) follow a random walk process as follows:

\[
\beta_{t+1} = \beta_t + u_{\beta_t}, \quad a_{t+1} = a_t + u_{a_t}, \quad h_{t+1} = h_t + u_{h_t}, \quad (5)
\]

where \( t = s + 1, \ldots, n \), \( \beta_{t+1} \sim N(\mu_{\beta_t}, \Sigma_{\beta_t}) \), \( a_{t+1} \sim N(\mu_{a_t}, \Sigma_{a_t}) \) and \( h_{t+1} \sim N(\mu_{h_t}, \Sigma_{h_t}) \). The shocks to the innovations of the time-varying parameters are assumed uncorrelated among the parameter \( \beta_t, a_t \) and \( h_t \). The shocks can also catch sudden changes in the structure of the economy.

In order to overcome the problem of over-recognition, scholars have adopted different methods. Primiceri (2005) believes that as long as the covariance matrix of the disturbance term is strictly assumed, unreasonable changes in parameters can be effectively avoided. Nakajima et al. (2011) believe that the Markov chain Monte Carlo (MCMC) method estimation is more accurate and effective.

Let \( y = \{y_t\}_{t=1}^n \), \( \omega = (\sum_{\beta}, \sum_{a}, \sum_{h}) \). We set the prior probability density as \( \pi(\omega) \) for \( \omega \). Given the data \( y \), we draw sample from the posterior distribution and apply the following MCMC algorithm:

1. Initialize \( \beta, a, h, \omega \).
2. Sample \( \beta \mid a, h, \omega, y \).
3. Sample \( \sum_{\beta} \mid \beta \).
4. Sample \( a \mid \beta, h, \sum_{a}, y \).
5. Sample \( \sum_{a} \mid a \).
6. Sample \( h \mid \beta, a, \sum_{h}, y \).
7. Sample \( \sum_{h} \mid h \).
8. Go to (2)

**Sample Selection and Data**

The development of the EU ETS has gone through three stages. From 2005 to 2007, the EU ETS was in a trial operation stage, and carbon allowances at this stage were all allocated free of charge. Over-optimistic estimates of the demand for carbon allowances resulted in extreme excess of allowances at this stage. At the same time, the EU, in particular, adopted a series of energy policy and climate policy initiatives or regulations to the realization of the “EU 20-20-20” plan and the commitments of the Paris Agreement initiative, all of which may have an impact on the role of price drivers on carbon price (Parry, 2020). Therefore, to ensure the robustness of the research results we select the sample period from the first quarter of 2008 to the fourth quarter of 2019 which cannot only avoid the unnecessary information confusion caused by the immature carbon trading mechanism in the first stage but also supplement the relevant research on the driving factors of carbon price in the third stage. The frequency of the data selected in this study is quarterly, and non-trading day data is excluded.

As the carbon spot price mainly reflects short-term supply and demand, the fluctuation range is too large. While carbon futures have the function of discovering the forward price and can better reflect the future value of the carbon price. Therefore, this study selects carbon futures price as the research object using data from WIND database. This study focuses on analyzing the impacts of oil, gas, electricity, and stock prices on carbon futures price. Among them, we measure oil price by the average of settlement prices on the BRENt crude oil futures contract and the gas price adopts the British natural gas futures price with data from Bloomberg database. We measure electricity price using the average of settlement prices from the Phelix electricity future contract of the European Energy Exchange (EEX), and the stock price

---

https://ec.europa.eu/clima/policies/ets/revision_en
adopts the STOXX600 index with data obtained from WIND database.

In order to observe the periodic characteristics of different samples, this study uses the HP filtering method to filter time series data, such as carbon, oil, gas, electricity, and stock prices, which separates trend elements and cycle elements, and performs central standardization of these data to obtain cyclical series data. As shown in Figure 1, carbon is carbon price, oil is oil price, gas is gas price, elec is electricity price, and stock is stock price.

Judgment of Time-Varying Characteristics of Variables

The EU ETS entered the third phase on January 1, 2013. Compared with the previous two stages, the quota allocation policy in the third stage has undergone major adjustments. As can be seen from Figure 1, the trends between oil, gas, electricity, stock prices and carbon price began to deviate to a certain extent inversion after 2013. Among them, the Paris Agreement adopted in December 2015 and signed in April 2016 amplified this inversion. The above phenomenon fully reflects the time-varying characteristics, which also indicates the applicability of using the time-varying parameter vector autoregressive (TVP-VAR) model. Meanwhile, this also provides a basis for us to select specific time points in the first quarter of 2013 and the quarter of 2016 for more detailed analysis.

Model Setting and Parameter Diagnosis

Based on the above analysis, this study establishes a TVP-VAR model that includes carbon, oil, gas, electricity, and stock prices. The following priors are assumed for the $i$-th diagonals of the covariance matrices:

\[
\left( \sum_{\beta} \right)^{-2} \sim \text{Gamma} \left( 40, 0.02 \right), \left( \sum_{a} \right)^{-2} \sim \text{Gamma} \left( 4, 0.02 \right) \]

\[
\left( \sum_{h} \right)^{-2} \sim \text{Gamma} \left( 4, 0.02 \right) \quad \text{(6)}
\]

For the initial state of the time-varying parameters, $\mu_{\beta_0} = \mu_{a_0} = \mu_{h_0} = 0$ and $\sum_{\beta_0} = \sum_{a_0} = \sum_{h_0} = 10 \times I$. We use the MCMC method to simulate 20,000 times to obtain valid samples. The lags are determined by the estimated marginal likelihood and

![FIGURE 1](https://www.frontiersin.org) Carbon price (thick solid line) and key price drivers (thin solid line) periodic series.
the invalid influence factor. We estimate the model with one to six lags and choose the lags in which marginal likelihood is the highest. Finally, the empirical result indicates the most fitted is one lag. The TVP-VAR estimation often needs many lags, because the shocks in the economic variables are considered to affect the other variables of the system with a delay. Figure 2 shows the sample autocorrelation function, the sample paths, and the posterior densities for selected parameters. It can be seen from Figure 2, the sample paths are stable and the sample autocorrelations drop stably, indicating the MCMC method with preset parameters efficiently produces uncorrelated samples.

Estimation Results of Model Parameters
Before estimating, we conduct a stationary test on each variable, and the results show that each variable is stable at the 5% level. Table 1 provides the estimation results. The standard deviations of the parameters are relatively small, and the posterior mean values are all within the 95% confidence interval. Judging from the convergence, the Geweke values of the parameters does not exceed the critical value of 1.96 at the 5% significance level, indicating that the null hypothesis of “parameters converging to the posterior distribution” cannot be rejected. The inefficiency factor is an index to measure the effectiveness of sampling. It is used to calculate the number of uncorrelated samples that can be obtained under a given sampling frequency. The smaller the inefficiency factor is, the more effective the sampling is. It can be seen from Table 1 that the inefficiency factor of each parameter is much smaller than the number of sampling times 20,000, of which the maximum value is about 65. This means that in the case of continuous sampling of 20,000 times, we can obtain at least about 307 uncorrelated samples, which can meet the needs of model estimation.

EMPIRICAL ANALYSIS RESULTS
Time-Varying Stochastic Volatility Analysis
(A) Carbon and Oil Price
The time-varying stochastic volatilities of carbon price and different driving factors are shown in Figure 3. In terms of carbon and oil prices, the response of carbon price to oil price shocks was negative before 2015, and as the number of the lag increased, the degree of response increase as well, which is consistent with Rickels et al. (2014). This result is not surprising, since rising oil price tends to reduce economic growth (Lardic and Mignon, 2008), which in turn reduces energy consumption and the demand for carbon allowances, thereby lowering carbon price. After 2016, the response of carbon price to oil price shocks clearly turned positive, and the response value continually increased. This may be due to the substitution effect of the oil. When the oil price rises, people tend to increase the use of
alternative energy with lower prices and higher carbon emission intensity, such as coal, which leads to the increase of carbon emissions, an increase of carbon quota demand, and a rise of carbon price.

(B) Carbon and Gas Price
In terms of carbon price and gas price, the response of carbon price to gas price shocks was almost negative in 1 lag, negative in the main parts of lag 2 and 3 before 2013. This is consistent with Zhang and Wei (2010). From 2013 to the first half of 2016, the response of carbon price to gas price shocks was positive in each lag. This might be because the increase in gas price encouraged people to use lower-priced energy such as oil and coal, which have higher emission intensity; thereby it would increase carbon emissions and push up carbon price. Starting from the second half of 2016, the response of carbon price to gas price shocks turns to negative in lag 1. After the signing of the Paris Agreement, clean energy started to develop rapidly, and electric power companies could also receive certain compensation for using clean energy. This may have caused electric power companies to increase the consumption of clean energy in the short-term to replace the gas, thereby reducing carbon emissions and carbon price.

(C) Carbon and Electricity Price
The response of carbon price to electricity price shocks was negative before 2016. The response of carbon price to electricity price shocks first turned positive in lag 3 at the end of 2016. The negative correlation between electricity price and carbon price before 2016 is consistent with the results of Hammoudedh et al. (2014). After 2016, when electricity price rise, the electric power companies will increase power generating capacity, which will increase carbon emissions and carbon price. In that scenario, there is a positive correlation between electricity price and carbon price (Zhu et al., 2019).

(D) Carbon and Stock Price
The response of carbon price to stock price shocks was positive, and the response peak value decreased before 2016. The short-term impact of stock price on carbon price was greater than the medium-term impact. After 2016, the response of carbon price to stock price shocks was negative, and the response peak value increased. The short-term (1 quarter) impact of stock price on carbon price was smaller than the mid-term (2 quarters) impact. Considering the two rounds of carbon price increase before 2016 and the first round of decline after 2016, the response of carbon price to stock price shocks was positive in each lag, and the response value of lags 3 was the smallest during the first round of carbon price increases between 2009 and 2011; while the response of carbon price to stock price shocks was also positive in each lag, and the response values in lag 1, 2, and 3 were of the same level during the second round of carbon price increases from 2013 to the end of 2015. During the carbon price declines in 2016 and the first half of 2017, the impact of carbon price on stock price was negative in each lag, and the absolute value of the response value in lag 1 was the smallest. It is noticeable that the response of carbon price to stock price shocks changed from positive to negative is related to clean energy. After the European debt crisis, the EU issued a financial rescue package in July 2012, and European countries emerged from the crisis quagmire one after another. The recovery of the EU’s economy was manifested by the rise in stock price, which indicated people's expectation that the economy was improving. Therefore, investors increased investment, residents increased consumption, and enterprises expanded production. These lead to an increase in carbon emissions, greater demand for carbon allowances, and higher carbon price (Lutz et al., 2013; Zhu et al., 2019). Subsequently, European stock markets experienced a relatively sharp decline in 2015 and began gradually recovering in 2016, signaling a positive economy, and indecisive investors entered the stock market. During this period, the low-carbon economy and sustainable development attracted widespread attention. Especially after the signing of the Paris Agreement, most of the EU countries formulated new policies in order to realize the EU 20-20-20 targets. These policy goals will greatly reduce the investment risk of renewable energy, thereby promoting the flow of funds to the low-carbon economy (Monasterolo and Angelis, 2020; Glavas, 2020), and the stock market could be a financing resource for renewable energy (Ji and Zhang, 2019). At the same time, the implementation of emission reduction policies will strengthen residents' low-carbon awareness and increase the use of low-carbon transportation and products (Gallagher and Muehlegger, 2011; Cohen et al., 2015; Wen et al., 2018). This might be the reason carbon price responded negatively to stock price shocks after 2016.

Full-Sample Time-Varying Impulse Analysis
In order to obtain a more robust result, Figure 4 shows the three-dimensional impulse response of carbon price to oil and gas prices, which is the driver of carbon price, at different time points and in different lags. The three-dimensional impulse response graph can more clearly illustrate the extent of impacts of the drivers on carbon price and the term structure of the impacts.

(A) Carbon and Oil Price
The response of carbon price to oil price shocks varied significantly from negative to positive, with the inversion point roughly occurring in 2016. Before 2016, the impact of oil price on carbon price was negative in each lag. After that year, the positive response peaks increased continuously.Judging from the degree of impact, the negative response peaked approximately in lag 3, while the positive response peaked approximately in lag 2.
FIGURE 3 | Time impulse graph of the impact of carbon price on key price drivers.

FIGURE 4 | Full sample impulse graph of the impact of carbon price on key price drivers. (A) Full sample impulse of carbon price response to oil price shocks. (B) Full sample impulse of carbon price response to gas price shocks. (C) Full sample impulse of carbon price response to electricity price shocks. (D) Full sample impulse of carbon price response to stock price shocks.
(B) Carbon and Gas Price
The response of carbon price to gas price shocks alternated between positive and negative. After 2013, the response of carbon price to gas price shocks was positive in almost each lag, with only lag 1 exhibiting a negative value for a longer span after 2016. In terms of the degree of impact, the response of carbon price to gas price shocks fluctuated slightly. In comparison, the fluctuations were larger before 2013 and tended to be flat after 2013. Both positive and negative response peaks appeared in lag 1.

(C) Carbon and Electricity Price
The response of carbon price to electricity price shocks changed from negative to positive, with the inversion point occurring earlier as the lag increased. In other words, the inversion point of lag 3 was roughly located in 2016, while the inversion point of lag 4 was roughly located in 2014. Meanwhile, judging from the changing trend of their relationship throughout the entire sample period, as the lag increases, the response of carbon price to the electricity price shock is also changing from negative to positive. The impact of electricity price on carbon price was almost entirely negative in lag 1. When the lag was approximately greater than 5, the impact of electricity price on carbon price was almost completely positive, eventually approaching zero as the lag increased. In terms of the degree of impact, the negative response roughly peaked in lag 2, while the positive response roughly peaked in lag 3.

(D) Carbon and Stock Price
The response of carbon price to stock price shocks clearly changed from positive to negative, with the inversion point roughly occurring in 2016. Prior to this, the response of carbon price to stock price shocks was positive, but after 2016, the response of carbon price to stock price shocks was consistently negative. Judging from the degree of impact, the inversion of the positive response after 2013 was smaller, although there was no inversion. The positive response peaked in lag 1, while the negative response roughly peaked in lag 4. It can be seen that before the inversion point, the short-term impact of stock price on carbon price was greater than the mid-long term impact. After the inversion point, the short-term impact of stock price on carbon price was smaller than the medium and long-term impact. This may be related to the effective time of the policy and the ability of stock prices of different maturities to digest policy information. In other words, the short-term effect of economic stimulus policies is greater than the mid-long term effect, while the mid-long term effect of renewable energy development policies may be more obvious. At the same time, stock price can reflect more policy information in the mid-long term.

In general, the response of carbon price to key price drivers has changed over time, and the direction of the response underwent an inversion in 2016. Carbon price was more sensitive to changes in oil, gas, electricity, and stock prices before the inversion in short term, while their responses to changes in stock price after the break were more obvious in the mid-long term. In addition, the magnitude of carbon price response to oil price shocks and stock price shocks was larger, followed by electricity price, while gas price had the smallest magnitude of response. This shows that oil and stock prices have the greatest impact on carbon price, followed by electricity price and gas price (the smallest one).

Time-Point Time-Varying Impulse Analysis
Considering the adjustment of the quota allocation policy in the third phase of carbon emissions trading and the impact of the Paris Agreement on the EU ETS, we selected two specific time points for impulse analysis; the first one is in the first quarter of 2013 and the other is in the second quarter of 2016. At these two different time points, each variable was given a positive shock of standard deviation, and the responses of carbon price to oil, gas, and electricity prices exhibited similar trends at the two time points, while the responses of carbon price to the stock price shocks displayed significantly different and opposite trends at the two time points (see as Figure 5).

(A) Carbon and Oil Price
In terms of the responses associated with carbon and oil prices, in the first quarter of 2013, the response value of carbon price to oil price shocks fluctuated within a small range around zero, was negative before lag 6, weakened in lag 3, and was positive after lag 6. In the second quarter of 2016, the response value of carbon price to oil price shocks changed from positive to negative, and the fluctuation range was [-0.10, 1.20]. It reached a positive peak of 1.20 in lag 3, then beginning to decrease and turning to negative in lag 13.

(B) Carbon and Gas Price
In terms of the responses associated with carbon and gas price, in the first quarter of 2013, the response value of carbon price to gas price shocks changed from negative to positive, and the fluctuation range was [-0.07, 0.12]. It reached a negative peak of -0.07 in lag 1, then beginning to rise, and turning to positive in lag 2. In the second quarter of 2016, the response value of carbon price to gas price shocks also changed from negative to positive, and the fluctuation range was [-0.04, 0.26]. It reached a negative peak of -0.04 in lag 1 and beginning to rise following a positive turning in lag 2.

(C) Carbon and Electricity Price
In terms of the responses associated with carbon and electricity price, in the first quarter of 2013, the response value of carbon price to electricity price shocks changed from negative to positive, and the fluctuation range was [-0.30, 0.12]. It reached a negative peak of -0.30 in lag 2, then beginning to rise and experiencing a turnover impact in lag 6. In the second quarter of 2016, the response value of carbon price to electricity price shocks also changed from negative to positive, and the fluctuation range was [-0.32, 0.26]. It reached a negative peak of -0.32 in lag 1 and experienced a turnover in lag 4.

(D) Carbon and Stock Price
In terms of responses associated with carbon and stock price, in the first quarter of 2013, the response value of carbon to stock price shocks changed from positive to negative with a positive in
lag 2 and a turnover in lag 7, and the fluctuation range was $[-0.10, 0.85]$. In the second quarter of 2016, the response value of carbon to stock price shocks changed from negative to positive, and the fluctuation range was $[-0.65, 0.15]$. It reached a negative peak of $-0.65$ in lag 5 and it turning to the opposite in lag 13.

Additionally, compared with the first quarter of 2013, the response magnitude of carbon price to various shocks increased significantly after the second quarter of 2016. This indicates that carbon price became more sensitive to changes in its driving factors after the adoption of the Paris Agreement. That is, the information transmission between the carbon market and other markets is more obvious (Naeem et al., 2020). Furthermore, the absolute value of the response to changes in carbon price caused by changes in oil price was the largest, approaching 1.20, i.e., carbon price is more sensitive to changes in oil price, and followed by stock price, and finally electricity price and gas price when judging by the level of the response value.

CONCLUSIONS AND DISCUSSIONS

Carbon price is influenced by international environments, EU energy development plans and carbon emission reduction situations, and EU ETS policy design and expectations, all of these factors may lead to changes in the correlations between variables. Therefore, this study uses the TVP-VAR model to analyze the time-varying impacts of oil, gas, electricity, and stock prices on carbon price.

Firstly, there was an inversion in the impacts of different price drivers on carbon price in 2016. As for oil, the higher price initially tended to inhibit economic growth and reduced carbon emissions and carbon price. After 2016, the positive response of carbon price to oil price shocks is more obvious. As for the electricity, the increased price may not have prompted power companies to increase the generating capacity before 2016. At the same time, the increase in electricity price reduces the demand for electricity, thereby reducing carbon emissions and carbon price. After 2016, the increase in electricity price may increase the supply of electricity. As for stock price, the recovery of the EU’s economy was manifested by the rise in stock price after the European debt crisis. This led to an increase in carbon emissions and greater demand for carbon allowances which cause higher carbon price. After the signing of the Paris Agreement, the EU is affected by more sustainable development policies and a low-carbon economy. These may reduce carbon emissions and lower carbon price.

Secondly, full-sample time-varying impulse analysis revealed that the short-term impacts of the stock price before the inversion, oil, gas, and electricity prices on carbon price were greater than the mid-long term impacts, while the short-term impact of the stock price after the inversion on carbon price was less than the mid-long term impact. This may be related to the effective time of the policy and the ability of stock prices of different maturities to digest policy information. In addition, oil and stock price were found to exert a greater impact on carbon price.
Thirdly, this paper discovered that the direction of the impact of stock price on carbon price underwent more obvious changes when comparing with other carbon price influencing factors after the second quarter of 2016. In addition, compared with the level of response in the first quarter of 2013, carbon price had a greater magnitude of response to changes in their driving factors after the second quarter of 2016. Among them, carbon price exhibited the strongest response to changes in oil price, and the fluctuation range was \([-0.10, 1.20]\). It reached a positive peak of 1.20 in lag 3. That is, the oil market has the greatest impact on the carbon market (Ji et al., 2018b; Wang and Guo, 2018).

The results of this research may have practical implications for the optimal investment portfolio allocation, carbon price prediction, and risk management of financial market participants. To make a better hedging strategy, investors holding assets and derivatives in the carbon market should pay close attention to changes in the oil, gas, electricity, and stock markets especially change in oil price and also pay attention to short- and long-term policy trends. Industrial emission companies can adjust their energy consumption structure in a timely manner based on the time-varying relationship between the carbon market and the energy market to achieve the optimal carbon emission reduction strategy. Moreover, under structural policies such as high energy efficiency and clean energy use, economic growth and reduction of carbon dioxide emissions can be achieved at the same time (Chiu, 2016; Acheampong, 2018). Finally, this study also shows that the conclusions on carbon price drivers in the first and second phases of EU ETS are not fully applicable in the third phase.

This study has certain limitations: (1) Subject to the constraints of the TVP-VAR method, it may be difficult to capture the shorter-term impacts from analysis using quarterly frequency data, although this will not affect the robustness of the analysis. The comparison between the results of the constant parameter model based on sub-samples or rolling samples and the TVP-VAR model is still worthy of further study. (2) When analyzing the impact of stock price on carbon price, this study did not classify the stock index in a more detailed manner. (3) Since the index related to clean energy cannot effectively reflect the true development level of clean energy in the EU and its substitution for traditional fossil energy sources, therefore, the index is not included in the time-varying model used in this study.
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# APPENDIX

## TABLE A1 | Research on the relationship between the fossil energy market and carbon price.

| Influencing factor | Impact       | Influence mechanism                                                                                     | References                                                                 |
|--------------------|--------------|---------------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Coal price         | Positive correlation | The increase in economic activity will drive the market to increase the demand for commodities and raw materials, thereby increasing the prices of energy such as coal and oil. At the same time, this is often accompanied by the increase in carbon emissions and the increase in carbon price. Therefore, coal prices and carbon prices are positively correlated. | Gronwald et al. (2011); Lutz et al. (2013); Rickels et al. (2014); Hammoudeh et al. (2014) |
|                    | Negative correlation | When coal prices increase relative to other energy prices, companies will adjust their energy structure and choose energy sources with lower carbon emission intensity such as oil and gas, which will reduce carbon emissions and lower carbon price. | Alberola et al. (2006a,b); Aatola et al. (2013); Zhu et al. (2019), Batten et al. (2020) |
|                    | Little impact   | Coal accounts for a small proportion of the EU energy consumption structure.                               | Hintermann (2010), Zhang and Wei (2010); Hammoudeh et al. (2014), Koch et al. (2014) |
| Oil price          | Positive correlation | When oil price rise, people will increase their use of coal due to cost considerations—since coal is cheaper—leading to increased carbon emissions and higher carbon price. | Mansanet-Bataller et al. (2007, 2011), Alberola et al. (2006a); Chevallier (2009), Zhang and Wei (2010); Bredin and Muckley (2011), Creti et al. (2012); Lutz et al. (2013), Reboredo and Ugando (2015); Yu et al. (2015a), Wang and Guo (2018); Batten et al. (2020) |
|                    | Negative correlation | Rising oil price tend to curb economic growth, which in turn reduces the demand for energy consumption and carbon allowances, leading to lower carbon price. | Hammoudeh et al. (2014); Rickels et al. (2014), Zhu et al. (2019) |
| Gas price          | Positive correlation | Rising gas price will prompt power companies to switch fuels from gas to coal.                           | Hintermann (2010), Keppler and Mansanet-Bataller (2010); Gronwald et al. (2011), Aatola et al. (2013); Lutz et al. (2013), Hammoudeh et al. (2014); Koch et al. (2014), Sousa and Conraria (2014); Wang and Guo (2018), Batten et al. (2020) |
|                    | Negative correlation | Under the influence of speculation, depreciation of the United States dollar, and geopolitics, the international oil and gas market has risen sharply, and gas price have increased steadily. However, the carbon allowances in the first phase of the EU ETS were obviously excessive and could not be passed on to the second phase. Therefore, the decline in carbon price leads to a negative correlation between gas price and carbon price. When the cost of rising gas price to power companies is lower than the additional costs caused by carbon emissions and the conversion of power generating capacity devices, power companies will still use gas for power generating capacity. At the same time, power companies will pass on the cost of rising prices to consumers and make profits, thereby enabling power plants to increase power generating capacity with gas. | Zhang and Wei (2010); Rickels et al. (2014), Zhu et al. (2019); Chevallier et al. (2019) |