Ballistic magnetotransport in graphene
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We report that a perpendicular magnetic field introduces an anomalous interaction correction, \(\delta \sigma\), to the static conductivity of doped graphene in the ballistic regime. The correction implies that the magnetoresistance, \(\delta \rho_{xx}\), scales inversely with temperature \(\delta \rho_{xx}(T) \propto 1/T\) in a parametrically large interval. When the disorder is scalar-like, the \(1/T\) behavior is the leading contribution in the crossover between diffusive regime exhibiting weak localization and quantum magnetooscillations. The behavior originates from the field-induced breaking of the chiral symmetry of Dirac electrons around a single valley. The result is specific for generic two-dimensional Dirac materials which deviate from the half-filling. We conclude by proposing magnetotransport experiments, which have the capacity to detect the nature of impurities and defects in high-mobility Dirac monolayers such as recently fabricated ballistic graphene samples.

\textit{Introduction.} Two well-established regimes characterize low-temperature magnetoresistance in a two-dimensional metallic system: Weak localization\textsuperscript{1,2} (WL) and Shubnikov–de Haas (SdH) oscillations. WL dominates in the low field limit \(\omega_0\tau < (k_F L)^{-1}\). Here \(\omega_0\) is the cyclotron-frequency, \(\tau\) is the impurity scattering time, and \(L = v_F \tau\) is the mean free path. This regime is reached when the magnetic flux threading the area \(L^2/2\) is smaller than the flux quantum\textsuperscript{3,4}. In the high field limit \(\omega_0\tau > 1\), the spectrum is fully quantized into the Landau levels, and SdH oscillations become the dominating effect. The crossover between two limits is \((k_F L)^{-1} < \omega_0 \tau < 1\), where the magnetic field \(B\) is non-quantizing. In this regime, the electron-electron interaction (EEI) are believed to play a significant role\textsuperscript{5}. Namely, the interaction correction to the conductivity induce the \(B\)-dependence in the resistivity via the relation,

\[
\delta \rho \simeq \rho_0^2 (\omega_0^2 \tau^2 - 1) \delta \sigma_{\text{int}}. \tag{1}
\]

Here \(\rho_0\) is the Drude resistivity and \(\delta \sigma_{\text{int}}\) is the interaction correction to the longitudinal conductivity.

At the non-quantizing regime, magnetoresistance in the doped graphene has been widely studied in experiments\textsuperscript{6–10} in the last decade while theoretical investigations are still absent. One may expect that the \(B\)-dependence in \(\delta \rho\) is simply product of \(\rho^2 \omega_0^2 \tau^2\) and zero field performance in \(\delta \sigma_{\text{int}}\). However, it is not the complete story. We have shown that the non-quantizing field on Dirac electrons has non-trivial effects on FO\textsuperscript{11} and many-body physics\textsuperscript{12}.

In this letter, we report that \(\delta \sigma_{\text{int}}\) itself can carry field-dependent corrections and thus leads to non-trivial magnetoresistance in graphene. In the ballistic regime \(T \tau > 1\) of the doped graphene\textsuperscript{10,13}, we find

\[
\delta \sigma_{\text{int}} \simeq \lambda_0 \frac{e^2 \tau}{\pi} \left( tT - \frac{\omega_0^2}{48T} \right). \tag{2}
\]

Here \(\lambda_0\) is the dimensionless interaction parameter, and \(t\), \(p\) are dimensionless parameters determined by the disorder potential. Information about \(t\) and \(p\) can be extracted from the zero-bias anomaly\textsuperscript{12,14} of tunneling density of states. The correction is present in a wide parameter range, where \(\max(\omega_0, \tau^{-1}) < T < E_F\). Here \(E_F\) is the Fermi energy. From Eq. 1, the field-dependent correction to the resistivity reads\textsuperscript{15},

\[
\delta \rho_{\text{int}}(B) - \delta \rho_{\text{int}}(0) \simeq \lambda_0 \frac{e^2 \tau p^2}{\pi} \left( tT + \frac{p}{48T} \right). \tag{3}
\]

Temperature dependence of magnetoresistance in Eq. 3 highly depends on the ratio, \(p/t\), of two disorder parameters that will be defined below. Generally, the ratio \(p/t\) can be any real number larger than \(-1/2\). One prominent case is the scalar-like disorder potential, for which \(p/t\) is \(\rightarrow +\infty\). To ensure the second term is not always subleading, we will focus on \(p/t > 1\), where the disorder can be regarded as a perturbation around a scalar-like potential. When \(1 < T < \sqrt{\pi}/t\), the temperature dependence of magnetoresistance becomes reciprocal instead of being linear. Therefore, the parabolic curve in magnetoresistance becomes more flattened when \(T\) increases. See Fig. 1. Below, we present a qualitative explanation of the observed effect.

\textit{Qualitative discussion.} Coherent scatterings off Friedel oscillations of electron density at distances \(r > k_F^{-1}\) from an impurity renormalize the transport relaxation time. The coherent scattering is illustrated in Fig. 2. This process, leads to non-trivial temperature dependence\textsuperscript{16,17} in \(\delta \sigma_{\text{int}}\). In two-dimensional electron gas (2DEG), \(\delta \sigma_{\text{int}}\) is \(\sim T\) in the ballistic limit \(T \tau > 1\) and \(\sim \ln(T\tau)\) in the diffusive limit \(T \tau < 1\).

Dirac nature of electrons in graphene\textsuperscript{18–36} can enrich the process of coherent scatterings because of the Berry phase \(\pi\) and chiral symmetry of Dirac electrons. Note that backscatterings off a single impurity can be classified into two types of Feynman diagrams. The first one is a loop type, giving Friedel oscillations. See inset (a) in Fig. 2. Here, the Berry phase \(\pi\) of Dirac electron leads to a faster decaying FO\textsuperscript{37}. The second one is a vertex type diagram, yielding the correction to the density matrix. See inset (b) of Fig. 2. Here, the matrix structure of Dirac electron induces sensitivity of the vertex correction to the
nature of disorder\textsuperscript{14}. Two properties together lead to the well-known result that the temperature dependence in the conductivity in the ballistic limit is still \(\sim T\) but very sensitive to the disorder\textsuperscript{37}. Importantly, if the disorder is scalar-like, the leading temperature behavior \(\sim T\) vanishes.

The presence of a weak magnetic field changes the scenario for both backscatterings in (a) and (b) from the inset of Fig. 2. The persistent FO emerges from loop correction\textsuperscript{11},

\[
\delta n(r) = \frac{g k_F}{2\pi^2 v_F r^2} \left[ \frac{1}{k_F r} \cos \left( 2k_F r - \frac{r^3}{12k_F^2} \right) \right] + 2\varphi^2(r) \sin \left( 2k_F r - \frac{r^3}{12k_F^2} \right) \quad (4)
\]

Here the parameter \(g\) is defined in terms of the impurity potential, \(V_r\), as \(g = \text{tr} \int d^2r V_r / 4\), \(\varphi(r) = \omega_0 r / 2v_F\) and \(l\) is the magnetic length. The \(\varphi(r)\) is the half of the angle of the arc, corresponding to the Dirac electron traveling from \(0\) to \(r\) in a weak magnetic field. See Fig. 2. The value \(\varphi(r)\) reflects the strength of chiral symmetry breaking semi-classically\textsuperscript{11,38}. A similar correction also emerges for the vertex correction\textsuperscript{12}. To evaluate the effect of the magnetic field on other physical processes\textsuperscript{39} for Dirac electrons, employing the chiral-symmetry breaking phase \(\varphi(r)\) could be essential as it could lead to novel observable effects.

As the next step, we will consider the transport relaxation time and see that the incorporation of \(\varphi^2(r)\) into the estimate of the relaxation time can generate the correction in Eq. 2. It will help us to qualitatively extract the temperature behavior of magnetoconductivity from its relation to the transport time\textsuperscript{40}.

At first, let us estimate the relaxation time at zero-field, where a linear temperature dependence emerges:

\[
\frac{1}{\tau} = \int_0^{\pi} \frac{d\theta}{2\pi} (1 - \cos \theta) |f_0 + f_1(\theta)|^2. \quad (5)
\]

Here \(f_0\) and \(f_1\) are respectively the scattering amplitudes off impurities and impurity-induced potentials. In the absence of the magnetic field, according to Refs. 17 and 41, the function \(f_1\) can be cast as an integral \(f_1(\theta) = \int dr F(r)\) and

\[
F(r) = -\lambda_0 \int_0^{+\infty} \frac{dr}{r T \sinh r/T} \sin (2k_F r) J_0(q r). \quad (6)
\]

Here \(r_T = v_F / (2\pi T)\) is the thermal length, \(|q| = 2k_F \sin \theta/2\) and \(J_0\) is the zero Bessel function. The coefficient \(\lambda_0\) is the dimensionless interaction parameter and the main contribution to Eq. 5 comes from the region \(\theta \sim \pi\). One can expand \(\theta = \pi + \delta \theta\) and \(q \approx 2k_F - k_F \delta \theta^2\). The condition \(k_F \delta^2 r_T \sim 1\) translates into \(\delta \theta \sim (k_F r_T)^{-1/2}\). With the asymptotic expression of Bessel function, the power counting in the integral becomes \(r^{-3/2}\) when \(r < r_T\). When \(\delta \theta < (k_F r_T)^{-1/2}\), the integral in Eq. 6, gives \(\sim (k_F r_T)^{-1/2}\). Thus the integral in Eq. 5 is estimated by \((k_F r_T)^{-1}\). This indicates that the interaction correction to \(\tau\) is proportional to \(T\) and the corresponding correction to \(\delta \sigma_{int}\) is also linear in \(T\).

In the presence of a magnetic field, the trajectories of electrons are curved, and the chiral symmetry of Dirac electrons is broken. Thus the suppressed backscattering...
is enhanced by the magnetic field. The incorporation of the symmetry-breaking effect leads to field-dependent correction to the scattering amplitude. Namely, $f_1 \rightarrow f_1 + \delta f_1$ and $\delta f_1$ is given by $\int dr F(r) \varphi^2(r)$. Here $\varphi^2(r)$ changes power counting to $r^{1/2}$ and the integral gives $\sim \omega_0^2(k_{FR})^{1/2}$. The $\theta$-integral remains the same. Thus the field-dependent corrections to $\tau$ and $\delta \sigma_{int}$ are proportional to $\omega_0^2 T^{-1}$.

Below, we rigorously trace the current-current correlation function to derive the temperature-dependence in $\delta \sigma_{int}$.

**Magnetococonductivity from Kubo formula.** The static conductivity can be evaluated from the current-current correlation function $40$. Namely, $\sigma_{\alpha,\beta} = \lim_{\omega \rightarrow 0} -\frac{i}{\pi} \Pi_{\alpha,\beta}(\omega)$. Here the $\Pi_{\alpha,\beta}(\omega)$ is obtained by taking analytic continuation of current-current correlation function $\Pi_{\alpha,\beta}(i\Omega_n)$ via $\iota \Omega_n \rightarrow \omega$, $\Pi_{\alpha,\beta}(i\Omega_n) = \int_0^{1/T} d\tau (T J_{\alpha}(\tau) J_{\beta}(0)) e^{i\Omega_n \tau}$. Here $J_{\alpha}(\tau)$, $\alpha = 1, 2$, is the current operator at imaginary time $\tau$, $\omega_n = 2\pi T n$ is the bosonic Matsubara frequency and $\iota \Omega_n \rightarrow \omega$ represents the analytic continuation.

At finite doping, one can treat impurity and interaction potential as the perturbation to $H_0$. Here $H_0$ is the Dirac Hamiltonian coupled to $U(1)$ gauge field,

$$\tilde{H}_0 = v_F \int d^2r \tilde{\Psi}^\dagger(r) \mathbf{\hat{S}}_x (-i\partial^\alpha + eA^\alpha) \tilde{\Psi}(r). \quad (7)$$

Here $\alpha$ is summed in $x$ and $y$, $v_F$ is the Fermi velocity, $\tilde{\Psi} = (\tilde{\psi}_{AK}, \tilde{\psi}_{BK}, \tilde{\psi}_{BK'}, \tilde{\psi}_{AK'})$ is the 4-component fermion operator and $\mathbf{\hat{S}}_{x,y} = \hat{\tau}_x \otimes \hat{\sigma}_{x,y}$, where $\hat{\tau}_x$ is the third Pauli matrix acting in $K, K'$ space and $\hat{\sigma}_{x,y}$ are Pauli matrices acting in the space of $A, B$ sublattices. The gauge field is adopted by $\mathbf{A} = (-eBy, 0)$.

Now, we consider the Gaussian-correlated potential. Meanwhile, the symmetry-allowed disorder potential is described by five parameters $42-44$, namely,

$$\langle \hat{V}_{\tau} \otimes \hat{V}_{\tau'} \rangle = \delta_{\tau,\tau'} \left[ \gamma_0 I \otimes I + g_{\tau}^e Q_m^I \otimes Q_m^I \right] \quad (8)$$

Here $\hat{V}_{\tau}$ is the impurity potential and the bracket $\langle ... \rangle$ is the average over impurity distributions. $I$ is the identity matrix. Here $Q_m^I = \sum_n \Lambda_n$ and $\Sigma_\tau = \sigma_0 \otimes \sigma_z, \Lambda_x = \sigma_x \otimes \sigma_z, \Lambda_y = \sigma_y \otimes \sigma_z, \Lambda_z = \sigma_z \otimes \sigma_0$. We adopt the notation from Ref. 42, $g_{\tau}^e = g_{\tau,x}^e = \gamma_{\perp}, g_{\tau,y}^e = \beta_{\gamma}$ and $g_{\tau,z}^e = \beta_{\perp}$. Effectively, $\gamma_{\gamma}$ represents the square of the strength of static electric potential averaged over the A/B sublattice. Parameters $\beta_{\gamma}$ and $\beta_{\perp}$ introduce the intervalley scatterings while $\gamma_{\perp}$ introduces the hopping between A and B sublattices. The parameter $\gamma_{\gamma}$ creates a chemical potential difference between the A/B sublattices. To clarify terminology, we refer to the impurity potential from $\gamma_0$ term as the scalar potential while all other terms in the potential as non-diagonal.

To illustrate coherent scattering quantitatively, we use the semiclassical expression of Dirac propagators in the real space $12$, $\langle G(r, \omega) \rangle \sim \exp(- i \operatorname{sgn}(\omega) \Phi_0 (r - \tau) (2 e F) M(r, \operatorname{sgn}(\omega)) / e F r)$. Here $\Phi_0 (r)$ is the phase including both $k_{FR}$ and the magnetic phase $45, 46$. The form of matrix $M$ shows that chirality-symmetry is broken in each valley but it is preserved in the Brillouin zone $12$. The field-dependent part in $M$ reads, $M - M_0 \simeq -\varphi^2(r) I / 2 - i \operatorname{sgn}(\omega) \varphi(r) \Sigma_z$. Here $M_0$ is the value of matrix $M$ in the absence of field and $I$ is the identity matrix.

Applying perturbations, one finds that a series of Feynman diagrams led to dominant contributions to the conductivity. Up to the lowest orders of the impurity potential and interactions, we find that the diagrams in Fig. S1 give the leading field-dependent corrections to the longitudinal and static conductivity, $\delta \sigma_{x,x}$. Namely, these are diagrams that contain vertex corrections $12$, while others in the same order of perturbation theory are subleading.

The exact expression corresponding diagrams in Fig. S1 can be simplified. In the leading in $(T \tau)^{-1}$ order, and upon neglecting highly-oscillatory $\sim \exp(2 e F r)$ terms, one arrives at a short expression for the conductivity correction $47$,

$$\delta \sigma_{xx} \simeq -\lambda_0 e^2 \tau \pi^2 / 2 \Omega_n \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2 T} \right) \operatorname{Im} I(\Omega). \quad (9)$$

Here the function $I(\Omega)$ is expressed by the integral, $I(\Omega) = \int y^{-1} dy (2p' e^{2r}(y + t')e^{2(i\Omega + \tau r) y / v_F}, \lambda_0 = k_{FR} U_0 / 2 \pi v_F$ is the dimensionless interaction constant at zero momentum. Parameters $p'$ and $t'$ are defined by $p' = \gamma_0 - \beta_{\perp} - \gamma_{\gamma}$ and $t' = 2 \gamma_{\gamma} + 2 \beta_{\perp} + \beta_{\gamma} + \gamma_{\perp}$. The expression of $I(\Omega)$ originates from the coherent scatterings in Fig. 2. Notice the constant $t'$ does not contain $\gamma_0$, while $p'$, representing the enhancement of backscattering, depends on $\gamma_0$.

For short-ranged and weak scatterers, the parameter $\alpha_{fr}$ is found to be $\alpha_{fr} = \gamma_0 + 4 \beta_{\gamma} + 2 \beta_{\perp} + 2 \beta_{\gamma} + \gamma_{\perp}$, determining the Drude conductivity in graphene $41$. 

FIG. 3. Feynman diagrams giving leading field-dependent corrections to the longitudinal static conductivity. Solid lines represent the Feynman propagators. Dashed lines are the static impurities, while the wavy lines represent the electronic interactions.
The integration in the expression of $\text{Im}I(\Omega)$ can be analytically performed, giving
\[
\text{Im}I(\Omega) = \frac{\pi t}{2} + p \frac{(\omega_0 \tau)^2}{4} \frac{\Omega \tau}{(1 + \Omega^2 \tau^2)^2}.
\] (10)

The zero-field part shares the same integration as in Ref. 17. The linear $T$-dependence in $\delta \sigma_{xx}$ at the zero-field is obtained from the property, $\lim_{\Omega \to 0} \Omega \coth \Omega / 2T \simeq 2T$. The sensitivity to the disorder potential in the zero-field limit, namely the sensitivity to parameter $t$, agrees well with the result in Ref. 37.

The field-dependent correction in Eq. 9 mainly originates from the region $0 < \Omega < 2T$. In this region, one can linearize $\frac{\partial}{\partial \Omega} (\Omega \coth \Omega / 2t) \simeq \Omega / 3T$. Notice that the characteristic scale for $\Omega$ in Eq. 10 is $\sim \tau^{-1}$. The integral over $\Omega$ does not introduce extra temperature dependence. Thus the field-dependent correction $\delta \sigma_{xx}$ is $\sim \omega_0^2 T^{-1}$. Tracing the integral rigorously, one can obtain Eq. 2, where we define $t = t'/\alpha_{tr}$ and $p = p'/\alpha_{tr}$. Inverting the magnetoconductivity tensor gives us Eq. 3, which is the main result of the present work. The result is specific for Dirac electron and valid in a large parameter space when $\omega_0 < T < E_F$. In Ref. 47, we provide the comparison between the mechanism reported here and the hydrodynamics description\cite{Dyakonov1980, Altshuler1980}, which is the recent focus of studies on the transport of graphene. We show in Ref. 47, that for the doped and ultra-clean sample, the reported ballistic magnetotransport mechanism is the dominating effect when the temperature, $T$, within the logarithmic accuracy, lies in a parametrically large interval $(k_B T) \lesssim T \lesssim (k_B T_F)^{1/2}$ (from now on we restore $k_B$/ℏ prefactor in the expression for $T$).

The present technological capabilities do not allow one to engineer the graphene samples with a given impurity type to the best of our knowledge. Therefore, the present theory allows extracting the information about the impurity in the sample from the magnetotransport measurement. Namely, upon fitting the temperature dependence of observed magnetoresistance with Eq. 3, one can extract the ratio of $p/t$. This helps to understand if the impurity in the given sample is mostly scalar type ($p/t \gg 1$) or mostly non-diagonal ($p/t \lesssim 1$).

**Implications for the experiments.** The new magnetoresistance behavior can be observed in experiments, provided with two conditions on disorder: (1) the disorder in the sample should ensure the inequality, $p/t \gg 1$. (2) The sample should be clean enough so that the ballistic transport can be observed.

To ensure $p/t \gg 1$, the type of disorder in a sample needs to be primarily scalar-like. Namely, only a small portion of disorder potentials create intra-valley scatterings $A \equiv B$, intervalley scatterings $K \equiv K'$, and different on-site chemical potentials on sub-lattices.

The ballistic transport sets a lower bound for temperature, $T > T_0 \equiv k_B / \hbar \tau$. Meanwhile, the temperature should be low enough so that the thermal and phonon effects do not defeat the quantum effects of electrons. Thus sample should be clean enough for $T_0$ to represent a low temperature. In the previous magnetotransport experiments, samples under consideration were not clean enough for the ballistic transport to be observed. For example, in Refs. 7 and 8, the mobility of sample is $\mu \sim 2 \times 10^3$ cm/Vs and the transport time is $\tau \sim 100$ fs. The temperature $T_0$ is $T_0 \sim 500K$. This is a high temperature where thermal, and phonon effects are strong and dominating. Nowadays, a clean sample with highly mobile electrons can be fabricated. According to Ref. 63, the method of chemical vapor deposition on reusable copper can be used to fabricate the graphene device with a high mobility, $\mu \sim 3.5 \times 10^5$ cm/Vs. The subsequent work\cite{Koziok2010} shows that the electron mobility can be enhanced to be $\mu \sim 3 \times 10^6$ cm/Vs together with the observation of ballistic transport at $1.7K$. These recent techniques may allow one to study the magnetoresistance of the doped graphene in the ballistic regime\cite{Jouault2010}. In this regard, the predicted phenomenon in this letter can be observed.
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Supplemental Material: Ballistic magnetotransport in graphene

I. BASIC FORMULAS FOR STATIC CONDUCTIVITY

In this section, we present the definitions and the main formulas for static conductivity. The Dirac electron in graphene, coupled to $U(1)$ gauge field, is described by the Hamiltonian,

$$\hat{H}_0 = v_F \int d^2 r \hat{\Psi}^\dagger(r)[\Sigma_\alpha(-i\partial^\alpha + eA^\alpha)]\hat{\Psi}(r).$$

(S1)

Here a summation is assumed over the repeating index, $\alpha$, with $\alpha = x, y$, $v_F$ is the Fermi velocity, $\hat{\Psi} = (\hat{\psi}_{AK}, \hat{\psi}_{BK}, \hat{\psi}_{AK'})$ is the 4-component fermion operator. The four-dimensional matrix $\Sigma_{x,y} = \tau_z \otimes \sigma_{x,y}$, where $\tau_z$ is the third Pauli matrix acting on $K, K'$ space and $\sigma_{x,y}$ are Pauli matrices acting on the space of $A, B$ sublattices. Then the current operator for Dirac electrons is given by $ev_F \hat{\Psi}^\dagger(r)\Sigma_{\alpha}\hat{\Psi}(r)$.

Now consider the system with the disorder potential $V_{\text{imp}}(r)$ and the interaction potential $U(r)$. We assume the correlation of the disorder potential is point-like. Namely,

$$\expval{V_{\text{imp}}(r) \otimes V_{\text{imp}}(r')} I = \delta_{r,r'} \left[ \gamma_0 14 \otimes 14 + \beta_\perp \Sigma_{x,y} A_{x,y} \otimes \Sigma_{x,y} A_{x,y} + \gamma_\parallel \Sigma_{z} A_{z} \otimes \Sigma_{z} A_{z} \right].$$

(S2)

The bracket $\langle \ldots \rangle I$ is the average over impurity distributions. Matrices above are defined by $\Sigma_z = \tau_0 \otimes \sigma_z, \Lambda_x = \tau_x \otimes \sigma_x, \Lambda_y = \tau_y \otimes \sigma_y, \Lambda_z = \tau_z \otimes \sigma_0$. The $\gamma_0, \beta_\perp, \gamma_\parallel, \beta_z$ and $\gamma_z$ describe the strength of disorder potential.

According to the Kubo formula, the static conductivity is estimated by the current-current correlation function, $\sigma_{\alpha,\beta} = \lim_{\omega \to 0} \frac{1}{\pi} \Pi_{\alpha,\beta}(\omega)$. Here the $\Pi_{\alpha,\beta}(\omega)$ is obtained by taking analytic continuation of $\Pi_{\alpha,\beta}(i\Omega_n)$ via $i\Omega_n \to \omega$,

$$\Pi_{\alpha,\beta}(i\Omega_n) = \int_0^{1/T} d\tau \langle T_{\tau} \hat{j}_\alpha(\tau) \hat{j}_\beta(0) \rangle e^{i\Omega_n \tau}.$$

(S3)

Here $\hat{j}_\alpha(\tau)$, $\alpha = 1, 2$, is the current operator at imaginary time $\tau$, $\omega_n = 2\pi T n$ is the bosonic Matsubara frequency and $i\Omega_n \to \omega$ represents the analytic continuation.

We treat the electron-electron interaction as the perturbation to $H_0$. The current-current correlation function can be generally expressed by

$$\Pi_{\alpha,\beta}(i\Omega_n) = -T \sum_{i\omega_m} J_\alpha G(i\omega_m) J_\beta G(i\omega_m - i\Omega_n) - T \sum_{i\omega_m} J_\alpha G(i\omega_m) \Gamma_\beta(i\omega, i\omega - i\Omega_n) G(i\omega_m - i\Omega_n)$$

(S4)

where $\omega_m = (2\pi m + 1)T$ is the fermionic Matsubara frequency and $\Gamma$ is the vertex correction. The current operator of Dirac electrons $J_\alpha$ above reads $J_\alpha = ev_F \Sigma_\alpha$. Here $G$ is the exact green function for the interacting system. The first term in the RHS is of the self-energy type and the second term contains the vertex correction. Below we refer to the self-energy/vertex-type contributions to $\sigma_{\alpha,\beta}$ as to $\sigma_{\alpha,\beta}^{S/V}$.

A. Self energy correction

The standard analytic continuation procedure transform the summation over Matsubara frequency in $\sigma_{\alpha,\beta}^{S/V}$ into a single variable integral,

$$\sigma_{\alpha,\beta}^{S/V} = \frac{1}{4\pi} \text{Re} \int_{-\infty}^{+\infty} \frac{d\epsilon}{\pi} \left[ \tanh \frac{\epsilon}{2T} \right] \left[ J_\alpha G_R(\epsilon) J_\beta G_A(\epsilon) - J_\alpha G_R(\epsilon) J_\beta G_R(\epsilon) \right].$$

(S5)

Here $G_{R/A}$ is the retarded/advanced Green’s function. Consider the first order perturbation over the interactions. There are two types of diagrams, Hartree and Fock. The diagrams a and b in Fig. 3 of maintext are of the Fock type. Here, we only focus on the calculation of Fock self energy, $\Sigma_F(i\omega_m) = T \sum_{i\nu_l} G_0(i\omega_m - i\nu_l)V(i\nu_l)$. Here $\nu_l$ is the bosonic Matsubara frequency, $G_0$ is the Green’s function for non-interacting Hamiltonian $H_0$ and $V(i\nu_l)$ is the interaction potential in the frequency space (up to first order in perturbation, $V(i\nu_l)$ is simply constant $V$,
not depending on frequencies). Inserting the self-energy $\Sigma_F$ into Eq. S29 and performing analytic continuation, one obtains

$$
\sigma_{\alpha,\beta} \simeq \frac{V^2}{4\pi^2} \Im \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \left[ J_{\alpha} G_R(\epsilon)V(\Omega)G_A(\epsilon - \Omega)G_R(\epsilon)J_{\beta} G_A(\epsilon) 
- J_{\alpha} G_R(\epsilon)V(\Omega)G_R(\epsilon - \Omega)J_{\beta} G_A(\epsilon) 
- J_{\alpha} G_R(\epsilon)V(\Omega)G_A(\epsilon - \Omega)G_R(\epsilon)J_{\beta} G_R(\epsilon) \right].
$$

(S6)

B. Vertex correction

Similarly, one could perform the analytic continuation in the vertex correction and find

$$
\sigma_{\alpha,\beta}^{V} = \frac{T}{4\pi} \text{Re} \int \frac{d\epsilon}{\epsilon} \tanh \frac{\epsilon}{2T} \left[ J_{\alpha} G_R(\epsilon)\Gamma_{\beta}(\epsilon + i\delta, \epsilon - i\delta)G_A(\epsilon) - G_R(\epsilon)\Gamma_{\beta}(\epsilon + i\delta, \epsilon + i\delta)G_R(\epsilon) \right],
$$

(S7)

where $\delta$ is an arbitrary small positive number. Diagrams $c$ and $d$ in Fig. 3 of the main text are of the vertex type. The first order vertex correction reads $\Gamma_{\beta}(i\omega_m, i\omega_m - i\nu_n) = V T \sum i_{\text{imp}} G_0(i\omega_m - i\nu_n) J_{\beta} G_0(i\omega_m - i\nu_n)$. Performing the analytic continuation for $i\omega_m, i\nu_n$ and inserting $\Gamma$ into Eq. S7, one finds

$$
\sigma_{\alpha,\beta}^{V} \simeq \frac{1}{8\pi^2} \Im \int d\Omega \left( \Omega \coth \frac{\Omega}{2T} \right) \times J_{\alpha} \left[ 2G_R(\epsilon)V(\Omega)G_A(\epsilon - \Omega)J_{\beta} G_A(\epsilon - \Omega)G_R(\epsilon) \right]
$$

(S8)

II. CALCULATION OF THE INTERACTION CORRECTIONS TO STATIC LONGITUDINAL CONDUCTIVITY

This section provides a detailed calculation to derive the main temperature dependence in the static longitudinal conductivity, $\delta \sigma$. The Fock-type diagrams, including impurity scatterings, are shown in Fig. 3 of main text. Taking all four diagrams into consideration, we find that the leading correction to $\sigma$ in the ballistic regime ($T\tau \gg 1$) is given by

$$
\delta \sigma \simeq \frac{V}{2\pi^2} \Im \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \text{tr} \left[ J_{\alpha} G_R(\epsilon)V_{\text{imp}} G_R(\epsilon)V(\Omega)G_A(\epsilon - \Omega)V_{\text{imp}} G_A(\epsilon - \Omega)G_R(\epsilon)J_{\beta} G_A(\epsilon) \right].
$$

(S9)

Here $V_{\text{imp}}$ represents the impurity potential. Thus the main task is to evaluate the Eq. S9. Here we adopt the semiclassical limit to estimate Eq. S9. In the semiclassical limit, the interaction potential acts as a touching potential. The real space Green’s function averaged over impurities, reads

$$
\langle G(\mathbf{r}, \omega) \rangle_l = \frac{k_F}{2v_F} \sqrt{\frac{1}{2k_F r}} e^{i\text{sgn}(\omega)\Phi_0(r) - r/(2\tau v_F)} M,
$$

(S10)

where the phase $\Phi_0(r) = k_F r + \omega r/v_F + \pi/4 - \nu^3/(24k_F l^4)$ and the matrix $M$ is given by

$$
M(r, \text{sgn}(\omega)) \simeq (\text{sgn}(\omega) + i(2k_F r)^{-1}) \hat{r} \cdot \Sigma + \hat{I} - i\text{sgn}(\omega) \varphi(r) \hat{\Sigma}_z - \frac{\varphi(r)^2}{2} \hat{I},
$$

(S11)

where $\Sigma = (\Sigma_x, \Sigma_y)$ and $\hat{I}$ is the identity matrix. Here $\varphi(r) = \omega_0 r/(2v_F)$ is the half of the angle corresponding to the arc of the Larmor circle with length $r$. The angle $\varphi(r)$ represents the extent of the chiral symmetry breaking, since $\Sigma_z$ anti-commutes with $\Sigma_x, \Sigma_y$.

To perform real space integration in the expression for the conductivity, one may make use of the following identity

$$
\int d^2x G_R(\mathbf{x}', \mathbf{x}; \epsilon) \Sigma_{\alpha} G_A(\mathbf{x}, \mathbf{y}; \epsilon) = -\frac{i\tau}{k_F} \frac{\partial}{\partial x'^\alpha} \left[ G_A - G_R \right](\mathbf{x}', \mathbf{y}; \epsilon),
$$

(S12)

where $\alpha = 1, 2$. This identity helps us in Eq. S9 bringing the convolution of two propagators into one around the vertex. Applying Eq. S12 twice (once for $J_{\alpha}$ and once for $J_{\beta}$), one arrives at

$$
\delta \sigma \simeq -\frac{e^2\tau^2 k_F^4}{64\pi^2 v_F^2} \frac{1}{2\pi^2} \Im \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \text{tr} \int d^2y uM(-\mathbf{y}; +) M(\mathbf{y}; -) uM(-\mathbf{y}; -) M(\mathbf{y}; +) e^{2i(\Omega + i/\tau) y/v_F}.
$$
Here $\hat{u}$ is a $4 \times 4$ matrix and $\hat{u} \otimes \hat{u}$ inherits the matrix structure from Eq. S2. Namely, it corresponds to the part contained in the square bracket of Eq. S2. To further evaluate $\delta \sigma$, one needs to perform angular integration yielding
\[
\text{tr} \int d\theta \hat{u} M(-\mathbf{y}; +) M(\mathbf{y}; -) \hat{u} M(-\mathbf{y}; -) M(\mathbf{y}; +) = 32\pi \left(2p \sin^2 \varphi(y) + t\right).
\]
(S13)

Here $\theta$ is the angular coordinate of $\mathbf{y}$. Parameters are defined as $p' = \gamma_0 - \beta_z - \gamma_z$ and $t' = 2\gamma_z + 2\beta_z + \beta_\perp + \gamma_\perp$. Linearily expanding $\sin \varphi$, one can write $\delta \sigma$ as the following single variable integral
\[
\delta \sigma \simeq \frac{e^2 \tau^2 k_F^2}{4\pi^2 v_F^2} \int d\Omega d\Omega \left(\Omega \coth \frac{\Omega}{2T}\right) \text{Im} \int dy \left(\frac{y' y^2}{2k_F l^4} + t'\right) e^{2i(\Omega + i\tau)y/v_F}.
\]
(S14)

Now we handle the integral over $y$ firstly and define
\[
I(B) = \text{Im} \int dy \left(\frac{y' y^2}{2k_F l^4} + t'\right) e^{2i(\Omega + i\tau)y/v_F}.
\]
(S15)

The zero field result is simply given by
\[
I(0) \simeq t' \int_{1/k_F}^{\infty} dy \frac{1}{y} \frac{2\Omega y}{v_F} = \frac{\pi t'}{2} + O(\Omega/E_F).
\]
(S16)

Note that the scalar part $\alpha_0$ of impurity potential does not contribute to $t$, i.e., the zero field conductivity. The field-dependent contribution reads
\[
I(B) - I(0) = \frac{p'}{2k_F l^4} \int_{1/k_F}^{v_F/\omega_0} dy \frac{2\Omega y}{v_F} e^{-\frac{2\Omega y}{v_F}}.
\]
(S17)

We limit our attention to the limit $\omega_0 \tau \ll 1$ so that $\exp(-\omega_0 \tau) \approx 1$. This ensures the convergence of the integral. Also $E_F \tau \gg 1$ is assumed. Then we define $x = 2y/v_F \tau$ and rewrite the integral as
\[
I(B) - I(0) \simeq \frac{p'}{8k_F^2 l^4} (v_F \tau)^2 \int_0^{\infty} x \sin (\Omega \tau x) e^{-x} dx.
\]
(S18)

Here the lower cut-off is set as zero and the upper cut-off is set to be infinity, since $1/(E_F \tau) \ll 1$ and $1/(\omega_0 \tau) \gg 1$. Performing the integral, one obtains
\[
I(B) - I(0) = \frac{p' (v_F \tau)^2}{8k_F^2 l^4} \frac{2\Omega \tau}{1 + (\Omega^2 \tau^2)^2}.
\]
(S19)

Thus, with the help of Eqs. S16 and S19, one can write the conductivity as a single variable integral
\[
\delta \sigma \simeq \frac{e^2 \tau^2 k_F^2}{4\pi^2 v_F^2} \int d\Omega d\Omega \left(\Omega \coth \frac{\Omega}{2T}\right) \left[\frac{\pi t'}{2} + \frac{p' (v_F \tau)^2}{4k_F^2 l^4} \frac{\Omega \tau}{1 + (\Omega^2 \tau^2)^2}\right].
\]
(S20)

The remaining task is to simply evaluate the integral above. Now we treat the zero-field and field-dependent contributions separately

- **Zero-field contribution.** At $B = 0$, the integral involved is
  \[
  \int_0^{E_F} d\Omega \frac{d}{d\Omega} \left(\Omega \coth \frac{\Omega}{2T}\right) = [E_F \coth(E_F/2T) - 2T].
  \]
  Here we set the upper bound for $\Omega$ to be the Fermi energy, $E_F$. This integral leads to the well-known linear temperature dependence in the longitudinal conductivity. Since $E_F/T \gg 1$, the temperature dependence in $\coth(E_F/2T)$function is exponentially weak. The main temperature dependence comes from the latter, the linear one $-2T$.

- **Field-dependent contribution.** The field-dependent contribution is given by the integral
  \[
  \int d\Omega \frac{d}{d\Omega} \left(\Omega \coth \frac{\Omega}{2T}\right) \frac{\Omega \tau}{(1 + \Omega^2 \tau^2)^2} = 2T \int_0^\infty dz \frac{d}{dz} \left(z \coth z\right) \frac{2z \times T \tau}{(1 + 4z^2(T \tau)^2)^2}.
  \]
(S21)
Here we define the variable $z = \Omega/2T$. Since we consider the ballistic regime, we only need the asymptotic behavior of the integral at $T \tau \gg 1$. We find that Eq. S21 has the asymptotic behavior, $\alpha 2T(T\tau)^{-2}$ when $T \tau \gg 1$. Here $\alpha$ is analytically found to be $\alpha = \pi/24$. The functional dependence $\propto (T\tau)^{-2}$ and $\alpha$ are derived below.

For the integrand in the Eq. S21, one can separate the integral domain into two parts. They are $(0, \kappa)$ and $(\kappa, \infty)$ for variable $z$ with $\kappa \sim 1$. We call each region’s contribution to the integral as $J_1$, $J_2$ in a sequence. At the first region, $\partial_z (z/ \tanh z) \simeq 2z/3$. Then one defines $x = 2zT\tau$ and gets

$$J_1 = 2T \frac{(T\tau)^{-2}}{6} \int_0^{\infty} dx \frac{x^2}{(1 + x^2)^2} = \frac{\pi}{24} 2T(T\tau)^{-2}. \quad (S22)$$

Here we extend the upper bound of integral $2T\tau$ to $\infty$, since $T \tau \gg 1$ and we are looking for the leading order. In second region, $\partial_z (z/ \tanh z) \simeq 1$. One similarly obtains

$$J_2 \simeq 2T \int_\kappa^{\infty} dz (2zT\tau)^{-3} \propto (T\tau)^{-3}. \quad (S23)$$

From the analysis, one can clearly see that $J_1$ and $J_2$ give the leading contributions and the asymptotic behavior of Eq. S21 is $\sim (T\tau)^{-2}$.

Now we assume the weak and short-ranged scatterer and identity the expression of $\tau$ in the Born-approximation,

$$\frac{1}{\tau} = \frac{k_F}{2v_F} (\gamma_0 + 4\beta_\perp + 2\beta_\parallel + 2\gamma_z). \quad (S24)$$

Thus $\delta \sigma$ can be simplified to be

$$\delta \sigma \simeq \frac{\lambda e^2 T}{\pi} \left( i^T - \frac{\omega_0^2}{48 T} \right).$$

Here $\lambda$ is the dimensionless interaction parameter $\lambda = U_0 k_F (2\pi v_F)^{-1}$. Parameters $i^T$ and $\omega_0$ are dimensionless and describe the strength of disorder potential. They are defined by

$$i^T = \frac{2\gamma_z + 2\beta_\parallel + 2\gamma_\perp}{\gamma_0 + 4\beta_\parallel + 2\gamma_\perp + 2\beta_\parallel + \gamma_z}, \quad \omega_0 = \frac{\gamma_0 - \beta_\parallel - \gamma_z}{\gamma_0 + 4\beta_\parallel + 2\gamma_\perp + 2\beta_\parallel + \gamma_z}. \quad (S26)$$

Eq. S25 is the main conclusion in this note. (i) The zero-field contribution linearly depends on the temperature, and this linear dependence is highly sensitive to the nature of the disorder. Once the impurity potential is scalar-like, i.e., only $\alpha_0 \neq 0$ while $\gamma_z = \beta_z = \beta_\perp = \gamma_\perp = 0$, the linear in temperature term vanishes. (ii) The field-dependent correction is inversely dependent on the temperature. If the impurity potential is scalar-like, the $\omega_0^2/T$ gives the leading interaction correction to the conductivity.

**III. COMPARISON OF THE BALLISTIC MAGNETOTRANSPORT WITH THE HYDRODYNAMICS DESCRIPTION**

Here, we present a comparison between the mechanism in this paper and the hydrodynamics, which has been the main focus of studies recently. We also argue that the mechanism in this paper is the dominating effect when temperature lies in a parametrically large interval.

It is well established that clean many-body quantum systems may exhibit the hydrodynamic limit. To observe hydrodynamics, the many-body system shall have the condition on scales, $l_{ee} \ll L$. Here $l_{ee}$ is the mean free path due to the interaction while $L$ is the one due to disorder/impurity potential. In other words, the length scale from interactions shall be the smallest.

We mainly focus on the effects of interactions on magnetotransport of doped graphene. This implies that the Femi energy is the largest energy scale, $\hbar E_F \tau/k_B \gg 1$, so the quasiparticles are long-lived and weakly interacting. This indicates that $l_{ee}$ is very large. Moreover, even in the ultra-clean sample, One can show that $l_{ee} > L$ in a parametrically large temperature interval. Consider a temperature scale corresponding to ballistic transport given in terms of the impurity scattering time, $\tau$,

$$T_0 = \hbar L/v_F k_B. \quad (S27)$$
In doped graphene the scattering rate of quasi-particles, $1/\tau_{ee}$, due to the interaction is determined by the Fermi-liquid processes to be\cite{S20,S21,S66}

\[ \hbar \tau_{ee}^{-1} \sim \frac{k_B^2 T^2}{E_F} \ln \frac{E_F}{T}. \] (S28)

The condition $l_{ee} \gg L$ is then satisfied at temperatures, $T$, such that

\[ \frac{k_B^2 T^2}{E_F} \ln \frac{E_F}{k_B T} < k_B T_0. \] (S29)

This condition implies that within the logarithmic accuracy $T \lesssim \left( \frac{k_B}{T} \right) \left[ \frac{k_B}{k_B \ln(k_B E_F T/k_B)} \right]^{1/2}$. The estimate for the temperature can be obtained from Eq. (S29) more accurately. It yields

\[ \frac{\alpha^2}{\alpha_0} \ln(1/\alpha) < 1, \quad \text{with} \quad \alpha = \frac{k_B T}{E_F}, \quad \alpha_0 = \frac{k_B T_0}{E_F} \] (S30)

Under this condition, the ballistic magnetotransport reported in the present letter is dominating over the hydrodynamics mechanism. Note the condition can be applied to any sample, for given disorder-related parameter, $\alpha_0$, of the sample.

For samples studied in Refs. S63 and S28, one has

\[ E_F \simeq 0.4 eV, \quad T_0 = hL/v_F k_B \simeq 1.7 K \] (S31)

where $E_F$ is the Fermi energy, $v_F$ is the Fermi velocity and $k_B$ is the Boltzman constant. Given the data, one can evaluate the corresponding $\alpha_0 \simeq 3.6 \times 10^{-4}$. Then the condition (S31) on the temperature acquires the form

\[ f(\alpha) = \alpha^2 \times \ln(1/\alpha) < \alpha_0 \simeq 3.6 \times 10^{-4}. \] (S32)

Fig. S1 depicts the parameter range for temperature under which the condition is satisfied, namely when $\alpha < 8.7 \times 10^{-3}$. This means for samples under consideration $T < 40 K$. Thus the main result of the present letter is dominating for the ultra-clean and doped sample in Eq. S31, when the temperature lies in a parametrically large interval, $1.7 K < T < 40 K$. Here the lower bound is set by the ballistic regime.