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ABSTRACT

In astronomy and cosmology significant effort is devoted to characterizing and understanding spatial cross-correlations between points — e.g. galaxy positions, high energy neutrino arrival directions, X-ray and AGN sources, and continuous fields — e.g. weak lensing and Cosmic Microwave Background maps. Recently, we introduced the $k$-nearest neighbor (kNN) formalism to better characterize the clustering of discrete (point) datasets. Here we extend it to the point – field cross-correlations analysis. It combines kNN measurements of the point data set with measurements of the field smoothed at many scales. The resulting statistics are sensitive to all orders in the joint clustering of the points and the field. We demonstrate that this approach, unlike the 2-pt cross-correlation, can measure the statistical dependence of two datasets even when there are no linear (Gaussian) correlations between them. We further demonstrate that this framework is far more effective than the two point function in detecting cross-correlations when the continuous field is contaminated by high levels of noise. For a particularly high level of noise, the cross-correlation between halos and the underlying matter field in a cosmological simulation, between $10h^{-1}$Mpc and $30h^{-1}$Mpc, is detected at $\sim 5\sigma$ significance using the technique presented here, when the two-point cross-correlation significance is $1\sigma$.

Finally, we show that kNN cross-correlations of halos and the matter field can be well modeled on quasi-linear scales using the Hybrid Effective Field Theory (HEFT) framework, with the same set of bias parameters as are used for 2-pt cross-correlations. The substantial improvement in the statistical power of detecting cross-correlations using this method makes it a promising tool for various cosmological applications.
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1 INTRODUCTION

Spatial correlations in the fluctuations or clustering of different datasets — i.e. cross-correlations — are increasingly being used in various cosmological analyses. Cross-correlations can be useful in multiple ways - from breaking parameter degeneracies, to mitigating the effects of various survey systematics (see e.g. Rhodes et al. 2013, for an overview). In certain cosmological applications, one is interested in spatial correlations of fluctuations of number counts of a set of points, usually galaxies or quasar positions, and the fluctuations of a continuous field. These points can, in general, be thought to represent some sort of sampling of an underlying (cosmological) field, and we will therefore use the term “tracers” to refer to them. Point-field or tracer-field cross-correlations are used, for example, in studies of galaxy-galaxy lensing, where galaxy positions are correlated with the shear field (e.g. Sheldon et al. 2004; Mandelbaum et al. 2006a,b; Park et al. 2016; Prat et al. 2022; Lee et al. 2022). In combination with galaxy clustering, galaxy-galaxy lensing measurements have been crucial to pin down the (usually unknown) large scale bias of the galaxy sample under consideration, and consequently constrain the cosmological parameters of interest. Galaxy-galaxy lensing measurements have also been utilized to test models of gravity on large scales (e.g. Amon et al. 2018; Blake et al. 2020). Similarly, galaxy positions have been cross-correlated with gravitational lensing of the Cosmic Microwave Background (CMB) (see e.g. Omori et al. 2019a,b; Chang et al. 2022, and references therein). Other examples include cross-correlations of the 21cm emission signal with a sample of galaxies to isolate the cosmological signal in the presence of very large astrophysical foregrounds (CHIME Collaboration et al. 2022). Given that foregrounds are expected to dominate the 21cm auto-correlation signal, this particular cross-correlation will be crucial to exploit the potential of the 21cm surveys in terms of cosmology. Cross-correlation techniques have...
been applied to the study of detected gamma ray sources and weak lensing measurements (Ammassaloros et al. 2020), and galaxy catalogs with thermal Sunyaev-Zel’dovich (SZ) maps (Pandey et al. 2020). Theoretically, cross-correlations between discrete tracers such as halos and voids with the continuous matter density field have been shown to be sensitive to certain unique effects in massive neutrino cosmologies, in both real and redshift space (Villaesusa-Navarro et al. 2014; Banerjee & Dalal 2016; Villaesusa-Navarro et al. 2018; Banerjee et al. 2020; Bayer et al. 2022). Techniques to better characterize tracer-field cross-correlations can, therefore, be helpful for multiple areas of active research in cosmology.

In all cases highlighted above, the cross-correlations in the two datasets ultimately originate from the primordial fluctuations laid down during inflation (see e.g. Mukhanov et al. 1992). These primordial fluctuations are consistent with being adiabatic and Gaussian with a nearly scale invariant spectrum (see, e.g., Planck Collaboration et al. 2014, 2016, 2020, and references therein), though searching for small departures from Gaussianity is an active area of research. At high redshifts, and on large (linear) scales even at low redshift, therefore, it is natural to consider only the Gaussian, or two-point, cross-correlations between two LSS datasets, as this captures the full extent of the correlations in the two datasets. In fact, it is quite common in cosmology to use the terms “cross-correlations” and “two-point cross-correlations” interchangeably, even though they can be different in principle. At late times, and on intermediate to small scales (≤ 40h⁻¹Mpc), nonlinear gravitational evolution naturally generates higher order cross-correlations. Specifically, the matter field itself is non-Gaussian on small scales at late times, as are tracers of this field, such as halos and galaxies. This leads to the emergence of non-trivial higher order terms, such as three-point cross-correlations (Schneider & Watts 2005), that cannot be expressed in terms of the Gaussian cross-correlations. Therefore, to fully capture tracer-field cross-correlations on quasi-linear to small scales, and maximally extract the cosmological information in these cross-correlations, it is essential to go beyond two-point cross-correlation statistics which are insensitive to higher order terms. In the context of higher order tracer-field cross-correlations, there exist various studies in the literature, pertaining to different science cases (see e.g. Schneider & Watts 2005; Adhikari et al. 2015; Rizzo et al. 2017), but here we explore a completely new approach.

Recently, the k-nearest neighbor (kNN) formalism has been put forward as a new measure for the clustering of discrete tracers of LSS (Banerjee & Abel 2021a). The kNN Cumulative Distribution Functions (CDFs) are formally sensitive to volume integrals of all connected N-point functions of the underlying continuous field sampled by the tracers, and have greater statistical power compared to the traditional 2-point function analysis. At the same time, measurements of these kNN-CDFs, using a tree structure to speed up nearest-neighbor searches, are computationally cheap and scale as \( N_{\text{query}} \log N_{\text{p}} \), where \( N_{\text{query}} \) is the number of query points and \( N_{\text{p}} \) the number of data points, and a single measurement procedure is sufficient to capture the clustering statistics over an entire range of scales. The kNN-CDFs for Gaussian fields are known analytically, which is advantageous as compared to other heuristic statistics one could construct. The framework was extended to also characterize the cross-correlations between two discrete datasets (Banerjee & Abel 2021b). Cross-correlations measured using the kNN framework are sensitive to all possible connected N-point functions between the two underlying fields sampled by the two sets of tracers, and not just the linear, or Gaussian, cross-correlation measured by the two point cross-correlations. Banerjee et al. (2022) demonstrated that the kNN distributions of biased cosmological tracers, such as halos, can be well modeled on quasi-linear scales using techniques that have been developed already to model the 2PCF on these scales, and that the kNN-CDFs can improve constraints on cosmological parameters by up to a factor of 3, compared to the 2PCF, from the clustering of such tracers. Wang et al. (2022) showed the first application of the kNN method to a cosmological dataset.

Given the statistical power of the kNN framework in capturing the clustering information of discrete data, it is important to ask if a similar setup can be developed to describe tracer-field spatial cross-correlations. In this paper, therefore, we focus on the methods needed to combine kNN measurements from a set of tracers with measurements on a continuous field, to draw out the spatial correlations in their clustering. In Sec. 2, we develop the formalism and measurement methods for computing tracer-field cross-correlations using the nearest neighbor measurements. In Sec. 3, we present illustrative examples to demonstrate the statistical power of the nearest-neighbor tracer-field cross-correlations contrasted with two-point cross-correlations. In Sec. 4, we turn to the question of modeling these cross-correlations on quasi-linear scales, and show that Hybrid Effective Field Theory (HEFT) (Modi et al. 2020) provides an appropriate framework to address this. Finally, in Sec. 5 we summarize our main results, and discuss some interesting aspects of the study.

2 FORMALISM AND COMPUTATIONAL FRAMEWORK

In this section, we lay out the formalism and measurement methods for computing cross-correlations between tracers and continuous fields using nearest neighbor measurements. We first consider the “continuum limit” of kNN-CDFs to build intuition about the particular properties of the continuous field that can most easily be combined with the kNN measurements of the tracers. We then lay out the computational steps needed to measure these quantities, and how they are combined to characterize cross-correlations in the spatial fluctuations of the two datasets.

2.1 “Continuum limit” of kNN-CDFs

A set of \( N \) tracers, representing a local Poisson process on an underlying field, and distributed over a volume \( V \), has a well defined number density \( \bar{n} = N/V \). As demonstrated in Banerjee & Abel (2021a), the nearest neighbor distributions depend explicitly on \( \bar{n} \). Let us now consider the behavior of the kNN-CDFs as the mean number density \( \bar{n} \) of the tracers tends to infinity. For this exercise, it is useful to connect the value of the kNN-CDFs at a given scale \( r \) to the probability of finding \( \geq k \) data points in spheres of radius \( r \) (Banerjee & Abel 2021a):

\[
\text{CDF}_\text{kNN}(r) = P_{\geq k}(r) .
\]

This implies, for example, that the value of the 1-NN CDF at \( r \) is equal to the probability of finding at least 1 data point within spheres of radius \( r \), averaged over the full volume under consideration. If the tracers represent a local Poisson process on some underlying continuous field whose (dimensionless) fluctuations are represented by \( \delta(x) \), the probability of finding exactly \( k \) data points in a sphere of radius \( r \), centered at \( x \), is given by

\[
P_k(x) = \frac{\lambda(x)^k}{k!} e^{-\lambda(x)} ,
\]

where

\[
\lambda(x) = \bar{n} V \left( 1 + \delta(x) \right) .
\]
and $\delta_r(x)$ is the field smoothed on radius $r$ using a spherical tophat smoothing function at location $x$. We now consider the limit of $\tilde{n} \to \infty$, keeping the field $\delta_r$ unchanged, i.e. we sample the same underlying field with higher mean number density of tracers. From Eq. 3, this implies exploring the limit of $\lambda \gg 1$. Since the Poisson distribution for $k$ is expected to peak near $\lambda$ we use Stirling’s approximation on $k!$ for large $k$. Using this approximation, it is well known that the distribution can be well-approximated by a Gaussian in this limit:

$$P_k(x) = \frac{1}{\sqrt{2\pi(1/\lambda(x))}} \exp\left(-\frac{\delta_r^2}{2(1/\lambda(x))}\right), \quad (4)$$

where $\delta = (k - \lambda)/\lambda$. In the limit $\lambda \to \infty$, the Gaussian in Eq. 4 is peaked at 0 and has a vanishingly small width, so $P_k(x) \to \delta^D(k - \lambda(x))$, where $\delta^D$ represents the Dirac delta function. This is to be interpreted in the following way: the probability of finding exactly $k$ tracers in a sphere of radius $r$ located at $x$ is non-zero when $\delta_r(x)$ lies in a vanishingly small interval around $\delta_r^*$ where $\nu V(1 + \delta_r^*) = k$, i.e. it converges to $\delta^D(\delta_r(x) - \delta_r^*)$. For any given sphere, therefore, the value of $k$ gets mapped onto a specific value of the enclosed overdensity as the mean number density of tracers is continuously increased.

The overall probability $P_k(r)$ is obtained by integrating Eq. 2 over all possible locations for the center of the sphere. Since this depends only on $\delta_r(x)$, we can convert the integral over space into an integral over the possible values of $\delta_r(x)$, i.e. the Probability Distribution Function (PDF) of $\delta_r$, $P(\delta_r)$:

$$P_k(r) = \int \frac{(\delta_r)^k}{k!} e^{-\delta_r} \phi(\delta_r) d\delta_r. \quad (5)$$

In the $\tilde{n} \to \infty$ limit, therefore, this expression reduces to

$$P_k(r) \sim \int \delta^D(\delta_r - \delta_r^*) \phi(\delta_r) d\delta_r \propto \phi(\delta_r^*). \quad (6)$$

Therefore, the volume averaged probability of finding $k$ data points in spheres of radius $r$ is simply given by the PDF of the underlying continuous field $\delta_r$, from which the data points are sampled, at some $\delta_r = \delta_r^*$. Similarly, the probability of finding more than $k$ data points in spheres of radius $r$ will be mapped onto the probability of getting $\delta_r > \delta_r^*$, given the underlying PDF $\phi(\delta_r)$:

$$P_{\geq k}(r) \propto \int_{\delta_r^*}^{\infty} \phi(\delta_r) d\delta_r = 1 - \text{CDF}(\delta_r^*). \quad (7)$$

Conceptually therefore, the continuum version of the kNN measurements are simply density thresholded evaluations of the CDF of the continuous field from which the tracers are sampled. Changing the value of $k$ at fixed $r$ corresponds to a change in the threshold value $\delta_r^* -$ higher $k$ corresponds to a higher $\delta_r^*$. For a fixed $k$, but varying $r$, $\delta_r^*$ would also change. From Eq. 3, it is clear that for larger $r$, and therefore, larger $V$, one needs a lower $\delta_r^*$ threshold for a fixed value of $k$ (or $\lambda$). Note that just like the discrete kNN-CDFs were formally sensitive to integrals of all connected N-point functions of the underlying continuous field (see e.g. White 1979; Szapudi & Szalay 1993; Banerjee & Abel 2021a), the full PDF (or equivalently, the CDF) is also formally sensitive to these higher order correlation functions (see e.g. Bernardeau et al. 2014; Friedrich et al. 2018; Uhlmann et al. 2020). 1 This will ensure that the cross-correlation formalism we develop in the next section is also guaranteed to capture the joint clustering at all orders. It is also interesting to note the connection of the quantity in Eq. 7 to the zeroth Minkowski functional of continuous fields (Ryden et al. 1989; Schmalzing & Gorski 1998). We will explore the connection of nearest neighbor measurements to the other Minkowski functionals in future work.

### 2.2 Tracer-Field Cross-Correlations

Banerjee & Abel (2021b) showed that for two sets of discrete tracers, the spatial cross-correlations could be measured by considering the joint kNN-CDFs – CDF$_{k_1,k_2}(r)$ – which is equal to the (volume-averaged) probability of finding at least $k_1$ data points from the first set and at least $k_2$ data points from the second in spheres of radius $r$: $P_{\geq k_1,\geq k_2}(r)$. Given the discussion in Sec. 2.1, we would therefore expect that a measurement of the joint probability $P_{\geq k,\geq \delta_r^*}(r)$ – the probability of finding at least $k$ (tracer) data points and the smoothed overdensity of the continuous field to cross threshold $\delta_r^*$ in spheres of radius $r$ – to capture the cross-correlations between tracers and a continuous field. If the positions of the tracers represent a Poisson sampling of some (presumably different) continuous field $\bar{\delta}(x)$, then for any value of $k$,

$$P_{k,\geq \delta_r^*} = \int_{\delta_r^*}^{\infty} \frac{(\delta_r)^k}{k!} e^{-\bar{\delta}(x)} \phi(\delta_r,\bar{\delta}) d\delta_r d\delta_r, \quad (8)$$

where $\phi(\delta_r,\bar{\delta})$ is the joint probability distribution of the two fields $\delta$ and $\bar{\delta}$ when smoothed on scale $r$, and includes all information about how their fluctuations are correlated with each other. Therefore, just as in Banerjee & Abel (2021b), a measurement of $P_{\geq k,\geq \delta_r^*}(r)$:

$$P_{\geq k,\geq \delta_r^*} = P_{\geq \delta_r^*} - \sum_{k'<k} P_{k',\geq \delta_r^*} \quad (9)$$

with $\delta_r^*$ as the chosen threshold, will be sensitive not just to the linear, or Gaussian, correlations in the density fluctuations of the tracers and the continuous field, but to correlations in fluctuations at all orders. We will demonstrate this through an toy example in Sec. 3.1.

When the fields $\bar{\delta}$ and $\delta$ are completely statistically independent, i.e. the joint distribution function can be factorized into separate PDFs, $\phi(\delta_r,\bar{\delta}) = \phi(\delta_r)\phi(\bar{\delta})$,

$$P_{\geq k,\geq \delta_r^*} = P_{\geq k} \times P_{\geq \delta_r^*}. \quad (10)$$

Any departures from the above condition can be treated as a measure of the existence of correlations in the fluctuations of the two fields. We will typically use $P_{\geq k,\geq \delta_r^*} / (P_{\geq k} \times P_{\geq \delta_r^*})$ as that measure, as it also connects trivially to the residuals we plot for many of the figures in the following sections. As the examples below demonstrate, “positive” correlations between the tracers and the field are typified by this ratio being greater than 1. We also note that we will typically not probe very deep into the tails of the distributions, and restrict ourselves to radial scales where the denominator in the formula is above is $\neq 0$. 1

---

1 In the PDF literature, this is often referred to in terms of the higher order cumulants, as the PDF is obtained via a inverse Laplace transform of the Cumulant Generating Function (CGF).
with non-periodic boundary conditions with some minor modifications. the measurement techniques discussed below can be applied to situations this paper, we consider the case of periodic boundary conditions. However, for more details). In case they are different, the values of the smoothed field are interpolated to the grid points defined in (i).

For a given \( k \)-th nearest neighbor tracer point lies at a distance \( < r \) and the smoothed field, interpolated to the grid point, exceeds the threshold of \( \delta^*_r \). In the limit of large \( N_h^3 \), this fraction approaches \( P_{10^{-3}h^3 Mpc} \). (v) Compute the fraction of grid points for which the smoothed field, interpolated to the grid point, exceeds the threshold of \( \delta^*_r \). In the limit of large \( N_h^3 \), this fraction approaches \( P_{10^{-3}h^3 Mpc} \). (vi) Repeat steps (iii)-(v) for different values of the smoothing scale \( r \).

To isolate the part of the above measurements that come from cross-correlations, we will often focus on the quantity \( P_{10^{-3}h^3 Mpc} \) in the later sections. When this quantity is 1 (within appropriate error bars, which we will also discuss in the later sections), the spatial fluctuations in the tracer number density and the overdensity of the field are statistically independent. Any statistically detectable departure from 1 is a measure of the correlation in the fluctuations. By measuring this quantity at different \( r \), the cross-correlation can be probed as a function of scale.

To illustrate what these look like, we plot the results of some example measurements in Fig. 1. For discrete tracers, we choose 10^5 halos from the \( z = 0 \) snapshot of an \( N \)-body simulation, from the fiducial cosmology runs of the Quinone simulations (Villaescusa-Navarro et al. 2020), with a \((1h^{-1}Gpc)^3\) volume. For the continuous field, we use the matter field, as defined by all particles (512^3), from the same simulation and at the same redshift. The query points, from which the nearest-neighbor distances are mea-

---

2 Since we will mainly be concerned with data from \( N \)-body simulations in this paper, we consider the case of periodic boundary conditions. However, the measurement techniques discussed below can be applied to situations with non-periodic boundary conditions with some minor modifications.

3 https://quijote-simulations.readthedocs.io/en/latest/

4 We will typically use this number density for tracers throughout the paper, since it is roughly that for cosmologically relevant tracer samples, like the BOSS CMASS sample.
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3 EXAMPLE APPLICATIONS

In this section, we present examples applications of the formalism from Sec. 2. First, using a toy example, we demonstrate that the formalism can be used to detect correlation between a set of tracers and a continuous field even in the case where the linear (Gaussian) correlations are set to 0, and cannot therefore, be detected by the two-point cross-correlations. Second, we demonstrate that in situations where the continuous field is contaminated by high noise levels, the nearest neighbor cross-correlation outperforms the two-point cross-correlation function in terms of signal-to-noise of the detection.

3.1 Detecting beyond-Gaussian cross-correlations

Most applications in cosmology focus on two-point cross-correlations, or interchangeably, the cross-power-spectrum, of the spatial fluctuations in two datasets. For Gaussian random fields, and their tracers, the two-point cross-correlation captures the correlation between the two datasets. However, even for fields that were initially well-approximated as Gaussian random fields, gravitational evolution in the quasi-linear and nonlinear regimes will generate non-trivial higher order correlations between the fields, and any tracers of these fields. The two-point cross-correlation, or cross $P(k)$, is insensitive to these higher order correlations, and continues to capture only the Gaussian part of the correlation. For realistic cosmological fields, though, there is still sufficient information in the Gaussian cross-correlation, even on the quasi-linear and nonlinear scales. The nearest neighbor cross-correlations between tracers and fields, on the other hand, are formally sensitive to cross-correlations at all orders.

To demonstrate this point, and contrast it with the two-point cross-correlation, we consider the following toy example. Once again, we consider the $10^5$ most massive halos from one of the fiducial Quasar simulations, along with the matter overdensity field $\delta(x)$ grid at $z = 0$. The Fourier transform of the overdensity field, $\tilde{\delta}(k)$, can be written as $\tilde{\delta}(k) = a(k) + ib(k)$ for each $k$. Next, we consider the field $\tilde{\delta}_X(k) = b(k) - ia(k)$, created by swapping the real and imaginary parts of $\tilde{\delta}(k)$ along with a sign change for the imaginary part. Given the definition of the cross-power spectrum

\[ \tilde{\delta}_X(-k) = \tilde{\delta}_X^*(k). \]

6 To ensure that $\delta_X(x)$ itself is real, we need to ensure that $\tilde{\delta}_X(-k) = \tilde{\delta}_X^*(k)$. In our actual implementation, we use Fourier Transform routines for real arrays, where $\delta_X(k)$ is defined only for $k > 0$, and the condition above is implicitly assumed for $k < 0$ modes.
of two fields

\[ P_{\delta_1, \delta_2}^{\text{cross}}(k) \propto \delta_1^*(k) \delta_2^*(k) \mid k \mid = k \]

\[ = \left( \mathcal{R}(\delta_1(k)) \mathcal{R}(\delta_2^*(k)) + \Im(\delta_1(k)) \Im(\delta_2^*(k)) \right). \]

(11)

it is clear that \( P_{\delta, \delta_X}^{\text{cross}}(k) = 0 \) for all \( k \). Also note that given the way \( \delta_X \) is constructed, \( P_{\delta, \delta_X}^{\text{auto}}(k) \approx P_{\delta}^{\text{auto}}(k) \), i.e. the two fields have similar levels of “clustering”. Once we transform back to configuration space, we have a field \( \delta_X(x) \), which has no linear or Gaussian cross-correlation with the original field \( \delta(x) \). In practice, we define all quantities on a 512³ grid, and use a discrete FFT to move to Fourier space instead of the continuous Fourier transform, but this does not affect any of the arguments presented above. It is important to note, however, that the field \( \delta_X(x) \) should not be thought of as a physical overdensity field, as it is not guaranteed to be bounded below by \( -1 \). Therefore, such a field is unlikely to have a cosmological counterpart, and is only used here to demonstrate the theoretical sensitivity of the nearest neighbor measurements to higher order correlations. We show a view of a 100h⁻¹Mpc projection (projected along the z-axis) of the \( \delta_X \) field in Fig. 2. On the same figure, we plot the positions of a random sub-selection of halos — from the \( 10^5 \) most massive ones throughout the full volume — that fall within this projection using green circles. Even though we have removed the linear cross-correlation between \( \delta_X(x) \) and \( \delta(x) \), and the halos are obviously highly correlated with the latter, it is clear by eye that the fluctuations of \( \delta_X \) and the halo positions are not completely independent of each other. This is especially clear in the regions where \( \delta_X \) has a low value (represented by the blue regions of the image), where there are also fewer halos.

To capture this quantitatively, we compute \( \xi_{h,\delta_X}^{\text{cross}}(r) \), the 2-point cross-correlation between the halo positions, and \( \delta_X \). In practice, this is computed by averaging \( \delta_X \) in spherical shells at radius \( r \) and thickness \( dr \), around the positions of all halos in the sample. We also compute \( \xi_{h,\delta}^{\text{cross}} \), where \( \delta_i \) represents the \( z = 0 \) matter overdensity field computed from each of 100 other realizations at the same cosmology. Since the auto-clustering of the \( \delta_X \) field is roughly at the same level, as that of the matter field at the same redshift and since we expect no cross-correlations between the positions of halos from one realization with the matter field from a different realization, we use these 100 measurements to estimate the error bar on the measurement of \( \xi \) in the presence of the discreteness noise of the halos. On the left panel of Fig. 3, the solid green line represents \( \xi_{h,\delta_X}^{\text{cross}}(r) \). The shaded grey region indicate the realization-to-realization scatter in the measurement of \( \xi_{h,\delta_X}^{\text{cross}} \) around the mean of the measurement from 100 realizations (dotted blue lines). The fact that the green line falls within the grey shaded region across all scales indicates that there are no detectable linear (Gaussian) cross-correlations between the positions of halos and

---

7 Note, however that the imaginary part of the cross power spectrum is not 0 here.
the fluctuations of the field $\delta_X$. This is entirely expected, since we constructed $\delta_X$ to have no linear cross-correlations with the physical matter overdensity field $\delta$, and the positions of halos will, at least on quasi-linear scales, trace some biased version of $\delta$.

On the right hand panel of Fig. 3, we plot the measurements of the cross-correlation on the same scales, but now calculated using the setup outlined in Sec. 2. The top right panel is for the $k = 1$ nearest neighbor, while the bottom right panel is for $k = 2$ nearest neighbor measurements. The query points are placed on a $256^3$ grid. Since the field under consideration $\delta_X$ does not represent a physical density field, we use a percentile density threshold at each smoothing scale $r$ instead of a constant mass density threshold. As mentioned previously, we focus on the quantity $P_{\delta_X, \delta} = \langle P_{\delta_X}(r) \times P_{\delta} \rangle$ which is a measure of the cross-correlation. This is plotted with the solid green line on the top right panel, and the density field from each of 100 other realizations. The blue dotted line represents the mean of these measurements, while the shaded grey region represents the scatter around the mean measurement of this quantity from the 100 realizations (dotted blue line). As expected, the dotted blue line is consistent with 1, meaning that the tracers from a given realization are, on average, independent of the density fluctuations from a different realization. However, the green line is significantly different from 1, even after accounting for the measurement errors represented by the grey bands. This implies that the nearest neighbor and smoothed field measurements are able to detect correlations in the fluctuations of the number counts of tracers and in the $\delta_X$ field. Since the linear cross-correlations have been removed by construction (and as verified in the left panel), these cross-correlations can only be generated at higher orders.

For reference, we plot the cross-correlation signal between the halos and the actual matter field from the simulations, $\delta(x)$ using dotted lines in the inset of each panel. The solid lines in each inset is the same as that in the main panels. The comparison between the solid and dotted lines serves as a rough estimate for the fraction of the cross-correlation signal lost when the two-point cross-correlation is removed by construction. For the two-point cross-correlation, of course, there is no remnant signal. For the nearest neighbor cross-correlations, a large fraction of the total cross-correlation is removed through the two-point, but that does not account for the entire signal - the remaining cross-correlation is still statistically significant.

Through this example, therefore, we have demonstrated that the cross-correlation formalism in Sec. 2 is able to capture higher order correlations in the spatial fluctuations of number counts of tracers and the fluctuations of a continuous field — something that the two-point cross-correlation (by design) is insensitive to. While the particular example presented here has no immediate cosmological applications, the sensitivity to higher order cross-correlations has many applications in cosmology — from higher sensitivity to cosmological parameters, to tests of various survey systematics.

### 3.2 Detecting cross-correlations in the presence of noise

In this section, we explore a more realistic cosmological application, which illustrates the greater statistical power of defining tracer-field cross-correlations through nearest neighbor measurements. We consider the problem of robustly detecting the spatial cross-correlation signal between a set of tracers, and an underlying field which is heavily contaminated with noise. This has potential applications, for example, in the detection of the clustering of the cosmological 21cm emission line signal, which is expected to be dominated by astronomical foregrounds, through its cross-correlation with a galaxy sample. CHIME Collaboration et al. (2022) have already detected such a signal through a stacking measurement with eBOSS galaxies and quasars (Dawson et al. 2016), but techniques that enhance the total signal-to-noise of the cross-correlation detection can help extract more cosmological information from the same underlying datasets.

We start with the matter overdensity field, $\delta_m$, from one realization of the Quasar suite at the fiducial cosmology, and at $z = 0$. The field is defined on a $512^3$ grid. We define a new field

$$\tilde{\delta} = (1 - f_{\text{noise}})\delta_m + f_{\text{noise}}\delta_{\text{noise}},$$

(12)

for each grid point, with $1 + \delta_{\text{noise}}$ drawn (independently) from a lognormal distribution with $\mu = 0$ and $\sigma = 3$. We use a lognormal distribution, instead of a normal distribution, so that it is bounded below by 0, and can, in principle, represent a physical density field. Note that we finally use the overdensity field $\delta_{\text{noise}}$ in our calculations, which is bounded below by $-1$. $f_{\text{noise}}$ is a parameter that lies between 0 and 1, and is used to control the relative noise level. For $f_{\text{noise}} \sim 1$, the field $\tilde{\delta}$ is completely noise-dominated, while for small values of $f_{\text{noise}}$, the cosmological signal dominates. For tracers, we once again choose the $10^5$ most massive halos in the simulation volume. We study the cross-correlations between these halos and the $\tilde{\delta}$ field as a function of $f_{\text{noise}}$, contrasting the cross-correlation detection through two-point measurements and through the nearest neighbor measurements from Sec. 2.3. Concretely, the quantity $f_{\text{noise}}$ is varied between $[0.25, 0.95]$ in steps of 0.1. To test the significance of detection of the cross-correlation signal, we repeat the cross-correlation measurements, both two-point and nearest neighbor methods, using the original set of halos, and the matter overdensity field from 100 different realizations at the same cosmology, using the same values of $f_{\text{noise}}$ to add noise to these matter fields. Since there should be no physical cross-correlation in the case of independent realizations, this exercise allows us to characterize the “measurement” noise for the uncorrelated case. To compute cross-correlations using the nearest neighbor method, we evaluate $P_{\delta_X, \delta}$ with the density threshold, $\delta^*_m$ set to the 50th percentile of the density values smoothed at each $r$.

The results are plotted in Fig. 4. Since $f_{\text{noise}}$ is varied over a large range, we plot the difference between the measurements in the correlated case (when the halos and the matter field are from the same realization) and the mean of the measurements in the 100 uncorrelated samples (when the halos and the matter field come from different realizations), divided by the $1\sigma$ scatter in the measurement from the 100 uncorrelated samples. This way of plotting enables a direct comparison of the relative signal-to-noise across different values of $f_{\text{noise}}$. The left hand panel of Fig. 4 shows the results for the two-point cross-correlation measurements. The different shaded lines represent different values of $f_{\text{noise}}$ - the darker lines correspond to higher values of $f_{\text{noise}}$. The grey shaded region represents $1\sigma$ scatter in the uncorrelated measurements. Given the quantity that is being plotted, this scatter is always represented by a horizontal band between $-1$ and 1, across different values of $f_{\text{noise}}$.

The inset zooms in on the $f_{\text{noise}} = 0.95$ measurement since its signal-to-noise is quite small. As expected, the signal-to-noise falls with $f_{\text{noise}}$, across scales. From the inset, it is clear that when the noise fraction is very high, there is essentially no cross-correlation.

---

8 We have also tested with other distributions, such as a uniform distribution between 0 and 1, but this does not change any of the result qualitatively.
signal when using the two-point measurements. Even though it is not plotted in the inset, it should be noted that for $f_{\text{noise}} = 0.85$ as well, the signal in the two-point cross-correlation is quite small.

On the right panel of Fig. 4, we plot the same quantities as above, but for cross-correlations evaluated using the nearest neighbor measurements. Similar to the left panel, the signal-to-noise of the nearest neighbor cross-correlation goes down with increasing amounts of noise added to the matter field. However, as shown in the inset of the right panel, even when $f_{\text{noise}} = 0.95$, i.e. the relative weight of the noise is 20 times that of the true signal, the cross-correlation signal from the nearest neighbor measurements (green line) is clearly separated from the uncorrelated cases (grey band). Note that for $f_{\text{noise}} = 0.8$, the signal is evident in the main panel itself — starting at ~40 on the small scales.

To quantitatively contrast the signal-to-noise from two-point cross-correlations and nearest-neighbor cross-correlations in the $f_{\text{noise}} = 0.95$ case, we compute the $\chi^2$ value from each statistic:

$$\chi^2 = (\tilde{\psi} - \tilde{\psi}_{\text{uncorr}})^T C^{-1} (\tilde{\psi} - \tilde{\psi}_{\text{uncorr}}),$$

(13)

where $\tilde{\psi}$ is the data vector of the statistic under consideration — two-point cross-correlation or NN cross-correlation, evaluated with the appropriate noise level added to the matter field. $\tilde{\psi}_{\text{corr}}$ is the data vector for the correlated case, while $\tilde{\psi}_{\text{uncorr}}$ is the mean of the data vector from the 100 uncorrelated realizations. The covariance matrix $C$ is constructed from the 100 uncorrelated realizations. We use an appropriate Hartlap factor (Hartlap et al. 2007) to account for the fact that we are estimating the covariance matrix from a finite number of realizations. Note that, unlike the visual representation in Fig. 4, the covariance matrix takes into account the correlations in measurements between different radial bins. In this case, the bins are spaced equally between 10$ h^{-1}$Mpc and 30$ h^{-1}$Mpc. The nearest neighbor measurements typically have more correlations between different bins than the two-point cross-correlation, which will be reflected in significant off-diagonal terms in the covariance matrix. The final $\chi^2$ value, therefore, better captures the total signal-to-noise than the purely diagonal information in Fig. 4. We find that the $\chi^2$ value from the 2-point cross-correlation is 20.58, while that from the nearest-neighbor cross-correlation is 127.97. Measurements from 20 different radial bins were used in each case, so the formal number of degrees of freedom is 19. Assuming that that likelihood is Gaussian for both sets of statistics, we convert the obtained $\chi^2$ values into a $p$-value, which captures the probability of getting a $\chi^2$ value greater than that obtained above, but in the case when the halo sample and the matter field are uncorrelated. For the two point cross-correlation, the $p$-value is 0.36. This implies that the cross-correlation is not detected at any statistically significant level. On the other hand, for the nearest neighbor cross-correlation, the $p$-value is $< 10^{-7}$, and so the cross-correlation signal is detected at $> 5\sigma$, or highly significant level. It is important to note that the scales used in the analysis lie in the quasi-linear regime, rather than the fully nonlinear regime. The detection of a signal on the quasi-linear scales can typically be modeled with fewer theoretical systematics. In Sec. 4, we show that the higher range of scales ($\geq 20 h^{-1}$Mpc) used in this calculation, can already be faithfully modeled with existing methods.

This example demonstrates at the same levels of noise in the continuous field, the nearest-neighbor method of computing halo-matter cross-correlations yields higher signal-to-noise than that from two-point cross-correlation measurements. This is not
entirely surprising, since the former is sensitive to all the higher order cross-correlations between the spatial fluctuations of the halo positions and the true underlying signal that are generated through gravitational evolution. Since the noise field is entirely uncorrelated with the underlying signal, all higher order cross-correlations must come from the true matter field, and therefore the nearest-neighbor method is much more efficient at isolating the signal, than the two-point cross-correlation which captures the lowest order. It is also worth noting that we have only used the $k = 1$ nearest neighbor measurements to compute the cross-correlations — in principle, there are also cross-correlation signals for higher $k$ nearest neighbor measurements, which can further enhance the total signal-to-noise.

### 4 MODELING TRACER-FIELD CROSS-CORRELATIONS WITH HYBRID EFFECTIVE FIELD THEORY

In this section, we turn to the theoretical modeling of the cross-correlation measurements between tracers, such as halos or galaxies, and continuous fields, such as the total matter field, obtained from the formalism presented in Sec. 2. Since the large (linear) scales remain Gaussian, the gains from the nearest-neighbor method is much more efficient at isolating the signal, than the two-point cross-correlation which captures the lowest order. The method has since been further developed to account for the joint variation of the bias and cosmological parameters (Pokrokl et al. 2021; Zennaro et al. 2021) in real and redshift (Pellejuen-Ibanez et al. 2022) space, and applied to the analysis of Dark Energy Survey (DES) Y1 data (Hadziyanska et al. 2021). While these works focused on two-point statistics, both auto and cross-correlations, Banerjee et al. (2022) demonstrated that the same Formalism, with the same of parameters, can be used to model the $k$-nearest neighbor distributions of tracers. Crucially, both the two-point functions and the nearest neighbor distributions were fit the same values of the model parameters, providing a consistency check for the model, as well as proving that these different summary statistics could be jointly modeled in a full analysis.

Here, we will demonstrate that the HEFT formalism can also be used to model the cross-correlation measurements between discrete tracers (halos) and continuous fields (the total matter field in the simulation)\(^3\). In the model, we assume that in Lagrangian (or initial) coordinates $q$, the tracer overdensity is related to various operators of the dark matter field that are allowed by the symmetries of the system (Vlah et al. 2015). In particular, at second order,

$$
\delta X(q) = F(\delta(q), s_{ij}(q)) = 1 + b_1 \delta(q) + b_2 \left( \delta^2(q) - \langle \delta^2 \rangle \right) + b_{3} \left( \delta^2(q) - \langle \delta^2 \rangle \right) + b_{4} \nabla^2 \delta(q) + \cdots + \epsilon(q),
$$

$\delta X$ represents the overdensity field of tracer $X$. $s_{ij}(q) = \frac{\partial^2 \delta(q)}{\partial q_i \partial q_j} - \frac{1}{2} \delta(q)$ is the traceless part of the tidal tensor field, and $\epsilon(q)$ is the stochastic term, which is uncorrelated (at the 2-point level) with the other operators appearing in Eq. 14. The $b_i$ are the (scale-independent) bias parameters, and take on different values for different tracer samples. At low redshift, or late times, the tracer density in Eulerian coordinates is given by (Matsubara 2008)

$$
1 + \delta X(x) = \int d^3 q F(\delta(q), s_{ij}(q)) \delta^{(D)}(x - q - \Psi(q)) ,
$$

with $\Psi(q)$ representing the displacement vector connecting the initial Lagrangian coordinate $q$ to a final Eulerian coordinate $x$. In the HEFT framework, the displacement vector $\Psi(q)$ is taken directly from $N$-body simulations, and therefore contains information about the full nonlinear dark matter dynamics (see e.g. Kokron et al. 2021; Banerjee et al. 2022, for implementation details). In essence, the HEFT formalism produces each of the operator fields in Eq. 14 advected to late times. Note that since we have the final particle positions from the simulations, $\delta_m(x)$, the late time total matter density field can also be easily computed. Given the late time operator fields, the clustering measurements on the set of tracers of interest can be matched by changing the values of the bias parameters. Note that since the advection of the operator fields themselves is independent of the actual values of the bias parameters $\{b_i\}$, evaluating the model for different $\{b_i\}$ is computationally inexpensive, and only needs to be done in post-processing of the simulation data.

### 4.2 Computing Nearest Neighbor Tracer-Field Cross-Correlations in HEFT

We choose a sample of $10^5$ halos from one of the QUODITE boxes at the fiducial cosmology, following the process laid out in detail in Banerjee et al. (2022). The final catalog contains halos in the mass range $[10^{13.26} - 10^{13.5} M_{\odot}/h]$, whose clustering is well described within HEFT (see Modi et al. 2020). We then compute the nearest-neighbor cross-correlations, using the $k = 1$ and $k = 2$ nearest neighbor measurements, between this halo sample and the matter density field, following the steps laid out in Sec. 2.3, and using query points on a $256^3$ grid, and the density field defined on a $1024^3$ grid. In this case, we use a “constant mass” overdensity threshold for the matter density field, with the mass $M_0$ defined as the average mass enclosed in spheres of radius $10 h^{-1} $Mpc in the simulation volume.

\(^3\) Banerjee et al. (2022) also considered the joint kNN distribution, or the cross-correlation between tracers of simulation particles as tracers of the matter field, and halos, but the entire formalism was in terms of discrete tracers.
We repeat the same measurements over 8 realizations at the same cosmology, and average over them. The results are shown using the solid green line for \( k = 1 \) and the solid blue line for \( k = 2 \) on the left panel of Fig. 5. Since the measurements asymptote to 1 on the larger scales displayed in the plot, we plot the peaked version of the values. This is defined in the following way: the value of \( P_{2,k,>\delta} \) is plotted when \( P_{2,k,>\delta} \leq 0.5 \), and 1 - \( P_{2,k,>\delta} \) is plotted when \( P_{2,k,>\delta} > 0.5 \). This way of plotting makes it easier to visually compare values on the right hand side of the plot, i.e. the behavior of \( P_{2,k,>\delta} \) on larger scales.

Next, we outline the steps to make predictions for these measurements using the HEFT model. Given a set of values for the bias parameters \( \{ b_i \} \), we define the late time advected tracer field \( \delta_X \), and the matter field from the simulation particles on a 1024^3 grid.

As described in detail in Banerjee et al. (2022), for the tracers alone, the values of the first 2 nearest neighbor CDFs at radius \( r \) are given by

\[
\text{CDF}_{1NN}(r) = P_{2,1}(r) = \left\{ 1 - \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right] \right\}
\]

\[
\text{CDF}_{2NN}(r) = P_{2,2}(r) = \left\{ 1 - \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right] \right\}
\]

\[
-\frac{3}{2} \left( 1 + \delta_X(r) \right) \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right],
\]

where \( \delta_X(r) \) represents the value of \( \delta_X \) smoothed on radius \( r \) at each point on the grid. The average, represented by \( \langle \ldots \rangle \), is taken over all grid points. \( \bar{n} \) is set by the mean number density of the tracers. Note that the two equations above are simply capturing the fact that the tracers number density represents a local Poisson process on the field \( \delta_X,r \). Changing the values of \( \{ b_i \} \) yield different configurations of \( \delta_X \), and thereby change the predictions for the nearest neighbor CDFs. To compute the cross-correlation of tracers drawn from \( \delta_X \) with the matter field \( \delta \), we are interested in the quantities like \( P_{2,1,>\delta} \) and \( P_{2,2,>\delta} \), the expressions need to be modified to read

\[
P_{2,1,>\delta}(r) = \left\{ \left( 1 - \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right] \right) \Theta(\delta_X - \delta_i) \right\}
\]

\[
P_{2,2,>\delta}(r) = \left\{ \left( 1 - \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right] \right) \Theta(\delta_X - \delta_i) \right\}
\]

\[
-\frac{3}{2} \left( 1 + \delta_X(r) \right) \exp\left[ -\frac{3}{2} \left( 1 + \delta_X(r) \right) \right] \Theta(\delta_X - \delta_i),
\]

where \( \Theta(\delta_X - \delta_i) \) is the Heaviside step function, which accounts for the thresholding on \( \delta_i \). Once again, the subscript \( r \) represents the matter density \( \delta \) and the HEFT tracer field \( \delta_X \) smoothed on scale \( r \), using a spherical top hat function. This smoothing is done in Fourier space (using an FFT approach), using the same 1024^3 grid on which the overdensities are originally defined.

The results for the best-fit values \({10}\) of \( \{ b_i \} \) are plotted in the left panel of Fig. 5 using the green circles for \( k = 1 \)NN and the blue squares for \( k = 2 \)NN. To facilitate easier comparison, we plot the residual between the measurements and the HEFT predictions on the right panels — \( k = 1 \) on the top panel and \( k = 2 \) on the bottom.

---

\( \text{Notes:} \)

10 The best-fit bias values, for this first study, are determined by inspection, rather than a rigorous fitting procedure.
panel. The solid curves in each panel correspond to the residual for the case where the best-fit values of \( b_i \) obtained by fitting the \( k \)NN cross-correlation measurements, i.e. those corresponding to the left panel. The dashed curves on the right hand panels represent the residuals for the case where values for \( b_i \) that go into generating the HEFT \( k \)NN cross-correlation predictions are obtained by fitting the two-point auto and cross-power spectra for the same set of halos, i.e. using the setup presented in Kokron et al. (2021). Finally, the dotted curves represent the residuals between the measurements and predictions when the \( b_i \) used to generate the HEFT cross-correlation predictions are obtained from fitting the \( k \)NN-CDFs of the tracers only, i.e. the auto clustering alone. This is the same as the best-fit values for the identical tracer sample presented in Banerjee et al. (2022). The shaded regions on the right panels of the figure represent the realization-to-realization scatter in the \( k \)NN tracer-field cross-correlation measurements, estimated from 100 realizations at the fiducial \( \Lambda \)CDM cosmology.

From the solid lines on the right panel of Fig. 5, we conclude that the HEFT framework is useful in modeling the halo-matter \( k \)NN cross-correlations down to \( \geq 20h^{-1}\text{Mpc} \), breaking down at slightly larger scale for \( k = 2 \) than \( k = 1 \). The comparison between the solid and the dotted lines on the right panel of Fig. 5 show that the best-fit HEFT model from the nearest neighbor measurements of the tracers alone is completely consistent with the best-fit bias parameters obtained from the tracer and matter field \( k \)NN cross-correlations. Since the latter is formally sensitive to the full joint distribution of the tracers and the matter field, this agreement serves as a powerful diagnostic of the reach of the HEFT formalism, as well as its physical underpinnings, with the halo field written in terms of operators of the dark matter field. The fact that the HEFT predictions from the best-fit \( b_i \) to the 2-point auto and cross-correlations do not agree with the \( k \)NN cross-correlation measurements, as evidenced by the dashed curves on the right panel falling outside the shaded regions, illustrates the greater sensitivity of the \( k \)NN measurements to the underlying bias parameters. To go from the dashed lines on the figure to the solid lines, we only had to change the value of \( b_{i,2} \) by about 12\% of its value from the 2-point best-fit. All other bias parameters were left unchanged. This is fully consistent with what was found in Banerjee et al. (2022) for the \( k \)NN distributions of the tracers only. It should be noted that this change in the value of \( b_{i,2} \) changes the HEFT predictions for the 2-point functions only marginally, and the updated predictions remain extremely good fits to the 2-point function measurements given the measurement error bars.

The HEFT framework, at second order in Lagrangian bias, therefore, allows for the consistent modeling of nearest-neighbor halo-matter cross-correlations, the nearest-neighbor distributions of the halos alone, and of the two-point auto and cross-correlations on quasi-linear scales. By combining these measurements, it is possible to constrain the bias parameters much better than from the two-point measurements alone. This, in turn, allows for much better constraints on cosmological parameters of interest. Given the potential gains on parameter constraints, therefore, it is imperative to conduct modeling efforts in the presence of various survey systematics. This will be taken up in future work.

5 SUMMARY AND DISCUSSION

In this paper, we have developed the formalism for describing correlated spatial fluctuations between the number counts of a set of tracers and the value of a continuous field by combining \( k \)-nearest neighbor distances (Banerjee & Abel 2021a) for the tracers with measurements of the continuous field smoothed on various scales. The fundamental quantity that is computed is \( P_{2,\delta,\delta'} \), the volume-averaged probability of finding more than \( k \) tracers within radius \( r \) of a point and the value of the density field exceeding a threshold \( \delta' \) when smoothed on scale \( r \) around the point. Unlike the two-point tracer-field cross-correlations that are used ubiquitously in various cosmological applications, the cross-correlation method developed here is formally sensitive to all higher order (beyond linear or Gaussian) correlations between the two datasets. In fact, this particular cross-correlation only vanishes when the fluctuations in the two datasets are statistically independent - a much more stringent condition that a vanishing two-point cross-correlation. After developing the formalism and measurement procedure in Sec. 2, we have demonstrated the sensitivity to higher order, i.e. beyond Gaussian, cross-correlations with a concrete example in Sec. 3. We have also demonstrated that for a fixed level of noise contaminating the continuous field under consideration, the nearest-neighbor cross-correlations of a set of tracers (halos) with the field has much higher signal-to-noise than the two-point cross-correlation. This represents an important result, with potential application to stronger detection of, e.g., the cross-correlation of the cosmological 21cm emission signal with discrete tracers of LSS, such as galaxies and quasar samples. We will study this in greater detail in future work. Finally, in Sec. 4, we have explored how the nearest-neighbor cross-correlation measurement of halos and the underlying cosmological matter density field can be modeled on quasi-linear scales with the Hybrid Effective Field Theory setup (Modi et al. 2020; Zennaro et al. 2021; Kokron et al. 2021). Within this setup, we have shown that for scales \( \geq 20h^{-1}\text{Mpc} \), the measurements can be modeled with the same set of bias parameters that are used to model the two-point functions, and have been shown also to model the \( k \)NN-CDFs of the tracers alone in Banerjee et al. (2022). In fact, the best-fit values of the individual bias parameters from fitting the \( k \)NN-CDFs of the tracers alone are completely consistent with the best-fit values of the same parameters using the cross-correlation measurement developed in this paper. Therefore, the auto and cross clustering of halos with the matter field can be consistently modeled within the HEFT framework. Given that no new parameters are needed in the modeling, and the additional statistical power of the nearest neighbor measurements over two-point measurements, constraints on various cosmological parameters may be considerably improved with the application of this method.

In most applications discussed here, the continuous field corresponds to the matter density field, or some physical density field, in general. This means that the threshold overdensity, \( \delta' \), used to evaluate \( P_{2,\delta,\delta'} \) can be chosen to correspond to either a constant mass threshold, or a constant density percentile, or a constant overdensity value across scales, depending on the application. However, we stress that the continuous field need not necessarily represent a physical density field, as demonstrated in the example in Sec. 3.1. The only difference is this case is that “enclosed mass” within radius \( r \) is not well-defined, and therefore the constant mass thresholding is not useful. Instead the constant percentile or the constant value thresholds are more appropriate in such situations. It should also be noted that while we have used 3-dimensional fields and tracer positions in 3 dimensions, all our techniques generalize to 2 dimensions. Therefore, it is quite easy to use the nearest neighbor tracer-field cross-correlations on the projected matter field, e.g. weak lensing measurement, and projected tracer counts. The modifications that are needed are to evaluate nearest neighbor distances in 2 dimen-
sions instead of $3$, and to use the 2-dimensional top-hat smoothing kernel on the field, instead of the 3-dimensional one.

The “continuum limit” of $k\text{NN-CDFs}$, as outlined in Sec. 2.1, can be used directly to measure the auto and cross-correlations of continuous fields. While there exist other techniques in the literature to analyze the auto-clustering of continuous fields which are also formally sensitive to clustering at all orders, such as the analysis of the full PDF (e.g. Uhlmann et al. 2020) or Minkowski functionals (e.g. Ryden et al. 1989; Schmalzing & Gorski 1998), there are relatively few studies which do the same for cross-correlations of continuous fields (see, however Munshi et al. 2014). The formalism presented here for cross-correlations between tracers and one continuous field generalizes easily to the case of two continuous fields, very similar to the statistics proposed in Munshi et al. (2014) for cross-correlating $SZ$ and weak lensing maps. This aspect will be explored in further detail in Anbajagane et al. (2022) in the context of weak lensing measurements in the Dark Energy Survey (DES) across different redshift bins.

In Sec. 4, we have demonstrated that the HEFT framework is able to model the halo-matter nearest-neighbor cross-correlations on intermediate scales. It is interesting to note that $P_{2k}<\phi$ which can be written in terms of the joint PDF of the matter field and the halo field, from which the halo positions can be thought of as being generated through a local Poisson process, can formally be written in terms all $N$-point functions or cumulants of the halo field, all cumulants of the matter field, and all joint cumulants of the two fields. Therefore, the auto-clustering information of the halos and the matter field are, in principle, present in the $P_{2k}<\phi$ measurements. By measuring at different $k$ and threshold $\delta$ it should be possible to constrain all the bias and cosmological parameters without having to separately analyze the $k\text{NN-CDFs}$ of the halos alone, or the smoothed measurements on the matter field alone. This implies a reduction in the length of the data vector, essentially allowing for better compression of the overall data. Among other things, a reduced data vector length reduces the requirements on the number of realizations needed to compute the covariance matrix, assuming that the covariance matrix cannot be modeled analytically. This can be very helpful, since running the $N$-body simulations are the most computationally expensive step in setting up an analysis pipeline for such higher order methods. How well this data compression works in practice, and the potential gains, will be investigated in future work.
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