Deep Learning-Based Masonry Wall Image Analysis
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Abstract: In this paper we introduce a novel machine learning-based fully automatic approach for the semantic analysis and documentation of masonry wall images, performing in parallel automatic detection and virtual completion of occluded or damaged wall regions, and brick segmentation leading to an accurate model of the wall structure. For this purpose, we propose a four-stage algorithm which comprises three interacting deep neural networks and a watershed transform-based brick outline extraction step. At the beginning, a U-Net-based sub-network performs initial wall segmentation into brick, mortar and occluded regions, which is followed by a two-stage adversarial inpainting model. The first adversarial network predicts the schematic mortar-brick pattern of the occluded areas based on the observed wall structure, providing in itself valuable structural information for archeological and architectural applications. The second adversarial network predicts the pixels’ color values yielding a realistic visual experience for the observer. Finally, using the neural network outputs as markers in a watershed-based segmentation process, we generate the accurate contours of the individual bricks, both in the originally visible and in the artificially inpainted wall regions. Note that while the first three stages implement a sequential pipeline, they interact through dependencies of their loss functions admitting the consideration of hidden feature dependencies between the different network components. For training and testing the network a new dataset has been created, and an extensive qualitative and quantitative evaluation versus the state-of-the-art is given. The experiments confirmed that the proposed method outperforms the reference techniques both in terms of wall structure estimation and regarding the visual quality of the inpainting step, moreover it can be robustly used for various different masonry wall types.
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1. Introduction

Over the past years, we have observed a significant shift to digital technologies in Cultural Heritage (CH) preservation applications. The representation of CH sites and artifacts by 2D images, 3D point clouds or mesh models allows the specialists to use Machine learning (ML) and Deep learning (DL) algorithms to solve several relevant tasks at a high level in a short time. Application examples range from semantic segmentation of 3D point clouds for recognizing historical architectural elements [1], to the detection of historic mining pits [2], reassembling ancient decorated fragments [3], or classification of various segments of monuments [4].

Although many recent cultural heritage documentation and visualization techniques rely on 3D point cloud data, 2D image-based documentation has still a particular significance, due to the simplicity of data
acquisition, and relatively low cost of large-scale dataset generation for deep learning-based methods. Image-based analysis has recently shown a great potential in studying architectural structures, ancient artifacts, and archaeological sites: we can find several approaches on the classification of biface artifacts, architectural features, and historical items [5–7], and also on digital object reconstruction of historical monuments and materials [8,9].

The maintenance of walls is a critical step for the preservation of buildings. Surveyors usually separate and categorize firstly the composing materials of walls either as main components (regular or irregular stones, bricks, concrete blocks, ashlars, etc.) or as joints (mortars, chalk, clay, etc.). In this paper, for simpler discussion the term brick is used henceforward to describe the primary units of any type, and the term mortar is used to describe the joints. By investigating masonry walls of buildings, bricks are considered as the vital components of the masonry structures. Accurate detection and separation of bricks is a crucial initial step in various applications, such as stability analysis for civil engineering [10,11], brick reconstruction [12], managing the damage in architectural buildings [13,14], and in the fields of heritage restoration and maintenance [15].

Various ancient heritage sites have experienced several conversions over time, and many of their archaeologically relevant parts have been ruined. Reassembling these damaged areas is an essential task for archaeologists studying and preserving these ancient monuments. In particular, by examining masonry wall structures, it is often necessary to estimate the original layout of brick and mortar regions of wall components which are damaged, or occluded by various objects such as ornamenting elements or vegetation. Such structure estimation should be based on a deep analysis of the pattern of the visible wall segments.

In this paper, we propose an end-to-end deep learning-based algorithm for masonry wall image analysis and virtual structure recovery. More specifically, given as input an image of a wall partially occluded by various irregular objects, our algorithm solves the following tasks in a fully automatic way (see also Figure 1):

1. We detect the regions of the occluding objects, or other irregular wall components, such as holes, windows, damaged parts.
2. We predict the brick-mortar pattern and the wall color texture in the hidden regions, based on the observable global wall texture.
3. We extract the accurate brick contours both in the originally visible and in the artificially inpainted regions, leading to a strong structural representation of the wall.

First for the input wall images (Figure 1a) a U-Net [16] based algorithm is applied in a pre-processing step, whose output is a segmentation map with three classes, corresponding to brick, mortar, and irregular/occluded regions (see Figure 1b). This step is followed by an inpainting (completion) stage where two generative adversarial networks (GANs) are adopted consecutively. The first GAN completes the missing/broken mortar segments, yielding a fully connected mortar structure. Thereafter, the second GAN estimates the RGB color values of all pixels corresponding to the wall (Figure 1c). Finally, we segment the inpainted wall image using the watershed algorithm, yielding the accurate outlines of the individual brick instances (Figure 1d).

Due to the lack of existing masonry wall datasets usable for our purpose, we collected various images from modern and ancient walls and created our dataset in order to train the networks and validate our proposed approach.
Figure 1. Results of our proposed method on two selected samples from the testing dataset: (a) Input: wall image occluded by irregular objects (b) Result of preliminary brick-mortar-occluded region separation (c) Generated inpainted image (d) Final segmentation result for the inpainted image.

Our motivation here is on one hand to develop a robust wall segmentation algorithm that can deal with different structural elements (stones, bricks ashlar, etc.), and accurately detect various kinds of possible occlusion or damage effects (cement plaster, biofilms [17]). The output of our segmentation step can support civil engineers and archaeologists while studying the condition and stability of the wall during maintenance, documentation or estimation of the necessary degree of protection. On the other hand, our proposed inpainting step can support the planning of the reconstruction or renovation work (both in virtual or real applications), by predicting and visualizing the possible wall segments in damaged or invisible regions.

In remote sensing images, the presence of clouds and their shadows can affect the quality of processing these images in several applications [18,19]. Hence, to make good use of such images, and as the background of the occluded parts follows the same pattern as the visible parts of the image, our algorithm can be trained in such cases to remove these parts and fill them with the expected elements (such as road network, vegetation and built-in structures).

We can summarize our contributions as follows:

1. An end-to-end algorithm is proposed that encapsulates inpainting and a segmentation of masonry wall images, which may include occluded and/or damaged segments.
2. We demonstrate the advantages of our approach in masonry wall segmentation and inpainting by detailed qualitative and quantitative evaluation.
3. We introduce a new dataset for automatic masonry wall analysis.

The article is organized as follows: Section 2 summarizes previous works related to state-of-the-art wall image delineation and image inpainting algorithms; Section 3 shows the way we generate and augment our dataset; Section 4 introduces our proposed method in details; the training and implementation details are discussed in Section 5; Section 6 presents the experimental results; in Section 7 the results are
discussed and further qualitative results are presented to support the validation of the approach; finally, Section 8 summarizes the conclusions of our research.

Preliminary stages of the proposed approach have been introduced in [20], which paper purely deals with brick segmentation, and in [21] where we constructed an initial inpainting model, which was validated mainly on artificial data samples. This article presents a more elaborated model, with a combination of multiple algorithmic components, which yield improved results and enable more extensive structural and visual analysis of masonry wall images. The present paper also provides extended quantitative and qualitative evaluation of the proposed approach regarding to occlusion detection, inpainting and brick segmentation, and we have compared it against several state-of-the-art algorithms on an expanded dataset, which includes several real-world samples. Moreover, as possible use-cases we also describe new application opportunities for archeologist in Section 7.

2. Background

Nowadays, there is an increasing need for efficient automated processing in cultural heritage applications, since manual documentation is time and resource consuming, and the accuracy is highly dependent on the experience of the experts. Developing an automatic method to analyze widely diverse masonry wall images is considered as a challenging task for various reasons [22]: issues should be addressed related to occlusions, lighting and shadows effects, we must expect a significant variety of possible shape, texture, and size parameters of the bricks and surrounding mortar regions, moreover, the texture can even vary within connected wall fragments, if it consists of multiple components built in different centuries from different materials.

Two critical issues in the above process are wall structure segmentation, and the prediction of the occluded/missing wall regions, which are jointly addressed in the paper. In this section, we give a brief overview about recent image segmentation algorithms used for masonry wall delineation. Thereafter, we discuss state-of-the-art of image inpainting techniques, focusing on their usability for the addressed wall image completing task.

2.1. Masonry Wall Delineation

The literature presents several wall image delineation algorithms, that achieved good results for specific wall types. Hemmleb et al. [23] proposed a mixture of object-oriented and pixel-based image processing technology for detecting and classifying the structural deficiencies, while Riveiro et al. [24] provided a color-based automated algorithm established on an improved marker-controlled watershed transform. However since the later algorithm concentrates on the structural analysis of quasi-periodic walls, it is limited to dealing with horizontal structures only; while most of the historical walls have various compositional modules. In the same vein, Noelia et al. [25] used an image-based delineation algorithm to classify masonry walls of ancient buildings, aiming to estimate the degree of required protection of these buildings as well. Enrique et al. [15] used 3D colored point clouds as input, then they generated a 2.5D map by projecting the data onto a vertical plane, and a Continuous Wavelet Transform (CWT) was applied on the depth map to obtain the outlines of the bricks. Bosche et al. [26] proposed a method that deals with 3D data points using local and global features to segment the walls into two sub-units representing the bricks and the joints. We have found that none of the mentioned approaches has been tested on much diverse wall image structures or textures. On the contrary, our primary aim in the presented research work was to deal with very different wall types and texture models at the same time with a high accuracy and precision. We have found that none of the mentioned approaches has been tested on much diverse wall image structures or textures. On the contrary, our primary aim in the presented research work was to deal with very different wall types and texture models at the same time with a high accuracy and precision.
2.2. Inpainting Algorithms

Image inpainting is a process where damaged, noisy, or missing parts of a picture are filled in to present a complete image. Existing image inpainting algorithms can be divided into blind or non-blind categories depending on whether the mask of the missing areas is automatically detected or manually given in advance to the algorithm. The state-of-the-art blind inpainting algorithms [27–29] only work under special circumstances: they focus for example on the removal of scratches or texts, and cannot deal with the cases with multiple occluding objects of complex shapes. Diffusion-based methods [30,31] and patch-based techniques [32–34] are traditional methods that use local image features or descriptors to inpaint the missing parts. However, such techniques lack the accuracy when the occluded parts are large, and they may produce miss-alignments for thin structures such as wall mortar (see Figure 2b–d, the results of a patch-based technique [34]).

![Image of inpainting results](image_url)

**Figure 2.** Patch-based technique [34] results for two wall samples, (a,c) inputs photos with holes that should be inpainted, (b,d) the results, we can see the miss-alignments problem of the mortar lines.

Large datasets are needed to train the recently proposed deep learning models [35–37], which inpaint the images after training and learning a hidden feature representation. A generative multi-column convolutional neural network (GMCNN) model [38] was proposed with three sub-networks, namely the generator, the global and local discriminator, and a pre-trained VGG model [39]. This approach deals in parallel with global texture properties and local details by using a confidence driven reconstruction loss and diversified Markov random field regularization, respectively. A multi-output approach [40] is introduced to generate multiple image inpainting solutions with two GAN-based [41] parallel paths: the first path is reconstructive aiming at inpainting the image according to the Ground Truth map, while the other path is generative, which generates multiple solutions.

The EdgeConnect [42] approach uses a two-stage adversarial network that completes the missing regions according to an edge map generated in the first stage. Initial edge information should be provided to this algorithm which is based on either the Canny detector [43] or the Holistically-Nested Edge Detection algorithm (HED) [44]. However, if we apply this method for the masonry wall inpainting application, non of these two edges generators [43,44] can provide semantic structural information about the walls, since their performance is sensitive to the internal edges inside the brick or mortar regions, creating several false edges which are not related to the pattern of the wall structure. Moreover, the outputs of both edge generators [43,44] strongly depend on some threshold values, which should be adaptively adjusted over a wall image. To demonstrate these limitations, we show the outputs of the Canny edge detector (applied with two different threshold values), and the HED algorithm in Figure 3b–d for a selected masonry wall sample image. As explained later in details, one of the key components of our proposed method will be using an efficient, U-Net based delineation algorithm as a preprocessing step, whose output will approximate the manually segmented binary brick-mortar mask of the wall (see Figure 3e,f).
Figure 3. Wall delineation: comparison of state-of-the-art edge detectors to our proposed U-Net based approach, and to the Ground Truth (GT).

3. Dataset Generation

We have constructed a new dataset for training and evaluating the proposed algorithm, which contains images of facades and masonry walls, either from historical or contemporary buildings. As demonstrated in Figure 4, several different types of wall structures are included, for example three types of rubble masonry (Random, Square, Dry), and two types of ashlar (Fine, Rough). Even within a given class, the different samples may show highly variable characteristics, both regarding the parameters of the bricks (shape, size and color), and the mortar regions (thin, thick, or completely missing). In addition, the images are taken from different viewpoints in different lighting conditions, and contain shadow effects in some cases.

Using a large dataset plays an essential role to achieve efficient performance and generalization ability of deep learning methods. On the other hand, dataset generation is in our case particularly costly. First, for both training and quantitative evaluation of the brick-mortar segmentation step, we need to manually prepare a binary delineation mask (denoted henceforward by $I_{wall_ftr}$) for each wall image of the dataset, where as shown in the bottom row of Figure 4, background (black pixels) represents the regions of mortar, and foreground (white pixels) represents the bricks. In addition, for training and numerical quality investigation of the inpainting step, we also need to be aware of the accurate occlusion mask, and we have to know the original wall pattern, which could be observable without the occluding object. However, such sort of information is not available, when working with natural images with real occlusions or damaged wall parts, as shown in Figure 1.

For ensuring in parallel the efficiency and generality of the proposed approach, and the tractable cost of the training data generation process, we have used a combination of real and semi-synthetic images, and we took the advantages of various sorts of data augmentation techniques.

Our dataset is based on 532 different wall images of size $512 \times 512$, which are divided among the training set (310 images), and three test sets (222 images).

The training dataset is based on 310 occlusion-free wall images, where for each image we also prepared a manually segmented $I_{wall_ftr}$ binary brick-mortar mask (see examples in Figure 4). For training, the occlusions are simulated using synthetic objects during data augmentation, so that the augmentation process consists of two phases:

(i) Offline augmentation: 7 modified images are created for each base image using the following transformations: (a) horizontal flip, (b) vertical flip, (c) both vertical and horizontal flips, (d) adding Gaussian noise (e) randomly increasing the average brightness, (f) randomly decreasing the average brightness, and (g) adding random shadows.

(ii) Online synthetic occlusion and data augmentation [45]: each image produced in the previous step is augmented online (during the training) by occluding the wall image $I_{wall}$ with a random number (from 1 and 8) of objects (represented by $I_{occlud}$), chosen from a set of 2490 non_human samples of the Pascal VOC dataset [46]. With these parameter settings, we generated both moderately, and heavily occluded data samples. As demonstrated in Figure 5a,b, the result of this synthetic occlusion process...
is the $I_{in}$ image, which is used as the input of the proposed approach. We also generate a target (Ground Truth) image for training and testing the image segmentation step, so that we combine the binary delineation map ($I_{wall \_fr}$) and the mask of the chosen occluding objects in a three-class image $I_{wall \_fr \_oclud}$ (see Figure 5b), which has the labels mortar (black), brick (white), and occlusion (gray). Afterward, we used the Imgaug library [47] to apply Gaussian noise, cropping/padding, perspective transformations, contrast changes, and affine transformations for each image.

Our test image collection is composed of three subsets:

- **Test Set (1):** We used 123 occlusion-free wall images and simulated occlusions by synthetic objects, as detailed later in Section 6. We only remark that here both the wall images and the synthetic objects were different from the ones used to augment the training samples. A few synthesized test examples are shown in the first rows of Figures 7 and 8.
- **Test Set (2):** We took 47 additional wall images with real occlusions and with available Ground Truth (GT) data in ancient sites of Budapest, Hungary. In these experiments, we mounted our camera to a fixed tripod, and captured image pairs of walls from the same positions with and without the presence of occluding objects (see the second rows in Figures 7 and 8).
- **Test Set (3):** For demonstrating the usability of the proposed techniques in real-life, we used 52 wall pictures:
  - 25 photos of various walls with real occlusions or damaged segments are downloaded from the web (see examples in Figure 1).
  - 27 masonry wall images from ancient archaeological sites in Syria are used to evaluate the inpainting and the segmentation steps of our proposed algorithm (see examples in Figure 12).

Note that since Test Set (1) and Test Set (2) contain both occluded and occlusion free images from the same site, they can be used in numerical evaluation of the proposed algorithm. On the other hand, Test Set (3) can be only used in qualitative surveys, however these images may demonstrate well the strength of the technique in real applications.

The wall images and the manually annotated masks used in the dataset are available at the website of the authors (http://mplab.sztaki.hu/geocomp/masonryWallAnalysis).

![Sample base images from our dataset (top row), and the Ground Truth brick-mortar delineation maps (bottom row). Wall types: (a) Random rubble masonry, (b) Square rubble masonry, (c) Dry rubble masonry, (d) Ashlar fine, (e) Ashlar rough.](http://mplab.sztaki.hu/geocomp/masonryWallAnalysis)
Figure 5. Dataflow of our algorithm. (a) Data augmentation by adding synthetic occlusion (b) Pre-processing Stage (U-Net network): the input $I_{in}$ contains a wall image with occluding objects, the output $I_{out}$ is expected to be similar to the target $I_{wall_ftr, oclu}$ (the delineation map of the wall occluded by various objects). (c) Inpainting Stage-Hidden Feature Generator (GAN-based network $G_1$): the input consist of the masked image of $I_{in}$, the masked extracted delineation map, and the mask of the occluding objects. The output is the predicted delineation map of the complete wall structure. (d) Inpainting Stage–Image Completion (GAN-based network $G_2$): the inputs are the color image of the wall, the occlusion mask and the predicted delineation map; the output is the inpainted image. (e) Segmentation Stage (Watershed Transform): the input is the predicted delineation map, the output is the bricks’ instance level segmentation map. (f) Brick segmentation map superimposed to the inpainted image output ($I_{out}$).

4. Proposed Approach

The main goals of the proposed method are (i) to automatically extract the individual brick instances of masonry wall images, (ii) to detect occluded or damaged wall segments, and (iii) to fill in the occluded/missing regions by a realistic prediction of the brick-mortar pattern.

The complete workflow is demonstrated in Figure 5. We assume that the input of the algorithm is a masonry wall image $I_{in}$ which is partially occluded by one or several foreground objects. Our method provides multiple outputs: a color image of the reconstructed wall $I_{G2_out}$, the binary brick-mortar delineation map $I_{wsh, out}$ of $I_{G1_out}$, and the contours of the individual bricks. These outputs can be superimposed yielding a segmented color image $I_{out}$ of Figure 5f.

The proposed approach is composed of three main stages as shown in Figure 5:

1. Pre-processing stage (Figure 5b): taking an input image $I_{in}$ two outputs are extracted: the delineation map of the observed visible bricks, and the mask of the occluding objects or damaged wall regions.
2. Inpainting: this stage has two steps, the first one completes the delineation map in the occluded image parts (Figure 5c), and the second one predicts RGB color values in these regions (Figure 5d).
3. Segmentation (Figure 5e): this stage aims to separate the mortar from the brick regions in the inpainted wall image, and extract the accurate brick contours.

Next we discuss the above three stages in details.
4.1. Pre-Processing Stage

The goal of this step is twofold: extracting the delineation structure by separation of the bricks from the mortar regions, and detecting the masks of possibly occluded wall parts which should be inpainted in the consecutive steps.

As shown in Figure 5b, the segmentation step is realized by a U-Net deep neural network [16], which consists of two main parts. The encoder part encodes the input image $I_{in}$ into a compact feature representation, and the decoder part decodes these features into an image $I_{u\_out}$ that represents the predicted classes. In our implementation, a pre-trained Resnet50 [48] encoder is adopted in the encoder step, and a three-class image $I_{wall\_ftr\_oclud}$ is used as the target of this network, whose labels represent brick (white), mortar (black) and occluded (gray) regions. From the $I_{u\_out}$ output, we derive two binary auxiliary images: $I_{mask}$ is the binary mask of the occluded pixels according to the prediction; and $I_{ftr\_mskd}$ is a mask of the predicted bricks in the observed wall regions, where both the occluded and the brick pixels receive white labels, while the mortar pixels are black.

The network is trained using the Adam optimizer [49] over a joint loss $\ell_{u\_net}$ that consists of a cross-entropy loss and a feature-matching loss term. The cross-entropy loss $\ell_{Cro}$ is applied to measure the difference between the probability distributions of the classes of the U-Net output $I_{u\_out}$ and the target $I_{wall\_ftr\_oclud}$, while the feature-matching loss $\ell_{ftr\_mat}$ contributes to the training of the Inpainting Stage as described in Section 4.2.1:

$$\ell_{u\_net} = \lambda_1^1 \ell_{Cro} + \lambda_1^2 \ell_{ftr\_mat}$$  \hspace{1cm} (1)

where $\lambda_1^1$ and $\lambda_1^2$ are regularization parameters which are modified during the training process. During the training phase, the $F_1_{u\_net}$ value is calculated as the average of the $F_1$-scores for the three classes, which is used as a confidence number for modifying the weights in the subsequent network component of the Inpainting Stage.

4.2. Inpainting Stage

This stage is composed of two main sub-steps. First, the Hidden Feature Generator completes the mortar pixels in the area covered by the white regions of the predicted $I_{mask}$ image, based on the mortar pattern observed in the $I_{ftr\_mskd}$ mask. Second, the Image Completion step predicts the RGB color values of the pixels marked as occluded in the $I_{mask}$ image, depending on the color information of the $I_{wall\_mskd}$ image restricted to the non-occluded regions, and the structural wall features extracted from the $I_{G1\_out}$ map within the occluded regions.

The inpainting stage is based on two different generative adversarial networks (GAN), where each one consists of generator/discriminator components. The generator architecture follows the model proposed by [50], which achieved impressive results in image-to-image translation [51] and in image inpainting [42]. The generator is comprised of encoders which down-sample the inputs twice, followed by residual blocks and decoders that upsample the results back to the original size. The discriminator architecture follows the 70 $\times$ 70 PatchGAN [51], which determines whether overlapping image patches of size 70 $\times$ 70 are real or not. In Figure 5, $G_1$ and $D_1$ represent the Generator and Discriminator of the Hidden Feature Generator stage, and $G_2$ and $D_2$ represent the Generator and Discriminator of the Image Completion stage.

4.2.1. Hidden Feature Generator

For creating the inputs of the first generator ($G_1$), three images are used: the two output images of the pre-processing stage ($I_{mask}$, $I_{ftr\_mskd}$), and $I_{g\_in\_mskd}$, which is the masked grayscale version of the input image. The output of $G_1$, $I_{G1\_out}$ represents the predicted wall structure, completing $I_{ftr\_mskd}$ with brick outlines under the occlusion mask regions. The first discriminator $D_1$ predicts whether the predicted wall
features are real or not, based on the inputs $I_{G1, out}$ and $I_{wall, ftr}$ both ones conditioned on the grayscale wall image $I_{g, wall}$.

The network is trained by the adversarial loss and the feature-matching loss, which are both weighted by the $F1_{u, net}$-score that reveals the accuracy of the pre-processing stage:

$$\min_{G1} \max_{I1} \ell_{G1} = \min_{G1} \left( F1_{u, net}(\lambda_1^1 \ell_{adv1} + \lambda_2^1 \ell_{ftr, mat}) \right).$$

(2)

The adversarial loss $\ell_{adv1}$ is formulated as a two-player zero-sum game between the Generator network $G_1$ and the Discriminator network $D_1$ where the generator attempts to minimize the Equation (3), while the discriminator tries to maximize it:

$$\ell_{adv1} = \mathbb{E}(I_{wall, ftr}, I_{g, wall}) \left[ \log(D_1(I_{wall, ftr}, I_{g, wall})) \right] + \mathbb{E}(I_{G1, out}, I_{g, wall}) \left[ \log(1 - D_1(I_{G1, out}, I_{g, wall})) \right]$$

(3)

The feature matching loss $\ell_{ftr, mat}$ [42] is used to make the training process stable by forcing the generator to produce results with representations as close as possible to the real images. To increase the stability of the training stage, the Spectral Normalization (SN) [52] is applied for both the generator and the discriminator, scaling down the weight matrices by their respective largest singular values.

4.2.2. Image Completion

The input of the second generator, $G_2$ combines both the masked wall image ($I_{wall, mskd}$) and the output of the first generator ($I_{G1, out}$). The aim of the $G_2$ generator is creating an output image $I_{G2, out}$ which is filled with predicted color information in the masked regions (see Figure 5d). The inputs of the discriminator $D_2$ are $I_{G2, out}$ and $I_{wall}$ and its goal is to predict whether the color intensity is true or not. The network is trained over a joint loss that consists of $L_1$ loss, adversarial loss, perceptual loss, and style loss.

The adversarial loss $\ell_{adv2}$ has the same function as described in Section 4.2.1. The $L_1$ loss $\ell_{L_1}$ is applied to measure the distance between the algorithm output $I_{out}$ and the target $I_{wall}$, which is applied in the non-masked area $\ell_{L_1}$ and in the masked area $\ell_{L, hole}$, respectively. While the perceptual loss $\ell_{perc}$ [42,50] is applied to make the results perceptually more similar to the input images, the style loss $\ell_{sty}$ [42,53] is used to transfer the input style onto the output. The TV loss $\ell_{TV}$ is used to smooth the output in the border areas of the mask. Each loss is weighted by a regularization parameter as described by the following equation:

$$\ell_{G2} = \lambda_1^2 \ell_{L_1} + \lambda_2^2 \ell_{L, hole} + \lambda_3^2 \ell_{adv2} + \lambda_4^2 \ell_{perc} + \lambda_5^2 \ell_{sty} + \lambda_6^2 \ell_{TV}.$$  

(4)

4.3. Segmentation Stage

The last stage of the proposed algorithm is responsible for extracting the accurate outlines of the brick instances, relying on the previously obtained Hidden Feature Generator delineation map $I_{G1, out}$. Although the delineation maps are quite reliable, they might be noisy near to the brick boundaries, and we can observe that some bricks are contacting, making simple connected component analysis (CCA) based separation prone to errors. To overcome these problems, we apply a marker based watershed [54] segmentation for robust brick separation.

The dataflow of the segmentation stage is described in Figure 6, which follows the post-processing step in [20], where first, we calculate the inverse distance transform (IDT) map of the obtained delineation map ($I_{G1, out}$). Our aim is to extract a single compact seed region within each brick instance, which can be used as internal marker for the watershed algorithm. Since the IDT map may have several false local minima, we apply the H–minima transform [55], which suppresses all minima under a given $H$-value. Then, we apply flooding from the obtained H–minima regions, so that we consider the inverse of $I_{G1, out}$...
(i.e., all mortar or non-wall pixels) as an external marker map, whose pixels cannot be assigned to any bricks. Finally the obtained brick contours can be displayed over the Image Completion output (see $I_{out}$).

![Figure 6. Dataflow of the Segmentation Stage, which extracts the accurate brick contours on the inpainted wall images.](image)

5. Training and Implementation Details

We implemented the proposed method using Python and PyTorch. An NVIDIA GTX1080Ti GPU with 11 GB RAM was used to speed up the calculations. All networks in the Pre-Processing and Inpainting stages are trained using $256 \times 256$ images with a batch size of four. For the training phase, the three sub-networks can interact through shared dependencies in their loss functions. However, this model leads to a highly complex optimization problem, with large computational and memory requirements. Particularly, we had to manage to fit into the GPU memory during the training process. For these reasons, in the initial training phase, the three networks were separately trained, providing an efficient initial weight-set for the upcoming joint optimization steps. Thereafter the first two networks were trained together, so that the the $F_{1u_{net}}$ $F_{1}$-score of the U-Net output was used as a confidence value to weight the loss function of $G_1$ (see Equation (2) in Section 4.2.1), and the feature matching loss $\ell_{fr\_mat}$ of $G_1$ was used to update the U-Net weights (see Equation (1) in Section 4.1). For all stages in the network the Adam optimizer parameters were set as $\beta_1 = 0$ and $\beta_2 = 0.9$. The hyperparameters of regularization were set based on experiments, and we used the following settings:

1. Pre-Processing Stage: we choose for the first epochs $\lambda_1 = 1$, $\lambda_2 = 0$, and for the last epochs $\lambda_1 = 1$, $\lambda_2 = 0.1$.
2. Inpainting Stage:
   (i) Hidden Feature Generator network: $\lambda_1 = 1$, $\lambda_2 = 10$.
   (ii) Image Completion network: $\lambda_2 = 1$, $\lambda_3 = 5$, $\lambda_4 = 0.1$, $\lambda_5 = 0.1$, $\lambda_6 = 250$, $\lambda_6 = 0.1$.
3. Segmentation Stage: $H$-value = 5 pixels.
6. Results

We evaluated the proposed algorithm step by step, both via quantitative tests and an extensive qualitative survey, using the test data collection introduced in Section 3. Our test data collection consists of three test sets, where the first two sets can be used in quantitative evaluation.

Test Set (1) is constructed by simulating occlusions on 123 different (occlusion-free) wall images, so that neither the wall images nor the occluding objects have been used during the training stage. More specifically, as occluding objects, we used a set of 545 different person images from the Pascal VOC dataset [46], and by random scaling we ensured that each one of the generated synthetic objects covers from 2% to 10% of the area of the wall image (see examples in the first rows of Figures 7 and 8). For each base wall image of this test subset, we generated five test images ($I_{in}$), so that the number of the occluding objects varies from 1 to 5 in a given test image. As a result, the augmented image set of Test Set (1) was divided into five groups depending on the number of the occluding objects.

Test Set (2) contains image pairs of walls taken from the same camera position, where the first image contains real occluding objects, while the second image shows only the pure wall without these objects (see the second rows in Figures 7 and 8). In this way the second image can be considered as a Ground Truth for the inpainting technique. We recall here that the process for capturing these images was discussed in Section 3.

In the following sections, we present evaluation results for each stage of the algorithm.

6.1. Occlusion Detection in the Pre-Processing Stage

The pre-processing stage classifies the pixels of the input image into three classes: brick, mortar, and regions of occluding object. Since brick-mortar separation is also part of the final segmentation stage, we will detail that issue later during the discussion of Section 6.3, and here we only focus on the accuracy of occlusion mask extraction.

Both for Test Set (1) and Test Set (2), we compare the occlusion mask estimation provided by the U-Net (i.e., gray pixels in $I_{u\_out}$) to the corresponding Ground Truth (GT) mask derived from the reference map $I_{wall\_ftr\_occlud}$, as demonstrated in Figure 5b. Note that for images from Test Set (1), this mask is automatically derived during synthetic data augmentation in the same manner as described for training data generation in Section 3 (ii). On the other hand, for Test Set (2) the GT masks of the occluding (real) objects are manually segmented.

Taking the GT masks as reference, we calculate the pixel-level Precision (Pr) and Recall (Rc) values for the detected occlusion masks, and derive the $F_1$-score as the harmonic mean of Pr and Rc.

The results are reported in Table 1, where for Test Set (1) (Synthetic) we also present separately the results within the five sub-groups depending on the number of occluding objects. The last row (Real) corresponds to the results in Test Set (2). For qualitative demonstration of this experiment, in Figure 7 we can compare the silhouette masks of the occluding objects extracted from the U-Net network output, and the Ground Truth occlusion mask (see a sample image from the Synthetic Test Set (1) in the first row, and one from the Real Test Set (2) in the second row).
Table 1. Evaluation of occlusion mask extraction in the Pre-processing Stage for Test Set (1) and (2).

| Test Set   | Num. of Obj. | Precision | Recall | $F_1$-Score |
|------------|--------------|-----------|--------|-------------|
| (1)—Synthetic | one          | 52.84     | 83.90  | 58.99       |
|             | two          | 70.15     | 88.38  | 75.06       |
|             | three        | 77.36     | 89.58  | 81.49       |
|             | four         | 80.51     | 89.48  | 83.38       |
|             | five         | 83.93     | 89.71  | 85.88       |
|             | average      | 72.95     | 88.22  | 76.96       |
| (2)—Real   |              | 78.32     | 92.87  | 83.63       |

Figure 7. Pre-processing Stage results: (a) Input: wall image occluded by irregular objects (first row: synthetic occluding objects, second row: real occluding objects), (b) U-Net output with brick, mortar and occluded classes (c) automatically estimated occlusion masks, (d) Ground Truth (GT).

The numerical results in Table 1 confirm the efficiency of our algorithm in detecting the occluded regions of the images. For all considered configurations, the recall rates of the occluded areas surpass 83%, ensuring that the real outlier regions (which should be inpainted) are found with a high confidence rate. Since the network also extracts some false occlusions, the measured $F_1$-scores are between 58% and 85%. However, the observed relatively lower precision does not cause critical problems in our application, since false positives only implicate some unnecessarily inpainted image regions, but during the qualitative tests of the upcoming inpainting step, we usually did not notice visual errors in these regions (see the first column in Figure 15, and its discussion in Section 7).

We can also notice from Table 1, that by increasing the number of occluding objects, the precision (thus also the $F_1$-score) increases due to less false alarms. Based on further qualitative analysis (see also Figure 15) we can confirm, that the U-Net network can detect the occluding objects with high accuracy as nearly all of the virtually added irregular objects or the real occluding objects have been correctly detected.
6.2. Quantitative Evaluation of the Inpainting Stage

In this stage, two output maps are extracted sequentially. The first one is the $G_1$ output which is a binary classification mask showing the prediction of the mortar and the brick regions in the occluded areas. Figure 8c shows the output of $G_1$ where the blue pixels indicate the predicted mortar pixels in the masked region, while the Ground Truth mortar regions are provided as a reference in Figure 8d. Since the result of this step is a structure delineation mask, which directly affects the brick segmentation stage, corresponding numerical results will be presented in Section 6.3.

The second result of this stage is the $G_2$ output, which is an inpainted color image $I_{G2_out}$ that should be compared to the original occlusion-free wall image $I_{wall}$. For evaluating this step, we compared our method to state-of-the-art inpainting algorithms. Since (as mentioned in Section 2.2) existing blind image inpainting algorithms have significantly different purposes from our approach (such as text or scratch removal), we found a direct comparison with them less relevant. Therefore, in this specific comparative experiment, we used our approach in a non-blind manner and compared it to three non-blind algorithms: the Generative Multi-column Convolutional Neural Network (GMCNN) [38], the Pluralistic Image Completion [40], and the Canny based EdgeConnect [42].

In the training stage, for a fair comparison, an offline augmentation step was used in order to train all algorithms on the same dataset. We used the Augmentor library [56] for randomly rotating the images up to $\pm25^\circ$, and randomly applying horizontal and vertical flipping transforms, zooming up to 15% of the image size, and changing the contrast of the images, yielding altogether 10,000 augmented images. Moreover, during the training phase, for simulating the missing pixels (i.e., holes or occluded regions that should be inpainted in the images), we used the same masks for all inpainting algorithms. These masks are derived from two different sources: (i) Irregular external masks from a publicly available inpainting mask set [35] which contains masks with and without holes close to the image borders, with a varying hole-to-image area ratios from 0% to 60%. (ii) Regular square shaped masks of fixed sizes (25% of total image pixels) centered at a random location within the image.

In the evaluation stage, randomly chosen external masks were adopted from the mask set proposed by [35]. More specifically, we chose 5 subsets of masks according to their hole-to-image area ratios: $((0\%, 10\%), (10\%, 20\%), (20\%, 30\%), (30\%, 40\%), (40\%, 50\%))$. Thereafter, we overlaid occlusion-free wall images from the Test Set (1) with the selected/generated masks, to obtain the input images of all inpainting algorithms during this comparison (see also Figure 9, first row).

As mentioned in [35], there is no straightforward numerical metric to evaluate the image inpainting results due to the existence of many possible solutions. Nevertheless, we calculated the same evaluation metrics as usually applied in the literature [35,42]:

1. Peak Signal-to-Noise Ratio (PSNR).
2. Structural Similarity Index (SSIM) [57] with a window size of 11.
3. Relative $L_1$ error.
4. FID (Fechet Inception Distance) Score [58]: shows usually a high correlation with the human visual judgment, and used to evaluate GANs algorithms.

Table 2 shows the numerical results of the inpainting algorithms for each mask subset, and in Figure 9 we can visually compare the results of the considered GMCNN, Pluralistic and EdgeConnect methods to the proposed approach and to the Ground Truth.

Both the qualitative and quantitative results demonstrate that our approach outperforms the GMCNN and Pluralistic techniques, while the numerical evaluation rates of the proposed approach are very similar to EdgeConnect. While our FID-Scores (which is considered as the most important parameter) are slightly better, yet we found that these results do not provide a reliable basis for comparison.
For this reason, we have also performed a qualitative comparative survey between EdgeConnect and the proposed method so that for 25 different input images we showed the output pairs in a random order to 93 independent observers and asked them to choose the better ones without receiving any information about the generating method, and without using any time limitation. The participants of the survey were selected having different job backgrounds, but most of them were working in the fields of architecture or archaeology (Figure 10a displays the distribution of the different fields of expertise among the participants). Figure 10b shows for each test image the percentage of the answers, which marked our proposed algorithm's output better than EdgeConnect's result. This survey proved the clear superiority of our proposed method, since in 18 images out of 25 our approach received more votes than the reference method, and even in cases when our technique lost, the margin was quite small, which means that both approaches were judged as almost equally good. By summarizing all votes on all images, our method outperformed the Canny-based EdgeConnect with a significant margin: 58.59% vs. 41.41%.

The above tendencies are also demonstrated in Figure 11 for two selected images. On one hand, the numerical results of EdgeConnect are very close to our figures (EdgeCon/Ours PSNR: 27.02/25.95, SSIM: 86.67/85.16, L1: 1.46/1.67). On the other hand, we can visually notice that our algorithm reconstructs a significantly better mortar network, which is a key advantage for archaeologist aiming to understand how the wall was built. The superiority of our algorithm over the Canny-based EdgeConnect approach may be largely originated from the fact, that our method is trained to make a clear separation between the mortar and the bricks in the pre-processing stage, even in difficult situations such as densely textured wall images or walls with shadows effects. In such cases the Canny detector provides notably noisy and incomplete edge maps which fools the consecutive inpainting step.

![Figure 8](image-url)  
**Figure 8.** Structure inpainting results (first GAN): (a) Input: wall image occluded by irregular objects (first row: synthetic occluding objects, second row: real occluding objects), (b) U-Net output, (c) $G_1$ output: inpainted mortar-brick map (predicted mortar pixels in blue), (d) Ground Truth (GT).
Figure 9. Comparing our method to three non-blind state-of-the-art inpainting algorithms for four samples in the test dataset shown in the different columns. First row: input images with synthetic occlusions, Second row: GMCNN output [38], Third row: Pluralistic Image Inpainting output [40], Fourth row: Canny based EdgeConnect output [42], Fifth row: output of our proposed approach, Sixth row: Ground Truth.
Table 2. Comparison of our inpainting results to three state-of-the-art non-blind inpainting algorithms. Notation: ↑ Higher is better. ↓ Lower is better.

| Metrics   | Mask   | GMCNN [38] | Pluralistic [40] | EdgeConnect [42] | Our   |
|-----------|--------|------------|-------------------|-------------------|-------|
| PSNR ↑    | 0–10%  | 23.59      | 25.88             | 32.19             | 31.62 |
|           | 10–20% | 22.25      | 23.92             | 27.73             | 27.16 |
|           | 20–30% | 21.08      | 22.38             | 24.95             | 24.34 |
|           | 30–40% | 20.11      | 21.23             | 23.09             | 22.46 |
|           | 40–50% | 19.26      | 20.19             | 21.50             | 20.91 |
| SSIM ↑    | 0–10%  | 82.01      | 86.81             | 96.62             | 96.25 |
|           | 10–20% | 75.46      | 79.73             | 91.41             | 90.52 |
|           | 20–30% | 67.73      | 71.26             | 84.01             | 82.46 |
|           | 30–40% | 60.03      | 62.48             | 75.29             | 73.44 |
|           | 40–50% | 50.98      | 51.85             | 64.72             | 62.20 |
| L1 ↓      | 0–10%  | 5.12       | 3.61              | 0.56              | 0.57  |
|           | 10–20% | 5.77       | 4.34              | 1.33              | 1.37  |
|           | 20–30% | 6.58       | 5.20              | 2.39              | 2.47  |
|           | 30–40% | 7.37       | 6.03              | 3.49              | 3.59  |
|           | 40–50% | 8.25       | 7.00              | 4.73              | 4.91  |
| FID-score ↓| 0–10% | 66.65      | 43.51             | 8.88              | 8.42  |
|           | 10–20% | 84.69      | 56.23             | 21.56             | 21.49 |
|           | 20–30% | 107.64     | 75.90             | 42.32             | 41.87 |
|           | 30–40% | 134.82     | 87.23             | 62.89             | 60.68 |
|           | 40–50% | 157.12     | 108.58            | 88.10             | 86.20 |

(a) Participants by experience. (b) Our algorithm’s winning % for each image.

Figure 10. Qualitative comparison results of the EdgeConnect and the proposed method using 25 selected test images. In the survey, 93 people participated with different background (see (a,b) shows for each image the percentage of the answers, which marked the proposed algorithm’s output better than EdgeConnect’s result.
Figure 11. Comparison of the Canny based EdgeConnect algorithm [42] to the results of our proposed method and to the reference GT. Circles highlight differences between the two methods’ efficiency in reconstructing realistic brick outlines.

6.3. Quantitative Evaluation of the Segmentation Stage

We evaluated the results of the brick segmentation step for the images of Test Set (1) (synthetic—123 images), and Test Set (2) (real—47 images). First, since in these test sets, the background wall images are also available, we measure the segmentation accuracy for the occlusion-free wall images. Thereafter, for the synthetic test set, we investigate the performance as a function of the number of occluding objects, while we also test the algorithm for the images with real occlusions (Test Set (2)). Note that in this case, apart from investigating the accuracy of the segmentation module, we also evaluate indirectly the accuracy of brick segment prediction in the occluded regions.

In this evaluation step, we measure the algorithm’s performance in two different ways: we investigate how many bricks have been correctly (or erroneously) detected, and also assess the accuracy of the extracted brick outlines. For this reason, we calculate both (i) object level and (ii) pixel level metrics. First of all, an unambiguous assignment is taken between the detected bricks (DB) and the Ground Truth (GT) bricks (i.e., every GT object is matched to at most one DB candidate). To find the optimal assignment we use the Hungarian algorithm [59], where for a given DB and GT object pair the quality of matching is proportional to the intersection of union (IOU) between them, and we only take into account the pairs that have IOU higher than a pre-defined threshold 0.5. Thereafter, object and pixel level matching rates are calculated as follows:

(i) At object (brick) level, we count the number of True Positive (TP), False Positive (FP) and False Negative (FN) hits, and compute the object level precision, recall and F1-score values. Here TP corresponds to the number detected bricks (DBs) which are correctly matched to the corresponding GT objects, FP refers to DBs which do not have GT pair, while FN includes GT objects without any matches among the DBs.

(ii) At pixel level, for each correctly matched DB-GT object pair, we consider the pixels of their intersection as True Positive (TP) hits, the pixels that are in the predicted brick but not in the
GT as False Positive (FP), and pixels of the GT object missing from the DB as False Negative (FN). Thereafter we compute the pixel level evaluation metrics precision, recall and F1-score and the intersection of unions (IOU). Finally the evaluation metric values for the individual objects are averaged over all bricks, by weighting each brick with its total area.

Table 3 shows the quantitative object and pixel level results of the segmentation stage. The results confirm the efficiency of our algorithm for brick prediction in the occluded regions, as the F1-scores at both brick and pixel levels are in each case above 67%. Note that the observed results are slightly weaker for the images with real occlusions (Test Set (2)), which is caused by two factors. First, in these images the area of the occluding objects is relatively large (more than 30%). Second, the occluding objects form large connected regions, which yields a more challenging scenario than adding 5 smaller synthetic objects to different parts of the wall image, as we did in the experiment with artificial occlusions.

Table 3. Evaluation of brick segmentation. Object and pixel level precision, recall, F1-score and IOU values for the Test Set (1) using different numbers (0–5) of synthetic occluding objects; and results on Test Set (2) with real occlusions.

| Test Set | Num. of Obj. | Recall (%) | Precision (%) | F1-Score (%) | IOU (%) |
|----------|--------------|------------|---------------|--------------|---------|
| (1)—synthetic | no occlusion | 82.79 | 76.58 | 73.11 | 85.14 | 76.62 | 78.20 | 70.24 |
| (1)—synthetic | one | 83.85 | 76.54 | 73.39 | 85.42 | 77.25 | 78.14 | 70.49 |
| (1)—synthetic | two | 82.89 | 76.11 | 72.91 | 85.12 | 76.56 | 77.70 | 69.54 |
| (1)—synthetic | three | 83.35 | 76.20 | 73.08 | 85.12 | 76.56 | 77.70 | 69.19 |
| (1)—synthetic | four | 82.28 | 75.15 | 71.65 | 84.15 | 75.63 | 77.00 | 68.21 |
| (1)—synthetic | five | 81.47 | 74.69 | 71.93 | 82.85 | 75.47 | 76.26 | 67.01 |
| (2)—real | no occl. | 79.76 | 72.78 | 70.73 | 80.57 | 74.44 | 74.18 | 63.78 |
| (2)—real | with Obj | 67.56 | 66.25 | 72.26 | 71.84 | 69.22 | 67.44 | 54.04 |

It is important to notice that the Ground Truth is not the only reference that our result could be compared to, as there might be many valid realistic solutions. However, both the quantitative results and the qualitative examples show that the proposed method can generally handle very different masonry types with high efficiency.

The prediction results show graceful degradation in cases of more challenging samples, such as random masonry, as the wall could take any pattern and all the predicting patterns in the occluding regions can be considered as a real pattern (see Figure 8). Expected outputs are more definite when we are dealing with square rubble masonry or ashlar masonry categories where the pattern is specific and well predictable (see the first and third rows in Figure 12).
7. Discussion

In this section, we discuss further qualitative results demonstrating the usability of the proposed approach in various real application environments.

Figure 12 shows the results of occlusion detection, brick-mortar structure segmentation and prediction, and inpainting for real images from Test Set (3). The first image displays a wall from Budapest, where a street plate occludes a few bricks. Here exploiting the quite regular wall texture and the high image contrast, all the three demonstrated steps proved to be notably efficient. The second and third images contain ancient masonry walls from Syria occluded by some vegetation. We can observe that several plants were detected as occluded regions and appropriately inpainted, while the wall’s structure has also been correctly delineated and reconstructed. Note that such delineation results (i.e., outputs of the G1 component) can be directly used in many engineering and archeology applications, such as analysis of excavation sites or maintenance of buildings. On the other hand, we can also notice a number of further issues in these images, which are worth for attention. First, due to the low contrast of the second image (middle row), not all mortar regions could have been extracted, but this fact does not cause significant degradation in the inpainting results. Second, some vegetation regions are left unchanged, which artifact can only be eliminated with involving further features during the training. Third, in the last row, the algorithm also
filled in a door, which was identified as an occluded or damaged wall region. To avoid such phenomena, special elements, such as doors, windows or ledges could be recognized by other external object recognizer modules [60], and masked during the inpainting process.

Figure 13 shows further brick segmentation results for some occlusion-free archeological wall images (also from Test Set (3)), which have challenging structures with diverse brick shapes and special layouts. Moreover the first and second images also have some low contrasted regions which makes brick separation notably difficult. First we can observe that the delineation step (second column) is highly successful even under these challenging circumstances. Moreover, even in cases where touching bricks were merged into a single connected blob in the delineation map, the watershed based segmentation step managed to separate them as shown in the final output (third column), which is notably close to the manually marked Ground Truth (fourth column).

Next we introduce a possible extension of our algorithm which offers an additional feature, making our approach unique among the existing inpainting techniques. We give the users the flexibility to draw and design their own perspective of the mortar-brick pattern in the hidden (occluded) areas via simple sketch drawings. Then the inpainting stage uses this manually completed delineation map as input to produce the colored version of the reconstructed wall image, whose texture style follows the style of the unoccluded wall segments, meantime the pattern defined by the sketch drawing also appears in the inpainted region. This feature allows the archaeologists to easily imagine the wall structure of the hidden...
parts which might also help in reassembling the wall elements through a better visualization. Figure 14 demonstrates the above described process. First, we assume that some regions of the wall are hidden (see white pixels in Figure 14a). Thereafter, we allow the user to modify the delineation map by hand, adding new mortar regions which are shown in red in Figure 14b. Finally the algorithm completes the wall elements with realistic results (Figure 14c), which works even if the user draws unexpected or non-realistic wall structures as shown in the second and third rows of the figure.

Figure 14. Inpainting results with utilizing simple sketch drawings (shown by red in the middle column) created by experts for mortar structure estimation in the occluded regions.

For a brief summary, Figure 15 demonstrates the results of our proposed algorithm step by step. The first row shows selected input wall images which contain various occluding objects (synthetic occluding objects in the first two columns, and real ones in the last two columns). The second row displays the output of the pre-processing stage where occluding objects are shown in gray, and bricks in white. The third row is the G1 output where the predicted mortar pixels under the occluded regions are shown with blue color, and the forth row displays the output of the inpainting stage which is an inpainted color image. The fifth row shows the output of the brick segmentation stage, which is followed by the Ground Truth, i.e., the original wall image without any occluding objects.
Figure 15. Results of the proposed algorithm step by step for four samples in the test dataset, first row: input images with occluding objects (first two images: synthetic occlusions, last two images: real occlusions), second row: U-net output, third row: $I_{G1\_out}$ output, fourth row: segmentation output, fifth row: GT.

In the first example (see the first column), the pre-processing step predicts some segments of the yellow line as occluding objects, due to their outlier color values compared to other segments of the wall. The false positive occlusion predictions naturally affect the final results, however, as shown by this
example, the inpainting result is yet realistic, and the brick segmentation output is almost perfect here. In the second and third columns, the bricks of the walls follow less regular patterns, but even in these complex cases, the proposed algorithm predicts efficient mortar-bricks maps and realistic inpainted color images of the walls. Moreover, the brick segmentation results are of high quality in the non-occluded regions, despite the high variety in the shapes of the brick components. The wall in the fourth (last) column follows a periodic and highly contrasted pattern, thus the pre-processing stage is able to separate the mortar, brick and occlusion regions very efficiently. Some minor mistakes appear only in the bottom-right corner, where the color of the occluding person’s lower leg is quite similar the one of the frequent brick colors in the image.

Based on the above discussed qualitative and quantitative results, we can conclude that our algorithm provides high quality inpainting and segmentation outputs for different wall patterns and structures, in cases of various possible occluding objects.

8. Conclusions

This paper introduced a new end-to-end wall image segmentation and inpainting method. Our algorithm detects the occluded or damaged wall parts based on a single image, and inpaints the missing segment with the expected wall elements. In addition, the method also provides an instance level brick segmentation output for the inpainted wall image. Our method consists of three stages. The first, pre-processing stage adopts a U-Net based module, which separates the brick, mortar and occluded regions of the input image. This preliminary segmentation serves as input of the inpainting stage, which consists of two GAN based networks: the first one is responsible for wall structure compilation; while the second one for the color image generation task. The last stage uses the watershed algorithm which fulfills accurate brick segmentation for the complete wall. We have shown by various quantitative and qualitative experiments that for the selected problem the proposed approach significantly surpasses the state-of-the-art general inpainting algorithms, moreover, the segmentation process is highly general and largely robust against various artifacts appearing in real-life applications. As future work, we are planning the extend the image database, and test various network architectures backbones, loss functions and training strategies which can lead to even improved results.

Author Contributions: All authors contributed to the conceptualization, methodology, and writing—editing the paper. Further specific contributions: software, Y.I.; data acquisition, Y.I.; validation and comparative state-of-the-art analysis, Y.I.; writing—original draft preparation, Y.I.; writing—review and editing, C.B.; supervision and funding acquisition C.B., B.N. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the Artificial Intelligence National Laboratory (MILAB); by the National Research, Development and Innovation Fund, under grants K-120233 and 2018-2.1.3-EUREKA-2018-00032; by the European Union and the Hungarian Government from the project ‘Thematic Fundamental Research Collaborations Grounding Innovation in Informatics and Infocommunications’ under grant number EFOP-3.6.2-16-2017-00013 (B.N.), and from the project ‘Intensification of the activities of HU-MATHS-IN—Hungarian Service Network of Mathematics for Industry and Innovation’ under grant number EFOP-3.6.2-16-2017-00015 (C.B.); by the ÚNKP-20-4 New National Excellence Program of the Ministry of Human Capacities (B.N.); by the National Excellence Program under Grant 2018-1.2.1-NKP-00008, and by the Michelberger Master Award of the Hungarian Academy of Engineering (C.B.).

Acknowledgments: The authors thank Gábor Bertók from the Archaeological GIS Laboratory of the Péter Pázmány Catholic University, Hungary, for contributing to our dataset acquisition process via provision of the Syrian images, and for his kind remarks and advices regarding the main directions of the research work.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.
Abbreviations

The following abbreviations are used in this manuscript:

- CH Cultural Heritage
- DCH Digital Cultural Heritage
- DL Deep Learning
- ML Machine Learning
- GAN Generative Adversarial Networks
- HED Holistically-Nested Edge Detection
- IDT inverse distance transform
- GT Ground Truth
- Pr Precision
- Rc Recall
- TP True Positive
- FP False Positive
- FN False Negative
- IOU intersection of union
- PSNR Peak Signal-to-Noise Ratio
- SSIM Structural Similarity Index
- FID Fréchet Inception Distance
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