ABSTRACT
Bayesian persuasion studies how an informed sender should partially disclose information so as to influence the behavior of self-interested receivers. In the last years, a growing attention has been devoted to relaxing the assumption that the sender perfectly knows receiver’s payoffs. The first crucial step towards such an achievement is to study settings where each receiver’s payoffs depend on their unknown type, which is randomly determined by a known finite-supported probability distribution. This begets considerable computational challenges, as computing a sender-optimal signaling scheme is inapproximable up to within any constant factor, even in basic settings with a single receiver. In this work, we circumvent this issue by leveraging ideas from mechanism design. In particular, we introduce a type reporting step in which the receiver is asked to report their type to the sender, after the latter has committed to a menu defining a signaling scheme for each possible receiver’s type. Surprisingly, we prove that, with a single receiver, the addition of this type reporting stage makes the sender’s computational problem tractable. Then, we extend our Bayesian persuasion framework with type reporting to settings with multiple receivers, focusing on the widely-studied case of no inter-agent externalities and binary actions. In such setting, we show that it is possible to find a sender-optimal solution in polynomial-time by means of the ellipsoid method, given access to a suitable polynomial-time separation oracle. This can be implemented for supermodular and anonymous sender’s utilities. As for the case of submodular sender’s utility functions, we first approximately cast the sender’s problem into a linearly-constrained mathematical program whose objective function is the multi-linear extension of the sender’s utility. Then, we show how to find in polynomial-time an approximate solution to the program by means of a continuous greedy algorithm. This provides a \((1 - \frac{1}{e})\)-approximation to the problem, which is tight.

1 INTRODUCTION
Bayesian persuasion [26] studies the problem faced by an informed agent (the sender) trying to influence the behavior of other self-interested agents (the receivers) via the partial disclosure of payoff-relevant information. Agents’ payoffs are determined by the actions played by the receivers and by an exogenous parameter represented as a state of nature, which is drawn by a known prior probability distribution and observed by the sender only. The sender commits to a public, randomized information-disclosure policy, which is customarily called signaling scheme. In particular, it defines how the sender should send private signals to the receivers, essentially deciding “who gets to know what”. These kinds of problems are ubiquitous in applications such as auctions and online advertising [5, 6, 8, 17, 23], voting [1, 11, 12, 15, 18], traffic routing [7, 14, 30], recommendation systems [27], security [28, 33], and product marketing [3, 10].

In the classical Bayesian persuasion model by Kamenica and Gentzkow [26], the sender perfectly knows the payoffs of the receivers. This assumption is unreasonable in practice. Recently, some works tried to relax such an assumption. Castiglioni et al. [13] do that by framing the problem in an online learning framework, focusing on the single-receiver setting. They study the problem in which the sender repeatedly faces a receiver whose type during each iteration is unknown and selected beforehand by an adversary. They design no-regret learning algorithms under full-information and partial-information feedback. However, these algorithms require exponential running time, since even the offline problem in which the receiver’s type is randomly selected according to a known finite-supported probability distribution is NP-hard to approximate up to within any constant factor. Castiglioni et al. [16] consider the problem with multiple receivers, focusing on the classical model with binary actions and no-inter-agent-externalities [2, 3], where each receiver’s payoffs depend only on their action and the state of nature. In the restricted setting in which each receiver has a constant number of possible types, they show that the problem is intractable for supermodular and anonymous sender’s utilities and design a no-\((1 - \frac{1}{e})\)-regret polynomial-time algorithm for submodular sender’s utilities. Let us remark that Castiglioni et al. [13] and Castiglioni et al. [16] show that, in their respective settings, the design of polynomial-time no-regret algorithms is impossible due to the NP-hardness of the underlying offline optimization problems in which the distribution over types is known. Hence, the design of efficient algorithms for the offline problem is the bottleneck to the design of efficient online learning algorithms.

In this work, we show how to circumvent this problem by leveraging ideas from mechanism design. For the single-receiver setting, we introduce a type reporting step in which the receiver is asked to report their type to the sender, after the latter has committed to a menu defining a signaling scheme for each possible receiver’s type. Moreover, we extend the framework to accommodate multiple receivers with binary actions. In such setting, we take advantage of the no-inter-agent-externalities assumption to design a type reporting step that is independent among the receivers. In particular, we introduce a type reporting step for each receiver, in which they are asked to report their type to the sender, after the latter has committed to a menu defining a marginal signaling scheme for each possible receiver’s type. Then, the sender commits to a signaling scheme that is consistent with all the marginal signaling schemes. By the no-inter-agent-externalities assumption, receivers’ payoffs do not...
depend on such a signaling scheme, and, thus, each receiver’s decision problem in the type reporting step is well defined.

1.1 Original Contribution

In this work, we show that the introduction of a type reporting step makes the sender computational problem tractable.

For the single-receiver case, our main result is to show the existence of an optimal menu of direct and persuasive signaling schemes. In the classical model in which the sender perfectly knows the receiver’s payoffs, a signaling scheme is direct if signals represent action recommendations, while it is persuasive if the receiver is incentivized to follow recommendations. We extend this definition to menus of signaling schemes. In particular, a menu is direct if the signals used by all the signaling schemes are action recommendations, whereas it is persuasive if the receiver has an incentive to follow action recommendations when they reported their true type. By using this result, an optimal menu of signaling schemes can be computed efficiently by a linear program (LP) of polynomial size.

In the multi-receiver setting, we focus on classes of sender’s utility functions that are commonly studied in the literature, namely supermodular, submodular, and anonymous functions [2, 3, 22, 32]. As in the single-receiver case, we show that there always exists an optimal sender’s strategy using a menu of direct and persuasive marginal signaling schemes for each receiver. This allows us to show that an optimal sender’s strategy can be computed by solving an LP with polynomially-many constraints and exponentially-many variables. This is possible in polynomial time by means of the ellipsoid method, given access to a suitable polynomial-time separation oracle. Such an oracle can be implemented for supermodular and anonymous sender’s utility functions. In the submodular case, the problem cannot be approximated within any factor better than $1 - \frac{1}{e}$, since our problem generalizes the one without types, which is NP-hard to approximate up to within any factor better than $1 - \frac{1}{e}$ [3]. However, we provide a polynomial-time algorithm that provides a tight $(1 - \frac{1}{e})$-approximation. To do so, we show how to build a linearly-constrained mathematical program whose objective is the multi-linear extension of the sender’s utility, having optimal value arbitrary close to that of an optimal sender’s strategy. Moreover, we show that, from a solution to this program, we can recover in polynomial time a sender’s strategy having in expectation almost the same utility as the optimal value of the program. Finally, we show how to find in polynomial time an approximate solution to the program by means of a continuous greedy algorithm. This provides a $(1 - \frac{1}{e})$-approximation to the problem, which is tight.

1.2 Related Works

Most of the computational works on Bayesian persuasion study models in which the sender knows the receiver’s utility function exactly. Dughmi and Xu [21] initiate these studies with the single-receiver case, while Arieli and Babichenko [2] extend their work to multiple receivers without inter-agent externalities, with a focus on private signaling. In particular, they focus on settings with a binary space of states of nature. They provide a characterization of an optimal signaling scheme in the case of supermodular, anonymous submodular, and super-majority sender’s utility functions. Arieli and Babichenko [2] extend this latter work by providing tight $(1 - \frac{1}{e})$-approximate signaling schemes for monotone submodular sender’s utilities and showing that an optimal private signaling scheme for anonymous utility functions can be found efficiently. Dughmi and Xu [22] generalize the previous model to settings with an arbitrary number of states of nature. There are also some works focusing on public signaling with no inter-agent externalities, see, e.g. [22] and [32].

A recent line of research relaxed the assumption that the sender perfectly knows the receivers’ utilities. Castiglioni et al. [13] and Castiglioni et al. [16] study online problems with a single receiver and multiple receivers, respectively. Babichenko et al. [4] study a game with a single receiver and binary actions in which the sender does not know the receiver utility, focusing on the problem of designing a signaling scheme that performs well for any possible receiver’s utility function. Zu et al. [34] relax the perfect knowledge assumption, assuming that the sender and the receiver do not know the prior distribution over the states of nature. They study the problem of computing a sequence of persuasive signaling schemes that achieve small regret with respect to an optimal signaling scheme with knowledge of the prior distribution.

Our problem is also related to automated mechanism design [19, 24, 31]. The closest to our work is [20], which studies a mechanism design problem between a mechanism designer and an agent. The agent has a finite number of types and both the agent and the mechanism designer have a utility function that depends on the agent’s type and on an outcome that the designer chooses from a finite set. Moreover, the mechanism designer can commit to a menu specifying an outcome for each reported type. The mechanism designer knows the receiver’s probability distribution over types and their goal is to design an incentive compatible menu in order to maximize their utility. The authors show that it is NP-hard to design an optimal menu, while if the mechanism is allowed to use randomization the problem can be solved in polynomial time.

2 FORMAL MODEL

We formally introduce the Bayesian persuasion framework with type reporting that we study in the rest of this work. In particular, in Subsection 2.1, we describe the model with a single receiver, while in Subsection 2.2 we extend it to multi-receiver settings.

2.1 Model with a Single Receiver

The receiver has a finite set $A := \{a_l\}_{l=1}^\ell$ of $\ell$ available actions and a type chosen from a finite set $K := \{k_i\}_{i=1}^m$ of $m$ possible types. For each type $k \in K$, the receiver’s payoff function is $u_k : A \times \Theta \rightarrow [0, 1]$, where $\Theta := \{\theta_i\}_{i=1}^d$ is a finite set of $d$ states of nature. We denote by $u_k^a(a) \in [0, 1]$ the payoff obtained by the receiver of type $k \in K$ when the state of nature is $\theta \in \Theta$ and they play action $a \in A$. The sender’s payoffs are described by the functions $u_{\theta} : A \rightarrow [0, 1]$ for $\theta \in \Theta$. As it is customary in Bayesian persuasion, we assume that the state of nature is drawn from a common prior distribution $\mu \in \text{int}(\Delta_{\Theta})$, which is explicitly known to both
the sender and the receiver. The sender commits to a signaling scheme \( \phi \), which is a randomized mapping from states of nature to signals for the receiver. Formally, \( \phi: \Theta \to \Delta_{X} \), where \( S \) is a set of available signals. For convenience, we let \( \phi_{\theta} \) be the probability distribution employed by the sender to draw signals when the state of nature is \( \theta \in \Theta \) and we denote by \( \phi_{\theta}(s) \) the probability of sending signal \( s \in S \). Moreover, we slightly abuse the notation and use \( \phi \) to also denote the probability distribution over signals induced by the signaling scheme \( \phi \) and the prior distribution \( \mu_{\Theta} \).

In the classical Bayesian persuasion framework by Kamenica and Gentzkow [26] (without type reporting), the interaction between the sender and the receiver goes on as follows: (i) the sender commits to a signaling scheme \( \phi \) and the receiver is informed about it; (ii) the sender observes the realized state of nature \( \theta \sim \mu \); (iii) the sender draws a signal \( s \in S \) according to \( \phi_{\theta} \) and communicates it to the receiver; (iv) the receiver observes \( s \) and rationally updates their prior belief over \( \Theta \) according to the Bayes rule; (v) the receiver selects an action maximizing their expected utility.

In step (iv), after observing a signal \( s \in S \), the receiver infers a posterior belief \( \xi_{\theta}^{s} \in \Delta_{\Theta} \) over the states of nature such that the component of \( \xi_{\theta}^{s} \) corresponding to state \( \theta \in \Theta \) is:

\[
\xi_{\theta}^{s} = \frac{\mu_{\Theta} \Pr_{s \sim \phi_{\theta}}[s' = s]}{\Pr_{s' \sim \phi}[s' = s]}. \tag{1}
\]

For the ease of notation, we let \( \Xi := \Delta_{\Theta} \) be the set of receiver’s posterior beliefs over states of nature. After computing \( \xi_{\theta}^{s} \), the receiver plays an action maximizing their utility in \( \xi_{\theta}^{s} \). As it is customary in the literature [13, 16], we assume that the receiver breaks ties in favor of the sender. In the following, letting \( B_{\xi}^{k} := \arg \max_{a \in A} \sum_{\theta \in \Theta} \xi_{\theta}^{s} u_{\theta}^{k}(a) \) be the set of actions that maximize the expected utility of the receiver of type \( k \in K \) in any posterior \( \xi \in \Xi \), we denote by \( b_{\xi}^{k} \) an action in \( B_{\xi}^{k} \) that is actually played by the receiver of type \( k \) in posterior \( \xi \).

In our Bayesian persuasion framework with type reporting, the sender asks the receiver to report their type before observing the realized state of nature. This enables the sender to increase their expected utility. In particular, before the receiver reports their type, the sender proposes to the receiver a menu \( \Phi = {\phi^{k}}_{k \in K} \) of signaling schemes, committing to send signals according to the signaling scheme \( \phi^{k} \) if the receiver reports their type to be \( k \in K \). In details, the interaction goes on as follows: (i) the sender proposes a menu \( \Phi = {\phi^{k}}_{k \in K} \) to the receiver; (ii) the receiver reports a type \( k \in K \) that maximizes their expected utility given the proposed menu; (iii) the sender observes the realized state of nature \( \theta \sim \mu \); (iv) the sender draws a signal \( s \in S \) according to \( \phi_{\theta}^{k} \) and communicates it to the receiver; finally, the interaction terminates with steps (iv) and (v) of the classical setting described above.

Notice that, in step (ii), the receiver of type \( k \in K \) can compute their expected utility for each signaling scheme \( \phi^{k} \) in the menu as:

\[
\sum_{\theta \in \Theta} \mu_{\Theta} \Pr_{s \sim \phi_{\theta}}[s' = s] u_{\theta}^{k}(b_{\xi}^{k}) \geq \sum_{\theta \in \Theta} \mu_{\Theta} \Pr_{s \sim \phi_{\theta}}[s' = s] u_{\theta}^{k}(b_{\xi}^{k}) \quad \forall k \neq k'. \tag{2}
\]

We say that a signaling scheme is direct if \( S = A \), which means that signals correspond to action recommendations for the receiver. Moreover, we say that a direct signaling scheme is persuasive if the receiver has an incentive to follow the action recommendations that they receive as signals, when they report their true type. It is easy to check that a menu \( \Phi = {\phi^{k}}_{k \in K} \) of direct and persuasive signaling schemes is IC if:

\[
\sum_{a \in A, \theta \in \Theta} \mu_{\Theta} \Pr_{s \sim \phi_{\theta}}[s' = s] u_{\theta}^{k}(a) \geq \max_{a \in A} \sum_{a' \in A, \theta \in \Theta} \mu_{\Theta} \Pr_{s \sim \phi_{\theta}}[s' = s] u_{\theta}^{k}(a') \quad \forall k \neq k'. \tag{3}
\]

In the rest of this work, we will use the well-known equivalence between signaling schemes and distributions over receiver’s posteriors (see [25] for further details). In particular, a signaling scheme \( \phi \) in equivalent to a probability distribution \( \gamma \in \Delta_{\Xi} \) over posteriors such that \( \Pr[\xi \sim \gamma] = \mu \), so that the expected utility of the receiver of type \( k \in K \) under the signaling scheme can be written as:

\[
\sum_{\theta \in \Theta} \xi_{\theta}^{s} \phi_{\theta}^{k}(a) \gamma_{\theta}(a) \geq \max_{a \in A} \sum_{\theta \in \Theta} \xi_{\theta}^{s} \phi_{\theta}^{k}(a') \gamma_{\theta}(a') \quad \forall k \neq k'.
\]

In a multi-receiver setting, there is a finite set \( R = \{ r_{1}, \ldots, r_{n} \} \) of receivers, and each receiver \( r \in R \) has a type chosen from a finite set \( \mathcal{K}_{r} := \{ k_{1}, \ldots, k_{m_{r}} \} \) of \( m_{r} \) different types. We introduce \( \mathcal{K} := \bigtimes_{r \in R} \mathcal{K}_{r} \) as the set of type profiles, which are tuples \( k \in K \) defining a type \( k_{r} \in \mathcal{K}_{r} \) for each receiver \( r \in R \). Each receiver \( r \in R \) has two actions available, defined by \( \mathcal{A}_{r} := \{ a_{0}, a_{1} \} \). We let \( \mathcal{A} := \bigtimes_{r \in R} \mathcal{A}_{r} \) be the set of action profiles specifying an action for each receiver. The payoff of a receiver depends on the action played by them, while it does not depend on the actions played by the other receivers, since we assume that there are no inter-agent externalities.

Formally, a receiver \( r \in R \) of type \( k \in \mathcal{K} \) has a payoff function \( u^{r} : \mathcal{A} \times \Theta \to [0, 1] \). The sender’s payoffs depend on the actions played by all the receivers, and they are defined by \( u^{s} : \mathcal{A} \times \Theta \to [0, 1] \). For the ease of presentation, for every state of nature \( \theta \in \Theta \), we introduce the function \( f_{0} : 2^{R} \to [0, 1] \) such that \( f_{0}(R) \) represents the sender’s payoff when the state of nature is \( \theta \) and all the receivers in \( R \subseteq R \) play action \( a_{0} \), while the others play \( a_{0} \). In the rest of this work, we assume that the sender’s payoffs are monotone non-decreasing in the set of receivers playing \( a_{1} \). Formally, for each state \( \theta \in \Theta \), we let \( f_{0}(R) \leq f_{0}(R') \) for every \( R \subseteq R' \subseteq R \).
while \( f_0(\emptyset) = 0 \) for the ease of presentation. As it is customary, we focus on three families of functions: submodular, supermodular, and anonymous. We say that \( f_0 \) is submodular, respectively supermodular, if for \( R, R' \subseteq \mathcal{R} \): \( f_0(R \cap R') + f_0(R \cup R') \leq f_0(R) + f_0(R') \), respectively \( f_0(R \cap R') + f_0(R \cup R') \geq f_0(R) + f_0(R') \). The function \( f_0 \) is anonymous if \( f_0(R) = f_0(R') \) for all \( R, R' \subseteq \mathcal{R} : \lvert R \rvert = \lvert R' \rvert \).

With multiple receivers, the sender must send a signal to each of them. In this work, we focus on private signaling, where each receiver has their own signal that is privately communicated to them. Formally, there is a set \( \mathcal{S}_r \) of possible signals for each receiver \( r \in \mathcal{R} \). Then, \( \phi : \Theta \rightarrow \Delta_{\mathcal{S}_r} \) is a signaling scheme, where \( \mathcal{S} := \times_{r \in \mathcal{R}} \mathcal{S}_r \) is the set of signal profiles, which are tuples \( s \in \mathcal{S} \) defining a signal \( s_r \in \mathcal{S}_r \) for each receiver \( r \in \mathcal{R} \). We denote by \( \phi_0 \) the probability distribution over signal profiles corresponding to state \( \theta \in \Theta \), while we let \( \phi_0(s) \) be the probability of sending \( s \in \mathcal{S} \). Given a signaling scheme \( \phi \), we define the resulting marginal signaling scheme for receiver \( r \in \mathcal{R} \) as \( \phi^r : \Theta \rightarrow \Delta_{\mathcal{S}_r} \). Formally, for every \( s \in \mathcal{S}_r \), it holds that \( \phi^r(\theta) = \Pr_{s_r \sim \phi_0}(s_r = s) \). Notice that receiver \( r \)'s posterior beliefs and expected utilities only depend on the marginal signaling scheme \( \phi^r \).

The interaction between the sender and the receivers goes on as follows: (i) the sender proposes to each receiver \( r \in \mathcal{R} \) a menu of marginal signaling schemes \( \Phi^r = \{\phi^r_k\}_{k \in \mathcal{K}} \); (ii) each receiver \( r \in \mathcal{R} \) reports a type \( k_r \in \mathcal{K}_r \) such that \( \phi^r_{k_r} \) is the marginal signaling scheme maximizing their expected utility; (iii) the sender commits to a signaling scheme \( \phi \) whose resulting marginal signaling schemes \( \phi^r \) are such that \( \phi^r := \phi^r_{k_r} \) for all \( r \in \mathcal{R} \); (iv) the sender observes the realized state of nature \( \theta \sim \mu \) and draws a signal profile \( s \sim \phi_0 \); (v) each receiver \( r \in \mathcal{R} \) observes their signal \( s_r \), rationally updates their prior belief over \( \Theta \) according to the Bayes rule, and selects an action maximizing their expected utility. Notice that the sender only needs to propose marginal signaling schemes to the receivers (rather than general ones), since the expected utility of each receiver only depends on their marginal signaling scheme, and not on the others. Thus, the sender can delay the choice of the (general) signaling scheme after types have been reported.

As customary, we assume that the receivers break ties in favor of the sender. Since functions \( f_0 \) are monotone, this amounts to play \( a_1 \) whenever indifferent between the two actions. Moreover, we say that a signaling scheme is direct and persuasive if \( \mathcal{S} = \mathcal{A} \) and the receivers are better off playing recommended actions. We denote with \( \mathcal{R} \subseteq \mathcal{R} \) the direct signal profile in which it is recommended to play \( a_1 \) to all the receiver in \( \mathcal{R} \) and \( a_0 \) to all the receiver in \( \mathcal{R} \setminus \mathcal{R} \).

Similarly to the single-receiver case, we restrict the attention to IC menu of marginal signaling schemes. Thus, in a multi-receiver setting, a sender’s strategy is composed by an IC menu of marginal signaling scheme \( \Phi^r = \{\phi^r_k\}_{k \in \mathcal{K}} \), for each receiver \( r \in \mathcal{R} \), and a set of signaling schemes \( \{\phi^r_k\}_{k \in \mathcal{K}} \) (one per type profile possibly reported by the receivers) such that the resulting marginal signaling schemes satisfy \( \phi^r_{k,r} = \phi^r_{k_r} \) for all \( k \in \mathcal{K} \) and \( r \in \mathcal{R} \).

### 2.3 Sender's Computational Problems

We consider the computational problem in which, given the probability distribution over the receivers’ types, the sender wants to maximize their expected utility. In the single-receiver case, the receiver’s type \( k \in K \) is drawn from a known distribution \( \lambda \in \Delta_K \). We call MENU-SINGLE the problem of computing an IC menu of signaling schemes \( \Phi = \{\phi^r_k\}_{k \in \mathcal{K}} \) that maximizes the sender’s expected utility, given a probability distribution \( \lambda \in \Delta_K \) as input. In the multi-receiver case, the types profiles \( k \in \mathcal{K} \) are drawn from a known distribution \( \lambda \in \Delta_K \), where \( \mathcal{K} \subseteq \mathcal{K} \) is a subset of possible types vectors, i.e., the support of \( \lambda \). We call MENU-MULTI the problem of computing a sender’s strategy—made by an IC menu of marginal signaling schemes \( \Phi^r = \{\phi^r_k\}_{k \in \mathcal{K}} \) for each receiver \( r \in \mathcal{R} \) and a set of signaling schemes \( \{\phi^r_k\}_{k \in \mathcal{K}} \) that maximizes the sender’s expected utility, given \( \lambda \in \Delta_K \) as input.\(^4\)

### 3 SINGLE-RECEIVER PROBLEM

We show how to solve MENU-SINGLE in polynomial time.

By using the equivalence between signaling schemes and distributions over posteriors (see Section 2.1), it is easy to check that an optimal menu of signaling schemes can be computed by the following LP 4 with an infinite number of variables, namely \( y^k \in \Delta_{\Xi} \) for \( k \in K \). In LP 4, the objective is the sender’s expected utility assuming the receiver reports their true type, the first set of constraints encodes IC conditions, while the last one ensures that the distributions over posteriors correctly represent signaling schemes.

\[
\max_{\Phi^r} \sum_{k \in K} \lambda_k \mathbb{E}_{\xi \sim \gamma^k} \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \text{s.t.} \\
\mathbb{E}_{\xi \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \geq \mathbb{E}_{\xi \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \forall k \neq k' \in K \\
\mathbb{E}_{\xi \sim \gamma^k} \{\xi\} = \mu_\theta \forall \theta \in \Theta, \forall k \in K \\
y^k \in \Delta_{\Xi} \forall k \in K.
\]

As a first step, we show that there always exists an optimal solution to LP 4 in which the probability distributions \( y^k \in \Delta_{\Xi} \) have finite support. This allows us to compute an optimal menu of signaling schemes by solving an LP with a finite number of variables. In the following, for every \( k \in K \) and \( a \in A \), let \( \Xi_{a,k} := \{\xi \in \Xi : a \in B_{\xi}^k\} \) and \( \Xi_k := \{\xi \in \Xi : a = b^k\} \). Moreover, for every \( a \in \times_{k \in K} A \), let \( \Xi_a := \bigcap_{k \in K} \Xi_{a,k} \) and \( \Xi^a := \bigcap_{k \in K} \Xi_{a,k}^a \), where \( a_k \) is the \( k \)-th component of \( a \). Finally, let \( \Xi^a \) be such that \( \Xi^a := \bigcup_{a \in \times_{k \in K} A} V(\Xi^a) \), where \( V(\Xi^a) \) denotes the set of vertices of the polytope \( \Xi^a \). The following Lemma 1 shows that there always exists an optimal menu of signaling schemes that can be encoded as probability distributions over \( \Xi^a \). Formally, the lemma is proved by showing that the following LP 5 is equivalent to LP 4.

\[
\max_{\Phi^r} \sum_{k \in K} \lambda_k \mathbb{E}_{\xi \sim \Xi^a} \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \text{s.t.} \\
\sum_{\xi \sim \Xi^a} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \leq \sum_{\xi \sim \Xi^a} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \left[ \sum_{\theta \in \Theta} \xi \phi^r_k(\xi) \mathbb{E}_{\theta \sim \gamma^k} \right] \forall k \neq k' \in K \\
\sum_{\xi \sim \Xi^a} \xi \phi^r_k(\xi) = \mu_\theta \forall k \in K, \forall \theta \in \Theta
\]

\(^4\)A polynomial-time algorithm for MENU-MULTI must run in time polynomial in the size of the instance and in the size of the support of the distribution \( \lambda \). Notice that, in general, the latter may be exponential in the number of receivers \( n \).
\[
\sum_{\xi \in \Xi^k} y^k_{\xi} = 1 \quad \forall k \in K. \quad (5d)
\]

Intuitively, the result is shown by noticing that, once fixed the receiver’s best responses to \(a \in \times_{\xi \in \mathcal{K}} A\), the sums over \(\Theta\) in the objective and the constraints of LP 4 are linear in the posterior \(\xi\), which allows to apply Carathéodory theorem to replace each posterior with a probability distributions over the vertices of \(\Xi^k\).

**Lemma 1.** In single-receiver instances, there always exists a sender-optimal menu of signaling schemes that can be encoded as probability distributions over the finite set of posteriors \(\Xi^k\).

Next, we show that there always exists an optimal menu of direct and persuasive signaling schemes, and that it can be computed in polynomial time by solving a polynomially-sized LP obtained by further simplifying LP 5 (Theorem 1). Notice that, in a Bayesian persuasion problem without type reporting, an optimal signaling scheme must employ a signal for each action profile \(a \in \times_{\xi \in \mathcal{K}} A\). Since these profiles are exponentially many, an optimal direct and persuasive signaling scheme cannot be computed in polynomial time by linear programming. Indeed, without type reporting, the problem has been shown to be NP-hard [13].

An intuition behind the proof of Theorem 1 is provided in the following. Fix type \(k \in K\) and action \(a \in A\). Suppose that an optimal menu of signaling schemes employs \(y^k \in \Lambda_{\Xi^k}\) for the type \(k\), and that \(y^k\) has in the support two posteriors \(\xi^1, \xi^2 \in \Xi^k\) with probabilities \(\hat{y}^k_1, \hat{y}^k_2\), respectively. Consider a new signaling scheme that replaces the two posteriors \(\xi^1\) and \(\xi^2\) with their convex combination \(\xi^* \in \Lambda_{\Xi^k}\), so that
\[
\hat{y}^k_{\theta} = \frac{\hat{y}^k_1 + \hat{y}^k_2}{\hat{y}^k_1 + \hat{y}^k_2} \quad \text{for every } \theta \in \Theta \text{ and } y^{*,k}_{\xi} = y^{k_1}_{\xi} + y^{k_2}_{\xi}.
\]

Both \(\xi^1\) and \(\xi^2\) induce the same best response of the receiver of type \(k\), and Objective (5a) and Constraints (5c) are linear in \(\xi\). Hence, replacing the two posteriors with their convex combination \(\xi^*\) preserves the value of the objective, while maintaining the constraints satisfied. The same does not hold for Constraints (5b), which are linear in the posterior only if we fix the best responses of all the receiver’s types. For Constraints (5b), if we consider an inequality in which \(y^k_{\xi}\) appears in the left hand side, the sum over \(\Theta\) is linear in \(\xi\) and
\[
\sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) + \xi^k_{\theta} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) = \hat{y}^k_{\xi} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a).
\]

Instead, if \(y^k_{\xi}\) appears in the right hand side, by the convexity of the max operator it holds:
\[
y^{*,k}_{\xi} \max_{a \in A} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) + \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) \geq \max_{a \in A} \left[ \hat{y}^k_{\xi} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) + \hat{y}^k_{\xi} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a) \right]
\]
\[
= \max_{a \in A} \sum_{\theta \in \Theta} \xi^k_{\theta} u^k(a).
\]

Therefore, if we replace two posteriors that induce the same receiver’s best responses with their convex combination, the left hand side of Constraints (5b) is preserved, while the value of the right hand side can only decrease, guaranteeing that Constraints (5b) remain satisfied. By using this idea, we can join all the posteriors that induce the same best responses. Finally, by resorting to the equivalence between signaling schemes and distributions over \(\xi\), we obtain the following LP 6 of polynomial size. Hence, an optimal menu of signaling schemes can be computed in polynomial time.

\[
\text{max}_{\phi, l} \sum_{a \in A} \sum_{\theta \in \Theta} \mu_\theta \phi^k_\theta (a) u^k_\theta (a) \quad \text{s.t.} \quad (6a)
\]
\[
\sum_{a \in A} \mu_\theta \phi^k_\theta (a) u^k_\theta (a) \geq \sum_{a \in A} l^k_{\theta} \quad \forall k \neq k' \in K \quad (6b)
\]
\[
l^k_{\theta} \geq \sum_{a \in A} \mu_\theta \phi^k_\theta (a) u^k_\theta (a') \quad \forall k \neq k', \forall a, a' \in A \quad (6c)
\]
\[
\sum_{a \in A} \phi^k_\theta (a) u^k_\theta (a) = 1 \quad \forall k \in K, \forall \theta \in \Theta. \quad (6d)
\]

Notice that Constraints (6b) and (6c) are equivalent to the IC constraints for direct and persuasive signaling schemes, which are those specified in Equation (3), where \(\max_{a \in A} \sum_{\theta \in \Theta} \mu_\theta \phi^k_\theta (a) u^k_\theta (a')\) is the best response of the receiver of type \(k\) to the direct signal \(a\) for the receiver of type \(k'\). Moreover, Constraints (6d) force the signaling schemes to be persuasive.

**Theorem 1.** In single-receiver instances, there always exists an optimal menu of direct and persuasive signaling schemes. Moreover, it can be computed in polynomial time.

### 4 Multi-Receiver Problem

In this section, we switch the attention to MENU-MULTI. As we will show in the following (Theorem 2), given any multi-receiver instance, there always exists an optimal sender’s strategy that uses menus of direct and persuasive marginal signaling schemes. This allows us to formulate the sender’s problem as the following LP 7, which will be crucial for the results in the rest of this section.

Since \(\phi_\theta^k(a_0) = 1 - \phi_\theta^k(a_1)\) for every \(r \in \mathcal{R}, k \in \mathcal{K}_r, \text{and } \theta \in \Theta\), by letting \(\chi^r_{\theta} = \phi_\theta^k(a_1)\) we can formulate the following LP:

\[
\text{max}_{\phi, \theta} \sum_{\theta \in \Theta} \sum_{\phi \in \mathcal{R}} \sum_{a \in A} \lambda_k \phi^k_\theta (R) f_\theta^k (R) \quad \text{s.t.} \quad (7a)
\]
\[
\sum_{R \in R} \phi^k_\theta (R) = \chi^r_{\theta} \quad \forall k \in \mathcal{K}, \forall r \in \mathcal{R}, \forall \theta \in \Theta \quad (7b)
\]
\[
\sum_{\theta \in \Theta} \sum_{R \in R} \mu_\theta \phi^k_\theta (a_1) + \sum_{\theta \in \Theta} \mu_\theta \chi^r_{\theta} u^k_\theta (a) \geq \sum_{\theta \in \Theta} l^k_{\theta} \quad \forall k \in \mathcal{K}, \forall \theta \in \Theta \quad (7c)
\]
\[
\sum_{\theta \in \Theta} \mu_\theta \chi^r_{\theta} u^k_\theta (a) \geq \sum_{\theta \in \Theta} l^k_{\theta} \quad \forall r \in \mathcal{R}, \forall k \neq k' \in \mathcal{K}_r \quad (7d)
\]
\[
\sum_{\theta \in \Theta} \mu_\theta \chi^r_{\theta} u^k_\theta (a) \geq \sum_{\theta \in \Theta} l^k_{\theta} \quad \forall r \in \mathcal{R}, \forall a \in \mathcal{A}, \forall k \neq k' \in \mathcal{K}_r \quad (7e)
\]
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\[ \sum_{\theta \in \Theta} \mu_{\theta} x_{\theta}^{r,k} [u_{\theta}^{r,k}(a_1) - u_{\theta}^{r,k}(a_0)] \geq 0 \quad \forall r \in R, \forall k \in K_r \] (7f)

\[ \sum_{\theta \in \Theta} \mu_{\theta} (1 - x_{\theta}^{r,k}) [u_{\theta}^{r,k}(a_0) - u_{\theta}^{r,k}(a_1)] \geq 0 \quad \forall r \in R, \forall k \in K_r \] (7g)

\[ \sum_{R \in R} \phi_{k}^*(R) = 1 \quad \forall k \in K, \forall \theta \in \Theta. \] (7h)

In the LP, Constraints (7b) represent consistency conditions ensuring that the general signaling scheme \( \phi_{k}^* \) results in the marginal signaling schemes \( \phi_{k}^{r,k} \), which are defined by means of variables \( x_{\theta}^{r,k} \). Constraints (7c), (7d), and (7e) represent IC constraints for the menus of marginal signaling schemes, where, as in LP 6, we use Constraints (7d) and (7e) with variables \( x_{i_0}^{r,k} \), \( x_{i_0}^{r,k} \) to compute receivers’ expected utilities of playing a best response. Finally, Constraints (7f) and (7g) encode the persuasiveness conditions, while Constraints (7h) require the signaling scheme be well defined.

Next, we prove our main existence result supporting LP 7.

**Theorem 2.** In multi-receiver instances, there always exists an optimal sender’s strategy that uses menus of direct and persuasive marginal signaling schemes.

### 4.1 Supermodular/Anonymous Sender’s Utility

LP 7 has an exponential number of variables and a polynomial number of constraints. Nevertheless, we show that it is possible to apply the ellipsoid algorithm to its dual formulation in polynomial time, provided access to a suitably-defined separation oracle.

**Theorem 3.** Given access to an oracle that solves \( \max_{R \in R} f_0(R) + \sum_{r \in R} w_r \) for any \( w \in \mathbb{R}^m \), there exists a polynomial-time algorithm that finds an optimal sender’s strategy in any multi-receiver instance.

An oracle that solves \( \max_{R \in R} f_0(R) + \sum_{r \in R} w_r \) can be implemented in polynomial time for supermodular and anonymous functions, as shown by Dughmi and Xu [22]. As a consequence, we obtain the following corollary.

**Corollary 1.** In multi-receiver instances with supermodular or anonymous sender’s utility functions, there exists a polynomial-time algorithm that computes an optimal sender’s strategy.

### 4.2 Submodular Sender’s Utility

In this section, we show how to obtain in polynomial time a \((1 - \frac{1}{e})\)-approximation to an optimal sender’s strategy in instances with submodular utility functions, modulo an additive loss \( \epsilon > 0 \). This is the best approximation result that can be achieved in polynomial time, since, as it follows from results in the literature, it is NP-hard to obtain an approximation factor better than \( 1 - \frac{1}{e} \). Indeed, if we consider settings without types, i.e., in which \( |K_r| = 1 \) for all \( r \in R \), the problem reduces to computing an optimal signaling scheme when the sender knows receivers’ utilities. Then, in the restricted case in which there are only two states of nature, Babichenko and Barman [3] show that, for each \( \epsilon > 0 \), it is NP-hard to provide a \((1 - \frac{1}{e} + \epsilon)\)-approximation of an optimal signaling scheme.

Then, the following theorem provides a tight approximation algorithm that runs in polynomial time.

**Theorem 4.** For each \( \epsilon > 0 \), there exists an algorithm with running time polynomial in the instance size and \( \frac{1}{\epsilon} \) that returns a sender’s strategy with utility at least \((1 - \frac{1}{e})\)OPT - \( \epsilon \) in expectation, where OPT is the sender’s expected utility in an optimal strategy.

In order to prove the result, we reduce the problem of computing the desired (approximate) sender’s strategy to solving the following linearly-constrained mathematical program (Program 8). The program exploits the fact that, as we will show next, there always exists an “almost” optimal sender’s strategy in which the sender employs signaling schemes \( \phi_{k}^* \) for \( k \in K \) such that the distributions \( \phi_{k}^{r,k} \) are \( q \)-uniform over the set \( 2^R \). In particular, we say that a distribution is \( q \)-uniform if it follows a uniform distribution on a multiset of size \( q \), where we denote by \( [q] \) the set \{1, \ldots, q\}. Then, the mathematical program reads as follows.

\[ \max_{x} \sum_{\theta \in \Theta} \mu_{\theta} \sum_{k \in K} \frac{1}{q} \sum_{j \in [q]} F_{\theta}(x_{\theta}^{j,k,\theta}) \quad \text{s.t.} \] (8a)

\[ \frac{1}{q} \sum_{j \in [q]} x_{\theta}^{j,k,\theta} \leq x_{\theta}^{r,k} \quad \forall r \in R, \forall k \in K, \forall \theta \in \Theta \] (8b)

\[ \sum_{\theta \in \Theta} \mu_{\theta} x_{\theta}^{r,k} u_{\theta}^{r,k}(a_1) + \sum_{\theta \in \Theta} \mu_{\theta} (1 - x_{\theta}^{r,k}) u_{\theta}^{r,k}(a_0) \geq l_{a_0}^{k,k'} + l_{a_1}^{k,k'} \quad \forall r \in R, \forall k \neq k' \in K_r \] (8c)

\[ l_{a_0}^{k,k'} \geq \sum_{\theta \in \Theta} \mu_{\theta} x_{\theta}^{r,k} u_{\theta}^{r,k}(a) \quad \forall r \in R, \forall a \in A_r, \forall k' \neq k \in K_r \] (8d)

\[ l_{a_0}^{k,k'} \geq \sum_{\theta \in \Theta} \mu_{\theta} (1 - x_{\theta}^{r,k}) u_{\theta}^{r,k}(a) \quad \forall r \in R, \forall a \in A_r, \forall k' \neq k \in K_r \] (8e)

\[ \sum_{\theta \in \Theta} \mu_{\theta} x_{\theta}^{r,k} [u_{\theta}^{r,k}(a_1) - u_{\theta}^{r,k}(a_0)] \geq 0 \quad \forall r \in R, k \in K \] (8f)

\[ \sum_{\theta \in \Theta} \mu_{\theta} (1 - x_{\theta}^{r,k}) [u_{\theta}^{r,k}(a_0) - u_{\theta}^{r,k}(a_1)] \geq 0 \forall r \in R, k \in K \] (8g)

\[ 0 \leq x_{\theta}^{r,k} \leq 1 \quad \forall r \in R, \forall k \in K_r, \forall \theta \in \Theta \] (8h)

\[ 0 \leq x_{\theta}^{r,k,\theta} \leq 1 \quad \forall j \in [q], \forall r \in R, \forall k \in K_r, \forall \theta \in \Theta. \] (8i)

In Program 8, each variable \( x_{\theta}^{r,k} \) represents the probability \( \phi_{k}^{r,k}(a_1) \) that the sender recommends action \( a_1 \) to receiver \( r \in R \) of type \( k \in K_r \) in state \( \theta \in \Theta \). Constraints (8c)–(8h) force the marginal signaling schemes to be well defined, where Constraints (8c), (8d), and (8e) encode the IC conditions, Constraints (8f) and (8g) ensure the persuasiveness property, and Constraints (8h) require the marginal signaling schemes to be feasible, i.e., \( \phi_{k}^{r,k}(a_1) + \phi_{k}^{r,k}(a_0) = 1 \) and \( \phi_{k}^{r,k}(a) \geq 0 \) for every \( a \in \{a_0,a_1\} \). Moreover, the program uses variables \( x_{r}^{j,k,\theta} \in \{0, 1\} \) to represent whether the recommended action to receiver \( r \in R \) is \( a_1 \) or \( a_0 \) in the \( j \)-th action profile in the support of \( \phi_{k}^{r,k} \). Notice that we relaxed these variables to \( x_{r}^{j,k,\theta} \in [0, 1] \) and use the multi-linear extension of the sender’s utility functions \( f_0 \), which, for every \( \theta \in \Theta \), reads as

\[ F_{\theta}(x) = \sum_{R \in R} f_0(R) \prod_{r \in R} x_{r}^{j,k,\theta} \prod_{r \in R} (1 - x_{r}). \]
Moreover, we also relax the constraints ensuring the consistency of the marginal signaling schemes, namely Constraints (8b), by replacing the condition \( \sum_{j \in [q]} \frac{1}{q} x_r^{j,k,\theta} = x_{\theta}^{r,k} \) for all \( r \in \mathcal{R}, k \in \hat{\mathcal{K}}, \theta \in \Theta \) with \( \sum_{j \in [q]} \frac{1}{q} x_r^{j,k,\theta} \leq x_{\theta}^{r,k} \) for all \( r \in \mathcal{R}, k \in \hat{\mathcal{K}}, \theta \in \Theta \).

In order to reduce the problem of computing the desired sender’s strategy to solving Program 8, we need the following two lemmas (Lemma 2 and Lemma 3). We show that the value of Program 8 for a suitably-defined \( q \) approximates the value of an optimal sender’s strategy (i.e., an optimal solution to LP 7) and, thus, it cannot be otherwise. By definition of multi-linear extension, using this technique, the sender achieves expected utility equal to the value of the given solution to Program 8. However, this signaling scheme uses an exponential number of signal profiles, and, thus, it cannot be represented explicitly. In the following lemma, we show how to obtain a sender’s strategy in which signaling schemes use a polynomial number of signal profiles.

**Lemma 2.** For each \( \epsilon > 0 \), the optimal value of Program 8 with \( q = \left\lceil \frac{2}{\epsilon} \right\rceil \) is at least \( OPT - \epsilon \), where \( OPT \) is the value of an optimal sender’s strategy and \( \beta \) is the number of constraints of LP 7.

Then, we show how to obtain a signaling scheme given a solution of Program 8. Dughmi and Xu [22] build a signaling scheme by using a technique whose generalization to our setting works as follows. Given a state of nature \( \theta \in \Theta \) and a vector of types \( k \in \hat{\mathcal{K}} \), it selects a \( j \in [q] \) uniformly at random and recommends action \( a_1 \) to receiver \( r \in \mathcal{R} \) with probability \( x_r^{j,k,\theta} \), while it recommends \( a_0 \) otherwise. By definition of multi-linear extension, using this technique the sender achieves expected utility equal to the value of the given solution to Program 8.

Moreover, consider the event \( E \) in which \( |\epsilon_r^{j,k,\theta} - \frac{\partial F_\theta(x_r^{j,k,\theta})}{\partial x_r^{j,k,\theta}}| \leq \frac{1}{2n} \) for all \( j \in [q], k \in \hat{\mathcal{K}}, \theta \in \Theta, \) and \( r \in \mathcal{R} \). By a union bound, the event \( E \) holds with probability at least \( 1 - p/2|\hat{\mathcal{K}}|\mathcal{d}_\mathcal{R} \).

Let \( Q^{k,\theta} \) be the set of the \( j^* \) smallest indexes in \( [q] \). Then, the algorithm updates the solution \( x \) by setting \( x_r^{j,k,\theta} = 1 \) for all indexes \( j \in \mathcal{Q}^{k,\theta} \) and setting

\[
 x_r^{j,k,\theta} = \sum_{j \in \mathcal{Q}^{k,\theta}} x_r^{j,k,\theta} = \sum_{j \in \mathcal{Q}^{k,\theta}} x_r^{j,k,\theta}.
\]

After having iterated over all the receivers, the algorithm has built a new feasible solution \( \hat{x} \) to Program 8 such that

\[
 \sum_{j \in [q]} \left( F_\theta(x_r^{j,k,\theta}) - F_\theta(\hat{x}_r^{j,k,\theta}) \right) \geq -q/2,
\]

since the algorithm moved at most a value \( q \) from variables indexed by \( j^* \) to variables indexed by \( j < j^* \). Moreover, each receiver \( r \in \mathcal{R} \) has at most a non-binary element among variables \( \hat{x}_r^{j,k,\theta} \).

As a final step, the algorithm first builds a set \( \mathcal{Q}^{k,\theta} \) of indexes \( j \in [q] \) such that \( x_r^{j,k,\theta} \) is a binary vector. Notice that there always exists one such set \( \mathcal{Q}^{k,\theta} \) of size at least \( q - n \). Then, the algorithm
constructs a signaling scheme such that
\[ \phi^k_\emptyset(R) = \frac{1}{q} \left\{ j \in Q^k, \theta : x^j, k, \theta = 1 : \forall r \in R, x^j, r, k, \theta = 0 : \forall \theta \notin R \right\} . \]

Notice that \( \sum_{R \subseteq \mathcal{R}, r \in R} \phi^k_\emptyset(R) \leq x^r, k_r \) and, by the monotonicity assumption on \( f_0 \), it is easy to build a signaling scheme such that \( \sum_{R \subseteq \mathcal{R}, r \in R} \phi^k_\emptyset(R) = x^r, k_r \) with greater sender’s expected utility. Finally, the algorithm outputs the sender’s strategy made by \( \{ \phi^k_\emptyset \}_{k \in \mathcal{K}} \) and \( \{ x^r, k_r \}_{r \in \mathcal{R}, k \in \mathcal{K}} \), where the menus of marginal signaling schemes are those given as input.

To conclude the proof, we show that the utility of the sender’s strategy described above is at least \( \text{APX} - \frac{n}{q} - \iota \) in expectation. If the event \( E \) holds, the utility of the solution is at least
\[
\sum_{\theta \in \Theta} \sum_{k \in \mathcal{K}} \mu_\theta \lambda^k \phi^k_\emptyset(R) f_0(R) \\
\geq \sum_{\theta \in \Theta} \sum_{k \in \mathcal{K}} \mu_\theta \lambda^k \frac{1}{q} \sum_{j \in \bar{k}} F_0(x^j, k, \theta) \\
\geq \sum_{\theta \in \Theta} \sum_{k \in \mathcal{K}} \mu_\theta \lambda^k \frac{1}{q} \sum_{j \in [q]} F_0(x^j, k, \theta) - n \\
\geq \sum_{\theta \in \Theta} \mu_\theta \lambda^k \frac{1}{q} \sum_{j \in [q]} F_0(x^j, k, \theta) - n - \frac{n - \iota}{2} \\
\geq \sum_{\theta \in \Theta} \mu_\theta \lambda^k \frac{1}{q} \sum_{j \in [q]} F_0(x^j, k, \theta) - n - \frac{n - \iota}{2} \\
= \text{APX} - \frac{n}{q} - \iota/2.
\]

Hence, the sender’s expected utility is at least
\[
\Pr \{ E \} \left( \text{APX} - \frac{n}{q} - \iota/2 \right) \geq (1 - p|\mathcal{K}|d_{\mathcal{R}}n) \left( \text{APX} - \frac{n}{q} - \frac{\iota}{2} \right) \\
\geq \text{APX} - \frac{n}{q} - \frac{\iota}{2} - p|\mathcal{K}|d_{\mathcal{R}}n \\
\geq \text{APX} - \frac{n}{q} - \iota.
\]

Since we the marginal signaling schemes do not change, all the persuasiveness and IC constraints are satisfied. Moreover, for every \( k \in \mathcal{K}, \theta \in \Theta, \) and \( r \in \mathcal{R} \), it holds
\[
\sum_{R \subseteq \mathcal{R}, r \in R} \phi^k_\emptyset(R) = \frac{1}{q} \sum_{j \in [q]} x^r, k, \theta = \frac{1}{q} \sum_{j \in [q]} x^j, r, k, \theta = x^r, k_r,
\]
while it is easy to see that \( \sum_{R \subseteq \mathcal{R}} \phi^k_\emptyset(R) = 1 \) for every \( k \in \mathcal{K} \) and \( \theta \in \Theta \). This concludes the proof of the lemma. \( \square \)

Now, we can prove Theorem 4.

**Proof of Theorem 4.** By Lemmas 2 and 3, we only need to provide an algorithm that approximates the optimal solution of LP 8. The objective is a linear combination with non-negative coefficients of the multi-linear extension of monotone submodular functions. Hence, it is smooth, monotone and submodular. Moreover, since we relaxed Constraints (8b), the feasible region is a down-monotone polytope and it is defined by polynomially-many constraints. For each \( \delta > 0 \), this problem admits a \( \left( 1 - \frac{1}{2} \right) \text{OPT} - \delta \)-approximation in time polynomial in the instance size and \( \delta \), see the continuous greedy algorithm in [9] and [22] for a formulation in a similar problem. Finally, we can obtain an arbitrary good approximation choosing an arbitrary large value for \( q \) and an arbitrary small value for \( \delta \) and \( \iota \).

\section{Conclusions and Future Works}

We proposed to extend the Bayesian persuasion framework with a type reporting step. We proved that, with a single receiver, the addition of this type reporting step makes the sender’s computational problem tractable. Moreover, we extended the framework to settings with multiple receivers, focusing on the widely-studied case with no inter-agent-externalities and binary actions. We showed that an optimal sender’s strategy can be computed in polynomial time when the sender’s utility function is supermodular or anonymous. Moreover, when the sender’s utility function is submodular, we designed a polynomial-time algorithm that provides a tight \( \left( 1 - \frac{1}{2} \right) \)-approximation.

In the future, it would be interesting to study the setting in which the sender has access only to samples from the distribution of the receiver’s types. Another interesting direction is to explore how the type reporting step can be used to provide polynomial-time no-regret algorithms in an online learning framework.

\begin{algorithm}
\caption{Algorithm 1 Algorithm in Lemma 3}
\begin{algorithmic}[1]
\State **Input:** N. of samples \( \sigma > 0 \); Solution \( x \) to Program 8; \( k \in \mathcal{K} \); \( \theta \in \Theta \)
\For {r \in \mathcal{R}}
\State Compute \( \delta_r \) estimating \( \min_{\theta \in \Theta} \Delta_{\theta}x^k_r \) with \( \sigma \) samples
\EndFor
\State Re-label indexes \( j \in [q] \) in decreasing order of \( \delta_r \)
\For {j \in \bar{k}}
\State \( x^j_r, k, \theta \leftarrow \sum_{j \in [q]} x^j_r, k, \theta - j^* \)
\EndFor
\For {j \in \bar{k}}
\State \( x^j_r, k, \theta \leftarrow 0 \)
\EndFor
\State construct \( \phi^k_\emptyset \)
\For {j \in \bar{k}}
\State \( x^j_r, k, \theta \leftarrow 1 \)
\EndFor
\State return \( \phi^k_\emptyset \)
\end{algorithmic}
\end{algorithm}

\footnote{
A polytope \( P \in \mathbb{R}_+^n \) is down-monotone if \( x \leq y \) coordinate-wise and \( y \in P \) imply \( x \in P \).
}

\footnote{
The bound holds only for arbitrary large probability. This reduces the total expected utility by an arbitrary small factor.
}
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A PROOFS OMITTED FROM SECTION 3

Lemma 1. In single-receiver instances, there always exists a sender-optimal menu of signaling schemes that can be encoded as probability distributions over the finite set of posteriors $\Xi^a$.

Proof. We show that, given a menu of signaling schemes $\Phi = \{\phi^k\}_{k \in K}$ with each $\phi^k$ encoded as a probability distribution $\gamma^k \in \Lambda_{\Xi}$, we can construct a new menu of signaling schemes $\hat{\Phi} = \{\hat{\phi}^k\}_{k \in K}$ with each $\hat{\phi}^k$ encoded as a finite-supported probability distribution $\check{\gamma}^k \in \hat{\Lambda}_{\Xi}$ and such that the sender’s expected utility for $\hat{\Phi}$ is greater than or equal to that for $\Phi$. This immediately proves the statement.

In order to do so, we split the posteriors in $\Xi$ into the sets $\Xi^a$ for $\mathbf{a} \in X_{\times k \in K}$. Notice that $\Xi = \bigcup_{\mathbf{a} \in X_{\times k \in K}} \Xi^a$. Then, we replace the distributions $\check{\gamma}^k$ with other probability distributions supported on sets $V(\Xi^a) \subseteq \Xi$. For every action profile $\mathbf{a} \in X_{\times k \in K}$ and type $k \in K$, we let $\check{\xi}^k_{\mathbf{a}} := \mathbb{E}_{\xi \sim \gamma^k} \{\xi | \xi \in \Xi^a\}$. Since $\widehat{\Xi}^a \subseteq \widehat{\Xi}$ and $\Xi^a$ is a bounded convex polytope, by Carathéodory theorem there exists a probability distribution $\check{\gamma}^k_{\mathbf{a}} \in \Lambda_{\widehat{\Xi}^a}$ such that its support is a subset of the set of vertices $V(\Xi^a)$ and it holds $\mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi \in \Xi^a\}$. Then, let us define the probability distributions $\check{\gamma}^k \in \Lambda_{\widehat{\Xi}^a}$ for $k \in K$ so that, for every posterior $\xi \in \Xi^a$, it holds

$$\check{\gamma}^k = \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \gamma^k_{\mathbf{a}} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\}.$$ 

Next, we show that the distributions $\check{\gamma}^k \in \Lambda_{\widehat{\Xi}^a}$ for $k \in K$ defined above constitute a feasible solution to LP 5 and the sender’s expected utility in the resulting menu of signaling schemes $\hat{\Phi}$ is at least as large as the sender’s expected utility for the menu of signaling schemes $\Phi$. First, let us notice that, for every $\mathbf{a} \in X_{\times k \in K} \cap A$ and $k \in K$, it holds

$$\sum_{\xi \in V(\Xi^a)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] = \sum_{\xi \in V(\Xi)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] = \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi | \xi \in \Xi^a\}.$$ 

where the second equality comes from the fact that $a_{\xi}$ is the best response of the receiver of type $k$ in each posterior $\xi \in \Xi^a$. Similarly, we can prove that, for every $\mathbf{a} \in X_{\times k \in K} \cap A$ and $k \in K$, it holds

$$\sum_{\xi \in V(\Xi^a)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] \geq \sum_{\xi \in V(\Xi)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] = \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi | \xi \in \Xi^a\}.$$ 

Then, we can show that the IC constraints, namely Constraints (5b), are satisfied. Formally, for every $k \in K$ and $k' \in K : k \neq k'$, we have:

$$\sum_{\xi \in \Xi} \gamma^k_{\mathbf{a}} \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) = \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \gamma^k_{\mathbf{a}} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right)$$

$$= \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \sum_{\xi \in V(\Xi)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right]$$

$$= \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right]$$

$$= \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right].$$

where the second equality comes from the fact that $\check{\gamma}^k_{\mathbf{a}}$ is non-zero only for posteriors $\xi \in V(\Xi^a)$ and in third equality we use Equation (9). Hence, for every $k \in K$ and $k' \in K : k \neq k'$, we have

$$\sum_{\xi \in \Xi} \gamma^k_{\mathbf{a}} \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \geq \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] = \sum_{\xi \in \Xi} \gamma^k_{\mathbf{a}} \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right).$$

where the inequality comes from the w.l.o.g. assumption that the menu $\Phi$ is IC. This proves that Constraints (5b) hold. Similarly, we can prove that the sender’s expected utility does not decrease when using $\hat{\Phi}$ rather than $\Phi$. Formally,

$$\sum_{k \in K} \lambda_k \sum_{\xi \in \Xi^a} \gamma^k_{\xi} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right] \geq \sum_{k \in K} \lambda_k \sum_{\xi \in \Xi^a} \gamma^k_{\xi} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right)$$

$$= \sum_{k \in K} \lambda_k \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \sum_{\xi \in V(\Xi)} \gamma^k_{\mathbf{a}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right]$$

$$\geq \sum_{k \in K} \lambda_k \sum_{\mathbf{a} \in X_{\times k \in K} \cap A} \Pr_{\xi \sim \gamma^k_{\mathbf{a}}} \{\xi' \in \Xi^a\} \mathbb{E}_{\xi \sim \gamma^k_{\mathbf{a}}} \left[ \sum_{\theta \in \Theta} \check{\xi}^k_{\mathbf{a}}(\theta) \left( b^k_{\xi} \right) \right].$$
where the inequality comes from Equation (10). Moreover, Constraints (5c) are satisfied, since
\[
\sum_{\xi \in \Xi} \tilde{y}_k^\xi \xi_\theta = \sum_{a \in X_{k,k}} \sum_{\xi' \in \Xi} y_k^\xi a \Pr_{\xi' \sim \hat{\xi}_a} \{ \xi' \in \hat{\xi}_a \} \xi_\theta
\]
\[
= \sum_{a \in X_{k,k}} \Pr_{\xi' \sim \hat{\xi}_a} \{ \xi' \in \hat{\xi}_a \} \sum_{\xi \in \Xi} y_k^\xi a \xi_\theta
\]
\[
= \sum_{a \in X_{k,k}} \Pr_{\xi' \sim \hat{\xi}_a} \{ \xi' \in \hat{\xi}_a \} \Xi_{\xi' \sim \hat{\xi}_a} \xi_\theta = \Xi_{\xi' \sim \hat{\xi}_a} \{ \xi_\theta | \xi \in \hat{\xi}_a \}
\]
Finally, it is easy to see that the \( \tilde{y}_k^\xi \) are valid probability distributions. Indeed, for every \( k \in K \), it holds
\[
\sum_{\xi \in \Xi} \tilde{y}_k^\xi = \sum_{a \in X_{k,k}} \Pr_{\xi' \sim \hat{\xi}_a} \{ \xi' \in \hat{\xi}_a \} \sum_{\xi \in \Xi} y_k^\xi a = \sum_{a \in X_{k,k}} \Pr_{\xi' \sim \hat{\xi}_a} \{ \xi' \in \hat{\xi}_a \} = 1.
\]
This concludes the proof. \( \square \)

**Theorem 1.** In single-receiver instances, there always exists an optimal menu of direct and persuasive signaling schemes. Moreover, it can be computed in polynomial time.

**Proof.** Since LP 6 has polynomially-many variables and constraints, an optimal menu of direct and persuasive signaling schemes can be computed in polynomial time by solving the LP. Thus, we only need to show that, in any single-receiver instance, there always exists an optimal menu of direct and persuasive signaling schemes. In particular, we show that, given an optimal solution \( \{ y_k^\xi \}_{k,k} \) to LP 5, there exists a solution to LP 6 with the same value. The menu \( \Phi = \{ y_k^\xi \}_{k,k} \) of signaling schemes defined by the solution to LP 6 is the desired optimal menu of direct and persuasive signaling schemes. We define the solution to LP 6 as follows. For every \( k \in K \), \( a \in A \), and \( \theta \in \Theta \), we let \( \theta_k^\xi(a) = \frac{\sum_{\xi' \in \Xi} y_k^\xi \xi_\theta \mu_\xi a}{\mu_\xi} \). First, we prove that the two solutions have the same objective value. Formally,
\[
\sum_{k \in K} \lambda_k \sum_{\theta_\Theta} \mu_\Theta \sum_{a \in A} \phi_k^\xi(a) u_\Theta^k(a) = \sum_{k \in K} \lambda_k \sum_{a \in A} \sum_{\theta_\Theta} \sum_{\xi \in \Xi} y_k^\xi \xi_\theta u_\Theta^k(a) = \sum_{k \in K} \lambda_k \sum_{a \in A} \sum_{\xi \in \Xi} y_k^\xi \xi_\theta u_\Theta^k(a).
\]
where the last equality follows from the fact that \( b_k^\xi = a \) for all the posteriors in \( \xi \in \hat{\xi}_k^a \). Thus, we are left to check that the solution is feasible. Recall that Constraints (6b) and (6c) are equivalent to the constraints in Equation (3). The latter are satisfied since, for every \( k \neq k' \in K \), it holds
\[
\sum_{a \in A} \sum_{\theta \in \Theta} \mu_\Theta \phi_k^\xi(a) u_\Theta^k(a) = \sum_{a \in A} \sum_{\theta \in \Theta} \sum_{\xi \in \Xi} y_k^\xi \xi_\theta u_\Theta^k(a)
\]
\[
= \sum_{\xi \in \Xi} y_k^\xi \sum_{\theta \in \Theta} \xi_\theta u_\Theta^k(b_k^\xi)
\]
\[
\geq \sum_{\xi \in \Xi} y_k^\xi \sum_{\theta \in \Theta} \xi_\theta u_\Theta^k(b_k^\xi)
\]
\[
= \sum_{a \in A} \sum_{\xi \in \Xi} y_k^\xi \max_{\theta \in \Theta} \sum_{\xi \in \Xi} \xi_\theta u_\Theta^k(a')
\]
\[
\geq \sum_{a \in A} \max_{\xi \in \Xi} \sum_{\xi \in \Xi} y_k^\xi \sum_{\theta \in \Theta} \xi_\theta u_\Theta^k(a')
\]
\[
= \sum_{a \in A} \max_{\xi \in \Xi} \sum_{\theta \in \Theta} \mu_\Theta \phi_k^\xi(a) u_\Theta^k(a').
\]
Moreover, each signaling scheme \( \Phi_k^\xi \) is persuasive, since, for every \( k \in K \), and \( a \neq a' \in A \), it holds
\[
\sum_{\theta \in \Theta} \mu_\Theta \phi_k^\xi(a) u_\Theta^k(a) = \sum_{\theta \in \Theta} \sum_{\xi \in \Xi} y_k^\xi \xi_\theta u_\Theta^k(a)
\]
This concludes the proof.

\[ \sum_{a \in A} \phi_0^k(a) = \sum_{a \in A} \sum_{\xi \in \mathbb{E}_k = \mathbb{R}} \frac{y_{\xi}^k \xi \theta}{\mu_\theta} = \sum_{\xi \in \mathbb{E}} \frac{y_{\xi}^k \xi \theta}{\mu_\theta} = \frac{\mu_0}{\mu_\theta} = 1. \]

This concludes the proof.

\[ \square \]

**B PROOFS OMITTED FROM SECTION 4.1**

**Theorem 2.** In multi-receiver instances, there always exists an optimal sender’s strategy that uses menus of direct and persuasive marginal signaling schemes.

Proof. The key insight of the proof is that, in a multi-receiver instance, the sender’s expected utility only depends on the marginal probabilities with which the receivers play actions \( a_1 \) and \( a_0 \) given each state of nature. In order to see that, observe that, once the marginal probabilities \( x_{\theta}^{r,k} \) are fixed, an optimal (general) signaling scheme \( \phi^k \) can be computed by solving LP 7 with Constraints (7b) and (7h) only. Thus, we only need to show that, given a receiver \( r \) and an arbitrary menu of marginal signaling schemes \( \{ \phi^{r,k}_0 \}_{k \in \mathcal{K}} \), we can always build a menu of direct marginal signaling scheme \( \{ \phi^{r,k}_0 \}_{k \in \mathcal{K}} \) such that \( \phi^{r,k}_0(a_1) \geq \phi^{r,k}_0(a_0) \) for each \( k \in \mathcal{K} \). By the monotonicity assumption on \( f_0 \) the optimal sender’s strategy with marginal signaling scheme \( \{ \phi^{r,k}_0 \}_{r \in \mathcal{R}, k \in \mathcal{K}} \) has an utility greater or equal to the one with \( \{ \phi^{r,k} \}_{r \in \mathcal{R}, k \in \mathcal{K}} \).

This can be proved by following steps similar to those of Lemma 1 and Theorem 1 for each menu of marginal signaling schemes. In particular, let \( r \) be a receiver and \( \Phi^r = \{ \phi^{r,k}_0 \}_{k \in \mathcal{K}} \) be a menu of marginal signaling schemes that induces probability distribution \( y_{\xi}^{r,k} \) over the posterior when the reported type is \( k \). Notice that the probability that the receiver of type \( k \in \mathcal{K} \) plays an action \( a \in \mathcal{A} \) is given by \( \sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta \). We can obtain a menu of probability distribution \( \{ y_{\xi}^{r,k} \}_{k \in \mathcal{K}} \) over \( \mathcal{X} \) such that the probability that the receiver plays \( a_1 \) increases for each \( k \) and \( \theta \), i.e., \( \sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta \geq \sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta \). To see this, it is sufficient to follow the proof of Lemma 1 and notice that the receiver always breaks ties in favor of \( a_1 \) by the monotonicity assumption on \( f_0 \). Finally, setting \( \phi_0^{r,k}(a) = \frac{\sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta}{\mu_\theta} \) for each \( k \in \mathcal{K} \), \( \theta \in \Theta \) and \( a \in \mathcal{A} \), we obtain a menu of signaling schemes such that

\[ \phi_0^{r,k}(a) = \frac{\sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta}{\mu_\theta} \]

To conclude, following the proof of Theorem 1 we can show that the menu of marginal signaling schemes \( \{ \phi^{r,k} \}_{k \in \mathcal{K}} \) is IC and persuasive.

\[ \square \]

**Theorem 3.** Given access to an oracle that solves \( \max_{R \subset \mathcal{R}} f_0(R) + \sum_{r \in \mathcal{R}} w_r \) for any \( \mathbf{w} \in \mathbb{R}^n \), there exists a polynomial-time algorithm that finds an optimal sender’s strategy in any multi-receiver instance.

**Proof.** Since 7 has an exponential number of constraints, we work on the dual formulation.

\[ \begin{align*}
\min_{q_\xi, z_{\xi} \geq 0, y_{\xi} \geq 0, \theta} & - \sum_{r \in \mathcal{R}, k \in \mathcal{K}} \mu_0 u_{0}^{r,k}(a_0) t_{r,k,k'} + \sum_{r \in \mathcal{R}, a \in \mathcal{A}, k \in \mathcal{K}, k' \neq k} \mu_0 u_{0}^{r,k}(a) z_{a_0,r,a,k,k'} - \sum_{r \in \mathcal{R}, a \in \mathcal{A}, k \in \mathcal{K}} p_{k,\theta} & \tag{11a} \\
- \sum_{k' \in \mathcal{K}, k \neq k} q_{k',\theta} + \sum_{k' \neq k} \mu_0 u_{0}^{r,k}(a_1) - \mu_0 u_{0}^{r,k}(a_0) - \sum_{a \in \mathcal{A}, k \neq k} \mu_0 u_{0}^{r,k}(a) z_{a_1,r,a',k',k'} + \sum_{a \in \mathcal{A}, k \neq k} q_{k',\theta} z_{a_0,r,a',k',k'} & \tag{11b} \\
& + \mu_0 u_{0}^{r,k}(a_1) - u_{0}^{r,k}(a_0) y_{a_1,r,k} - \mu_0 u_{0}^{r,k}(a_0) y_{a_0,r,k} \geq 0 & \forall r \in \mathcal{R}, k \in \mathcal{K}, \forall \theta \in \Theta & \tag{11c}
\end{align*} \]

\[ \text{For the sake of presentation, we assume that } y_{\xi}^{r,k} \text{ has finite support. Formally, we should replace } \sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta \text{ with } \sum_{\xi \in \mathcal{L}_k} y_{\xi}^{r,k} \xi \theta. \]
where the equality follows from

\[ -t_{r,k,k'} + \sum_{a' \in A_r} z_{a,r,d',k,k'} \geq 0 \quad \forall r \in R, k \neq k' \in K_r \] (11c)

\[ -t_{r,k,k'} + \sum_{a' \in A_r} z_{a,r,d',k,k'} \geq 0 \quad \forall r \in R, k \neq k' \in K_r \] (11f)

\[ \sum_{r \in R} q_{k,r,0} + p_{k,0} \geq \mu_0 \lambda_k f_0(R) \quad \forall k \in K, \forall \theta \in \Theta, \forall R \subseteq R \] (11g)

where variables \( q_{k,r,0} \) relative to constraints (7b), \( t_{r,k,k'} \) to (7c), \( z_{a,r,d',k,k'} \) to (7d) and (7c), \( y_{a,r,k} \) to (7f) and (7g), \( p_{k,0} \) to (7h).

To solve the problem with the ellipsoid method it is sufficient to design a polynomial time separation oracle. We focus on the separation oracle that returns a violated constraint. Given an assignment to the variables, there are a polynomial number of constraint 11d (with polynomially many variables) and we can check if a constraint is violated in polynomial time. Moreover, for each \( \hat{\theta}, \hat{k} \), we can find if there exists a violated constraint \((\hat{k}, \hat{\theta}, R)\). We can use the oracle to find \( \max_{R \subseteq R} \lambda_k f_0(R) - \sum_{r \in R} q_{k,r,0} \). If it is greater than \( p_{k,0} \), we can return a violated constraint, while if it is smaller or equal to \( p_{k,0} \) all the constraints \((\hat{k}, \hat{\theta}, R)\) \( R \subseteq R \) are satisfied.

**Corollary 1.** In multi-receiver instances with supermodular or anonymous sender’s utility functions, there exists a polynomial-time algorithm that computes an optimal sender’s strategy.

**Proof.** By Theorem 3, we only need to design a polynomial time oracle. Since the sum of a supermodular and a modular function is supermodular, and unconstrained supermodular maximization can be solved in polynomial time, an oracle can be designed in polynomial time for supermodular functions. For anonymous functions we can construct a polynomial time oracle as follows. We can enumerate over all \( n \in \{0, \ldots, |R|\} \). Once we fix the size of the set to \( n \), the optimal set includes the \( n \) receiver with higher values of weights \( w \). □

**C PROOFS OMITTED FROM SECTION 4.2**

**Lemma 2.** For each \( \epsilon > 0 \), the optimal value of Program 8 with \( q = \left\lceil \frac{\beta}{\epsilon} \right\rceil \) is at least \( \text{OPT} - \epsilon \), where \( \text{OPT} \) is the value of an optimal sender’s strategy and \( \beta \) is the number of constraints of LP 7.

**Proof.** Given an optimal solution \((\phi, x)\) to LP 7, we show how to build a solution to LP 8 with almost the same value. Since LP (7) has \( \beta \) constraints, there exists an optimal solution \((\phi, x)\) to LP 7 with support at most \( \beta \). We construct a solution to Program 8 with the same values of variables \( x^{r,k}_{j} \) (representing marginalsignaling schemes). Then, we show how to obtain a \( q \)-uniform distribution for every \( k \in K \) and \( \theta \in \Theta \). Fix \( k \in K \) and \( \theta \in \Theta \). Let \( G^{k,\theta} \subseteq 2^{K} \) be the subsets of \( R \subseteq R \) that are in the support of distribution \( \phi^{0,\theta} \), namely \( \phi^{0,\theta}(R) > 0 \). Notice that \( |G^{k,\theta}| \leq \beta \), since the solution has support at most \( \beta \). For every \( R \in G^{k,\theta} \), we define \( N^{k,\theta}(R) \) as the greatest integer \( i \) such that \( \phi^{k}(R) \geq \frac{i}{q} \). Finally, for every \( R \in G^{k,\theta} \), we choose \( N^{k,\theta}(R) \) indexes \( j \in [q] \) (with each index being selected at most one time) for which we set \( x^{r,k}_{j} = 1 \) for every \( r \in R \), and \( x^{r,k}_{j} = 0 \) for every \( r \notin R \). Since \( \sum_{R \in G^{k,\theta}} N^{k,\theta}(R) \leq \sum_{R \in G^{k,\theta}} q \phi^{k}(R) = q \), we have defined values for at most \( q \) indexes. For all the remaining indexes \( j \in [q] \), we set \( x^{r,k}_{j} = 0 \) for every \( r \in R \).

It is easy to see that the defined solution is feasible since, for every \( k \in K \), \( \theta \in \Theta \), and \( r \in R \), it holds that

\[
\sum_{j \in [q]} x^{r,k}_{j,\theta} = \frac{1}{q} \sum_{R \in G^{k,\theta}, r \in R} N^{k,\theta}(R) \leq \sum_{R \in G^{k,\theta}, r \in R} \phi^{k}(R) = x^{r,k}_{\theta}.
\]

Moreover, for every \( k \in K \) and \( \theta \in \Theta \), the sender’s expected utility in a state of nature \( \theta \in \Theta \) is at least

\[
\frac{1}{q} \sum_{j \in [q]} F_0(x^{r,k}_{j,\theta}) = \frac{1}{q} \sum_{R \in G^{k,\theta}} N^{k,\theta}(R) f_0(R)
\]}

\[
\geq \sum_{R \in G^{k,\theta}} \left( \phi^{k}(R) f_0(R) - \frac{1}{q} \right)
\]}

\[
\geq \sum_{R \in G^{k,\theta}} \phi^{k}(R) f_0(R) - \frac{\beta}{q}
\]}

\[
\geq \sum_{R \in R} \phi^{k}(R) f_0(R) - \epsilon,
\]

where the equality follows from \( x^{r,k}_{j,\theta} \in \{0, 1\} \), the first inequality by \( \frac{1}{q} N^{k,\theta}(R) \geq \phi^{k}(R) - \frac{1}{q} \), the second one from the fact that \( |G^{k,\theta}| \leq \beta \), and the last one by the definitions of \( q \) and \( G^{k,\theta} \). Hence, the sender’s expected utility is at least

\[
\sum_{\theta \in \Theta} \sum_{k \in K} \lambda_k \frac{1}{q} \sum_{j \in [q]} F_0(x^{r,k}_{j,\theta})
\]
\[ \sum_{\theta \in \Theta} \mu_{\theta} \sum_{k \in K} \lambda_{k} \left( \sum_{R \subseteq \mathcal{R}} \phi_{\theta}^{k}(R) f_{\theta}(R) - \epsilon \right) \geq \sum_{\theta \in \Theta} \mu_{\theta} \sum_{k \in K} \lambda_{k} \left( \sum_{R \subseteq \mathcal{R}} \phi_{\theta}^{k}(R) f_{\theta}(R) - \epsilon \right) \]

This concludes the proof. \( \square \)