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Abstract

We propose BeamTransformer, an efficient architecture to leverage beamformer’s edge in spatial filtering and transformer’s capability in context sequence modeling. BeamTransformer seeks to optimize modeling of sequential relationship among signals from different spatial direction. Overlapping speech detection is one of the tasks where such optimization is favorable. In this paper we effectively apply BeamTransformer to detect overlapping segments. Comparing to single-channel approach, BeamTransformer exceeds in learning to identify the relationship among different beam sequences and hence able to make predictions not only from the acoustic signals but also the localization of the source. The results indicate that a successful incorporation of microphone array signals can lead to remarkable gains. Moreover, BeamTransformer takes one step further, as speech from overlapped speakers have been internally separated into different beams.

Index Terms: Overlapping Speech Detection, Speaker Diarization, Microphone Array, Beamforming

1. Introduction

Overlapping speech detection (OSD) is a key component for speaker diarization and speech separation. Speaker diarization seeks to match a time frame of speech to the corresponding speaker identity. The agglomerative hierarchical clustering on speaker embeddings has been one of the main approaches for speaker diarization \[1\] \[2\] \[3\] \[4\] \[5\]. Audios are split into segments and speaker embeddings are extracted from each of the segments. Unsupervised clustering is performed on the speaker embeddings to obtain speaker identities \[5\]. One problem of clustering approach is that speaker embeddings extracted from small segments can be biased by the speech content \[6\]. Furthermore, it lacks the ability to handle overlapping speech.

Recently an end-to-end speaker diarization approach is proposed, which incorporates overlapping speech detection into the process of inferring speaker labels at any given frame \[2\] \[3\] \[11\] \[12\] \[13\] \[14\] \[15\]. When tested on datasets with overlapping speech, the end-to-end approach achieved a better performance than the embedding-based clustering methods. The improvement is not unexpected since the baseline clustering method does not have the capability to handle overlapping speech, which makes up a considerable proportion of the test set. It remains unclear how accurate the system is in detecting overlapping speech. Given its importance in the speaker diarization system, it is worthwhile to single out the OSD component for extensive study.

When overlapping speech occur, identifying speakers of interest is not enough. It is also necessary to separate the overlapping speech in order to obtain the clean automatic speech recognition (ASR) results corresponding to the target speakers. Therefore, a speech separation or target speaker extraction component is usually applied to overlapping speech segments.

A vast number of literatures can be found on speech separation \[11\] \[12\] \[13\] \[14\] \[15\]. A major challenge faced by researchers studying speech separation is that it may cause distortions to original speech and result in degradation to the performance of ASR \[15\]. This poses as a discouraging factor for real application since overlapping speech only contributes to a small portion of the entire duration and harming the rest of the non-overlapping speech may seem unworthy. Furthermore, performing multi-target speaker extraction on non-overlapping speech may result in undesired “ghost speech”, which will contaminate the final ASR deliverable. Therefore, knowing when to perform speech separation is crucial.

In this paper we aim to detect overlapping speech segments on microphone array data. A microphone array-based beamforming process separates speech into multiple beams according to the localization of the corresponding speakers. Therefore, when an overlapping segment is detected, separated speech is produced alongside. The only further action required is to select the optimal beam(s), depending on most probable localization of the speaker(s). \[17\] is one of first works focusing on beamforming approach for speaker diarization. It provided a non-neural network based approach to take advantage of multi-microphone data. In \[19\] we proposed a speaker diarization system based on microphone array data. We showed that integrating spatial spectrum information can lead to remarkable improvement to the system. An OSD component was mentioned in the proposed system but was not elaborated. In this paper we discuss in details the OSD component mentioned in previous work. We propose a neural network architecture called BeamTransformer, which manages to take advantage of beamformer’s ability to utilize multi-microphone data and transformer’s power in context sequence modeling.

Several previous efforts on detecting overlapping speech detection is worthy to be addressed. \[19\] proposed a BLSTM based unmixing transducer that transforms an input multi-channel acoustic signal into a fixed number of time-synchronous audio streams. The AMI corpus is one of the few publicly available corpus containing annotations to generate labels for overlapping speech detection \[20\] \[21\] is among one of first efforts to train deep neural networks on OSD task. The authors reported a 0.77 precision and 0.68 recall on 25ms frame on AMI corpus. \[22\] seeks to improve speaker diarization by detecting overlapping speech and reports a 0.71 precision and 0.48 recall. \[23\] claims to have made significant improvements, observing a 0.92 precision and 0.48 recall on AMI.

According to the performance reported by the aforementioned works, frame-level overlapping speech detection is still far from being a reliable component in the system of speaker diarization and automatic speech recognition. It is suspected that a 25ms frame of input feature does not contain enough useful information for the neural network to make reliable prediction on the OSD task. One frame of information may be sufficient.
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for a “0 vs 1” task, such as voice activity detection, but the “1 vs more” task requires more.

We choose to experiment on one-second segments instead of frames for several reasons. First, inferring on small segments allows us to take into account the sequence context information, which turns out to be helpful for inputs from multiple beams. The segment-level classification reports a more convincing result than the frame-level performance mentioned above. With accuracy, recall, and precision hovering around 90 percent, we can be more confident on relying on the outputs of OSD component in practical speaker diarization and ASR systems.

Second, the final goal of overlap detection is not simply inferring speaker labels, but to separate and recognize speech from the targeted speakers of concern. Overlapping speech are usually processed by target speaker extraction and speech separation, both of which require segment-level inputs. Hence a frame-level responsiveness is trivial.

Third, frame-level OSD task requires accurate labeling on each frame, which is highly impractical. [21] reported that AMI corpus contains labelling errors in terms of OSD annotations. Segment-level OSD task, on the other hand, is much more tolerant on the quality of annotations.

2. Methods

This section is organized as follows. In 2.1 we discuss the methods used to extract acoustic and spatial features from microphone array data. In 2.2 the architecture of BeamTransformer is thoroughly discussed. In 2.3 a complementary component used to process spatial features is described.

2.1. Features

The acoustic and spatial features we utilize are extracted from our previously proposed Circular Differential Directional Microphone Array (CDDMA). The detailed design of CDDMA are more thoroughly discussed in [18][24]. The look-direction of each beamformer is uniformly distributed around a circle to cover the whole space. The output signals of the beamformers are spatially separated from each other. All the directional elements are uniformly distributed on a circle and directions are pointing outward. The CDDMA beamformer is given as below:

\[ h_{\text{cddma}}(\omega, \theta) = R H(\omega, \theta) R(\omega, \theta) R H(\omega, \theta)^{-1} c_\theta. \]  

where the vector \( c_\theta \) defines the acoustic properties of the beamformer such as beampattern; the constraint matrix \( R(\omega, \theta) \) of size \( N \times M \) is constructed by the directional microphone steering vector which exploits the acoustics of microphone elements. As shown in [24], the CDDMA-beamformer displays significant improvement in terms of white noise gain (WNG), which measures the efficacy to suppress spatially uncorrelated noise, and directivity factor (DF), which quantifies how the microphone array performs in the environment of reverberation [25][26].

SRP-PHAT features on the CDDMA-beamformer are extracted to represent spatial localization of the speakers [22]. We formalize the microphone array signals received per frame as:

\[ x(\omega, \theta) = [x_1, x_2, \ldots, x_M]^T, \]  

where the superscript \( T \) represents the transpose operator, \( \omega = 2\pi f \) is the angular frequency, \( f \) is the temporal frequency, \( \theta \) is the incident angle of the signal, and \( x_n \) represents the signal of each microphone. For each candidate of incident angle \( \theta \), we design each corresponding CDDMA-beamformer to target at the direction of \( \theta \), denoted as \( h_{\text{cddma}}(\omega, \theta) \), and we calculate the transient steering response power (SRP) at \( n^{th} \) frame as below:

\[ P_n(\theta) = \int_{-\infty}^{+\infty} |x(\omega, \theta)^H h_{\text{cddma}}(\omega, \theta)|^2 d\omega. \]  

The locale estimate of incident angle for current frame is given by:

\[ \hat{\theta} = \arg\max_\theta P(\theta) \]  

Based on the estimate of SRP at each frame, we can form a spatial spectrum as below:

\[ B(\theta, \tau) = P_n(\theta), \forall n \in \mathbb{N}^+ \]  

A smoothing function is applied to the estimated angle \( \theta \) of each frame to filter noisy direction of arrivals.

The SRP-PHAT extracted has a dimension of 120 per frame, each representing 3 angular degree. In addition, the log energy received by each of the microphone is included. Hence the spatial feature we use for each frame has a total dimension of 128.

For acoustic feature, filterbanks are extracted from each beam formed by CDDMA.

2.2. BeamTransformer Architecture

Figure[1] displays the architecture of a BeamTransformer. Pointing directions from beams 1 to 8 are distributed evenly in a circular manner. Therefore, pointing direction of two adjacent beams has an angular size of 45 degree, which also indicates that beam 1 and beam 5 have opposite pointing directions. A 1D convolution Pre-Net is applied to beam-wise filterbank features. Pre-Net shortens the input lengths from \( L \) to \( \frac{L}{2} \), which reduces the computation cost of the following transformers. Beams from opposite directions are paired up. Each of the four pairs are fed to a transformer encoder. The main motivation to perform a recombination of beams in this manner is to reduce the number of parameters and computation costs of transformer while retaining as much uncorrelated spatial information as possible to help identify sequential difference among beams.

The opposite beams, such as beam 1 and beam 5, will have smallest correlations since the beamforming for speech separation have been designed to achieve relatively high front-to-back ratio. Therefore, beams on opposite direction should display more disparity than the adjacent ones, regardless of the relative localization of overlapped speakers. The outputs of transformer encoders are then stacked together and go through a Post-Net. Post-Net consists of a simple feed-forward network.

Figure[2] and Figure[3] illustrate the key feature that BeamTransformer is trying to identify. When there are two overlapped speakers (Figure[2]), the target beams pointing to the corresponding speakers have different dominant harmonic structure of speech in the spectrogram. When there is one single speaker (Figure[3]), on the other hand, there is only one dominant harmonic structure of speech, which is in the target beam pointing to the direction of speaker. As the beam direction deviates from the direction of speech, the harmonic structure gets monotonically weaker, as the signals are more suppressed by CDDMA beamforming.

2.3. SpatialNet Architecture

SpatialNet is the architecture used to train the spatial spectrum input. The dimension of input is 128 each frame, including 120
Figure 1: Architecture of BeamTransformer.

Figure 2: Spectrogram of beams from overlapping segments. Two overlapping speakers are located near Beam 1 and 4, respectively.

Figure 3: Spectrogram of beams from non-overlapping segments. One single speaker is located near Beam 6.

3. Experiments

3.1. Corpus

In this paper we experiment on both the publicly available AMI corpus and self-recorded AliMeeting corpus.

The AMI corpus data are recorded using circular array with omni-directional microphones. In order to utilize the microphone array data of AMI corpus, the spatial spectrum are estimated based on conventional circular differential microphone array(CDMA) instead of the CDDMA. We follow the AMI Diarization Setup in [4] to split up the train set and test set.

The AliMeeting corpus contains 175 real meetings with human annotations. Each of the meetings has a duration of around 30 minutes. There are 4 participants in each of the meetings,
Table 1: Tensor dimensions after each components of BeamTransformer and SpatialNet. $F$ is the feature dimension. $L$ represents the length of inputs, in terms of total number of frames. $D$ represents the specified hidden dimension.

|                  | BeamTransformer | SpatialNet |
|------------------|-----------------|------------|
| Input            | $F \times L \times 8$ | $128 \times L \times 1$ |
| Pre-Net          | $D \times \frac{L}{4} \times 8$ | $D \times L \times 1$ |
| Recombination of beams | $(D \times \frac{L}{4} \times 2) \times 4$ | $D \times L \times 1$ |
| Transformer Encoders | $4D \times \frac{L}{4}$ | $D \times L$ |
| Post-Net         | $D \times \frac{L}{4}$ | $D \times L$ |
| Mean Pooling     | $D \times 1$ | $D \times 1$ |

182 speakers in total. Overlapping speech consists of about 40 percent of all speech data in the corpus. The train set consists of 156 meetings and the test set contains 19 meetings. All speakers and meeting rooms in the test set are unseen in the train set. Overlapping and non-overlapping segments of at least one second are selected for both training and testing stage.

3.2. Experiment Setup

The baseline system is trained on original single channel audio input without beamforming. 40-dimensional filterbank features are extracted and fed into a similar network structure: a Pre-Net, one 6-layer transformer encoder, and a Post-Net. Since there is only one channel, there is no re-combination of beams involved and there is only one transformer encoder.

We also experimented using only the spatial feature and no acoustic features. A SpatialNet is trained using 128-dimensional acoustic feature.

BeamTransformers with 40-dimensional filterbanks and 160-dimensional high dimensional filterbanks are compared to find out how much more information BeamTransformer can mine from a more detailed sequential input.

Finally, we combine BeamTransformer and SpatialNet by stacking the outputs of Post-Nets from both networks. Since the acoustic features and spatial features are relatively independent, it is expected that such combination should see a noticeable improvement.

3.3. Results

Table 2 and Table 3 display results from AMI corpus and AliMeeting corpus, respectively. SpatialNet represents the experiments using only the spatial feature and no acoustic features. BT(High-Res) stands for BeamTransformer with high resolution filterbank inputs. BT+SpatialNet represents the combination of BeamTransformer and SpatialNet.

BeamTransformer+SpatialNet is reportedly the best performed system on both AMI corpus and AliMeeting corpus, immediately followed by BeamTransformer with high resolution features. A relatively improvement of 15 – 16% on both precision and recall is observed on both corpus.

4. Conclusions

In this paper we investigated microphone array-based approaches in detecting overlapping speech segments. We discussed the importance of OSD in the system of speaker diarization and speech separation, and the lack of reliability in current state-of-the-art performances of frame-level OSD. We found that utilizing segment-level sequence information, along with spatial information, significantly improves the performance of overlapping speech detection. To achieve our goal, we propose a specific architecture named BeamTransformer that takes advantage of beamformer’s ability in spatial filtering and transformer’s renowned edge in capturing sequential knowledge.

More works could be done in the future. The reported performance was achieved by training on only 80-90 hours of data. Multi-microphone data simulation and augmentation techniques could be investigated to quickly enlarge the size of training data. Furthermore, even though the overlapping speech has been separated into different beams, a single-channel target speaker extraction approach can be applied to the corresponding beam. This way we can largely remedy the negative effects when OSD went wrong.
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