A Multiple Sclerosis Recognition via Hu Moment Invariant and Artificial Neural Network Trained by Particle Swarm Optimization

Ji Han¹ and Shou-Ming Hou¹,²

¹ Henan Polytechnic University, Jiaozuo 454000, Henan, China
  HanJi@home.hpu.edu.cn, housm@163.com
² Hebi Automotive Engineering Professional College, Hebi 454030, Henan, China

Abstract. Multiple sclerosis can damage the central nervous system, and current drugs are difficult to completely cure symptoms. The aim of this paper was to use deep learning methods to increase the detection rate of multiple sclerosis, thereby increasing the patient’s chance of treatment. We presented a new method based on hu moment invariant and artificial neural network trained by particle swarm optimization. Our method was carried out over ten runs of tenfold cross validation. The experimental results show that the optimization ability of particle swarm optimization algorithm is superior to the genetic algorithm, simulated annealing algorithm and immune genetic algorithm. At the same time, compared with the HWT+PCA+LR method and the WE-FNN-AGA method, our method performs better in the performance of the detection.
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1 Introduction

Multiple sclerosis (MS) is an immune-mediated disease characterized by inflammatory demyelinating lesions of the white matter of the central nervous system [1]. Multiple sclerosis involves the effects of genetic, environmental and viral factors [2]. Multiple sclerosis is more likely to occur in young people, especially young women. Treating patients as early as possible can help slow the progression of the disease. Therefore, early detection of multiple sclerosis will benefit the treatment of patients.

In early stages of MS, there are neurodegenerative behaviors such as axons and loss of neurons. These behaviors can be used to determine permanent limb accumulation and cognitive impairment [3]. The treatment of MS mainly includes acute phase treatment and remission treatment. At present, the treatment plan for the acute phase is treated with high-dose glucocorticoid shock therapy, and the treatment for remission is recommended to use disease modification therapy.

As the advantages of deep learning methods in medical detection become more prominent, more researchers tend to use deep learning methods to perform multiple...
sclerosis detection tasks. Alshayeji, Al-Rousan (2018) [4] proposed a high-efficiency detection system for multiple sclerosis based on neural network. Lopez (2017) [5] proposed a hybrid method combining principal component (PCA), Haar wavelet transform (HWT), and logistic regression (LR). Han and Hou (2019) [6] proposed a wavelet entropy (WE) with feedforward neural network (FNN), whose weights and biases were optimized through a new swarm intelligence method—adaptive genetic algorithm (AGA).

In the study, mathematical and morphological operations were used for feature extraction, and multi-layer feedforward neural networks were used to identify multiple sclerosis tissues. Currently, deep learning and transfer learning are widely used in medical image analysis [7–19]. Nevertheless, deep learning is not suitable for this study, because our dataset is too small.

In order to further improve the precision of detection, we use feedforward neural network in combination with hu moment invariant and particle swarm optimization algorithm to detect multiple sclerosis. The rest of the organization structure of this paper is as follows. Section 2 shows the source of the dataset used. Section 3 introduces the methods used to detect multiple sclerosis. Section 4 analyzes and discusses the experimental results. Section 5 summarizes the research contributions of the paper.

2 Dataset

Within our paper, the dataset we used were from Ref [17] and eHealth laboratory [20]. Table 1 shows the demographic characteristics of two datasets. 681 healthy slice brain images from 26 healthy controls and 676 MS slice brain images from 38 patients with multiple sclerosis were selected. All brain slice image data is guaranteed and confirmed by a professional brain surgeon. Therefore, the dataset used in the experiment is accurate and reliable.

| Subject                  | Provider            | NS1 | NS2 | Gender (m/f) | Age         |
|--------------------------|---------------------|-----|-----|--------------|-------------|
| Multiple sclerosis       | eHealth laboratory  | 38  | 676 | 17/21        | 34.1 ± 10.5 |
| Healthy control          | Dr. Pan et al.      | 26  | 681 | 12/14        | 33.5 ± 8.3  |

(ns1 = number of subjects; ns2 = number of slice)

3 Methodology

The implementation of our detection method is based on Hu moment invariant (HMI), feedforward neural network, and particle swarm optimization (PSO). Among them, HMI is used to extract the enhanced dataset, feedforward neural network is used for feature learning and classification, and PSO is used to optimize the trained model because of its intelligent optimization ability.
In this study, image moment is used as the shape descriptor. For a 2D brain image \( I(a, b) \), the raw moment \( M_{pq} \) of order \((p, q)\) is defined as

\[
M_{pq} = \Sigma_a \Sigma_b a^p b^q I(a, b)
\]  

(1)

where \(u, v = 0, 1, 2, \ldots\)

The central moment increases the translation invariance based on raw moment \[21\], and the central moment \( N \) is defined as

\[
N_{pq} = \Sigma_a \Sigma_b [a - E(a)]^p [b - E(b)]^q I(a, b)
\]  

(2)

\[
E(a) = \frac{M_{10}}{M_{00}}
\]  

(3)

\[
E(b) = \frac{M_{01}}{M_{00}}
\]  

(4)

The normalized central moment increases the scale invariant based on the central moment \[22\], and the normalized central moment \( \phi \) is defined as:

\[
\phi_{pq} = \frac{N_{pq}}{N_{00} \left( \frac{p+q}{2} + 1 \right)}
\]  

(5)

The hu moment increases rotation invariant based on normalized central moment \[23\]. Seven Hu moment invariants \( [\omega_1, \omega_2, \omega_3, \omega_4, \omega_5, \omega_6, \omega_7] \) are defined as:

\[
\omega_1 = \phi_{02} + \phi_{20}
\]  

(6)

\[
\omega_2 = 4\phi_{11}^2 + (\phi_{20} - \phi_{02})^2
\]  

(7)

\[
\omega_3 = (3\phi_{21} - \phi_{03})^2 + (\phi_{30} - 3\phi_{12})^2
\]  

(8)

\[
\omega_4 = (\phi_{03} + \phi_{21})^2 + (\phi_{12} + \phi_{30})^2
\]  

(9)

\[
\omega_5 = \left[ 3(\phi_{12} + \phi_{30})^2 - (\phi_{03} + \phi_{21})^2 \right] (\phi_{03} + \phi_{21})(3\phi_{21} - \phi_{03})
\]  

\[
+ \left[ (\phi_{12} + \phi_{30})^2 - 3(\phi_{03} + \phi_{21})^2 \right] (\phi_{12} + \phi_{30})(\phi_{30} - 3\phi_{12})
\]  

(10)

\[
\omega_6 = 4\phi_{11}(\phi_{03} + \phi_{21})(\phi_{12} + \phi_{30})
\]  

\[
+ \left[ (\phi_{12} + \phi_{30})^2 - (\phi_{03} + \phi_{21})^2 \right] (\phi_{20} - \phi_{02})
\]  

(11)

\[
\omega_7 = \left[ (\phi_{12} + \phi_{30})^2 - 3(\phi_{03} + \phi_{21})^2 \right] (\phi_{12} + \phi_{30})(3\phi_{21} - \phi_{03})
\]  

\[
- \left[ 3(\phi_{12} + \phi_{30})^2 - (\phi_{03} + \phi_{21})^2 \right] (\phi_{03} + \phi_{21})(\phi_{30} - 3\phi_{12})
\]  

(12)
Hu moment invariance (HMI) is successfully applied to object recognition, image detection, visual tracking, shape measurement, etc. due to its characteristics of translation, scale, and rotation invariants. [24]. In the future, we shall test other feature extractors [25–32].

3.2 Feedforward Neural Network

Feedforward neural networks (FNN) usually consist of an input layer, a hidden layer, and an output layer. The nodes of each adjacent layer are fully linked, and the size of the link weight reflects the closeness of the relationship between the two nodes. FNN can only propagate in the direction from input to output. The output of any neuron in the same layer will not affect other neurons, and there is a mapping relationship between the layers [33]. The structure of the general feedforward neural network is shown in Fig. 1.

3.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an algorithm for intelligent optimization by simulating the predation of birds [34]. Particles represent the solution to the problem, and fitness functions are used to evaluate the performance of the solution. During each iteration, local and global optimal solutions are selected to update the position of the particles. After several iterations, the particle will search for the optimal solution. The workflow of the PSO is shown in Fig. 2.
Assuming that there is only one optimal solution in region T, the position and velocity of each particle are updated according to Eqs. (13) and (14).

\[
V_{it}^{n+1} = wV_{it}^n + a_1 r_1 (P_{best}^n - Y_{it}^n) + a_2 r_2 (G_{best}^n - Y_{it}^n) \tag{13}
\]

\[
Y_{it}^{n+1} = Y_{it}^n + V_{it}^{n+1} \tag{14}
\]

where \(V_{it}^{n+1}\) represents the speed reached by the \(i\)-th particle in the \((n + 1)\)-th iteration, \(Y_{it}^n\) is the position of the \(i\)-th particle after \(n\)th iteration, \(w\) is inertia factor, \(a_1\) and \(a_2\) are acceleration constants, \(r_1\) and \(r_2\) are random numbers in the range \([0, 1]\), \(t\) represents the position and speed of the \(t\)-th dimension, \(P_{best}\), \(G_{best}\) represents the local optimal solution and the global optimal solution, respectively.

### 3.4 10-fold Cross Validation

The 10-fold cross validation in this paper is a method for assessing the accuracy of models built on datasets [35]. In 10-fold cross-validation, the data set is divided into 10 random subsets. In each iteration, one subset is selected as a test subset in turn, and the remaining nine subsets are used for training. After 10 iterations, the results of the verification are averaged to analyze the performance of the model [36]. This experiment will run 10 times 10-fold cross validation to ensure more accurate results.
4 Results and Discussions

4.1 Statistical Analysis

This proposed MS detection method “HMI-FNN-PSO” is implemented over 10 runs of 10-fold cross validation. Table 2 shows the results. Our method achieved satisfactory results on five indicators: sensitivity (Se), specificity (Sp), precision (Pr), accuracy (Ac), and F1 score (Fs). The test results of indicators Se, Sp, Pr, Ac, and Fs were 91.67 ± 1.41%, 91.73 ± 0.77%, 91.70 ± 0.78%, 91.70 ± 0.97%, and 91.67 ± 1.00%.

| Run | Se     | Sp    | Pr   | Ac    | Fs    |
|-----|--------|-------|------|-------|-------|
| 1   | 93.05  | 92.51 | 92.53| 92.78 | 92.78 |
| 2   | 94.38  | 92.95 | 93.00| 93.66 | 93.68 |
| 3   | 91.12  | 90.75 | 90.71| 90.94 | 90.91 |
| 4   | 92.75  | 92.36 | 92.37| 92.56 | 92.55 |
| 5   | 89.05  | 91.49 | 91.29| 90.27 | 90.14 |
| 6   | 90.98  | 91.63 | 91.54| 91.30 | 91.26 |
| 7   | 91.86  | 91.93 | 91.88| 91.90 | 91.87 |
| 8   | 91.86  | 90.31 | 90.39| 91.08 | 91.12 |
| 9   | 91.27  | 91.34 | 91.27| 91.30 | 91.27 |
| 10  | 90.38  | 92.08 | 92.03| 91.23 | 91.16 |

Average 91.67 ± 1.41 91.73 ± 0.77 91.70 ± 0.78 91.70 ± 0.97 91.67 ± 1.00

4.2 Training Algorithm Comparison

We compared PSO with three training algorithms: genetic algorithm (GA), simulated annealing (SA), and immune genetic algorithm (IGA). The results of 10 runs of 10-fold cross validation using GA, SA, and IGA are shown in Table 3, Table 4, and Table 5, respectively. Table 6 shows the results of the comparison and Fig. 3 shows the results in the form of a histogram. The experimental results confirm that the performance of our training algorithm is superior to the other three training algorithms, and our test standards are more than 90%. 
### Table 3. 10 runs of 10-fold cross validation using GA.

| Run | Se   | Sp   | Pr   | Ac   | Fs   |
|-----|------|------|------|------|------|
| 1   | 85.21| 85.76| 85.59| 85.48| 85.38|
| 2   | 84.62| 81.35| 81.83| 82.98| 83.20|
| 3   | 84.02| 78.71| 79.73| 81.36| 81.78|
| 4   | 84.32| 84.43| 84.31| 84.38| 84.30|
| 5   | 83.88| 85.16| 85.00| 84.52| 84.38|
| 6   | 85.21| 86.34| 86.09| 85.78| 85.64|
| 7   | 81.36| 81.64| 81.52| 81.50| 81.42|
| 8   | 84.91| 86.93| 86.60| 85.92| 85.74|
| 9   | 82.54| 85.47| 85.01| 84.01| 83.74|
| 10  | 84.91| 85.91| 85.71| 85.41| 85.30|
| Average | 84.10 ± 1.19 | 84.17 ± 2.54 | 84.14 ± 2.18 | 84.13 ± 1.60 | 84.09 ± 1.47 |

### Table 4. 10 runs of 10-fold cross validation using SA.

| Run | Se   | Sp   | Pr   | Ac   | Fs   |
|-----|------|------|------|------|------|
| 1   | 79.44| 78.71| 78.75| 79.07| 79.09|
| 2   | 81.07| 79.14| 79.51| 80.10| 80.25|
| 3   | 82.10| 82.96| 82.72| 82.53| 82.41|
| 4   | 77.22| 81.20| 80.31| 79.22| 78.73|
| 5   | 81.66| 82.38| 82.17| 82.02| 81.90|
| 6   | 78.25| 76.07| 76.47| 77.16| 77.33|
| 7   | 81.07| 78.71| 79.07| 79.88| 80.06|
| 8   | 77.37| 80.47| 79.73| 78.92| 78.53|
| 9   | 79.59| 77.68| 77.97| 78.63| 78.77|
| 10  | 80.47| 81.94| 81.56| 81.21| 81.00|
| Average | 79.82 ± 1.66 | 79.93 ± 2.12 | 79.83 ± 1.83 | 79.87 ± 1.56 | 79.81 ± 1.53 |

### Table 5. 10 runs of 10-fold cross validation using IGA.

| Run | Se   | Sp   | Pr   | Ac   | Fs   |
|-----|------|------|------|------|------|
| 1   | 87.57| 88.40| 88.23| 87.99| 87.90|
| 2   | 84.32| 85.76| 85.44| 85.04| 84.88|
| 3   | 87.43| 86.49| 86.53| 86.96| 86.97|
| 4   | 88.61| 90.16| 89.98| 89.39| 89.28|
| 5   | 86.54| 86.93| 86.79| 86.74| 86.66|
| 6   | 85.06| 83.26| 83.46| 84.16| 84.25|
| 7   | 83.58| 81.06| 81.41| 82.31| 82.48|
| 8   | 84.17| 84.58| 84.42| 84.38| 84.30|
| 9   | 86.83| 85.61| 85.70| 86.22| 86.25|
| 10  | 86.69| 89.43| 89.09| 88.06| 87.87|
| Average | 86.08 ± 1.60 | 86.17 ± 2.64 | 86.11 ± 2.48 | 86.12 ± 2.04 | 86.08 ± 1.97 |
4.3 Comparison with State-of-the-Art Algorithms

We compared our method with two state of the art approaches: one based on Haar wavelet transform (HWT), principal component analysis (PCA), and logistic regression (LR). Another based on wavelet entropy (WE), feedforward neural network (FNN), and adaptive genetic algorithm (AGA). Table 7 shows the results of the comparison. In Fig. 4, the comparison results are more intuitive in the form of a histogram. From an precision point of view, the experimental results of HWT+PCA+LR [5] and WE-FNN-AGA [6] were 87.51% and 86.32 ± 0.86%, respectively. However, the precision of our method is 91.70 ± 0.78%, so it is significantly better than the two state-of-the-art approaches.
In this paper, we conduct research based on the detection of brain images of multiple sclerosis. Combine hu moment invariant and particle swarm optimization algorithms with feedforward neural networks. Our main research contributions are shown below:

(1) For the first time, we applied Hu Moment invariant and feedforward neural networks to the detection of multiple sclerosis, which improved the detection rate and helped patients with early treatment.

(2) In order to improve the optimization ability, a particle swarm algorithm is proposed and the performance is superior.

(3) Compared with other state-of-the-art approaches, the proposed method achieves the best performance in terms of index Se, Sp, Pr and Ac. Test results show that our detection performance is significantly better than the HWT+PCA+LR and WE-FNN-AGA approach.

In future research, we will further innovate in algorithms to improve detection accuracy and make more contributions to the early detection of multiple sclerosis.
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