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Recently, non-fullerene (NF) polymer solar cells (PSCs), where new electron acceptor (eA) materials are blended with a donor–acceptor (D–A) copolymer as an electron donor (eD), have shown promising power conversion efficiencies up to 18%. Some of the best-performing NF PSCs use the eD copolymers PBDB-TzBi, PDTB-EF-T, and PBDB-T-2F, and either a D–A copolymer P(NDI2OD-T2) or small molecule acceptors (SMAs) ITIC-4F and ITIC-2Cl as the NF eA compounds. Here we investigate these systems with density functional theory methods and extend our previous study of the multi-state fragment charge difference (FCD) electronic coupling scheme by applying it to the calculations of charge transfer (CT) rates for exciton dissociation and charge recombination (CR) processes at local eD–eA interfaces. Despite similar backbone structures and optical properties, the studied eD copolymers have different conformational, ionization, excitation, and CT characteristics. The electronic couplings and CR rates depend strongly on the relative positioning of the eD and eA compounds in the eD–eA complexes. While the main CT path is from eD to the eA compound, CT from eA to the eD compound is also predicted in the polymer–polymer PBDB-TzBi–P(NDI2OD-T2) system. The multi-state FCD electronic couplings are independent of the number of the excited states included in the calculations when using a dispersion-corrected optimally tuned long-range corrected functional. The calculated CR rates are slower in the polymer–SMA systems than in the polymer–polymer system, which could partly account for their higher experimentally observed efficiencies in devices.

Introduction

Polymer solar cells (PSCs) have a great potential as a low-cost, lightweight, flexible, and scalable technology for light conversion.1,2 So far, the most studied systems have included fullerene derivatives as the electron acceptor (eA) materials with conjugated donor–acceptor (D–A) copolymers as the electron donor (eD) materials. Although these fullerene-based PSCs have achieved promising power conversion efficiencies (PCEs) of ca. 12%,3,4 they possess several hindrances, such as limited possibilities to tune the chemical structures and energy levels of fullerene derivatives, high synthesis cost, poor light absorption in the visible and infrared spectral regions, and morphological instabilities.5,6 To overcome these limitations, the researchers have developed alternative eA materials with tunable structural and optoelectronic features, which can be matched with a wider range of eD copolymers. As a consequence, a rapid and encouraging progress has been made in designing fullerene-free, i.e. non-fullerene (NF) PSCs during the past few years.5,7

In all-polymer solar cells (APSCs), D–A copolymers composed of electron-rich donor and electron-deficient acceptor units in the constitutional repeating unit (CRU) are employed as both the eD and eA materials. This type of a design strategy8,9 has enabled fine-tuning of the structural and optoelectronic properties, e.g. ionization energies (IE), electron affinities (EA), and optical gaps, of the D–A copolymers by selecting the backbone donor and acceptor units with the desirable characteristics.10 Controlling these features for the eA compounds can yield APSC devices with improved light absorption, higher open-circuit voltage, and enhanced long-term stability compared to the conventional, fullerene-based PSCs.5 Especially, naphthalene diimide (NDI) based copolymers have been popular eA materials in APSCs due to their large EAs, high electron mobilities,
and good thermal and oxidative stabilities.\textsuperscript{11,12} The highest PCEs have been ca. 12\%\textsuperscript{13,14} for APSCs using poly[[N,N\textsuperscript{-}bis(2-octyl-dodecyl)naphthalene-1,4,5,8-bis(dicarboximide)-2,6-diyl-alt-5,5\textsuperscript{-}bis(2,2\textsuperscript{-}bithiophene)] (P(NDI2OD-T2), also referred to as N2200) as the eA material\textsuperscript{15} (Fig. 1). These efficiencies have been surpassed recently with a new eA copolymer (PJ1), which is based on a small molecule acceptor (SMA) building block leading to the PCE of 14.4\%.\textsuperscript{16}

Another emerging type of the efficient NF PSCs makes use of \pi-conjugated SMAs as the eA materials, whose acceptor–donor–acceptor (A–D–A) structure leads to strong intramolecular electron push–pull effects similar to the ones in D–A copolymers. For example, in a successful ITIC\textsuperscript{17}, an electron-donating, bulky seven-ring indacenodithieno[3,2-b]thiophene (IT) core is end-capped with electron-withdrawing 2-(3-oxo-2,3-dihydroinden-1-ylidene)malononitrile (INCN) groups. This type of a rigid A–D–A structured backbone results in the extended conjugation and reduces reorganization energy, which is beneficial for charge transport.\textsuperscript{17,18} However, on the downside, planar backbones with the extended conjugation may lead to the undesired aggregation behavior for ITIC (and other SMAs) and consequently decreased efficiencies of PSCs. Thus, four 4-hexylphenyl have been substituted to the IT core to restrict the planarity and consequently aggregation of ITIC in blend films. The advantages of ITIC derivatives are strong light absorption and good electron mobility. Furthermore, their properties can be easily tuned via molecular modifications, while simultaneously maintaining their key aspects of efficient eAs.\textsuperscript{19,20} For example, NF-SMA PSCs based on ITIC derivatives with halogenated (e.g. fluorinated or chlorinated) end groups have some of the highest.
PCEs (ca. 15%) for PSCs. The record PCEs (ca. 18%) for the NF PSCs have been achieved recently with a SMA \( \text{Y6} \) consisting of dithienothiophen[3,2-\( \beta \)]-pyrrolobenzothiadiazole core and 2-(5,6-difluoro-3-oxo-2,3-dihydro-1H-inden-1-ylidine) malononitrile side groups.

The NF eA materials discussed above have either small (i.e., below 1.50 eV; ca. 1.48 eV for \( \text{PNDI2OD-72} \)) or medium (i.e., 1.50–1.90 eV; ca. 1.60 eV for ITIC) bandgaps. Thus, to achieve a wide absorption of the solar spectrum and efficient NF PSCs, they are typically combined with medium- or wide-bandgap (>1.9 eV) copolymers as the eD compounds. These kinds of copolymers (Fig. 2) include pol[y(4,8-bis[5-(2-ethylhexyl)thieno-2-yl]benzo[1,2-b:4,5-b']dithiophene-4,8-di(thien-2-yl)-6-octyl-2-ocetyl-5H-pyrrolo[3,4-f]benzotriazole-5,7-(6H)-dione] (referred to as PBDT-TzBI in this work; known also as PTzBi\( \text{27} \) or PTZBiBDT\( \text{28} \)), PDDB-\( \text{EF-T} \), and pol[y[2,6-4,8-bis(5-(2-ethylhexyl)-4-fluorothiophen-2-yl]benzo[1,2-b:4,5-b']dithiephene]-alt-[5,5-(1’,3’-bis[thiophen-2-yl]-5,7’-bis(2-ethylhexyl)benzo[1’2’:c’-4’,5’-c’][dithiophene-4,8-dione]]].\(^{29,30}\) The electronic and optical properties of two NF SMAs (ITIC\( \text{47,48} \) and ITIC-4F\( \text{47,48} \)) have been investigated both in the all-polymer \( \text{PTzBiBDT} \) and in the poly-fullerene system. Our latest study\( \text{49} \) has also compared the packing of the morphologies, and thus a deeper understanding of the electronic structure–function relations and CT characteristics of these compounds is still required.

For the efficiency charge generation in PSCs, the rates of exciton dissociation (ED) should be maximized, whereas the rates of charge recombination (CR) should be minimized.\(^{23,24}\) In the previous theoretical studies of the NF PSCs systems, the ED and CR rates have also been evaluated to gain deeper understanding of these CT pathways.\(^{47–49}\) The electronic coupling \( (H_0) \) between the initial \( (i) \) and final \( (f) \) charge-localized, \( i.e. \), diabatic states is one of the key parameters defining the CT rates.\(^{22}\) Number of different theoretical approaches have been developed for calculating the couplings.\(^{33–35}\) In the studies of polymer-fullerene-based PSC systems, the two-state fragment charge difference (FCD)\(^55\) and generalized Mulliken–Hush (GMH)\(^{57,58}\) schemes have been popular choices.\(^{39–42}\) However, if a component of the local excitation is mixing with the CT state of interest, multiple adiabatic states should be included to obtain a more accurate description of the diabatic states.\(^{53,64}\) In our previous studies,\(^{65,66}\) we have observed the tendency of the long-range-corrected (LRC) functionals to predict mixed CT states for the polymer–fullerene systems. Our latest study\(^6\) showed that use of the multi-state FCD and GMH schemes\(^44\) with both the non-tuned and optimally-tuned (OT) LRC functionals reduces this mixing. In the previous studies of the NF PSC systems, the GMH scheme has been applied in conjunction with the (non-tuned) LRC functional CAM-B3LYP for \( \text{PBDB-T–ITIC} \), and with the OT-oB97X-D functional for \( \text{PBDB-T–ITIC} \).\(^{49}\) However, the FCD scheme, which we observed\(^44\) to be less sensitive to the number of states and the choice of the calculation method compared to GMH, does not seem to have been applied for the NF PSC systems yet. Furthermore, it is beneficial to investigate, whether the inclusion of multiple states effects the electronic couplings of the NF PSC systems. Information regarding the effect of the dispersion corrections included in the DFT functional on the multi-state coupling calculations is still missing, as well.

In this work, we will investigate via DFT and time-dependent DFT (TDDFT) methods a selected set of eD (Fig. 2) and eA (Fig. 1) compounds, which have been recently employed in some of the most efficient NF PSCs.\(^{6,27,29,31,67}\) The selected eD compounds include D–A copolymers \( \text{PBDB-TzBI}, \text{PDDB-\( \text{EF-T} \), and \( \text{PBDB-T–2F} \), whereas for the eA compounds, the D–A copolymer \( \text{PNDI2OD–72} \), the SMA \( \text{ITIC} \), and its fluorinated and chlorinated counterparts, \( \text{ITIC} \text{-4F} \) and \( \text{ITIC} \text{-2CI} \), respectively,
have been chosen. We use theory to shed light on those characteristics that make the selected compounds successful and on the CT processes that take place at their local eD–eA interfaces. The first part of the work will explore the structural, ionization, excitation, and optoelectronic properties of the individual eD and eA compounds. In the second part, we will examine the local interfacial configurations, CT characteristics, and CT rates for the ED (eD*–eA → eD–eA–*) and CR (eD–eA → eD–eA) processes of the corresponding eD–eA complexes. For obtaining the CT rates, we utilize the multi-state FCD scheme to calculate the electronic couplings. This work extends our previous study of the effects of the two- versus multi-state treatments on electronic couplings in fullerene-based PSC systems by exploring the influence of multiple states and dispersion corrections on coupling values of the studied NF PSCs. Based on our other’s findings on organic solar cell systems, dispersion corrections are important for describing weak dispersion interactions at their local eD–eA interfaces. Furthermore, tuned LRC functionals have performed well in calculations of both the individual PSC compounds and local interfaces. Thus, the OT version of the dispersion corrected LRC functional ωB97X-D was selected to investigate the effects of both the tuning of a LRC functional and dispersion corrections on the electronic coupling values. In some of the TDDFT calculations, we employ also the global hybrid PBE0 functional for comparison.

Computational details

Models

The eD and eA compounds studied here (see Fig. 1 and 2) comprise both of the D–A copolymers (PBDT-TzBI, PDTB-EF-T, PBDB-T-2F, and P[NDI2OD-T2]) and the A–D–A-type SMAs (ITIC, ITIC-2Cl, and ITIC-4F). In most calculations, the full-length side chains of the compounds were replaced by methyl groups to reduce the computational cost, except for some of the relaxed potential energy surface (PES) scans of the side groups to check the dihedral angles within the side groups and between the side groups and the backbone donor or acceptor units. We note, however, that long alkyl side chains affect the solid-state packing and resulting optoelectronic characteristics, and they should be included, e.g. when the atomistic simulations of blends are carried out.

The eD and eA copolymer models are defined by their CRUs (i.e. the repeating units, n). A CRU consists of donor and acceptor units and additional thiophene spacers. The monomer and oligomer models of the copolymers consist of 1–4 CRUs and will be referred to as BDT-TzBI, DTB-EF-T, BDB-T-2F, and NDI2OD-T2 (without P in front). The relative orientations of their backbone units were selected based on the relaxed PES scans (see Methods below and Fig. S1–S3 for the studied dihedrals). Within the CRU of a D–A copolymer, neighboring donor and acceptor units can be either anti to each other, i.e. the neighboring heteroatoms of the units are on the opposite sides, or syn to each other, i.e. the neighboring heteroatoms are on the same side. Similarly, the neighboring CRUs can be either anti or syn with respect to each other. In the text, the conformations are referred to as: anti/anti or anti–anti/anti, where the first word (or words) refers to the conformation(s) within one CRU and the second word to the conformation between two CRUs. Here, we have considered only the energetically most stable conformations for each copolymer.

Monomer models (i.e. hydrogen-terminated CRUs, n = 1) of the D–A copolymers were used in the PES calculations to determine the optimal dihedral angles within the backbone. Furthermore, the monomers were employed in the eD–eA complexes (see below). In the studies of the structural, ionization, and excitation characteristics of the individual eD and eA compounds, trimers (n = 3) were used as the oligomeric models of the D–A copolymers. As an exception, P[NDI2OD-T2] was modeled using a tetramer (n = 4) to keep the relative conjugation lengths (i.e. the number of the double bonds, N, within the shortest path between the terminal carbon atoms of the backbone) in the copolymer models consistent with each other.

The eD–eA complexes were constructed using the optimized GS geometries of the monomer models of the eD and eA copolymers and the ITIC-based eA compounds. In addition, dimer models of both the eD copolymer PBDT-TzBI and eA copolymer P[NDI2OD-T2] were used in one complex configuration to study the effect of a longer oligomer on the local structure and CT characteristics at the eD–eA interface. In all complexes, the eD models were oriented in the xy plane along the x axis. Three configurations of each complex were studied: the eA model was positioned above the donor, thiophene, and acceptor unit of the eD model along the x axis by superposing the centroids of the specific heterocyclic aromatic rings with the initial intermolecular distance of 4 Å (see the ESI† for further information of construction of different configurations). After this, the complexes were fully optimized without any constraints (see Methods).

Methods

All the calculations were carried out with the Gaussian 16 Rev.B01 suite of programs, except for the electronic coupling calculations of the complexes, which were carried out with the Q-Chem 4.2 software. The LRC ωB97X-D functional was selected, as it includes the dispersion corrections and is recommended for studying systems with extended π-conjugated structures.

To determine the relative orientations of the backbone units in the eD and eA compounds for the further calculations, the torsional potentials between the adjacent units within the monomer models of the eD and eA copolymers and the eA compound ITIC in their neutral GS geometries were determined with the relaxed PES scans at the ωB97X-D/6-31G** level of theory in vacuum (with the default range-separation parameter, ω, of 0.2 bohr−1). The PES scans were carried out also for the dihedral angles between the BDT donor unit and the full-length alkyl thiophene side groups of the eD models [BDT-TzBI, DTB-EF-T, and BDB-T-2F] in addition to those between the BDD acceptor unit and alkyl side chains of BDB-T-2F to check their relative orientations (Fig. S3†). The constrained geometry optimizations were carried out at 5° intervals, i.e. the studied
The dihedral angle was kept fixed while fully optimizing the geometry of the rest of the compound.

For all the other DFT and TDDFT calculations, the optimally tuned dispersion corrected functional, OT-ωB97X-D, was used with the 6-31G** basis set, unless stated otherwise (see the next paragraph). For this purpose, the ω value in ωB97X-D was optimally tuned in vacuum with the gap tuning procedures for the individual eD and eA compounds and the eD–eA complexes. The OT ω values were determined with an accuracy of 0.01 bohr⁻¹ using the 6-31G** basis set. The GS geometries of the neutral eD and eA compounds and their radicals, i.e. cations and anions, were fully optimized with DFT. In the characterization of the individual compounds, calculations were carried out in vacuum, solvent, and blend environments, unless stated otherwise. Solvation effects were included by means of the conductor-like polarizable continuum model (CPCM) using the static (εs) and dynamic (i.e. optical, εop) dielectric constants of 4.7113 and 2.090627, respectively, for CHCl₃. For the blend environment, the εs and εop of 4.00 and 2.25 were used, respectively, which are approximate values employed in previous studies for different organic semiconductors. For studying ionization of the eD and eA compounds, their vertical and adiabatic ionization energies (IEs, VIE and AIE) and electron affinities (EAs, VEA and AEA) were calculated with eqn (S3)–(S6) (ESI†). The intramolecular reorganization energies for the hole (λh) and electron (λe) transfer of the eD and eA compounds were calculated with eqn (S7) and (S8).†

For examining the intramolecular CT character of the NF PSC compounds and determining their UV-vis absorption spectra, the vertical excitation energies for the 10 lowest excited singlet states of the isolated eD and eA compounds were carried out with TDDFT. For the ITIC derivatives, the vertical excitations for the 20 lowest excited singlet states were required to yield the best description of the UV-vis spectra. Additionally, the TDDFT calculations of the individual eD and eA compounds were carried out in CHCl₃ at the PBE0/6-31G** level of theory using the OT-ωB97X-D-optimized geometries for comparing with the OT-ωB97X-D calculated spectra. The graphical illustrations of the UV-vis absorption spectra were created via convolution of the calculated singlet vertical transition energies and oscillator strengths using a Gaussian-shape broadening with a full width at half-maximum (FWHM) of 0.30 eV.

The nature of the excited states for both the individual NF PSC compounds and their complexes was described using natural transition orbitals (NTOs) as a representation for the transition density matrix. The NTOs for the complexes were obtained from the TDDFT calculations carried out with Q-Chem, whereas the NTOs of the individual compounds were generated from the TDDFT calculations using Gaussian. Only the dominant pairs of the NTOs, i.e. those with the largest eigenvalues (βNTO) indicating the fraction of a particular hole–electron excitation to the overall transition, were considered. In the case of the individual compounds, the contributions of the backbone units to the NTOs were determined using the C-Squared Population Analysis (C-SPA) as implemented in Multiwfn 3.6. For the eD–eA complexes, the nature of the states was determined from the pictorial presentations of the NTOs and calculating the contributions of the eD and eA compounds to the NTOs by using the C-SPA within a self-made code. Pictorial presentations of the geometries and NTOs were generated using ChemCraft 1.8.25

The CT rates for the ED and CR processes taking place at the local interfacial complexes were calculated with the semi-classical Marcus theory:  

$$k_{ED/CR} = \frac{|H_{ed}|^2}{\hbar} \sqrt{\frac{\pi}{4\lambda_B T}} \exp \left[ -\frac{(\Delta G + \lambda)^2}{4\lambda_B T} \right],$$  

(1)

where $H_{ed}$ is the electronic coupling between the initial and final states of the CT process considered; $\lambda_B$ and $\hbar$ are the Boltzmann and reduced Planck constants, respectively; $T$ is temperature (293.15 K here); $\lambda$ is the (intermolecular) reorganization energy (with the inner, $\lambda_i$, and outer, $\lambda_o$, contributions, see eqn (S9) in ESI†); and $\Delta G$ is the Gibbs free energy. For calculating the inner reorganization energy, $\lambda_i$ (eqn (S10)–(S13) in ESI†), and $\Delta G$ (eqn (S16)–(S19) in ESI†), the geometries of the lowest excited singlet states ($S_1$) of the isolated eD monomers were optimized with TDDFT and those of the radicals (cations of these eD monomers and the anions of the eA compounds) were optimized with DFT. For defining the electronic couplings, vertical excitation energies, and adiabatic charge differences for the 10 lowest excited singlet states of the eD–eA complexes were calculated using TDDFT in the FCD scheme, which is incorporated in the Q-Chem 4.2 software. For the complexes of the polymer–polymer system of PBDT-TzBI and P[NDI2OD-T2], the 25 lowest excited singlet states were considered. The two-state FCD coupling values (see eqn (S20) and (S21)†) obtained from the Q-Chem calculations were taken directly, whereas the electronic couplings with multiple states (>2) were determined with the multi-state version of FCD* in accordance with our previous work for further details, see eqn (S22)–(S25) in ESI†.

Results and discussion

Ground-state structural properties of the eD and eA compounds

To better understand the characteristics of the studied NF PSC compounds, we begin by exploring the geometrical structures of the individual eD oligomers and eA compounds. The shapes and sizes of the π-conjugated donor and acceptor units and the inclusions of the additional spacer units between them are among the factors defining the shapes of the backbones of both the D–A copolymers and SMAs. In addition, conformational preferences and resulting torsions induced by weak non-bonding interactions between heteroatoms and between heteroatoms and hydrogens in the adjacent electron-rich and electron-deficient units affect the shape of the backbone.

First, we will consider the eD copolymers. Based on their OT-ωB97X-D-optimized (see Tables S1 and S2† for the OT ω values) GS trimer geometries, BDT-TzBI, DTB-EF-T, and BBD-T-2F have twisted backbones with different curvatures (Table 1 and Fig. 3). The backbones of BDT-TzBI and BBD-T-2F have sine wave patterns, whereas that of DTB-EF-T has a zigzag pattern.
**Table 1** Energetically the most stable conformations, backbone types, and planarity of the backbones of the studied eD and eA compounds calculated at the OT–ωB97X-D/6-31G** level of theory in different environments. The dihedral angles for the eD and eA compounds calculated in blend.

| Type | Compound | n | N | Conformation | Backbone type | Planarity | α_1 | α_2 | α_3 | θ_{CRU-CRU} |
|------|----------|---|---|--------------|---------------|-----------|-----|-----|-----|-------------|
| eD   | BDT-TzBI | 3 | 30 | Anti–syn/anti | Sine wave     | Twisted   | 157–159 | 41–42 | 43–44 | 159–162     |
|      | DTB-EF-T | 3 | 30 | Anti/syn     | Zigzag        | Twisted   | 159–162 | 159–160 | 131–152 | 45          |
|      | BDB-T-2F | 3 | 30 | Anti-syn/anti | Sine wave     | Twisted   | 156–162 | 39–44 | 43–44 | 175–178     |
| eA   | NDI2OD-T2 | 4 | 28 | Syn–anti/syn | Helical       | Twisted   | 56–57  | 152–153 | —    | 60–61       |
|      | ITIC     | — | —  | Anti         | Linear        | Planar    | 180   | —    | —    | —           |
|      | ITIC-4F  | — | —  | Anti         | Linear        | Planar    | 180   | —    | —    | —           |
|      | ITIC-2Cl | — | —  | Anti         | Linear        | Planar    | 180   | —    | —    | —           |

* The neutral GS geometries. † See Fig. S1 and S2 for the definition of the dihedral angles. The dihedral angles of the eD and eA compounds determined in vacuum and CHCl₃ are presented in Table S3. ** Number of the CRUs in the studied oligomer. ‡ Number of the double bonds in the studied oligomers.

Furthermore, the curvature of the backbone increases in the order of DTB-EF-T < BDT-TzBI < BDB-T-2F, which can impact the degrees of ordering and folding of the copolymer chains and the mixing of the eD and eA compounds in the blends. The backbones of the eD trimers are predicted to have similar torsional twists of 2–49° from planarity regardless of the surrounding medium (Table 1 and Fig. 3; see also Table S3 and Fig. S1† for the PES curves). In all cases, each BDT donor unit and its neighboring thiophene spacers are anti to each other in the eD trimer models due to the repulsive S⋯S interactions. The thiophenes and acceptor units are syn to each other in BDT-TzBI and BDB-T-2F because of the possible nontraditional hydrogen bonding between the carbonyl oxygen of the acceptor unit and the C–H hydrogen of the neighboring thiophene. In DTB-EF-T, the thiophenes are anti to each other, except for those between the adjacent CRUs that are syn to each other due to a possible hydrogen bonding between the hydrogen of the unsubstituted thiophene and the carbonyl oxygen of the ester group in the thiophene of the next CRU. The same conformation has been also predicted for the dimer model of PDTB-EF-T in the original study of Li et al. 

Next, we will turn our attention to the eA compounds. The OT–ωB97X-D functional predicts that the eA tetramer NDI2OD-T2 has a slightly helical backbone with a small curvature most probably due to the syn–anti/syn conformation (see below). The thiophene donors are predicted to be anti to each other with the torsion from planarity of ca. 27–28° between them (see Tables 1 and S3†), which is in line with, although somewhat smaller than the previous findings (the torsion of 32° from planarity by B3LYP/6-311G**). The thiophene donor and NDI acceptor

---

**Fig. 3** Optimized GS geometries of the trimers of the studied eD copolymers calculated at the OT–ωB97X-D/6-31G** level of theory (in blend). In the side-view figures (on the right), the hydrogens are not shown for the clarity.
units of NDI2OD-T2 are not in the same plane due to the relatively large dihedral angles (ca. 60°) between them (Tables 1, S3, Fig. 4 and S2†). Similar, although somewhat smaller dihedrals have been predicted previously theoretically (syn-conformation: 42° and anti-conformation: 138°) using the global hybrid functional B3LYP (with the 6-311G** basis set) and experimentally (syn: 37° and anti: 142°) with the IR and reflection–absorption IR spectroscopy measurements.†‡ Here, the use of a LRC functional and truncated side groups could explain, respectively, the differences compared to the previous theoretical and experimental results.†‡ Larger (ca. 65°) than the experimental dihedrals have been obtained previously also with a (non-tuned) LRC CAM-B3LYP functional.†‡ Here, the adjacent NDI acceptor and thiophene donor units in NDI2OD-T2 are predicted to be syn to each other, i.e. the sulfur atoms of the thiophene donors and the closest carbonyl oxygens of the neighboring acceptor units are on the same side. Previous theoretical studies have predicted varying results for the preferred orientation between the NDI and thiophenes depending on the copolymer model and functional: (i) equally stable anti and syn conformations (for the dimer model, B3LYP/6-31G*), (ii) more favorable anti (for the monomer and pentamer models, B3LYP/6-31G**), or (iii) more favorable syn conformation (for the dimer model, CAM-B3LYP/6-31G*). Further, the inclusion of full-length side chains and presence of the other NDI2OD-T2 chains play a role in defining the more favorable conformation in the real blend environment.†‡ The OT-LRC functional OT-ωB97X-D predicts that the backbones of the SMA compounds ITIC, ITIC-4F, and ITIC-2Cl are completely planar (Table 1, Fig. 4 and S2†). In the experimental X-ray diffraction analysis of ITIC and fluorinated ITIC derivatives, somewhat larger torsions (4–16°) between the IT core and the INCN end-groups have been observed for their single-crystal structures.†* Based on our calculations, ITIC prefers the syn-conformation, where the sulfurs of the IT donor core and the carbonyl oxygens of electron-deficient INCN end-groups are on the same side. This finding is consistent with both the previous theoretical calculations carried out at the B3LYP/6-31G** level of theory†* and experimental X-ray diffraction analysis.†* Based on these modeling results on ITIC compounds, both the extended π-conjugation and planarity have been gained via fused sp2-hybridized rings, which agree with the experimental goals for SMAs to pursue strong light absorption and good charge mobility, respectively.‡* The degree of the aromaticity and delocalization of the π-electrons in the polymers, i.e. π-conjugation, is described by the bond length alternation (BLA) parameter, which is defined here as the average value of the differences between adjacent single and double C–C bonds. Greater delocalization leads to equalized bond lengths and thus to the lower BLA values.†* The BLA values calculated for the centermost CRUs (BLAmiddle) of the (neutral) GS geometries of the eD trimers BDT-TzBI, DTB-EF-T, and BDB-T-2F are very similar (Table 2, see Table S4† for the total BLA values) indicating similar delocalization along their conjugation paths (see Fig. 5). Moreover, the BLAmiddle of the eA tetramer NDI2OD-2T, which has been calculated for the innermost donor and acceptor units, is only slightly larger than those of the eD trimers. If two innermost CRUs of NDI2OD-2T are considered instead, the BLAmiddle values increase somewhat. Based on the positive BLAmiddle, these eD and eA copolymers have highly alternated single and double C–C bond patterns in their backbones (also referred to as an “aromatic” character in literature sometimes). The environment does not seem to have

![Fig. 4](image-url) Optimized GS geometries of the tetramer of the studied eA copolymer (NDI2OD-T2) and the SMA eA compounds (ITIC, ITIC-4F, and ITIC-2Cl) calculated at the OT-ωB97X-D/6-31G** level of theory (in blend). In the side-view figures (on the right), the hydrogens are not shown for the clarity.
strong effect on the BLA\textsubscript{middle} values, as they are very similar in blend, CHCl\textsubscript{3}, and vacuum. Here we note that for molecules with a large degree of conjugation (i.e. long polyene and cyanine chains), the tuning of \( \omega \) may lead to incorrect BLA values, which may originate from the lack of size-consistency and an unbalanced description of \( \sigma \) and \( \pi \) orbitals in the tuned LRC functionals.\textsuperscript{111} However, as we are merely interested in the relative results between different compounds and not the absolute values, we expect the OT-LRC functional to be suitable for this case.

In conclusion, while some similar features are observed for the studied eD and eA compounds, they have distinguished features in the shapes of their backbones, degrees of the planarity, and conformational preferences, which may have impact on their packing and mixing behavior in the photoactive blends. However, we note that in the case of the copolymers, more than one backbone conformation can coexist in real solvent and solid-state environments.\textsuperscript{105,112} Moreover, the polymer chains may adopt conformations in blends other than those predicted for single chains due to the stabilizing effects of the bulk interchain interactions.\textsuperscript{113} The inclusion of the full-length side chains also can lead to somewhat different results compared to our models with truncated CH\textsubscript{3} side groups. For example, DFT PES scans of several D-A copolymers have been noted to yield more planar structures for the monomer models of CRUs than in aggregates given by MD simulations.\textsuperscript{114} Nevertheless, these results shed more light on the intrinsic properties that may impact the interactions between the studied eD and eA compounds at their eD-eA interfaces.

**Ionization of the eD and eA compounds**

In the next paragraphs, we compare the ionization (both the oxidation and reduction) characteristics of the studied eD and eA compounds. In general, oxidation and reduction cause notable changes in the geometries of the eD and eA oligomers, as is observed from the bond length differences (Fig. 5 for blend and Fig. S4\textsuperscript{f} for vacuum and CHCl\textsubscript{3}) and the BLA values (Tables 2 and S4\textsuperscript{f}) of the radicals (cation and anion) with respect to the corresponding neutral compounds. The largest changes in the eD and eA oligomers caused by oxidation and reduction occur mainly in their middle regions, i.e. the centernost CRUs, although there are some variations depending on the surrounding medium. Moreover, larger intramolecular reorganization energies for the hole (\( \lambda_h \)) and electron (\( \lambda_e \)) transfer, which correspond to the relaxation energies of the compounds upon oxidation and reduction, respectively, are predicted in blend and CHCl\textsubscript{3} indicating somewhat larger geometrical changes in these environments compared to vacuum (Table 2). Ionization of the neutral oligomers mainly shortens the single bonds and lengthens the double bonds resulting in an inverse single-double C-C bond pattern compared to the neutral GS geometries. Decreased bond length alternation between single and double bonds and thus increased delocalization can be observed also from smaller BLA\textsubscript{middle} values of the most radicals compared to the neutral compounds (Table 2).

Oxidation induces rather similar geometrical changes to all three eD trimer models, as can be observed from their bond length difference patterns (Fig. 5 and S4\textsuperscript{f}). However, the

---

**Table 2** BLA\textsubscript{middle} values\textsuperscript{a} and intramolecular reorganization energies\textsuperscript{b} of the studied eD and eA compounds\textsuperscript{c} calculated at the OT-\( \omega \)B97X-D/6-31G** level of theory in vacuum, CHCl\textsubscript{3} (in parentheses), and blend (in brackets)

| Compound     | S\textsubscript{0} (GS) | S\textsubscript{1} | Cation       | Anion       | \( \lambda_h \) (eV) | \( \lambda_e \) (eV) |
|--------------|-------------------------|-------------------|--------------|--------------|-----------------------|-----------------------|
| BDT-TzBI     | 0.046                   | 0.006             | 0.016        | 0.017        | 0.30                  | 0.42                  |
|              | (0.047)                 | (0.000)           | (0.025)      | (0.021)      | (0.30)                | (0.44)                |
|              | [0.047]                 | [0.001]           | [0.025]      | [0.022]      | [0.31]                | [0.46]                |
| DTB-EF-T     | 0.044                   | 0.012\textsuperscript{d} | 0.010        | 0.019        | 0.30                  | 0.30                  |
|              | (0.045)                 |                   | (0.022)      | (0.023)      | (0.38)                | (0.60)                |
|              | [0.045]                 |                   | [0.021]      | [0.023]      | [0.38]                | [0.60]                |
| BBD-T-2F     | 0.046                   | 0.005             | 0.018        | 0.039        | 0.27                  | 0.18                  |
|              | (0.047)                 | (0.000)           | (0.023)      | (0.030)      | (0.38)                | (0.43)                |
|              | [0.047]                 |                   | [0.041]      | [0.030]      | [0.42]                | [0.46]                |
| NDI2OD-T2    | 0.048\textsuperscript{e}/0.051\textsuperscript{f} | —                 | 0.039\textsuperscript{g}/0.029\textsuperscript{g} | 0.037\textsuperscript{f}/0.038\textsuperscript{f} | 0.75                  | 0.43                  |
|              | (0.049\textsuperscript{e}/0.052\textsuperscript{f}) |                   | (0.011\textsuperscript{e}/0.033\textsuperscript{f}) | (0.037\textsuperscript{f}/0.046\textsuperscript{f}) | (0.64)                | (0.42)                |
|              | [0.049\textsuperscript{e}/0.052\textsuperscript{f}] |                   | [0.010\textsuperscript{e}/0.032\textsuperscript{f}] | [0.049\textsuperscript{e}/0.052\textsuperscript{f}] | [0.65]                | [0.34]                |
| ITIC         | —                       | —                 | —            | —            | 0.24                  | 0.26                  |
|              |                         |                   |              |              | (0.22)                | (0.24)                |
|              |                         |                   |              |              | (0.22)                | (0.25)                |
| ITIC-4F      | —                       | —                 | —            | —            | 0.25                  | 0.27                  |
|              |                         |                   |              |              | (0.22)                | (0.25)                |
|              |                         |                   |              |              | (0.22)                | (0.25)                |
| ITIC-2Cl     | —                       | —                 | —            | —            | 0.24                  | 0.26                  |
|              |                         |                   |              |              | (0.22)                | (0.24)                |
|              |                         |                   |              |              | (0.22)                | (0.24)                |

\textsuperscript{a} Calculated for the conjugation paths presented in Fig. 5. \textsuperscript{b} For the hole (\( \lambda_h \)) and electron transfer (\( \lambda_e \)). Calculated with eqn (S7) and (S8). \textsuperscript{c} In the case of the copolymers, \( n = 3 \) for BDT-TzBI, DTB-EF-T, and BBD-T-2F and \( n = 4 \) for NDI2OD-T2. \textsuperscript{d} The \( S_1 \) geometries of DTB-EF-T did not converge in either CHCl\textsubscript{3} or blend. \textsuperscript{e} For the (three) innermost donor and acceptor units. \textsuperscript{f} For the two innermost CRUs.
backbone regions, which are affected the most by oxidation, are somewhat different for them. In **BDT-TzBI** and **BDB-T-2F**, the largest changes are observed in both the BDT donor and thio-

phene spacer units, whereas in **DTB-EF-T**, the largest changes caused by oxidation take place in both the unsubstituted electron-rich and ester-substituted electron-deficient thiophenes (see ‘Excited-state characteristics of the isolated eD and eA compounds’ below), while the BDT donor units are mainly unaffected. The $\lambda_h$ values (Table 2) and IEs (both VIEs and AIEs, Fig. S5 and Table S5 in ESI†) of the eD trimers increase slightly in the order of $\text{BDT-TzBI} < \text{DTB-EF-T} \leq \text{BDB-T-2F}$ in both blend and CHCl$_3$, which indicates the smallest changes for **BDT-TzBI** making it the easiest to oxidize among the studied eD trimers (in vacuum, the trends in the $\lambda_h$ and IE values vary more).
calculated $\lambda_h$ values suggest that the hole mobilities of the eD compounds increase in the order of $\text{BDB-T-2F} < \text{DTB-EF-T} < \text{BDT-TzBI}$, which is in line with the experimental hole mobilities predicted for the corresponding copolymers.\textsuperscript{28,29,115}

Reduction of the eD trimers takes mainly place in different backbone regions than oxidation, namely in the acceptor units and neighboring thiophenes for $\text{BDT-TzBI}$ and $\text{BDB-T-2F}$. The surrounding medium has some effect on these regions, as reduction of $\text{BDB-T-2F}$ affects mostly its thiophene spacers in vacuum instead of the BDD acceptor unit. In $\text{DTB-EF-T}$, reduction takes place in the same units as oxidation, i.e. the unsubstituted electron-rich and substituted electron-deficient thiophenes. The $\lambda_e$ values of the eD trimers increase in the order of $\text{BDB-T-2F} < \text{BDT-TzBI} < \text{DTB-EF-T}$ (in all media) following the same trend as their $\lambda_h$ values in vacuum (Table 2). Overall, the $\lambda_h$ values are predicted to be smaller than the $\lambda_e$ values for the oligomers ($n=1-5$) of $\text{P(NDI2OD-2T)}$ with the (non-tuned) LRC CAM-B3LYP functional. The smaller $\lambda_e$ values of $\text{NDI2OD-2T}$ compared to its $\lambda_h$ values indicate faster electron mobility than the hole mobility, as expected from its electron-transporting nature.

Similar trends in ionization are observed for the eA tetramer $\text{NDI2OD-T2}$ as for the eD trimers $\text{BDT-TzBI}$ and $\text{BDB-T-2F}$ in all media, namely the oxidation of $\text{NDI2OD-T2}$ takes place in the electron-rich thiophene donor units, whereas the reduction affects mostly the NDI acceptor unit and some of the thiophenes. However, larger geometrical changes take place in $\text{NDI2OD-2T}$ upon oxidation compared to the other eD and eA compounds, as can be concluded from the bond length difference patterns (Fig. 5 and S4\textsuperscript{†}) and the larger $\lambda_h$ values of $\text{NDI2OD-2T}$ (Table 2). This is most probably due to the two neighboring, unsubstituted thiophene donor units within the CRU of $\text{NDI2OD-2T}$, which introduce more flexibility and degrees of freedom to the backbone compared to the more conjugated donor units in the other eD and eA compounds. On the contrary, reduction induces only small changes to the more rigid NDI acceptor unit of $\text{NDI2OD-T2}$, as can be observed from the bond length differences (predicted in all media) and the $\lambda_e$ value (predicted in blend). Overall, the calculated reorganization energies are consistent with the previously predicted $\lambda_h$ (0.38–0.56 eV \textsuperscript{103,118} and $\lambda_e$ (0.30 eV \textsuperscript{119}) values for the oligomers ($n=1-5$) of $\text{P(NDI2OD-2T)}$ with the (non-tuned) LRC CAM-B3LYP functional. The smaller $\lambda_e$ values of $\text{NDI2OD-2T}$ compared to its $\lambda_h$ values indicate faster electron mobility than the hole mobility, as expected from its electron-transporting nature.

Based on their somewhat smaller $\lambda_h$ and $\lambda_e$ values, the geometrical changes upon oxidation and reduction in the eA ITIC derivatives are not as large as in the eD and eA copolymer.
models. In addition, the $\lambda_h$ and $\lambda_e$ values of ITIC derivatives are almost identical with each other despite the different substituents in their electron-withdrawing INCN end-groups. The smaller $\lambda_h$ and $\lambda_e$ values are not surprising as one aim of the rigid A–D–A type backbones of the ITIC-based compounds has been to reduce their reorganization energies for improved charge transport. In comparison, the studied eD and eA oligomers have more flexibility and degrees of freedom between their backbone units, which lead to the larger reorganization energies for the hole and electron transfer.

**Excited-state characteristics of the isolated eD and eA compounds**

Next, we turn our attention to the excitation characteristics of the studied NF PSC compounds. First, the intramolecular CT characters of the eD and eA compounds will be compared by examining the NTOs of their main transitions, i.e. those with the largest oscillator strengths corresponding to the absorption maxima in their calculated UV-vis spectra (Fig. S6 and Table S6†). In the eD and eA oligomers (i.e. trimers for eDs and tetramer for the eA copolymer), both the hole and electron NTO determined in blend are mainly localized in the middle CRU (or CRUs, see Fig. 6 and 7). The surrounding medium does not have much effect on the charge distribution, and the NTOs predicted in vacuum and CHCl₃ are almost the same (see Table S7†) and thus are not presented here.

In all compounds, a partial intramolecular CT is observed from the electron-rich donor units to the electron-deficient acceptor units, as expected. In the eD trimers, charge transfers also from the thiophene spacers to the acceptor units, namely the hole NTOs are more localized on the donor and thiophene units, whereas the electron NTOs are more localized on the acceptor units. This contribution of the thiophenes to the CT is in line with their known, weakening effect on the push–pull interaction between the donor and acceptor units. However, a somewhat larger amount of charge density moves from the electron-rich units to the acceptor unit in the case of BDT-TzBI compared to BDB-T-2F (TzBI: 31 percentage points, i.e. pp, vs. BDB-T-2F: 16 pp, see Table S7†). We predicted also in our previous study a similar kind of CT character for a copolymer with a similar backbone structure, where the BDT donor unit and the quinoxaline acceptor unit were separated by the thiophene spacers. As the corresponding eD copolymers have been incorporated in the efficient fullerene-based and NF PSCs, this kind of a backbone structure and resulting CT character can be concluded to be beneficial for the performance of the

**Fig. 7** NTOs (the dominant pair) for the main excitations (i.e. $S_0 \rightarrow S_1$ transitions) of the studied eA compounds calculated with TDDFT at the OT-ωB97X-D/6-31G** level of theory in blend (isodensity contour = 0.025). Additionally, the contributions (%) of the electron densities of the donor (D) and acceptor (A) units of the compounds to the NTOs and the $\lambda_{\text{NTO}}$ values are also presented.
PSCs. However, no exact conclusion on the efficiencies can be drawn merely based on these factors. Namely, DTB-EF-T, whose corresponding copolymer has been employed in the highly efficient NF PSC, has somewhat different backbone structure and intramolecular CT characteristics. In DTB-EF-T, both the hole and electron NTOs are quite evenly distributed along the BDT donor and thiophene units and only a small amount of charge (ca. 9 pp) is transferred from the BDT donor units and unsubstituted thiophenes to the electron-deficient thiophenes with the ester side groups.

In the eA tetramer ND12OD-T2 (Fig. 7), the hole NTOs are more clearly localized on the thiophene donor units and the electron NTOs on the NDI acceptor units compared to the NTOs in the eD trimers, which are more delocalized along several donor and acceptor units (see Fig. 6). This is most probably due to the larger twists between the donor and acceptor units in the eD trimers, which are more delocalized along several donor and acceptor units compared to the NTOs in the eA tetramer ND12OD-T2 compared to the eD trimers (see Table 1) hindering the delocalization along the backbone.

For all three ITIC-based SMAs, the hole NTO is more localized on the electron-donating IT core group, whereas the electron NTO is quite evenly distributed on both the core and electron-withdrawing INCN end-groups (Fig. 7). Fluorination and chlorination of the INCN end-groups have been stated to enhance the intramolecular CT nature of ITIC, as based on the larger dipole moments predicted for the halogenated regional parts.21 However, the introduction of either F or Cl atoms did not affect the electron density distributions of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO). The same is observed here with the NTOs, which are also very similar to each other indicating that the fluorination and chlorination does not affect the electron density distribution much in these models. However, slightly smaller vertical excitation energies of the main, S0 — S1 transition (Table S6†) and consequently red-shifted UV-vis spectra of ITIC-4F and ITIC-2Cl (Fig. S6†) indicate some enhancement in their intramolecular CT character with respect to ITIC, which is in line with the experimentally predicted UV-vis absorption spectra.33

Next, we compare the GS and S1 state geometries of the eD trimers to display the structural changes taking place upon the excitation and resulting vibrational relaxation. The S1 relaxation energies increase from those calculated for BDT-TzBI (210 kJ mol⁻¹ in vacuum; 204 kJ mol⁻¹ in CHCl₃; 205 kJ mol⁻¹ in blend) and DTB-EF-T (217 kJ mol⁻¹ in vacuum) to those for BDB-T-2F (221 kJ mol⁻¹ in vacuum; 213 kJ mol⁻¹ in CHCl₃; 214 kJ mol⁻¹ in blend). Smaller relaxation energies indicate smaller geometrical changes in BDT-TzBI than in the other two eD trimers upon excitation. These trends are similar as those of the λₙ values calculated in CHCl₃ and blend (see above, Table 2). The BLA.middle values for the optimized S₁ geometries of the eD BDT-TzBI and BDB-T-2F trimers are practically zero in all media indicating highly delocalized structures (Table 2). The BLA.middle value of DTB-EF-T (in vacuum) is also notable smaller due to more delocalized backbone compared to the neutral GS geometry. The largest differences in the bond lengths between the GS and S₁ state geometries of the eD trimers are mainly in the acceptor and neighboring thiophene units of the middle CRU, i.e. in the same regions as for reduction (Fig. 5 and S4†). However, small structural changes occur in the BDT donor of BDB-T-2F, as well, which might explain its larger S₁ relaxation energies.

Local interfacial eD-eA configurations

After establishing the structural and optoelectronic features of the individual eD and eA compounds, we will focus next on the eD-eA complexes and their structural and CT characteristics to better understand the interactions at their local eD-eA interfaces. In the case of the polymer–polymer system BDT-TzBI-ND12OD-T2, the most stable configuration is predicted to form when the NDI acceptor units of ND12OD-T2 (n = 1) and BDT-TzBI (n = 1) are face-to-face, while their donor units are also face-to-face (the AA(1) configuration, see Tables S8–S10† and Fig. 8 and S7†). In another possible configuration (i.e. the DA(2) configuration with the energy difference of 0.9 kJ mol⁻¹ compared to the most stable one), the acceptor unit of ND12OD-T2 and the donor units of BDT-TzBI are face-to-face, while the donor units of ND12OD-T2 and the acceptor unit of BDT-TzBI are face-to-face. This agrees with the experimental evidence19 for the face-to-face stacking between the similar PTzBI-Si copolymer and P(NDI2OD-T2). These kinds of face-to-face orientations are essential for forming strong π-orbital overlap at the polymer–polymer interfaces, reducing the binding energy of the excitons, and promoting the formation of free charge carriers.9 The calculated distances between the backbones of BDT-TzBI and ND12OD-T2 are ca. 3.4–4.0 Å with the average of 3.7 Å, which is consistent with the experimental π–π distance (3.7 Å).128 Based on the electrostatic potential energy surface maps (Table S11†) calculated for the different configurations of BDT-TzBI-ND12OD-T2, there are subtle differences in the electronegative and electropositive regions, which could have roles in defining the energetically favorable positioning of BDT-TzBI and ND12OD-T2 observed in the studied set of configurations.

In the case of the polymer–SMA systems, energetically favored placement of the eA SMA compound above the eD copolymer compounds depends on the system. Namely, for DTB-EF-T-ITIC-4F, the most stable configuration is predicted to be the one where the electron-withdrawing end-group of ITIC-4F is on the top of the BDT donor unit of DTB-EF-T (the DA configuration, see Table S9†). Even in the model, where the end-group of ITIC-4F has been initially positioned on the top of the acceptor (the AA configuration) ITIC-4F has shifted so that the end-group is located above the bond connecting the acceptor and donor units of DTB-EF-T. However, in BDB-T-2F-ITIC-2Cl, energetically the most favorable configuration is the one where the end-group of ITIC-2Cl is on the top of the BDD acceptor unit of BDB-T-2F (the AA configuration, see Table S10†). This is consistent with the previous atomistic simulations of the BDB-T-2F-ITIC systems,21 where the end-groups of ITIC are observed to locate more probably on the top of the acceptor unit than the donor unit of BDB-T-2F.

We note that our models of the monomers with the truncated side groups cannot entirely describe the best possible arrangements of the studied compounds, as the full side chains
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will most likely set steric hindrances in some configurations and prevent the compounds getting as close as in the monomer-based complexes studied here. Additionally, the single CRU models (monomers) do not take the effects that the additional CRUs might have on the preferred relative positioning in the copolymer backbone into account. Thus, we optimized the geometry of BDT-TzBI–NDI2OD-T2 also by using the dimers of PBDT-TzBI and P(NDI2OD-T2) for the DA(2) configuration, for comparison (see Table S8† and Fig. 8). The relative positions of BDT-TzBI and NDI2OD-T2 in the dimer configuration are rather similar as in the monomer configuration, indicating that the sizes of the D–A oligomers do not seem to have a significant effect at least not for this system. More importantly, the predicted CT characteristics in complexes are very similar for both the monomer and dimer models (see ‘Charge transfer characteristics in the local interfacial eD–eA complexes’ below). Unfortunately, the geometry optimization of the DA(2) dimer configuration was computationally so demanding that we were unable to verify the effect of size for the other systems. Thus, even though our truncated models may introduce some inaccuracies to the results, our models can give some insight into the relative placements of the studied eD and eA compounds and the CT characteristics at their local interfaces.

**Charge transfer characteristics in the local interfacial eD–eA complexes**

Next, the nature of the excited states relevant to the ED and CR processes of the eD–eA complexes will be examined. The most
stable configurations of the interfacial eD–eA complexes will be investigated in the case of the polymer–SMA systems. For the polymer–polymer BDT-TzBI–NDI2OD-T2 system, the DA(2) configuration will be discussed instead due to its larger electronic couplings and CT rates compared to the most stable AA(1) configuration (see “Calculating the CT rates for the local interfacial eD–eA complexes” below). In the DA(2) configuration of BDT-TzBI–NDI2OD-T2, the S1 state is the CT1 state, where the hole NTO is delocalized on the BDT donor and thiophene units of BDT-TzBI and the electron NTO is localized on the NDI acceptor unit of NDI2OD-T2 (Fig. 8). In other words, the charge transfers from the electron-rich units of BDT-TzBI to the electron-deficient unit of NDI2OD-T2. The LE state, which is the local excitation of the eD compound, BDT-TzBI, is predicted to be higher in energy (i.e. the S4 state here) than the CT1 state. An opposite ordering of the LE and CT1 states is sometimes detected for the copolymer–PC71BM complexes with both the non-tuned LRC and OT LRC functionals.65,66 Interestingly, in the third lowest CT state, i.e. CT3, CT is observed from the eA compound NDI2OD-T2 to the eD compound BDT-TzBI. Namely, the charge transfers from the thiophene donor units of NDI2OD-T2 to several units of BDT-TzBI, the largest amount of the electron NTO being on the TzBI acceptor unit. This kind of a CT could originate from the hole transfer from the eA compound to eD, also referred to as the “Channel II” CT process, which may participate in the regular electron transfer process from the eD compound to eA in charge generation of APSCs.37,122

As mentioned above (see “Local interfacial eD–eA configurations”), the use of longer oligomers for constructing the complexes would have been more ideal instead of the truncated monomer models. However, when comparing the NTOs of the monomer and dimer models of the DA(2) configuration of BDT-TzBI–NDI2OD-T2, it can be observed that the nature of the CT processes is rather similar in both models (Fig. 8). Moreover, the ordering of the states is the same, namely the CT1 state is below both the LE state and the CT state (CT3 for the dimer, CT1 for the monomer model), where the CT occurs from the eA compound to the eD compound. For both the monomer and dimer configurations, the hole and electron NTOs of the CT states are localized in the equally large regions regardless the sizes of the eD and eA models. The LE state, while having the same shape in both the monomer and dimer configurations, is not distributed only on a single CRU but on the both CRUs in the dimer configuration. To conclude, as both the monomer and dimer models have very similar charge distributions, the smaller monomer models can be expected to provide sufficiently good description of the nature of the states for this NF PSC system.

The relative positioning of BDT-TzBI and NDI2OD-T2 has some effect on the nature of the states, although the overall shapes of the NTOs are rather similar. Namely, in the AA(1) configuration (Fig. S7†), the hole NTO of CT1 and the electron NTO of CT3, are more delocalized along the whole backbone of BDT-TzBI compared to the DA(2) configuration (Fig. 8). Moreover, a small amount of a local excitation of the eA compound NDI2OD-T2 is mixed with the CT1 state in the AA(1) configuration. We have observed the similar mixing of the local and CT states also for different copolymer–PC71BM complexes in our previous theoretical studies.65,66 This is due to the tendency of the LRC functionals to predict the mixed states for these kinds of photoactive systems. The absence of the local excitations in the CT state of the DA(2) configuration might explain its faster ED and CR rates compared to the AA(1) configuration (see Table 3 and Fig. 11). However, previous experimental123 and theoretical65,122 studies have also speculated that the delocalized CT states at the eD–eA interfaces of organic solar cells could be beneficial for decreasing the Coulomb binding energy as a result of reduced electrostatic attraction between the hole and electron.

The studied polymer–SMA systems exhibit the same ordering of the states as the polymer–polymer system BDT-TzBI–NDI2OD-T2, i.e. the CT1 (S1) is at a lower energy than the LE state (S2 for DTB-EF-T-ITIC-4F and S4 for BDB-T-2F–ITIC-2Cl, Fig. 9 and 10). In both DTB-EF-T–ITIC-4F and BDB-T-2F–ITIC-2Cl, the nature of the CT states are quite similar and CT occurs from the eD compound, i.e. DTB-EF-T and BDB-T-2F, to the end-group of the ITIC-based eA compound, i.e. ITIC-4F and ITIC-2Cl, respectively. In the both polymer–SMA systems, the hole NTO of the CT1 state is distributed over several backbone units of the eD compounds, although in DTB-EF-T, the charge density is more localized on the donor unit, whereas in BDB-T-

| Complex | Configuration | $H_{i,\text{ED}}$ (meV) | $H_{i,\text{CR}}$ (meV) | $\lambda_{i,\text{ED}}$ (eV) | $\lambda_{i,\text{CR}}$ (eV) | $\Delta G_{i,\text{ED}}$ (eV) | $\Delta G_{i,\text{CR}}$ (eV) | $k_{i,\text{ED}}$ (s$^{-1}$) | $k_{i,\text{CR}}$ (s$^{-1}$) |
|----------|---------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| BDT-TzBI–NDI2OD-T2 | DA(2) | 37.54 | 72.74 | 0.43 | 0.30 | -0.81 | -1.70 | 1.92 $\times$ 10$^{13}$ | 9.78 $\times$ 10$^9$ |
| | AA(1) | 16.55 | 47.76 | 0.43 | 0.32 | -0.68 | -1.81 | 2.12 $\times$ 10$^{12}$ | 1.13 $\times$ 10$^5$ |
| DTB-EF-T–ITIC-4F | DA | 10.91 | 99.80 | 0.22 | 0.30 | -0.56 | -2.03 | 1.52 $\times$ 10$^{14}$ | 5.83 $\times$ 10$^4$ |
| | AA | 0.35 | 24.38 | 0.23 | 0.32 | -0.59 | -2.01 | 1.65 $\times$ 10$^9$ | 1.70 $\times$ 10$^4$ |
| BDB-T-2F–ITIC-2Cl | DA | 6.87 | 70.37 | 0.28 | 0.24 | -0.36 | -2.00 | 1.77 $\times$ 10$^{12}$ | 3.18 $\times$ 10$^5$ |
| | AA | 33.82 | 131.83 | 0.32 | 0.30 | -0.50 | -1.83 | 5.05 $\times$ 10$^{12}$ | 1.72 $\times$ 10$^9$ |

* Electronic couplings ($H_{ii}$) calculated with the multi-state (11 states) FCD scheme (eqn S22)–(S24), inner (intermolecular) reorganization energies ($\lambda_i$, eqn S10)–(S15), Gibbs free energies ($\Delta G$, eqn S16)–(S19), and CT rates ($k_i$, eqn (1)). The Coulomb energies (eqn S17 and S19) are presented in Table S15.† See Table S16 for the parameters and rates for the other configurations of BDT-TzBI–NDI2OD-T2.‡ The rates presented in this table were calculated using the external reorganization energy of 0.53 eV, chosen from the range of the possible values shown in Fig. 11.
2F, it mainly localizes on the acceptor unit. Here, no CT from the eA ITIC compounds to the eD monomers were observed for the polymer–SMA systems, although there have been experimental evidence for the "Channel II" process also in several polymer–SMA systems. However, only the 10 lowest excited singlet states have been considered here, so it is possible that this type of a "Channel II" CT could be observed at higher-energy states.

Calculating the CT rates for the local interfacial eD–eA complexes

Finally, we have calculated the CT rate parameters and rates for the ED and CR processes (Tables 3 and S12–S16). First, we will consider the electronic couplings, which, as expected, are highly sensitive to the relative positions of the eD and eA compounds. Overall, the largest couplings are predicted mainly for the most stable polymer–SMA systems, i.e. the DA and AA configurations of DTB-EF-T–ITIC-4F and BDB-T–2F–ITIC-2Cl, respectively (see Tables 3, S12, and S13†). In the BDT-TzBI–NDI2OD-T2 polymer–polymer system, the second most stable DA(2) configuration has somewhat stronger couplings than the most stable AA(1) configuration; the energy difference between the configurations is 0.9 kJ mol⁻¹. The CR couplings are predicted to be larger than the ED couplings in all the other systems, except in the DA configuration of DTB-EF-T–ITIC-4F. We observed larger CR couplings compared to ED couplings also previously in our study of the copolymer–fullerene system.

Next, we will discuss the effect of the dispersion corrected OT-LRC functional on calculating the electronic couplings for different NF PSC systems with the two- and multi-state FCD schemes in complement to our previous study of the multi-state electronic couplings of polymer–fullerene PSC system. In that case, both the non-tuned CAM-B3LYP and OT-BNL LRC functionals predicted oscillating coupling values especially for the CR couplings of the TQ–PC71BM complexes with the increasing number of the states. On the contrary, both the ED and CR couplings predicted here for the polymer–polymer BDT-TzBI–NDI2OD-T2 are relatively constant with different number of states (2–26, Table S12†). Similar trends, i.e. consistent two- and multi (11)-state electronic couplings, are also predicted for the polymer–SMA systems (Table S13†), although in their case the effect of the larger number of states could not be confirmed due to the convergence problems in computations. Here, we have only carried out the calculations with the dispersion corrections and with tuning the default value of ω (i.e. using the optimally tuned OT-ωB97X-D functional) so we cannot determine, whether the constant couplings result from the...
dispersion corrections or from the tuning of the \( \omega \). Moreover, the studied system may affect the couplings, as well. However, as the dispersion corrections are important for the correct description of the local interfacial eD-eA complexes,\(^{65,66,69}\) their inclusion can be expected to be beneficial also for calculating electronic couplings in these PSC systems. Thus, while final conclusions cannot be drawn merely from these results, they are still encouraging in a sense that dispersion corrections seem to stabilize the coupling values when employed with the OT-LRC functionals.

The second important CT rate parameter is the inner (intermolecular) reorganization energy, \( \lambda_i \), which describes the structural changes in the geometries of the eD and eA compounds upon CT.\(^{126}\) For the efficient ED process and fast ED rates, the reorganization energy of the system should be minimized. In most cases, the \( \lambda_i \) (and consequently the total \( \lambda \), i.e. \( \lambda_i + \lambda_s \)) values are larger for the ED process than for the CR process (Table 3) indicating that the faster ED rates with respect to the CR rates are due to the other CT parameters (see below). The \( \lambda_i \) values predicted for BDB-T2F-ITIC-2CI agree with those (\( \lambda_{i,ED} \) of ca. 0.20 eV and \( \lambda_{i,CR} \) of ca. 0.25–0.29 eV) calculated previously for the similar system of BDBT-2F and methoxy-substituted ITIC (ITIC-OM) by Wang and Brédas.\(^{49} \) A closer look at the contributions of the eD and eA compounds to the inner reorganization energies reveals the differences in their geometrical changes during the ED and CR processes (Table S14†). The eD trimers BDT-TzBI and BDB-T2F are predicted to undergo larger geometric changes upon ED (i.e. eD* \( \rightarrow \) eD\(^+\)) than CR (i.e. eD\(^+\) \( \rightarrow \) eD), whereas the geometrical changes in DTB-EF-T are larger during CR than ED. In other words, for BDT-TzBI and BDB-T2F, the geometries of the S1 state and cation differ more than those of the cation and neutral species. The contribution of the eA compound is the same for both ED and CR, i.e., when going from the GS geometry to that of the radical anion (eA \( \rightarrow \) eA\(^-\)) and vice versa (eA\(^-\) \( \rightarrow \) eA). Overall, the \( \lambda_{i,CR} \) values for the studied NF PSC systems are close to each other, whereas the \( \lambda_{i,ED} \) values increase somewhat in the order of DTB-EF-T-ITIC-4F < BDB-T2F-ITIC-2Cl < BDT-TzBI-ND120D-T2. This ordering indicates smaller geometrical relaxation upon ED for the polymer–SMA systems compared to the polymer–polymer system, which may be one factor explaining the higher efficiencies predicted for these SMA containing NF PSCs.\(^{37,38,129}\)

Next, we will consider the third CT parameter, i.e. the Gibbs free energy for the CT reaction that is the energy difference (i.e. driving force) between the LE and CT\(_1\) states for the ED process and between the CT\(_1\) state and GS for the CR process. For the efficient ED process, the \( \Delta G_{\text{ED}} \) value should be maximized. Based on the negative values of \( \Delta G \), both the ED and CR processes are predicted to be spontaneous in all the complexes (Table 3). The \( \Delta G_{\text{ED}} \) values of BDB-T2F-ITIC-2Cl are consistent with those (0.11–0.45 eV) predicted previously for the similar BDB-T2F-ITIC-OM systems at the OT-\( \omega \)B97XD/6-31G* level of theory.\(^{49} \) The value of the external reorganization energy defines (the range of 0.10–0.75 eV has been considered here for \( \lambda_s \), see ESIF for the justification), whether the ED processes of the studied systems take place in the Marcus normal region (|\( \Delta G_{\text{ED}} \)| < \( \lambda_{\text{ED}} \), where \( \lambda_{\text{ED}} = \lambda_{i,ED} + \lambda_s \)). The CR processes of all the systems are predicted to occur deep in the Marcus inverted region (|\( \Delta G_{\text{CR}} \)| \( \gg \lambda_{\text{CR}} \), where \( \lambda_{\text{CR}} = \lambda_{i,CR} + \lambda_s \)) which will have consequences on the predicted CR rates (see below). The |\( \Delta G_{\text{ED}} \)| values of the polymer–SMA systems are smaller than those of the polymer–polymer system BDT-TzBI-ND120D-T2, but because their \( \lambda_{i,ED} \) values are also smaller and the electronic couplings larger (for the most stable configurations) their ED rates are relatively similar with the polymer–polymer polymer BDT-TzBI-ND120D-T2 (see above). The larger |\( \Delta G_{\text{CR}} \)| of the polymer–SMA systems, in turn, will lead to the slower CR rates with respect to BDT-TzBI-ND120D-T2 (see below).

After examining the individual CT parameters, the rates for the ED and CR processes of the studied NF PSC systems are presented as a function of \( \lambda_i \) (0.10–0.75 eV) in Fig. 11 and S8.† For all the systems, the ED rates are larger than the CR rates (\( 10^{15} \) to \( 10^{14} \) s\(^{-1}\) and below \( 10^{12} \) s\(^{-1}\), respectively). Even though no irrevocable conclusions regarding the relative efficiencies of the studied NF PSC systems can be drawn based on their ED rates, which depend highly on the relative orientations of the eD and eA compounds (see below), we can conclude the following. The CR rates of the polymer–SMA systems are predicted to be slower compared to those of the polymer–polymer system, which could be one factor defining the higher efficiencies of the polymer–SMA systems PDBT-EF-T-ITIC-4F and PBDB-T2F-ITIC-2Cl compared to those of the polymer–polymer system PBDB-TzBI–P(NDI2OD-T2). The calculated ED rates are consistent with those (\( \sim 10^8 \) to \( 10^{12} \) s\(^{-1}\)) predicted for the systems consisting of BDB-T2F and different derivatives of ITIC by using the Marcus theory.\(^{37–39} \) Similarly, the CR rates calculated here are mostly in line with those (\( 10^{12} \) to \( 10^{10} \) s\(^{-1}\)) predicted for the complexes of BDB-T2F and ITIC derivatives.\(^{47–49} \) However, vanishingly small CR rates are observed here with the smaller values of \( \lambda_{\text{CR}} \), which could be due to that the CR processes of all the systems occur deep into the Marcus inverted region (|\( \Delta G_{\text{CR}} \)| \( \gg \lambda_{\text{CR}} \)). As the Marcus theory may predict underestimated rates in such a case,\(^{38,111} \) another, e.g. the Marcus–Levich–Jortner rate model\(^{132} \) could be more suitable for calculating the CR rates in these PSC systems.

The relative orientations of the eD and eA compounds (see Tables S8–S10† for the optimized configurations) have a significant influence on the calculated rates, and the different configurations of the same system can have completely different rates. As an example, the DA configuration of the copolymer–SMA system DTB-EF-T-ITIC-4F, where the electron-withdrawing end-group of ITIC-4F is on the top of the BDT donor unit of DTB-EF-T, is predicted to have the fastest ED rate among the studied PSC systems. However, DTB-EF-T-ITIC-4F has the slowest ED rate among the studied systems, when the end-group of ITIC-4F is on the top of the acceptor unit of DTB-EF-T (i.e. ester-substituted thiophene; the AA configuration). As other CT parameters of these two configurations are relatively similar (Table 3), the smaller ED rates of the AA configuration can be attributed to its significantly smaller electronic couplings compared to those of the DA configuration. For the polymer–SMA systems, the energetically more stable configurations have faster ED and CR rates following the same trends as their electronic couplings. However, for the polymer-
polymer BDT-TzBI−NDI2OD-T2 system, the most stable configuration, i.e. the AA(1) configuration, has generally the slowest ED and CR rates among the studied complex configurations of BDT-TzBI−NDI2OD-T2 (Fig. S8†) due to its smaller $|\Delta G_{\text{ED}}|$ value and moderate ED electronic couplings. Moreover, based on the larger $|\Delta G_{\text{CR}}|$ value of the AA(1) configuration with respect to the other configurations of BDT-TzBI−NDI2OD-T2, the CR process of AA(1) takes place deeper in the Marcus inverted region leading to the slower CR rates. While we have not included the full-length side groups, which also impact the interfacial orientations and stacking distances of the compounds, our findings complement the experimental findings for the importance of the optimal molecular orientation at the eD−eA interfaces.$^{37}$

**Conclusions**

In this work, the structural, optoelectronic, and CT characteristics of several eD and eA compounds and their local interfacial eD−eA complexes have been examined with the DFT and TDDFT methods. The chosen compounds are based on some of the most efficient NF PSC systems to date, including both the APSC system and those containing eD copolymers and NF SMAs. We have extended our previous study of multi-state electronic couplings by comparing the two- and multi-state couplings for the ED and CR processes of these systems and exploring the effects of both the tuning of a LRC functional and the inclusion of the dispersion corrections on the electronic coupling values. Finally, the CT rates for the ED and CR processes in the studied NF PSC systems have been calculated using the semi-classical Marcus theory.

The results indicate that the studied eD copolymers PBDT-TzBI, PDBT-EF-T, and PDBB-T-2F have some similar features, such as similar torsions in their backbones and UV-vis absorption profiles. However, the conformational preferences and varying backbone curvatures of these eD copolymers may lead to significant differences in their packing behavior in the blend environment. Moreover, a closer look at the structural deformations caused by ionization and excitation reveal subtle differences in the regions of their backbones, which are affected most by these processes. While all the studied eD copolymer models show a partial intramolecular CT character, the amount of transferred charge density is smaller in BDT-EF-T than in BDT-TzBI and BDB-T-2F. In general, both the twisted backbone structures, which originate from the additional degrees of freedom caused by the thiophene spacers between the donor and acceptor units of the modelled eD copolymers, and the predicted intramolecular CT characteristics are concluded to be beneficial for the performance of the PSCs.

Based on our computational studies of the CT characteristics in various possible face-to-face orientations between the eD and eA compounds in the eD−eA complexes of the NF PSC systems, the following conclusions were reached. In addition to the conventional CT from the eD compound to the eA compound, which is prominent in all NF PSC systems, the CT process is also observed from the eA compound NDI2OD-T2 to the eD compound, which indicates that NDI2OD-T2 could contribute to the charge generation in the studied polymer–polymer system. In the polymer–SMA systems, the energetically most favorable configurations have the strongest electronic couplings and the fastest CT rates. However, the positioning of the eA with respect to the eD is predicted to be different in BDT-EF-T−ITIC-4F and BDB-T-2F−ITIC-2Cl. In the case of the polymer–polymer system, the most stable configuration leads to smaller electronic couplings and slower CT rates compared to the second most stable configuration. Our results agree with the reports in the literature that the electronic couplings are highly dependent on the relative positioning of the eD and eA compounds which should be carefully controlled to ensure the fast ED rates, but slow CR rates.

The present FCD electronic coupling calculations complement our previous results on the effects of the two- versus multi-state treatment on the PSC systems. In this work we observed, that the multi-state FCD electronic couplings seem to be stabilized by including the dispersion corrections in the OT-LRC functional, i.e. relatively constant ED and CR couplings are predicted with both the two- and multi-state treatments. While more work would be required to confirm the effect of dispersion corrections on the electronic couplings in other NF
PSC systems, these findings complement our and other’s previous statements for the importance of the combined effect of the dispersion corrections and tuned LRC functional when describing the local interfacial characteristics of PSC systems.

The polymer–SMA systems are predicted to have smaller inner reorganization energies for the ED process, which could be one factor explaining their higher efficiencies with respect to the polymer–polymer system. However, the Gibbs free energies for ED are smaller for the polymer–SMA systems than for the polymer–polymer system, which could explain, why no clear trends in ED rates are observed between the studied NF PSC systems. Nevertheless, the calculated ED rates are faster than the CR rates in all systems, which is desirable for working devices. In addition, the CR rates in the polymer–SMA systems are generally slower than in the polymer–polymer system, which could contribute to the higher power conversion efficiencies in the SMA containing systems. The magnitudes of the ED rates are rather constant regardless of the external reorganization, which affects the CR rates more pronouncedly. The vanishingly small CR rates associated with the smaller external reorganization energies indicate that comparing the applicability of an alternative CT rate model, e.g. the Marcus–Levich–Jortner, could be beneficial, when calculating the CR rates for these types of NF PSC systems.

This work provides more insight into the interplay between the structural, optoelectronic, and CT characteristics of the NF PSC compounds with high PCEs demonstrated in devices. Furthermore, important information about the structural and CT characteristics in both the APC and polymer-SMA type NF PSC systems has been revealed. Overall, the dispersion corrected OT-LRC functional is concluded to be a suitable choice for modeling of the NF PSC systems, especially for calculating the FCD electronic couplings. The findings of this work are beneficial for understanding the working principles of the studied systems and can help in designing and developing more efficient NF PSCs.
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