Byteless CTS for passive load balancing in 802.11 networks
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Abstract. Load balancing in 802.11 networks is aimed at distributing traffics among access points (APs) to avoid overloaded access. Existing works may be classified into passive and active algorithms depending on the Ethernet changes in the user side. Since Ethernet 802.11 has been installed in millions of computers, changes in these user premises are not preferred. Software intervention on manufactured access points should also be kept as minimum as possible. Therefore, this work proposes a passive load balancing algorithm that transmitting byteless clear to send (CTS) signal in response to a request to send (RTS) sent by unwanted users when AP experiences overloaded. This method causes excessive users will passively be encouraged to find an alternative AP. There is no Ethernet change on the user side. Minor improvement is required in AP software to determine whether overload or not, and to decide which node(s) receiving byteless CTS. Evaluations show that average throughput to all connected users decreases as unwanted users failed to transmit. However, the average throughput to prioritized users increases significantly.

1. Introduction

Handover is not only applicable for the cellular network, but also for the 802.11 wireless fidelity (WiFi) network. It enables user migration from one access point (AP) to other APs [1]. User selection on AP is influenced by many reasons such as network eligibility, network surroundings, power sources or signal quality. An AP can be overloaded if a number of its users exceeds the network capability. In such a case, the load balancing algorithm is required so that users can be distributed among several APs [2].

Load balancing can be performed either passively or actively. Passive load balancing requires no modification within AP. In contrast, active load balancing requires interaction between users and APs. Load balancing methods use cell breathing proposed by Bahl [3] and Wang [4] are examples of passive load balancing. Bahl [3] proposed cell breathing by decreasing transmitting power when the network is overloaded. Meanwhile, Wang [4] restricted power reduction only for a beacon signal so that progressing communication is not distracted. Load balancers propose by Hojiev [5] and Shafi [5] also categorized as passive load balancing, but an additional server is added. The work on passive load balancing was also improved by Velayos et al [7] and Josua [8].

Active load balancing requires modification in both AP and users. Sectorized cell breathing in [9] is an example of the active load balancer. Modifications in both nodes are necessary to apply the method. It may be applicable if the standard is modified.

This paper proposes a simple passive load balancer to enable fast load balancing without significant modification in both nodes. The proposed method makes use of the clear to send (CTS) in carrier sense multiple access (CSMA) protocol.
(CSMA/CA) is the heart of the 802.11 networks which define the use of RTS/CTS. Request to Send (RTS) frame is sent out to obtain the permission of sending data. The CTS is a reply frame to grant permission. Clear to Send (CTS) signal is part of Ethernet software (CSMA/CA) which is a reply of the client request (request to send, RTS), informing a client when and how many bytes to send. CTS frame consists of four fields, which are frame control, duration, a receiver address (RA), and frame check sequence (FCS) as shown in Figure 1.

![Figure 1. CTS Frame.](image)

The proposed method is referred to as “byteless CTS” where the duration field within CTS octets is filled by zeros when a client or a user is “kick out” from the network to reduce network load. Client(s) or user(s) may be selected randomly or based on priority. This paper uses a random method. A user who receives byteless CTS will experience failure transmission all the time that may force the user to migrate to other AP. By doing this, load balancing will be achieved easily.

2. Research method
The proposed method and the existing method (cell breathing) are evaluated by simulations. Simulations are written in Java, employing some files extracted from many sources, such as Pamvotis [10]. Figure 2 shows the simulation steps. Two APs with 2 Mbps maximum capacity are employed to receive a connection of 8 packets per second with a packet length of 16000 bits generated by some nodes.

![Figure 2. Research steps.](image)
3. Evaluation results

Figure 3 shows the delay comparisons between two methods for a number of users higher than 16 nodes. The proposed method experiences a higher delay. Delay distribution shows that the proposed method dominates higher packet delay in each number of nodes. However, as packet delay is lower than 70 ms, which means that the quality is still much acceptable and delay characteristic exerts no problem.

![Graph showing delay comparisons between existing and proposed methods](image1)

(a) Average delay

![Graph showing throughput comparisons between existing and proposed methods](image2)

(b) Average throughput

Figure 3. Network performance.

Figure 3 proofs that the proposed method is able to increase network performances up 17.62 kbps or about 1.09%. Although the increment is relatively small, the lost connection decreases down to almost 50% from 12.22 nodes on average to only about 8.84 nodes as depicted in Figure 4. It means the overall network performance increases.
4. Conclusions
This paper has reported the proposed “byteless CTS” for the cell breathing method in the 802.11 networks. The proposed method is able to increase throughput and reducing lost connection. The experiment shows that the method increases throughput successfully about 1.09% and avoid wireless lost connection to almost 50%. Although its delay is higher, the figure is still acceptable. Future work may deal with the load balancing application in a real device.
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