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Abstract

With the assistance of non-orthogonal multiple access (NOMA), the spectrum efficiency and the number of users in cloud radio access network (CRAN) can be greatly improved. In this paper, the system performance of NOMA-assisted CRAN is investigated. Specially, the outage probability (OP) and ergodic sum rate (ESR), are derived for performance evaluation of the system, respectively. Based on this, by minimizing the OP of the system, a suboptimal power allocation (PA) scheme with closed-form PA coefficients is proposed. Numerical simulations validate the accuracy of the theoretical results, where the derived OP has more accuracy than the existing one. Moreover, the developed PA scheme has superior performance over the conventional fixed PA scheme but has smaller performance loss than the optimal PA scheme using the exhaustive search method.
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1. Introduction

As next-generation mobile communication system, the 5th-Generation (5G) communication not only has super higher spectrum utilization efficiency and energy efficiency, but also can increase the transmission rate and resource utilization up to one or more magnitudes when compared to the present 4th-Generation (4G) mobile communication [1, 2].

In particular, non-orthogonal multiple access (NOMA) is a potential multiple access technique in the future communication, and it firstly developed by Japan NTT DoCoMo in 2013 [3]. The core idea of NOMA technique can provide services for multiple users simultaneously by multiplexing the power domain on the same orthogonal resource block (such as time domain, frequency domain, etc.). The existing orthogonal multiple access (OMA) schemes may not meet the requirements of massive connectivity in the future communication scenario, while NOMA can further improve the spectrum utilization and service more users simultaneously [4, 5].

To deal with the spectrum scarcity and interference, coordinated multipoint (CoMP) is a promising scheme in the future dense cellular networks. In CoMP, the performance of cell-edge users can be improved by the cooperation of nearby base stations (BSs) [6]. Moreover, generalized coordinated multipoint (GCoMP) technology is proposed to further enhance the overall performance of the network via applying the cooperation of BSs to both of cell-edge and cell-center users [7]. The idea of GCoMP is similar with that of cloud radio access network (CRAN), which reduces the access distance and boosts spectral efficiency by decentralizing the remote radio heads (RRHs) [8, 9]. However, the increase of the number of RRHs will restrict the system performance since the available resource blocks will be fewer. To overcome the above shortcoming, NOMA-assisted CRAN (CRAN-NOMA) will become one better scheme, and the resultant higher capacity and spectrum efficiency can be obtained.

In the existing work, the performance of the system with the CRAN was analyzed in [10] by considering the random location of base station (BS), and the outage probability (OP) and ergodic sum rate (ESR) were derived for performance analysis, but the system is limited in single user case. For this reason, on the basis of [10], the authors in [11] studied the OP of CRAN-NOMA, where two paired users are served simultaneously. By means of the performance analysis, an approximate OP is derived, but it is not accurate enough, especially at low SNR, since some terms in the summation are neglected during the mathematical derivation. Furthermore, the above work does not consider the optimization of power allocation (PA) so that the system performance is not well improved. In fact, the system model in [11] belongs to a special case of GCoMP-enabled NOMA networks in [7]. In [7], the performance of GCoMP-enabled NOMA networks was analyzed and the PA was optimized. However, [7] don’t consider the randomness of the distance. Moreover, the PA in [7] requests the instantaneous channel state information (CSI).

Motivated by the above reason, we will study the performance analysis and optimization for CRAN-NOMA system model from the perspective of statistical CSI. Similar to [11], for simplicity, we only focus on the case of one NOMA cluster consisting of two users, while the interferences from other NOMA clusters are not considered. The more generalized performance analysis and optimization for the case of multiple NOMA clusters in CRAN-NOMA networks are the issues worth of research, which will be studied in our future work. Our main contributions are summarized as follows:
1) By the theoretical analysis, approximate expressions with closed-form for the OPs of a two-user CRAN-NOMA system are derived. Moreover, our simulation demonstrates the derived OP expressions have more accurate than [11].

2) The ESR of the system is also analyzed, then corresponding approximate closed-form expression is derived for evaluation, which is not studied in [11]. It is shown that this theoretical ESR can agree with the simulation result.

3) With the obtained OP, a suboptimal PA solution with the closed-form expression is proposed by minimizing the OP. The proposed PA solution can attain similar performance as the optimal PA solution using one-dimensional (1D) exhaustive search method.

The rest of this paper is organized as follows. The system model of CRAN-NOMA is presented in Section 2. In Section 3, the system performance is analyzed, and the OP and ESR are derived, respectively. In Section 4, suboptimal PA scheme is developed. In Section 5, the simulation results are provided for evaluation, and conclusions are summarized in Section 6.

2. System Model

Consider a downlink CRAN-NOMA system shown in Fig. 1, where M single-antenna RRHs are distributed in a disk with radius D randomly to serve a NOMA group consisting of two single-antenna users simultaneously, in which user-1 is located in the center of the disk, and user-2 has the distance of $L \left(0 < L < D \right)$ to the user-1. For the above CRAN-NOMA system, the channel between the $j$-th RRH ($j = 1, ..., M$) and user-$i$ ($i = 1, 2$) can be modeled as [10, 11]

$$h_{ji} = \frac{g_{ji}}{\sqrt{1 + d_{ji}^\mu}},$$

(1)
where \( d_{ji} \) represents the distance between the \( j \)-th RRH and user-\( i \), \( \alpha \) is the path-loss exponent, and \( g_{ji} \) denotes the corresponding small-scale Rayleigh fading coefficient, i.e., 
\[ g_{ji} \sim CN\left(0, 1\right). \]
We denote the channel gain between user-\( i \) and the \( j \)-th RRH as \( X_{ji} = |h_{ji}|^2 \).

Let \( S_{Mi} = \sum_{j=1}^{M} X_{ji} \) for \( i = 1, 2 \), then we have:
\[
S_{Mi} = \sum_{j=1}^{M}|h_{ji}|^2 = \sum_{j=1}^{M}|g_{ji}|^2/\Big(1 + d_{ji}^\alpha\Big),
\]  
(2)

For downlink, we may assume that each RRH has the same transmission power of \( P \), and the \( a_i (i = 1, 2) \) stands for the PA coefficient of user-\( i \). Besides, \( d_{j1} > d_{j2} \) may hold for the most of RRHs. This is because user-1 is located at the center of the disk with randomly distributed RRHs [11]. Based on this, and in terms of the principle of NOMA scheme [5], the PA coefficients should satisfy that \( a_1 < a_2, a_1 + a_2 = 1 \). Then, the received signal of user-\( i \) is given as
\[
y_i = \sum_{j=1}^{M}h_{ji}\Big(\sqrt{a_1}Px_1 + \sqrt{a_2}Px_2\Big) + n_i, i = 1, 2,
\]  
(3)

where \( x_i \) represents the message of user-\( i \), and \( n_i \sim CN\left(0, \sigma^2\right) \). So, the signal to noise ratio (SNR) is \( \rho = P / \sigma^2 \).

By employing the successive interference cancellation technique, user-1 will firstly detect \( x_2 \) and remove it from the un-decoded signal, then decodes \( x_1 \) without interference of \( x_2 \). Hence, for user-1 to detect \( x_2 \), the signal to interference plus noise ratio (SINR) is
\[
\gamma_{2 \rightarrow i} = \frac{a_2\rho S_{M_i}}{a_1\rho S_{M_i} + 1},
\]  
(4)

while for user-1 to decode \( x_1 \), the SINR is
\[
\gamma_1 = a_1\rho S_{M_i}. \quad (5)
\]

Besides, user-2 decodes its own message \( x_2 \) directly by treating \( x_1 \) as interference. Thus, user-2’s SINR is given as
\[
\gamma_2 = \frac{a_2\rho S_{M_i}}{a_1\rho S_{M_i} + 1}. \quad (6)
According to the results above, the available rates of two users are given by

\[
\begin{align*}
R_1 &= \log_2 \left(1 + \gamma_1 \right) = \log_2 \left(1 + a_1 \rho S_{M_1} \right), \\
R_2 &= \log_2 \left(1 + \gamma_2 \right) = \log_2 \left(1 + \frac{a_2 \rho S_{M_2}}{a_1 \rho S_{M_2} + 1} \right). 
\end{align*}
\] (7)

3. Performance Analysis of CRAN-NOMA

In this section, the system performance of CRAN-NOMA system over composite Rayleigh fading channel in terms of the OP and ESR will be analyzed and the corresponding theoretical results will be derived.

3.1 Outage Probability

The OP is one of the key indicators to judge outage performance of wireless communication systems over fading channel [10-13], but the related research on CRAN-NOMA is relatively less, and the existing work is not accurate enough. For this reason, we first present the outage performance analysis of CRAN-NOMA over Rayleigh fading channel, and derive the associated OP expressions for assessing the performance.

Let $R_i^o$ be the target rate for user-$i$ $(i = 1, 2)$, then user-2’s OP is given by

\[
P_{out}^2 = \Pr \left( \gamma_2 < \delta_2 \right) = \Pr \left( S_{M_2} < \tau \right),
\] (8)

where $\delta_i = 2^{K_i} - 1$ for $i = 1, 2$, $\tau = \delta_2 / [(a_2 - a_1 \delta_i) \rho]$, and the condition $\delta_i < a_2 / a_i$ is assumed to guarantee that $\tau > 0$ [11]. Besides, user-1’s OP is given by [11, 14]:

\[
P_{out}^1 = \Pr \left( \gamma_1 < \delta_1, \gamma_{2,2} < \delta_2 \right) = \Pr \left( S_{M_1} < \xi \right),
\] (9)

where $\xi = \max(\tau, \beta)$, $\beta = \delta_1 / (a_1 \rho)$. In Appendix, we give the detailed derivation on (9).

By means of the Gauss-Chebyshev integration, an approximate expression for the cumulative density function (CDF) of $S_{M_1}$ in (2), denoted by $\hat{F}_{S_{M_1}}^{(1)}(w)$, is given as [10, 11]

\[
\hat{F}_{S_{M_1}}^{(1)}(w) = \sum_{\tau_1+\tau_2+\cdots+\tau_n=M}^{M!} \sum_{t_{2}! \cdots \cdot t_{n}!}^{\binom{M}{t_{2}! \cdots \cdot t_{n}!}} \sum_{k=1}^{n} \binom{n}{k} \left(1 + x_{i_1}^n \right)^{-k} \phi_{k-1} \frac{\gamma(k, \left(1 + x_{i_1}^n \right)w)}{(k-1)!},
\] (10)

where $x_{i_1} = (D/2) \left(1 + \cos \left((2n-1)/(2n) \pi \right)\right)$, $n$ is an approximate parameter because of using Gauss-Chebyshev integration, $\gamma(a, b) = \int_0^b t^{a-1} e^t dt$ is the lower incomplete gamma function, and
\[ \phi_{k} = \frac{1}{(t_{v} - k)!} \left[ \frac{d}{ds}(t_{v}-k) \right] \prod_{r=1}^{n} \left( \frac{\pi}{nD} \right) \sin \left( 2r - 1 - \frac{\pi}{2n} \right) \left( 1 + x_{v}^{a} + s \right)^{\nu_{r}} \left[ 1 + x_{v}^{a} \right]^{\nu_{r}}. \]  

Hence, substituting (10) into (9), user-1’s OP can be approximated as

\[ P_{\text{out}}^{1} \approx \hat{F}_{S_{M}}^{(1)}(\xi) = \sum_{t_{1} \neq t_{2} \neq \ldots \neq t_{M} \neq t_{n}} \frac{M!}{t_{1}! \cdots t_{n}!} \sum_{k=1}^{n} \left( 1 + x_{v}^{a} \right)^{-k} \phi_{k} \left( k \left( 1 + x_{v}^{a} \right) \xi \right) \left( k - 1 \right)! . \]  

We notice that an approximate closed-form OP expression of user-2 is provided in [11], but the provided expression is not accurate enough since a number of terms are ignored. Based on this, we will derive another approximate expression, which has more accuracy than the expression in [11].

Following the analysis in [10, 11], using the Gauss-Chebyshev integration, an approximate expression \( \hat{f}_{X_{j2}}(z) \) for the probability density function (PDF) of \( X_{j2} = |h_{j2}|^{2} \) can be derived as

\[ \hat{f}_{X_{j2}}(z) = \left( \frac{D - L}{nD} \right) \pi \sum_{v=1}^{n} \sin \left( \frac{2v - 1}{2n} \pi \right) q(x_{v2})(1 + x_{v2}^{a}) \]

\[ + \frac{2L}{nD} \sum_{v=1}^{n} \sin \left( \frac{2v - 1}{2n} \pi \right) p(x_{v3})(1 + x_{v3}^{a}) \]  

where

\[ q(x) = xe^{-x(1+x^{a})}, \]

\[ p(x) = xe^{-x(1+x^{a})} \arccos \left( \frac{L^{2} + x^{2} - D^{2}}{2xL} \right), \]  

and

\[ x_{v2} = \frac{D - L}{2} \left[ 1 + \cos \left( \frac{2v - 1}{2n} \pi \right) \right] , \]

\[ x_{v3} = L \cos \left( \frac{2v - 1}{2n} \pi \right) + D. \]  

Considering the independent identically distributed (i.i.d.) characterization of \( X_{j2}(j = 1, \ldots, M) \), the Laplace transform of \( S_{M2} \) in (2), \( L_{S_{M2}}(s) \) can be approximated as
\[ L_{s_{u2}}(s) = \left[ L_{x_{j2}}(s) \right]^M = \left[ \int_0^\infty e^{-sz} \hat{f}_{x_{j2}}(z) \, dz \right]^M = \sum_{t_1+t_2+\ldots+t_M=M} M! \sum_{v=1}^n \sum_{k=1}^{t_v} \left[ \phi_{k2} \left( 1 + x_{v2}^\alpha + s \right)^{-k} + \phi_{k3} \left( 1 + x_{v3}^\alpha + s \right)^{-k} \right], \]  

(16)

where

\[ \phi_{k2} = \frac{1}{(t_v - k)!} \left\{ \frac{d^{(t_v-k)}}{ds^{(t_v-k)}} \left[ \left( 1 + x_{v2}^\alpha + s \right)^{v} \times Q_r \right] \right\}_{s=1-x_{v2}^\alpha}, \]

and

\[ Q_r = \prod_{r=1}^n \left[ \frac{(D - L) \pi}{n D^2} \sin \frac{2r - 1}{2n} \pi \frac{x_{v2} \left( 1 + x_{v2}^\alpha \right)}{1 + s + x_{v2}^\alpha} \right]^{v_r} \right] \]

\[ + \frac{2L}{n D^2} \left( \frac{2r - 1}{2n} \pi \right) \arccos \left( \frac{-D^2 + x_{v3}^2 + L^2}{2x_{v3}L} \right) \left[ x_{v3} \left( 1 + x_{v3}^\alpha \right) \right]^{v_r} \]. \]  

(18)

In (17) and (18), the derived expressions of \( \phi_{k2} \) and \( \phi_{k3} \) are accurate. It is noticed that Ref. [11] also gives the corresponding derivations, i.e., \( \beta_{k2} \) and \( \beta_{k3} \) in the equation (10) of [11], which are shown as

\[ \beta_{k2} = \frac{1}{(t_v - k)!} \left\{ \frac{d^{(t_v-k)}}{ds^{(t_v-k)}} \left[ \left( 1 + x_{v2}^\alpha + s \right)^{v} \times \prod_{r=1}^n \left( \sin \frac{2r - 1}{2n} \pi \frac{x_{v2} \left( 1 + x_{v2}^\alpha \right)}{1 + s + x_{v2}^\alpha} \right) \right] \right\}_{s=1-x_{v2}^\alpha}, \]  

(19)

And

\[ \beta_{k3} = \frac{1}{(t_v - k)!} \left\{ \frac{d^{(t_v-k)}}{ds^{(t_v-k)}} \left[ \left( 1 + x_{v3}^\alpha + s \right)^{v} \times \prod_{r=1}^n \left( \sin \frac{2r - 1}{2n} \pi \arccos \left( \frac{-D^2 + x_{v3}^2 + L^2}{2x_{v3}L} \right) \frac{x_{v3} \left( 1 + x_{v3}^\alpha \right)}{1 + s + x_{v3}^\alpha} \right) \right] \right\}_{s=1-x_{v3}^\alpha}. \]  

(20)

So, when compared to (17) and (18), they are not accurate enough because some terms of \( Q_r \) in (18) are neglected, which result in the inaccuracy of OP in the equation (10) of [11].

By applying the inverse Laplace transform of \( L_{s_{u2}}(s) \), an approximate expression \( \hat{f}_{s_{u2}}(z) \) for the PDF of \( S_{M2} \) in (2) is obtained by
\[ \hat{F}_{S_{M2}}(z) \approx \sum_{t_1, t_2, ..., t_n=M} \frac{M!}{t_1!t_2!...t_n!} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \left[ \phi_{k2} z^{k+1} e^{-(1+x_{v2})z} + \phi_{k3} (k-1)! \right] \left[ \phi_{k3} z^{k+1} e^{-(1+x_{v3})z} \right]. \] (21)

Thus, with (21), an approximate expression \( \hat{F}_{S_{M2}}(z) \) for the CDF of \( S_{M2} \) is given by

\[ \hat{F}_{S_{M2}}(z) \approx \sum_{t_1, t_2, ..., t_n=M} \frac{M!}{t_1!t_2!...t_n!} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \left[ \phi_{k2} \frac{\gamma(k,(1+x_{v2})w)}{(1+x_{v2})^k (k-1)!} + \phi_{k3} \frac{\gamma(k,(1+x_{v3})w)}{(1+x_{v3})^k (k-1)!} \right]. \] (22)

Therefore, substituting (22) into (8) yields

\[ P_{out}^2 \approx \hat{F}_{S_{M2}}(\tau) \]

\[ = \sum_{t_1, t_2, ..., t_n=M} \frac{M!}{t_1!t_2!...t_n!} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \left[ \phi_{k2} \frac{\gamma(k,(1+x_{v2})\tau)}{(1+x_{v2})^k (k-1)!} + \phi_{k3} \frac{\gamma(k,(1+x_{v3})\tau)}{(1+x_{v3})^k (k-1)!} \right]. \] (23)

Equation (23) is an approximate closed-form OP expression of user-2. It is shown that Eq.(23) has more accuracy than the equation (10) in [11]. This is because the latter neglects some terms during the derivations of \( \beta_{k2} \) and \( \beta_{k3} \). Simulation results will testify the validity of the (23).

### 3.2 Ergodic Sum Rate

In this subsection, we will derive the theoretical result of ESR in CRAN-NOMA. Using the series expansion of \( \gamma(a,b) \), the following equality holds:

\[ \frac{\gamma(k,(1+x_{v2})w)}{(k-1)!} = 1 - \sum_{l=0}^{k-1} \frac{(1+x_{v2})^l}{l!} w^l e^{-(1+x_{v2})w}. \] (24)

According to the normalization of CDF, that is, \( \lim_{w \to \infty} \hat{F}_{S_{M2}}(w) \approx 1(i=1,2) \), then we have:

\[ \sum_{t_1, t_2, ..., t_n=M} \frac{M!}{t_1!t_2!...t_n!} \sum_{i=1}^{n} \sum_{k=1}^{\infty} (1+x_{v1})^{-k} \phi_{k1} \approx 1, \] (25)

and

\[ \sum_{t_1, t_2, ..., t_n=M} \frac{M!}{t_1!t_2!...t_n!} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \left[ (1+x_{v2})^{-k} \phi_{k2} + (1+x_{v3})^{-k} \phi_{k3} \right] \approx 1. \] (26)

Substituting (24) and (25) into (10) gives another different approximate expression
\( \hat{F}_{\text{CFM}_1}^{(2)}(w) \) for the CDF of \( S_{\text{M}_1} \) in (2):

\[
\hat{F}_{\text{CFM}_1}^{(2)}(w) = 1 - \sum_{t_1+t_2+\ldots+t_n=M} \frac{M!}{t_1!t_2!\ldots t_n!} \sum_{i=1}^{t_1} \sum_{k=1}^{t_2} \frac{(1 + x_{i_1}^{\alpha})^{-k}}{k!} \phi_{i_1} \sum_{j=0}^{k-1} \frac{(1 + x_{i_2}^{\alpha})^{-j}}{j!} w^{j} e^{-(1 + x_{i_2}^{\alpha})w}. \tag{27}
\]

Similarly, substituting (24) and (26) into (22), another different approximate expression \( \hat{F}_{\text{CFM}_2}^{(2)}(w) \) for the CDF of \( S_{\text{M}_2} \) in (2) can be further expressed as

\[
\hat{F}_{\text{CFM}_2}^{(2)}(w) = 1 - \sum_{t_1+t_2+\ldots+t_n=M} \frac{M!}{t_1!t_2!\ldots t_n!} \sum_{i=1}^{t_1} \sum_{k=1}^{t_2} \frac{(1 + x_{i_1}^{\alpha})^{-k}}{k!} \phi_{i_1} \sum_{j=0}^{k-1} \frac{(1 + x_{i_2}^{\alpha})^{-j}}{j!} w^{j} e^{-(1 + x_{i_2}^{\alpha})w} - \sum_{t_1+t_2+\ldots+t_n=M} \frac{M!}{t_1!t_2!\ldots t_n!} \sum_{i=1}^{t_1} \sum_{k=1}^{t_2} \frac{(1 + x_{i_3}^{\alpha})^{-k}}{k!} \phi_{i_3} \sum_{j=0}^{k-1} \frac{(1 + x_{i_3}^{\alpha})^{-j}}{j!} w^{j} e^{-(1 + x_{i_3}^{\alpha})w}. \tag{28}
\]

With (27) and (7), using the method of integration by parts and the equation \( H_{137}(3) \) in [15], we can derive user-1’s ESR as

\[
R_{\text{ave}}^1 = E[R_1] \approx \frac{a_1 \rho}{\ln 2} \sum_{t_1+t_2+\ldots+t_n=M} \frac{M!}{t_1!t_2!\ldots t_n!} \sum_{i=1}^{t_1} \sum_{k=1}^{t_2} \frac{(1 + x_{i_1}^{\alpha})^{-k}}{k!} \phi_{i_1} \sum_{j=0}^{k-1} \frac{(1 + x_{i_2}^{\alpha})^{-j}}{j!} w^{j} e^{-(1 + x_{i_2}^{\alpha})w} \tag{29}
\]

\[
\times \left[ \sum_{i=1}^{t_3} \left( \frac{1 + x_{i_3}^{\alpha}}{\rho} \right)^{a_i} \Gamma \left( -l, \frac{1 + x_{i_3}^{\alpha}}{\rho} \right) - a_i^{-1} \exp \left( \frac{1 + x_{i_3}^{\alpha}}{a_i \rho} \right) \Gamma \left( -l, \frac{1 + x_{i_3}^{\alpha}}{a_i \rho} \right) \right].
\]

where \( E[\cdot] \) denotes the expectation, and \( \Gamma(a, b) = \int_0^b t^{a-1} e^{-t} dt \) denotes the upper incomplete gamma function. Similarly, with (28) and (7), by means of the method of integration by parts and the equation \( H_{137}(3) \) in [15], we can calculate the ergodic rates of user-2 as

\[
R_{\text{ave}}^2 = E[R_2] \approx \frac{a_2 \rho}{\ln 2} \sum_{t_1+t_2+\ldots+t_n=M} \frac{M!}{t_1!t_2!\ldots t_n!} \sum_{i=1}^{t_1} \sum_{k=1}^{t_2} \frac{(1 + x_{i_2}^{\alpha})^{-k}}{k!} \phi_{i_2} \sum_{j=0}^{k-1} \frac{(1 + x_{i_2}^{\alpha})^{-j}}{j!} w^{j} e^{-(1 + x_{i_2}^{\alpha})w} \tag{30}
\]

\[
\times \left[ \exp \left( \frac{1 + x_{i_3}^{\alpha}}{\rho} \right) \Gamma \left( -l, \frac{1 + x_{i_3}^{\alpha}}{\rho} \right) - a_i^{-1} \exp \left( \frac{1 + x_{i_3}^{\alpha}}{a_i \rho} \right) \Gamma \left( -l, \frac{1 + x_{i_3}^{\alpha}}{a_i \rho} \right) \right].
\]

Therefore, using (29) and (30), the ESR of CRAN-NOMA can be achieved as
\[ R_{\text{ave}} = R_{\text{ave}}^1 + R_{\text{ave}}^2, \] (31)

Equation (31) is an approximate closed-form ESR expression, and it will have the value close to the corresponding simulation result.

4. Power Allocation Scheme

In this section, we develop a suboptimal PA scheme to minimize the OP of the system. Let \( J_1(a_i) = P_{\text{out}}^1 + P_{\text{out}}^2 \), and considering that \( a_i + a_2 = 1 \), then the PA problem can be formulated as

\[
\min_{a_i} J_1(a_i) = P_{\text{out}}^1 + P_{\text{out}}^2 \\
\text{s.t.} \quad 0 < a_i \leq 0.5, \quad \delta_2 < (1-a_i) / a_i
\] (32)

For the problem (32), we can resort to the one-dimensional (1D) search method to achieve the optimal solution, but the complexity will become much higher since enough small step is needed to find the optimal solution. For this reason, in what follows, we will present a suboptimal PA scheme to solve the problem (32).

From (8) and (9), it is observed that (32) can be divided into the following two sub-problems. The first sub-problem corresponds to the case of \( \tau \geq \beta \). For this case, considering that \( \tau = \delta_2 / [(a_2 - a_1 \delta_2) \rho] \) and \( \beta = \delta_1 / (a_1 \rho) \), utilizing \( a_i + a_2 = 1 \), we can derive the following inequality as

\[
a_i \geq \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2). \] (33)

In terms of two constraint conditions of (32), we can obtain:

\[
a_i \leq \min \left\{ \frac{1}{1+\delta_2}, \frac{1}{2} \right\}. \] (34)

Hence, for \( \tau \geq \beta \), with (33) and (34), the optimization problem (32) is changed to the following sub-problem, i.e.,

\[
\min_{a_i} J_1(a_i) = F_{\text{5r1}}(\tau) + F_{\text{5r2}}(\tau) \\
\text{s.t.} \quad \frac{\delta_1}{\delta_1 + \delta_2 + \delta_1 \delta_2} \leq a_i \leq \min \left\{ \frac{1}{1+\delta_2}, \frac{1}{2} \right\} \] (35)

where \( \tau = \delta_2 / [(1-a_i - a_1 \delta_2) \rho] \). \( J_1(a_i) \) in (35) is a monotonically increasing function of \( a_i \) because \( \tau \), \( F_{\text{5r1}}(\tau) \) and \( F_{\text{5r2}}(\tau) \) are all monotonically increasing functions of \( a_i \) under this case. Therefore, the optimal solution of (35) is
\[ a_i^* = \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) , \]  

and correspondingly, \[ a_2^* = 1 - a_1^* . \] Besides, if \( \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) > 0.5 \), then no PA can be available. So, this case is not considered.

The second sub-problem corresponds to the case of \( \tau \leq \beta \). For this case, we can obtain:

\[ a_i \leq \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) . \]  

Considering that \( \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) < 1/(1+\delta_2) \), the constraint condition of (32) for \( \tau \leq \beta \) becomes

\[ 0 < a_i \leq \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) . \]  

Correspondingly, the problem (32) is changed as

\[
\begin{align*}
\min_{a_i} & \quad J_1(a_i) = F_{s_{u_1}}(\beta) + F_{s_{u_2}}(\tau) \\
\text{s.t.} & \quad 0 < a_i \leq \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2)
\end{align*}
\]  

However, under this case, it is hard to solve (39) directly since the expressions of \( F_{s_{u_1}}(\beta) \) and \( F_{s_{u_2}}(\tau) \) are very complicated, which results in the complexity of the objective function \( J_1(a_i) \). From (12) and (23), we can find that \( F_{s_{u_1}}(x) \) and \( F_{s_{u_2}}(x) \) are both monotonically increasing function of \( x \). So, we have: \( F_{s_{u_2}}(\tau) \leq F_{s_{u_2}}(\beta) \).

Let \( J_2(a_i) = F_{s_{u_1}}(\beta) + F_{s_{u_2}}(\beta) \), then \( J_2(a_i) \geq J_1(a_i) \). Thus, we can optimize the upper bound of \( J_1(a_i) \), \( J_2(a_i) \) to obtain suboptimal solution. Correspondingly, the problem (39) is changed as

\[
\begin{align*}
\min_{a_i} & \quad J_2(a_i) = F_{s_{u_1}}(\beta) + F_{s_{u_2}}(\beta) \\
\text{s.t.} & \quad 0 < a_i \leq \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2)
\end{align*}
\]  

Since \( \beta = \delta_1 / (a_i \rho) \), \( \beta \) is a monotonically decreasing function of \( a_i \), while \( F_{s_{u_1}}(\beta) \) and \( F_{s_{u_2}}(\beta) \) are both monotonically increasing function of \( \beta \). Therefore, to obtain the minimum of \( J_2(a_i) \), \( a_i \) must take the maximum value. Namely, the optimal value of \( a_i \) is

\[ a_i^* = \delta_1 / (\delta_1 + \delta_2 + \delta_1 \delta_2) \]  

for (40). This solution is also a suboptimal one of the problem (39) because it is obtained by optimizing the upper bound of the objective function in (39).

According to the above results, and considering (36), we can get a suboptimal PA solution as follows:
\[
\begin{align*}
\hat{a}_1^* &= \frac{\delta_1}{\delta_1 + \delta_2 + \delta_1 \delta_2}, \\
\hat{a}_2^* &= \frac{\delta_2 + \delta_1 \delta_2}{\delta_1 + \delta_2 + \delta_1 \delta_2}.
\end{align*}
\] (41)

5. Simulation Results and Analysis

In this section, we will use the computer simulation to assess the effectiveness of the derived theoretical results and the suboptimal PA scheme. The theoretical OPs of user-1 and user-2 are calculated by (12) and (23), respectively. The theoretical ESR is computed by (31). Based on the works in [10, 11, 16], we consider the application of dense homogeneous cellular networks in which the small RRHs are deployed with high intensity that may be greater than the intensity of the users. Specially, we consider a disk containing \( M \) RRHs and a NOMA cluster with two users, where our theoretical analysis results can be applicable to this simulation environment. Therefore, the default simulation parameters are set as: disk radius \( D = 10m \), the distance between two user \( L = 8m \), the value of approximate parameter in theoretical formulae \( n = 10 \). The number of RRHs \( M = 3, 4 \), the path loss factor \( \alpha = 2 \), the minimum rate constraints \( R_1^o = 0.5 \text{bit/s/Hz} \), \( R_2^o = 1 \text{bit/s/Hz} \). The power allocation coefficients are computed by (41), i.e., \( a_1 = 0.2265 \), \( a_2 = 0.7735 \). The supposed environment can be regarded as a small part of the ultra-dense network (UDN) [17], in which access points (APs) have a coverage range of about 10m, and thousands of APs in 1km\(^2\), while cell range is more than 500m, and generally less than about 3-5 BSs in 1km\(^2\) in the conventional cellular network.

![Fig. 2. (a) user-1’s OP](image-url)
In Fig. 2, we study the outage performance of CRAN-NOMA with different $n$, where the OPs of user-1 and user-2 are assessed respectively in Fig. 2(a) and Fig. 2(b). The theoretical formula 1 is from our paper, i.e., (12) for user-1 and (23) for user-2, whereas the theoretical formula 2 is from [11]. As shown in Fig. 2, as $n$ increases, the accuracy of the theoretical formula 1 is increased as well, and corresponding theoretical value becomes very close to the simulated one, which accords with the characteristic of Gauss-Chebyshev integral method. It can be seen that when $n=10$, the curve of theoretical formula 1 is almost the same as the simulation curve. In fact, when the value of $n$ tends to infinity, the theoretical formula 1 will have the same value as the simulation result. On this account, we can choose $n=10$ for theoretical approximate calculation. Besides, the theoretical formula 2 in [11] for calculating user-1’s OP has almost the same value as the simulation result, but the theoretical formula 2 for calculating user-2’s OP is different with the corresponding simulation result, especially at low SNR. This is because it neglects a number of terms in the summation during the computation. As a result, the theoretical value is smaller than the actual simulated one. While for our theoretical formula 1, it can compute the OPs of user-1 and user-2 accurately, and agrees well with the corresponding simulation. These results show that our theoretical formulae are valid and can evaluate the system outage performance effectively.

![Fig. 2. (b) user-2’s OP](image-url)

**Fig. 3** gives the ESR of CRAN-NOMA system, where different values of $M$ and $n$ are considered. From **Fig. 3**, the ESR increases as $M$ increases. The reason is that when $M$ increases, more RRH can provide users with higher quality of service. Correspondingly, the system OP will be smaller, and resultant ESR will be improved greatly. As expected, the system with $M=5$ has higher ESR than that with $M=3$. Besides, with the increase of the value of $n$, the theoretical ESR becomes more accurate, and the corresponding value is very close to that of the simulation. The above results indicate that our theoretical expression of ESR is also effective. It is worth noting that the Gauss-Chebyshev integration is an
approximate expression for the original integration confer [18], which means that different approximate expressions for the CDFs of $S_m (i = 1, 2)$ are used in the derivation of OP and ESR respectively, i.e., (10) and (27) are not equal, (22) and (28) are not equal too. As a result, it may seem that Fig. 2 is against Fig. 3, but this phenomenon can be also found in the simulation of [10].

![Fig. 3. ESR of CRAN-NOMA system](image)

In Fig. 4, we study the outage performance of CRAN-NOMA with different PA schemes, where the proposed PA scheme, the optimal PA scheme with 1D search method, and two fixed PA schemes are compared. For the first fixed scheme (referred as ‘fixed PA 1’ in Fig. 4), the PA coefficients are $a_1=0.45$ and $a_2=0.55$, i.e., the powers of two users are allocated almost the same. For the second fixed scheme (referred as ‘fixed PA 2’ in Fig. 4), the PA coefficients $a_1=0.05$ and $a_2=0.95$, i.e., the power allocation has obvious difference, more power is allocated to user-2. It is shown in Fig. 4 that our PA scheme attains similar performance as the optimal one, only with small performance loss at large SNR. Moreover, the optimal PA scheme needs exhaustive search, which will bring about higher complexity. Whereas for our scheme, it has closed-form power allocation, so that its complexity becomes lower. Besides, for low SNR, the four schemes have almost the same performance. The reason is that the noise is the main factor affecting the performance under this case, and resulting OPs of the two users become large. So, the system outage is easy to occur, and the corresponding OP is large. When the SNR is high, the effect of the noise is much less, while the effect of power control becomes much obvious. Thus, the suboptimal scheme and the optimal scheme have better performance than two fixed PA scheme, i.e., they have lower OP than the latter two. This is because the former two can work well with different channel parameters, while for the latter two schemes, the power allocation is fixed, which limits the outage performance. Since the PA coefficients of the fixed PA2 are closer to the suboptimal PA coefficients given by (41) when compared to the PA coefficients of the fixed PA 1. Hence, the fixed PA 2 has superior performance over the fixed PA 1. The above results demonstrate that our suboptimal PA scheme is reasonable and also efficient.
Fig. 4. CRAN-NOMA’s OP with different PA schemes

Fig. 5. The OPs of two users with different path loss exponent $\alpha$
Fig. 5 plots the OPs of two users in CRAN-NOMA with different path loss exponent $\alpha$, where $\alpha = 2, 3, 4$. Firstly, under different $\alpha$, the theoretical curves are almost coincided with the corresponding simulation curves, thus the accuracy of the proposed approximate theoretical formulas are verified again, and it is shown that the calculation complexity and accuracy can be well balanced for $n=10$. In addition, when $\alpha$ becomes larger, the OPs of two users increases obviously, which indicates that the channel gain greatly affects the achievable rate of users and the corresponding OPs.

Fig. 6. Comparison of ESR under NOMA and TDMA

Fig. 6 compares the ESR under NOMA and TDMA with varying the distance $L$ between user-1 and user-2, where $a_1=0.25$, $a_2=0.75$ in NOMA and two users are allocated with equal time slot in TDMA. It can be verified by Fig. 6 that NOMA can exhibit superior ESR performance than the conventional TDMA due to the power-domain multiplexing gain. Moreover, the performance gap between NOMA and TDMA becomes larger as $L$ increases. This is because the larger $L$ is, the larger the difference of channel gain between two users is, which facilitates the use of NOMA.

6. Conclusions

We have studied the performance and power allocation for the CRAN-NOMA system in composite Rayleigh fading channel. With the performance analysis, using the Gauss-Chebyshev integral approximation and the inverse Laplace transform, the OP and ESR of the system are deduced, and the resulting closed-form approximate expressions are attained. The derived OP has more accuracy than the existing one, especially at low SNR. Simulation results verify the correctness of our theoretical OP and ESR. Besides, based on
the obtained OP, we developed a suboptimal PA scheme with closed-form coefficients to minimize the OP. It is shown that the suboptimal scheme has superior performance over the conventional fixed PA scheme, and can attain similar performance as the optimal 1D search method. Moreover, our PA scheme enjoys lower complexity than the latter since the latter needs larger number of search while our PA scheme has a closed-form expression.

**Appendix**

In this appendix, we will present the derivation of (9). With (4) and (5) as well as (7), user-1’s OP can be expressed as

\[
P^1_{\text{out}} = \Pr \left( (R_1 < R^*_1) \cup (R_{2-1} < R^*_2) \right) = 1 - \Pr \left( (R_1 \geq R^*_1) \cap (R_{2-1} \geq R^*_2) \right) = 1 - \Pr \left( (\gamma_1 \geq \delta_1^*) \cap (\gamma_{2-1} \geq \delta_2^*) \right), \tag{A1} \]

where \(R_{2-1} = \log_2(1 + \gamma_{2-1})\), \(\delta_1^* = 2^{R_1^*} - 1\), and \(\delta_2^* = 2^{R_2^*} - 1\).

Let \(\tau = \delta_2^*/[(a_2 - a_1\delta_2^*)\rho]\) and \(\beta = \delta_1^*/(a_1\rho)\), using (4) and (5), then (A1) can be given by

\[
P^1_{\text{out}} = 1 - \Pr \left( (S_{M_1} \geq \delta_1^*/(a_1\rho)) \cap (S_{M_1} \geq \delta_2^*/[(a_2 - a_1\delta_2^*)\rho]) \right) = 1 - \Pr \left( (S_{M_1} \geq \beta) \cap (S_{M_1} \geq \tau) \right). \tag{A2} \]

Let \(\xi = \max(\tau, \beta)\), then (A2) can be further expressed as

\[
P^1_{\text{out}} = 1 - \Pr(S_{M_1} \geq \xi) = \Pr(S_{M_1} < \xi). \tag{A3} \]
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