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Abstract. A method for nonlinear topology identification is proposed, based on the assumption that a collection of time series are generated in two steps: i) a vector autoregressive process in a latent space, and ii) a nonlinear, component-wise, monotonically increasing observation mapping. The latter mappings are assumed invertible, and are modeled as shallow neural networks, so that their inverse can be numerically evaluated, and their parameters can be learned using a technique inspired in deep learning. Due to the function inversion, the backpropagation step is not straightforward, and this paper explains the steps needed to calculate the gradients applying implicit differentiation. Whereas the model explainability is the same as that for linear VAR processes, preliminary numerical tests show that the prediction error becomes smaller.
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1 Introduction

Multi-dimensional time series data are observed in many real-world systems, where some of the time series are influenced by other time series. The interrelations among the time series can be encoded in a graph structure, and identifying such structure or topology is of great interest in multiple applications [1]. The inferred topology can provide insights about the underlying system and can assist in inference tasks such as prediction and anomaly detection.

In real-world applications such as neuroscience and genomics, signal interrelations are often inherently nonlinear [2,3,4]. In these cases, using linear models may lead to inconsistent estimation of causal interactions [5]. We propose deep learning based methods by applying feed-forward invertible neural networks. This project proposes a low-complexity nonlinear topology identification method that is competitive with other nonlinear methods explaining time series data from a heterogeneous set of sensors.

* The work in this paper was supported by the SFI Offshore Mechatronics grant 237896/O30.
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1.1 State of the art and contribution

The use of linear VAR models for topology identification have been well-studied. A comprehensive review of topology identification algorithms was recently published [1], where the issue of nonlinearity is discussed together with other challenges such as dynamics (meaning estimating time-varying models).

In [6], an efficient algorithm to estimate linear VAR coefficients from streaming data is proposed. Although the linear VAR model is not expressive enough for certain applications, it allows clear performance analysis, and is subject to continuous technical developments, such as a novel criterion for automatic order selection [7], VAR estimation considering distributions different to the Gaussian, such as Student’s t [8], or strategies to deal with missing data [8,9,6].

Regarding non-linear topology identification based on the VAR model, kernels are used in [10,11] to linearize the nonlinear dependencies by mapping variables to a higher-dimensional Hilbert space. The growth of computational complexity and memory requirements (a.k.a. “curse of dimensionality”) associated with kernel representations is circumvented in [10,11] by restricting the numeric calculation to a limited number of time-series samples using a time window, which results in suboptimal performance. A semiparametric model is proposed for the same task in [12].

A different class of nonlinear topology identification methods are based on deep feedforward or recurrent NNs [5,13] combined with sparsity-inducing penalties on the weights at one layer, labeled as “Granger-causality layer”.

Recent work [14] considers a nonlinear VAR framework where the innovations are not necessarily additive, and proposes estimation algorithms and identifiability results based on the assumption that the innovations are independent.

All the aforementioned nonlinear modeling techniques are based on estimating nonlinear functions that predict the future time series values in the measurement space, which entails high complexity and is not amenable to predicting multiple time instants ahead. The main contribution of our work is a modeling assumption that accounts for mild nonlinear relations that are independent of the (linear) multivariate structure, and reduces the complexity associated with long-term predictions, as explained in detail in Sec. 3.

2 Background

2.1 Graph Topology Identification

Estimating topology of a system means finding the dependencies between network data time series. These dependencies may not be physically observable; rather, there can be logical connections between data nodes that are not physically connected, but which may be (indirectly) logically connected due to, e.g. control loops. Topology inference has the potential to contribute to the algorithmic foundations to solve important problems in signal processing (e.g. prediction, data completion, etc..) and data-driven control.
While the simplest techniques such as correlation graphs cannot determine the direction of interactions, one may also employ to this end structural equation models (SEM) or Bayesian networks. However, such methods account only for memory-less interactions. On the other hand, causality in the Granger sense is based on the idea that the cause precedes the effect in time, and knowledge about the cause helps predicting the effect more accurately. The way Granger causality is defined makes it interesting, from a conceptual point of view, for understanding data dependencies; however, it is often computationally intractable. Thus, alternative causality definitions, such as those based on vector autoregressive (VAR) models are typically preferred in practical scenarios. The simplest possible VAR model is a linear VAR model.

Consider a collection of $N$ sensors, where $y_n[t]$ denotes the measurement of the $n$-th sensor at time $t$. A $P$-th order linear VAR model can be formulated as

$$y[t] = \sum_{p=1}^{P} A_p y[t-p] + u[t], \quad P \leq t \leq T$$

where $y[t] = [y_1[t], \ldots, y_N[t]]^T$, $A_p \in \mathbb{R}^{N \times N}$, $p = 1, \ldots, P$, are the matrices of VAR parameters (see Fig. 2), $T$ is observation time period, and $u[t] = [u_1[t], \ldots, u_N[t]]$ is an innovation process typically modeled as a Gaussian, temporally white random process. With $a_{n,n'}^{(p)}$ being the $(n,n')$ entry of the matrix $A_p$, the r.h.s above takes the form:

$$y_n[t] = \sum_{n'=1}^{N} \sum_{p=1}^{P} a_{n,n'}^{(p)} y_{n'}[t-p] + u_n[t], \quad P \leq t \leq T$$

for $n = 1, \ldots, N$. The problem of identifying a linear VAR causality model reduces to estimating the VAR coefficient matrices $\{A_p\}_{p=1}^{P}$ given the observations $\{y[t]\}_{t=0}^{T-1}$. The VAR causality is determined from the support of the VAR matrix parameters and can be interpreted as a surrogate (yet not strictly equivalent) for Granger causality. Notice that VAR models encode lagged interactions, and other linear models such as structural equation models (SEM) or structural VAR (SVAR) are available if interactions at a small time scale are required. In this paper, for the sake of simplicity, we focus on learning non-linear VAR models. However, our algorithm designs can also accommodate the SEM and SVAR frameworks without much difficulty.
2.2 Nonlinear function approximation

The main advantages of linear modeling are its simplicity, the low variance of the estimators (at the cost of a higher bias compared to more expressive methods), and the fact that linear estimation problems often lead naturally to convex optimization problems, which can be solved efficiently.

However, there are several challenges related to inferring linear, stationary models from real-world data. Many instances such as financial data, brain signals, industrial sensors, etc. exhibit highly nonlinear interactions, and only nonlinear models have the expressive capacity to capture complex dependencies (assuming that those are identifiable and enough data are provided for the learning). Some existing methods have tried to capture nonlinear interactions using kernel-based function approximators (see [4,11] and references therein). In the most general non-linear case, each data variable \( y_n[t] \) can be represented as a non-linear function of several multi-variate data time series as:

\[
y_n[t] = h_n(y_{t-1}, ..., y_{t-P}) + u_n[t],
\]

where \( y_{t-p} = [y_1[t-p], y_2[t-p], ..., y_N[t-p]]^T \), and \( h(\cdot) \) is a non-linear function.

However, from a practical perspective, this model is too general to be useful in real applications, because the class of possible nonlinear functions is unrestricted and, therefore, the estimators will suffer from high variance. Notice also that learning such a model would require in general an amount of data that may not be available in realistic scenarios, and requiring a prohibitive complexity. A typical solution is to restrict the the modeling to a subset of nonlinear functions, either in a parametric (NN) or nonparametric (kernel) way.

Our goal in this paper is to learn nonlinear dependencies with some underlying structure making it possible to learn them with limited complexity, with an expressive slightly higher than linear models.

3 Modelling

The linear coefficients in (1) are tailored to assessing only linear mediating dependencies. To overcome this limitation, this work considers a non-linear model by introducing a set of node dependent nonlinear functions \( \{f_i\}_{i=1}^N \). Previous works on nonlinear topology identification estimate nonlinear multivariate models without necessarily assuming linear dependencies in an underlying space; rather, they directly estimate non-linear functions from and into the real measurement space without assuming an underlying structure. In our work, we assume that the multivariate data can be explained as the nonlinear output of a set of observation functions \( \{f_i\}_{i=1}^N \) with a VAR process as an input. Each function \( f_i \) represents a different non-linear distortion at the \( i \)-th node.

Given data time series, the task is to jointly learn the non-linearities together with a VAR topology in a feature space which is linear in nature, where the outputs of the functions \( \{f_i\}_{i=1}^N \) belong to. Such functions are required to be invertible, so that sensor measurements can be mapped into the latent feature.
space, where the linear topology (coefficients) can be used to generate predictions, which can be taken back to the real space through \( \{f_i\}_{i=1}^N \). In our model, prediction involves the composition of several functions, which can be modeled as neural networks. The nonlinear observation function at each node can be parameterized by a NN that is in turn a universal function approximator [19]. Consequently, the topology and non-linear per-node transformations can be seen in aggregation as a DNN, and its parameters can be estimated using appropriate deep learning techniques.

The idea is illustrated in Figure 2. The green circle represents the underlying latent vector space. The exterior of the circle is the space where the sensor measurements lie, which need not be a vector space. The blue lines show the linear dependency between the time series inside the latent space. The red line from each time series shows the transformation to the measurement space. Each sensor is associated with a different nonlinear function. Specifically, if \( y_i[t] \) denotes the \( i \)-th time series in the latent space, the measurement (observation) is modeled as \( z_i[t] = f_i(y_i[t]) \). The function \( f_i \) is parameterized as a neural network layer with \( M \) units, expressed as follows:

\[
f_i(y_i) = \sum_{j=1}^{M} \alpha_{ij} \sigma (w_{ij} y_i - k_{ij}) + b_i
\]
For the function $f_i$ to be monotonically increasing (which guarantees invertibility), it suffices to ensure that $\alpha_{ij}$ and $w_{ji}$ are positive $\forall j$. The pre-image of $f_i$ is the whole set of real numbers, but the image is an interval $(\bar{z}_i, \tilde{z}_i)$, which is in accordance to the fact that sensor data are usually restricted to a dynamic range. If the range is not available a priori but sufficient data is available, bounds for the operation interval can be easily inferred.

Let us remark three important advantages in the proposed model:

- It is substantially more expressive than the linear model, while capturing non-linear dependencies with lower complexity than other non-linear models.
- It allows to predict with longer time horizons ahead within the linear latent space. Under a generic non-linear model, the variance of a long-term prediction explodes with the time horizon.
- Each non-linear nodal mapping can also adapt and capture any possible drift or irregularity in the sensor measurement, thus, it can directly incorporate imperfections in the sensor measurement itself due to, e.g., lack of calibration.

3.1 Prediction

Given accurate estimates of the nonlinear functions $\{f_i\}_{i=1}^N$, their inverses, and the parameters of the VAR model, future measurements can be easily predicted. Numerical evaluation of the inverse of $f_i$ as defined in (4) can easily be done with a bisection algorithm.

Let us define $g_i = f_i^{-1}$. Then, the prediction consists of three steps, the first one being mapping the previous samples back into the latent vector space:

$$\hat{y}_i[t - p] = g_i(z_i[t - p])$$

(5a)

Then, the VAR model parameters are used to predict the signal value at time $t$ (also in the latent space):

$$\hat{y}_i[t] = \sum_{p=1}^{p} \sum_{j=1}^{n} a_{ij}^{(p)} \hat{y}_j[t - p]$$

(5b)

Finally, the predicted measurement at each node is obtained by applying $f_i$ to the latent prediction:

$$\hat{z}_i[t] = f_i(\hat{y}_i[t])$$

(5c)

These prediction steps can be intuitively visualized as a neural network. The next section formulates an optimization problem intended to learn the parameters of such a neural network. For a simple example with 2 sensors, the network structure is shown in Figure 3.

4 Problem formulation

The functional optimization problem consists in minimizing $\|z[t] - \tilde{z}\|_2^2$ (where $z[t]$ is a vector collecting the measurements for all $N$ sensors at time $t$), subject
Fig. 3. Schematic for modeling Granger causality for a toy example with 2 sensors.

to the constraint of $f_i$ being invertible $\forall i$, and the image of $f_i$ being $(\bar{z}_i, \bar{z}_i)$. The saturating values can be obtained from the nominal range of the corresponding sensors, or can be inferred from data.

Incorporating equation (1), the optimization problem can be written as:

$$\min_{f,A} \| z[t] - f \left( \sum_{p=1}^{P} A(p) \left[ g(z[t-p]) \right] \right) \|^2_2$$

(6a)

subject to:

$$\sum_{j=1}^{M} \alpha_{ji} = \bar{z}_i - \bar{z}_i \quad \forall i$$

(6b)

$$b_i = \bar{z}_i \quad \forall i$$

(6c)

$$\alpha_{ji} \geq 0 \quad \forall i, j$$

(6d)

$$w_{ji} \geq 0 \quad \forall i, j$$

(6e)

The functional optimization over $f_i$ is tantamount to optimizing over $\alpha_{ji}, w_{ji}, k_{ji}$ and $b_i$. The main challenge to solve this problem is that there is no closed form for the inverse function $g_i$. This is addressed in the ensuing section.

5 Learning algorithm

Without a closed form for $g$, we cannot directly obtaining gradients with automatic differentiation such as Pytorch, as is typically done in deep learning with a stochastic gradient-based optimization algorithm. Fortunately, once $\{ g_i(\cdot) \}$ is numerically evaluated, the gradient at that point can be calculated with a relatively simple algorithm, derived via implicit differentiation in Sec. 5.2. Once that gradient is available, the rest of the steps of the backpropagation algorithm are rather standard.
5.1 Forward equations

The forward propagation equations are given by the same steps that are used to predict next values of the time series \( z \):

\[
\tilde{y}_i[t - p] = g_i(z_i[t - p], \theta_i) \quad (7a)
\]

\[
\hat{y}_i[t] = \sum_{p=1}^{p} \sum_{j=1}^{n} a_{ij}(p) \tilde{y}_j[t - p] \quad (7b)
\]

\[
\hat{z}_i[t] = f_i(\hat{y}_i[t], \theta_i) \quad (7c)
\]

\[
C[t] = \sum_{n=1}^{N} (z_n[t] - \hat{z}_n[t])^2 \quad (7d)
\]

Here, the dependency of the nonlinear functions with the neural network parameters is made explicit, where

\[
\theta_i = \begin{bmatrix} \alpha_i \\ w_i \\ k_i \\ b_i \end{bmatrix} \quad \text{and} \quad \alpha_i = \begin{bmatrix} \alpha_{i1} \\ \alpha_{i2} \\ \vdots \\ \alpha_{iM} \end{bmatrix}, \quad w_i = \begin{bmatrix} k_{i1} \\ k_{i2} \\ \vdots \\ k_{iM} \end{bmatrix}, \quad k_i = \begin{bmatrix} k_{i1} \\ k_{i2} \\ \vdots \\ k_{iM} \end{bmatrix}.
\]

5.2 Backpropagation equations

The goal of backpropagation is to calculate the gradient of the cost function with respect to the VAR parameters and the node dependent function parameters \( \theta_i \).

The gradient of the cost is obtained by applying the chain rule as following:

\[
\frac{dC[t]}{d\theta_i} = \sum_{n=1}^{N} \frac{\partial C}{\partial \hat{z}_n[t]} \frac{\partial \hat{z}_n[t]}{\partial \theta_i} = \sum_{n=1}^{N} \frac{\partial C}{\partial \hat{z}_n[t]} = S_n \quad (8)
\]

\[
\frac{\partial \hat{z}_n[t]}{\partial \theta_i} = \frac{\partial f_n}{\partial \hat{y}_n} \frac{\partial \hat{y}_n}{\partial \theta_i} + \frac{\partial f_n}{\partial \theta_n} \frac{\partial \theta_n}{\partial \theta_i} \quad (9)
\]

where

\[
\frac{\partial \theta_n}{\partial \theta_i} = \begin{cases} 1, & n = i \\ 0, & n \neq i \end{cases}
\]

Substituting equation (8) into (9) yields

\[
\frac{dC[t]}{d\theta_i} = \sum_{n=1}^{N} S_n \left( \frac{\partial f_n}{\partial \hat{y}_n} \frac{\partial \hat{y}_n}{\partial \theta_i} + \frac{\partial f_n}{\partial \theta_n} \frac{\partial \theta_n}{\partial \theta_i} \right) \quad (10)
\]

Equation (10) can be simplified as:

\[
\frac{dC[t]}{d\theta_i} = S_i \frac{\partial f_i}{\partial \theta_i} + \sum_{n=1}^{N} S_n \frac{\partial f_n}{\partial \theta_i} \frac{\partial \theta_n}{\partial \theta_i} \quad (11)
\]
The next step is to derive \( \frac{\partial \hat{y}_n}{\partial \theta_i} \) and \( \frac{\partial f_i}{\partial \theta_i} \) of equation (11):

\[
\frac{\partial \hat{y}_n[t]}{\partial \theta_i} = \sum_{p=1}^{P} \sum_{j=1}^{N} a_{nj}^{(p)} \frac{\partial}{\partial \hat{y}_n[t]} \frac{\partial \hat{y}_j}{\partial \theta_i}. \tag{12}
\]

With \( f'_i(z) = \frac{\partial f_i(z, \theta_i)}{\partial(z)} \), expanding \( \tilde{y}_j[t-p] \) in equation (12) changes (11) to:

\[
dC[t] = S_i \left( \frac{\partial f_i}{\partial \theta_i} \right) + \sum_{n=1}^{N} S_n \left( f'_n(\hat{y}_n[t]) \sum_{p=1}^{P} a_{ni}^{(p)} \frac{\partial}{\partial \theta_i} g_i(z_i[t-p], \theta_i) \right). \tag{13}
\]

Here, the vector

\[
\frac{\partial f_i(z, \theta_i)}{\partial \theta_i} = \left[ \frac{\partial f_i(z, \theta_i)}{\partial a_i}, \frac{\partial f_i(z, \theta_i)}{\partial w_i}, \frac{\partial f_i(z, \theta_i)}{\partial k_i}, \frac{\partial f_i(z, \theta_i)}{\partial b_i} \right]
\]

can be obtained by standard or automated differentiation via, e.g., Pytorch [20].

However, (13) involves the calculation of \( \frac{\partial g_i(z, \theta_i)}{\partial \theta_i} \), which is not straightforward to obtain. Since \( g_i(z) \) can be computed numerically, the derivative can be obtained by implicit differentiation, realizing that the composition of \( f_i \) and \( g_i \) remains invariant, so that its total derivative is zero:

\[
\frac{d}{d\theta_i} [f_i(g_i(z, \theta_i), \theta_i)] = 0 \tag{14}
\]

\[
\Rightarrow \frac{\partial f_i(g_i(z, \theta_i), \theta_i)}{\partial g(z, \theta_i)} \frac{\partial g(z, \theta_i)}{\partial \theta_i} + \frac{\partial f_i(z, \theta_i)}{\partial \theta_i} = 0 \tag{15}
\]

\[
\Rightarrow f'_i(g_i(z, \theta_i)) \frac{\partial g(z, \theta_i)}{\partial \theta_i} + \frac{\partial f_i(z, \theta_i)}{\partial \theta_i} = 0 \tag{16}
\]

Hence

\[
\frac{\partial g_i(z, \theta_i)}{\partial \theta_i} = -\left\{ f'_i(g_i(z, \theta_i)) \right\}^{-1} \left( \frac{\partial f_i(z, \theta_i)}{\partial \theta_i} \right). \tag{17}
\]

The gradient of \( C_T \) w.r.t. the VAR coefficient \( a_{ij}^{(p)} \) is calculated as follows:

\[
\frac{dC[t]}{da_{ij}^{(p)}} = \sum_{n=1}^{N} S_n \frac{\partial f_n}{\partial \hat{y}_n} \frac{\partial \hat{y}_n}{\partial a_{ij}^{(p)}} \tag{18}
\]

\[
\frac{\partial \hat{y}_n[t]}{\partial a_{ij}^{(p)}} = \frac{\partial}{\partial a_{ij}^{(p)}} \sum_{p'=1}^{P} \sum_{q=1}^{N} a_{nq}^{(p')} \tilde{y}_q[t-p]
\]

where

\[
\frac{\partial a_{ij}^{(p')}}{\partial a_{ij}^{(p)}} = \begin{cases} 1, & n = i, p = p', \text{ and } q = j \\ 0, & \text{otherwise} \end{cases}
\]

\[
\frac{dC[t]}{da_{ij}^{(p)}} = S_i f'_i(\hat{y}_i[t]) \tilde{y}_j[t-p]. \tag{20}
\]
Even though the backpropagation cannot be done in a fully automated way, it can be realized by implementing equations (17) and (13) after automatically obtaining the necessary expressions.

5.3 Parameter optimization

The elements in $\{A^{(p)}\}_{p=1}^{P}$, and $\{\theta_i\}_{i=1}^{N}$ can be seen as the parameters of a NN. Recall from Fig. 3 that the prediction procedure resembles a typical feedforward NN as it interleaves component-wise nonlinearities with multidimensional linear mappings. The only difference is that one of the layers computes the inverse of a given function, and its backward step has been derived. Moreover, the cost function in (6) is the mean squared error (MSE).

The aforementioned facts support the strategy of learning the parameters using state-of-the-art NN training techniques. A first implementation has been developed using stochastic gradient descent (SGD) and its adaptive-moment variant Adam [21]. Constraints (6b)-(6e) are imposed by projecting the output of the optimizer into the feasible set at each iteration.

The approach is flexible enough to be extended with neural training regularization techniques such as dropout or adding a penalty based on the L1 or L2 norm of the coefficients, to address the issue of over-fitting and/or promote sparsity. The batch normalization technique can be proposed to improve the training speed and stability.

6 Experiments

The experiments described in this section, intended to validate the proposed method, can be reproduced with the Python code which is available in GitHub at https://github.com/uia-wisenet/NonlinearVAR

A set of $N = 10$ sensors is simulated, and an underlying VAR process of order $P = 2$. The VAR parameter matrices are generated by drawing each weight i.i.d from a standard Gaussian distribution. Matrices $\{A^{(p)}\}_{p=0}^{P}$ are scaled down afterwards by a constant that ensures that the VAR process is stable [18].

The underlying process samples $\{y[t]\}_t^T$, where $T = 1000$, are generated as a realization of the aforementioned VAR process, and the simulated sensor observed values $\{z[t]\}_t^T$ are obtained as the output of nonlinear observation functions that are also randomly generated.

The proposed nonlinear VAR estimator is analyzed in a stationary setting, and compared to the VAR estimator of the same order. The training and test curves are shown in Fig. 4. It can be observed that, despite the overfitting, the proposed nonlinear model can explain the time series data with significantly lower error.

7 Conclusion

A method for inferring nonlinear VAR models has been proposed and validated. The modeling assumption that the observed data are the outputs of nodal non-
linearities applied to the individual time series of a linear VAR process lying in an unknown latent vector space. Since the number of parameters that determine the topology does not increase, the model interpretability remains the same as that with linear VAR modeling, making the proposed model amenable for Granger causality testing and network topology identification. The optimization method, similar to that of DNN training, can be extended with state-of-the-art tools to accelerate training and avoid undesired effects such as convergence to unstable points and overfitting.
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