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Abstract—Object 6D pose estimation is a fundamental task in many applications. Conventional methods solve the task by detecting and matching the keypoints, then estimating the pose. Recent efforts bringing deep learning into the problem mainly overcome the vulnerability of conventional methods to environmental variation due to the hand-crafted feature design. However, these methods cannot achieve end-to-end learning and good interpretability at the same time. In this paper, we propose REDE, a novel end-to-end object pose estimator using RGB-D data, which utilizes network for keypoint regression, and a differentiable geometric pose estimator for pose error back-propagation. Besides, to achieve better robustness when outlier keypoint prediction occurs, we further propose a differentiable outliers elimination method that regresses the candidate result and the confidence simultaneously. Via confidence weighted aggregation of multiple candidates, we can reduce the effect from the outliers in the final estimation. Finally, following the conventional method, we apply a learnable refinement process to further improve the estimation. The experimental results on three benchmark datasets show that REDE slightly outperforms the state-of-the-art approaches and is more robust to object occlusion. Our code is available at https://github.com/HuaWeitong/REDE.

I. INTRODUCTION

The task of object 6D pose estimation is to predict the 3D rotation and 3D translation of the object in the current scene with respect to the world coordinates fixed on the object. It is very important in many applications, such as augmented reality [1], automatic driving [2], [3] and robot grasping [4], [5]. Conventionally, a popular method for object pose estimation is built upon hand-crafted keypoint detection and feature matching. The pose is then estimated utilizing the point correspondences between the current image and the object model [6]–[8]. The main weakness of this pipeline is that the feature design is not learnable to fit the data, leading to difficulties on pose estimation for featureless objects. More recently, with the progress of deep learning, network based pose estimation becomes more popular. There are mainly two lines of works. In the first line, named as direct regression, the pose estimation is learned by a fully connected network as a regression task from feature to pose [9]–[11], thus achieving the end-to-end learning. However, due to the highly nonlinearity structure in rotation, such methods have weaker generalization. To overcome this challenge, the other line of works, named as keypoint regression, only utilize network for keypoint detection and regression. Then, following the conventional pipeline, the pose is then calculated based on the keypoint matching, leaving the nonlinear rotation to geometric estimator [12]–[14]. Obviously, this line of works loses the end-to-end training of the network.

At the perspective of sensor modalities, with the progress in quality and lower cost, RGB-D sensor becomes a new preference for object pose estimation. With the aid of depth, the keypoints can be represented in 3D, thus overcoming the information degeneration in 3D-2D configuration. For 3D-3D correspondences, a closed form solution can be achieved, avoiding more degenerated cases [15], [16]. In addition, depth also provide important discriminative cues for occlusion and cluttered scenes, which is common in robotic objects manipulation [17], [18].

In this paper, we set to build an RGB-D object pose estimator, which integrates the end-to-end learning in direct regression, into the keypoint regression, so that geometric

Fig. 1. Illustration comparing conventional methods (a), direct regression methods (b), keypoint regression methods (c) and REDE (d). All trainable components are highlighted in blue. REDE integrates the end-to-end learning in direct regression, into the keypoint regression.
Therefore, PVNet [13] employs the farthest point sampling of the object, which leads to large localization errors. Moreover, we introduce the differentiable outliers elimination into the geometric estimator, so that initial pose solution can be estimated more robustly. Then, the pose is further improved via the iterative refinement [11]. Note that this pipeline imitates the conventional pipeline more tightly, which robustly estimates the initial pose using robust solver like RANSAC [19], and refines the pose using nonlinear optimization [11]. Our psychology is to leave the feature construction to learning as it is conventionally achieved by empirical design, but keep geometry to calculate and optimization as it is already guaranteed by theory. In summary, this work has the following contributions:

1) A differentiable outliers elimination mechanism is designed by softly aggregating the keypoints positions and candidate poses from minimal solvers bank, so that the robustness of pose estimation is improved.

2) An end-to-end object pose estimation network is proposed by differentiating the geometric estimator, so that gradients can be back-propagated from final pose loss to the keypoint prediction.

3) The performance of the proposed method is evaluated on three large public benchmark datasets, YCB-Video, LineMOD and Occlusion LineMOD, showing state-of-the-art performance with only pose annotation.

II. RELATED WORK

Template matching methods. While object CAD model is available in this task, some traditional methods select the most appropriate feature embedding of object model compared with the scene data and calculate the pose transformation. PPF [6] employs point cloud and proposes a characteristic point pair feature. During inference phase, the pff features of scene points are matched with the pff feature of model points and cast votes to pose. Hinterstoisser [7], [8] calculates contour gradient vectors from color image and surface normal vectors from depth image respectively to compose multimoodel features for template matching. AAE [20] proposes an augmented auto-encoder to encode only pose information of models from various views, then compares the similarity with real image embedding. Template matching based methods can easily estimate the general result with exact CAD model of the object. But a great quantity of matching is time-consuming, and the pose obtained is the discrete result, which leads to less accuracy.

2D-3D correspondence methods. Inspired by keypoint detection based on RGB image, many methods convert this issue to 2D projection of keypoint location, and then calculate pose by PnP algorithm to obtain 2D-3D correspondence. BB8 [21] employs CNN to detect eight corners of 3D bounding box. YOLO-6D [12] and 3D-SSD [22] extend YOLO and SSD respectively to predict 3D bounding box corners. However, the corners of bounding box are not on the surface of the object, which leads to large localization errors. Therefore, PVNet [13] employs the farthest point sampling (FPS) algorithm to select more representative keypoints. Besides, PVNet predicts the direction vector from each pixel pointing to the projection point and employs RANSAC voting strategy to locate the projection points, which can acquire more robust results. More recent methods develop dense prediction of 2D-3D correspondence. Pix2Pose [23] generates 3D coordinate mapping image from 2D pixels of input image based on GAN training. DPOD [14] predicts dense 2D-3D mapping between RGB image and model with UV texture map projection. These methods based on RGB image need two-stage inference, and rely on the quality of point prediction. Both [24] and [25] make efforts for combining the two stage into one for end-to-end training, but the performance is still limited by the lack of depth.

Learning based regression methods. Due to the strong fitting ability of CNN, there are also some methods which encode features from RGB or RGB-D data and directly classify or regress pose. SSD-6D [26] extends SSD [27] framework and classifies decomposed pose in anchor-based way. PoseCNN [9] votes for center translation and regresses rotation respectively from RGB image. MCN [28] decouples translation and rotation, then divides them into several bins for classification. DenseFusion [11] proposes a dense fusion strategy which fuses color embedding and geometric embedding in point-wise way, then regresses pose directly. The question of classification is still the imprecision caused by discretization. As for direct regression, learning ability of the network is limited because of the nonlinearity of rotation space. Moreover, there is no special treatment for occlusion in this way.

III. END-TO-END ROBUST POSE ESTIMATION

An overview of REDE is shown in Fig. 2. In the first stage, the RGB-D frame is fed into the network to generate point-wise point-to-keypoint offsets and confidences. In the second stage, we calculate the 3D keypoints by aggregating the offsets. In the third stage, we estimate multiple poses and their confidences by exhaustively enumerating every 3 keypoints among all candidate keypoints to build minimal solvers bank. The confidence is a mapping of the residue between scene points and model points transformed using the corresponding estimated pose, leading to a robust aggregation to outlier pose. At last, the initial result is further refined for better accuracy.

A. RGB-D Feature Encoding

Before pose estimation, we need to segment region of interest in image and point cloud. Since segmentation is not the subject of our study, we use the existing segmentation results of [9], or ground truth masks as previous works [15]. Then we follow [11] to extract point-wise feature embedding: the RGB image segment is encoded into color embedding using PSPNet [29], and the point cloud segment is encoded into geometric embedding using PointNet [30]. To build the point-wise features, the geometric embedding is concatenated with its corresponding color embedding. Then the global feature vector is generated by average pooling layer and further concatenates to each point feature. After these processes, we
build dense point-wise feature embedding containing both color and geometric information, as well as local and global information.

B. Robust 3D Keypoint Prediction

We take 3D keypoint as a mediator to estimate pose. As [13], we employ the farthest point sampling (FPS) algorithm to sample 3D keypoints \( \{m_k\}_{k=1}^{K} \) from the CAD model of each object. Then it is required to locate corresponding 3D keypoints in the current RGB-D image, which in previous works is achieved by regressing the relative direction from each point to the keypoint, followed by an aggregation of all estimations. This method is considered to be more stable, and learn the spatial structure characteristics of point cloud more effectively. However, this process is not differentiable, thus [13] has no back-propagation after keypoint regression.

Offset regression: To solve this problem, thanks to the RGB-D information, we predict the offset from each point to the keypoint, which is also followed an aggregation of all estimations. In this way, the aggregation is simply a closed form of averaging, thus the keypoint regression becomes differentiable. In detail, for the keypoint of scene \( \{x_k\}_{k=1}^{K} \), the offset from input scene point \( \{s_i\}_{i=1}^{N} \) should be:

\[
v_{k,i} = x_k - s_i
\]

We utilize the smooth L1 error in \( x, y \) and \( z \) directions as the loss term. The loss term for offset vector prediction is defined as the following equations:

\[
Loss_{vec} = \sum_{k=1}^{K} \sum_{i=1}^{N} L(\Delta v_{k,i}|x) + L(\Delta v_{k,i}|y) + L(\Delta v_{k,i}|z)
\]

\[
\Delta v_{k,i} = \hat{v}_{k,i} - v_{k,i}
\]

\[
L(x) = \begin{cases} 
0.5x^2, & \text{if } |x| < 1 \\
|x| - 0.5, & \text{otherwise}
\end{cases}
\]

where \( \hat{v}_{k,i} \) is the predicted offset, \( |x|, |y| \) and \( |z| \) are the \( x \), \( y \) and \( z \) component of \( v \).

Outlier offset elimination: Since predicted offsets with large errors are inevitable, which are outliers in estimation, the simple averaging for offset prediction is not robust. Therefore, we design a differentiable outliers elimination method for robust keypoint prediction. In addition to the offset, we also regress confidence for each offset, denoted as \( c_{k,i} \). With the confidence \( c_{k,i} \), the predicted offset \( \hat{v}_{k,i} \) is softly aggregated to get a position of the keypoint \( \hat{x}_k \) as

\[
\hat{x}_k = \sum_{i=1}^{N} c_{k,i}(s_i + \hat{v}_{k,i})
\]

In this way, confidence can be learned using pose loss.

C. Robust Differentiable Pose Estimator

Given the predicted 3D keypoints \( \{\hat{x}_k\}_{k=1}^{K} \), we can solve the object pose based on the keypoints \( \{m_k\}_{k=1}^{K} \) in the object coordinate. The solver is built upon the optimization of the relative distance between the predicted keypoints, and the transformed model keypoints using the object pose. It can be written as

\[
\hat{R}, \hat{t} = \arg \min_{R,t} \sum_{k=1}^{K} ||(R \cdot m_k + t) - \hat{x}_k||^2
\]

where \( R \) and \( t \) form the 6D object pose. Fortunately, this optimization problem can be solved by SVD in a closed form. Therefore, it can be easily embedded in our network without losing end-to-end training.

Minimal solvers bank: Since the RGB-D data can only be captured in one view, there can be some unobservable keypoints due to occlusion. Therefore, it is highly possible that the network can not precisely predict them. As a result, the potential outliers may degenerate the performance seriously. A simple idea is to follow the outlier elimination in keypoint prediction that we can assign a weight for each keypoint and employ the weighted least square algorithm. But we find that the performance becomes worse, probably because the network is prone to give up many keypoints.

Outlier offset elimination mechanism, the incorrect predictions of both keypoint and pose which are considered outliers can be assigned to lower confidence.

**Fig. 2. Overview of REDE:** The point-wise point-to-keypoint offsets are predicted from the segmented RGB-D frame. We predict the corresponding confidences meanwhile for the robust aggregation of 3D keypoints. Then multiple poses are estimated by exhaustively enumerating every 3 keypoints among all candidate keypoints to build minimal solvers bank. Next, the pose is estimated robustly by weighted aggregation, where the weight of each pose is a mapping of the residue between scene points and model points transformed using the corresponding estimated pose. With our differentiable outliers elimination mechanism, the incorrect predictions of both keypoint and pose which are considered outliers can be assigned to lower confidence.
Repeating the process for all the candidate poses, we have a confidence vector for all candidates in \( \hat{R} \) is predicted as a monotonic mapping of the error distance. Among the transformed model points \( \{ \hat{p}_i \} \) for a candidate using the minimal version of (6). Thanks to the differentiable outliers elimination mechanism, in which “driller” is under outlier offset elimination, we first calculate the error distance \( d_i = \sum_{j=1}^{K} || \hat{R}_i \cdot p_{N(s_j)} + \hat{t}_i - s_j || \) (7) where \( p_{N(s_j)} \) is the nearest neighbor of the scene point \( s_j \) among the transformed model points. Then the confidence \( w_i \) is predicted as a monotonic mapping of the error distance. Repeating the process for all the candidate poses, we have a confidence vector for all candidates in \( \{ \hat{R}_i \} \) as:

\[
\hat{d}_i = \sum_{j=1}^{N} || (\hat{R}_i \cdot p_{N(s_j)} + \hat{t}_i) - s_j ||
\]

To normalize the weights, we apply softmax to each error \( d_i \) to derive the final weights \( \{ w_i \} \) as:

\[
w_i = \frac{e^{-\frac{d_i}{\lambda}}}{\sum_{j=1}^{C_K} e^{-\frac{d_j}{\lambda}}}
\]

where \( \lambda \) is a temperature coefficient. With the weights, we can softly aggregate the translation by weighted averaging:

\[
\hat{t} = \sum_{i=1}^{C_K} w_i \cdot \hat{t}_i
\]

For rotation, the aggregation is slightly different due to the nonlinear structure of the rotation space. We first transform the rotation matrix \( \{ \hat{R}_i \} \) into quaternion \( \{ \hat{q}_i \} \) for aggregation since averaging the rotation matrices can break the \( SO(3) \) constraints. After that, the quaternions are aggregated and normalized to get the unit vector, which is depicted as:

\[
q' = \sum_{i=1}^{C_K} w_i \cdot \hat{q}_i, \quad \hat{q} = \frac{q'}{||q'||}
\]

Differentiable pose estimation: We arrive at the estimated pose \( \{ \hat{q}, \hat{t} \} \), which is robust to the outliers caused by incorrect offset regression. Since the whole robust pose estimator is differentiable, we can train the keypoint prediction network with error signal from not only the keypoint ground truth, but also the pose ground truth. The latter loss term is defined as:

\[
Loss_{pose} = || \hat{t} - t || + \alpha || \hat{R} \cdot R^T - I ||_F
\]

where \( \alpha \) is a balancing parameter, \( R \) and \( t \) are the ground truth pose, \( \hat{R} \) is converted from \( \hat{q} \). In total, the network is trained by a joint loss:

\[
Loss = Loss_{src} + \beta \cdot Loss_{pose}
\]

where \( \beta \) is a trade-off parameter between the two terms. Finally, following the conventional pipeline that nonlinearly refines the initial value derived from the robust estimator, we also further iteratively optimize the pose via iterative refinement in [11]. A heavily occluded case of our pose estimator using minimal solvers bank and differentiable outliers elimination mechanism is illustrated in Fig. 3.

IV. EXPERIMENTS

To validate the proposed method, we report the performance by comparing it with the state-of-the-art methods on three datasets, YCB-Video dataset [9], LineMOD dataset [7] and Occlusion LineMOD dataset [31].

A. Datasets

YCB-Video dataset contains 21 objects with various textures from YCB objects. There are 92 RGB-D videos in which 80 videos are used for training and 2949 keyframes from the rest 12 videos are used for testing. Besides, 80000 synthetic images are released for training. There are many scenes of stacking objects with partial occlusion.

LineMOD dataset is a widely used benchmark for object 6D pose estimation task. This dataset contains 13 objects totally. There are many challenges such as low resolution, cluttered scenes, texture-less objects and lighting condition variations on LineMOD dataset.

Occlusion LineMOD dataset further annotates data with serious occlusion in LineMOD dataset. It contains 8 objects and all the data is used for evaluation with model trained on LineMOD dataset. The main challenge on this dataset is severe occlusion, especially for small target.
TABLE I
ADD-S PERFORMANCE ON YCB-VIDEO DATASET.

| DenseFusion [11] | P2GNet [32] | PVN3D (w/o semantics) [15] | REDE | PoseCNN [9] | DenseFusion | Tian et al. [33] | REDE |
|------------------|-------------|-----------------------------|-------|-------------|-------------|-----------------|-------|
|                  |             |                             |       |             |             |                 |       |
| refine           | AUC <2cm    | AUC <2cm                    | AUC <2cm | AUC <2cm    | AUC <2cm     | AUC <2cm       |       |
| 002              | √           | -                           | -       | 95.4        | 100.0       | 95.4            | 100.0 |
| 003              | 95.3        | 100.0                       | -       | 96.4        | 100.0       | 96.4            | 100.0 |
| 004              | 97.9        | 100.0                       | -       | 98.0        | 100.0       | 98.0            | 100.0 |
| 005              | 94.3        | 96.9                       | -       | 96.2        | 98.4        | 96.2            | 98.4  |
| 006              | 97.7        | 100.0                       | -       | 98.0        | 100.0       | 98.0            | 100.0 |
| 007              | 96.7        | 100.0                       | -       | 96.9        | 100.0       | 96.9            | 100.0 |
| 008              | 97.3        | 100.0                       | -       | 97.8        | 100.0       | 97.8            | 100.0 |
| 009              | 98.4        | 100.0                       | -       | 98.8        | 100.0       | 98.8            | 100.0 |
| 010              | 90.2        | 92.3                       | -       | 92.1        | 94.5        | 92.1            | 94.5  |
| 011              | 96.2        | 99.7                       | -       | 97.7        | 100.0       | 97.7            | 100.0 |
| 019              | 97.5        | 100.0                       | -       | 98.1        | 100.0       | 98.1            | 100.0 |
| 021              | 96.4        | 100.0                       | -       | 96.7        | 100.0       | 96.7            | 100.0 |
| 024              | 88.9        | 87.4                       | -       | 96.6        | 99.5        | 81.0            | 54.9  |
| 025              | 97.0        | 100.0                       | -       | 97.5        | 100.0       | 97.5            | 100.0 |
| 035              | 97.1        | 100.0                       | -       | 97.9        | 100.0       | 97.9            | 100.0 |
| 036              | 94.1        | 100.0                       | -       | 93.8        | 100.0       | 87.6            | 80.2  |
| 037              | 93.2        | 100.0                       | -       | 93.5        | 96.7        | 91.7            | 95.6  |
| 040              | 97.5        | 100.0                       | -       | 98.1        | 100.0       | 97.2            | 99.7  |
| 051              | 89.7        | 98.0                       | -       | 96.9        | 100.0       | 75.2            | 74.9  |
| 052              | 77.4        | 80.5                       | -       | 96.2        | 99.9        | 64.4            | 48.8  |
| 061              | 91.5        | 100.0                       | -       | 95.5        | 100.0       | 97.2            | 100.0 |
| MEAN             | 94.2        | 97.8                       | 94.2    | 97.8        | 94.8        | 96.6            | 99.5  |

B. Metrics

The most commonly used metrics for object pose estimation are ADD [8] and ADD-S [9]. ADD metric is defined as the average Euclidean distance between model points transformed with the predicted and the ground truth pose respectively:

$$ADD = \frac{1}{N} \sum_{i=1}^{N} ||(R \cdot p_i + t) - (\hat{R} \cdot p_i + \hat{t})||$$  \hspace{1cm} (13)

where $N$ is the number of model points $\{p_i\}_{i=1}^{N}$, $R$ and $t$ are the rotation and translation of ground truth pose, $\hat{R}$ and $\hat{t}$ are the rotation and translation of predicted pose.

ADD-S metric is designed for symmetric object and calculates the average distance with the closest point:

$$ADD-S = \frac{1}{N} \sum_{j \in [1,N]} \min_{j \in [1,N]} ||(R \cdot p_j + t) - (\hat{R} \cdot p_i + \hat{t})||$$  \hspace{1cm} (14)

For YCB-Video dataset, we report the results of two metrics with ADD-S, the same as [11]. The first is the correct percentage in all data which ADD-S is smaller than 2cm. The second is the area under the ADD-S curve (AUC), which is obtained by varying the distance threshold in evaluation.

C. Implementation Details

During implementation, center point and 8 points selected by FPS algorithm are picked up as keypoints following PVNet [13]. The number of input scene points sampled is 1000 for YCB-Video dataset and 500 for LineMOD dataset. It is worth mentioning that we train only one network sharing feature extraction parameters for all objects in each dataset. Online data augmentation strategies such as random illumination variation and random background substitution are applied to enhance robustness towards brightness and different background. The refinement network proposed in DenseFusion [11] is further employed to iteratively optimize the pose. For YCB-Video dataset, we also employ the ICP algorithm [16] to improve the performance. The learning rate is set to 1e-4 in pose estimation network and 3e-5 in refinement network. The refine margin of ADD(-S) metric is set to 0.013 in YCB-Video dataset and 0.01 in LineMOD dataset. The trade-off parameter $\alpha$ is set to 0.01 and $\beta$ is set to 0.1.

D. Analysis

We explore the effectiveness of our differentiable outliers elimination mechanism for keypoint location and pose estimation in this part.

Confidence visualization: The confidences of offsets are visualized to observe the effect of differentiable outliers elimination mechanism in keypoint location. As shown in Fig. 4.
we project points on RGB image with varying colors to show confidences. The confidence increases as color changes from blue to red. We can see from "040_large_marker" that the offset estimated by the point close to the keypoint tends to be assigned to higher confidence, which is in line with our intuition. Besides, the textured areas of "007_tuna_fish_can" and "005_tomato_soup_can" also have higher confidence. More interestingly, the confidences of the edge points in "024_bowl" are higher, but the confidences of the points around the keypoint are low instead. It can be concluded that the prediction of the points with small offsets and obvious characteristics is more accurate, so the confidence is higher.

**Ablation studies:** We conduct ablation studies to verify the effect of differentiable outliers elimination (DOE) on the YCB-Video dataset. Table IV summarizes the results of ablation studies. Here we report the results using ground truth mask to verify our pose estimation network. For ADD-S metric, Our AUC is 0.9% higher with DOE for keypoint location and 2.9% higher with DOE for pose estimation.

**Evaluation on YCB-Video Dataset.** Cause the large clamp and extra large clamp in YCB-Video dataset are the same models with two different scales, the segmentation network with RGB image as the only input can not distinguish them. In order not to be affected by the ambiguous segmentation results from PoseCNN [9], we also employ ground truth mask to verify our pose estimation network. The evaluation results for this two kind of masks are both listed in Table II. All methods listed in the table are based on RGB-D data and use only pose related supervision. REDE outperforms others on both two metrics and two kind of masks. The numerical values we report in table are the results after ICP refinement. The ADD-S AUC of our method surpasses 94.8% in PVN3D [15]. Fig. 6 displays some visualization results. It can be observed that compared with DenseFusion [11], our method can accurately estimate the pose of objects, especially in some hard cases with occlusion.

To verify our robustness towards occlusion, we also draw accuracy curve under increasing levels of occlusion on YCB-Video dataset. Following DenseFusion [11], levels of occlusion are measured by calculating the invisible surface percentage of model points in the image frame. The accuracy...
Our quantitative evaluation results of the pose especially in the case of accurate segmentation results. be seen that our performance under occlusion is more stable, of ADD-S smaller than 2cm curve is shown in Fig. 5, it can affected by bad segmentation results. has more robust performance under heavy occlusion especially when not Fig. 5. Performance curve for different invisible surface percentage. REDE robust for outliers.

Evaluation on LineMOD and Occlusion LineMOD Dataset. Our quantitative evaluation results of the pose estimation experiments on the LineMOD dataset are reported in Table [11]. We have to clarify that all the RGB-D based methods listed here use the same segmentation masks released by PoseCNN. The ADD(-S) metric of our method outperforms all other approaches. Especially, the performance of prior works on the small objects such as "ape", "cat" and "duck" are poor due to the few available pixels in the image frame. But we can handle them very well which benefit from end-to-end learning and differentiable outliers elimination.

As for Occlusion LineMOD dataset with many hard cases, almost none of the RGB-D based methods report the performance, so we list some RGB based methods for comparison. We achieve accuracy of 58.5% which outperforms other recent methods by a large margin (see Table [11]). This proves that our differentiable outliers elimination mechanism works well for partial occlusion, and the robustness of the estimation is greatly improved. Some visualization results are shown in Fig. [7].

F. Runtime

On GTX 2080 Ti GPU, REDE takes 0.03 seconds for pose estimation and 0.03 seconds for prior instance segmentation. The overall runtime is about 17 FPS on the LineMOD dataset, which is promising for real-time applications.

V. Conclusion

We present REDE, an end-to-end object 6D pose robust estimation method based on keypoint regression in this paper. We integrate the end-to-end learning into keypoint regression, so as to get better supervision. In addition, we design a differentiable outliers elimination mechanism for both keypoint location and pose estimation, which solves the problem of keypoint prediction deviation probably caused by occlusion. Experiments show that REDE outperforms the state-of-the-art methods in several datasets and is especially robust for outliers.
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