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Abstract: The rapid growth of air travel and aviation emissions in recent years has contributed to an increase in climate impact. Contrails have been considered one of the main factors of the aviation-induced climate impact. This paper deals with the formation of persistent contrails and its relationship with fuel consumption and flight time when flight altitude and true airspeed vary. Detailed contrail formation conditions pertaining to altitude, relative humidity and temperature are formulated according to the Schmidt–Appleman criterion. Building on the contrail formation model, the proposed model would minimise total travel time, fuel consumption and contrail length associated with a given flight. Empirical data (including pressure, temperature, relative humidity, etc.) collected from seven flight information regions in Chinese observation stations were used to analyse the spatial and temporal distributions of the persistent contrail formation area. The trade-off between flight time, fuel consumption and contrail length are illustrated with a real-world case. The results provided a valuable benchmark for flight route planning with environmental, flight time, sustainable flight trajectory planning and fuel consumption considerations, and showed significant contrail length reduction through an optimal selection of altitude and true airspeed.
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1. Introduction

With the number of commercial aircraft increasing by 131% between 1990 and 2010, the civil aviation industry experienced a rapid growth in terms of passenger demand [1–3]. The growth of air transportation is expected to rise at 4.4% per annum in the next 20 years [4,5]. Such intensified air traffic comes at the expense of significant energy consumption and negative environmental impact [6–9]. This rapid growth has also contributed to an increase in pollution, which affects public health [10] as well as global climate change. However, due to the outbreak of COVID-19 in China, massive lockdowns were implemented to reduce the spread of the epidemic, which has caused tremendous impacts on people’s life around the world, including travel restrictions, curfews and quarantines. Therefore, there was a significant decrease in the number of flights and passengers. More and more industries are returning to normal operations, with the control of COVID-19. The Intergovernmental Panel on Climate Change established the flight operation evaluation system, which revealed that the aviation sector contributed to approximately 2% of the total anthropogenic carbon dioxide (CO2) emissions. These emissions are expected to grow at 3–4% per year [11]. In 2017, the International Civil Aviation Organisation Council (ICAO) adopted the world’s first global design certification standard
governing aircraft CO₂ emissions, which could also be taken as a measure of cruise fuel efficiency [12]. Aviation contributes to 5% of the global climate change when including the non-CO₂ effects [13]. The emissions change the atmospheric composition in different ways [14]. For instance, NOₓ reacts with greenhouse gases methane (CH₄) and ozone (O₃) to deteriorate atmosphere chemistry [15], thereby changing the global radiative forcing. Further causes to the unbalanced earth radiation are attributed to aerosols and their precursors and contrails [16,17]. One of the most remarkable impacts is the increase in the average temperature of the earth [18]. Among the many means of transportation, such as air, railway, road and water transport, emissions from air transportation demonstrated the highest increasing rate. Reducing aviation emissions may be an efficient climate policy [19]. In order to highlight the significance of climate and address climate problems related to aviation, events as the “Paris Climate Change Conference” and “ICAO Global Aviation Dialogues on market-based measures to address climate change” were held during the 2013–2016 triennium.

Though emissions from aircraft engines are similar to other emissions resulting from fossil fuel combustion, they are unusual, as they are emitted at a high altitude (the upper troposphere and the lower stratosphere). These emissions are important environmental concerns, as a result of their global impact on climate change. The impacts of aviation include CO₂ effects and non-CO₂ effects ranging from NOₓ and water vapour to contrails and aerosols. While CO₂ and water vapour are direct greenhouse gases, NOₓ emissions influence the atmospheric composition via chemical processes by depleting methane (cooling effects) and forming ozone (warming effects) [20].

The significance of the aforementioned individual effect on the overall climate change has been studied thoroughly by climate scientists [13] and quantified in the form of Radiative Forcing (RF) change [20,21]. A transport carbon footprint methodology has been proposed to identify unit carbon footprints [22]. An example can be found in Figure 1, from which we can observe that the CO₂ emission shares were less than 50% of the total aviation radiative forcing when non-CO₂ effects were considered. Furthermore, contrails were the most significant non-CO₂ contributors, with considerable uncertainty due to the lack of scientific understanding.

According to the Schmidt–Appleman criterion, contrails are formed when the warm and moist exhaust gas of the engine is mixed with the cold ambient air under certain conditions [23,24]. The physical mechanism of contrail formation is relatively well understood [25]: Contrails are aircraft-induced cirrus clouds, which may persist and grow larger with air supersaturated with ice, and warm the atmosphere [26–28]. Contrails affect the earth’s radiation balance by trapping outgoing longwave radiations emitted by the earth and the atmosphere (positive radiative forcing) at a greater rate by reflecting incoming solar radiation (negative radiative forcing), thereby effectively increasing the global temperature. The influence of contrails is expected to become significant by 2050 [25]. Studies indicate that the environmental impact from persistent contrails is expected to be three to four times [29] or even ten times [28] greater than direct aviation-induced emissions.

There are two major reasons why contrails need to be avoided. Firstly, from a military perspective, even a short non-persistent contrail can be detected, which is particularly problematic for spy planes. Second, contrails have an impact on the climate because their warming effects are much greater than those caused by the CO₂ from aircraft engines. This paper is only concerned with the persistent contrails, as short contrails have no real effect on the climate. The areas where persistent contrails can be formed are called Persistent Contrail Formation Areas (PCFA). Persistent contrails can only be formed when the aircraft flies into the airspace, the Schmidt–Appleman criterion [23,24] is met and the atmosphere is humid enough [30]. Contrails can be divided into aerodynamic contrails and combustion contrails; the former are caused by intense adiabatic cooling in the airflow over aircraft wings and behind the propeller blades [31] and are independent of the Schmidt–Appleman criterion and the exhaust properties [32], while the latter result from the engine exhaust gas. The effect of contrails on climate cannot be ignored [26,28,33]. In order to reduce the climate impact of contrails, various operational strategies such as reducing the flight altitude [34], implementing flexible operational measures [35] and shifting flight times to daylight hours [36] have been proposed. On the technological
side, the use of alternative fuels [37] or kerosene with additives has received many commendations. However, it is suggested that fuel additives are not particularly effective in avoiding contrails [38].

**Aviation Radiative Forcing Components in 2005**

| RF Terms                        | Spatial scale | LO SU |
|---------------------------------|---------------|-------|
| Carbon dioxide                  | 0.0280 (0.0253) | Global | High |
| **NO** | **x** | **Ozone production** | **Methane reduction** | 0.0263 (0.0219) | Continental | Hemispheric | Global | Med Low |
| Total NO**x**                    | 0.0138 (0.0115) | Global | Med Low |
| Water vapour                    | 0.0028 (0.0020) | Hemispheric to global | Low |
| Sulphate aerosol                | -0.0048 (-0.0030) | Local to global | Low |
| Soot aerosol                    | 0.0034 (0.0020) | Local to global | Low |
| Linear contrails                | 0.0118 (0.0108) | Local to continental | Low |
| Induced cirrus cloudiness       | 0.033 | Local to hemispheric | Very Low |
| Total aviation (Excl. induced cirrus) | 0.056 (0.0476) | Global | Low |
| Total aviation (Incl. induced cirrus) | 0.076 | Global | Low |

**Figure 1.** Radiative forcing components from global aviation as evaluated from preindustrial times until 2005 [13].

Literature about mitigating aviation-induced contrails revealed that several simulation tools were used to analyse the vertical displacement of flight paths to avoid PCFA [5,34,39–42]. Research indicated that the aircraft could change the flight altitude or re-route to reduce contrail formation [30–32,35,43]. In 2011, a novel optimal control approach was presented to adjust aircraft flight paths for minimising contrail-inclusive flying cost [44]. Although these measures reduce contrails to a large extent, additional fuel consumption is still very expensive. A reduction in contrail distance can also cause an increase in flight time [45].

The flight profile is composed of three phases, namely climb, cruise and descent. In addition to these three phases, aircraft taxiing also results in carbon emissions. An element-by-element approach was developed in order to compute the environmental effects produced by each elementary source of pollution [46]. With regard to flight time and fuel consumption, the staple segment was cruise [47–49]. The optimal flight trajectories in the cruise stage are determined based on fuel consumption, flight time, CO**2** emission and contrail formation [50–52]. However, as the amount of CO**2** emission is proportional to fuel consumption [7,53,54], this paper only considers fuel consumption as a factor instead of CO**2**. The quantity of passengers is currently increasing sharply, and more jumbo jets have begun appearing in commercial civil aviation [14]. Apart from fuel consumption, flight time is also a necessary factor [55].

In this paper, we develop a flight trajectory planning and optimisation model aimed at minimising a combination of performance indicators including flight time, fuel consumption and environmental impact in terms of a contrail. A multi-objective mathematical optimisation problem is proposed,
based on which the potential trade-off between several performance indicators is analysed in detail. The Pareto frontier in multi-objective functions corresponded to the different assignments of the weighted coefficient. The proposed contrail model and trajectory optimisation framework have the following features/contributions:

- Based on empirical data collected from Chinese observation stations and contrail models reported in the review of literature, a new framework for analysing the probability of contrail formation at distinct geographical locations and altitudes is presented.
- The optimisation problem proposed in this paper seeks a balance between flight time, fuel consumption and contrail length, by quantitatively analysing their trade-off. The optimisation framework allows decision-makers to trade off different objectives to cope with scenarios oriented towards specific stakeholders.
- Empirical data from China were used to estimate the probability of contrail formation and compare the results across different geographic locations and months. The results showed a significant variation of the contrail formation by area and season. Such findings suggest a great potential for flight trajectory optimisation, which was established by the realistic estimation of contrail formation.

The rest of the paper is organised as follows: In Section 2, we present the main model, which includes the contrail formation model, the speed and flying time models and the fuel consumption model. Section 3 presents the multi-objective optimisation problem. In Section 4, we explain a comprehensive case study and find the optimal flight altitude under different scenarios. Discussions are reported in Section 5. Finally, Section 6 provides some concluding remarks.

2. Contrail and Fuel Consumption Models

2.1. Contrail Formation Model

A contrail, which can be observed from the ground and in space, is formed when the hot and moist exhaust gas of an engine is mixed with the surrounding cold air during the flight. It has been confirmed that conditions such as temperature, pressure and relative humidity are relevant for the formation of a contrail, for which the sounding stations can provide essential information.

According to the Schmidt–Appleman criterion, contrails form only when the relative humidity (to water), denoted as \( RH_w \), is above a threshold \( RH_c \) value [23,24,56]. One distinction needs to be made regarding \( RH_w \geq 100\% \), where the cloud is formed. This situation is excluded. When the relative humidity (to ice), \( RH_i \), is equal or above 100\%, contrails tend to persist [57]. Based on these factors, this paper considers the condition for contrail formation to be [30,58], as shown in Equations (1)–(5):

\[
RH_c \leq RH_w < 100\% \text{ and } RH_i \geq 100\% \tag{1}
\]

The threshold value \( RH_c \) can be expressed in terms of temperature \( T \) (in degrees Celsius) as:

\[
RH_c = \frac{G \times (T - T_c) + E(T_c)}{e(T)} \tag{2}
\]

\[
T_c = -46.46 + 9.43 \ln(G - 0.053) + 0.72(\ln(G - 0.053))^2 \tag{3}
\]

\[
G = \frac{EI_{H_2O} \times C_p \times P}{\epsilon \times Q \times (1 - \eta)} \tag{4}
\]

\[
e(T) = 6.11 \times 10^{\frac{755T}{2373+T}} \tag{5}
\]

where \( e(T) \) is the saturation vapour pressure over water at a given temperature, which can be obtained by the Magnus formula [59]; \( EI_{H_2O} (=1.25) \) is the emission index of water vapour; \( C_p (=1004 J/(kg\cdot K)) \) represents the isobaric heat capacity of air; \( P \) (in Pascal) is the ambient air pressure; \( \epsilon (=0.6222) \) is the
ratio of the molecular masses of water and dry air; \( Q (=43 \times 10^6 \text{ J/kg}) \) is the specific heat combustion; and \( \eta (=0.15) \) is the average propulsion efficiency of the jet engine.

The relative humidity to ice \( RH_i \) is calculated using the Equation (6) [60]:

\[
RH_i = RH_w \times \frac{6.0612 - \exp\left(\frac{18.1027}{23.76} T \right)}{6.1162 - \exp\left(\frac{22.577}{23.76} T \right)}
\]

The flight altitude, which is one of the decision variables of the optimisation problem, is discretised and indexed as \( i = 1, \ldots, M \), where \( i = 1 \) and \( i = M \) represent the lowest and highest altitudes, respectively. Additionally, a flight path consists of multiple legs, indexed as \( j = 1, \ldots, N \) in the direction of travel. The length of the leg \( j \) is denoted by \( L_j \) (in km), whereas the persistent contrail formation distance at altitude \( i \) along the leg \( j \) is denoted by \( C_j^i \), \( i = 1, \ldots, M, j = 1, \ldots, N \). The persistent contrail formation distances \( C_j^i \) were determined as follows. First, the contrail formation condition is applied to the empirical data collected from the sounding stations, which leads to the spatial distribution of the PCFA.

Given the flight leg \( j \) and discrete flying altitude \( i \), the corresponding atmospheric conditions (relative humidity, temperature, saturation vapour pressure) are identified based on the data collected from the sounding stations. Based on the Schmidt–Appleman criterion, we can then calculate which portion of the flight leg \( j \) meets the criterion and hence allows a contrail, \( C_j^i \), to persist.

2.2. Speed and Flying Time Models

Wind direction and strength play important roles in the aircraft’s direction of travel, ground speed and fuel consumption. Due to the influence of crosswinds—both headwind and tailwind—the magnetic track deviates from the magnetic heading. In response, the aircraft adopts a drift angle to ensure that the magnetic track is aligned with the magnetic course. A two-dimensional Euclidean plane is considered to represent the vector pace for the wind model. For any leg \( j \) at altitude \( i \), the true airspeed vector (in km/h) is denoted by \( s^j_i \in R^2 \), and the wind vector (in km/h) is \( w^j_i \in R^2 \). The ground speed vector (in km/h) is expressed as \( g^j_i = s^j_i + w^j_i \in R^2 \). The ground speed \( GS \) (in km/h) can then be expressed as \( GS^j_i = \| g^j_i \|_2 \). The flying time along the leg \( j \) at altitude \( i \), assuming the wind speed and true airspeed (TAS) are relatively uniform, is expressed as \( T^j_i = L_j / GS^j_i \) (in h).

2.3. Fuel Consumption Model

The Base of Aircraft Data (BADA) is essential for calculating fuel consumption [61]. We focussed on a given flight \( f \) in leg \( j \) at altitude \( i \). Evidently, the fuel consumption under various conditions depended on the aircraft type \( f \); however, for notation convenience, we omitted the dependence on \( f \), noting that all the parameters introduced below may be calibrated for each type of aircraft. For the jet and turboprop engines, the thrust-specific fuel consumption, \( \eta_j^i \) (in kg/(min-kN)), is a function of the \( TAS^j \) (in knots), which is a scalar. The following Equations (7)–(9) are adapted from [61].

\[
\eta_j^i(TAS^j) = C_1 \times \left(1 + \frac{TAS^j}{C_2}\right)
\]  

(7)

where constants \( C_1 \) and \( C_2 \) are available from BADA and depend on the aircraft type. The nominal fuel flow, \( F_j^i \) (in kg/min), can be calculated based on the thrust, \( Thr_j^i \) (in N), which also depends on the TAS implicitly:

\[
F_j^i(TAS^j) = \frac{\eta_j^i(TAS^j) \times Thr_j^i(TAS^j)}{1000}
\]

(8)
Accordingly, the fuel consumption for the entire leg $j$ at altitude $i$ is defined as (in kg):

$$F_j^i(TAS_j^i) = F_j^i(TAS_j^i) \times T_j^i \times 60 \quad (9)$$

where $T_j^i$ (in h) is the flying time obtained from Section 2.2.

3. Multi-Objective Optimisation Problem

An aircraft can change the flight altitude to avoid PCFA and heading to accommodate crosswind. These are, however, constrained by the aircraft’s manoeuvrability and the air traffic controls. These constraints are either explicitly incorporated in the model, or implicitly in the empirical dataset presented in Section 4. This section presents the complete multi-objective optimisation problem, including variables, objectives and constraints.

3.1. Variables and Parameters

The proposed optimisation problem requires the optimal choices of flying altitude and true airspeed to be adopted by a given flight, in order to minimise the contrail formation, flying time and fuel consumption. This is a mixed discrete-continuous problem, in the sense that we only consider a finite number of altitudes to be allowed by regulations, while treating the true airspeed as a continuous decision variable within a proper range.

$$i \in \{1, \ldots, M\} \quad \text{Index of flight altitude}$$

$$j \in \{1, \ldots, N\} \quad \text{Index of flight leg}$$

$A^i_j \quad \text{Altitude (indexed by $i$) of flight cruising in leg $j$}$

$TAS^i_j \quad \text{True airspeed of the flight cruising in leg $j$ at altitude $i$.}$

3.2. Objective Function

When the aircraft is cruising in a certain leg $j$ at altitude $i$, the ground speed, which is jointly determined by the wind speed and true airspeed (TAS), affects the flight time. Conversely, fuel consumption in the same leg depends on the TAS and flight time. Therefore, when the true airspeed varies between the minimum and maximum allowable speeds, the flight time and fuel consumption also change and may reach their respective minima at distinct true airspeeds. Therefore, the problem of minimising contrails with additional consideration for fuel burn and flying time is shown in Equation (10) as a multi-objective optimisation problem:

$$\min \lambda \times \frac{\text{Contrail Distance}}{\text{Contrail*}} + \alpha \times \frac{\text{Fuel Consumption}}{\text{Fuel*}} + (1 - \alpha) \times \frac{\text{Flight Time}}{\text{Time*}} \quad (10)$$

where $\lambda$ and $\alpha$ are weights used to indicate the relative importance of individual objectives in the overall optimisation. In the above expression, we calculate that

$$\text{Contrail Distance} = \sum_{j=1}^{N} \sum_{i=1}^{M} \delta_i^j C_i^j \quad (11)$$

$$\text{Fuel Consumption} = \sum_{j=1}^{N} \sum_{i=1}^{M} \delta_i^j F_i^j \quad (12)$$

$$\text{Flight Time} = \sum_{j=1}^{N} \sum_{i=1}^{M} \delta_i^j T_i^j \quad (13)$$
where $C^j_i$, $T^j_i$, and $F^i_j$ are defined in Sections 2.1–2.3, respectively. In the Equation (10), we normalise the three individual objectives using Equations (14)–(16):

\[
\text{Contrail}^* = \frac{\max\left\{\sum_{j=1}^{N} C^j_i\right\} + \min\left\{\sum_{j=1}^{N} C^j_i\right\}}{2}, \forall \, i = 1, 2, \ldots M \tag{14}
\]

\[
\text{Fuel}^* = \frac{\max\left\{\sum_{j=1}^{N} F^j_i\right\} + \min\left\{\sum_{j=1}^{N} F^j_i\right\}}{2}, \forall \, i = 1, 2, \ldots M \tag{15}
\]

\[
\text{Time}^* = \frac{\max\left\{\sum_{j=1}^{N} T^j_i\right\} + \min\left\{\sum_{j=1}^{N} T^j_i\right\}}{2}, \forall \, i = 1, 2, \ldots M \tag{16}
\]

3.3. Constraints

We impose the following constraints on the optimisation problem, as shown in Equations (17)–(20):

\[
\sum_{i=1}^{M} \delta^j_i = 1, \forall j = 1, 2, \ldots, N \tag{17}
\]

\[
\delta^j_i \in \{0, 1\}, \forall i = 1, 2, \ldots, M, j = 1, 2, \ldots, N \tag{18}
\]

\[
A^j_i \in \{h_1, h_2, \ldots, h_M\}, \forall i = 1, 2, \ldots, M, j = 1, 2, \ldots, N \tag{19}
\]

\[
TAS^j_i \in [speed^j_{i\min}, speed^j_{i\max}] \tag{20}
\]

Equation (18) stipulates that only one such altitude choice can be adopted for each leg; Equation (17) expresses the discrete altitude choices for each leg; Equation (19) provides the set of feasible altitude values; and Equation (20) specifies the feasible true airspeed range, which is obtained from empirical data.

3.4. Solution Method

The proposed optimisation problem is a non-linear and non-convex mixed-integer programme. The number of integer decision variables is $M \times N$. In a typical application scenario (see Section 4), both the numbers of legs and feasible flying altitudes are limited. Therefore, the problem can be decomposed into $M^N$ independent continuous optimisation problems, where the Complete Enumeration Method is used to solve the proposed problem. Alternatively, for larger and more complex optimisation scenarios, heuristics [62,63] may be employed.

4. Case Study

4.1. Seven Flight Information Regions in China Document Text

There are nearly 100 sounding stations in China available for gathering meteorological data, which are only observed twice a day, at 00Z and 12Z. Specifically, there were 62 ($31 \times 2$) observations in May. Radio soundings in 2014 were used for the case study. The data were collected from seven Flight Information Regions (FIRs), namely Beijing (ZBAA), Urumqi (ZWWW), Shenyang (ZYYY), Shanghai (ZSSS), Kunming (ZPPP), Lanzhou (Yuzhong) and Guangzhou (Qingyuan). We counted the number of instances per month where persistent contrail formation conditions were satisfied (see Section 2.1), and the results are shown in Figure 2. Overall, the data showed that persistent contrails were less likely to form in the southern parts of China (Guangzhou, Kunming). It also revealed that persistent contrails were most prevalent in the winter and early spring and were the least seen during the summer [64]. However, the data suggested that there was an obvious seasonal variation in Guangzhou and Kunming, and that the contrails were concentrated in June, July and August, rather than winter or early spring.
This may be due to low relative humidity during winter or early spring, and high relative humidity in June, July and August. Additionally, no discernible seasonal variations could be characterised for the other five regions.

4.2. Altitude and Thickness of PCFA

The radio soundings data from Nanjing in 2014 were used as an example to calculate the thickness of PCFA. The thickness at a given location is defined as the maximum vertical interval (unit in metre) in which the persistent contrail formation conditions are met. The empirical distribution of the PCFA’s thickness is shown in Figure 3. The relative probability of PCFA thickness was 22.59% (300 m), 12.93% (600 m), 9.52% (900 m) and 5.03% (1200 m), as shown in the black squares. The blue stars show that there was a high probability (over 50%) (red line) for a PCFA thickness not exceeding 1200 m, which proves that it is possible for an aircraft to change its flight altitude to avoid PCFA.

The black squares represent the relative probability of the PCFA’s thickness, whereas the blue stars represent the accumulative probability of PCFA’s thickness.
The Kolmogorov–Smirnov test was used to check the distribution of PCFA altitude against the normal distribution. The results revealed a significance level of 0.082, which is greater than 0.05. Therefore, it was concluded that the relative frequency of PCFA at each altitude can be characterised to follow the normal distribution. Figure 4 shows the empirical PCFA distribution.

Figure 4. PCFA altitude distribution. The relative probabilities of PCFA altitude from 6000 to 8000 m are generally over 5%. However, this probability function shows that the PCFA altitude is less at a higher altitude (>11,000 m) and at a lower altitude (<3000 m).

We evaluated the effect of changing flight altitude on the probability of avoiding PCFA, as shown in Figure 5. For example, if an aircraft is cruising at an altitude of 10,100 m (initial flight altitude), climbing 600 m (to 10,700 m) results in a 14.86% probability of avoiding PCFA, while the probability increases to 25.68% by climbing 1200 m (to 11,300 m). These empirical results motivate the adaptive adjustment of the flight altitude in order to avoid PCFA and serve as the basis for further investigation of the formation of contrail areas.

Figure 5. Probability of avoiding PCFA by changing flight altitude.
4.3. Spatial Distribution of PCFA

Based on the meteorological data collected at the individual sounding stations (e.g., pressure, wind speed, wind degree, temperature and relative humidity), we may infer the meteorological conditions between the stations using spatial interpolation and compute the spatial distribution of PCFA using the formulae in Section 2.1. As an example, we considered a flight path from ZWWW (Urumqi) to ZSSS (Shanghai), with a distance of 3439 km (from waypoint URC to waypoint PK) in an A319 aircraft with a mass of 60,000 kg. Figure 6 shows the waypoints along this flight path represented by yellow dots.

Figure 6. Flight path from ZWWW (Urumqi) to ZSSS (Shanghai). The meteorological data are from sounding stations labelled as Urumqi, Dunhuang, Xining, etc. The aircraft should fly along the green line from ZWWW to ZSSS.

According to the Filed Flight Plan message (FPL), the cruising altitude was 10,700 m, and a higher altitude was not considered a result of the aircraft performance, control regulations and operational safety. In this example, we only focussed on flight altitudes ranging from 7500 m to 10,700 m with an increment of 600 m (i.e., \(M = 6\)). We only considered the cruising phase above 7500 m, not the initial climb and final descent phases. The sounding stations relevant to the flight path were Urumqi (ID: 51463), Dunhuang (ID: 52418), Xining (ID: 52866), Yuzhong (ID: 52983), Pingliang (ID: 53915), Jinghe (ID: 57131), Fuyang (ID: 58203), Nanjing (ID: 58238) and Shanghai (ID: 58362). As these sounding observation stations were discrete, relevant data such as pressure, relative humidity and temperature between two stations were available only by linear interpolation. We used the data collected on 9 December 2014 to calculate the spatial distribution of PCFA along the flight path in accordance to the Schmidt–Appleman criterion. The result is shown in Figure 7, where the dark areas indicate the PCFA.

Figure 7. Spatial distribution of PCFA. When the aircraft flew in the dark area, contrails were formed; contrail length is equal to flight distance.
In the following sections, we present the optimisation results that simultaneously minimised total travel time, fuel consumption and contrail length. As an additional input data of the model, the wind directions and speeds along the flight path of interest are shown in Figure 8. In this figure, the flight path was divided into eight spatial legs, where the wind direction and speed in each leg at a certain altitude (7500 m, 8100 m, 8900 m, 9500 m, 10,100 m, 10,700 m) is shown. The results reveal the predominant direction of the wind—West, largely due to the jet stream.

4.4. Numerical Studies
4.4.1. Contrail Weight \( \lambda = 0 \) and Leg Number \( N = 1 \)

Figure 8. Wind direction and speed in the 8 legs at 6 different altitudes.

Each sub-figure corresponds to an altitude. For example, at 7500 m, the wind directions (wind speeds) of eight different legs are 267.4° (47.3 kt), 266.3° (52.8 kt), 264.3° (71.2 kt), 259.6° (85.9 kt), 253.7° (58.2 kt), 237.3° (45.5 kt), 255.2° (38.6 kt) and 281.4° (34.2 kt), respectively.
4.4. Numerical Studies

4.4.1. Contrail Weight \( \lambda = 0 \) and Leg Number \( N = 1 \)

Similar to the first case, we considered \( \lambda = 0 \) and \( \alpha \in [0,1] \), which meant that we did not consider contrail formation and instead focused only on the trade-off between flying time and fuel consumption. Additionally, \( N = 1 \), which meant that the flying altitude and TAS were fixed throughout the cruising phase. The possible altitudes were 7500 m, 8100 m, 8900 m, 9500 m, 10,100 m and 10,700 m. As air density decreases and wind speed increases with the rise of flight altitude, the fuel consumption was the least at the highest level when TAS was the same. To ensure minimum fuel consumption, it was essential to choose the optimal TAS in each flight altitude, on the condition that the TAS meets the need of the flight envelope (see Figure 9); such a constraint has been reflected in (20).

![Flight envelope constraints of A319. Aircraft operational speed has to meet the flight envelope constraints to ensure safety.](image1)

Figure 9. Flight envelope constraints of A319. Aircraft operational speed has to meet the flight envelope constraints to ensure safety.

Figure 10 shows the trade-off between the flight time and fuel consumption, enabled by selecting different TAS for the cruising phase of the flight. At the same altitude, the flight time was a monotonically decreasing function of TAS. However, fuel consumption is a convex function of TAS with a unique minimum, which suggests the existence of a unique TAS. It also shows that increasing flying altitude tends to decrease both flight time and fuel consumption under the same TAS.

![At different flight altitudes, the relationship between true airspeed (TAS) and flight time (Left) and fuel consumption (Right).](image2)

Figure 10. At different flight altitudes, the relationship between true airspeed (TAS) and flight time (Left) and fuel consumption (Right).
Table 1 presents the trade-off between the flying time and fuel consumption in the optimal solution, where \( \alpha \) (fuel weight) varies from 0 to 1. Note that the optimal time and fuel consumption for \( \alpha = 0.1 - 0.5 \) is the same. The weight of flight time is higher than fuel consumption when \( \alpha \) ranges from 0.1 to 0.5, so the aircraft should fly at the maximum speed, but cannot exceed the maximum operating speed. The optimal TAS, denoted by the green stars, is shown in Figure 11 for a different fuel consumption weight \( \alpha \).

| \( \alpha \) | Time (min) | Fuel (kg) | Flight Alt (m) |
|-------------|-----------|-----------|----------------|
| 0           | 199.9778  | 8401.241  | 10,100         |
| 0.1         | 200.7956  | 7863.281  | 10,700         |
| 0.2         | 200.7956  | 7863.281  | 10,700         |
| 0.3         | 200.7956  | 7863.281  | 10,700         |
| 0.4         | 200.7956  | 7863.281  | 10,700         |
| 0.5         | 200.7956  | 7863.281  | 10,700         |
| 0.6         | 213.9948  | 7489.067  | 10,700         |
| 0.7         | 225.3267  | 7272.985  | 10,700         |
| 0.8         | 234.8992  | 7159.446  | 10,700         |
| 0.9         | 242.633   | 7111.111  | 10,700         |
| 1           | 248.638   | 7099.289  | 10,700         |

Figure 11. Optimal TAS for minimum objective function. When \( \alpha = 0 \), the optimal TAS is 477 knots, and when \( \alpha = 1 \), it is 336 knots.

4.4.2. Leg Number \( N = 8 \)

In this section, we considered multiple (8) flight legs in which the flying altitude and TAS were to be optimised. Figure 12 shows the optimal flying altitude, where the weight for contrail \( \lambda = 0 \) and the optimal altitude is insensitive to the weight \( \alpha \). In Figure 13, the optimal flying altitudes are shown for \( \alpha \in [0, 0.2] \) and \( \alpha \in [0.3, 1] \). Compared to Figure 12, the contrail formation in Figure 13 resulted in a flying altitude profile that avoided most of the PCFA.
Figure 12. Optimal altitude with $\lambda = 0$, $\alpha \in [0,1]$, $N = 8$. The dark areas indicate PCFA; the optimal altitude is indicated as the solid green line.

Figure 13. Optimal altitude with $\lambda = 0.5$ and $\alpha \in [0, 0.2]$ (Up) or $\alpha \in [0.3, 1]$ (Down). Dark areas indicate PCFA; the optimal altitude is indicated as the solid green line. The optimal flight altitude remains constant for $\alpha \in [0, 0.2]$ and $\alpha \in [0.3, 1]$, respectively.
Figure 14 shows the optimal TAS in different flight legs when different values of the weight $\alpha$ were chosen. In most cases, the TAS underwent a drastic rise when the aircraft flew over leg 6. This is possibly caused by the change in the wind direction and speed. We also observed that the TAS increased with a decrease in $\alpha$ (weight for fuel consumption), which is plausible as higher TAS requires higher engine thrust.

![Figure 14. Relationship between the weight $\alpha$ and the optimal TAS in each leg.](image)

We conducted a preliminary sensitivity analysis for $\alpha$ (fuel consumption weight), as seen in Table 2. The contrail length was insensitive to the changes in $\alpha$ when $\lambda$ was set to 0 or 0.5, which suggested that a more subtle trade-off between a contrail and fuel/time may exist for $\lambda \in [0, 0.5]$; this is further investigated in the next section. We also observed that the contrail length could be reduced by nearly half compared to the $\lambda = 0$ case, by assigning non-zero weight $\lambda = 0.5$. However, this results in much higher fuel consumption, as an aircraft frequently lowers the altitude to avoid PCFA. Lastly, for a fixed $\lambda$, increasing the $\alpha$ resulted in less fuel consumption and longer flight time.

**Table 2.** Comparison of fuel consumption, flight time and contrail length with different choices of $\alpha$ under two scenarios: $\lambda = 0$ and $\lambda = 0.5$. When $\alpha = 0$, contrail length is reduced by 47.8% with more fuel consumption (34.1%) and more flight time (2.9%).

| $\alpha$ | $\lambda = 0$ | $\lambda = 0.5$ |
|----------|----------------|-----------------|
|          | Fuel (kg) | Time (min) | Contrail (km) | Fuel (kg) | Time (min) | Contrail (km) |
| 0        | 7982      | 204         | 2050          | 10,706    | 210        | 1070           |
| 0.1      | 7982      | 204         | 2050          | 10,706    | 210        | 1070           |
| 0.2      | 7982      | 204         | 2050          | 10,706    | 210        | 1070           |
| 0.3      | 7982      | 204         | 2050          | 10,474    | 212        | 1070           |
| 0.4      | 7982      | 204         | 2050          | 10,074    | 219        | 1070           |
| 0.5      | 7980      | 204         | 2050          | 9461      | 233        | 1070           |
| 0.6      | 7641      | 216         | 2050          | 8986      | 249        | 1070           |
| 0.7      | 7412      | 228         | 2050          | 8720      | 263        | 1070           |
| 0.8      | 7296      | 238         | 2050          | 8583      | 275        | 1070           |
| 0.9      | 7244      | 246         | 2050          | 8525      | 284        | 1070           |
| 1.0      | 7232      | 253         | 2050          | 8510      | 292        | 1070           |
4.4.3. Sensitivity Analysis

A more in-depth sensitivity analysis in terms of the trade-off among contrail length, fuel consumption and flight time was conducted. Figure 15 shows the three-dimensional frontier for the three-objective optimisation problem. The range of the weights is: $\lambda \in [0,0.5]$, $\alpha \in [0,1]$. The objectives are relatively evenly traded off between flight time and fuel consumption. However, the objectives go through some abrupt changes along the “Contrail Length” axis (e.g., when $\lambda$ varies), as indicated by the sparsity of the black stars along the “Contrail Length” axis. Such a distinction in the sensitivity with respect to different objectives is due to the irregular spatial distribution of the PCFA (see Figure 7).

![Figure 15. The Pareto frontier for joint contrail-fuel-time optimisation. The optimal solutions corresponding to a different selection of the parameters are shown as black stars.](image)

5. Discussion

In this case study, sounding station data in seven FIRs in 2014 were analytically quantified, showing higher possibilities of contrail formation in June and July in Kunming and Guangzhou, and in January, February and December in Urumqi. This could be a referential direction for changing flight altitude to avoid PCFA in different areas. Nanjing, located in the eastern part of China, is in the airport density centre. Results from 2014 showed that the thickness of PCFA less than 1200 m was about 50%, which served as the basis for changing flight altitude. Figure 7 demonstrates the 2-D spatial distribution of PCFA along a flight route. The wind speed and wind direction may be different in various positions; better use of wind can have a positive effect on the reduction in flight time and fuel consumption. When we do not consider the effect of contrails and set the flight leg as only one, with increasing $\alpha$, the optimal flight time decreases, while the optimal fuel consumption and TAS increase. The flight profile will have its ups and downs because of contrails. This increases the possibility of conflicts and the air traffic controllers’ workload. It is necessary to set a trade-off among different stakeholders.

Disruptive technology allows Air Traffic Control (ATC) to acquire the latest information about contrails and flight coordinates with low latency, to bring about a significant improvement of the quality of decision-making by adapting environment changes. Understanding the optimal flight trajectory in terms of fuel consumption and contrail avoidance can help reduce the regional aviation emission and achieve sustainable flight operations. The proposed method provides metrics and assessment mappings of a possible set of flight trajectories and suggests an optimal flight trajectory with the least
impact on aviation emission that complies with the operating procedures from ATC perspectives. The decentralisation of trajectory optimisation improves the sustainable development of environmental flight operations and reaches successful sustainable aviation emission control in the ever-evolving perspective of global environmental change.

6. Conclusions

This paper focuses on contrail formation and its relationship with fuel consumption and flight time when flight altitude and true airspeed vary. Detailed contrail formation conditions pertaining to altitude, relative humidity and temperature were formulated according to the Schmidt–Appleman criterion. Building on the contrail formation model, we proposed a multi-objective optimisation problem that seeks to minimise the travel time, fuel consumption and contrail length associated with a given flight.

Empirical data collected from seven flight information regions in China were used to analyse the spatial and temporal distributions of the persistent contrail formation area. A case study of the proposed optimisation problem suggested, on a quantitative level, the trade-off between flight time, fuel consumption and contrail length. The optimisation results provided a valuable benchmark for flight route planning with environmental considerations, as they revealed that significant contrail length reduction can be achieved through an optimal selection of altitude and true airspeed.

This paper explores the multi-objective optimisation of flight speed and altitude to address environmental concerns pertaining to contrails. One should note that this research still has several limitations, which should be improved upon in future research. The frequent change of flight altitude increases the possibility of potential conflicts with other aircraft and increases the workload of ATCs and pilots to a large extent. Passengers also feel uncomfortable when they experience the ups and downs of an aircraft. The optimisation method proposed also needs to be improved with some heuristic algorithms to improve the optimal speed. To achieve uniformity in civil aviation, Air Traffic Management (ATM) authorities should propose some relevant measures and highlight the importance of collaborative decision making among passengers, ATCs, pilots and environmentalists.
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