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Visual Abstract

Oscillatory neural activities have been implicated in various types of information processing in the CNS. The procerebral (PC) lobe of the land mollusk *Limax valentianus* shows an ongoing oscillatory local field potential (LFP). Olfactory input increases both the frequency and spatial synchrony of the LFP oscillation by a nitric oxide (NO)-mediated mechanism, but how NO modulates the activity in a specific manner has been unclear. In the present study, we used electrical stimulation and NO uncaging to systematically analyze the response of the LFP oscillation and found phase-dependent effects on phase shifting and synchrony. The neurons that presumably release NO in the PC lobe preferentially fired at phases in which NO has a synchronizing effect, suggesting that the timing of NO release is regulated to induce a stereotyped response to natural sensory stimuli. The phase–response curve (PRC) describes the timing dependence of responses of an oscillatory system to external input. PRCs are usually constructed by recording the temporal shifts of the neural activity in response to brief electrical pulses. However, NO evokes a long-lasting depolarization persisting for several cycles of oscillation. The phase–response relationship obtained by NO stimulation was approximately the

Significance Statement

Oscillatory neural activities are modulated by sensory stimuli in a stereotyped manner, whereas isolated networks display a variety of responses to stimuli. We investigated how nitric oxide (NO)–mediated input to a molluscan olfactory center modulates the oscillatory network activity and found that its effect on network synchrony was variable depending on the stimulus phase. This suggests that the input timing should be regulated for stereotyped response to sensory stimuli, and we found that feedback inhibition of the NO-producing neurons by the rhythm-generating neurons serves to restrict the spike phase. These results suggest a novel mechanism essential for sensory processing in oscillatory networks.
integral of the PRC. A similar relationship was also shown for regular firing of mouse cerebellar Purkinje cells receiving step depolarization, suggesting the generality of the results to oscillatory neural systems with highly distinct properties. These results indicate novel dynamic effects of long-lasting inputs on network oscillation and synchrony, which are based on simple and ubiquitous mechanisms.
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Introduction

Oscillatory activities are ubiquitous in the CNS and have been recognized as essential for sensory integration, attention, cognition, and learning (Gelperin, 2006; Wang, 2010; Buszaki, 2011; Bosman et al., 2014). Transient synchronization of oscillatory neurons has been suggested to have especially important roles in sensory processing (Gray, 1999; Frien and Eckhorn, 2000). Networks with multiple oscillatory elements often show spatiotemporal patterns of activity. Assembly of oscillators with a spatial gradient in phase exhibits repetitive wave propagation in one direction (Lam et al., 2000; Bao and Wu, 2003; Wu and Zhang, 2008; Lubenov and Siapas, 2009). Oscillatory networks can potentially exhibit a variety of responses to stimuli. For example, slices of visual cortex show planar, spiral, or irregular waves (Huang et al., 2010). However, sensory input usually evokes stereotyped responses, typically an increase in both oscillatory frequency and synchrony (Ermentrout and Kleinfeld, 2001). What cellular and network mechanisms underlie the stereotyped responses has been elusive.

Oscillatory activities have been observed in the firing of single neurons and local field potentials (LFPs). The protocerebral (PC) lobe of land mollusks, which is the olfactory center essential for olfactory learning, shows a slow ongoing LFP oscillation of about 1 Hz (Watanabe et al., 2008) and has been extensively studied because of stability of the activity in semi-intact preparations and simplicity of the network structure. Olfactory stimulation increases the frequency and synchrony of the oscillation (Delaney et al., 1994) by a mechanism involving nitric oxide (NO; Watanabe et al., 2015).

One of the commonly accepted mechanisms for synchronization of a population of neurons is simultaneous input from common presynaptic neurons (Heck et al., 2007). Although this seems obvious, several points should be considered. The first point is that synaptic inputs are relatively long. For example, fast synaptic potentials mediated by AMPA receptors have a duration of tens of milliseconds, which is longer than the interval of high-frequency firing in central neurons such as cerebellar Purkinje cells. In the Limax valentianus PC lobe, the depolarizing effect of NO has a rapid onset but lasts several cycles of the LFP oscillation (Gelperin, 1994). This makes the input timing ambiguous. Another point is related to the timing dependence of the response of neurons. Inputs may advance or delay the subsequent oscillatory phases depending on the timing, as described by the phase–response curve (PRC). A variable amount of phase shifting in oscillating elements will result in variable effects on synchrony among those elements. This suggests the need for a mechanism to select an appropriate response from a variety of potential responses.

PRCs have been used to characterize oscillatory dynamics in a variety of neural systems (Galán et al., 2005; Gutkin et al., 2005; Lengyel et al., 2005; Tsubo et al., 2007; Stiefel et al., 2008; Phoka et al., 2010; Canavier, 2015). Using the PRC, responses of the oscillating activity to external inputs have been explained (Ermentrout, 1996; Izhikevich, 2006). The PRC is constructed by applying brief pulses at various phases of the oscillatory activity and observing how subsequent activity is temporally shifted. However, real neurons receive longer inputs, and what kind of response is evoked by long-lasting inputs is not well understood.

In the present work, we analyze the response of neural oscillations to a long-lasting input with rapid onset that continues for several cycles of oscillation, as a naturalistic approach to oscillatory dynamics. The phase–response plot after a long-lasting input appears to have a form different from that of the traditional PRC. A simple relationship between the phase–response plots after pulses and long-lasting inputs is seen in both the Limax PC lobe and murine Purkinje cells, which are two contrasting oscillatory systems. We also demonstrate that long-lasting inputs modulate network synchrony depending on the phase, and we reveal a possible network mechanism underlying the stereotyped response to sensory stimuli. These findings provide a basis for the understanding of oscillatory dynamics and synchronization in sensory processing, which are ubiquitous characteristics in the CNS.

Materials and Methods

Recording in an isolated brain preparation of Limax

An isolated brain preparation was made from L. valentianus from a laboratory colony (Watanabe et al., 2003). The central ganglia were placed in a recording chamber filled with saline, which contained (in mM) 70 NaCl, 2 KCl, 4.9 CaCl₂, 4.7 MgCl₂, 5 glucose, and 5 HEPES, pH 7.6. The LFP was recorded using a glass electrode filled with...
saline (tip diameter approximately 100 μm). For single-site recording, the electrode was placed near the apical end of the PC lobe (within 10% of the length of the PC lobe from the apex). For the analysis of phase lag, a second electrode was placed more basally (about 50% of the length from the apex), An AC-coupled amplifier (MEZ-2100; Nihon Kohden, Tokyo, Japan) was used to amplify the signal. The signal was bandpass filtered at 0.5–30 Hz and sampled at 1 kHz.

Perforated patch recording was made using the EPC-8 amplifier (Heka, Holliston, MA) to record the whole-cell current or membrane potential changes evoked by NO uncaging in bursting (B) neurons, as well as firing in nonbursting (NB) neurons. The electrode contained a solution of (in mM) 35 K gluconate, 35 KCl, 5 MgCl2, 5 HEPES, and 250 μg/ml nystatin, pH 7.2. The signals were low-pass filtered at 2 kHz and sampled at 10 kHz. To estimate the time course of the current evoked by NO uncaging in B neurons, 2 mM octanol was added to the saline to block gap junctions and suppress spontaneous activity (Ermentrout et al., 2004).

Voltage imaging of the PC lobe was made using the voltage-sensitive dye Di-4-ANEPPS (Sigma, St. Louis, MO; Kleinfeld et al., 1994; Kawahara et al., 1997). The isolated brain preparation was incubated with 86 μM Di-4-ANEPPS for 50 min and imaged using a sCMOS camera (Zyla; Andor, Belfast, UK) and an upright microscope (E-FN1; Nikon, Tokyo, Japan) with a 16× objective (NA 0.8). Images were acquired at 20 frames/s. The excitation wavelength was 517.5–542.5 nm, and the emission wavelength was >575 nm. A region of interest was set on the cell mass of the PC lobe, and the fractional change in fluorescence intensity was calculated using a custom program for MATLAB.

Electrical stimulation of the superior tentacle nerve (STN) was made using a suction electrode filled with saline. The stimuli were 3- to 5-V negative pulses with 1-ms duration, applied using an isolator (SS-403J; Nihon Kohden, Tokyo, Japan) was used to amplify the signal. The LFP in the PC lobe and spikes of Purkinje cells were recorded with the whole-cell current-clamp mode using MultiClamp 700B (Molecular Devices, Palo Alto, CA). Patch pipettes (2–4 MΩ) were filled with the internal solution containing (in mM) 120 K gluconate, 9 KCl, 10 KOH, 10.0 Na-HEPES, 4 NaCl, 17.5 sucrose, 10 phosphocreatine, 3 Mg-ATP, and 0.4 Na-GTP (pH 7.4). The external solution contained 100 μM picrotoxin, and the bath solution was kept at 30–31°C.

The experimental procedures were approved by the local committee for handling experimental animals in Doshisha University. Cerebellar slices were prepared from C57BL/6 mice of either sex at postnatal day 19–35 as described previously (Hirono et al., 2015). Parasagittal slices (250 μm thick) of the cerebellum were cut using a vibratome (VT1200S; Leica, Nussloch, Germany) in an ice-cold extracellular solution containing (in mM) 252 sucrose, 3.35 KCl, 21 NaHCO3, 0.6 NaH2PO4, 9.9 glucose, 0.5 CaCl2, and 10 MgCl2 and gassed with a mixture of 95% O2 and 5% CO2 (pH 7.4). The slices were maintained at room temperature for at least 1 h in a holding chamber, where they were submerged in the artificial CSF containing (in mM) 138.6 NaCl, 3.35 KCl, 21 NaHCO3, 0.6 NaH2PO4, 9.9 glucose, 2 CaCl2, and 1 MgCl2 (bubbled with 95% O2 and 5% CO2 to maintain pH 7.4). Individual slices were transferred to a recording chamber attached to the stage of a microscope (BX51WI; Olympus) and superfused with oxygenated artificial CSF. Purkinje cells were visually identified under Nomarski optics with a 60× water-immersion objective (NA 0.90). After establishing the whole-cell patch-clamp, spontaneous action potentials of Purkinje cells were recorded with the whole-cell current-clamp mode using MultiClamp 700B (Molecular Devices, Palo Alto, CA). Patch pipettes (2–4 MΩ) were filled with the internal solution containing (in mM) 120 K gluconate, 9 KCl, 10 KOH, 10.0 Na-HEPES, 4 NaCl, 17.5 sucrose, 10 phosphocreatine, 3 Mg-ATP, and 0.4 Na-GTP (pH 7.4). The external solution contained 100 μM picrotoxin, and the bath solution was kept at 30–31°C.

The LFP in the Limax PC lobe and spikes of Purkinje cells were analyzed using a custom program for MATLAB (MathWorks, Natick, MA). The phase was defined as the time from the peaks of the LFP or spikes divided by the cycle period and multiplied by 2π (i.e., the peaks have phase 0 and the center points between the peaks have phase π). The absolute phase Θ of the stimulus was defined as

$$\Theta = 2\pi(t_s - t_o)/T$$

where $t_s$ is the time of the stimulus, $t_o$ is the time of the peak just before the stimulus, and $T$ is the average...
cycle period (average of three cycles) before the stimulus. The phase shifting in the subsequent peaks was analyzed by a method similar to the traditional PRC. However, we extended the phase–response analysis to three cycles of oscillations after the stimulus, to better fit the data. This was required to isolate the linear trend and periodic components that arise as a consequence of long-lasting inputs. The phase shift for the first peak after the stimulus was given by

\[ S_1 = 2\pi(t_0 + T - t_s)/T \]

where \( t_s \) is the time of the first peak after the stimulus. The phase shifts for the second and third peaks after the stimulus were given by

\[ S_2 = 2\pi(t_0 + 2T - t_s)/T \]

and

\[ S_3 = 2\pi(t_0 + 3T - t_s)/T \]

respectively, where \( t_s \) and \( t_3 \) are the times of the second and third peaks. Because the phase shifts of the second and third peaks are the consequence of the stimuli applied one and two cycles earlier, the stimulus phases for the second and third peaks were considered as smaller by \( 2\pi \) and \( 4\pi \) than for the first peak. To treat the stimulus phases consistently, the relative stimulus phases for the first, second, and third peaks were defined as \( \theta_1 = \Theta - 2\pi \), \( \theta_2 = \Theta - 4\pi \), and \( \theta_3 = \Theta - 6\pi \); by this definition, the relative stimulus phase that coincides with the peak is 0, and that of the stimuli applied at other timings has negative values. The phase shifts were plotted against the relative stimulus phases as \( S_1 \) vs. \( \theta_1 \), \( S_2 \) vs. \( \theta_2 \), and \( S_3 \) vs. \( \theta_3 \) on the same axes (Fig. 1D). The assembly of the data obtained by repeated stimuli forms a continuous curve, usually involving a periodic component representing phase-dependent effects and a linear trend. \( \theta_1 \), \( \theta_2 \), and \( \theta_3 \) were collectively denoted as \( \theta \), and \( S_1 \), \( S_2 \), and \( S_3 \) were...
denoted as $S$, with a subscript representing the type of stimulus. The phase lag was calculated from the difference between the peak times of the LFP events recorded at the apical and basal sites. The phase lag was measured for three LFP peaks after the stimulus and was normalized by the average of the phase lag for three LFP cycles before the stimulus. The normalized phase lag was plotted against $\theta$ at the apical site, in the same way as the phase shift.

**Data fitting and statistical analysis**

A step input can be interpreted as a continuum of pulses. Assuming linearity, the phase shift in response to a step input is approximated by the integral of the phase–response plot with pulses. Because the NO-induced depolarization in the B neuron in the PC lobe decays relatively slowly, we used the step function assumption to fit the data. For the LFP of the Limax PC lobe, the traditional PRC is the plot of the phase shift in response to direct electrical pulse stimuli to the PC lobe [Fig. 6D], and was fitted by a cosine curve of the form

$$a_0 + a_1 \cos(\theta - \phi)$$  \hspace{1cm} (1)

where $\phi$ is the peak phase. For STN stimulation and NO uncaging, which have a long-lasting effect, the phase–response relationships $S_{STN}(\theta)$ (Fig. 1D) and $S_{NO}(\theta)$ (Fig. 2F) were fitted by the integral of $S_{P}(\theta)$ from $\theta$ to 0, which is written as

$$a_0 - a_1 \theta - a_2 \sin(\theta - \phi)$$  \hspace{1cm} (2)

For cerebellar Purkinje cells, the traditional PRC is obtained after brief depolarizing current pulses [$S_{P}(\theta)$; Fig. 6D] and was fitted by a cosine curve with variable peak width:

$$a_0 + a_1 \cos[\theta - \phi + \gamma \sin(\theta - \phi)]$$  \hspace{1cm} (3)

where the parameter $\gamma$ represents the peak width. The response for the step input [$S_{step}(\theta)$; Fig. 6C] is fitted by the integral of $S_{P}(\theta)$ from $\theta$ to 0:

$$a_0 - a_1 \theta + a_2 \int_0^\theta \cos[\eta - \phi + \gamma \sin(\eta - \phi)] d\eta$$  \hspace{1cm} (4)

Because the phase–response plot for Purkinje cells showed a relatively large dispersion, the plot was fitted in the range between $-4\pi$ and 0. The data were fitted by the least squares method using a custom MATLAB program.

The effect of the decay time constant on phase shifting was evaluated by calculation of the peak phases in the convolution of the PRC [formula (1), with $a_0 = 0$ and $\phi = \pi$] and an exponentially decaying input with normalized decay time constant $\lambda$:

$$\int_0^\theta \cos(\eta - \phi) \exp[-(\eta - \theta)/\lambda] d\eta.$$  \hspace{1cm} (5)

This was calculated for the peak after the onset of the input, and the difference in the calculated peak phase from that with pulse stimuli (PRC, $\lambda = 0$) is plotted (Fig. 5F). With a step function input ($\lambda = \infty$), the difference in the peak phase will be $\pi/2$.

For statistical analysis of circular data, Igor Pro (WaveMetrics, Portland, OR) was used. For the test of nonuniformity in the distribution of the phase, the Rayleigh test was used. For comparison of the mean phases of two independent groups, the Watson–Williams (parametric) test was used. For comparison of two related phases, the two-sample parametric test was used. For comparison of noncircular data from two independent groups, the unpaired $t$ test was used. The error bars in the figures represent the SEM (circular SEM for the circular data).

**Results**

Phase-dependent effects of NO-mediated long-lasting depolarizations

The LFP recorded from the Limax PC lobe exhibited a periodic oscillation. In the isolated brain preparation, the STN was stimulated through a suction electrode (Fig. 1A). This evokes a single-action potential in NB neurons in the PC lobe, which presumably induces NO release as seen for olfactory stimulation (Watanabe et al., 2015). From the morphology of the PC lobe and distribution of NADPH diaphorase activity (Matsuo and Ito, 2009), STN stimulation presumably induces uniform NO release in the PC lobe (Fig. 1B). To characterize effects of STN stimulation on the membrane potential of B neurons, voltage imaging was made in the PC lobe. The cell mass of the PC lobe shows periodic changes in the fluorescence of the voltage-sensitive dye, and this corresponds to periodic changes in the membrane potential synchronized with the LFP oscillation (Delaney et al., 1994). The optical signal from the PC lobe includes both B and NB neuron components (Kleinfeld et al., 1994), and since B neurons project in the cell mass while NB neurons project in other layers (Watanabe et al., 1998), a large fraction of the optical signal from the cell mass is expected to reflect the membrane potential of B neurons. STN stimulation evoked a long-lasting depolarization with a peak amplitude of $0.247 \pm 0.043\%$ (n = 6; Fig. 1C). The decay time constant of the depolarization was $3.93 \pm 0.77$ s (n = 6). STN stimulation also increased the frequency of the periodic depolarizations, and the frequency gradually declined during the decay phase.

STN stimulation increased the LFP frequency for several seconds and advanced the LFP peaks after the stimulus from the times expected in the absence of the stimulus (Fig. 1D). The frequency increase by STN stimulation was $38.0 \pm 8.4\%$ (n = 10), and this was similar to olfactory stimulation (about 40%, Watanabe et al., 2015). To reveal the phase dependence of the effect, STN stimulation was repeated at various phases, and phase shifting was analyzed for the three LFP peaks after the stimulus. The phase–response plot thus obtained [$S_{STN}(\theta)$] was the sum of a line with negative slope and a periodic curve with period $2\pi$ (Fig. 1E).

The negative slope indicates a step-like increase in the oscillation frequency following stimulation, which shifts the peaks after the stimulus by an amount proportional to
the time after the stimulus. The point where the curve crosses the horizontal axis represents the negative of the latency of the effect in units of phase. This point was close to zero, which indicates that the latency is short compared to the cycle period of the LFP oscillation. Fitting of the plot revealed a nearly constant phase \([\phi\text{ in formula (2)}]\) among the samples \((3.90 \pm 0.28 \text{ rad}, \text{ circular mean} \pm \text{ SEM})\), which was significantly nonuniformly distributed (Rayleigh test, \(p = 0.030\) Table 1, line aj, \(n = 10\)).

When L-NAME was added to the bath solution, both the linear and periodic components in the phase–response plot disappeared (Fig. 1F). Both the slope of the linear trend and the amplitude of the periodic component were decreased by L-NAME (Fig. 1G, H; slope for saline, 0.254 ± 0.04, mean ± SEM; slope for L-NAME, 0.004 ± 0.013; unpaired \(t\) test, \(p = 0.00010\) Table 1, line b); amplitude for saline, 0.701 ± 0.114 rad; amplitude for L-NAME, 0.279 ± 0.086 rad; unpaired \(t\) test, \(p = 0.0091\) Table 1, line c); \(n = 10\) for saline and \(n = 9\) for L-NAME). This suggests that NO release by STN stimulation not only increased the frequency of the LFP oscillation, but also had a phase-dependent effect that is sensitive to stimulus timing on a subsecond time scale.

Although the effects of STN stimulation suggest phase-dependent action of NO, there is also the possibility that STN stimulation triggers NO release through a phase-dependent mechanism while the action of NO is not phase-dependent. Therefore, we used NO uncaging to activate B neurons independently of the activity of NB neurons and the process of NO release (Fig. 2A). Voltage-clamp recording in a B neuron in the presence of octanol revealed that NO uncaging by brief UV illumination evoked a long inward current with a fast onset, which gradually decayed (Fig. 2B). The peak amplitude of the current was 2.71 ± 0.48 pA (\(n = 5\)). The rise time of the current (from 20 to 80% of the peak) was 165 ± 28 ms (\(n = 5\)), and the decay time was 2.53 ± 0.47 s (\(n = 5\)). Under the current-clamp mode in normal saline, B neurons showed periodic depolarizations, which previous work showed are synchronized with the LFP oscillation (Kleinfeld et al., 1994). NO uncaging depolarized the membrane potential (measured at the bottom between the periodic depolarizations) by 2.56 ± 1.00 mV (\(n = 5\); Fig. 2C). The NO-induced depolarization decayed with a time constant of 1.42 s (\(n = 5\)). NO uncaging increased the frequency of the periodic depolarizations, and the frequency gradually declined during the decay phase. The peak interval against the membrane depolarization showed a clear correlation (Fig. 2D). The slope of the plot was 25.0 ± 10.0% per mV (\(n = 5\)), which shows how the membrane depolarization by NO is translated to the shift in the LFP timing.

Uncaging of NO in the entire PC lobe increased the frequency of the LFP oscillation for a few seconds (Fig. 2E). NO uncaging evoked a frequency increase (27.1 ± 3.2%, \(n = 16\)) that was similar to the effects of intrinsic NO released by STN stimulation (Fig. 1), indicating that NO uncaging evokes responses in the physiologically relevant range. The phase-response plot with NO uncaging, \(S_{\text{unc}}(\theta)\), had a linear trend of negative slope and a periodic component (Fig. 2F). Fitting of the plot revealed a nearly constant phase \([\phi\text{ in formula (2)}]\) among the samples, which was significantly nonuniformly distributed \((3.24 \pm 0.18 \text{ rad}; \text{ Rayleigh test, } p = 3.5 \times 10^{-18}\) Table 1, line d); \(n = 16\)). The slope of the linear trend and the amplitude of the periodic component in the preparations loaded with caged NO were significantly larger than in the control preparations not loaded with caged NO (Fig. 2G, H; slope for the caged NO group, 0.206 ± 0.020; slope for the control group, 0.019 ± 0.003; unpaired \(t\) test, \(p = 1.1 \times 10^{-7}\) Table 1, line e); amplitude for the caged NO group, 0.540 ± 0.082 rad; amplitude for the control group, 0.101 ± 0.025 rad; \(p = 9.15 \times 10^{-6}\) Table 1, line f); \(n = 16\) for NO and \(n = 12\) for control). This suggests that the action of NO on the oscillatory activity of B neurons is phase dependent.

**Effects of NO-mediated inputs on network synchrony**

The LFP oscillation in the PC lobe has a phase lag along the apex to base axis. Each part of the PC lobe has a

| Line | Data structure | Type of test | Power |
|------|---------------|-------------|-------|
| a    | von Mises distribution | Rayleigh test | NA    |
| b    | Normal distribution | Unpaired \(t\) test | 1.000 |
| c    | Normal distribution | Unpaired \(t\) test | 0.790 |
| d    | von Mises distribution | Rayleigh test | NA    |
| e    | Normal distribution | Unpaired \(t\) test | 1.000 |
| f    | Normal distribution | Unpaired \(t\) test | 0.995 |
| g    | Normal distribution | Unpaired \(t\) test | 0.928 |
| h    | Normal distribution | Unpaired \(t\) test | 0.573 |
| i    | Normal distribution | Unpaired \(t\) test | 0.742 |
| j    | Normal distribution | Unpaired \(t\) test | 0.990 |
| k    | von Mises distribution | Rayleigh test | NA    |
| l    | von Mises distribution | Rayleigh test | NA    |
| m    | von Mises distribution | Unpaired two-sample (Watson–Williams) test | 0.169 |
| n    | Normal distribution | Unpaired \(t\) test | 0.158 |
| o    | von Mises distribution | Rayleigh test | NA    |
| p    | von Mises distribution | Rayleigh test | NA    |
| q    | von Mises distribution | Paired two-sample test | 0.720 |
| r    | Normal distribution | Paired \(t\) test | 0.051 |
self-oscillating property (Ermentrout et al., 1998). We made a dual LFP recording and examined the effects of STN stimulation or NO uncaging on the phase lag (Fig. 3A, C). The phase lag decreased in response to STN stimulation applied just before the LFP peak (phase > -\pi), and increased in response to STN stimulation applied around the previous LFP peak (phase \approx -2\pi; Fig. 3B, E, F). In the presence of L-NAME, most of the changes in the phase lag disappeared (Fig. 3G, H). L-NAME blocked both the decrease in the phase lag (average between -0.6\pi and -0.1\pi; Fig. 3K; saline, 39.0 \pm 6.9%; L-NAME, 9.2 \pm 4.3%; unpaired t test, \( p = 0.0023 \) [Table 1, line g]; \( n = 10 \) for saline and \( n = 9 \) for L-NAME) and the increase in the phase lag (average between -2.1\pi and -1.7\pi; Fig. 3L; saline, 60.7 \pm 23.5%; L-NAME 4.0 \pm 6.4%; unpaired t test, \( p = 0.0415 \) [Table 1, line h]; \( n = 10 \) for saline and \( n = 9 \) for L-NAME).

The phase lag between the apical and basal sites also changed after NO uncaging in a phase-dependent manner (Fig. 3D, I, J). The stimulus phases that evoked the largest decrease and largest increase in the phase lag were similar to those with STN stimulation. The decrease in the phase lag (average between -0.6\pi and -0.1\pi) and the increase in the phase lag (average between -2.2\pi and -1.7\pi) in the preparations loaded with caged NO were larger than in the control preparations not loaded with caged NO (Fig. 3M, N; decrease for the caged NO group, 17.0 \pm 6.1%; decrease for the control group, -1.5 \pm 2.0%; unpaired t test, \( p = 0.027 \) [Table 1, line i]; increase for the caged NO group, 44.2 \pm 9.7%; increase for the control group, -3.4 \pm 2.0%; unpaired t test, \( p = 0.0040 \) [Table 1, line j]; \( n = 6 \) for NO and \( n = 6 \) for control). These results suggest that the changes in the synchrony after STN stimulation are mediated by the phase-dependent action of NO.

Spike phases of putative NO-releasing neurons

The apical and basal sites of the PC lobe have different phases (apical sites are more advanced in phase), and hence different amounts of phase shifting to common input at any particular instance. The different amount of phase shifting leads to either synchronization or desynchronization depending on the phase of the input (Fig. 4A). The NB neurons of the PC lobe presumably release NO (Matsuo and Ito, 2009), and firing of the NB neurons at some phases will decrease the phase lag, whereas at other phases it will increase the phase lag. To clarify the actual phase of firing of NB neurons, current-clamp recordings were made, and the spike phases were analyzed. Input from the STN is first transmitted to NB

Figure 2. Uncaging of NO evokes phase-dependent shifting of the LFP. (A) Schematic of the experiment. NO was uncaged in the entire PC lobe by brief UV irradiation. (B) Voltage-clamp recording in a B neuron in the presence of octanol, showing NO uncaging-evoked inward current (holding potential -60 mV). (C) Current-clamp recording in a B neuron in normal saline, showing NO uncaging-evoked slow depolarization and increased frequency of periodic depolarizing events. (D) Plot of the decrease in the interval of periodic depolarizations against the membrane potential at the bottom of the interval in the neuron shown in C. Filled circles are uncaging-evoked slow depolarization and increased frequency of periodic depolarizing events. (E) Response of LFP oscillation to NO uncaging. (F) Plot of the phase shift following NO uncaging [\( \text{phase lag} \times [\text{NO}] \) for the intervals before NO uncaging and open circles are for the intervals after NO uncaging. The correlation coefficient was 0.795. (G) Phase of periodic depolarizations against the membrane potential at the bottom of the interval in the neuron shown in C. Filled circles are uncaging-evoked slow depolarization and increased frequency of periodic depolarizing events. (D) Plot of the decrease in the interval of periodic depolarizations against the membrane potential at the bottom of the interval in the neuron shown in C. Filled circles are uncaging-evoked slow depolarization and increased frequency of periodic depolarizing events. (E) Response of LFP oscillation to NO uncaging. (F) Plot of the phase shift following NO uncaging [\( \text{phase lag} \times [\text{NO}] \) for the intervals before NO uncaging and open circles are for the intervals after NO uncaging. The correlation coefficient was 0.795. (E) Response of LFP oscillation to NO uncaging. (F) Plot of the phase shift following NO uncaging [\( \text{phase lag} \times [\text{NO}] \) for the intervals before NO uncaging and open circles are for the intervals after NO uncaging. The correlation coefficient was 0.795.
Figure 3. Phase-dependent modification of the spatial synchrony of the LFP by STN stimulation and NO uncaging. (A) Schematic of
the experiment of STN stimulation. The LFP was recorded at apical (red) and basal (blue) sites on the PC lobe. (B) An example of the LFP showing modification of synchrony after STN stimulation. In the upper part, the STN was stimulated at a late phase in the LFP interval (\(\theta = 3.541\) rad). Expanded LFP events before (a) and after (b) STN stimulation are shown on the right. STN stimulation decreased the phase lag. In the lower part, the STN was stimulated at an early phase in the LFP interval (\(\theta = 0.767\) rad). STN stimulation increased the phase lag. (C) Schematic of the experiment of NO uncaging. NO was uncaged over the entire PC lobe. (D) An example of the LFP showing modification of synchrony by NO uncaging. In the upper part, NO was uncaged at a late phase in the LFP interval (\(\theta = 3.164\) rad). Expanded LFP events before (a) and after (b) uncaging are shown on the right. NO uncaging decreased the phase lag. In the lower part, NO was uncaged at an early phase in the LFP interval (\(\theta = 0.302\) rad). NO uncaging increased the phase lag. (E) Normalized phase lag after STN stimulation plotted against the phase of STN stimulation in normal saline. A total of 142 stimuli were applied. The average and SEM for the data in each of the bins of a size of 0.1 rad are shown by the red symbols. (F) Averaged plot of the normalized phase lag after STN stimulation in normal saline (\(n = 6\)). (G) The increase in the normalized phase lag after NO uncaging. The average and SEM for the data in each of the bins of a size of 0.1 rad are shown by the red symbols. (H) Averaged plot of the normalized phase lag after STN stimulation in normal L-NAME (\(n = 6\)). (I) Normalized phase lag after NO uncaging. The average and SEM for the data in each of the bins of a size of 0.1 rad are shown by the red symbols. (J) Averaged plot of the normalized phase lag after NO uncaging (\(n = 6\)). (K) The decrease in the normalized phase lag by STN stimulation (average between \(-0.6\) rad and \(-0.1\) rad in normal saline and L-NAME. The decrease was significantly larger in normal saline than in L-NAME (\(t = 6.0\), \(p < 0.01\), \(n = 10\) for saline and \(n = 9\) for L-NAME). (L) The increase in the normalized lag (average between \(-2.1\) rad and \(-1.7\) rad) in normal saline and L-NAME. The increase was significantly larger in normal saline than in L-NAME (\(t = 2.0\), \(p < 0.05\), \(n = 10\) for saline and \(n = 9\) for L-NAME). (M) The decrease in the normalized lag (average between \(-0.6\) rad and \(-0.1\) rad) by UV illumination in samples stained with caged NO and unstained control samples. The decrease in the phase lag was significantly larger in stained samples than in control samples (\(t = 6.0\), \(p < 0.01\), \(n = 6\) for NO and \(n = 6\) for control). (N) The increase in the normalized lag (average between \(-2.2\) rad and \(-1.7\) rad) by UV illumination in stained and unstained control samples. The increase in the phase lag was significantly larger in stained samples than in control samples (\(t = 6.0\), \(p < 0.01\), \(n = 6\) for NO and \(n = 6\) for control).

neurons, and then to B neurons (Inoue et al., 2000). NB neurons receive periodic inhibitory postsynaptic potentials (IPSPs) from B neurons, which are mediated by glutamate (Matsuo et al., 2009). The IPSP has been considered to be the major source of the LFP and occurs nearly synchronously with the LFP (Kleinfield et al., 1994).

NB neurons appeared to fire preferentially at late phases in which the membrane potential is depolarized (Fig. 4B). A total of 42 NB neurons were analyzed, and the spikes were categorized according to the number of spikes that occurred in the IPSP interval (period between the IPSPs). When just one spike occurred in the IPSP interval, the spike phase was significantly nonuniformly distributed (Rayleigh test, \(2.3 \times 10^{-9}\) [Table 1, line k]), and the mean spike phase (relative to the IPSP troughs) was \(5.05 \pm 0.57\) rad (circular mean \(\pm SD\), \(n = 238\)). This corresponds to the phase in which STN stimulation or NO uncaging was most effective at synchronizing the LFP (Fig. 3F, J). With more spikes per cycle, the range of spike timing slightly extended to an earlier phase (two spikes per interval, \(4.61 \pm 0.77\) rad, \(n = 336\); 3 spikes per interval, \(4.33 \pm 0.83\) rad, \(n = 162\)), but these ranges were still in the preferred phase for LFP synchronization (Fig. 4C). These results suggest that the NB neurons tend to fire at a phase that matches the synchronizing timing of NO (Fig. 4D).

### Relationship between long-lasting and pulse inputs

The data presented above show that modulation of synchrony is dependent on the stimulus phase, and this suggests that the phase-dependent component of \(S_{\text{STN}}(\theta)\) or \(S_{\text{NO}}(\theta)\) is the cause of synchrony. However, the phase–response plot for the NO-mediated inputs was distinct from the traditional PRC. Therefore, we examined how the phase–response relationship for NO-mediated input is related to the PRC. To record the response to brief electrical pulses, the PC lobe was directly stimulated using a large suction electrode that covered about half of the PC lobe, whereas the LFP was recorded at a nearby position (Fig. 5A, B). To block the release of NO in response to the electrical stimulation, L-NAME was added to the saline solution. The plot of \(S_{\text{NO}}(\theta)\) thus obtained had a periodic curve without a linear trend (Fig. 5C).

The peak phase \([\phi]\) in formula (1) was significantly nonuniformly distributed (Rayleigh test, \(p = 1.90 \times 10^{-2}\) [Table 1, line i], \(n = 11\)). To test the hypothesis that \(S_{\text{NO}}(\theta)\) has the form of the integral of the traditional PRC, two parameters were calculated for \(S_{\text{NO}}(\theta)\): the peak phase and the ratio of the negative component to the amplitude. The peak phase \([\phi]\) in formula (1) was not significantly different for \(S_{\text{NO}}(\theta)/d\theta\) and \(S_{\text{E}}(\theta)\) (Fig. 5D); NO uncaging, \(3.24 \pm 0.18\) rad; electrical stimulation, \(3.04 \pm 0.20\) rad; Watson–Williams test, \(p = 0.527\) [Table 1, line m]; \(n = 16\) for NO uncaging and \(n = 11\) for electrical stimulation). The ratio of the negative component to the amplitude \(b/a\) shown in Fig. 5C also demonstrated no significant difference for \(S_{\text{NO}}(\theta)/d\theta\) and \(S_{\text{E}}(\theta)\) (Fig. 5E); NO uncaging, \(0.299 \pm 0.031\); electrical stimulation, \(0.259 \pm 0.033\); unpaired \(t\) test, \(p = 0.391\) [Table 1, line n]; \(n = 16\) for NO uncaging and \(n = 11\) for electrical stimulation). These results suggest that \(S_{\text{NO}}(\theta)\) can be explained as the integral of \(S_{\text{E}}(\theta)\), and that the phase shift in response to a continuous stimulus is approximated by the integral of the response to brief pulses. Because of gradual decay of the depolarization by NO uncaging, the depolarization is not strictly a step function. However, estimation of the peak phase of the phase–response plot with exponentially decaying inputs showed that with a decay time constant comparable to the cycle period of oscillation, the peak phase is nearly identical with that with a step function (Fig. 5F).

Although the results presented above suggest phase-dependent modulation of the network activity involved in
sensory processing in Limax, detailed mechanisms are difficult to identify, because NO induces depolarization in a number of B neurons whose characteristics have not been fully understood, and only LFP was used for the analysis of the phase–response relationship. Therefore, we also examined the phase–response relationship in the regular spiking of single cerebellar Purkinje cells and asked whether a similar relationship is obtained between long-lasting inputs and the PRC. We made current-clamp recordings in a cerebellar Purkinje cell and injected a tonic depolarizing current to induce regular 60- to 100-Hz spiking. Previous studies revealed that Purkinje cells exhibit a PRC with clear phase dependence at high firing rates (Phoka et al., 2010). Current steps (duration: 100 ms) and pulses (1 ms) were then applied alternately to construct phase–response plots. Step depolarizing stimuli of 50–

Figure 4. Spike phase distribution in NB neurons explains selective release of NO at the timing for synchronization. (A) The phase difference between the apical and basal oscillators leads to either synchronization or desynchronization. In the Limax PC lobe, the apical oscillator is advanced in phase compared to the basal oscillator. With a positive slope in the phase–response plot (a), the phase advance at the apical site is larger than at the basal site, resulting in desynchronization of the oscillation. With a negative slope in the phase–response plot (b), the phase advance at the apical site is smaller than at the basal site, resulting in synchronization. (B) Current-clamp recording in an NB neuron injected with small depolarizing DC current, showing the spontaneous spikes at late phases in the IPSP interval. (C) Spike phase distribution in NB neurons. The spike phases were grouped by the number of spikes that occurred during the cycle. (D) A possible mechanism for phase-dependent release of NO from NB neurons. NB neurons receive olfactory input from the STN, and also periodic inhibitory input from B neurons that is synchronized with the LFP. With an input at an early phase (a), the NB neuron is hyperpolarized and does not release NO (left). With an input at a late phase (b), the NB neuron fires and releases NO (right). This results in NO release only at the late (synchronizing) timing.
100 pA increased the firing frequency of Purkinje cells by 28.5 ± 4.4% (n = 8; Fig. 6A). The frequency remained nearly constant during the stimuli. The phase–response plot [S_{step}(t)] had a periodic component with a negative trend (Fig. 6B). In contrast, pulse stimuli shifted the spike timing without a continuous change in the firing frequency (Fig. 6B), and the phase–response plot [S_{pulse}(t)] showed a periodic component without a linear trend (Fig. 6D). These plots were fitted by formulae (4) and (3), respectively. In contrast to the Limax LFP (Fig. 5), both −dS_{step}(t)/dt (Fig. 6C, bottom) and S_{pulse}(t) had on average no negative component, which is characteristic of type 1 oscillators (Ermentrout, 1996) and consistent with a previous report (Phoka et al., 2010). For both S_{step}(t) and S_{pulse}(t), the phases [ϕ in formulae (4) and (3), respectively] were significantly nonuniformly distributed [Rayleigh test, S_{step}(t), ρ = 3.78 × 10^{-5} [Table 1, line o] and S_{pulse}(t), ρ = 1.00 × 10^{-4} [Table 1, line p]; n = 11]. The peak phases of −dS_{step}(t)/dt and S_{pulse}(t) were not significantly different [Fig. 6E; −dS_{step}(t)/dt, 4.82 ± 0.08 rad; S_{pulse}(t), 5.05 ± 0.24 rad; paired two-sample test, ρ = 0.067 [Table 1, line q]; n = 8]. The ratios of the negative component of −dS_{step}(t)/dt and S_{pulse}(t) were also not significantly different [Fig. 6F; −dS_{step}(t)/dt, −0.064 ± 0.035; S_{pulse}(t), −0.069 ± 0.084; paired t test, ρ = 0.954 [Table 1, line r]; n = 8]. These results suggest that S_{step}(t) matches the integral of S_{pulse}(t).

Discussion

Phase-dependent effects of long-lasting depolarization on phase shifting

In the present study, we analyzed the phase–response relationships for spatially homogeneous NO-mediated input in the Limax PC lobe and step current input in cerebellar Purkinje cells. By extending the phase–response plot to three cycles of oscillations, linear trend and periodic components were clearly discriminated. The phase–response relationship with long-lasting inputs [S_{STN}(t) and S_{NC}(t)] in Limax LFP and S_{step}(t) in cerebellar Purkinje cell spikes] consisted of a periodic component and a linear component with a negative slope, indicating a constant frequency increase and a phase-dependent effect. The analysis of the phase–response plots revealed contrasting dynamics for the two systems. Oscillatory systems are categorized into type 1 and type 2 based on the shape of the PRC (Ermentrout, 1996). In the Limax PC lobe, S_{NC}(t) and −dS_{NC}(t)/dt showed a negative component, which suggests that the LFP oscillation of the PC lobe should be categorized as type 2. Type 2 oscillators have a resonating property and are easily entrained to external input (Izhikevich, 2000, 2006). This is reasonable for the PC lobe, since it shows strong phase locking within the network. In contrast, cerebellar Purkinje cells had a type 1 PRC, because S_{pulse}(t) and −dS_{step}(t)/dt demonstrated no negative component. This is consistent with previous re-
ports that Purkinje cells have a type 1 PRC and the properties of an integrator (Phoka et al., 2010; Couto et al., 2015).

As the long-lasting function is approximated by a train of pulses, the phase shifting in response to a long-lasting function was predicted to be the integral of the phase shifting in response to pulses, as long as the linear relationship holds. In other words, the PRC is obtained by differentiating the phase–response plot by step inputs. This relationship was confirmed in both the LFP oscillation in the Limax PC lobe and the spikes in the cerebellar Purkinje cells, the two contrasting systems having different types of PRC (type 2 for the PC lobe and type 1 for Purkinje cells) and frequencies that differ by two orders of magnitude. In addition, the phase–response plot in Purkinje cells often exhibited a smaller variance for step stimuli than for pulse stimuli, suggesting a potential advantage of the use of step stimuli for phase–response analysis.

Another advantage of using the phase–response plot is that it enables characterization of the properties of neural transmission without observing synaptic potentials. This is advantageous when synaptic potentials are too small or difficult to isolate in the presence of spontaneous activities, or even when only field potentials can be recorded. We used the phase–response plot to evaluate fast transmission in the PC lobe and found the involvement of NO to be an essential part of the fast transmission from NB to B neurons.

The analysis of the LFP oscillation in the Limax PC lobe has limitations, since the response to NO may vary among the neurons constituting the network while only LFP is analyzed, and the response to NO is not a step function but decays exponentially with variable time constants. In contrast, the mechanisms underlying the dynamics of cerebellar Purkinje cells have been better studied (Fernandez et al., 2007). In both systems, however, oscillatory dynamics are generated by a number of electrical elements, and detailed quantitative data are required to reproduce the activity, which is still a challenge. On the other hand, qualitatively similar dynamics can arise from apparently distinct systems. Combining the results from the two contrasting systems will clarify essential properties of oscillatory activities, which are ubiquitous in the CNS.

Effects of long-lasting depolarization on network synchrononization

Our data suggest that modulation of spatial synchrony within the network can also be explained by the phase–response plot. STN stimulation and NO uncaging in the Limax PC lobe modified the spatial synchrony in a phase–dependent manner, and this presumably reflects the local phase–response relationship. The largest decrease in the phase lag corresponded to the largest negative slope in $S_{NO}(\theta)$, and the largest increase in the phase lag corresponded to the largest positive slope in $S_{NO}(\theta)$ (compare Figs. 1E and 3F or Figs. 2F and 3J). These results suggest
that the changes in the phase lag are explained by the spatial difference in phase shifting (Fig. 4A). For a negative slope, the amount of phase shift for the basal oscillator is larger than for the apical oscillator, and thus, enhances synchrony. For a positive slope, the amount of phase shift for the basal oscillator is smaller than for the apical oscillator, and thus, diminishes synchrony. Synchronization depends only on the slope of the phase–response plot, irrespective of what kind of stimuli are used. Similarly, step input presumably synchronizes Purkinje cell spikes, as judged from the phase-dependent nature of the phase–response plot.

A previous study showed that olfactory stimulation synchronizes the oscillation in the PC lobe (Delaney et al., 1994). In contrast, stimulation of the STN or NO uncaging induced both synchronization and desynchronization of the oscillation depending on the phase of the stimuli. Continuous release of NO at random phases will average out the response. This suggests that the timing of NO release should be regulated for a response in a specific direction. We found that periodic feedback inhibition of the NB neurons by B neurons restricted the timing of NO release to the preferred phase for synchronization (Fig. 4C). Although other mechanisms may exist for olfactory stimulus-evoked synchronization of the LFP oscillation, such as interaction between NB neurons (Ermentrout et al., 2004), the results of the present study suggest a novel simple mechanism to generate a stereotyped response in neural synchrony.

**Physiological significance of synchronization**

Dynamic synchronization of neural activity is considered to be essential for sensory processing. The Limax PC lobe is a higher-order olfactory center, and unlike the olfactory bulb of mammals and the antennal lobe of insects, it lacks clear structural boundaries such as glomeruli. However, traveling waves along the apex-base axis seem to produce a dynamic assembly of neurons by temporally separating the activity from other neurons. The neurons clustered in a band-shaped domain, which are simultaneously activated during wave propagation, have been proposed to be memory units (Kimura et al., 1998a, 1998b; Ermentrout et al., 2001). Transient enhancement of spatial synchrony may assist interaction between the domains. The higher-order learning that Limax can perform requires the association of a novel stimulus with a previously learned memory (Sahley et al., 1981). Spike timing-dependent plasticity (Feldman, 2012) may help to establish the association of different units during the period of enhanced synchrony. The encoding of information in such networks can be more flexible than in structurally defined neuron groups.

Although rate coding has been considered to be the major form of information processing in the cerebellum, recent studies have also suggested the importance of spatiotemporal coding (De Zeeuw et al., 2011). Synchronized oscillation in the field potential or Purkinje cell spikes occurs mainly as a consequence of common parallel fiber input (Heck et al., 2007; Person and Raman, 2012), although direct synaptic connections between Purkinje cells also serve to synchronize spikes in juvenile animals (De Solages et al., 2008; Watt et al., 2009). Compared with the high frequency firing of Purkinje cells, fast glutamatergic synaptic potentials have a relatively long duration that may continue over the course of several spike intervals (Sakurai, 1987). The effect of synaptic input is therefore better treated as a step input than as a pulse. The results of the present study suggest that such synaptic inputs can potentially modify synchrony among Purkinje cells depending on the phase.

**Dynamic effects of NO**

We revealed that NO has phase-dependent effects on the LFP oscillation of the Limax PC lobe. This is striking because the effects of neuromodulators are generally slow and have been considered to carry little temporal information. We suggest that the rapid onset of the action of NO is essential for the phase-dependent effects. In fact, activation of guanylyl cyclase, which mediates the main pathway of an NO-induced response, takes as little as a few milliseconds (Bellamy and Garthwaite, 2001), and NO uncaging evoked a current with an onset time constant much shorter than the cycle period for LFP oscillation (Fig. 28).

NO is a highly diffusive gaseous transmitter involved in various functions in the CNS, including regulation of neurotransmission, synaptic plasticity, and neural excitability (Philippides et al., 2000; Calabrese et al., 2007; Hardingham et al., 2013). NO is also involved in precise olfactory recognition (Sakura et al., 2004) and learning (Yabumoto et al., 2008) in Limax. Although the involvement of NO in neural transmission in the PC lobe has been shown (Gelperin, 1994; Gelperin et al., 2000; Watanabe et al., 2015), the present results suggested that NO is essential for the dynamic effects of olfactory stimulation. We showed that L-NAME blocks—and NO uncaging mimics—the effects of STN stimulation. These data suggest that NO mediates most of the presumed fast transmission from NB neurons to B neurons, the transmitter of which has not been identified (Inoue et al., 2000).
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