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Abstract

The Hairer-Kelly map has been introduced for establishing a correspondence between geometric and non-geometric rough paths. Recently, a new renormalisation on rough paths has been proposed in [TZ20], built on this map and the Lyons-Victoir extension theorem. In this work, we compare this renormalisation with the existing ones such as BPHZ and the local products renormalisations. We prove that they commute in a certain sense with the Hairer-Kelly map and exhibit an explicit formula in the framework of [TZ20]. We also see how the renormalisation behaves in the alternative approach in [BC19] for moving from non-geometric to geometric rough paths.
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1 Introduction

Renormalisation plays a central role in the theory of singular stochastic partial differential equations (SPDEs). Since the foundation paper [Hai] of Martin Hairer establishing the theory of Regularity Structures, it has been understood that the main objects describing the solution of a singular SPDE need to be renormalised and that they reflect the ill-defined distributional products appearing in the equation. The solution is described locally via recentered iterated integrals called model. This representation is directly inspired by rough paths [Ly08] and controlled rough paths [Gub04]. The iterated integrals are constructed from characters on a combinatorial Hopf algebra. The algebra at play in regularity structures is the one of decorated rooted trees which is close to the branched rough paths introduced in
Introduction

Equipped with a deformation of a Butcher-Connes-Kreimer coproduct, it forms a Hopf algebra. The renormalisation chosen for the model is the BPHZ renormalisation coming from perturbative quantum field theory. It is implemented using an extraction/contraction Hopf algebra which counteracts with the Butcher-Connes-Kreimer one. This counteraction has been first noticed in numerical analysis for B-series and at the coproducts level in . Its extension to deformed structures is one of the main results of . The convergence of the renormalised model has been established in and describes the renormalised equations which allow the resolution of a large class of singular SPDEs. The papers give surveys on these developments. For an introduction to Regularity Structures, one can consult the textbook by Friz and Hairer.

Meanwhile, it has been noticed that the BPHZ renormalisation has a nice counterpart in rough paths theory . Some examples where renormalisation is needed in singular stochastic differential equations (SDEs) are given in . The construction is based on a primal point of view where the renormalisation is viewed as translation maps acting on Lie series. In , the authors proposed a rather new renormalisation which is based on the Hairer-Kelly map introduced in . The idea of the latter paper was to fill the gap between two representations for rough paths where various Hopf algebras can be used. The Hairer-Kelly map allows us to move from the Butcher-Connes-Kreimer Hopf algebra (resp. non-geometric rough paths also called branched rough paths) to the tensor Hopf algebra (resp. geometric rough paths). This change of point of view relies strongly on the Lyons-Victoir extension theorem which is a way to lift a path to a rough path. In , the renormalisation is performed before applying the extension theorem by adding the increment of a Hölder function indexed by the rooted trees used for the branched rough paths. With this parametrisation, they obtain a bijection between branched rough paths and anisotropic rough paths. They make a link with the renormalisation in by proving a recursive definition for the $g$. An explicit formula for the $g$ is missing.

The main contribution of this paper is to make the link between the two renormalisations more precise by providing an explicit formula for the $g$. We also introduce a new renormalisation on branched rough paths which is inspired from . It is based on local products renormalisation and has been recently used in . An explicit formula is also given for this renormalisation. We then investigate a different construction from the Hairer-Kelly map given in where the authors proposed a new isomorphism between the two classes of rough paths. This construction is based on an isomorphism given by Chapoton and Foissy. Then, one can bypass the use of the non-canonical construction provided by the Hairer-Kelly map. We see how the renormalisation behaves toward this construction and we obtain nicer formulae in this context.

Let us outline the paper by summarising the content of its sections. In Section we introduce the different Hopf algebras and spaces of rough paths considered in this paper: the branched rough paths on the Butcher-Connes-Kreimer Hopf algebra.
and the anisotropic $\gamma$-rough paths on the tensor Hopf algebra. We recall also the main theorems at play for the sequel like the Lyons-Victoir theorem, the Haire-Kelly construction with its central map $\psi$, the renormalisation given in [TZ20] and the isomorphism $\Psi$ between the two spaces of rough paths given in [BC19].

In Section 3 we present a general family of renormalisation maps $M$ satisfying suitable algebraic and analytical properties in order to act on branched rough paths. We see how they commute with the maps $\psi$ and $\Psi$ and show that

$$\psi(M) = \tilde{M}\psi, \quad \Psi M^* = \tilde{M}^*\Psi.$$ (1.1)

where the map $M^*$ is the adjoint of $M$. The maps $M^*$ and $\tilde{M}^*$ can be interpreted as translation maps as in [BCFP19] on suitable tensor algebra spaces. Then, we check that the renormalisation given in [BCFP19] and the one inspired from [Bru18] enter this framework. At the end, we get the following identity:

$$\langle M^* X_{st}, \tau \rangle = \langle \tilde{M}^* \tilde{X}_{st}, \psi(\tau) \rangle$$ (1.2)

where $\tilde{X}$ is the rough path associated to $X$ in [TZ20]. Moreover, $\tilde{M}^*$ acts on $\tilde{X}$ the rough path associated to $X$ in [BC19]. The identity (1.1) is an algebraic interaction between the renormalisation map $\tilde{M}$ and the maps $\psi$ and $\Psi$. Then, (1.2) shows how this interaction can be viewed at the level of the rough paths.

Section 4 contains the main results of the paper namely an explicit expression for the $g$ given in Theorem 4.7 for the renormalisation maps $M$ introduced in Section 3

$$g^t_s - g^t_s = \langle M^* X_{st}, \tau \rangle - \langle \tilde{X}_{st}, \tau \rangle.$$ (1.3)

It is unclear if one can go further and prove the stronger identity

$$g^t_s - g^t_s = \langle M^* \tilde{X}_{st}, \tau \rangle - \langle \tilde{X}_{st}, \tau \rangle.$$ (1.4)

This new formula depends whether one can prove that

$$\tilde{M}^* X_{st} = \tilde{M}^* \tilde{X}$$

which can be interpreted as showing a commutation between $M$ and the non-canonical extension provided by the Lyons-Victoir theorem. In contrast, such identity is true and easy to obtain for the approach advocated in [BC19]. Indeed, one gets from Theorem 4.7

$$\Psi(M^* X) = \tilde{M}^* \Psi(X).$$

We conclude this introduction by saying that such transfer of structures and renormalisation maps must have a counterpart at the level of Regularity Structures where most of the objects presented here are at play. A different construction of the model based on a different Hopf algebra is missing and could be investigated in the future. Such program has been started in numerical analysis in [MSS17] where the authors consider words instead of trees. Regularity structures trees appear in the recent work [BS20] for dispersive PDEs. Therefore, a tensor structure seems plausible in the context of singular SPDEs.
2 Rough Paths setting

In this section, we present the definitions and propositions needed in the sequel. They are mainly extracted from \cite{TZ20}. Let $\mathcal{T}$ the set of rooted trees with nodes decorated by $\{0, \ldots, d\}$. We grade elements of $\tau \in \mathcal{T}$ by the number $|\tau|$ of their nodes and we set

$$\mathcal{T}_n := \{\tau \in \mathcal{T} : |\tau| \leq n\}, \quad n \in \mathbb{N}.$$  

We denote by $\mathcal{F}$ be the set of forests composed of trees in $\mathcal{T}$. The set $\mathcal{F}_N$ corresponds of forests of size $N$ in the sense that $\tau_1 \cdots \tau_n \in \mathcal{F}_N$ satisfied $\sum_{i=1}^n |\tau_i| \leq N$. Any rooted tree $\tau \in \mathcal{T}$, different from the empty tree, $1$, can be written in terms of the $B^i_\tau$-operators, $i \in \{0, \ldots, d\}$. Indeed, we have that $\tau = B^i_\tau(\tau_1 \cdots \tau_n)$, which connects the roots of the trees in the forest $\tau_1 \cdots \tau_n \in \mathcal{F}$ to a new root decorated by $i$. We define $\mathcal{H} = \langle \mathcal{F} \rangle$ as the linear span of $\mathcal{F}$. One can endow this vector space with a Hopf algebra structure where the product is given by the forest product. The coproduct is given by the Butcher-Connes-Kreimer coproduct:

$$\Delta(\tau) = 1 \otimes \tau + (B^i_\tau \otimes \text{id}) \Delta(\tau_1 \cdots \tau_n).$$  \hspace{1cm} (2.1)

We denote by $\mathcal{G}$ (resp. $\mathcal{G}_N$) the set of characters from the Hopf algebra $\mathcal{H}$ (resp. $\mathcal{H}_N = \langle \mathcal{F}_N \rangle$) into $\mathbb{R}$. These are linear algebra morphisms forming a group with respect to the convolution product $\ast$ with inverse given by the antipode $\mathcal{A}$

$$X \ast Y := (X \otimes Y)\Delta, \quad X^{-1} = X \circ \mathcal{A}$$  \hspace{1cm} (2.2)

The unit for the convolution product is the co-unit $1^*$ which is non zero only on the empty tree. Let $\gamma \in [0, 1]$, a branched $\gamma$-rough path is a path $X : [0, 1]^2 \rightarrow \mathcal{G}$ such that $X_{st} = 1^*$, it satisfies Chen’s rule

$$X_{su} \ast X_{ut} = X_{st}, \quad s, u, t \in [0, 1],$$  \hspace{1cm} (2.3)

and the analytical condition

$$|\langle X_{st}, \tau \rangle| \lesssim |t - s|^{|\tau|},$$  \hspace{1cm} (2.4)

for every $\tau$ which does not contain the decorations zero on the nodes. Otherwise, we have

$$\sup_{0 \leq s, t \leq 1} \frac{\langle X_{st}, \tau \rangle}{|t - s|^{(1-\gamma)|\tau|_0 + \gamma|\tau|}} < \infty,$$

where $|\tau|_0$ counts the number of times the decoration $0$ appears in $\tau$. This extra assumption is needed when one wants to consider the renormalisation in \cite{BCFP19}. Nodes with $0$ decorations are distinguished and it is were some renormalisation may have occurred. In the sequel, we will consider the biggest $N \in \mathbb{N}$ such that $\gamma N \leq 1$. The branched $\gamma$-rough paths are taking values in $\mathcal{G}_N$. We denote this space by $\text{BRP}^\gamma$. 

\textbf{Rough Paths setting}
We are supposed given an alphabet \( A \) and we consider the linear span of the words on this alphabet denoted by \( T(A) \). We set \( \varepsilon \) as the empty word. The product on \( T(A) \) is the shuffle product defined by
\[
\varepsilon \shuffle v = v \shuffle \varepsilon = v, \quad (au \shuffle bv) = a(u \shuffle bv) + b(au \shuffle v)
\]
for all \( u, v \in T(A) \) and \( a, b \in A \). The coproduct \( \tilde{\Delta} : T(A) \to T(A) \otimes T(A) \) is the deconcatenation of words:
\[
\tilde{\Delta}(a_1 \cdots a_n) = a_1 \cdots a_n \otimes \varepsilon \otimes \varepsilon + \varepsilon \otimes a_1 \cdots a_n + \sum_{k=1}^{n-1} a_1 \cdots a_k \otimes a_{k+1} \cdots a_n.
\]

Equipped with this product and coproduct \( T(A) \) is a Hopf algebra. The grading of \( T(A) \) is given by the length of words \( \ell(a_1 \cdots a_n) = n \). We denote by \( \mathcal{G}_A \) the group of characters associated to \( T(A) \) and by \( \ast \) the convolution product. An anisotropic \( \gamma \)-rough path, with \( \gamma = (\gamma_a, a \in A) \), \( 0 < \gamma_a < 1 \), is a map \( X : [0,1]^3 \to \mathcal{G}_A \) such that \( X_{st} = \varepsilon^s \) where \( \varepsilon^s \) is the count. It satisfies
\[
X_{su} \ast X_{ut} = X_{st}, \quad |\langle X_{st}, v \rangle| \lesssim |t-s|^{\gamma(v)}
\]
for all \( (s, u, t) \in [0,1]^3 \) and word \( v \). Moreover, one has \( \hat{\gamma} = \min_{a \in A} \gamma_a \). For a word \( v = a_1 \cdots a_k \) of length \( k \) we define
\[
\omega(v) = \frac{\gamma_{a_1} + \cdots + \gamma_{a_k}}{\hat{\gamma} \sum_{a \in A} n_a(v) \gamma_a}
\]
where \( n_a(v) \) is the number of times the letter \( a \) appears in \( v \). The different weights \( \gamma_a \) correspond to a rough SDEs whose drivers have various regularities. One wants to incorporate them in this analytical bound. We denote by \( \text{ARP}^\gamma \) the space of anisotropic \( \gamma \)-rough paths introduced in [TZ20]. A similar concept has been considered in [Gyu16] called II-rough path. The idea of such paths has its roots in the foundation paper [Lyo08]. Classical geometric rough paths are when the \( \gamma_a \) are all equal to the same \( \gamma \).

In the sequel, the alphabet \( A \) will be either \( \mathcal{F} \) or a subset of \( \mathcal{F} \). Then, the weight \( \gamma_\tau \) will correspond to the analytical bounds of a branched \( \gamma \)-rough path: \( \gamma |\tau| \) or \((1 - \gamma)|\tau|_0 + \gamma |\tau|\) depending on whether \( \tau \) contains \( 0 \) decorations. Then as for the branched rough paths, we will perform a truncation and consider paths taking values in \( \mathcal{G}_{\mathcal{F}_N} \). Elements of \( \mathcal{G}_{\mathcal{F}_N} \) are characters over \( T_N(\mathcal{F}_N) \) which are words \( v = \tau_1 \otimes \cdots \otimes \tau_N \) built on the alphabet \( \mathcal{F}_N \) such that \( \sum_{i=1}^N |\tau_i| \leq N \).

The next theorem first stated in [LVo7] and reformulated in [TZ20] constructs an anisotropic rough path over a path \((x^a)_{a \in A}^\tau\):

**Theorem 2.1 (Lyons-Victoir extension)** Let \((x^a)_{a \in A}^\tau\) with \( x^a \in C^{\gamma_a}(0,1) \) such that \( 1 \notin \sum_{a \in A} \gamma_a \mathbb{N} \), then there exists an anisotropic rough path \( X^\tau \) over \((x^a)_{a \in A}^\tau\):
\[
x^a_t - x^a_s = \langle X_{st}, a \rangle.
\]
The rough path constructed from the Lyons-Victoir theorem is neither unique nor canonical. At each step of the construction, arbitrary choices are made. An analogue construction exists in regularity structures for the reconstruction theorem where uniqueness is lost for negative exponent (see [Hai14]). The Lyons-Victoir extension is at the core of the transformation from branched rough paths to anisotropic rough paths described in [TZ20]. Before, we need a map to transform trees into words which is the Hairer-Kelly map \( \psi \). It has been introduced in [HK15] and a reformulation of this map is given in [BCEP20] Def. 4 Sec. 6 by

**Definition 2.2 (Hairer–Kelly map)** The map \( \psi : \mathcal{H} \to (T(\mathcal{F}), \sqcup) \) is defined as the unique Hopf algebra morphism from \( \mathcal{H} \) to the shuffle Hopf algebra \( (T(\mathcal{F}), \sqcup) \) obeying

\[
\psi = (\psi \otimes P_1) \circ \Delta,
\]

where \( P_1 := \text{id} - 1^* \) is the augmentation projector.

**Remark 2.3** This definition using the Connes-Kreimer coproduct is very useful for performing proofs and reveals also the intrinsic construction of this map via a recursion.

The following theorem given in [TZ20] is an extension to anisotropic rough paths of the original theorem in [HK15] on geometric rough paths.

**Theorem 2.4** Let \( X \) be a branched \( \gamma \)-rough path. There exists an anisotropic geometric rough path \( \bar{X} \) indexed by words on the alphabet \( \mathcal{F}_N, N = \lceil 1/\gamma \rceil \), with exponents \( (\gamma \tau, \tau \in \mathcal{F}_N) \), and such that \( \langle X, \tau \rangle = \langle \bar{X}, \psi(\tau) \rangle \).

Using the previous theorem, the authors in [TZ20] define a new renormalisation by first noticing that the value of \( \langle X, \tau \rangle \) can be modified by adding the increment of a suitable \( \mathcal{C}^\alpha \) function for a well-chosen \( \alpha \). They consider the following abelian group (under pointwise addition)

\[
\mathcal{C}^\gamma := \{ (g^\tau)_{\tau \in \mathcal{F}_N} : g^0_0 = 0, g^\tau \in C^\gamma ([0, 1]), \forall \tau \in \mathcal{F}, |\tau| \leq N \}.
\]

Equipped with this family of maps, they are able to state one of their main results:

**Theorem 2.5** There exists a transitive free action of \( \mathcal{C}^\gamma \) on branched \( \gamma \)-rough paths, a map \( (g, X) \mapsto gX \) such that

1. For each \( g, g' \in \mathcal{C}^\gamma \) and \( X \in \text{BRP}^\gamma \) the identity \( g'(gX) = (g + g')X \) holds.
2. For every pair \( X, X' \in \text{BRP}^\gamma \) there exists a unique \( g \in \mathcal{C}^\gamma \) such that \( gX = X' \).

This action is constructed using the Hairer-Kelly map \( \psi \) via the Theorem 2.4 which relies on the Lyons-Victoir extension theorem. Indeed, \( gX \) is defined for every tree \( \tau \) by

\[
\langle gX_{st}, \tau \rangle := \langle g\bar{X}_{st}, \psi(\tau) \rangle,
\]
where $g\tilde{X}$ is the anisotropic geometric rough path given by Theorem 2.1 over the path $g^r + x^r, x^r_s - x^r_t = \langle\tilde{X}_{st}, \tau\rangle$. The initialisation of the action is performed by sending $X$ to $\bar{X}$. Then, by acting with an element in $C^\gamma$, we reconstruct the entire path via the Lyons-Victoir extension theorem. So each time, we act with a map $g$, we reconstruct the path. We recall how the additive structure can be obtained. Let $g, \bar{g} \in C^\gamma$, $\bar{g}(gX)$ is the anisotropic rough path over $\bar{g}^r + (gx)^r$ where $(gx)^r_s - (gx)^r_t = \langle gX_{st}, \tau\rangle$. One has

$$\langle \bar{g}(gX)_{st}, \tau\rangle = \bar{g}^r_t - \bar{g}^r_s + \langle gX_{st}, \tau\rangle$$

We apply the definition again to $gX$ and we get that

$$\langle gX_{st}, \tau\rangle = g^r_t - g^r_s + \langle \tilde{X}_{st}, \tau\rangle$$

which gives the additive structure of Theorem 2.5. This construction seems to capture any renormalisation on the space of branched rough paths. Therefore, it is a natural question to see what are the $g$ for various known renormalisations.

An alternative approach given in [BC19] constructs a bijection between the two spaces $\text{BRP}^\gamma$ and $\text{ARP}^\gamma$. The main idea is to use an algebraic result from [Foi10, Cha10]: There exists a subspace $\mathcal{B} = \langle \tau_1, \tau_2, \ldots \rangle$ of $\mathcal{T}$ such that $\mathcal{H}$ is isomorphic as a Hopf algebra to the tensor Hopf algebra $T(\mathcal{B})$. Therefore, $\mathcal{H}_N$ is isomorphic to some $T_N(\mathcal{B}_N)$, $\mathcal{B}_N$ being a subspace of $\mathcal{T}_N$. This means that every $\tau \in \mathcal{H}_N$ has a unique representation of the form:

$$\tau = \sum_R \lambda_R \tau_{r_1} \ast \ldots \ast \tau_{r_n}$$

where the sum is performed over all the multi-indexes $R = (r_1, \ldots, r_n)$ for which $\sum_i |\tau_{r_i}| \leq N$. Then, one can exhibit an isomorphism $\Psi$ between the two spaces $\mathcal{H}_N$ and $T_N(\mathcal{B}_N)$ based on the basis $\mathcal{B}_N$ (see [BC19, Lemma 4.2]):

$$\Psi : \tau_1 \ast \ldots \ast \tau_r \mapsto \tau_1 \otimes \ldots \otimes \tau_r$$

where $\tau_1 \otimes \ldots \otimes \tau_n \in T_N(\mathcal{B}_N)$. Then, the authors exploit this isomorphism to give their main result which is an isomorphism between non-geometric and geometric rough paths

**Theorem 2.6** Let $X \in \text{BRP}^\gamma$, then $\tilde{X} := \Psi(X) \in \text{ARP}^\gamma$.

This result gives a canonical way to move from one representation to the other and does not depend on the choice of the basis $\mathcal{B}_N$ if one assumes that $|\tau_i| \leq |\tau_j|$ for $i \leq j$. It also avoids the use of the Lyons-Victoir theorem which reconstructures entirely the path on a different states space in a non-canonical way. One will also see in the sequel that the renormalisation behaves nicely toward this isomorphism whereas it is unclear how it can commute with the Hairer-Kelly approach.
3 Interaction of the renormalisation with the Hairer-Kelly map

In this section, we consider two renormalisations on branched rough paths and see how they commute with the Hairer-Kelly map. They are both part of the same family of maps that we will first introduce. We want to act on a branched rough paths with linear maps $M : H \to H$ multiplicative for the forest product. Given $X \in \text{BRP}^\gamma$ and $\tau \in \mathcal{T}$, we set
\[
\langle \hat{X}, \tau \rangle := \langle X, M \tau \rangle = \langle M^* X, \tau \rangle
\]
where $M^*$ is the adjoint of the map $M$. Now, it remains to assume sufficiently nice properties on $M$ in order to get the Chen’s relation and the good analytical bounds. One has by definition
\[
\langle \hat{X} \circ \hat{Y}, \tau \rangle = \langle X \circ Y, M \tau \rangle = \langle X \circ Y, M \rangle \Delta
\]
If one assumes the cointeraction property
\[
(M \circ M) \Delta = \Delta M
\]
Then
\[
\langle \hat{X} \circ \hat{Y}, \tau \rangle = \langle X \circ Y, M \rangle \Delta = \langle X \circ Y, M \rangle = \hat{X} \circ \hat{Y}
\]
where we have applied the Chen’s identity on $X$. For the analytical bounds, we have to assume that $M$ sends a tree $\tau$ to more regular terms. We therefore suppose that for every $\tau \in \mathcal{T}$, one has:
\[
M \tau = \sum_i \lambda_i \tau_i, \quad \lambda_i \in \mathbb{R}, \quad \tau_i \in \mathcal{T}, \quad \gamma_{\tau_i} \geq \gamma_{\tau}, \quad |\tau_i| \leq |\tau|.
\]
The last condition $|\tau_i| \leq |\tau|$ guarantees that $M$ respects the projection onto $\mathcal{H}_N$.

Given a linear map $M$ satisfying the properties stressed before, we want to find a linear map $\bar{M} : T(\mathcal{T}) \to T(\mathcal{T})$ such that the following diagram commutes:
\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\psi} & T(\mathcal{T}) \\
\downarrow M & & \downarrow \bar{M} \\
\mathcal{H} & \xrightarrow{\psi} & T(\mathcal{T})
\end{array}
\]
We want also this map to satisfy: $M \mathbf{1} = \mathbf{1}$ which together with the analytical bounds imply that $M^* \mathbf{1} = \mathbf{1}^* M$. Moreover, we want this map to act on the space of anisotropic rough paths $\text{ARP}^\gamma$ defined on $T(\mathcal{T})$.  

**Proposition 3.1** The map $\bar{M}$ which makes the diagram commute is given for $u, v \in T(\mathcal{T})$ and $\tau \in \mathcal{T}$ by:
\[
\bar{M}(uv) = (\bar{M} u)(\bar{M} v), \quad \bar{M} \tau = M \tau.
\]
Moreover, $\bar{M}$ acts on $\text{ARP}^\gamma$, for every $X \in \text{ARP}^\gamma$, $X \circ \bar{M} \in \text{ARP}^\gamma$.  

Proof. We proceed by induction on the size of the trees. Let $\tau \in \mathcal{T}$, then one has from the cointeraction property (3.1)

$$\psi(M\tau) = (\psi \otimes P_1)\Delta M\tau = (\psi M \otimes P_1)\Delta \tau$$

Then we apply the induction hypothesis to get $\psi M = \bar{M}\psi$. Indeed, the projection $P_1$ guarantees that $\psi M$ is applied on terms smaller than $\tau$. Then we use the fact that $M$ and $\bar{M}$ coincide on trees to get

$$\psi(M\tau) = (\bar{M}\otimes P_1)\Delta \tau = \bar{M}(\psi \otimes P_1)\Delta \tau = \bar{M}\psi(\tau)$$

The commutation between $M$ and $P_1$ is guaranteed by the fact that $M$ commutes with the counit $1^\ast$. Let $X \in \text{ARP}^\gamma$, the character property of $X \circ \bar{M}$ follows from the fact that $\bar{M}$ respects the concatenation product and therefore the shuffle product. For the Chen’s relation, we need to check a similar cointeraction property as in (3.1) where the coproduct $\Delta$ is replaced by $\overline{\Delta}$:

$$(\overline{M} \otimes M)\overline{\Delta} = \overline{\Delta} \overline{M}$$

Such identity is straightforward to check because the deconcatenation coproduct does not act on the letters. The analytical bounds are a consequence of the condition \[\text{put on } \bar{M} \text{ for BRP}^\gamma\]. Indeed, given a word $v = \tau_1 \otimes \ldots \otimes \tau_n$, one has

$$\bar{M}v = \sum_{i_1, \ldots, i_n} \lambda_{i_1} \ldots \lambda_{i_n} \tau_{1,i_1} \otimes \ldots \otimes \tau_{n,i_n}, \quad \tau_{k,i_k} \in \mathcal{T}, \quad \gamma_{\tau_{k,i_k}} \geq \gamma_{\tau_k}$$

where $\bar{M}\tau_k = \sum_{i_k} \lambda_{i_k} \tau_{k,i_k}$. Therefore,

$$w(\tau_{1,i_1} \otimes \ldots \otimes \tau_{n,i_n}) \geq w(v)$$

which allows us to conclude.

\[\Box\]

Remark 3.2 By considering the framework of Regularity Structures, one can define a deformed version of the Hairer-Kelly map by replacing $\Delta$ by the coproduct given in [BHZ19] for the positive renormalisation. This map will give all the terms produced by the twisted antipode and they will be ordered through the tensor product. Indeed, the root is located at the rightmost letter and the partial order on the edges cut in the tree is preserved by the shuffle product.

We want to describe the adjoint of $\bar{M}$ as a translation map following the formalism in [BCFP19 Section 2].

Proposition 3.3 The adjoint $\bar{M}^\ast$ of $\bar{M}$ is given as a translation map:

$$\bar{M}^\ast \tau = \sum_{\tau_1} C(\tau, \tau_1)\tau_1$$

where the sum is performed over $\tau_1$ such that $C(\tau, \tau_1) := (M\tau_1, \tau)$. 
Remark 3.4 In the case of the translation of rough paths, the transformations which have been considered are the ones which translate only one letter. Here, this is an example where the translation occurs on many letters.

Remark 3.5 One can try to replace the Hairer-Kelly map $\psi$ by the arborification map $a$ which is a natural algebra morphism between the forests and the words. Then one cannot find interesting maps $\tilde{M}$ such that the diagram (3.3) commutes. Indeed, as notice in [BCEF20], the map $a$ is described by

$$a = (a \otimes P_\bullet)\Delta,$$

where $P_\bullet$ is the projector on the tree composed of only one node. If we try to repeat the steps of the previous proof, we get:

$$a(M) = (a \otimes P_\bullet)\Delta M = (aM \otimes P_\bullet M)\Delta.$$

Now we cannot identify a non trivial map $\tilde{M}$ such that $P_\bullet M = \tilde{M}P_\bullet$. Indeed for $\tau$ having more than one node,

$$P_\bullet M \tau = \sum_i C(\tau, \bullet_i)\bullet_i, \quad P_\bullet \tau = 0.$$

Therefore, one needs $C(\tau, \bullet_i)$ to be equal to zero in order to guarantee such commutation. This is rather a strong constraint and excludes the renormalisation considered in Section 3.1.

Another diagram of interest is the one obtained by replacing the Hairer-Kelly map by the isomorphism given by Foissy and Chapoton:

$$\begin{array}{ccc}
\mathcal{H}_N^* & \xrightarrow{\psi} & T_N(\mathcal{B}_N) \\
\downarrow{M^*} & & \downarrow{\tilde{M}^*} \\
\mathcal{H}_N^* & \xrightarrow{\psi} & T_N(\mathcal{B}_N)
\end{array} \quad (3.5)
$$

This time we have the dual point of view and consider the space $\mathcal{H}_N^*$ and $T_N(\mathcal{B}_N)$. One can try to find a map $\tilde{M}^*$ which makes this diagram commute. We consider the space of anisotropic rough paths $\text{ARP}^\gamma$ defined now on $T_N(\mathcal{B}_N)$. We proceed as the same as before and get:

**Proposition 3.6** The map $\tilde{M}$ which makes the diagram (3.5) commute is given for $uv \in T_N(\mathcal{B}_N)$ and $\tau \in \mathcal{B}_N$ by:

$$\tilde{M}^*(uv) = (\tilde{M}^* u)(\tilde{M}^* v), \quad \tilde{M}^* \tau = \Psi(M^* \tau). \quad (3.6)$$

Moreover, $\tilde{M}$ acts on $\text{ARP}^\gamma$, for every $X \in \text{ARP}^\gamma$, $\tilde{M}^* X \in \text{ARP}^\gamma$.\"
Proof. For proving (3.6), we proceed by induction. Let $\tau \in H_N$, we consider it as a linear functional on $H_N^*$ such that: $\langle \tau, \sigma \rangle = 1$ if $\sigma = \tau$ and zero elsewhere. Then one has from (2.6):

$$\tau = \sum_R \lambda_R \tau_{r_1} \ast \ldots \ast \tau_{r_n}.$$ 

By the cointeraction property (3.1)

$$M^* \tau = \sum_R \lambda_R (M^* \tau_{r_1}) \ast \ldots \ast (M^* \tau_{r_n})$$

Then every $M^* \tau_{r_i}$ can be expressed using the basis $\mathcal{B}_N$. Therefore, one can conclude that

$$\Psi(M^* \tau) = \sum_R \lambda_R \Psi(M^* \tau_{r_1}) \otimes \ldots \otimes \Psi(M^* \tau_{r_n})$$

$$= \tilde{M} \left( \sum_R \lambda_R \tau_{r_1} \otimes \ldots \otimes \tau_{r_n} \right)$$

As before, it can be viewed as a translation map. The translation occurs on the $\tau_{r_i}$ which will be rewritten by applying $M^*$ on them. The analytical bounds follow again from the condition (3.2). \qed

**Remark 3.7** The map $\tilde{M}$ needs to express the renormalisation in the basis given by the isomorphism $\Psi$ which is less straightforward than the Hairer-Kelly map. The cost to pay in the Hairer-Kelly approach is the use of an extended alphabet by considering all the trees in $\mathcal{T}_N$. The advantage of the isomorphism approach is revealed in the last section of the paper where we are able to observe a nice commutation with the renormalisation and the construction of an anisotropic rough path from a branched rough path. Such result for the Lyons-Victoir extension theorem remains unclear. Before, we review the main renormalisations for rough paths that satisfy the cointeraction property.

### 3.1 BPHZ renormalisation

The BPHZ renormalisation has been introduced for renormalising Feynman diagrams. It appear naturally in the context of branched rough paths as stressed in [BCFP10]. Some examples are given in [BCF13] where the need for renormalisation is highlighted in the context of singular SDEs. The idea is to construct $M$ via an extraction/contraction map named $\Delta^-$. This map is given by

$$\Delta^- \tau = \sum_{1 \subseteq \tau_1 \ldots \tau_n \subseteq \tau} \tau_1 \ldots \tau_n \otimes \tau / \tau_1 \ldots \tau_n \quad (3.7)$$

where the sum is performed over all sub-forests of $\tau$ which are disjoint sub-trees of $\tau$. Then, the sub-forest is located on the right hand side of the tensor product.
On the left, we contract the sub-forest inside $\tau$ to a single node decorated with $0$. We consider a character $v : \mathcal{H} \to \mathbb{R}$ multiplicative for the forest product, being zero on trees containing $0$ decorations. The renormalisation map $M_v$ is defined in [BCFP19] by:

$$M_v = (v \otimes \text{id})\Delta^-$$

It turns out that $\Delta^-$ cointeracts with the Butcher-Connes-Kreimer coproduct $\Delta$ satisfying the following identity:

$$\mathcal{M}^{(13)(2)(4)}(\Delta^- \otimes \Delta^-) \Delta = (\text{id} \otimes \Delta)\Delta^-$$

where

$$\mathcal{M}^{(13)(2)(4)}(\tau_1 \otimes \tau_2 \otimes \tau_3 \otimes \tau_4) = \tau_1 \cdot \tau_3 \otimes \tau_2 \otimes \tau_4.$$

This cointeraction has been observed on similar structures without any decorations in [CEM11]. It is also the crucial property needed at the level of regularity structures (see [BHZ19]). The identity (3.8) and the character property of $v$ are enough for checking (3.1). Indeed, one has

$$(M_v \otimes M_v)\Delta = \left((v \otimes \text{id})\Delta^- \otimes (v \otimes \text{id})\Delta^-\right)\Delta$$

$$= (v \otimes \text{id} \otimes \text{id})\mathcal{M}^{(13)(2)(4)}(\Delta^- \otimes \Delta^-)\Delta$$

$$= (v \otimes \text{id} \otimes \text{id})(\text{id} \otimes \Delta)\Delta^-$$

$$= \Delta M_v$$

For the analytical bounds, one can observe that the term $\bar{\tau} = \tau / \tau_1 \ldots \tau_n$ is such that $\gamma_{\bar{\tau}} \geq \gamma_{\tau}$ when the $\tau_i$ do not contain any $0$ decorations.

### 3.2 Local products renormalisation

A more general renormalisation has been introduced in [Bru18] and it was also used in [CMW19] for a priori bounds in the entire subcritical regime of the model $\varphi^4_{4-k}$.

The idea is to construct the renormalisation as a recursive formula when one iterates a map $R$ having certain good properties. This map implements renormalisation on ill-defined distributional products and then it is iterated deeper in the tree. One can derive this map in the simple case of branched rough paths. This derivation is new and offers a new family of renormalisation maps in this context. We consider linear maps $R : \mathcal{T} \to \mathcal{T}$ satisfying:

1. For each $\tau \in \mathcal{T}$ there exist $\tau_i \in \mathcal{T}$ such that,

   $$R\tau = \tau + \sum_i \lambda_i \tau_i, \quad \gamma_{\tau_i} \geq \gamma_{\tau}, \quad |\tau_i| < |\tau|$$

2. One has $(R \otimes \text{id})\Delta = \Delta R$
We denote by $\mathcal{L}_{\text{ad}}(\mathcal{T})$ the set of admissible maps satisfying the previous properties. For $R \in \mathcal{L}_{\text{ad}}(\mathcal{T})$, we define a renormalisation map $M = M_R$ by:

$$M 1 = M^o 1 = 1, \quad M \tau \bar{\tau} = (M(\tau))(M\bar{\tau})$$

$$M^o B_+^i(\tau) = B_+^i(M\tau), \quad MB_+^i(\tau) = M^o R B_+^i(\tau),$$

where $\tau, \bar{\tau} \in \mathcal{H}$. Such map is well-defined because at each step $R$ sends a tree $\tau$ to trees with less nodes. The key property which remains to be proved is the cointeraction see Proposition 3.8 below. This result is new in itself and certainly not true when we consider this renormalisation at the level of SPDEs except if one can guarantee that $\gamma_{\tau} \leq 1$ on planted tree. This implies that we cannot get any derivatives when we apply a deformed version of the Butcher-Connes-Kreimer coproduct $\Delta$. This specific property has already been noticed in [BCFP19, Remark 45].

**Proposition 3.8** One has the following cointeractions:

$$\Delta M = (M \otimes M^o)\Delta, \quad \Delta M^o = (M^o \otimes M^o)\Delta$$

**Proof.** We proceed by induction on the size of the trees. Let $\tau = B_+^i(\bar{\tau}) \in \mathcal{T}$, one has

$$\Delta M \tau = \Delta M^o (R\tau - \tau) + \Delta M^o \tau.$$ 

Then by applying the induction hypothesis on $R\tau - \tau$, one gets:

$$\Delta M^o (R\tau - \tau) = (M^o \otimes M^o)\Delta (R\tau - \tau) = (M^o R \otimes M^o)\Delta \tau - (M^o \otimes M^o)\Delta \tau$$

$$= (M \otimes M^o)\Delta \tau - (M^o \otimes M^o)\Delta \tau.$$ 

One the other hand:

$$\Delta M^o \tau = \Delta B_+^i(M\bar{\tau}) = 1 \otimes B_+^i(M\bar{\tau}) + (B_+^i \otimes \text{id})\Delta M\bar{\tau} = 1 \otimes M^o \tau + (B_+^i M \otimes M^o)\Delta \bar{\tau}$$

$$= 1 \otimes M^o \tau + (M^o B_+^i \otimes M^o)\Delta \bar{\tau} = (M^o \otimes M^o)\Delta \tau$$

which concludes the proof. \qed

**Remark 3.9** It has been shown in the context of Regularity Structures (see [Bru18, Section 4]) that the BPHZ renormalisation can be viewed as a specific case of the local products renormalisation. The idea is to choose $R$ such that it performs the extraction at the root and the map $M^o$ extracts the other trees of the chosen sub-forest. One has the same property in the context of branched rough paths. We just need to replace the condition $|\tau_i| < |\tau|$ by $|\tau_i| \leq |\tau|$. When $|\tau| = |\tau_i|$, we assume that $|\tau|_0 < |\tau_i|_0$. This total order allows us to conduct the induction.
4 Explicit formulae for renormalised branched rough paths

We have seen in the previous section how various renormalisations behave toward the change of structure moving from Hopf algebra on trees to Hopf algebra on words. We investigate the commutation property when we move from branched to anisotropic rough paths. For the entire section, we consider the space $\mathcal{BRP}^\gamma$ of branched $\gamma$-rough paths and a linear map $M : \mathcal{H}_N \to \mathcal{H}_N$ satisfying the properties given in Section 3.

We first start with the construction coming from $[TZ/20]$. By applying Theorem 2.1 in $[TZ/20]$ Sec. 7, the authors got the existence of a unique $g \in \mathcal{G}^\gamma$ such that:

$$\langle X_{st}, M\tau \rangle = \langle gX_{st}, \tau \rangle = \langle g\bar{X}_{st}, \psi(\tau) \rangle.$$  

Then by using the fact that

$$\psi(\tau) = \tau + \psi|_{\tau}|^{-1}(\tau).$$

one can provide a recursive formula for $g$:

$$g^\tau_s = g^\tau_t = (X_{st}, M\tau) - (\bar{X}_{st}, \tau) - (g\bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)). \quad (4.1)$$

where $\psi(\tau) = \tau + \psi|_{\tau}|^{-1}(\tau)$. Therefore, $g\bar{X}_{st}$ is applied to terms of lower orders in the right hand side of (4.1). An explicit formula relating the two renormalisations is missing. A first guess will be

$$g^\tau_s = x^M_{st} - x^\tau_s - (\bar{X}_{st}, \tau),$$

where $x^i_t$ is extended linearly to a linear combination of trees. This formula is checked for $g = 0$ or $M = \text{id}$. It turns out that this guess may not be true and one has to add correction terms.

**Proposition 4.1** The map $g \in \mathcal{G}^\gamma$ in (4.1) is defined recursively by:

$$g^\tau_s = x^M_{st} - x^\tau_s + (M^* \bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)) - (g\bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)).$$

**Proof.** One has from Theorem 2.4 and Proposition 3.1

$$\langle X_{st}, M\tau \rangle = \langle \bar{X}_{st}, \psi(M\tau) \rangle = \langle \bar{X}_{st}, \bar{M}\psi(\tau) \rangle = \langle \bar{M}^* \bar{X}_{st}, \psi(\tau) \rangle = \langle \bar{M}^* \bar{X}_{st}, \tau \rangle + (\bar{M}^* \bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)).$$

Then by plugging this expression into (4.1), one gets

$$g^\tau_s = \langle \bar{M}^* \bar{X}_{st}, \tau \rangle - \langle \bar{X}_{st}, \tau \rangle + (\bar{M}^* \bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)) - (g\bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau))$$

$$= \langle X_{st}, M\tau - \tau \rangle + (\bar{M}^* \bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)) - (g\bar{X}_{st}, \psi|_{\tau}|^{-1}(\tau)).$$
where we have used the following identities
\[ \langle X_{st}, M\tau \rangle = \langle M^* \hat{X}_{st}, \tau \rangle, \quad M\tau = M\tau. \]

We conclude by the fact that
\[ x^t_{s} M^{\tau - \tau} - x^t_{s} M^{\tau - \tau} = \langle \hat{X}_{st}, M\tau \rangle. \]

Remark 4.2 The proposition [4.1] can be rephrased as:
\[ g^\tau_t - g^\tau_s = x^t_{s} M^{\tau - \tau} - x^t_{s} M^{\tau - \tau} + \text{difference on lower degree terms} \]

Indeed, the rough paths \( g\hat{X} \) and \( M^* \hat{X} \) do not necessarily coincide outside the Hairer-Kelly map. This reveals a difference between the two renormalisation approaches.

In fact, one can be more precise and give a non-recursive formula. We first recall that by going to the adjoint and by applying Theorem [2.4], one gets
\[ \langle X_{st}, M\tau \rangle = \langle M^* X_{st}, \tau \rangle = \langle M^* X_{st}, \psi(\tau) \rangle. \]

Proposition 4.3 If \( gX \) and \( M^* X \) coincide then \( g\hat{X} \) and \( M^* \hat{X} \) also coincide.

Proof. We proceed by induction and suppose that \( g\hat{X} \) and \( M^* \hat{X} \) have been constructed on \( T(\mathcal{F}_k) \) and that they coincide on this space. They will be denoted by \( g\hat{X}^{(k)} \) and \( M^* \hat{X}^{(k)} \). They have both been constructed iteratively over the same paths \( (gx)^\tau : \tau \in \mathcal{F}_k \) and the application of the Lyons-Victoir extension theorem. For \( \tau \in \mathcal{F}_{k+1} \), there exists a path \( (gx)^\tau \) such that
\[ (gx)^\tau_t - (gx)^\tau_s = \langle X_{st}, M\tau \rangle - \langle \hat{X}_{st}, \tau \rangle - \langle g\hat{X}_{st}, \psi_1(\tau) \rangle \]
\[ = \langle M^* X_{st}, \tau \rangle - \langle M^* X_{st}, \psi_1(\tau) \rangle \]

This path is obtained by looking at the increments of \( \langle M^* X_{st}, \tau \rangle \) (see the proof of [TZ/0/20, Theorem 5.6]). The equality comes from the induction hypothesis and the fact that \( gX = M^* X \). Then the Theorem [2.4] extends \( g\hat{X} \) and therefore \( M^* \hat{X} \) to the same rough path on \( T(\mathcal{F}_{k+1}) \). \( \square \)

Theorem 4.4 The map \( g \in \mathcal{C}^\gamma \) in (4.1) is given by the formula:
\[ g^\tau_t - g^\tau_s = \langle M^* \hat{X}_{st}, \tau \rangle - \langle \hat{X}_{st}, \tau \rangle. \]

Proof. One has
\[ g^\tau_t - g^\tau_s = \langle X_{st}, M\tau \rangle - \langle \hat{X}_{st}, \tau \rangle - \langle g\hat{X}_{st}, \psi_1(\tau) \rangle \]
\[ = \langle M^* X_{st}, \tau \rangle - \langle X_{st}, \tau \rangle - \langle M^* X_{st}, \psi_1(\tau) \rangle \]
\[ = \langle M^* X_{st}, \tau \rangle - \langle \hat{X}_{st}, \tau \rangle. \]

where for the second line we have used Proposition 4.3 \( \square \)
Remark 4.5 The formula (4.2) gives a new perspective on the additive property observed for the action of the space \( C^\gamma \). Indeed, let \( g, \tilde{g}, \bar{g} \in C^\gamma \) such that \( \tilde{g}X = \bar{g}(gX) \). Then one has
\[
\tilde{g}_t^\tau - \bar{g}_s^\tau = \langle \tilde{g} \bar{X}_{st}, \tau \rangle - \langle \bar{X}_{st}, \tau \rangle \\
= \langle \tilde{g} \bar{X}_{st}, \tau \rangle - \langle g \bar{X}_{st}, \tau \rangle + \langle g \tilde{X}_{st}, \tau \rangle - \langle \tilde{X}_{st}, \tau \rangle \\
= \tilde{g}_t^\tau - \tilde{g}_s^\tau + g_t^\tau - g_s^\tau,
\]
where for the first line we apply (4.2). Then in the second line, we make appear a telescopic sum and we conclude by applying (4.2) twice in the third line.

Remark 4.6 Now if \( \bar{M}^* \bar{X}_{st} \) and \( \bar{M}^* \tilde{X}_{st} \) coincide then we get
\[
g_t^\tau - g_s^\tau = x_t^{\bar{M}\tau} - x_s^{\bar{M}\tau}.
\]
We need to prove that the extension theorem and the renormalisation commute. Such result is rather unclear. Indeed, one has
\[
x_t^{M\tau} - x_t^{\bar{M}\tau} = \langle X_{st}, M\tau \rangle - \langle \bar{X}^{|\tau|_{-1}}, \psi_{|\tau|_{-1}}(\tau) \rangle,
\]
where the extension is applied in the construction of \( \tilde{X} \). Then, for \( M\tau = \sum_i \lambda_i \tau_i \), one gets
\[
x_{\tau_i}^{\tau_i} - x_{\tau_i}^{\tau_i} = \langle X_{st}, \tau_i \rangle - \langle \bar{X}^{(|\tau_i|_{-1}), \psi_{|\tau|_{-1}}(\tau_i)} \rangle
\]
and the extension theorem is applied to each of the \( \tau_i \). On the other hand,
\[
\langle \bar{M}^* \bar{X}_{st}, \tau \rangle = \langle X_{st}, M\tau \rangle - \langle \bar{M}^* \bar{X}^{(|\tau|_{-1})}, \psi_{|\tau|_{-1}}(\tau) \rangle
\]
where the extension is applied to \( \bar{M}\tau \), linear combination of the \( \tau_i \), which marks a clear difference with (4.3).

We conclude by presenting the nice interaction observed with the isomorphism \( \Psi \) which is in contrast with the use of the Hairer-Kelly map:

**Theorem 4.7** One has the following identity:
\[
\Psi(M^*X) = \bar{M}^*\Psi(X).
\]

**Proof.** This is just an application of Proposition [3,6] \( \square \)
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