MINIMAL LINKS AND A RESULT OF GAETA

JUAN MIGLIORE* AND UWE NAGEL+

ABSTRACT. If V is an equidimensional codimension c subscheme of an n-dimensional projective space, and V is linked to \( V' \) by a complete intersection \( X \), then we say that V is \emph{minimally linked} to \( V' \) if \( X \) is a codimension c complete intersection of smallest degree containing V. Gaeta showed that if V is any arithmetically Cohen-Macaulay (ACM) subscheme of codimension two then there is a finite sequence of minimal links beginning with V and arriving at a complete intersection. Gaeta’s result leads to two natural questions.

First, in the codimension two, non-ACM case, there is no hope of linking V to a complete intersection. Nevertheless, an analogous question can be posed by replacing the target “complete intersection” with “minimal element of the even liaison class” and asking if the corresponding statement is true. Despite a (deceptively) suggestive recent result of Hartshorne, who generalized a theorem of Strano, we give a negative answer to this question with a class of counterexamples for codimension two subschemes of projective \( n \)-space.

On the other hand, we show that there are even liaison classes of non-ACM curves in projective 3-space for which every element admits a sequence of minimal links leading to a minimal element of the even liaison class. (In fact, in the classes in question, even and odd liaison coincide.)

The second natural question arising from Gaeta’s theorem concerns higher codimension. In earlier work with Huneke and Ulrich, we show that the statement of Gaeta’s theorem as quoted above is false if “codimension two” is replaced by “codimension \( \geq 3 \),” at least for subschemes that admit a sequence of links to a complete intersection (i.e. licci subschemes). Here we show that in the non-ACM situation, the analogous statement is also false.

However, one can refine the question for codimension 3 licci subschemes by asking if it is true for \emph{arithmetically Gorenstein}, codimension 3 subschemes, which Watanabe showed to be licci. Watanabe’s work was extended by Hartshorne, who showed that the \emph{general} such subscheme of fixed Hilbert function and of dimension 1 can be obtained by a sequence of strictly ascending biliaisons from a linear complete intersection. (Hartshorne, Sabadini and Schlesinger proved the analogous result for arithmetically Gorenstein zero-dimensional schemes.) In contrast to the previous results, here we show that in fact for any codimension 3 arithmetically Gorenstein subscheme, in any projective space, a sequence of minimal links \emph{does} lead to a complete intersection, giving a different extension of Watanabe’s result. Furthermore, we extend Hartshorne’s result by removing the generality assumption as well as the dimension assumption.

1. INTRODUCTION

The study of liaison (or linkage) has a long history. The first important results were obtained by Gaeta, and subsequently the next flurry of activity occurred in the 70’s and early 80’s, and then in the last decade there has been possibly the biggest surge of interest.

---
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We refer to [25] and to [27] for a treatment of the basics of liaison theory, including an overview of what was known until roughly 2000. An important point, though, is that it is in many ways more natural to consider even liaison classes, i.e. the equivalent relation generated by linking an even number of times. (See below for details.) The theory has also branched out in the directions of Gorenstein liaison and complete intersection liaison. This paper deals exclusively with complete intersection liaison, and from now on unless otherwise specified, any link is assumed to be by a complete intersection.

In any even liaison class, a very important question has been to find distinguished elements of the class. This brings up two questions: what does “distinguished” mean, and how do you find such elements? We begin with the former question.

In certain even liaison classes, it is possible to arrive, after a finite number of links, to a complete intersection. These are the so-called licci classes, and here we can view the complete intersections as being the most distinguished ones. An important question, still open in codimension $\geq 3$, is to determine precisely which subschemes of projective space are licci. In codimension two, is was shown by Gaeta [11] that the licci subschemes are exactly the arithmetically Cohen-Macaulay (ACM) subschemes. It is his method of proof, described below, which inspired the work described in this paper.

For codimension two subschemes of projective space, it was shown in [22], [1], [6], [28], [29] in different settings that even liaison classes have a very precise structure, called the Lazarsfeld-Rao property. At the heart of this property is the notion of the minimal elements of the even liaison class. These subschemes simultaneously (!) are minimal with respect to degree, arithmetic genus, and shift of the intermediate cohomology modules (see Definition 2.2). Furthermore, the entire even liaison class can be built up from the minimal elements in a prescribed way. There are actually two nearly equivalent ways to achieve this, but the one that we will mention here is that of elementary biliaisons. In our context, we will say that codimension two subschemes $V$ and $V'$ are related by an elementary biliaison if there is a hypersurface, $S$, containing both $V$ and $V'$, such that $V \sim V' + nH$ on $S$ for some $n \in \mathbb{Z}$, where $\sim$ refers to linear equivalence and $H$ is the class of a hyperplane section on $S$. The structure of the even liaison classes of curves in $\mathbb{P}^3$, using the elementary biliaison point of view, was achieved by Martin-Deschamps and Perrin [22]. It was extended by Hartshorne [15] to the case of codimension two in an arbitrary projective space. For curves in $\mathbb{P}^3$ it was extended further by Strano, who characterized the minimal curves in an even liaison class as being precisely those that do not admit an elementary descending biliaison class (i.e. $V'$ is minimal above if $n$ cannot be negative). This result was in turn extended again by Hartshorne (cf. Theorem 1.1 below).

In higher codimension, liaison theory forks giving Gorenstein liaison and complete intersection (CI) liaison. In the former case, it is no longer true that the notions of minimality mentioned above coincide – see [25] for a discussion. However, it is an open question for CI liaison. In any case, in this paper we will use the shift of the intermediate cohomology modules as our measure. See section 2 for details.

Having described the set of distinguished elements of an even liaison class, we turn to the question of how one finds such elements. In the case of codimension two ACM subschemes of projective space, this was also solved by Gaeta in the process of showing that the ACM subschemes are licci. We now describe, in a more general setting, the construction that he (essentially) used for his result. Let $V$ be a codimension $c$ subscheme of projective space and let $I_V$ be its homogeneous ideal. It is clear that there is a well-defined integer $a_1$ which is the least degree in which $I_V$ is non-zero. More generally, there is a non-decreasing sequence of integers $a_1, a_2, \ldots, a_c$, where $a_i$ is the least degree in which there is
a regular sequence in $I_V$ of length $i$. We say that a complete intersection $X$ is a complete intersection of least degree containing $V$ if $I_X \subset I_V$ and the generators of $I_X$ have degrees $a_1, a_2, \ldots, a_c$. If $V$ is linked by $X$ to a subscheme $V'$, we say that $V$ is minimally linked to $V'$. Notice that this is not symmetric in general, since $V'$ may admit a regular sequence with generators of smaller degree. Notice also that this extends in a natural way to the case of artinian ideals.

In the codimension two case, Gaeta proved that any ACM subscheme is minimally linked in a finite number of steps to a complete intersection. In higher codimension it is known that not all ACM subschemes are in the linkage class of a complete intersection (or licci). However, for those that are licci, it is natural to ask if there exists a sequence of minimal links arriving finally at a complete intersection. It was shown by Huneke, Ulrich and the current authors [20] that this is not the case: in any codimension $\geq 3$, there exist subschemes which are licci, but cannot be minimally linked to a complete intersection. This paper builds on that work.

Gaeta also began the study of the non-ACM case by considering the curves $C \subset \mathbb{P}^3$ that have the property that a sequence of two minimal links can be found that returns to $C$ (i.e. the first residual does not admit a regular sequence with generators of smaller degree). He referred to such a curve as being ridotta seconda di se stessa. The first author also studied such curves, using the term “locally minimal.” He remarked ([23], page 130) that “it is natural to ask when locally minimal curves are actually minimal.” The same question can very naturally be posed in codimension two in any projective space, and in a licci class in any codimension (but here instead of minimal elements, we simply ask whether the licci subscheme can be minimally linked to a complete intersection). It can also be posed in even greater generality, using the shift of the intermediate cohomology modules as the measure of minimality.

In view of the result for licci subschemes in [20] on the one hand, and Gaeta’s result described above on the other hand, there are two natural questions that one can immediately pose, both of which are answered in this paper. First, what about the non-ACM case (both codimension two and higher codimension)? Second, what about arithmetically Gorenstein subschemes? We now expand on these questions separately.

It is very natural to ask whether at least in codimension two, the process of linking by complete intersections of least degree can always be used to arrive at a minimal element in the even liaison class. This would be nice, for example, because it would give a natural and very elementary algorithm to obtain a minimal element in any such even liaison class. (More complicated algorithms do exist, e.g. [22], [13].) A very suggestive result in this direction is the following theorem of Hartshorne, which generalizes Strano’s result mentioned above:

**Theorem 1.1** ([13]). If $V$ is a codimension 2 subscheme whose degree is not minimal in its even liaison class, then $V$ admits a strictly decreasing elementary bilaision.

The amazing (to us) fact is that this does not imply that $V$ can be minimally linked (in an even number of steps) to a minimal element. This is one of the two main areas of focus of this paper. First, we use a broad range of methods from liaison theory and minimal free resolutions to give a class of examples of codimension $c$ subschemes in any $\mathbb{P}^n$ ($n \geq 3, c \geq 2$) that are not minimally linked in any number of steps to a minimal element of the even liaison class. More precisely, we have

**Theorem 1.2.** Given any two integers $c \geq 2, d \geq 0$, there is a locally Cohen-Macaulay subscheme $X \subset \mathbb{P}^{c+d}$ of dimension $d$ that is not a subscheme of any hyperplane of $\mathbb{P}^{c+d}$, such that $X$ is not minimal in its even liaison class, but $X$ cannot be linked to any minimal
element in its even liaison class by way of minimal links. When \( c = 2 \), \( X \) is in fact linked in two steps (but not minimally linked) to a minimal element of its even liaison class.

Furthermore, if \( d \geq 0 \) then \( X \) can be chosen as a licci subscheme, and if \( d \geq 1 \) it also can be chosen as a non-ACM subscheme.

If \( c = 2 \), then \( X \) must be necessarily non-ACM by Gaeta’s theorem. The codimension two part of this result is given in Theorem 3.3. Since it was shown in [20] that in codimension \( \geq 3 \) there are licci subschemes that are not minimally licci, it remains to produce non-ACM subschemes that cannot be minimally linked to a minimal element of their even liaison class. This is done in Proposition 4.1. The idea is to apply hypersurface sections of large degree to suitable subschemes with the same property (e.g., those obtained in Section 3), as was done in [20]. However, it is somewhat more delicate since the minimal generators do not behave as well under hypersurface sections as they do in the ACM case. The reason that we do not know that \( X \) is linked in two steps to a minimal element, in codimension \( \geq 3 \), is that the hypersurface section of a minimal element is not necessarily minimal. Note also that taking cones over curves in \( \mathbb{P}^3 \) (where the constructions are simpler, as described in Theorem 3.6) is not sufficient to establish the above theorem in codimension two as the resulting subschemes are not locally Cohen-Macaulay.

Theorem 1.2 naturally leads to the question of whether the ACM class is the only liaison class of curves in \( \mathbb{P}^3 \) with the property that minimal links always lead to a minimal element. We show that this is not the case, by proving that the same property holds in the liaison class corresponding to an intermediate cohomology module that is \( n \)-dimensional (over the field \( k \)) and concentrated in one degree. The easiest example of such a liaison class is that of two skew lines (where \( n = 1 \)).

We now turn to the arithmetically Gorenstein subschemes of codimension three. In many ways the known results about codimension three arithmetically Gorenstein subschemes closely parallel corresponding facts about codimension two ACM subschemes (see for instance [25], [9], [18], [12]). Furthermore, it is a result of Watanabe [34] that all arithmetically Gorenstein subschemes are licci. On the other hand, from [20] we know that codimension three licci subschemes are not necessarily minimally licci. So the codimension three arithmetically Gorenstein subschemes hang in the balance. In this paper we show that they are in fact minimally licci. The argument goes back to the structure theorem of Buchsbaum and Eisenbud, and a careful study of Watanabe’s construction.

Watanabe’s result has been extended for curves in \( \mathbb{P}^4 \) in [14] (resp. points in \( \mathbb{P}^3 \) in [17]) by showing that a general arithmetically Gorenstein curve (resp. set of points) with given Hilbert function can be obtained from a line (resp. single point) by a series of ascending complete intersection bilaisions. Since the result is obvious for complete intersections, the heart of the proof lies in showing that the general arithmetically Gorenstein curve in \( \mathbb{P}^4 \) (resp. set of points in \( \mathbb{P}^3 \)) with given Hilbert function admits a series of strict descending complete intersection bilaisions down to a complete intersection. We also extend this result in Theorem 6.3 in two ways: we remove the generality condition, and we allow arbitrary \( \mathbb{P}^n \). As noted above, results about strictly descending complete intersection bilaisions do not necessarily imply results about minimal links, but in this case both results do hold.

Gaeta in fact proved more for arithmetically Cohen-Macaulay codimension two subschemes. That is, if one makes links at each step which are not necessarily minimal but still use only minimal generators, one still obtains a complete intersection in the same number of steps as occurs using minimal links. We show in Example 6.9 that this does not extend to the codimension three Gorenstein situation.
It is a satisfactory outcome that we were able to show that in some cases the minimal linkage property does hold, while in others it does not.
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2. Some facts from liaison theory

Let $R = k[x_0, \ldots, x_n]$, where $k$ is a field. We refer to [25] for details of liaison theory, and here present just the basic facts that we will need.

Notation 2.1. If $F$ is a sheaf on projective space $\mathbb{P}^n$, we denote by $H^i(F)$ the cohomology group $H^i(\mathbb{P}^n, F)$ and by $h^i(F)$ its dimension as a $k$-vector space. We denote by $H^i_*(F)$ the graded $R$-module $\bigoplus_{t \in \mathbb{Z}} H^i(F(t))$.

Definition 2.2. If $V \subset \mathbb{P}^n$ is a closed subscheme, we define its intermediate cohomology modules (sometimes also called Hartshorne-Rao modules or deficiency modules) to be the graded modules $H^i_*(\mathcal{I}_V)$, for $1 \leq i \leq \dim V$.

If $V_1$ is an equidimensional subscheme of $\mathbb{P}^n$ and $X$ is a complete intersection properly containing $V_1$ then $X$ links $V_1$ to a residual subscheme $V_2 \subset \mathbb{P}^n$ defined by the saturated ideal $I_{V_2} = I_X : I_{V_1}$. The residual $V_2$ is also equidimensional, and because of the assumption that $V_1$ is equidimensional we have $I_X : I_{V_2} = I_{V_1}$ as well. The dimensions of $V_1$, $V_2$ and $X$ all are equal. We write $V_1 \sim X \sim V_2$ and say that $V_1$ and $V_2$ are directly linked by $X$. Direct linkage generates an equivalence relation called liaison. If we further restrict to even numbers of links, we obtain the equivalence relation of even liaison.

Remark 2.3. In this paper we will always assume that our links are by complete intersections, as indicated above. However, there is a beautiful and active field of Gorenstein liaison, where $X$ only needs to be arithmetically Gorenstein. This allows for many additional results that are not true when $X$ must be a complete intersection, but it is also true that many interesting questions and results apply to this latter case, and this paper addresses some of these. When both possibilities are considered, it is sometimes useful to distinguish between $G$-liaison and CI-liaison. However, because of our restriction, we suppress the “CI” here.

It is well-known that $V$ is arithmetically Cohen-Macaulay (ACM) if and only if $H^i(\mathcal{I}_V) = 0$ for all $1 \leq i \leq \dim V$. More importantly, these modules are invariant up to shift in a non-ACM even liaison class:
Theorem 2.4 (Hartshorne, Schenzel). Let $V_1$ and $V_2$ be in the same even liaison class, and assume that they are not ACM. Then there is some integer $\delta$ such that

$$H^i(I_{V_1}) \cong H^i(I_{V_2})(\delta) \text{ for } i = 1, \ldots, \dim V_1 = \dim V_2.$$ 

We stress that the same $\delta$ is used for all values of $i$, so the intermediate cohomology modules move as a block under even liaison. It is not hard to see that there is a leftmost shift of this block that can occur in an even liaison class, while any rightward shift occurs \cite{5}. We thus partition an even liaison class $\mathcal{L}$ according to the shift of the block of intermediate cohomology modules. Knowing the exact value of the leftmost shift is not needed – its existence is guaranteed, and the subschemes which achieve this leftmost shift are called the minimal elements of the even liaison class. In codimension two there is a structure common to all even liaison classes, called the Lazarsfeld-Rao property \cite{22, 1, 28, 29}, which is based on this partition. It says, basically, that the minimal elements are in fact also minimal with respect to the degree and the arithmetic genus, and furthermore that the entire even liaison class can be built up from any minimal element by a process called basic double linkage, together with flat deformations that preserve the block of cohomology modules.

At this point it is worth mentioning that, even for a licci subscheme of codimension two, a single minimal link does not necessarily produces a “smaller” residual subscheme.

Example 2.5. As an illustration, consider a set of points in $\mathbb{P}^2$ with the following configuration:

\[
\begin{array}{cccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot
\end{array}
\]

(There are 7 points on a line, and 3 sufficiently general points off the line.) Gaeta’s theorem applies since $Z$ is ACM of codimension two, so minimal links do lead to a complete intersection. However, our main measure of minimality, the degree, actually goes up with one minimal link. Specifically, the smallest link is with a regular sequence of type $(3,7)$, so the residual set of points actually has degree 11. The next link, though, reduces to a single point.

The example illustrates the philosophy that pairs of links are more revealing than a single link and that one should study even liaison classes. Note however that in higher codimension the situation seems more complicated, even for Gorenstein liaison. In fact, a recent result of Hartshorne, Sabadini, and Schlesinger \cite[Theorem 1.1]{17} says that a general set of at least 56 points in $\mathbb{P}^3$ does not admit a strictly descending Gorenstein liaison or biliaison.

Since we will be using the construction of basic double linkage below, we briefly recall the important features for subschemes of codimension two. There are several versions and extensions of basic double linkage (for instance see \cite{10, 21, 16}), but here we only require the version in codimension two, which is the simplest case. Let $V \subset \mathbb{P}^n$ be an equidimensional codimension 2 subscheme. Let $f \in I_V$ be a homogeneous polynomial and let $\ell$ be a linear form such that $(\ell, f)$ is a regular sequence. (It does not matter if $\ell$ vanishes on a component of $V$ or not.) Then the ideal $\ell \cdot I_V + (f)$ is the saturated ideal of a subscheme, $Y$, that is linked to $V$ in two steps. In particular, the block of modules for $Y$ is obtained from that of $V$ by shifting one spot to the right. It is this mechanism
that guarantees that all rightward shifts occur, as mentioned above. Geometrically, $Y$ is the union of $V$ with the (degenerate) complete intersection of $\ell$ and $f$.

Virtually all of the results in (complete intersection) liaison theory use, in one way or another, the so-called Rao correspondence between the even liaison classes and the stable equivalence classes of certain locally free sheaves \[31\,32\]. We will need certain aspects of this correspondence, which we now recall. Assume that $V \subset \mathbb{P}^n$ is a codimension two equidimensional locally Cohen-Macaulay subscheme. Then the ideal sheaf $\mathcal{I}_V$ has locally free resolutions of the form

$$0 \rightarrow \mathcal{F}_1 \rightarrow \mathcal{N} \rightarrow \mathcal{I}_V \rightarrow 0 \quad (N\text{-type resolution})$$

$$0 \rightarrow \mathcal{E} \rightarrow \mathcal{F}_2 \rightarrow \mathcal{I}_V \rightarrow 0 \quad (E\text{-type resolution})$$

where $H^1_*(\mathcal{E}) = 0$ and $H^{n-1}_*(\mathcal{N}) = 0$ and $\mathcal{F}_1$ and $\mathcal{F}_2$ are direct sums of line bundles on $\mathbb{P}^n$. Thus, taking global sections we get short exact sequences of graded $R$-modules

$$0 \rightarrow F_1 \rightarrow N \rightarrow I_V \rightarrow 0 \quad (N\text{-type resolution})$$

$$0 \rightarrow E \rightarrow F_2 \rightarrow I_V \rightarrow 0 \quad (E\text{-type resolution})$$

where $F_1$ and $F_2$ are free $R$-modules.

We say that $\mathcal{E}_1$ and $\mathcal{E}_2$ (with the same hypotheses as $\mathcal{E}$) are stably equivalent if there exist direct sums of line bundles $\mathcal{F}_1, \mathcal{F}_2$ such that $\mathcal{E}_2 \oplus \mathcal{F}_2 \cong \mathcal{E}_1(c) \oplus \mathcal{F}_1$ for some integer $c$.

**Theorem 2.6.** \[32\] Let $V_1, V_2 \subset \mathbb{P}^n$ be locally Cohen-Macaulay and equidimensional subschemes and let $\mathcal{N}_1$ (resp. $\mathcal{E}_1$) and $\mathcal{N}_2$ (resp. $\mathcal{E}_2$) be the locally free sheaves appearing in their $N$-type (resp. $E$-type) resolutions. Then $V_1$ and $V_2$ are in the same even liaison class if and only if $\mathcal{N}_1$ and $\mathcal{N}_2$ (resp. $\mathcal{E}_1$ and $\mathcal{E}_2$) are stably equivalent.

This theorem has been extended to the non-locally Cohen-Macaulay case \[28\,29\,15\] but we do not need the extended version. A corollary of this theorem is that $V$ (of codimension two in $\mathbb{P}^n$) is licci if and only if it is ACM. See the introduction for an explanation of licciness, as well as an improvement, due to Gaeta, involving minimal links.

Martin-Deschamps and Perrin \[22\] (for curves in $\mathbb{P}^3$) and later Hartshorne \[15\] (for codimension two subschemes of $\mathbb{P}^n$) gave a simplification of the Lazarsfeld-Rao property by replacing the deformation with constant cohomology by linear equivalence on a hypersurface. This is the notion of biliaison. Now our sequence of basic double links is replaced by a sequence of adding the class of a hyperplane (or hypersurface) section in the Picard group of the hypersurface. It is well known that if $V$ is linearly equivalent on a hypersurface $F$ to a divisor $V + dH$, where $H$ is the class of a hyperplane, then $V$ is linked in two steps to any element of the linear system $|V + dH|$. The difference between this and basic double linkage is that in the latter case, we do not use linear equivalence, but rather use one deformation at the end of the sequence of adding to $V$ hyperplane sections of (possibly a sequence of) hypersurfaces.

The Lazarsfeld-Rao property using biliaison allows the adding and subtracting of the class of a hypersurface section on hypersurfaces. However, the notion of strictly ascending elementary biliaisons refers to the fact that without loss of generality, we can restrict to adding hypersurface sections. In reverse, the notion in Theorem \[11\] of the existence of a strictly decreasing elementary biliaison refers to the assertion that if $V$ is the divisor class of our subscheme on a hypersurface $F$ then on $F$, $V - H$ is effective, where $H$ is the class of a hyperplane. Theorem \[11\] asserts that whenever $V$ is not minimal, there exists some hypersurface $F$ on which a strictly decreasing elementary biliaison can take place.
In this section we give a class of examples to show that starting with an arbitrary element of an even liaison class in codimension 2 and sequentially applying minimal links, one does not necessarily arrive at a minimal element of the even liaison class.

In order to produce such examples we use the correspondence of even liaison classes and certain reflexive modules. We begin by defining the modules we want to use. Let $R = k[x_0, \ldots, x_n]$, where $n \geq 3$, and consider the artinian module $M := R/(x_0^{n+1}, x_1, \ldots, x_n)$. Using its minimal free resolution (given by the Koszul complex), we define the modules $N_1$ and $N$ by

$$
0 \to R(-2n - 1) \to F_n \to F_{n-1} \to F_{n-2} \to \cdots \to N_1 \to 0
$$

Next, we describe the minimal elements in the even liaison classes $L_N$ and $L_{N_1}$ corresponding to $N$ and $N_1$, respectively.

**Lemma 3.1.** (a) Each minimal element, $I_{\text{min}}$, in the even liaison class $L_N$ has a minimal $N$-type resolution of the form

$$
0 \to R(-n + 1)^{n-2} \oplus R(-2n + 1) \to N(-n + 3) \to I_{\text{min}} \to 0
$$

and the shape of its minimal free resolution is

$$
0 \to R(-3n + 2) \to F_n(-n + 3) \to \cdots \to F_3(-n + 3) \to R(-n + 1)^{n-1} \oplus R(-2n + 1)^{n-1} \to I_{\text{min}} \to 0.
$$

(b) Each minimal element, $J_{\text{min}}$, in the class $L_{N_1}$ has a minimal $N$-type resolution of the form

$$
0 \to R(-n + 1)^{n-2} \oplus R(-2n + 1)^{n-1} \to N_1 \to J_{\text{min}} \to 0
$$

and the shape of its minimal free resolution is

$$
0 \to R(-2n - 1) \to R(-n)^n \oplus R(-2n + 1)^{n-1} \to R(-n + 1)^2 \oplus R(-2n + 1)^{n-1} \to J_{\text{min}} \to 0.
$$

**Proof.** (a) Since $I_{\text{min}}$ is minimal in its even liaison class, its minimal $N$-type resolution has the form (see [22] or [28])

$$
0 \to F \to N \to I_{\text{min}}(c) \to 0,
$$

where $F$ is a free $R$-module such that the sum of the degrees of its minimal generators is minimal. The module $N$ has rank $n$. Thus the module $F$ is determined by a sequence
of homogeneous elements $m_1, \ldots, m_{n-1} \in N$ of least degree that is $(n-1)$-fold basic in $N$ at prime ideals of codimension at most one (see [28], Proposition 6.3). Notice that the module $N$ has $\binom{n}{2}$ minimal generators of degree two and $n$ generators of degree $n+2$. Moreover, the Koszul complex that resolves $M$ shows that the generators of degree two generate a torsion-free $R$-module of rank $n-1$. Hence, we can find $n-2$ elements in $N$ of degree two that form an $(n-2)$-fold basic sequence in $N$. Since besides the generators of degree two, $N$ has only generators in degree $n+2$, this must be the degree of the $(n-1)$-st element in the $(n-1)$-fold basic sequence in $N$ of least degrees. This means, the $N$-type resolution of $I_{\text{min}}$ is of the form

$$0 \to R(-2)^{n-2} \oplus R(-n - 2) \to N \to I_{\text{min}}(c) \to 0.$$ 

The integer $c$ is determined by the first Chern classes of $F$ and $N$. Using the exact sequence

$$0 \to N \to F \to R \to M \to 0$$

we get $c_1(N) = c_1(F) = -2n - 1$. It follows that

$$c = c_1(N) - c_1(F) = -2n - 1 - [-2(n - 2) - n - 2] = n - 3.$$ 

This establishes our assertion about the $N$-type resolution of $I_{\text{min}}$. The claim about its minimal free resolution follows by using the mapping cone procedure, the minimal free resolution of $N$, and by observing that all the direct summands $R(-2)^{n-2} \oplus R(-n - 2)$ of $F$ will split because the corresponding generators map onto minimal generators of $N$.

(b) This is shown similarly. We only highlight the differences to the proof of part (a). This time $J_{\text{min}}$ has a minimal $N$-type resolution of the form

$$0 \to G \to N_1 \to J_{\text{min}}(c') \to 0,$$

where $G$ is a free $R$-module of rank $\binom{n}{2} - 1$ with generators of least degrees. The minimal generators of $N_1$ have degrees $n-1$ and $2n-1$. Since the generators of degree $n-1$ generate a torsion-free module of rank $n-1$, it follows that $G \cong R(-n + 1)^{n-2} \oplus R(-2n + 1)^{\binom{n-1}{2}}$.

Using the defining sequence of $N_1$, a Chern class computation provides $c_1(N_1) = -\binom{n}{2}(2n - 1) + (n + 1)(n - 1)$. Thus, we get

$$c' = c_1(N_1) - c_1(G) = -\binom{n}{2}(2n - 1) + (n + 1)(n - 1) - [(n - 2)(n - 1) - \binom{n - 1}{2}(2n - 1)]$$

$$= 0.$$ 

This proves the assertion about the $N$-type resolution of $J_{\text{min}}$. We get its minimal free resolution by using the mapping cone and observing the cancelation all of the direct summands $R(-n + 1)^{n-2} \oplus R(-2n + 1)^{\binom{n-1}{2}}$ of $G$. 

\[ \square \]

**Corollary 3.2.** The even liaison classes $\mathcal{L}_N$ and $\mathcal{L}_{N_1}$ are residual classes.

**Proof.** It suffices to show that $I_{\text{min}}$ can be linked to a minimal element in $\mathcal{L}_{N_1}$. To this end we compare $E$-type resolutions.

The minimal free resolution of $I_{\text{min}}$ shows that we can link it by a complete intersection of type $(n-1, 2n-1)$. Using the mapping cone procedure, we see that the residual $J$ has a minimal $E$-type resolution

$$0 \to N^*(-2n - 1) \to R(-n + 1)^2 \oplus R(-2n + 1)^{n-1} \to J \to 0.$$
On the other hand, the self-duality of the resolution of $M$ provides the short exact sequence
\[ 0 \to N^*(-2n - 1) \to R(-n + 1)^n \oplus R(-2n + 1)^{(2)} \to N_1 \to 0. \]
Applying the mapping cone procedure to the $N$-type resolution of $J_{\text{min}}$ and cancelling redundant terms, we get as its $E$-type resolution
\[ 0 \to N^*(-2n - 1) \oplus R(-2n + 1)^{(2)} \to R(-n + 1)^2 \to J_{\text{min}} \to 0. \]
Comparing with the above $E$-type resolution of $J$, we see that $J$ is a minimal element in $\mathcal{L}_{N_1}$, as claimed.

We are ready for the main result of this section. Recall that a subscheme $X \subset \mathbb{P}^n$ is said to be non-degenerate if $X$ is not a subscheme of any hyperplane of $\mathbb{P}^n$. Equivalently, this means that the homogeneous ideal $I_X$ of $X$ does not contain any linear form.

**Theorem 3.3.** Let $f \in I_{\text{min}}$ be a form of degree $n + 1$ and let $\ell \in R$ be a linear form such that $\ell, f$ is an $R$-regular sequence. Let $X \subset \mathbb{P}^n$ be the codimension two subscheme defined by the saturated homogeneous ideal $I_X = \ell \cdot I_{\text{min}} + (f)$.

Then $X$ is a non-degenerate, locally Cohen-Macaulay subscheme and $I_X$ is in the even liaison class $\mathcal{L}_N$ of $I_{\text{min}}$, but $I_X$ cannot be linked to a minimal element in $\mathcal{L}_N$ by way of minimal links.

**Proof.** By definition $I_X$ is a basic double link of $I_{\text{min}}$. Thus, both ideals are in the same even liaison class. Moreover, the cohomology of $X$ is determined by those of $N$. More precisely, one has
\[ H^i_*(\mathbb{P}^n, I_X) \cong \begin{cases} M & \text{if } i = 1 \\ 0 & \text{if } 2 \leq i \leq n - 2 \end{cases}. \]
Hence $X$ is locally Cohen-Macaulay.

Since $I_X$ is defined by a basic double link, there is an exact sequence
\[ 0 \to R(-n - 2) \to R(-n - 1) \oplus I_{\text{min}}(-1) \to I_X \to 0 \]
(cf. [21]). Thus, the mapping cone procedure provides that $I_X$ has a (not necessarily minimal) free resolution of the form
\[ 0 \to R(-n - 1) \oplus R(-2n)^{(2)} \to R(-n)^{(n-1)+1} \oplus R(-3n + 1) \to \cdots \to I_X \to 0 \]
(3.3)
and an $N$-type resolution of the form
\[ 0 \to R(-n - 2) \oplus R(-n - 1) \oplus R(-2n)^{(2)} \to R(-n)^{n-2} \oplus R(-n - 1) \oplus N(-n + 2) \to I_X \to 0. \]
(3.4)
Now, let $I$ be any ideal which has a minimal free resolution and an $N$-type resolution as the ideal $I_X$ above. We want to show:

**Claim 1:** $I$ does not contain a regular sequence of type $(n, n + 1)$.
Indeed, suppose this were not true. Then, we link \( I \) to an ideal \( J' \) by a complete intersection of type \((n, n+1)\). The residual \( J' \) has an \( E \)-type resolution of the form (see, e.g., [28], Proposition 3.8)

\[
\begin{align*}
0 & \to R(-n) \oplus R(-1) \oplus R(-n+1) \\
& \phantom{\text{to }} \oplus \phantom{\to R(-1)} \oplus R(-n+1)^{n-1} \\
N^*(-n-3) & \to R(-n) \oplus R(-n-1)^{n-1} \\
& \to J' \to 0.
\end{align*}
\]

It follows that the minimal free resolution of \( J' \) ends with a module generated in degree \( n+3 \), i.e., it is of the form

\[
0 \to R(-n-3) \to \cdots \to J' \to 0.
\]

However, thanks to Corollary 3.2, \( J' \) is in the even liaison class \( \mathcal{L}_N \), and comparing with the minimal free resolution of \( J_{\min} \), this gives a contradiction to the minimality of \( J_{\min} \) because \( n+3 < 2n+1 \). Thus, Claim 1 is established.

From the free resolution of \( I \) we see that the degrees of the minimal generators of \( I \) are at most \( n, n+1, \) and \( 2n \), and that there is at least one minimal generator of degree \( n \). Hence Claim 1 implies that the complete intersection of least degree inside \( I \) has type \((n, 2n)\). Let \( J \) be the residual of \( I \) with respect to this complete intersection. Its \( E \)-type resolution is of the form

\[
\begin{align*}
0 & \to R(-2n+1) \oplus R(-n)^2 \\
& \phantom{\text{to }} \oplus \phantom{\to R(-1)} \oplus R(-n-1)^{n-1} \\
N^*(-2n-2) & \to R(-2n+2) \oplus R(-2n)^{n-1} \\
& \to J \to 0.
\end{align*}
\]

We want to find the minimal link of \( J \).

**Claim 2**: \( J \) does not contain a complete intersection of type \((n, 2n-2)\).

Indeed, otherwise we could link \( J \) by a complete intersection of type \((n, 2n-2)\) to an ideal \( I' \) with \( N \)-type resolution

\[
\begin{align*}
0 & \to R(-n) \oplus R(-n+1) \oplus R(-n+2) \\
& \oplus \oplus \oplus \\
R(-2n+2) & \oplus N(-n+4) \\
& \to I' \to 0.
\end{align*}
\]

Comparing the degree shift of \( N \) in the \( N \)-type resolution of \( I' \) with those in the resolution of \( I_{\min} \), we get a contradiction to the minimality of \( I_{\min} \) because \( n-4 < n-3 \). This establishes Claim 2.

The free resolution (3.5) shows that the ideal \( J \) is generated in degrees \( n, 2n-2, \) and \( 2n \). Since \( J \) has at most one generator of degree \( 2n-2 \), the claim implies that the minimal link of \( J \) is given by a complete intersection of type \((n, 2n)\). Denote the residual by \( I \). Using the cancelation due to the fact that the minimal generators of the complete intersection are also minimal generators of \( J \), we see that \( I \) has an \( N \)-type resolution of the form

\[
\begin{align*}
0 & \to R(-n-2) \oplus R(-n) \oplus R(-n+1) \\
& \oplus \oplus \oplus \\
R(-2n) & \oplus N(-n+2) \\
& \to \tilde{I} \to 0.
\end{align*}
\]
Since the generators of $R(-n)^{n-2}$ map onto minimal generators of $N(-n+2)$, the mapping cone procedure provides (after taking into account the resulting cancelation) that $\tilde{I}$ has a free resolution of the form

$$0 \to R(-3n + 1) \to \cdots \to R(-n - 1) \oplus R(-n) \to \tilde{I} \to 0.$$ 

Comparing this with resolutions (3.3) and (3.4), we see that any ideal $I$ with $N$-type and minimal free resolution as $I_X$ is minimally linked in two steps to an ideal with the same resolutions. Hence $I$ (and also $J$) cannot be minimally linked to a minimal element in its even liaison class. □

**Remark 3.4.** (i) The arguments in the above theorem can easily be modified to provide other examples of subschemes that cannot be minimally linked to a minimal element in its even liaison class. Indeed, instead of starting with the module $M := R/(x_0^{n+1}, x_1, \ldots, x_n)$, one could use $R/(x_0^d, x_1, \ldots, x_n)$ for some $d \geq n + 1$. Defining the modules $N_1$ and $N$ analogously, one can then take the basic double link of a minimal element in the class $\mathcal{L}_N$ on a hypersurface of suitable degree to get further examples with the same behavior as $X$. However, we restricted ourselves to the specific choices above in order to keep the arguments as simple as possible.

(ii) Further examples can be obtained by taking cones. Notice however, that contrary to the examples we constructed, these cones are no longer locally Cohen-Macaulay.

In the case of curves in $\mathbb{P}^3$, simpler constructions and arguments suffice to make our conclusions. Omitting the proofs (which are simplifications of the ones given above), the following can be shown.

**Proposition 3.5.** Let $C_1$ be a curve in $\mathbb{P}^3$ consisting of the disjoint union of a line and a plane curve, $Y$, of degree $d$, with $d \geq 1$. Then

(a) $M(C_1) \cong k[w]/(g)$, where $g(w)$ is a polynomial of degree $d$. In particular,

$$\dim M(C_t) = \begin{cases} 1 & \text{if } 0 \leq t \leq d - 1; \\ 0 & \text{otherwise}. \end{cases}$$

(b) $C_1$ is minimal in its even liaison class.

(c) The minimal free resolution of $I_{C_1}$ is of the form

$$0 \to R(-3) \to \cdots \to R(-d - 1)^2 \to R(-2)^2 \to I_{C_1} \to 0.$$ 

(d) $M(C_1)$ is self-dual, hence the even liaison coincides with the entire liaison class. In particular, two curves that are directly linked are also evenly linked.

(e) The minimal link for $C_1$ is a complete intersection of type $(2, d + 1)$. Such a complete intersection links $C_1$ to another minimal curve in the (even) liaison class.

**Theorem 3.6.** Choose integers $d, e$ satisfying

$$4 \leq e \leq d.$$ 

Let $C_1$ be the disjoint union of a line and a plane curve, $Y$, of degree $d$. Let $f$ be a homogeneous element of $I_{C_1}$ of degree $e$. Observe that $f$ necessarily contains as a factor
the linear form of $I_Y$. Let $\ell$ be a general linear form, and define $C$ by the saturated homogeneous ideal

$$I_C = \ell \cdot I_{C_1} + (f).$$

The curve $C$ cannot be linked to a minimal curve in its even liaison class by way of minimal links.

**Remark 3.7.** Since minimal curves in any even liaison class are minimally linked to minimal curves in the residual liaison class (cf. [22], Theorem IV.5.10), it follows from Theorem 3.6 that $C$ is not minimally linked to a minimal curve in the residual class either. (In any case, this module is self-dual so the minimal curves coincide.)

**Remark 3.8.** In [19], Huneke and Ulrich showed that if an ideal $I$ in a local Gorenstein ring with infinite residue field is licci, then one can pick regular sequences consisting of general linear combinations of minimal generators at every linkage step to reach a complete intersection. Gaeta’s theorem may be viewed as an analogous result for projective ACM subschemes of codimension two. Theorem 3.3 shows that, in general, its conclusion is no longer true if one drops the assumption that the schemes are ACM.

**Remark 3.9.** It is not true that if a curve is irreducible then it is minimally linked to a minimal curve. Indeed, the curve $C$ produced in Theorem 3.6 can be linked using two generally chosen surfaces of degree 12 to a residual curve, $C'$, which is smooth and for which the smallest complete intersection is again of type $(12,12)$. Hence $C'$ is minimally linked to $C$, and we have seen that $C$ is not minimally linked to a minimal curve. However, it is an open question whether we can find an irreducible curve $C$ that is minimally linked in two steps back to a curve that is numerically the same as $C$ in the sense of Theorem 3.6.

**Remark 3.10.** We now make the connection between Hartshorne’s Theorem 1.1 and our results above, and in particular why the latter do not contradict the former. For simplicity we will use the context of curves in $\mathbb{P}^3$, and Theorem 3.6 for our discussion, but it holds equally well in the codimension two setting. It is clear (as Hartshorne’s theorem guarantees) that $C$ admits a strictly descending elementary biliaison. It does so on the surface $F$ defined by $f$, and one obtains the minimal curve $C_1$ as a result: $C - H = C_1$ on $F$, where $H$ is the class of a hyperplane section of $F$. But this only guarantees a pair of links of the form $(f, a)$ and $(f, b)$, where $a$ and $b$ are forms and $\deg b < \deg a$. One can show that $C$ does not admit a link of type $(3, d)$. Using the assumption $4 \leq e \leq d$, it follows that neither $f$ nor $a$ can have degree 3. Hence Hartshorne’s theorem says nothing about the minimal link of $C$ in this case, since a minimal link necessarily involves a surface of degree 3.

What about the possibility that in addition to the elementary biliaison mentioned above there is another one that involves a minimal link as the first step? Recall that a minimal link for $C$ is of type $(3, d + 2)$. Suppose that there is a strictly descending elementary biliaison on a surface $G$, with $\deg G = d + 2$ or $\deg G = 3$, where the first link is minimal. That means, in either case, that after performing the first link (as was done in the proof) one obtains a residual that allows a smaller link. This is precisely what was proved to be impossible in Theorem 3.6.

4. **Hypersurface sections**

In this section we show that in any $\mathbb{P}^n$ ($n \geq 4$) there exist non-ACM, locally Cohen-Macaulay subschemes of any codimension $c$ with $2 \leq c \leq n - 1$ for which no sequence of
minimal links reaches a minimal element of the even liaison class. The last section showed this result when \( c = 2 \), so this will be our starting point. Our method of attack will be via hypersurface sections of large degree, in a manner analogous to that used in [20] for the licci class, although here some new ideas are needed. Since non-ACM schemes have at least one non-zero intermediate cohomology module, our measure of minimality will be by the shift of the collection of intermediate cohomology modules (see section 2).

If \( X \) is at least a surface, we will show that under suitable conditions we can take hypersurface sections and preserve the linkage property. So let \( X \subset \mathbb{P}^n \) be a non-ACM, codimension \( c - 1 \) subscheme with \( \dim X \geq 2 \) and satisfying the following properties:

(i) \( X \) is not minimal in its even liaison class.

(ii) \( X \) has the property that no sequence of minimal links arrives at a minimal element of the even liaison class (and hence, as noted in the last section, no sequence of minimal links arrives at a minimal element of the residual even liaison class either).

(iii) \( H_1^*(\mathbb{P}^n, \mathcal{I}_X) \cong (R/I)(-\delta) \) for some artinian ideal \( I \) and some \( \delta > 0 \). Let \( e \) be the socle degree of \( R/I \), i.e. the last degree in which \( R/I \) is non-zero.

(iv) \( H_i^*(\mathbb{P}^n, \mathcal{I}_X) = 0 \) for all \( 2 \leq i \leq \dim X \).

Note that \( X \) is automatically locally Cohen-Macaulay and equidimensional, thanks to the conditions on the cohomology of \( \mathcal{I}_X \).

**Proposition 4.1.** Let \( X \) be as above. Fix an integer \( d > e \) (see (iii)) and assume also that \( d + \delta \) is greater than any degree of a minimal generator of \( I_X \). Let \( F \) be a general form of degree \( d \). Let \( Y \) be the hypersurface section of \( X \) cut out by \( F \), so \( I_Y \) is the saturation of \( (I_X, F) \). Then \( Y \) also satisfies the property that no sequence of minimal links starting with \( Y \) arrives at a minimal element of the liaison class.

**Proof.** We have taken \( F \) to be a general form of degree \( d \). The meaning of “general” will be made more precise as we go through the proof, but at each step it will be clear that each new constraint is still an open condition, and there are finitely many of them. The first condition, of course, is that \( F \) meets each component of \( X \) properly.

Note first that since \( H_1^*(\mathbb{P}^n, \mathcal{I}_X) \neq 0 \), \( R/I_X \) has depth 1, and the last free module in the minimal free resolution of \( R/I_X \) is the same as that in the minimal free resolution of \( H_1^*(\mathbb{P}^n, \mathcal{I}_X) \). The twist of this last free module measures the shift of the intermediate cohomology module, and hence measures how far \( X \) is from being minimal in its even liaison class.

We first claim that \( I_Y \) has two more generators than \( I_X \) does: one is \( F \), and the other comes from the intermediate cohomology module. As an intermediate step, we have to consider the ideal of \( Y \) in the hypersurface defined by \( F \), i.e. \( I_Y|_F \). We use some ideas from [25].

Consider the exact sequence of sheaves,

\[
0 \rightarrow \mathcal{I}_X(-d) \xrightarrow{\times F} \mathcal{I}_X \rightarrow \mathcal{I}_Y|_F \rightarrow 0.
\]

Since \( d \geq e \), multiplication by \( F \) is zero on \( R/I \). Hence we have the following long exact sequence in cohomology (taking direct sums over all twists):

\[
0 \rightarrow I_X(-d) \xrightarrow{\times F} I_X \rightarrow I_Y|_F \rightarrow (R/I)(-\delta - d) \rightarrow 0
\]
because $F$ annihilates $R/I$ by the assumption about its degree. Since $\frac{I_X}{F_1 I_X}$ has the same degrees of minimal generators as $I_X$ and $R/I$ has one minimal generator, the Horseshoe Lemma applied to the last short exact sequence coming from (4.2) shows that $I_X$ has exactly one extra generator (besides those coming from the restriction of $I_X$ to $F$), coming in degree $d + \delta$. The embedding $(F) \hookrightarrow I_Y$ induces the short exact sequence

$$0 \to R(-d) \times F \to I_Y \to I_{Y|F} \to 0,$$

which shows that $I_Y$ has one additional minimal generator, namely $F$ itself. To conclude:

One minimal generator of $I_Y$ is $F$, and one has degree $d + \delta$. The remaining degrees of minimal generators of $I_Y$ coincide with those of $I_X$, and in any minimal generating set for $I_{Y|F}$, the generators of $I_{Y|F}$ corresponding to these remaining degrees all lift to minimal generators of $I_X$ (by degree considerations).

Note that the above observations apply to any $X'$ in the same even liaison class, and with the same degrees of generators, as $X$.

Recall that $F$ was chosen to be a “general” form of degree $d$; we now add a requirement for this generality. We have assumed that $X$ is not minimal in its even liaison class, which means that $X$ can be linked in some sequence of (non-minimal) links down to one which has a more leftward shift of the deficiency modules. We assume that $F$ meets all of these intermediate links, including the linking hypersurfaces, properly. It follows that $Y$ is not minimal in its even liaison class: simply adjoin $F$ to each of the complete intersections used in the sequence of links for $X$, to obtain a subscheme which has a more leftward shift of the deficiency modules than $Y$. Here we have used again the fact that $F$ annihilates all the intermediate cohomology modules of the subschemes participating in the links.

Now suppose that $(G_1, \ldots, G_c)$ is a minimal complete intersection in $I_Y$. In particular, we may take the $G_i$ to be part of a minimal generating set for $I_Y$. Since $I_X + (F)$ is generated in degrees $< d + \delta$, all of these $G_i$ have degrees $< d + \delta$. Furthermore, without loss of generality we may take one of them, say $G_c$, to be $F$. As for the rest, if we consider their restriction to $I_{Y|F}$, they necessarily lift to $I_X$. Let $Y'$ be defined by $I_{Y'} = (G_1, \ldots, G_c) : I_Y$. Say $(G_1, \ldots, G_{c-1}) \subseteq I_Y$ restricts to $(G_1, \ldots, G_{c-1}) \subseteq I_{Y|F}$, which in turn lifts to $(F_1, \ldots, F_{c-1}) \subseteq I_X$. Clearly this is a minimal link for $I_X$. Consider the residual subscheme $X'$ defined by $I_{X'} = (F_1, \ldots, F_{c-1}) : I_X$. By the Hartshorne-Schenzel theorem, $H^i_\mathfrak{I}(I_{X'}) = 0$ for $1 \leq i \leq n - 3$. In particular, $R/I_{X'}$ has depth $\geq 2$. Hence $(I_{X'}, F)$ is saturated, and $I_{Y'} = (I_{X'}, F)$. Then any minimal generating set of $I_{Y'}$ can (without loss of generality) be written as $F$ together with the restrictions of minimal generators of $I_{X'}$.

It follows that a minimal link for $I_{Y'}$ lifts to a minimal link for $X'$. By the numerical conditions that we have set, any finite sequence of minimal links starting with $Y$ will lift to a sequence of minimal links starting with $X$. Since the latter never allow for a smaller link, the same is true for the former.

Combining with the main result of section 3 we obtain

**Corollary 4.2.** In any codimension there are locally Cohen-Macaulay, equidimensional, non-ACM subschemes that are not minimal in their even liaison class, and cannot be minimally linked in a finite number of steps to a minimal element.

**Proof.** We simply observe that from the exact sequence (4.1) it also follows that $Y$ satisfies properties (iii) and (iv) before Proposition 4.1. Properties (i) and (ii) come directly from Proposition 4.1, so we may successively apply that proposition as many times as we like.
as long as the scheme that we are cutting with a hypersurface is at least of dimension 2. To start the process we have the main result of section 3.

Of course this is not surprising, given the main result of [20], but still an example needed to be found.

5. A non-arithmetically Cohen-Macaulay extension of Gaeta’s theorem

In view of Gaeta’s result on the one hand and Theorem 3.6 on the other, it is natural to ask if the arithmetically Cohen-Macaulay case is the only one where every curve is minimally linked to a minimal curve. In this section we show that this is not the case!

For the following theorem we will consider the liaison class of curves in \( \mathbb{P}^3 \) whose corresponding intermediate cohomology module is isomorphic to \( k^n \), concentrated in one degree. We will call this liaison class \( L_n \). Note that since the module \( k^n \) is self-dual, any two curves in \( L_n \) are both evenly and oddly linked. The following provides some facts that we will need.

**Lemma 5.1.** Let \( C \in L_n \). The following are equivalent.

1. \( C \) is a minimal curve in \( L_n \).
2. \( \deg C = 2n^2 \).
3. \( M(C) \) is non-zero in degree \( 2n - 2 \).
4. \( I_C \) has a minimal free resolution

\[
0 \rightarrow R(-2n - 2)^n \rightarrow R(-2n - 1)^{4n} \rightarrow R(-2n)^{3n+1} \rightarrow I_C \rightarrow 0.
\]

**Proof.** Parts (1), (2) and (3) are from [3], also applying the Lazarsfeld-Rao property [22], [1], while (4) is an easy calculation using [31].

**Theorem 5.2.** Let \( C \) be a curve in the liaison class \( L_n \). Then \( C \) is minimally linked to a minimal curve (in a finite number of steps).

**Proof.** The graded module \( k^n \) has minimal free resolution

\[
(5.1)
0 \rightarrow R(-4)^n \rightarrow R(-3)^{4n} \rightarrow R(-2)^{6n} \rightarrow R(-1)^{4n} \rightarrow R^n \rightarrow k^n \rightarrow 0.
\]

Let \( a \) be the initial degree of \( I_C \) and let \( b \) be the first degree in which \( I_C \) has a regular sequence of length two. Thanks to a theorem of Rao [31], \( I_C \) has a minimal free resolution of the form

\[
(5.2)
0 \rightarrow R(-e)^n \rightarrow R(-e + 1)^{4n} \oplus R(-a) \oplus R(-b) \rightarrow I_C \rightarrow 0
\]

& 0

& 0
where \( \mathbb{F} \) and \( \mathbb{G} \) are free modules, and \( \sigma \) is the homomorphism coming from the minimal free resolution of \( k^n \). Note that the intermediate cohomology module, \( M(C) \), of \( C \) occurs in degree \( e - 4 \).

The strategy of the proof is as follows. Note that as usual, if \( C \) is linked by a complete intersection of type \((a, b)\) then the smallest complete intersection containing the residual, \( C' \), is at most of type \((a, b)\). If the assertion of the theorem is false, then we would eventually come to a curve \( C \) for which the smallest complete intersection containing the residual, \( C' \), is again of type \((a, b)\). We will show that if this situation arises then \( C \) is already a minimal curve, and \( a = b = 2 \). To do this, we look for numerical conditions that guarantee that \( C' \) allows a smaller link, and rule out these numerical conditions. This is restrictive enough that it forces \( C \) to be minimal. There are two such kinds of numerical conditions that we will use: (i) all the minimal generators of \( I_{C'} \) occur in degree \( < b \), and (ii) the initial degree of \( I_{C'} \) is \( < a \).

We first find a free resolution of the residual curve, \( I_{C'} \). Using the \( E \)-type resolution of \( I_C \) indicated in (5.2) and splitting the summands corresponding to \( R(-a) \) and \( R(-b) \), we see that \( I_{C'} \) has an \( N \)-type resolution of the form

\[
0 \to \mathbb{G}^*(-a - b) \to \bigoplus \mathbb{F}^*(-a - b) \to I_{C'} \to 0.
\]

From (5.1) we know a minimal free resolution of \( E^* \). Hence an application of the mapping cone gives a free resolution (not necessarily minimal) of \( I_{C'} \):

\[
0 \to R(-4 + e - a - b)^n (\sigma, 0) \to \bigoplus \mathbb{G}^*(-a - b) \to \bigoplus \mathbb{F}^*(-a - b) \to I_{C'} \to 0.
\]

Now, assume that \( \mathbb{F} \neq 0 \) and let \( \mathbb{F} = \bigoplus_{i=1}^r R(-c_i) \). Set

\[
c = \max\{c_i\},
\]

\[
d = \min\{c_i\}.
\]

Since the smallest twist of the free modules in the minimal free resolution of \( I_C \) is strictly increasing, we obtain

\[
e \geq a + 2,
\]

\[
d \geq a + 1
\]

Since \( E^*(e - 4 - a - b) \) is not a summand of \( \mathbb{G}^*(-a - b) \), not all summands of \( R(-2 + e - a - b)^6n \) split off in (5.3). In particular,

\( I_{C'} \) has at least one generator of degree \( a + b + 2 - e \).

Also, no summand of \( \mathbb{F}^*(-a - b) \) splits off. Still assuming \( \mathbb{F} \neq 0 \), it follows that the degrees of the generators of \( I_{C'} \) corresponding to \( \mathbb{F}^*(-a - b) \) range from \( a + b - c \) to \( a + b - d \). In particular, using (5.4), we have that the generators corresponding to \( \mathbb{F}^*(-a - b) \) (if there are any) all have degree \( \leq b - 1 \).

Suppose that \( e > a + 2 \). Then \( a + b + 2 - e < b \). Combining with the previous paragraph, we see that \( I_{C'} \) has no minimal generator of degree \( \geq b \), and this is also true if \( \mathbb{F} \) is trivial. It follows that \( C' \) allows a smaller link. Thus combining with (5.4), we obtain that

without loss of generality we may assume \( e = a + 2 \).
Now we again consider the minimal free resolution (5.2), as well as the free resolution of \( I_{C'} \), using this new substitution:

\[
(5.5) \quad 0 \to R(-a - 2)^n \to R(-a - 1)^{4n} \to R(-a) \oplus F \to R(-b) \oplus G \to I_C \to 0
\]

and

\[
(5.6) \quad 0 \to R(-b - 2)^n \to R(-b - 1)^{4n} \to R(-b)^{6n} \oplus G^*(-a - b) \to F^*(-a - b) \to I_{C'} \to 0.
\]

Recall that \( F = \bigoplus_{i=1}^{r} R(-c_i) \) (or 0) and \( c = \max\{c_i\} \). Suppose that \( F \neq 0 \) and suppose that \( b < c \). We noted above that no summand of \( F^*(-a - b) \) splits off. Using that \( c \geq d \geq a + 1 \), we see that the smallest generator of \( I_{C'} \) has degree \( a + b - c < a \), so again \( C' \) allows a smaller link. We thus have two possibilities:

1. \( F = 0 \), in which case \( I_{C'} \) has \( \leq 6n \) generators, all of degree \( b \). Since \( a \leq b \) and \( I_{C'} \) contains elements of degree \( a \), it follows that \( a = b \).

2. \( F \neq 0 \), in which case we need \( b \geq c \) by the discussion in the preceding paragraph.

But then considering the minimal free resolution (5.5) and using that the generators of \( F \) have degrees at most \( c \leq b \), in order for the generator(s) of \( I_C \) having degree \( b \) to participate in any syzygy, we again need \( a = b \) so that the syzygies of degree \( a + 1 \) can apply to the generator(s) of degree \( b \). But then any generator of \( F \) has degree \( \leq a \) and any generator of \( G \oplus R(-a)^2 \) has degree \( \leq a \). This is a contradiction to the minimality of the resolution.

We are left with the conclusion that \( F = 0 \) and \( a = b \). Hence \( I_C \) has minimal free resolution

\[
0 \to R(-a - 2)^n \to R(-a - 1)^{4n} \to R(-a)^{3n+1} \to I_C \to 0
\]

(where the \( 3n + 1 \) comes from considering the ranks of the free modules). But then considering the twists, we obtain \( n(a + 2) + (3n + 1)a = 4n(a + 1) \), from which it follows that \( a = 2n \). This is the minimal free resolution of the minimal curve, and so \( C \) is minimal as claimed, thanks to Lemma 5.1 \( \square \)

**Remark 5.3.** We believe that other liaison classes possess the property that every curve is minimally linked (in a finite number of steps) to a minimal curve, but it seems that numerical considerations of this sort will not be enough. Indeed, we considered two natural next cases. Both have a two-dimensional module, with one-dimensional components in each of two consecutive degrees. Specifically, we first considered

- \( Y_1 \) is a minimal Buchsbaum curve with this module (meaning that the dimensions are as given, but the structure as a graded module is trivial). Then thanks to [4], we know that \( \deg Y_1 = 10 \) and \( M(Y_1) \) occurs in degrees 2 and 3. This curve is easy to construct with liaison addition [33].

- \( Y_2 \) is the disjoint union of a line and a conic (which is not Buchsbaum). This curve is minimal in its even liaison class (see Proposition 3.5). The liaison properties of such curves were studied in [24].

Note that in both cases, the intermediate cohomology module is self-dual up to shift. In both of these cases, almost the entire argument given above was able to go through. However, using the resulting constraints as guidelines, in the end we were able to use
basic double linkage starting from the minimal curve (in a careful way) to provide a non-
minimal curve \( C \) in the corresponding liaison class, which is minimally (directly) linked
to a curve \( C' \), and such that \( C \) and \( C' \) have the following properties:

- \( C \) and \( C' \) are cohomologically indistinguishable: they have the same degree and
  arithmetic genus, the same Hilbert function, and their intermediate cohomology
  modules occur in the same degrees.
- \( I_C \) and \( I_{C'} \) have minimal free resolutions that are almost indistinguishable: the
  generators occur in degrees \( a \) and \( a+1 \), but \( I_C \) possesses an extra copy of \( R(-a-1) \)
in the first two free modules in the resolution (a so-called ghost term).
- \( C \) is minimally linked to \( C' \) by a complete intersection of type \((a, a+1)\), but
  nevertheless, \( C' \) allows a complete intersection of type \((a, a)\), linking it to a minimal
  curve.

**Remark 5.4.** It should not be hard, using our methods, to find a class of codimension
two subschemes of any projective space that are not minimal in their even liaison class,
and yet are not minimally linked in any number of steps to a minimal element.

We end this section with a natural question:

**Question 5.5.** Which liaison classes \( \mathcal{L} \) of curves in \( \mathbb{P}^3 \) have the property that every curve
in \( \mathcal{L} \) is minimally linked (in a finite number of steps) to a minimal element of \( \mathcal{L} \)? We note
that “most of the time” there are actually two families of minimal curves, corresponding
to the two even liaison classes in \( \mathcal{L} \), but it was shown by Martin-Deschamps and Perrin [22]
that any minimal curve is minimally linked to a minimal curve in the residual class.

6. Gorenstein ideals of height three

A by now classical theorem of Watanabe says that every Gorenstein ideal of height
three is licci. This is shown by induction on the number of minimal generators using the
following result:

**Lemma 6.1** ([34]). Let \( I \subset R \) be a homogeneous Gorenstein ideal of height three that is
not a complete intersection. Let \( f, g, h \in I \) be a regular sequence such that \( f, g, h \) can be
extended to a minimal generating set of \( I \). Then \( I \) is linked by the complete intersection
\((f, g, h)\) of height three to an almost complete intersection \( J = (f, g, h, u) \).

Assume furthermore that \( u, f, g \) is a regular sequence. Then \( J \) is linked by the complete
intersection \((u, f, g)\) to a Gorenstein ideal \( I' \) whose number of minimal generators is two
less than the number of minimal generators of \( I \).

**Proof.** This result is not stated in [34]. However, it is shown in the proof of [34] Theorem]
if \( I \) is a Gorenstein ideal in a regular local ring \( R \). The same arguments work for a
homogeneous ideal \( I \) in a polynomial ring \( R \) over a field. \( \Box \)

Note that the passage from \( I \) to \( I' \) in this statement is an elementary biliaison. It is a
strictly descending biliaison if \( \deg u < \deg h \).

For curves, Hartshorne complemented Watanabe’s result by showing the following (see
also [17] for points in \( \mathbb{P}^3 \)):

**Theorem 6.2** ([14]). Every general Gorenstein curve in \( \mathbb{P}^4 \) can be obtained from a com-
plete intersection by a sequence of strictly ascending elementary biliaisons.

The goal of this section is to strengthen both, Watanabe’s and Hartshorne’s result.

**Theorem 6.3.** Let \( I \subset R \) be a homogeneous Gorenstein ideal of height three. Then:
(a) If $I$ is not a complete intersection then linking $I$ minimally twice gives a Gorenstein ideal with two fewer generators than $I$.
(b) Consequently, $I$ is minimally licci.
(c) Furthermore, $I$ admits a sequence of strictly decreasing CI-biliaisons down to a complete intersection.

The key to this result is to identify a particular choice for the element $u$ in Watanabe’s lemma. Not surprisingly, its proof relies on the structure theorem of Buchsbaum and Eisenbud [7]. The main result in [7] says that every Gorenstein ideal of height three is generated by the submaximal Pfaffians of an alternating map between free modules of odd rank. This means that each such Gorenstein ideal $I$ corresponds to a skew-symmetric matrix $M$ whose entries on the main diagonal are all zero and whose number of rows is odd such that the $i$-th minimal generator of $I$ is the Pfaffian of the matrix obtained from $M$ by deleting row and column $i$ of $M$. We refer to $M$ as the Buchsbaum-Eisenbud matrix of $I$.

Lemma 6.4. Let $I \subset R$ be a homogeneous Gorenstein ideal of height three with Buchsbaum-Eisenbud matrix $M$. Assume that $I$ is not a complete intersection, and let $f, g, h \in I$ be a regular sequence such that $f, g, h$ are the Pfaffians of the matrix obtained from $M$ by deleting row and column $i, j, k$, respectively. Then
\[(f, g, h) : I = (f, g, h, u),\]
where $u$ is the Pfaffian of the matrix obtained from $M$ by deleting rows and columns $i, j, k$.

Proof. This is essentially a consequence of [7, Theorem 5.3]. For the convenience of the reader we provide some details.

Let $s \geq 5$ be the number of minimal generators of $I$. Then, by [7], $I$ has a minimal free resolution of the form
\[0 \to \bigwedge^s F \to \bigwedge^{s-1} F \to F \to I \to 0,\]
where $F$ is a free $R$-module of rank $s$ and the middle map corresponds to an element $\varphi \in \bigwedge^2 F$. It provides the exterior multiplication $\lambda : \bigwedge F \to \bigwedge F$, $a \mapsto a \wedge \varphi^{(\frac{1}{s-3})}$, where $\varphi^{(j)}$ denotes the $j$-th divided power of $\varphi$.

Consider the minimal free resolution of the complete intersection $(f, g, h)$:
\[0 \to \bigwedge^3 G \to \bigwedge^2 G \to G \to (f, g, h) \to 0.\]
The inclusion $\iota : (f, g, h) \hookrightarrow I$ induces a map $\alpha : G \to F$ such that the following diagram is commutative:
\[
\begin{array}{ccc}
0 & \longrightarrow & \bigwedge^3 G \\
\downarrow & & \downarrow_{\alpha} \\
0 & \longrightarrow & \bigwedge^s F
\end{array}
\]
Buchsbaum and Eisenbud have determined the remaining comparison maps (see [7, page 474]) such that one gets a commutative diagram
\[
\begin{array}{ccc}
0 & \longrightarrow & \bigwedge^3 G \\
\downarrow_{\lambda_3 \circ \bigwedge^3 \alpha} & & \downarrow_{\lambda_2 \circ \bigwedge^2 \alpha} \\
0 & \longrightarrow & \bigwedge^s F
\end{array}
\]
Now observe that the map \( \lambda_3 \circ \wedge^3 \alpha \) is the multiplication by an element, say, \( u \in R \). Hence a mapping cone argument (see \([30, \text{Proposition 2.6}]\)) provides that
\[
(f, g, h) : I = (f, g, h, u),
\]
It remains to identify the element \( u \). By our assumption \( \{f, g, h\} \) can be extended to a minimal generating set. Hence, using suitable bases the map \( \alpha : G \to F \) can be described by a matrix whose columns are part of the standard basis of \( F \). Therefore the map \( \wedge^3 \alpha : \wedge^3 G \to \wedge^3 F \) is given by a matrix with one row whose entries are the Pfaffians of order \( s - 3 \) of \( M \). It follows that the product of these two matrices is the form \( u \in R \) that equals the Pfaffian of the matrix obtained from \( M \) by deleting each of the rows and columns that lead to \( (s - 1) \times (s - 1) \) matrices whose Pfaffians are \( f, g, \) and \( h \), respectively. This completes the argument. \( \square \)

We are ready for the proof of the main result of this section.

**Proof of Theorem 6.3.** We may assume that \( I \) is not a complete intersection. Using induction on the number of minimal generators we will prove all statements simultaneously by showing that two consecutive minimal links constitute a strictly descending elementary CI-biliaison.

Let \((f, g, h)\) be a complete intersection of height three and of least degree inside \( I \). Then \( \{f, g, h\} \) can be extended to a minimal generating set of \( I \). Thus, we may apply Lemma 6.4 and we will consider the corresponding element \( u \). Order the degrees such that \( \deg f \leq \deg g \leq \deg h \). Note that the assumption that \( I \) is not a complete intersection forces \( \deg f \geq 2 \). We need another estimate:

**Claim 1:** \( \deg u < \deg g \).

Indeed, we may order the Buchsbaum-Eisenbud matrix \( M \) of \( I \) such that the degrees of its entries are increasing from bottom to top and from right to left. Then the entries on the non-main diagonal must all have positive degree. Since \((f, g, h)\) is a complete intersection of least degree inside \( I \), the degree of \( f \) is the least degree of a minimal generator of \( I \). Thus, we may assume, using the notation of Lemma 6.4, that \( i = 1 < j < k \). Developing the Pfaffian that gives \( g \) along its left-most column, Lemma 6.4 yields that \( \deg g \) is the sum of \( \deg u \) and the degree of the \((k, 1)\) entry of \( M \), which is positive. It follows that \( \deg g > \deg u \), as claimed.

By the choice of \( f, g, h \in I \), the ideal \( I \) is minimally linked to \( J = (f, g, h, u) \). The next goal is to show:

**Claim 2:** \( u, f \) is an \( R \)-regular sequence.

Suppose otherwise. Then there are forms \( a, b, c \in R \) such that \( u = ab \), \( f = ac \), and \( \deg a \geq 1 \). By symmetry of linkage, the complete intersection \((f, g, h) = (ac, g, h)\) links \( J = (ab, ac, g, h) \) back to \( I \), but one easily checks that \((ac, g, h) : (ab, ac, g, h)\) contains \( c \), contradicting our assumption that the least degree of an element in \( I \) is \( \deg f \). This completes the proof of Claim 2.

Now let \( c \) be a height 3 complete intersection of least degree inside \( J \). The two claims above imply that \( c \) is of the form \((u, f', g')\), where \( \deg f' = \deg f \) and \( \deg g' \) equals \( \deg g \) or \( \deg h \). Moreover, we may assume that \( f', g' \in (f, g, h) \). In order to complete the argument we need:

**Claim 3:** \( \{f', g'\} \) can be extended to a minimal generating set of \((f, g, h)\).

To this end we distinguish two cases:
Case 1: Assume \( \deg g' = \deg g \).
Then choose \( h' \in (f, g, h) \) sufficiently general of degree \( \deg h \).
Since \( (f, g, h) \) has height 3, \( (f', g', h') \) will also be a complete intersection of height 3. Moreover, it is contained in \( (f, g, h) \), and both intersections have the same degree. It follows that \( (f', g', h') = (f, g, h) \), as desired.

Case 2: Assume \( \deg g' = \deg h > \deg g \).
Then we may assume that there are forms \( a, b \in R \) such that \( g' = af + bg + h \).
Now we choose \( h' \in (f, g) \) sufficiently general of degree \( \deg g \). Then \( (f', h') \) will be a complete intersection of height 2 inside \( (f, g) \). Both intersections have the same degree, thus we get \( (f', h') = (f, g) \). It follows that \( (f', g', h') = (f, af + bg + h, h') \) equals \( (f, g, h) \), as wanted.

Thus, Claim 3 is established.

By the choice of \( c \), the ideal \( J \) is minimally linked by \( c = (u, f', g') \) to an ideal \( I' \). Since \( I \) is minimally linked by \( (f, g, h) \) to \( J \), Claim 3 combined with Watanabe’s Lemma 6.1 shows that \( I' \) is a Gorenstein ideal with two fewer minimal generators. As pointed out above, Claim 3 also shows that the passage from \( I \) to \( I' \) may be viewed as an elementary CI-biliaison. It is strictly decreasing because \( \deg f' = \deg f \), \( \deg g \leq \deg g' \leq \deg h \), and \( \deg u < \deg g \), thus
\[
\deg u + \deg f' + \deg g' < \deg f + \deg g + \deg h.
\]

This completes the proof.

Remark 6.5. (i) The above result is not stated in its utmost generality at all. In fact, Theorem 6.3 is true whenever \( I \) is a homogeneous Gorenstein ideal of height three in a graded Gorenstein algebra \( R \) over any field \( K \), where the assumption includes that the projective dimension of \( I \) over \( R \) is finite.

(ii) Parts (a) and (b) of Theorem 6.3 are also true for every Gorenstein ideal of height three in a local Gorenstein ring \( R \).

(iii) If we were only interested in parts (b) and (c), Lemma 6.4 (or even Lemma 6.1) would not be necessary, and the main ingredients of a much shorter proof are already contained in the above proof. However, in proving (a) we have the additional benefit of getting at the heart of the structure of Gorenstein ideals of codimension three with respect to liaison.

(iv) There are many instances in the literature illustrating the principle that codimension two arithmetically Cohen-Macaulay ideals and codimension three arithmetically Gorenstein ideals have properties that closely parallel one another. (See [25] Section 4.3 for an extensive list with references.) Theorem 6.3 is another illustration – part (a) is also true for codimension two Cohen-Macaulay ideals, and indeed it is Gaeta’s approach to proving his theorem.

We illustrate our result by giving various examples.

Example 6.6. Let \( Z \) be a set of 8 points on a twisted cubic curve in \( \mathbb{P}^3 \). Then \( Z \) is arithmetically Gorenstein, with \( h \)-vector \((1, 3, 3, 1)\). The smallest link for \( Z \) is of type \((2, 2, 3)\), so the residual, \( Z' \), has \( h \)-vector \((1, 2, 1)\). One can check that the smallest link for \( Z' \) is of type \((1, 2, 3)\) (as a codimension three subscheme of \( \mathbb{P}^3 \)), so we have that \( 1 = \deg u < \deg f = 2 \).

Example 6.7. Let \( Z \) be an arithmetically Gorenstein subscheme of \( \mathbb{P}^3 \) constructed as follows. Choose a point \( P \) in \( \mathbb{P}^3 \) and let \( \Lambda \) be a plane through \( P \) and let \( \lambda \) be a line through \( P \) not in \( \Lambda \). Let \( X \) be a complete intersection of type \((3, 3)\) in \( \Lambda \) containing \( P \), and let
Let $Z_1 = X \setminus P$. Let $Z_2$ be a set of four points on $\lambda$, none equal to $P$. Then $Z = Z_1 \cup Z_2$ is arithmetically Gorenstein \[2\] with minimal free resolution

$$0 \to R(-7) \to R(-4)^2 \to R(-3)^2 \to I_Z \to 0$$

and $h$-vector $(1, 3, 4, 3, 1)$. One easily checks that $Z$ has a minimal link of type $(2, 3, 4)$, linking $Z$ to an almost complete intersection $Z'$ with minimal free resolution

$$0 \to R(-4)^2 \to R(-2)^2$$

$$0 \to \bigoplus \to R(-5)^2 \to R(-3)^2 \to R(-2)^2 \oplus R(-4) \to I_{Z'} \to 0.$$

We first note that $Z'$ also has $h$-vector $(1, 3, 4, 3, 1)$, rather than having smaller degree than $Z$. However, by Claim 2 above, $Z'$ has a regular sequence of type $(2, 2)$. We saw that $Z'$ is not a complete intersection. Since $Z'$ has degree 12, the minimal link for $Z'$ must be of type $(2, 2, 4)$. One checks that $Z'$ is then linked to a complete intersection of type $(1, 2, 2)$. In this example we have $\deg u = 2 = \deg f$.

**Example 6.8.** In Example 6.7 suppose $X$ is a complete intersection of type $(6, 6)$ on $\Lambda$ and $Z_2$ is a set of 10 points on $\lambda$, then $Z = Z_1 \cup Z_2$ is again arithmetically Gorenstein, this time with minimal free resolution

$$0 \to R(-13) \to R(-7)^2 \to R(-6)^2 \to I_Z \to 0.$$

A minimal link is of type $(2, 6, 10)$, with residual $Z'$ having minimal free resolution

$$0 \to R(-12) \to R(-11)^2 \to R(-6)^2 \to I_{Z'} \to 0.$$

In this case $\deg u = 5 > 2 = \deg f$.

**Example 6.9.** For codimension two arithmetically Cohen-Macaulay subschemes, Gaeta in fact proved the stronger result that if one always links using minimal generators, not necessarily minimal links, it still holds that the ideal obtained in the second step has two fewer minimal generators than the original ideal (in fact, one link provides an ideal with one fewer minimal generator, but this does not have an analog here). Hence even weakening the minimal link condition to simply links by minimal generators, we can still conclude that the ideal is licci. We now show that this does not extend to the Gorenstein situation.
Let $I$ be a Gorenstein ideal of height 3 with a minimal free resolution of the form:

$$0 \to R(-7) \to R(-4)^7 \to R(-3)^7 \to I \to 0.$$ 

Linking $I$ minimally by a complete intersection of type $(3, 3, 3)$, we get an ideal $J$ with minimal free resolution:

$$0 \to R(-6)^4 \to R(-5)^7 \to R(-3)^3 \oplus R(-2) \to J \to 0.$$ 

Now we choose three sufficiently general cubic forms in $J$. They generate a complete intersection $c$ and are minimal generators of $J$. Linking $J$ by $c$ we get a Gorenstein ideal $I'$ whose resolution has the same shape as the one of $I$. In particular, $I$ and $I'$ have the same number of minimal generators. Notice that the second link to get $I'$ is not minimal, thus this example does not contradict Theorem 6.3(a). However, this example shows that to draw the conclusion of Theorem 6.3(a), it is not enough to assume only that the two links both use minimal generators of the “starting” ideal.

**Remark 6.10.** As mentioned in the introduction, Theorem 6.3 generalizes a result of Hartshorne [14] and a result of Hartshorne, Sabadini and Schlesinger [17], in addition to sharpening Watanabe’s result.
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