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Abstract—Data-driven fault diagnosis methods often require abundant labeled examples for each fault type. On the contrary, real-world data is often unlabeled and consists of mostly healthy observations and only few samples of faulty conditions. The lack of labels and fault samples imposes a significant challenge for existing data-driven fault diagnosis methods. In this paper, we aim to overcome this limitation by integrating expert knowledge with domain adaptation in a synthetic-to-real framework for unsupervised fault diagnosis. Motivated by the fact that domain experts often have a relatively good understanding on how different fault types affect healthy signals, in the first step of the proposed framework, a synthetic fault dataset is generated by augmenting real vibration samples of healthy bearings. This synthetic dataset integrates expert knowledge and encodes class information about the faults types. However, models trained solely based on the synthetic data often do not perform well because of the distinct distribution difference between the synthetically generated and real faults.

To overcome this domain gap between the synthetic and real data, in the second step of the proposed framework, an imbalance-robust domain adaptation (DA) approach is proposed to adapt the model from synthetic faults (source) to the unlabeled real faults (target) which suffer from severe class imbalance. The framework is evaluated on two unsupervised fault diagnosis cases for bearings, the CWRU laboratory dataset and a real-world wind-turbine dataset. Experimental results demonstrate that the generated faults are effective for encoding fault type information and the domain adaptation is robust against the different levels of class imbalance between faults.

Index Terms—fault diagnosis, domain adaptation, adversarial training, deep learning, synthetic to real, simulation to real

I. INTRODUCTION

Data-driven fault diagnosis methods often require a large number of labeled data to generalize well. Faults are, however, rare in real-world complex and safety critical systems. Therefore, a sufficient number of representative samples of faulty conditions is often impossible to be collected in real world applications. Recordings from industry assets often consist of a majority of healthy states and only few samples of faulty conditions. The lack of labels and fault samples imposes a significant challenge for existing data-driven fault diagnosis methods. In this paper, we aim to overcome this limitation by integrating expert knowledge with domain adaptation in a synthetic-to-real framework for unsupervised fault diagnosis. Motivated by the fact that domain experts often have a relatively good understanding on how different fault types affect healthy signals, in the first step of the proposed framework, a synthetic fault dataset is generated by augmenting real vibration samples of healthy bearings. This synthetic dataset integrates expert knowledge and encodes class information about the faults types. However, models trained solely based on the synthetic data often do not perform well because of the distinct distribution difference between the synthetically generated and real faults.

To overcome this domain gap between the synthetic and real data, in the second step of the proposed framework, an imbalance-robust domain adaptation (DA) approach is proposed to adapt the model from synthetic faults (source) to the unlabeled real faults (target) which suffer from severe class imbalance. The framework is evaluated on two unsupervised fault diagnosis cases for bearings, the CWRU laboratory dataset and a real-world wind-turbine dataset. Experimental results demonstrate that the generated faults are effective for encoding fault type information and the domain adaptation is robust against the different levels of class imbalance between faults.
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domain adaptation (DA) is adopted. We propose to align the conditional distributions between synthetic and real features. The proposed DA approach relies less on the quality of the synthetic fault simulator and is robust to the class imbalance in the target domain. Specifically, the proposed framework consists of two complementary parts. In the first stage, expert knowledge is used to generate synthetic data. In the second stage, DA is applied on the synthetic source and real target data to alleviate the domain gap under severe class imbalance.

In this work, we apply our framework to bearing fault diagnosis. More specifically, we rely on expert knowledge and use a relative simple approach where we synthesize vibration signals with fault-initiated pulse-trains corresponding to certain surface defects [1], [8]. We include more realistic vibration disturbances from surrounding rotating equipment, by mixing synthetic signals with healthy conditions. As a consequence, a reasonable number of samples can be generated for each fault, forming a balanced synthetic dataset. This synthetic dataset, thus makes use of expert knowledge, and can then facilitate the training of a data-driven fault diagnosis model. This proposed generation process relaxes the need of highly accurate physical models.

Although mixing healthy with synthetic defect signals will result in more realistic samples, a domain gap is still inevitable. To overcome this, the idea of unsupervised domain adaptation [9]–[11] offers a potential solution. DA aims at learning a representative model from the labeled synthetic source domain, at the same time leveraging unlabeled data from the target domain to improve the model’s generalization ability on the target data. Popular adversarial DA approaches [7], [12] use a domain discriminator to directly align the unconditional source and target distributions and minimize the discrepancy between them. They were originally designed and validated for image classification which often consists of balanced classes.

However, these standard adversarial DA methods make the implicit assumption that source and target domain share similar class distributions, and directly align the source and target unconditional data without using class information. While this assumption is often realistic for the original image datasets, this can be largely violated in the unsupervised fault diagnosis setups because of the nature of rare faults. Given an unlabeled dataset from real-world (target) domain, its class distribution is most likely largely skewed towards the healthy class. Moreover, no more information can be inferred about the target class distribution or its level of class imbalance because the dataset is unlabeled. On the synthetic (source) side, samples are usually generated for each fault class based on the healthy samples, leading to a class-balanced synthetic dataset. If we directly adopt the standard adversarial DA methods, the alignment is then performed between a class-balanced synthetic source domain and a highly imbalanced real-world target domain consisting of a majority of healthy data. This mismatch can further lead to a performance drop on the target data. On the one hand, the different faults in the source domain would mostly be aligned to the healthy state which dominates the target data. On the other hand, rare faults in the target data would be poorly adapted.

To address the challenge of imbalanced datasets in unsupervised fault diagnostics setup, we propose a novel imbalance-robust DA approach which overcomes the imbalance problem by making better use of available class information for the alignment. Specifically, we design the discriminator to align the distributions conditioned on classes instead of the unconditional ones. This is achieved by feeding the class information encoded by pseudo-labels to the discriminator. In addition, to make the training of the discriminator more stable and provide more training examples from rare faults, we propose to use a mixup [13]-inspired augmentation to provide more support for the conditioned distributions on these rare classes. We illustrate the effect of the proposed DA approach in Figure 1.

To evaluate the proposed framework, we perform two experiments. The first case study is based on the publicly available CWRU laboratory dataset. The second case study is based on the data collected from bearings of real wind turbine generators in the field. The proposed framework uses a relatively simple method for synthesizing the faults. However, it is still able to achieve a good performance with the help of the proposed DA approach.

While the evaluation of the proposed framework was performed on two bearing datasets, the proposed synthetic-to-real framework can be easily implemented for most industry assets. Moreover, the proposed imbalance-robust domain adaptation method can be generalized to other applications because it is in theory useful for any adaptation task which is facing the imbalanced data challenge between source and target datasets.

Our contributions can be summarized as follows:

- We propose an unsupervised fault diagnosis framework which builds on simple fault generation process but performs well with the help of domain adaptation. The generation-adaptation framework makes use of the power of
both expert knowledge and domain adaptation to relieve the need of fault labels.

- A novel imbalance-robust domain adaptation approach is proposed for unsupervised fault diagnosis which is robust against different imbalance levels between different health conditions.
- To our knowledge, we provide the first publicly-available synthetic dataset for bearing fault diagnosis. We also provide our code to facilitate further research.

II. BACKGROUND

A. The Use of Synthetic Data for Fault Diagnosis

In the field of fault diagnosis, synthetic faults have been used as a reasonable substitute when data on real faults is not available [3]. For example, synthetic faults can be induced from healthy samples using an analytical model [2]. Faults can also be simulated by highly accurate physical simulation such as finite element method (FEM) models [6]. In most works, the learning of the models is purely based on the synthetic faults, while the real fault data collected from the real applications is preserved as a test set to evaluate the model performance [4], [5]. Some recent research studies, such as [14] make the assumption that they have access to a very small set of labeled real faults. A large number of synthetic faults is then generated to mimic the real faults by adversarial networks [15] or interpolating between samples [16]. The corresponding data-driven models can be trained based on these imitated faults. This approach is different from previous works which learn solely from the synthetic data, because the model now also have an implicit or explicit access to information of the small real set of labeled faults. However, in these works, the unavoidable domain shift between the synthetic and real faults is still overlooked. In addition, the requirement of access to the labeled real faults imposes a real limitation on the generalization ability. If the target operating condition is different from the observed one, the learned method may fail because of the existence of a further gap between operating conditions. To the best of our knowledge, these domain gaps between synthetic and real data in the field of fault diagnosis has been long overlooked. Very recently, [17] used both synthetic data and real data to learn a model for remaining useful life prediction in the related field of prognostics. Our work contributes to this by considering a mix of both the healthy and synthetic data which will result in a more realistic source domain.

B. Domain Adaptation

Unsupervised domain adaptation [18] is a powerful tool to alleviate the domain shift between synthetic and real data. DA approaches often consider the case where there is a labeled source domain (synthetic in our case) and an unlabeled target (real) domain. The methods improve the performance on the target by making use of both labeled source data and additional unlabeled target data. DA has been widely studied in fields such as computer vision [19] and natural language processing [20]. The alleviation of the distribution difference between source and target is often the motivation for applying DA approaches. By aligning the distributions, models can effectively benefit from both the source and target data. Following this motivation, a series of approaches have explored different ways of alignments. Discrepancies such as Maximum Mean Discrepancy (MMD) were used [10] as a guide to align the distributions. Distributions can also be aligned in normalization layers [21]. Domain Adversarial Neural Networks (DANN) [7] use a domain discriminator to adversarially align the features from source and target domains. The method usually have a classifier branch and a discriminator branch. Given a feature extractor \( f \) parameterized by \( \theta_f \), a classifier \( g \) parameterized by \( \theta_g \), and a discriminator \( h \) parameterized by \( \theta_h \), the DANN method is essentially solving the following equations:

\[
L(\theta_f, \theta_g, \theta_h) = L_{clf}(g(f(x))) - \lambda_d L_d(h(f(x))),
\]

\[
\hat{\theta}_f, \hat{\theta}_g = \arg \min_{\theta_f, \theta_g} L(\theta_f, \theta_g, \hat{\theta}_h),
\]

\[
\hat{\theta}_h = \arg \max_{\theta_h} \hat{L}_d[h(f(x))],
\]

where \( L_{clf} \) is the cross entropy loss function for the main classifier, \( L_d \) is the cross entropy loss for the domain classification. The classifier branch is trained to minimize the classification loss \( L_{clf} \) on source data. The discriminator is trained to generate unbiased features for both source and target data. One the one hand, the optimization is updating the discriminator’s weight by minimizing discriminator loss \( L_d \) to make it distinguish the source and target features as well as possible. On the other hand, the equation is forcing the feature extractor \( f \) to generate unbiased features such that the discriminator loss is large. This minimax game effectively aligns the distributions between source and target. CDAN [22] takes this concept one step further and conditions the adaptation models on discriminative information conveyed in the classifier predictions.

In recent years, input-space adaptation and self-training frameworks have also attracted many research interests. Aligning source and target data in the input space can be beneficial via Fourier transforms [23]. In self-training frameworks, model performance can be gradually improved by iteratively training the network using target pseudo-labels as ground truth. Following this motivation, PyCDA [24] improves adaptation performance by training with pseudo-labels from different scales. Zhang et al. [25] proposes to refine pseudo-labels by making use of prototypes. Wang et al. [26] find that explicitly learning the relationship between the main task and self-supervised auxiliary task can help to improve domain adaptation performance. Mei et al. [27] find it beneficial for domain adaptation to integrate adversarial alignment with self-training.

C. Domain Adaptation for Fault Diagnosis

In recent years, domain adaptation methods have raised a strong interest in the fault diagnosis community [28]–[32]. Most existing works focus on the adaptation between operating conditions, and have found classic DA methods beneficial [33]. Adversarial alignment [34] is widely used by existing works [35], [36], and improved by conditional discrimi-
Fig. 2. Overview of the proposed method. (left) The fault generation method we used in stage one. (right) The proposed augmented conditional domain alignment method. As shown in the green block, both the feature and class information are fused by a multi-linear map before feeding into the discriminator to provide information on the class-conditioned distributions. In the standard adversarial approach DANN, the discriminator does not have access to class information $\hat{y}$. Our mixup-based distribution augmentation is shown in the purple block to provide additional distribution support for rare faults. The difference between our proposed augmented conditional domain alignment and DANN is shown in blue.

A. Overview of the Proposed Framework

The proposed framework integrates expert knowledge with imbalance-robust domain adaptation for unsupervised fault diagnosis tasks.

In the first part, the fault generation module makes use of expert knowledge on the fault types and generates synthetic faults based on the unlabeled real recordings of the bearings. Unlike previous works which utilize highly accurate physical models to synthesize the faults, our generation stage is deliberately designed to be simple such that the overall framework does not rely on highly accurate physical simulators.

In the second part, a novel imbalance-robust domain adaptation approach is proposed to alleviate the distribution gap between the synthetic and real features, specifically for fault diagnosis. Unlike classic DA methods which typically deal with balanced data, the proposed method is able to align the features when the class distribution is different between the synthetic source and real target. This imbalance-robust framework is proposed for realistic scenarios as real datasets are often very imbalanced because of the rare faults. We would like to highlight that the proposed domain adaptation approach does not rely on specific generation process in the previous step. Thus, it can be easily generalized to other fault generation process or even to other classification problems that suffer from a class-imbalance between source and target datasets.

Integrating both parts together leads to our proposed framework which makes effective use of both expert knowledge and unlabeled target data. The overview of our proposed framework is shown in Figure 2.

B. Bearing Fault Generation

The challenge of fault generation in our proposed framework is how to make the synthetic faults adaptable to the given target (real) domain without using highly accurate physical models. It is important to take the limited information provided...
in the unlabeled target samples into account. As a prerequisite, we assume that we have access to some real healthy samples. This is usually achievable by using the early recordings of each asset where we can safely assume that the faults have not yet emerged. Thus, this is a realistic assumption also in real application conditions. The healthy real samples are then used as the base signal for the synthetic process and inject the fault patterns using expert knowledge. Since the base signal encodes information about the operating and environmental conditions, the generated signals can be more adaptable to the target domain.

To this end, a general procedure is followed to generate synthetic bearing defect signals as described in [49]. Let \( s \) denote the oscillating waveform excited by a single impact due to over-rolling a surface defect with period \( T \). The amplitude of the \( i^{th} \) impact is denoted by \( A_i \) with period \( Q \), which mimics a modulation term due to a rotating inner ring or a rolling element defect. The terms \( T \) and \( Q \) can be directly calculated based on the kinematics of the bearing and a speed recording by a domain expert (see Eqs. 1-4 in [8]). We can now describe our modeled vibration signal at time \( t \) by,

\[
e(t) = \sum_{i = -\infty}^{\infty} A_i s(t - iT) + \beta n(t), \tag{5}\]

where the additive background noise term \( n \) is taken equal to a vibration recording of a healthy bearing. To make our method robust for various signal-to-noise ratios (SNRs), \( \beta \) is uniformly distributed between 0.25 and 2. A single impact \( s \) is modeled by means of a Hann-window with a duty period of 5\% with respect to \( T \). Since we do not know the transfer function, a wide-band band-pass filter is applied to \( s \) instead. This filter mainly attenuates frequencies close to 0 Hz and the Nyquist frequency. As a result, our fault frequencies are visible in any frequency band, which facilitates the domain adaptation to bridge the gap with the real sensor data. The periodic amplitude modulation term \( A_i \) is expressed as a sum of cosines,

\[
A_i = \gamma \sum_{k = 0}^{K} \alpha_k \cos(iTk2\pi/Q), \tag{6}\]

such that we can control the number of side-bands \( k \) with corresponding amplitudes \( \alpha \) in our envelope analysis directly. To introduce some natural randomness of the impacts, \( \gamma \) is normally distributed with unit mean and a standard deviation of 0.1. In our work we use \( \gamma = [1, 0.76, 0.38, 0.11, 0.05] \). The chosen \( \alpha \) should describe a typical decaying side-band pattern for a radially loaded bearing. We would like to emphasize that \( \alpha \) was not specifically optimized to improve the diagnosis performance on any of our datasets as we don’t assume access to fault labels in the real data for training. Hence, a domain expert does not need exact knowledge of \( \alpha \). However, in case of an axially loaded bearing one could consider reducing the number of side-bands (see [50] for more details). The proposed generation method follows similar procedures as introduced in [49], [51].

![Fig. 3. Standard adversarial domain adaptation performance decreases more rapidly when the target domain becomes more imbalanced. A synthetic-to-real CWRU experiment with different levels of imbalance on the rolling element fault class. 1\% on the x-axis means that only 1\% samples are available for rare fault class, compared to the balanced case. The orange dash-dot line indicates the performance when the dataset is fully balanced (100\%). Blue dash line indicates the source-only baseline.](image)

**C. Augmented Conditional Adversarial Alignment**

The proposed generation approach provide us with the source dataset \( D_s \) which contains the synthetic faults. To make efficient use of the unlabeled data from the real target domain, we propose to re-formulated the unsupervised fault diagnosis task as an unsupervised domain adaptation problem.

- **Synthetic source domain data with balanced samples across all classes**

\[
D_s = \{(x^1_s, y^1_s), ..., (x^n_s, y^n_s)\}, y^s_i \in Y. \tag{7}\]

- **Unlabeled real data from target domain with an imbalance across classes**

\[
D_t = \{x^1_t, ..., x^m_t\}, \tag{8}\]

where \( Y \) is the set of discrete health states. Our aim is to improve the model performance in the target domain \( D_t \). The setup is now similar to transductive DA problems [52], [53].

1) **Imbalance Issue for Direct Alignment:** There is one essential difference between the standard DA commonly seen in image classification and our setup which could potentially harm the alignment quality. In most DA setups, the source and target domains are assumed to have the same class distributions, meaning that either both source and target are class balanced, or both follow a similar class distribution. However, for our synthetic-to-real setup, the scenario is quite different. On the synthetic data side, since faults are all generated based on the healthy samples, each health condition has the exact same number of samples, leading to a balanced source dataset. On the target real data side, the class distribution contains a majority of healthy states and few faults, leading to an imbalanced dataset.

This mismatch between the source and target domain can in fact lead to a significant decline of the adaptation performance. We show empirically in Figure 3 the performance of a naive synthetic-to-real adversarial adaptation based on the CWRU dataset using DANN [7]. In this setup, the source synthetic domain is balanced, while for the target domain, one of the faults (rolling element fault) has a smaller number of samples. The experiment shows that, compared to a fully balanced case, the stronger class imbalance in the target leads to a steeper performance decline.
To answer why such a performance decline occurs, we need to look back into the assumptions that the classical DA methods make. Classical DANN methods [7], [33], [54] are based on the following domain adaptation theory: the error function of the domain discriminator corresponds well to the discrepancy between unconditional feature distributions $P$ and $Q$. Thus, minimizing the error rate of the discriminator can lead to aligned feature distributions. However, when the joint distributions of feature and class, i.e. $P(x, y)$ and $Q(x, y)$, are non-identical across domains, adapting only the feature representation may be insufficient [22]. This can be an especially large problem when the target class distributions in fault diagnosis are heavily skewed towards the healthy class. In this case, simply aligning the features, in fact, gives no theoretical guarantee that two different distributions are identical even if the discriminator is fully confused [55].

2) Class Information Taken into Account: The performance degradation stems from the fact that the class distributions are mismatched and the discriminator fails to take any class information into account. We, thus, propose to use the class information of the representations as additional input to the discriminator in order to counteract the class mismatch from rare faults. By providing the generator hints on the class information, the discriminator can better align the distributions.

We use the multi-linear map to fuse the class information with features to improve the domain adaptation performance under severe class imbalance. As shown in Fig 2, given a feature extractor $f$ parameterized by $\theta_f$, a classifier $g$ parameterized by $\theta_g$, and a discriminator $h$ parameterized by $\theta_h$, the loss function then becomes:

$$
\mathcal{L}(\theta_f, \theta_g, \theta_h) = \mathcal{L}_{clf}(g(f(x))) - \lambda_d \mathcal{L}_d(h(f(x) \otimes g(f(x)))).
$$

where $\otimes$ is a multi-linear map, and $\tilde{y} = g(f(x))$ represents the predicted pseudo-labels. Comparing to equation 1 of the standard adversarial training, the main difference is that instead of using features $f(x)$ alone as input to the discriminator, the information of features and classes (provided by pseudo-labels) are combined together via a multi-linear map. By applying the map, the discriminator can gain the information from both the feature distribution and class distribution and better align the class conditioned distributions.

The proposed method is inspired by conditional adversarial methods in other application fields. For example, for image generation tasks, Conditional Generative Adversarial Networks [56] concatenate the class vector with the feature vector to generate images conditioned on the single classes. In domain adaptation for image classification, CDAN [22] uses multi-linear conditioning to align multi-modal distributions. These methods often deal with balanced datasets and does not focus on severe class-imbalanced scenarios, but the idea of aligning the conditional distribution is especially suitable for fault diagnosis.

3) Augmented Distributions: One potential issue with the above solution is that even though the important class information is provided for the discriminator, the fact that the rare fault classes have so few samples can potentially make the optimization of the discriminator unstable. This can also lead to a decline of the alignment performance. To reinforce the alignment, it is essential to provide better distribution support for the conditional distributions on the rare classes. We propose to augment the features and pseudo-labels used as input to the discriminator. In particular, for a batch of $x$ from the target real dataset, we can get its corresponding feature embedding $e = f(x)$, and pseudo-label $\tilde{y} = g(f(x))$ vectors. Whereby, $\tilde{y}$ is generated by using the prediction from the model trained in the previous iteration. Then, the augmented interpolated sample can be represented as,

$$
\hat{e} = \lambda e + (1 - \lambda)e[|dx|], \quad \tilde{y} = \lambda\tilde{y} + (1 - \lambda)\tilde{y}[|dx|], \quad z = \hat{e} \otimes \tilde{y},
$$

where $|dx|$ is the shuffled index of a batch, $\lambda$ is generated from an prior $\beta$ distribution, i.e. $\lambda \sim \beta(\alpha, \alpha)$ with $\alpha$ controls the shape of the $\beta$ distribution, $\hat{e}$ is the interpolated features, $\tilde{y}$ is its class label, and $z$ is the multi-linear input to the discriminator. We use $\alpha = 1$ for all our experiments. This idea is inspired by MixUp [13] in image classification, where the authors mix input images and labels to provide more training samples in a fully supervised training setup. Instead of directly mixing the input images in MixUp, our proposed distribution augmentation is conducted on the feature space and used for our unsupervised domain adaptation setup.

The motivation behind this is to augment the conditional feature distributions of rare classes for fault diagnosis. By mixing up the features within a batch, the fault information becomes present in more samples within a batch. The interpolated samples enlarge the target training dataset for the rare fault classes, making the learning process for the discriminator more stable. We highlight the difference between DANN and our alignment method in blue on the right side of Figure 2.

IV. DATASETS

To facilitate our adaptation experiments, as described in Section III-B, we generate the synthetic faults for two datasets.

A. CWRU Bearing Data

The Case Western Reserve University (CWRU) [57] bearing dataset is used. It is a benchmark dataset for DA in bearing fault diagnosis [32]–[34]. Drive-end accelerometer data
of 12 kHz sampling rate is used. We consider four health states (classes) in this paper: healthy, inner race fault (IF), rolling element fault (REF), and outer race fault (OF). We group the sub-fault-types of different spall sizes together. For each health state, we sample 1200 segments. Each signal segment contains 4096 points. This results in 4800 samples for the real dataset. Subsequently, our generation method is applied to the real healthy signals to synthesize the real defects. To avoid data leakage during evaluation, we split half of the real healthy samples to the synthetic source data and up-sample the number of samples in healthy class in both domains back to 1200.

Figure 4 shows the full-wave rectified envelope spectrum of one synthetic and one real example of the inner race fault. Defect frequencies are indicated by the dashed lines, where a dotted line shows the first three side-bands of an inner ring defect around its ball-pass frequency (BPFI). The BPFI and its first harmonic in the synthetic and real examples are roughly aligned. However, differences can still be observed: 1) the real defect has more side-bands around the BPFI 2) the 2nd harmonic is not present in the real defect and 3) the defect frequencies have a slightly higher frequency compared to the analytic defect frequencies. These differences motivate the use of domain adaptation to bridge the gap between the real and synthetic signals.

B. Wind turbine bearing data

A real-world dataset from generator bearings of multiple wind turbines is collected and used to evaluate the method. This data originates from a condition monitoring service, where bearings are monitored by human experts aided by analysis software. For each turbine, historic data is available varying between 3-5 years, where on a daily basis two recordings are made. Each vibration recording has a length of 1.28 seconds and a sample-rate of 12.8 kHz. Rotational speeds vary between 900 and 1700 RPM. Speed recordings are available via a tachometer. There are three health states (classes), healthy, outer-ring defects, and inner-ring defects.

Based on a combination of manual analysis of vibration and process data, knowledge of bearing replacements and anonymized customer feedback on bearing defects, the data was carefully labeled. In total, we collected 1643 samples for the healthy state, 2990 samples for the outer-ring defects, and 192 samples for the inner-ring defects from the generator drive-end bearings each on a different wind turbine. Note that during the labeling of the data we had access to additional process data such as electrical power and wind-speed but were also able to inspect trends and high SNR averaged spectra of many vibration recordings. As a consequence, a single vibration recording, as used by our proposed domain adaptation method, is only a fraction of the information used in the labeling procedure. In many situations, all these additional information sources are unavailable, which motivates the use of single vibration recording predictions as in this research.

V. Evaluation

A. Implementation

1) Model Architecture: The network consists of a feature extractor, classifier, and a discriminator. The architecture of the feature extractor and classifier are taken from [39]. The details are summarized in Table I.

2) Data Preprocessing: A preprocessing step is applied to all data. First, the time-domain waveforms are normalized to unit standard deviation and subsequently converted to an full-wave rectified envelope spectrum. It is obtained by taking the Fourier transform magnitudes of the full-wave rectified and band-pass filtered signals. A band-pass filter with a pass-band between 500-4000 Hz is used following a standard frequency band for bearing diagnostics as described in [58]. We filter at 4000 Hz to attenuate the signal below the Nyquist frequency. Although more optimal bearing diagnostic signal representations are available, e.g., as used in [59], this simple representation is sufficient to make a valid comparison between the different domain adaptation methods. As no labeled real-world faulty signal is available, Kurtogram based methods [60], [61] cannot be used to optimize the pass-bands. Subsequently, the full-wave rectified envelope spectrum is then interpolated to a speed-normalized axis of 1000 values between 0-30 repetition orders. The same data preprocessing is applied on all experiments across all methods.

3) Evaluation Metric: Since the classes are imbalanced, we report a balanced version of the accuracy. This metric was used
TABLE II
SYNTHETIC-TO-REAL CWRU ADAPTATION WITH DIFFERENT BALANCE LEVELS ON ROLLING ELEMENT FAULTS.

| Balance Level | DANN [54] | Conditional(ours) | Proposed(ours) | ∆ |
|---------------|-----------|-------------------|----------------|---|
| 20%           | 82.04%    | 82.11%            | 83.49%         | +1.44% |
| 15%           | 79.77%    | 81.90%            | 83.04%         | +3.27% |
| 10%           | 78.30%    | 82.88%            | 83.32%         | +5.02% |
| 5%            | 74.96%    | 76.90%            | 83.30%         | +8.34% |
| 1%            | 71.05%    | 73.93%            | 82.34%         | +11.29% |
| Source-only   | 59.55%    | Balanced DANN     | 82.59%         |   |
| Balanced CDAN| 80.32%    | Balanced Ours     | 84.18%         |   |

* Smaller balance level indicates fewer samples and larger imbalance.

by imbalanced classification tasks such as [62]. For a dataset with $K$ classes, the reported accuracy is defined as:

$$\frac{1}{K} \sum_{k=1}^{K} \frac{P_k}{M_k}$$

where $M_k$ is the number of test samples with class $k$ as ground truth, and $P_k$ is the number of correct predictions for the given $M_k$ samples in class $k$. This metric provides a fair comparison also in highly imbalanced datasets. All reported results are based on the average of ten runs using this metric. We additionally report the F1 score and Cohen’s kappa [63]. We use the implementation from Scikit-learn [64] for all evaluation metrics.

4) Training and Test Details: We train our neural architecture specified in Table I end-to-end for 100 epochs with a batch size of 128 and a learning rate of 0.001. All models are trained using the Adam optimizer. The same architecture and training parameters are used for all methods in our experiments to ensure a fair comparison. During training, only the source labeled data $D_s$ is used to update the classifier $g$ via $L_{clf}$ because we don’t have labels for the target real data $D_t$. Both the synthetic and real data contribute to the learning of the feature extractor $f$ and Discriminator $h$ via the combined loss defined in Equation 9. For inference, we feed the target data to the feature extractor $f$ and classifier $g$ to make the prediction. The discriminator is not needed in test time. All models are trained and tested under different random seeds for 10 times and we report the average performance. A flowchart of the proposed framework is provided in Figure 6.

B. CWRU Synthetic-to-Real Experiments with Different Levels of Imbalance on One Fault.

We evaluate the proposed method against a source-only baseline and the standard DANN alignment. In this ablation study we reduce the complexity by assuming that all classes have the same number of samples except the rolling element fault. More realistic setups are evaluated in later sections. To show the effectiveness of the proposed methodology against different levels of class imbalance, we change the number of samples with the rolling element fault. For example, when the balance level is 1%, the unlabeled target training data contains $1\% \times 1200 = 12$ samples for the rolling element fault class, while 1200 samples are available for every other class. In the 10% setup, the target set contains $10\% \times 1200 = 120$ samples for the rolling element fault class. A smaller value of level of balance (1%) indicates a larger level of class imbalance as the number of faults is considerably smaller compared to the number of healthy class samples.

As shown in Table II, without any alignment, the source-only accuracy is 59.55% in this 4-class-classification problem. This is already higher than the random guess performance of 25% and proves that our synthetic faults encode the fault information in a meaningful way. On the other hand, DANN can perform quite well when all the classes are balanced, but degrades dramatically when the level of balance decreases. By taking the class information into account, conditional alignment alone shows resistance to the degradation from the class imbalance. However, the performance gap still exists, and the performance becomes less stable when the balance level decreases. By further augmenting the conditional distributions, the proposed method can significantly strengthen the quality of the alignment and lead to a performance that is at a similar level as for the balanced dataset, even when there are only 1% rolling element fault samples in the target dataset. This demonstrates the effectiveness of our proposed method.

We also report the improvement of the proposed method over the standard DANN. An interesting observation is that with an increasing level of imbalance, our method provides an increasing amount of improvement over DANN. This suggests that the method can be especially beneficial when imbalance in the target dataset is severe. Furthermore, the proposed method
appears to be robust to the degree of imbalance. The results for all the degrees of imbalance demonstrate a similar accuracy. Even with a relatively strong imbalance (1% balance level), the performance is similar to the fully balanced setup of the standard DANN. Therefore, the methodology is suitable for cases where the degree of class imbalance in the target dataset is not known which is a typical setup in real applications. Thus, the method is quite suitable for real fault diagnosis tasks.

a) Performance under a balanced setting: To further analyze the effectiveness of the proposed method, we report the performance under the balanced CWRU setup in Table II. Under this setup, all classes in the target domain have equal number of samples. We observe that all alignment methods work well comparing to the source-only baseline. The DANN methods achieves 82.59%, while our method provides further improvement and achieves 84.18%. This shows that the proposed augmented conditional alignment method is complementary to the adversarial alignment, even when all classes are balanced. This is most likely due to our feature distribution augmentation strategy which better facilitates the adversarial alignment.

C. CWRU Synthetic-to-Real Experiment with a More Realistic Class Imbalance among Faults

In reality, the imbalance does not only exist for one single fault, but also exists between different faults. To mimic also the imbalance between several faults in the target domain, we consider the following setup. The unlabeled target dataset consists of $N = 1200$ healthy samples, $10\% \times N$ samples for the OF, $5\% \times N$ samples for the IF and $1\% \times N$ sample for the REF. This constructs a highly imbalanced target dataset. All labels are again removed during the training. This setup makes it a more challenging task as the imbalance levels of the three faults are different.

Results in Table III show that when class imbalance is severe among different faults, the proposed method can still provide an improved alignment for the different classes. Compared to the simple DANN [54] alignment method which does not consider the imbalance between different classes, both the conditional alignment method CDAN [22] and our proposed mixup augmentation provide a significant improvement. Conditional alignment alone provides a 2.8% absolute improvement in balanced accuracy over DANN by simply providing additional class information. This improvement is also validated by the F1-score and Cohen’s kappa. By combining the proposed augmentation with the class conditional alignment, we achieve a much stronger balanced accuracy of 82.3% on the target data. This is a 9.7% absolute improvement over the DANN baseline, and the improvement is validated also by the other metrics. The overall performance of the proposed methodology is similar to that of DANN in the ideal fully balanced case. This makes the proposed framework applicable for unknown imbalance levels achieving same level of performance as in a balanced dataset. This finding is particularly encouraging for real applications where the imbalance level is unknown apriori.

We additionally compare our method with the state-of-the-art domain adaptation method IAST [27]. IAST constitutes a stronger competing methods as it combines the advantages of adversarial learning and self-training. Under this setup with severe imbalance, our proposed method outperforms IAST by a large margin in terms of all metrics including balanced accuracy, F1-score, and Cohen’s kappa.

D. Wind Turbine Generator Synthetic-to-Real Experiment

To evaluate the effectiveness of the proposed methodology in a more realistic scenario, we additionally conduct an experiment on the real-world wind turbine bearings. As described in the dataset section, the outer race fault has a significantly larger number of samples than the inner race fault. In this setup, the source-only baseline achieves an accuracy of 60.85%, showing that the synthetic data we generated for the wind turbine bearing is meaningful. The DANN method can improve the performance and achieve 64.5%. By providing class information to the discriminator, we can achieve 68.3%. If we additionally use our augmentation to enhance the distribution support, the final proposed method can achieve an accuracy of 70.8%, yielding an almost 10% absolute improvement on this real dataset, compared to the source-only baseline. In terms of F1-score and Cohen’s Kappa, the proposed method also shows improvement over the source only baseline and DANN approach. The performance improvement is large over the baselines, but less significant than the setup in Section V-C. This is mostly likely because the class imbalance is less severe in the wind turbine dataset than in the setup we used in Section V-C. We additionally compare our method with the state-of-the-art domain adaptation method IAST [27]. The proposed method is able to outperform IAST in terms of all four metrics. This validates the effectiveness and competitiveness of our proposed augmented conditional distribution alignment.

We would like to emphasize that in all experiments, we only use knowledge of the healthy labels from the target domain. All class information on the faults is learned from the synthetic data where the expert knowledge is encoded. This is a more realistic scenario, as it allows for a more generalizable model that can handle unknown imbalance levels.
proposed framework that combines a fault generation process and our proposed synthetic-to-real adaptation approach which is specifically designed for the imbalanced target data.

E. Experiment Summary

One of the main findings in the experiments is that, even though the popular domain adaptation methods such as DANN and CDAN work well in the fully balanced setup, their performance can suffer significantly when class imbalance becomes larger. By providing class information to the discriminator and augment the features, we are able to alleviate this negative effect. Interestingly, we notice that the feature distribution augmentation is an important design to make the conditional alignment work well. This is likely because without the distribution augmentation, the training of the discriminator is also severely biased because of the imbalance between the classes. Another noteworthy finding is that even though a relatively simple model for generating the synthetic faults was chosen, it still successfully encodes the key fault information, and the proposed domain adaptation method was able to transfer the expert knowledge from the synthetic faults to a diagnosis model.

VI. Conclusions

We proposed a novel bearing fault diagnosis framework which can learn effective models from unlabeled real bearing data. In particular, we showed that by generating synthetic faults using expert knowledge and conducting imbalance-robust domain adaptation, a fault diagnosis model can be learned without any supervision from the real faults. We showed that a good approach to compensate the imbalance from rare target faults is key to the synthetic-to-real adaptation performance. A class conditioned adversarial adaptation method is, thus, proposed to address this issue. An additional augmentation based on the mixup approach was further proposed to deal with the limited number of fault samples and bridge the class distribution gap. The two components for domain adaptation can be easily applied in combination with other fault generation frameworks. The proposed methodology does not require any assumption on the degree of the underlying class imbalance and achieves a similar performance in the imbalanced setup as the standard DANN on the fully balanced setup, demonstrating its robustness to different imbalance levels. Experiments on the benchmark CWRU bearing dataset and a wind turbine generator bearing dataset have validated the effectiveness of our approach also in real applications and under realistic assumptions. The framework can be implemented easily, and have the potential to be applied on other industry assets.

In this work, we mainly considered an unsupervised setup, where we do not have any access to the real fault labels/supervision. This is a relatively challenging task and could be unnecessarily difficult for some practical use cases. One possible direction for further improvement is to consider relaxed setups such as semi-supervised domain adaptation [65]. In these setups, a few real samples for each fault type are accessible to provide additional supervision. This is often a realistic relaxation when the assets in consideration have been running for a while. We leave this for future research.
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