Scale-variant Topological Information for Characterizing Complex Networks
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Abstract

Real-world networks are difficult to characterize because of the variation of topological scales, the non-dyadic complex interactions and the fluctuations. Here, we propose a general framework to address these problems via a methodology grounded on topology data analysis. By observing the diffusion process in a network at a single specified timescale, we can map the network nodes to a point cloud, which contains the topological information of the network at a single scale. We then calculate the point clouds constructed over variable timescales, which provide scale-variant topological information and enable a deep understanding of the network structure and functionality. Experiments on synthetic and real-world data demonstrate the effectiveness of our framework in identifying network models, classifying real-world networks and detecting transition points in time-evolving networks. Our work presents a unified analysis that is potentially applicable to more complicated network structures such as multilayer and multiplex networks.

Characterizing the structure of complex networks is the most fundamental issue in deciphering network dynamics. The network anatomy is quite relevant to phenomena occurring in networks such as spread of information or epidemic disease or robustness and stability under attack. A considerable number of applications have been of great interest in the literature. These applications include controlling and predicting patterns of dynamics in networks1–3, quantifying structural and functional similarities of biological networks4–6 and detecting transition points in time-evolving networks7–9.

In practice, the structure of real-world networks is inherently difficult to characterize. First, real-world networks have complex patterns that are reflected at various topological scales10–12 (Fig. 1a). In revealing these patterns, the conventional statistical measures13,14 and methods10,15–18 remain ill-defined as evidenced by the lack of representation of the variation of topological scales. Second, real-world networks are representations of complex systems that have dyadic and non-dyadic interactions19–21 (Fig. 1b). However, the majority of the current methods for characterizing complex networks focus only on the dyadic interactions between nodes such as detecting the existence of pairwise edges or paths connected by successive edges. Third, real-world networks often suffer from fluctuation caused by external factors22. Because of the fluctuation, the quest for unifying the principles underlying the topology of networks emerges only in simple idealized models without any additional effect23–25. Robust representations under the fluctuation have not been explored for characterizing structures of real-world networks.

Our main goal is to propose a general framework for addressing the abovementioned problems. To reveal the variation of topological scales, we rely on the obtained topological information along with the diffusion process exhibited in the network. When the diffused time $\tau$ is small, the microscale structure is revealed as there is almost no information exchanged between the nodes. Increasing $\tau$ will reflect the mesoscale decomposition of the network until the macroscale structure is finally captured. At each $\tau$, we map the network nodes to a point cloud, where a group of close points represents the unit of points that easily exchange information in the diffusion process. To capture the non-dyadic interactions, we construct a simplicial complex model26 from the point cloud. To obtain a robust representation, we use the topological data analysis26–29, which is a set of computational topology methods, to encode the simplicial complex model into noise-tolerant quantitative features. Observing these features with varying $\tau$ provides insights into the variation of topological scales as well as the interplay between the structure
Complex networks can be analysed at various topological scales ranging from individual nodes (microscale) to whole networks (macroscale). In between the two scales, there is mesoscale, where we can observe patterns of collectives, cores and peripheries. Complex network is a representation of a complex system having dyadic and non-dyadic interactions between its elements. The interactions can be represented as simplices such as segments (for dyadic interactions), filled triangles or filled tetrahedrons (for non-dyadic interactions involving three or four elements) and so on.

and dynamics of the network. Therefore, we construct scale-variant topological features by regarding $\tau$ as a variable parameter rather than as a single fixed value.

The proposed framework allows us to study the properties of complex networks that might reflect the variation of topological scales, provide in-depth understanding of the complex interactions and evaluate the robustness under the fluctuation. By analysing several network models, we demonstrate that our framework can characterize the parameters that are used to generate the networks. Interestingly, using the scale-variant topological features, we can distinguish networks generated from different models with empirically better results than other conventional approaches. We further apply our framework to classify real-world networks and detect the transition points in time-evolving gene regulatory networks. We believe that our study can provide a unified analysis of complex networks. Such a study has the potential to enable further applications to more complex network structures such as multilayer and multiplex networks.

Results

Scale-variant topological features

We consider an undirected weighted network $\mathcal{G}$ with $N$ nodes $v_1, \ldots, v_N$. We suppose that there is a single random walker, which moves randomly between nodes in continuous time. When the walker is located at $v_i$, we assume that the walker moves to the neighbour node $v_j$ with the transition rate $w_{ij}/k_i$, where $w_{ij} \geq 0$ represents the weight of the edge from $v_i$ to $v_j$ ($i,j \in \{1, 2, \ldots, N\}$) and $k_i = \sum_{j=1}^{N} w_{ij}$. Here, $w_{ij} = 0$ if there is no edge between $v_i$ and $v_j$. We denote $p_{\mathcal{G},k}(\tau|i)$ as the probability of finding

...
a random walker on $v_k$ at time $\tau$ that starts from $v_i$. The probability distribution vector $p_G(\tau|i) = [p_{G,1}(\tau|i), \ldots, p_{G,N}(\tau|i)]$, is given according to the solution of the Kolmogorov forward equation:

$$\frac{dp_G(\tau|i)}{dt} = -p_G(\tau|i)L_G^{rw}.$$  \hfill (1)

Here, $L_G^{rw}$ is the random walk Laplacian whose components $l_{ij}$ ($i,j \in \{1,2,\ldots,N\}$) are given as

$$l_{ij} = \begin{cases} 
1 & \text{if } i = j \text{ and } k_i \neq 0 \\
-1/k_i & \text{if } i \neq j \text{ and } v_i \text{ is adjacent to } v_j \\
0 & \text{otherwise}.
\end{cases}$$  \hfill (2)

At a specific $\tau$, we map the nodes of network $G$ to a point cloud of $N$ points $p_G(\tau|1), \ldots, p_G(\tau|N)$. The shape of this point cloud offers valuable insights into the information exchange process at time $\tau$ and the structural property of network $G$ at $\tau$-scale. As illustrated in Fig. 2a, we consider an undirected network comprising of four clusters, in which there are more intra-cluster connections than inter-cluster connections. At each $\tau$, the pairwise distances of the mapped points of the nodes in the same clusters are smaller than the distances between the nodes belonging to different clusters. These distances decrease as we increase $\tau$. Consequently, the hole patterns in the point cloud appear with different sizes in different groups of points when $\tau$ varies (Fig. 2b). Observing the formation of these holes while varying $\tau$ can reveal the variation of topological scales for the network.

To capture the non- dyadic interactions at each $\tau$-scale, we construct the Vietoris–Rips simplicial complex,

$$\text{shape} = \{ \text{set of simplices built with a non-negative threshold } \varepsilon \},$$

which is a set of simplices built with a non-negative threshold $\varepsilon$. In this simplicial complex, each simplex is built over a subset of points if all pairwise distances between the points are less than or equal to $\varepsilon$. With different $\varepsilon$ values, we have different simplicial complexes and hence different topological information regarding the number, the position and the size of high-dimensional holes such as connected components, loops and tunnels. We obtain a sequence of embedded simplicial complexes called filtration with increasing $\varepsilon$ (see Supplementary Note 1 and Supplementary Fig. 1). From the filtration, we can highlight not only the simple connectivity but also how network properties change as information propagates.

To encode the hole patterns over the filtration into the quantitative features, we consider the emergence and disappearance of these patterns as topological features for the complex network at $\tau$-scale. We use the persistent homology theory \cite{26,29,31} to study these topological features and visualize the results through multi-set points in a two-dimensional persistence diagram. In this diagram, each point $(b,d)$ represents an $l$-dimensional hole that appears at $\varepsilon = b$ (known as the birth-scale) and disappears at $\varepsilon = d$ (known as the death-scale) across the filtration (Fig. 2c). Here, the connected components are zero-dimensional, loops or tunnels are one-dimensional and voids are two-dimensional holes.

We obtain the scale-variant topological features that reflect the variation of the topological scales by considering the two-dimensional persistence diagrams when $\tau$ varies. We denote $D_G^{(2)}(\tau)$ as the two-dimensional persistence diagram of network $G$ calculated for $l$-dimensional holes at $\tau$-scale. We consider $\tau$ in a pre-defined set $T = \{ \tau_1, \tau_2, \ldots, \tau_K \}$, where $0 < \tau_1 < \tau_2 < \ldots < \tau_K$ (with $K$ denoting the set's size). We define the scale-variant topological features, i.e. the three-dimensional persistence diagram of $l$-dimensional holes for network $G$, as $D_G^{(3)} = \{(b,d,\tau) \mid (b,d) \in D_G^{(2)}(\tau), \tau \in T \}$ (Fig. 2d).

To use the three-dimensional persistence diagrams for statistical-learning tasks, we use the positive-definite kernel mapping for such diagrams introduced in ref. \cite{32} (see Methods for the definition of this kernel and its normalized version). We can apply this kernel to detect the transition point in the structure of a network collection \{G_1,G_2,\ldots,G_M\}. We consider a collection of diagrams $D = \{D_{G_1}, \ldots, D_{G_M}\}$, where $D_{G_i}$ is a three-dimensional persistence diagram of network $G_i$. We use the kernel Fisher discriminant ratio \cite{33} $KFD_{M,s}(\mathcal{D})$ calculated from the Gram matrix $(k_{ij})_{i,j=1,\ldots,M}$, where $k_{ij}$ is the kernel value between $D_{G_i}$ and $D_{G_j}$. $KFD_{M,s}(\mathcal{D})$ is a statistical quantity to measure the dissimilarity between two classes assumptively defined by two sets of data having index before and from $s$ (Supplementary Note 2). Here, the index $s$ achieving the maximum of $KFD_{M,s}(\mathcal{D})$ corresponds to the estimated transition point.

Robustness of scale-variant topological features

We show that the scale-variant topological features, i.e. the three-dimensional persistence diagrams computed from a network, are robust with respect to some perturbations of the network. To formalize such robustness, we first explain the concept of bottleneck distance, which is a metric structure for comparing
Figure 2 | Scale-variant topological features reflecting the variation of topological scales. (a) An undirected network comprising four clusters in which there are more connections within intra-clusters than between inter-clusters. (b) At each timescale $\tau$, we map the nodes to a point cloud in which the distances of the mapped points of the nodes in the same clusters are smaller than those between the nodes belonging to different clusters. These distances decrease as $\tau$ increases as $\tau_1 < \tau_2 < \tau_3$. The hole patterns in the point cloud such as connected components, loops and tunnels appear with different sizes in different groups of points at varying $\tau$. (c) The topological features at each $\tau$ characterize the shape of the point cloud. These features are displayed as a two-dimensional persistence diagram for the holes appeared at each $\tau$-scale. We illustrate here the two-dimensional persistence diagram for one-dimensional holes (loops and tunnels). The axes of the diagrams are represented at the logarithmic scale. (d) We obtain the scale-variant topological features, i.e. the three-dimensional persistence diagram, by integrating two-dimensional diagrams at varying $\tau$. The birth-scale and death-scale axes of the diagrams are represented at the logarithmic scale.
Given two three-dimensional persistence diagrams $E$ and $F$, consider all matchings $\psi$ such that a point on one diagram is matched to a point on the other or to its projection on the plane $b = d$. For each pair $(p, q) \in \psi$ for which $p = (b_1, d_1, \tau_1)$ and $q = (b_2, d_2, \tau_2)$, we define the relative infinity-norm distance between $p$ and $q$ as $d_\infty(p, q) = \max \{ |b_1 - b_2|, |d_1 - d_2|, |\tau_1 - \tau_2| \}$. Here, $\xi$ is a positive rescaling coefficient introduced to adjust the scale difference between the point-wise distance and time. The bottleneck distance, $d_B^{(3)}(E, F)$, is defined as the infimum of the longest matched relative infinity-norm distance over all matchings, $\psi$:

$$d_B^{(3)}(E, F) = \inf_{\psi} \max_{(p, q) \in \psi} d_\infty(p, q).$$

If two undirected networks $G$ and $H$ with the same number $N$ of nodes are given, we show that the bottleneck distance between $Dg^{(3)}_l(G)$ and $Dg^{(3)}_l(H)$ is bounded from above by the matrix 2-norm of the difference between their random walk Laplacian matrices

$$d_B^{(3)}(Dg^{(3)}_l(G), Dg^{(3)}_l(H)) \leq 2r_K \| L_{rw}^G - L_{rw}^H \|_2.$$

Here, $\| A \|_2$ is the matrix 2-norm of matrix $A$ induced by the Euclidean vector norm and defined as $\| A \|_2 = \max_{i|\|x\|_2=1} \| Ax \|_2$. In Supplementary Note 3, we present our proof for Eq. (4), which is based on the stability properties of two-dimensional persistence diagrams and the sensitivity of the matrix exponential.

The inequality of Eq. 4 states the following important property. Our scale-variant topological features are robust with respect to the perturbation applied to the random walk Laplacian matrix of the network. Therefore, these features can be used as discriminative features to characterize networks.

**Understanding variations of the parameters of network models**

Using network models listed below, we investigate how the scale-variant topological features reflect variations of the parameters of network models. We generate networks from Girvan–Newman (GN), Lancichinetti–Fortunato–Radicchi (LFR), Erdős–Rényi (ER), Watts–Strogatz (WS), Lancichinetti–Fortunato–Radicchi with hierarchical structure (LFR–H) and Sales–Pardo (SP) models (see Methods for the description). We focus on the model parameters that represent the topological scale of these networks. These parameters are the ratio $r$ between the probability of inter-community links ($p_{out}$) and intra-community links ($p_{in}$) in the GN model, the mixing rate $\mu$ in the LFR model, the rewiring probability $\beta$ in the WS model, the pair-link probability $p_{link}$ in the ER model, the mixing rate $\mu_{macro}$ for macro-communities in the LFR–H model and $\rho$, which quantifies the separations between topological scales in the SP model. We generate a number of network realizations at each value of the parameters and then observe the variation in the kernel space when these parameters vary.

We compute the three-dimensional persistence diagrams for one-dimensional holes with timescale values $\tau_1 = 1$, $\tau_2 = 2, \ldots, \tau_{100} = 100$. Figure 3 shows the three-dimensional projections of the principal components from the kernel space of each model, where points with different colours represent the networks generated from different values of the parameters. In ER, WS, LFR–H and SP models, the scale-variant topological features reflect the variation of the parameters associated with the topological scales because points located at different positions have different colours (Fig. 3c-f). In GN and LFR models, there are variations in the topological scales of the network as $r = p_{out}/p_{in}$ and $\mu$ vary from 0 (four separate groups) to 1 (a purely random graph). We detect the transition point for the series of networks obtained when increasing $r$ as $r_1 = 0.01, r_2 = 0.02, \ldots, r_{100} = 1.0$ (GN model) and $\mu$ as $\mu_1 = 0.01, \mu_2 = 0.02, \ldots, \mu_{100} = 1.0$ (LFR model). We obtain the phase transition at $r = 0.12$ (Supplementary Fig. 2) and $\mu = 0.26$ (Supplementary Fig. 3). These values correspond to the boundaries between the identifiable phases, where parameters can be identified from the kernel space, and the non-identifiable phases (Fig. 3a,b).

**Identification of network models**

To evaluate the effectiveness of the scale-variant topological features, we demonstrate that the features can distinguish the networks generated from different models even if they have similar global statistical measures. We focus on GN, LFR and WS models with the same parameter settings as in the previous section. In each model, we generate 10 networks for each value of the model parameter. We consider the configuration model, which generates random networks (known as the configuration networks) having the same sequences of node degrees as a given network. We generate 1000 networks from the GN model.
Figure 3 | The kernel principal component projection of the scale-variant topological features for one-dimensional holes in each considered network model. The different colours represent data generated from different values of the model parameters. We generate networks from (a) Girvan–Newman (GN), (b) Lancichinetti–Fortunato–Radicchi (LFR), (c) Watts–Strogatz (WS), (d) Erdős–Rényi, (e) Lancichinetti–Fortunato–Radicchi hierarchical (LFR–H) and (f) Sales–Pardo (SP) models. We vary the parameters for these models as $r = \frac{p_{\text{out}}}{p_{\text{in}}} = 0.01, 0.02, \ldots, 1.0$ (GN), $\mu = 0.01, 0.02, \ldots, 1.0$ (LFR), $\beta = 0.00, 0.01, \ldots, 1.0$ (WS), $p_{\text{link}} = 0.020, 0.021, \ldots, 0.1$ (ER) and $\mu_{\text{macro}} = 0.01, 0.02, \ldots, 0.2$ (LFR–H), $\rho = 0.05, 0.10, \ldots, 2.0$ (SP).
(GN–original), 1000 networks from the LFR model (LFR–original) and 1010 networks from the WS model (WS–original), with their corresponding configuration networks denoted as GN–config, LFR–config and WS–config, respectively. We compute the three-dimensional persistence diagrams for one-dimensional holes of these networks with timescale values $\tau_1 = 1$, $\tau_2 = 2$, ..., $\tau_{100} = 100$. We calculate the kernel for these diagrams, then perform the three-dimensional projections of the principal components from the kernel space (Fig. 4a). Here, points with different colours represent the networks generated from different models. In Fig. 4a, points appear to be distinguishable by their colours.

We quantify to what extent the proposed framework identifies the networks generated from different models. We perform the scale-variant method, which uses the scale-variant topological features to classify networks into six labels as GN–original, LFR–original, WS–original, and GN–config, LFR–config and WS–config. For 10 networks generated at each value of the model parameters, we randomly split them into five networks for training and the remaining five for testing. We use the support vector machine (SVM) for classification in the normalized kernel space. Figure 4b shows the average normalized confusion matrix over 100 random splits, where the row and column labels are predicted and true labels, respectively. Using the scale-variant topological features, we can identify almost perfectly the networks that are generated from different models. Networks with GN–original, LFR–original and WS–original labels can be identified with about 99% accuracy. Interestingly, the features allow us to capture the difference between the networks and their configuration networks even if they have the same sequences of node degrees. Figure 4b shows a considerably high accuracy for GN–config (94%), LFR–config (99%) and WS–config (96%). This result indicates that the scale-variant topological features appear to reflect the essential behaviours of network models.

To highlight the benefits of the scale-variant method, we compare it with other conventional methods. These methods use the common statistical measures extracted from the network (see Methods), the graph kernels to measure the similarity between networks and the topological features calculated at a fixed topological scale. In Supplementary Note 4, we describe the graph kernels that are based on random walks (KStepRW, GeometricRW, ExponentialRW), paths (ShortestPath), limited-sized subgraphs (Graphlet) and subtree patterns (Weisfeiler–Lehman). The implementations of these graph kernels can be found in ref. 48. We consider two variants of topological features calculated from average distance matrix $\Delta_{\text{avg}} = (1/K) \sum_{i=1}^{K} \Delta_{\tau_i}$ (scale-average), and average normalized distance matrix $\Delta_{\text{avg}} = (1/K) \sum_{i=1}^{K} \Delta_{\tau_i}$ (scale-norm-average). Here, $\Delta_{\tau_i}$ is the distance matrix of pairwise Euclidean distances between points $p_{G}(\tau_i[1], \ldots, p_{G}(\tau_i[N]$ (see Supplementary Note 1 and Supplementary Fig. 1), while $\Delta_{\tau_i}$ is obtained by dividing $\Delta_{\tau_i}$ by its maximum element 49.

We compute the average classification accuracy over 100 random splits at different proportions of training data of 10 networks generated at each value of the model parameters. Figure 4c highlights the significant advantages of the scale-variant method. The accuracy of the scale-variant method shows notably higher values compared to the other methods. Even with a small size of the training dataset, e.g. only 10% of all data, the scale-variant method can achieve about 97% of accuracy. In contrast, the accuracies of the other methods are not higher than 84%. Remarkably, the accuracy of the scale-variant method does not change over a wide range of proportions of training data. These results demonstrate the effectiveness and the reliability of using the scale-variant topological features compared to the conventional methods to capture the differences between network structures.

**Classification of real-world network data**

We apply scale-variant topological features to real-world datasets of bioinformatics networks (MUTAG, BZR, COX2, DHFR, FRANKENSTEIN, PROTEINS, NCI1, NCI109) and social networks (IMDB–BINARY, IMDB–MULTI). All networks are available at ref.60 (see Methods for the description). The bioinformatics datasets have discrete labels for nodes that may be useful, but we only use the connectivity information to evaluate the classification methods. We compute three-dimensional persistence diagrams with timescale values $\tau_1 = 1$, ..., $\tau_{50} = 50$ and use the sum kernel of the normalized kernel for zero-dimensional and one-dimensional holes.

We compare the scale-variant method with the methods that use the common statistical measures, the graph kernel methods and the scale-average and scale-norm-average methods described in the previous section. Table 1 presents the average accuracies along with their standard deviations over 100 train-test splits. For each split of each dataset, we randomly take 80% of the networks for training and the remaining 20% for testing. In Table 1, the best and the second-best average accuracy scores for each dataset are coloured dark pink and light pink, respectively. The scale-variant method outperforms all the other methods on average. For seven out of 10 datasets, it offers the best results and the second-best
Figure 4 | Scale-variant topological features applied to classify networks generated from different models. We generate 1000 networks from the GN model, 1000 networks from the LFR model and 1010 networks from the WS model, with labels as GN–original, LFR–original and WS–original, respectively. We generate their corresponding configuration networks with labels as GN–config, LFR–config and WS–config, respectively. Using the scale-variant topological features, we perform the scale-variant method to classify total 6020 networks into these six labels. (a) The kernel principal component projection of the scale-variant topological features for these networks. The different colours represent the networks generated from different models. (b) The normalized confusion matrix of the scale-variant method over 100 random train-test splits of the data. For 10 networks generated at each value of the model parameters, we randomly split them into five networks for training and the remaining five for testing. (c) Comparison of the classification methods based on their average accuracies over 100 random train-test splits at each different proportion of the training data. The inset highlights the accuracies of the ExponentialRW, KStepRW and ShortestPath methods when the proportion of the training data varies from 0.5 to 0.9.
results for two other datasets. This result suggests that the method based on the scale-variant topological features can be considered to be an effective approach for classifying real-world network data.

Detection of transition points in the time-evolving gene regulatory network

Using our scale-variant topological features, we detect transition points of the Drosophila Melanogaster gene regulatory network. We use a genome-wide microarray profiling that revealed the expression patterns of 4028 genes simultaneously measured during the development of Drosophila Melanogaster \(^{81}\). Based on ref. \(^{52}\), 66 time points are chosen from the full developmental cycle, i.e. the embryonic stage (time points 1–30), the larval stage (time points 31–40), the pupal state (time points 41–58) and the adulthood stage (time points 59–66). Along with ref. \(^{53}\), the time-evolving gene regulatory networks are constructed for 588 genes, which are known to be related to the developmental process based on their gene ontologies. For each gene regulatory network, we compute the three-dimensional persistence diagrams for one-dimensional holes with timescale values \(\tau_1 = 1, \ldots, \tau_{100} = 100\). Supplementary Fig. 4–7 depicts the three-dimensional persistence diagrams at full time points ranging from \(t = 1\) to \(t = 66\).

We detect the transition point in a window of consecutive time points spanning between two consecutive states. In each window, we identify the transition time point \(t_c\), which is the time index achieving the maximum value of the kernel Fisher discriminant ratio. From the embryonic stage to the larval stage (Fig. 5a), we obtain the transition time points as \(t_c = 28\) and \(t_c = 31\), which are relatively close to the experimentally known transition time point \(t = 31\) from the profiling. From the larval stage to the pupal stage (Fig. 5b) and from the pupal stage to the adulthood stage (Fig. 5c), we obtain the transition time points as \(t_c = 41\) and \(t_c = 59\), respectively. These points agree with the experimentally known transition time points. Our results suggest that our framework can detect transition points in dynamic time-evolving networks using the network structures alone.

Discussion

The main goal of this study was to represent the variation of topological scales, capture the non-dyadic interactions and provide the robustness against noise in characterizing complex networks. Here, we proposed a general framework for constructing the scale-variant topological features from the diffusion process exhibited in networks. These features can be considered as discriminative features to identify the respective networks. Theoretically, we derived a strong mathematical guarantee for the robustness of these features with respect to the perturbations applied to the networks. Through several experiments, we provided empirical evidence for the effectiveness of these features in applications such as classification and transition point detection. Our results suggest that the observation of the topological features induced from the network dynamics over variant scales can characterize the structure and the functionality of networks.

The scale-variant topological features in our framework do not directly correspond to the common statistical measures that are constructed from the dyadic interactions between nodes at a single fixed topological scale. Our features rather encode the information of both dyadic and non-dyadic interactions in networks at variant topological scales. In the classification of networks, our features act as strong and essential factors to identify the networks. As an application to the time-evolving gene regulatory networks, our framework can detect the transition points between the developmental stages of Drosophila Melanogaster. Interestingly, these transition points agree with those obtained from the experimental results on the profiling of Drosophila Melanogaster. Therefore, from different perspectives than the

---

Table 1 | The average and standard deviation (mean±sd) of the classification accuracy (%) for datasets MUTAG, BZR, COX2, DHFR, FRANKENSTEIN, PROTEINS, NCI1, NCI109, IMDB–BINARY and IMDB–MULTI. In each dataset, the best and the second-best scores are coloured in dark pink and light pink, respectively.

| Method            | MUTAG | BZR  | COX2 | DHFR | FRANKENSTEIN | PROTEINS | NCI1 | NCI109 | IMDB–BINARY | IMDB–MULTI |
|-------------------|-------|------|------|------|--------------|----------|------|--------|-------------|------------|
| Scale-variant     | 85.2±5.1 | 86.8±2.0 | 78.4±1.8 | 78.4±2.0 | 69.4±3.5 | 72.6±2.0 | 71.6±1.3 | 70.5±1.2 | 72.9±1.1 | 50.3±2.9 |
| Graphlet          | 83.4±5.7 | 78.2±0.4 | 77.7±0.0 | 61.2±0.0 | 57.0±0.7 | 71.8±2.1 | 62.9±1.5 | 62.8±1.4 | 59.0±3.5 | 41.0±2.2 |
| KSPath            | 82.7±5.8 | 85.6±3.1 | 76.9±2.0 | 75.7±3.1 | 69.1±1.4 | 73.4±2.4 | 67.6±1.5 | 68.1±1.6 | 61.0±3.6 | 45.6±2.5 |
| GeometricRW       | 82.8±5.9 | 84.7±3.2 | 77.1±1.9 | 75.4±3.0 | 68.8±1.4 | 72.1±2.2 | 65.6±1.5 | 65.5±1.5 | 67.5±3.6 | 47.9±2.7 |
| ExponentialRW     | 82.9±5.8 | 86.2±3.2 | 76.9±2.0 | 75.9±3.3 | 68.7±1.4 | 72.3±2.3 | 65.4±1.5 | 65.7±1.6 | 66.4±3.3 | 47.4±2.6 |
| ShortestPath       | 82.1±6.1 | 84.6±3.1 | 77.1±1.7 | 74.7±3.4 | 66.3±1.5 | 72.4±2.2 | 64.9±1.5 | 64.7±1.4 | 58.0±3.6 | 43.9±2.6 |
| Weisfeiler–Lehman | 85.2±5.4 | 84.9±2.8 | 77.4±1.5 | 77.2±3.3 | 71.4±1.4 | 72.6±2.2 | 71.0±2.3 | 71.6±1.5 | 61.2±2.9 | 47.8±2.3 |
| CommonMeasures     | 84.7±4.8 | 82.8±1.8 | 77.7±0.0 | 69.7±3.0 | 63.7±1.3 | 75.6±2.2 | 67.4±1.5 | 67.1±1.4 | 71.6±2.7 | 45.4±2.4 |
| Scale-average      | 85.9±5.7 | 79.1±1.3 | 77.7±0.0 | 67.3±3.1 | 62.7±1.1 | 70.9±1.9 | 66.8±1.6 | 66.1±1.6 | 71.0±2.8 | 33.3±0.0 |
| Scale-norm-average | 85.1±6.0 | 81.1±1.6 | 77.7±0.0 | 61.2±0.0 | 60.4±1.3 | 71.7±1.9 | 65.3±1.8 | 65.6±1.4 | 70.8±2.8 | 46.0±2.3 |
Figure 5 | Kernel Fisher discriminant ratio (KFDR) calculated from three-dimensional persistence diagrams of one-dimensional holes for the time-evolving Drosophila Melanogaster gene regulatory networks. We detect the transition time points in the windows of 11 time points spanning from different developmental stages. In each window, the transition time point $t_c$ is the time index of the maximum KFDR value marked with the orange point. (a) The windows from the embryonic stage to the larval stage with time points $26 \rightarrow 36$ ($t_c = 28$), $27 \rightarrow 37$ ($t_c = 28$) and $28 \rightarrow 38$ ($t_c = 31$). (b) The windows from the larval stage to the pupal stage with time points $36 \rightarrow 46$ ($t_c = 41$), $37 \rightarrow 47$ ($t_c = 41$) and $38 \rightarrow 48$ ($t_c = 41$). (c) The windows from the pupal stage to the adulthood stage with time points $54 \rightarrow 64$ ($t_c = 59$), $55 \rightarrow 65$ ($t_c = 59$) and $56 \rightarrow 66$ ($t_c = 59$).
previous approaches, our findings indicate that understanding the variation of topological scales and the non-dyadic interactions can provide important insights into the behaviour of complex systems.

In our experiments, the scale-variant topological features were constructed from zero-dimensional and one-dimensional holes. In principle, we can compute the features from higher-dimensional holes that represent non-dyadic interactions involving a larger number of nodes in each interaction. However, to investigate the features from high-dimensional holes, the Vietoris–Rips filtration used in our study can consist of a large number of simplices. More precisely, to consider l-dimensional holes, the Vietoris–Rips filtration has size $O(N^{l+1})$ of the number of simplices. This observation shows the difficulty of using the features from l-dimensional holes ($l \geq 2$) for networks with a large number of nodes $N$. However, as demonstrated in this paper, we found that it is sufficient in practical applications to use l-dimensional holes with $l = 0, 1$. Furthermore, one can replace the Vietoris–Rips filtration with the Witness filtration or the approximation of the Vietoris–Rips filtration for more efficient computations.

Our work is expected to become a unified analysis of complex networks. This work opens up new possibilities for designing effective algorithms in network science. Such possibilities include investigation of more complicated network structures. For instance, we can employ the proposed framework to study different aspects of multiplex networks or apply it to the structural reducibility of a multilayer network while preserving its dynamics and function.

Methods

Network models. We describe network models used in our experiments.

GN is a particular case of the planted l-partition model. We use the network with 128 nodes partitioned into four communities of size 32 and the average degree of 16. In the GN model, we focus on the ratio $r$ between the probability of inter-community links ($p_{\text{out}}$) and intra-community links ($p_{\text{in}}$). We vary $r = p_{\text{out}}/p_{\text{in}} = 0.01, 0.02, \ldots, 1.0$ and generate 10 random realizations of the network for each value of $r$.

LFR is a model that generates a network with a priority known communities, and both the node degrees and the community size follow the power-law distribution. We focus on the mixing rate $\mu$ ($0 \leq \mu \leq 1.0$), where each node shares a fraction $1 - \mu$ of links with the nodes inside its community and a fraction of $\mu$ with the nodes outside its community. For the standard LFR model, we set the number of nodes as 128, the average and the maximum degrees as 16 and 32 and the minimum and the maximum community sizes as 16 and 32, respectively. The power-law exponent coefficients for the degree distribution, the community size distribution and the weights distribution are $t_1 = 2, t_2 = -1$ and $t_3 = 1$, respectively. We vary the mixing rate as $\mu = 0.01, 0.2, \ldots, 1.0$ and use the program provided by ref. to generate 10 random realizations of a network for each value of $\mu$.

We generate networks from the WS rewiring model with 128 nodes and rewiring probability $\beta = 0.00, 0.01, \ldots, 1.0$, with 10 random realizations for each value of $\beta$.

The ER model is a classical model that generates random networks. We set the number of nodes as 128, vary the pair-link probability $p_{\text{link}} = 0.020, 0.021, \ldots, 0.1$ and generate 10 random realizations of the networks for each value of $p_{\text{link}}$.

We generate networks from the LFR-H model with the hierarchical structure of communities. The number of nodes is 300, the minimum and the maximum sizes of the micro-community are 10 and 50, the minimum and the maximum sizes of the macro-community are 20 and 80 and the average and the maximum degrees are 20 and 25, respectively. The power-law exponent coefficients for the degree distribution, the community size distribution and the weights distribution are the same as for the standard LFR model. We keep the mixing rate for the micro-communities as $\mu_{\text{micro}} = 0.16$, and vary the mixing value for the macro-communities as $\mu_{\text{macro}} = 0.01, 0.02, \ldots, 0.2$ with 20 random realizations for each value of $\mu_{\text{macro}}$.

Finally, SP is a model that generates hierarchical networks with 640 nodes and three community structures nested in one another. There are 64 communities of 10 nodes at the small-scale level, 16 communities of 40 nodes at the medium-scale level and 4 communities of 160 nodes at the large-scale level. There are two parameters; the average degree $\bar{\rho}$, which represents the density of the network, and $\rho$, which quantifies the separations between the three scales. We keep $\bar{\rho} = 16$, vary the parameter $\rho = 0.05, 0.10, \ldots, 2.0$ and use the program provided by ref. to generate 10 random realizations of the networks at each value of $\rho$.

Kernel method for three-dimensional persistence diagrams. Given a positive bandwidth $\sigma$ and the positive rescaling coefficient $\xi$ introduced to adjust the scale difference between the point-wise distance and time, we define the kernel $k_{\sigma,\xi}(E, F)$ between two three-dimensional persistence diagrams, $E$ and $F$, as

$$
 k_{\sigma,\xi}(E, F) = \frac{1}{\sigma \sqrt{2\pi}} \sum_{p \in E, q \in F} \left( e^{-\frac{d^2(p, q)}{2\sigma^2}} - e^{-\frac{d^2(p, \tilde{q})}{2\sigma^2}} \right),
$$

where $d^2(p, q) = |b_1 - b_2|^2 + |d_1 - d_2|^2 + \xi^2|\tau_1 - \tau_2|^2$, $d^2(p, \tilde{q}) = |b_1 - d_2|^2 + |d_1 - b_2|^2 + \xi^2|\tau_1 - \tau_2|^2$, with $p = (b_1, d_1, \tau_1)$ and $q = (b_2, d_2, \tau_2)$, $\tilde{q} = (d_2, b_2, \tau_2)$. The normalized version of the kernel is defined by the normalization $k_{\sigma,\xi}(E, F) \leftarrow k_{\sigma,\xi}(E, F) / \sqrt{k_{\sigma,\xi}(E, E) k_{\sigma,\xi}(F, F)}$. 


We set the rescale coefficient to $\xi = \sigma$ and present here a heuristic method to select the bandwidth $\sigma$. Given the kernel values calculated from the three-dimensional persistence diagrams $D_g^{(1)}$, $D_g^{(3)}$, ..., $D_g^{(3)}$, we denote $\sigma_s^2 = \text{median}\{(b_i - b_j)^2 + (d_i - d_j)^2 \mid (b_i, d_i, \tau_i), (b_j, d_j, \tau_j) \in D_g^{(3)}\}$ with $s = 1, 2, \ldots, M$. We set $\sigma$ as $\sigma^2 = \frac{1}{2} \text{median}\{\sigma_s^2 \mid s = 1, \ldots, N\}$ such that $2\sigma^2$ takes values close to many $(b_i - b_j)^2 + (d_i - d_j)^2$ values.

Common statistical measures for a network. For each network, we calculate the following 16 common measures: the density (the ratio of the existing to the possible edges), the transitivity\(^{13}\) (the proportion of triangles), the diameter (the maximum eccentricity), the radius (the minimum eccentricity), the degree assortativity coefficient\(^{56}\), the global efficiency\(^{57}\), the number of connected parts, the average number of triangles that include a node as a vertex, the average local efficiency\(^{57}\), the average edge betweenness centrality\(^{58}\), the average node betweenness centrality\(^{59}\), the average node closeness centrality\(^{59}\), the average eccentricity, the average shortest paths and the average degree centrality\(^{59}\). We normalize the measures in the range of $[0, 1]$ using the min-max normalization (i.e. $f = (f - f_{\text{min}})/(f_{\text{max}} - f_{\text{min}})$, where $f_{\text{min}}, f_{\text{max}}$ are the minimum and the maximum values of a measure in the data).

**Real-world network data.** For the classification task, we test on ten real-world network datasets of bioinformatics and social networks\(^{50}\). Supplementary Table 1 shows the aggregate statistics for these datasets.

The first dataset is MUTAG\(^{50}\); it consists of 188 networks of chemical compounds divided into two classes according to their mutagenic effect on a bacterium, i.e. mutagenic aromatic and heteroaromatic nitro compounds. BZR, COX2, DHFR\(^{63}\) datasets consist of 405 ligands for the benzodiazepine receptor (BZR), 407 cyclooxygenase2 inhibitors (COX2) and 756 inhibitors of the dihydrofolate reductase (DHFR) come with 3D coordinates. In each of these datasets, the chemical compounds are divided into active and inactive compounds that we need to classify.

FRANKENSTEIN\(^{62}\) is a modified version of BURSI\(^{63}\) dataset made of 4337 molecules with 2401 mutagens and 1936 nonmutagens to classify. Each molecule is represented as a small network whose vertices are labelled by the chemical atom symbol and edges by the bond type.

PROTEINS\(^{64}\) is a dataset of 1113 proteins represented as networks, where the nodes are secondary structure elements and the edges represent the neighbourhood within the 3-D structure or along the amino acid chain. We classify the proteins into enzymes and non-enzymes.

NCI1 and NCI109\(^{65}\) are datasets of chemical compounds with 4110 and 4127 compounds, respectively. We classify the compounds with the ability to suppress or inhibit the growth of a panel of human tumour cell lines.

IMDB–BINARY\(^{56}\) is a dataset of 1000 movie collaboration ego-networks for each actor (actress) in Action and Romance genres from IMDB.com. For each network, two nodes representing actors or actresses are connected if they appear in the same movie. The task is to identify whether a given ego-network of an actor (actress) belongs to the Action or Comedy genre.

IMDB–MULTI\(^{66}\) is the multi-class version of IMDB–BINARY and contains 1500 ego-networks belonging to Comedy, Romance and Sci-Fi genres.

**Code availability.** The C++ code for calculating the persistent diagrams (the core implementation referenced from Ripser library\(^{67}\)) and the kernel, the Python code for mapping network nodes into a point cloud, the R code for calculating other graph kernel methods and the MATLAB code for generating network benchmarks are publicly available from the GitHub repository https://github.com/OminiaVincit/scale-variant-topo.

**Data availability.** The data that support the findings of this study are available from the corresponding author upon a reasonable request. However, the benchmark networks can be generated by using the source code in the “Code availability” section. For the real network data that have been obtained from publicly available sources, the corresponding URLs or references are provided in the “Real-world network data” section.
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"Scale-variant Topological Information for Characterizing Complex Networks"
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This supplementary material describes in detail the calculations introduced in the main text and additional figures. Equations in this section are prefixed with S (e.g. Eq. (S1)). Numbers without the prefix (e.g. Eq. (1)) refer to items in the main text.

Supplementary Notes.

Supplementary Note 1: Construction of Vietoris–Rips filtration of a network.

In the following sections, we define and describe in Supplementary Fig. 1 the process of extracting topological features of a complex network at each specific timescale $\tau$.

We consider an undirected weighted network $G$ with $N$ nodes $v_1, \ldots, v_N$. We denote $L^\text{rw}_G$ as the random walk Laplacian of network $G$. At a specific $\tau$, we map the nodes of network $G$ to a point cloud of $N$ points $p_G(\tau|1), \ldots, p_G(\tau|N)$. Here, $p_G(\tau|i)$ is given according to the solution of the Kolmogorov forward equation:

$$\frac{dp_G(\tau|i)}{dt} = -p_G(\tau|i)L^\text{rw}_G.$$  \hspace{1cm} (S1)

The solution for Eq. (S1) is $p_G(\tau|i) = u_i \exp(-\tau L^\text{rw}_G)$, where $u_i = [0, \ldots, 0, 1, 0, \ldots, 0]$ with its $i$-th element being equal to 1; others are equal to 0.

At each $\tau$, we calculate the diffusion distance matrix $\Delta_\tau$ of size $N \times N$, whose element $\Delta_{ij}$ is the Euclidean distance between points $p_G(\tau|i)$ and $p_G(\tau|j)$ (Supplementary Fig. 1a). If $\epsilon = 0$, the nodes of the network can be considered discrete points. As we increase $\epsilon$, new pairwise connections and simplices may appear when $\epsilon$ meets each value of $\Delta_{ij}$. We obtain a filtration as a sequence of embedded simplicial complexes. Hole patterns such as connected components or loops can appear or disappear over this filtration. For instance, in Supplementary Fig. 1b, at $\epsilon = 0$, we have six separated nodes considered as six separated connected components, but at $\epsilon = 0.407$, three nodes are connected with each other; thus, two connected components disappear at this scale. We can describe these patterns as two blue bars started at scale 0 and ended at scale 0.407. The same explanation with the red bar started at scale 0.428 and ended at scale 0.430, which represents the emergence of loop pattern ($v_1 \rightarrow v_2 \rightarrow v_3 \rightarrow v_4 \rightarrow v_5 \rightarrow v_1$) at $\epsilon = 0.428$ and the disappearance at $\epsilon = 0.430$. Supplementary Figure 1c illustrates the corresponding persistence diagrams for zero-dimensional holes and one-dimensional holes, where the birth-scale and the death-scale are represented for the values of $\epsilon$ at the emergence and the disappearance of the holes.
Supplementary Figure 1 | Construction of Vietoris–Rips filtration of a complex network at a specific timescale \( \tau \). We map nodes \( v_1, \ldots, v_N \) of the network to a point cloud of \( N \) points \( p(\tau|1), \ldots, p(\tau|N) \) through a diffusion dynamics described by the random walk Laplacian \( L^{rw} \). (a) Diffusion distance matrix \( \Delta_\tau \) of size \( N \times N \), whose element \( \Delta_{ij} \) is the Euclidean distance between points \( p(\tau|i) \) and \( p(\tau|j) \). (b) A complex is built over a set of points if the pairwise distances between them are less than or equal to a distance-scale parameter \( \epsilon \). If \( \epsilon = 0 \), we have the discrete points. As \( \epsilon \) takes the increasing sequence values of diffusion distance \( \Delta_{ij} \), the hole patterns such as connected components (zero-dimensional hole) or loops (one-dimensional hole) can appear or disappear over this filtration. The lifetime of these hole patterns are described as blue bars (for zero-dimensional holes) and red bars (for one-dimensional holes). These bars begin at the values of \( \epsilon \) when the holes appear, then end at values when the holes disappear. (c) The corresponding persistence diagrams for zero-dimensional and one-dimensional holes. The birth-scale and the death-scale are represented for the values of \( \epsilon \) at the emergence and the disappearance of the holes.
Supplementary Note 2: Kernel Fisher discriminant ratio.

The kernel method maps persistence diagrams in an abstract space, namely, a reproducing Hilbert space \( \mathcal{H} \) associated with a reproducing kernel \( k(\cdot, \cdot) \) and a feature map \( \Phi(DgX) = k(DgX, \cdot) \). The inner product between two operators \( \Phi(DgX) \) and \( \Phi(DgY) \) is defined as \( \langle \Phi(DgX), \Phi(DgY) \rangle_{\mathcal{H}} = k(DgX, DgY) \). Here, \( DgX \) and \( DgY \) are two three-dimensional persistence diagrams. We consider a window as a collection of diagrams \( \mathcal{D} = \{ Dg_1, \ldots, Dg_M \} \) and a given index \( s > 1 \). The corresponding empirical mean elements and covariance operators associated with the data in \( \mathcal{D} \) having index before and from \( s \) are defined as

\[
\hat{\mu}_1 = \frac{1}{s-1} \sum_{i=1}^{s-1} k(Dg_i, \cdot),
\]

\[
\hat{\Sigma}_1 = \frac{1}{s-1} \sum_{i=1}^{s-1} \{k(Dg_i, \cdot) - \hat{\mu}_1\} \otimes \{k(Dg_i, \cdot) - \hat{\mu}_1\},
\]

\[
\hat{\mu}_2 = \frac{1}{M-s+1} \sum_{i=s}^{M} k(Dg_i, \cdot),
\]

\[
\hat{\Sigma}_2 = \frac{1}{M-s+1} \sum_{i=s}^{M} \{k(Dg_i, \cdot) - \hat{\mu}_2\} \otimes \{k(Dg_i, \cdot) - \hat{\mu}_2\}.
\]

Here, \( f \otimes g \) for two operators \( f, g \in \mathcal{H} \) is defined for all operators \( h \in \mathcal{H} \) as \( (f \otimes g)h = \langle g, h \rangle_{\mathcal{H}} f \).

The kernel Fisher discriminant ratio \( \text{KFDR}_{M,s}(\mathcal{D}) \) is defined as

\[
\text{KFDR}_{M,s}(\mathcal{D}) = \frac{(s-1)(M-s+1)}{M} \left\langle \hat{\mu}_2 - \hat{\mu}_1, (\hat{\Sigma} + \gamma I)^{-1}(\hat{\mu}_2 - \hat{\mu}_1) \right\rangle_{\mathcal{H}},
\]

where \( \gamma \) is a regularization parameter and \( \hat{\Sigma} = s-1 \hat{\Sigma}_1 + \frac{M-s+1}{M} \hat{\Sigma}_2 \).

We set \( \gamma = 10^{-1}, 10^{-1}, 10^{-5} \) in the experiments of the Girvan–Newman (GN) network, Lancichinetti–Fortunato–Radicchi (LFR) network and Drosophiila Melanogaster network, respectively.

Supplementary Note 3: Stability of scale-variant topological features.

To prove the stability property of the topological features undergoing network perturbation, we introduce the concept of the bottleneck distance between two two-dimensional diagrams first. Let \( X \) and \( Y \) be finite sets of points embedded in the Euclidean space \( \mathbb{R}^n \). Denote their two-dimensional persistent diagrams for \( l \)-dimensional holes as \( DgX \) and \( DgY \), respectively. We consider all matchings, \( \gamma \), such that a point on one diagram is matched to a point on the other diagram or to its projection on the line \( b = d \) in two-dimensional space. The bottleneck distance \( d_B^{(2)} \) between \( DgX \) and \( DgY \) is defined as the infimum of the longest matched infinity-norm distance over all matchings, \( \gamma \):

\[
d_B^{(2)}(DgX, DgY) = \inf_{\gamma} \max_{(p, q) \in \gamma} \| p - q \|_{\infty}.
\]

The bottleneck distance between the two-dimensional persistence diagrams satisfies the following inequality:

\[
d_B^{(2)}(DgX, DgY) \leq 2d_H(X, Y),
\]

where \( d_H(X, Y) \) is the Hausdorff distance given as

\[
d_H(X, Y) = \max \left\{ \max_{x \in X} \min_{y \in Y} d(x, y), \max_{y \in Y} \min_{x \in X} d(x, y) \right\}.
\]

Here, \( d(x, y) \) is the Euclidean distance between two points \( x, y \) in \( \mathbb{R}^n \).

Given two three-dimensional persistence diagrams as \( E \) and \( F \), consider all matchings \( \psi \) such that a point on one diagram is matched to a point on the other diagram or to its projection on the plane \( b = d \). For each pair \( (p, q) \in \psi \) for which \( p = (b_1, d_1, t_1) \) and \( q = (b_2, d_2, t_2) \), we define the relative infinity-norm distance between \( p \) and \( q \) as \( d^{(\infty)}_k(p, q) = \max(|b_1 - b_2|, |d_1 - d_2|, |t_1 - t_2|) \), where \( \xi \) is a positive rescaling coefficient introduced to adjust the scale difference between the point-wise distance and time. The bottleneck distance, \( d_B^{(3)}(E, F) \), is defined as the infimum of the longest matched relative infinity-norm distance over all matchings, \( \psi \):

\[
d_B^{(3)}(E, F) = \inf_{\psi} \max_{(p, q) \in \psi} d^{(\infty)}_k(p, q).
\]
For each $\tau \in \mathcal{T}$ and two networks $G, H$ with the same number $N$ of nodes, we first prove the following inequality:

$$d_B^{(2)}(Dg_{l,\tau}^{(2)}(G), Dg_{l,\tau}^{(2)}(H)) \leq 2\tau\|L^w_G - L^w_H\|_2.$$  \hspace{1cm} (S11)

Here, two two-dimensional persistence diagrams $Dg_{l,\tau}^{(2)}(G)$ and $Dg_{l,\tau}^{(2)}(H)$ are calculated for $l$-dimensional holes from two point clouds $P_{\gamma,\tau} = \{p_{\gamma}(\tau|1), \ldots, p_{\gamma}(\tau|N)\}$ and $P_{\gamma,\tau} = \{p_{\gamma}(\tau|1), \ldots, p_{\gamma}(\tau|N)\}$, respectively.

By applying Eq. (S8) with $P_{\gamma,\tau}$ and $P_{\gamma,\tau}$, we have

$$d_B^{(2)}(Dg_{l,\tau}^{(2)}(G), Dg_{l,\tau}^{(2)}(H)) \leq 2d_H(P_{\gamma,\tau}, P_{\gamma,\tau}),$$  \hspace{1cm} (S12)

From the definition of the Hausdorff distance, we have

$$d_H(P_{\gamma,\tau}, P_{\gamma,\tau}) = \max \left\{ \max_i \min_j d(p_{\gamma}(\tau|i), p_{\gamma}(\tau|j)), \max_j \min_i d(p_{\gamma}(\tau|i), p_{\gamma}(\tau|j)) \right\}$$  \hspace{1cm} (S13)

$$= \max_i d(p_{\gamma}(\tau|i), p_{\gamma}(\tau|i)),$$  \hspace{1cm} (S14)

We write the difference of the matrix exponential in terms of an integral \(^2\),

$$\|e^{-\tau L^w_G} - e^{-\tau L^w_H}\|_2 = \| \int_0^\tau e^{-L^w_G(t-\tau)} E e^{-L^w_H t} dt \|_2 \hspace{1cm} (S18)$$

$$\leq \int_0^\tau \| e^{-L^w_G(t-\tau)} E e^{-L^w_H t} \|_2 dt \leq \| E \|_2 \int_0^\tau \| e^{-L^w_G(t-\tau)} \|_2 \| e^{-L^w_H t} \|_2 dt,$$

where $E = L^w_G - L^w_H$. We know that $-L^w_G$ is a negative semi-definite matrix with the largest eigenvalue equal to 0. It implies that the largest eigenvalue of $e^{-L^w_G(t-\tau)}$ is equal to 1, and hence $\| e^{-L^w_G(t-\tau)} \|_2 = 1$. We obtain the same result with $-L^w_H$, i.e. $\| e^{-L^w_H t} \|_2 = 1$. Then, from Eq. (S17) and Eq. (S19), we have

$$d(p_{\gamma}(\tau|i), p_{\gamma}(\tau|i)) \leq \| E \|_2 \int_0^\tau 1 dt = \tau \| E \|_2 = \tau \| L^w_G - L^w_H \|_2.$$  \hspace{1cm} (S20)

From Eq. (S12), Eq. (S15) and Eq. (S20), we have the result in Eq. (S11).

Let $\gamma_0$ be the set of matchings defined in Eq. (S7) between two two-dimensional persistence diagrams $Dg_{l,\tau}^{(2)}(G)$ and $Dg_{l,\tau}^{(2)}(H)$. For each collection $\Lambda = \{\gamma_1, \gamma_2, \ldots, \gamma_K \mid \gamma_i \in \Gamma_0, i = 1, 2, \ldots, K\}$, we consider the matching $\psi$ between two three-dimensional persistence diagrams $Dg_{l}^{(3)}(G)$ and $Dg_{l}^{(3)}(H)$ constructed in the following way. For each $(p, q) \in \psi$, $p = (b_1, d_1, \tau)$, $q = (b_2, d_2, \tau)$ and $(p_\gamma, q_\gamma) \in \gamma$, where $p_\gamma = (b_1, d_1)$, $q_\gamma = (b_2, d_2)$ and $\gamma \in \Lambda \cap \Gamma_0$. Let $\Gamma$ be a set of all matchings $\psi$ constructed this way. From the definition of the bottleneck distance, we have the following inequality:

$$d_{B,\xi}^{(3)}(Dg_{l}^{(3)}(G), Dg_{l}^{(3)}(H)) \leq \inf_{\psi \in \Gamma} \max_{(p, q) \in \psi} d_{\xi}^{(\infty)}(p, q).$$  \hspace{1cm} (S21)

For $(p, q) \in \psi$, we have

$$d_{\xi}^{(\infty)}(p, q) = \max\{|b_1 - b_2|, |d_1 - d_2|, \xi |\tau - \tau|\}$$  \hspace{1cm} (S22)

$$= \max\{|b_1 - b_2|, |d_1 - d_2|\} = \| p_\gamma - q_\gamma \|_\infty,$$  \hspace{1cm} (S23)

and Eq. (S21) becomes

$$d_{B,\xi}^{(3)}(Dg_{l}^{(3)}(G), Dg_{l}^{(3)}(H)) \leq \max_{\tau \in \Gamma} \inf_{(p, q, \gamma) \in \psi} \| p_\gamma - q_\gamma \|_\infty$$  \hspace{1cm} (S24)

$$= \max_{\tau \in \Gamma} d_B^{(2)}(Dg_{l,\tau}^{(2)}(G), Dg_{l,\tau}^{(2)}(H)).$$  \hspace{1cm} (S25)

From Eq. (S11) and Eq. (S25), we obtain Eq. (4) in the main text, which is the stability property of our scale-variant features.
**Supplementary Note 4: Graph kernel methods.**

We describe the graph kernel methods used in the main text. These graph kernels are based on random walks (KStepRW, GeometricRW, ExponentialRW) \(^1,^5\), paths (ShortestPath⁸), limited-sized subgraphs (Graphlet⁷) and subtree patterns (Weisfeiler–Lehman⁹). The implementations of these graph kernels can be found in ref.⁹.

**KStepRW kernel.** To measure the similarity between two graphs, the random walk graph kernel computes the number of equal-length walks in two graphs. Given two unlabeled graphs \(G\) and \(G'\) with their vertex and edge sets as \((V, E)\) and \((V', E')\), respectively, the direct product graph \(G \times G' = (V \times V', E \times E')\) is a graph with the node set \(V \times V' = \{(v, v') \mid v \in V, v' \in V'\}\) and the edge set \(E \times E' = \{((v_a, v'_a), (v_b, v'_b)) \mid (v_a, v_b) \in E, (v'_a, v'_b) \in E'\}\). The KStepRW kernel is the k-step random walk kernel \(K^k_{\text{GR}}\) defined as

\[
K^k_{\text{GR}}(G, G') = \sum_{i,j=1}^{\left|V_x\right|} \sum_{m=0}^{\infty} \left[\lambda_m W^m_{ij}\right]_k, \tag{S26}
\]

where \(W_{ij}\) is a weight matrix of \(G_x\) and \(\lambda_0, \ldots, \lambda_k\) is a sequence of positive, real-valued weights. In our experiments, we set \(k = 2\) and \(\lambda_0 = \lambda_1 = \lambda_2 = 1.0\).

**GeometricRW kernel.** This kernel is a specific case of the k-step random walk kernel, when \(k\) goes to infinity and the weights are the geometric series, i.e. \(\lambda_m = \lambda^m (\lambda = 0.05\) in our experiments). The GeometricRW kernel is defined as

\[
K_{\text{GR}}(G, G') = \sum_{i,j=1}^{\left|V_x\right|} \sum_{m=0}^{\infty} \left[\lambda^m W^m_{ij}\right]_k = \sum_{i,j=1}^{\left|V_x\right|} \left[(I - \lambda W_{ij})^{-1}\right], \tag{S27}
\]

where \(I\) is an identity matrix of size \(\left|V_x\right| \times \left|V_x\right|\).

**ExponentialRW kernel.** This kernel is a specific case of the k-step random walk kernel, when \(k\) goes to infinity and the weights are the exponential series, i.e. \(\lambda_m = \frac{\beta^m}{m!}\) (\(\beta = 0.1\) in our experiments). ExponentialRW kernel is defined as

\[
K_{\text{ER}}(G, G') = \sum_{i,j=1}^{\left|V_x\right|} \sum_{m=0}^{\infty} \left[\frac{\beta^m W^m_{ij}}{m!}\right]_k = \sum_{i,j=1}^{\left|V_x\right|} \left[\epsilon^{\beta W_{ij}}\right]_k. \tag{S28}
\]

**ShortestPath kernel.** This kernel compares all pairs of the shortest path lengths from \(G\) and \(G'\) defined as

\[
K_{\text{SP}}(G, G') = \sum_{v_i, v_j \in G} \sum_{v'_i, v'_j \in G'} \delta(d(v_i, v_j), d(v'_i, v'_j)), \tag{S29}
\]

where \(d(v_i, v_j)\) and \(d(v'_i, v'_j)\) are the lengths of the shortest path between nodes \(v_i\) and \(v_j\) in \(G\), and the shortest path between nodes \(v'_i\) and \(v'_j\) in \(G'\), respectively. Here, the \(\delta\)-function is defined as \(\delta(x, y) = 1\) if \(x = y\) and \(0\) if \(x \neq y\).

**Graphlet kernel.** A size-\(k\) graphlet is an induced and non-isomorphic sub-graph of size \(k\). Let \(\mathcal{G}_k = \{G_1, \ldots, G_{N_k}\}\) be a set of size-\(k\) graphlets, where \(N_k\) denotes the number of unique graphlets of size \(k\). For an unlabeled graph \(G\), we define a vector \(f_G\) of length \(N_k\) such that the \(i\)th component of \(f_G\) denotes the frequency of graphlet \(G_i\) appearing as a subgraph of \(G\). Given two unlabeled graphs \(G\) and \(G'\), the graphlet kernel is defined as

\[
K_{\text{GR}}(G, G') = \langle f_G, f_G' \rangle, \tag{S30}
\]

where \(\langle \cdot, \cdot \rangle\) represents the Euclidean dot product. In our experiments, we set \(k = 4\) for MUTAG, BZR, DHFR and FRANKENSTEIN datasets and \(k = 3\) for the other datasets.

**Weisfeiler–Lehman kernel.** This kernel decomposes a graph into its subtree patterns and compares these patterns in two graphs. For an unlabeled graph \(G\), all vertexes \(v\) of \(G\) are initialized with label \(\phi(v) = 0\). We iterate over each vertex \(v\) and its neighbour to create a multiset label as \(\phi^{(1)}(v)\) such that \(\phi^{(1)}(v) = \phi(v)\), and \(\phi^{(i)}\) with \(i > 1\) is defined as \(\phi^{(i)}(v) = (\phi^{(i-1)}(v), Q^{(i-1)}_v)\), where \(Q^{(i-1)}_v\) is the sorted labels of \(v\)’s neighbours. To measure the similarity between graphs, we count the co-occurrences of the labels in both graphs for \(h\) iterations with the kernel defined as

\[
K_{\text{WL}}(G, G') = \langle 1_G, 1_{G'} \rangle. \tag{S31}
\]
Here, $1_G$ is the vector concatenation of $h$ vertex label histograms $1_{g}^{(1)}, \ldots, 1_{g}^{(h)}$ in $h$ iterations. We set $h = 5$ in our experiments.
Supplementary Figures and Tables.

Supplementary Figure 2 | Kernel Fisher discriminant ratio (KFDR) estimated for the series of Girvan–Newman networks. We detect the transition point in the window of 100 persistence diagrams for one-dimensional holes obtained when increasing \( r = \frac{p_{\text{out}}}{p_{\text{in}}} \) as \( r_1 = 0.01, r_2 = 0.02, \ldots, r_{100} = 1.0 \). The maximum value of KFDR is marked with the orange point. The transition point \( r_c = 0.12 \) is the value of \( r \) that achieves the maximum KFDR.

Supplementary Figure 3 | Kernel Fisher discriminant ratio (KFDR) estimated for the series of Lancichinetti–Fortunato–Radicchi networks. We detect the transition point in the window of 100 persistence diagrams for one-dimensional holes obtained when increasing \( \mu \) as \( \mu_1 = 0.01, \mu_2 = 0.02, \ldots, \mu_{100} = 1.0 \). The maximum value of KFDR is marked with the orange point. The transition point \( \mu_c = 0.26 \) is the value of \( \mu \) that achieves the maximum KFDR.

Supplementary Table 1 | Summary statistics of the real-world network data.

| Dataset    | Number of networks | Number of classes | Number of networks in each class | Average number of nodes | Average number of edges |
|------------|--------------------|-------------------|---------------------------------|-------------------------|------------------------|
| MUTAG      | 188                | 2                 | (63,125)                        | 17.93                   | 19.79                  |
| BZR        | 405                | 2                 | (319, 86)                       | 35.75                   | 38.36                  |
| COX2       | 467                | 2                 | (365, 102)                      | 41.22                   | 43.45                  |
| DHFR       | 756                | 2                 | (295, 461)                      | 42.43                   | 44.54                  |
| FRANKENSTEIN | 4337             | 2                 | (2401, 1936)                    | 16.90                   | 17.88                  |
| PROTEINS   | 1113               | 2                 | (663, 450)                      | 39.06                   | 72.82                  |
| NC1I       | 4110               | 2                 | (2053, 2057)                    | 29.87                   | 32.30                  |
| NCI109     | 4127               | 2                 | (2048, 2079)                    | 29.68                   | 32.13                  |
| IMDB–BINARY| 1000               | 2                 | (500, 500)                      | 19.77                   | 96.53                  |
| IMDB–MULTI | 1500               | 3                 | (500, 500, 500)                 | 13.00                   | 65.94                  |
Supplementary Figure 4 | Three-dimensional persistence diagrams of one-dimensional holes for the Drosophila Melanogaster gene regulatory networks spanning from $t = 1$ to $t = 18$. For each network at each time point, we compute three-dimensional persistence diagrams with timescale values $\tau_1 = 1, \tau_2 = 2, \ldots, \tau_{100} = 100$. The birth-scale and the death-scale axes of the diagrams are represented at the logarithmic scale.
Supplementary Figure 5 | Three-dimensional persistence diagrams of one-dimensional holes for the *Drosophila Melanogaster* gene regulatory networks spanning from $t = 19$ to $t = 36$. For each network at each time point, we compute three-dimensional persistence diagrams with timescale values $\tau_1 = 1, \tau_2 = 2, \ldots, \tau_{100} = 100$. The birth-scale and the death-scale axes of the diagrams are represented at the logarithmic scale.
Supplementary Figure 6 | Three-dimensional persistence diagrams of one-dimensional holes for the Drosophila Melanogaster gene regulatory networks spanning from $t = 37$ to $t = 54$. For each network at each time point, we compute three-dimensional persistence diagrams with timescale values $\tau_1 = 1, \tau_2 = 2, \ldots, \tau_{100} = 100$. The birth-scale and the death-scale axes of the diagrams are represented at the logarithmic scale.
Supplementary Figure 7 | Three-dimensional persistence diagrams of one-dimensional holes for the Drosophila Melanogaster gene regulatory networks spanning from $t = 55$ to $t = 66$. For each network at each time point, we compute three-dimensional persistence diagrams with timescale values $\tau_1 = 1, \tau_2 = 2, \ldots, \tau_{100} = 100$. The birth-scale and the death-scale axes of the diagrams are represented at the logarithmic scale.
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