Machine Learning Advances aiding Recognition and Classification of Indian Monuments and Landmarks
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Abstract—Tourism in India plays a quintessential role in the country's economy with an estimated 9.2\% GDP share for the year 2018. With a yearly growth rate of 6.2\%, the industry holds a huge potential for being the primary driver of the economy as observed in the nations of the Middle East like the United Arab Emirates. The historical and cultural diversity exhibited throughout the geography of the nation is a unique spectacle for people around the world and therefore serves to attract tourists in tens of millions in number every year. Traditionally, tour guides or academic professionals who study these heritage monuments were responsible for providing information to the visitors regarding their architectural and historical significance. However, unfortunately this system has several caveats when considered on a large scale such as unavailability of sufficient trained people, lack of accurate information, failure to convey the richness of details in an attractive format etc. Recently, machine learning approaches revolving around the usage of monument pictures have been shown to be useful for rudimentary analysis of heritage sights. This paper serves as a survey of the research endeavors undertaken in this direction which would eventually provide insights for building an automated decision system that could be utilized to make the experience of tourism in India more modernized for visitors.
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I. INTRODUCTION

India possesses a rich and diverse cultural and historical heritage, the maintenance and conservation of which is of pivotal importance in today's fast-paced world. Archaeologists and historians have put in a lot of time and effort studying the different monuments and architectural styles by visiting the sites and making first-hand observations. Building upon their work and making a part of that process more streamlined and scalable, Computer Vision techniques have now made a foray and are also being used to study the monuments, the applications of which involve classification of monuments, segmentation of individual architectural styles and much more.

Monument classification can be broadly described as the task of identifying and classifying images of monuments into sub-categories based on their architectural style. Monument recognition and classification comes under the broader domain of landmark recognition. Though landmark recognition is a well-researched area in computer vision, monument recognition still remains challenging due to various factors such as the lack of sufficient annotated datasets of monuments in non-English speaking regions, subtle variations in architectural styles of monuments, image samples being varied in perspective, resolution, lighting, scale and viewpoint. These significant challenges make monument recognition in a diverse region such as India significantly non-trivial. Automatic recognition of monuments provides wide-ranging applications in multiple domains, including but not limited to archaeological, historical research, conservation, tourist attraction and education.

This paper will present a survey on previous work done in the field of monument recognition and classification. This research. The rest of the paper is arranged as follows, Section II discusses the Preliminaries going over the architectural foundations necessary to dive deep into the paper, Section III provides a thorough survey of methods used for feature extraction, recognition, information retrieval and classification, Section IV discusses the authors’ ongoing research and Section V serves as a conclusion and suggests some future avenues.

II. PRELIMINARIES

Throughout the timeline of Indian history, the architectural styles have evolved and been influenced from time to time by factors like the patronage of the ruling dynasties, foreign invasions and shift in spiritual and religious trends like the Bhakti movement [1]. Therefore, having a unanimous categorization of the heritage sites in the nation is not an easily achievable task. There have been various classifications based upon religious or communal ties of the monuments like Sikh architecture, Mughal architecture etc. On the other hand, temples itself had distinguishable categories like Dravidian and Nagara architecture. In this section, some of the common categories are discussed.
1. **Nagara Architecture**: This style was common among the temples initially built in the northern, central and western regions of the Indian subcontinent. These temples have several characteristic features. There are multiple shikharas above the sanctum which are the most prominent characteristic of the temple. The sanctums can be either single story or multi-story with a curvilinear central tower. The pedestals are at a higher level than the surrounding land. Temple boundaries are not given much importance with respect to the details. The image given in Fig. 1 is an example of Nagara architectural style.

2. **Dravidian Architecture**: This style was common among the temples initially built in the northern, central and western regions of the Indian subcontinent. These temples have several characteristic features. There are multiple shikharas above the sanctum which are the most prominent characteristic of the temple. The sanctums can be either single story or multi-story with a curvilinear central tower. The pedestals are at a higher level than the surrounding land. Temple boundaries are not given much importance with respect to the details. The image given in Fig. 2 is an example of Dravidian architectural style.

3. **Vesara Architecture**: This architectural style is an amalgamation of the Dravidian and Nagara styles which gained prominence during the era of the Chalukya dynasty. The superstructures like the shikharas are influenced by the Nagara style while the mandapas are influenced by the Dravidian style. Stellate arrangement is common among the walls of the temple with intricate ornamentation representing both the styles. Adhishthana is the high platform built for raising the temples above the surrounding ground. These temples are majorly found in the Deccan region. The image given in Fig. 3 is an example of Vesara architectural style.

4. **Mughal Architecture**: This style rose to prominence during the era of Mughal invasion of India. It was initially an incorporation of features of the Persian architectures on the existing Indian temple architectures but slowly evolved to be a standalone style. Some of these monuments have gained a reputation for being a unique spectacle in the world like the famous Taj Mahal. A common characteristic of these monuments is having four minarets on each side of the building. Spheroid domes, palace halls built on large pillars and huge entrances were among the other common features. The majority of the monuments including mausoleums, palaces and mosques were built using red or white sandstone. Although monuments previously built for Muslim Indian rules were existent under the umbrella of Indo-Islamic style, the extravagant decor of the Mughal architecture set it apart. The image given in Fig. 4 is an example of Mughal architectural style.
5. **Buddhist Architecture**: This style is exclusively found among the religious buildings of Buddhism. It first flourished in the Indian subcontinent under the patronage of the emperor Ashoka and then expanded across South East Asia with variances in the style according to the region. The buildings of this style can be primarily categorized into three types: the worship halls called the Chaitya, the monasteries known as Vihara and the hemispherical mounds known as Stupa. The majority of these monuments have walls engraved with the teachings of Buddha, gates with semicircular arches, a topmost spike representing five fundamental elements of existence and a boundary made of lines of columns. The image given in Fig. 5 is an example of Buddhist architectural style.

6. **Sikh Architecture**: This style is exclusively found among the monuments which flourished during the era of the Sikh empire. Although majority of the buildings exhibiting this style were religious buildings for the Sikhs, the style found its way into non-religious buildings like bangas or palaces, colleges, etc. with the passage of time. The presence of four entrances which is symbolic of being able to enter without any obstruction is commonly found in several of these monuments especially the gurudwaras. Elliptical or ogee arches, bulbous domes covered capped with brass or copper roofs and miniature shrines are amongst other typical features. Although, a building of this style especially gurudwaras are found in various regions of the country, the heritage sites are situated in the Punjab region of the Indian subcontinent. The image given in Fig. 6 is an example of Sikh architectural style.

III. **LITERATURE REVIEW**

Researchers have been working on landmark classification, which is a superset of monument classification since the past few decades, using various techniques that can be global feature based or local feature based. Global features like textures, edges and colors are rudimentary and least resource-intensive of the two. Linde et al. [2] demonstrated the superiority of higher order composited field histograms leveraging efficient computation on sparse matrices. Ge et al. [3] showed a covariance descriptor based technique using a Support Vector Machine (SVM) for the combined classifiers and voting strategy. Visual context was utilized for place recognition and categorization by Torralba et al. [4] and the authors demonstrated how information about the scene could be exploited for object detection by contextual priming. In 2020, a novel method involving an ensemble of subcenter ArcFace models [5] with dynamic margins, using only global features, won the Google Landmark Recognition challenge on the GLDv2 dataset [6].

However, since global features lack granularity and cannot focus on Regions of Interest (ROIs), they are usually used in conjunction with Local features for monument detection or the object detection class of problems in general. Local features are focused on Points of Interest (POI) or Regions of Interest (ROI) and are robust to partial occlusion, illumination variance and changes in viewpoint. Standard approaches include Scale-invariant Feature Transform (SIFT) [7] and affine-invariant features [8]. These approaches commonly use a Bag-of-Words (BoW) model [9,10] on the clustered visual words, representing local features. Many such methods have been presented which include using probability density response map for local patches likelihood [11], patch saliency estimation using contextual knowledge [12], calculating the importance of patches through non-parametric density estimation [13], spatial pyramid kernel-based BoW approaches (SPK-BoW) [14,15] and scalable vocabulary trees [16].

Content-based Image Retrieval (CBIR) is another research area in the applications of Computer Vision in monuments and landmarks recognition. Desai et al. [17] discussed a CBIR system that classifies Indian monuments using various local features. Morphological operations are used for shape features extraction and Gray Level Co-occurrence Matrix (GLCM) is used for texture features. The paper considered 500 images belonging to 5 classes: Mosques, Churches, Hampi Temples, Kerala Temples and Southern temples having a trapezoid shape, and reported a retrieval accuracy of 78-90% for the top 10 images per class. The experiments performed much better on the average weighted precision metric as compared to Sobel [18] and Canny [19] detectors. This work seemed to build upon the similar findings by [20] who built a classifier for different architectural styles of facade windows belonging to Gothic, Romanesque, Gothic and Baroque periods. Similarly, [21] also proposed a CBIR system using morphological gradients and GLCM. Fuxiang Lu et al. [22] proposed an Improved Local Binary Pattern (ILBP) that is more efficient compared to basic LBP methods in terms of discovery of more basic primitives like straight lines, T-junctions and cross-intersections. [23]
discussed a CBIR technique using Ant Colony Optimization (ACO). [24] proposed an efficient CBIR system which takes into account color features from RGB histogram in addition to shape and texture features from mathematical morphology and ILBP respectively.

An investigation on the utility of the characteristic information derived out of low-level feature configurations for the classification of monuments into architectural style using a European monument image dataset was done by [25]. Rischka et al. [26] proposed a landmark recognition system using a hierarchical K-Means clustering system. In [27], Kim et al. prototyped a classification and indexation scheme from a large image repository using local features, user tags and GPS features. The authors in [28] proposed a monuments classification system with 9 categories having labels like Taj Mahal, Qutub Minar, Red Fort using various hand-crafted features along with Bag-of-Words descriptors. They also compared various existing approaches on their dataset.

Sharma et al. [29] curated an Indian monuments dataset and proposed two approaches to classify them, one using Radon Barcodes achieving an accuracy of 76%, and another CNN based approach with an accuracy if 82%. The Radon transform was inspired by the Radon transform normalization discussed in [30]. Yi et al. [31] discusses automated house style classification using CNNs. [32] proposed an automated architectural style recognition system from façade images.

In 2015, Gupta and Chaudhury [33] had demonstrated the use of a 7 layer DCNN and ontology priors for training a monument classification model on a dataset made up of 1500 images of forts, tombs and mosques which was a drastic improvement over a simple logistic classifier. Bhatt and Patalia used a genetic algorithm [34] based approach for building a Indian monument classification system. They considered using 100 images with 25 image each of Golden Temple, India Gate, Qutub Minar and Taj Mahal for training the model. To ensure the robustness of the model, multiple views like right side view, front view, left side view and far view were considered. They achieved an accuracy of 92.75% when the system reached the 100th generation after 7 hours of training.

Gada et al. [35] used an Inception Net [36] based Deep Convolutional Neural Network (DCNN) in 2017 study to classify the 12 most famous monuments found across the Golden Quadrilateral. The researchers observed a training accuracy of 99.4% after training the model for 4000 epochs with their transfer learning [37] approach. In the same year, another group of researchers [38] used a dataset comprising 100 monuments with 50 images per class to compare and contrast the efficacy of Support Vector Machine (SVM) [39], Random Forest [40], K-Nearest Neighbour (KNN) and a simple DCNN as classifiers for the task of monument identification. An interesting highlight of their work was the use of Graph Based Visual Saliency (GBVS) [41] to improve the model accuracy. This seemed to corroborate the claims of a similar 2013 [42] work which involved the classification of monuments found in the areas of Crete, Heraklion and Greece by using Speeded Up Robust Features (SURF) [43] and Scale Invariant Feature Transform (SIFT). Previously, [44] had conducted a study that revealed the performance boost on usage of local features for the automatic identification of landmarks as compared to global features.

Bergado et al. [45] had used airborne images to train a DCNN for the classification of buildings in urban areas. This could serve as precursor to training models using aerial images obtained from drones to provide real time inference on monuments or heritage sites. The study corroborated the notion of the robustness of a DCNN for the extraction of spatio-contextual features.

Shukhla et al. [46] used a DCNN for extraction of image features and SVM and KNN as classifiers for building a monument recognition model using a dataset comprising 6102 images of heritage sites in India classified into Indo-Islamic, Cave, Colonial, Temple and Rock-Cut architecture styles. The researchers also built another classifier using the same techniques to categorize the temple related images in their dataset into Nagara, Vesara and Dravidian styles. Additionally, they used the same dataset and built a third model to classify the images according to the building. The SVM based classifier marginally outperformed the KNN based on the images involved natural landscapes.

A similar report [47] was produced by three researchers from the University of Massachusetts, Amherst whose aim was to classify images of monuments into Sikh, British, Maratha, Indo-Islamic and Ancient styles. Their experiments reported the highest accuracy for the usage Oriented FAST and Rotated BRIEF(ORB) [48] features using descriptor-wise classification with KNN.

A thorough study regarding the application of KNN for content based image classification for the task of monument classification was previously conducted by [49] where the PISA dataset [50] composed of 1,227 photos of 12 cultural sites located in and around Pisa were used. The local feature based classifier was found out to be best in overall performance with respect to the various metrics used.

Jose et.al [51] compared the usage of ResNet and Inception-ResNet-v2 based DCNNs for optimizing the task of monument identification. They used a dataset of 10000 images divided into 10 classes. Without fine-tuning the ResNet [52] based model produced the highest accuracy whereas after fine tuning the Inception-ResNet-v2 [53] based model gave a higher accuracy. The work served to provide a basis for the consideration of deep learning based techniques for the task of monument identification.

Furthermore, a 2018 study [54] threw light on the usage of both Convolutional as well Recurrent Neural Networks(RNN) [55] for the task of cultural heritage classification related to the Indonesian space. While DCNN were employed for the classification of audio, image and videos, RNN were used to do the same for text related to task. An accuracy of 92% by the RNN for text classification of 100 text files, and 76% and 57%
each by the CNN on images and audio respectively were obtained. In the past, [56] demonstrated the usage of Unmanned Aerial Vehicles (UAVs) to capture high resolution imagery to generate a 3D reconstruction of the heritage sites, a case study of which was presented for the Curium archaeological site in Cyprus. Another group of researchers [57] also demonstrated the 3D classification and segmentation of cultural sites using several decision tree based classifiers like random tree, random forest, fast random forest, LogitBoost [58], J48 [59] and RepTREE [60] on point cloud data. The highest accuracy was obtained on by the fast random forest algorithm which was around 69%. Classification of Landmarks using three dimensional point clouds was discussed in [61]. A 3-D reconstruction based on attention is proposed in [62], involving a k-dimensional tree or k-d tree on SIFT features.

An end-to-end Machine Learning based system would not only involve inference from visual data but also conversational agents and certain automated text domain tasks to simulate the offering of a tour guide. Ghosh et al. [63] had proposed a system to utilize ergo centric videos taken from heritage sites to produce dynamic stories. A real time system for monument recognition was proposed in [64] which provided the information in English as well as Hindi to cater to a larger audience. SURF was used for extraction of features while SVM was utilized for the task of classification. Ninawe et al. [65] showed the usage of a DCNN built using TensorFlow framework for the classification of Cathedral and Mughal monuments in India. The dataset used for training comprised 5000 images out of which images of Parish Church, Taj Mahal, Basilica and Char Minar were selected as leaf nodes. They found out that the local weight sharing in DCNN was an important factor for producing an accuracy of 80% which outperformed the previous work done by the authors of [33].

In [66], Chen et al. proposed a novel discriminative bag-of-visual phrase approach for mobile devices, which also incorporates the location and direction data from mobiles in the predictions, achieving a recognition accuracy of 98.3%. Zhang et al. [67] proposed a system to recognize architectural styles using hierarchical sparse coding of ‘blocklets’, which capture morphological features using an efficient blocklet-to-blocklet matching technique.

In [68] Jankovi demonstrated the utility of decision tree based algorithms for classification of images of heritage sites. The dataset was obtained by scrapping images from Flickr and comprised 150 images equally distributed into the classes: Fresco, Architectural Sites and Monasteries. Hoeffding [69], Random Forest, J48 and Random Tree algorithms were used for the task of classification. Random Forest gave the best classification accuracy while Random Tree gave the worst classification accuracy. Hoeffding Tree had a classification accuracy of 85% which was closer to the best accuracy of 90% and it also produced the lowest mean absolute error during the training process among all other algorithms. The Weka [70] machine learning toolkit was used to perform majority of the experiments. [71] demonstrated a classification network based on MobileNet-v2 on the Indian Digital Heritage Space dataset.

An extension of the work by the same author was done in [68] where algorithms like Multi-Layer Perceptron (MLP) [72], ForestPA [73], AODE [74] and RSeslibKnn [75] were used for the task of classification of images of cultural sites. The dataset used in these experiments comprised 4000 images categorized into 5 classes of Alar, Dome, Column, Vault and Gargoyle. AOD and MLP gave the best scores for multiple performance metrics like F1, Recall, ROC area, Kappa and Precision. The lowest classification accuracy was obtained by Forest PA algorithm. Additionally, a DCNN was also trained on the same dataset to achieve the same goal of cultural site classification. Although the training of the DCNN was much computationally expensive as compared to the other algorithms, it gave the highest accuracy which was 92%. However, with attribute selection the best accuracy was obtained by the MLP algorithm.

A cross-platform machine learning based system [76] was proposed in 2019 for the classification of historical sites in the country of Iran. The researchers used a VGGNet [77] based 19 layer DCNN architecture for training the classifier. An accuracy of 95% was obtained for the training dataset. The overall proposed system aims to be decentralized and platform-independent in nature where images taken from a user's smartphone camera and the device's IP address are sent to a server for getting inference.

A 2021 study [78] compared the performance of two DCNN algorithms based on ResNet and VGGNet for the task of monument recognition. The ultimate aim of the researcher was to provide a proof-of-concept application for automated tourism in Egypt. However, due the lack of sufficient data, the study was performed using a dataset publicly available on Kaggle which comprised 1,286 images. The classes into which the images were categorized were Qutub Minar, Iron Pillar, Alai Darwaza, Alai Minar and Jamali Kamali Tomb. A 3:1 split was used for training and testing purposes. The ResNet based DCNN gave the highest accuracy of 88% on the test split while on the training split, the accuracy of both the ResNet and VGGNet based models were comparable.

A survey on landmark recognition for edge devices [79] was presented in 2009. Since then, the field has seen massive development. In recent times, with advances in quantization [80-83], these deployments have become far more efficient and lightweight and have proven useful in different computer vision applications like in [84-87], with significantly unexplored avenues and scope of improvement. Having such an application for monument recognition or architectural style classification on the edge would make it more accessible to students, researchers or even casual travelers who might not always have internet access or high computational power in all the places they travel to; this application would provide them with the right set of resources and information to better analyze the historic and cultural significance of the monuments and glean various insights from the structures which would otherwise be difficult. Such applications could also be provided as a cloud run service, which would be better suited to large batches of images, providing an architectural analysis of all the photographs by a traveler or researcher during their trip.
IV. OUR ONGOING RESEARCH

Our team at Cognitive Applications Research Lab is working on building a system that recognizes and classifies a large number of monuments throughout the geography of the Indian subcontinent. Although previous works have been able to prove the ability of DCNNs for building an automated monument recognition system, the current literature lacks the evidence of the performance of such a system when used at scale for the classification of hundreds of monuments across the nation. Our ongoing experiments aim to achieve some novel results in that direction. Furthermore, with the availability of huge amounts of data and parallel compute systems like GPUs and TPUs, there have been multiple advances in the optimization of using DCNNs and other similar neural network based algorithms for the task of image classification. We aim to apply the benefits of those outcomes to this domain of monument identification and build upon the previous demonstrations of usage of DCNNs. Lastly, to compare the efficacy of majority of the previous works, there is no single dataset which would do justice to the comparative analysis. Hence our team looks forward to provide an open-source dataset to resolve this issue which would also be used for our upcoming experiments.

V. CONCLUSION

This research surveys and demonstrates the current advances in the field of landmark and monument classification and recognition using Machine Learning and Computer Vision techniques with a focus on the Indian geography. It also goes over the architectural analysis and modeling of the monuments using various analytical and reconstruction techniques, and briefly covers the authors’ ongoing research direction. This gives the reader a comprehensive understanding of how the field has shaped up in the light of recent state-of-the-art developments, and encourages further dissemination and implementation of novel approaches.

Advances in this research direction would make it easy for anyone to take a picture of a monument or architectural landmark and learn about it in terms of its historical and cultural significance, and also know more about how various design styles have diverged or amalgamated to give rise to these architectural wonders around us. Such developments would not only give an impetus to historical and architectural conservation efforts, but also propel the tourism and education industries.

REFERENCES

[1] J. S. Hawley, *The Bhakti Movement—From Where? Since When?* India International Centre, 2009.

[2] O. Linde and T. Lindeberg, “Object recognition using composed receptive field histograms of higher dimensionality,” in *Proceedings of the 17th International Conference on Pattern Recognition, 2004. ICPR 2004.*, vol. 2, pp. 1-6 Vol.2, doi: 10.1109/ICPR.2004.1333965.

[3] Y. Ge and J. Yu, “A scene recognition algorithm based on covariance descriptor,” *2008 IEEE Int. Conf. Cybern. Intel!. Syst. CIS 2008*, pp. 838–842, 2008, doi: 10.1109/ICIS.2008.4670816.

[4] A. Torralba, K. P. Murphy, W. T. Freeman, and M. A. Rubin, “Context-based vision system for place and object recognition,” *Radiology*, vol. 239, no. 1, p. 301, 2006, doi: 10.1148/radiol.2391051085.

[5] J. Deng, J. Guo, T. Liu, M. Gong, and S. Zafeiriou, “Sub-center ArcFace: Boosting Face Recognition by Large-Scale Noisy Web Faces,” *Lect. Notes Comput. Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes Bioinformatics)*, vol. 12356 LNCS, pp. 741–757, 2020, doi: 10.1007/978-3-030-58621-8_43.

[6] T. Weyand and B. Leibe, “Visual landmark recognition from Internet photo collections: A large-scale evaluation,” *Comput. Vis. Image Underst.*, vol. 135, pp. 1–15, 2015, doi: 10.1016/j.cviu.2015.02.002.

[7] D. G. Lowe, “Object recognition from local scale-invariant features,” *Proc. Seventh IEEE Int. Conf. Comput. Vision, 1999*, vol. 2, pp. 1150–1157, 1999, doi: 10.1109/ICCV.1999.790410.

[8] S. Sivic and A. Zisserman, “Video google: A text retrieval approach to object matching in videos,” *Proc. IEEE Int. Conf. Comput. Vis.*, vol. 2, pp. 1470–1477, 2003, doi: 10.1109/icip.2003.1238663.

[9] A. Bosch, A. Zisserman, and X. Muñoz, “Scene classification using a hybrid generative/discriminative approach,” *IEEE Trans. Pattern Anal. Mach. Intell.*, vol. 30, no. 4, pp. 712–727, 2008, doi: 10.1109/TPAMI.2007.70716.

[10] R. Fergus, P. Perona, and A. Zisserman, “Object class recognition by unsupervised scale-invariant learning,” *Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.*, vol. 2, 2003, doi: 10.1109/cvpr.2003.1211479.

[11] L. Lu, K. Toyama, and G. D. Hager, “A two level approach for scene recognition,” *Proc. - 2005 IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit. CVPR 2005*, vol. 1, pp. 688–695, 2005, doi: 10.1109/cvpr.2005.51.

[12] D. Parikh, C. L. Zitnick, and T. Chen, “Determining Patch Saliently Using Low-Level Context,” in *Computer Vision -- ECCV 2008*, 2008, pp. 446–459.

[13] J. Lim, Y. Li, Y. You, and J. Chevallet, “Scene Recognition with Camera Phones for Tourist Information Access,” Jul. 2007, doi: 10.1109/ICME.2007.4284596.

[14] T. Chen and K. H. Yap, “Discriminative BoW framework for mobile Landmark recognition,” *IEEE Trans. Cybern.*, vol. 44, no. 5, pp. 695–706, 2014, doi: 10.1109/TCYB.2013.2267015.

[15] J. Cao et al., “Landmark recognition with sparse representation classification and extreme learning machine,” *J. Franklin Inst.*, vol. 352, no. 10, pp. 4528–4545, 2015, doi: 10.1016/j.jfranklin.2015.07.002.

[16] D. Nistér and H. Stewénius, “Scalable recognition with a vocabulary tree,” *Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recognit.*, vol. 2, pp. 2161–2168, 2006, doi: 10.1109/CVPR.2006.264.

[17] P. Desai, J. Pujari, N. H. Ayachit, and V. K. Prasad, “Classification of archaeological monuments for different art forms with an application to CBIR,” *2013 Int. Conf. Adv. Comput. Commun. Informatics*, pp. 1108–1112, 2013, doi: 10.1109/ACCICCI.2013.6637332.

[18] O. R. Vincent, O. Foloruso, and others, “A descriptive algorithm for sobel image edge detection,” in *Proceedings of informing science & IT education conference (InSITE)*, 2009, pp. 97–107.

[19] J. Canny, “A computational approach to edge detection,” *IEEE Trans. Pattern Anal. Mach. Intell.*, no. 6, pp. 679–698, 1986.

[20] G. Shalunts, Y. Hashimusa, and R. Sablatnig, “Architectural Style Classification of Building Facade Windows,” in *Advances in Visual Computing*, 2011, pp. 280–289.

[21] S. Yaligar, S. Sannakki, and N. Yaligar, “Identification and Retrieval of Archaeological Monuments Using Visual Features,” 2013.

[22] F. Lu and J. Huang, “An improved local binary pattern operator for texture classification,” in *2016 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, 2016, pp. 1308–1311, doi: 10.1109/ICASSP.2016.7471888.

[23] R. Devesh, J. Jha, R. Jayaswal, M. Gwalior, and M. Prasad, “Retrieval
of Monuments Images Through ACO Optimization Approach,” *Int. Res. J. Eng. Technol.*, vol. 4, no. 7, pp. 279–285, 2017.

[24] R. Devesh and J. Jha, “An Efficient Approach for Monuments Image Retrieval Using Multi-visual Descriptors,” in *Proceeding of the Second International Conference on Microelectronics, Computing & Communication Systems (MCCS 2017)*, 2019, pp. 281–293.

[25] A. Goel, M. Juneja, and V. C. Jawahar, “Are buildings only instances? Exploration in architectural style categories,” *Proc. Eighth Indian Conf. Comput. Vision, Graph. Image Process.*, pp. 1–8, 2012, doi: 10.1145/2425533.2425534.

[26] M. Rischka and S. Conrad, “Image landmark recognition with Hierarchical K-Means tree,” *Lect. Notes Informatics (LNI), Proc. - Ser. Gesellschaft fur Inform.*, vol. 241, pp. 455–465, 2016.

[27] D. Kim, S. Rho, S. Jun, and E. Hwang, “Classification and indexing scheme of large-scale image repository for spatio-temporal landmark recognition,” *Integr. Comput. Aided. Eng.*, vol. 22, no. 2, pp. 201–213, 2015, doi: 10.3233/ICA-140478.

[28] B. Ghildiyal, A. Singh, and H. S. Bhadauria, “Image-based monument classification using bag-of-word architecture,” *Proc. - 2017 3rd Int. Conf. Adv. Comput. Commun. Autom. (Fall), ICACCA 2017*, pp. 1–5, 2018, doi: 10.1109/ICACCAF.2017.8344728.

[29] S. Sharma, P. Aggarwal, A. N. Bhattacharyya, and S. Indu, *Classification of Indian monuments into architectural styles*, vol. 841. Springer Singapore, 2018.

[30] P. A. Toft and J. A. Sørensen, “The Radon Transform - Theory and Implementation,” *Technical University of Denmark*, 1996.

[31] Y. K. Yi, Y. Zhang, and J. Myung, “House style recognition using deep convolutional neural network,” *Autom. Constr.*, vol. 118, no. January, p. 103307, 2020, doi: 10.1016/j.autcon.2020.103307.

[32] M. Mathias, A. Martinovic, J. Weissenberg, S. Haegler, and L. Van Gool, “Automatic Architectural Style Recognition,” *ISPRS - Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci.*, vol. XXXVIII-5, pp. 171–176, 2012, doi: 10.5194/isprsarchives-xxxviii-5-w16-171-2011.

[33] U. Gupta and S. Chaudhury, “Deep transfer learning with ontology for image classification,” in *2015 Fifth National Conference on Computer Vision, Pattern Recognition, Image Processing and Graphics (NCVPRIPG)*, 2015, pp. 1–4.

[34] M. S. Bhatt and T. P. Patalia, “Genetic programming evolved spatial descriptor for Indian monuments classification,” in *2015 IEEE International Conference on Computer Graphics, Vision and Information Security (CGVIS)*, 2015, pp. 131–136.

[35] S. Gada, V. Mehta, K. Kanchan, C. Jain, and P. Raut, “Monument recognition using deep neural networks,” in *2017 IEEE International Conference on Computational Intelligence and Computing Research (ICICIC)*, 2017, pp. 1–6.

[36] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the inception architecture for computer vision,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 2818–2826.

[37] L. Torrey and J. Shavlik, “Transfer learning,” in *Handbook of research on machine learning applications and trends: algorithms, methods, and techniques*, IGI global, 2010, pp. 242–264.

[38] A. Saini, T. Gupta, R. Kumar, A. K. Gupta, M. Panwar, and A. Mittal, “Image based Indian monument recognition using convoluted neural networks,” in *2017 International Conference on Big Data, IoT and Data Science (BID)*, 2017, pp. 138–142.

[39] M. Pal and G. M. Foody, “Evaluation of SVM, RVM and SMLR for accurate image classification with limited ground data,” *IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens.*, vol. 5, no. 5, pp. 1344–1355, 2012.

[40] A. Bosch, A. Zisserman, and X. Munoz, “Image classification using random forests and ferns,” in *2007 IEEE 11th international conference on computer vision*, 2007, pp. 1–8.

[41] J. Harel, C. Koch, and P. Perona, “Graph-based visual saliency,” 2007.

[42] G. E. Kalliatakis and G. A. Triantafyllidis, “Image based monument recognition using graph based visual saliency,” *Electron. Lett. Comput. Vis. Image Anal.*, vol. 12, no. 2, pp. 88–97, 2013, doi: 10.5565/rev/elevia.524.

[43] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool, “Speeded-up robust features (SURF),” *Comput. Vis. image Underst.*, vol. 110, no. 3, pp. 346–359, 2008.

[44] G. Amato, F. Falchi, and P. Bolettiere, “Recognizing landmarks using automated classification techniques: Evaluation of various visual features,” in *2010 Second International Conferences on Advances in Multimedia*, 2010, pp. 78–83.

[45] J. R. Bergado, C. Persello, and C. Gevaert, “A deep learning approach to the classification of sub-decimetre resolution aerial images,” in *2016 IEEE International Geoscience and Remote Sensing Symposium (IGARSS)*, 2016, pp. 1516–1519.

[46] P. Shukla, B. Rautela, and A. Mittal, “A computer vision framework for automatic description of Indian monuments,” in *2017 13th International Conference on Signal-Image Technology & Internet-Based Systems (SITIS)*, 2017, pp. 116–122.

[47] T. Sahay, A. Mehta, and S. Jodon, “Architecture Classification for Indian Monuments,” 2017. doi: 10.13140/RG.2.2.32105.13920.

[48] E. Rublee, V. Rabaud, K. Konolige, and G. Bradski, “ORB: An efficient alternative to SIFT or SURF,” in *2011 International conference on computer vision*, 2011, pp. 2564–2571.

[49] G. Amato, F. Falchi, and C. Gennaro, “Fast image classification for monument recognition,” *J. Comput. Cult. Herit.*, vol. 8, no. 4, 2015, doi: 10.1145/2724727.

[50] J. Philipin, O. Chum, M. Isard, J. Sivic, and A. Zisserman, “Lost in quantization: Improving particular object retrieval in large scale image databases,” in *2008 IEEE conference on computer vision and pattern recognition*, 2008, pp. 1–8.

[51] J. Llamas, P. M. Leronos, R. Medina, E. Zalama, and J. Gómez-Garcia-Bermejo, “Classification of architectural heritage images using deep learning techniques,” *Appl. Sci.*, vol. 7, no. 10, 2017, doi: 10.3390/app7100992.

[52] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 770–778.

[53] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi, “Inception-v4, inception-resnet and the impact of residual connections on learning,” in *Proceedings of the AAAI Conference on Artificial Intelligence*, 2017, vol. 31, no. 1.

[54] R. A. Kambara, Z. A. Hasibuan, and M. O. Pratama, “Classification for multiformat object of cultural heritage using deep learning,” in *2018 Third International Conference on Informatics and Computing (ICIC)*, 2018, pp. 1–7.

[55] L. R. Medsker and L. C. Jain, “Recurrent neural networks,” *Des. Appl.*, vol. 5, 2001.

[56] K. Themistocleous, A. Agapiou, and D. G. Hadjimitis, “Experiencing Cultural Heritage Sites Using 3D Modeling for the Visually Impaired,” in *Digital Heritage. Progress in Cultural Heritage: Documentation, Preservation, and Protection*, 2016, pp. 171–177.

[57] E. Grilli, D. Dininno, G. Petrucci, and F. Remondino, “From 2D to 3D supervised segmentation and classification for cultural heritage applications,” in *ISPRS TC II Mid-term Symposium Towards Photogrammetry 2020*, 2018, vol. 42, no. 42, pp. 399–406.

[58] R. A. McDonald, D. J. Hand, and I. A. Eckley, “An empirical comparison of three boosting algorithms on real data sets with artificial
