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Abstract

We investigate pruning and quantization for deep neural networks. Our goal is to achieve extremely high sparsity for quantized networks to enable implementation on low cost and low power accelerator hardware. In a practical scenario, there are particularly many applications for dense prediction tasks, hence we choose stereo depth estimation as target.

We propose a two stage pruning and quantization pipeline and introduce a Taylor Score alongside a new fine-tuning mode to achieve extreme sparsity without sacrificing performance.

Our evaluation does not only show that pruning and quantization should be investigated jointly, but also shows that almost 99% of memory demand can be cut while hardware costs can be reduced up to 99.9%. In addition, to compare with other works, we demonstrate that our pruning stage alone beats the state-of-the-art when applied to ResNet on CIFAR10 and ImageNet.

1. Introduction

Deep learning based computer vision is becoming one of the foundations for autonomous agents and has a multitude of applications in augmented reality, wearable devices and other mobile platforms. All of these tasks require real-time capability of the underlying algorithms, which easily collides with the huge resource demands of deep neural networks. Integrated circuit designers have taken up this challenge and proposed ways to design efficient hardware implementations. The efficiency of those designs often hinges on characteristics of the neural network, for example sparsity. Sparsity is beneficial in two ways: it reduces the size of the network’s parameters as well as the number of operations necessary. Previous research has proposed numerous methods to increase sparsity without sacrificing accuracy, but the symbiotic combination of pruning and quantization has only scarcely been discussed in the literature.

Our work attempts to fill this gap. Using a two-stage pipeline with an adapted pruning criterion and a new fine-tuning mode, we extensively evaluate the influences of the pruning and the quantization stage. Different from previous works, we choose stereo depth matching as computer vision task to be optimised. The reason is that this dense regression problem is closer to real-world problems that require real-time computation on mobile devices. This real-time requirement also means that batch-processing is not possible. Hence, if the weights of the network cannot be stored on chip (see Table 1 for memory requirements and on-chip availability), they have to be loaded into the chip for every single processed sample, dramatically increasing bandwidth and power consumption. Therefore, decreasing the network’s size can have an immediate impact on demand-sensitive mobile platforms.

Overall, our contributions are as follows:

• A two-stage pruning and quantization pipeline with an adapted criterion and a novel fine-tuning strategy is proposed to minimize memory size and hardware cost.
• Besides demonstrating that the number of weights can
be significantly reduced on stereo depth estimation networks, our pruning alone sets a new state-of-the-art for ResNet on both CIFAR10 and ImageNet.

- We show that pruning before quantization not only can increase sparsity, but also accuracy, because pruned weights cannot induce quantization noise at a later stage. We also show that interweaving pruning and quantisation can increase both performance measures even further.

2. Related Works

2.1. Pruning Techniques

The goal of pruning is to increase sparsity while maintaining performance as good as possible. It can target single weights (unstructured) or entire filters, residual connections, or other building blocks of networks (structured).

Early works explored simple strategies to estimate importance. Han et al. [8, 7] removes connects where weights are below a certain threshold, Li et al. [19] did this for entire filters based on their L1-norm. Luo et al. [22] improved this approach by pruning filters based on statistics from the succeeding layer. He et al. [12, 13] proposed soft-pruning where a pruned filter can recover as well as a new criterion for filter selection based on the geometric median. Molchanov et al. [26, 25] incorporated the model's loss function into the pruning decision via Taylor expansion both for channels ([26]) as well as for individual weights ([25]). He et al. [11] developed a differentiable pruning criteria sampler to adaptively select different pruning criteria (including L1-norm, L2-norm and geometric median) for different layers. Guo et al. [6] modelled channel pruning as a Markov process in which each state represented for retaining the channel and transition between states denoted the pruning process. Luo et al. [21] focused on pruning residual connections via a KL-divergence based criterion and refined labels to prune with limited-data. Chin et al. [3] proposed to learn a global ranking of the filter across different layers of the CNN, which alters the goal of model compression to producing a set of CNNs with different accuracy and latency trade-offs to speed up the pruning process.

2.2. Quantization Techniques

Similar to pruning, the motivation behind quantization is twofold: lower precision weights do obviously save space but their computation become easier as well, especially multiplication (which is roughly quadratic in the number of bit).

Han et al. [7] presented weight quantization based on code-books after pruning in a three-stage pipeline with the sole goal of model compression by exploiting dense, fully-connected layers. To reduce computational complexity, some approaches focus on low precision weights: expectation back propagation (EBP) [32] shows how to back-propagate through discrete weights to ensure high accuracy after quantization. Several works added low precision quantization for activations, with different precisions: the quantized neural network [14], the binary net [5], the ternary net [18], as well as the XNOR-Net [28]. Zhou et al. [33] introduced incremental network quantization (INQ) to convert full-precision weights into powers of two so that only shifters but no multipliers are required. Beyond simply quantizing the network, some works aim at accelerating model inference: Jacob et al. [15] quantized weights such that inference can be carried out by integer-only arithmetic while a training procedure was co-designed to preserve accuracy after quantization. Zhuang et al. [34] proposed a two-stage optimization strategy to quantize weights and activations.

2.3. Discussion

Quantization and pruning techniques are numerous, yet they are almost exclusively evaluated on sparse prediction tasks and their associated network architectures such as VGG [31] and ResNet [9, 10] for CIFAR-10 [17] or ImageNet [29]. Quantization and pruning for dense prediction networks is still quite unexplored. Most of the prior works considered pruning from an algorithmic perspective, not directly taking into account that hardware typically needs extreme degrees of sparsity to reap cost and power gains. In contrast, our approach removes more than 98% of weights and quantizes the remaining weights into powers of two to enable the use of shifters instead of multipliers on hardware level, dramatically reducing hardware complexity.

Molchanov et al.’s method [25] bears some resemblance to our pruning step. Hence, we would like to highlight some of the differences: (1) [25] focuses on the importance of

Table 1: (a) Computational complexity and parameters of existing stereo neural networks and (b) specifications of state-of-the-art neural network accelerators. The image resolution is full-HD at 60 fps and the disparity range is 512.

| (a) State-of-the-art Stereo Neural Networks | TOPs | Parameters (M) | Memory Size (MB) |
|-------------------------------------------|------|----------------|-----------------|
| PSMNet [1]                                | 243.04 | 5.2           | 18.5            |
| CSPN [2]                                  | 527.95 | 256           | 1086.0          |

| (b) State-of-the-art Neural Network Accelerators | AI Engine | TFLOPs | On-chip memory (MB) |
|------------------------------------------------|-----------|--------|---------------------|
| GANPU [16]                                    | 24.13     | 0.66   |
| MediaTek DLA [20]                              | 3.52      | 2.125  |
an entire convolutional filter, while our method proposes to create extremely high sparsity and focuses on removing individual weights. We simplified the summation of group contribution and gating layers by simply focusing on a single neuron’s importance as described in Sec. 3.1.1. (2) [25] needs averaging importance scores, selecting the number of mini-batches between pruning iterations and choosing number of neurons to be pruned, which leads to a complex hyper-parameter setting and increases the difficulty to find the best configuration. In contrast, our method only requires a single threshold to determine the unimportant weights and the training will automatically converge to the highest sparsity possible under that threshold.

Han et al. [7] also explore network compression via pruning and quantization. However, they use a different pruning technique (L1 norm), which has been outperformed by other methods since. Furthermore, they quantize via weight sharing. Also, their target is different from ours: we focus on dense prediction applications that use only convolutional layers while their compression gains are mainly contributed by fully-connected layers.

3. Proposed Method

Our technique consists of two steps and aims at reducing memory and computation demands. Step 1 recursively prunes a pre-trained model to achieve up to 90% weight sparsity and step 2 quantizes the remaining weights into powers of two. The system diagram is shown in Fig. 2.

3.1. Pruning Step

Pruning aims at removing unimportant weights in each layer of the network. Stereo matching networks apply 3D convolution and pyramid pooling modules in their architectures (c.f. [1, 2]), yielding large networks that are likely to contain many redundant parameters. The goal of the pruning step in our pipeline (left-hand side of Fig. 2) is to reduce this redundancy by setting unimportant weights to 0.

3.1.1 Pruning Criterion

If a parameter is important, the network’s performance should drop significantly after removing it (setting it to 0). Considering a network with parameters $\mathbf{W}$ trained on a dataset $D$ and minimizing error $E$, the squared difference of the errors $E$ with and without parameter $w_i$ is:

$$\Gamma = (E(D, \mathbf{W}) - E(D, \mathbf{W}|w_i = 0))^2.$$  

(1)

Computing Eq. 1 can be simplified by approximating it in the vicinity of the original parameters $\mathbf{W}$ using second-order Taylor expansion:

$$\Gamma^{(2)}(\mathbf{W}) = (\mathbf{g}_i w_i - \frac{1}{2} w_i \mathbf{H}_{\text{m}} \mathbf{w}^2).$$  

(2)

where $\mathbf{H}_{\text{m}}$ is the Hessian of the network. $\mathbf{g}_i$ are the elements of the weight gradient ($\frac{\partial E}{\partial w_i}$) and are readily available from back-propagation. We use an even simpler version of this approximation, retaining only the first term of the Taylor expansion:

$$\Gamma^{(1)}(\mathbf{W}) = (\mathbf{g}_i w_i)^2.$$  

(3)

We define the Taylor Score $S_{\text{Taylor}}$ of a single weight as its gradient times it weight value according to Eq. 3. This importance score is used to decide which weight should be removed during fine-tuning. This was inspired by Molchanov et al.’s work [25], but we simplified the complex summation of the group contribution and the gating layers by simply focusing on a single neuron’s importance. If the importance score $S_{\text{Taylor}}(w_i)$ of a weight $w_i$ is smaller than a pre-defined threshold $T$, the weight would be set to 0, thereby removing it from the computational graph. Fig. 3 illustrates how the importance threshold reshapes the weight importance distribution during the pruning and fine-tuning cycles.

3.1.2 Fine-tuning Strategy

During the course of fine-tuning, we greedily remove the weights whose $S_{\text{Taylor}}$ are smaller than the pre-defined threshold. Since the distribution of weight importance scores varies during fine-tuning, the portion of parameters being pruned is different in each iteration. Thus, adopting the commonly used "soft" pruning where weights removed have a chance to recover in later iterations is not reasonable here: once pruned parameters recover, they may cross the importance threshold again and reduce sparsity. Instead, we adopt two fine-tuning strategies to retain accuracy while boosting sparsity.

Semi-soft Fine-tuning. We introduce binary gates to the network to control the presence of a weight. Binary gates would be placed in front of each weight, where 1 indicates the weight is used and 0 means it is zero. If the weight is pruned away, its gate is set to 0, otherwise, it remains at 1. The gate acts as a switch and plays different roles in training and testing. During testing, gates remain in their state so that pruned weights are zero and the sparse network is used. During training, no matter whether a weight has been pruned or not, the gate is in "1" state. This allows the original network architecture to be preserved which helps fine-tune the network as a whole. However, once a gate has been set to "0", it will remain "0" testing. In other words, weights that have already been pruned can change but cannot be added back to the network. This is contrary to the common "soft" pruning in which the pruned-away weight may have a chance to recover in later fine-tuning stages. Hence, we denote it semi-soft fine-tuning. One iteration of fine-tuning is depicted in the upper row of Fig 4.
Figure 2: Our two stage prune-then-quantize pipeline. Stage one provides sparsity above 90% controlled by an importance threshold. Stage two iteratively quantizes the remaining non-zero weights into powers of two. It uses the same importance metric as stage one. In the figure, the quantization step (i.e. the relative amount of weights that are quantized) during stage two is set to $[0.5, 0.875, 0.95, 1]$ for simplicity, resulting in three iterations (no fine-tuning after the last quantization).

Figure 3: Illustration of the importance threshold. At the beginning, the importance distribution of the network is as ①. During the pruning process, the fixed threshold gradually shifts to ②, ③, and ④. By iteratively removing the weight below the threshold, a highly sparse network as ④ is obtained.

**Hard Fine-tuning.** Another way to fine-tune after pruning is to only update the remaining parameters. The gradients of the pruned parameters remain zero once they have been pruned. As a result, the pruned parameters have no effect on the loss and back-propagation is carried out only through the remaining parameters, which are also the only ones being updated. An iteration of this variant is depicted in the bottom row of Fig 4.

3.1.3 Complete Pruning Algorithm

A complete run of pruning consists of the following operations: (1) obtain the gradient of each trainable parameter, (2) set the gate value of those parameters whose importance is below a pre-defined threshold to 0, and (3) update either the whole network (semi-soft) or only the remaining parameters (hard), depending on the fine-tuning strategy chosen. The whole process proceeds until the desired sparsity is met or the weight sparsity converges. By adjusting the threshold and the number of fine-tuning epochs, we can achieve arbitrary degrees of sparsity.

| Binary Gate | Pruned weights remain pruned |
|-------------|-----------------------------|
| Semi-soft   |                             |
| 0.32 0.5 -0.6 | 0.32 0.5 -0.6          |
| 0.4 0.4 0.4 0.4 | 0.4 0.4 0.4 0.4   |
| 0 0 0 0 | 0 0 0 0         |
| Hard       |                             |
| 0.32 0.5 -0.6 | 0.32 0.5 -0.6 |
| 0.4 0.4 0.4 0.4 | 0.4 0.4 0.4 0.4 |
| 0 0 0 0 | 0 0 0 0 |

Figure 4: One iteration of two different fine-tuning strategies. The upper one is semi-soft and the lower one is hard. Red grids are the weights to be pruned. Pruned weights being updated during training are colored in red. The $\odot$ operator represents Hadamard product.

3.2. Quantization Step

A key insight of our work is that a highly sparse networks helps to retain the model’s performance during the quantization stage. Section 4.4 will show corresponding experimental results supporting this claim. The reason is that pruned weights don’t cause quantization errors, they are 0 anyway. The much lower parameter count of the pruned model hence facilitates weight partitioning and quantization. As a result, the performance impact of quantization is negligible. We quantize weights to powers of two instead of simply reducing the number of bits. This makes the resulting model even more hardware-friendly because it can use shifters instead of multipliers.

To achieve a fully-quantized model with weights being powers of two, our quantization stage is inspired by the
three-step operation of incremental network quantization (INQ) [33]. The three steps are: weight partitioning, group-wise quantization, and re-training. During weight partitioning, INQ divides the weights in each layer into two groups according to their absolute value. One group is quantized to a pre-defined power of two and the other is re-trained to retain the performance. These three steps proceed until all weights are quantized. This quantization process maps each weight to a power of two. For more details, please refer to [33]. The original INQ was designed for classification tasks and directly quantizes the network without pruning. To quantize stereo matching networks efficiently and contain the performance drop, we make the following modifications:

First, we use the Taylor score ($S_{Taylor}$) as partitioning criterion similar to the pruning stage. Taking a quantization step size of 0.5 as an example, the neuron is allocated into the quantized group if its Taylor score is larger than the median of weights of the whole layer. The Taylor score turns out to be a better metric when quantizing a deep and over-parametrized network. The results in Section 4.5 support this observation. The original INQ adopt random and absolute value partitioning, which fails to match our performance on larger stereo network.

Second, we add our pruning technique to every fine-tuning while performing incremental quantization. We incorporate pruning into the re-training step of quantization by removing remaining non-power-of-two weights whose $S_{Taylor}$ is below threshold $T$. This leaves less weights to be partitioned in the next quantization step. The sparsity can be further increased while sacrificing only little performance. Detailed results are presented in Section 4.6. This highly enhances the flexibility of stereo matching network quantization. Performing quantization only, one cannot directly control the resulting sparsity. With our proposed method, the sparsity after quantization can be easily adjusted by simply incorporating pruning and changing the pruning threshold during quantization.

4. Experiments

4.1. Experimental Setting

Our experimental evaluation is carried out on two end-to-end state-of-the-art stereo matching networks, PSM-Net [1] (KITTI 2015 [23, 24] dataset) and CSPN [2] (NYU V2 [30] dataset). We use the implementations and pre-trained models provided by the respective authors. PSM-Net contains about 5 million parameters while CSPN contains more than 200 million. Since referenced datasets are different, we use different performance metrics for KITTI2015 and NYU V2, respectively. For PSM-Net on KITTI2015, this is the 3-px error, which defines error pixels as those having end-point error greater than 3. The 3-px accuracy is simply the 3px error subtracted from 100%. The performance metric for CSPN on NYU V2 is $\delta_{1, 0.2}$, which is calculated as the percentage of pixels whose predicted disparity does not deviate more than 2% from the ground truth disparity. Thus, the 3-px error is the lower the better and $\delta_{1, 0.2}$ is the higher the better. During the pruning phase, we prune the network for 50 epochs ($E_{prune}$), while at the quantization phase, we fine-tune the network for 3 epochs ($E_{quant}$) during each quantization step. If not indicated otherwise, the Taylor Score threshold $T$ is $10^{-11}$ and the fine-tuning strategy is “Hard”.

4.2. Experimental Results of Prune-then-Quantize

Qualitative experimental results for PSM-Net on a real scene extracted from the KITTI2015 dataset are shown in Fig. 5. The upper image of each of the pairs shows the disparity map obtained in different settings (original model, pruned model, pruned and quantized to 5 weight bits, pruned and quantized to 3 weight bits). The bottom image shows the disparity difference between the original model and the predicted results. Brighter regions indicate larger differences. We can observe that our pipeline hardly causes any errors to the disparity prediction. Most regions, including large, flat surfaces and complicated, detailed parts (e.g., cars and trees), remain intact.

Table 2 lists accuracy, weight sparsity and memory reduction of original (O) and processed stereo neural networks in two configurations (A: high sparsity with quantized power of two weights, B: medium sparsity). The two networks achieve weight sparsities of above 98% and almost 94% while sacrificing 2% and 3% in accuracy, respectively. In the medium sparsity configurations, accuracy is almost maintained (less than 1% degradation), while sparsity is still high with 75% and 82%, respectively.

With the remaining non-zero weights all being powers of two, not only are far less operations necessary but all multiply-accumulate operations can be replaced by arithmetic shifts. From a hardware cost perspective, a 16bit
MAC operation can be realized by a 16bit hardware multiplier and a final accumulation, which can be further decomposed into 17 adders and 16 shifting operation. Thus, we approximate the cost of a shifting operation as $2/33$ of the cost of a normal MAC operation. The last column of Table 2 shows a significant reduction of hardware cost achieved by our pruned and quantized network. To verify potential memory reduction, we compressed the network parameters using Zip (Memory column). Above 98% of memory reduction can be achieved with our prune-then-quantize method for both networks.

Table 2: Sparsity, accuracy, model memory size and hardware cost of the proposed system. Configuration "A" has been processed by pruning and quantization (weight bit = 3). Configuration "B" has been pruned to show a different sparsity-accuracy trade-off, hence hardware costs equal TOPs. The TOPs are calculated under the assumption that the network runs at 60fps and Full HD resolution input. An operation is defined as a 16bit MAC and shift. O is the original network.

| Configuration | Acc. (Sparsity) | Para. (M) | Memory (MB) | TOPs | *Cost |
|---------------|----------------|-----------|-------------|------|-------|
| O             | 99.10%         | 5.22      | 18.51       | 243.04 |
| A             | 97.14%         | 0.095     | 0.20        | 1.01  | 0.061 |
| B             | 98.54%         | 75.24%    | 5.77        | 54.82 |

*The MAC hardware cost is the same as operation, while the hardware cost of shifting operation is calculated as $2/33$ of the cost of a normal MAC operation.

4.3. Pruning Criterion and Fine-tuning Strategy

The experiments in this section are conducted using PSM-Net trained on KITTI2015 with our proposed pruning technique. We compare a weight’s absolute value and its Taylor Score at different importance thresholds. As our goal is high sparsity, a suitable criterion should help retain accuracy even at sparsity levels above 90%. Fig. 6 shows the results. In terms of accuracy, when the sparsity is above 85%, our Taylor Score outperforms the absolute value. It achieves a test accuracy of 97.7% at 94% sparsity, compared to 97.2% at the same sparsity for the absolute value.

Fig. 7 compares the two fine-tuning strategies mentioned in Section 3.1.2. With the exception of the first few epochs, the "Hard" pruning scheme performs better than the "Semi-soft" one. This remains the case even for a lower threshold (i.e. less pruning) where accuracy is almost preserved.

When the sparsity gradually increasing, updating an already pruned weight may cause unstable dynamics, which decreases the accuracy. To achieve our target of removing 95% of all parameters, Hard fine-tuning with high sparsity is a better strategy, while Semi Soft fine-tuning can be applied to medium sparsity cases.
4.4. Prune-then-Quantize vs. Quantization Only

We compare our prune-then-quantize pipeline to a quantization-only approach in terms of accuracy and sparsity. The results in Fig. 8 show that by using our two-stage pipeline (using a pruned, high sparsity model for quantization), we can achieve much higher sparsity at less performance degradation. By pruning first, neurons that contribute less to the output are set to zero, leaving only less than 5% of the "important" neurons in the network. This eliminates the interference of those unimportant neurons when floating point numbers are mapped to quantized values as any weight already being zero cannot introduce a quantization error. As a result, for the same accuracy, our "prune then quantize" scheme retains only 1.8% of the weights, while quantization only ends up requiring 13.4%, more than 7× the amount.

4.5. Different Importance Metrics for Quantization

We tested different importance metrics for weight partitioning in the quantization phase. Table 3 shows the achieved weight sparsity for different input neural networks. There are fewer parameters left for $S_{Taylor}$ partitioning in each layer of PSM-Net, so the Abs. partition performs slightly better. Otherwise, for the much larger CSPN network, despite already highly sparsified layers, the number of parameters is still more than 40 times larger than PSM-Net. The much higher parameter count provides sufficient weights to make $S_{Taylor}$ more informative. The weight with significant importance can be turned into a power of two first, which helps to build a more solid quantization process and obtain a fully quantized model with less performance loss.

4.6. Pruning during Quantization

As shown in previous experiments, the CSPN network’s sparsity is still lacking behind at around 93% (see Fig 9 "before"). One could now move threshold $T$ to a higher value to capture more weights during the pruning stage. However, this would lead to severe accuracy deterioration (c.f. Fig 9 right-most column) from about 0.81 down to 0.66. To better maintain performance at high sparsity levels, we interweave pruning and quantization by continuing to prune during the fine-tuning phases of the quantization stage. As a result of this interleaved process, we can achieve a significantly higher sparsity than by simply increasing $T$ while the drop in accuracy is much smaller at the same time (see Fig 9 "after"). The outcome of this interwoven strategy underlines once more that it is preferential to investigate pruning and quantization alongside each other.

4.7. Application to Classification

To further validate the effect of our pruning method and compare it to other approaches, we applied our pruning...
Table 4: Comparison of the pruned ResNet on ImageNet ILSVRC-2012. In "Method" column, Y and N indicate whether to use the pre-trained model to prune or not, respectively. In "Acc." column, the former is baseline accuracy and the latter is pruned accuracy. The "Acc.<" is the accuracy drop between pruned model and the baseline model, the smaller, the better.

| Depth | Method         | Baseline Top1/5 | Top1(%) | Top1(%) | Top5(%) | Top5(%) | Sparsity |
|-------|----------------|-----------------|---------|---------|---------|---------|----------|
|       |                |                 |         |         |         |         |          |
|       | FPGM-mix [13]  | 70.28 / 89.63   | 68.41   | 1.87    | 88.48   | 1.15    | 28.10%   |
|       | Ours_1e-14_39  | 69.76 / 89.08   | 69.59   | 0.17    | 89.1    | -0.02   | 30.60%   |
|       | Ours_1e-14_100 | 69.76 / 89.08   | 70.15   | -0.39   | 89.48   | -0.4    | 47.58%   |
|       | Ours_1e-13_100 | 69.76 / 89.08   | 68.48   | 1.28    | 88.63   | 0.45    | 69.95%   |
| 34    | Taylor-FO [25] | 73.27 / -       | 72.17   | 1.06    | -       | -       | 10.80%   |
|       | Ours_1e-14_14  | 73.31 / 91.42   | 73.04   | 0.27    | 91.22   | 0.20    | 21.27%   |
|       | FPGM-mix [13]  | 73.92 / 91.62   | 72.63   | 1.29    | 91.08   | 0.54    | 30.00%   |
|       | Ours_1e-14_27  | 73.31 / 91.42   | 72.96   | 0.35    | 91.23   | 0.19    | 31.08%   |
|       | Ours_1e-14_100 | 73.31 / 91.42   | 73.18   | 0.13    | 91.26   | 0.16    | 55.65%   |
|       | Ours_1e-13_69  | 73.31 / 91.42   | 72.32   | 0.99    | 90.67   | 0.75    | 71.02%   |
| 50    | Taylor-FO [25] | 76.18 / -       | 74.50   | 1.68    | -       | -       | 28.00%   |
|       | Taylor-FO [25] | 76.18 / -       | 71.69   | 4.49    | -       | -       | 44.00%   |
|       | SFP [12]       | 76.15 / 92.87   | 62.14   | 14.01   | 84.60   | 8.27    | 30.00%   |
|       | FPGM-only [13] | 76.15 / 92.87   | 75.59   | 0.56    | 92.23   | 0.24    | 30.00%   |
|       | Ours_1e-14_22  | 76.13 / 92.87   | 75.71   | 0.42    | 92.67   | 0.20    | 31.00%   |
|       | FPGM-only [13] | 76.15 / 92.87   | 74.83   | 1.32    | 92.32   | 0.55    | 40.00%   |
|       | Ours_1e-14_40  | 76.13 / 92.87   | 75.52   | 0.61    | 92.5    | 0.28    | 41.31%   |
|       | LFPC [11]      | 76.15 / 92.87   | 74.46   | 1.69    | 92.04   | 0.83    | 47.2%    |
|       | Ours_1e-14_100 | 76.13 / 92.87   | 75.48   | 0.65    | 92.77   | 0.1     | 57.81%   |

The **"\downarrow"** sign indicates that the sparsity is estimated.

Table 5: Comparison of the pruned ResNet on CIFAR-10. The **"\downarrow"** has the same meaning as Table 4.

| Depth | Method         | Acc. (%) | Acc.< (%) | Sparsity |
|-------|----------------|----------|-----------|----------|
|       |                |          |           |          |
|       | Taylor-FO [25] | 92.00    | 91.52     | 0.48     | 30.0%    |
|       | Ours_1e-14_61  | 92.45    | 92.12     | 0.33     | 31.3%    |
|       | Taylor-FO [25] | 92.00    | 89.78     | 2.22     | 65.0%    |
|       | Ours_1e-13_61  | 92.45    | 90.39     | 2.06     | 65.7%    |
|       | FPGM-only [15] | 92.20    | 91.89     | -0.37    | 79.7%    |
|       | Ours_1e-15_178 | 92.45    | 92.18     | 0.27     | 29.7%    |
|       | FPGM-mix [13] | 92.20    | 90.62     | 1.58     | 38.7%    |
|       | Ours_7e-15_161 | 92.45    | 91.99     | 0.46     | 41.0%    |
|       | Ours_7e-12_191 | 92.45    | 90.88     | 1.57     | 63.2%    |
| 20    | PFEC [19]      | 93.04    | 93.06     | -0.02    | 13.7%    |
|       | FPGM-only [13] | 93.59    | 93.49     | 0.1      | 38.7%    |
|       | Ours_1e-15_36  | 93.59    | 93.66     | 0.43     | 40.9%    |
|       | Taylor-FO [25] | 94.09    | 93.42     | 0.67     | 64.0%    |
|       | PFEC [19]      | 93.04    | 93.31     | -0.73    | 73.7%    |
|       | SFP [12]       | 93.59    | 92.26     | 1.33     | 38.7%    |
|       | FPGM-only [13] | 93.59    | 92.93     | 0.66     | 38.7%    |
|       | Ours_1e-16_193 | 94.09    | 93.72     | 0.37     | 38.7%    |
|       | Ours_7e-16_198 | 94.09    | 93.56     | 0.53     | 53.9%    |

5. Conclusion

A prune-then-quantize technique is proposed to sparsify state-of-the-art stereo matching neural networks. Our automatic pruning process is simple to use and requires only a single parameter to be set. Following pruning, an incremental quantization method is adopted to convert the remaining weights into power of two. Our experiments shed light on the interaction between pruning and quantization, where we show that pruning before quantization is beneficial. The elimination of unimportant weight prevents those weights from inducing noise in the quantization process.
which preserves accuracy. The proposed system transforms complex stereo depths estimation networks into more hardware friendly ones with near 99% of memory reduction and 99.97% of hardware cost reduction. The processed networks nearly retain their accuracy both qualitatively (little difference on depth map) and quantitatively (less than 2% of accuracy loss).

This could soon lead to more efficient hardware, enabling complex models on the edge and on mobile platforms.
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A. Training Settings for ResNet

For CIFAR-10, we followed the implementation of [9]. In the ILSVRC-2012 experiments, we used the default parameter settings of [9]. The pre-trained models are from PyTorch [27]'s TorchVision library. Data augmentation strategies are the same as in PyTorch [27]'s official examples. For pruning the pre-trained model, we pruned for 100 epochs, used a learning rate of 0.001 and reduce the learning rate by half after 50 epochs. For pruning the model from scratch on CIFAR-10, we use the normal training schedule without an additional fine-tune process.

B. Pruning Results with PSM-Net

The sparsity can be controlled by changing the pruning threshold. If the threshold is set higher, more weights are pruned and more gates set to 0. We tested five different thresholds using our proposed pruning. The results in Fig. 10 clearly indicate that our Taylor Score importance pruning technique can continuously increase the sparsity while the fine-tuning in each epoch can effectively compensate the accuracy loss. As a result, we can obtain a pruned model with 97% sparsity and only 2% of accuracy loss, effectively compressing the large stereo estimation neural network. We choose $1e^{-11}$ as pruning threshold and use this threshold value in our other experiments.

C. Different Weight Bits

In this section, we discuss different quantization weight bits for different kinds of input stereo neural networks. Fig. 11(a) shows the accuracy drop of PSM-Net for different weight bits after the quantization process. It is obvious that the performance drop increases as the number of weight bits decreases, but we can observe that for weight bits 9, 7 and 5 the validation results of the network vary only little. The results indicate that by using our technique, we can map the weight to a limited number of powers of 2 with little performance drop. In the case of 5 weight bit, there are only eight choices each for positive and negative numbers. Even with extremely low weight bits, 3 bits, the performance drop is still tolerable and visually unrecognizable by humans. Table 8 suggested that choosing smaller weight bits helps preserve the sparsity obtained from the pruning phase. A sparsity-accuracy trade-off can also be observed from weight bit 5 and 3, which turn out to be better choices comparing to higher weight bits such as 9 and 7.

Similar to PSM-Net, we explore different quantization weight bits for CSPN. To evaluate the best possible results, we use Taylor Score as the weight partition metric because it performs best among three methods (absolute value, Taylor and random) on CSPN. Since higher weight bits require less epochs to fine-tune, we reduced the fine-tune epochs when the weight bit is 9. As the result shown in Fig. 11(b),
### Table 6: Different Quantization Step

| Steps  | 0   | 0.5 | 0.625 | 0.75 | 0.875 | 0.9   | 0.95 | 1     |
|--------|-----|-----|-------|------|-------|------|------|-------|
| Accuracy | 97.39 | 96.72 | 96.56 | 96.15 | 95.59 | 95.79 | 95.21 | 94.42 |

| Steps  | 0   | 0.5 | 0.75 | 0.875 | 0.9   | 0.95 | 1     |
|--------|-----|-----|------|-------|------|------|-------|
| Accuracy | 97.41 | 96.72 | 96.21 | 95.28 | 94.93 | 94.83 | 94.28 | 94.05 |

### Table 7: Increase Quantization Steps

| Step  | 0   | 0.5 | 0.625 | 0.75 | 0.875 | 0.9   | 0.95 | 1     |
|-------|-----|-----|-------|------|-------|------|------|-------|
| Accuracy | 97.39 | 96.72 | 96.56 | 96.15 | 95.6  | 95.79 | 95.21 |

| Step  | 0   | 0.5 | 0.75 | 0.875 | 0.9   | 0.95 | 1     |
|-------|-----|-----|------|-------|------|------|-------|
| Accuracy | 97.37 | 96.09 | 96.53 | 96.17 | 96.10 | 96.24 | 95.88 |

### Table 8: Sparsity (%) of Different Weight Bits on Different Input Neural Networks

|         | 9  | 7  | 5  | 3  |
|---------|----|----|----|----|
| PSM-Net | 72.813 | 72.879 | 95.978 | 98.17 |
| CSPN    | 92.9333 | 92.9039 | 93.7271 | NA |

### D. Accuracy Improvement on PSM-Net

In spite of a negligible performance drop, we still conduct experiments to search for potential ways to retain model performance under extremely low weight bit (weight bit = 3). Table 6 shows that changing the distribution of the quantization step alone cannot improve performance. The early step is also crucial to the performance. Table 7 shows that to improve performance, the quantization steps must increase on both, early steps and late steps. The upper table is the original quantization step and the bottom one is the increased quantization step. The results further indicate that the fine-tune process of our pipeline is effective. If more steps are adopted, which means that more retraining are occurring, the performance drop can be reduced further.

### E. Supplementary Graphic

Fig. 12 is the full graph of accuracy and sparsity of Fig. 6.

---

**Figure 12**: Full axis of accuracy and sparsity of Fig. 6. Dots in blue shades are Taylor Score results after each epoch, while dots in orange shades are results for the absolute value criterion. Darker dots mean higher threshold.
F. More Visualization Results

We provide more depth map visualization results for both PSMNet and CSPN. For PSMNet, the upper image of each of the pairs shows the disparity map obtained in different settings (original model, pruned model, pruned and quantized to 5 weigh bits, pruned and quantized to 3 weight bits). For CSPN the upper image of each of the pairs shows the disparity map obtained in different settings (original model, pruned model, pruned and quantized to 7 weigh bits, pruned and quantized to 3 weight bits). The bottom image shows the disparity difference between the original model and the predicted results. Brightness indicates difference. Fig. 13 14 are extracted from KITTI2015 dataset and processed by PSMNet; Fig. 15 16 are extracted from NYU depth V2 dataset and processed by CSPN.