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Abstract

High Performance Computing (HPC) systems mainly focused on how to improve performances of the computing. It has competitive processing capacity both in terms of calculation speed and available memory. HPC infrastructures are valuable computing resources that need to be carefully guarded and avoid being maliciously used. Thus, vulnerabilities are quintessential issues in HPC systems due to most of jobs and resources run or stored usually are sensitive and high-profit information. In this survey, we comprehensively review securities of HPC systems from a log-analyzing perspective, including well-known attacks and widely used defenses, especially intruder detection methods. We found that log files are used for the security purposes much less than what we expected. How to use all the available log files comprehensively and employ state-of-the-art intrusion techniques to improve the robustness of HPC systems still lies for future research.
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1. Introduction

High performance computing, a widely used technology in fields such as aerospace, automotive, semiconductor design, energy explore, financial computing, weather forecast and nuclear simulation etc., mainly focused on how to improve the performance of the computing from software development, parallel algorithms and computer architecture etc. It has become an important way to do scientific research. Clusters and grids are the two dominant and distinct methods of deploying HPC parallelism in both industrial and academia nowadays [1].

As performances and capabilities of HPC infrastructures have continued to evolve, applications and software that are running on HPC infrastructures have also increased, especially with software applications of open source frameworks. However, they also become increasingly desirable targets to attackers [2]. HPC security, which is one of the most concerned problems for both users and HPC system maintainers, is not a significant problem in the past. Because most of HPC systems were built for private use by some dedicated users at the beginning. Now it has been the main worries and obstacles for the spreading of HPC systems as now they are often shared by multiple users, especially with the emerging of the idea of HPC-as-a-service.

The security of HPC systems has long been a research focus to build reliable and accountable systems [3–8], especially as log files being introduced to detect malicious intruders and behaviors. Computing power, as a resource, is required to be used only by those approved users, or further, to prevent approved users from performing unapproved behaviors. On the other hand, legal users of computing resources want to protect communications between users and resource owners to be safe and keep their data away from malicious attackers due to most of jobs and resources run or stored in HPC systems usually are sensitive and high-profit information. It might have serious consequences when hacked. Other security problems like denial-of-service are also a concern for HPC systems that has a lot of access requests from users.

Traditional security vulnerabilities still exist in HPC systems. For example, almost all HPC systems are multiuser systems, which requires using password to authenticate users. However, traditional security
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solutions are often not effective enough provided characteristics of HPC systems [9]. Some HPC systems tend to have very distinctive modes of operation and be used for special purposes, notably mathematical computations or economic modeling. Some HPC systems run highly exotic hardware and software stacks and are extremely "open" to users. These distinctiveness of HPC infrastructure presents its vulnerabilities and security challenges for both users and system managers. Furthermore, the cooperation between users and "security policy" (i.e., the balance between convenience and security) is needed due to that "network security" is highly relied on "host security" [10].

The specific vulnerabilities of HPC systems can be traced back to the following three aspects [11]: (i) High bandwidth connections. As the practice of HPC-as-a-service in industry, high bandwidth connecting the HPC infrastructure and the users, allowing steady interaction between users and systems have been a necessary requirement. These high bandwidth connections can be manipulated by hackers to launch denial-of-service attacks. (ii) Extensive computational power. The massive computing power, on one hand, can be used by innocuous users to solve scientific problems or other computing-intensive challenges. On the other hand, it also might be manipulated by malicious attackers to carry out brute-force attacks and all kinds of illegal intentions. (iii) Massive storage capacity. Almost all HPC systems include a large storage capacity. But the large-capacity disk storage is an attractive target for malicious attackers to store illegal files, such as pornographic multimedia files.

In this survey, we research the problem of detecting malicious users or behaviors in HPC systems based on logs. The contributions can be listed as follows:

- We conduct a comprehensive review on the security of HPC systems, including vulnerabilities, consequences, and potential solution strategies.
- Well-known attacks and defense methods, especially intrusion/anomaly detection methods, in HPC systems are identified.
- The process of log-based intrusion detection methods is articulated and surveyed, which is an important aspect of solutions for HPC security problems.
- We review defense mechanisms of HPC systems based on logs, and found that as the widely application of machine learning techniques, log files can be utilized in a more complete way to improve the security of HPC systems.

The remainder of this survey is organized as follows: we review vulnerabilities, threats and common attack examples in Section 2. The well-known defense mechanisms and intrusion detection methods are articulated in Section 3. In Section 4, we comprehensively review the log-based security solutions especially intrusion detection methods. Machine learning techniques used in solving anomaly detection problems in HPC systems and the potential future work are reviewed in Section 5. Conclusion is made in Section 6.

2. Attacks in HPC Systems

Attacks in HPC systems can lead to unauthorized accesses to the high-performance system infrastructure with malicious intents to steal, compromise or vandalize HPC resources, e.g., hackers might vandalize the system on purpose if they failed to extract any useful information or exploit the system to launch a denial-of-service attack [12].

2.1. Vulnerabilities and threats

The security in HPC facilities is similar with those in typical IT context. They are connected to networks just like other computer systems, and often run on the Linux-based systems. Thus, many of the attack styles in typical IT context can also be applied in HPC facilities [11]. However, HPC systems also have their own vulnerabilities, because they usually run exotic hardware and software systems, and have highly different purposes and modes of use compared with typical IT systems.

Probes, scans, brute-force login attempts, and buffer overflow vulnerabilities are the common issues that trouble HPC facilities. Common vulnerabilities of HPC facilities can be listed as follows [2]:

- Intrusion attacks, which can lead to data leakage or other consequences. It is because HPC facilities are extremely "open" to users around the world, thus make them an easy target for attackers.
- Alteration of code or data.
- Misuse of computing cycles, i.e., using the HPC facilities to perform activities other than granted behaviors such as crypto-currency mining.
- Availability related threats, including disruption or denial-of-service attacks against HPC facilities.

Threats confronted by HPC systems can be classified into three well-known types: confidentiality (e.g., data leakages), integrity (e.g., alteration of data or code) and availability (e.g., disruption/denial-of-service attacks against HPC systems or networks that connect them) [13]. The cause of these attacks can be insiders or outsiders of the HPC system. There are two kinds of attacks that are most favored by the outsiders: the brute-force attack against the password system and man-in-the-middle attacks [14].
“Insiders” often have special advantages in terms of HPC security because they can access HPC infrastructure. Thus, it is much easier for insiders to launch attacks than others [11,15], e.g., malicious users can change or modify the data stored in the system, or it can manipulate the system to do some illegal things such as spreading the rumors or viruses on the Internet. Even more, they can manipulate the system to run harmful programs to consuming the system resources.

HPC systems usually can be decoupled into 4 layers [16,17]: application layer, middleware layer (including MPI,PVM, etc.), operating system layer and network layer. Each layer is well-instrumented for the sake of health monitoring. HPC log files have been widely used as the paramount dataset sources to analyze the performance and security of HPC systems. Extensive studies have shown the hidden structured patterns exhibited in HPC log files. Through monitoring log files of HPC systems, we can identify applications running on HPC systems and the resource allocation among nodes cluster. Thus, system administrators can verify whether the jobs are approved, or the system are used aggressively or maliciously by running jobs [18].

### 2.2. Commonly known attacks

Given the vulnerabilities and characteristics of HPC facilities, we list four representative attacks in Linux cluster-based HPC facilities, which can be launched against an HPC cluster architecture:

**Daemon process-based attack** [12] A daemon process is an application that does not need interaction with a terminal and running in background. It can be launched by any other process, and it can be applied to take over system resources even when the parent process has terminated execution. This sort of attack can be very powerful in MPI environment since when a daemon process is created, the MPI scheduler will lose track of it [12]. The daemon process can take over any kind of CPU usage or other computing resources.

To emulate this type of attacks, one need to insert a Trojan into a trusted application appropriately to avoid being found by the HPC administrator. Example of Daemon process-based attacks include daemon memory allocation attack (running a daemon process to take over the memory resources) and daemon file attack (running a daemon process to take over the storage, memory, and computational resources of HPC facilities). Example of the daemon process-based attack template is shown as in Listing 1:

```c

int pid;
void *pointerMemory;
pid = fork();
if (pid < 0)
    exit(EXIT_FAILURE);
if (pid > 0)
    exit(EXIT_SUCCESS);
setsid();
signal(SIGHUP,SIG_IGN);
umask(0);
chdir("/");
if (pid < 0)
    exit(EXIT_FAILURE);
if (pid > 0)
    exit(EXIT_SUCCESS);
signal(SIGPIPE,SIG_IGN);
openlog("helloworld daemon",LOG_PID,LOG_DAEMON);
int i = 1;
while (i < 100000000)
{
    syslog(LOG_NOTICE,"memory is allocated!");
    i ++;
    sleep(DURATION_SEC);
}
syslog(LOG_NOTICE,"Terminated!");
closelog();
```

**Interposition library attack**[12] It is an attack by intercepting function calls that an application makes to the stack of share libraries, and then modify the called function to add malicious functionality to it. In Linux systems, interposition is "the process of placing a new or different library function between the application and its reference to a library function" [19]. Example interposition library attacks include attacking the libc

---

**Figure 1.** Comparison of CPU and memory usage (a) when running a daemon-process attack and (b) when running normal daemon process.
library and attacking the MPI library. An example of the interposition library attack is shown in listing 2.

```c
static int DoProfile = TRUE;
FILE *fopen(const char *filename, const char *mode);
typedef FILE (*)(function_type)(const char *filename, const char *mode);
static function_type function = NULL;
static char *function_name = "fopen";
FILE *retval;
if (!function) {
    function = (function_type)dlsym(RTLD_NEXT, function_name);
}
if (DoProfile) {
    DoProfile = FALSE;
    retval = ((function_type)(filename,mode));
    DoProfile = TRUE;
} else {
    retval = ((function_type)(filename,mode));
    sys_call_table[SYS_open] = orig_open;
}
```

Listing 2: Interposition library-based attack example [12].

**Probe-based login attack** [20, 21] It is similar with brute-force login attack, when the username of the HPC facilities are known to the attacker, they can create a dictionary of all potential passwords to launch the password guessing campaign as HPC facilities usually are "open" to users all around the network.

**Intrusion attack**[8, 22–25] Given all the security issues in HPC systems, we found that intrusion attack is probably one of the most discussed attacks. Because for any malicious user to launch an effective attack, the primary obstacle is how to access the targeted system. Thus, many problems of security for HPC systems are centered around intrusion attacks and detection.

Some commonly known intrusion attacks include attempts to copy the password file frequently, a lot of unreliable remote procedure call requests in a very short time and attempts to connect to non-exist "bait" hosts frequently [24].

Besides attack examples listed above, there are many other attack methods in HPC systems [2, 11, 25]. Based on all these various attacks, how to guard the HPC system against these attacks becomes a challenging task. To the best of our knowledge, different defenses have been proposed to defend against a set of attacks, while there are no universal solutions.

When a server or cluster comes under attacks or once the attacker lands on the system, owners of user accounts often have no idea of the reality that they have been hacked. Most of the time, it is the activities of attackers expose or alert security officers of the HPC infrastructure. Behaviors of hackers tend to fall into some modes that are obviously different from the true owner of the account and can be easily identified. For example, the sudden burst of network activities, high CPU utilization, longer network latency or unauthorized jobs bypassing the job scheduler etc. Hence monitoring is an important part of the HPC system management, which is a main task for many defense mechanisms.

### 3. Defense Mechanisms

In this section, we give the background and defense strategies in HPC systems. We especially reviewed intrusion detection methods due to the importance in HPC security.

#### 3.1. Background

Early studies on the security of HPC systems focused on the programming level. A software infrastructure is designed in [3] to ensure the integrity and confidentiality of communications and to authenticate approved users and resource owners. The developed security-enhanced communication library, named as Nexus, can be used to provide secure versions of popular communication libraries, such as Message Passing Interface (MPI), and offered a fine degree of control over what, when and where security mechanisms can be employed in HPC systems.

Traditionally, many physical measures and human-oriented rules have been suggested to ensure the security of HPC systems. For example, Korambah et al. in [11] listed strategies of protecting passwords and how to safeguard computing resources in an HPC environment. Common methods of preventing passwords from hacking include encrypting information exchange between users and resource owners, urging users to employ complicated passwords and changing the passwords routinely, monitoring activities of each user to identify possible attackers and limiting the access rights of each user according to their priority and so on.

Protocols like telnet and ftp are widely used in the 1990s in which clear text format information is transferred between remote computers. Anybody with reasonable expertise of the domain knowledge can launch such an attack, intercepting and reading the content. Now none of HPC sites will run these kinds of protocols. Besides that, a lot of solutions to malicious user detection and security risk reduction have been proposed. The approach used by most of nowadays HPC systems can be summarized as divide-and-conquer. i.e., the security techniques are deployed separately and independently to address the HPC security vulnerabilities [11].

#### 3.2. Defense strategies

What to look for and where to identify the malicious attacker are a complicated cybersecurity problem. Not
a single HPC suit, especially within the field of open science, has any solution to identifying and reducing all risks associated with attacks against the system infrastructure. Given the sophistication of attackers and the rapidly changing pace in computational systems and networking, how to develop defense mechanisms becomes a difficult obstacle to tackle with.

When HPC systems are under attacks, the attack activities often have two parts: the initial attack and the follow-up behaviors taken if local access is obtained. The initial attack can come from almost anytime and anywhere. Although we have firewalls in place, there is nothing the firewall can do once the attacker has already landed on the system. However, as of the attack property, the attacker’s behavior tends to be somehow well-defined and can be identified easily. From the system administrators’ perspective, what to look for and where to identify the malicious attackers are probably one of the most complex cybersecurity problems in nowadays HPC environment [8].

One the other hand, security issues in HPC systems differ from those in traditional platforms due to their distinctive program structures, computing environments and performance requirements. Unlike widely used client-server structure in traditional distributed systems, the communications in HPC systems mainly depend on two-sided message passing, streaming protocols, multicast and so on [3].

Existing technologies used to secure HPC infrastructures can be broadly categorized into four classes, i.e., they try to defend HPC systems from the following four aspects [10]: (i) basic OS hardening, (ii) authentication, (iii) network and host security and (iv) patching and auditing, in which OS hardening techniques can go deeper to be classified into different sub-classes. The detailed category information is shown in Fig.2. From which, password complexity enforcement can be done through enforcing strict well-defined security policies, for example, requiring users to change password periodically; Monitoring HPC facilities for abnormal status [26] can be one example of defenses under authentication category; As HPC facilities are usually used for distinctive purposes such as mathematical computations, they tend to have a much more regular and predictable mode of operations, which can be utilized to detect irregular and potential malicious attacks [25].

3.3. Intrusion detection

Intrusion detection is a well-known defense in HPC systems to counter malicious attacks [22]. To address the problem of where, when, what and how to identify the suspicious intruders, National Energy Research Scientific Computing Center (NERSC) [8] follows a methodology of data gathering and measurements, repeatable testing and careful analysis in designing the intrusion detection mechanism. The detailed steps of the method can be summarized as follows:

- Collecting as much raw data as possible, especially those data in high yield areas, and designing patterns that can be based on to evaluate the suspiciousness of user behaviors. The raw data can be accessed through accounting data or SSHD data from each host, batch scheduler logs from inter-systems or network data and DNS logs from cross-site.

- Cleaning, organizing and normalizing the collected data for the following analysis, which aim to process and reduce the volume of the collected data. The abstracted data can be further canonicalized to transform it into a normal form such that it can be suitable for machine processing use techniques such as machine learning algorithms.

- Employing appropriate tools or methods to analyze data processed in step 2 and comparing with expected or normal data. In this step, local site security policies can be used to evaluate the standardized data.

Based on the above methodology, NERSC introduced the Bro intrusion detection system [8]. To address the invisibility problem of activities happened on the multi-user HPC infrastructure, NERSC introduced an instrumentation layer into the OpenSSH application and then connected the resulted dataset into a real time analysis using Bro IDS.

To address various security issues at different layers of the cluster architecture, from threats of network to vulnerabilities of applications, another intrusion detection mechanism is proposed in [17]. In the mechanism, there exists an instrumented node to help gathering raw data and understanding the communications between clustering nodes in HPC infrastructure at various layers (i.e., applications layer, middleware layer, operating system layer and network layer). The collected data will be audited and analyzed to identify suspicious communications or behaviors.

Unlike the intrusion detection techniques listed above, which focus on detecting anomalies from behaviors or running statistics after the intruder has succeed partially in compromising the targeted system. User authentication is another effective method to prevent intruders or malicious attackers from landing the system at the beginning, which is an intuitive and straightforward method to stop intruders. However, this method usually has limited capabilities in keeping safe of HPC systems as many attackers can find paths to walk around the authentication gate [27, 28]. More existing literature of user authentication techniques and mechanisms used in distributed HPC systems can be found in [5, 15, 29].
As machine learning has been widely spread into different domains, a more direct and effective strategy has come into people's mind to defend HPC systems, log file-based defense [25, 30, 31], which is a behavior detection method based on log files generated from running jobs. Using log files has many advantages than previous methods, as log files are a detailed record of the running process of the applications. Log files generated at different layers of the HPC systems often contains the fully operation and resource balance process. We give more information on log file-based intrusion detection in the following section.

### 4. Log-based Security Analysis in HPC Systems

In this section, we give the detailed information about the log file-based security analysis in HPC systems.

#### 4.1. Background and related works

Log files can be found on almost all computer systems universally, which are text files recording behaviors, system status and other running statistics of the jobs active in HPC systems such that administrators can look back to debug system problems or track the running process to find vulnerabilities [32, 33]. Therefore, it can be used as the first and direct information source to monitor and detect intruders in HPC systems [25, 34].

Based on the collected information, the intrusiveness can be downgraded at each level of HPC systems and can even stop monitoring for the sake of efficiency and performance. For example, we can employ two phases in the instrumentation [25, 34]: fully monitoring and adaptive monitoring. Fully monitoring is usually employed at the beginning, in which everything is monitored to build the profile of an application or a user. It is costly in terms of computing resources; thus, it usually only runs a short of time. While adaptive monitoring can adaptively monitor the resources or variables according to the load of the instrumentation node. It can focus on some critical areas while have little impact on the overall system performance.

HPC systems usually can be decoupled into 4 layers [16, 17]: application layer, middleware layer (MPI and PVM, etc.), operating system layer and network layer. The high performance is achieved through the cooperation of each layer. Many of HPC systems are based on Linux-like systems. In Linux systems, user behaviors and operating system's activities are logged such that it can be processed and analyzed by administrators to monitor the system.

When the related raw data are collected by the dedicated instrumented node, all layers of HPC systems are instrumented heavily to evaluate the possibility of existence of intruders[18]:

- **Application layer**: Collect general variables of monitored processes, e.g., percentage of CPU time, memory used, I/O time and so on, to analyze statistics of applications run on HPC systems.

- **Middleware layer**: Audit the calls of messaging passing information, such as MPI calling statements and other middleware related communications.

- **Operating system and network layer**: Audit and monitor access to the file system and related network interfaces, such that the global communications or the local resource access information can be utilized and evaluated.

The general workflow of using log files to detect intruders in existing literature can be summarized and shown in Fig.3. Usually we have four steps: log collection, log parsing, filtering/feature extraction and anomaly/intrusion detection, to conduct log file-based analysis in defending HPC systems against intrusions or other malicious behaviors [18, 23, 25, 26, 35].

![Figure 2. Strategies to secure HPC systems [10].](image-url)
4.2. Log collection

Logs record the history of everything happened in HPC systems. In Linux systems, log files are stored in text form and usually under the directory of /var/log and its subdirectories. They include various information such as system, kernel, access control, package managers and many others. These log files can be roughly classified into four categories: application logs, event logs, service logs and system logs.

Large scale HPC systems generate various types of log files during running procedure of the jobs. For instance, the history of application run on the platform, resources allocated for them, sizes of each job, user information of each application and exit statuses are all logged in log files. Reliability, availability and serviceability (RAS) system logs are capable of extracting and logging data from various sensors both hardware and software, such as processor utilization, temperature sensors and memory errors [36]. Other log files like network system logs, input/output and storage system procedure logs can collect and record network bandwidth, congestion, and resource consuming information of jobs. The performance and running information inspection can rely on different log file(s) with respect to requirements of monitoring.

These log files provide a direct way for system managers to evaluate the system status. In HPC systems, log files can also be collected and analyzed to detect malicious jobs or users. For example, message log files in Linux systems show general messages and information regarding the system. It logs all activities throughout the global system. Secure logs keep authentication information of both successful and failed logins, and the authentication processes. Other logs can also be used to detect attacks and evaluate the system vulnerability.

Log collection is the first step in log analysis-based intrusion or anomaly detection of HPC systems. Distributed systems can continuously generate all kinds of log files to record system states and runtime statistics. This information is vital in examining system condition or debug especially when failures are encountered [37]. In log collection stage, it is important to collect right logs from the system as much as possible to pave way for the following analysis. When machine learning techniques are used to analyze the logs, the volume of the data is critical in learning the patterns of both normal behaviors and abnormal behaviors.

4.3. Log parsing

Log files are usually unstructured data, and their format and semantics might be different from each other. Thus, it is a difficult and complicated problem to design a mechanism that can diagnose abnormal or malicious intruders, especially when log files generated is in huge amount [38–41]. On the other hand, each log file might contain a lot of information that is not related to the security of HPC systems, thus how to filter valuable information from raw log files is also a challenging problem. It usually requires a lot of domain knowledge to design rule-based detectors [42–44]. For example, using the CPU time as a resource utilization measure, using IP address to parse a log into different entities and so on.

Log parsing is the second step of log analysis, which aims to get the unstructured, free-format and semantics text file into a structured representation. There have a substantial research and literature on the parsing of log files, in which representative methods can be listed as follows:

- Du et al. [45] provided an online streaming method to parse log files, which utilizes the longest common subsequence method, i.e., the longest common subsequence in logs are used as the sign to parse log files into structured files. The proposed method achieves linear time complexity for each log entry.
- Beschastnikh et al. [6] gave a method using regular expressions to determine which log lines will be parsed and which log lines will be ignored. It is a set of channel definitions that corresponds each line of the log files into a vector timestamp, or other channels.
- Xu et al. [46] offered a method leveraging the source code to parse log files, in which we need to first get all
possible log message template strings from the source code and then match it to log files to parse them into structured files.

- Methods in [47, 48] provided solutions to parse log files purely based on log characteristics using data mining approaches. They usually do not rely on other information except log files, which is usually more straightforward but might not be as precise as those rule-based log parse methods, and they usually require machine learning algorithms to learn patterns.

After parsing log files obtained from HPC systems, intrusion/anomaly detection methods can be applied to distinguish out suspicious activities or users.

4.4. Log file-based intrusion/anomaly detection

There are various methods and mechanisms have been proposed to address the intrusion/anomaly detection problem utilizing log files form HPC systems. In this subsection, we first overview two representative types of log file-based defenses used in HPC systems. They both offered an experiment-proved mechanism to detect intrusions or anomalies:

The first perspective is to take log files as a language model, and then build relationships between log files and normal/abnormal behaviors. Log files, in essence, are existed in text format. Therefore, it can intuitively be modeled as a natural language sequence model, further it can employ techniques from natural language processing to analyze log files.

Inspired by the observation that log file entries are a sequence of events extracted from the structured source code execution process, Du et al. [25] proposed a deep neural network model employing Long Short-Term Memory (LSTM) to detect anomaly behaviors and potential malicious users through taking log files as structured language sequence. Based on the proposed model, which is named as DeepLog, log patterns of normal execution can be learned continuously from the historical data. Abnormal patterns resulted from intrusions, which are often deviates from patterns of log files from normal execution, can be distinguished by the learned model in monitoring process. DeepLog was designed in an incremental learning style, thus it can adapt to different patterns in the running process.

From a mathematical perspective, DeepLog builds a non-linear and high dimensional relationship between log entries and normal/abnormal execution applications. It categorizes log files into various sequences, thus a workflow model can be constructed for each separate task, and also offers a feedback mechanism, such that a wrongly classified log file can be used to adjust weights of the trained model to make it adaptively fit into its dynamic changing environment.

The second perspective is to build relationships between log files and source codes. Many works proposed to address security problems based on log files cannot identify code’s behaviors. Inspired by the puzzle of whether the source code of an application or job are unique enough, such that it can be identified from the performance logs generated by the system, DeMasi et al. [18] employed and modified the rule ensemble method to predict what source code was running based on the generated performance log files. The Integrated Performance Monitoring (IPM) logs used in the paper are collected from a broad set of applications at the NERSC facilities.

Extensive works have shown various structured patterns in performance logs of HPC systems. Orianna et al. [18] proposed a method using the Rule Ensemble method to identify a code by its performance logs based on supervised machine learning. Through interpreting the resulting rule model, it can tell users which components of a code are the most distinctive and useful for identification. The proposed method can monitor the performance of applications running on HPC resources. Thus, the unapproved code or jobs or unintended usages of HPC systems can be detected.

5. Machine Learning in HPC and Future Work

In this section, we review the application of machine learning techniques used in HPC systems and potential future work is detailed.

5.1. Machine learning and HPC security

Besides the aforementioned intrusion detection methods, there proposed various advanced frameworks in recent years to mitigate security risks, especially as machine learning techniques are widely used in HPC systems.

For data centers like NERSC, there are hundreds, or thousands of jobs running concurrently on each of their four computing systems, i.e., Cori, Edison, PDSF and Genepool every day. Inspecting and analyzing each job manually is practically infeasible given the vast amount of log files generated simultaneously by each of the systems and the corresponding file systems. Given the huge volumes of log files, a mechanism named as Priolog is designed in [49] to narrow down the volume to comparatively small volumes of most related logs, thus increases the process efficiency.

Besides reducing the volumes of logs, another idea is to design scalable HPC system data analytics framework. [36] designed a scalable mechanism to analyze system logs, further, to distinguish unwanted or malicious jobs running on HPC systems. Based on the framework, users are able to navigate spatial-temporal event space that overlaps with specific system resource allocation, events, errors and identify persistent user
behavior patterns etc. Further, users can distinguish performance anomalies and gain valuable insights about the impact brought up by various system jobs. Ultimately all above methods lead to machine learning techniques. Given the often huge amount of log files generated during the running stage (we say it “huge” because log files is usually generated continuously from various layers of the systems) [50], traditional data analysis tools and techniques often fall short of the capability of processing them efficiently and effectively. Machine learning techniques, such as deep neural networks, can offer exactly what traditional data analysis techniques fall short of. It can process large dataset of log files in a batch-processing style and can extract valuable information from them.

In log analysis, machine learning techniques have their unique advantages in dealing with large volumes of streaming data. Processing streaming data generated from HPC systems is challenging as a result of the large volumes and generating speed. An online supervised learning method is proposed in [51] to operate with live streamed data; Another online anomaly detection method using autoencoder is provided in [52]. To better support streaming logs analysis, a visual analytic framework is proposed in [53], which consists of data management, analysis and interactive visualization. It can automatically identify pattern changes and provide a coherent view of the changes and patterns of the performance data. [54] also builds a scalable visualization tool named as MELA to study event log data.

Other applications of machine learning in log file analysis can be found in [30, 55–58]. The application of machine learning techniques in log file analysis brings revolutionary to the intrusion/anomaly detection in HPC systems. Anomaly user detection is an important application of deep learning techniques for user behavior analysis. A comprehensive review of how the machine learning techniques are used in detecting anomaly users is given in [26].

5.2. Future work

The security of HPC systems will experience more challenges in the future especially as the widely applications of machine learning techniques, both in terms of attacks and defenses. Here we give several potential research topics as future work:

- There are various methodologies proposed to defend intrusion attacks in HPC systems based on log files. Through reviewing many of these methods, we found that most of the methods are focused on a small part of the log files, i.e., there still lacks a strategy that can utilize all the available logs that employing state-of-the-art machine learning techniques to study the security problem. We believe this would be a promising research frontier.
- Deep learning techniques are widely used in log file analytics to classify different types of users by their application behaviors. It is worth noting that different platforms will have different user behaviors and data types, thus lead to different feature extraction methods. The efficient and effective feature vector extraction methods are at the core of applying deep learning techniques in future work.
- If we look beyond security problems in HPC systems, we observed that the problem faced by other distributed systems, such as cloud computing, cluster computing and grid computing, are similar with the problems we faced in HPC systems. This is because they all have similar architectures and utilities. Security solutions in cloud computing, cluster computing, grid computing and many other distributed computing models [13, 28] can be transferred to the HPC systems due to their inner similarities and this will be a promising future research topic.

The security of HPC systems has drawn emerging attentions from both academia and industry. With the rapid growing of HPC systems in terms of both scale and complexity, machine learning based security inspection, evaluation and malicious behavior detection will play a more practical role in improving the usability and security of HPC systems.

6. Conclusion

We comprehensively reviewed the security problem in HPC systems from a log-analyzing perspective in this survey, including both the attacks and defense methods, especially the log file-based intrusion detection methods. We found that existing detection methods have focused only on a very small number of logs to detect malicious attacks. To improve the detection performance, we believe a more advanced machine learning, especially natural language-based processing techniques should be used in analyzing various logs of HPC systems. We also give the future research directions. How to build a framework that utilizes all the available log files from each level of HPC systems to evaluate the security will be one of the main future works.
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