RANDOM WALKS ON GENERALIZED VISIBLE LATTICE POINTS
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Abstract. We consider the proportion of generalized visible lattice points in the plane visited by random walkers. Our work concerns the visible lattice points in random walks in three aspects: (1) generalized visibility along curves; (2) one random walker visible from multiple watchpoints; (3) simultaneous visibility of multiple random walkers. Moreover, we found new phenomenon in the case of multiple random walkers: for visibility along a large class of curves and for any number of random walkers, the proportion of steps at which all random walkers are visible simultaneously is almost surely larger than a positive constant.

1. Introduction

1.1. Background. In the two-dimensional integer lattice $\mathbb{Z}^2$, a lattice point $P \in \mathbb{Z}^2$ is said to be visible (from the origin) if there is no other lattice point on the straight line segment joining the origin and $P$. A classical result proved by Sylvester [11] in 1883 indicates that the density of visible lattice points in $\mathbb{Z}^2$ is $1/\zeta(2) = 6/\pi^2 \approx 0.60793$, where $\zeta(s)$ is the Riemann zeta function.

Fix $b = (b_1, b_2) \in \mathbb{N}^2$ with $\gcd(b_1, b_2) = 1$. We define the following generalized visibility of lattice points along curves.

Definition 1.1. Given two distinct lattice points $P = (p_1, p_2)$ and $Q = (q_1, q_2)$ in $\mathbb{Z}^2$, they determine a curve joining $P$ and $Q$ of type $a_1(y - q_2)^{b_1} = a_2(x - q_1)^{b_2}$ for some $(a_1, a_2) \in \mathbb{Q}^2 \setminus \{(0, 0)\}$. If there is no other lattice point lying on the segment of this curve between $P$ and $Q$, then we say $P$ is $b$-visible from $Q$.

Note that the $b$-visibility is mutual. Indeed, if $P$ is $b$-visible from $Q$ along the curve $a_1(y - q_2)^{b_1} = a_2(x - q_1)^{b_2}$, then $Q$ is also $b$-visible from $P$ along the curve $a_1(y - p_2)^{b_1} = (-1)^{b_1+b_2}a_2(x - p_1)^{b_2}$.

If an lattice point $P \neq (0, 0)$ is $b$-visible from the origin, we say it is $b$-visible for short. There are some previous works on the density of $b$-visible points from the origin, see e.g. [1] and [5]. Recently, Liu and Meng [8] proved precise asymptotic formulas for the number of lattice points $(1, b_2)$-visible from multiple watchpoints simultaneously in square areas.

In 2015, Cilleruelo, Fernández and Fernández [4] studied finer structure of the set of visible (i.e. $b = (1, 1)$) lattice points from the view point of random walks. For $0 < \alpha < 1$, an $\alpha$-random walk starting at the origin on $\mathbb{Z}^2$ is defined by

$$P_i = P_i + \begin{cases} (1, 0), & \text{with probability } \alpha, \\ (0, 1), & \text{with probability } 1 - \alpha, \end{cases} \quad (1.1)$$
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where \( P_i = (x_i, y_i) \) is the coordinate of the \( i \)-th step of the \( \alpha \)-random walk for \( i = 0, 1, 2, \ldots \), and \( P_0 = (0, 0) \). They showed that the proportion of such type of visible points visited by an \( \alpha \)-random walk is almost surely \( 1/\zeta(2) \).

In this paper, combining probabilistic arguments and tools from analytic number theory, we generalize the result in [4] in three aspects: (1) \( b \)-visible lattice points; (2) one random walker visible from multiple watchpoints; (3) simultaneous \( b \)-visibility of multiple random walkers.

### 1.2. Our results.

Throughout this paper, we always assume \( b = (b_1, b_2) \in \mathbb{N}^2 \) is fixed with \( \gcd(b_1, b_2) = 1 \).

We first consider the \( b \)-visibility of one random walker from multiple watchpoints. Suppose the watchpoints set \( W := \{ (u_j, v_j) \in \mathbb{Z}^2, \ 1 \leq j \leq J \} \) satisfies condition

\((*)\) distinct lattice points in \( W \) are pairwise \( b \)-visible from each other.

We remark that the cardinality \( J = |W| \) can’t be very large according to Lemma 2.3 in the next section. If a lattice point is \( b \)-visible from all points in \( W \), we say it is \( b \)-visible from \( W \).

Given an \( \alpha \)-random walk defined in (1.1), consider a sequence of random variables associated with \( W \)

\begin{equation}
X_i := X(b, W)_i = \begin{cases} 
1, & \text{if } P_i \text{ is } b \text{-visible from } W, \\
0, & \text{otherwise},
\end{cases}
\end{equation}

for \( i = 1, 2, \ldots \). Then the random variable

\begin{equation}
\overline{S}(n) := \overline{S}(n)_{\alpha, b, W} = \frac{1}{n} \sum_{1 \leq i \leq n} X_i
\end{equation}

indicates the proportion of steps at which the \( \alpha \)-random walker is \( b \)-visible from \( W \) in the first \( n \) steps.

**Theorem 1.2.** For watchpoints set \( W \) satisfying condition \((*)\) with cardinality \( J = |W| < 2^{b_1+b_2} \), we have

\[ \lim_{n \to \infty} \overline{S}(n) = \prod_p \left( 1 - \frac{J}{p^{b_1+b_2}} \right) \]

almost surely, where \( p \) runs over all primes.

**Remark 1.** The right hand side is independent of \( \alpha \). By Lemma 2.3, if \( |W| = 2^{b_1+b_2} \), there is no lattice point \( b \)-visible from \( W \), in which case \( \lim_{n \to \infty} \overline{S}(n) = 0 \).

We also consider multiple random walkers simultaneously \( b \)-visible from the origin. Let \( r \geq 1 \) be an integer and \( \alpha := (\alpha_1, \cdots, \alpha_r) \) with \( 0 < \alpha_1, \cdots, \alpha_r < 1 \). Similarly as in (1.1), for \( 1 \leq j \leq r \), we define the \( \alpha_j \)-random walk starting from the origin by

\[ P^{(j)}_{i+1} = P^{(j)}_i + \begin{cases} 
(1, 0), & \text{with probability } \alpha_j, \\
(0, 1), & \text{with probability } 1 - \alpha_j,
\end{cases} \]
where \( P_i^{(j)} \) is the \( i \)-th \( (i = 0, 1, 2, \cdots) \) step of the \( \alpha_j \)-random walk and \( P_0^{(j)} = (0, 0) \). Define a sequence of random variables associated with \( r \) walkers by

\[
Y_i := Y(b, r)_i = \begin{cases} 
1, & \text{if all } P_i^{(j)} \text{ for } 1 \leq j \leq r \text{ are } b\text{-visible}, \\
0, & \text{otherwise.}
\end{cases}
\]

Then the random variable

\[
\overline{R}(n) := \overline{R}(n)_{\alpha,b,r} = \frac{1}{n} \sum_{1 \leq i \leq n} Y_i
\]

indicates the proportion of steps at which all these \( r \) walkers are \( b\)-visible simultaneously in the first \( n \) steps.

**Theorem 1.3.** Assume \( b = (b_1, b_2) \) with \( \gcd(b_1, b_2) = 1 \). We have

\[
\lim_{n \to \infty} \overline{R}(n) = \prod_p \left( 1 - \frac{1}{p^{b_*}} + \frac{1}{p^{b^*}} \left( 1 - \frac{1}{p^{b^*}} \right)^r \right)
\]

almost surely, where \( b_* = \min(b_1, b_2) \), \( b^* = \max(b_1, b_2) \), and \( p \) runs over all primes.

**Remark 2.** In our proof, we only need to prove the case \( b_1 \leq b_2 \). For the case \( b_1 \geq b_2 \), we just switch the axes of the coordinate system for the lattice and replace \( b \) by \( b' = (b_2, b_1) \) in our results.

Before doing careful calculations, one may expect that the density of visible steps goes to 0 as the number of random walkers increases. This is true if \( b_* = 1 \). However, when \( b_* \geq 2 \), the density in Theorem 1.3 approaches a positive constant far from 0 density as \( r \) goes to \( \infty \). This is a surprisingly new phenomenon.

**Corollary 1.4.** Assume \( b = (b_1, b_2) \) with \( \gcd(b_1, b_2) = 1 \) and \( b_* = \min(b_1, b_2) \geq 2 \). For any number of random walkers, the proportion of steps at which all walkers are simultaneously \( b\)-visible from the origin is almost surely

\[
\geq \frac{1}{\zeta(b_*)} \geq \frac{1}{\zeta(2)} = 0.6079 \ldots,
\]

where \( \zeta(s) \) is the Riemann zeta-function.

### 1.3. Numerical experiments.

We verify the results in our theorems by doing numerical experiments using random generator in Python.

For one random walker \( b\)-visible from watchpoint set \( \{(0,0), (1,2), (2,1)\} \), we calculate the proportion of \( b\)-visible steps in \( \alpha\)-random walks within 100,000 steps. Since our results are "almost surely", we did the same calculation 10 times then take the average. We list densities for some values of \( b \) with \( \alpha = 0.5 \) and \( \alpha = 0.3 \) in Table 1.

For multiple random walkers, we calculate proportions of \( b\)-visible steps for different number of walkers. We choose same \( \alpha\)-random walk for all walkers with \( \alpha = 0.5 \), then calculate the number of \( b\)-visible steps within 100,000 steps and average the same process over 10 times. See Table 2 for a list of these densities with \( b = (2,3) \) and \( b = (3,5) \).

In our calculations, the numerical results match our theoretical results very well for at least two decimal digits and three decimal digits most of the time.

We also observe that in the numerical calculations within 100,000 number of steps, the numerical results tend to be a little bit larger than the theoretical density as the number of
Numerical $\alpha = 0.5$.

Numerical $\alpha = 0.3$.

Theoretical

\begin{equation*}
\begin{array}{|c|c|c|}
\hline
b & \text{Numerical } \alpha = 0.5 & \text{Numerical } \alpha = 0.3 & \text{Theoretical} \\
\hline
(1, 2) & 0.534592 & 0.535673 & 0.534567 \\
(1, 3) & 0.777417 & 0.777271 & 0.777373 \\
(1, 4) & 0.894337 & 0.894110 & 0.894015 \\
(1, 5) & 0.949046 & 0.948974 & 0.948994 \\
(2, 3) & 0.894215 & 0.893807 & 0.894015 \\
(2, 5) & 0.975107 & 0.975023 & 0.975182 \\
(3, 4) & 0.975401 & 0.975118 & 0.975182 \\
(3, 5) & 0.987746 & 0.987856 & 0.987821 \\
\hline
\end{array}
\end{equation*}

Table 1. Density of $b$-visible steps from multiple points

\begin{equation*}
\begin{array}{|c|c|c|c|c|}
\hline
r & b = (2, 3) & b = (3, 5) & b = (2, 3) & b = (3, 5) \\
\hline
2 & 0.933192 & 0.933076 & 0.991948 & 0.992002 \\
3 & 0.905554 & 0.905515 & 0.988254 & 0.988185 \\
4 & 0.881253 & 0.881225 & 0.984412 & 0.984484 \\
5 & 0.859504 & 0.859791 & 0.980724 & 0.980896 \\
6 & 0.840929 & 0.840850 & 0.977486 & 0.977417 \\
10 & 0.784229 & 0.784303 & 0.964403 & 0.964525 \\
20 & 0.716891 & 0.716860 & 0.938527 & 0.938432 \\
30 & 0.690567 & 0.690364 & 0.919002 & 0.919169 \\
40 & 0.676851 & 0.676832 & 0.904943 & 0.904881 \\
50 & 0.668449 & 0.668389 & 0.894245 & 0.894220 \\
60 & 0.662547 & 0.662484 & 0.886117 & 0.886205 \\
100 & 0.649852 & 0.649786 & 0.868927 & 0.868973 \\
200 & 0.638448 & 0.638324 & 0.856645 & 0.856556 \\
500 & 0.628067 & 0.627636 & 0.845837 & 0.845638 \\
1000 & 0.623631 & 0.622756 & 0.841814 & 0.841122 \\
\hline
\infty & 1/\zeta(2) = 0.607927\ldots & 1/\zeta(3) = 0.831907\ldots & \ldots & \ldots \\
\hline
\end{array}
\end{equation*}

Table 2. Density of visible steps for multiple walkers

walkers increases. Because in this situation the number of steps becomes not large enough relative to the number of walkers, these walkers have not fully spread out within such a fixed number of steps. In particular when some walkers meet each other at some point, the effective number of walkers we observe is actually smaller than the actual number and hence the numerical density tends to be a bit larger. The real situation might be much more complicated than this easy analysis, maybe that’s why we didn’t observe huge difference.

Notations. We use $\mathbb{Z}$ and $\mathbb{N}$ to denote sets of integers and positive integers, respectively. We also use the expressions $f = O(g)$ to mean $|f| \leq Cg$ for some constant $C > 0$. When the constant $C$ depends on some parameters $\rho$, we write $f = O_\rho(g)$. As usual, we use $[x]$ to denote the largest integer not exceeding the real number $x$ and use $|W|$ to denote the cardinality of the set $W$. 
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2. Preliminaries

2.1. Criteria for $b$-visibility. For integers $m, n \in \mathbb{Z}$ which are not both zero, we define

$$\gcd_b(m, n) := \max\{d \in \mathbb{N} : d^{b_1} | m, d^{b_2} | n\}.$$ 

This generalized gcd-function is bi-multiplicative and determined by its values on prime powers. Note that for any prime $p$ and any integers $k_1, k_2 \geq 0$, we have

$$\gcd_b(p^{k_1}, p^{k_2}) = p^{\min\{[k_1/b_1], [k_2/b_2]\}}.$$ 

If $b_1 = b_2 = 1$, then $\gcd_b(m, n)$ is the classical greatest common divisor of $m$ and $n$. By elementary arguments, we derive the following lemma. Here we omit the proof.

**Lemma 2.1.** The $\gcd_b$-function has the following properties.

(i) Suppose $d \in \mathbb{N}$ and integers $m, n$ are not both zero, then $d | \gcd_b(m, n)$ if and only if $d^{b_1} | m$ and $d^{b_2} | n$.

(ii) Suppose $b_1 \leq b_2$, then for any integers $m, n$ which are not both zero, we have $\gcd_b(m, n) = \gcd_b(m + an, n)$ for any $a \in \mathbb{Z}$.

By a similar proof as Corollary 1 of [1], we have the following criteria for $b$-visibility.

**Lemma 2.2.** Suppose lattice points $P = (p_1, p_2) \in \mathbb{Z}^2$ and $Q = (q_1, q_2) \in \mathbb{Z}^2$ satisfy $p_1 \neq q_1$ and $p_2 \neq q_2$, then $P$ is $b$-visible from $Q$ if and only if $\gcd_b(p_1 - q_1, p_2 - q_2) = 1$.

**Remark 3.** We remark that for lattice points $P = (p_1, p_2)$ and $Q = (q_1, q_2)$, if $p_1 = q_1$, then the curve joining them in Definition 1.1 degenerates to a vertical line and $Q$ is $b$-visible from $P$ if and only $q_2 - p_2 = \pm 1$. The $p_2 = q_2$ case is similar.

We note that the cardinality of watchpoints set satisfying condition (*) can’t be very large.

**Lemma 2.3.** If a watchpoints set $\mathcal{W}$ satisfies condition (*), then its cardinality $|\mathcal{W}| \leq 2^{b_1+b_2}$.

**Proof.** Consider the map

$$\lambda : \mathcal{W} \to \hat{\mathcal{W}} := \{(u \mod 2^{b_1}, v \mod 2^{b_2}) \mid (u, v) \in \mathcal{W}\}.$$ 

Observe that the cardinality of $\hat{\mathcal{W}}$ is at most $2^{b_1+b_2}$. Hence, if $\hat{\mathcal{W}}$ has more than $2^{b_1+b_2}$ points, there must exist two distinct points $(u_1, v_1), (u_2, v_2) \in \mathcal{W}$ such that $\lambda((u_1, v_1)) = \lambda((u_2, v_2))$. Thus we have

$$2^{b_1} \mid (u_1 - u_2) \text{ and } 2^{b_2} \mid (u_2 - v_2),$$

which implies $\gcd_b(u_1 - u_2, v_1 - v_2) \geq 2$ by (i) of Lemma 2.1. This contradicts our assumption on $\mathcal{W}$. □
2.2. Useful lemmas. To prove our theorems, we need the following key lemma from probability, which is essentially the second moment method.

**Lemma 2.4 ([4], Lemma 2.5).** Let \( X_i, i = 1, 2, \cdots \) be a sequence of uniformly bounded random variables such that
\[
\lim_{n \to \infty} \mathbb{E}(\overline{S}_n) = \mu,
\]
where
\[
\overline{S}_n = \frac{1}{n} \sum_{1 \leq i \leq n} X_i.
\]
If there exists a constant \( \delta > 0 \) such that the variance \( \mathbb{V}(\overline{S}_n) = O(n^{-\delta}) \) for \( n \geq 1 \), then we have
\[
\lim_{n \to \infty} \overline{S}_n = \mu
\]
almost surely.

The following binomial theorem with a congruence condition is also important.

**Lemma 2.5 ([4], Lemma 2.1).** Suppose \( 0 < \alpha < 1 \) and \( n \in \mathbb{N} \). For any integer \( 1 \leq d \leq n \) and any \( a \in \{0, 1, \cdots, d-1\} \), we have
\[
\sum_{\substack{0 \leq k \leq n \\ k \equiv a \mod d}} \binom{n}{k} \alpha^k(1-\alpha)^{n-k} = \frac{1}{d} + O(\alpha(n^{-1/2}))
\]
as \( n \to \infty \).

The following Lemmas 2.6-2.8 are main ingredients for proofs of our theorems. We prove them in Section 5.

**Lemma 2.6.** Suppose \( m, J \in \mathbb{N} \), \( 0 < \alpha < 1 \), and vectors \( s = (s_1, \cdots, s_J) \in \mathbb{Z}^J \) and \( t = (t_1, \cdots, t_J) \in \mathbb{Z}^J \) satisfy \( \gcd_b(s_{j_1} - s_{j_2}, t_{j_1} - t_{j_2}) = 1 \) for any \( 1 \leq j_1 \neq j_2 \leq J \). For \( n > \max_{1 \leq j \leq J} |s_j| \) and any \( \varepsilon > 0 \), we have
\[
\sum_{\gcd_b(n-s_j,k-t_j)=1,1 \leq j \leq J} \binom{m}{k} \alpha^k(1-\alpha)^{m-k} = f_{b,s}(n) + O_{\alpha,J,\varepsilon}(n^{\varepsilon}m^{-1/2}),
\]
where
\[
(2.5) \quad f_{b,s}(n) = \sum_{\gcd(d_j,b_1,b_2)=1, \forall 1 \leq j \leq J} \frac{\mu(d_1) \cdots \mu(d_J)}{(d_1 \cdots d_J)^b_2}
\]
and \( \mu \) is the Möbius function.

The mean value of \( f_{b,s}(n) \) plays an important role in our computations of expectations and variances of \( \overline{S}_n \) and \( \overline{R}_n \). With the help of Lemma 2.6, we derive the following result.

**Lemma 2.7.** Let \( f_{b,s}(n) \) be given by (2.5). If \( b_1 \leq b_2 \), then for \( x \geq 2 \) we have
\[
\sum_{n \leq x} f_{b,s}(n) = x \prod_p \left(1 - \frac{J}{p^{b_1+b_2}}\right) + O_{b,s}(\log^J x).
\]
If $J = 1$ and $s = s_1 = 0$, then the function $f_{b, s}(n)$ is multiplicative, in which case we denote it by

$$f_b(n) := \sum_{d^b_1 | n} \frac{\mu(d)}{d^{b_2}}.$$  

For any prime $p$ and any integer $k \geq 1$, the above definition gives

$$f_b(p^k) = \begin{cases} 1, & \text{if } 1 \leq k < b_1, \\ 1 - p^{-b_2}, & \text{if } k \geq b_1. \end{cases}$$

It follows that $0 < f_b(n) \leq 1$ for any $n \in \mathbb{N}$.

For the case of multiple random walkers, the following higher moments of $f_b(n)$ is needed to prove Theorem 1.3.

**Lemma 2.8.** Let $r \geq 1$ be an integer. For $x \geq 2$ and any $\varepsilon > 0$, we have

$$\sum_{n \leq x} f_b(n)^r = C_{b, r} x + O_{b, r}(x^{1/2 + \varepsilon}),$$

where the constant

$$C_{b, r} = \prod_p \left(1 - \frac{1}{p^{b_1}} + \frac{1}{p^{b_1}} \left(1 - \frac{1}{p^{b_2}}\right)^r\right)$$

with $p$ running over all primes.

In our proofs, we use the following estimates several times. We state them here without a proof.

**Lemma 2.9.** We have

$$\sum_{1 \leq i < i' \leq n} i^{-1/2} = O(n^{3/2}) \quad \text{and} \quad \sum_{1 \leq i < i' \leq n} (i' - i)^{-1/2} = O(n^{3/2})$$

as $n \to \infty$.

3. **Proof of Theorem 1.2**

By Lemma 2.4, we only need to compute the expectation and variance of $S(n)$.

**Proposition 3.1.** If $b_1 \leq b_2$, then for any $\varepsilon > 0$ we have

$$\mathbb{E}(S(n)) = \prod_p \left(1 - \frac{J}{p^{b_1+b_2}}\right) + O_{W, \varepsilon}(n^{-1/2+\varepsilon}),$$

where $p$ runs over all primes.

**Proof.** By the definition of $X_i$, we have

$$\mathbb{E}(S(n)) = \frac{1}{n} \sum_{1 \leq i \leq n} \mathbb{E}(X_i) = \sum_{1 \leq i \leq n} \mathbb{P}(P_i \text{ is } b\text{-visible from } W).$$

Let $n_0 > 0$ be a constant larger than $\max_{1 \leq i \leq J} (|u_j| + 1)$ and $\max_{1 \leq i \leq J} (|v_j| + 1)$, then

$$\mathbb{E}(S(n)) = \frac{1}{n} \sum_{n_0 < i \leq n} \mathbb{P}(P_i \text{ is } b\text{-visible from } W) + O_W(n^{-1}).$$
For simplicity, we denote
\begin{equation}
\mathbb{P}_i^1 := \mathbb{P}(P_i \text{ is } b\text{-visible from } \mathcal{W})
\end{equation}

For an \( \alpha \)-random walker, the coordinate of \( P_i \) at the \( i \)-th step can be written as \( P_i = (k, i-k) \) for some \( k = 0, 1, \ldots, i \). The probability that \( P_i \) is of the form \((k, i-k)\) is \( \binom{i}{k} \alpha^k (1-\alpha)^{i-k} \), which implies
\begin{equation}
\mathbb{P}_i^1 := \sum_{0 \leq k \leq i} \binom{i}{k} \alpha^k (1-\alpha)^{i-k}.
\end{equation}

By Remark 3 in Section 2, we see that for \( i > n_0 \), points \( P_i = (k, i-k) \), \( 0 \leq k \leq i \) are either not \( b\text{-visible from } \mathcal{W} \) or \( k \neq u_j \) and \( i-k \neq v_j \) for \( 1 \leq j \leq J \). It then follows from Lemma 2.2 that
\begin{equation}
\mathbb{P}_i^1 = \sum_{\gcd_b(k-u_j, i-k-v_j)=1, 1 \leq j \leq J} \binom{i}{k} \alpha^k (1-\alpha)^{i-k}
\end{equation}

By (ii) of Lemma 2.1, we have
\begin{equation}
\mathbb{P}_i^1 = \sum_{\gcd_b(i-u_j-v_j, i-k-v_j)=1, 1 \leq j \leq J} \binom{i}{k} \alpha^k (1-\alpha)^{i-k}
\end{equation}

Note that distinct lattice points in \( \mathcal{W} \) are pairwise \( b\text{-visible from each other} \), then by Lemma 2.2 and (ii) of Lemma 2.1, there holds
\[ \gcd_b(u_{j_1}+v_{j_1}-u_{j_2}-v_{j_2}, v_{j_1}-v_{j_2}) = \gcd_b(u_{j_1}-u_{j_2}, v_{j_1}-v_{j_2}) = 1 \]

for any \( 1 \leq j_1 \neq j_2 \leq J \). Thus by Lemma 2.6, for \( n_0 < i \leq n \) and any \( \varepsilon > 0 \), there holds
\begin{equation}
\mathbb{P}_i^1 = f_{b,u+v}(i) + O_{\alpha, \mathcal{W}, \varepsilon}(i^{-1/2+\varepsilon}),
\end{equation}

where \( f_{b,u+v} \) is given by (2.5) with \( s = u + v \). Combining this with (3.8) and (3.9), we obtain
\[ \mathbb{E}(\overline{S}(n)) = \frac{1}{n} \sum_{n_0 \leq i \leq n} f_{b,u+v}(i) + O_{\alpha, \mathcal{W}, \varepsilon}(i^{-1/2+\varepsilon}) + O_{\mathcal{W}}(n^{-1}). \]

Completing the sum over \( i \) in the first term up to an error term bounded by \( O_{\mathcal{W}}(n^{-1}) \) and using Lemma 2.9 to estimate the second term, we obtain
\begin{equation}
\mathbb{E}(\overline{S}(n)) = \frac{1}{n} \sum_{1 \leq i \leq n} f_{b,u+v}(i) + O_{\alpha, \mathcal{W}, \varepsilon}(n^{-1/2+\varepsilon}).
\end{equation}

Then our desired result follows from Lemma 2.7.

Now we estimate the variance of \( \overline{S}(n) \).

**Proposition 3.2.** If \( b_1 \leq b_2 \), then for any \( \varepsilon > 0 \) we have
\begin{equation}
\mathbb{V}(\overline{S}(n)) = O(n^{-1/2+\varepsilon}).
\end{equation}

**Proof.** Write the variance
\begin{equation}
\mathbb{V}(\overline{S}(n)) = \mathbb{E}(\overline{S}(n)^2) - \mathbb{E}(\overline{S}(n))^2.
\end{equation}

It follows from \((3.12)\) that
\[
(3.15) \quad \mathbb{E}(\mathcal{S}(n))^2 = \frac{1}{n^2} \left( \sum_{1 \leq i \leq n} f_{b,u+\nu}(i) \right)^2 + O_{\mathcal{W},\varepsilon}(n^{-1/2+\varepsilon}).
\]
To deal with \(\mathbb{E}(\mathcal{S}(n))^2\), we expand the square and write
\[
(3.16) \quad \mathbb{E}(\mathcal{S}(n))^2 = \frac{2}{n^2} \sum_{1 \leq i < i' \leq n} \mathbb{E}(X_i X_{i'}) + \frac{1}{n^2} \sum_{1 \leq i \leq n} \mathbb{E}(X_i^2).
\]
For \(i < i'\), we have
\[
\mathbb{E}(X_i X_{i'}) = \mathbb{P}(P_i \text{ and } P_{i'} \text{ are both } b\text{-visible to } \mathcal{W}) =: \mathbb{P}^2_{i,i'},
\]
say. Let \(n_0 > 0\) be a constant larger than \(\max_{1 \leq i \leq J} (|u_j|+1)\) and \(\max_{1 \leq i' \leq J} (|v_j|+1)\), then we have
\[
(3.17) \quad \sum_{1 \leq i < i' \leq n} \mathbb{E}(X_i X_{i'}) = \sum_{n_0 \leq i < i' \leq n} \mathbb{P}^2_{i,i'} + O_{\mathcal{W}}(n)
\]
By a similar argument as that before \((3.10)\), we see that the probability such that \(P_i = (k, i-k)\) and \(P_{i'} = (k+l, i'-k-l)\) for some \(0 \leq k \leq i\) and \(0 \leq l \leq i' - i\) is (here it means step \(i'\) depends on step \(i\))
\[
\binom{i}{k} \alpha^k (1-\alpha)^{i-k} \binom{i'-i}{l} \alpha^l (1-\alpha)^{i'-i-l}.
\]
It follows from the above and remark 3 in Section 2 that
\[
\mathbb{P}^2_{i,i'} = \sum_{0 \leq k \leq i \atop \gcd_b(k-u_j,i-k-v_j)=1, 1 \leq j \leq J} \binom{i}{k} \alpha^k (1-\alpha)^{i-k} \sum_{0 \leq l \leq i'-i \atop \gcd_b(k+l-u_j,i'-k-l-v_j)=1, 1 \leq j \leq J} \binom{i'-i}{l} \alpha^l (1-\alpha)^{i'-i-l}
\]
for \(n_0 < i < i'\). By (ii) of Lemma 2.1, the inner sum over \(l\) is equal to
\[
\sum_{0 \leq l \leq i'-i \atop \gcd_b(i'-u_j-v_j,i'-l-k-v_j)=1, 1 \leq j \leq J} \binom{i'-i}{l} \alpha^l (1-\alpha)^{i'-i-l}.
\]
Applying Lemma 2.7 with \(s_j = u_j + v_j\) and \(t_j = l-i+k+v_j, 1 \leq j \leq J\), we then have
\[
\mathbb{P}^2_{i,i'} = \sum_{0 \leq k \leq i \atop \gcd_b(k-u_j,i-k-v_j)=1, 1 \leq j \leq J} \binom{i}{k} \alpha^k (1-\alpha)^{i-k} \left( f_{b,u+\nu}(i') + O_{\mathcal{W},\varepsilon}(i'-i)^{1/2+\varepsilon} \right)
\]
for \(n_0 < i < i'\). By (ii) of Lemma 2.1 and using the binomial theorem to bound the error term, we obtain
\[
\mathbb{P}^2_{i,i'} = f_{b,u+\nu}(i') \sum_{0 \leq k \leq i \atop \gcd_b(i-u_j-v_j,i-k-v_j)=1, 1 \leq j \leq J} \binom{i}{k} \alpha^k (1-\alpha)^{i-k} + O_{\mathcal{W},\varepsilon}((i'-i)^{-1/2+\varepsilon})
\]
for \(n_0 < i < i'\) and any \(\varepsilon > 0\). This combining Lemma 2.6 yields
\[
\mathbb{P}^2_{i,i'} = f_{b,u+\nu}(i')(f_{b,u+\nu}(i) + O_{\mathcal{W},\varepsilon}(i^{-1/2+\varepsilon})) + O_{\mathcal{W},\varepsilon}((i'-i)^{-1/2+\varepsilon}),
\]
which gives

\[(3.18) \quad \mathbb{P}_{i,i'}^2 = f_{b,u+v}(i') f_{b,u+v}(i) + O_{\alpha,W_i,\varepsilon}(i^{2-1/2+\varepsilon} + (i' - i)^{-1/2+\varepsilon})\]

for \(n_0 < i < i'\), where we have used the bound

\[(3.19) \quad |f_{b,u}(n)| \leq \sum_{d_1 \cdots d_J \mid n = s_j, 1 \leq j \leq J} \frac{1}{d_1 \cdots d_J} = O_{\alpha,W_i,\varepsilon}(n^\varepsilon)\]

for any \(\varepsilon > 0\) and \(n = \max (|s_j| + 1)\). It follows from (3.17) and (3.18) that

\[
\sum_{n_0 \leq i < i' \leq n} \mathbb{P}_{i,i'}^2 = \sum_{n_0 \leq i < i' \leq n} f_{b,u}(i) f_{b,u}(i') + O(n^{3/2+\varepsilon}).
\]

Estimating the \(O\)-term by Lemma 2.9, we obtain

\[
\sum_{n_0 \leq i < i' \leq n} \mathbb{P}_{i,i'}^2 = \sum_{n_0 < i < i' \leq n} f_{b,u}(i) f_{b,u}(i') + O(n^{3/2+\varepsilon}).
\]

Complete the sum over \(i\) and \(i'\) up to an error term

\[
\sum_{i \leq n_0} \sum_{i < i' \leq n} f_{b,u}(i) f_{b,u}(i') = O(n^{1+\varepsilon}),
\]

where we have used bound (3.19), then we derive

\[
\sum_{n_0 < i < i' \leq n} \mathbb{P}_{i,i'}^2 = \sum_{1 \leq i < i' \leq n} f_{b,u}(i) f_{b,u}(i') + O(n^{3/2+\varepsilon}).
\]

Adding diagonal term up to an error term which is \(O(n^\varepsilon)\), we have

\[
\sum_{n_0 < i < i' \leq n} \mathbb{P}_{i,i'}^2 = \frac{1}{2} \left( \sum_{1 \leq i \leq n} f_{b,u}(i) \right)^2 + O(n^{3/2+\varepsilon}).
\]

Inserting this into (3.17), we obtain

\[(3.20) \quad \mathbb{E}(X_i X_{i'}) = \frac{1}{2} \left( \sum_{1 \leq i \leq n} f_{b,u}(i) \right)^2 + O(n^{3/2+\varepsilon}).\]

By the definition of \(X_i\), we have

\[(3.21) \quad \sum_{1 \leq i \leq n} \mathbb{E}(X_i^2) = \sum_{1 \leq i \leq n} \mathbb{E}(X_i) = O(n).\]

Combining (3.20), (3.21) with (3.16) gives

\[
\mathbb{E}(\hat{S}(n)^2) = \frac{1}{n^2} \left( \sum_{1 \leq i \leq n} f_{b,u+v}(i) \right)^2 + O(n^{-1/2+\varepsilon}).
\]

Inserting this and (3.15) into (3.14) yields our desired result. \(\square\)

Now Theorem 1.2 follows from Propositions 3.1, 3.2 and Lemma 2.4.
4. Proof of Theorem 1.3

Similar as in the proof of Theorem 1.2, we compute the expectation and variance of $R(n)$. As pointed out in Remark 2, we only give the proof for the case $b_1 \leq b_2$.

Proposition 4.1. If $b_1 \leq b_2$, then for any $\varepsilon > 0$ we have

$$E(R(n)) = C_{b,r} + O(n^{-1/2+\varepsilon}),$$

as $n \to \infty$, where $C_{b,r}$ is defined in Lemma 2.8.

Proof. We write

$$E(R(n)) = \frac{1}{n} \sum_{1 \leq i \leq n} \mathbb{E}(Y_i) = \frac{1}{n} \sum_{1 \leq i \leq n} \mathbb{P}(\text{all } P_i^{(j)}, 1 \leq j \leq r \text{ are } b\text{-visible}).$$

For simplicity, we denote

$$P_i^3 := \mathbb{P}(\text{all } P_i^{(j)}, 1 \leq j \leq r \text{ are } b\text{-visible}).$$

Then we have

$$E(R(n)) = \frac{1}{n} \sum_{1 \leq i \leq n} P_i^3 + O(n^{-1}).$$

and

$$P_i^3 = \prod_{1 \leq j \leq r} \sum_{0 \leq k \leq i} \left( \frac{i}{k} \right) \alpha_j^k (1 - \alpha_j)^{i-k}$$

for $i > 1$. Applying Lemma 2.6 with $J = 1$ and $(u_1, v_1) = (0, 0)$, we obtain

$$P_i^3 = \prod_{1 \leq j \leq r} \left( f_{b}(i) + O_{\alpha_j} \left( i^{-1/2} \sum_{d^2| i} 1 \right) \right)$$

for $i > 1$. Using the estimate $0 < f_{b}(n) < 1$ and the bound $\sum_{d^2| i} 1 = \tau(n) = O_{\varepsilon}(n^{\varepsilon})$ for $n \in \mathbb{N}$, we expand the product and derive

$$P_i^3 = f_r(i) + O_{\alpha} (i^{-1/2+\varepsilon})$$

for $i > 1$. Inserting this into (4.24) and applying Lemma 2.9 to estimate the error term yield

$$E(R(n)) = \frac{1}{n} \sum_{1 \leq i \leq n} f_{b}(i)r + O(n^{-1/2+\varepsilon}),$$

which implies our desired result together with Lemma 2.8. \qed

Now we estimate the variance of $R(n)$.

Proposition 4.2. Suppose $b_1 \leq b_2$, then we have

$$\mathbb{V}(R(n)) = O(n^{-1/2+\varepsilon}).$$

Proof. To compute the variance of $R(n)$, we write

$$\mathbb{V}(R(n)) = E(R(n)^2) - E(R(n))^2.$$
It follows from (4.25) that

\begin{equation}
\mathbb{E}(R(n))^2 = \frac{1}{n^2} \left( \sum_{1 \leq i \leq n} f_b(i)^r \right)^2 + O(n^{-1/2+\varepsilon}).
\end{equation}

For \( \mathbb{E}(R(n))^2 \), we expand the square and obtain

\begin{equation}
\mathbb{E}(R(n))^2 = \frac{2}{n^2} \sum_{1 \leq i < j \leq n} \mathbb{E}(Y_i Y_j) + \frac{1}{n^2} \mathbb{E}\left( \sum_{i \leq n} Y_i^2 \right).
\end{equation}

By the definition of \( Y_i \), we have

\begin{equation}
\mathbb{E}(Y_i Y_{i'}) = \mathbb{P}(\text{all } P_i^{(j)} \text{ and } P_{i'}^{(j)}, 1 \leq j \leq r \text{ are } b\text{-visible}) =: \mathbb{P}^{i,i'},
\end{equation}

say. By similar argument as in the proof of Theorem 1.2, we can see that for \( 1 < i < i' \) and some \( 1 \leq j \leq r \), the probability such that \( P_i^{(j)} = (k, i-k) \) and \( P_{i'}^{(j)} = (k + l, i' - k - l) \) are \( b\)-visible is

\[ \left( \begin{array}{c} i \\ k \end{array} \right) \alpha_j^k (1 - \alpha_j)^{i-k} \left( \begin{array}{c} i' - i \\ l \end{array} \right) \alpha_j^{l'} (1 - \alpha_j)^{i'-i-l} \]

for some \( 0 \leq k \leq i \) and \( 0 \leq l \leq i' - i \). Hence, we have

\[ \mathbb{P}^{i,i'} = \prod_{1 \leq j \leq r} \sum_{0 \leq k \leq i \text{ gcd}_b(k, j-k) = 1} \left( \begin{array}{c} i \\ k \end{array} \right) \alpha_j^k (1 - \alpha_j)^{i-k} \sum_{0 \leq l \leq i' - i \text{ gcd}_b(l+i'-i-l-k) = 1} \left( \begin{array}{c} i' - i \\ l \end{array} \right) \alpha_j^{l'} (1 - \alpha_j)^{i'-i-l} \]

for \( 1 < i < i' \). By (ii) of Lemma 2.1 and applying Lemma 2.6 by taking \( J = 1, n = i' \), \( m = i' - i \), \( s_1 = 0 \) and \( t_1 = i - l - k \), the inner sum over \( l \) is equal to

\[ \sum_{0 \leq l \leq i' - i \text{ gcd}_b(l+i'-i-l-k) = 1} \left( \begin{array}{c} i' - i \\ l \end{array} \right) \alpha_j^{l'} (1 - \alpha_j)^{i'-i-l} = f_b(i') + O_{\alpha_j, b, \varepsilon}((i' - i)^{-1/2+\varepsilon}) \]

for \( 1 < i < i' \). It follows that

\[ \mathbb{P}^{i,i'} = \prod_{1 \leq j \leq r} \sum_{0 \leq k \leq i \text{ gcd}_b(k, j-k) = 1} \left( \begin{array}{c} i \\ k \end{array} \right) \alpha_j^k (1 - \alpha_j)^{i-k} \left( f_b(i') + O_{\alpha_j, b, \varepsilon}((i' - i)^{-1/2+\varepsilon}) \right) \]

\[ = \prod_{1 \leq j \leq r} \left( f_b(i') \sum_{0 \leq k \leq i \text{ gcd}_b(k, i-k) = 1} \left( \begin{array}{c} i \\ k \end{array} \right) \alpha_j^k (1 - \alpha_j)^{i-k} + O_{\alpha_j, b, \varepsilon}((i' - i)^{-1/2+\varepsilon}) \right) \]

for \( 1 < i < i' \), where we have used the binomial theorem to bound the contribution of the \( O \)-term. Apply (ii) of Lemma 2.1 to change the condition \( \text{gcd}_b(k, i-k) = 1 \) to \( \text{gcd}_b(i, i-k) \) and apply Lemma 2.6 with \( J = 1, n = i, m = i, s_1 = 0 \) and \( t_1 = k \), then we obtain

\begin{equation}
\mathbb{P}^{i,i'} = \prod_{1 \leq j \leq r} \left( f_b(i) f_b(i') + O_{\alpha_j, b, \varepsilon}(i^{-1/2+\varepsilon} + (i' - i)^{-1/2+\varepsilon}) \right)
\end{equation}

for \( 1 < i < i' \) by noting \( 0 < f_b(n) < 1 \) for \( n \in \mathbb{N} \). Thus by (4.30) and (4.31), we have

\[ \sum_{1 < i < i' \leq n} \mathbb{P}^{i,i'} = \sum_{1 < i < i' \leq n} \prod_{1 \leq j \leq r} \left( f_b(i) f_b(i') + O_{\alpha_j, b, \varepsilon}(i^{-1/2+\varepsilon} + (i' - i)^{-1/2+\varepsilon}) \right). \]
Expanding the product and estimating terms containing the $O$-terms, we derive
\[
\sum_{1<i<i'\leq n} \mathbb{P}_{i,i'}^4 = \sum_{1<i<i'\leq n} f_b(i)^r f_b(i')^r + O_{\alpha_j,b,r,\varepsilon} \left( \sum_{1<i<i'\leq n} \left( i^{-1/2+\varepsilon} + (i' - i)^{-1/2+\varepsilon} \right) \right).
\]
Estimating the $O$-term by Lemma 2.9, we obtain
\[
\sum_{1<i<i'\leq n} \mathbb{P}_{i,i'}^4 = \sum_{1<i<i'\leq n} f_b(i)^r f_b(i')^r + O(n^{3/2+\varepsilon}),
\]
which implies
\[
(4.32)
\sum_{1\leq i<i'\leq n} \mathbb{E}(Y_i Y_{i'}) = \frac{1}{2} \left( \sum_{1\leq i\leq n} f_b(i)^r \right)^2 + O(n^{3/2+\varepsilon}).
\]
by adding diagonal terms. By the definition of $Y_i$, we have
\[
(4.33)
\sum_{1\leq i\leq n} \mathbb{E}(Y_i^2) = \sum_{1\leq i\leq n} \mathbb{E}(Y_i) = O(n).
\]
Combining (4.32) and (4.33) with (4.29), we obtain
\[
\mathbb{E}(\overline{R}(n)^2) = \frac{1}{n^2} \left( \sum_{1\leq i\leq n} f_b(i)^r \right)^2 + O(n^{-1/2+\varepsilon}).
\]
Inserting this and (4.28) into (4.27) yields our desired result. \hfill \square

Now Theorem 1.3 follows from Propositions 4.1, 4.2 and Lemma 2.4.

5. Sources of main terms

In this section, we use tools from number theory to prove Lemmas 2.6-2.8

5.1. Summation with generalized gcd conditions. In this subsection we give the proof of Lemma 2.6

Proof of Lemma 2.6. For simplicity, we denote
\[
\sum_k = \sum_{\substack{0\leq k\leq m \atop \text{gcd}_b(n-s_j,k-t_j)=1,1\leq j\leq J}} \binom{m}{k} \alpha^k (1-\alpha)^{m-k}.
\]
Using the formula
\[
\sum_{d|n} \mu(d) = \begin{cases} 1, & \text{if } n = 1, \\ 0, & \text{otherwise}, \end{cases}
\]
we may write
\[
\sum_k = \sum_{0\leq k\leq m} \binom{m}{k} \alpha^k (1-\alpha)^{m-k} \prod_{1\leq j\leq J} \sum_{d_j|d_j} \mu(d).
\]
By (i) of Lemma 2.1 and changing the order of summations, we derive
\[
(5.34) \sum_k = \sum_{d_j|n-s_j,1\leq j\leq J} \mu(d_1) \cdots \mu(d_J) \sum_{0\leq k\leq m} \binom{m}{k} \alpha^k (1-\alpha)^{m-k}.
\]
We analyze the conditions of the sums on the right hand side. For any \( 1 \leq j_1 \neq j_2 \leq J \), letting \( d = \gcd(d_{j_1}, d_{j_2}) \), we then have \( d_{j_1} | n - s_{j_1} \) and \( d_{j_2} | n - s_{j_2} \), which gives \( d_{j_1} | s_{j_1} - s_{j_2} \). Similarly, we have \( d_{j_2} | t_{j_1} - t_{j_2} \). It follows from (i) of Lemma 2.1 that \( d | \gcd(s_{j_1} - s_{j_2}, t_{j_1} - t_{j_2}) = 1 \), which gives \( d = 1 \). This indicates \( d_1, \ldots, d_J \) are pairwise coprime to each other. Then by the Chinese Reminder Theorem and Lemma 2.5, we have

\[
\sum_{0 \leq k \leq m, \, k \equiv t_j \mod d_j^2, 1 \leq j \leq J} \binom{m}{k} \alpha^k (1 - \alpha)^{m-k} = \frac{1}{(d_1 \cdots d_J)^2} + O_A(m^{-2}).
\]

Inserting this into (5.34) and using the bound \( |\mu(d)| \leq 1 \) for any \( d \in \mathbb{N} \) to estimate the error term, we obtain

\[
\sum_k = f_{b,s}(n) + O_A \left( m^{-1/2} \prod_{1 \leq j \leq J} \sum_{d_{j_1} | n-s_j} 1 \right).
\]

Then our desired result follows from the bound \( \sum_{d_{j_1} | n} 1 \leq \tau(n) = O(n^{\varepsilon}) \) for \( n \geq 1 \).

5.2. Source of the main term. In this subsection, we give the proof of Lemma 2.7.

Proof of Lemma 2.7. Let \( s_0 = \max_{1 \leq j \leq J} |s_j| \). Since the contribution of those \( n \leq s_0 \) is \( O_{b,s}(1) \), then we only need to consider the case \( s_0 < n \leq x \). By the definition of \( f_{b,s} \), we write

\[
\sum_{s_0 < n \leq x} f_{b,s}(n) = \sum_{s_0 < n \leq x} \sum_{d_{j_1} | n-s_j, 1 \leq j \leq J} \frac{\mu(d_{j_1}) \cdots \mu(d_j)}{(d_1 \cdots d_J)^{b_2}}.
\]

Changing the order of summations, we have

\[
\sum_{s_0 < n \leq x} f_{b,s}(n) = \sum_{d_j \leq (x+|s_j|)^{1/b_1}, 1 \leq j \leq J, \gcd(d_j, d_{j_2}) = 1, \forall 1 \leq j_1 \neq j_2 \leq J} \frac{\mu(d_{j_1}) \cdots \mu(d_j)}{(d_1 \cdots d_J)^{b_2}} \sum_{s_0 < n \leq x} 1
\]

\[
= \sum_{d_j \leq (x+|s_j|)^{1/b_1}, 1 \leq j \leq J, \gcd(d_j, d_{j_2}) = 1, \forall 1 \leq j_1 \neq j_2 \leq J} \frac{\mu(d_{j_1}) \cdots \mu(d_j)}{(d_1 \cdots d_J)^{b_2}} \left( \frac{x}{(d_1 \cdots d_J)^{b_1}} + O_{b,s}(1) \right),
\]

which implies

\[
\sum_{s_0 < n \leq x} f_{b,s}(n) = x \sum_{d_j \leq (x+|s_j|)^{1/b_1}, 1 \leq j \leq J, \gcd(d_j, d_{j_2}) = 1, \forall 1 \leq j_1 \neq j_2 \leq J} \frac{\mu(d_{j_1}) \cdots \mu(d_j)}{(d_1 \cdots d_J)^{b_1+b_2}} + O_{b,s} \left( \log^J x \right).
\]

Extending the range of \( d_j, 1 \leq j \leq J \) to all positive integers, the error occurs is \( O_{b,s}(x^{1-b_2/b_1}) \), which can be absorbed since \( b_1 \leq b_2 \). Hence we have

\[
\sum_{s_0 < n \leq x} f_{b,s}(n) = x \sum_{d_1, \ldots, d_J \in \mathbb{N}, \gcd(d_{j_1}, d_{j_2}) = 1, \forall 1 \leq j_1 \neq j_2 \leq J} \frac{\mu(d_1) \cdots \mu(d_J)}{(d_1 \cdots d_J)^{b_1+b_2}} + O_{b,s} \left( \log^J x \right).
\]
Letting \( d = d_1 \cdots d_j \), we then obtain
\[
\sum_{n_0 < n \leq x} f_{b,s}(n) = x \sum_{d=1}^{\infty} \frac{\mu(d)\tau_f(n)}{d^{b_1+b_2}} + O_{b,s}(\log^J x),
\]
where \( \tau_f(n) = \sum_{n_0 = d_1 \cdots d_j} 1 \) is the \( J \)-fold divisor function. This gives our desired result by noting
\[
\sum_{d=1}^{\infty} \frac{\mu(d)\tau_f(n)}{d^{b_1+b_2}} = \prod_{p} \left( 1 - \frac{J}{p^{b_1+b_2}} \right),
\]
where \( p \) runs over all primes. \( \square \)

5.3. Main term for multiple walkers. In this subsection, we give the proof of Lemma 2.8 using analytic methods for Dirichlet series.

Proof of Lemma 2.8. By the Euler product formula, the Dirichlet series of \( f_b(n)^r \) is
\[
\sum_{n=1}^{\infty} \frac{f_b(n)^r}{n^s} = \prod_{p} \left( 1 + \frac{1}{p^s} + \cdots + \frac{1}{p^{(b_1-1)s}} + \frac{(1-p^{-b_1})^r}{p^{bs}} + \frac{(1-p^{-b_2})^r}{p^{bs+b_2}} + \cdots \right),
\]
where \( s \) is a complex number with \( \Re(s) > 1 \). Using the Euler product of \( \zeta(s) \), we write
\[
\sum_{n=1}^{\infty} \frac{f_b(n)^r}{n^s} = \zeta(s)G(s),
\]
where
\[
G(s) := G_{b,r}(s) = \prod_{p} \left( 1 - \frac{1}{p^{b_1 s}} + \frac{1}{p^{b_1 s}}(1 - \frac{1}{p^{b_2}})^r \right).
\]
Since \( 1 \leq b_1 \leq b_2 \), then for any \( \varepsilon > 0 \) and \( \Re(s) \geq \varepsilon \), we have
\[
\log \left( 1 - \frac{1}{p^{b_1 s}} + \frac{1}{p^{b_1 s}}(1 - \frac{1}{p^{b_2}})^r \right) = \log \left( 1 + O_r \left( \frac{1}{p^{b_1 s+b_2}} \right) \right) = O_r \left( \frac{1}{p^{b_1 s+b_2}} \right),
\]
which gives
\[
|G(s)| \leq \exp \left( O_r \left( \sum_p \frac{1}{p^{b_1 s+b_2}} \right) \right) < \infty.
\]
Thus for any \( \varepsilon > 0 \) the product \( G(s) \) is absolutely and uniformly convergent in the range \( \Re(s) \geq \varepsilon \) and satisfies \( G(s) = O_{\varepsilon,b,r}(1) \). Denote the Dirichlet series of \( G(s) \) as
\[
G(s) = \sum_{n=1}^{\infty} \frac{g_{b,r}(n)}{n^s},
\]
then we have \( g_{b,r}(n) = O_{\varepsilon,r}(n^\varepsilon) \) for any \( \varepsilon > 0 \). Applying Perron’s formula (see e.g. Heath-Brown’s notes on Titchmarsh [31, p.70]), we derive
\[
\sum_{n \leq x} g_{b,r}(n) = \int_{1-\varepsilon - i\alpha}^{1+\varepsilon + i\alpha} G(s) \frac{x^s}{s} ds + O_{\varepsilon,b,r}(x^\varepsilon)
\]
for any \( \varepsilon > 0 \). Shifting the integral contour by the residue theorem, we have
\[
\sum_{n \leq x} g_{b,r}(n) = \left( \int_{-i\alpha}^{\varepsilon + i\alpha} + \int_{\varepsilon - i\alpha}^{\varepsilon - i\alpha} + \int_{\varepsilon + i\alpha}^{1+\varepsilon + i\alpha} \right) G(s) \frac{x^s}{s} ds + O_{\varepsilon,b,r}(x^\varepsilon).
\]
Using the upper bound of $G(s)$ to estimate the integrals, we obtain

$$
\sum_{n \leq x} g_{b,r}(n) = O_{\varepsilon,b,r}(x^\varepsilon).
$$

Now by (5.35), we have the relation

$$
f_b(n)^r = \sum_{kl=n} g_{b,r}(k).
$$

Thus write

$$
\sum_{n \leq x} f_b(n)^r = \sum_{k \leq \sqrt{x}} g_{b,r}(k) \sum_{l \leq x/k} 1 + \sum_{l \leq \sqrt{x}} \sum_{k \leq x/l} g_{b,r}(k) - \left( \sum_{k \leq \sqrt{x}} g_{b,r}(k) \right) \left( \sum_{l \leq \sqrt{x}} 1 \right),
$$

then with the help of (5.36) we have

$$
\sum_{l \leq \sqrt{x}} \sum_{k \leq x/l} g_{b,r}(k) = \sum_{l \leq \sqrt{x}} O_{\varepsilon,b,r}(x^{\varepsilon}) = O_{\varepsilon,b,r}(x^{1/2+\varepsilon}).
$$

and

$$
\left( \sum_{k \leq \sqrt{x}} g_{b,r}(k) \right) \left( \sum_{l \leq \sqrt{x}} 1 \right) = O_{\varepsilon,b,r}(x^{1/2+\varepsilon}).
$$

Hence by the estimate $g_{b,r}(n) = O(n^\varepsilon)$, we have

$$
(5.37) \quad \sum_{n \leq x} f_b(n)^r = \sum_{k \leq \sqrt{x}} g_{b,r}(k) \left( \frac{x}{k} + O(1) \right) + O_{\varepsilon,b,r}(x^{1/2+\varepsilon})
$$

$$
= x \sum_{k \leq \sqrt{x}} \frac{g_{b,r}(k)}{k} + O_{\varepsilon,b,r}(x^{1/2+\varepsilon}).
$$

Note that

$$
\sum_{k \leq \sqrt{x}} \frac{g_{b,r}(k)}{k} = \sum_{k=1}^{\infty} \frac{g_{b,r}(k)}{k} - \sum_{k > \sqrt{x}} \frac{g_{b,r}(k)}{k} = G(1) + O_{\varepsilon,b,r}(x^{-1/2+\varepsilon}).
$$

Inserting this into (5.37) yields

$$
\sum_{n \leq x} f_b(n)^r = G(1)x + O_{\varepsilon,b,r}(x^{1/2+\varepsilon}).
$$

Now we finish our proof. \qed
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