Extraction of form factors from a four-dimensional angular analysis of $\bar{B} \to D^* e^- \bar{\nu}_e$
An angular analysis of the decay $\bar{B} \to D^* l^- v_l$, $l \in \{e, \mu\}$, is reported using the full $e^+ e^-$ collision data set collected by the BABAR experiment at the $\Upsilon (4S)$ resonance. One $B$ meson from the $\Upsilon (4S) \to BB$ decay is fully reconstructed in a hadronic decay mode, which constrains the kinematics and provides a determination of the neutrino momentum vector. The kinematics of the semileptonic decay is described by the dilepton mass squared, $q^2$, and three angles. The first unbinned fit to the full four-dimensional decay rate in the standard model is performed in the so-called Boyd-Grinstein-Lebed approach, which employs a generic $q^2$ parametrization of the underlying form factors based on crossing symmetry, analyticity, and QCD dispersion relations for the amplitudes. A fit using the more model-dependent Caprini-Lellouch-Neubert (CLN) approach is performed as well. Our form factor shapes show deviations from previous fits based on the CLN parametrization. The latest form factors also provide an updated prediction for the branching fraction ratio $R(D^*) \equiv \mathcal{B}(B \to D^* l^- v_l)/\mathcal{B}(B \to D^* l^- v_\ell) = 0.253 \pm 0.005$. Finally, using the well-measured branching fraction for the $\bar{B} \to D^* l^- v_\ell$ decay, a value of $|V_{cb}| = (38.36 \pm 0.90) \times 10^{-3}$ is obtained that is consistent with the current world average for exclusive $\bar{B} \to D^{(*)} l^- v_\ell$ decays and remains in tension with the determination from inclusive semileptonic $B$ decays to final states with charm.

The Cabibbo-Kobayashi-Maskawa (CKM) matrix [1, 2], $V_{\text{CKM}}$, describing quark flavor mixing due to the charged weak current, is one of the pillars of the standard model (SM) of particle physics. It contains the only source of charge-parity (CP) violation in the SM. Validating this picture requires precise determinations of the CKM matrix elements $|V_{ub}|$ and $|V_{cb}|$. These are measured by the tree-level semileptonic decays, $b \to \{u, c\} l^- v_l$, where $l$ refers to an electron or muon. The hadronization of the final-state $\{u, c\}$ quark can be probed via inclusive or exclusive final states, the theoretical treatment being quite different for the two processes. For the heavy-to-heavy $b \to c$ transition, the inclusive and exclusive procedures use an operator product expansion and form factors based on heavy quark effective theory (HQET), respectively [3]. The theoretical and experimental uncertainties are different in the two cases, and a long-standing tension of about $3\sigma$ exists between them, with the inclusive results systematically higher than the exclusive ones, for both $|V_{ub}|$ and $|V_{cb}|$. The different results from inclusive and exclusive measurements could arise from non-SM physics. This motivates a better quantification of uncertainties in the measurements and underlying theoretical treatment of strong interaction effects.

Recently, several authors have pointed out [3–5], based on fits to unpublished Belle data [6], that removing HQET constraints in the theoretical parametrization of the $\bar{B} \to D^*$ form factors can reduce the tension between inclusive and exclusive $|V_{cb}|$ determinations. The measurement described here is a test of this suggestion.

The $\bar{B} \to D^* l^- v_\ell$ [7] process, with the subsequent $D^* \to D \pi$ decay, requires four independent kinematic variables to fully parametrize the final state. For the analysis presented in this Letter, we adopt the customary choice [8] of the dilepton invariant mass squared, $q^2$, the helicity angles of the $D$ and $\ell^-$, $\theta_D$ and $\theta_\ell$, respectively, and the angle $\chi$ between the hadronic and leptonic two-body decay planes. Denoting $d\Omega = d\cos\theta_D d\cos\theta_\ell d\phi$, the four-dimensional differential rate assuming massless leptons in the SM is [8]

$$d\Gamma = \left[4 (\cos \theta_D)^2 + H_+^2 (1 + \cos \theta_\ell)^2 \sin^2 \theta_\ell\right] \frac{m_B^2}{m_B^2 - q^2} B(D^* \to D \pi),$$

where $k = \sqrt{m_B^2 - q^2 + m_{D^*}^2} / 4m_B$ is the $D^*$ momentum in the $B$ rest frame, $\eta_{\text{EW}} = 1.0066 [4, 9]$ denotes leading electroweak corrections, and $G_F$ is the Fermi decay constant.
constant. In the SM, the helicity amplitudes $H_{\pm 0}$ are the real functions

$$H_0 = \frac{1}{2m_D\sqrt{q^2}}((m_B^2 - m_D^2 - q^2)(m_B + m_D')A_1(q^2)$$

$$- \frac{4m_B^2k^2}{m_B + m_D'}A_2(q^2)),$$

$$H_{\pm}(m_B + m_D')A_1(q^2) \mp \frac{2m_Bk}{m_B + m_D'}V(q^2).$$

expressed here in terms of the conventional axial-vector and vector form factors, $\{A_1, A_2, V\}$, as in Caprini et al. (CLN) [10]. In the Boyd-Grinstein-Lebed (BGL) [11] approach, the form factors are written as $f = \langle m_B + m_D'\rangle A_1, F_1 = \sqrt{q^2}H_0$ and $g = 2V/(m_B + m_D')$. The BGL formalism parametrizes the $i$th form factor, $F_i$, in the most generic form, based on crossing symmetry, analyticity, and QCD dispersion relations, as

$$F_i(z) = \frac{1}{P_i(z)\phi_i(z)} \sum_{n=0}^{N} a_n^i z^n.$$  

(4)

The expansion parameter $z$ is given by

$$z(t, t_0) = \frac{\sqrt{t_+ - t - \sqrt{t_+ - t_0}}}{\sqrt{t_+ - t + \sqrt{t_+ - t_0}}}$$

(5)

and is small in the physical region. Here $t \equiv q^2$, $t_+ \equiv (m_B \pm m_D')^2$, and $t_0 = t_+ - \sqrt{t_+(t_+ - t_-)}$. We adopt the Blaschke factors, $P_i(z)$, corresponding to removal of the $B_n$ poles of the $B\ell$ system, and the outer functions, $\phi_i(z)$, from Refs. [3,12]. The BGL coefficients in Eq. (4) satisfy the relations $\sum |a_n^i|^2 \leq 1$, known as unitarity constraints. The CLN [10] formalism makes similar expansions up to cubic terms, but imposes heavy-quark symmetry relations and QCD sum rules to relate the expansion parameters. The resultant forms are expressed in terms of a reduced set of a slope, $R_2^\ell$, and two normalization parameters, $R_{1,2}(1)$.

In this Letter, employing a data sample of $471 \times 10^6 B\bar{B}$ pairs [13] produced at the $\Upsilon(4S)$ resonance and collected by the BABAR detector [14,15], a full four-dimensional analysis of the $\bar{B} \to D^0 \ell^- \bar{\nu}_\ell \bar{\nu}_\ell$ decay rate corresponding to Eq. (1) is reported. One of the $B$ mesons, referred to as the tag side $B$, is fully reconstructed via hadronic decays, allowing for the missing neutrino 4-momentum, $p_{\text{miss}}$, to be explicitly reconstructed on the signal side $B$, since the initial $e^{\pm}$ 4-momenta are known. The hadronic tagging algorithm uses charm-meson seeds ($D^{(*)}$, $J/\psi$) combined with ancillary charmless light hadrons ($\pi/K$), and is the same as in several previous BABAR analyses [14,16,17]. From the remaining particles in the event after the tag-$B$ reconstruction, a $D^0$ meson reconstructed via one of its three cleanest decay modes, $K^-\pi^+, K^-\pi^0\pi^0$, or $K^-\pi^+\pi^-\pi^+$, is combined with a $\pi^0$ or $\pi^+$, to form a $D^{(*)0}$ or $D^{(*)+}$, respectively. For each $D^{(*)}$ candidate, the reconstructed invariant mass of the $D^0$ and the difference of the reconstructed masses, $\Delta m = (m_D - m_D')$, are required to be within four standard deviations of the expected resolution from their nominal values, at this stage. The $D^{*}$ is combined with a charged lepton $\ell \in \{e, \mu\}$, with the laboratory momentum of the lepton required to be greater than 0.2 and 0.3 GeV for $e$ and $\mu$, respectively. The six $D^{*}$ decay modes along with the two charged lepton species comprise twelve signal channels that are processed as independent data samples. No additional tracks are allowed in the event. The entire event topology, $e^\pm e^- \to \Upsilon(4S) \to B_{\text{tag}} \bar{B}_{\text{sig}} \bar{\nu}_{\ell} \nu_{\ell}$ is considered in a kinematic fit including constraints on the beam spot, relevant secondary decay vertices, and masses of the reconstructed $B_{\text{tag}}$, $\bar{B}_{\text{sig}}$, $D^{(*)}$ and the missing neutrino. The $\chi^2$-probability from this highly constrained fit is used as the main discriminant against background. To reject candidates with additional neutral energy deposits, $E_{\text{extra}}$ is defined as the sum of the energies of the good quality photons not utilized in the event reconstruction. The variable $E_{\text{extra}}$ is required to be less than 0.4 to 0.6 GeV, depending on the $D^{(*)}$ modes. Only candidates satisfying $q^2 \in [0.2, 1.2]$ GeV$^2$ are retained. In events with multiple selected candidates, only the candidate with the highest $\chi^2$-probability from the kinematic fit is retained.

After all selections, the overall background level is estimated to be $\sim 2\%$, using a simulation of generic $\Upsilon(4S) \to B\bar{B}$ events, where both $B$ mesons decay to any allowed final state. All selected events enter the four-dimensional angular fit; the small remnant background is treated as a source of systematic uncertainty. Figure 1(a) shows the comparison between data and simulation in the variable $U = E_{\text{miss}} - |\vec{P}_{\text{miss}}|$, where the resolution in the neutrino reconstruction has been weighted in the signal part of this simulation to match that in the data. Here $E_{\text{miss}}$ and $\vec{P}_{\text{miss}}$ correspond to the missing neutrino energy and momentum, respectively. Figure 1(b) shows the comparison
in the discriminating variable $E_{\text{extra}}$. The efficiency in $E_{\text{extra}}$ in the $E_{\text{extra}} \rightarrow 0$ signal region does not affect the angular analysis, so that an exact agreement is not required. The generic $B\bar{B}$ simulation agrees with the data in all kinematic-variable distributions in the sideband regions, validating its use to estimate the background in the signal region. The final requirement is $|U| \leq 90$ MeV. The total number of selected candidates at this stage is 6112, with the estimated signal yield being around 5932.

In addition to the generic $B\bar{B}$ simulation sample used for the data analysis where both $B$ mesons are decayed generically, a separate category of $B\bar{B}$ simulation is employed where the $B_{\text{tag}}$ is decayed generically, but $B_{\text{sig}} \rightarrow D^{*}(\rightarrow D\pi)\ell^{-}\nu_{\ell}$ is decayed uniformly in $dq^{2}d\Omega$ at the generator level. This latter sample is used to correct for detector acceptance effects in the fit to Eq. (1) employing numeric computation of the normalization integrals as described in Ref. [18]. The simulation undergoes the same reconstruction and selection steps as the data sample. The uniformly generated simulation weighted by the fit results matches the data in all distributions, as discussed later.

Unbinned maximum-likelihood fits to the BABAR data are performed employing the four-dimensional decay rate given by Eq. (1). The likelihood calculation treats all events in the data sample as signal and the small residual background is accounted for by subtracting from the log likelihood a contribution estimated from generic $B\bar{B}$ simulation. The fits are performed in two variants, for each of the BGL and CLN parametrizations. For the nominal BABAR -only variant, the negative log likelihood (NLL) is of the nonextended type, implying that the overall normalization factor is not imposed. This fit is used to extract the three form factors in a fashion insulated from systematic uncertainties related to the normalization, in particular, with the estimation of the $B_{\text{tag}}$ yield.

To extract $|V_{cb}|$, a second version of the fit is performed, where the integrated rate $\Gamma$ is converted to a branching fraction, $B$, as $\Gamma = B/\tau_{B}$, where $\tau_{B}$ is the $B$-meson lifetime. The latest Heavy Flavor Flavor Averaging Group [19] values of $B$ and $\tau_{B}$, for $B^{0}$ and $B^{-}$ mesons, are employed as additional Gaussian constraints to the BABAR -only NLL, and the entire fit is repeated. Two other constraints are employed. First, a lattice calculation from the Fermilab Lattice and MILC collaborations [20] gives the value of $h_{A1}(1) = (m_{B} + m_{D^{*}})A_{1}(q_{\text{max}}^{2})/(2\sqrt{m_{B}m_{D^{*}}})$ at the zero recoil point, $q_{\text{max}}^{2} = (m_{B} - m_{D^{*}})^{2}$. Second, at the zero recoil point, the relation $F_{1}(q_{\text{max}}^{2}) = (m_{B} - m_{D^{*}})f(q_{\text{max}}^{2})$ is used to express $a_{0}^{F_{1}}$ in terms of the remaining BGL coefficients in $f$ and $F_{1}$.

Therefore, $a_{0}^{F_{1}}$ is not a free parameter in the fit, but is derived from the remaining parameters. The small isospin dependence of these constraints, arising from the differences $m_{B} - m_{B^{0}}$ and $m_{D^{*}} - m_{D^{*}}$, is ignored in the calculation.

Given the statistical power of our data, we truncate the BGL expansion at $N = 1$ to avoid the violation of unitarity constraints due to poorly determined parameters. To ensure that a global minimum for the NLL is reached, 1000 instances of the BGL fits are executed, with uniform sampling on $[-1, +1]$ for the starting values of the $a_{q}$ coefficients. Among convergent fits, a unique minimum NLL is always found, up to small variations in the least significant digits in the fit parameters.

Many sources of systematic uncertainties cancel in this analysis, since no normalization is required from the BABAR data sample. Tracking efficiencies in simulation show no significant dependence on $q^{2}$ or $\{\cos \theta_{\ell}, \cos \theta_{\nu}, \chi\}$. To account for the resolutions in the reconstructed kinematic variables, the normalization of the probability density function in the fit is performed using reconstructed variables from the simulation. The dominant systematic uncertainty comes from the remnant background that can pollute the angular distributions. To estimate its effect on the fit results, the fit procedure is repeated excluding the background subtraction and the difference in the results is taken as the systematic uncertainty.

Table I summarizes the main results from the BGL fits, including $|V_{cb}|$. Several checks are performed to ensure stability of the results. Cross-checks are performed via separate fits to the $B^{0}$ and $B^{-}$ isospin modes that have charged and neutral pions for the soft pion in $D^{*} \rightarrow D\pi$ [21]. Cross-checks are also performed for separate fits to the two lepton species. Results are found to be compatible within the statistical uncertainties and thus no additional uncertainty is quoted from these checks. The values of $|V_{cb}| \times 10^{3}$, including only statistical uncertainties, for the $e$, $\mu$, $B^{0}$, $B^{-}$ separated fits are $38.59 \pm 1.15, 38.24 \pm 1.05, 38.03 \pm 1.05, 38.68 \pm 1.16$, respectively. The use of $t_{0} = t_{c}$ in the BGL expansion, as in Refs. [3–5], also gives results consistent with Table I. Table II reports the corresponding results from the CLN fits. The value of $|V_{cb}|$ is consistent between the BGL- and CLN-based fits.

Figure 2 shows the comparisons of the BABAR BGL and CLN results with the CLN world average (CLN WA) [19] as well as light-cone sum rules (LCSR) at the maximum recoil from Ref. [22]. Phenomenologically, the most

\begin{table}[h]
\centering
\caption{The $N = 1$ BGL expansion results of this analysis, including systematic uncertainties.}
\begin{tabular}{cccccc}
\hline
$a_{0}^{g}\times 10^{2}$ & $a_{1}^{\ell}\times 10^{2}$ & $a_{1}^{f_{1}}\times 10^{2}$ & $a_{0}^{f_{2}}\times 10^{2}$ & $a_{0}^{f_{3}}\times 10^{2}$ & $|V_{cb}|\times 10^{3}$ \\
\hline
1.29 & 1.63 & 0.03 & 2.74 & 8.33 & 38.36 \\
$\pm 0.03$ & $\pm 1.00$ & $\pm 0.11$ & $\pm 0.11$ & $\pm 6.67$ & $\pm 0.90$ \\
\hline
\end{tabular}
\end{table}
important feature in Fig. 2 is the discrepancy between CLN WA and the BABAR fits, while within BABAR, both CLN and BGL parametrizations yield comparable results. Numerically, the $p$ value of the consistency check in the three CLN fit parameters, between CLN BABAR and CLN WA, is 0.0017.

For $|V_{cb}|$, the result obtained here is well below the value determined from inclusive decays. This is in contrast with results from several recent analyses using the BGL parametrization based on unpublished Belle data [3–6,23], where larger values, close to the inclusive result, were typically obtained.

Figure 3 shows the two-dimensional scatter plots in $\cos \theta_V$ and $\chi$ in three bins of $\cos \theta_L$ and integrated over the $q^2$ spectrum, between the data (top row) and simulation (bottom row) after acceptance and reconstruction effects, weighted by the results of the BGL fit. The binned $\chi^2$ differences between the data and weighted simulation referring to Fig. 3 are (a) 103, (b) 89, and (c) 96, evaluated over 100 bins. The corresponding values for the four one-dimensional projections evaluated over 20 bins are 22, 23, 26, and 18, for $q^2$, $\cos \theta_L$, $\cos \theta_V$, and $\chi$, respectively. Within uncertainties, the weighted simulation consistently matches the data.

The differential rate in Eq. (1) holds under the assumption that the outgoing charged lepton is massless, a valid approximation for $\ell \in \{e, \mu\}$. For the $\tau$ lepton, additional terms appear in the differential rate, $\Gamma(q^2, m_\ell)$, depending on the lepton mass [3]. The BGL form factors reported in this Letter lead to an updated prediction for

$$\mathcal{R}(D^+) \equiv \frac{\int_{m_\ell^2}^{q^2_{\text{max}}} \Gamma(q^2, m_\ell) dq^2}{\int_{m_\ell^2}^{q^2_{\text{max}}} \Gamma(q^2, m_\ell) dq^2}. \quad (6)$$

FIG. 2. Comparison between the BABAR BGL-CLN and CLN WA [19] form factors $\{A_1, A_2, V\}$. Also shown is the LCSR prediction at $q^2 = 0$ [22]. The error bands are depicted by the dashed curves and include both statistical and systematic uncertainties.

FIG. 3. Comparisons as binned scatter plots between the BABAR data (top row) and simulation weighted by the BGL fit result (bottom row) in (a) backward, (b) mid, and (c) forward angles in $\cos \theta_L$. The multidimensional features in the data are well represented by the model. The $z$ axes indicate the number of events in each bin and the simulation is normalized to the number of data events.
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where $\ell = \{ e, \mu \}$. An $N = 1$ BGL expansion for the additional scalar form factor is performed following Gambino et al. [3], using the HQET prediction at zero recoil, with a conservative estimate for the uncertainty. At maximum recoil, instead of employing the LCSR form factors [22] with large uncertainties that were adopted in Ref. [3], the present BABAR result is employed. These values at the two ends of the $q^2$ spectra completely specify the scalar form factor in the linear expansion. The resultant SM prediction is

$$R(D^*)_{\text{BABAR}}^{\text{SM}} = 0.253 \pm 0.005.$$  

(7)

For a different choice of $t_0 = t_\perp$, a value $0.253 \pm 0.005$ is found, consistent with the above. The result is consistent with the CLN-based calculation of $0.252 \pm 0.003$ in Ref. [24], although with a larger uncertainty, mostly driven by the uncertainty in the scalar form factor at zero recoil, from HQET [3]. The degree of HQET violation is an important consideration, impacting the uncertainties, although the central value of $R(D^*)$ is largely unaffected. It is important to note that the experimental measurement of $R(D^*)$ might be sensitive to variations in the BGL form factors since the overall efficiency calculation for the measurement is a convolution of the form factor model and the four-dimensional detector acceptance function.

In summary, using the BABAR $B\bar{B}$ data sample with one of the $B$ mesons fully reconstructed in hadronic modes, an unbinned four-dimensional fit to tagged $B \to D^* \ell^+ \ell^- \nu \bar{\nu}$ decays is performed to extract the form factors in the more model-independent formalism of BGL as well as the model-dependent CLN method. The BABAR form factors show differences with CLN WA. The value of $|V_{cb}|$ is found to be lower than those obtained in recent BGL analyses based on unpublished Belle data [3–6,23] that did not use a four-dimensional fit [25]. The tension with inclusive determinations of $|V_{cb}|$ persists, even with the more model-independent BGL parametrization of the form factors. The central value of the SM $R(D^*)$ prediction based on a BGL parametrization is consistent with the previous CLN-based prediction of Ref. [24], but with a larger uncertainty, thereby reducing the overall tension with the latest average of experimental measurements. An extended version of the results presented here, including unfolded four-dimensional angular moments, will be presented in a forthcoming publication [26].
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