Abstract: Face recognition is the very significant field in pattern recognition area. It has multiple applications in military and finance, to name a few. In this paper, the combination of the sparse PCA with the nearest-neighbor method (and with the kernel ridge regression method) will be proposed and will be applied to solve the face recognition problem. Experimental results illustrate that the accuracy of the combination of the sparse PCA method (using the proximal gradient method and the FISTA method) and one specific classification system may be lower than the accuracy of the combination of the PCA method and one specific classification system but sometimes the combination of the sparse PCA method (using the proximal gradient method or the FISTA method) and one specific classification system leads to better accuracy. Moreover, we recognize that the process computing the sparse PCA algorithm using the FISTA method is always faster than the process computing the sparse PCA algorithm using the proximal gradient method.

Keywords: sparse PCA, kernel ridge regression, face recognition, nearest-neighbor, proximal gradient, FISTA

I. Introduction

Face recognition is one type of bio-metric security systems. It has a lot of applications in finance and military. In the years 1990, computer scientists have employed the Eigenface [1] to recognize faces. The Eigenface method utilized the Principle Component Analysis (PCA) which
is one of the dimensional reduction methods [2, 3] to reduce the dimensions of the data in order to remove noise and redundant features in the data. This will lead to the low time complexity of the face recognition system. The PCA method has been utilized in a lot of applications such as speech recognition [4, 5]. Then, the Eigenface used the nearest-neighbor method [6] to recognize faces.

To recognize faces, the machine learning approach [7, 8, 9, 10, 11, 12] can also be employed such as the Support Vector Machine (SVM) method. From 2000 to 2010, the Support Vector Machine learning method can be considered the state of the art machine learning method. Please note that the kernel ridge regression method can be viewed as the simplest form of the Support Vector Machine learning method. In this paper, in addition to the nearest-neighbor method, we will also employ the kernel ridge regression method to recognize faces.

Please note that the PCA has two major weaknesses which are the nonexistence of sparsity of the loading vectors and each principle component is the linear combination of all features. To overcome these weaknesses and to present sparsity, many methods have been suggested such as [13, 14, 15, 16]. In this paper, we will introduce two new approaches solving sparse PCA using the Proximal Gradient method [17, 18, 19], and the Fast Iterative Shrinkage-Thresholding method (i.e. FISTA method) [17, 18, 19]. Finally, we will try to combine the sparse PCA dimensional reduction method with the nearest-neighbor method (and with the kernel ridge regression method) and use these combinations to solve the face recognition problem.

We will organize the paper as follows: Section II will present the detailed version of the sparse PCA algorithm using the proximal gradient method in detail. Section III will present the detailed version of the sparse PCA algorithm using the FISTA method in detail. In section IV, we will apply the combination of the sparse PCA algorithm with the nearest-neighbor algorithm and with the kernel ridge regression algorithm to faces in the dataset available from [17]. Section V will conclude this paper and discuss the future directions of researches of this face recognition problem.

II. The proximal gradient method

Suppose that we would like to solve the unconstrained optimization problem like the following

\[ \min_z f(z) \]
One of the simplest methods solving the above unconstrained optimization problem is the gradient method. This gradient method solve the above optimization as follows

\[ z_0 \in \mathbb{R}^n, z_{k+1} = z_k - t_{k+1} \nabla f(z_k), \]

where \( t_{k+1} \) is the suitable step size.

The idea of this gradient method can also be applied to the \( l_1 \)-regularization problem like the following.

Suppose that we are given a function \( f \) that can be decomposed into two functions as follows

\[ f(x) = g(x) + \lambda h(x) \]

For this decomposable function \( f \), we want to find the solution of the following optimization problem

\[ \min_z f(z) = g(z) + \lambda h(z) \]

Please note that function \( g \) is differentiable.

So, the solution of this optimization is

\[ x^+ = \arg \min_z g(x) + \nabla g(x)^T (z - x) + \frac{1}{2t} ||z - x||_2^2 + \lambda h(z) \]

\[ = \arg \min_z \frac{1}{2t} ||z - (x - t \nabla g(x))||_2^2 + \lambda h(z) \]

\[ = \text{prox}_{\lambda h,\lambda t}(x - t \nabla g(x)) \]

Please note that \( \nabla^2 g(x) \) is replaced by \( \frac{1}{t} I \).

This method can also be called the ISTA method. In the next section, we will present the FISTA method which is the extended version of the ISTA method and is a lot faster than the ISTA method.

In our sparse PCA problem, \( g(x) = -x^T D^T D x \) and \( h(x) = ||x||_1 \).
So, we know that $\nabla g(x) = -2D^T Dx$.

Hence the solution of the sparse PCA problem is

$$x^+ = \text{prox}_{h,\lambda t}(x + 2tD^T Dx)$$

$$= \text{prox}_{h,\lambda t}((I + 2tD^T D)x)$$

Last but not least, in detail, the proximal operator is defined like the following

$$\text{prox}_{h,\lambda t}(x - t\nabla g(x))_i = (|x + 2tD^T Dx|_i - \lambda t)_{+} \text{sign}((x + 2tD^T Dx)_i)$$

We repeat the above formula until it converges to the final solution.

In the next part, we will give the algorithm of one pass of the proximal gradient method (i.e. the ISTA method).

Algorithm 1: One pass of proximal gradient method

1. Start with $x_k$
2. Compute $x_{k+1} = \text{prox}_{h,\lambda t}((I + 2tD^T D)x_k)$
3. $x_{k+1}$ will be served as the input for the next pass of the ISTA method

III. The FISTA method

In this section, we will describe the modified version of the proximal gradient method (i.e. FISTA method) used to solve the sparse PCA problem.

First, randomly choose $t_{old,old}, t_{old}, x_{old,old}, x_{old}$.

Then, we need to compute

$$y = x_{old} + \frac{t_{old,old} - 1}{t_{old}}(x_{old} - x_{old,old})$$

Next, we need to compute the solution of the following formula
\[ x^* = \text{prox}_{h, \lambda t}(y - t \nabla g(y)) \]

Next, we need to compute \( t = \frac{1+\sqrt{1+4t_{old}^2}}{2} \)

Finally, set \( t_{old} = t, t_{old, old} = t_{old}, x_{old} = x^+, x_{old, old} = x_{old} \).

We repeat the above procedure until it converges to the final solution.

---

Algorithm 2: One pass of FISTA method

1. Start with \( t_{old, old}, t_{old}, x_{old, old}, x_{old} \)
2. Compute
   \[ y = x_{old} + \frac{t_{old, old} - 1}{t_{old}} (x_{old} - x_{old, old}) \]
3. Compute \( x_{k+1} = \text{prox}_{h, \lambda t}((I + 2tD^TD)y) \)
4. Compute \( t = \frac{1+\sqrt{1+4t_{old}^2}}{2} \)
5. \( x_{k+1}, x_{old}, t, t_{old} \) will be served as the inputs for the next pass of the FISTA method

---

IV. Experiments and Results

In this paper, the set of 120 face samples recorded of 15 different people (8 face samples per people) is the training set. Then another set of 45 face samples of these people is the testing set. This dataset is available from [20]. Then, we will merge all rows of the face sample (i.e. the matrix) sequentially from the first row to the last row into a single big row which is the \( R^{1*1024} \) row vector. These row vectors will be used as the feature vectors of the nearest-neighbor method and the kernel ridge regression method.

Next, the PCA and the sparse PCA algorithms will be applied to faces in the training set and the testing set to reduce the dimensions of the faces. Then the nearest-neighbor method and the kernel ridge regression method will be applied to these new transformed feature vectors.
In this section, we experiment with the above nearest-neighbor method and kernel ridge regression method in terms of accuracy. The accuracy measure $Q$ is given as follows:

$$Q = \frac{True\ Positive + True\ Negative}{True\ Positive + True\ Negative + False\ Positive + False\ Negative}$$

All experiments were implemented in Matlab 6.5 on virtual machine. The accuracies of the above proposed methods are given in the following table 1 and table 2 and the time complexities of the processes computing the sparse PCA using the proximal gradient and the FISTA methods are given in the following table 3.

Table 1: **Accuracies** of the nearest-neighbor method, the combination of PCA method and the nearest-neighbor method, and the combination of sparse PCA method and the nearest-neighbor method

| Method                                                                 | Accuracy (%) |
|-----------------------------------------------------------------------|--------------|
| The nearest-neighbor method                                           | 90.81        |
| PCA (d = 200) + The nearest-neighbor method                           | 91.11        |
| PCA (d = 300) + The nearest-neighbor method                           | 91.11        |
| PCA (d = 400) + The nearest-neighbor method                           | 91.11        |
| PCA (d = 500) + The nearest-neighbor method                           | 91.11        |
| PCA (d = 600) + The nearest-neighbor method                           | 91.11        |
| Proximal Gradient Sparse PCA (d = 200) + The nearest-neighbor method | 87.26        |
| Proximal Gradient Sparse PCA (d = 300) + The nearest-neighbor method | 87.56        |
| Proximal Gradient Sparse PCA (d = 400) + The nearest-neighbor method | 87.85        |
| Method                                                                 | Accuracy (%) |
|----------------------------------------------------------------------|--------------|
| Proximal Gradient Sparse PCA (d = 500) + The nearest-neighbor method | 87.56        |
| Proximal Gradient Sparse PCA (d = 600) + The nearest-neighbor method | 87.26        |
| FISTA Sparse PCA (d = 200) + The nearest-neighbor method             | 88.15        |
| FISTA Sparse PCA (d = 300) + The nearest-neighbor method             | 88.44        |
| FISTA Sparse PCA (d = 400) + The nearest-neighbor method             | 88.74        |
| FISTA Sparse PCA (d = 500) + The nearest-neighbor method             | 89.04        |
| FISTA Sparse PCA (d = 600) + The nearest-neighbor method             | 88.74        |

Table 2: **Accuracies** of the kernel ridge regression method, the combination of PCA method and the kernel ridge regression method, and the combination of sparse PCA method and the kernel ridge regression method

| Method                                                                 | Accuracy (%) |
|----------------------------------------------------------------------|--------------|
| The kernel ridge regression method                                    | 95.85        |
| PCA (d = 200) + The kernel ridge regression method                    | 96.15        |
| PCA (d = 300) + The kernel ridge regression method                    | 96.15        |
| PCA (d = 400) + The kernel ridge regression method                    | 96.15        |
| PCA (d = 500) + The kernel ridge regression method                    | 96.15        |
| Method                                            | Time Complexity |
|--------------------------------------------------|-----------------|
| PCA (d = 600) + The kernel ridge regression method | 96.15           |
| Proximal Gradient Sparse PCA (d = 200) + The kernel ridge regression method | 95.26           |
| Proximal Gradient Sparse PCA (d = 300) + The kernel ridge regression method | 96.15           |
| Proximal Gradient Sparse PCA (d = 400) + The kernel ridge regression method | **96.44**       |
| Proximal Gradient Sparse PCA (d = 500) + The kernel ridge regression method | 96.15           |
| Proximal Gradient Sparse PCA (d = 600) + The kernel ridge regression method | 96.15           |
| FISTA Sparse PCA (d = 200) + The kernel ridge regression method | 87.26           |
| FISTA Sparse PCA (d = 300) + The kernel ridge regression method | 89.93           |
| FISTA Sparse PCA (d = 400) + The kernel ridge regression method | 90.52           |
| FISTA Sparse PCA (d = 500) + The kernel ridge regression method | 92.30           |
| FISTA Sparse PCA (d = 600) + The kernel ridge regression method | 91.11           |

Table 3: The time complexities of the processes computing the PCA and the sparse PCA using the proximal gradient and the FISTA methods

| The time complexities (seconds) |
|---------------------------------|
| PCA (d = 200)                   | 8.09 |
| PCA (d = 300)                   | 8.54 |
| PCA (d = 400)                   | 9.91 |
| Method                                      | d   | Accuracy |
|---------------------------------------------|-----|----------|
| PCA (d = 500)                               |     | 12.37    |
| PCA (d = 600)                               |     | 14.70    |
| Proximal Gradient Sparse PCA (d = 200)      |     | 2232     |
| Proximal Gradient Sparse PCA (d = 300)      |     | 3117     |
| Proximal Gradient Sparse PCA (d = 400)      |     | 3537     |
| Proximal Gradient Sparse PCA (d = 500)      |     | 4837     |
| Proximal Gradient Sparse PCA (d = 600)      |     | 5370     |
| FISTA Sparse PCA (d = 200)                  |     | 439      |
| FISTA Sparse PCA (d = 300)                  |     | 806      |
| FISTA Sparse PCA (d = 400)                  |     | 1210     |
| FISTA Sparse PCA (d = 500)                  |     | 1489     |
| FISTA Sparse PCA (d = 600)                  |     | 1634     |

From the above tables 1, 2, and 3, we recognize the accuracies of the combination of the sparse PCA method (using the proximal gradient method and the FISTA method) and one specific classification system may be lower than the accuracy of the combination of the PCA method and one specific classification system (may be lower than ~ 4-9%) but sometimes the combination of the sparse PCA method (using the proximal gradient method and the FISTA method) and one specific classification system lead to better accuracy. Because we choose the initial vector of the proximal gradient method (i.e. the ISTA method) and the FISTA method randomly, this will not lead to the best accuracy performance measures of these two methods.

Last but not least, from the experiments, the process computing the sparse PCA algorithm using FISTA method is a lot faster than the process computing the sparse PCA algorithm using proximal gradient method.

V. Conclusions

In this paper, the detailed versions of the sparse PCA method solved by the proximal gradient method and the FISTA method have been proposed. The experimental results show that the accuracy of the combination of the sparse PCA method (using the proximal gradient method and the FISTA method) and one specific classification system may be lower than the accuracy of
the combination of the PCA method and one specific classification system but sometimes the combination of the sparse PCA method (using the proximal gradient method and the FISTA method) and one specific classification system leads to better accuracy.

In the future, we will test the accuracies of the combination of the tensor sparse PCA method with a lot of classification systems, for e.g. the SVM method and deep neural network method, for not only the face recognition problem but also other image recognition problems such as finger print recognition problem.
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