**Abstract:** Single crystalline magnetite Fe\(_3\)O\(_4\) was investigated at low temperatures in the charge ordered state by electric measurements and time-resolved diffraction with voltage applied in-situ. Dielectric spectroscopy indicates relaxor ferroelectric characteristics, with polarization switching observably only at sufficiently low temperatures and in a suitably chosen time-window. PUND measurements with a ms time scale indicate a switchable polarization of about 0.6 µC/cm\(^2\). Significant switching occurs only above a threshold field of about 3 kV/mm, and it occurs with a time delay of about 20 µs. The time-resolved diffraction experiment yields, for sufficiently high voltage pulses, a systematic variation by about 0.1% of the intensity of the \((2,2,10)\) Bragg reflection, which is attributed to structural switching of domains of the non-centrosymmetric \(Cc\) structure to its inversion twins, providing proof of intrinsic ferroelectricity in charge ordered magnetite.
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**1. Introduction**

Magnetite Fe\(_3\)O\(_4\) is a remarkable transition metal oxide. It is the oldest known magnetic material, indeed it gave rise to the terms “magnetic” and “magnetism”. Furthermore, it also provides the classical example of a metal-insulator transition, which was found in 1939 around 120 K by Verwey [1], who attributed it to a charge ordering (CO) of the iron valences on the B sites of the inverted spinel structure of the compound. The low temperature CO structure of magnetite is extremely complex and has occupied generations of scientists, sparking plenty of controversy, including about the existence of CO [2]. It took more than six decades before the CO crystal structure could be refined in the full \(Cc\) cell [3]. An analysis of the bond lengths indicated that the extra electrons are not fully localized on the nominal Fe\(^{2+}\) sites, but rather partially delocalized to two neighboring Fe\(^{3+}\) sites, forming so-called “trimerons”. Despite the trimerons, the ionic approximation of integer 2+/3+ valence states of the B-site iron is useful. The corresponding CO, also found by density-functional calculations [4], is shown in Figure 1, with the Fe valences shaded dark and bright, respectively. The CO is almost
centro-symmetric—exchanging the valences of only four iron pairs (hued red in the figure) would result in a CO described by $P2/c$ symmetry. These four pairs make the overall structure polar, with a polarization $P \sim 5.5 \mu C/cm^2$ according to density functional theory (DFT) Berry phase calculations [4] or even higher with the experimental structure and point-charge calculations [3].

If the valence distribution could be switched by an applied electric field, magnetite would be ferroelectric at low temperatures. Ferroelectricity arising from CO is an intriguing concept, because it is intuitively simple (any CO breaking inversion symmetry is automatically polar), could give rise to sizeable polarizations, and is amenable to strong electromagnetic coupling (given that the ions involved in the CO also necessarily have magnetic moments) [5,6]. However, the concept suffers from the lack of unambiguous experimental evidence, with the “proof-of-principle” example of LuFe$_2$O$_4$ [7] having been called into question [8–10]. Proof of ferroelectricity in magnetite would thus make this material a unique first example of “ferroelectricity from CO”, on top of being the first magnetic material.

First indications that magnetite might indeed be ferroelectric had been obtained over 40 years ago, although the reports were not fully convincing as, for example, the measured $P(E)$ loops did not exhibit saturation and could be explained in terms of artifacts [11,12]. Apart from a few follow-up works mainly in the 80s and 90s [13–17], research on ferroelectricity in magnetite did not generate a lot of interest until recently. The experimental case was strengthened 10 years ago by measurements on a magnetite thin film (150 nm) indicating a switchable polarization below 40 K of up to about 12 $\mu C/cm^2$ [18]. The switchable polarization was determined with the PUND (positive-up-negative-down) method [19,20], in which two voltage pulses are applied in the positive direction, followed by two pulses in the negative direction. In this method, the switching current is unique to the first and third pulse, whereas ohmic (leakage, $\propto E$) and capacitive (\( \propto dE/dt \)) current contributions arise at all pulses equally, allowing the latter to be subtracted. However, the switching current could still be affected by space charge and contact effects. To eliminate some of the contact-related effects, an analysis of time-scales should be performed.

Figure 1. Sketch of the $Cc$ cell of magnetite below the Verwey transition. Shown is the iron charge order on the B sites, with the Fe valences in ionic approximation indicated by dark (Fe$^{2+}$) and bright (Fe$^{3+}$) shading (A site Fe and O sites are omitted). Fe sites which have the opposite valence in the centrosymmetric $P2/c$ model are hued in red. Tetrahedra with “3:1” configuration are colored cyan, those with “2:2” configuration orange. Replotted after Reference [4].
Such a study, primarily by dielectric spectroscopy, was presented by Schrettle and coworkers [21], which revealed several relaxation phenomena including interface contributions, but also an apparently intrinsic contribution behaving similar as ac-susceptibility in spin-glass systems. Such behavior is expected for “relaxor ferroelectrics” and ascribed to the freezing of polar nano-domains [22,23]. Even in relaxors, polarization switching should still be observable at sufficiently low temperatures and in a suitable window of time scales. In the study, convincing ferroelectric hysteresis loops with indications of saturation were obtained at 5.6 K with a frequency of 0.5 kHz [21]. However, the indicated switchable polarization was lower, about 0.5 µC/cm². The recent reports, while strongly indicative of polarization switching, still do not proof intrinsic ferroelectricity, which would require demonstrating that the polar structure actually switches to its inversion twin structure with opposite polarization.

Here, we present a study on a high-quality single crystal of magnetite with a Verwey transition of 122 K as indicated by a narrow peak in the specific heat (Figure 2 top). We performed dielectric spectroscopy and PUND measurements, the latter of which indicate a switchable polarization of about 0.6 µC/cm², comparable to values found in Reference [21]. Furthermore, we performed a time-resolved X-ray diffraction experiment with voltage pulses applied in-situ. Tracking the integrated intensity of a Bragg reflection, we observe for sufficiently high voltage pulses a systematic variation of the intensity, which demonstrates a structural switching by the applied voltage. Our results indicate that magnetite in the CO state is indeed an intrinsic ferroelectric and may thus serve as a proof-of-principle example of ferroelectricity arising from charge ordering.

Figure 2. Temperature dependence of physical properties of the magnetite crystal. Top: Specific heat, with a narrow (FWHM ~ 0.85 K) peak at $T_V = 122$ K. The inset shows a photo of the crystal with gold contacts mounted for the diffraction experiment. Middle: Dielectric permittivity $\varepsilon'$ over 6 decades of frequencies. Bottom: Conductivity for the same frequencies. The inset shows the imaginary part of the permittivity as a function of frequency at selected temperatures. Lines in the middle and bottom panels are B-splines.
2. Results and Discussion

2.1. Macroscopic Characterization

Figure 2 presents the temperature dependence of various quantities, with the narrow peak in the specific heat (top panel) clearly indicating the Verwey transition and the good quality of the sample, particularly concerning the oxygen stoichiometry [24,25]. The middle panel shows the real part of the complex permittivity, $\epsilon'$, measured at various frequencies from 1 Hz to 1 MHz. Overall, these results are rather similar to the dielectric spectroscopy results presented by Schrettle et al. [21]. $\epsilon'$ rises very fast to very high values for low frequencies and high temperatures (region above 4000 not shown), which is attributable to Maxwell-Wagner effects [26–29] and has been similarly observed in many transition metal oxides including, for example, LuFe$_2$O$_4$ [9,30]. The frequency-dependent conductivity $\sigma'$, related to the imaginary part of the complex permittivity, $\sigma' \propto \nu \epsilon''$, is displayed in the bottom panel. In this temperature region above 60 K, where the permittivity is contact dominated, the conductivity $\sigma'(T)$ shows no dispersion but is also lowered due to the additional resistive contribution of contacts. Nevertheless, the Verwey transition is visible as a drop in $\sigma'$ (even though less pronounced than in the purely intrinsic $\sigma_{ik}$). For temperatures below 60 K $\epsilon'(T)$ drops to the nevertheless astonishingly high intrinsic value of about 400 for the higher frequencies. At the same time, the conductivity $\sigma'$ gets frequency dependent for $T < 60$ K. At low temperatures, $\sigma'(\nu)$ rises by five orders of magnitude when the frequency is enhanced over 6 decades. This very strong frequency dependence is characteristic of variable-range hopping (VRH), as is also often observed in other oxides [31–33]. The frequency dependence is further shown in the inset displaying $\epsilon'(\nu)$. Whereas at 20 K, the frequency-dependence is close to a straight line in the double-logarithmic plot, denoting $\epsilon' \propto \sigma' / \nu \propto \nu^{s-1}$ (0 $< s <$ 1), as expected for VRH, there are clear deviations from this at lower $T$, particularly at 5 K a peak in the kHz-range seems to be superimposed. These features are related to an emerging second contribution in $\epsilon'$. Below 40 K, a second, non-contact related peak is discernible for not too high frequencies, a peak which becomes larger and shifts to lower temperature as the frequency is lowered. Such behaviour is characteristic of relaxor ferroelectrics [23]. In order to observe signatures of possible polarization switching, the regarded time scale has to be slow enough for the polarization to follow and fast enough to suppress the conductivity related contribution (current leakage) to $\epsilon' \propto \sigma'$. This indicates a window of temperatures (ideally not much above 5 K) and time scales (ideally not much below 1 ms; on the other hand too slow measurements will be strongly affected by current leakage) for further characterization.

Based on the above, we have chosen a temperature of 5 K and a time scale of 1 ms for our PUND [19,20] measurements (Figure 3), a factor of 100 slower than used by Alexe et al. [18]. We applied two positive and two negative pulses of trapezoid shapes with relatively steep flanks, as displayed in the top panel of Figure 3. Shown are the results for three different pulse heights, corresponding to 3.5, 3, and 2.5 kV/mm, displayed in red, green, and blue, respectively. These values are in the range of the coercive field as indicated by the $P(E)$ measurements performed at 0.5 kHz by Schrettle et al. [21]. The current-response, shown in the middle panel, is dominated by peaks at the flanks of the pulses and for the second and fourth pulses is very close to simply being proportional to the time-derivative of the electric field. This is thus a capacitive response and has to be expected to be present given that the sample plus electrodes forms a capacitor. Looking closely at the current responses in the middle of the second and fourth pulses, one can see that there is a very small Ohmic contribution (constant current for constant electric field) as well.

Also well visible is that, at least for the higher pulses, there is a significant extra current contribution at the start of the first and the third pulses, that is, where any polarization switching would occur if present (the second and fourth pulses leave the polarization state unchanged). The current response in the starting phase of the first current pulse is magnified in an inset to the bottom panel. The response to the 3.5 kV/mm pulse, remarkably, exhibits two peaks. The first peak at $\sim$5 $\mu$s corresponds to a steepest slope in the rising flank and corresponds to the same capacitive contribution present also at the second pulse. The second, somewhat broader, peak is at around 20 $\mu$s and may be attributed to
the switching of the polarization, with a time delay corresponding to the time scale of polarization dynamics [34]. In multiferroics with spin-based ferroelectricity this time scale can become relatively slow (ms rather than µs) [35,36]. Hence, the CO based ferroelectricity in magnetite leads to comparatively fast switching dynamics. Therefore, the occurrence of a second time scale is clearly slower than the fast capacitive, and the ohmic response is a clear hint towards switched spontaneous polarization in itself. For the 3 kV/mm pulse, a second peak is still clearly discernible, although greatly diminished in magnitude, while the switching contribution for the 2.5 kV/mm pulse is not readily visible. This is consistent with polarization switching requiring a certain threshold field (the coercive field) to occur, in fact the threshold seems to be sharper than expected for classical relaxor ferroelectrics [23]. The polarization change upon switching is obtained by integrating the switching current (i.e., after subtracting the capacitive and Ohmic contributions that are the same for the second and fourth pulse) and is shown in the bottom panel. The result indicates a switchable polarization of about 0.6 µC/cm² (the slightly different apparent magnitude at the first and third pulses may be attributed to the relaxation of the polarization on a longer time-scale and different times after the opposite polarization had been established) for the highest applied field of 3.5 kV/mm. This is a value very similar to what was obtained in the polarization loop measurements conducted under similar conditions (same maximum field, 0.5 kHz, 5.6 K) [21]. In addition to the threshold effect and the elimination of capacitive and Ohmic current contributions by the PUND method, we take the switching time delay of about 20 µs as a clear indication that we indeed observe intrinsic polarization switching.

![Figure 3. PUND (positive-up-negative-down) characterization of the sample. Top: Applied voltage pulses as a function of time, with three different maximum voltages. Middle: Current-response to the applied voltage. Change in the polarization obtained by integrating the switching part of the current response. The inset shows a magnification of the current response during switching.](image)

2.2. Time-Resolved X-ray Diffraction with Voltage Pulses Applied In-Situ

However, we still require direct proof of the intrinsic nature of the observed switchable polarization. In an intrinsic ferroelectric, the polarization corresponds to a structural polar distortion, with the state
with opposite polarization corresponding to the inversion twin of the structure. For the example of classical ferroelectric BaTiO$_3$ [34], this is sketched in Figure 4, where the polar distortion (off-center displacement of the Ti atom) has been exaggerated. In a diffraction experiment, scattering on some ($hkl$) Bragg reflection, going from a non-centrosymmetric structure to its inversion twin has the same effect as inverting the diffraction geometry, that is, incoming and outgoing wavevector and thus also the $Q$ vector, as also indicated in the figure. Thus, switching the polarization of the structure alternately forth and back is the same as alternatingly measuring ($hkl$) and its Friedel mate ($\bar{h}\bar{k}\bar{l}$). Normally, the Friedel law holds, which states that the intensities of Friedel mates must be equal [37]. However, for non-centrosymmetric structures, the Friedel law holds only in the absence of absorption, that is, when the atomic scattering factors are purely real. Slightly above absorption edges, the atomic scattering factors can acquire a significant imaginary component due to resonant (anomalous) scattering. This breaks the Friedel law and leads to an intensity difference between the Friedel mates, although it will typically be rather small [38]. Thus, with an appropriately chosen photon energy and with application of electric fields in-situ, the switching of the polar structure may be observed as a small change in the intensity of an appropriately chosen Bragg reflection, providing the ultimate direct proof of intrinsic ferroelectricity. This principle has been used successfully by Azimonte et al. [39], who observed an intensity difference of about 5% between the intensities of a reflection on multiferroic DyMn$_2$O$_5$ after applying positive and negative electric fields, respectively. Resonant scattering has also been used to reconstruct displacement of atoms in BaTiO$_3$-based ferroelectric ceramics during polarization inversion [40]. An intensity difference of about 1% for 111 Bragg reflection was observed for two inversion-related polarization states.

![Figure 4. Sketch of the idea of the in-situ diffraction experiment, illustrated with the simpler structure of classical ferroelectric BaTiO$_3$ (with exaggerated polar displacements). To access the Friedel mate ($\bar{h}\bar{k}\bar{l}$) of a Bragg reflection ($hkl$) one could invert both incoming and outgoing wavevectors (e.g., on the left). The same effect is obtained by keeping incoming and outgoing wavevectors and instead inverting the structure of the compound by polarization switching (left to right).](image)

In the case of magnetite, we have several complications, however. First, the CO structure is very complex and the deviation from centro-symmetry of the CO is very subtle [3], corresponding to only four pairs of B-site Fe as indicated in Figure 1. Second, CO in magnetite has 24 domains, with the polar axis pointing in different directions. Polarization switching can be expected only for those domains with the polar axis parallel (or close) to the direction of the applied electric field. Third, and most importantly, given the relaxor characteristics and significant leakage current [21], polarization cannot
be expected for static electric fields. Instead, the voltage has to be applied dynamically, within the appropriate time-window, that is, similar to the 1 ms time scale used in the PUND measurements above. The measurements then have to be conducted and time-resolved, with electronic coordination between voltage pulses, detector read-out and diffractometer movements. To this extent, we adapted a setup for time-resolved diffraction, which had been previously used primarily for studying piezoelectric samples, for the synchrotron beamline P09 [41] of PETRAIII [40,42–45]. We chose a photon energy of 8.55 keV, sufficiently far above the Fe K edge to suppress resonant scattering effects and EXAFS (extended x-ray absorption fine structure), but close enough to provide for a significant imaginary part of the Fe scattering factor. For this energy, we calculated with JANA2006 [46] the structure factors for many reflections based on the Cc model refined by Senn et al. [3], looking for Friedel mates with sufficient absolute as well as relative intensity contrast. Based on these calculations and the geometric restrictions of the experiment, we chose the $\{2, 2, 10\}$ reflection, for which a relative intensity difference of about 2% is expected between Friedel mates assuming that the whole sample switches (see Supplementary Information for details of the calculation).

At first, we mounted the sample with gold contacts on a sapphire plate, which was then fixed on the cold finger of the cryostat, as visible in the photo shown in the top panel of Figure 2. Sapphire insulates the sample electrically from the cryostat while supposedly providing enough thermal conductivity at low $T$ to ensure a good coupling. However, noticing severe heating by the X-ray beam indicated by a large difference between the control thermometer and a thermometer mounted close to the sample, we switched to a direct mount of the sample on the cold finger, fixing this to electrical ground. Still, with the beam on and even more so with applied voltages the sample temperature was increased. To minimize current heating, we applied only small single pulses, as indicated in the top panel of Figure 5, rather than the PUND pulse train employed for the macroscopic measurements (Figure 3 top). During the measurements shown in Figure 5, the thermometer close to the sample displayed between 6 and 7 K, but the real sample temperature was likely higher, perhaps even exceeding 10 K.

![Figure 5](image-url)  
**Figure 5.** Time-resolved in-situ diffraction experiment. Top: Applied voltage pulses with higher (blue) and lower (brown) maximum voltage. Bottom: Corresponding normalized deviation from average of the integrated intensity of the $\{2, 2, 10\}$ reflection.

During switching, the position of the Bragg reflection may slightly move due to piezoelectricity [40,45]. In order to ensure that at each time the full integrated intensity is obtained, we used a wide open detector and collected a full time-resolved rocking curve. For each rocking angle, the voltage pulses were applied, with the time-resolved detector readings binned into 1000 time channels. The results then provide rocking curves for each time channel. We noticed no position shifts of the rocking curve as a
function of time, confirming that we indeed obtained full integrated intensities. The time-dependence of the deviation of the intensity of the reflection from its time-average is shown in the bottom panel of Figure 5 for two different pulse heights. For the lower voltage pulse (blue) no systematic intensity variation is discernible. For the higher voltage pulse (brown), however, a systematic time-dependence, correlated to the times of the voltage pulses, is clearly visible. There are some transient effects close to the times of the pulses themselves, which are asymmetric for the positive and negative pulse (c.f. the anisotropy visible in the switching in Figure 3 and in in-situ diffraction experiments on other compounds [40,44]), and which depend on the movements of the atoms switching mechanism [40]. However, the main effect is that, in between the pulses, the intensity is clearly above average in the interval after the application of the negative pulse and below average in the interval after the application of the positive field pulse. Identifying these two regions with the Friedel mates, we observe an intensity difference of about 0.1%.

This is well below the ideally expected 2%, although part of the discrepancy may simply be due to the fact that many of the CO domains will have their polar axes close to perpendicular to the applied electric field and thus will not be expected to switch. The structural effect being significantly lower than calculated for full switching of the ideal structure corresponds to about one order of magnitude lower observed (Figure 3 bottom and similar in Reference [21]) switchable polarization compared to calculated polarizations. There still remains a factor of about two that the intensity variation is lower yet, assuming an approximately equal population of all domains. Two reasons may primarily be responsible. First, the pulses may be too short to lead to the full polarization reversal, given the relatively slow dynamics with 20 µs time delay observed in the PUND measurements (Figure 3 inset). Second, the higher (and not with complete accuracy known) temperature, as further elaborated in Materials and methods. Apart from the nice-looking polarization loop measured at 5.6 K, Schrettle et al. also show a loop measured at 15 K [21]. The latter shows much less clear signs of saturation, indicating that polarization switching is hampered at temperatures elevated to above about 10 K. In addition to the above, the lower value of the intensity difference may arise from a non-equal domain population, which may even suppress the observed intensity difference to zero in the worst case, as detailed in the supplementary information.

Despite the magnitude of the effect being significantly lower than calculated based on a full switching of the ideal structure and even lower than expected when taking into account that the switchable polarization observed by PUND measurements (and earlier in polarization loop measurements [21]) is also an order of magnitude lower than calculated, the results shown in Figure 5 provide compelling evidence of structural switching. The intensity difference in the interval between pulses is not related to transient effects, and is much larger than the noise in the data. The sample does not move during the taking of the time-resolved data, and neither do the reflections in reciprocal space (c.f. Figure S1 in Supplementary Information), and there is therefore no explanation other than a redistribution of the weight of (some of) the 24 domains. This should be by the switching of at least parts of the domains with their polarization axis aligned with the direction of the applied field to their inversion twins, corresponding to moving part of the reflection intensity to the inversion twin. This conclusion is reinforced by the observed threshold effect, with the intensity variation gone (or at least much smaller than the noise) with slightly smaller voltage pulses applied. This effect is shared with PUND (Figure 3) and polarization loop measurements and is generally expected for polarization switching. The apparently higher threshold for the in-situ diffraction experiment (∼5.5 kV/mm) may be attributed to the different pulse shape and the higher temperature.

3. Summary

In summary, a high-quality single crystal of magnetite was investigated at low temperatures by electric measurements and time-resolved diffraction with voltage applied in-situ. In accordance with previous investigations, dielectric spectroscopy indicates relaxor characteristics, with polarization switching observable only at sufficiently low temperatures and in a suitably chosen time-window.
PUND measurements suggest that a suitable time scale is a cycle of 1 ms, in which case a switchable polarization of about 0.6 \( \mu \text{C/cm}^2 \) can be distinguished from non-switching contributions to the current response. Significant switching occurs only above a threshold field of about 3 kV/mm, and it occurs with a time delay of about 20 \( \mu \text{s} \). The time-resolved diffraction experiment qualitatively confirms that at least part of the observed switchable polarization is due to structural switching of domains of the non-centrosymmetric \( \text{Cc} \) structure to its inversion twins, that is, by definition intrinsic ferroelectricity of magnetite. Given that the non-centrosymmetric low-temperature structure is associated with charge ordering, these results provide direct evidence of ferroelectricity arising from charge ordering in magnetite. This makes magnetite the long sought after “proof-of-principle” example of a material exhibiting this mechanism of ferroelectricity, adding to its unique position as the oldest known magnetic material and most prominent example of a compound exhibiting a metal-insulator transition.

Quantification of the observed structural switching effects, requiring a resolution of the population of the 24 twin domains of the charge ordered structure, would be highly desirable.

4. Materials and Methods

Single crystals of magnetite \( \text{Fe}_3\text{O}_4 \pm \delta \) were grown by the floating-zone method using an image furnace, with the polycrystalline precursor prepared by standard solid-state synthesis. The critical \([24,25]\) oxygen stoichiometry was fine-tuned by a mixed flow of CO and CO\(_2\) gases, with the same setup as previously used for other transition metal oxides \([47,48]\). Growth conditions were optimized based on specific heat measurements, with flows of CO\(_2\) of 96 mL/min and CO of 4–4.5 mL/min crystals with sharp Verwey transitions around 122–123 K were obtained (some variation of transition temperatures even within crystals of the same growth batch was observed, similar to growth results in other systems \([49]\)). For electric characterization and the in-situ diffraction experiment, a selected crystal, checked with a real-time Laue Camera, with specific heat shown in Figure 2 upper panel was cut along the (001) direction and polished down to a thickness of about 160 \( \mu \text{m} \). The sample was prepared as plate capacitor with sputtered gold electrodes of 100 nm thickness and an area of about 4 mm\(^2\).

Impedance spectroscopy was carried out in a commercial cryo-magnet (physical properties measurement system PPMS QUANTUM DESIGN) using a frequency response analyzer (NOVOCONTROL) in a frequency range of 1 Hz < \( \nu < 1 \text{ MHz} \) at a stimulus of about 1 V\(_{\text{rms}}\). The pulse measurements were performed in a homemade setup employing an arbitrary waveform generator, a high voltage amplifier (TREK), and an oscilloscope with a 50 \( \Omega \) HF (high frequency) reference resistor.

The X-ray diffraction experiment was carried out at the beamline P09 at PETRAIII \([41]\), using a photon energy of 8.55 keV. Rocking curves during alignment of the sample at room temperature indicate a mosaic spread of about 0.1\( ^\circ \) above the Verwey transition. The sample was first mounted on a sapphire plate, which was then fixed on the cold finger of a standard closed-cycle cryostat with a nominal base temperature of about 4 K, as visible in the photo shown in the top panel of Figure 2. Given sample heating problems, we switched to direct mounting of the sample on the cold finger (set to ground) without the sapphire plate. For the time-resolved diffraction experiments we used the data acquisition technique implemented on the basis of a field-programmed gate array (FPGA) system as described in Reference \([42]\), adapted to the synchrotron beamline P09 at PETRAIII. High-voltage electronics (MATSUSADA) generate the voltage applied to the sample along with digital pulses synchronized with the change in the HV polarities. The digital signals, current diffractometer angles and the signals from the detector are processed by the FPGA. The crystal is illuminated by the X-ray beam at the same time as the periodic high voltage is applied to the crystal. The detector counts were distributed between 10000 time channels synchronized with the applied voltage. In order to track the response to the voltage of a particular Bragg-reflection, a wide-open detector setting was used and a rocking curve performed with 0.025\( ^\circ \) steps. For each rocking-angle, time-resolved data were collected. Overall, data collection for one Bragg reflection and one specific pulse form takes about 12 h and we therefore focused on the reachable reflection most sensitive to the polarization state according to structure factor calculations. We used the same time scale as the PUND measurements and tried out several pulse forms, settling on the
single narrow pulses shown in Figure 5, in order to minimize Joule heating. The sample temperature during measurements was estimated by a thermometer fixed to the cold finger close to the sample. This consistently showed a few degrees higher than the regulation thermometer, in the best case between 6 and 7 K. As the sample thermometer is close to, but not on, the sample, the true sample temperature was likely higher still; we estimate around 11 K. The elevated temperature is due to a combination of (i) the high-voltage leads attached to the sample, (ii) X-ray beam heating, and (iii) resistive heating during the application of the voltage pulses. The X-ray beam heating directly affects the same region of the sample as is probed. For the experimental conditions the information depth is only about 7 µm, and this region may well have been hotter than the rest of the sample given the low thermal conductivity of magnetite [50].
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- DFT: density functional theory
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- FPGA: field-programmed gate array
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