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Abstract

almaBTE is a software package that solves the space- and time-dependent Boltzmann transport equation for phonons, using only \textit{ab-initio} calculated quantities as inputs. The program can predictively tackle phonon transport in bulk crystals and alloys, thin films, superlattices, and multiscale structures with size features in the nm-µm range. Among many other quantities, the program can output thermal conductances and effective thermal conductivities, space-resolved average temperature profiles, and heat-current distributions resolved in frequency and space. Its first-principles character makes almaBTE especially well suited to investigate novel materials and structures. This article gives an overview of the program structure and presents illustrative examples for some of its uses.
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1. Introduction

Thermal transport in semiconductor devices has become a growing priority in recent years. In many technologies, the problem of heat dissipation stands in the way to further progress. Phonons being the main heat carriers in semiconductors and insulators, clearing the path requires tackling inherently multiscale problems from the point of view of the fundamental physics of vibrations in solids.

By way of example, in power electronic devices such as LEDs or High Electron Mobility Transistors, the choice of substrate is crucial for the lifetime of the device. Lowering the temperature of the active region by 50 K can increase a device’s time to failure by one order of magnitude \cite{1}. Thus, various generations of multilayer structured substrates \cite{2} have been evolving in recent times in order to increase heat flow, while also satisfying other constraints such as structural integrity and cost. The difficulty in this design process is that modeling thermal transport in these structures is much more complex than for macroscopic systems. The problem in hand may contain simultaneous ballistic and diffusive flow of phonons, which are scattered by complex defect types such as vacancies, dislocations, interfaces, or nanoinclusions. Furthermore, it may involve novel materials which have not yet been thoroughly explored.

Heat transport in bulk semiconductors is now tractable from a first-principles perspective, thanks to theoretical and computational advances in the last decade. Central to such treatments is the Boltzmann transport equation (BTE) for phonons \cite{3} in its space- and time-independent form. While the first practical numerical solution algorithm of the phonon BTE dates back...
to 1995 [4,5], it only achieved popularity after it was combined with density functional theory (DFT) in 2007 [7], giving birth to ab-initio thermal transport calculations as they are understood today [8].

Key advantages of this kind of methods include their quantitative predictive ability, their accounting for the quantum character of phonons, and their lack of reliance on parameterized functions such as interatomic potentials or semiempirical scattering rates, in contrast with more traditional approaches like Callaway-like models [9] or classical molecular dynamics simulations [10]. Examples of successful applications of ab-initio thermal conductivity calculations in recent years are too numerous to cite here, and range from technologically mainstream 3D semiconductors [11] to graphene [12] and other innovative 2D materials [13]. They have been used to provide physical insight about known behavior [14], to critically analyze other models [15] and experimental data [16], and to perform high-throughput explorations across chemical space [17]. Several software packages implementing these calculations are available, including ALAMODE [18], phono3py [19], PhonTS [20], and ShengBTE [21].

In view of the success of ab-initio thermal transport calculations to date, it is highly desirable to extend them beyond the domain of bulk systems to the multiscale situations described above. Unfortunately, when a dependence in position is included in the Boltzmann transport equation one faces the so-called “curse of dimensionality” [22] because of the six spatial dimensions involved in the problem (3D real space + 3D reciprocal space). A direct approach to solving the BTE as a linear system, in the same spirit as for homogeneous bulk materials, is unfeasible because of the associated explosion in matrix sizes. Traditional Monte Carlo solvers, which have proven very useful to escape the “curse” in other domains of materials science, are of limited use in the context of the phonon BTE [23]. The reason is that in most situations of practical interest phonons are fairly close to equilibrium, meaning that Monte Carlo methods spend most of the computational effort on characterizing the already well known equilibrium component, even though it is only the small deviation from the equilibrium distribution that matters for thermal transport. This makes devotional Monte Carlo approaches [24] a much better choice. The idea behind them is treating the equilibrium component of phonon distributions in an analytical fashion, and devoting all computational resources to simulating the non-equilibrium component by splitting it into an arbitrary number of particle-like packets whose stochastic trajectories can be traced in space and time.

In this work we describe almaBTE, a collection of solvers of the Boltzmann transport equation for phonons in space- and time-dependent settings, supplemented by a set of auxiliary programs that make up a consistent framework for studying phonon-mediated heat transport in structured semiconducting systems starting from first principles. The 1.0 release of almaBTE features a new and improved implementation of all the functionality of ShengBTE [21] for bulk systems, specialized models for the in-plane and cross-plane thermal conductivity of thin films [25], a variance-reduced Monte Carlo solver of the BTE for the steady-state regime in one dimension, a general implementation of the superlattice models first presented in Ref. 26 and an analytical solver for 1D models introduced in Ref. 27.

The present paper is structured as follows. In section 2 we describe the general features of almaBTE as a software package and how its components are articulated. Then, in section 3 we introduce each program in the package along with a brief summary of the physical and mathematical formalism behind it. We include a set of examples of application in section 4. Finally, we summarize our main conclusions in section 5.

2. General structure of almaBTE

![Figure 1: ALMA 1.0 blueprint](image)

Figure 1 illustrates the overall fashion in which the different pieces of almaBTE are organized. A from-scratch calculation starts from the top of the diagram, with the creation of a catalog of “effective crystals” that can be used as building blocks of more complex structures. In this context, an “effective crystal” can be assigned an atomic structure and a phonon spectrum.
In terms of implementation, the information about a material is contained in an HDF5 file [28] with a filesystem-like structure comprising several HDF5 groups (analogous to directories):

- The /crystal_structure group contains the lattice parameters, atomic positions and chemical information of the material.

- The /qpoint_grid group stores information about the phonon frequencies, group velocities and wave functions on a regular \( n_a \times n_b \times n_c \) grid in reciprocal space.

- The /scattering group can either be empty or consist of an arbitrary collection of subgroups, each of them accounting for a particular kind of elastic scattering. Temperature-independent scattering rates arising from a breakdown of periodicity are stored here. As of version 1.0 of almaBTE, there are two datasets stored in this subgroup for each superlattice profile, as described below. Scattering by other kinds of crystallographic defects has already been implemented [29] and will be rolled out as part of future releases.

- The /three_phon_processes group contains a list of allowed three-phonon absorption and emission processes along with their amplitudes. Since intrinsic phonon scattering is assumed to be dominated by these processes, this is the essential ingredient required to compute the intrinsic phonon scattering rates at any temperature.

Currently, HDF5 files can be generated for three kinds of materials: single crystals, alloys treated in the virtual crystal approximation (i.e. treated as statistical averages of several single crystals) and superlattices described as the combination of an alloy and a set of barriers (see the next section). As can be seen in the scheme in Fig. [1] creating an HDF5 file requires input from *ab-initio* calculations, notably a geometrical description of each compound and the second- and third-order derivatives of its potential energy at equilibrium. The format of the input files is similar to that used in ShengBTE [21], with the addition of a new metadata file containing parameters such as supercell sizes. Moreover, an XML input file for the HDF5 builders needs to be written to instruct the programs as to how to combine the inputs to build a description for a single material.

In the case of an alloy this entails providing a set of concentrations, while a superlattice can be described in terms of the composition of each of its layers. Examples of all required input files can be found in the almaBTE distribution. In order to promote collaboration and avoid duplication of work, we have started a repository of publication-quality input files from *ab-initio* calculations at [http://www.almaBTE.eu](http://www.almaBTE.eu). The database currently covers about twenty compounds of scientific and technological interest. Users are encouraged to use the files in their own research and to contribute descriptions of new compounds.

The HDF5 files can be fed to the remaining programs, classified as “thermal property explorers” and “BTE solvers” in Fig. [1] and described in detail below. Each of them requires its own XML input file, providing it with a description of the operations to be carried out. The output is stored in text-based formats that are both readable and easily parseable by common data analysis software.

almaBTE has been designed with portability in mind. The code is written in standard C++11 making heavy use of the Boost libraries, and using Eigen for linear algebra operations. The build system uses CMake to take care of dependencies automatically. API and user documentation are included with the code, along with a suite of unit tests built using the Google Test library. The code is regularly built and tested with the CLang compiler suite on Linux and macOS, and with g++ on Linux. Furthermore, we have built a containerized version using Docker that can be used on an even wider range of platforms, including Microsoft Windows. It is also available for download from the web site.

The performance-critical regions of the code have been parallelized using MPI through the Boost::MPI wrappers. Several central parts of the algorithms are “embarrassingly parallel” by nature, and can be distributed over processors with minimal need for communication. Specifically, the calculations of phonon frequencies and wave functions, the search for allowed three-phonon processes and the calculation of scattering matrix elements can be efficiently parallelized over wavevectors. In non-I/O-constrained calculations, the performance of almaBTE has been found to scale almost linearly at least up to 512 cores.

3. Programs included in the package

3.1. VCAbuilder

This binary is a general-purpose builder of HDF5 files for single crystals and alloys treated in the virtual crystal approximation (VCA).

For a single crystal, VCABuilder reads the structural parameters (lattice vectors, elements and positions) from a POSCAR file in the format employed by the VASP [30–33] density functional theory (DFT) package. Next, it reads the set of second derivatives of the potential energy of a supercell with this crystal structure from a FORCE_CONSTANTS.2ND file in the format employed by the phonopy [34] lattice dynamics software. Those elements are also known as harmonic, or second-order, interatomic force constants (IFCs). It then creates a regular, \( \Gamma \)-centered \( n_a \times n_b \times n_c \) grid in reciprocal space and, for each point in the grid, builds the dynamical matrix based on the atomic positions and harmonic IFCs. If the compound under study contains polar bonds, this information can be complemented with values of its dielectric tensors and the Born effective charges [35] of each atom. Those are read from a BORN file similar to the ones used by phonopy, and used according to the mixed-space algorithm proposed by Wang et al. [36, 37]. By diagonalizing the corrected dynamical matrix at each wavevector, the program obtains a set of allowed vibrational frequencies and a corresponding set of phonon wave functions describing the polarizations of each atom in each mode.

VCAbuilder then performs a search for allowed three-phonon processes among all the vibrational modes on that regular grid. Let us use generalized indices \( k, k' \ldots \) here and in the
remaining of this work to label both the wavevectors and the polarizations (branches) of phonons. Two kinds of three-phonon processes are possible: absorption (+) processes where two phonons $k$ and $k'$ coalesce into a single phonon $k''$, and emission (-) processes, where a single incident phonon $k'$ scatters into two outgoing phonons. For a three-phonon process to be allowed, it must preserve both energy and momentum. Conservation of momentum is trivially enforced on a regular grid, simply by performing the search only among phonons for which $k \pm k' = k''$, where the equality must be understood in a modular sense, i.e., taking into account the periodicity of reciprocal space. In contrast, angular frequencies $\omega$ are not uniformly distributed, meaning that in general modes satisfying the condition $\omega_k \pm \omega_{k'} = \omega_{k''}$ for the conservation of energy will not be sampled by the grid. The solution adopted in AlmaBTE is based on a linear extrapolation of angular frequencies around each grid point based on the calculated group velocities, as described in Ref. [38] and previously implemented in ShengBTE [21]. In practice this translates into a parameter-free locally adaptive density estimation scheme with a Gaussian kernel. However, users have the possibility to artificially reduce the width of each Gaussian by a constant factor in order to speed up the calculation. Although this shortcut often leads to very little loss of accuracy, this should always be carefully checked.

For each allowed three-phonon process, the program then computes a scattering amplitude using the formulas in Ref. [21]. The essential ingredient is a set of third-order derivatives of the potential energy of a supercell of the crystal, i.e., the third-order or anharmonic IFCs. Those are read from a FORCE_CONSTANTS_3RD in the same format as used by ShengBTE.

The number of allowed three-phonon processes for a typical grid is very high ($10^6$ to $10^{12}$) which leads to high requirements of memory and CPU time. Such processes searching is optimized by using the rotations from the space group of the crystal to determine the quotient group of the wavevectors in the grid. A smaller set of wavevectors, which we term the “irreducible wavevectors” is then built by taking an arbitrary representative from each equivalence class in the quotient group. To do this we rely on the information about the space group of the crystal provided by apglib. We then restrict the search to three-phonon processes in which the first phonon ($k$) has a irreducible wavevector. Any property can be extrapolated from the irreducible set to the full wavevector grid by using the rotation operations and taking into account its tensor character (scalar, vector, etc.). In particular, relaxation times are scalar values, and the phonon populations can be parameterized in terms of a vector quantity $F_k$ as detailed in Ref. [21].

In order to build a description of an $n$-ary alloy, VCABuilder needs the same set of input files (POSCAR, _metadata, FORCE_CONSTANTS_2ND, FORCE_CONSTANTS_3RD and possibly BORN) for each of the $n$ components. Furthermore, each of those components must contain the same number of elements, with identical stoichiometry and the same crystal structure, so that a one-to-one mapping can be established between the crystallographic sites of each structure. VCABuilder computes effective parameters for a virtual crystal representing the alloy, using simple arithmetic averages $\phi_{VC} = \sum_i x_i \phi_i$, where $x_i$ is the mole fraction of component $i$ (normalized so that $\sum_i x_i = 1$), and $\phi_i$ can stand for a lattice vector, an atomic coordinate, a second- or third-order IFC, the dielectric tensor or a Born effective charge. This relatively crude approximation has the advantage of not requiring any further ab-initio calculations beyond those for the pure components of the alloy, no matter what the concentrations are, and has been shown to afford reasonable results [39]. On the other hand, its limitations must be borne in mind as it does not account for correlations, local relaxations or changes in electronic structure due to alloying.

The compositional disorder present in alloys increases the probabilities of elastic phonon scattering. This is taken into account by treating the alloy as a random mass perturbation upon the reference virtual crystal. Elastic scattering amplitudes are computed using the formula derived by Tamura [40], in complete analogy to mass disorder scattering in a single crystal. As described below, the ingredients in this treatment are the phonon spectrum of the virtual crystal and the standard deviation of the mass at each crystallographic site.

### 3.2. superlattice builder

This component of AlmaBTE can create HDF5 files containing descriptions of the phonon spectrum and scattering properties of binary superlattices. An idealized superlattice consists of a repeated alternating sequence of two different compounds, $A$ and $B$, whose lattices need to be reasonably well matched to prevent dislocations. Additionally, superlattice builder requires that the structures of the two compounds satisfy the conditions of the virtual crystal approximation described above. A period of the superlattice is specified by a number of layers $N_{layers}$ and a set of mole fractions $\{x_i\}_{i=1}^{N_{layers}}$ describing the concentration of component $A$ in each layer, with component $B$ present, correspondingly, in mole fractions $\{1 - x_i\}_{i=1}^{N_{layers}}$. For an ideal “digital” profile, this consists of either 0 or 1 values for each layer. Segregation during growth leads to compositional profiles that can differ markedly from the digital profile. A crucial difference between the digital profile and the segregated one is that the former is completely homogeneous in the directions parallel to the SL layers, whereas the latter contains local compositional disorder in all three spatial directions. This interplay between 1D and 3D compositional variation has an important effect on phonon scattering.

We model a superlattice as a periodic perturbation upon a reference virtual crystal with mole fraction $\sum_i x_i/N_{layers}$ of component $A$. The perturbation contains two contributions, from mass disorder and from barriers. The former accounts for the random distribution of components $A$ and $B$ within each layer of the superlattice, and is modeled using Tamura’s formula with the compositions $x_i$ and $1 - x_i$ in each layer $i$. The latter depends only on the coordinate along the growth direction, and represents the effect of the average mass profile scattering due to nanostructuring. This methodology was first introduced in Ref. [26] and validated by reproducing experimental thermal conductivity measurements on Si/Ge superlattices.
The barrier contribution to scattering comes from an intense enough perturbation as to require a fully converged treatment in the framework of perturbation theory. More specifically, the perturbed phonon wave functions are different enough from the unperturbed ones as to cause a breakdown of Fermi’s golden rule (or, equivalently, the Born approximation). Since the scatterer is translationally invariant in the two directions parallel to the superlattice layers, phonons scattered by barriers preserve the parallel components of their wavevectors: an incident state can only be scattered to other states with the same parallel wavevector. Hence it is convenient to use a hybrid real/reciprocal space representation: the direction perpendicular to the superlattice layers is treated in real space, whereas the translationally invariant directions parallel to the layers are considered in reciprocal space. The contribution to the total elastic scattering rates from barriers is obtained using the optical theorem:

\[
\tau_{\text{barrier}}^{-1} = -\frac{1}{\omega_b} \text{Im} \left\{ \langle q_{\perp}, q_{\parallel}, b | t^* (q_{\parallel}) | q_{\perp}, q_{\parallel}, b \rangle \right\}.
\] (1)

Here, \( q_{\parallel} \) stands for the conserved parallel component of the wavevector, \( q_{\perp} \) for the component perpendicular to the layers, \( b \) for the phonon branch index, and \( t^* \) for the causal \( t \) matrix, obtained from the causal Green’s function \( g^* \) as:

\[
t^* (q_{\parallel}) = \left( I - V g^* (q_{\parallel}) \right)^{-1} V.
\] (2)

where \( V \) is the perturbation matrix describing the barrier. Note that, in the spirit of the virtual crystal approximation, \texttt{superlattice\_builder} models the perturbation as a periodic change in mass and neglects the possible change in force constants. Each component of the causal Green’s function involves an integral in the non-conserved component of the wavevector:

\[
g^*_{(\alpha,\beta),(j,\beta)} (q_{\perp}, \omega^2) = \lim_{\epsilon \to 0^+} \sum_{q_{\parallel}} \frac{1}{\text{length} \left[ L(q_{\parallel}) \right]} \int_{L(q_{\parallel})} \frac{\langle i, \alpha | q_{\perp}, q_{\parallel}, b \rangle \langle q_{\perp}, q_{\parallel}, b | j, \beta \rangle}{\omega^2 - \omega_b^2 (q_{\perp}, q_{\parallel}) + i\epsilon} dq_{\perp}.
\] (3)

The integration region \( L(q_{\parallel}) \) is the segment in reciprocal space determined by the intersection of the reciprocal-space unit cell and the line passing through \( (q_{\perp}, q_{\parallel}) \) in the supercell growth direction. In contrast to the 2D and 3D cases, this 1D Green’s function contains drastic divergences at any point where the branches do not have a continuous derivative. This includes the physical divergences at the band edges, but also artificial ones wherever two linear segments of a band meet with different slopes. Hence, an approach based on linear interpolation of the bands between each pair of points in a grid (analogous to the tetrahedron method \cite{Hobbs2016} in 3D) becomes numerically problematic as the number of grid points is increased. \texttt{superlattice\_builder} implements a new approach to this integral in the analytically correct \( \epsilon \to 0^+ \) limit. Since the group velocities are also available during the calculation, we build a cubic interpolation of each band, with continuous derivatives throughout the whole \( L(q_{\parallel}) \) segment. The contributions to the Green’s function from each sub-segment in the regular grid can still be expressed analytically: the increased mathematical complexity is more than compensated by the drastically reduced number of points that need to be included in the grid since the piecewise cubic polynomial provides a much better approximation to the real bands than a set of linear segments. Detailed formulas are provided in Appendix A.

After computing the mass-disorder and barrier contributions to scattering, \texttt{superlattice\_builder} stores them as two separate subgroups of the \texttt{scattering} HDF5 group. A unique suffix is generated for each superlattice, so that several different profiles can be stored in the same file.

### 3.3. kappa\_Tsweep

This executable provides efficient computations of the thermal conductivity \( \kappa(T) \) versus ambient temperature. Unlike \texttt{ShengBTE}, the allowed three-phonon emission/absorption processes and associated scattering matrix elements \( V^\pm_{k,k'} \) do not need to be recomputed since in \texttt{almaBTE} this information is stored in an HDF5 file (see previous sections). This renders the evaluation of thermal bulk properties over a large number of ambient temperatures a fairly quick task. After reading the HDF5 file from disk, the program precomputes the total temperature-independent 2-phonon scattering rates \( 1/\tau_{2ph} \). All that remains is then to compute the 3-phonon scattering rates at each of the temperature values using the formulas detailed in Ref.\cite{Fiebig2015} and evaluate the bulk thermal conductivity as described below.

One of the contributions to \( 1/\tau_{2ph} \) comes from mass-disorder scattering, either due to the presence of several isotopes in the crystal or to alloying \cite{Liu2015}:

\[
\tau_{k,m.d.}^{-1} = \frac{\pi a^2 k}{2} \sum_{k', m} \frac{\sigma^2(m_i)}{(m_i)^2} \left\{ \sum_{\alpha} \frac{\langle i, \alpha | k' | i, \alpha \rangle}{\langle k', i | k', i \rangle} \right\}^2 \delta (\omega_k - \omega_{k'}) \cdot \left\langle k, | \omega_k \right\rangle.
\] (4)

Here, \( i \) runs over crystallographic sites in a single unit cell, and \( \langle m_i \rangle \) and \( \sigma^2(m_i) \) are the arithmetic mean and the variance of the distribution of masses at site \( i \), respectively.

In case additional sources of elastic scattering, e.g. dislocations, are present the corresponding datasets can be read from the input HDF5 file and added on top of mass-disorder scattering to obtain the total \( 1/\tau_{2ph} \). The case of superlattices is special, since mass-disorder scattering is computed in a layer-by-layer fashion. Hence, for superlattices the result of Eq.\cite{Fiebig2015} is replaced by, and not simply added to, the elastic scattering rates read from the file.

#### 3.3.1. Relaxation time approximation

Under the relaxation time approximation (RTA), the component of the thermal conductivity tensor along Cartesian axes \( \alpha \) and \( \beta \) is immediately obtained as:

\[
\kappa_{\alpha,\beta} = \sum_k \frac{C_k V_{\alpha,k} V_{\beta,k}}{|w_k|} \Lambda_k,
\] (5)

where
In this equation, $C_k$ is the mode contribution to $C(T)$, the volumetric heat capacity, $v$ the group velocity, and $\Lambda(T) = |\mathbf{v}| \tau(T)$ the mean free path. The sum over $k$ must be interpreted as the combination of a sum over branches and an average over the Brillouin zone. The same convention applies for the remainder of the manuscript.

3.3.2. full BTE computations

It is also possible to solve the linearized BTE for bulk media subjected to a temperature gradient while fully accounting for all scattering terms. This is achieved through a linear system of equations (described in detail in Ref. [21]) that takes the form

$$ AF = B $$  

(6)

whose solution comprises a Cartesian vector $F_k = (F_{k,x}, F_{k,y}, F_{k,z})$ for each phonon mode $k$. Those vectors act as generalized mean free paths in the expression of the thermal conductivity tensor:

$$ \kappa_{\alpha,\beta} = \sum_k C_k v_{k,\alpha} F_{k,\beta} $$  

(7)

In ShengBTE, the system (6) contained unknowns for every point in the wavevector grid and was solved iteratively, starting from the RTA solution $F_{k,\alpha} = \tau_k \cdot v_{k,\alpha}$ as initial guess. Here, we exploit rotational symmetries to rewrite the system solely in terms of unknowns pertaining to irreducible grid points, and then solve this system directly with Eigen routines.

3.4. kappa_crossplanefilms, kappa_inplanefilms

These executables enable efficient assessment of 1D thermal transport in thin films for both in-plane (\(|\parallel\)) and cross-plane (\(|\perp\)) configurations. The effective RTA thermal conductivity in a film of thickness $|L|$ is evaluated as

$$ \kappa_{\text{eff}}(L) = \sum_k S_k(L) C_k |v_k| \Lambda_k \cos^2 \theta_k $$  

(8)

Here $S$ is a “suppression function” that accounts for the additional phonon scattering induced by the film boundaries and $\theta$ is the angle between the group velocity and transport axis. It is important to note we evaluate the wavevector-resolved $S$ on a mode-by-mode basis and thereby carefully account for any crystal anisotropies. This can be particularly important when analyzing non-cubic crystals. Most literature resolves crystal anisotropies. This can be particularly important when analyzing non-cubic crystals. Most literature resolves $S$ by phonon frequency under the assumption of isotropic phonon dispersions.

3.4.1. In-plane transport

The in-plane geometry is described by two Cartesian vectors: the film normal $\mathbf{n}$, and an orthogonal vector $\mathbf{r}$ along which the thermal transport is to be evaluated (Fig. 2a).

The film boundaries are assumed to possess the same specularity $0 \leq p \leq 1$ for all phonon frequencies/wavelengths. For algebraic convenience, we carry out our computations in a transformed coordinate system in which the film normal is aligned with the new $z$ axis. This is easily achieved by performing a 3D rotation of the original coordinates with rotation matrix

$$ R = \begin{bmatrix} \cos \phi \cos \theta & \sin \phi \cos \theta & -\sin \theta \\ -\sin \phi & \cos \phi & 0 \\ \sin \phi \sin \theta & \sin \phi \cos \theta & \cos \theta \end{bmatrix} $$  

(9)

in which $\phi$ and $\theta$ are respectively the azimuthal and polar angles of the film normal in original coordinates, i.e. $n/|n| = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)$. Quantities expressed in transformed coordinates will be marked with a \(^\perp\) symbol; for example, the rotated phonon group velocities read $\mathbf{v}^\perp \equiv R \mathbf{v}$. The suppression factor $S$ of an individual phonon mode now follows from the same reasoning that underpins the familiar Fuchs-Sondheimer formalism, albeit before any integrations over solid angle have been applied. Specifically, working backwards from Eq. (11.5.3) in Ref. [3] we have

$$ S_\parallel = \frac{1}{L} \int_{0}^{L} \left[ 1 - \frac{(1 - p) \exp(-|\mathbf{\hat{v}} - \mathbf{\hat{v}}_B|/\Lambda)}{1 - p \exp(-|\mathbf{\hat{v}}_B - \mathbf{\hat{v}}_P|/\Lambda)} \right] d\xi $$  

(10)

The meaning of the various points along the phonon trajectory is illustrated in Fig. 2b. We obtain for any $\mathbf{\hat{v}} \neq 0$

$$ \frac{|\mathbf{\hat{v}} - \mathbf{\hat{v}}_B|}{\Lambda} = \frac{\text{sgn}(\mathbf{\hat{v}}_z) \hat{z} + \frac{1}{2} [1 - \text{sgn}(\mathbf{\hat{v}}_z)] L}{K \cdot L} $$  

(11)

$$ \frac{|\mathbf{\hat{v}}_B - \mathbf{\hat{v}}_P|}{\Lambda} = \frac{1}{K} $$  

(12)

where we introduced the effective Knudsen number [42]

$$ K = \frac{(\mathbf{\hat{v}}_z/|\mathbf{\hat{v}}|) \cdot \Lambda}{L} = \frac{\hat{z}}{L} $$  

(13)

The integration (10) yields

$$ S_\parallel = \frac{1 - p \exp(-\frac{1}{K})}{1 - p \exp(-\frac{1}{\hat{z}})} $$  

(14)

Notice that $S_\parallel(K \rightarrow 0) = 1$ regardless of the specularity $p$. This confirms recovery to bulk transport in very thick films ($L \rightarrow \infty$), and correctly signals that phonons which never interact with the film boundaries ($\mathbf{\hat{v}}_z = 0$) contribute their full nominal conductivity regardless the film thickness.

3.4.2. Cross-plane transport

The cross-plane configuration can be fully specified by a single Cartesian vector, since the transport is evaluated along the
film normal: \( u \equiv n \). Here the film boundaries are considered to act as perfectly absorbing black bodies. The suppression function can be compactly written as

\[
S_\perp = \frac{1}{1 + 2K}
\]  

(15)

where the Knudsen number can be simply evaluated as \( K = \Lambda \cos \theta / L \) without the need for coordinate transforms. Although (15) is not rigorously exact, we have shown in prior work [25] that this suppression function reproduces Monte Carlo simulations of the effective conductivity within a few percent and is closely compatible with semi-analytic solutions of the BTE in a finite domain. almaBTE can furthermore perform an accurate parametric fitting of the computed \( \kappa_{\perp}(L) \); details on these compact models are available in Ref. [25].

3.5. cumulative curves

This executable reveals the contributions of phonon modes to bulk heat capacity and thermal conductivity. In particular, it computes curves of the form

\[
C_\parallel(X') = \sum_{k \leq X'} C_k, \quad \kappa_\parallel(X') = \sum_{k \leq X'} C_k |v_k| \Lambda_k \cos^2 \theta_k
\]  

(16)

resolved by phonon parameter \( X \) which can be mean free path \( \Lambda \); relaxation time \( \tau \); “projected” mean free path \( \Lambda \cos \theta \), which as we just saw plays a central role in cross-plane film transport; frequency \( \nu \); angular frequency \( \omega = 2\pi\nu \); or energy \( E = h\nu = h\omega \).

3.6. transient analytic 1d

The analytic1d module in almaBTE enables exploration of 1D time-dependent phonon transport in infinite bulk media. Specifically, the module provides semi-analytic solutions of the single pulse response of the Boltzmann transport equation under the relaxation time approximation (RTA-BTE). The heat flow geometry is taken as one-dimensional, meaning that the thermal field only depends on one Cartesian space coordinate \( x \).

Let us consider a planar heat source located at \( x = 0 \) that at time \( t = 0 \) injects a pulse of thermal energy with unit strength \( 1 \text{ J/m}^2 \) into the medium. As is customary, we assume that the input source energy gets distributed across the various phonon modes according to their contributions to the heat capacity. The RTA-BTE describing the transient evolution of the deviational volumetric thermal energy \( g(x, t) \) of a phonon mode then reads

\[
\frac{\partial g_k}{\partial t} + v_{\parallel,k} \frac{\partial g_k}{\partial x} = -\frac{g_k - C_k \Delta T}{\tau_k} + \frac{C_k}{\sum C_k} \delta(x) \delta(t)
\]

(17)

Subscripts \( x \) indicate quantities measured along the thermal transport axis. The equation needs to be complemented by a closure condition expression the conservation of energy:

\[
\sum_k \frac{1}{\tau_k} (g_k - C_k \Delta T) = 0.
\]

(18)

Analytic solutions of the stated 1D problem have been previously derived in transformed domains, first for isotropic media [43] and then generalized to crystals with arbitrary anisotropy by several of the almaBTE developers [27]. In Fourier-Laplace domain \((x, t) \leftrightarrow (\xi, s)\) the macroscopic deviational energy density \( P \equiv (\sum C_k) \times \Delta T \) is given by

\[
P(\xi, s) = \frac{\sum C_k \Xi(\xi, s)}{\sum (C_k / \tau_k) [1 - \Xi(\xi, s)]}
\]

(19)

in which

\[
\Xi(\xi, s) = \frac{1}{1 + s \tau_k} + \xi^2 \Lambda_k^2
\]

(20)

where \( \Lambda \equiv |v_j| \tau \) as usual. The analytic1d module computes several quantities of interest by inverting the solution (19) semi-analytically to real space and time, as described below.

3.6.1. Temperature profiles \( \Delta T(x, t) \)

Fourier-Laplace inversion of the thermal fields can be greatly simplified if we limit ourselves to weakly quasiballistic regimes \(|s| \tau \ll 1\) for which we have

\[
P(\xi, t) = \exp \left[ -\psi(\xi) t \right]
\]

(21)

with

\[
\psi(\xi) = \sum \frac{C_k \xi^2 \Lambda_k^2}{\tau_k [1 + \xi^2 \Lambda_k^2]} / \sum \frac{C_k}{1 + \xi^2 \Lambda_k^2}
\]

(22)

This solution ignores purely ballistic transport effects, but offers excellent performance at temporal scales exceeding characteristic phonon relaxation times (typically 1–10 ns). To perform Fourier inversion to real space

\[
P(x, t) = \frac{1}{\pi} \int_0^\infty P(\xi, t) \cos(\xi x) d\xi
\]

(23)

we first execute a piecewise second-order Taylor series expansion over consecutive \( \xi \) intervals

\[
\exp(-\psi(\xi) t) \approx A_{0,\xi}(t) + A_{1,\xi}(t) \xi + A_{2,\xi}(t) \xi^2
\]

(24)

which can then be integrated fully analytically:

\[
x \neq 0 : \int (A_0 + A_1 \xi + A_2 \xi^2) \cos(\xi x) d\xi = -\frac{2A_{2,\xi}}{x^3} \sin(\xi x)
\]

\[
= \frac{(A_1 + A_2 \xi)}{x^2} \cos(\xi x) + \frac{(A_0 + A_1 \xi + A_2 \xi^2)}{x} \sin(\xi x)
\]

(25)

Downscaling this solution by the bulk heat capacity yields the desired temperature profile: \( \Delta T(x, t) = P(x, t) / \sum C_k \).

3.6.2. Source response \( \Delta T(x = 0, t) \)

Experiments typically have no access to the internal thermal fields but can only probe the temperature rise generated at the heat source itself. The latter can be computed by evaluating the Fourier inversion [23] at \( x = 0 \) using linear quadrature. Limiting ourselves again to quasiballistic regimes, we find

\[
P(x = 0, t) \approx \sum_n \frac{[\exp(-\psi_n t) - \exp(-\psi_{n+1} t)] \Delta \xi_n}{(\psi_{n+1} - \psi_n) t}
\]

(26)

in which \( \psi_j \equiv \psi(\xi_j) \) and \( \Delta \xi_j = \xi_{j+1} - \xi_j \).
3.6.3. Mean square displacement $\sigma^2(t) = \int x^2 P(x, t)dx$

The evolution of the thermal MSD, defined as the variance of the deviational energy distribution, is readily obtained in Laplace domain through moment generating properties:

$$\sigma^2(s) = -\frac{\partial^2 P(\xi, s)}{\partial \xi^2} \bigg|_{\xi=0}$$  \hspace{1cm} (27)

From the general BTE solution \([19, 20]\) we find

$$\sigma^2(s) = \frac{2 \sum \kappa_k / (1 + \sigma_k^2)^2}{s^2 \sum \kappa_k / (1 + \sigma_k^2)}$$  \hspace{1cm} (28)

where $\kappa_k = C_k |\nu_{s, k}| \Lambda_{s, k}$ is the phonon thermal conductivity. Note that the expression (28) applies to all time scales; in particular, it is also valid in purely ballistic and strongly quasiballistic transport regimes. Finally, we evaluate the time domain counterpart $\sigma^2(t)$ through numerical Gaver-Stehfest Laplace inversion \([43]\).

3.7. steady_montecarlo1d

The steady_montecarlo1d module enables Monte Carlo simulations of steady-state thermal transport in 1D multilayered structures with isothermal boundary conditions.

The computational algorithm is based on the variance-reduced deviational techniques introduced by Peraud and Hadjiconstantinou \([23, 24, 45]\) for numerical solution of the RTA-BTE. However, we emphasize again that our computations utilize first-principles phonon properties that are wavevector-resolved. Prior publications often employed parameterized dispersions and/or scattering rates, therefore lacking predictive power for novel materials not yet experimentally characterized. Moreover, most formulations specify phonon properties as a function of frequency, which becomes highly problematic in anisotropic crystals.

The central idea of variance-reduced methods for solving the phonon BTE is to approximate $g_k$, the nonequilibrium component of the energy distribution for each phonon mode, by the sum of a predefined number of delta functions, all of them with the same energy and each with a well defined position. The stochastic trajectories of these energy packets are then tracked in order to reconstruct $g_k$. The simulation proceeds very much like a conventional particle-based Monte Carlo, leading to the label of “deviational particles” for these packets. However, it is important to keep in mind that deviational particles are neither phonons nor even abstract bundles of phonons, but corrections to the analytic Bose-Einstein reference distribution. As such, a particle can be either positive or negative, depending on whether it was launched from a hot or a cold reservoir respectively.

steady_montecarlo1d implements a specialized version of variance-reduced Monte Carlo that allows simulating the steady-state regime directly without the need for an equilibration phase \([23]\). This variation on the original idea exploits the time translation invariance of the ensemble of possible trajectories due to the stationary character of steady-state phonon populations. Based on this property, deviational particles are taken to represent fixed amounts of power, instead of fixed amounts of energy.

The simulations are carried out under the linearized regime. This assumes that the temperature deviations $\Delta T$ are sufficiently small such that the phonon properties of each constituting material can be treated as location independent and equal to those evaluated at the reference temperature $T_{\text{ref}} = (T_{\text{hot}} + T_{\text{cold}})/2$. Under these conditions, deviational particles act completely independently, allowing efficient and straightforward parallelization, and their trajectories $x(t)$ can be readily evaluated in a robust way without requiring any spatial or temporal discretizations.

We now take a closer look at the various events a particle may encounter during its computational lifetime (Fig. 3).

![Figure 3: Schematic overview of possible events encountered by deviational particles in Monte Carlo simulations.](image)

3.7.1. Emission from a thermal reservoir (launch event)

The deviational intensity [W/m²] injected into the structure by an isothermal reservoir at temperature $T_{\text{iso}}$ is given by

$$I_{\text{iso}} = \frac{h}{V} \sum_k (\nu_k \cdot n) H(\nu_k \cdot n) \omega_k [f_{\text{BE}}(\omega_k, T_{\text{iso}}) - f_{\text{BE}}(\omega_k, T_{\text{ref}})]$$  \hspace{1cm} (29)

where $H$ is the Heaviside function and $n$ denotes the outwardly pointing normal vector. Each particle randomly selected to be emitted from the hot or cold reservoir with respective probabilities $p_{\text{hot}} = |I_{\text{hot}}|/(|I_{\text{hot}}| + |I_{\text{cold}}|)$ and $p_{\text{cold}} = 1 - p_{\text{hot}}$, while the associated phonon mode is drawn at random with probability proportional to $(\nu_k \cdot n) H(\nu_k \cdot n) \omega_k [f_{\text{BE}}(\omega_k, T_{\text{iso}}) - f_{\text{BE}}(\omega_k, T_{\text{ref}})]$. The process is illustrated by orange arrows in Fig. 3. The + and − labels on particles emitted from the hot and cold reservoirs, respectively, denote the sign of their contributions to the deviational energy.

3.7.2. Advection steps

A provisional travel time $\chi$ is drawn from an exponential distribution with mean $\tau_k$, and the particle provisionally moved over $\Delta x = \chi v_x$. If the advection step does not traverse any layer boundaries, the particle is moved to the new location and undergoes intrinsic scattering (blue in Fig. 3). Otherwise, the particle is moved to the boundary, its travel time adjusted accordingly, and undergoes either interface scattering (green) or reservoir absorption (pink).
3.7.3. Intrinsic scattering

A new phonon mode is drawn with probabilities proportional to $C_k/\tau_k$, after which the simulation proceeds with a new advection step.

3.7.4. Interface scattering

Particles that reach the interfaces between dissipative materials $M_1$ and $M_2$ are transmitted/ reflected according to a diffuse mismatch model that allows for elastic mode conversions. Specifically, the particle is assigned a new phonon mode drawn from distribution $(\nu_k^M \cdot \mathbf{n}) H(\nu_k^M \cdot \mathbf{n}) G^M(\omega_k)/(\nu_k^M N_{\text{tot}}^M)$ where $M \in \{M_1, M_2\}$, $\mathbf{n}$ are normal vectors pointing away from the interface, $G$ denotes the Gaussian regularization of the energy conservation $\delta(\omega - \omega_k)$ and $N_{\text{tot}} = N_k \times N_p \times N_c \times N_{\text{branches}}$ is the total number of available phonon modes. This is again followed by a new advection step.

3.7.5. Absorption at a thermal reservoir (termination event)

A particle completes its trajectory upon reaching an isothermal reservoir at either end of the structure. Its contributions to the temperature profile and heat flux are evaluated with the procedures described below, after which the simulation proceeds with the launch of the next particle.

3.7.6. Evaluation of temperature profile

Introducing a series of consecutive bins of width $w$ enables us to evaluate a deviational temperature profile $\Delta T(x)$ at the bin centers as follows. Each particle represents a deviational intensity

$$\rho = \pm \frac{|\Delta T_{\text{hot}} + |\Delta T_{\text{cold}}|}{N_{\text{particles}}}$$

where the sign depends on which isothermal reservoir emitted the particle as mentioned earlier. The trajectory of each of these particles consists of one or more linear segments, each of which moved the particle inside the structure from some depth $x_i$ at some time $t_i$ to a depth $x_f$ at a time $t_f$. The bin edges further divide the segments into subsegments that span lengths $[\Delta x_i, [\Delta x_{i+1}], \ldots$ across bins $n, n+1, \ldots$ respectively (Figure 4).

Figure 4: Processing of a particle trajectory segment to evaluate its contribution to the deviational temperature profile.

The contribution to the steady-state deviational temperature in bin $l$ is now evaluated as

$$\frac{1}{wC_l}(t_f - t_i) \rho_l |\Delta x|$$

where $C_l$ is the bulk volumetric heat capacity of the material to which the $l$-th bin belongs.

3.7.7. Evaluation of net and spectral heat flux

Determining the net heat flux only requires observing successful particle crossings. Specifically, the heat flux in each bin is found by accumulating $\pm |\rho_l| / L_{\text{tot}}$ each time a trajectory segment traverses the bin center, where the $+$ sign is used for motion of positive (negative) particle moving in the hot-to-cold (cold-to-hot) direction and the $-$ sign for the opposite cases, and $L_{\text{tot}}$ is the total structure thickness. Barring stochastic fluctuations inherent to the Monte Carlo methodology, the flux profile is completely flat across the structure, due to the 1D and steady-state character of the simulation. Bin crossings can additionally be resolved in terms of the angular phonon frequency the particle was associated with at the time of the crossing, to reveal the spectral heat flux $q_{\omega_i}(x)$. Rather than using simple binning with respect to $\omega$, which yields a fairly crude and noisy result, we employ locally adaptive kernel density estimation with $\Gamma$ distributions that accounts for the central frequency of the phonon mode and smoothens out the artifacts introduced by our discrete reciprocal-space grid.

3.7.8. Evaluation of effective thermal metrics

Once the net heat flux $q_{\text{net}}$ is known, we can easily derive the apparent thermal conductivity of the entire structure:

$$\kappa_{\text{eff}} = \frac{q_{\text{net}}}{(T_{\text{hot}} - T_{\text{cold}})/L_{\text{tot}}}$$ (32)

Alternatively, we can also express the thermal performance in terms of the effective resistivity/conductance:

$$r_{\text{eff}} \equiv g_{\text{eff}}^{-1} = \frac{T_{\text{hot}} - T_{\text{cold}}}{q_{\text{net}}} = \frac{L_{\text{tot}}}{\kappa_{\text{eff}}}$$ (33)

4. Examples of application

4.1. Thermal conductivity of bulk materials

Figure 5 shows computed output for diamond, Si and wurtzite GaN. Except for the former material, where proper treatment of normal scattering processes is crucial [Eq. (7)], the RTA offers accurate conductivities within ~5% of full BTE counterparts for most common semiconductors.

Figure 5: Temperature dependence of bulk thermal conductivity.
4.2. Effective thermal conductivity of thin films

The most stable phase of gallium (III) oxide (Ga₂O₃) is the so-called β phase [46], with a monoclinic structure and 10 atoms per primitive unit cell (Fig. 6a shows the conventional 20-atom cell). This relatively complex structure shows significant thermal anisotropy [47] and provides a good test case for full-spectrum thin film calculations.

DFT calculations for this compound were performed with the PBEsol exchange-correlation functional as implemented in VASP. We employed the finite-temperature methodology described in Ref. 48 to obtain the 2nd- and 3rd-order IFCs at 300 K with a 3×3×3 supercell and 14th nearest neighbor cutoff, using 100 displaced configurations for each cycle, without taking into account any modification of the structure with respect to the DFT ground state. The resulting phonon spectrum and DOS is illustrated in Fig. 6b.

Figure 6: Beta-phase gallium (III) oxide (β-Ga₂O₃) crystal. (a) unit cell, (b) computed phonon spectrum and density of states.

4.3. Cumulative thermal conductivity curves

Figure 8 shows cumulative curves resolved by mean free path and energy computed for wurtzite GaN, AlN and Al₀.₅Ga₀.₅N with 24×24×24 wavevector grids.

4.4. Single pulse response of semi-infinite substrates

We have computed the single pulse response over the time range 10 ns–220 ns in several semi-infinite substrates by doubling the transient_analytic1d output results. Strictly speaking this “method of images” is only valid for a perfectly specular top surface. However, Monte Carlo simulations with surface specularity p = 0.5 show that the semi-analytic solutions are still highly adequate even for semi-diffuse boundary conditions (Fig. 9).

We point out that the axis system in Ref. 47 appears to be different: the most conductive direction is designated as (110) compared to (010) in this paper and in Ref. 49.

We experimentally measure the value of 27 W/m/K found in Ref. 49 deviates from the general trend that can be deduced from their measurements at other temperatures. Our results are also in line with previous calculations [51] performed with ShengBTE [21], except for the (001) direction for which we find a value much closer to the experimental measurements [49] – probably because we use a larger supercell and cutoff.

Figure 7: Apparent thin film thermal conductivity in β-Ga₂O₃.
samples, where crystallographic defects and interfaces affect phonon scattering.

Our almaBTE software package provides the components needed to achieve similar predictive power across a much wider range of systems. With a modular architecture and implementing several state-of-the-art analytical and Monte Carlo approaches to the solution of the Boltzmann transport equation for phonons, almaBTE can provide a much richer and accurate picture of thermal transport from the nano- to the microscale than achievable with classical equations and continuum models. The code is open source and available from [http://www.almaBTE.eu](http://www.almaBTE.eu) along with a database of publication-quality input files. We expect that the selected examples presented here showcase its flexibility and contribute to grow a user community around almaBTE.
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### A. Cubic interpolation approach to obtaining the 1D Green’s function

The contribution from each phonon branch to an element the 1D Green’s function, evaluated at angular frequency $\Omega$, is expressed by an integral

$$G(\Omega) = \lim_{\varepsilon \to 0} \int_{0}^{2\pi} \frac{m(\varphi)}{\Omega^2 - E(\varphi) + i\varepsilon} \, d\varphi. \quad (34)$$

Here, $\varphi \in [0, 2\pi)$ is a dimensionless parameter spanning the 1D Brillouin zone, $E(\varphi) := \omega^2(\varphi)$ is the dispersion relation of the branch under study, and $m(\varphi)$ is a smooth function of $\varphi$. We introduce a regular partition $\varphi_n = 2\pi n / N$, with $n = 0, 1, \ldots, N - 1$, and at each point of the grid we sample $m_n := m(\varphi_n)$, $E_n := E(\varphi_n)$ and $E'_n := \frac{dE}{d\varphi}(\varphi_n)$. In each of the subintervals we define the variable $x := (\varphi - \varphi_n)$ and approximate the numerator and denominator of the integral by the interpolants:

$$m(\varphi) \approx m_n (1 - x) + m_{n+1} x \quad (35a)$$

$$\Omega^2 - E(\varphi) \approx (\Omega^2 - E_n) - E'_n x + \left(3E_n + 2E'_n - 3E_{n+1} + E'_{n+1}\right)x^2 + \left(-2E_n - E'_n + 2E_{n+1} - E'_{n+1}\right)x^3. \quad (35b)$$

These approximations allows us to recast Eq. (34) as a weighted sum of the sampled values of $m(\varphi)$, after some straightforward arithmetic manipulations:

$$G(\Omega) = \sum_{n=0}^{N-1} \left(\varphi_n^{(1)} - \varphi_n^{(0)} + \varphi_n^{(0)} - \varphi_{n-1}^{(1)}\right) m_n, \quad (36)$$
where indices must be interpreted cyclically, i.e., $\varphi_{-1} \equiv \varphi_{N-1}$.

The partial weights $\varpi^{(1)}_n$ and $\varpi^{(x)}_n$ are computed as rational integrals:

$$\varpi^{(1)}_n := \frac{2\pi}{N} \lim_{\epsilon \to 0^+} \int_0^1 \frac{1}{p_3 + p_2 x + p_1 x^2 + p_0 x^3 + i \epsilon} \, dx$$

(37a)

$$\varpi^{(x)}_n := \frac{2\pi}{N} \lim_{\epsilon \to 0^+} \int_0^1 \frac{x}{p_3 + p_2 x + p_1 x^2 + p_0 x^3 + i \epsilon} \, dx$$

(37b)

where the coefficients $\{p_0, p_1, p_2, p_3\}$ in the denominator are those in Eq. (35b). It is convenient to solve these integrals separately for the case when the denominator has three real roots and for the case when it has a single one. To that end, we define the reduced coefficients $a := p_1/p_0, b := p_2/p_0$ and $c := p_3/p_0$, and the discriminants $[53]$:

$$q := \frac{a^2 - 3b}{9}$$

(38a)

$$r := \frac{a(2a^2 - 9b) + 27c}{54}$$

(38b)

A.1. $r^2 < q^3$ ⇒ the denominator has three real roots

The three roots are $[53]$:

$$x_0 = -2 \sqrt{q} \cos \left(\frac{\theta}{3} - \frac{a}{3}\right)$$

(39a)

$$x_1 = -2 \sqrt{q} \cos \left(\frac{\theta + 2\pi}{3} - \frac{a}{3}\right)$$

(39b)

$$x_2 = -2 \sqrt{q} \cos \left(\frac{\theta - 2\pi}{3} - \frac{a}{3}\right)$$

(39c)

in terms of $\theta := \arccos \left(r/q^{3/2}\right)$. From these we build the intermediate quantities

$$\alpha := -\frac{x_0 x_1 x_2}{p_3 (x_0 - x_1)(x_0 - x_2)}$$

(40a)

$$\beta := -\frac{x_0 x_1 x_2}{p_3 (x_1 - x_0)(x_1 - x_2)}$$

(40b)

$$\gamma := -\frac{x_0 x_1 x_2}{p_3 (x_2 - x_0)(x_2 - x_1)}$$

(40c)

and obtain the real and imaginary parts of the weights as:
\[ A := - \text{sgn}(r) \sqrt{|r| + \sqrt{r^2 - q^3}} \]  
(43a)

\[ B := \begin{cases} 
0 & \text{if } A = 0 \\
\frac{2}{3} & \text{otherwise.} 
\end{cases} \]  
(43b)

Again we introduce some intermediate quantities:

\[ \zeta := A + B + \frac{2}{3} a \]  
(44a)

\[ \eta := \left(\frac{\zeta}{2}\right)^2 + \frac{3}{4} (A - B)^2 \]  
(44b)

\[ \alpha := -\frac{x_0 \eta}{p_3 [x_0 (x_0 + \zeta) + \eta]} \]  
(44c)

\[ \beta := -(x_0 + \zeta) \alpha, \]  
(44d)

based on which the weights adopt the following expressions:

\[ \Re \left[ \sigma_{\alpha n}^{(i)} \right] = \frac{2 \pi}{N} \left[ \alpha \mathcal{F}_1 (x_0) + \beta \mathcal{F}_1 (x_1) + \gamma \mathcal{F}_1 (x_2) \right] \]  
(45a)

\[ \Im \left[ \sigma_{\alpha n}^{(i)} \right] = -\frac{2 \pi^2}{N} \left[ \Re [\mathcal{H}(0,1) (x_0)] + \Re [\mathcal{H}(0,1) (x_1)] + \Re [\mathcal{H}(0,1) (x_2)] \right] \]  
(45b)

\[ \Re \left[ \sigma_{\alpha n}^{(x)} \right] = \frac{2 \pi}{N} \left[ \alpha x_0 \mathcal{F}_1 (x_0) + \beta x_1 \mathcal{F}_1 (x_1) + \gamma x_2 \mathcal{F}_1 (x_2) \right] \]  
(45c)

\[ \Im \left[ \sigma_{\alpha n}^{(x)} \right] = -\frac{2 \pi^2}{N} \left[ \Re [\mathcal{H}(0,1) (x_0)] + \Re [\mathcal{H}(0,1) (x_1)] + \Re [\mathcal{H}(0,1) (x_2)] \right] \]  
(45d)

where we have defined the functions

\[ \mathcal{F}_2 (x, y) := \frac{2}{\Delta} \left[ \arctan \left( \frac{x}{\Delta} \right) - \arctan \left( \frac{x + 2y}{\Delta} \right) \right] \]  
(46a)

\[ \mathcal{F}_3 (x, y) := \frac{2x \mathcal{F}_2 (x, y) + \log (1 + x + y)}{2y} \]  
(46b)

\[ \Delta (x, y) := \sqrt{4y - x^2}. \]  
(46c)

\textbf{A.2.} \( r^2 \geq q^3 \Rightarrow \text{the denominator has a single real root} \)

The value of the root can be computed as:

\[ x_0 = A + B - \frac{a}{3}, \]  
(42)

\textbf{References}

[1] J. L. Jimenez, U. Chowdhury, X-Band GaN FET reliability, in: 2008 IEEE International Reliability Physics Symposium, 2008, pp. 429–435.

[2] D. G. Cahill, P. V. Braun, G. Chen, D. R. Clarke, S. Fan, K. E. Goodson, P. Keblinski, W. P. King, G. D. Mahan, A. Majumdar, H. J. Maris, S. R. Phillpot, E. Pop, L. Shi, Nanoscale thermal transport, II. 20032012, Appl. Phys. Rev. (2014) 011305.

[3] Z.J. Ziman, Electrons & Phonons: The Theory of Transport Phenomena in Solids., Oxford University Press, USA, 2001.

[4] M. Omini, A. Sparavigna, An iterative approach to the phonon Boltzmann equation in the theory of thermal conductivity, Physica B 212 (2) (1995) 101–112.

[5] M. Omini, A. Sparavigna, Beyond the isotropic-model approximation in the theory of thermal conductivity, Phys. Rev. B 53 (1996) 9064.

[6] M. Omini, A. Sparavigna, Heat transport in dielectric solids with diamond structure, Nuovo Cimento D 19 (1997) 1537.
[7] D. A. Brodio, M. Malorny, G. Birner, N. Mingo, D. A. Stewart, Intrinsic lattice thermal conductivity of semiconductors from first principles, Appl. Phys. Lett. 91 (2007) 231922.

[8] N. Mingo, D. A. Stewart, D. A. Brodio, L. Lindsay, W. Li, Ab Initio Thermal Transport, in: S. L. Shind, G. P. Silvstava (Eds.), Length-Scale Dependent Phonon Interactions, no. 128 in Topics in Applied Physics, Springer New York, 2014, pp. 137–173.

[9] J. Callaway, Model for lattice thermal conductivity at low temperatures, Phys. Rev. 113 (1959) 1046–1051.

[10] P. K. Schelling, S. R. Phillpot, P. Keblinski, Comparison of atomic-level simulation methods for computing thermal conductivity, Phys. Rev. B 65 (2002) 144306.

[11] J. Ma, W. Li, X. Luo, Intrinsic thermal conductivities and size effect of alloys of wurtzite AlN, GaN, and InN from first-principles, J. Appl. Phys. 119 (2016) 125702.

[12] L. Lindsay, D. A. Brodio, N. Mingo, Flexural phonons and thermal transport in graphene, Phys. Rev. B 82 (2010) 115427.

[13] M. Zeraati, S. M. Vaez Allaei, I. Abdolhosseini Sarsari, M. Pourfath, D. Donadio, Highly anisotropic thermal conductivity of arsenene: An ab initio study, Phys. Rev. B 93 (2016) 085424.

[14] C. W. Li, J. Hong, A. F. May, D. Bansal, S. Chi, T. Hong, G. Ehlers, O. Delaire, Orbitally driven giant phonon anharmonicity in SnSe, Nat. Phys. 11 (2015) 1063–1070.

[15] J. Ma, W. Li, X. Luo, Examining the Callaway model for lattice thermal conductivity, Phys. Rev. B 90 (3) (2014) 035203.

[16] J. Carrete, N. Mingo, S. Curtarolo, Low thermal conductivity and triaxial phononic anisotropy of SnSe, Appl. Phys. Lett. 105 (2014) 101907.

[17] J. Carrete, W. Li, N. Mingo, S. Wang, S. Curtarolo, Finding Unprecedentedly Low-Thermal-Conductivity Half-Heusler Semiconductors via High-Throughput Materials Modeling, Phys. Rev. X 4 (2014) 011019.

[18] T. Tadano, Y. Gohda, S. Tsubeyuki, Anharmonic force constants extracted from first-principles molecular dynamics: applications to heat transfer simulations, J. Phys.: Condens. Matter 24 (2012) 252402.

[19] A. Togo, L. Chaput, I. Tanaka, Distributions of phonon lifetimes in Brilliouin zones, Phys. Rev. B 91 (2015) 094306.

[20] A. Chernatynskiy, S. R. Phillpot, Phonon Transport Simulator (PhonTS), Comp. Phys. Comm. 192 (2015) 196–204.

[21] W. Li, J. Carrete, N.A. Katcho, N. Mingo, ShengBTE: A solver of the Boltzmann transport equation for phonons, Comp. Phys. Commun. 185 (2014) 1747.

[22] V. Peikert, A. Schenk, A wavelet method to solve high-dimensional transport equations in semiconductor devices, in: 2011 International Conference on Simulation of Semiconductor Processes and Devices, 2011, pp. 299–302.

[23] J.-P. M. Péraud, N. G. Hadjiconstantinou, Monte carlo methods for solving the boltzmann transport equation, Ann. Rev. of Heat Transfer 17 (2014) 208–265.

[24] J.-P. M. Péraud, N. G. Hadjiconstantinou, Efficient simulation of multidimensional phonon transport using energy-based variance-reduced Monte Carlo formulations, Phys. Rev. B 84.

[25] B. Vermeersch, J. Carrete, N. Mingo, Cross-plane heat conduction in thin films with ab-initio phonon dispersions and scattering rates, Appl. Phys. Lett. 108 (2016) 193104.

[26] P. Chen, N. A. Katcho, J. P. Feser, W. Li, M. Glaser, O. G. Schmidt, Z. K. Liu, A mixed-space approach to first-principles calculations of phonon frequencies for polar materials, J. Phys.: Condens. Matter 22 (2010) 202201.

[27] Y. Wang, S.-L. Shang, H. Fang, Z.-K. Liu, First-principles calculations of lattice dynamics and thermal properties of polar solids, npj Computut. Mater. 2 (2016) 16006.

[28] W. Li, N. Mingo, L. Lindsay, D. A. Brodio, D. A. Stewart, N. A. Katcho, Thermal conductivity of diamond nanowires from first principles, Phys. Rev. B 85 (2012) 195436.

[29] W. Li, L. Lindsay, D. A. Brodio, D. A. Stewart, N. Mingo, Thermal conductivity of bulk and nanowire Mg2SiSn alloys from first principles, Phys. Rev. B 86 (17) (2012) 174307.

[30] S.-J. Lam, Crosspoint and nanowire Knudsen flow in nanostructured semiconductor systems, J. Appl. Phys. 99 (2006) 054303.

[31] C. Hua, A. J. Minnich, Transport regimes in quasiballistic heat conduction, Phys. Rev. B 89 (2014) 094302.

[32] H. Stéfhen, Algorithm 368: Numerical inversion of Laplace transform, Commun. ACM 13 (1970) 47.

[33] J.-P. Péraud, N.G. Hadjiconstantinou, Modeling ballistic effects in frequency-dependent transient thermal transport using diffusion equations, Appl. Phys. Lett. 101 (2012) 153114.

[34] S. Geller, Crystal Structure of β-Ga2O3, J. Chem. Phys. 93 (1990) 676–684.

[35] S. I. Stepanov, V. I. Nikolaev, V. E. Bougrov, A. E. Romanov, Gallium oxide: Properties and applications - a review, Rev. Adv. Mater. Sci. 44 (2016) 63–86.

[36] A. van Roekel, J. Carrete, N. Mingo, Anomalous thermal conductivity and suppression of negative thermal expansion in ScF3, Phys. Rev. B 94 (2016) 020303(R).

[37] Z. Guo, A. Verma, X. Wu, F. Sun, A. Hickman, T. Masui, A. Kuramata, M. Higashiwaki, D. Jena, T. Luo, Anisotropic thermal conductivity in single crystal β-Ga2O3 oxide, Appl. Phys. Lett. 106 (11) (2015) 111909.

[38] Z. Galazka, K. Irmser, R. Uecker, R. Bertram, M. Pietsch, A. Kuramata, M. Higashiwaki, D. Jena, T. Luo, Anisotropic thermal conductivity in single crystal β-Ga2O3 oxide, Appl. Phys. Lett. 106 (11) (2015) 111909.

[39] M. D. Smita, N. Tandon, J. D. Albrecht, Lattice thermal conductivity of ZnSe, Phys. Rev. B 93 (2016) 014307.

[40] J. Maassen, M. Lundstrom, Steady-state heat transport: Ballistic-to-diffusive with Fourier’s law, J. Appl. Phys. 117 (2015) 035104.

[41] W. H. Press, S. A. Teukolsky, W. T. Vetterling, B. P. Flannery, Numerical Recipes 3rd Edition: The Art of Scientific Computing, 3rd Edition, Cambridge University Press, New York, NY, USA, 2007.