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Abstract

We consider the problem of synthesizing multi-action human motion sequences of arbitrary lengths. Existing approaches have mastered motion sequence generation in single-action scenarios, but fail to generalize to multi-action and arbitrary-length sequences. We fill this gap by proposing a novel efficient approach that leverages the expressiveness of Recurrent Transformers and generative richness of conditional Variational Autoencoders. The proposed iterative approach is able to generate smooth and realistic human motion sequences with an arbitrary number of actions and frames while doing so in linear space and time. We train and evaluate the proposed approach on PROX dataset [15] which we augment with ground-truth action labels. Experimental evaluation shows significant improvements in FID score and semantic consistency metrics compared to the state-of-the-art.

1. Introduction

This paper addresses the problem of synthesizing multi-action human motion sequences of arbitrary lengths. This is a major research problem with a vast range of applications, including animating avatars and virtual characters [17, 21, 22, 29, 33, 38, 38], character visualization in stories [23], inpainting of missing frames in videos and completion of action sequences [4, 37], and synthesizing realistic motion under 3D scene constraints [14, 36]. Generating realistic motions of humans performing multiple actions over longer periods of time is a challenging task, since it requires modeling dependencies between multiple possibly overlapping actions in the temporal domain, while ensuring that transition points between different actions are continuous and smooth. Recent approaches [13, 30] were able to considerably improve the fidelity of synthesized motion by building on conditional Variational Autoencoders (VAEs) [20] and Transformers [35]. However, both approaches are restricted to generating single action motion sequences only. Furthermore, as motion sequences are generated in a single shot in a non-causal way, generation is typically limited to short sequences of a pre-defined length to avoid running out of memory, which often results in context fragmentation. On the other hand, Recurrent Transformers (RT) [6, 7, 9, 32] have been shown to combine the expressiveness of self-attention mechanism [35] to model long-range dependencies with the efficiency of recurrent architectures [16]. However, RTs lack conditioning and thus have not been used for motion sequence synthesis.

We propose a novel approach that takes an ordered set of action labels as input and synthesizes an arbitrary-length motion sequence of 3D human meshes performing these multiple potentially-overlapping actions. At the core of our approach lies a novel spatio-temporal formulation that marries Recurrent Transformers (RT) with conditional Variational Autoencoders (VAE) to generate multi-action sequences. We thus dub the proposed approach as RTVAE-Multi. The approach (cf. Fig. 1) is trained using sequences of SMPL [26, 28] 3D body meshes of people performing multiple actions, and associated ordered sets of action labels. During training, at each timestamp, we concatenate a 3D body mesh with input actions embeddings and feed them into the encoder together with the previous hidden state. Once the encoder has seen all frames, we sample multiple latent vectors each corresponding to the whole action subsequence. The decoder then uses the query sequence corresponding to the positional embedding of a given timestamp and stacked latent vectors to reconstruct the input poses. During inference, the length of the sequence that can be generated is arbitrary, and each frame is generated at constant time and memory.

To train RTVAE-Multi we require a dataset with both multi-action sequences annotated with GT action labels, and frame-wise SMPL [26, 28] 3D body mesh fittings. Since no such dataset is publicly available, we found PROX dataset [15] to be closest to our requirements, and have therefore augmented it with GT multi-action labels.

Our main contribution is a novel spatio-temporal formulation that combines the expressiveness and efficiency of Recurrent Transformers with generative richness of condi-
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Figure 1. Overview of our approach. The encoder and decoder steps are unrolled to demonstrate the synthesis process of sequences conditioned on multiple actions. At iteration $t$, the input to the encoder is a SMPL pose denoted by $p_t$, concatenated with the embedding of the input action $a_i$, where $a_i$ spans multiple frames, and $pe$ is the positional embedding. The previous hidden state used to compute the output at $t$ is denoted by $s_{t-1}$. For each action, we save the VAE distribution parameters $\mu_{a_i,t}, \sigma_{a_i,t}$, where $l_i$ denotes the end timestamp of action $a_i$. Once the encoder has seen all frames, we sample $k$ latent vectors $z_t \sim \mathcal{N}(\mu_{a_i,t}, \sigma_{a_i,t})$ each corresponding to the entire sub-sequence matching $a_t$. The decoder transformer query sequence corresponds to the positional embedding of timestamp $t$, and $[z_0; z_1; \ldots; z_k]$ is a stacking of all the latent vectors samples from encoder output. The decoder is optimized to output a reconstruction of the input poses using an MSE loss term.

Traditional Variational Autoencoders to generate arbitrary-length multi-action motion sequences. In contrast to previous works [13, 30], we address a more challenging problem of multi-action motion synthesis, are able to generalize to arbitrary number of actions per generated sequence, and to generate arbitrary length sequences where space and time requirements grow linearly in the number of frames. In Sec. 4 we demonstrate significant improvements in motion synthesis over multi-action extension of [30], while performing on-par with [30] in single-action scenarios.

Our second contribution is the extension of PROX dataset [15] with GT multi-action labels, thus completing the dataset to contain multi-action motion sequences, per-frame SMPL [26, 28] fittings and GT action labels.

Our third contribution is a thorough experimental evaluation on the challenging task of synthesizing arbitrary-length motion sequences with an arbitrary number of actions and comparisons to the state-of-the-art and strong baselines. In Sec. 4 we demonstrate that the proposed design choices result in significant improvements in action recognition when evaluating a pre-trained off-the-shelf action recognition approach [41] on generated sequences.

2. Related Work

Motion synthesis is a widely researched problem in graphics and computer vision [2,13,25,30,36,39], [3,25,27] condition a future sequence on a few past frames and rely on autoregressive models such as LSTMs [16]. These models are inherently incapable of modeling long-term dependencies between frames and their ability to generate realistic motion degenerates for longer sequences. Works such as [10] jointly predict future frames in action classification frameworks in order to learn action-specific motion representation. Deep generative models such as Variational Autoencoders (VAE) [20] and Generative Adversarial Networks (GANs) [12] have made breakthroughs in synthesizing high-fidelity visual content such as images, videos and human motion [24,31,34]. For example, Barsoum et al. [2] proposes a GAN-based Seq2seq model while [39] proposes a GAN-based model using graph convolutional network that samples a latent vector from an observed prior. Methods based on VAEs for motion synthesis conditioned on action labels have been proposed in [13], while [30] further proposed generating the full body mesh rather than the 3D pose. Other tasks include motion transfer or video completion in which generating human videos is guided by motion sequences that are generated based on a semantic label [4,40]. Similarly, controllable characters using user-defined controls are used to generate an image sequence of a given person [11], or to animate characters and avatars [22,33,38]. In a related task [23] visualize a given story and its characters by generating a sequence of images at the sentence level and [1] synthesize motion sequences conditioned on natural language. Another group of approaches predicts human motion constrained by scene context or human-object interaction [5,8,14,36].

Variational Autoencoder Transformer. [30] proposed the currently state-of-the-art approach to synthesizes motion sequences conditioned on a given action label. The underlying generative method is a Transformer-based [35] VAE [20] which learns the latent distribution of the observed pose sequences. [30] is limited to single action sequence generation, where each sequence is generated in one shot in a non-causal way. This bounds the length of the sequence by the resources available on a machine, a limitation further amplified by quadratic complexity attention computation, which requires splitting long sequences into several parts thereby causing context fragmentation.

Recurrent Transformers. Transformer [35] is an expressive network architecture that relies on the self-attention mechanism for weighing different elements of the input. Several approaches have been proposed to alleviate the quadratic complexity needed to compute the attention [6,7,9,32]. One prominent work is a recurrent approach based on formulating the attention using kernel functions [19], making it possible to calculate the attention in linear time.

3. Multi-action Recurrent Transformer Variational Autoencoder

Given an ordered set of action labels $A = \{a_1, a_2, \ldots, a_k\}$, we propose a model that synthesizes
a motion sequence of 3D human meshes performing these actions. The ability to generate long sequences that are plausible and coherent requires allowing information to flow persistently across the temporal domain. To that end, we propose using a recurrent model with a hidden state that maintains compact yet long-range information to help it reason about the sequence.

**Approach.** In order to overcome the aforementioned limitations of [30], we propose to extend their approach to generate sequences of an arbitrary length conditioned on an arbitrary number of action labels. An overview of the approach is shown in Fig. 1. The input during training is a sequence consisting of multiple possibly overlapping actions and an ordered set of corresponding action labels. The transformer network additionally receives its last hidden state as part of the input, and outputs an encoding of the den state as part of the input, and outputs an encoding of the input representing the current pose and distribution parameters \( \mu \) and \( \sigma \). We save the distribution parameters corresponding to the last frame of every action label, since we hypothesize that the encoder learns a better representation as it accumulates more knowledge of an action sub-sequence. We sample \( k \) latent vectors \( z_i \in \mathbb{R}^d \) each corresponding to a sub-sequence of one action. In order to guarantee a continuous and uniform representation for the entire sequence, especially at the cross points where action \( a_i \) ends and \( a_{i+1} \) starts, we stack the latent vectors of all actions. In the decoding phase, we do not rely on the timestamps to decide the number of frames synthesized for each action, and instead, we let the decoder reason about this number. This makes it possible to train the decoder in a weakly supervised manner, as it learns to relate an action-specific latent vector to a generated sub-sequence, but that also entails a limitation where during inference, it is not straightforward to specify the length of the sub-sequence corresponding to an action.

**4. Experiments**

**Dataset.** Existing motion datasets such as Human-Act12 [13] and Human3.6M [18] consist of single-action sequences, making it hard to train and evaluate the proposed model. We thus extended PROX dataset [15] which originally contains 3D pose annotations and SMPL [26, 28] fittings by adding GT action labels. We identified 50 action labels in 60 various recorded scenarios in 12 different 3D scenes in which 20 subjects are interacting with the scene. The number of frames is 100K and we split the dataset into training and test sets, where the training set consists of 27 scenes with subjects performing actions in indoor environments such as in the library, cafeteria and office. The test set consists of 3 scenes, some of which have only ground truth (GT) action annotations without SMPL fittings. The scenes consist of 1000—3000 frames and the actions performed can be intricate and are not repetitive or simple in nature.

**Baseline.** Since we are the first to address multi-action motion synthesis, we create a strong baseline by extending single-action ACTOR [30] approach to multi-actions. For that, we fix the maximum number of actions to be \( M \), and divide latent vector \( z \) into \( M \) equal-sized sub-vectors each of size \( z_i \in \mathbb{R}^{d/M} \) to encode one action sub-sequence. We call this approach ACTOR-Multi.

**Standard evaluation metrics.** We follow [13] and train an action recognition model [41] on the GT training data and evaluate on the synthesized sequences using Fréchet Inception Distance (FID), accuracy of predicted action labels, multimodality and diversity, where the latter two refer to the variance between the different actions classes and variance within the same class.

**Semantic consistency metrics.** We evaluate semantic consistency between GT conditioning labels and synthesized sequences. Specifically, we calculate the proportion of sequences whose conditioning labels match the labels of the closest sequence in GT training set. We calculate cross-product distances between each 3D pose in generated sequence and each 3D pose in GT sequence, and find the sequence-to-sequence matching using the Hungarian algorithm.

**4.1. Evaluation**

**Using standard metrics.** Tab. 1 shows the performance of RTVAE-Multi and comparison to ACTOR-Multi, while varying the sequence length (60, 80, 120) for sequences with at most \( r \) actions. \( tr \) denotes training set, \( gen \) refers to synthesized sequences, and \( gt \) denotes GT data. RTVAE-Multi significantly improves over ACTOR-Multi, with a performance gap that rises with an increased sequence length. This is due to small capacity of the latent vector which does not suffice to represent significant variations in actions when synthesizing multi-action sequences. Tab. 2 provides direct comparison to [30] in single-action use case, with RTVAE-Single performing on-par with ACTOR [30].

**Using semantic consistency metrics.** RTVAE-Multi significantly outperforms ACTOR-Multi when fixing number of actions to four and varying the sequence length (2 (a)). RTVAE-Single matches ACTOR [30] in single-action use cases (2 (b)). Increasing the number of actions for a fixed sequence length degrades RTVAE-Multi accuracy much more gracefully compared to ACTOR-Multi (2 (c)).

**Qualitative evaluation.** Sample multi-action generated results are shown in Fig. 3. We observe continuity in the spatial and temporal domain.

**4.2. Ablative studies**

Ablative studies performed using **standard metrics** (Tab. 3) and **semantic consistency metrics** (Tab. 4).

**Last frame distribution parameters.** RTVAE-Multi uses distribution parameters of the last frame of each action la-
bel. We evaluate the performance when using averaged parameters over all frames in an action sub-sequence. We observe deteriorated performance in this case, indicating that the learned distribution becomes better as the model accumulates more context information about the sequence (see Average stats in Tab. 3 and 4).

**Different latent vector per frame.** Using different latent vector for each generated frame also adversely affects performance. This indicates that a single latent vector representing the whole action sub-sequence provides a smoother frame generation, as similar frames should be close together in the latent space (see All diff-latent in Tab. 3 and 4).

| seq. length | method            | accuracy\(_{gt}^\uparrow\) | accuracy\(_{gen}^\uparrow\) | FID\(_{gen}^\downarrow\) |
|-------------|-------------------|-----------------------------|-----------------------------|---------------------------|
| 60          | ACTOR Multi       | 74.3 ± 1.11                 | 49.4 ± 1.72                 | 996 ± 23.12               |
|             | RTVAE-Multi       | 74.3 ± 1.11                 | 49.4 ± 1.72                 | 996 ± 23.12               |
|             | Average stats     | 72.8 ± 0.47                 | 46.9 ± 1.98                 | 1129 ± 9.56               |
|             | All diff-latent   | 62.0 ± 0.4                  | 38.1 ± 1.35                 | 1249.86 ± 4.54            |
|             | W/o look-b.-a.    | 29.1 ± 1.36                 | 16.5 ± 2.0                  | 2161.42 ± 21.46           |

Table 3. Ablative evaluations on PROX using **standard metrics** (max 80 frames- and max 8 actions per sequence).

### 5. Conclusion

We addressed a challenging problem of synthesizing multi-action human motion sequences. We proposed a novel spatio-temporal formulation combining the expressiveness and efficiency of Recurrent Transformers with generative richness of conditional VAEs. The proposed approach generalizes to an arbitrary number of actions and frames per generated sequence, with space and time requirements growing linearly in the number of frames. Experimental evaluation showed significant improvements in multi-action motion synthesis over the state of the art.
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