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Abstract

Brain tumour tissue segmentation is essential for clinical decision making. While manual segmentation is time consuming, tedious, and subjective, it is very challenging to develop automatic segmentation methods. Deep learning with convolutional neural network (CNN) architecture has consistently outperformed previous methods on such challenging tasks. However, the local dependencies of pixel classes cannot be fully reflected in the CNN models. In contrast, hand-crafted features such as histogram-based texture features provide robust feature descriptors of local pixel dependencies. In this paper, a classification-based method for automatic brain tumour tissue segmentation is proposed using combined CNN-based and hand-crafted features. The CIFAR network is modified to extract CNN-based features, and histogram-based texture features are fused to compensate the limitation in the CIFAR network. These features together with the pixel intensities of the original MRI images are sent to a decision tree for classifying the MRI image voxels into different types of tumour tissues. The method is evaluated on the BraTS 2017 dataset. Experiments show that the proposed method produces promising segmentation results.
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1 Introduction

Brain gliomas are tumours associated with glial cells. They are primary tumour among adults. Investigations on improving diagnosis of gliomas are thus highly desirable [23, 26]. In the medical imaging field, the decision tree (DT) classifier has been chosen as the best classifier among other conventional classifiers for brain tumour segmentation [22, 31]. Some hand-designed features were exploited as input to the DT classifier [6, 28, 32]. In order to provide good description of different tissue classes, a large number of features are needed. However, a high dimensional feature vector will cause the problem of high
complexity with high computational cost. This limitation was solved using another variant of discriminating approaches.

Recently, deep convolutional neural network (CNN) methods have attracted great attention in the image classification field. Some of the CNN-based approaches have been adopted for segmentation of brain tumour in medical images, especially in MRI data [2, 12, 27, 39]. The classification in the CNN-based approaches is performed on pixels. Therefore, the main limitation in CNN-based methods is that the local pixel dependencies are not fully considered for pixel classification [24, 37, 38]. On the other hand, some hand-crafted features such as histogram-based texture features have been proved to be robust feature descriptors of pixel local dependencies. Hence, the main hypothesis of this paper is that more local information would be achieved by fusing machine-learned with hand-crafted features to improve the classification method for brain tumour segmentation.

In this paper, CIFAR architecture [17, 18] is selected for model implementation since CIFAR network provided good performance in classification task. However, the size of the input images to the CIFAR network is $32 \times 32$ pixels, which restricts the size of the input image patches in our work. Because the pooling layers in the CIFAR architecture cause down-sampling in the data, some of the image information which is useful for learning is discarded. Moreover, the center pixel of the image patch with size $32 \times 32$ pixels does not have enough dependencies to give a label from this patch which includes a lot of overlap tissue information. In other words, only limited space of context features is explored because it is a patch-wise method. Accordingly, Histogram-based texture features are used to compensate the loss information by providing features with the high correlation among neighbouring voxels for more accurate classification.

The motivation of this paper is to generate such a model that would be capable of extracting useful features from the MRI images such as local dependency features and combine them with machine-learned features which would be more useful for accurate segmentation of complex tumour structures.

The contributions of this paper include:

1. A novel histogram-based texture descriptor is developed for each pixel of interest within each MRI modality, which is based on Otsu’s image thresholding method. The distribution of the similar intensities of different brain tissues is utilized to encode the local correlation among the neighbouring pixels into the feature representation.
2. A new method is proposed to address the limitation in CIFAR network and increase the performance of brain tumour segmentation by combining the hand-designed features with the machine-learned features that are extracted from the last fully connected layer of the CIFAR architecture.
3. A decision tree-based method is introduced for accurate brain tumour segmentation based on the combined features together with the image intensities.

The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 explains the proposed approach. Section 4 presents the experimental results, and Section 5 draws the conclusions of this work.

2 Related work

Automatic brain tumour segmentation is a challenging task, and various methods have been proposed to tackle this problem. This section will review some of the relevant works for brain tumour segmentation.
For early works of machine learning based brain tumour segmentation methods, including random forest, conditional random fields, and SVM-based methods, the readers are referred to the papers [3, 11, 13, 19, 22, 29]. These methods often require a large number of features, which makes them slow to compute and expensive to occupy memory [12]. Menze et al. [22] mentioned deep learning methods for image segmentation, but no results were shown about them in the paper.

A practical deep learning method using CNN for tumour segmentation was proposed by Havaei et al. [12]. In their method, a multi-scale architecture was employed by combining features from two pathways with different filter sizes. They furthermore improved their results by cascading their models. An increasing number of convolutional layers with 3 x 3 filter sizes was presented by Pereira et al. [27]. They developed different networks to segment low grade and high grade glioblastomas (LGG and HGG), separately. Their LGG network contains 4 convolutional layers, followed by two fully convolutional layers and a classification network. The HGG network consists of 7 convolutional layers. Thaha et al. [34] employed 3 x 3 kernels to build a deep architecture of an enhanced CNN model. To improve the performance, they performed intensity normalization and data augmentation in pre-processing the images. The above-mentioned used 2D convolutions, and they did not considered the local pixel dependencies.

A novel method was presented in [14], which designed multi-cascade CNNs to take care of several local pixel dependencies and multi-scale features of 3D MRI images. The output results of the CNNs were refined using conditional random fields. Razzak et al. [30] suggested a two-pathway-group CNN (2PG-CNN) model which incorporates the global and local information in parallel. They further employed the cascaded 2PG-CNN architecture to enhance the overall performance. Kamnitasas et al. [16] developed an effective dense training approach by processing the adjacent patches into one pass. They have employed dual pathway architecture to incorporate both local and larger contextual features. At the final stage, a 3D fully connected conditional random field was applied to refine the segmentation results.

It is clear from the literature review that all CNN-based methods are patch-wise ones with many redundant convolutional calculations, and they can only explore spatially limited contextual features because the local pixel dependencies are not fully considered. To compensate this limitation, researchers developed different pipeline models, such as multi-cascade CNNs or a large number of convolutional layers, but these pipelines take too much computational time for training and need expensive memory and/or lead to overfitting. This limitation is addressed in our proposed method by utilising only one simple CNN architecture (CIFAR) which is small enough to train quickly with less number of parameters. We combine the CNN extracted features and the hand-crafted ones together with pixel intensity values of the original MRI modals, feed them to a DT classifier to determine the classes of the pixels. We develop a novel histogram-based texture descriptor as the hand-crafted features to encode the pixel local dependencies.

3 Proposed approach

The proposed technique is comprised of three main stages, which are pre-processing, features extraction and classification. The image intensities of the MRI modalities (FLAIR, T1ce, T2) are normalized in the pre-processing stage. Then, the MRI modalities are partitioned into regular patches with the same size. The image patches are then fed into the CIFAR network and the highest output scores of which are taken as the machine-learned
features. From the same MRI modalities, histogram-based texture features are extracted as hand-crafted features. In the last stage, both types of features together with pixel intensities of the same images are fed into a DT classifier to classify the pixel of each MRI image into healthy tissue and sub-tumour tissue regions. The overall workflow of the proposed method is shown in Fig. 1

### 3.1 Data pre-processing

MRI data sets are usually collected from different MRI sources, such as different manufacturers and scanner-models. Therefore, some artifacts, such as inhomogeneity in the dynamic intensity range of brain tissues, exist in the data sets. These artifacts can affect the quality of data and are considered as problems which limit the performance accuracy of different medical image segmentation techniques. They cause false intensity levels, which leads to false positives in automated segmentation. To address this problem, we adopt the following steps:

- The bias field correction algorithm in N4ITK [35] is applied to the MRI data.
- To compensate for the MRI inhomogeneity, intensity normalization is performed on different MRI modalities by transforming the mean intensity value and variance to 0 and 1, respectively.
- The top and bottom 1% intensity values for each MRI images are removed, as the 1% highest values correspond to the hyper intensities of the remaining voxels related to the skull, while the 1% lowest values correspond to the background noise.

#### 3.1.1 Image patches extraction

Most of the classification-based brain tumour segmentation approaches [8, 12] divide the MR images into a specific size of 2D image patches as input data. We also need to divide the MR images into patches in this work. A couple of steps for patch selection are used which had a great impact on the results.

![Flowchart of the proposed system](image)
The first step is patch size selection. After combining the 3 MRI modalities (FLAIR, T1ce, T2), patches of sizes $64 \times 64$ are extracted from the FLAIR modality, and patches of size $32 \times 32$ are extracted from the other two MRI modalities, T1ce and T2. All corresponding patches of different sizes have centered at the same pixel. The reason that the patch size $64 \times 64$ instead of $32 \times 32$ is selected for the FLAIR modality is that the FLAIR is considered as a highly effective MRI sequence image which provides information that helps to separate the complete tumour boundary region from the healthy tissue [21], and a large patch size is necessary to provide global special feature information for machine learning [12]. The patch size $32 \times 32$ is selected for the T1ce and T2 modalities because smaller size is required to provide local details for machine learning. The T1ce modality provides information that is related to the necrosis and the active tumour region (enhancing tumour) which can be distinguished easily, while T2 modality represent more information related to the tumour structure and healthy tissues [5]. See Fig. 2.

The second step is patch selection control. Normally, patches are randomly selected from the MRI data according to the types of classes. However, the trained model based on this selection usually classifies most patches within the area of the brain tissues as tumour, and only the patches within the black areas as background. This happens due to the fact that about half of the background patches are in the zero-intensity area with no brain tissues. See Fig. 3. Nevertheless, when the selection process is controlled to exclude patches in which more than 20% of the pixels are of zero-intensity, the results can be significantly improved. See Fig. 4.
3.2 CIFAR model architecture and features extraction

CIFAR network is designed as a series of convolutional layers for image classification task. The details of the CIFAR net are shown in Fig. 5. CIFAR model takes images with size 32×32 pixel as input to the first layer. Next to the input layer are the middle layers of the network which are made up of repeated 3 blocks. Each block includes 5×5 kernel size Convolutional layer with a pad size 2 and stride 1, followed by the ReLU (rectified linear units) and a Max pooling layer with pool size 3, stride 2 and padding size 0. The convolutional layers describe sets of filter weights, which are updated during network training. The ReLU layer improves non-linearity to the network, which permit the network to approximate non-linear functions that map image pixels to the semantic content of the image. The final layers of the CIFAR model are typically composed of 2 fully connected layers which lead into a Softmax loss and Classification output layer. The model follows the architecture described by Alex Krizhevsky [17, 18] with a few differences in the top few layers. The other reason for selecting CIFAR net in this work is that the model is small enough to train fast, which is ideal for trying out new ideas and experimenting with a new data.

The transfer learning is commonly used in deep learning applications. Therefore, a pretrained CIFAR network can be trained again to classify a new set of images. Fine-tuning a network with transfer learning is usually much quicker and easier than training a network with randomly initialized weights from scratch. Additionally, abstract features which are common among different types of images are learned in the first few layers of any CNN. Therefore, learned features can be rapidly transferred to a new task using a smaller number of training images. However, some modifications in pretrained CIFAR should be considered. Starting with the input data, the CIFAR model is designed for RGB natural images.
of size $32 \times 32$ pixels with 3 channels. Accordingly in this work, three MRI modalities (FLAIR, T1-contrast and T2-weighted) are combined to form the input data. To fine tune and retrain the CIFAR network for MRI image classification, the last layers are redesigned and the fully connected layer (FC2) of the network, which has ten classes in the original model, is changed to have the desired number of classes, i.e., 4 categories (Background, oedema, necrosis and enhanced tumour) for the brain tumour segmentation task. Additionally, the learning rate factors of the fully connected layer is increased so that the new layers can learn faster than the transferred layers. Figure 6 demonstrates all the transfer learning in pretrained CIFAR network.

After training CIFAR network, each layer produces filter responses to the input MRI modalities. However, there are only a few layers within a trained CIFAR that are suitable for image feature extraction. The basic image features, such as edges, corners and blobs, are captured at the beginning of the network. Then in the deeper layers, these primitive features are processed to form higher level image features. These higher-level features are better suited for brain tumour classification task because they have combined all the primitive features into a better image representation [9]. Typically, the layer right before the classification layer is a good place for feature extraction, where four scores corresponding to background, oedema, necrosis and enhancing tumour are extracted. A four-dimensional feature vector is then constructed for each pixel in the MRI images with the values equivalent to the probabilities of the feature extraction layer. See Fig. 7

### 3.3 Histogram-based texture feature extraction

Brain tissues have complex structures which contain overlapping normal tissues and tumourous regions. Consequently, the shape and intensity features cannot provide enough
information for segmenting brain tumours in MRI images with high accuracy. This task also requests the features related to local or neighbourhood information, such as texture features. Therefore, histogram-based texture features are considered in this work as hand-crafted features for brain tumour and sub-tumour segmentation. The whole pipeline of the histogram-based texture feature descriptor in this work consists of 3 steps: Otsu’s thresholding, image quantization and intensity histogram calculation.

Otsu’s method is one of the most popular threshold selection methods, which gives an acceptable result when the numbers of pixels in each class are close to each other. It is an unsupervised algorithm that utilizes the information from the concerning neighbouring pixels in the image and directly works on the gray level histograms by selecting the thresholds that maximize the difference \[25\]. In this method, the multi-level threshold version of Otsu \[20\] on gray scale images is used to produce a reasonably segmented image with the pixels being clustered appropriately. Each MRI modality (FLAIR, T1ce, T2) is decomposed into clusters. The number of thresholds and thus that of clusters is a tunable parameter, which is defined or selected by the user empirically based on the number of healthy and pathology tissues. In the MR images of brain tumour, the major tissues include tumour are oedema, necrosis, enhanced tumour, white matters (WM), gray matters (GM) and cerebrospinal fluid (CSF), and thus the number of clusters is determined based on the number of tissue types. Image quantization is then based on the number of clusters (\(N\) Cluster), and each pixel in a quantized image is assigned a gray level value by the label of its cluster (\(ID\)). See Fig. 8, where different labels are also visualized with different colors. From the figure, it can show the various clusters in the quantized images in color by converting a label into a color RGB image to visualize the labeled regions.

A histogram can represent the texture feature of a center pixel with its neighbourhood of size \(m \times m\) pixels. In this work, the texture feature-based histogram is computed by summing up the intensity values of the original MRI modalities (FLAIR, T1ce and T2) corresponding to each cluster inside the window. Different fixed window sizes (5 \(\times\) 5), (7 \(\times\) 7), (9 \(\times\) 9) and (11 \(\times\) 11) were experimented. The results are not effected when using window sizes (5 \(\times\) 5) and (7 \(\times\) 7). However, the best result was obtained at the window size 9 \(\times\) 9 as this window size is enough for providing local information to label the center pixel. We do not use window size 11 \(\times\) 11 as the results are similar as using window size 9 \(\times\) 9 and is costs more time than 9 \(\times\) 9 window. Normalized intensity representing the center pixel will also be used in pixel classification. Therefore, the feature representation of each pixel can achieve local dependencies by encoding information of the center pixel conditionally depending on its neighbourhood. An example of the histogram intensity is demonstrated in Fig. 9.

### 3.4 Hybrid features

As discussed in Section 2.3, the histogram-based texture feature is considered as a hand-crafted feature which provides a robust descriptor that indicates the local dependences. Therefore, more local information will be incorporated by combining histogram-based texture features with the CIFAR based feature to improve the final brain tumour segmentation. In total, 13 features were calculated from multi-MRI protocols which are described in Table 1.

The CIFAR features which are considered as machine-learned features are extracted from the second fully connected layer of the CIFAR network for the corresponding pixel, while the texture features which are represented as hand-crafted features are extracted based on the histogram of quantized image in a fixed window of 9 \(\times\) 9, centered at that pixel. The
voxels inside the brain region which represent the target area are considered for generating a feature vector (i.e., 13 features for each voxel). Then, all these feature vectors are fed into the classifier.

### 3.5 DT classifier

DT is a flowchart-like tree structure which is used to categories each pixel into healthy or tumour brain tissues. Each node of the tree involves a set of training examples and predictor. Splitting starts from the root node and continues at every node of the tree. The procedure is performed based on the feature representation. The trees grow into a specified tree depth ($D_{tree}$) which is the main parameter for designing the DT classifier. Different tree depth numbers were tested on BRATS2017 training dataset. Each pixel in the image is classified into a tumour or sub-tumour region candidate. The final predicted mask is generated by mapping back the pixel class which is assigned for each pixel in the testing dataset to the volume of the segmentation mask.
Fig. 9 (a) top to down demonstrates FLAIR, T1ce and T2 MRI modalities, respectively with $9 \times 9$ pixel intensities neighbourhood of center pixel. (b) top to down illustrates quantized images of corresponding FLAIR, T1ce and T2 MRI modalities with $9 \times 9$ ID neighbourhood of center pixel. (C) Mapping the $9 \times 9$ pixel intensities neighbourhood of the center pixel of the three MRI modalities into intensity histogram.

Table 1  Total number of features calculated from concatenated hand-crafted features with machine learning features in MRI protocols

| Features Calculated from Voxels          | One Modality | Multi Modalities of MRI (FLAIR, T1ce, T2) |
|-----------------------------------------|--------------|-------------------------------------------|
| CIFAR                                   | -            | 4                                         |
| Histogram- based texture                | 6            | 6                                         |
| Normalized intensity                    | 1            | 3                                         |
| Total                                   | 7            | 13                                        |
4 Experimental results

In this study, the BRATS2017 dataset \([4, 22]\) was considered which includes 285 MRI scans of patients with high grade glioma (HGG) (210 in total) and low grade glioma (LGG) (75 in total). Each MRI scan has the size \(240 \times 240 \times 150\), where 150 is the number of slices in the scan, and \(240 \times 240\) is the size of each slice. Basically, 75% of the patients (158 HGG and 57 LGG) were selected to train the model and 25% (52 HGG and 18 LGG) were assigned as testing set. Three MRI protocols (FLAIR, T1ce, T2) were used as input to the CIFAR network because CIFAR was designed for three input channels. The major tumour information exists in these three MRI modalities which are valuable to produce a good performance in tumour segmentation. Therefore, this configuration was selected in this work.

The performance accuracy of the proposed model was evaluated on the testing data set. As a result of practical clinical application, the standard segmentation of the brain tumour structures are grouped into three different tumour areas which are defined by:

- Complete tumour (oedema, necrosis, enhanced tumour).
- Tumour core (necrosis, enhanced tumour).
- Enhanced tumour.

Figure 10 shows the modalities of MRI and the ground truth.

In each tumour structure, the segmentation results have been evaluated quantitatively using the F-measure which provides an intersection measurement between the manually defined brain tumour areas and the predicted results of the proposed method, as follows:

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

\[
F - measure = \frac{2(\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]

The proposed algorithm was implemented using Matlab 2018a and ran on a PC with CPU Intel Core i7 and RAM 16 GB in the operating system Windows 7. Our implementation is based on the specialized Matlab deep learning tool box and classification learner toolbox which also based on Matlab for training DT classifier. Regarding deep learning, the whole training process for the CIFAR model took approximately 2.5 days on a single NVIDIA GPU Titan XP.

![Fig. 10 Complete tumour visible in FLAIR (a), the tumour core appears in T2 (b), the enhancing and necrotic tumour component structures are visible in T1ce (c). The final labels of the tumour structures noticeable in (d): Oedema (yellow), necrotic/cystic core (light blue), enhancing core(red) [1]](image-url)
The performance of the proposed model (CIFAR_PI_HIS_DT) was evaluated based on the investigation of the four qualified experiments. In the first experiment, the final segmentation masks of brain tumour were classified directly using the CIFAR network (CIFAR). In the second experiment, the MR images of brain tumour were segmented with the features that were extracted from the trained CIFAR network and then classified by the DT (CIFAR_DT). In the third experiment, the normalized pixel intensity in MRI images was considered. The extracted features of CIFAR were combined with a specific normalized pixel intensity of each MRI modalities (FLAIR, T1ce and T2) and then the pixel was classified using the DT classifier (CIFAR_PI_DT). In the final experiment setting, the histogram based texture features were considered in the proposed method for accurate segmentation of brain labels. Table 2 demonstrates our final results and Fig. 11 shows some examples of visual result masks from our proposed models.

It can be seen that the F-measure is not so good for segmentation using only CIFAR network. This indicates that the CIFAR can segment the location of the tumour or the area that contains the tumour regions, but it cannot accurately detect or determined the exact tumour boundaries. There is a slight drop in the F-measure for complete tumour and tumour core if the CIFAR machine learned features are sent into the DT classifier. It means that the CIFAR features have higher matching precision with deep learning classifier in the last layer than
with the machine learning classifier (DT). The classifier layer in the CIFAR network perfectly interprets the deep learning features to predict the label of the specific pixel. Adding the pixel intensity to the pipeline slightly improves the F-measure for all areas (CT, TC and ET). It means that the prediction segment masks of tumour region boundaries are much closer to the ground truth. However, the CIFAR PI DT method does not consider the local dependencies. It only considers the normalized pixel intensity which provides more global information in the method. Adding the histogram based texture features to the pipeline significantly improves the F-measure for complete tumour, tumour core and enhanced tumour. The reason behind is that the local dependencies are achieved by adding histogram-based texture features to the whole pipeline. Due to the small number of training dataset of MRI examples, CIFAR PI HIS DT model was trained on a pretrained CIFAR rather than from scratch. The original CIFAR is trained on the natural image dataset and this effects on how much the accuracy of the segmentation is increased. One future idea is to initialize the network and achieve a perfect case by using a pretrained CIFAR which is trained on the actual brain MRI dataset.

We also compared our methods with some state-of-the-art methods. Table 3 shows the comparison results. From the table we can see that our method has medium performance among the state-of-the-art methods. However, it is worth mentioning that our model is based on an improved CIFAR network, which is the simplest among the networks in comparison. Our model has less parameters and thus is faster than the other models. Moreover, we can take the pretrained CIFAR model that has already learned to extract powerful and informative features from brain tumour task and use it as a starting point to train with more data set or even to learn a new task, e.g., stroke lesion detection. Consequently, it signals that this model is quite robust to change.

In comparison of the time complexities of different methods, we will instead illustrate their network architecture complexities because the more complex the network architectures are, the more parameters they have, and the more time they need for computation.

The CIFAR network we use consists of only 3 convolution-ReLU-MaxPooling blocks and 2 fully connected layers. Casamitjana’s method [7] used two V-Nets, where each V-Net consists of 21 convolution-PReLU blocks and 4 “Down” convolution layers and 4 “Up” convolution layers. Kamnitsas’s method [15] used ensembles of multiple models and architectures, which consists of two deepMedic models, three 3D FCNs, and two 3D versions of the U-Net architecture [10, 33], where U-Net has the similar complexity as V-Net. And Wang’s method [36] consists of 3 networks, each of which consists of 24 convolution+batch normalization+PReLU and 4 convolution output channels. Based on the architecture comparison, we can find that the complexity of the proposed scheme is significantly lower than other existing schemes.

| Methods                  | F-measure |          |          |
|--------------------------|-----------|----------|----------|
|                          | Whole     | Core     | Enhanced |
| Kamnitsas, K. et al. [15]| 0.88      | 0.78     | 0.72     |
| Wang, G. et al. [36]     | 0.87      | 0.78     | 0.77     |
| Casamitjana, A. et al. [7]| 0.87      | 0.63     | 0.71     |
| Bharath, H. et al. [6]   | 0.77      | 0.61     | 0.50     |
| CIFAR PI HIS DT          | 0.84      | 0.66     | 0.64     |
Bharath’s method [6] involves a superpixel wise two-stage tumour tissue segmentation algorithm. Each stage includes superpixel computation, feature extraction based on multilinear singular value decomposition on a tensor constructed from multimodal MRI data, and random forest classifier. We cannot compare the time complexities directly based on the architectures of their method with ours. However, as we understand, computations in each step of Bharath’s method is not small.

5 Conclusion

As mention previously, using the CIFAR network as CNN classifier for brain tumour segmentation has drawbacks (incorrectly labelling some of the tumour classes and smooth boundaries of tumour regions in segment results) and this is because that correlation with the near pixels are not considered for classification of the pixels. To overcome these drawbacks, we have combined the hand-crafted features (the histogram-based texture features) and the machine-learned features to compensate the limitation in the local dependencies. The learned features are then applied to DT to classify each pixel in the MRI images into normal brain tissue and different parts of tumour regions. The tumour segmentation labels are oedema, necrosis and enhanced tumour. The proposed model was evaluated on the BRATS2017 dataset. The experiment results demonstrate the high segmentation performance in the F-measure of 0.84% for the whole tumour and the average results of 0.64% and 0.66% for core and enhanced tumour regions, respectively. Overall, the combination of the histogram-based texture features as hand-crafted features technique with the machine-learned features can produce the best possible result masks that close to the expert’s delineation across all the glioma grades, leading to faster brain tumour diagnosis and treatment plan for patients.
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