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Introduction
Document spanners were introduced by Fagin, Kimelfeld, Reiss, and Vansummeren [7] as a formalization of AQL, an information extraction query language used in IBM’s SystemT. Informally, they can be described in two steps. First, so-called extractors convert an input document, a word over a finite alphabet, into relations of so-called spans. We assume the extractors to be regex formulas (as described in [7]), which are regular expressions with capture variables. Consider the following example of a regex formula
\[
\gamma(x) := \Sigma^* \cdot x\{(\text{EBDT}) \lor (\text{ICDT})\} \cdot \Sigma^*.
\]
Given some input word, \(\gamma(x)\) can be used to extract a unary relation of spans such that each span represents a factor of the input word that is either “EBDT” or “ICDT”.

The second step is that the extracted relations are combined using a relational algebra. Classes of spanners can be defined by the choice of relational operators. Regular spanners allow for union \(\cup\), projection \(\pi\), and natural join \(\bowtie\). Depending on how they are represented, regular spanners have been shown to be efficient. For example, if a regular spanner is given as a so-called vset-automaton, results can be enumerated with constant delay after linear time preprocessing [9, 2]. However, if a regular spanner is given as a join of regex formulas, evaluation is intractable – as shown in [13], evaluation for spanners of the form
\[
P := \pi_\emptyset(\gamma_1 \bowtie \gamma_2 \cdots \bowtie \gamma_n)
\]
is NP-complete, even if \(P\) is acyclic.
Core spanners extend regular spanners by allowing equality selection \( \zeta^= \), which checks whether two (potentially different) spans represent the same factor of the input document. Even when core spanners are restricted to queries of the form \( \pi_{\gamma} \zeta_{x,y} \cdots \zeta_{x,y} \gamma \) for a single regex formula \( \gamma \), the evaluation problem is NP-complete [11]. Therefore, both joins and equalities introduce computational hardness.

Regex CQs can be understood as the spanner version of relational CQs, which are a central topic in database theory. In each case, a conjunctive query is a projection over a join of atoms. Apart from the setting, the key difference is that while the tables for relational CQs are usually part of the input, the tables for regex CQs are defined implicitly through the regex formulas. Hence, while one could extract these tables and then perform a standard CQ over the extractions, the number of tuples in the materialized relations may be exponential. As a consequence, tractable restrictions on relational queries (such as acyclic CQs) do not lead to tractable fragments of regex CQs [13].

So-called SERCQs extend regex CQs by also allowing string equality, thus allowing us to examine both previously discussed sources of intractability. Consider the following SERCQ

\[
P := \pi_{x,y} \zeta_{x,x}' (\gamma_{\text{sen}}(z) \bowtie \gamma_{\text{prod}}(x) \bowtie \gamma_{\text{pos}}(y) \bowtie \gamma_{\text{factors}}(x,x',z) \bowtie \gamma_{\text{factor}}(y,z)),
\]

where we assume \( \gamma_{\text{sen}} \) extracts sentences, \( \gamma_{\text{prod}} \) extracts product names, \( \gamma_{\text{pos}} \) extracts positive sentiments (such as “enjoyed”), and \( \gamma_{\text{factors}}(x,x',z) \) and \( \gamma_{\text{factor}}(y,z) \) ensure that \( x \) and \( x' \) are successive (but not necessarily consecutive) factors of \( z \), and \( y \) is a factor of \( z \) respectively. Therefore, \( P \) extracts spans representing products that are mentioned twice within a sentence, along with a positive sentiment that appears in the same sentence.

Syntactic restrictions on conjunctive queries have been incredibly fruitful for finding tractable fragments. A well known result of Yannakakis [25] is that for acyclic conjunctive queries, evaluation can be solved in polynomial time. Further research on the complexity of acyclic conjunctive queries [16] and the enumeration of results for acyclic conjunctive queries [8] has shown the efficacy of this restriction. On the other hand, for document spanners, such syntactic restrictions are yet to unlock tractable fragments.

To address this gap, we consider a different approach and represent SERCQs as a conjunctive query fragment of the logic FC[REG], introduced by Freydenberger and Peterfreund [14]. This logic is based on word equations, regular constraints, and first-order logic connectives. Consider the following FC[REG] conjunctive query

\[
\phi := \text{Ans}(x,y) \leftarrow (z \equiv z_2 \cdot x \cdot z_3 \cdot x \cdot z_4) \land (z \equiv z_5 \cdot y \cdot z_6) \land (z \in \gamma_{\text{sen}}) \land (x \in \gamma_{\text{prod}}) \land (y \in \gamma_{\text{pos}}).
\]

If \( \gamma_{\text{sen}} \) is a regular expression that accepts sentences, \( \gamma_{\text{prod}} \) accepts a product name, and \( \gamma_{\text{pos}} \) accepts a positive sentiment, then \( \phi \) is “equivalent” to the previously given SERCQ.

They are not equivalent in a strict sense – a key difference being that SERCQs reason over spans, whereas FC[REG]-CQs reason over factors of the input words. Reasoning over words does bring some advantages: For example, \( \phi \) simply uses relations of words (for example, \( \gamma_{\text{prod}} \)) encoded as a regular expression, and if we wanted to do something analogous for regex-formulas, we would first have to extract the corresponding relation of spans.

When dealing with word equations, we run into an issue that we already encountered for regex formulas: Their relations may contain an exponential number of tuples. This is due to the unbounded arity of word equations. However, an FC atom can be considered shorthand for a concatenation term. For example, the word equation \( y \equiv x_1 \cdot x_2 \cdot z_3 \cdot x_4 \) can be represented as \( y \equiv f(x_1, x_2), f(x_3, x_4) \) where \( f \) denotes binary concatenation. This then lends itself to the “decomposition” of the word equation into a CQ consisting of smaller word equations. We can express the above word equation as \( (y \equiv z_1 \cdot z_2) \land (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv x_3 \cdot x_4) \). For such
a decomposition, the relations defined by each word equation can be stored in linear space and we can enumerate them with constant delay. Thus, if the resulting query is acyclic, then the tractability properties of acyclic conjunctive queries directly translate to the FC-CQ.

**Contributions of this paper** The goal of this work is to bridge the gap between acyclic relational CQs and information extraction. To this end, we define FC[REG]-CQs, a conjunctive query fragment of FC[REG], and show show that any so-called synchronized SERCQ can be converted into an equivalent FC[REG]-CQ in polynomial time (Lemma 3.6).

We define the decomposition of an FC-CQ into a 2FC-CQ, where 2FC-CQ denotes the set of FC-CQs where the right-hand side of each word equation is of at most length two. Our first main result is a polynomial-time algorithm that decides whether a pattern\(^1\) can be decomposed into an acyclic 2FC-CQ (Theorem 4.12).

Building on this, we give a polynomial-time algorithm that decomposes an FC-CQ into an acyclic 2FC-CQ, or determines that this is not possible (Theorem 5.14). As soon as we have an acyclic 2FC-CQ, the upper bound results for model checking and enumeration of results follow from previous work on relational acyclic CQs [16, 3].

We mainly focus on FC-CQs (i.e., no regular constraints) due to the fact that we can add regular constraints for “free”. This is because regular constraints are unary predicates, and therefore can be easily incorporated into a join tree. Thus, our work defines a class of FC[REG]-CQs for which model checking can be solved in polynomial time, and results can be enumerated with polynomial-delay (both in terms of combined complexity).

Our approach offers a new research direction for tractable document spanners. Most of the current literature approaches regular spanners by “compiling” the spanner representation (regex formulas that are combined with projection, union, and joins) into a single automaton, where the use of joins can lead to a number of states that is exponential in the size of the original representation. Instead, we look at decomposing FC conjunctive queries into small and tractable components. This allows us to use the wealth of research on relational algebra, while also allowing for the use of the string equality selection operator.

**Related Work** Regarding data complexity, Florenzano, Riveros, Vgarte, Vansummeren, and Vrgoc [9] gave a constant-delay algorithm for enumerating the results of deterministic vset-automata, after linear time preprocessing. Amarilli, Bourhis, Mengal, and Niewerth [2] extended this result to non-deterministic vset-automata. Regarding combined complexity, Freydenberger, Kimelfeld, and Peterfreund [13] introduced regex CQs and proved that their evaluation is \(NP\)-complete (even for acyclic queries), and that fixing the number of atoms and the number of string equalities in SERCQs allows for polynomial-delay enumeration of results. Freydenberger, Peterfreund, Kimelfeld, and Kröll [12] showed that non-emptiness for a join of two sequential regex formulas is \(NP\)-hard, under schemaless semantics, even for a single character document. Connections between the theory of concatenation and spanners have been considered in [11, 10, 14], which give many of the lower bound complexity results for core spanners. Schmid and Schweikardt [21] examined a subclass of core spanners called refl-spanners, which incorporate string equality directly into a regular spanner. Peterfreund [22] considered extraction grammars, and gave an algorithm for unambiguous extraction grammars that enumerates results with constant-delay after quintic preprocessing.

\(^1\) For the purposes of this introduction, a pattern can be considered a single FC atom.
2 Preliminaries

Let $\emptyset$ denote the empty set, and for $n \geq 1$ let $[n] := \{1, 2, \ldots, n\}$. Given a set $S$, we use $|S|$ for the cardinality of $S$. If $S$ is a subset of $T$ then we write $S \subseteq T$ and if $S \neq T$ also holds, then $S \subset T$. We write $\mathcal{P}(S)$ for the powerset of $S$. The difference of two sets $S$ and $T$ is denoted as $S \setminus T$. If $\mathcal{F}$ is a tuple, we write $x \in \mathcal{F}$ to indicate that $x$ is a component of $\mathcal{F}$. Let $A$ be an alphabet. We use $|w|$ to denote the length of some word $w \in A^*$. The empty word is $\epsilon$. Let $\gamma$ be a set of variables. We assume that $\Sigma \cap \Xi = \emptyset$ and $|\Sigma| \geq 2$.

If $T := (V, E)$ is a tree, then a path between $x_1 \in V$ and $x_n \in V$ is the shortest sequence of edges from $x_1$ to $x_n$. If $((x_1, x_2), (x_2, x_3), \ldots, (x_{n-1}, x_n))$ is a path, then we say a node $y$ lies on this path if $y = x_j$ for some $j \in [n]$. We call the number of edges on a path from $x_1$ to $x_n$ the distance between $x_1$ and $x_n$.

**Document Spanners** Given $w := w_1 \cdot w_2 \cdots w_n$ where $w_i \in \Sigma$ for all $i \in [n]$, a so-called span of $w$ is an interval $[i, j]$ where $1 \leq i \leq j \leq n + 1$. A span $[i, j]$ defines a factor $w_{(i,j)} := w_i \cdot w_{i+1} \cdots w_{j-1}$ of $w$. Let $V \subset \Xi$, where $\Xi$ is finite, and let $w \in \Sigma^*$. A $(V, w)$-tuple is a function $\mu$ that maps each $x \in V$ to a span $\mu(x)$ of $w$. A spanner $P$, with variables $V$, is a function that maps every $w \in \Sigma^*$ to a set $P(w)$ of $(V, w)$-tuples. By $\text{Vars}(P)$, we denote the set of variables of $P$.

Like [7], we use *regex formulas* as the primary extractors. Regex formulas are an extension of regular expressions with so-called *capture variables*. More formally: $\emptyset$, $\epsilon$, and $a$ where $a \in \Sigma$ are all regex formulas, and if $\gamma_1$ and $\gamma_2$ are regex formulas then so are $(\gamma_1 \cdot \gamma_2)$, $(\gamma_1 \lor \gamma_2)$, $(\gamma_1)^*$, and $x\{\gamma_1\}$ where $x \in \Xi$. We use $\Sigma$ as a shorthand for $\bigvee_{a \in \Sigma} a$. We can omit the parentheses when the meaning is clear. A variable binding $x = \gamma$ assigns the corresponding span of the input word to $x$. A regex formula is *functional* if on every match, each variable is assigned exactly one span. We denote the set of functional regex formulas by $\text{RGX}_f$. For $\gamma \in \text{RGX}_f$, we use $[\gamma]$ to denote the corresponding spanner as follows. Each match of $\gamma$ on $w$ defines $\mu$, a $(\text{Vars}(\gamma), w)$-tuple, where for each $x \in \text{Vars}(\gamma)$, we have that $\mu(x)$ is the span assigned to $x$. We use $[[\gamma]](w)$ to denote the set of all such $(\text{Vars}(\gamma), w)$-tuples. See [7] for more details.

We now define *synchronized* $\text{RGX}$-formulas (this follows the definition by Freydenberger, Kimelfeld, Kröll, and Peterfreund in [12]). An expression $\gamma \in \text{RGX}$ is *synchronized* if for all sub-expressions of the form $(\gamma_1 \lor \gamma_2)$, no variable bindings occur in $\gamma_1$ or $\gamma_2$. We denote the class of synchronized $\text{RGX}$-formulas by $\text{RGX}_{\text{syn}}$.

The motivation for synchronized $\text{RGX}$-formulas is that non-synchronized formulas allow for “hidden” disjunctions within the atoms. This goes (arguably) against the spirit of CQs and (as shown in [12]) leads to “un-CQ-like” behavior.

**Example 2.1.** Consider the regex formula $\gamma := \Sigma^* \cdot x\{a \lor b\}^* \cdot y\{\Sigma^*\} \cdot \Sigma^*$. We have that $[[\gamma]](w)$ contains those $\mu$ such that $\mu(x)$ is a factor of $w$ which is either an $a$ or a sequence of $b$ symbols, and the span $\mu(y)$ occurs directly after $\mu(x)$. Since $\gamma$ is functional, and for every sub-expression of the form $(\gamma_1 \lor \gamma_2)$, we have that $\text{Vars}(\gamma_1) = \text{Vars}(\gamma_2) = \emptyset$, it follows that $\gamma$ is a synchronized regex formula.

Essentially, a synchronized regex formula is functional if no variable is redeclared, and no variable is used inside of a Kleene star.
This is extended into a relational algebra comprised of $\cup$ (union), $\pi$ (projection), $\bowtie$ (natural join), and $\zeta^=$ (string equality). Let $w \in \Sigma^*$, and let $P_1$ and $P_2$ be spanners. We say $P_1$ and $P_2$ are compatible if $\text{Vars}(P_1) = \text{Vars}(P_2)$. If two spanners $P_1$ and $P_2$ are compatible, then $(P_1 \bowtie P_2)(w) := P_1(w) \bowtie P_2(w)$. For $Y \subseteq \text{Vars}(P_1)$, the projection $\pi_Y P_1(w)$ is defined as the restriction of all $\mu \in P_1(w)$ to the set of variables $Y$, and hence $\text{Vars}(\pi_Y P_1) := Y$.

The natural join, $P_1 \bowtie P_2$, is obtained by defining $\text{Vars}(P_1 \bowtie P_2) := \text{Vars}(P_1) \cup \text{Vars}(P_2)$, and $(P_1 \bowtie P_2)(w)$ as the set of all $(\text{Vars}(P_1) \cup \text{Vars}(P_2), w)$-tuples for which there exists $\mu_1 \in P_1(w)$ and $\mu_2 \in P_2(w)$ such that $\mu_1(x) = \mu_2(x)$ for all $x \in \text{Vars}(P_1) \cap \text{Vars}(P_2)$. The string equality operator $\zeta^{=}_{\Sigma^*, x_1, x_2} P_1$ is defined by $\zeta^{=}_{\Sigma^*, x_1, x_2} P_1(w) := \{ \mu \in P_1(w) \mid w_{\mu(x_1)} = w_{\mu(x_2)} \}$, where $\text{Vars}(\zeta^{=}_{\Sigma^*, x_1, x_2} P_1) := \text{Vars}(P_1)$.

Given a class of regex-formulas $C$ and a spanner algebra $O$, we use $C^O$ to denote the set of spanner representations which can be constructed by repeated combinations of operators from $O$ with a regex-formula from $C$. We write $[C^O]$ to denote the closure of $[C]$ under $O$.

The class of core spanners (introduced by Fagin, Kinnefeld, Reiss, and Vansummeren [2]) is defined as $\lbrack\text{RGX}^{\text{core}}\rbrack$ where $\text{core} := \{\pi, \zeta^=, \cup, \bowtie\}$. The class of regex CQs with string equality (SERCQs) is defined as expressions of the form:

$$P := \pi_Y \left( \zeta^{=}_{\Sigma^*, y_1} \cdots \zeta^{=}_{\Sigma^*, y_k} (\gamma_1 \bowtie \cdots \bowtie \gamma_k) \right),$$

where $\gamma_i \in \text{RGX}$ for all $i \in [k]$. We call an SERCQ a synchronized SERCQ if every regex formula is a synchronized RGX-formula.

**Example 2.2.** Consider $P := \zeta^{=}_{\Sigma^*, x_1, x_2} (\gamma_1 \bowtie \gamma_2)$ where $\gamma_1 := \Sigma^* \cdot x_1 \{\Sigma^+\} \cdot a \cdot \Sigma^*$ and $\gamma_2 := \Sigma^* \cdot x_2 \{\Sigma^+\} \cdot b \cdot \Sigma^*$. Given $w \in \Sigma^*$, we have that $[P](w)$ contains those $\mu$ such that the factor $w_{\mu(x_1)}$ is non-empty, and is immediately followed by the symbol $a$, the factor $w_{\mu(x_2)}$ is immediately followed by the symbol $b$, and $w_{\mu(x_1)} = w_{\mu(x_2)}$. Since both $\gamma_1$ and $\gamma_2$ are synchronized, $P$ is a synchronized SERCQ.

**Computational Model and Complexity Measures.** We use the random access machine model with uniform cost measures, where the size of each machine word is logarithmic in the size of the input. We represent factors of a word $w \in \Sigma^*$ as spans of $w$. This allows us to check whether $u = v$ for $u, v \subseteq w$ in constant time after preprocessing that takes linear time and space $[17, 5]$ (see Proposition 4.1 for more details). The complexity results we state are in terms of combined complexity. That is, both the query and the word are considered part of the input. When considering the enumeration of results for a query executed on a word, we say that we can enumerate results with polynomial-delay if there exists an algorithm which returns the first result in polynomial time, the time between two consecutive results is polynomial, and the time between the last result and terminating is polynomial.

## 3 Conjunction Queries for FC

This section introduces $\text{FC}[\text{REG}]$-CQs, a conjunctive query fragment of FC with regular constraints. We give some complexity results regarding SERCQs and show an efficient conversion from synchronized SERCQs to $\text{FC}[\text{REG}]$-CQs.

A pattern is a word $\alpha \in (\Sigma \cup \Xi)^*$, and a word equation is a pair $\eta := (\alpha_L, \alpha_R)$ where $\alpha_L, \alpha_R \in (\Sigma \cup \Xi)^*$ are patterns known as the left and right side respectively. We usually write such $\eta$ as $\alpha_L \equiv \alpha_R$. The length of a word equation, denoted $|\alpha_L \equiv \alpha_R|$, is $|\alpha_L| + |\alpha_R|$. A pattern substitution is a morphism $\sigma : (\Sigma \cup \Xi)^* \rightarrow \Sigma^*$ such that $\sigma(a) = a$ holds for all $a \in \Sigma$. Since $\sigma$ is a morphism, we have $\sigma(\alpha_1 \cdot \alpha_2) = \sigma(\alpha_1) \cdot \sigma(\alpha_2)$ for all $\alpha_1, \alpha_2 \in (\Sigma \cup \Xi)^*$. 
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A pattern substitution $\sigma$ is a solution to a word equation $(\alpha_L \doteq \alpha_R)$ if and only if $\sigma(\alpha_L) = \sigma(\alpha_R)$. When applying a pattern substitution $\sigma$ to a pattern $\alpha$, we assume that its domain $\text{dom}(\sigma)$ satisfies $\text{var}(\alpha) \subseteq \text{dom}(\sigma)$. Freydenberger and Peterfreund [13] introduced FC as a first-order logic that is based on word equations. In the present paper, we do not consider the full logic FC. Instead, we introduce its conjunctive queries.

\begin{definition}
An FC-CQ is an FC-formula of the form $\varphi(x) := \exists y_i \colon \land_{i=1}^n \eta_i$, where $\eta_i := (x_i \doteq \alpha_i), \ x_i \in \Xi$, and $\alpha_i \in (\Sigma \cup \Xi)^* \ \text{for all } i \in [n]$. We use the shorthand $\varphi := \text{Ans}(x) \leftarrow \land_{i=1}^n \eta_i$ where $x$ is the tuple of free variables. We call Ans$(x)$ the head of $\varphi$, and $\land_{i=1}^n \eta_i$ the body of $\varphi$.
\end{definition}

We write $\varphi(x)$ to denote that $x$ is the set of free variables of $\varphi$. The set of all variables used in $\varphi$ is denoted by $\text{var}(\varphi)$. We distinguish a variable $u \in \Xi$, called the universe variable, that shall represent the input document $w$. The universe variable is not considered a free variable, and we adopt the convention that $u \notin \text{var}(\varphi)$ for all $\varphi$ (even if $u$ occurs in $\varphi$). Next, we define the semantics for FC-CQs.

\begin{definition}
For $\varphi \in \text{FC-CQ}$ and a pattern substitution $\sigma$ with $\text{var}(\varphi) \cup \{u\} \subseteq \text{dom}(\sigma)$, we define $\sigma \models \varphi$ as follows: $\sigma \models (\alpha_L \doteq \alpha_R)$ if $\sigma(\eta_L) = \sigma(\eta_R)$ and $\sigma(x) \subseteq \sigma(u)$ for all $x \in \text{var}(\alpha_L \doteq \alpha_R)$. For $\sigma \models \exists x \colon \varphi$ we have that $\sigma_{x-u} \models \varphi$ holds for some $u \subseteq \sigma(u)$, where $\sigma_{x-u}$ is defined as $\sigma_{x-u}(x) := u$ and $\sigma_{x-u}(y) := \sigma(y)$ for all $y \in (\Sigma \cup \Xi)$ where $y \neq x$. We use the canonical definition for conjunction.
\end{definition}

Hence, for all $\sigma \models \varphi(x)$, the universe for variables in $\text{var}(\varphi)$ is the set of factors of $\sigma(u)$. If $\varphi(x) \in \text{FC-CQ}$ and $w \in \Sigma^*$, then $\llbracket \varphi \rrbracket(w)$ denotes the set of all $\sigma(x)$ such that $\sigma \models \varphi$ and $\sigma(u) = w$. When determining $\llbracket \varphi \rrbracket(w)$ for a given $w$, we know that $u$ represents $w$, and hence $u$ can be treated as a constant (see [14] for more information on the role of the universe variable). If $\varphi \in \text{FC}$ is Boolean (that is, it has no free variables), $\llbracket \varphi \rrbracket(w)$ is either the empty set, or the set containing the empty tuple, which we interpret as False and True, respectively.

In [14], FC was extended to FC[REG] by adding regular constraints. This allows for atoms of the form $(x \in \gamma)$, where $\gamma$ is a regular expression; and $\sigma \models (x \in \gamma)$ if and only if $\sigma(x) \in \mathcal{L}(\gamma)$ and $\sigma(x) \subseteq \sigma(u)$. We extend FC-CQ to FC[REG]-CQ in the same way.

\textbf{Complexity} We now define various decision problems for FC-CQ and FC[REG]-CQ. The non-emptiness problem is, given $w \in \Sigma^*$ and $\varphi$, decide whether $\llbracket \varphi \rrbracket(w) \neq \emptyset$. The evaluation problem is, given $\sigma$ and $\varphi$, decide whether $\sigma \models \varphi$. The model checking problem is the special case of non-emptiness and evaluation that only considers Boolean queries, note that for Boolean queries $\text{Dom}(\sigma) = \{u\}$. Given $w \in \Sigma^*$ and $\varphi$, the enumeration problem is outputting all $\llbracket \varphi \rrbracket(w)$. The containment problem is, given $\varphi$ and $\psi$, decide whether $\llbracket \varphi \rrbracket(w) \subseteq \llbracket \psi \rrbracket(w)$ for all $w \in \Sigma^*$. Previous results on patterns and FC (see [3, 6, 14]) directly imply the following.

\begin{proposition}
For each of FC-CQ and FC[REG]-CQ, the evaluation problem is NP-complete, and the containment problem is undecidable.
\end{proposition}

As discussed in [14], FC and FC[REG] can be evaluated analogously to relational first-order logic (FO), by materializing the tables that are defined by the atoms and then proceeding “as usual”. Hence, bounding the width of a formula (the maximum number of free variables in a subformula) bounds the size of the intermediate tables, and thereby the complexity of evaluation. As the complexity of evaluating FC and FO are the same (PSPACE-complete in general, NP-complete for the existential-positive fragment), it is no surprise that this correspondence also translates to conjunctive queries. From Section 5 on, we further develop this connection by finding tractable subclasses of FC[REG]-CQ.
As containment for CQs is decidable (although NP-complete), it can be used for query minimization (see Chapter 6 of [1]). But by Proposition 3.3 this does not apply to FC-CQ.

Document Spanners and FC-CQs Our next goal is to establish a connection between SERCQs and FC|REG]-CQs. However, first we must overcome the fact that FC reasons over strings, whereas spanners reason over intervals of positions. We deal with this by defining the notion of an FC-formula realizing a spanner, as described in [11, 10, 13].

Definition 3.4. A pattern substitution $\sigma$ expresses a $(V, w)$-tuple $\mu$, if for all $x \in V$, we have that $\text{Dom}(\sigma) = \{x^P, x^C \mid x \in V\}$, and $\sigma(x^P) = w_{[i, j]}$ and $\sigma(x^C) = w_{[i, j]}$ for the span $\mu(x) = [i, j]$. An FC|REG]-CQ $\varphi$ realizes a spanner $P$ if $\text{free}(\varphi) = \{x^P, x^C \mid x \in \text{Vars}(P)\}$ and $\sigma \models \varphi$ for all $w \in \Sigma^*$ where $\sigma(u) = w$, if and only if $\sigma$ expresses some $\mu \in P(w)$.

Less formally, for each $\mu \in P(w)$, we have that $\mu(x) = [i, j]$ is uniquely represented by the prefix, $\sigma(x^P) = w_{[i, j]}$, and the content, $\sigma(x^C) = w_{[i, j]}$.

Example 3.5. Consider the following FC|REG]-CQ.

$$\varphi := \text{Ans}(x_1^P, x_1^C, x_2^P, x_2^C) \leftarrow (u \doteq x_1^P \cdot x_1^C \cdot a \cdot s_1) \land (u \doteq x_1^P \cdot x_2^C \cdot b \cdot s_2) \land (x_1^C \doteq x_2^C) \land (x_1^C \in \Sigma^+) \land (x_2^C \in \Sigma^+) .$$

We can see that $\varphi$ realizes the SERCQ given in Example 2.2.

Recall that synchronized SERCQs consist of RGX-formulas that do not have variables within sub-expressions of the form $(\gamma_1 \lor \gamma_2)$. As we observe in the following result, a synchronized SERCQ can be efficiently translated into an equivalent FC|REG]-CQ.

Lemma 3.6. Given a synchronized SERCQ $P$, we can construct in polynomial time an FC|REG]-CQ that realizes $P$.

The proof of Lemma 3.6 follows from [11, 11, 10]. The converse of Lemma 3.6 follows directly from [13]. However, one would need to define how FC|REG]-CQ-formulas can be realized by regex formulas closed under spanner algebra (details on this can be found in [10, 11, 13]). We omit such a result as it is not the focus of this work.

In this section, we have introduced FC|REG]-CQs, and shown an efficient conversion from synchronized SERCQs to FC|REG]-CQs. Therefore, while the present paper mainly considers a tractable fragment of FC|REG]-CQ, this tractability carries over to a subclass of SERCQs.

4 Acyclic Pattern Decomposition

This section examines decomposing terminal-free patterns (i.e., patterns $\alpha \in \Sigma^+$) into acyclic 2FC-CQs, where 2FC-CQ denotes the set of FC-CQs where each word equation has a right-hand side of at most length two. Patterns are the basis for FC-CQ atoms, and hence, this section gives us a foundation on which to investigate the decomposition of FC-CQs. We do not consider regular constraints, or patterns with terminals. This is because regular constraints are unary predicates, and therefore can be easily added to a join tree; and terminals can be expressed through regular constraints. We use 2FC-CQs for two reasons. Firstly, binary concatenation is the most elementary form of concatenation, as it cannot be decomposed into further (non-trivial) concatenations. Secondly, this ensures that each word equation has very low width, and therefore we can store the tables in linear space and enumerate them with constant delay – as shown in the following.
Proposition 4.1. Given \( w \in \Sigma^* \), we can construct a data structure in linear time that, for \( x, y, z \in \Xi \), allow us to enumerate \([x \hat{=} y \cdot z](w)\) with constant-delay, and to decide in constant time if \( \sigma \in [x \hat{=} y \cdot z](w) \) holds.

Although the cardinality of \([x \hat{=} y \cdot z](w)\) is cubic in \(|w|\), Proposition 4.1 allows us to represent this relation in linear space. As we can query such relations in constant time, they behave “nicer” than relations in relational algebra. Furthermore, after materializing the relations defined by each atom of an 2FC-CQ, Proposition 4.1 allows us to treat the 2FC-CQ as a relational conjunctive query. We now introduce a way to decompose a pattern into a conjunction of word equations where the right hand side of each atom is at most length two.

We extend the notion of a factor to a sub-bracketing. We write \( \tilde{\alpha} \sqsubseteq \tilde{\beta} \) if \( \tilde{\alpha} \) is a factor of \( \tilde{\beta} \) and \( \tilde{\alpha}, \tilde{\beta} \in \text{BPat} \). Let \( \alpha \in \Xi^+ \), by \( \text{BPat}(\alpha) \) we denote the set of all bracketings which correspond to the pattern \( \alpha \) (i.e., if we remove the brackets, then the resulting pattern is \( \alpha \)). Every \( \tilde{\alpha} \in \text{BPat}(\alpha) \) can be converted into an equivalent formula \( \Psi_\tilde{\alpha} \in \text{2FC-CQ} \) using the following.

Definition 4.3. While there exists \( \tilde{\beta} \sqsubseteq \tilde{\alpha} \) where \( \tilde{\beta} = (x \cdot y) \) for some \( x, y \in \Xi \), we replace every occurrence of \( \tilde{\beta} \) in \( \tilde{\alpha} \) with a new, unique variable \( z \in \Xi \setminus \text{var}(\alpha) \) and add the word equation \((z \hat{=} x \cdot y)\) to \( \Psi_\tilde{\alpha} \). When \( \tilde{\alpha} = \tilde{\beta} \), we have that \( z = u \).

Therefore, up to renaming of variables, every \( \tilde{\alpha} \in \text{BPat}(\alpha) \) has a corresponding formula \( \Psi_\tilde{\alpha} \in \text{2FC-CQ} \). We call \( \Psi_\tilde{\alpha} \) the decomposition of \( \tilde{\alpha} \). The decomposition can be thought of as a logic formula expressing a straight-line program of the pattern (see [20] for a survey on algorithms for SLPs). We now give an example of decomposing a bracketing.

Example 4.4. Let \( \alpha := x_1 \cdot x_2 \cdot x_1 \cdot x_2 \) and let \( \tilde{\alpha} \in \text{BPat}(\alpha) \) be defined as follows:

\[
\tilde{\alpha} := (((x_1 \cdot x_2) \cdot x_1) \cdot (x_1 \cdot x_2)).
\]

We now list \( \tilde{\alpha} \) after every sub-bracketing is replaced with a variable. We also give the corresponding word equation that is added to \( \Psi_\tilde{\alpha} \).

\[
((x_1 \cdot x_2) \cdot x_1) \cdot (x_1 \cdot x_2) & z_1 \hat{=} x_1 \cdot x_2 \\
(z_1 \cdot x_1) \cdot z_1 & z_2 \hat{=} z_1 \cdot x_1 \\
(z_3 \cdot z_1) & u \hat{=} z_3 \cdot z_1
\]

Therefore, we get the decomposition \( \Psi_\tilde{\alpha} \in \text{2FC-CQ} \), which is defined as

\[
\Psi_\tilde{\alpha} := \text{Ans}(\) \left((z_1 \hat{=} x_1 \cdot x_2) \land (z_2 \hat{=} z_1 \cdot x_1) \land (u \hat{=} z_2 \cdot z_1)\right).
\]

Notice that every sub-bracketing of \( \tilde{\alpha} \) has a corresponding word equation in \( \Psi_\tilde{\alpha} \).

The decomposition of \( \tilde{\alpha} \) is somewhat similar to the Tseytin transformations, see [23], which transforms a propositional logic formula into a formula in Tseytin normal form.

Our next focus is to study which patterns can be decomposed into an acyclic 2FC-CQ.

\[\text{For convenience, we tend use } \tilde{\alpha} \text{ to denote a bracketing of the pattern } \alpha \in \Xi^+.\]
We carry out the construction of a concatenation tree in two steps. First, we build a tree recursively. If \( \tau \) is a decomposition of \( \Psi \), then we use Definition 4.8.

Note that we use \( \chi \) (with indices) to denote atoms of a 2FC-CQ to distinguish them from word equations with arbitrarily large right-hand sides – which we denote by \( \eta \) (with indices). We call \( \Psi \in 2FC-CQ \) acyclic if there exists a join tree for \( \Psi \). Otherwise, we call \( \Psi \) cyclic.

Definition 4.6 (Acyclic Patterns). If \( \Psi_\alpha \in 2FC-CQ \) is a decomposition of \( \tilde{\alpha} \in \text{BPat} \) and \( \Psi_\alpha \) is acyclic, then we call \( \tilde{\alpha} \) acyclic. If \( \Psi_\alpha \) is cyclic, then we call \( \tilde{\alpha} \) cyclic. If there exists \( \tilde{\alpha} \in \text{BPat}(\alpha) \) which is acyclic, then we say that \( \alpha \) is acyclic. Otherwise, \( \alpha \) is cyclic.

When determining whether a decomposition \( \Psi_\alpha \in 2FC-CQ \) is acyclic, we treat each word equation (atom) of \( \Psi_\alpha \) as a single relational symbol. We also consider \( u \) to be a constant symbol, since \( \sigma(u) = w \) always holds. This raises the question as to whether every pattern has an acyclic decomposition. The answers is no, as the following result shows.

Proposition 4.7. \( x_1x_2x_1x_3x_1 \) is a cyclic pattern, and \( x_1x_2x_3x_1 \) is an acyclic pattern that has a cyclic bracketing.

This leads to the following question: Can we decide whether a pattern is acyclic in polynomial time? Given a pattern \( \alpha \in \Xi^+ \), we have that \( |\text{BPat}(\alpha)| = C_{|\alpha|-1} \), where \( C_i \) is the \( i \)th Catalan number, see [24]. As the Catalan numbers grow exponentially, a straightforward enumeration of bracketings to finding an acyclic bracketing is not enough.

If \( \Psi_\alpha \in 2FC-CQ \) is a decomposition of \( \tilde{\alpha} \in \text{BPat}(\alpha) \), then we call the variable \( x \in \Xi \) which represents the whole pattern the root variable. If \( x \) is the root variable, then the atom \( (x \doteq y \cdot z) \) for some \( y, z \in \Xi \), is called the root atom. So far, the root variable has always been \( u \). In Section 5, different root variables will be considered.

Let \( \Psi_\alpha \in 2FC-CQ \) be the decomposition of \( \tilde{\alpha} \in \text{BPat}(\alpha) \), where \( \alpha \in \Xi^+ \). We define the concatenation tree of \( \Psi_\alpha \) as a rooted, undirected, binary tree \( T := (V, E, \prec, \tau, v_r) \), where \( V \) is a set of nodes and \( E \) is a set of undirected edges. If \( v \) and \( v' \) have a shared parent node, then we use \( v < v' \) to denote that \( v \) is the left child and \( v' \) is the right child of their shared parent. We also have \( \Gamma := \text{var}(\Psi_\alpha) \) and the function \( \tau: V \to \Gamma \) that labels nodes from the concatenation tree with variables from \( \text{var}(\Psi_\alpha) \). We use \( v_r \) to denote the root of \( T \). The concatenation tree of \( \Psi_\alpha \) is defined as follows.

Definition 4.8. Let \( \Psi_\alpha := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^n (z_i \doteq x_i \cdot x'_i) \) be a decomposition of \( \tilde{\alpha} \in \text{BPat}(\alpha) \). We carry out the construction of a concatenation tree in two steps. First, we build a tree recursively. If \( v \in V \) is labeled with \( z_i \) for \( i \in [n] \), then there exists a left and right child of \( v \) that are labeled with \( x_i \) and \( x'_i \) respectively.

In the second step, we prune the result of the above construction to remove redundancies. For each set of non-leaf nodes that share a common label, we define an ordering \( \ll \). If \( \tau(v_i) = \tau(v_j) \) and the distance from the root of \( T \) to \( v_j \) is strictly less than the distance from the root to \( v_i \), then \( v_j \ll v_i \). If \( \tau(v_i) = \tau(v_j) \) and the distance from \( v_r \) to \( v_i \) and \( v_j \) is equal, then \( v_j \ll v_i \) if and only if \( v_j \) appears to the right of \( v_i \). For each set of non-leaf nodes that share a common label, all nodes other than the \( \ll \)-maximum node are called redundant. All descendants of redundant nodes are removed.

Concatenation trees for 2FC-CQs can be understood as a variation of derivation trees for straight-line programs [20]. While the pruning may seem somewhat unnatural, the concatenation tree of a decomposition is a useful tool that we shall use in Lemma 4.11 to characterize acyclic bracketings.
Due to the pruning procedure, every non-leaf node represents a unique sub-bracketing. For every node \( v \) with left child \( v_l \) and right child \( v_r \), we define \( \text{atom}(v) := (\tau(v_l) \cdot \tau(v_r)) \).

Note that for any two non-leaf nodes \( v, v' \in \mathcal{V} \) where \( v \neq v' \), we have that \( \text{atom}(v) \neq \text{atom}(v') \). We call \( v \in \mathcal{V} \) an \( x \)-parent if one of the child nodes of \( v \) is labeled \( x \). If \( v \) is an \( x \)-parent, then \( \text{atom}(v) \) must contain the variable \( x \).

**Definition 4.49.** Let \( \Psi_\alpha \in 2\text{FC-CQ} \) be the decomposition of \( \tilde{\alpha} \in \text{BPat} \) and let \( \mathcal{T} \) be the concatenation tree for \( \Psi_\alpha \). For some \( x \in \text{var}(\Psi_\alpha) \), we say that \( \Psi_\alpha \) is \( x \)-localized if all nodes that exist on the path between any two \( x \)-parents in \( \mathcal{T} \) are also \( x \)-parents.

Since there is exactly one concatenation tree for a decomposition \( \Psi_\alpha \in 2\text{FC-CQ} \) of \( \tilde{\alpha} \in \text{BPat} \), we can say \( \Psi_\alpha \) is \( x \)-localized without referring to the concatenation tree of \( \Psi_\alpha \).

**Example 4.10.** Consider the pattern \( \alpha := x_1 x_2 x_1 x_2 \) and the following two bracketings:

\[
\tilde{\alpha}_1 := ((x_1 \cdot x_2) \cdot (x_1 \cdot x_2)) \quad \text{and} \quad \tilde{\alpha}_2 := (((x_1 \cdot x_2) \cdot x_1) \cdot x_2).
\]

The bracketing \( \tilde{\alpha}_1 \) is decomposed into \( \Psi_1 := \text{Ans()} \leftarrow (z_1 \equiv x_1 \cdot x_2) \land (u \equiv z_1 \cdot z_1) \) and \( \tilde{\alpha}_2 \) is decomposed into \( \Psi_2 := \text{Ans()} \leftarrow (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv z_1 \cdot x_1) \land (u \equiv z_2 \cdot x_2) \). The concatenation trees for \( \Psi_1 \) and \( \Psi_2 \) are given in Figure 1. The label for each node is given in parentheses next to the corresponding node. We can see that \( \text{atom}(v_2) = (z_1 \equiv x_1 \cdot x_2) \). It follows that \( \Psi_2 \) is \( x_1 \)-localized, but \( \Psi_2 \) is not \( x_2 \)-localized. Observe that \( v_3 \ll v_2 \), since \( v_2 \) appears to the left of \( v_3 \). Therefore, \( v_3 \) does not have any descendants, since it is a redundant node.

Utilizing concatenation trees for the decomposition \( \Psi_\alpha \) of \( \tilde{\alpha} \in \text{BPat}(\alpha) \), and the notion of \( \Psi_\alpha \) being \( x \)-localized for \( x \in \text{var}(\Psi_\alpha) \), we are now able to state sufficient and necessary conditions for \( \alpha \in \Xi^+ \) to be acyclic.

**Lemma 4.11.** The decomposition \( \Psi_\alpha \in 2\text{FC-CQ} \) of \( \tilde{\alpha} \in \text{BPat}(\alpha) \) is acyclic if and only if \( \Psi_\alpha \) is \( x \)-localized for every \( x \in \text{var}(\Psi_\alpha) \).

The proof of the if-direction is rather straightforward: Take the concatenation tree of \( \Psi_\alpha \), replace each non-leaf node \( v \in \mathcal{V} \) with \( \text{atom}(v) \), then remove all leaf nodes from the concatenation tree of \( \Psi_\alpha \). This gives us a join tree for \( \Psi_\alpha \). The only-if direction for Lemma 4.11 is somewhat more technical. This is because we need to prove this direction for the most general join tree of \( \Psi_\alpha \). We prove this by contradiction, showing that there does not exist a valid label for certain non-leaf nodes of the concatenation tree if \( \Psi_\alpha \) is not \( x \)-localized for some variable \( x \in \text{var}(\Psi_\alpha) \).

Refering back to Example 4.10, we see that \( \Psi_2 \) is not \( x_2 \)-localized and therefore \( \Psi_2 \) is cyclic, whereas we have that \( \Psi_1 \) is \( x \)-localized for all \( x \in \text{var}(\Psi_1) \) and hence \( \Psi_1 \) is acyclic.
Therefore, before defining the decomposition of \( \alpha \), we require a more refined notion of acyclicity for \( \alpha \) such that the resulting fragment is tractable. If every atom of \( \varphi \) is equivalent to the membership problem for \( FC\varphi \), then the right-hand side of some subformula \( FC\varphi \) is analogous to \( \varphi \) is acyclic, then we can construct a concatenation tree for a decomposition for \( \alpha \) in \( O(|\alpha|^7) \) time.

5 Acyclic FC-CQs

In this section, we generalize from decomposing patterns to decomposing FC-CQs. The main result of this section is a polynomial-time algorithm to determine whether an FC-CQ can be decomposed into an acyclic 2FC-CQ. We do this to find a notion of acyclicity for FC-CQs such that the resulting fragment is tractable.

Decomposing a word equation \( (x \doteq \alpha) \) where \( x \in \Xi \) and \( \alpha \in (\Xi \setminus \{x\})^+ \) is analogous to decomposing \( \alpha \), but whereas \( u \) is the root variable when decomposing a pattern, we use \( x \) as the root variable when decomposing \( (x \doteq \alpha) \).

If every atom of \( \varphi \in FC-CQ \) is acyclic, then \( \varphi \) does not necessarily have tractable model checking. If the subformula \( FC\varphi \) is acyclic, then we can determine that the right-hand side of some \( \varphi \) is equivalent to the membership problem for \( \alpha \), which is NP-complete [6]. Therefore, we require a more refined notion of acyclicity for FC-CQs.

In Section 4, we studied the decomposition of terminal-free patterns. If \( \varphi \) is an FC-CQ with the body \( \text{Ans}(x) \leftarrow \bigwedge_{i=1}^n \eta_i \), then the right-hand side of some \( \eta_i \) may not be terminal-free. Therefore, before defining the decomposition of FC[REG]-CQs, we define a way to normalize FC[REG]-CQs in order to better utilize the techniques of Section 4.

\[\text{Definition 5.1.} \quad \text{We call an FC-CQ with body } \bigwedge_{i=1}^n (x_i \doteq \alpha_i) \text{ normalized if for all } i, j \in [n], \text{ we have } \alpha_i \in \Xi^+, \; x_i \notin \varphi(\alpha_i), \; u \notin \varphi(\alpha_i), \; \text{and } \alpha_i = \alpha_j \text{ if and only if } i = j.\]

An FC[REG]-CQ with body \( \bigwedge_{i=1}^n (x_i \doteq \alpha_i) \land \bigwedge_{j=1}^m (y_j \ast \gamma) \) is normalized if the subformula \( \bigwedge_{i=1}^n (x_i \doteq \alpha_i) \) is normalized.

Since we are interested in polynomial time algorithms, the following lemma allows us to assume that all FC-CQs are normalized without affecting any claims about complexity.

\[\text{Lemma 5.2.} \quad \text{Given } \varphi \in FC[REG]-CQ, \text{ we can construct an equivalent, normalized FC[REG]-CQ in time } O(|\varphi|^2).\]

To prove Lemma 5.2, we use a simple re-writing procedure. We replace every terminal factor in our formula with a new variable, and use a regular constraint to determine which terminal word that variable represents. If \( \sigma \) is a morphism that satisfies \( (x \doteq \alpha) \) for some \( \alpha \in \Xi \), then \( |\sigma(x)| = |\sigma(\alpha)| \). Therefore, if \( x \in \alpha \), then \( |\sigma(x)| = |\sigma(\alpha_1)| + |\sigma(x)| + |\sigma(\alpha_2)| \) where \( \alpha = \alpha_1 \cdot x \cdot \alpha_2 \). We can then determine that \( \sigma(\alpha_1) \cdot \sigma(\alpha_2) = \varepsilon \). Hence, \( x \doteq \alpha \) can be replaced with \( (x \doteq y) \land \bigwedge_{\varepsilon \in \varphi(\alpha_1, \alpha_2)} (z \ast \varepsilon) \) where \( y \) is a new and unique variable. An analogous method is used if \( u \in \varphi(\alpha) \).
Example 5.3. We define an $\text{FC}[\text{REG}]-\text{CQ}$ along with an equivalent normalized $\text{FC}[\text{REG}]-\text{CQ}$:

$$\varphi := \text{Ans}(\bar{x}) \leftarrow (x_1 \equiv x_2 \cdot u \cdot x_2) \land (x_4 \equiv x_4) \land (x_5 \equiv \text{aab})$$

$$\varphi' := \text{Ans}(\bar{x}) \leftarrow (u \equiv x_1) \land (x_2 \equiv \varepsilon) \land (x_4 \equiv x_2) \land (x_4 \equiv x_3) \land (z_1 \equiv \text{aab})$$

We now generalize the process of decomposing patterns to decomposing $\text{FC}$-$\text{CQs}$. For every $\text{FC}$-$\text{CQ}$ $\varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$, we say that a 2$\text{FC}$-$\text{CQ}$ $\Psi_{\varphi} := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^{n} \Psi_i$ is a decomposition of $\varphi$ if every $\Psi_i$ is a decomposition of $\eta_i$ and, for all $i, j \in [n]$ with $i \neq j$, the sets of introduced variables for $\Psi_i$ and $\Psi_j$ are disjoint.

Example 5.4. Let $\varphi \in \text{FC}$-$\text{CQ}$ be defined as follows:

$$\varphi := \text{Ans}(\bar{x}) \leftarrow (x_1 \equiv y_1 \cdot y_2 \cdot y_3) \land (x_2 \equiv y_2 \cdot y_3 \cdot y_4)$$

We now consider the following decompositions for each word equation of $\varphi$:

$$\Psi_1 := (x_1 \equiv y_1 \cdot z_1) \land (z_1 \equiv y_2 \cdot y_3)$$

$$\Psi_2 := (x_2 \equiv z_2 \cdot y_4) \land (z_2 \equiv z_3 \cdot y_3) \land (z_3 \equiv y_2 \cdot y_3)$$

Therefore, $\Psi_{\varphi} := \text{Ans}(\bar{x}) \leftarrow \Psi_1 \lor \Psi_2$ is a decomposition of $\varphi$.

Definition 5.5 (Acyclic $\text{FC}$-$\text{CQs}$). If $\Psi_{\varphi} \in 2\text{FC}$-$\text{CQ}$ is a decomposition of $\varphi \in \text{FC}$-$\text{CQ}$, we say that $\Psi_{\varphi}$ is acyclic if there exists a join tree for $\Psi_{\varphi}$. Otherwise, $\Psi_{\varphi}$ is cyclic. If there exists an acyclic decomposition of $\varphi$, then we say that $\varphi$ is acyclic. Otherwise, $\varphi$ is cyclic.

Recall that, since $u$ is always mapped to $w$, we can consider $u$ a constant symbol. Therefore, if $T := (V, E)$ is a join tree for some decomposition of $\varphi$, then there can exist two nodes that both contain $u$, yet it is not necessary for all nodes on the path between these two nodes to also contain $u$. Referring back to Example 5.4, we can see that $\varphi$ is acyclic by executing the GYO algorithm on the decomposition (see Chapter 6 of [1] for more information on acyclic joins). Our next focus is to study which $\text{FC}$-$\text{CQs}$ are acyclic, and which are not.

Lemma 5.6. If $\Psi_{\varphi} \in 2\text{FC}$-$\text{CQ}$ is a decomposition of $\varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$, and we have a join tree $T := (V, E)$ for $\Psi_{\varphi}$, then we can partition $T$ into $T^1, T^2, \ldots, T^n$ such that for each $i \in [n]$, we have that $T^i$ is a join tree for a decomposition of $\eta_i$.

To prove Lemma 5.6, we consider a join tree $T := (V, E)$ for the acyclic decomposition $\Psi_{\varphi} \in 2\text{FC}$-$\text{CQ}$ of $\varphi \in \text{FC}$-$\text{CQ}$, along with the induced subgraph of $T$ on the set of atoms for a decomposition of a single atom of $\varphi$. We show that this subgraph is connected, and since the introduced variables are disjoint for separate atoms of $\varphi$, this forms a partition on $T$.

Let $\varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$ be a normalized $\text{FC}$-$\text{CQ}$. A join tree $T := (V, E)$ for $\varphi$ where $V = \{ \eta_i \mid i \in [n] \}$ is called a weak join tree. If there exists a weak join tree for $\varphi$, then we say that $\varphi$ is weakly acyclic. Otherwise, $\varphi$ is weakly cyclic. Clearly weak acyclicity is not sufficient for tractability, as discussed at the start of the current section.

Example 5.7. Consider the following normalized $\text{FC}$-$\text{CQ}$:

$$\varphi := \text{Ans}(\bar{x}) \leftarrow (u \equiv x_1 \cdot x_2 \cdot x_1 \cdot x_3 \cdot x_1) \land (x_1 \equiv x_4 \cdot x_5 \cdot x_5) \land (x_6 \equiv x_7 \cdot x_7 \cdot x_7)$$

Using the GYO algorithm, we can see that $\varphi$ is weakly acyclic.

Let $\varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$ be an $\text{FC}$-$\text{CQ}$, and let $\Psi_{\varphi}$ be an acyclic decomposition of $\varphi$. If $T := (V, E)$ is a join tree of $\Psi_{\varphi}$, then for each $i \in [n]$, we use $T^i := (V^i, E^i)$ to denote the subgraph of $T$ that is a join tree for the decomposition of $\eta_i$. We know that $T^i$ and $T^j$ are disjoint for all $i, j \in [n]$ where $i \neq j$, see Lemma 5.6.
Lemma 5.8. Let \( \varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i \) be a normalized FC-CQ. If any of the following conditions holds, then \( \varphi \) is cyclic:
1. \( \varphi \) is weakly cyclic,
2. \( \eta_i \) is cyclic for any \( i \in [n] \),
3. \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| > 3 \) for any \( i, j \in [n] \) where \( i \neq j \), or
4. \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| = 3 \), and \( |\eta_i| > 3 \) or \( |\eta_j| > 3 \) for any \( i, j \in [n] \) where \( i \neq j \).

Condition 1 can be proven by simply replacing \( T^i \) with a single node \( \eta_i \) for all \( i \in [n] \). Condition 2 follows directly from Lemma 5.6. Conditions 3 and 4 can be proven by a contradiction: Consider the shortest path from any atom of the decomposition of \( \eta_i \) to any atom of the decomposition of \( \eta_j \). Since the end points of these paths cannot contain all the variables that \( \eta_i \) and \( \eta_j \) share, it follows that \( T := (V, E) \) is not a join tree.

While Conditions 3 and 4 might seem strict, we can pre-factor common subpatterns. For example, the conjunction \( (x_1 \equiv \alpha_1 \cdot \alpha_2 \cdot \alpha_3) \land (x_2 \equiv \alpha_4 \cdot \alpha_5) \), where \( \alpha_i \in \Xi^+ \) for \( i \in [5] \), can be written as \( (x_1 \equiv \alpha_1 \cdot z \cdot \alpha_3) \land (x_2 \equiv \alpha_4 \cdot z \cdot \alpha_5) \land (z \equiv \alpha_2) \) where \( z \in \Xi \) is a new variable. We illustrate this further in the following example.

Example 5.9. Consider the following FC-CQ:

\[
\varphi := \text{Ans}(\vec{x}) \leftarrow (x_1 \equiv y_1 \cdot y_2 \cdot y_3 \cdot y_4 \cdot y_5) \land (x_2 \equiv y_6 \cdot y_2 \cdot y_3 \cdot y_4 \cdot y_5).
\]

Using Lemma 5.8, we can see that \( \varphi \) is cyclic. However, since the right-hand side of the two word equations share a common subpattern, we can rewrite \( \varphi \) as

\[
\varphi' := \text{Ans}(\vec{x}) \leftarrow (x_1 \equiv y_1 \cdot z) \land (x_2 \equiv y_6 \cdot z) \land (z \equiv y_2 \cdot y_3 \cdot y_4 \cdot y_5).
\]

One could alter our definition of FC-CQ decomposition so that if two atoms share a bracketing, then the bracketing is replaced with the same variable (analogously to how decompositions are defined on patterns). The authors believe it is likely that such a definition of FC-CQ decomposition is equivalent to our definition of FC-CQ decomposition after “factoring out” common subpatterns between atoms.

Our next consideration is how the structure of a join tree for a decomposition of an acyclic query \( \varphi \in \text{FC[REG]-CQ} \) relates to the structure of a weak join tree for \( \varphi \).

Definition 5.10 (Skeleton Tree). Let \( \Psi_\varphi \in 2\text{FC-CQ} \) be an acyclic decomposition of the query \( \varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i \), and let \( T := (V, E) \) be a join tree for \( \Psi_\varphi \). We say that a weak join tree \( T_w := (V_w, E_w) \) is the skeleton tree of \( T \) if there exists an edge in \( E \) from a node in \( V^i \) to a node in \( V^j \) if and only if \( \{\eta_i, \eta_j\} \in E_w \).

In the proof of Lemma 5.8 (Condition 1), we show that every join tree for a decomposition has a corresponding skeleton tree. We shall leverage the fact that every join tree of a decomposition of an acyclic FC[REG]-CQ has a skeleton tree in the algorithm given in the proof of Theorem 5.13.

Example 5.11. We define \( \varphi \in \text{FC-CQ} \) and a decomposition \( \Psi_\varphi \) as follows:

\[
\varphi := \text{Ans}(\vec{x}) \leftarrow (x_1 \equiv x_2 \cdot x_3 \cdot x_2) \land (x_2 \equiv x_4 \cdot x_4 \cdot x_5),
\]

\[
\Psi_\varphi := \text{Ans}(\vec{x}) \leftarrow (x_1 \equiv x_2 \cdot z_1) \land (z_1 \equiv x_3 \cdot x_2) \land (x_2 \equiv z_2 \cdot x_5) \land (z_2 \equiv x_4 \cdot x_4).
\]

The skeleton tree along with the join tree of \( \Psi_\varphi \) are given in Figure 2.

One might assume that some skeleton trees are more “desirable” than others in terms of using it for finding an acyclic decomposition of an FC[REG]-CQ. However, as we observe next, any skeleton tree is sufficient.
The purposes of Lemma 5.13 should become clearer after giving the following necessary and sufficient criteria for an FC[REG]-CQ to be acyclic: Let $\varphi := \bigwedge_{i=1}^{m} (x_i \equiv \alpha_i) \land \bigwedge_{j=1}^{n} (y_j \in \gamma_j)$ be a normalized FC[REG]-CQ. Then, there exists an acyclic decomposition $\Psi \in 2\text{FC}[\text{REG}]-\text{CQ}$ of $\varphi$ if and only if the following conditions hold:

1. $\varphi$ is weakly acyclic,
2. for all $i \in [m]$ the pattern $\alpha_i$ is acyclic, and
3. for every $i \in [m]$, there is a decomposition $\Psi_i$ of $x_i \equiv \alpha_i$ such that for all $j \in [m]\setminus\{i\}$ there is a decomposition $\Psi_j$ of $x_j \equiv \alpha_j$ where there exists an atom $\chi_i$ of $\Psi_i$ and an atom $\chi_j$ of $\Psi_j$ that satisfies $\text{var}(\chi_i) \cap \text{var}(\chi_j) = \text{var}(x_i \equiv \alpha_i) \cap \text{var}(x_j \equiv \alpha_j)$.

We are now ready to give the main result of the paper.

**Theorem 5.14.** Whether $\varphi \in \text{FC}[\text{REG}]-\text{CQ}$ is acyclic can be decided in time $O(|\varphi|^8)$.

To prove Theorem 5.14, we first check whether $\varphi \in \text{FC}-\text{CQ}$ has any of the conditions from Lemma 5.13. If so, then we know that $\varphi$ is cyclic. Then, we construct a weak join tree for $\varphi$. If there is an edge $\{\eta_i, \eta_j\}$ of the weak join tree such that $\eta_i$ and $\eta_j$ share exactly two variables, then we use Lemma 5.13 to decompose $\eta_i$ and $\eta_j$ such that there is an atom of the decomposition (of $\eta_i$ and $\eta_j$), which contains the variables that $\eta_i$ and $\eta_j$ share. In the full proof, we show that if such decompositions do not exist, then $\varphi$ is cyclic. For all other atoms of $\varphi$ we can use any decomposition. The resulting acyclic decomposition is the conjunction of the decompositions of each atom. The proof of Theorem 5.14 also shows that if $\varphi$ is acyclic, an acyclic decomposition can be constructed in polynomial time.

**Example 5.15.** We revisit the FC[REG]-CQ that was given in the introduction:

$$\varphi := \text{Ans}(x, y) \leftarrow (z \equiv z_2 \cdot x \cdot z_3 \cdot x \cdot z_4) \land (z \equiv z_5 \cdot y \cdot z_6) \land (z \in \gamma_{\text{var}}) \land (x \in \gamma_{\text{prod}}) \land (y \in \gamma_{\text{pos}}).$$
We can see this is acyclic by considering the following decomposition:

\[
\Psi := \text{Ans}(x, y) \leftarrow (y_1 \doteq x \cdot z_0) \land (y_2 \doteq y_1 \cdot x) \land (y_3 \doteq z_2 \cdot y_2) \land (z \doteq y_3 \cdot z_4) \\
\land (y_4 \doteq z_5 \cdot y) \land (z \doteq y_4 \cdot z_6) \land (z \in \gamma_{\text{sen}}) \land (x \in \gamma_{\text{prod}}) \land (y \in \gamma_{\text{pos}}).
\]

Due to the small width of the tables that each word equation of the form \((x \doteq y \cdot z)\) produces, we conclude the following:

▶ **Proposition 5.16.** If \(\Psi \in 2\text{FC}[\text{REG}]-\text{CQ}\) is acyclic, then:

1. Given \(w \in \Sigma^*\), the model checking problem can be solved in time \(O(|\Psi|^2|w|^3)\).
2. Given \(w \in \Sigma^*\), we can enumerate \([\Psi](w)\) with \(O(|\Psi|^2|w|^3)\) delay.

For \(\text{FC}[\text{REG}]-\text{CQs}\), we first find an acyclic decomposition \(\Psi_{\varphi} \in 2\text{FC}[\text{REG}]-\text{CQ}\) of \(\varphi\) in \(O(|\varphi|^7)\). Then, the upper bound for model checking follows from [10]. Polynomial-delay enumeration follows from [3], where it was proven that given an acyclic (relational) conjunctive query \(\psi\) and a database \(D\), we can enumerate \(\psi(D)\) with \(O(|\psi||D|)\) delay. Our “database” is of size \(O(|\varphi||w|^3)\) as each atom of the form \((z \doteq x \cdot y)\) defines a relation of size \(O(|w|^3)\).

Considering techniques from [3], it may seem that the results of an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\) without projections can be enumerated with constant-delay after polynomial time preprocessing. However this is not the case. New variables, that are not free, are introduced in the decomposition of \(\varphi\) and therefore the resulting \(2\text{FC}[\text{REG}]-\text{CQ}\) may not be free-connex, which is required for the results of a \(\text{CQ}\) to be enumerated with constant-delay [3].

**From \(\text{FC}[\text{REG}]-\text{CQs}\) to \(\text{SERCQs}** Combining Lemma 3.6 and Proposition 5.16 gives us a class of \(\text{SERCQs}\) for which model checking can be solved in polynomial-time, and we can enumerate results with polynomial-delay. The hardness of deciding semantic acyclicity (whether a given \(\text{SERCQ}\) can be realized by an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\)) remains open. The authors believe that semantic acyclicity for \(\text{SERCQs}\) is undecidable, partly due to the fact that various minimization problems are undecidable for \(\text{FC}\) [11][14]. For now, all we have are sufficient criteria for a \(\text{SERCQ}\) to be realized by an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\).

▶ **Definition 5.17.** We say that a query of the form \(P := \pi_Y(\xi_{x_1,y_1}^{\infty} \cdots \xi_{x_n,y_n}^{\infty}(\gamma_1 \gg \cdots \gg \gamma_n))\) is pseudo-acyclic if for every \(i \in [n]\), we have that \(\gamma_i := \beta_{i_1} \cdot x_i \{\beta_{i_2}\} \cdot \beta_{i_3}\) where \(x_i \in \Xi\), and where \(\beta_{i_1}, \beta_{i_2}, \text{and} \beta_{i_3}\) are regular expressions.

We now show that Definition 5.17 gives sufficient criteria for an \(\text{SERCQ}\) to be realized by an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\).

▶ **Proposition 5.18.** Given a pseudo-acyclic \(\text{SERCQ}\) query, we can construct in polynomial time an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\) that realizes \(P\).

Freydenberger et al. [13] proved that fixing the number of atoms and the number of string equalities in a \(\text{SERCQ}\) allows for polynomial-delay enumeration of results. In contrast to this, Proposition 5.18 allows an unbounded number of joins and string equality selection operators. However, in order to have this tractability result, the expressive power of each regex formula is restricted to only allow one variable. While Proposition 5.18 gives sufficient criteria for a \(\text{SERCQ}\) to be represented by an acyclic \(\text{FC}[\text{REG}]-\text{CQ}\), many other such classes of \(\text{SERCQs}\) likely exist. Research into finding large classes of \(\text{SERCQs}\) that map to acyclic \(\text{FC}[\text{REG}]-\text{CQs}\) seems like a promising direction for future work.
6 A Note on k-ary Decompositions

We now generalize the notion of pattern decomposition so that the length of the right-hand side of the resulting formula is less than or equal to some $k \geq 2$. While the binary decompositions might be considered the natural case, we show that generalizing to higher arities increases the expressive power of acyclic patterns. By $k$FC-CQ we denote the set of FC-CQ formulas that have a right-hand side of at most length $k$. We write $BPat_k$ for the set of $k$-ary bracketed patterns over $\Xi$. We define $BPat_k$ formally using the following recursive definition: For all $x \in \Xi$ we have that $x \in BPat_k$, and if $\alpha_1, \alpha_2, \ldots, \alpha_i \in BPat_k$ where $i \leq k$, then $(\tilde{\alpha}_1 \cdot \tilde{\alpha}_2 \cdots \tilde{\alpha}_i) \in BPat_k$. We write $\tilde{\alpha} \in BPat_k(\alpha)$ for some $\alpha \in \Xi^+$ if the underlying, unbracketed pattern of $\tilde{\alpha}$ is $\alpha$. We can convert $\tilde{\alpha} \in BPat_k$ into an equivalent $k$FC-CQ analogously to the binary case, see Definition 4.3.

Example 6.1. Consider the following 4-ary bracketing:

$$\tilde{\alpha} := (((x_1 \cdot x_2 \cdot x_3) \cdot (x_4 \cdot x_2 \cdot x_4)) \cdot (x_1 \cdot x_2) \cdot (x_5 \cdot x_5)) \cdot x_2).$$

As with the 2-ary case, we decompose $\tilde{\alpha}$ to get the following 4FC-CQ:

$$\Psi_{\tilde{\alpha}} := \text{Ans}() \leftarrow (z_1 \doteq x_1 \cdot x_2) \land (z_2 \doteq x_5 \cdot x_5) \land (z_3 \doteq x_4 \cdot x_2 \cdot x_4)$$
$$\land (z_4 \doteq x_1 \cdot x_2 \cdot x_3) \land (z_5 \doteq x_4 \cdot x_3 \cdot x_2) \land (u \doteq z_5 \cdot x_2).$$

The definition of $k$-ary concatenation tree for a decomposition $\Psi_{\tilde{\alpha}} \in k$FC-CQ of $\tilde{\alpha} \in BPat_k$ follows analogously to the concatenation trees for 2-ary decompositions, see Definition 4.8. The concatenation tree of the decomposition $\Psi_{\tilde{\alpha}} \in k$FC-CQ is a rooted, labeled, undirected tree $T := (V, E, \prec, \Gamma, \tau, v_t)$, where $V$ is the set of nodes, the relation $E$ is the edge relation, and $\prec$ is used to denote the order of children of a node (from left to right). We have that $\Gamma := \text{var}(\Psi_{\tilde{\alpha}})$ is the alphabet of labels and $\tau : V \rightarrow \Gamma$ is the labeling function. The semantics of a $k$-ary concatenation tree are defined by considering the natural generalization of Definition 4.8. We say that $\Psi_{\tilde{\alpha}}$ is $x$-localized if all nodes which exist on a path between two $x$-parents (of $T$) are also $x$-parents.

Proposition 6.2. There exists $\tilde{\alpha} \in BPat_k$ such that the decomposition $\Psi \in 3$FC-CQ of $\tilde{\alpha}$ is acyclic, but there exists $x \in \text{var}(\Psi)$ such that $\Psi$ is not $x$-localized.

Proof. Consider $\tilde{\alpha} := (((x_1 \cdot x_3) \cdot (x_1 \cdot x_3) \cdot x_2) \cdot (x_1 \cdot (x_3 \cdot x_3) \cdot x_2))$. The bracketing $\tilde{\alpha}$ is decomposed into $\Psi_{\tilde{\alpha}} \in 3$FC-CQ, which is defined as

$$\Psi_{\tilde{\alpha}} := \text{Ans}() \leftarrow (z_1 \doteq x_3 \cdot x_3) \land (z_2 \doteq x_1 \cdot x_2) \land (z_3 \doteq x_1 \cdot x_2) \land (u \doteq z_1 \cdot x_2 \cdot z_3).$$

The formula $\Psi_{\tilde{\alpha}}$ can be verified to be acyclic. However, $\Psi_{\tilde{\alpha}}$ is not $z_1$-localized. △

In this section, we have briefly examined $k$-ary decompositions, and have shown that there exists $\tilde{\alpha} \in BPat_k$ such that the decomposition $\Psi \in 3$FC-CQ of $\tilde{\alpha}$ is acyclic, but $\Psi$ is not $x$-localized for some $x \in \text{var}(\Psi)$. The authors note that the $if$-direction in the proof of Lemma 4.11 implies that $x$-locality for all variables is a sufficient criterion for a $k$-ary decomposition to be acyclic. A systematic study into $k$-ary acyclic decompositions may yield more expressive spanners, and could be useful for pattern languages, which have been linked to FC-formulas with bounded width [14]. However, more general approaches such as bounded treewidth for binary decompositions appear to be a more promising direction for future work. Furthermore, the membership problem for a pattern $\alpha$ parameterized by $|\alpha|$ is $W[1]$-hard [8]. Since every pattern is trivially $|\alpha|$-ary acyclic, the authors believe it to be likely that the parameterized problem of model checking for $k$-ary acyclic decompositions is $W[1]$-hard.
7 Conclusions

Freydenberger and Peterfreund [14] introduced $\text{FC[REG]}$ as a logic for querying and model checking words that behaves similar to relational $\text{FO}$. The present paper develops this connection further by providing a polynomial-time algorithm that either decomposes an $\text{FC[REG]}$-$\text{CQ}$ into an acyclic $2\text{FC[REG]}$-$\text{CQ}$, or determines that this is not possible. These acyclic $2\text{FC[REG]}$-$\text{CQ}$ formulas allow for polynomial-time model checking, and their results can be enumerated with polynomial-delay. Consequently, the present paper establishes a notion of tractable acyclicity for $\text{FC}$-$\text{CQ}$s. Due to the close connections between $\text{FC[REG]}$ and core spanners, this provides us with a large class of tractable SERCQs.

But this is only the first step in the study of tractable SERCQs and $\text{FC[REG]}$-$\text{CQ}$s. It seems likely that more efficient algorithms for model checking and enumeration can be found by utilizing string algorithms rather than materializing the relations for each atom.

Another future direction for research is the consideration of other structural parameters, like treewidth. A systematic study of the decomposition of $\text{FC-CQ}$s into $2\text{FC-CQ}$s of bounded treewidth would likely yield a large class of $\text{FC-CQ}$s with polynomial-time model checking. As a consequence, one could define a suitable notion of treewidth for core spanners. Determining the exact class of $\text{FC-CQ}$s with polynomial-time model checking is likely a hard problem. This is because such a result would solve the open problem in formal languages of determining exactly what patterns have polynomial-time membership.
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A Proof of Proposition 3.3

Proposition 3.3. For each of FC-CQ and FC[REG]-CQ, the evaluation problem is NP-complete, and the containment problem is undecidable.

Proof. The upper bound for evaluation follows immediately from the matching upper bound for the existential-positive fragment of FC with regular constraints (see [14]).

Lower bound for evaluation follows from the fact that, given \( \alpha \in \Sigma^* \) and \( \omega \in \Sigma^* \), deciding whether there is a morphism \( \sigma : \Sigma^* \to \Sigma^* \) with \( \sigma(\alpha) = \omega \) is NP-complete (see Ehrenfeucht and Rozenberg [6]). Hence, even model-checking FC-CQs of the form \( \text{Ans}() \leftarrow (u \doteq \alpha) \) is NP-hard.

The undecidability follows from the undecidability of the inclusion problem for pattern languages (see Bremer and Freydenberger [4]): Given \( \alpha, \beta \in (\Sigma \cup \Sigma)^* \), does every pattern substitution \( \sigma \) have a pattern substitution \( \tau \) with \( \sigma(\alpha) = \tau(\beta) \)? Hence, containment is undecidable even if restricted to comparing FC-CQs of the form \( \text{Ans}() \leftarrow (u \doteq \alpha) \) and \( \text{Ans}() \leftarrow (u \doteq \beta) \) with \( \alpha, \beta \in (\Sigma \cup \Sigma)^* \).

B Proof of Lemma 3.6

Before proving Lemma 3.6, we first define a parse tree for \( \gamma \in \text{RGX}_{\text{sync}} \). Note that we assume \( \gamma \) is well-bracketed. That is, each subexpression of \( \gamma \) is of the form \( a, \emptyset, \varepsilon, (\gamma_1)^*, (\gamma_1 \cdot \gamma_2), (\gamma_1 \lor \gamma_2), \) or \( x(\gamma_1) \) for \( a \in \Sigma \) and \( \gamma_1, \gamma_2, \in \text{RGX}_{\text{sync}} \). If \( \gamma \in \text{RGX}_{\text{sync}} \) is not well-bracketed, then we can assume any valid bracketing for \( \gamma \).

Definition B.1. Let \( \gamma \in \text{RGX}_{\text{sync}} \). A parse tree for \( \gamma \) is a rooted, direct tree \( T_\gamma \). Each node of \( T_\gamma \) is a subexpression of \( \gamma \). The root of \( T_\gamma \) is \( \gamma \). For each node \( v \) of \( T_\gamma \), the following rules must hold.

1. If \( v \) is \( (\gamma_1 \cdot \gamma_2) \) where \( \text{Vars}(\gamma_1) \neq \emptyset \) or \( \text{Vars}(\gamma_2) \neq \emptyset \), then \( v \) has a left child \( \gamma_1 \), and a right child \( \gamma_2 \).
2. If \( v \) is \( x(\gamma') \), then \( v \) has \( \gamma' \) as a single child, and
3. If \( v \) is any other subexpression, then \( v \) is a leaf node.

The parse tree for \( \gamma \) that we define is specific for our use, and is different to the standard definition of \( \gamma \)-parse trees which are used to define the semantics for regex-formulas, see [7]. The proof of the following proposition follows from [11 13 14], however we include this proof for completeness sake.

Lemma 3.6. Given a synchronized SERCQ \( P \), we can construct in polynomial time an FC[REG]-CQ that realizes \( P \).

Proof. Let \( P := \pi_Y ( \zeta_1^{y_1} \cdots \zeta_m^{y_m} (\gamma_1 \bowtie \cdots \bowtie \gamma_k) ) \) be a synchronized SERCQ. We realize \( P \) using the following FC[REG]-CQ:

\[
\varphi_P := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{m} (x_i^C \doteq y_i^C) \land \bigwedge_{i=1}^{k} \varphi_{\gamma_i},
\]

where \( \vec{x} \) contains \( x^P \) and \( x^C \) for all \( x \in Y \). Furthermore, for each \( i \in [k] \), we define \( \varphi_{\gamma_i} \) as follows: Take the parse tree \( T_{\gamma_i} \) for \( \gamma_i \) and associate every node \( n \) of \( T_{\gamma_i} \) with a variable \( v_n \) as follows:

- If \( n \) is the root, let \( v_n := u \) and disregard the following cases.
If \( n \) is a variable binding \( x\{\cdot\} \), let \( v_n := x^C \).

Otherwise – that is, if \( n \) is a concatenation or a regular expression – let \( v_n := z_n \), where \( z_n \) is a new variable that is unique to \( n \).

The construction shall ensure that, when matching \( \gamma_i \) against a word \( w \), each variable \( v_n \) contains the part of \( w \) that matches against the subexpression of the node \( n \). To this end, for every node \( n \), we also define an atom \( A_n \) as follows:

- If \( n \) is a concatenation with left child \( l \) and right child \( r \), then \( A_n \) is the word equation \((v_n \doteq v_l \cdot v_r)\).
- If \( n \) is a variable binding, let \( A_n \) be the word equation \((v_n \doteq v_c)\), where \( c \) is the child of \( n \).
- If \( n \) is a regular expression \( \gamma' \), then \( A_n \) is the regular constraint \((v_n \in \gamma')\).

We add all these atoms \( A_n \) to \( \varphi_{\gamma_i} \). Up to this point, we have that every \( \sigma \in \left[ \varphi_{\gamma_i} \right](w) \) encodes the contents of the spans of some \( \mu \in \left[ \gamma_i \right](w) \). The only part that is missing in the construction are the prefix variables.

Recall that for every node \( n \) in the parse tree \( T(\gamma_i) \), we defined a variable \( v_n \) that represent the part of \( w \) that matches against the subexpression of \( n \). To obtain the corresponding prefix, we define a function \( p \) that maps each node \( n \) to a pattern \( p(n) \in \Xi^* \) as follows. Given a node \( n \), we look for the lowest node above \( n \) that is a concatenation and has \( n \) as right child or descendant of its left child. If no such node exists – that is, if no node above \( n \) is a concatenation, or every concatenation above \( n \) has \( n \) as descendant on the left side – define \( p(n) := \varepsilon \). If such a node exists, we denote it by \( m \) and its left child by \( l \) and define \( p(n) := p(m) \cdot v_l \). In other words, \( p(n) \) is the concatenation of all \( v_l \) that belongs to nodes that refer a part of \( w \) that is to the left of the part that belongs to \( n \).

Hence, to get the values for prefix variables, we take each node \( n \) that is a variable binding \( x\{\cdot\} \) and add the word equation \((x^P \doteq p(n))\) to \( \varphi_{\gamma_i} \).

**Complexity** First, we build the parse tree \( T_{\gamma_i} \), which can be constructed in time polynomial in the size of \( \gamma_i \). Then, we mark each node of \( T_{\gamma_i} \) with a variable and add a word equation or regular constraint to \( \varphi_{\gamma_i} \), which takes polynomial time. To ensure the spanner \( \gamma_i \) represents is correctly realized, we add an extra word equation for the prefix variable – this clearly takes polynomial time. There are linearly many regex formulas in \( P \), we can construct \( \varphi_{\gamma_i} \) for all \( i \in [k] \) in polynomial time. The final step of computing \( \varphi_P \) takes polynomial time – we consider each string equality and add the corresponding word equation, and consider each variable in the projection and add the corresponding variables to the head of the query. Therefore, the overall complexity is polynomial in the size of \( P \). \(\blacksquare\)

### C Proof of Proposition 4.1

**Proposition 4.1.** Given \( w \in \Sigma^* \), we can construct a data structure in linear time that, for \( x, y, z \in \Xi \), allow us to enumerate \([x \doteq y \cdot z](w)\) with constant-delay, and to decide in constant time if \( \sigma \in [x \doteq y \cdot z](w) \) holds.

**Proof.** The two main concepts that are used for the data structures are the LCP data structure (from “least common prefix”, see e.g. [5]), and the suffix tree (see e.g. part II of [17]), which can both be constructed from \( w \) in time \( \mathcal{O}(|w|) \).

**Evaluation** The LCP data structure (for \( w \)) takes two indices \( 1 \leq i, j \leq w \) and returns in constant time \( \text{LCP}(i, j) \), the length of the longest common prefix of the two suffixes \( w_{[i,|w|+1]} \) and \( w_{[j,|w|+1]} \). Recall that we mentioned in Section 2 (when clarifying the complexity assumptions) that we represent factors of \( w \) as a pair of indices. To be precise, we can express
each $u \subseteq w$ as a span $[i, j]$ with $1 \leq i \leq j \leq |w| + 1$. We use this to decide $\sigma \in [x \doteq y \cdot z](w)$ in constant time as follows: Let $[i, j]$, $[i_1, j_1]$, and $[i_2, j_2]$ be the representations of $\sigma(x)$, $\sigma(y)$, and $\sigma(z)$, respectively. In other words, $\sigma(x) = w_{[i, j]}$, $\sigma(y) = w_{[i_1, j_1]}$, and $\sigma(z) = w_{[i_2, j_2]}$. For our convenience, let $\ell := |\sigma(x)|$, $\ell_1 := |\sigma(y)|$, and $\ell_2 := |\sigma(z)|$.

We have $\sigma(x) = \sigma(y) \cdot \sigma(z)$ if and only if the following conditions are met:

- $|\sigma(x)| = |\sigma(y)| + |\sigma(z)|$, that is, $\ell = \ell_1 + \ell_2$,
- $\sigma(y) = \sigma(x)_{[1, 1 + \ell_1]}$, and
- $\sigma(z) = \sigma(x)_{[1 + \ell_1, \ell + 1]}$.

These are (respectively) equivalent to the following conditions:

- $(j - i) = (j_1 - i_1) + (j_2 - i_2)$,
- $\text{LCP}(i, i_1) \geq (j_1 - i_1)$, and
- $\text{LCP}(i + (j_1 - i_1), i_2) \geq (j_2 - i_2)$,

due to $j - i = \ell_1 = j_1 - i_1$, and $\ell_2 = j_2 - i_2$. The arithmetic operations can be performed in constant time due to our choice of computation model, and the LCP data structure can also be queried in constant time.

### Enumeration of all factors

Apart from some trivial special cases, the enumeration relies on enumerating all factors of $w$ with constant delay. This is a straightforward application of a suffix tree (although the authors assume that this has been shown before, they were not able to locate a reference). We give a brief introduction to suffix trees, with just the level of detail that is required for our purposes. More information can be found (for example) in [17] (chapters 5 to 7).

The suffix tree $T(w)$ of $w$ is a rooted directed tree with $|w|$ leaves that are labeled with numbers from 1 to $n$. With the exception of the root, each internal node has at least two children, and each edge is labeled with a nonempty factor of $w$. No two edges from the same nodes are labeled with factors that start with the same letter. Most importantly, for any leaf with label $i$, the word that is obtained by concatenating the edge labels along the path from the root to that leaf is exactly $w_{[i, n+1]}$ — that is, the suffix of $w$ that starts at position $i$.

To ensure that a suffix tree for $w$ exists, we assume that the last letter of $w$ is a special character $\text{\$}$ that does not occur otherwise (that is, in a strict sense, we construct the suffix tree of $w\text{\$}$). Figure 3 shows an example suffix tree, which we also use as a running example. While storing the edge labels explicitly would take quadratic space, recall that we represent factors of $w$ as spans (this allows us to keep the size of $T(w)$ linear in $|w|$).

The suffix tree can be constructed in time $O(|w|)$ (see e.g. [17, 5]). Note that we can ensure that the children of each node are ordered lexicographically. To allow us enumerating all factors, we traverse the suffix tree depth-first during the preprocessing and create a list $L = i_1, \ldots, i_k$ of those leaves for which the incoming edge is labeled with more than just $\text{\$}$ (see Figure 3). For the actual enumeration, we iterate over this list and use the leaves to output factors as follows:

- $i_1$ generates $\varepsilon$ and $w_{[i_1, i_1 + 1]}$ to $w_{[i_1, n + 1]}$ (where we assume that $w_{[n, n + 1]}$ is the last letter of $w$, not $\text{\$}$), and
- for $1 \leq j < k$, every $i_{j+1}$ generates $w_{[i_{j+1}, i_{j+1} + 1 \text{LCP}(i_j, i_{j+1}) + 1]}$ to $w_{[i_{j+1} + 1, n + 1]}$.

That is, we use the suffix tree to enumerate all suffixes; and for each suffix, we enumerate all of its prefixes (apart from those that were already enumerated, which we spot skip by using LCP, see “Evaluation” above). As the list $L$ was derived directly from the tree, all leaves that have a common parent (which means that they longest common prefix is not $\varepsilon$) are grouped together as a block. By using LCP, we ensure that no factor is output twice. This is also why $L$ does not include leaves where the incoming edge is labeled $\text{\$}$; factors that
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We construct a suffix tree for the word $w := \text{papaya}$. From left to right, the leaves correspond to the suffixes $\varepsilon$, a, apaya, aya, papaya, paya, and ya. To enumerate the factors of $w$, we use the nodes 2, 4, 1, 3, 5. In the enumeration of factors, the leaf 2 generates (in this order) $\varepsilon$, a, ap, apa, apay, and paya; while 4 only generates ay and aya. Although this leaf corresponds to aya, we skip the prefix a, due to $\text{LCP}(2, 4) = 1$. As $\text{LCP}(4, 1) = 0$, we have that 1 outputs p, pa...papaya; and 3 only pay and paya. Finally, from 5, we get y and ya.

![Figure 3](image-url) The suffix tree that we construct for the word $w := \text{papaya}$. From left to right, the leaves correspond to the suffixes $\varepsilon$, a, apaya, aya, papaya, paya, and ya. To enumerate the factors of $w$, we use the nodes 2, 4, 1, 3, 5. In the enumeration of factors, the leaf 2 generates (in this order) $\varepsilon$, a, ap, apa, apay, and paya; while 4 only generates ay and aya. Although this leaf corresponds to aya, we skip the prefix a, due to $\text{LCP}(2, 4) = 1$. As $\text{LCP}(4, 1) = 0$, we have that 1 outputs p, pa...papaya; and 3 only pay and paya. Finally, from 5, we get y and ya.

could be obtained from these words are handled by other leaves. As the children of each inner node are ordered lexicographically, the construction also ensures that the factors of $w$ are output in lexicographic order. See Figure 3 for an example.

The list $L$ can be created in linear time during the preprocessing. Each of the steps during the enumeration – iterating over $L$, calling $\text{LCP}$, and moving the indices – takes only constant time. As the factors are returned as spans, we can conclude constant delay.

**Enumeration of all solutions** To enumerate all $\sigma \in \left[ x \div y \cdot z \right](w)$, we need to consider various cases that depend on the three variables. The “standard” case is that the variables $x, y, z$ are pairwise distinct, and none of them is $u$. Then all we need to do is enumerate all $u \subseteq w$ (as described above). For each of these, we enumerate all ways of splitting $u$ into $v_1, v_2$ with $u = v_1 \cdot v_2$, by enumerating the lengths of $v_1$ from 0 to $|v|$. In each case, we define $\sigma(x) := u$, $\sigma(y) := u_1$, and $\sigma(z) := u_2$ (and, of course, $\sigma(u) := w$).

Regarding special cases, we first discuss those where at least one variable is $u$:

- If $y = u$, the only solution is $\sigma(x) := \sigma(y) = w$ and $\sigma(z) := \varepsilon$. This is well-defined – unless $z = u$ and $w \neq \varepsilon$. In this case, we have $\left[ x \div y \cdot z \right](w) = \emptyset$. This can be identified during the preprocessing.
- If $z = u$, we proceed as in the previous case.
- If $x = u$ and $y, z \neq u$, we distinguish two cases:
  - If $y \neq z$, we set $\sigma(u) := w$, and generate all possible $\sigma(y)$ and $\sigma(z)$ by enumerating all ways of splitting $w$ (as in the standard case).
  - If $y = z$, we check if the first and second half of $w$ are identical (using $\text{LCP}$ and arithmetic, we can perform this check in constant time during the preprocessing). If this is the case, we can define the only $\sigma$ in $\left[ u \equiv y \cdot y \right](w)$ accordingly. Otherwise, the set is empty.

Now we can assume that none of the three variables is $u$, which leaves only cases where at least two are identical:

- If $x = y = z$, the only $\sigma$ with $\sigma \in \left[ x \div y \cdot z \right](w)$ has $\sigma(x) = \varepsilon$.
- If $x = y \neq z$, we can assume $\sigma(z) = \varepsilon$, and can choose any factor of $w$ for $\sigma(x)$. Hence, we enumerate all factors of $w$. The case for $x = z \neq y$ is analogous.
- If $x \neq y = z$, we enumerate all $u \subseteq w$ that are squares (i.e., that can be written as $u = vv$ for some $v \subseteq w$). Enumerating all these squares with constant delay is possible.
with additional preprocessing on the suffix tree, see Gusfield and Stoye\cite{18}.

Hence, we can set up the data structures for each of these cases during the preprocessing.

Given a word equation \( x \doteq y \cdot z \), we can then pick the appropriate enumeration algorithm that allows us to enumerate \( [x \doteq y \cdot z](w) \) with constant delay.

This construction also applies to equations of the form \( x \doteq y_1 \cdots y_k \) with \( k > 2 \), assuming that \( x \) and all \( y_i \) are pairwise distinct (this proceeds as the “standard case”).

\[ \text{D Proof of Proposition 4.7} \]

Before proving Proposition \ref{prop:acyclic}, we give the version of the GYO algorithm that we work with to decide the decomposition \( \Psi_\alpha := \text{Ans}(\mathcal{F}) \leftarrow \bigwedge_{i=1}^{m} \chi_i \) of \( \tilde{\alpha} \in \text{BPat}(\alpha) \) is acyclic\footnote{We use variant of \( \chi \) to denote atoms of some decomposition.}\cite{18} (see Chapter 6 of \cite{18} for more information on acyclic joins). We remind the reader that \( \varnothing \) is considered a constant symbol (not a variable) since \( \sigma(\varnothing) \) is always our input document, \( w \in \Sigma^* \).

1. Let \( E := \emptyset \) and \( V := \{\chi_i \mid i \in [m]\} \).
2. Define all nodes of \( V \) and all variables in \( \var{\Psi_\alpha} \) as unmarked.
3. Repeat the following until nothing changes:
   a. If there exists unmarked nodes \( \chi_i \) and \( \chi_j \) with \( i \neq j \) such that \( \var{\chi_i} \subseteq \var{\chi_j} \), then:
      i. Mark \( \chi_i \) and add the edge \( \{\chi_i, \chi_j\} \) to \( E \).
   b. Mark all \( x \in \var{\Psi_\alpha} \) that occurs in exactly one unmarked node.
4. If there exists exactly one unmarked node, then return \( T := (V, E) \).
5. Otherwise, return “\( \tilde{\alpha} \) is cyclic”.

\[ \text{Proposition 4.7.} \ x_1x_2x_1x_3x_1 \text{ is a cyclic pattern, and } x_1x_2x_3x_1 \text{ is an acyclic pattern that has a cyclic bracketing.} \]

\[ \text{Proof.} \] We prove this Proposition in two parts.

\[ \text{Part 1. There exists a cyclic pattern:} \] Let \( \alpha := x_1x_2x_1x_3x_1 \). We prove that \( \alpha \) is cyclic by enumerating every possible bracketing \( \tilde{\alpha} \in \text{BPat}(\alpha) \), and then show that the decomposition of each bracketing is cyclic. To show a formula is cyclic, we can use the GYO algorithm.

After the GYO algorithm has been executed on a 2FC-CQ, we have a set of unmarked nodes, and each unmarked node contains unmarked variables. We represent each unmarked node as a set containing its unmarked variables. The set of unmarked nodes for \( \Psi_\tilde{\alpha}_i \) after the GYO algorithm has been executed is denoted by \( \mathcal{H}_i \). Therefore, the formula \( \Psi_\tilde{\alpha}_i \) is acyclic if and only if \( |\mathcal{H}_i| = 1 \). We now consider all the bracketings, the corresponding decompositions, and the set \( \mathcal{H}_i \) for each \( \tilde{\alpha}_i \in \text{BPat}(\alpha) \):

\( \tilde{\alpha}_1 := ((x_1 \cdot (x_2 \cdot (x_1 \cdot (x_3 \cdot x_1)))) \) which decomposes into

\[ \Psi_{\tilde{\alpha}_1} := \text{Ans}() \leftarrow (z_1 \doteq x_3 \cdot x_1) \land (z_2 \doteq x_1 \cdot z_1) \land (z_3 \doteq x_2 \cdot z_2) \land (u \doteq x_1 \cdot z_1), \]

\[ \mathcal{H}_1 := \{\{z_2, x_1\}, \{z_3, z_2\}, \{x_1, z_3\}\}. \]

\( \tilde{\alpha}_2 := (x_1 \cdot (x_2 \cdot ((x_1 \cdot x_3) \cdot x_1))) \) which decomposes into

\[ \Psi_{\tilde{\alpha}_2} := \text{Ans}() \leftarrow (z_1 \doteq x_1 \cdot z_3) \land (z_2 \doteq z_1 \cdot x_1) \land (z_3 \doteq x_2 \cdot z_2) \land (u \doteq x_1 \cdot z_3), \]

\[ \mathcal{H}_2 := \{\{z_2, x_1\}, \{z_3, z_2\}, \{x_1, z_3\}\}. \]
\[ \tilde{\alpha}_3 := ((x_1 \cdot x_2) \cdot (x_1 \cdot (x_3 \cdot x_1))) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_3} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv x_3 \cdot x_1) \land (z_3 \equiv x_1 \cdot z_2) \land (u \equiv z_1 \cdot z_3), \]
\[ \mathcal{H}_3 := \{\{z_1, x_1\}, \{z_2, x_1\}, \{z_3, x_1\}, \{x_1, z_3\}\}. \]

\[ \tilde{\alpha}_4 := ((x_1 \cdot ((x_2 \cdot x_1) \cdot (x_3 \cdot x_1))) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_4} := \text{Ans}() \leftarrow (z_1 \equiv x_3 \cdot x_1) \land (z_2 \equiv x_2 \cdot x_1) \land (z_3 \equiv z_1 \cdot z_2) \land (u \equiv x_1 \cdot z_3), \]
\[ \mathcal{H}_4 := \{\{z_1, x_1\}, \{z_2, z_1\}, \{z_2, x_1\}\}. \]

\[ \tilde{\alpha}_5 := ((x_1 \cdot ((x_2 \cdot (x_1 \cdot x_3)) \cdot x_1))) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_5} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot z_1) \land (z_3 \equiv z_2 \cdot x_1) \land (u \equiv x_1 \cdot z_3), \]
\[ \mathcal{H}_5 := \{\{z_1, x_1\}, \{z_2, z_1\}, \{z_2, x_1\}\}. \]

\[ \tilde{\alpha}_6 := ((x_1 \cdot ((x_2 \cdot x_1) \cdot (x_3 \cdot x_1))) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_6} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot z_1) \land (z_3 \equiv z_2 \cdot x_1) \land (u \equiv x_1 \cdot z_3), \]
\[ \mathcal{H}_6 := \{\{z_1, x_1\}, \{z_3, z_2, x_1\}, \{z_1, z_3\}\}. \]

\[ \tilde{\alpha}_7 := (x_1 \cdot ((x_2 \cdot x_1) \cdot (x_3 \cdot x_1))) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_7} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot x_1) \land (z_3 \equiv z_2 \cdot x_1) \land (u \equiv z_1 \cdot z_3), \]
\[ \mathcal{H}_7 := \{\{z_2, x_1\}, \{z_3, x_1\}, \{z_3, z_2\}\}. \]

\[ \tilde{\alpha}_8 := ((x_1 \cdot (x_2 \cdot x_1)) \cdot (x_3 \cdot x_1)) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_8} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot x_1) \land (z_3 \equiv x_1 \cdot z_1) \land (u \equiv x_3 \cdot z_2), \]
\[ \mathcal{H}_8 := \{\{z_1, x_1\}, \{z_2, z_1\}, \{z_2, x_1\}\}. \]

\[ \tilde{\alpha}_9 := ((x_1 \cdot (x_2 \cdot (x_3 \cdot x_1))) \cdot x_1) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_9} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot x_1) \land (z_3 \equiv x_1 \cdot z_1) \land (u \equiv x_1 \cdot z_3), \]
\[ \mathcal{H}_9 := \{\{z_1, x_1\}, \{z_2, z_1\}, \{x_1, z_2\}\}. \]

\[ \tilde{\alpha}_{10} := ((x_1 \cdot (x_2 \cdot (x_1 \cdot x_3))) \cdot x_1) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_{10}} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_3) \land (z_2 \equiv x_2 \cdot x_1) \land (z_3 \equiv x_1 \cdot z_2) \land (u \equiv z_3 \cdot x_1), \]
\[ \mathcal{H}_{10} := \{\{z_1, x_1\}, \{z_2, x_1\}, \{z_3, z_1, z_2\}, \{z_3, x_1\}\}. \]

\[ \tilde{\alpha}_{11} := (((x_1 \cdot x_2) \cdot (x_1 \cdot x_3)) \cdot x_1) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_{11}} := \text{Ans}() \leftarrow (z_1 \equiv x_2 \cdot x_1) \land (z_2 \equiv x_1 \cdot x_3) \land (z_3 \equiv x_1 \cdot z_2) \land (u \equiv z_3 \cdot x_1), \]
\[ \mathcal{H}_{11} := \{\{z_1, x_1\}, \{z_2, x_1\}, \{z_3, z_1, z_2\}, \{z_3, x_1\}\}. \]

\[ \tilde{\alpha}_{12} := (((x_1 \cdot x_2) \cdot x_1) \cdot (x_3 \cdot x_1)) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_{12}} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv x_3 \cdot x_1) \land (z_3 \equiv z_1 \cdot x_1) \land (u \equiv z_3 \cdot z_2), \]
\[ \mathcal{H}_{12} := \{\{z_2, x_1\}, \{z_3, x_1\}, \{z_3, z_2\}\}. \]

\[ \tilde{\alpha}_{13} := (((x_1 \cdot (x_2 \cdot x_1)) \cdot x_3) \cdot x_1) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_{13}} := \text{Ans}() \leftarrow (z_1 \equiv x_2 \cdot x_1) \land (z_2 \equiv x_1 \cdot z_1) \land (z_3 \equiv z_2 \cdot x_3) \land (u \equiv z_3 \cdot x_1), \]
\[ \mathcal{H}_{13} := \{\{z_2, x_1\}, \{z_3, z_2\}, \{z_3, x_1\}\}. \]
\[ \tilde{\alpha}_{14} := (((x_1 \cdot x_2) \cdot x_1) \cdot x_1) \] which decomposes into
\[ \Psi_{\tilde{\alpha}_{14}} := \text{Ans}() \leftarrow (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv z_1 \cdot x_1) \land (u \equiv z_2 \cdot x_3) \land (u \equiv z_3 \cdot x_1), \]
\[ \mathcal{H}_{14} := \{ (z_2, x_1), \{ z_3, z_2 \}, \{ z_3, x_1 \} \}. \]

For every \( \tilde{\alpha}_i \in \text{BPat}(\alpha) \), we have that \( |\mathcal{H}_i| > 1 \). We can conclude that \( \alpha \) is cyclic.

**Part 2:** There exists an acyclic pattern which has a cyclic bracketing. Let \( \alpha := x_1 x_2 x_3 x_1 \), let \( \tilde{\alpha}_1 := ((x_1 \cdot x_2) \cdot x_1) \cdot x_1 \), and let \( \tilde{\alpha}_2 := ((x_1 \cdot x_2) \cdot (x_3 \cdot x_1)) \). The decomposition of \( \tilde{\alpha}_1 \) is
\[ \Psi_{\tilde{\alpha}_1} := \text{Ans}() \leftarrow (z_1 \equiv x_2 \cdot x_3) \land (z_2 \equiv x_1 \cdot z_1) \land (u \equiv z_2 \cdot x_3) \land (u \equiv z_3 \cdot x_1). \]
Executing the GYO algorithm on \( \Psi_{\tilde{\alpha}_1} \) shows it to be acyclic.

The decomposition of \( \tilde{\alpha}_2 \) is \( \Psi_{\tilde{\alpha}_2} := \text{Ans}() \leftarrow (u \equiv z_1 \cdot z_2) \land (z_1 \equiv x_1 \cdot x_2) \land (z_2 \equiv x_3 \cdot x_1). \)
Performing the GYO algorithm on \( \Psi_{\tilde{\alpha}_1} \) will show it to be cyclic. Therefore, we have proven that not all bracketings of an acyclic pattern is an acyclic bracketing.

---

**Proof of Lemma 4.11**

We first prove a useful lemma that makes the actual proof of Lemma 4.11 more readable.

**Lemma E.1.** If \( T := (V, E) \) is an undirected tree where \( V := [n] \), then every node that lies on the path from \( i \) to \( j \), for \( i, j \in [n] \) where \( i < j \), must exist on a path from \( k \) to \( k + 1 \) for some \( k \in \{ i, i + 1, \ldots, j - 1 \} \).

**Proof.** Let \( T := (V, E) \) be an undirected tree where \( V := [n] \). For any \( k, k' \in [n] \), let \( p_{k \rightarrow k'} \) be the path from \( k \) to \( k' \) in \( T \). The path \( p_{i \rightarrow j} \) can be constructed by considering the sequence of edges \( p_{i \rightarrow i + 1} \cdot p_{i + 1 \rightarrow i + 2} \cdot \ldots \cdot p_{j - 1 \rightarrow j} \), then removing all edges which appear more than once from this sequence. Since this defines a path from \( i \) and \( j \), and there can only be one path between any two nodes in a tree, the stated lemma holds.

**Actual Proof of Lemma 4.11.**

**Lemma 4.11.** The decomposition \( \Psi_{\tilde{\alpha}} \in 2\text{FC-CQ} \) of \( \tilde{\alpha} \in \text{BPat}(\alpha) \) is acyclic if and only if \( \Psi_{\tilde{\alpha}} \) is \( x \)-localized for every \( x \in \text{var}(\Psi_{\tilde{\alpha}}) \).

**Proof.** Let \( \Psi_{\tilde{\alpha}} \in 2\text{FC-CQ} \) be a decomposition of \( \tilde{\alpha} \in \text{BPat} \) and let \( T := (V, E, <, \Gamma, \tau, v_r) \) be the concatenation tree for \( \Psi_{\tilde{\alpha}} \).

**If-direction.** If \( \Psi_{\tilde{\alpha}} \) is \( x \)-localized for all \( x \in \text{var}(\Psi_{\tilde{\alpha}}) \), then we can construct a join tree for \( \Psi_{\tilde{\alpha}} \) by augmenting the concatenation tree: First replace all non-leaf nodes \( v \in V \) with \( \text{atom}(v) \). Then remove all leaf nodes. By the definition of the concatenation tree, every atom of \( \Psi_{\tilde{\alpha}} \) is a node in the supposed join tree. Also due to the definition of a concatenation tree, if \( v \) is an \( x \)-parent, \( x \) occurs in \( \text{atom}(v) \). Because \( \Psi_{\tilde{\alpha}} \) is \( x \)-localized for all \( x \in \text{var}(\Psi_{\tilde{\alpha}}) \), it follows that if two nodes in the supposed join tree contain the variable \( x \), then all nodes which exist on the path between these two nodes also contains an \( x \). Hence, the resulting tree is a valid join tree for \( \Psi_{\tilde{\alpha}} \).
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Case 1:

Let \( v_0, v_n \in \mathcal{V} \) be two \( x \)-parents such that the distance between \( v_0 \) and \( v_n \) in the concatenation tree \( \mathcal{T} \) is \( n > 1 \). Let \( v_1, v_2, \ldots, v_{n-1} \in \mathcal{V} \) be the nodes on the path between \( v_0 \) and \( v_n \) in \( \mathcal{T} \) where \( v_i \) is not an \( x \)-parent for all \( i \in [n-1] \), hence \( \Psi_\alpha \) is not \( x \)-localized. For readability, we assume that \( \tau(v_i) = z_i \) for all \( i \in \{0, 1, \ldots, n\} \). Because the concatenation tree is pruned, \( \text{atom}(v_i) = \text{atom}(v_j) \) if and only if \( i = j \), for \( i, j \in \{0, 1, \ldots, n\} \). Furthermore, if \( \tau(v) = z_i \) where \( v \) is a non-leaf node, then \( v = v_i \) because two different non-leaf nodes cannot share a label. Figure 4 illustrates a subtree of \( \mathcal{T} \). The variable that labels each node is given next to the node in parentheses.

For sake of a contradiction, assume there exists a join tree \( T := (\mathcal{V}, \mathcal{E}) \) for \( \Psi_\alpha \). Nodes in the join tree are the atoms of \( \Psi_\alpha \) and therefore any element of \( \mathcal{V} \) can be uniquely determined by \( \text{atom}(v) \) where \( v \in \mathcal{V} \) is a non-leaf node in the concatenation tree. We remind the reader that \( \text{atom}(v) = (z \leftarrow x \cdot x' \rightarrow) \) if \( v \) is labeled \( z \) and the left and right children of \( v \) are labeled \( x \) and \( x' \) respectively. To improve readability, we use (variants of) \( v \) for nodes of the concatenation tree, and we use \( \text{atom}(v) \) for nodes of the join tree where \( v \) is some non-leaf node of the concatenation tree.

We relax the factor notation to variables in \( \text{var}(\Psi_\alpha) \). We write \( z \leftarrow z' \), where \( z, z' \in \text{var}(\Psi_\alpha) \), if there exists \( v, v' \in \mathcal{V} \) where \( v' \) which is an ancestor of \( v \) in the concatenation tree, and \( \tau(v') = z' \) and \( \tau(v) = z \). We do this because the pattern that \( z \) represents is a factor of the pattern \( z' \) represents.

Let \( p_{i \rightarrow j} \) be the path in the join tree, \( T \), from \( \text{atom}(v_i) \) to \( \text{atom}(v_j) \) for any \( i, j \in \{0, 1, \ldots, n\} \). The atom \( \text{atom}(v_1) \) cannot exist on the path \( p_{0 \rightarrow n} \) because \( \text{atom}(v_0) \) and \( \text{atom}(v_n) \) contain the variable \( x \), but \( \text{atom}(v_1) \) does not contain the variable \( x \). We therefore consider some non-leaf node \( v'_i \in \mathcal{V} \) of the concatenation tree such that \( \text{atom}(v'_i) \) is the atom on the path \( p_{0 \rightarrow n} \) which is closest (with regards to distance) to \( \text{atom}(v_1) \). See Figure 5 for a diagram to illustrate \( \text{atom}(v'_i) \). We know that \( \text{atom}(v'_i) \) has a variable \( x \) since it lies on the path \( p_{0 \rightarrow n} \).

We now prove that \( \text{atom}(v'_i) \) contains some variable \( z_i \) where \( i \in [n] \). Since \( \text{atom}(v'_i) \) is the node closest to \( \text{atom}(v_1) \) on the path \( p_{0 \rightarrow n} \), we have that \( \text{atom}(v'_i) \) must also exist on the path \( p_{1 \rightarrow n} \) (see Figure 6). Therefore, because of Lemma E.1, \( \text{atom}(v'_i) \) must exist on some path \( p_{j \rightarrow j+1} \) for some \( j \in [n-1] \). Since \( \text{atom}(v_j) \) and \( \text{atom}(v_{j+1}) \) share the variable \( z_j \) or \( z_{j+1} \) (depending on whether \( v_j \) or \( v_{j+1} \) is the parent) for all \( j \in [n-1] \), it follows that \( \text{atom}(v'_i) \) must contain the variable \( z_i \) for some \( i \in [n] \).

Case 1: \( v_n \) is an ancestor of \( v_0 \) in \( \mathcal{T} \). Since \( v_0 \) is an ancestor of \( v_0 \), we know that \( v_i \) is an ancestor of \( v_0 \) (and hence \( x \leftarrow z_0 \)) for all \( i \in [n] \). Furthermore, it follows that \( v_1 \)
is a $\tau_0$-parent and therefore $\text{atom}(v_1) = (z_1 \doteq z_0 \cdot z')$ for some $z' \in \Xi$. Since $\text{atom}(v'_1)$ lies on the path $p_{0 \to 1}$, it follows that $\text{atom}(v'_1)$ contains the variable $z_0$. One of the variables of $\text{atom}(v'_1)$ must be the label of $v'_1$, we therefore consider all the possible labels for $v'_1$ and show a contradiction for each.

- $\tau(v'_1) = x$. This implies that, without loss of generality, $\text{atom}(v'_1) = (x \doteq z_0 \cdot z_i)$ and therefore $z_0 \sqsubseteq x$. We know that $x \sqsubseteq z_0$ since $v_0$ is an $x$-parent. Therefore, $z_0 \sqsubseteq z_0$ which we know cannot hold and hence $\tau(v'_1) = x$ cannot hold.

- $\tau(v'_1) = z_i$ where $i \in [n]$. We split this case into two parts:

  - $\tau(v'_1) = z_i$ where $i \in [n-1]$. This implies that $\text{atom}(v'_1) = \text{atom}(v_i)$. The word equation $\text{atom}(v_i)$ does not contain an $x$. Since we know that $\text{atom}(v_i)$ contains the variable $x$, we can conclude that $\tau(v_i') = z_i$ where $i \in [n-1]$ cannot hold.

  - $\tau(v'_1) = z_n$. This implies that $\text{atom}(v'_1) = \text{atom}(v_n)$ and therefore, without loss of generality, $\text{atom}(v_n) = (z_n \doteq x \cdot z_0)$. However, since we are in the case that $v_n$ is an ancestor of $v_0$, it follows that $v_n$ is a parent of $v_0$ (since a node labeled $x$ or $z_0$ cannot be an ancestor of $v_0$). Therefore $\Psi_{\delta}$ is $x$-localized, and hence $\tau(v'_1) = z_n$ cannot hold.

- $\tau(v'_1) = z_0$. This implies that $\text{atom}(v'_1) = \text{atom}(v_0)$. Therefore, without loss of generality, $\text{atom}(v_0) = (z_0 \doteq x \cdot z_i)$. We also know that $z_0 \sqsubseteq z_i$ since $v_i$ is an ancestor of $v_0$. Therefore, $z_0 \sqsubseteq z_i \sqsubseteq z_0$, which we know cannot hold. Thus, $\tau(v'_1) = z_0$ cannot hold.

We have proven that, for the case where $v_n$ is an ancestor of $v_0$ in the concatenation tree, there does not exist a valid label for $v'_1$. Hence we have reached a contradiction and therefore our assumption $\Psi_{\delta}$ is acyclic cannot hold.

**Case 2:** $v_0$ is an ancestor of $v_n$ in $\mathcal{T}$. The case where $v_0$ is an ancestor of $v_n$ is trivially identical to Case 1 by considering the closest node to $\text{atom}(v_{n-1})$ on the path $p_{n \to 0}$. We have therefore omitted the proof.

**Case 3:** $v_n$ is not an ancestor of $v_0$ in $\mathcal{T}$, and $v_0$ is not an ancestor of $v_n$ in $\mathcal{T}$. Let $k \in [n-1]$ such that $v_k \in \mathcal{V}$ is the lowest common ancestor of $v_0$ and $v_n$ in $\mathcal{T}$. We remind the reader that $\text{atom}(v'_k)$ has the variables $x$, and $z_i$ for some $i \in [n]$ because $\text{atom}(v'_k)$ lies on the paths $p_{0 \to n}$ and $p_{1 \to n}$. We also have that $\text{atom}(v_1) = (z_1 \doteq z_0 \cdot z')$ for some $z' \in \Xi$, because for this case, $v_1$ must be a parent of $v_0$, otherwise $v_0$ would be an ancestor of $v_n$. Therefore, since $\text{atom}(v_0)$ and $\text{atom}(v_1)$ share the variable $z_0$, we know that $\text{atom}(v'_1)$ also contains a $z_0$ - because $\text{atom}(v'_1)$ lies on the path $p_{0 \to 1}$. We now consider each label for $v'_1$ and show a contradiction for each case.

**Case 3.1:** $\tau(v'_1) = x$. Without loss of generality, $\text{atom}(v'_1) = (x \doteq z_0 \cdot z_i)$ which implies that $x \sqsubseteq z_0$ and $z_0 \sqsubseteq x$. This is a contradiction and hence $\tau(v'_1) = x$ cannot hold.
We know that $\tau(v_i) = \tau(v_i') = z_i$, where $i \in [n-1]$. This implies $\text{atom}(v_i') = \text{atom}(v_i)$, but $\text{atom}(v_i)$ cannot have the variable $x$. This is a contradiction and hence $\tau(v_i') = z_i$, where $i \in [n-1]$ cannot hold.

Case 3.3: $\tau(v_i') = z_n$. This implies that $\text{atom}(v_i') = \text{atom}(v_n)$ and therefore without loss of generality, we know that $\text{atom}(v_i) = (z_n \equiv z_0 \cdot x)$, because $\text{atom}(v_i')$ must contain the variable $z_0$ and $x$. For this case, we first prove that $k \geq 2$ where $v_k$ is the lowest common ancestor of $v_0$ and $v_n$. For sake of contradiction, assume $k = 1$. It follows that the distance from $v_k$ to $v_0$ is one and the distance from $v_k$ to $v_n$ is greater than or equal to one. Hence, the distance from $v_k$ to the children of $v_n$ is greater than or equal to two. Since $v_n$ is a $z_0$ parent, and the children of $v_n$ are further from the root than $v_0$, we know that $v_0$ must be redundant. If this is the case, $v_0$ would have no children due to the pruning procedure used when defining a concatenation tree. Therefore, $v_0$ would not be an $x$-parent which we know cannot hold (we have chosen $v_0$ because it is an $x$-parent). Therefore, $k = 1$ cannot hold and we can conclude $k \geq 2$.

We now consider $\text{atom}(v_k)$. We know that $\text{atom}(v_k) = (z_k \equiv z_{k-1} \cdot z_{k+1})$ and since we have proven that $k \geq 2$, it follows that $z_{k-1} \neq z_0$. Since both $\text{atom}(v_1)$ and $\text{atom}(v_n)$ contain the variable $z_0$, we know that $\text{atom}(v_k)$ cannot exist on the path $p_1 \rightarrow n$. Hence, we consider some non-leaf node $v_k' \in V$ such that $\text{atom}(v_k')$ lies on the path $p_1 \rightarrow n$ and $\text{atom}(v_k')$ is the node on $p_{1 \rightarrow n}$ which is closest node (with regards to distance) to $\text{atom}(v_k)$. We illustrate a subtree of such a join tree in Figure 6.

We now prove that $\text{atom}(v_k')$ must contain some variable $z_j$ in $\Xi$, where $j \in [k-1]$. We know that $\text{atom}(v_k')$ lies on the path $p_{1 \rightarrow k}$, therefore, because of Lemma E.1, $\text{atom}(v_k')$ must lies on the path $p_{i \rightarrow i+1}$ for some $i \in [k-1]$. Since each atom which lies on the path $p_{i \rightarrow i+1}$ must contain the variable $z_i$, it follows that $\text{atom}(v_k')$ contains the variable $z_j$ for some $j \in [k-1]$. Figure 6 illustrates why all nodes on the path $p_{i \rightarrow i+1}$ for $i \in [k-1]$ must contain the variable $z_i$ (because $v_{i+1}$ is a parent of $v_i$ for $i \in [k-1]$).

We now show that $\text{atom}(v_k')$ must also contain the variable $z_l \in \Xi$ for some $l \in \{k + 1, \ldots, n\}$. We know that $\text{atom}(v_k')$ lies on the path $p_{k \rightarrow n}$, therefore, because of Lemma E.1, $\text{atom}(v_k')$ must lies on the path $p_{i \rightarrow i+1}$ for some $i \in \{k, \ldots, n-1\}$. Since each atom which lies on the path $p_{i \rightarrow i+1}$ must contain the variable $z_{i+1}$ for $i \in \{k, \ldots, n-1\}$, it follows that $\text{atom}(v_k')$ contains the variable $z_l$ for some $l \in \{k + 1, \ldots, n\}$. Next, we consider the possible labels of $v_k'$.

= $\tau(v_k') = z_0$. This implies $\text{atom}(v_k') = \text{atom}(v_0)$. We can therefore state, without loss of generality, that $\text{atom}(v_0) = (z_0 \equiv z_j \cdot z_l)$. However, if this is the case then $x$ is not a variable of $\text{atom}(v_0)$. Hence, $\tau(v_k') = z_0$ cannot hold.

= $\tau(v_k') = z_j$ where $j \in [k-1]$. This implies that, without loss of generality, $\text{atom}(v_k') = (z_j \equiv z_0 \cdot z_l)$. If this is the case then $j = 1$ must hold, since this is the only value for $j$ such
that \((z_l \triangleq z_0 \cdot z_l)\) can hold. We can therefore say that \(\text{atom}(v'_l) = \text{atom}(v_i)\). For all nodes \(v \in V\), let \(D(v)\) be the distance from the root of \(T\) to \(v\). Since \(v_l\) cannot be a redundant node, it follows that \(D(v_l) + 1 \leq D(v_l)\). This implies that \(D(v_k) + k - 1 \leq D(v_k) + l - k\) and hence, \(k \leq \frac{l}{2}\). Because \(\text{atom}(v_n) = (z_n \triangleq z_0 \cdot x)\) and \(v_0\) is not redundant, we can also say that \(D(v_0) + 1 \leq D(v_0)\) and hence, \(D(v_k) + n - k + 1 \leq D(v_k) + k\) and therefore \(n + 1 \leq 2k\). Consequently, \(\frac{n + 1}{2} \leq k \leq \frac{l}{2}\) and hence, \(n + 1 \leq l\). This is a contradiction since \(l \in \{k + 1, \ldots, n\}\). This proves that \(\tau(v_k) = z_j\) cannot hold.

\(\Rightarrow\) \(\tau(v'_l) = z_l\) for \(l \in \{k + 1, \ldots, n\}\). We split this case into two parts:

\(\Rightarrow\) \(\tau(v'_l) = z_n\). This implies that \(\text{atom}(v'_l) = \text{atom}(v_{n})\). We remind the reader that \(\text{atom}(v_{n}) = (z_n \triangleq z_0 \cdot x)\). Therefore, \(\text{atom}(v_{n})\) does not contain the variable \(z_j\) for \(j \in [k - 1]\), yet we know that \(\text{atom}(v'_l)\) does contain the variable \(z_j\). Consequently, \(\tau(v'_l) = z_n\) cannot hold.

\(\Rightarrow\) \(\tau(v'_l) = z_l\) where \(l \in \{k + 1, \ldots, n - 1\}\). This implies that, without loss of generality, \(\text{atom}(v'_l) = (z_l \triangleq z_0 \cdot z_l)\). This cannot hold since if \(k < l < n\), then \(\text{atom}(v_l)\) contains the variable \(z_{l+1}\). However, \(\text{atom}(v'_l)\) does not contain the variable \(z_{l+1}\).

Consequently, we have proven that if \(\tau(v'_l) = z_n\), then there does not exist a valid label for the non-leaf node \(v'_k\), where \(\text{atom}(v'_k)\) is the closest node to \(\text{atom}(v_k)\) on the path \(p_{1 \rightarrow n}\). Therefore \(\tau(v'_l) = z_n\) cannot hold.

\(\text{Case 3.4}: \tau(v'_l) = z_0\). This implies that \(\text{atom}(v'_l) = \text{atom}(v_0)\). Without loss of generality, \(\text{atom}(v_0) = (z_0 \triangleq x \cdot z_l)\). We can see that \(k < i \leq n\), since if \(1 \leq i \leq k\) then \(z_i \subseteq z_0 \subseteq z_l\) which cannot hold. We now claim that \(n \geq 2\) must hold. For sake of contradiction, assume \(n = 2\). Since we know that \(v_k\) is the lowest common ancestor of \(v_0\) and \(v_n\), it follows that \(k = 1\). It also follows that \(i = n\) since \(k < i \leq n\). The distance from \(v_k\) to \(v_n\) is one and the distance from \(v_k\) to the children of \(v_0\) is two. Since \(v_0\) has a child with the label \(z_n\), it follows that \(v_n\) is a redundant node, and hence it is not an \(x\)-parent. We know this cannot hold and hence \(n = 2\) cannot hold. Therefore, we have proven that \(n > 2\).

We now consider \(\text{atom}(v'_{n-1})\) which is the atom of the path \(p_{n \rightarrow 0}\) which is closest to \(\text{atom}(v_{n-1})\). Since \(n > 2\), it follows that \(v_{n-1} \neq v_1\). The nodes \(v_0\) and \(v_n\) are arbitrary and therefore \(v_0\) and \(v_n\) can be thought of as being symmetric. Thus, it must hold that \(\text{atom}(v'_{n-1}) = (z_0 \triangleq x \cdot z_l)\) where \(0 \leq j < k\) (in the same way that \(\text{atom}(v'_l) = (z_0 \triangleq x \cdot z_l)\) where \(k < i \leq n\)). We therefore have that \(z_0 \subseteq z_j\) and \(z_n \subseteq z_j\) since \(0 < j < k\) and \(k < i < n\). Here lies our contradiction, since \(z_i \subseteq z_0 \subseteq z_n\) and \(z_j \subseteq z_0 \subseteq z_n\) cannot hold simultaneously.

Since we have considered all cases for \(\text{atom}(v'_l)\) and have shown a contradiction for each, we know that if \(\Psi_\alpha\) is not \(x\)-localized for some \(x \in \text{var}(\Psi_\alpha)\), then \(\Psi_\alpha\) is cyclic.

\section{Proof of Theorem 4.12}

\begin{itemize}
  \item \textbf{Theorem 4.12.} \emph{Whether \(\alpha \in \Xi^+\) is acyclic can be decided in time \(O(|\alpha|^7)\).}
  
  \textbf{Proof.} Let \(\alpha := \alpha_1 \cdot \alpha_2 \cdots \alpha_n\) where \(\alpha_i \in \Xi\) for \(i \in [n]\). For any \(i, j \in \mathbb{N}\) such that \(1 \leq i \leq j \leq n\), we use \(\alpha[i, j]\) to denote \(\alpha_i \cdot \alpha_{i+1} \cdots \alpha_j\). We now give an algorithm to determine whether \(\alpha\) is acyclic. This algorithm is essentially a bottom-up implementation of Lemma 4.11. Algorithm 4 is the main algorithm and Algorithm 2 is a “helper procedure”.
  
  \textbf{Correctness.} We first give a high-level overview. The algorithm works using a bottom-up approach, continuously adding larger acyclic subpatterns of \(\alpha\) to the set \(V\). Each subpattern is stored in \(V\) as two indices for the start and end positions of the subpattern. To ensure
Algorithm 1

Input : $\alpha \in \Xi^+$, where $|\alpha| = n$

Output : True if $\alpha$ is acyclic, and False otherwise.

1 $V \leftarrow \{(i,i), (i+1,i+1), (i,i+1) | i \in [n-1]\}$;
2 $E' \leftarrow \{((i,i+1),(i,i),(i+1,i+1)) | i \in [n-1]\}$;
3 $E \leftarrow \emptyset$;
4 while $E' \neq E$ do
5 \hspace{1em} $E \leftarrow E'$;
6 \hspace{2em} for $i,k \in [n]$ where $i < k$ do
7 \hspace{3em} for $j \in \{i,i+1,\ldots,k-1\}$ where \((i,k),(i,j),(j+1,k)\) \notin $E'$ do
8 \hspace{4em} if \((i,j),(j+1,k)\) \in $V$ and IsAcyclic$(i,j,k,\alpha,E')$ then
9 \hspace{5em} Add $((i,k),(i,j),(j+1,k))$ to $E'$;
10 \hspace{5em} Add $(i,k)$ to $V$;
11 \hspace{4em} end
12 \hspace{3em} end
13 \hspace{2em} end
14 \hspace{1em} end
15 \hspace{1em} Return True if $(1,n) \in V$, and False otherwise;

Algorithm 2

Input : $i,j,k \in [|\alpha|], \alpha \in \Xi^+, E'$

Output : True if $\alpha[i,j]$ is acyclic, and False otherwise

16 if $\alpha[i,j] = \alpha[j+1,k]$ then
17 \hspace{1em} Return True;
18 else if $\text{var}(\alpha[i,j]) \cap \text{var}(\alpha[j+1,k]) = \emptyset$ then
19 \hspace{1em} Return True;
20 else if $((i,j),(i,x),(x+1,j)) \in E'$ such that $\alpha[j+1,k] = \alpha[i,x]$ then
21 \hspace{1em} Return True;
22 else if $((i,j),(i,x),(x+1,j)) \in E'$ such that $\alpha[j+1,k] = \alpha[x+1,j]$ then
23 \hspace{1em} Return True;
24 else if $((j+1,k),(j+1,x),(x+1,k)) \in E'$ such that $\alpha[i,j] = \alpha[j+1,x]$ then
25 \hspace{1em} Return True;
26 else if $((j+1,k),(j+1,x),(x+1,k)) \in E'$ such that $\alpha[i,j] = \alpha[x+1,k]$ then
27 \hspace{1em} Return True;
28 else
29 \hspace{1em} Return False
30 end
that the subpatterns we are adding are acyclic, we also store an edge relation, $E$. The subroutine $\text{IsAcyclic}$ is given two acyclic subpatterns ($\alpha[i,j]$ and $\alpha[j+1,k]$), and uses $E$ to determine whether there exists $\tilde{\beta} \in \text{BPat}(\alpha[i,j] \cdot \alpha[j+1,k])$ such that $\tilde{\beta}$ is acyclic. That is, the decomposition of $\tilde{\beta}$ is $x$-localized for all variables, see Lemma 4.11, $\text{IsAcyclic}$ is given in Algorithm 2 and terminates when $E$ has reached a fixed-point.

First, assume that $\text{IsAcyclic}$ returns true (given $i,j,k,\alpha,$ and $\tilde{E}$) if and only if there exists $\tilde{\alpha}_1 \in \text{BPat}(\alpha[i,j])$ and $\tilde{\alpha}_2 \in \text{BPat}(\alpha[j+1,k])$ such that $(\tilde{\alpha}_1 \cdot \tilde{\alpha}_2)$ is acyclic. We now consider the while loop given on line 4. This loop continuously adds $(i,k)$ to $V$ if and only if there exists $(i,j),(j+1,k) \in V$ such that there exists $\tilde{\alpha}_1 \in \text{BPat}(\alpha[i,j])$ and $\tilde{\alpha}_2 \in \text{BPat}(\alpha[j+1,k])$ where $(\tilde{\alpha}_1 \cdot \tilde{\alpha}_2)$ is acyclic. We also add the edge $((i,k),(i,j),(j+1,k))$ to $E$ to denote that $(i,j)$ and $(j+1,k)$ are the left and right children of $(i,k)$ respectively.

This while loop terminates when $E$ reaches a fixed-point (hence, no more acyclic subpatterns of the input pattern can be derived from $E$). Then, either $(1,n) \in V$ and therefore $\alpha$ is acyclic, or $(1,n) \notin V$ and $\alpha$ is cyclic. Therefore, as long as the subroutine $\text{IsAcyclic}$ is correct, our algorithm is correct.

We now show that the subroutine $\text{IsAcyclic}$ is correct. Assume $\text{IsAcyclic}$ is passed $i,j,k$ (where $1 \leq i \leq j \leq k \leq n$), the pattern $\alpha \in \Xi^+$, and the edge relation $E'$. Since $\text{IsAcyclic}$ has been passed $i,j$, and $k$, it follows that $(i,j),(j+1,k) \in V$ and therefore there exists $\tilde{\alpha}_1 \in \text{BPat}(\alpha[i,j])$ and $\tilde{\alpha}_2 \in \text{BPat}(\alpha[j+1,k])$ such that $\tilde{\alpha}_1$ and $\tilde{\alpha}_2$ are acyclic. We now prove that $\alpha \in \text{BPat}(\alpha[i,j] \cdot \alpha[j+1,k])$ is acyclic if and only if one of the following cases hold:

Case 1. $\alpha[i,j] = \alpha[j+1,k]$. Since there exists an acyclic decomposition $\Psi \in 2\text{FC-CQ}$ for some $\tilde{\alpha} \in \text{BPat}(\alpha[i,j])$, it follows immediately from Lemma 4.11 that $(\tilde{\alpha} \cdot \tilde{\alpha})$ is acyclic.

Hence, $\alpha[i,k]$ is acyclic and we can add $(i,k)$ to $V$.

Case 2. $\text{var}(\alpha[i,j]) \cap \text{var}(\alpha[j+1,k]) = \emptyset$. Because $\alpha[i,j]$ and $\alpha[j+1,k]$ are acyclic, there exists acyclic decompositions $\Psi_1, \Psi_2 \in 2\text{FC-CQ}$ where $\Psi_1$ is the decomposition for some bracketing of $\alpha[i,j]$, $\Psi_2$ is the decomposition of some bracketing of $\alpha[j+1,k]$, and $\text{var}(\Psi_1) \cap \text{var}(\Psi_2) = \emptyset$. Therefore, $\Psi := \Psi_1 \land \Psi_2 \land (z \equiv z' \cdot z'')$ is an acyclic decomposition for some $\tilde{\alpha} \in \text{BPat}(\alpha[i,k])$, where $z \in \Xi$ is a new variable, and $z'$ and $z''$ are the root

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Illustrating Case 3 for the correctness of the $\text{IsAcyclic}$ subroutine.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Illustrating the only-if direction for the correctness of the $\text{IsAcyclic}$ subroutine. Note that $z_1 \neq z_2$, $z_2 \notin \{x_1,y_1\}$, and $z_1 \notin \{x_2,y_2\}$.}
\end{figure}
variables for $\Psi_1$ and $\Psi_2$ respectively. It follows from Lemma 4.11 that $\Psi$ is acyclic.

**Case 3.** $\tilde{\alpha} := ((\tilde{\alpha}_2 \cdot \tilde{\beta}) \cdot \tilde{\alpha}_2)$ for some $\tilde{\beta} \in \text{BPat}$. This implies that $\tilde{\alpha}_1 := (\tilde{\alpha}_2 \cdot \tilde{\beta})$. Let $\Psi_1 \in 2\text{FC-CQ}$ be an acyclic decomposition of $\tilde{\alpha}_1$. Let $(z \equiv z_1 \cdot x_2)$ be the root atom of $\Psi_1$, where $x_1$ represents the bracketing $\tilde{\alpha}_2$. Therefore, the decomposition of $\tilde{\alpha}$ can be obtained from adding the atom $(z' \equiv z \cdot x_1)$ to $\Psi$ where $z' \in \Xi$ is a new variable. We illustrate a concatenation tree for this case in Figure 7 where nodes of the concatenation tree are denoted by factors of $\alpha$. Assuming $\alpha[i,x]$ and $\alpha[x+1,j]$ are acyclic, it is clear that $\Psi$ is $x$-localized for all $x \in \var(\Psi)$. Hence, $(\tilde{\alpha}_1 \cdot \tilde{\alpha}_2)$ is acyclic.

**Case 4.** $\tilde{\alpha} := ((\tilde{\beta} \cdot \tilde{\alpha}_2) \cdot \tilde{\alpha}_2)$ for some $\tilde{\beta} \in \text{BPat}$. Follows analogously to Case 3 because it is a simple permutation of the bracketings.

**Case 5.** $\tilde{\alpha} := (\tilde{\alpha}_1 \cdot (\tilde{\alpha}_1 \cdot \tilde{\beta}))$ for some $\tilde{\beta} \in \text{BPat}$. Follows analogously to Case 3 because it is a simple permutation of the bracketings.

**Case 6.** $\tilde{\alpha} := (\tilde{\alpha}_1 \cdot (\tilde{\beta} \cdot \tilde{\alpha}_1))$ for some $\tilde{\beta} \in \text{BPat}$. Follows analogously to Case 3 because it is a simple permutation of the bracketings.

Each condition has a corresponding if-condition in the subroutine $\text{IsAcyclic}$. Therefore, we know that if $\text{IsAcyclic}$ returns true, given $i,j,k$ (where $1 \leq i \leq j \leq k \leq n$), the pattern $\alpha \in \Xi^+$, and the relation $E'$, then $\alpha[i,k]$ is acyclic.

Now assume non of the above conditions hold. Let $\Psi_1$ be the acyclic decomposition of $\tilde{\alpha}_1$ and let $\Psi_2$ be the acyclic decomposition of $\tilde{\alpha}_2$. Let $(z_1 \equiv x_1 \cdot y_1)$ be the root atom of $\Psi_1$, and let $(z_2 \equiv x_2 \cdot y_2)$ be the root atom of $\Psi_2$. The decomposition of $\tilde{\alpha} := (\tilde{\alpha}_1 \cdot \tilde{\alpha}_2)$ would be $\Psi := \Psi_1 \land \Psi_2 \land (z \equiv z_1 \cdot z_2)$, where $z \in \Xi$ is a new variable. We illustrate part of the concatenation tree for $\Psi$ in Figure 8. Due to the fact that $\tilde{\alpha}_1 \neq \tilde{\alpha}_2$ it follows that $z_1 \neq z_2$. Furthermore, because Cases 3 to 6 do not hold, we know that $z_1 \notin \{x_2, y_2\}$ and $z_2 \notin \{x_1, y_1\}$. However, since $\var(\Psi_1) \cap \var(\Psi_2) \neq \emptyset$ it follows that there exists some $x \in \var(\Psi_1) \cap \var(\Psi_2)$ such that $\Psi$ is $x$-localized. Hence $\Psi$ is cyclic. Notice that $x_1$ (or $y_1$) could be in the set $\{x_2, y_2\}$. But if this is the case, then $z_1$ and $z_2$ are both $x_1$-parents (or $y_1$-parent) and $z$ is not an $x_1$-parent ($y_1$-parent), hence $\Psi$ is not $x_1$-localized.

**Deriving the concatenation tree.** If $(1,n) \in \mathcal{V}$, then we know that $\alpha$ is acyclic. We can then use $V$ and $E$ to derive a concatenation tree, $\mathcal{T} : (\mathcal{V}, \mathcal{E}, <, \Gamma, \tau, v_r)$, for some acyclic decomposition $\Psi_{\tilde{\alpha}} \in 2\text{FC-CQ}$ of $\tilde{\alpha} \in \text{BPat}(\alpha)$. This procedure is given in the following construction:

1. Let $v_r = (1,n)$.
2. While there exists some leaf node of $\mathcal{T}$ of the form $(i,k)$ where $i \neq k$, do:
   a. Find some $j \in \{i, i+1, \ldots, k\}$ such that one of the following conditions holds:
      i. $\alpha[i,j] = \alpha[j+1,k]$, or $\var(\alpha[i,j]) \cap \var(\alpha[j+1,k]) = \emptyset$, then:
         A. Add $\{(i,k),(i,j)\}$ and $\{(i,j),(j+1,k)\}$ to $\mathcal{E}$, and let $(i,j) < (j+1,k)$.
      ii. There exists $x$ such that $((i,j), (i,x), (x+1,j)) \in \mathcal{E}$ and $\alpha[i,x] = \alpha[j+1,k]$ or $\alpha[x+1,j] = \alpha[j+1,k]$, then:
         A. Add $\{(i,k),(i,j)\}$ and $\{(i,j),(j+1,k)\}$ to $\mathcal{E}$, and let $(i,j) < (j+1,k)$.
         B. Add $\{(i,j),(i,x)\}$ and $\{(i,j),(x+1,j)\}$ to $\mathcal{E}$, and let $(i,x) < (x+1,j)$.
      iii. There exists $x$ such that $((j+1,k), (j+1,x), (x+1,k)) \in \mathcal{E}$, and $\alpha[i,j] = \alpha[j+1,x]$ or $\alpha[i,j] = \alpha[x+1,k]$, then:
         A. Add $\{(i,k),(i,j)\}$ and $\{(i,j),(j+1,k)\}$ to $\mathcal{E}$, and let $(i,j) < (j+1,k)$.
         B. Add $\{(j+1,k),(j+1,x)\}$ and $\{(j+1,k),(x+1,j)\}$ to $\mathcal{E}$, and let $(j+1,x) < (x+1,j)$. 

During the construction, we assume that \( V \) is always updated to be the set of nodes that the edge relation \( E \) uses. For intuition, we are essentially taking the relation \( E \), which have been computed by Algorithm 1 and choosing one binary tree from this set of edges. Some care is needed to ensure that the binary tree we choose will result in a concatenation tree for an acyclic decomposition. This is why we cannot choose any edge from \( E \) recursively.

Once the tree has been computed, we mark each node with a variable, such that: \((1, n)\) is marked with \( u \), \((i, i)\) is marked with \( x \) where \( \alpha[i, i] = x \), and each \((i, j)\), where \( i \neq j \) and either \( i \neq 1 \) or \( j \neq n \), is marked with \( x_{\beta} \) where \( \beta = \alpha[i, j] \). We then prune the tree, as defined in Definition 4.8. The resulting tree is the concatenation tree for some decomposition of some acyclic \( \tilde{\alpha} \in \mathbb{BPat}(\alpha) \).

### Complexity

We first consider the subroutine \( \text{IsAcyclic} \). The first two if-statements (lines 11 and 13), run in \( O(n) \) time. The if-statements on lines 15, 17, 19, and 21 run in time \( O(n) \) due to the fact that there are \( O(n) \) such values for \( x \), and it times \( O(1) \) time to check whether the two factors of \( \alpha \) are equal (after linear time preprocessing, see Section 2). Therefore, \( \text{IsAcyclic} \) runs in time \( O(n) \).

The set \( V \) holds substrings of \( \alpha \), and therefore \( |V| \leq n^3 \), since each \((i, k) \in V \) has \( O(n) \) outgoing edges. It follows that the while loop from line 4 to line 14 is iterated \( O(n^3) \) times. The for loop on line 6 is iterated \( O(n^2) \) times. The for loop on line 7 is clearly iterated \( O(n) \) times. Therefore, the whole algorithm runs in time \( O(n^7) \).

We now consider the complexity of deriving the concatenation tree. There are \( O(n) \) nodes in a concatenation tree, and given a node \((i, j)\), where \( i \neq j \), finding an edge \((i, k), (i, j), (j + 1, j) \in E \) takes at most \( O(n^3) \) time, since there are at most \( n \) such values for \( j \) and making sure the relative conditions hold (in the above construction) takes \( O(n^2) \) time, as we have previously discussed when discussing the time complexity for Algorithm 1. Therefore, deriving the concatenation tree, without pruning, takes \( O(n^4) \) time. Finally, pruning the concatenation tree takes \( O(n^2) \) time, since we consider each variable that labels a node, traverse the tree to find the \( \preceq \)-maximum (see Definition 4.8), and prune accordingly. Therefore, we can derive the concatenation tree from \( V \) and \( E \) in time \( O(n^4) \).

\[ G \]

**Proof of Lemma 5.2**

Before proving Lemma 5.2, we restate the definition of normalized \( \text{FC[REG]} \)-CQs. We call an \( \text{FC-CQ} \) with body \( \bigwedge_{i=1}^{n} (x_i \equiv \alpha_i) \) normalized if for all \( i, j \in [n] \), the following conditions hold:

- **Condition 1.** \( \alpha_i \in \Sigma^+ \);
- **Condition 2.** \( x_i \notin \text{var}(\alpha_i) \) and \( u \notin \text{var}(\alpha_i) \), and
- **Condition 3.** \( \alpha_i = \alpha_j \) if and only if \( i = j \).

If an \( \text{FC[REG]} \)-CQ has body \( \bigwedge_{i=1}^{n} (x_i \equiv \alpha_i) \land \bigwedge_{j=1}^{m} (y_j \equiv \gamma) \), then it is normalized if the subformula \( \bigwedge_{i=1}^{n} (x_i \equiv \alpha_i) \) is normalized.

**Lemma 5.2.** Given \( \varphi \in \text{FC[REG]} \)-CQ, we can construct an equivalent, normalized \( \text{FC[REG]} \)-CQ in time \( O(|\varphi|^2) \).

**Proof.** Let \( \varphi' := \text{Ans}(\vec{x}) \leftarrow \land_{i=1}^{n} \eta_i \) be an FC-CQ. We give a way to construct a normalized formula \( \varphi' \in \text{FC[REG]-CQ} \) where \( \varphi' \) is equivalent to \( \varphi \).

**Condition 1.** For all \( i \in [n] \) assume that \( \eta_i = (x \equiv \alpha) \) where \( \alpha \in (\Sigma \cup \Xi)^* \). We now consider the unique factorization for \( \alpha := \beta_1 \cdot \beta_2 \cdots \beta_k \) for some \( k \in \mathbb{N} \), where for all \( \beta_j \), where \( j \in [k] \), either \( \beta_j \in \Xi^+ \) or \( \beta_j \in \Sigma^+ \). Furthermore, if \( \beta_j \in \Xi^+ \) then \( \beta_{j+1} \in \Sigma^+ \), and if \( \beta_j \in \Sigma^+ \) then
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\[ \beta_{j+1} \in \Xi^+ \text{ for all } j \in [k-1]. \] We then replace each \( \beta_i \) where \( \beta_i \in \Sigma^+ \) with a new variable \( z_i \in \Xi \) and add the regular constraint \( (x_i \in \beta_i) \) to \( \varphi \). This takes linear time by scanning each \( \eta_i \) from left to right, and replacing each \( \beta_i \in \Sigma^+ \) with a new variable.

**Condition 2.** While there exists an atom of \( \varphi \) of the form \( (x \equiv \alpha_1 \cdot x \cdot \alpha_2) \), we define an FC-CQ-formula \( \psi \) with the following body:

\[
(x \equiv z) \land \bigwedge_{y \in \text{var}(\alpha_1 \cdot \alpha_2)} (y \equiv \varepsilon),
\]

where \( z \in \Xi \) is a new variable. We then replace \( (x \equiv \alpha_1 \cdot x \cdot \alpha_2) \) in \( \varphi \) with \( \psi \). We can show the \( \psi \) is equivalent to \( (x \equiv \alpha_1 \cdot x \cdot \alpha_2) \) by a simply counting argument. Given any \( \sigma \) which satisfies \( (x \equiv \alpha_1 \cdot x \cdot \alpha_2) \), we have that \( |\sigma(x)| = |\sigma(\alpha_1)| + |\sigma(x)| + |\sigma(\alpha_2)| \) and hence, \( |\sigma(\alpha_1)| + |\sigma(\alpha_2)| = 0 \), which implies that \( \sigma(\alpha_1) = \sigma(\alpha_2) = \varepsilon \).

While there exists an atom of \( \varphi \) of the form \( \eta = (x_i \equiv \alpha_1 \cdot u \cdot \alpha_2) \), we can replace \( \eta_i \) with the subformula \( \psi \) with body:

\[
(u \equiv x_i) \land \bigwedge_{y \in \text{var}(\alpha_1 \cdot \alpha_2)} (y \equiv \varepsilon).
\]

We show that replacing \( \eta_i \) with \( \psi \) results in an equivalent formula using a counting argument. It follows that \( |\sigma(x_i)| = |\sigma(\alpha_1)| + |\sigma(u)| + |\sigma(\alpha_2)| \). Furthermore, we know that \( |\sigma(x_i)| \leq |\sigma(u)| \) and therefore it must hold that \( |\sigma(x_i)| = |\sigma(u)| \), which implies that \( \sigma(x_i) = \sigma(u) \). Therefore, \( |\sigma(\alpha_1)| + |\sigma(\alpha_2)| = 0 \) which can only hold if \( \sigma(\alpha_1) \cdot \sigma(\alpha_2) = \varepsilon \).

The process defined takes polynomial time, since for each atom, we linearly scan the right-hand side. If it does, then we replace a word equation with \( \psi \), as described above. Since we perform a linear scan, this takes \( O(|\varphi|) \) time.

**Condition 3.** If two atoms are identical, then one can be removed. If \( \eta_i = (x_i \equiv \alpha) \) and \( \eta_j = (x_j \equiv \alpha) \) where \( x_i \neq x_j \), then we can replace \( \eta_j \) in \( \varphi \) with \( (x_j \equiv x_i) \). This takes \( O(|\varphi|^2) \) time by considering every pair of atoms.

Since we are always replacing a subformula of \( \varphi \) with an equivalent subformula, it follows that the result of the above construction is equivalent and it is normalized. Furthermore, we have shown that the re-writing procedure defined takes \( O(|\varphi|^2) \) time. \( \blacksquare \)

## Proof of Lemma 5.6

If \( T := (V, E) \) is a tree and \( V' \subseteq V \), then the induced subgraph of \( T \) on \( V' \) is the graph \( G := (V', E') \) where \( e \in E' \) if and only if \( e \in E \) and the two endpoints of \( e \) are in the set \( V' \).

Notice that \( G \) is not necessarily a tree, because \( G \) may not be connected.

**Lemma 5.6.** If \( \Psi_\varphi \in 2FC-CQ \) is a decomposition of \( \varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^m \eta_i \), and we have a join tree \( T := (V, E) \) for \( \Psi_\varphi \), then we can partition \( T \) into \( T^1, T^2, \ldots, T^n \) such that for each \( i \in [n] \), we have that \( T^i \) is a join tree for a decomposition of \( \eta_i \).

**Proof.** Let \( \varphi \in FC-CQ \) be an acyclic formula defined as \( \varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^m \eta_i \). Let \( \Psi_\varphi \in 2FC-CQ \) be an acyclic decomposition of \( \varphi \) and let \( T := (V, E) \) be a join tree of \( \Psi_\varphi \). By definition, \( \Psi_\varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^m \Psi_i \) where \( \Psi_i \) is a decomposition of \( \eta_i \) for each \( i \in [n] \). Since \( V \) contains all atoms of \( \Psi \), it follows that all atoms of \( \Psi_i \) are in \( V \).

Let \( T^i := (V^i, E^i) \) be the induced subgraph of \( T \) on the atoms of \( \Psi_i \). We now prove that \( T^i \) is a join tree for \( \Psi_i \). By definition, we know that all atom of \( \Psi_i \) are present in \( T^i \) and
that no cycles exist in $T^i$ (since it is a subgraph of $T$). Therefore, to show that the resulting structure is a join tree, it is sufficient to show that this structure is connected.

We prove that $T^i$ is connected by a contradiction. Let $(z_1 \doteq z_2 \cdot z_3), (z_4 \doteq z_5 \cdot z_6) \in V^i$ be two nodes of $T^i$ which we assume are not connected. Let $\mathcal{T} := (V,E,<,\Gamma,\tau,v_\top)$ be the concatenation tree for $\Psi_i$. Let $v_1, v_n \in V$ be non-leaf nodes of $\mathcal{T}$ such that atom$(v_1) = (z_1 \doteq z_2 \cdot z_3)$ and atom$(v_n) = (z_4 \doteq z_5 \cdot z_6)$. Let $(v_1,v_2,\ldots,v_n)$ be the sequence of nodes which exist on the path in the concatenation tree from $v_1$ to $v_n$. Let $k \in [n]$ such that $v_k \in V$ is the lowest common ancestor of $v_1$ and $v_n$. Notice that atom$(v_i)$ and atom$(v_{i+1})$ for all $i \in [k - 1]$ share the variable that labels $v_i$. Therefore, since $T$ is a join tree, these nodes are connected via a path where each node that lies on that path contains the variable that labels $v_i$. We know that no nodes removed in the manipulation contain the variable that labels $v_i$ since this is an introduced variable for $\Psi_i$ and therefore the variable that labels $v_i$ is not present in any atom of $\Psi_j$ for any $j \in [n] \setminus \{i\}$. Hence, atom$(v_i)$ and atom$(v_{i+1})$ must be connected for all $i \in [k - 1]$ in the structure resulting from the above manipulating the join tree. Thus, atom$(v_1)$ and atom$(v_n)$ are connected in this structure, by transitivity. The analogous reason means that atom$(v_n)$ and atom$(v_k)$ are connected in $T^i$. Hence, atom$(v_1)$ and atom$(v_n)$ is connected in the resulting structure and we have reached the desired contradiction. If $v_1$ is an ancestor of $v_n$ (or $v_n$ is an ancestor of $v_1$), then connectivity follows trivially.

Therefore, there is a subtree of $T := (V,E)$ that is a join tree for the decomposition of $\eta_i$. Due to the fact that the body of $\Psi_\varphi$ is $\bigsqcup_{i=1}^{n} \Psi_i$ where $\Psi_i$ is a decomposition of $\eta_i$ such that the set of introduced variables for $\Psi_i$ is disjoint from the introduced variables for $\Psi_j$, where $i \neq j$, it follows that $V^i \cap V^j = \emptyset$ for $T^i := (V^i,E^i)$ and $T^j := (V^j,E^j)$.

1 Proof of Lemma 5.8

Lemma 5.8. Let $\varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$ be a normalized FC-CQ. If any of the following conditions holds, then $\varphi$ is cyclic:

1. $\varphi$ is weakly cyclic,
2. $\eta_i$ is cyclic for any $i \in [n]$,
3. $|\text{var}(\eta_i) \cap \text{var}(\eta_j)| > 3$ for any $i,j \in [n]$ where $i \neq j$, or
4. $|\text{var}(\eta_i) \cap \text{var}(\eta_j)| = 3$, and $|\eta_i| > 3$ or $|\eta_j| > 3$ for any $i,j \in [n]$ where $i \neq j$.

Proof. Let $\varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{n} \eta_i$ be a normalized FC-CQ, and let $\Psi_\varphi := \text{Ans}(\vec{x}) \leftarrow \bigwedge_{i=1}^{n} \Psi_i$ be the decomposition of $\varphi$ where $\Psi_i$ is a decomposition of $\eta_i$ for all $i \in [n]$. We will now prove that if any of the conditions hold, then $\varphi$ is cyclic.

Condition 1. For sake of a contradiction, assume $\varphi$ is an acyclic, normalized FC-CQ which is weakly cyclic. Let $T := (V,E)$ be a join tree for $\Psi_\varphi$. From Lemma 5.8, it follows that for each $i \in [n]$ there exists a subtree $T^i$ of $T_\varphi$ which is a join tree for a decomposition of $\eta_i$. We now construct a weak join tree for $\varphi$. Let $T_w := (V_w,E_w)$ where $V_w := \{\eta_i \mid i \in [n]\}$, and $\{\eta_i, \eta_j\} \in E_w$ if and only if there is an edge $\{v_i, v_j\} \in E$ where $v_i \in V^i$ and $v_j \in V^j$ for each $i,j \in [n]$ where $i \neq j$. We now prove that this is a weak join tree for $\varphi$.

For sake of contradiction, assume that $T_w$ is not a weak join tree for $\varphi$. By the procedure used to compute $T_w$ we know that $V_w = \{\eta_i \mid i \in [n]\}$, and we know that this structure is a tree (we know this because if $T_w$ is not a tree, then $T$ is not a tree). Therefore, if $T_w$ is not a join tree, it follows that there exists $\eta_i \in V_w$ and $\eta_j \in V_w$ such that there is some variable $x \in \text{var}(\eta_i) \cap \text{var}(\eta_j)$ where some node $\eta_k \in V_w$ exists on the path between $\eta_i$ and $\eta_j$ in $T_w$, and $x \notin \text{var}(\eta_k)$. If this is the case, then $x \in \text{var}(\Psi_i) \cap \text{var}(\Psi_j)$, and $x \notin \text{var}(\Psi_k)$. Hence there is a path between two nodes in $T$ which contain the variable $x \in \text{var}(\Psi_\varphi)$, which are
atoms of \( \Psi_i \) and \( \Psi_j \), yet there is a node on the path between these nodes which does not contain the variable \( x \), which is some atom of \( \Psi_k \). Therefore, \( T \) is not a join tree and we have reached a contradiction. Since we have reached a contradiction, \( T_w := (V_w, E_w) \) is a weak join tree for \( \varphi \) and hence if \( \varphi \) is weakly cyclic, we can conclude that \( \varphi \) is cyclic.

**Condition 2.** This follows directly from Lemma 5.9. Since for any join tree \( T := (V, E) \) of a decomposition of \( \varphi \), there exists a subtree which is a join tree for some decomposition of \( \eta_i \), we can conclude that if \( \eta_i \) is cyclic, then \( \varphi \) is cyclic.

**Condition 3.** For sake of contradiction, assume that \( \varphi \) is acyclic, and assume that \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| > 3 \) for some \( i, j \in [n] \) where \( i \neq j \). Let \( T := (V, E) \) be a join tree for \( \Psi_\varphi \). Let \( T^i \) and \( T^j \) be subtrees of \( T \) which are join trees for the decompositions of \( \eta_i \) and \( \eta_j \) respectively. Note that these trees are disjoint. Let \( (z_1 \equiv x_1 \cdot y_1) \) and \( (z_2 \equiv x_2 \cdot y_2) \) be nodes of \( T^i \) and \( T^j \) respectively, such that \( (z_1 \equiv x_1 \cdot y_1) \) is the closest node (with regards to distance) to any node in \( T^j \), and \( (z_2 \equiv x_2 \cdot y_2) \) is the closest node to any node in \( T^i \), these atoms are well defined because \( T \) is a tree. Notice that \( |\text{var}(z_1 \equiv x_1 \cdot y_1) \cap \text{var}(z_2 \equiv x_2 \cdot y_2)| \leq 3 \). Therefore, there is a node of \( T^i \) which shares a variable with some node of \( T^j \), yet this variable does not exist on the path between these nodes, since \( (z_1 \equiv x_1 \cdot y_1) \) must exist on such a path.

**Condition 4.** Towards a contradiction. Assume that \( \varphi \) is acyclic and there exists \( i, j \in [n] \), where \( i \neq j \), such that \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| = 3 \) and \( |\eta_i| > 3 \) (the other case is symmetric). Let \( T := (V, E) \) be a join tree for \( \Psi_\varphi \in 2\text{FC-CQ} \). Let \( T^i \) be the subtree of \( T \) which is a join tree for \( \eta_i \) and let \( T^j \) be the subtree of \( T \) which is a join tree for \( \eta_j \). Since we have that \( |\eta_i| > 3 \), we decompose \( \eta_i \) into \( \Psi_i \in 2\text{FC-CQ} \). Note that for each atom of \( \Psi_i \), there is a variable \( z \in \text{var}(\Psi_i) \setminus \text{var}(\Psi_j) \). This holds due to the fact that the set of introduced variables for \( \Psi_i \) is disjoint from the set of introduced variables for \( \Psi_j \) where \( i, j \in [n] \) and \( i \neq j \). Therefore the maximum shared variable between an atom of \( \Psi_i \) and an atom of \( \Psi_j \) is 2. Using the same argument used in Condition 3, this results in a contradiction and therefore our assumption that \( \varphi \) is acyclic cannot hold.

**J** Proof of Lemma 5.12

**Lemma 5.12.** Let \( \Psi_\varphi \in 2\text{FC-CQ} \) be a decomposition of \( \varphi \in \text{FC-CQ} \). If \( \Psi_\varphi \) is acyclic, then any weak join tree can be used as the skeleton tree.

**Proof.** Let \( \varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^n \eta_i \) be a normalized FC-CQ and let \( \Psi_\varphi := \text{Ans}(\bar{x}) \leftarrow \bigwedge_{i=1}^n \Psi_i \) be an acyclic decomposition of \( \varphi \) such that \( \Psi_i \in 2\text{FC-CQ} \) is the decomposition of \( \eta_i \) for each \( i \in [n] \). Let \( T := (V, E) \) be a join tree of \( \Psi_\varphi \) and let \( T_s := (V_s, E_s) \) be the skeleton tree of \( T \). We work towards a contradiction, assume \( T_w := (V_w, E_w) \) is a weak join tree for \( \varphi \), but there does not exist a join tree \( T' := (V', E') \) of \( \Psi_\varphi \) such that \( T_w \) is the skeleton tree of \( T' \). We now transform \( T \) to obtain the join tree \( T' \), and thus reach our contradiction.

For each \( i \in [n] \), let \( T^{i'} := (V^{i'}, E^{i'}) \) be the subtree of \( T \) such that \( T^{i'} \) is a join tree for \( \Psi_i \). We know that these subtrees are disjoint. Let \( F := (V_f, E_f) \) be a forest where \( V_f := \bigcup_{i=1}^n V^{i'} \) and \( E_f := \bigcup_{i=1}^n E^{i'} \). Then, for each edge \( \{\eta, \eta\} \in E_w \), let \( \chi_{i,j} \) be the atom of \( \Psi_i \) and \( \chi_{j,i} \) the atom of \( \Psi_j \) such that these are the end nodes in the shortest path from any atom of \( \Psi_i \) to any atom of \( \Psi_j \) in \( T \). Then, add the edge \( \{\chi_{i,j}, \chi_{j,i}\} \) to \( E_f \) for each \( \{\eta, \eta\} \in E_w \). Let \( T' := (V', E') \) be the result of the above augmentation of \( T \).

We now prove that \( T' := (V', E') \) is a join tree for \( \Psi_\varphi \). We can see that \( T' \) is a tree, every atom of \( \Psi_\varphi \) is a node of \( T' \), and that \( \text{var}(\chi_{i,j}) \cap \text{var}(\chi_{j,i}) = \text{var}(\eta_i) \cap \text{var}(\eta_j) \) which
We can decide in polynomial time whether there exists an acyclic sequence \( x \in \text{var}(\chi) \cap \text{var}(\chi') \), also contains the variable \( x \). Without loss of generality, assume that \( \chi \in V^1 \) and \( \chi' \in V^k \) where \( V^1 \) and \( V^k \) are the set of vertices for the join tree for the decomposition of \( \eta_1 \) and \( \eta_k \) respectively. Further assume that the path from \( \eta_1 \) to \( \eta_k \) in \( T_w \) consists of \( \{\eta_i, \eta_{i+1}\} \) for \( i \in [k - 1] \). Since \( T_w \) is a weak join tree, and that \( \eta_1 \) and \( \eta_k \) both contain the variable \( x \), it follows that for all \( i \in [k - 1] \), the word equation \( \eta_i \) contains the variable \( x \). Furthermore, we know that for any any edge \( \{\chi_i, \chi_{i+1}\} \in E' \), where \( \chi_i \in V^i \) and \( \chi_{i+1} \in V^{i+1} \), that \( \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) = \text{var}(\eta_i) \cap \text{var}(\eta_{i+1}) \), therefore \( x \in \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) \). Because \( T^i := (V^i, E^i) \) is a join tree for \( \Psi_i \), every node that lies on the path between two nodes of \( V^i \) which have the variable \( x \), also has the variable \( x \). Furthermore, for any edge \( \{\chi_i, \chi_{i+1}\} \in E' \), where \( \chi_i \in V^i \) and \( \chi_{i+1} \in V^{i+1} \), we know that \( x \in \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) \). Hence, all nodes on the path between \( \chi \) and \( \chi' \) contain \( x \). 

**K. Proof of Lemma 5.13**

The following is a lemma for the “main case” of Lemma 5.13.

**Lemma K.1.** Given a pattern \( \alpha \in \Xi^+ \) and a set \( C \subseteq \{(x, y) \mid x, y \in \text{var}(\alpha) \text{ and } x \neq y \} \). We can decide in polynomial time whether there exists an acyclic \( \tilde{\alpha} \in \text{BPat}(\alpha) \) such that for each \( (x, y) \in C \), either \( (x \cdot y) \subseteq \tilde{\alpha} \) or \( (y \cdot x) \subseteq \tilde{\alpha} \).

**Proof.** We assume that every variable that appears in \( C \) also appears in the input pattern, since if this does not hold, we can immediately return False. This initial check can clearly be done in polynomial time. The algorithm used to solve the problem stated in the lemma is given in Algorithm 3. This is a variation of the algorithm given in Theorem 4.12 but \( V \) and \( E' \) are initialized differently. There is also an extra subroutine given in Algorithm 4 to deal with a special case. It follows from the proof of Theorem 4.12 that if then Algorithm 3 returns True, then an acyclic concatenation tree can be derived from \( E \) and \( V \) in polynomial time. We first look at the correctness.

**Correctness.** Algorithm 3 initializes \( E' \) such that one of the following conditions must hold:

1. \( \{(i, i + 1), (i, i), (i + 1, i + 1)\} \in E' \) where \( \{(i, i), (i + 1, i + 1)\} \in C \), or
2. \( \{(i, i + 1), (i, i), (i + 1, i + 1)\} \in E' \) where for all \( c \in C \) we have that \( (i, i) \notin c \) and \( (i + 1, i + 1) \notin c \).

Furthermore, line 37 now ensures that \( i < k - 1 \). This avoids the case where \( (i, i + 1) \) is added to \( V \) where \( (i, i + 1) \) does not satisfy one of the above conditions.

The subroutine extraCase ensures that if some \( x \in \Xi \), where \( \{x, y\} \in C \) for some \( y \in \Xi \), is concatenated to some \( \beta \in \text{BPat} \), then the set of variables in \( \beta \) is \( \{x, y\} \). We now consider two cases. We note that we use the shorthand \( \text{var}(\tilde{\alpha}) \) for any \( \tilde{\alpha} \in \text{BPat} \) to denote the set variables that appears in \( \tilde{\alpha} \).

**Case 1:** If \( \tilde{\alpha} \) exists, then IsAcyclic returns true. This direction follows from the proof of Theorem 4.12. However, we need to prove that the new restrictions added to the IsAcyclic ensures that if such an \( \tilde{\alpha} \) (that satisfies the conditions given in the lemma statement) exists, then IsAcyclic still returns true.

Let \( \alpha \in \Xi^+ \) and \( C \subseteq \{(x, y) \mid x, y \in \text{var}(\alpha) \text{ and } x \neq y \} \). Let \( \tilde{\alpha} \in \text{BPat}(\alpha) \) such that for each \( (x, y) \in C \), either \( (x \cdot y) \subseteq \tilde{\alpha} \) or \( (y \cdot x) \subseteq \tilde{\alpha} \).
Algorithm 3 A variant of the Acyclic Pattern Algorithm. The subroutine IsAcyclic is identical to how it was given in the proof of Theorem 4.12.

Input : $\alpha \in \Xi^+$, where $|\alpha| = n$.

Output: True if $\alpha$ is acyclic, and False otherwise.

1. $E' \leftarrow \{(i, i+1), (i, i), (i+1, i+1)\}$ for all $c \in C$ we have $(i, i), (i+1, i+1) \notin c$;
2. $E' \leftarrow E' \cup \{(i, i+1), (i, i), (i+1, i+1)\}$ for all $c \in C$ we have $(i, i), (i+1, i+1) \in C$;
3. $V$ is the set of nodes in $E'$;
4. Add $(i, i)$ to $V$ for all $i \in [n]$;
5. $E \leftarrow \emptyset$;
6. while $E' \neq E$ do
7.  for $i, k \in [n]$ where $i < k - 1$ do
8.    for $j \in \{i, i+1, \ldots, k-1\}$ where $(i, k), (i, j), (j+1, k) \notin E'$ do
9.      if $(i, j), (j+1, k) \in V$ and IsAcyclic($i, j, k, \alpha, E'$) and extraCheck($i, j, k, \alpha, C$) then
10.         Add $(i, j), (j+1, k)$ to $E'$;
11.         Add $(i, k)$ to $V$;
12.      end
13.  end
14.  end
15. end
16. Return True if $(1, n) \in V$, and False otherwise;

Algorithm 4 extraCheck.

Input : $i, j, k, \alpha, C$

Output: False, if $\{x, y\} \in C$ and $x$ is concatenated to $\tilde{\beta}$ where $\text{var}(\tilde{\beta}) \neq \{x, y\}$.

True, otherwise.

17. if $i = j$ and there exists $\{x, y\} \in C$ where $\alpha[i, j] \in \{x, y\}$ then
18.    if $\text{var}(\alpha[i+1, k]) = \{x, y\}$ then
19.      Return True;
20.    else
21.      Return False;
22.  end
23. else if $j = k$ and there exists $\{x, y\} \in C$ where $\alpha[j+1, k] \in \{x, y\}$ then
24.    if $\text{var}(\alpha[i, j]) = \{x, y\}$ then
25.      Return True;
26.    else
27.      Return False;
28.  end
29. else
30.    Return True
Due to the initialization of $E'$ and $V$, we know that if $(x \cdot y) \subseteq \tilde{\alpha}$, then either there exist some $\{x, y\} \in C$, or for all $\{x', y'\} \in C$ we have that $x \notin \{x', y'\}$ and $y \notin \{x', y'\}$. To show that this is the correct behavior, we prove the claim that if, without loss of generality, $(x \cdot y) \subseteq \tilde{\alpha}$ for all $\{x, y\} \in C$, and $(x \cdot z) \subseteq \tilde{\alpha}$ where $z$ is not an element of any $\{x', y'\} \in C$, then $\tilde{\alpha}$ is cyclic. To prove this claim, we work towards a contradiction. Let $\alpha \in \Xi^+$ and assume that $\tilde{\alpha} \in \text{BPat}(\alpha)$ is acyclic where, without loss of generality, $(x \cdot y), (x \cdot z) \subseteq \tilde{\alpha}$ and $z$ is not an element of any $\{x', y'\} \in C$ (it follows that $x \neq y$). Let $\Psi_\tilde{\alpha} \in 2\text{FC-CQ}$ be the decomposition of $\tilde{\alpha}$. We can see that both $(z \not\equiv x \cdot y)$ and $(z \not\equiv x \cdot z)$ are atoms of $\Psi_\tilde{\alpha}$ where $z \neq z'$. Let $\mathcal{T} := \langle \mathcal{V}, \mathcal{E}, <, \Gamma, \tau, v_\tau \rangle$ be the concatenation tree for $\Psi_\tilde{\alpha}$. It follows that there exists two nodes $v, v' \in \mathcal{V}$ where $\tau(v) = z$ and $\tau(v') = z'$ where $z$ and $z'$ are $x$-parents. Consider the lowest common ancestor of $z$ and $z'$. This lowest common ancestor is not an $x$-parent, since it must be a parent of two nodes labeled with an introduced variable, yet it lies on the path between $z$ and $z'$. Hence, $\Psi_\tilde{\alpha}$ is not $x$-localized and hence $\tilde{\alpha}$ is cyclic. Therefore, the initialization of $E'$ and $V$ is the correct behavior.

Next, we look at the extraCheck subroutine. Assume that without loss of generality $(x \cdot y) \subseteq \tilde{\alpha}$ for all $\{x, y\}$, and $\tilde{\alpha}$ is acyclic. It follows that there exists a node $v_1$ with two children $v_2$ and $v_3$ such that $\tau(v_2) = x$ and $\tau(v_3) = y$. Let $\Psi_\tilde{\alpha} \in 2\text{FC-CQ}$ be the decomposition of $\tilde{\alpha}$, and let $\mathcal{T}$ be the concatenation tree for $\Psi_\tilde{\alpha}$. Since $\Psi_\tilde{\alpha}$ is acyclic, it must be both $x$ and $y$ localized. Therefore, since $v_1$ is itself an $x$-parent, all $x$ parents form a subtree of $\mathcal{T}$ which is connected to $v_1$. Hence, if $x$ is concatenated to $\tilde{\beta}$ in $\tilde{\alpha}$, it follows that $\text{var}(\tilde{\beta}) = \{x, y\}$ must hold. This concludes the correctness proof for this direction.

Case 2: If IsAcyclic returns true, then $\tilde{\alpha}$ exists. If Algorithm 3 terminate and $(1, n) \in V$, then $\alpha$ is acyclic and we can derive a concatenation tree for some acyclic decomposition $\Psi_\tilde{\alpha}$ of $\tilde{\alpha} \in \text{BPat}(\alpha)$, see the proof of Theorem 4.12. The derivation procedure adds edges from $E$ to the concatenation tree until the leaf nodes are all $(i, i)$ for $i \in [n]$. Hence, if a node has the children $(i, i)$ and $(i + 1, i + 1)$, it follows that these nodes must satisfy the conditions defined in the initialization of $E$. We now show that $\{x, y\} \subseteq C$, either $(x \cdot y) \subseteq \tilde{\alpha}$ or $(y \cdot x) \subseteq \tilde{\alpha}$. For sake of a contradiction, assume that there exists some $\{x, y\} \subseteq C$ such that, without loss of generality, $(x \cdot y) \subseteq \tilde{\alpha}$ does not hold. Due to the initialization of $E'$, it follows that there cannot exist some $(x \cdot z) \subseteq \tilde{\alpha}$ such that $z \neq y$. Furthermore, if $x \in \Xi$ is concatenated to some $\tilde{\beta} \subseteq \tilde{\alpha}$, then it follows that $\text{var}(\tilde{\beta}) = \{x, y\}$. Hence, without loss of generality, $(x \cdot y) \subseteq \tilde{\beta}$ holds. We also do a preprocessing step to make sure that all the variables that appear in $C$, also appear in $\alpha$. Therefore, the resulting concatenation tree represents an acyclic bracketing $\tilde{\alpha}$ of the input pattern $\alpha$, where $(x \cdot y)$ or $(y \cdot x)$ is a subbracketing of $\tilde{\alpha}$ for all $\{x, y\} \subseteq C$.

Complexity. Due to the fact that Algorithm 3 is almost identical to the algorithm given in the proof of Theorem 4.12 it is sufficient to prove that it takes polynomial time to initialize $V$ and $E$, and that the subroutine extraCheck can be executed in polynomial time. We can assume that we precompute the set $\mathcal{C} := \bigcup_{s \in C} s$.

We first consider the initialization of $V$ and $E'$. For each $i \in [n - 1]$, we check whether $\{\alpha[i], \alpha[i + 1]\} \subseteq C$, and if that is false, we check whether $\alpha[i], \alpha[i + 1] \notin \mathcal{C}$. Therefore, the initialization of $E'$ takes $O(n)$, since the checks for each $i \in [n - 1]$ takes constant time, and adding to $E'$ takes constant time. Furthermore, adding all nodes of $E'$ to $V$ takes $O(|E'|)$ time, and since $|E'| \in O(n)$, this also takes $O(n)$ time. Now, we consider the time complexity of the extraCheck subroutine. Deciding whether $i = j$ and $\alpha[i] \in \mathcal{C}$ takes constant time (line 47), and deciding whether $\text{var}(\alpha[j + 1, k]) = \{x, y\}$ takes $O(n)$ time. Since the other case is symmetric, the total running time of extraCheck is $O(n)$. Therefore, it follows form the
proof of Theorem 4.12 that Algorithm 3 runs in time $O(n^7)$. 

**Actual proof of Lemma 5.13.**

> **Lemma 5.13.** Given a normalized FC-CQ of the form $\varphi := \text{Ans}(\overline{x}) \leftarrow (z \doteq \alpha)$ and a set $C \subseteq \{ \{x, y\} \mid x, y \in \text{var}(z \doteq \alpha) \text{ and } x \neq y \}$, we can decide whether there is an acyclic decomposition $\Psi \in 2\text{FC-CQ}$ of $\varphi$ such that for every $\{x, y\} \in C$, there is an atom of $\Psi$ that contains both $x$ and $y$ in time $O(|\alpha|^7)$.

**Proof.** If for all $\{x, y\} \in C$, we have that $x, y \in \text{var}(\alpha)$, then we know that this problem can be decided in time $O(n^7)$. We use Lemma [K.1] and since we can decide whether there exists an acyclic bracketing $\hat{\alpha} \in \text{BPat}(\alpha)$ such that $(x \cdot y) \sqsubseteq \hat{\alpha}$ or $(y \cdot x) \sqsubseteq \hat{\alpha}$. If such a decomposition exists, it follows that $(z_1 \doteq x \cdot y)$ or $(z_1 \doteq y \cdot x)$, for some $z_1 \in \Xi$, is an atom in the decomposition of $(z \doteq \alpha)$, where $\hat{\alpha} \in \text{BPat}(\alpha)$ is the bracketing used for the decomposition.

If for some $\{x, y\} \in C$, we have that $x = z$, then we know $y \in \text{var}(\alpha) \setminus \{z\}$ since $x \neq y$. We now claim that the acyclic decomposition $\Psi \in 2\text{FC-CQ}$ exists, in the case where $x = z$, if and only if there exists $i, j \in \mathbb{N}$ such that $\alpha = y^i \beta y^j$ where $\beta$ is acyclic and $|\beta|_y = 0$.

For the if direction, we give the following bracketing of $\alpha$:

$\tilde{\alpha} := (((y \cdot (\cdots (y \cdot (y \cdot \tilde{\beta})) \cdot y) \cdots ) \cdot y)$,

where $\tilde{\beta} \in \text{BPat}(\beta)$ and the decomposition, $\Psi_{\tilde{\beta}}$, of $\tilde{\beta}$ is acyclic. We can see that $\tilde{\alpha}$ is decomposed $\Psi_{\tilde{\alpha}} \in 2\text{FC-CQ}$ which is acyclic since $\tilde{\beta}$ is acyclic, and we are repeatedly prepending $y$ symbols, before repeatedly appending $y$ symbols. Therefore, $\Psi_{\tilde{\alpha}}$ is $y$-localized and $x'$-localized for all $x' \in \text{var}(\Psi_{\tilde{\beta}})$. Furthermore, we have that $(z \doteq z' \cdot y)$, for some $z' \in \Xi$, is an atom of the decomposition.

We now prove the only if direction. Let $\Psi_{\tilde{\alpha}} \in 2\text{FC-CQ}$ be an acyclic decomposition of $(z \doteq \alpha)$ such that some atom of $\Psi_{\tilde{\alpha}}$ contains the variables $z$ and $y$. Let $T := (V, E, <, \Gamma, \tau, v_r)$ be the concatenation tree for $\tilde{\alpha} \in \text{BPat}(\alpha)$, where $\Psi_{\tilde{\alpha}}$ is the decomposition of $\tilde{\alpha}$. Since $z$ only appears in the root atom of $\Psi_{\tilde{\alpha}}$, we know that for $y$ and $z$ to appear in the same atom, the root atom of $\Psi_{\tilde{\alpha}}$ must contain the variable $y$ (i.e., the root atom is either $(z \doteq y \cdot z')$ or $(z \doteq z' \cdot y)$ for some $z' \in \text{var}(\Psi_{\tilde{\alpha}})$). It therefore follows that there exists $\{v_1, v_2\}, \{v_1, v_3\} \in E$, where $v_2 < v_3$, such that $\tau(v_1) = z$ and either $\tau(v_2) = y$ or $\tau(v_1) = y$ and where $v_1 \in V$ is the root of the concatenation tree. Let $T_y$ be the induced sub-tree of $T$ which contains only $y$-parents along with their children. We know that $T_y$ is a connected since $\Psi$ is $y$-localized since $\Psi_{\tilde{\alpha}}$ to be acyclic. We also know that the root of the tree is a $y$-parent. Thus, each $y$ can only contribute to the prefix or suffix of $\alpha$ and hence $\alpha = y^i \beta y^j$ where $|\beta|_y = 0$ must hold. See Figure 9 for an example of $T_y$.

Therefore, to decide whether $(z \doteq \alpha)$ can be decomposed into an acyclic formula $\Psi \in 2\text{FC-CQ}$ such that there exists an atom of $\Psi$ which has the variables $z$ and $y$, it is sufficient to decide whether $\alpha = y^i \beta y^j$ where $\beta$ is acyclic and $|\beta|_y = 0$. This can obviously be decided in $O(n^7)$ time by removing the prefix $y^i$ and the suffix $y^j$ in linear time, then checking whether $\beta$ is acyclic. Note that there can exist exactly one element of $C$ which contains the variable $z$, due to the fact that if two elements of $C$ are not disjoint, then we can decide that $\Psi$ does not exist. Therefore, after we have dealt with this case, we can continue with the procedure defined in Lemma [K.1] to determine whether there is an acyclic decomposition $\Psi \in 2\text{FC-CQ}$ of $\varphi$ such that for every $\{x, y\} \in C$, there exists an atom $(z_1 \doteq z_2 \cdot z_3)$ of $\Psi$ where $\{x, y\} \subseteq \text{var}(z_1 \doteq z_2 \cdot z_3)$ in $O(n^7)$. 

\[\square\]
**Proof of Theorem 5.14**

**Theorem 5.14.** Whether \( \varphi \in \text{FC}[\text{REG}]\text{-CQ} \) is acyclic can be decided in time \( O(|\varphi|^8) \).

**Proof.** Let \( \varphi := \text{Ans}(\overline{x}) \leftarrow \bigwedge_{i=1}^m \eta_i \) be a normalized FC-CQ, where \( \eta_i := (x_i \equiv \alpha_i) \) for all \( i \in [m] \). We first rule out some cases where \( \varphi \) must be cyclic (see Lemma 5.8).

1. If \( \varphi \) is weakly cyclic, then return “\( \varphi \) is cyclic”, otherwise let \( T_w := (V_w, E_w) \) be a weak join tree for \( \varphi \).
2. If there exists \( \{ \eta_i, \eta_j \} \in E_w \) such that \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| > 3 \) then return “\( \varphi \) is cyclic”.
3. If there exists an edge \( \{ \eta_i, \eta_j \} \in E_w \) where \( |\text{var}(\eta_i) \cap \text{var}(\eta_j)| = 3 \) and \( |\eta_i| > 3 \) or \( |\eta_j| > 3 \), then return “\( \varphi \) is cyclic”.

We then label every edge, \( e \in E_w \), with the set of variables that the two endpoints share. For every atom \( \eta_i \) of \( \varphi \), we create the set \( C_i \in \mathcal{P}(\Xi) \). We define \( C_i \) by considering every outgoing edge of \( \eta_i \) in \( T_w \), and taking a union of the sets that label of those edges. We now give a construction to find an acyclic decomposition, \( \Psi_e \in \text{2FC-CQ} \), of \( \varphi \), if one exists.

If \( |C_i| = 0 \), then let \( \Psi_i \) be any acyclic decomposition of \( \eta_i \). If \( \max_{k \in C_i} (|k|) = 1 \) then let \( \Psi_i \) be any acyclic decomposition of \( \eta_i \). If \( \max_{k \in C_i} (|k|) = 2 \) then we can use Lemma 5.13 to obtain the acyclic decomposition \( \Psi_i \) of \( \eta_i \) such that for all \( k \in C_i \) where \( |k| = 2 \), there is an atom of \( \Psi_i \) which contains the variables of \( k \). If \( \max_{k \in C_i} (|k|) = 3 \) then we know that \( |\eta_i| \leq 3 \), and therefore \( \Psi_i = \eta_i \) (see Lemma 5.8).

**Claim L.1.** If there does not exist an acyclic decomposition \( \Psi_i \in \text{2FC-CQ} \) of \( \eta_i \) such that for all \( k \in C_i \) where \( |k| = 2 \), there is an atom of \( \Psi_i \) which contains all the variables of \( k \), then \( \varphi \) is cyclic.

**Proof.** We prove this claim by working towards a contradiction. Assume that there exists \( \Psi \varphi \in \text{2FC-CQ} \) which is an acyclic decomposition of \( \varphi \), and that there exists two atoms \( \eta_i \) and \( \eta_j \) such that there does not exist an acyclic decomposition \( \Psi_i \) of \( \eta_i \) where some atom of \( \Psi_i \) is of the form \( (z \equiv x \cdot y) \), where \( \text{var}(\eta_i) \cap \text{var}(\eta_j) = \text{var}(z \equiv x \cdot y) \cap \text{var}(\eta_j) \).

Let \( T := (V, E) \) be the join-tree for \( \Psi \varphi \). We know from Lemma 5.6 that there exists a sub-tree of \( T \) which is a join tree for the decompositions of \( \eta_i \) and \( \eta_j \). Let \( T^i \) be the sub-tree of \( T \) which represents a join-tree for \( \Psi_i \) (the decomposition of \( \eta_i \)), and let \( T^j \) be the sub-tree of \( T \) which is a join-tree for \( \Psi_j \) (the decomposition of \( \eta_j \)). Let \( p \) be the shortest in path in \( T \) from some node in \( T^i \) to some node in \( T^j \). Because \( T \) is a tree, this path is uniquely defined. However, there does not exist a node \( (z \equiv x \cdot y) \) of \( T^j \) such that \( \text{var}(\eta_i) \cap \text{var}(\eta_j) = \text{var}(z \equiv x \cdot y) \cap \text{var}(\eta_j) \). Therefore, there is some variable
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\[ \chi' \in \text{var}(\eta_i) \cap \text{var}(\eta_j) \text{ where } \chi' \text{ is not a variable of every atom on the path } p. \text{ Therefore } T \text{ is not a join tree.} \]

Once we have an acyclic formula \( \Psi_i \in 2\text{FC-CQ} \) for all \( i \in [m] \), we can define \( \Psi_\varphi \in 2\text{FC-CQ} \) as an acyclic decomposition of \( \varphi \) as \( \Psi_\varphi := \text{Ans}(\bar{x}) \leftarrow \land_{i=1}^m \Psi_i \).

**Complexity.** We now prove that given the normalized formula, \( \varphi \in \text{FC-CQ} \), we can decide whether \( \varphi \) is acyclic in polynomial time. First, construct a weak join tree for \( \varphi \), which takes polynomial time using the GYO algorithm, and we label each edge with the variables that the two end points of that edge share (which takes \( O(|\varphi|^2) \) time). We then find an acyclic decomposition of each \( \eta_i \) in polynomial time using Theorem 4.12 and if \( \eta_i \) shares two variables with another atom we use Lemma 5.13 to find an acyclic decomposition in polynomial time. Since there are \( O(|\varphi|) \) atoms of \( \varphi \), constructing the decomposition, \( \Psi_i \), for all atoms, \( \eta_i \), of \( \varphi \) takes \( O(|\varphi| \eta_{\max}^7) \) time, where \( \eta_{\max} \) is the largest \( |\eta_i| \) of any \( i \in [m] \). Then, let \( \Psi_\varphi \) have the body \( \land_{i=1}^m \Psi_i \). This last step can be done in time \( O(|\varphi|) \). Therefore, in time \( O(|\varphi| \eta_{\max}^7) \), we can construct the acyclic formula \( \Psi_\varphi \). Since \( \eta_{\max} = |\varphi| \) when \( m = 1 \), we get the final running time of \( O(|\varphi|^8) \). While \( \varphi \) is not necessarily normalized, we know from Lemma 5.2 that normalizing \( \varphi \) can be done in \( O(|\varphi|^2) \). Therefore, this does not affect the complexity claims of this lemma.

**Correctness.** To prove that \( \Psi_\varphi \) is acyclic, we construct a join tree for \( \Psi_\varphi \) using the a weak join tree \( T_w := (V_w, E_w) \) as the skeleton tree. Let \( T' := (V', E') \) be a join tree for \( \Psi_i \) for each \( i \in [m] \). We now construct a join tree for \( \Psi_\varphi \). Let \( T := (V, E) \) be a forest where \( V := \bigcup_{i=1}^m V_i \) and let \( E := \bigcup_{i=1}^m E_i \). We add an edge \( \{\chi_i, \chi_j\} \in E \) between some \( \chi_i \in V' \) and \( \chi_j \in V' \) if and only if \( \eta_i, \eta_j \in E_w \) and \( \text{var}(\chi_i) \cap \text{var}(\chi_j) = \text{var}(\eta_i) \cap \text{var}(\eta_j) \). Since all atoms of \( \Psi_i \) are nodes of \( V' \), and \( T \) is a tree, to show that \( T := (V, E) \) is a join tree, it is sufficient to prove that for any \( \chi, \chi' \in V \) where there exists some \( x \in \text{var}(\chi) \cap \text{var}(\chi') \), every node that lies on the path between \( \chi \) and \( \chi' \) in \( T \), contains the variable \( x \). The proof of this is analogous to the proof of Lemma 5.12 however we include the proof here for completeness sake.

Without loss of generality, assume that \( \chi \in V_1 \) and \( \chi' \in V^k \) where \( V_1 \) and \( V^k \) are the set of vertices for the join tree for the decompositions of \( \eta_1 \) and \( \eta_k \) respectively. Further assume that the path from \( \eta_1 \) to \( \eta_k \) in \( T_w \) consists of \( \{\eta_i, \eta_{i+1}\} \) for all \( i \in [k-1] \). Since we know that \( T_w \) is a weak join tree, and that \( \eta_1 \) and \( \eta_k \) both contain the variable \( x \), it follows that for all \( i \in [k] \), the word equation \( \eta_i \) contains the variable \( x \). We know that for any any edge \( \{\chi_i, \chi_{i+1}\} \in E \), where \( \chi_i \in V^i \) and \( \chi_{i+1} \in V^{i+1} \), that \( \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) = \text{var}(\eta_i) \cap \text{var}(\eta_{i+1}) \), and hence \( x \in \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) \). Since any path between any two nodes of \( V^i \) which share the variable \( x \), for some \( i \in [m] \), all the nodes on the path between them also contain the variable \( x \) (due to the fact that \( T^i := (V^i, E^i) \) is a join tree for \( \Psi_i \)), and that for any edge \( \{\chi_i, \chi_{i+1}\} \in E \), where \( \chi_i \in V^i \) and \( \chi_{i+1} \in V^{i+1} \), we know that \( x \in \text{var}(\chi_i) \cap \text{var}(\chi_{i+1}) \), it follows that all nodes on the path between \( \chi \) and \( \chi' \) contain the variable \( x \). Therefore, \( T := (V, E) \) is a join tree for the decomposition \( \Psi_\varphi \) of \( \varphi \).

**Proof of Proposition 5.16**

- **Proposition 5.16.** If \( \Psi \in 2\text{FC}[\text{REG}] \text{-CQ} \) is acyclic, then:
  1. Given \( w \in \Sigma^* \), the model checking problem can be solved in time \( O(|\Psi|^2|w|^3) \).
  2. Given \( w \in \Sigma^* \), we can enumerate \( \lfloor |\Psi|/w \rfloor \) with \( O(|\Psi|^2|w|^3) \) delay.
Proof. For each word equation $\chi$ of $\Psi_{\varphi}$, we can enumerate $[\chi](w)$ in time $O(|w|^3)$, since $\chi = (x_1 \doteq x_2 \cdot x_3)$ or $\chi = (x_1 \doteq x_2)$ for some $x_1, x_2, x_3 \in \Xi$. For every regular constraint $(x \in \gamma)$ of $\Psi_{\varphi}$, we can enumerate $[ (x \in \gamma) ](w)$ in polynomial time, since there are $O(|w|^2)$ factors of $w$, and for each factor, the membership problem for regular expressions can be solved in polynomial time (see Theorem 2.2 of [19]). Since there are $O(|\varphi|)$ atoms of $\Psi_{\varphi}$, computing $[\chi](w)$ for each atom of $\Psi_{\varphi}$ takes time $O(|\varphi| \cdot |w|^3)$. Then, we can proceed with the model checking problem and enumeration of results identically to relational CQs.

The problem of model checking and enumeration reduces, in polynomial time, to the equivalent problems for standard relational acyclic conjunctive queries using the procedure we have just described. Therefore, since the model checking problem for relational acyclic conjunctive queries can be solved in polynomial time [10], we can decide the model checking problem for acyclic FC[REG]-CQs in polynomial time. Furthermore, because we can enumerate the results of relational acyclic CQs with polynomial delay, see [3], we can enumerate $[\varphi](w)$ with polynomial delay. We note that our database is of size $O(|\varphi| \cdot |w|^3)$. □

Note that this approach to model checking leaves room for a small optimization: Assume we are dealing with a word equation $\chi$ and regular constraint $(x \in \gamma)$ for some variable $x \in \text{var}(\chi)$. Instead of computing $[\chi](w)$ and $[(x \in \gamma)](w)$ separately and then joining them, we include the check if $\sigma(x) \in L(\gamma)$ in the enumeration of $[\chi](w)$.

That is, instead of constructing a relation with $O(|w|^3)$ and a relation with $O(|w|^2)$ elements and then combining them, we construct $[\chi \land (x \in \gamma)](w)$ directly. While this does not lower the time complexity – as we still need to iterate over $O(|w|^3)$ factors of $w$ – we can avoid construction unnecessary intermediate tables.

**N** Proof of Proposition 5.18

Proposition 5.18. Given a pseudo-acyclic SERCQ query, we can construct in polynomial time an acyclic FC[REG]-CQ that realizes $P$.

Proof. Let $P := \pi_Y (\zeta^\omega_{i=1,y_i} \zeta^\omega_{i=1,y_i} \cdots \zeta^\omega_{i=1,y_i} (\gamma_1 \Rightarrow \gamma_2 \Rightarrow \cdots \Rightarrow \gamma_k))$ where each $i \in [k]$, we have that $\gamma_i := \beta_i \cdot \bigwedge \{ \beta_j \cdot \beta_j \}$, for $x_i \in \Xi$ and where $\beta_i$, $\beta_j$, and $\beta_j$ are regular expressions. We know define $\varphi_P \in \text{FC[REG]CQ}$ such that $\varphi_P$ is acyclic.

- For every variable $x_i \in \text{Vars}(P)$, we add $(u \doteq x_i^P \cdot z_i)$ and $(z_i \doteq x_i^C \cdot x_i^S)$ to $\varphi_P$.
- For every $\gamma_i$ for $i \in [k]$, we add $(x_i^P \doteq \beta_1)$, $(x_i^C \doteq \beta_2)$ and $(x_i^S \doteq \beta_3)$ to $\varphi_P$.

Since for any $\gamma_i$ and $\gamma_j$ for $1 \leq i, j \leq k$ where $i \neq j$ the word equations we add to $\varphi_P$ are disjoint, it follows that $\varphi_P$ is (so far) acyclic. Furthermore, $\varphi_P$ remains acyclic after adding the regular constraints since they are unary. Next, we deal with string equality.

Let $G_\zeta := (V_\zeta, E_\zeta)$ be a graph where $V_\zeta := \{ x_i, y_i \mid i \in [m] \}$ and $E_\zeta := \{ \{ x_i, y_i \} \mid i \in [m] \}$.

Let $F_\zeta := (V_\zeta, E_\zeta)$ be a spanning forest of $G_\zeta$. For every $x_i, y_j \in E_\zeta$, we consider the directed edge $(x_i, y_j)$, and add the word equation $(x_i^C \doteq y_j^C)$ to $\varphi_P$. Finally, for every $x \in Y$, where $Y$ is the set of variable in the projection, we add $x^X$ and $x^C$ to the head of $\varphi_P$.

Complexity. First, we add two word equations to $\varphi_P$ for every $x \in \text{Vars}(P)$, and for each $i \in [k]$, we add three regular constraints to $\varphi_P$. Then, we create a string equality graph, and find a spanning forest of this graph. Finally, for every edge we add a word equation to $\varphi_P$. Since it takes polynomial time to execute each of these steps, it follows that we can construct $\varphi_P$ in polynomial time.
Correctness To show that $\varphi_P$ is acyclic, we construct a join tree. For each tree of $F_\xi$, let an arbitrary node be the root and assume all edges are directed away from the root. Then, for each node $n$ we create an undirected line graph $L_n$ containing nodes $(n \equiv n')$ for all $n' \in F_\xi$ where $(n, n') \in E_\xi$, where $E_\xi$ is the set of edges of $F_\xi$. If $(n, n') \in E_\xi$, then we find a node of $L_n$ containing the variable $n'$ and a node in $L_{n'}$ containing $n$ and add an edge between them – since $(n, n') \in E_\xi$, such an edge must exist. This results in a new forest, $F := (G, E)$. Pick one node in each tree in $F$, and add edges between these nodes so that no cycles are introduced. It follows that $F$ is now a join tree for $\bigwedge_{i=1}^{k}(x_i^C \equiv y_i^C)$. For each variable $x_i \in \text{Vars}(P)$, we add the nodes $(u \equiv x_i^P \cdot z_i)$ and $(z_i \equiv x_i^C \cdot x_i^S)$ to $F$, and add an edge between $(u \equiv x_i^P \cdot z_i)$ and $(z_i \equiv x_i^C \cdot x_i^S)$, and an edge between any node of some $L_n$ that contains $x_i^C$ and $(z_i \equiv x_i^C \cdot x_i^S)$. Finally, we incorporate every regular constraint into the tree – which can easily be done since a regular constraint is unary. Therefore, we have a join tree for $\varphi_P$, and hence $\varphi_P$ is acyclic. ◀