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Abstract

Dirac delta function of matrix argument is employed frequently in the development of diverse fields such as Random Matrix Theory, Quantum Information Theory, etc. The purpose of the article is pedagogical, it begins by recalling detailed knowledge about Heaviside unit step function and Dirac delta function. Then its extensions of Dirac delta function to vector spaces and matrix spaces are discussed systematically, respectively. The detailed and elementary proofs of these results are provided. Though we have not seen these results formulated in the literature, there certainly are predecessors. Applications are also mentioned. For example, we derive the probability density functions of two independent random unit vectors in the (real and complex) Euclidean spaces.
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1 Heaviside Unit Step Function $H$ and Dirac Delta Function $\delta$

The materials in this section are essential from Hoskins’ Book [4]. There are also no new results in this section. In order to be in a systematic way, it is reproduced here.

The Heaviside unit step function $H$ is defined as

$$H(x) := \begin{cases} 
1, & x > 0, \\
0, & x < 0.
\end{cases}$$

(1.1)

That is, this function is equal to 1 over $(0, +\infty)$ and equal to 0 over $(-\infty, 0)$. This function can equally well have been defined in terms of a specific expression, for instance

$$H(x) = \frac{1}{2} \left(1 + \frac{x}{|x|}\right).$$

(1.2)

The value $H(0)$ is left undefined here. For all $x \neq 0$,

$$H'(x) = \frac{dH(x)}{dx} = 0$$
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corresponding to the obvious fact that the graph of the function \( y = H(x) \) has zero slope for all \( x \neq 0 \). Naturally we describe the slope as “infinite” at origin. We shall denote by \( \delta(x) \) the derivative of \( H(x) \):

\[
\delta(x) = H'(x) = 0, \quad \forall x \neq 0,
\]

and

\[
\delta(0) = +\infty.
\]

We recall the definition of Dirac delta function:

**Definition 1.1** (Dirac delta function) Dirac delta function \( \delta(x) \) is defined by

\[
\delta(x) = \begin{cases} 
+\infty, & \text{if } x = 0; \\
0, & \text{if } x \neq 0.
\end{cases}
\]  

(1.3)

**Proposition 1.2** (Sampling property of the Dirac delta function) If \( f \) is any function which is continuous on a neighborhood of 0, then

\[
\int_{-\infty}^{+\infty} f(x) \delta(x) \, dx = f(0).
\]  

(1.4)

In fact, we have, for \( a \neq 0 \),

\[
\int_{-\infty}^{+a} f(x) \delta(x) \, dx = f(0)
\]

and

\[
\int_{-\infty}^{a} \delta(x) \, dx = \int_{-\infty}^{+\infty} H(a-x) \delta(x) \, dx = H(a).
\]

**Definition 1.3** Assume that \( f \) is continuous function which vanishes outside some finite interval. There corresponds a certain number which we write as \( \langle H, f \rangle \), given by

\[
\langle H, f \rangle := \int_{-\infty}^{+\infty} f(x) H(x) \, dx = \int_0^{+\infty} f(x) \, dx.
\]  

(1.5)

Similarly, \( \langle \delta, f \rangle \) is given by

\[
\langle \delta, f \rangle := \int_{-\infty}^{+\infty} f(x) \delta(x) \, dx = f(0).
\]  

(1.6)

For an ordinary function \( f \) and a fixed \( a \in \mathbb{R} \), the symbol \( f_a \) denotes the translation of \( f \) with respect to \( a \):

\[
f_a(x) := f(x - a).
\]  

(1.7)

Thus

\[
\langle \delta_a, f \rangle = \int_{-\infty}^{+\infty} f(x) \delta_a(x) \, dx = \int_{-\infty}^{+\infty} f(x) \delta(x-a) \, dx = f(a).
\]  

(1.8)

From the above discussion, it is easy to see that

\[
f(x) \delta(x-a) = f(x) \delta_a(x) = f(a) \delta(x).
\]  

(1.9)

This fact will be used later.
Proposition 1.4 If $f$ is any function which has a continuous derivative $f'$, at least in some neighborhood of 0, then

$$\langle \delta', f \rangle := \int_{-\infty}^{+\infty} f(x)\delta'(x)dx = -\langle \delta, f' \rangle = -f'(0). \quad (1.10)$$

Proof Since

$$\int_{-\infty}^{+\infty} f(x) \frac{\delta(x) - \delta(x - \epsilon)}{\epsilon} dx = \frac{1}{\epsilon} \left( \int_{-\infty}^{+\infty} f(x)\delta(x)dx - \int_{-\infty}^{+\infty} f(x)\delta(x - \epsilon)dx \right)$$

$$= \frac{f(0) - f(\epsilon)}{\epsilon} = -\frac{f(\epsilon) - f(0)}{\epsilon},$$

it follows that

$$\langle \delta', f \rangle = \int_{-\infty}^{+\infty} f(x)\delta'(x)dx = \int_{-\infty}^{+\infty} f(x)\lim_{\epsilon \to 0} \frac{\delta(x) - \delta(x - \epsilon)}{\epsilon} dx \quad (1.11)$$

$$= \lim_{\epsilon \to 0} \int_{-\infty}^{+\infty} f(x) \frac{\delta(x) - \delta(x - \epsilon)}{\epsilon} dx \quad (1.12)$$

$$= \lim_{\epsilon \to 0} -\frac{f(\epsilon) - f(0)}{\epsilon} = -f'(0) = -\langle \delta, f' \rangle. \quad (1.13)$$

This completes the proof. \qed

Proposition 1.5 The $n$-th derivative of the Dirac delta function, denoted by $\delta^{(n)}$, is defined by the following:

$$\langle \delta^{(n)}, f \rangle = (-1)^n f^{(n)}(0), \quad (1.14)$$

where $n \in \mathbb{N}_+$ and $f$ is any function with continuous derivatives at least up to the $n$-th order in some neighborhood of 0.

From these, we see that

$$\langle \delta_a', f \rangle = -\langle \delta_a, f' \rangle = -f'(a), \quad (1.15)$$

$$\langle \delta_a^{(n)}, f \rangle = (-1)^n \langle \delta_a, f^{(n)} \rangle = (-1)^n f^{(n)}(a). \quad (1.16)$$

Suppose that $g(t)$ increases monotonely over the closed interval $[a, b]$: suppose there is $t_0 \in (a, b)$ such that $g(t_0) = 0$. We have known that

$$\frac{dg^{-1}(x)}{dx} = \frac{1}{\frac{dg(t)}{dt}}.$$

From this, we see that, via $x = g(t), t \in [a, b],$

$$\int_{a}^{b} f(t)\delta(g(t))dt = \int_{g(a)}^{g(b)} f(g^{-1}(x))\delta(x)dg^{-1}(x) \quad (1.17)$$

$$= \int_{g(a)}^{g(b)} f(g^{-1}(x))\delta(x)\frac{dg^{-1}(x)}{dx}dx \quad (1.18)$$

$$= f(g^{-1}(0))\frac{dg^{-1}(x)}{dx} \big|_{x = g(t_0)} = f(t_0) \frac{g'(t_0)}{g'(t_0)}.$$
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Proposition 1.6 If \( g(t) \) is monotone, with \( g(a) = 0 \) and \( g'(a) \neq 0 \), then

\[
\delta(g(t)) = \frac{\delta_a(t)}{|g'(a)|}.
\] (1.20)

From this, we see that

\[
\delta(kx + b) = \frac{1}{|k|}\delta \left( x + \frac{b}{k} \right), \quad k \neq 0.
\]

More generally, the delta distribution may be composed with a smooth function \( g(x) \) in such a way that the familiar change of variables formula holds, that

\[
\int_{\mathbb{R}} f(g(x))\delta'(g(x)) \left| g'(x) \right| \, dx = \int_{g(\mathbb{R})} f(t)\delta(t) \, dt
\] (1.21)

provided that \( g \) is a continuously differentiable function with \( g' \) nowhere zero. That is, there is a unique way to assign meaning to the distribution \( \delta \circ g \) so that this identity holds for all compactly supported test functions \( f \). Therefore, the domain must be broken up to exclude the \( g'(x) = 0 \) point. This distribution satisfies \( \delta(g(x)) = 0 \) if \( g \) is nowhere zero, and otherwise if \( g \) has a real root at \( x_0 \), then

\[
\delta(g(x)) = \frac{\delta(x - x_0)}{|g'(x_0)|}.
\] (1.22)

It is natural to define the composition \( \delta(g(x)) \) for continuously differentiable functions \( g \) by

\[
\delta(g(x)) = \sum_j \frac{\delta(x - x_j)}{|g'(x_j)|}
\] (1.23)

where the sum extends over all roots of \( g(x) \), which are assumed to be simple. Thus, for example

\[
\delta \left( x^2 - a^2 \right) = \frac{1}{2|a|} \left( \delta(x + a) + \delta(x - a) \right).
\] (1.24)

In the integral form the generalized scaling property may be written as

\[
\int_{-\infty}^{+\infty} f(x)\delta(g(x)) \, dx = \sum_j \frac{f(x_j)}{|g'(x_j)|}.
\] (1.25)

Definition 1.7 (Convolution) An operation on functions, called convolution and denoted by the symbol \( \ast \), is defined by:

\[
f \ast g(x) = \int_{\mathbb{R}} f(x - t)g(t) \, dt = \int_{\mathbb{R}} f(t)g(x - t) \, dt.
\] (1.26)

It is easily seen that some properties of convolution:

(i) \( \delta_a \ast \delta_b = \delta_{a+b} \).

(ii) The delta function as a convolution unit: \( \delta \ast f = f \ast \delta = f \).

(iii) Convolution as the translation: \( \delta_a \ast f = f \ast \delta_a = f_a \), where \( f_a(x) := f(x - a) \).

(iv) \( \delta^{(n)} \ast f = f \ast \delta^{(n)} = f^{(n)} \).

Definition 1.8 (Fourier transform) Let \( f \) be a complex-valued function of the real variable \( t \) which is absolutely integrable over the whole real axis \( \mathbb{R} \). That is,

\[
\int_{\mathbb{R}} |f_1(x)| < +\infty \quad \text{and} \quad \int_{\mathbb{R}} |f_2(x)| < +\infty,
\]
where \( f = f_1 + \sqrt{-1} f_2 \). We define the Fourier transform of \( f \) to be a new function

\[
\hat{f}(\omega) := \mathcal{F}(f)(\omega) = \int_{\mathbb{R}} e^{-i\omega t} f(t) \, dt.
\] (1.27)

Next, we consider the Fourier integral representation of Dirac delta function which is very powerful in applications. We use the following standard result:

\[
\text{PV} \int_{-\infty}^{+\infty} e^{i\omega x} \frac{1}{x} \, dx = i\pi
\] (1.28)

where the symbol PV denotes the Cauchy Principal Value of the integral and \( \omega > 0 \) a constant. That is,

\[
\int_{-\infty}^{+\infty} \frac{\sin(\omega x)}{x} \, dx = \pi \quad \text{and} \quad \int_{-\infty}^{+\infty} \frac{\cos(\omega x)}{x} \, dx = 0.
\] (1.29)

Replacing \( \omega \) by \(-\omega\) simply changes the sign of the first of these two real integrals and leaves the other unaltered. That is, if \( \omega > 0 \)

\[
\text{PV} \int_{-\infty}^{+\infty} e^{-i\omega x} \frac{1}{x} \, dx = -i\pi
\] (1.30)

Hence, if we replace \( \omega \) by the usual symbol \( t \) for the independent real variable we can write

\[
\text{PV} \int_{-\infty}^{+\infty} e^{i\omega x} \frac{1}{x} \, dx = i\pi \text{sign}(t),
\] (1.31)

i.e.,

\[
\frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{ix} \, dx = \frac{1}{2} \text{sign}(t) = \begin{cases} \frac{1}{2}, & t > 0 \\ -\frac{1}{2}, & t < 0 \end{cases}
\] (1.32)

A formal differentiation of this with respect to \( t \) then yields the following result:

**Proposition 1.9** It holds that

\[
\delta(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{itx} \, dx.
\] (1.33)

This amounts to say \( \mathcal{F}^{-1}(1)(t) = \delta(t) \). Replacing \( t \) by \( t - a \), we have

\[
\frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i(t-a)x} \, dx = \delta(t-a) = \delta_a(t).
\] (1.34)

This amounts to say \( \mathcal{F}^{-1}(e^{-iax})(t) = \delta_a(t) \) or \( \mathcal{F}(\delta_a(t))(x) = e^{-iax} \). The integral on the left-hand side of (1.33) is, of course, divergent, and it is clear that this equation must be understood symbolically. That is to say, for all sufficiently well-behaved functions \( f \), we should interpret (1.33) to mean that

\[
\int_{-\infty}^{+\infty} f(t) \left[ \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\omega \omega} \, d\omega \right] \, dt = \int_{-\infty}^{+\infty} f(t) \delta(t) \, dt = f(0)
\] (1.35)

or, more generally, that

\[
\int_{-\infty}^{+\infty} f(x) \left[ \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i(t-x)\omega} \, d\omega \right] \, dx = \int_{-\infty}^{+\infty} f(x) \delta(t-x) \, dx = f(t).
\] (1.36)
We can rewrite this result in the form

\[
 f(t) = \int_{-\infty}^{+\infty} f(x) \left[ \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i(t-x)\omega} d\omega \right] dx
 \]  

(1.37)

\[
 = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\omega t} \left[ \int_{-\infty}^{+\infty} f(x)e^{-ix\omega} dx \right] d\omega = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\omega t} \hat{f}(\omega)d\omega
 \]  

(1.38)

**Proposition 1.10 (Fourier Inversion)** Let \( f \) be a (real or complex valued) function of a single real variable which is absolutely integrable over the interval \((-\infty, +\infty)\) and which also satisfies the Dirichlet conditions over every finite interval. If \( \hat{f}(\omega) \) denotes the Fourier transform of \( f \), then at each point \( t \) we have

\[
\frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\omega t} \hat{f}(\omega)d\omega = \frac{1}{2} [f(t+) + f(t-)]
\]  

(1.39)

where \( f(t\pm) := \lim_{s\to t\pm} f(s) \).

There are several important properties of the Fourier transform which merit explicit mention.

(i) The Fourier transform of the convolution of two functions is equal to the product of their individual transforms: \( \mathcal{F}(f * g) = \mathcal{F}(f)\mathcal{F}(g) \).

(ii) \( \mathcal{F}(fg) = \frac{1}{2\pi} \mathcal{F}(f) * \mathcal{F}(g) \).

(iii) The Fourier transform is linear: \( \mathcal{F}(\lambda_1 f_1 + \lambda_2 f_2) = \lambda_1 \mathcal{F}(f_1) + \lambda_2 \mathcal{F}(f_2) \).

(iv) \( \mathcal{F}(f(x-a))(\omega) = e^{-i\omega a} \mathcal{F}(f(x))(\omega) \).

(v) \( \mathcal{F}(f(\alpha x))(\omega) = \frac{1}{\alpha} \mathcal{F}(f(x))(\frac{\omega}{\alpha}) \).

(vi) \( \mathcal{F}(f'(x))(\omega) = i\omega \mathcal{F}(f(x))(\omega) \).

For example, the proofs of (iv) and (vi) are given. Indeed, \( f(x-a) = f_a(x) = f * \delta_a(x) \), thus \( \mathcal{F}(f(x-a))(\omega) = \mathcal{F}(f * \delta_a(x))(\omega) = \mathcal{F}(f)(\delta_a)(\omega) \), that is, \( \mathcal{F}(f(x-a))(\omega) = e^{-i\omega a} \mathcal{F}(f) \), hence (iv). Since \( f' = f * \delta' \), it follows that \( \mathcal{F}(f') = \mathcal{F}(f * \delta')(\omega) = \mathcal{F}(f)(\delta') \). In what follows, we calculate \( \mathcal{F}(\delta') \). By definition of Fourier transform,

\[
\mathcal{F}(\delta')(\omega) = \int_{\mathbb{R}} e^{-i\omega t} \delta'(t)dt = -\frac{de^{-i\omega t}}{dt} \bigg|_{t=0} = i\omega.
\]  

(1.40)

Thus \( \mathcal{F}(f')(\omega) = i\omega \mathcal{F}(f)(\omega) \), hence (vi). This property can be generalized: \( \mathcal{F}(f^{(n)})(\omega) = (i\omega)^n \mathcal{F}(f)(\omega) \). Indeed,

\[
\mathcal{F}(f^{(n)})(\omega) = \mathcal{F}(f * \delta^{(n)})(\omega) = \mathcal{F}(f)(\omega)\mathcal{F}(\delta^{(n)})(\omega) = (i\omega)^n \mathcal{F}(f)(\omega).
\]  

(1.41)

We can apply the sampling property of the delta function to the Fourier inversion integral:

\[
\frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{ix\omega}\delta(\omega-\alpha)d\omega = \frac{1}{2\pi} e^{i\alpha x}
\]  

(1.42)

and similarly

\[
\frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{ix\omega}\delta(\omega+\alpha)d\omega = \frac{1}{2\pi} e^{-i\alpha x}.
\]  

(1.43)

Thus, recalling that the Fourier transform is defined in general for complex-valued functions, these results suggest that we can give the following definitions for the Fourier transforms of complex exponentials such as

\[
\mathcal{F}(e^{iax})(\omega) = 2\pi \delta(\omega - \alpha); \quad \mathcal{F}(e^{-iax})(\omega) = 2\pi \delta(\omega + \alpha).
\]
Both equations immediately yield the following definitions for the Fourier transforms of the real functions $\cos(\alpha x)$ and $\sin(\alpha x)$:

$$
\mathcal{F}(\cos(\alpha x))(\omega) = \pi \left( \delta(\omega - \alpha) + \delta(\omega + \alpha) \right), \quad (1.44)
$$

$$
\mathcal{F}(\sin(\alpha x))(\omega) = -i\pi \left( \delta(\omega - \alpha) - \delta(\omega + \alpha) \right). \quad (1.45)
$$

In particular, taking $\alpha = 0$, we find that the generalized Fourier transform of the constant function $f(t) \equiv 1$ is simply $2\pi \delta(\omega)$. This in turn allows us to offer a definition of the Fourier transform of the unit step function.

**Proposition 1.11** The Fourier transform of the Heaviside step function $H(x) = \frac{1}{2} + \frac{1}{2} \text{sign}(x)$, where $\text{sign}(x) = \frac{x}{|x|}$, is given by

$$
\hat{H}(\omega) = \pi \delta(\omega) + \frac{1}{i\omega}. \quad (1.46)
$$

**Proof** Now

$$
\frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{e^{ix\omega}}{i\omega} \, d\omega = \frac{1}{2} \text{sign}(x) = \begin{cases} 
\frac{1}{2}, & x > 0 \\
-\frac{1}{2}, & x < 0 
\end{cases} \quad (1.47)
$$

Then we know that $\frac{2}{i\omega}$ is a suitable choice for the Fourier transform of the function $\text{sign}(x)$ in the sense that

$$
\text{sign}(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{e^{ix\omega}}{i\omega} \, 2 \, d\omega = \mathcal{F}^{-1} \left( \frac{2}{i\omega} \right)(x). \quad (1.48)
$$

This amounts to say that $\mathcal{F}(\text{sign}(x))(\omega) = \frac{2}{i\omega}$. Hence for Heaviside step function

$$
H(x) = \frac{1}{2} + \frac{1}{2} \text{sign}(x), \quad (1.49)
$$

the Fourier transform of it is given by

$$
\mathcal{F}(H(x))(\omega) = \mathcal{F} \left( \frac{1}{2} + \frac{1}{2} \text{sign}(x) \right) = \frac{1}{2} \mathcal{F}(1)(\omega) + \frac{1}{2} \mathcal{F}(\text{sign}(x))(\omega), \quad (1.50)
$$

i.e.

$$
\mathcal{F}(H(x))(\omega) = \pi \delta(\omega) + \frac{1}{i\omega} \iff \hat{H}(\omega) = \pi \delta(\omega) + \frac{1}{i\omega}. \quad (1.51)
$$

This completes the proof. \hfill \square

We can get some important properties of Dirac delta function which are listed below:

(i) The delta function is an even distribution: $\delta(x) = \delta(-x)$.

(ii) The delta function satisfies the following scaling property for a non-zero scalar: $\delta(ax) = \frac{1}{|a|} \delta(x)$ for $a \in \mathbb{R} \setminus \{0\}$.

(iii) The distributional product of $\delta(x)$ and $x$ is equal to zero: $x \delta(x) = 0$.

(iv) If $xf(x) = xg(x)$, where $f$ and $g$ are distributions, then $f(x) = g(x) + c\delta(x)$ for some constant $c$. 
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Previous two facts can be checked as follows: Note that
\[
\delta(-x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itx} dt = -\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itx} d(-t)
\]
\[
= -\frac{1}{2\pi} \int_{-\infty}^{\infty} e^{itx} ds = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{ixs} ds = \delta(x).
\]
This is (i). For the proof of (ii), since \(a \neq 0\), we observe that \(\delta(ax) = \delta(-ax)\) by (i), hence \(\delta(ax) = \delta(|a| x)\), it follows that
\[
\delta(ax) = \frac{1}{|a|} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i|a|x} dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i|a|t} dt.
\]
Let \(s = |a| t\). Then \(ds = |a| dt\), thus
\[
\delta(ax) = \frac{1}{|a|} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{isx} ds = \frac{1}{|a|} \delta(x).
\]
That is, in the sense of distribution,
\[
\delta(ax) = \frac{1}{|a|} \delta(x), \quad a \in \mathbb{R}\setminus\{0\}. \tag{1.53}
\]

2 Dirac Delta Function of Vector Argument

Definition 2.1 (Dirac delta function of real-vector arguments) The real-vector delta function can be defined in \(n\)-dimensional Euclidean space \(\mathbb{R}^n\) as the measure such that
\[
\int_{\mathbb{R}^n} f(x)\delta(x)[dx] = f(0) \tag{2.1}
\]
for every compactly supported continuous function \(f\). As a measure, the \(n\)-dimensional delta function is the product measure of the 1-dimensional delta functions in each variable separately. Thus, formally, with
\[
\delta(x) = \prod_{j=1}^{n} \delta(x_j), \tag{2.2}
\]
where \(x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n\).

The delta function in an \(n\)-dimensional space satisfies the following scaling property instead:
\[
\delta(ax) = |a|^{-n} \delta(x), \quad a \in \mathbb{R}\setminus\{0\}. \tag{2.3}
\]
Indeed, \(ax = [ax_1, \ldots, ax_n]^T\) for \(x = [x_1, \ldots, x_n]^T\), thus
\[
\delta(ax) = \prod_{j=1}^{n} \delta(ax_j) = \prod_{j=1}^{n} |a|^{-1} \delta(x_j) = |a|^{-n} \prod_{j=1}^{n} \delta(x_j) = |a|^{-n} \delta(x).
\]
This indicates that \(\delta\) is a homogeneous distribution of degree \((-n)\). As in the one-variable case, it is possible to define the composition of \(\delta\) with a bi-Lipschitz function \(g : \mathbb{R}^n \to \mathbb{R}^n\) uniquely so that the identity
\[
\int_{\mathbb{R}^n} f(g(x))\delta(g(x)) |\det g'(x)| [dx] = \int_{g(\mathbb{R}^n)} f(u)\delta(u)[du] \tag{2.4}
\]
for all compactly supported functions \(f\).
Using the coarea formula from geometric measure theory, one can also define the composition of the delta function with a submersion from one Euclidean space to another one of different dimension; the result is a type of current. In the special case of a continuously differentiable function \( g : \mathbb{R}^n \to \mathbb{R} \) such that the gradient of \( g \) is nowhere zero, the following identity holds\(^1\)

\[
\int_{\mathbb{R}^n} f(x)\delta(g(x))\,dx = \int_{g^{-1}(0)} \frac{f(x)}{|\nabla g(x)|} \,d\sigma(x) \tag{2.5}
\]

where the integral on the right is over \( g^{-1}(0) \), the \((n-1)\)-dimensional surface defined by \( g(x) = 0 \) with respect to the Minkowski content measure. That is known as a simple layer integral.

**Proposition 2.2** It holds that

\[
\delta(x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\langle t, x \rangle} \,dt \quad (x \in \mathbb{R}^n). \tag{2.6}
\]

**Proof** Let \( x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n \). Then by Fourier transform of Dirac delta function:

\[
\delta(x) = \prod_{j=1}^n \delta(x_j) = \prod_{j=1}^n \frac{1}{2\pi} \int_{\mathbb{R}} e^{it_j x_j} \,dt_j \tag{2.7}
\]

\[
= \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\sum_{j=1}^n t_j x_j} \prod_{j=1}^n dt_j \tag{2.8}
\]

\[
= \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\langle t, x \rangle} \,dt \quad (x \in \mathbb{R}^n), \tag{2.9}
\]

where \([dt] := \prod_{j=1}^n dt_j\). \(\square\)

**Proposition 2.3** For a full-ranked real matrix \( A \in \mathbb{R}^{n \times n} \), it holds that

\[
\delta(Ax) = \frac{1}{|\det(A)|} \delta(x), \quad x \in \mathbb{R}^n. \tag{2.10}
\]

In particular, under any reflection or rotation \( R \), the delta function is invariant:

\[
\delta(Rx) = \delta(x). \tag{2.11}
\]

**The first proof** By using Fourier transform of Dirac delta function, it follows that

\[
\delta(Ax) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\langle Ax, t \rangle} \,dt = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\langle A^T t, x \rangle} \,dt \quad (x \in \mathbb{R}^n). \tag{2.12}
\]

Let \( s = A^T t \). Then \([ds] = |\det(A^T)| \,dt = |\det(A)| \,|dt|\). From this, we see that

\[
\delta(Ax) = |\det^{-1}(A)| \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{i\langle s, x \rangle} \,ds = |\det^{-1}(A)| \delta(x) \quad (x \in \mathbb{R}^n). \tag{2.13}
\]

Thus \(\delta(Rx) = \delta(x)\) since \(\det(R) = \pm 1\) for reflection or any rotation \( R \). We are done. \(\square\)

\(^1\)See [https://en.wikipedia.org/wiki/Dirac_delta_function](https://en.wikipedia.org/wiki/Dirac_delta_function)
The second proof By SVD, we have two orthogonal matrices $L$, $R$ and diagonal matrix
\[ \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \]
with positive diagonal entries such that $A = L \Lambda R^T$. Then, via $y := R^Tx$ (hence $\delta(y) = \delta(x)$),
\[ \delta(Ax) = \delta(L \Lambda R^Tx) = \delta(\Lambda y) = \prod_{j=1}^n \delta(\lambda_j y_j) = \prod_{j=1}^n \lambda_j^{-1} \delta(y_j). \]
that is,
\[ \delta(Ax) = \frac{1}{n} \prod_{j=1}^n \delta(y_j) = \frac{1}{n} \delta(y) = \frac{1}{n} \delta(x). \]
Now $\det(A) = \det(L \Lambda R^T) = \det(L) \det(\Lambda) \det(R^T)$, it follows that
\[ |\det(A)| = |\det(L)| |\det(\Lambda)| |\det(R^T)| = \prod_{j=1}^n \lambda_j. \]
Therefore we get the desired identity: $\delta(Ax) = |\det^{-1}(A)| \delta(x)$. This completes the proof.

Clearly, letting $A = a \mathbb{1}_n$ in the above gives (2.3).

Example 2.4 [1] If $T$ is an $n \times n$ positive definite matrix and $r \in \mathbb{R}^+$, $\alpha \geq 0$, then
\[ \int_{B_n(T, r)} (r - \langle u | T | u \rangle)^{\alpha} [du] = \frac{\pi^n \Gamma(\alpha + 1)}{\Gamma(n + \alpha + 1)} \frac{r^{n+\alpha}}{\det(T)}, \tag{2.14} \]
where $B_n(T, r) := \{ u \in \mathbb{C}^n | \langle u | T | u \rangle < r \}$ and $[du] = \prod_{j=1}^n du_j$ for $[dz] = d(\text{Re}(z)) d(\text{Im}(z))$.

Indeed, let
\[ v = r^{-\frac{1}{2}} T^{-\frac{1}{2}} u. \]
Then $[dv] = \det(r^{-1}T)[du]$ or $[du] = \det(rT^{-1})[dv]$. Thus
\[ \int_{B_n(T, r)} (r - \langle u | T | u \rangle)^{\alpha} [du] = \frac{r^{n+\alpha}}{\det(T)} \int_{B_n(1, 1)} (1 - \langle v \mid v \rangle)^{\alpha} [dv], \tag{2.15} \]
where $B_n(1, 1) := \{ v \in \mathbb{C}^n | \langle v \mid v \rangle < 1 \}$. Now
\[ B_n(1, 1) = \cup_{\gamma \in [0, 1)} S_n(\gamma), \]
where $S_n(\gamma) = \{ v \in \mathbb{C}^n | \|v\|_2 = \gamma \}$.

\[ \int_{B_n(1, 1)} (1 - \langle v \mid v \rangle)^{\alpha} [dv] = \int_0^1 dy \int \delta(y - \|v\|_2) (1 - \langle v \mid v \rangle)^{\alpha} [dv] \tag{2.16} \]
\[ = \int_0^1 dy (1 - \gamma^2)^{\alpha} \cdot \int \delta(y - \|v\|_2)[dv] \tag{2.17} \]
\[ = \int_0^1 dy (1 - \gamma^2)^{\alpha} \text{vol}(S_n(\gamma)), \tag{2.18} \]
where
\[ \text{vol}(S_n(\gamma)) = \int \delta(\gamma - \|v\|_2)[dv] = \frac{2\pi^n}{\Gamma(n)} \gamma^{2n-1}. \]

Therefore, we obtain that
\[
\int_{B_n(T,r)} (r - \langle u | T | u \rangle)^\alpha [du] = \frac{2\pi^n}{\Gamma(n)} \frac{r^{n+\alpha}}{\det(T)} \int_0^1 (1 - \gamma^2)^\alpha \gamma^{2n-1} d\gamma = \frac{\pi^n}{\Gamma(n)} \frac{r^{n+\alpha}}{\det(T)} \int_0^1 (1 - \gamma^2)^\alpha \gamma^{2n-2} d(\gamma^2),
\]
where
\[
\int_0^1 (1 - \gamma^2)^\alpha \gamma^{2n-2} d(\gamma^2) = \int_0^1 (1 - x)^\alpha x^{n-1} dx = B(\alpha + 1, n) = \frac{\Gamma(\alpha + 1) \Gamma(n)}{\Gamma(n + \alpha + 1)}.
\]
This completes the proof.

**Example 2.5** (The pdf of inner product between two independent random unit real vectors, [13]) Recall that there is an unique unitary-invariant measure (up to normalization) \( \mu \) over the sphere of \( \mathbb{R}^n \):
\[
d\mu(u) = \frac{1}{N_n} \delta(1 - |u|)[du],
\]
where
\[ N_n := \int_{\mathbb{R}^n} \delta(1 - |u|)[du] = \frac{2\pi^{\frac{n}{2}}}{\Gamma(\frac{n}{2})}. \]

Now the probability density function of the inner product \( \langle u, v \rangle \) between two independent random unit vectors \( u \) and \( v \) can be expressed as
\[
p_n(s) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \delta(s - \langle u, v \rangle)d\mu(u)d\mu(v).
\]

By using Haar measure (also denoted by \( \mu \)) over the orthogonal group, the above integral can be rewritten as
\[
p_n(s) = \int \delta(s - \langle U e_1, V e_1 \rangle)d\mu(U)d\mu(V).
\]

Now
\[
p_n(s) = \int \delta(s - \langle e_1, W e_1 \rangle)d\mu(W).
\]

Again, changing it back, we get that
\[
p_n(s) = \int \delta(s - \langle e_1, u \rangle)d\mu(u).
\]

By using Lebesgue measure, we obtain that
\[
p_n(s) = \frac{1}{N_n} \int \delta(s - u_1)\delta(1 - |u|)[du].
\]

More specifically, we have
\[
p_n(s) = \frac{2}{N_n} \int_{\mathbb{R}^{n-1}} \delta \left( (1 - s^2) - \sum_{j=2}^n u_j^2 \right) \prod_{j=2}^n du_j.
\]
Denote
\[ \psi(t) := \int_{\mathbb{R}^{n-1}} \delta \left( t - \sum_{j=2}^{n} u_j^2 \right) \prod_{j=2}^{n} du_j. \]
Then its Laplace transform is
\[ L(\psi)(\omega) := \prod_{j=2}^{n} \int_{\mathbb{R}} e^{-\omega u_j^2} du_j = \left( \frac{\pi}{\omega} \right)^{\frac{n-1}{2}}. \]
Therefore
\[ \psi(t) = L^{-1} \left( \left( \frac{\pi}{\omega} \right)^{\frac{n-1}{2}} \right)(t) = \frac{\pi^{\frac{n-1}{2}}}{\Gamma\left( \frac{n-1}{2} \right)} t^{\frac{n-3}{2}}. \]
The pdf of inner product between \( u \) and \( v \) is given by
\[ p_n(s) = 2N_n \psi(1 - s^2). \]
That is, for \( C_n := \frac{\Gamma\left( \frac{n}{2} \right)}{\Gamma\left( \frac{1}{2} \right) \Gamma\left( \frac{n-1}{2} \right)} = \frac{1}{B\left( \frac{1}{2}, \frac{n-1}{2} \right)}, \]
\[ p_n(s) = C_n \cdot (1 - s^2)^{\frac{n-3}{2}}, \quad s \in [-1, 1]. \quad (2.28) \]
In particular, when \( n = 3 \), \( p_3(s) = \frac{1}{2} \) for \( s \in [-1, 1] \). We have already known that \( s = \langle u, v \rangle = \cos \theta \), where \( \theta \in [0, \pi] \) is the angle between \( u \) and \( v \). From the above discussion, we can derive the pdf of \( \theta \):
\[ q_n(\theta) = C_n \cdot \sin^{n-2}(\theta), \quad \theta \in [0, \pi]. \quad (2.29) \]
Finally, the following integral formula holds:
\[ \int_{\mathbb{R}^n \times \mathbb{R}^n} f(\langle u, v \rangle) \delta(1 - |u|) \delta(1 - |v|) [du][dv] = N_n^2 \int_{-1}^{1} f(s) p_n(s) ds. \]
If \( f(x) = \exp(tx) \), then
\[ \int_{\mathbb{R}^n \times \mathbb{R}^n} \exp(t \langle u, v \rangle) \delta(1 - |u|) \delta(1 - |v|) [du][dv] = \frac{4\pi^{\frac{n-1}{2}}}{\Gamma\left( \frac{n}{2} \right) \Gamma\left( \frac{n-1}{2} \right)} \int_{-1}^{1} e^{ts} (1 - s^2)^{\frac{n-3}{2}} ds = \frac{4\pi^{\frac{n}{2}}}{\Gamma\left( \frac{n}{2} \right)} \Gamma\left( \frac{n-1}{2} \right) \cdot \left( \frac{t^2}{4} \right). \]
Example 2.6 [8] Let \( P \) be a projector on \( \mathbb{C}^d \) with rank\( (P) = k \). Then we have
\[ I_{d,n}(k, t) := \int d\mu(u) \langle u | P | u \rangle^n \Theta((\langle u | P | u \rangle - t) = \frac{B(1 - t; d - k, k + n)}{B(d - k, k)} \quad (2.30) \]
where \( B(z; a, b) \) is the so-called incomplete beta function, defined by
\[ B(z; a, b) := \int_{0}^{z} x^{a-1} (1 - x)^{b-1} dx. \]
Apparently the integral \( I_{d,n}(k, t) \) is invariant when \( P \) is replacing by \( UPU^\dagger \), where \( U \in \text{U}(d) \). Without loss of generality, we can assume that \( P = \sum_{j=1}^{k} \prod_{j} \).
1, \ldots, d$) are the computational basis. Thus, for any unit vector $|u\rangle = \sum_{j=1}^{d} \sqrt{r_j} e^{i\theta_j} |j\rangle$, where $r_j \geq 0$ and $\theta_j \in [0, 2\pi]$, the Haar measure can be written as

$$d\mu(u) = \frac{\Gamma(d)}{(2\pi)^d} \delta\left(1 - \sum_{j=1}^{d} r_j\right) \prod_{j=1}^{d} dr_j d\theta_j,$$

implying that

$$\mathcal{I}_{d,n}(k, t) = \Gamma(d) \int \prod_{j=1}^{d} dr_j \delta\left(1 - \sum_{j=1}^{d} r_j\right) \Theta\left(\sum_{j=1}^{k} r_j - t\right) \left(\sum_{j=1}^{k} r_j\right)^n.$$

It is easily seen that

$$s_p(x) := \int \prod_{j=1}^{p} dr_j \delta\left(x - \sum_{j=1}^{p} r_j\right) = x^{p-1} \int_{\mathbb{R}_{\geq 0}} \prod_{j=1}^{p} dr_j \delta\left(1 - \sum_{j=1}^{p} r_j\right) = x^{p-1} s_{p}(1).$$

Then

$$\mathcal{I}_{d,n}(k, t) = \Gamma(d) s_{d-k}(1) \int \prod_{j=1}^{k} dr_j \delta\left(1 - \sum_{j=1}^{k} r_j\right) \Theta\left(\sum_{j=1}^{k} r_j - t\right) \left(\sum_{j=1}^{k} r_j\right)^n$$

$$= \Gamma(d) s_{d-k}(1) \int \prod_{j=1}^{k} dr_j \int_{0}^{1} dx \delta\left(x - \sum_{j=1}^{k} r_j\right) (1-x)^{d-k-1} x^n \Theta(x-t)$$

$$= \Gamma(d) s_{d-k}(1) \int_{0}^{1} dx \left(1-x\right)^{d-k-1} x^n \Theta(x-t) \int \prod_{j=1}^{k} dr_j \delta\left(x - \sum_{j=1}^{k} r_j\right)$$

$$= \Gamma(d) s_{d-k}(1) \int_{0}^{1} dx \left(1-x\right)^{d-k-1} x^n \Theta(x-t) s_k(x),$$

i.e.,

$$\mathcal{I}_{d,n}(k, t) = \Gamma(d) s_{d-k}(1)s_k(1) \int_{0}^{1} dx \left(1-x\right)^{d-k-1} x^{n+k-1}$$

$$= \Gamma(d) s_{d-k}(1)s_k(1) B(1-t; d-k, k+n)$$

$$= \frac{\Gamma(d-k+k)}{\Gamma(d-k)\Gamma(k)} B(1-t; d-k, k+n) = \frac{B(1-t; d-k, k+n)}{B(d-k, k)}.$$

Therefore, we get the desired result.

3 Dirac Delta Function of Matrix Argument

Definition 3.1 (Dirac delta function of real-matrix argument) (i) For an $m \times n$ real matrix $X = [x_{ij}] \in \mathbb{R}^{m \times n}$, the matrix delta function $\delta(X)$ is defined as

$$\delta(X) := \prod_{i=1}^{m} \prod_{j=1}^{n} \delta(x_{ij}). \quad (3.1)$$
In particular, the vector delta function is just a special case where \( n = 1 \) in the matrix case. 

(ii) For an \( m \times m \) symmetric real matrix \( X = [x_{ij}] \), the matrix delta function \( \delta(X) \) is defined as
\[
\delta(X) := \prod_{i \leq j} \delta(x_{ij}). \tag{3.2}
\]

From the above definition, we see that the matrix delta function of a complex matrix is equal to the product of one-dimensional delta functions over the independent real and imaginary parts of this complex matrix. In view of this observation, we see that \( \delta(X) = \delta(\text{vec}(X)) \), where \( \text{vec}(X) \) is the vectorization of the matrix \( X \). It is easily checked for a rectangular matrix. For the symmetric case, for example, take a \( 2 \times 2 \) symmetric real matrix \( X = \begin{bmatrix} x_{11} & x_{12} \\ x_{21} & x_{22} \end{bmatrix} \) with \( x_{12} = x_{21} \), then \( \text{vec}(X) = [x_{11}, x_{21}, x_{12}, x_{22}]^T = [x_{11}, x_{12}, x_{12}, x_{22}]^T \), thus \( \text{vec}(X) = x_{11}[1, 0, 0, 0]^T + x_{12}[0, 1, 1, 0]^T + x_{22}[0, 0, 0, 1]^T \), i.e., there are three independent variables \( \{x_{11}, x_{12}, x_{22}\} \) in the vector \( \text{vec}(X) \) just like in the matrix \( X \), thus
\[
\delta(X) = \delta(x_{11})\delta(x_{12})\delta(x_{22}) = \delta(\text{vec}(X)).
\]

**Proposition 3.2** For an \( m \times m \) symmetric matrix \( X \), we have
\[
\delta(X) = 2^{-m} \pi^{\frac{m(m+1)}{2}} \int e^{i \text{Tr}(T X)} \, [dT], \tag{3.3}
\]
where \( T = [t_{ij}] \) is also an \( m \times m \) real symmetric matrix, and \([dT] := \prod_{i \leq j} dt_{ij} \).

**Proof** Since
\[
\text{Tr}(T X) = \sum_{j=1}^m t_{jj}x_{jj} + \sum_{i \neq j} t_{ij}x_{ij} = \sum_{j=1}^m t_{jj}x_{jj} + 2 \sum_{i < j} t_{ij}x_{ij}
\]
implies that
\[
\int e^{i \text{Tr}(T X)} \, [dT] = \prod_{j=1}^m \int \exp (i t_{jj}x_{jj}) \, dt_{jj} \prod_{1 \leq i < j \leq m} \int \exp (i t_{ij} (2x_{ij})) \, dt_{ij}
\]
\[
= \prod_{j=1}^m 2\pi \delta(x_{jj}) \times \prod_{1 \leq i < j \leq m} 2\pi \delta(2x_{ij})
\]
\[
= \prod_{j=1}^m 2\pi \delta(x_{jj}) \times \prod_{1 \leq i < j \leq m} \pi \delta(x_{ij}) = 2^m \pi^{\frac{m(m+1)}{2}} \delta(X).
\]
Therefore we get the desired identity. \( \square \)

**Proposition 3.3** For \( A \in \mathbb{R}^{m \times m} \), \( B \in \mathbb{R}^{n \times n} \) and \( X \in \mathbb{R}^{m \times n} \), we have
\[
\delta(AXB) = |\det^{-n}(A)\det^{-m}(B)| \delta(X). \tag{3.4}
\]
Proof We have already known that $\delta(AXB) = \delta(\text{vec}(AXB))$. Since $\text{vec}(AXB) = (A \otimes B^T)\text{vec}(X)$ [11], it follows that

$$\delta(AXB) = \delta(\text{vec}(AXB)) = \delta((A \otimes B^T)\text{vec}(X)) = \delta(\text{vec}(X)).$$

This completes the proof. $\square$

**Proposition 3.4** For $A \in \mathbb{R}^{n \times n}$ and $X = X^T \in \mathbb{R}^{n \times n}$, we have

$$\delta(AXA^T) = |\text{det}(A)|^{-(n+1)} \delta(X).$$

**Proof** By using (3.3), it follows that

$$\delta(AXA^T) = 2^{-n-1} \pi \left| \text{det}(A) \right|^{-\frac{n(n+1)}{2}} \int e^{i\text{Tr}(TXA^T)}[dT] = 2^{-n-1} \pi \left| \text{det}(A) \right|^{-\frac{n(n+1)}{2}} \int e^{i\text{Tr}(A^TAX)}[dT].$$

Let $S = A^T A$. Then we have $[dS] = |\text{det}(A)|^{n+1} [dT]$ (see Proposition 2.8 in [11]). From this, we see that

$$\delta(AXA^T) = |\text{det}(A)|^{-(n+1)} 2^{-n-1} \pi \left| \text{det}(A) \right|^{-\frac{n(n+1)}{2}} \int e^{i\text{Tr}(SX)}[dS] = |\text{det}(A)|^{-(n+1)} \delta(X).$$

This completes the proof. $\square$

Note that Dirac delta function for complex number is defined by $\delta(z) := \delta(\text{Re}(z))\delta(\text{Im}(z))$, where $z = \text{Re}(z) + \sqrt{-1}\text{Im}(z)$ for $\text{Re}(z), \text{Im}(z) \in \mathbb{R}$. The complex number $z$ can be realized as a 2-dimensional real vector

$$z \mapsto \hat{z} := \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}.$$ 

Thus

$$\delta(z) = \delta(\hat{z}) = \delta\left(\begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}\right).$$

(3.10)

Then for $c \in \mathbb{C}$, $cz$ is represented as

$$cz \mapsto \begin{bmatrix} \text{Re}(c)\text{Re}(z) - \text{Im}(c)\text{Im}(z) \\ \text{Im}(c)\text{Re}(z) + \text{Re}(c)\text{Im}(z) \end{bmatrix} = \begin{bmatrix} \text{Re}(c) & -\text{Im}(c) \\ \text{Im}(c) & \text{Re}(c) \end{bmatrix} \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix},$$

we have

$$\delta(cz) = \delta\left(\begin{bmatrix} \text{Re}(c) & -\text{Im}(c) \\ \text{Im}(c) & \text{Re}(c) \end{bmatrix} \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}\right) = \left| \text{det}(A) \right|^{-\frac{n(n+1)}{2}} \left| \text{det}(A) \right|^{-\frac{n(n+1)}{2}} \delta(z) = |c|^{-2} \delta(z).$$

Therefore we have

$$\delta(cz) = |c|^{-2} \delta(z).$$

(3.11)

Furthermore, if $z \in \mathbb{C}^n$, then

$$\delta(cz) = |c|^{-2n} \delta(z).$$

(3.12)
Example 3.5 (The pdf of inner product between two independent random unit complex vectors) Recall that there is an unique unitary-invariant measure (up to normalization) $\mu$ over the sphere of $\mathbb{C}^n$:

$$d\mu(\psi) = \frac{1}{N_n'} \delta(1 - ||\psi||)[d\psi], \quad (3.13)$$

where

$$N_n' := \int_{\mathbb{C}^n} \delta(1 - ||\psi||)[d\psi] = \frac{2\pi^n}{\Gamma(n)}.$$  

Now the probability density function of the module of the inner product $\langle \phi, \psi \rangle$ between two independent random unit vectors $\phi$ and $\psi$ can be expressed as

$$P_n(r) = \int_{\mathbb{C}^n \times \mathbb{C}^n} \delta(r - ||\phi, \psi||) d\mu(\phi) d\mu(\psi). \quad (3.14)$$

By using Haar measure (also denoted by $\mu$) over the unitary group, the above integral can be rewritten as

$$P_n(r) = \int_{\mathbb{C}^n \times \mathbb{C}^n} \delta(r - ||Ue_1, Ve_1||) d\mu(U) d\mu(V). \quad (3.15)$$

Now

$$P_n(r) = \int_{\mathbb{C}^n} \delta(r - |\langle e_1, W\psi \rangle|) d\mu(W). \quad (3.16)$$

Again, changing it back, we get that

$$P_n(r) = \int_{\mathbb{C}^n} \delta(r - |\langle e_1, \psi \rangle|) d\mu(\psi). \quad (3.17)$$

By using Lebesgue measure, we obtain that

$$P_n(r) = \frac{1}{N_n'} \int_{\mathbb{C}^n} \delta(r - |\phi_1|) \delta(1 - ||\psi||)[d\psi] \quad (3.18)$$

where we used the fact that $\delta(1 - ||\psi||) = 2\delta(1 - \langle \psi, \psi \rangle)$. Let $\psi_1 = x_1 + iy_1 = re^{i\theta}$, where $r = |\psi_1|$ and $\theta \in [0, 2\pi]$. Then we have that the Jacobian of the transformation $(x_1, y_1) \rightarrow (r, \theta)$ is given by $J(x_1, y_1 : r, \theta) = r$. Thus $\int \delta(r - |\phi_1|)[d\psi_1] = \int_0^{2\pi} r d\theta$.

More specifically, we have

$$P_n(r) = \frac{2}{N_n'} \int_0^{2\pi} d\theta r \int_{\mathbb{C}^{n-1}} \delta \left(1 - r^2 - \sum_{j=2}^n |\psi_j|^2\right) \prod_{j=2}^n [d\psi_j] \quad (3.20)$$

$$= \frac{4\pi}{N_n'} r \int_{\mathbb{R}^{2(n-1)}} \delta \left(1 - r^2 - \sum_{j=2}^n (x_j^2 + y_j^2)\right) \prod_{j=2}^n dx_j dy_j. \quad (3.21)$$

Denote

$$\Psi(t) := \int_{\mathbb{R}^{2(n-1)}} \delta \left(t - \sum_{j=2}^n (x_j^2 + y_j^2)\right) \prod_{j=2}^n dx_j dy_j.$$

Then its Laplace transform is

$$L(\Psi)(\omega) := \prod_{j=2}^n \int_{\mathbb{R}} e^{-\omega x_j^2} dx_j \int_{\mathbb{R}} e^{-\omega y_j^2} dy_j = \left(\frac{\pi}{\omega}\right)^{n-1}.$$
Therefore
\[ \Psi(t) = L^{-1} \left( \frac{\pi}{\omega} \right)^{n-1} (t) = \frac{\pi^{n-1}}{\Gamma(n-1)} t^{n-2}. \]

The pdf of inner product between \( \phi \) and \( \psi \) is given by \( P_n(r) = \frac{4\pi}{N_n} r \Psi(1 - r^2) \). That is,
\[ P_n(r) = 2(n - 1) \cdot r (1 - r^2)^{n-2}, \quad r \in [0, 1]. \quad (3.22) \]

Since the inner product \( \langle \phi, \psi \rangle = re^{i\theta} \) are determined by \( r \in [0, 1] \) and \( \theta \in [0, 2\pi] \). Then the pdf of \( \langle \phi, \psi \rangle \) is given by
\[ \tilde{P}_n(r, \theta)drd\theta = P_n(r)dr \times \frac{1}{2\pi} d\theta. \]

Finally, the following integral formula holds:
\[ \int_{C^n \times C^n} f(\langle \phi, \psi \rangle) \delta(1 - ||\phi||) \delta(1 - ||\psi||)[d\phi][d\psi] = N_n^2 \int_0^1 \int_0^{2\pi} f(r, \theta) \tilde{P}_n(r, \theta)drd\theta. \]

If \( f(r, \theta) \) is independent of \( \theta \), then we get that
\[ \int_{C^n \times C^n} f(\langle \phi, \psi \rangle) \delta(1 - ||\phi||) \delta(1 - ||\psi||)[d\phi][d\psi] = N_n^2 \int_0^1 f(r)P_n(r)dr. \]

If \( f(\langle \phi, \psi \rangle) = \exp(t \| \langle \phi, \psi \rangle \|) \), then
\[ \int_{C^n \times C^n} f(\langle \phi, \psi \rangle) \delta(1 - ||\phi||) \delta(1 - ||\psi||)[d\phi][d\psi] = \frac{8(n-1)\pi^{2n}}{\Gamma(n)^2} \int_0^1 e^{tr} (1 - r^2)^{n-2}dr = \frac{8(n-1)\pi^{2n}}{\Gamma(n)^2} \sqrt{\frac{\pi}{4}} \Gamma(n-1) \left( t \frac{0F_1 \left( n + \frac{1}{2}; \frac{t^2}{4} \right)}{\Gamma \left( n + \frac{1}{2} \right)} + 2 \frac{1F_2 \left( \left\{ \frac{1}{2}; \left\{ \frac{1}{2}, n \right\}; \frac{t^2}{4} \right\} \right)}{\Gamma \left( \frac{1}{2} \right) \Gamma(n)} \right). \]

Here \( 0F_1, 1F_2 \) are the regularized confluent hypergeometric functions.

**Proposition 3.6** For a full-ranked complex matrix \( A \in \mathbb{C}^{n \times n} \), it holds that
\[ \delta(Az) = \frac{1}{|\det(AA^*)|} \delta(z) = |\det(A)|^{-2} \delta(z), \quad z \in \mathbb{C}^n. \quad (3.23) \]

In particular, for any unitary matrix \( U \in U(n) \), we have
\[ \delta(Uz) = \delta(z). \quad (3.24) \]

**Proof** Since \( Az \) can be represented as
\[ \hat{A}z = \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix} \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}. \]
it follows that
\[
\delta(Az) = \delta \left( \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix} \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix} \right)
\]
\[
= \left| \det^{-1} \left( \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix} \right) \right| \delta \left( \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix} \right)
\]
\[
= \left| \det^{-1}(AA^*) \right| \delta(z),
\]
where \[\left| \det \left( \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix} \right) \right| = |\det(AA^*)| \] can be found in [9, 11]. Therefore we have
\[
\delta(Az) = |\det(A)|^{-2} \delta(z), \quad z \in \mathbb{C}^n.
\] (3.25)
If \(A = U\) is a unitary matrix, then \(|\det(U)| = 1\). The desired result is obtained. \(\square\)

The second proof Let \(\hat{A} = \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix}\) and \(\hat{z} = \begin{bmatrix} \text{Re}(z) \\ \text{Im}(z) \end{bmatrix}\). Then by Proposition 2.3,
\[
\delta(Az) = \delta(\hat{A}\hat{z}) = \left| \det^{-1}(\hat{A}) \right| \delta(\hat{z}) = \left| \det^{-1}(AA^*) \right| \delta(z).
\] (3.26)
This completes the proof. \(\square\)

**Definition 3.7** (Dirac delta function of complex-matrix argument) (i) For an \(m \times n\) complex matrix \(Z = [z_{ij}] \in \mathbb{C}^{m \times n}\), the matrix delta function \(\delta(Z)\) is defined as
\[
\delta(Z) := \prod_{i=1}^{m} \prod_{j=1}^{n} \delta(\text{Re}(z_{ij})) \delta(\text{Im}(z_{ij})).
\] (3.27)
In particular, the vector delta function is just a special case where \(n = 1\) in the matrix case.
(ii) For an \(m \times m\) Hermitian complex matrix \(X = [x_{ij}] \in \mathbb{C}^{m \times m}\), the matrix delta function \(\delta(X)\) is defined as
\[
\delta(X) := \prod_{j} \delta(x_{jj}) \prod_{i<j} \delta(\text{Re}(x_{ij})) \delta(\text{Im}(x_{ij})).
\] (3.28)
The Fourier integral representation of Dirac delta function can be extended to the matrix case. The following proposition is very important in this paper.

**Proposition 3.8** [12] For an \(m \times m\) Hermitian complex matrix \(X \in \mathbb{C}^{m \times m}\), we have
\[
\delta(X) = \frac{1}{2m \pi^m} \int e^{i \text{Tr}(TX)} [dT],
\] (3.29)
where \(T = [t_{ij}]\) is also an \(m \times m\) Hermitian complex matrix, and \([dT] := \prod_{j} dt_{jj} \prod_{i<j} d\text{Re}(t_{ij})d\text{Im}(t_{ij})\).
Proof Indeed, we know that
\[
T(TX) = \sum_{j=1}^{m} t_{jj}x_{jj} + \sum_{i \neq j} \left( t_{ij}x_{ij} + t_{ji}x_{ij} \right) = \sum_{j=1}^{m} t_{jj}x_{jj} + \sum_{1 \leq i < j \leq m} \left( t_{ij}x_{ij} + t_{ji}x_{ij} \right)
\]
implies that
\[
\int e^{i \text{Tr}(TX)} [dT] = \prod_{j=1}^{m} \int \exp (it_{jj}x_{jj}) \, dt_{jj} \times \prod_{1 \leq i < j \leq m} \int \exp (i \text{Re}(t_{ij}) (2 \text{Re}(x_{ij}))) \, d\text{Re}(t_{ij}) \times \prod_{1 \leq i < j \leq m} \int \exp (i \text{Im}(t_{ij}) (2 \text{Im}(x_{ij}))) \, d\text{Im}(t_{ij})
\]
\[
= \prod_{j=1}^{m} 2\pi \delta (x_{jj}) \times \prod_{1 \leq i < j \leq m} 2\pi \delta (2\text{Re}(x_{ij})) 2\pi \delta (2\text{Im}(x_{ij}))
\]
\[
= \prod_{j=1}^{m} 2\pi \delta (x_{jj}) \times \prod_{1 \leq i < j \leq m} \pi \delta (\text{Re}(x_{ij})) \pi \delta (\text{Im}(x_{ij}))
\]
\[
= (2\pi)^m \left( \pi^2 \right)^{\binom{m}{2}} \prod_{j} \delta (x_{jj}) \prod_{i < j} \delta (\text{Re}(x_{ij})) \delta (\text{Im}(x_{ij}))
\]
\[
= 2^m \pi m^2 \delta (X).
\]
Therefore we get the desired identity. \( \square \)

Remark 3.9 Indeed, since
\[
\text{Tr}(T^{\text{off}}X^{\text{off}}) = \sum_{i < j} 2(\text{Re}(t_{ij}) \text{Re}(x_{ij}) + \text{Im}(t_{ij}) \text{Im}(x_{ij}))
\]
and
\[
[dT^{\text{off}}] = \prod_{i < j} d\text{Re}(t_{ij}) d\text{Im}(t_{ij}).
\]

it follows that
\[
\int [dT^{\text{off}}] \exp \left( i \text{Tr}(T^{\text{off}}X^{\text{off}}) \right)
\]
\[
= \prod_{i < j} \int d\text{Re}(t_{ij}) \exp (i \text{Re}(t_{ij})(2 \text{Re}(x_{ij}))) \int d\text{Im}(t_{ij}) \exp (i \text{Im}(t_{ij})(2 \text{Im}(x_{ij})))
\]
\[
= \prod_{i < j} 2\pi \delta (2\text{Re}(x_{ij})) \cdot 2\pi \delta (2\text{Im}(x_{ij})) = \prod_{i < j} \pi \delta (\text{Re}(x_{ij})) \pi \delta (\text{Im}(x_{ij}))
\]
\[
= \pi^{2 \binom{m}{2}} \prod_{i < j} \delta (\text{Re}(x_{ij})) \delta (\text{Im}(x_{ij})) = \pi^{m(m-1)} \delta (X^{\text{off}}).\]
From the above discussion, we see that (3.29) can be separated into two identities below:

$$\delta(X_{\text{diag}}) = \frac{1}{(2\pi)^m} \int [dT_{\text{diag}}] e^{i\text{Tr}(T_{\text{diag}})X_{\text{diag}}},$$

(3.30)

$$\delta(X_{\text{off}}) = \frac{1}{\pi^{m(m-1)}} \int [dT_{\text{off}}] e^{i\text{Tr}(T_{\text{off}})X_{\text{off}}}. $$

(3.31)

Note that the identity in Proposition 3.8 is used in deriving the joint distribution of diagonal part of Wishart matrix ensemble [12], and it is also used in obtaining derivative principle for unitarily invariant random matrix ensemble in [10]. More generally, the fact can be found in [2] that the derivative principle for invariant measure is used to investigate the joint distribution of eigenvalues of local states from the same multipartite pure states.

**Proposition 3.10** For $A \in \mathbb{C}^{m \times m}$ and $B \in \mathbb{C}^{n \times n}$, let $Z \in \mathbb{C}^{!m \times n}$. Then we have

$$\delta(AZB) = \text{det}^{-n}(AA^*)\text{det}^{-m}(BB^*)\delta(Z).$$

(3.32)

**Proof** Now $AZB$ can be represented as, via $\hat{XY} = \hat{X}\hat{Y}$,

$$\widehat{AZB} = \hat{A}\hat{Z}\hat{B} = \begin{bmatrix} \text{Re}(A) & -\text{Im}(A) \\ \text{Im}(A) & \text{Re}(A) \end{bmatrix} \begin{bmatrix} \text{Re}(Z) & -\text{Im}(Z) \\ \text{Im}(Z) & \text{Re}(Z) \end{bmatrix} \begin{bmatrix} \text{Re}(B) & -\text{Im}(B) \\ \text{Im}(B) & \text{Re}(B) \end{bmatrix}.$$ (3.33)

Then from (3.4), we see that

$$\delta(AZB) = \delta(\widehat{AZB}) = \delta(\hat{A}\hat{Z}\hat{B}) = |\text{det}^{-n}(\hat{A})\text{det}^{-m}(\hat{B})|\delta(\hat{Z})$$

(3.34)

$$= \text{det}^{-n}(AA^*)\text{det}^{-m}(BB^*)\delta(Z).$$ (3.35)

The result is proven. \square

**Proposition 3.11** For $A \in \mathbb{C}^{m \times m}$, and $m \times m$ Hermitian complex matrix $X \in \mathbb{C}^{m \times m}$, we have

$$\delta(AXA^*) = |\text{det}(AA^*)|^{-m} \delta(X).$$ (3.36)

**Proof** By using the Fourier transform of the matrix delta function (see (3.29))

$$\delta(AXA^*) = \frac{1}{2^m \pi^{m^2}} \int e^{i\text{Tr}(TAXA^*)} [dT] = \frac{1}{2^m \pi^{m^2}} \int e^{i\text{Tr}(A^*TA)} [dT].$$ (3.37)

where $T = [t_{ij}]$ is also an $m \times m$ Hermitian complex matrix, and $[dT] := \prod_j dt_{jj} \prod_{i<j} d\text{Re}(t_{ij})d\text{Im}(t_{ij})$.

Let $H = A^*TA$. Then we have (see Proposition 3.4 in [11]):

$$[dH] = |\text{det}(AA^*)|^m [dT].$$ (3.38)

Thus

$$\delta(AXA^*) = |\text{det}(AA^*)|^{-m} \frac{1}{2^m \pi^{m^2}} \int e^{i\text{Tr}(HX)} [dH] = |\text{det}(AA^*)|^{-m} \delta(X).$$ (3.39)

We are done. \square
4 Applications

4.1 Joint Distribution of Eigenvalues of Wishart Matrix Ensemble

The first application is to calculate the joint distribution of Wishart matrix ensemble [6]. Note that the so-called Wishart matrix ensemble is the set of all complex matrices of the form \( W = ZZ^\dagger \) with \( Z \) an \( m \times n (m \leq n) \) complex Gaussian matrix, i.e., a matrix with all entries being standard complex Gaussian random variables,

\[
\varphi(Z) = \frac{1}{\pi^{mn}} \exp \left( -\text{Tr}(ZZ^\dagger) \right),
\]

the distribution density of \( W \) is given by

\[
P(W) = \int \delta \left( W - ZZ^\dagger \right) \varphi(Z)[dZ]
\]

\[= \frac{1}{\pi^{mn}} \int \delta \left( W - ZZ^\dagger \right) \exp \left( -\text{Tr}(ZZ^\dagger) \right)[dZ]. \tag{4.1}
\]

That is,

\[
P(W) = \frac{1}{\pi^{mn}} e^{-\text{Tr}(W)} \int \delta \left( W - ZZ^\dagger \right)[dZ]. \tag{4.2}
\]

Let \( Z = \sqrt{W}Y \). Then \( ZZ^\dagger = \sqrt{W}YY^\dagger \sqrt{W} \) and \([dZ] = \det(W)^n[dY]\). By Proposition 3.10, we get

\[
\delta \left( W - ZZ^\dagger \right) = \delta \left( \sqrt{W} \left( \mathbb{1} - YY^\dagger \right) \sqrt{W} \right) = \frac{1}{\det(W)^m} \delta \left( \mathbb{1} - YY^\dagger \right).
\]

Therefore

\[
P(W) = \frac{1}{\pi^{mn}} \det^{n-m}(W)e^{-\text{Tr}(W)} \int \delta \left( \mathbb{1} - YY^\dagger \right)[dY] \propto \det^{n-m}(W)e^{-\text{Tr}(W)}, \tag{4.4}
\]

where \( \int \delta \left( \mathbb{1} - YY^\dagger \right)[dY] := C \) is a constant, independent of \( W \).

**Proposition 4.1** It holds that

\[
\int \delta \left( \mathbb{1}_m - YY^\dagger \right)[dY] = \frac{\pi^{\frac{1}{2}m(2n-m+1)}}{\prod_{k=1}^{m}(n-k)!}.
\]

In particular, (i) for \( m = 1 \),

\[
\int \delta \left( 1 - \langle y, y \rangle \right)[dY] = \frac{\pi^{n}}{(n-1)!} = \frac{\pi^{n}}{\Gamma(n)}. \tag{4.6}
\]

(ii) for \( m = n \), we have

\[
\int \delta \left( \mathbb{1}_n - YY^\dagger \right)[dY] = \frac{\pi^{\frac{1}{2}n(n+1)}}{\prod_{k=1}^{n}\Gamma(k)} = 2^{-n} \cdot \text{vol}(U(n)). \tag{4.7}
\]

**Proof** Since

\[
1 = \int P(W)[dW] = \frac{C}{\pi^{mn}} \int_{W > 0} \det^{n-m}(W)e^{-\text{Tr}(W)}[dW], \tag{4.8}
\]
where via $W = U w U^\dagger$ for $w = \text{diag}(w_1, \ldots, w_m)$ where $w_1 > \cdots > w_m$
$$[dW] = \Delta(w)^2 [dw] [U^\dagger dU].$$

It follows that
$$1 = \frac{C}{\pi^{mn}} \text{vol}(U(m)/\mathbb{T}^m) \int_{w_1 > \cdots > w_m} \Delta(w)^2 \text{det}^{n-m}(w) e^{-\text{Tr}(w)} [dw]. \quad (4.9)$$

By using Selberg integral formula, we see that
$$\int \Delta(w)^2 \text{det}^{n-m}(w) e^{-\text{Tr}(w)} [dw] = \prod_{k=1}^m k!(n-k)!. \quad (4.10)$$

Thus
$$\int_{w_1 > \cdots > w_m} \Delta(w)^2 \text{det}^{n-m}(w) e^{-\text{Tr}(w)} [dw] = \frac{1}{m!} \prod_{k=1}^m k!(n-k)!. \quad (4.11)$$

We conclude that
$$\int \delta \left( \mathbb{I} - YY^\dagger \right) [dY] = \frac{\text{vol}(\mathbb{T}^m)m!\pi^{mn}}{\text{vol}(U(m)) \prod_{k=1}^m k!(n-k)!}. \quad (4.12)$$

Now
$$\text{vol}(U(m)) = \frac{2^m \pi^{m(m+1)/2}}{\prod_{k=1}^m \Gamma(k)} \quad \text{and} \quad \text{vol}(\mathbb{T}^m) = (2\pi)^m.$$ 

We obtain that
$$\int \delta \left( \mathbb{I} - YY^\dagger \right) [dY] = \frac{\pi^{\frac{1}{2}m(2n-m+1)}}{\prod_{k=1}^m (n-k)!}. \quad (4.13)$$

This completes the proof. \hfill $\square$

**Corollary 4.2** It holds that
$$\int \delta \left( W - ZZ^\dagger \right) [dZ] = \pi^{\frac{1}{2}m(2n-m+1)} \frac{\text{det}(W)^{n-m}}{\prod_{k=1}^m (n-k)!}. \quad (4.14)$$

**Proof** It is easily seen that
$$\int \delta \left( W - ZZ^\dagger \right) [dZ] = \text{det}(W)^{n-m} \int \delta \left( \mathbb{I}_m - YY^\dagger \right) [dY]$$
$$= \frac{\pi^{\frac{1}{2}m(2n-m+1)}}{\prod_{k=1}^m (n-k)!} \text{det}(W)^{n-m}. \quad (4.15)$$

Here we used the result in Proposition 4.1. \hfill $\square$

**Remark 4.3** Denote $U(m, n) := \{ Z \in \mathbb{C}^{m \times n} : ZZ^\dagger = \mathbb{I}_m \} \ (m \leq n)$. Note that
$$\text{vol}(U(m, n)) = \int \delta \left( \mathbb{I}_m - ZZ^\dagger \right) [Z^\dagger dZ] = \frac{2^m \pi^{\frac{1}{2}m(2n-m+1)}}{\prod_{k=1}^m (n-k)!}.$$ 

This indicates that
$$\int \delta \left( \mathbb{I}_m - ZZ^\dagger \right) [Z^\dagger dZ] = 2^m \int \delta \left( \mathbb{I}_m - ZZ^\dagger \right) [dZ].$$
In addition, the delta integral can be reformulated in terms of another form:

$$\int \delta \left( W - ZZ^\dagger \right) [dZ] = \int ZZ^\dagger = W [dZ].$$

Finally, we have seen that

$$P(W) = \det(W)^{n-m} e^{-\text{Tr}(W)} \pi \left( \frac{m}{2} \right) \prod_{k=1}^{m} (n-k)!.$$  

### 4.2 Joint Distribution of Eigenvalues of Induced Random Quantum State Ensemble

Any mixed state $\rho$ (i.e., nonnegative complex matrix of trace-one) acting on $\mathcal{H}_m$, may be purified by finding a pure state $|X\rangle$ in the composite Hilbert space $\mathcal{H}_m \otimes \mathcal{H}_m$, such that $\rho$ is given by the partial tracing over the auxiliary subsystem,

$$|X\rangle \longrightarrow \rho = \text{Tr}_2 (|X\rangle\langle X|).$$  \hspace{1cm} (4.17)

In a loose sense, the purification corresponds to treating any density matrix of size $m$ as a vector of size $m^2$.

Consider a bipartite $m \otimes n$ composite quantum system. Pure states of this system $|X\rangle$ may be represented by a rectangular complex matrix $X$. The partial tracing with respect to the $n$-dimensional subspace gives a reduced density matrix of size $m$:

$$\rho = \text{Tr}_n (|X\rangle\langle X|).$$

The natural measure in the space of $mn$-dimensional pure states induces the measure $P_{m,n}(\rho)$ in the space of the reduced density matrices of size $m$.

Without loss of generality, we assume that $m \leq n$, then $\rho$ is generically positive definite (here something is generic means it holds with probability one). In any case, we are only interested in the distribution of the positive eigenvalues. Let us call the corresponding positive reduced density matrix again $\rho = XX^\dagger$, where $X$ is a $m \times n$ matrix. First we calculate the distribution of matrix elements

$$P(\rho) \propto \int [dX] \delta \left( \rho - XX^\dagger \right) \delta \left( 1 - \text{Tr}(XX^\dagger) \right)$$  

where the first delta function is a delta function of a Hermitian matrix and in the second delta function $\text{Tr}(XX^\dagger)$ may be substituted by $\text{Tr}(\rho)$. Since $\rho$ is positive definite we can make a transformation

$$X = \sqrt{\rho} \tilde{X},$$  \hspace{1cm} (4.19)

it follows that $[dX] = (\det(\rho))^n [d\tilde{X}]$ \hspace{1cm} (11). The matrix delta function may now be written as

$$\delta \left( \sqrt{\rho} \left( 1 - \tilde{X} \tilde{X}^\dagger \right) \sqrt{\rho} \right) = (\det(\rho))^{-m} \delta \left( 1 - \tilde{X} \tilde{X}^\dagger \right).$$  \hspace{1cm} (4.20)

As the result the distribution of matrix elements is given by

$$P(\rho) \propto \theta(\rho) \delta \left( 1 - \text{Tr}(\rho) \right) (\det(\rho))^{n-m}$$  

where the theta function assures that $\rho$ is positive definite. It is then easy to show by the methods of random matrix theory that the joint density of eigenvalues $\Lambda = \{\lambda_1, \ldots, \lambda_m\}$ of $\rho$ is given by

$$P_{m,n}(\lambda_1, \ldots, \lambda_m) \propto \delta \left( 1 - \sum_{j=1}^{m} \lambda_j \right) \prod_{j=1}^{m} \lambda_j^{n-m} \theta(\lambda_j) \prod_{1 \leq i < j \leq m} (\lambda_i - \lambda_j)^2.$$  \hspace{1cm} (4.22)

This result is firstly obtained by Życzkowski \hspace{1cm} (14) in 2001.
4.3 Joint Distribution of Eigenvalues of Two Wishart Matrices

The second application is to calculate the distribution of the sum of a finite number of complex Wishart matrices taken from the same Wishart ensemble [6]. The distribution of the sum of two Wishart matrices is considered in [7]. Let us consider two independent complex matrices $A$ and $B$ of dimensions $m \times n_A$ and $m \times n_B$ taken, respectively, from the distributions

$$P_A(A) = \frac{1}{\pi^{mn_A} \det(n_A) \Sigma_A} \exp\left(-\text{Tr}(\Sigma_A^{-1} AA^\dagger)\right),$$

(4.23)

$$P_B(B) = \frac{1}{\pi^{mn_B} \det(n_B) \Sigma_B} \exp\left(-\text{Tr}(\Sigma_B^{-1} BB^\dagger)\right).$$

(4.24)

Here $\Sigma_A, \Sigma_B$ are the covariance matrices. Since the domains of $A$ and $B$ remain invariant under unitary rotation, without loss of generality, we may take $\Sigma_A = \text{diag}(\sigma_1, \ldots, \sigma_m)$ and $\Sigma_B = \text{diag}(\sigma_1, \ldots, \sigma_m)$. We assume that $m \leq n_A, n_B$. And we have

$$\int [dA] P_A(A) = 1 \quad \text{and} \quad \int [dB] P_B(B) = 1.$$

The matrix $AA^\dagger$ and $BB^\dagger$ are then $n$-variate complex-Wishart-distributed, i.e., $AA^\dagger \sim W_m^C(n_A, \Sigma_A)$ and $BB^\dagger \sim W_m^C(n_B, \Sigma_B)$.

Ones are interested in the statistics of the ensemble of $m \times m$ Hermitian matrices $W = AA^\dagger + BB^\dagger$.

The distribution of $W$ can be obtained as

$$P_W(W) = \int [dA] \int [dB] \delta(W - AA^\dagger - BB^\dagger) P_A(A) P_B(B).$$

(4.25)

In what follows, our method will be different from Kumar’s in [7]. Let $A = \sqrt{W} \widetilde{A}$ and $B = \sqrt{W} \widetilde{B}$. Then $[dA] = \det(W)^{\frac{m}{2}} [d\widetilde{A}]$ and $[dB] = \det(W)^{\frac{m}{2}} [d\widetilde{B}]$. We also have

$$\delta(W - AA^\dagger - BB^\dagger) = \det(W)^{-m} \delta(\mathbb{1} - \widetilde{A} \widetilde{A}^\dagger - \widetilde{B} \widetilde{B}^\dagger).$$

Then

$$P_W(W) = \frac{\det^{n_A + n_B - m}(W)}{\pi^{m(n_A + n_B)} \det(n_A) \Sigma_A \det(n_B) \Sigma_B} \int [d\widetilde{A}] \int [d\widetilde{B}] \delta(\mathbb{1} - \widetilde{A} \widetilde{A}^\dagger - \widetilde{B} \widetilde{B}^\dagger) e^{-\text{Tr}(\sqrt{W} \Sigma_A^{-1} \sqrt{W} \widetilde{A} \widetilde{A}^\dagger - \text{Tr}(\sqrt{W} \Sigma_B^{-1} \sqrt{W} \widetilde{B} \widetilde{B}^\dagger))}.$$  

That is,

$$P_W(W) \propto \det(n_A + n_B - m)(W) \int [d\widetilde{A}] \int [d\widetilde{B}] \delta(\mathbb{1} - \widetilde{A} \widetilde{A}^\dagger - \widetilde{B} \widetilde{B}^\dagger) e^{-\text{Tr}(\sqrt{W} \Sigma_A^{-1} \sqrt{W} \widetilde{A} \widetilde{A}^\dagger + \sqrt{W} \Sigma_B^{-1} \sqrt{W} \widetilde{B} \widetilde{B}^\dagger))}. 

(4.26)

Now consider the reduction of the sum $\text{Tr}(\sqrt{W} \Sigma_A^{-1} \sqrt{W} \widetilde{A} \widetilde{A}^\dagger + \sqrt{W} \Sigma_B^{-1} \sqrt{W} \widetilde{B} \widetilde{B}^\dagger)$. Since $\mathbb{1} = \widetilde{A} \widetilde{A}^\dagger + \widetilde{B} \widetilde{B}^\dagger$, it follows that

$$\text{Tr}(\sqrt{W} \Sigma_A^{-1} \sqrt{W} \widetilde{A} \widetilde{A}^\dagger) + \text{Tr}(\sqrt{W} \Sigma_B^{-1} \sqrt{W} \widetilde{B} \widetilde{B}^\dagger) \quad (4.27)$$

$$= \text{Tr}(W \Sigma_A^{-1}) + \text{Tr}(\sqrt{W} (\Sigma_B^{-1} - \Sigma_A^{-1}) \sqrt{W} \widetilde{B} \widetilde{B}^\dagger) \quad (4.28)$$

$$= \text{Tr}(W \Sigma_B^{-1}) + \text{Tr}(\sqrt{W} (\Sigma_A^{-1} - \Sigma_B^{-1}) \sqrt{W} \widetilde{A} \widetilde{A}^\dagger). \quad (4.29)$$
Hence
\[ P_W(W) \propto \frac{\det^{n_A+n_B}e^{-m}(W)}{e^{\text{Tr}(W\Sigma^{-1}_1)}} Q(W) , \]  
(4.30)

where
\[ Q(W) := \int [d\tilde{A}] \int [d\tilde{B}] \delta \left( 1 - \tilde{A}^\dagger \tilde{B}^\dagger \right) e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{B}^\dagger \tilde{B}})} \]
\[ = \int_{0 < \tilde{A}^\dagger < 1_m}^m [d\tilde{A}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{A}^\dagger \tilde{A}})} \]
\[ = e^{\text{Tr}(W(\Sigma^{-1}_A-\Sigma^{-1}_B))} \int_{0 < \tilde{A}^\dagger < 1_m}^m [d\tilde{A}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{A}^\dagger \tilde{A}})} \]

That is,
\[ P_W(W) \propto \frac{\det^{n_A+n_B}e^{-m}(W)}{e^{\text{Tr}(W\Sigma^{-1}_1)}} \int_{0 < \tilde{A}^\dagger < 1_m}^m [d\tilde{A}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{A}^\dagger \tilde{A}})} . \]  
(4.31)

Similarly, we have
\[ P_W(W) \propto \frac{\det^{n_A+n_B}e^{-m}(W)}{e^{\text{Tr}(W\Sigma^{-1}_1)}} \int_{0 < \tilde{B}^\dagger < 1_m}^m [d\tilde{B}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{B}^\dagger \tilde{B}})} . \]  
(4.32)

In fact, we have
\[ \frac{1}{e^{\text{Tr}(W\Sigma^{-1})}} \int_{0 < \tilde{A}^\dagger < 1_m}^m [d\tilde{A}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{A}^\dagger \tilde{A}})} \]
\[ \frac{1}{e^{\text{Tr}(W\Sigma^{-1})}} \int_{0 < \tilde{B}^\dagger < 1_m}^m [d\tilde{B}] e^{\text{Tr}(\sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W \tilde{B}^\dagger \tilde{B}})} . \]

Let \( \Lambda = \sqrt{W(\Sigma^{-1}_A-\Sigma^{-1}_B)}\sqrt{W} \). By Gram-Schmidt orthogonalization procedure to write \( \tilde{A} = TU_1 \), where \( U_1 \) is \( m \times n_A \) matrix such that \( U_1U_1^\dagger = 1_m \) and \( T \) is a \( m \times m \) lower triangular matrix with diagonal entries real and positive. Then
\[ [d\tilde{A}] = \prod_{j=1}^m 2^{n_A-j-1}[dT][dU_1U_1^\dagger] , \]

where \( U \) is the enlarged \( n_A \times n_A \) unitary matrix of \( U_1 \). Let \( X = \tilde{A}\tilde{A}^\dagger = TT^\dagger \). We then have [11]:
\[ [dX] = 2^m \prod_{j=1}^m 2^{(m-j)-1}[dT] . \]

Combining together the above results gives that [11]
\[ [d\tilde{A}] = 2^{-m} \det^{n_A}e^{-m}(X)[dX][dU_1U_1^\dagger] . \]  
(4.33)

This means that
\[ \int_{0 < \tilde{A}^\dagger < 1_m}^m [d\tilde{A}] e^{\text{Tr}(\Lambda\tilde{A}\tilde{A}^\dagger)} = 2^{-m} \int_{0}^{1_m} [dX] \det^{n_A}e^{-m}(X) e^{\text{Tr}(\Lambda X)} \int [dU_1U_1^\dagger] \]  
(4.34)
\[ \propto \int_{0}^{1_m} [dX] \det^{n_A}e^{-m}(X) e^{\text{Tr}(\Lambda X)} . \]  
(4.35)
Similarly,
\[
\int_{0 < \tilde{B} \tilde{B}^\dagger < 1_m} [d\tilde{B}] e^{-\text{Tr}(\Lambda \tilde{B} \tilde{B}^\dagger)} \propto \int_0^1 [dX] \det^{n_B - m}(X) e^{-\text{Tr}(\Lambda X)}. \tag{4.36}
\]

**Theorem 4.4** It holds that
\[
P_W(W) \propto \frac{\det^{n_A + n_B - m}(W)}{e^{\text{Tr}(W \Sigma_B^{-1})}} \int_0^1 [dX] \det^{n_A - m}(X) e^{\text{Tr}(\Lambda X)} \tag{4.37}
\]
and
\[
P_W(W) \propto \frac{\det^{n_A + n_B - m}(W)}{e^{\text{Tr}(W \Sigma_A^{-1})}} \int_0^1 [dX] \det^{n_B - m}(X) e^{-\text{Tr}(\Lambda X)}. \tag{4.38}
\]
Moreover
\[
\frac{1}{e^{\text{Tr}(W \Sigma_B^{-1})}} \int_0^1 [dX] \det^{n_A - m}(X) e^{\text{Tr}(\Lambda X)} = \frac{1}{e^{\text{Tr}(W \Sigma_A^{-1})}} \int_0^1 [dX] \det^{n_B - m}(X) e^{-\text{Tr}(\Lambda X)}. \tag{4.39}
\]
In particular, if \( \Lambda = 0 \) (i.e., \( \Sigma_A = \Sigma_B := \Sigma \)), then
\[
P_W(W) \propto \frac{\det^{n_A + n_B - m}(W)}{e^{\text{Tr}(W \Sigma^{-1})}}. \tag{4.40}
\]

In the following, we calculate, via \( X = U \text{diag}(x) U^\dagger \) where \( \text{diag}(x) = \text{diag}(x_1, \ldots, x_m) \),
\[
\int_0^1 [dX] \det^{n_A - m}(X) e^{\text{Tr}(\Lambda X)} \propto \int_0^1 \cdots \int_0^1 \Delta(x)^{2} \prod_{j=1}^m x_j^{n_A - m} dx_j \int d\mu_{\text{Haar}}(U) e^{\text{Tr}(\Lambda U \text{diag}(x) U^\dagger)} \tag{4.41}
\]
W.l.o.g, we assume that \( \Lambda \) is in the diagonal form, i.e. \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m) \) where each \( \lambda_j \in \mathbb{R} \). By Harish-Chandra-Itzykson-Zuber integral formula [3, 5],
\[
\int_{U(m)} d\mu_{\text{Haar}}(U) e^{\text{Tr}(\Lambda U B U^\dagger)} = \left( \prod_{j=1}^m \Gamma(j) \right) \frac{\det \left[ \exp(a_i b_j) \right]}{\Delta(a) \Delta(b)}, \tag{4.42}
\]
it follows that
\[
\int d\mu_{\text{Haar}}(U) e^{\text{Tr}(\Lambda U \text{diag}(x) U^\dagger)} = \left( \prod_{j=1}^m \Gamma(j) \right) \frac{\det \left[ \exp(\lambda_i x_j) \right]}{\Delta(\lambda) \Delta(x)} \tag{4.43}
\]
Therefore
\[
\int_0^1 [dX] \det^{n_A - m}(X) e^{\text{Tr}(\Lambda X)} \propto \frac{1}{\Delta(\lambda)} \int_0^1 \cdots \int_0^1 \Delta(x)^{2} \prod_{j=1}^m x_j^{n_A - m} dx_j \tag{4.44}
\]
\[
\frac{1}{\Delta(\lambda)} \int_0^1 \cdots \int_0^1 |\Delta(x)| \prod_{j=1}^m e^{\lambda_j x_j} x_j^{n_A - m} dx_j. \tag{4.45}
\]
implying that
\[
\int_0^L [dX] \det^n A - m(X) e^{\text{Tr}(AX)} \propto \frac{1}{\Lambda(\Lambda)} \left( \prod_{j=1}^m \delta_{\lambda_j} - m \right) \int_0^1 \cdots \int_0^1 |\Delta(x)| \prod_{j=1}^m e^{x_j^2} \, dx_j.
\] (4.46)

**Remark 4.5** Kumar in [7] have presented analytical formula for distribution of the sum of two Wishart matrices in terms of the confluent hypergeometric function of matrix argument [9], which is defined by
\[
\frac{\Gamma_p(c)}{\Gamma_p(c-a)} \int_0^1 \det(X)^{a-p} \det(1 - X)^{c-a-p} e^{-\text{Tr}(AX)} \, dX,
\] (4.47)
where \( \Gamma_p(a) := \pi^{\frac{p(p-1)}{2}} \Gamma(a) \Gamma(a-1) \cdots \Gamma(a-p+1) \). Kummer’s formula for the confluent hypergeometric function \( {}_1F_1 \) is given by
\[
{}_1F_1(a; c; -\Lambda) = e^{-\text{Tr}(\Lambda)} \cdot {}_1F_1(c-a; c; \Lambda).
\] (4.48)

**Remark 4.6** We can present a simple approach to the similar result. Denote \( W^C_m(n, \Sigma) \) Wishart matrix ensemble for which each matrix is of the form \( W = AA^* \), where \( A \in \mathbb{C}^{m \times n} (m \leq n) \). Now \( W = W_1 + W_2 \), where \( W_1, W_2 \in W^C_m(n, \Sigma) \), can be rewritten as
\[
W = ZZ^\dagger, Z = [A, B] \in \mathbb{C}^{m \times 2n}.
\]
Then \( W \sim W^C_m(2n, \Sigma) \). Thus
\[
P_W(W) \propto \det^{2n-m}(W) e^{-\text{Tr}(\Sigma^{-1}W)}.
\]
The distribution of sum of an arbitrary finite number of Wishart matrices can be derived as:
\[
P_W(W) \propto \det^{kn-m}(W) e^{-\text{Tr}(\Sigma^{-1}W)},
\] where \( W = \sum_{j=1}^k W_j \) for \( W_j \sim W^C_m(n, \Sigma) \).
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