Electronic couplings and rates of excited state charge transfer processes at poly(thiophene-co-quinoxaline)–PC\textsubscript{71}BM interfaces: two- versus multi-state treatments†
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Electronic coupling between adjacent molecules is one of the key parameters determining the charge transfer (CT) rates in bulk heterojunction (BHJ) polymer solar cells (PSCs). We calculate theoretically electronic couplings for exciton dissociation (ED) and charge recombination (CR) processes at local poly(thiophene-co-quinoxaline) (TQ)–PC\textsubscript{71}BM interfaces. We use eigenstate-based coupling schemes, i.e. the generalized Mulliken–Hush (GMH) and fragment charge difference (FCD) schemes, including 2 to multiple (3–11) states. Moreover, we study the effects of functionals, excited state methods, basis sets, surrounding media, and relative placements of TQ and PC\textsubscript{71}BM on the coupling values. Generally, both schemes provide consistent couplings with the global hybrid functionals, which yield more charge-localized diabatic states and constant coupling values regardless of the number of states, and so the 2-state schemes may be sufficient. The (non-tuned and optimally tuned) long-range corrected (LRC) functionals result in more notable mixing of the local components with the CT states. Employing multiple states reduces the mixing and thus improves the LRC results, although the method still affects the GMH CR couplings. As the FCD scheme is less sensitive, we recommend combining it with the multi-state treatment for polymer–fullerene systems when using the LRC functionals. Finally, we employ the 11-state FCD couplings to calculate the ED and CR rates, which are consistent with the experimental rates of the polymer–fullerene systems. Our results provide more insight into choosing a suitable eigenstate-based coupling scheme for predicting the electronic couplings and CT rates in photoactive systems.

Introduction

Polymer solar cells (PSCs), which consist of conjugated donor–acceptor (D–A) copolymers as electron donor (eD) materials, have recently reached power conversion efficiencies (PCEs) up to 12\%\textsuperscript{1,2} when using a fullerene derivative, e.g. PC\textsubscript{71}BM (phenyl-C\textsubscript{71}-butyric acid methyl ester), as an electron acceptor (eA) material. In recent years, PCEs up to 13–14\%\textsuperscript{3,4} have been achieved with non-fullerene materials as the eAs. These best performing PSCs make use of a bulk heterojunction (BHJ) architecture\textsuperscript{5} in the photoactive layer, where the eD is mixed with the eA, ensuring the closest contact and an efficient charge transfer (CT) between the eD and eA materials.

Charge generation at the eD–eA interface is based on photo-induced electron transfer (PET), whose efficiency is determined by the following CT processes\textsuperscript{6,7} (Fig. 1a): (i) absorption of light by the eD (or the eA in some cases) leading to the formation of a locally excited state (LE, i.e. eD*–eA) and excitons (i.e. coulombically bound electron–hole pairs); (ii) diffusion of excitons to the eD–eA interface; (iii) exciton dissociation (ED) via an
electron transfer from the eD* to eA and the formation of a CT state (eD–eA"); (iv) if the charge carriers overcome the Coulomb binding energy, their separation into free carriers; and (v) migration of charges towards the electrodes. Alternatively, the CT state can decay via radiative emission or radiative charge recombination (CR) to the ground state (GS, i.e. eD–eA), which hinders the charge generation and thus reduces the performance of the device. Thus, maximizing the ED (and charge separation) rate and minimizing the CR rate are crucial for the efficiency of a PSC.

Predicting the rates of the ED and CR processes gives more insight into the efficiency of the charge generation at the eD–eA interface. In the high-temperature (weak-coupling), $k_B T \gg \hbar \omega$, regime, the semi-classical Marcus theory$^7$–$^10$ can be used to calculate the ED and CR rates:

$$k_{ED/CR} = \frac{|H_{if}|^2}{\hbar} \sqrt{\frac{\pi}{2k_B T}} \exp \left[ -\frac{(\Delta G^r + \lambda)^2}{4k_B T} \right]. \tag{1}$$

where $H_{if}$ is the electronic coupling (also referred to as a transfer integral) between the initial (i) and final (f) states of the CT process considered,$^{11}$ $k_B$ and $\hbar$ are the Boltzmann and reduced Planck constants, respectively; $T$ is the temperature; $\lambda$ is the reorganization energy (consisting of the inner, $\lambda_i$, and outer, $\lambda_o$, contributions, see the ESIT); and $\Delta G^r$ is the Gibbs free energy. As the ED and CR rates are directly proportional to $H_{if}$, it is one of the key parameters determining them.$^7$

The electronic coupling $H_{if}$ describes the strength of the interaction between the initial and final charge-localized (diabatic) states. It is defined as the off-diagonal matrix element of the electronic Hamiltonian $\langle H \rangle$: $H_{if} = \langle \psi_i | H | \psi_f \rangle$, where $\psi_i$ and $\psi_f$ are the wave functions of the initial and final diabatic states of interest.$^{11}$ Thus, the value of $H_{if}$ depends on the overlap of $\psi_i$ and $\psi_f$ and is very sensitive to the relative intermolecular position and distance of the eD and eA molecules.$^{12,13}$ For this reason, an accurate estimation and prediction of the $H_{if}$ values between the interacting species is a challenging subject of research in biology, chemistry, and physics.$^{11,14}$

Experimentally, $H_{if}$ has been evaluated from spectroscopic data by fitting them into theoretical expressions.$^{15}$ Theoretically, a number of computational methods based on $ab\ initio$ quantum mechanics (QM) have been proposed and applied to estimate the CT couplings.$^{11,16,17}$ For calculating $H_{if}$ of the CT processes involving excited states, e.g. ED and CR, different diabatization schemes have been developed. In these schemes, adiabatic states retrieved from QM calculations are transformed to diabatic states by using either the wave-function, as in the Boys localization,$^{18}$ the Edmiston–Ruedenberg localization,$^{19}$ and block diagonalization,$^{20,21}$ or an additional operator, e.g. dipole moment $|\mu|$ in the generalized Mulliken–Hush (GMH)$^{22,23}$ scheme or charge difference ($\Delta q$) in the fragment charge difference (FCD)$^{24}$ scheme. In addition, more simple approaches have been developed recently, where electronic couplings are obtained either directly$^{25}$ from excitation energies and oscillator strengths or by defining the quasi-diabatic states,$^{26}$ which are derived from the excited electronic states of the reference structures. In this paper, we will focus on the GMH and FCD schemes that are available in the Q-Chem software,$^{27}$ as they have proven to be useful and flexible for calculating electronic couplings for the excited state processes$^{22,24,28}$ and they can be employed for large molecules, as well.$^{16}$

Previously, a number of theoretical investigations have been reported using the two-state GMH and FCD schemes for determining $H_{if}$ at local photoactive eD–eA interfaces, such as phthalocyanine–C$_{60}$, pentacene–C$_{60}$, and D–A copolymer– fullerene systems.$^{13–19}$ In particular, the two-state GMH scheme has been used in several studies of D–A copolymers and fullerene derivatives.$^{23,38}$ However, in these studies, mainly the electronic couplings between the GS and excited states, i.e. the CR couplings, have been taken into account,$^{33–36}$ while there are fewer studies$^{37,38}$ which consider the couplings between the excited states, e.g. the LE and CT states, in the case of the ED process. In the PET, all these states are relevant for describing the ED and CR processes at the copolymer–fullerene interfaces. Moreover, to the best of our knowledge the effectiveness of the FCD scheme for predicting $H_{if}$ in these systems in comparison with the GMH scheme has not yet been studied, and thus further information about this is required.

Typically, two eigenstates are included in the GMH and FCD calculations to form charge-localized diabatic states. However, previous studies of the complexes consisting of small or medium sized organic molecules,$^{38,40,41}$ DNA π stacks,$^{34,42–44}$ donor-bridge-acceptor systems,$^{28,45}$ and TiO$_2$–dye systems$^{46}$ have shown that sometimes several adiabatic states are necessary

---

**Fig. 1** (a) Schematic energy diagram illustrating the main steps of the photophysical processes occurring in the photoactive layer of a BHJ PSC. (b) Structures of an eD (TQ) and an eA (PC$_{71}$BM).
to describe the diabatic states accurately. In such instances, the corresponding multi-state GMH and FCD approaches are required.\textsuperscript{28,40} This is commonly the case, for example, when the component of the local excitation of the eD or eA is mixed with the CT state, and the two-state GMH scheme may lead to overestimated electronic coupling values.\textsuperscript{47} However, to our knowledge, there are not yet studies which take account of the multi-state effects when predicting the coupling values with either the GMH or FCD scheme for the photoactive components of the active layers in PSCs containing D–A copolymers.

Previous studies have shown\textsuperscript{48,49} that electronic couplings are sensitive to the choice of density functional theory (DFT). Global hybrid functionals with a fixed, global fraction of explicit Hartree–Fock (HF) exchange, including especially B3LYP,\textsuperscript{50,51} have been generally a popular choice in the theoretical studies of photovoltaic compounds, but they are known to tend to overdelocalize the electron density due to the many-electron self-interaction error (MSIE).\textsuperscript{52,53} However, among the global hybrids, PBE0\textsuperscript{54–56} which is mainly based on fundamental constants rather than on fitting to empirical parameters, has been demonstrated to produce relatively accurate electron densities for a set of atomic species\textsuperscript{57} and also for larger organic molecules with two to ten heavy atoms (e.g. carbon, oxygen, nitrogen, and sulfur).\textsuperscript{58} Long-range corrected (LRC) functionals, where the exchange term in the Kohn–Sham energy functional is partitioned into short-range (SR) and long-range (LR) components by employing a splitting function (e.g. the standard error function or its extended versions\textsuperscript{59}), have resulted in improved excitation energies of copolymers and copolymer–fullerene systems with respect to B3LYP.\textsuperscript{60} In LRC functionals, DFT exchange is used for the SR part to treat the SR static correlation effects, while semilocal correlation is used for the LR part together with the full (100%) HF exchange, which will ensure the correct description of the asymptotic potential.\textsuperscript{53} In particular, the LRC functional CAM-B3LYP\textsuperscript{60} has been employed to reveal the excited state properties in the previous GMH coupling and CT rate calculations of copolymer–fullerene systems.\textsuperscript{33–36} However, here we note that not all functionals based on the range separation formalism actually include the full HF exchange, CAM-B3LYP with the 65% HF exchange in the LR component being one example, which may have consequences on the predicted values.\textsuperscript{61} In LRC functionals, the amount of (de)localization error is dependent on the range-separation parameter ($\omega$), which defines the switching between the SR and LR. As $\omega$ is system-dependent,\textsuperscript{62} using the default $\omega$ values can lead to inaccurate results, and thus to address the problem of the MSIE, optimally tuned (OT) LRC functionals have been introduced.\textsuperscript{53} Tuning of $\omega$ in the LRC functionals is known to improve the calculated excitation energies of D–A copolymers with respect to the experimental ones.\textsuperscript{63–66} Moreover, the FCD scheme has been reported to yield electronic couplings of stacked small molecules (i.e. ethylene, pyrrole, and naphthalene) closer to the experimental Mulliken–Hush values, when the OT version of the LRC Baer–Neuhauser–Livshits (BNL)\textsuperscript{67,68} functional (incorporating the full 100% HF exchange into the LR component) has been used.\textsuperscript{49}

In the present work, we calculate the electronic couplings of the ED and CR processes at local polymer–fullerene interfaces with two- and multi-state GMH and FCD schemes. For our model systems of the eD–eA interfacial complexes, we have chosen to use a D–A copolymer, poly[thiophene-2,5-diyl-alt-2,3-bis[3-octylsophenyl]quinoxaline-5,8-diyl]]\textsuperscript{69,70} (TQ, Fig. 1b), as the eD and a fullerene derivative, PC$_7$BM,\textsuperscript{71} as the eA. These photoactive components have been widely used in BHJ PSCs, demonstrating promising efficiencies and high open-circuit voltages,\textsuperscript{72} making them a representative model system for this study. In particular, TQ has several interesting characteristics such as being an easily synthesized copolymer with a low bandgap, whose solubility and twisting can be effectively controlled with different side chains.\textsuperscript{76,77} Recently, TQ and its fluorinated counterparts have been employed successfully as the eDs also in all-polymer solar cells.\textsuperscript{74} Furthermore, from a theoretical point of view, a small size of TQ allows using suitably long oligomers in the complex systems, while maintaining small enough systems in the computationally heavy time-dependent (TD) DFT calculations.

Our purpose is to determine how the inclusion of multiple states affects the GMH and FCD couplings of relatively large photovoltaic complexes. Additionally, we consider the performance of the aforementioned coupling schemes relative to the choice of functional, excited state method, basis set, and surrounding medium. We have selected a small series of representative functionals, namely two global hybrid functionals, B3LYP and PBE0, and two LRC functionals, (non-tuned) CAM-B3LYP and OT-BNL, which we have chosen based on the reasons presented above. As the tuning of $\omega$ in the LRC functionals is known to improve results for the polymer–fullerene systems with respect to the global hybrid and non-tuned LRC functionals (see above), we pay close attention to the performance of the tuned LRC functional with respect to the other selected functionals. Finally, we calculate the rates for the ED and CR processes at two TQ–PC$_7$BM interface configurations, where PC$_7$BM locates on either the D or A unit of TQ. Our findings provide insight into choosing the electronic coupling schemes for these types of eD–eA systems used in PSCs.

**Computational details**

**Models**

Two different series of TQ–PC$_7$BM complexes were constructed using the separately optimized B3LYP GS geometries of the (neutral) TQ oligomers and PC$_7$BM (the $\alpha$ isomer\textsuperscript{75}): one, where PC$_7$BM was on top of the middle thiophene (the D unit) of TQ, and another, where PC$_7$BM was on top of the middle quinoxaline (the A unit) of TQ (see the ESI\textsuperscript{†} for more detailed information about the models). The alkoxysophenyl side groups of the TQ oligomers (Fig. 1b) were replaced with hydrogens to reduce the computational cost and to ensure planar backbones. Because the DFT-based methods, e.g. TDDFT, set restrictions to
the sizes of the eD–eA complexes, we modeled the TQ oligomers with several lengths to choose the TQ models that would best represent the polymeric limit in the electronic coupling calculations. We note that the studied complexes present only two options for the possible placements of PC71BM on TQ that can exist in real solution or thin film environments. Although the face-on configurations (i.e. PC71BM on top of TQ) can be expected to yield larger electronic couplings than the edge-on configurations (i.e. PC71BM on the side of TQ), there might be a relative positioning of the compounds different from the ones used here that yields the maximum electronic coupling between them. The intermolecular distance between TQ and PC71BM (d, Fig. 2a) was set at 3.5 Å, which is an average we predicted in our previous study for poly(benzodithiophene-co-quinoxaline)–PC71BM complexes with functionals including long-range and dispersion corrections. The same intermolecular distance has also been employed in other theoretical polymer–fullerene interface studies. The distances between the centers of mass (R_{eD–eA}, Fig. 2a) of TQ and PC71BM are ca. 8.6 Å.

**Methods**

We carried out the DFT and TDDFT calculations using the Q-Chem 4.2 software. The medium was taken into account, as specified later. The GS geometries of the isolated models of the neutral TQ oligomers and PC71BM and their radical states (cations for TQ and anions for PC71BM; only for the longest TQ oligomers, see the ESI†) were fully optimized in vacuum using DFT with the global hybrid functional B3LYP and the 6-31G** basis set. Moreover, the geometries of the lowest singlet excited (S1) of the longest TQ oligomers were optimized with TDDFT at the same level of theory. In all the geometry optimizations, the fine grid EML(75,302) with 75 Euler–Maclaurin radial grid points and 302 Lebedev angular grid points, an SCF convergence criterion of 10⁻⁹, and a cutoff for neglect of two electron integrals of 10⁻¹⁴ were employed. In the single point (SP) calculations of the isolated compounds related to the excited state, reorganization energy, and Gibbs free energy calculations and those of the selected complexes (Fig. 2b) related to the excited state and electronic coupling calculations, the 6-31G* basis set, the standard SG-1 grid, and the default values for the SCF convergence (10⁻⁵) and cutoff of two electron integrals (10⁻⁸) were used, unless stated otherwise. The excited state SP energy calculations of both the isolated models and the complexes were carried out for the lowest 10 singlet excited states with both the full TDDFT and TDA-DFT schemes, incorporating the Tamm–Dancoff approximation (TDA) in the latter. We note that sometimes ED and CR processes may involve triplet states, but here we have concentrated on those including only singlet states. B3LYP and the LRC functional CAM-B3LYP (with the default range-separation parameter, ω, of 0.33 Bohr⁻¹) were used in all SP calculations. Additionally, the global hybrid functional, PBE0, and the OT version of the BNL LRC functional (OT-BNL) were used in the SP calculations of the selected TQ–PC71BM complexes (see ‘Models’ and ‘Length of the TQ oligomer and the polymeric limit’). The OT ω values (originally 0.5 Bohr⁻¹) for the selected TQ–PC71BM complexes were determined using eqn (S1) and the tuning procedure is presented in the ESI.† We note that, in addition to the tuning of ω, incorporation of some amount of HF exchange in the SR component has been observed to improve the prediction of the optoelectronic properties of several aromatic heterocycles, DNA nucleobase compounds and their complexes, and compounds employed in organic interfaces.

![Fig. 2 Illustration of (a) intermolecular distance, d, and effective separation, R_{eD–eA}, between TQ and PC71BM in the studied TQ–PC71BM complexes. These distances were determined between the specified centroids, pink spheres for d, and the centers of mass, green spheres for R_{eD–eA}. (b) TQ–PC71BM complexes with the longest TQ oligomer models, where PC71BM is either above thiophene (3T4Q) or quinoxaline (3Q4T).](image-url)
light emitting diodes.\textsuperscript{59} The BNL functional we employ here does include only the LR HF exchange, but due to the extent of the various theoretical aspects studied here, we have chosen to concentrate only on the effect of the $\omega$ tuning in this study. Pictorial representations of the geometries and natural transition orbitals (NTOs)\textsuperscript{83} were generated using ChemCraft 1.8.\textsuperscript{94} The contributions of the electronic densities of TQ and PC$_{71}$BM to the NTOs were determined with the C-squared Population Analysis (C-SPA).\textsuperscript{85} 

Furthermore, we checked the role of the basis set and surrounding medium in the electronic calculations. We employed, besides 6-31G*, also 6-31G** and 6-31+G* with TDDFT and the B3LYP functional, and 6-31G** with the PBE0, CAM-B3LYP, and OT-BNL functionals. As these calculations were too heavy for the studied complexes, we were unable to verify the effect of 6-31+G* with the LRC functionals and the effect of any larger basis sets. Nor did we consider the other types of basis sets (e.g. Dunning’s)\textsuperscript{95} here. The influence of the medium was taken into account in the coupling and CR rate calculations by means of the conductor-like polarizable continuum model (CPCM)\textsuperscript{96,97} with a Switching/Gaussian (SWIG) implementation\textsuperscript{88} without geometry optimizations. Two different polarized media were considered: (i) a solvent with the static ($\epsilon_s$) and dynamic (optical, $\epsilon_\text{opt}$) dielectric constants of 10.1210 and 2.4072 for 1,2-dichlorobenzene (1,2-DCB, at 293.15 K),\textsuperscript{99} respectively, and (ii) a blend, \textit{i.e.} a film with $\epsilon_s = 3.6000$\textsuperscript{90} and 3.2761, respectively. The $\epsilon_\text{opt}$ of the blend was calculated\textsuperscript{77} by $\epsilon_\text{opt} = n^2$ from the experimental refractive index ($n$) of the TQ–PC$_{71}$BM blend (ca. 1.81 at 532 nm).\textsuperscript{91}

For determining the electronic couplings, we used both the GMH\textsuperscript{22,23} and FCD\textsuperscript{24} schemes as implemented in Q-Chem 4.2\textsuperscript{57} to calculate the adiabatic electronic ($\mu_{ii}^{\text{ad}}$) and transition dipole moments ($\mu_{ii}^{\text{el}}$) (within the GMH scheme) and the charge differences ($\Delta q_{ii}^{\text{el}}$) within the FCD scheme) for the GS and ten lowest singlet excited states. Among these 11 adiabatic states, the relevant states for the ED and CR processes, \textit{i.e.} the GS (eD–eA), the LE state of TQ (eD*–eA), and the lowest CT state [CT$_1$, eD–eA] (Fig. 1), were assigned on the basis of the $\mu_{ii}$ and $\Delta q_{ii}$ values and the NTOs (for more details see ‘Assignment of the states’ in the ESI\textsuperscript{†}). The electronic couplings (eqn (S2)–(S11), ESI\textsuperscript{†}) and reorganization energies (eqn (S12)–(S18), ESI\textsuperscript{†}) were calculated using the equations presented in the ESI\textsuperscript{†}. The CT rates for the ED and CR processes were calculated with the Marcus theory (eqn (1)) at a temperature of 293.15 K. The 11-state FCD $H_{\text{eff}}$ values (eqn (S2)–(S4) in the ESI\textsuperscript{†}) were used in the CT rate calculations.

**Results and discussion**

**Length of the TQ oligomer and the polymeric limit**

To select the TQ model that best represents the polymeric limit in the electronic coupling and CR rate calculations, we have studied the effect of the TQ length on the excited state properties of the isolated TQ models and the TQ–PC$_{71}$BM complexes (Fig. S1, ESI\textsuperscript{†}). The results apply to both the B3LYP and CAM-B3LYP functionals used in these calculations unless stated otherwise (see the ESI\textsuperscript{†} for more detailed information). In general, both the T- and Q-series follow similar trends (Tables S1–S3, ESI\textsuperscript{†}). The S$_{1}$ energies of the isolated TQ oligomers with the corresponding lengths are almost equal (Table S1, ESI\textsuperscript{†}): the singlet energies decrease only slightly, when the chain length increases, as expected.\textsuperscript{28,40,45} The placement of PC$_{71}$BM, \textit{i.e.} above either the central T or Q unit of the TQ oligomer, has a negligible or a very small effect on the excited state energies and oscillator strengths in the complexes of the T- and Q-series with the corresponding lengths (Tables S2 and S3, ESI\textsuperscript{†}). In contrast, the energies of the main vertical excitation ($E_{\text{vert,main}}$, \textit{i.e.} the excitation having the largest oscillator strength) and the CT$_1$ state decrease (the peaks red-shift), and the oscillator strengths of the peaks increase (except for the CT$_1$ state with CAM-B3LYP), when the length, and, therefore, the contribution of the TQ oligomer, increases in the complex. In the complexes with the shortest TQs, only local excitations of PC$_{71}$BM (LF) are observed and no LE or CT states are predicted (Tables S2 and S3, ESI\textsuperscript{†}) within the ten lowest singlet excited states. The oligomers consisting of five units, \textit{i.e.} 3T2Q and 3Q2T, are long enough for the LE and CT states to appear in the complexes, with LE being the main excitation. However, we have selected the complexes with the longest oligomers consisting of seven units, \textit{i.e.} 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM, for the further calculations, as they have even more distinguishable LE and CT$_1$ states with both B3LYP and CAM-B3LYP. Foremost, the B3LYP energies of the CT$_1$ (ca. 1.6 eV) and LE states (ca. 1.9 eV) of 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM are closest to the experimental excited state energies ($E_{\text{CT}} = 1.4–1.5$ eV\textsuperscript{92,93} and $E_{\text{LE}} = 1.97$ eV\textsuperscript{95} taken from the absorption maximum in the experimental UV-Vis absorption spectrum of a TQ–PC$_{71}$BM (3 : 1) film\textsuperscript{95}). For the aforementioned reasons, 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM are expected to be our best candidates for further modeling of the properties of the TQ–PC$_{71}$BM complexes.

**Effect of the functional on the excited state characteristics and electronic couplings**

The functional has a clear effect on the excited state characteristics (\textit{i.e.} excitation energies and nature of the state) of the studied complexes, 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM (Fig. 2b). Generally, when considering the 10 lowest adiabatic states of the complexes obtained with TDDFT (in vacuum), the excitation energies for the S$_1$–S$_{10}$ states increase in the order B3LYP (20% HF) $< $ PBE0 (25% HF) $< $ OT-BNL (with an OT $\alpha$ of 0.17 Bohr$^{-1}$, see Table S4, ESI\textsuperscript{†}) $< $ CAM-B3LYP (Table S5, ESI\textsuperscript{†}). The global hybrids B3LYP and PBE0 predict the three lowest excited states as the CT states, whereas the fourth state is the intramolecular excitation of TQ, \textit{i.e.} the LE state. This ordering of the CT$_1$ and LE states, \textit{i.e.} the CT$_1$ state is lower in energy than the LE state, is consistent with the experimental results\textsuperscript{92,93} (see above). Above the CT$_1$ and LE states in energy, the global hybrids predict local excitations of PC$_{71}$BM, \textit{i.e.} the LF states, and higher-energy CT states, whose nature (‘pure’ vs. partial CT) and number (between one and three) vary somewhat regarding...
the functional and position of PC$_{71}$BM on TQ. With the LRC functionals, CAM-B3LYP and OT-BNL, the order of the CT$_{1}$ and LE states is reverse, i.e. the CT$_{1}$ state is higher in energy (the fifth or sixth state) than the LE state (the second excited state in the most cases), which is in contrast to the results given by the global hybrids and experiments.$^{92,93}$ Additionally, the LRC functionals predict fewer CT states among the calculated 10 lowest adiabatic excited states than the global hybrids.

These differences in the tendencies between the global hybrid and LRC functionals to predict the ordering of the states of polymer–fullerene complexes have been previously observed also for other systems by us$^{66}$ and others.$^{81}$ Moreover, Zheng et al. observed the same ordering of the CT$_{1}$ and LE states also for pentacene–C$_{60}$ complexes$^{94}$ when using the OT LRC ωB97X-D and BNL functionals. Zheng et al. noticed that the OT values of ω are smaller when using PCM compared to those obtained in vacuum. Moreover, the energy of the CT$_{1}$ state is affected by ω and decreases with decreasing ω, eventually locating at an energy lower than that of the LE state. However, in their recent paper, Kronik and Kümmel pointed out$^{95}$ that including the PCM in the tuning of ω may lead to inconsistent results, as the PCM affects the total energies but not the DFT eigenvalues, resulting in the OT ω values that are notably smaller than those in vacuum. Thus, we have used the OT ω of OT-BNL obtained under vacuum also in the 1,2-DCB and blend environments explained later.

The functional has a notable effect on the nature of the adiabatic CT$_{1}$ state of the studied complexes, whereas the nature of the LE state is very similar regardless of the functional. The global hybrid functionals predict almost negligible mixing of the local states with the adiabatic CT$_{1}$ state, which is observed from the adiabatic Δ$\mu$$_{ii}$ values of the CT$_{1}$ state (i.e. Δ$\mu$$_{CT1}^{ad}$ of 1.9–2.0 in Tables 1 and 2) as they are already close to the ideal value of 2.$^{28}$

This can be observed also from the NTOs of the two complexes (Fig. 3 and Fig. S2, ESI†), for which B3LYP and PBE0 predict a complete CT from TQ to PC$_{71}$BM, as the hole NTO localizes totally on TQ and the electron NTO on PC$_{71}$BM. Similarly, the adiabatic Δ$\mu$$_{ii}$ values of the CT$_{1}$ state (i.e. Δ$\mu$$_{CT1}^{ad}$) in Table 1) are rather large (29.9–31.4 D), although not close to the ideal dipole moments (41.1 D for 3T4Q–PC$_{71}$BM and 41.3 D for 3Q4T–PC$_{71}$BM, see the ESI†). The LRC functionals predict a partial CT character for the CT$_{1}$ state (Δ$\mu$$_{CT1}^{ad}$ of 11.3–16.6 D and Δ$\mu$$_{CT1}^{ad}$ of 0.7–1.1, Tables 1 and 2), i.e. mixing of the local LF states with the CT state. When considering the corresponding NTOs, it can be seen that the hole NTO of the CT$_{1}$ state localizes on both TQ and PC$_{71}$BM and the electron NTO on PC$_{71}$BM. In this case, 3T4Q–PC$_{71}$BM has somewhat larger mixing of a LF component with the CT state and thus a smaller amount of CT compared to 3Q4T–PC$_{71}$BM. For the LE state, the global hybrid and LRC functionals predict small adiabatic Δ$\mu$$_{ii}$ (i.e. Δ$\mu$$_{LE}^{ad}$ of 0.0–0.1 in Tables 1 and 2) and Δ$\mu$$_{ii}$ values (i.e. Δ$\mu$$_{LE}^{ad}$ of 0.1–1.7 D in Tables 1 and 2). The NTOs of the LE state of both complexes have the same shapes with all four functionals, i.e. both the hole and electron NTOs are delocalized along the TQ backbone, although the global hybrids yield slightly more delocalized descriptions compared to the LRC functionals. Additionally, OT-BNL predicts a small amount of CT mixed with the LE state. These differences between the global hybrid and (non-tuned and OT) LRC functionals in predicting the nature of the adiabatic states of polymer–fullerene complexes have been previously observed also by us$^{66}$ and others.$^{81}$

The nature of the diabatic states of the complexes obtained with the 2–11-state GMH and FCD schemes is very similar to that of the adiabatic ones when employing the global hybrid functionals, whereas with the LRC functionals the diabatic states are more localized than the adiabatic states. With B3LYP and PBE0, the Δ$\mu$$_{ii}^{ad}$ (GMH) and Δ$\mu$$_{ii}^{ad}$ (FCD) values of the LE and CT$_{1}$ states do not differ much from the adiabatic values (Tables 1 and 2).

### Table 1

| Scheme | GMH | FCD |
|--------|-----|-----|
| Functional N° | Δ$\mu$$_{CT1}^{ad}$ | Δ$\mu$$_{CT1}^{ad}$ | Δ$\mu$$_{LE}^{ad}$ | Δ$\mu$$_{LE}^{ad}$ | Δ$\mu$$_{adiab}^{ad}$ | Δ$\mu$$_{adiab}^{ad}$ | Δ$\mu$$_{adiab}^{ad}$ | Δ$\mu$$_{adiab}^{ad}$ |
|________|_______|_______|________|________|________|________|________|________|
| B3LYP 2 | 31.0 | 31.0 | 0.6 | 1.9 | 1.9 | 0.1 | 0.1 |
| 3 | 31.5 | 0.5 | 2.0 | 0.1 |
| 4 | 31.4 | 0.3 | 2.0 | 0.1 |
| 11 | 31.2 | 0.0 | 2.0 | 0.0 |
| PBE0 2 | 29.9 | 30.0 | 1.7 | 1.9 | 1.9 | 0.1 | 0.1 |
| 3 | 30.6 | 0.7 | 2.0 | 0.1 |
| 4 | 30.5 | 0.7 | 2.0 | 0.1 |
| 11 | 30.2 | 0.0 | 2.0 | 0.0 |
| CAM-B3LYP 2 | 12.5 | 12.5 | 1.3 | 1.1 | 0.7 | 0.7 | 0.1 |
| 3 | 13.6 | 0.2 | 0.8 | 0.0 |
| 4 | 19.4 | 0.1 | 1.5 | 0.0 |
| 11 | 26.6 | 0.6 | 1.9 | 0.0 |
| OT-BNL 2 | 11.3 | 11.4 | 1.2 | 2.1 | 0.7 | 0.2 | 0.1 |
| 3 | 13.5 | 0.4 | 0.8 | 0.0 |
| 4 | 20.1 | 0.5 | 1.6 | 0.0 |
| 11 | 24.5 | 0.3 | 1.8 | 0.0 |

$^a$ Relative to the GS. $^b$ Values calculated in vacuum. $^c$ Number of the states.
This is most probably because the mixing of the states is small already for the adiabatic states, as mentioned above. The $\Delta q_{\text{CT}_1}^{\text{adiab}}$ values predicted by the 2–11-state FCD schemes with the global hybrids mainly reach the ideal value of 2, indicating a complete CT from TQ to PC$_{71}$BM. However, the $\Delta m_{\text{CT}_1}^{\text{adiab}}$ values calculated with the 2–11-state GMH schemes and the global hybrids are still smaller than the ideal dipole moments (41.1 D for 3T4Q–PC$_{71}$BM and 41.3 D for 3Q4T–PC$_{71}$BM). This might indicate that the number of states used here is not enough for generating more localized diabatic states in the GMH schemes and thus for reaching the ideal dipole moments. When employing the LRC functionals in the 2–11-state FCD schemes, the diabatization effectively removes the local components that are present in the CT$_1$ state, yielding $\Delta q_{\text{CT}_1}^{\text{adiab}}$ values of 1.8–1.9, which are quite close to the ideal one. Similarly, the $\Delta m_{\text{CT}_1}^{\text{adiab}}$ values, predicted with the 3–11-state GMH schemes and the LRC functionals, are now clearly larger than the adiabatic ones (Tables 1 and 2), although still not reaching the ideal dipole moments either. Thus, diabatization has a larger effect on the localization of the CT$_1$ state with the (non-tuned and OT) LRC functionals compared to the global hybrids.

In most cases, all functionals predict that the 2–11-state CR electronic couplings calculated in vacuum are larger than the corresponding ED couplings (Tables S14 and S15, ESI†). However, when PC$_{71}$BM is above quinoxaline (the A unit) of TQ (3Q4T–PC$_{71}$BM), the LRC functionals predict mainly the opposite, i.e. larger ED couplings than the CR couplings with both the GMH and FCD schemes (except for the 11-state GMH scheme). The global hybrid functionals yield quite similar couplings (Fig. 4 and Fig. S3, ESI†), whereas the LRC functionals predict somewhat larger values (Fig. 5 and Fig. S4, ESI†). Overall, the ED couplings predicted with B3LYP and PBE0 for 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM are ca. 36–47 meV and 21–31 meV, respectively, whereas the CR couplings are ca. 43–56 meV and 25–34 meV, respectively. The ED couplings calculated with CAM-B3LYP and OT-BNL for 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM are ca. 49–83 meV and 33–56 meV, respectively, and the CR couplings are ca. 74–142 meV and 3–92 meV, respectively.

**Fig. 3** NTOs (the main pair) corresponding to the CT$_1$ and LE states of the 3Q4T–PC$_{71}$BM complex calculated with TDDFT using different functionals and the 6-31G* basis set (isodensity contour = 0.025). Additionally, the contributions (%) of TQ and PC$_{71}$BM to the NTOs and contributions (\(r_{\text{NTO}}\)) of the NTO pair to the particular state are presented.
In general, the couplings increase in the order of B3LYP (20% HF) < PBE0 (25% HF) < CAM-B3LYP ≤ OT-BNL. Sini et al. also noticed that the coupling values increase with the increasing amount of HF exchange in their study of a tetra-thiafulvalene–tetracyanoquinodimethane complex with the direct coupling method. Even though we have not calculated the amounts of effective HF exchange in CAM-B3LYP and OT-BNL for our complexes, as this would require a larger set of functionals with the known amounts of HF exchange, we expect that the electronic coupling value increases with the increasing amount of effective HF exchange in the functional.

To summarize, the functional has a notable effect on the excited state characteristics, i.e. the vertical excitation energies and nature of the adiabatic and diabatic states, and therefore the electronic couplings. With the global hybrid functionals, both the adiabatic and diabatic CT₁ states have a similar, localized nature, i.e. a complete CT from TQ to PC₂₁BM. With the LRC functionals, local components mixed with the adiabatic CT₁ state are effectively removed by diabatization, especially with the FCD scheme. The couplings are larger with the LRC functionals than with the global hybrids.

**Effect of the number of states on the electronic coupling values**

The evolutions of the ED and CR electronic couplings of the selected complexes (in vacuum) with different numbers of states indicate that the functional has a clear effect on the
relationship between the coupling and the number of states (Fig. 4 and Fig. S3, ESI† for the global hybrids, and Fig. 5 and Fig. S4, ESI† for the LRC functionals). The corresponding numerical values are given in Tables S14 and S15, ESI† With the global hybrid functionals, the number of states does not seem to have a very strong effect on the coupling values, as increasing the number of states decreases both the ED and CR couplings only slightly (by 0–5 meV) and they are rather constant with both the GMH and FCD schemes. This is most probably because the global hybrids predict small or negligible mixing of the adiabatic states for the studied TQ–PC71BM complexes (see ‘Effect of the functional on the excited state characteristics and electronic couplings’ above), and the diabatization does not change the nature of the states much even with the increased number of states. This can be observed from the \(\Delta \mu_{\text{CT1}}\) and \(\Delta q_{\text{CT1}}\) values (Tables 1 and 2), as they remain rather unchanged with an increasing number of states and are already close or equal to the ideal ones of 41.1 D and 41.3 D (for 3T4Q–PC71BM and 3Q4T–PC71BM, respectively) and of 2, respectively. Additionally, the GMH and FCD schemes yield quite similar coupling values when using the global hybrids, indicating that both schemes yield similar diabatic states.28 Thus, with the global hybrids, the 2-state schemes seem to be sufficient for calculating the electronic couplings.

With the LRC-functionals (Fig. 5 and Fig. S4, ESI†), the electronic couplings of the studied complexes change more significantly with the number of states compared to the global hybrids. The GMH and FCD ED couplings predicted with the LRC functionals decrease with the increasing number of states, although in some cases the 3-state results are slightly higher than the 2-state results (Tables S14 and S15, ESI†). The 2–4-state GMH ED couplings are rather similar, whereas the 11-state values are notably smaller. With the FCD scheme, the ED couplings decrease in a more constant way. The GMH and FCD CR couplings oscillate somewhat with the increasing number of states. The GMH scheme predicts larger CR couplings with 11 states than with 2–4 states, whereas the FCD CR couplings mainly decrease when the number of states increases. Here, the tuning of \(\omega\) does not seem to have a strong effect on the overall trends in the couplings, as both CAM-B3LYP and OT-BNL predict similar changes.

The number of states used here is restricted by the size of the systems and the computational time limit and therefore we are not able to judge whether the electronic couplings obtained with the LRC functionals have converged to certain values28 already with 11 states or whether more states would improve the results. However, both the \(\Delta \mu_{\text{CT1}}\) and \(\Delta q_{\text{CT1}}\) values increase with the increasing number of states (Tables 1 and 2). Moreover, even though the 11-state \(\Delta \mu_{\text{CT1}}\) values do not reach the ideal dipole moments of 41.1 D and 41.3 D (for 3T4Q–PC71BM and 3Q4T–PC71BM, respectively), they have improved compared to the 2–4-state values. Furthermore, the \(\Delta q_{\text{CT1}}\) values are almost equal to the ideal value of 2. Thus, the 11-state GMH and FCD schemes can be expected to yield better descriptions of the diabatic states and the couplings than the 2–4 states, and for that reason, we have employed the 11-state GMH and FCD schemes in the further electronic coupling calculations.

Effect of the TD method on the excited state characteristics and the electronic couplings

Generally, the TD method does not seem to have any effect on the vertical excitation energies of the studied TQ–PC71BM complexes, as both TDDFT and TDA yield almost identical values (in vacuum, Tables S5 and S6, ESI†). Next to equal excitation energies with both TD methods there have also been observed for both small molecules95 and large interfacial complexes (pentacene–C6094 and copolymer–fullerene96) in previous studies. However, here we observe that the number of CT states and the ordering of the states are in some cases slightly different with TDDFT and TDA, especially with the LRC functionals, which seem to have an effect on the GMH electronic couplings (see below).

The nature of the adiabatic LE and CT1 states does not change significantly with the TD method when employed together with the global hybrid functionals, as TDDFT and TDA yield similar \(\Delta \mu_{\text{ad}}\) and \(\Delta q_{\text{ad}}\) values in most cases (Tables 1 and 2 and Table S13, ESI†). With the LRC functionals, TDA yields slightly larger (0.2–0.5) \(\Delta \mu_{\text{ad}}\) values and somewhat larger (2.8–4.5) \(\Delta q_{\text{ad}}\) values than TDDFT; that is, the mixing of the LF component with the adiabatic CT 1 state is not as strong with TDA as with TDDFT. However, diabatization of the adiabatic states with the 11-state GMH and FCD schemes results mostly in similar \(\Delta \mu_{\text{diab}}\) and \(\Delta q_{\text{diab}}\) values with both TDDFT and TDA for diabatic LE and CT1 states.

Both TD methods yield very similar 11-state electronic couplings with the global hybrid functionals, with the difference between them being only 0–4 meV (Fig. 6 and 7 and Tables S14–S16, ESI†). In addition, the 11-state FCD couplings calculated with the LRC functionals are only moderately different (by 0–12 meV) when using either TDDFT or TDA. However, the 11-state GMH couplings obtained with TDDFT and TDA and the LRC functionals differ more, namely by 2–49 meV, with TDA predicting larger couplings in most cases. The largest differences between the two TD methods are in the GMH CR couplings, which is most probably due to the differences in the \(\Delta \mu_{\text{ad}}\) values other than those of the CT1 and LE states. The tuning of \(\omega\) does not seem to have a clear effect, as overall both the non-tuned CAM-B3LYP and OT-BNL functionals predict the same trends. Overall, TDA predicts the same trends as TDDFT: mostly larger CR couplings than the ED couplings (and vice versa for some 11-state FCD results for 3Q4T–PC71BM with the LRC functionals), larger ED and CR couplings for 3T4Q–PC71BM than for 3Q4T–PC71BM, and larger ED and CR couplings with the LRC functionals than with the global hybrids.

To conclude, for the studied TQ–PC71BM complexes, TDA yields consistent results with TDDFT when using the global hybrids. Thus, as TDA is computationally less costly,57 it is a good alternative to TDDFT when combined with the global hybrids. However, when using the LRC functionals, these two TD methods might end up with rather different GMH electronic couplings. Thus, when using TDA together with the LRC functionals, the FCD scheme seems to be a more reliable choice, as the \(\Delta q\) values are generally not affected as much by the choice of TD method as the \(\Delta \mu\) values.
Effect of the basis set

The basis set has a minimal effect on the exited state energies of the studied complexes: the vertical excitation energies are almost the same with both the 6-31G* (Table S5, ESI†) and 6-31G** (Table S7, ESI†) basis sets. With B3LYP, the 6-31+G* basis set yields only slightly (0.0–0.2 eV, Table S8, ESI†) smaller excitation energies for 3T4Q–PC71BM than the two smaller basis sets. As this calculation was computationally already very demanding, we did not carry out the calculation for 3Q4T–PC71BM at the same level of theory.

The basis set does not affect the nature of the adiabatic CT1 and LE states much and their $\Delta_{\text{adiab}}$ values calculated with the 11-state GMH and FCD schemes are mostly the same with 6-31G* (Tables 1 and 2) and 6-31G** (Table S12, ESI†). The only exception is $\Delta_{\text{adiab}}$ of 3Q4T–PC71BM calculated with CAM-B3LYP, which is 0.7 D smaller with 6-31G** (15.9 D) than with 6-31G* (16.6 D), indicating a larger amount of the local component in the CT1 state. The 6-31+G* basis set yields smaller $\Delta_{\text{adiab}}$ of 1.6 with B3LYP than 6-31G* or 6-31G** (1.9 for both basis sets, see Tables 1 and 2 and Table S12, ESI†). The diabatic CT1 and LE states determined with the 11-state GMH and FCD schemes have almost the same $\Delta_{\text{adiab}}$ and $\Delta_q^{\text{adiab}}$ values with both 6-31G* (Tables 1 and 2) and 6-31G** (Table S12, ESI†), which indicates that both basis sets yield similar descriptions of these states. Interestingly, the $\Delta_q^{\text{adiab}}$ value predicted with 6-31+G* and B3LYP does not change from the adiabatic value of 1.6 (Table S12, ESI†), indicating that in this case the diabatization does not remove the mixing of the local states with the CT1 state.

The basis set has only a small effect on the 11-state electronic couplings when using the global hybrid functionals: the couplings calculated with the 6-31G* and 6-31G** basis sets (Fig. 8 and 9 and Tables S14, S15, S17, and S18, ESI†) differ by 0–5 meV. This is consistent with the study of Voityuk and Rösch,24 in which they have presented their FCD scheme and observed that inclusion of polarization functions on hydrogen does not influence the 2-state GMH and FCD couplings of the small DNA fragments, when using HF. Here, moreover, the couplings predicted with the 6-31+G* basis set and B3LYP for 3T4Q–PC71BM are only 1–2 meV larger than with 6-31G* and 6-31G** (Fig. 9 and Table S17, ESI†). This is also in line with the study of Voityuk and Rösch,24 where the polarization functions on hydrogen and diffusion functions (on all atoms) (6-31G* vs. 6-31+G*) have been reported to have only a small (5%) effect on the couplings. Here, the smaller $\Delta_q^{\text{adiab}}$ value obtained with 6-31+G* (see above) does not affect the couplings, which may be due to the compensation of other states included in

Fig. 6 Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state GMH scheme using TDDFT and TDA with different functionals and the 6-31G* basis set.
the calculations. With the LRC functionals, the differences in the 11-state ED couplings predicted with two basis sets together with both the GMH and FCD schemes are also rather small, i.e. 0–9 meV. However, the 11-state GMH CR couplings predicted by the LRC functionals differ more, as the 6-31G** basis set yields somewhat larger (19–47 meV) couplings than 6-31G*. Generally, the 6-31G** basis set yields larger couplings in all cases, except for some PBE0 and OT-BNL values of 3Q4T–PC71BM. Thus, the size of the basis set can have an effect on the dipole moments and the GMH couplings when using the LRC functionals as opposite to the global hybrids. Similar to the results obtained with different numbers of states and different TD methods, the tuning of \( \omega \) does not have a notable effect on the results and both CAM-B3LYP and OT-BNL predict the same trends.

**Effect of the surrounding medium**

The excitation energies of the selected complexes are practically the same in different environments differing only by 0.0–0.1 eV (Tables S5, S9, and S10, ESI†). Thus, the polarity of the medium does not affect the adiabatic energies of the LE and CT1 states in most cases. However, with the LRC functionals, the order of the excited states is somewhat different in 1,2-DCB and the blend from that under vacuum and the CT1 state is at a higher energy (the sixth or seventh state). Zheng et al. also observed slightly higher CT1 state energies for the pentacene–C60 complex with the OT-\( \alpha \)B97X-D functional when using PCM compared to vacuum.94

The nature of the adiabatic CT1 and LE states are generally quite similar in different media (Table S11, ESI†). However, in some cases the portion of the LF component in the CT1 state increases slightly in 1,2-DCB and the blend than under vacuum; namely, all functionals predict somewhat smaller \( \Delta \mu_{\text{adiab}} \) and the LRC functionals yield smaller \( \Delta \mu_{\text{adiab}}^{\text{CT1}} \). For the LE state, the \( \Delta \mu_{\text{adiab}}^{\text{LE}} \) and \( \Delta \mu_{\text{adiab}}^{\text{LE}} \) values are mainly the same or smaller in 1,2-DCB and the blend than under vacuum, but for 3T4Q–PC71BM the global hybrids predict larger values in 1,2-DCB and the blend. When comparing the diabatic states of the studied complexes obtained with the 11-state electronic coupling schemes in different media, the nature of LE states remains unchanged, and the \( \Delta \mu_{\text{adiab}}^{\text{LE}} \) and \( \Delta \mu_{\text{adiab}}^{\text{CT1}} \) values are close to zero in all the media. Moreover, the nature of the CT1 state remains mainly unaffected by the medium polarity, although the \( \Delta \mu_{\text{adiab}}^{\text{CT1}} \) values of both complexes and the \( \Delta \mu_{\text{adiab}}^{\text{CT1}} \) values of 3T4Q–PC71BM are slightly smaller in 1,2-DCB and the blend than under vacuum. This indicates that, while the diabatic states are quite similar in the different media, the diabatization does not completely

---

**Fig. 7** Electronic couplings of (a) 3T4Q–PC71BM and (b) 3Q4T–PC71BM calculated with the 11-state FCD scheme using TDDFT and TDA with different functionals and the 6-31G* basis set.
remove the local component present in the adiabatic CT$_1$ state in 1,2-DCB and the blend and thus the amount of CT is slightly reduced compared to that under vacuum.

The surrounding medium has only a small effect on the 11-state electronic couplings (Fig. 10 and 11 and Tables S14, S15, S19, and S20, ESI†) of the complexes when using the global hybrid functionals. Moreover, the GMH and FCD results are very similar. The couplings increase only slightly (by ca. 0–11 meV) in the order of vacuum < blend < 1,2-DCB, i.e. with the increasing polarity of the medium ($\varepsilon_s$ of 3.6 for the TQ–PC$_{71}$BM blend and 10.1210 for 1,2-DCB) in most cases. A similar trend has been observed by Lemaur et al. with the GMH couplings of a phthalocyanine–perylene bisimide (Pc–PTCDI) complex. With the LRC functionals, the effect of the environment on the 11-state couplings is generally also moderate (0–22 meV), but the GMH CR couplings differ more significantly, especially for 3T4Q–PC$_{71}$BM (by ca. 11–110 meV). In this case, the GMH CR couplings predicted with OT-BNL seem to be most affected by the choice of medium. Overall, the electronic couplings calculated in the different media with the LRC functionals do not follow any clear trend, although the couplings are in most cases smaller under vacuum than in 1,2-DCB or the blend. In addition, similar to that under vacuum, the 11-state FCD couplings differ somewhat from the GMH couplings in 1,2-DCB or the blend.

**Effect of the placement of PC$_{71}$BM on TQ**

The placement of PC$_{71}$BM on TQ (Fig. 2b) has no effect on the vertical excitation energies and they are practically the same for both 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM (Tables S5–S7, S9, and S10, ESI†) regardless of the calculation method or surrounding medium. We have also observed negligible changes in the excitation energies for poly(benzodithiophene-co-quinoxaline)–fullerene complexes, when the orientation of PC$_{71}$BM is altered. As the adiabatic and diabatic $\Delta_{DCT1}$ and $\Delta_H^{CT1}$ values are somewhat larger for 3Q4T–PC$_{71}$BM (Tables 1 and 2 and Tables S11–S13, ESI†), it has smaller mixing of the local LF component to the CT$_1$ state compared to 3T4Q–PC$_{71}$BM, indicating more efficient CT from TQ to PC$_{71}$BM.

In contrast to the vertical excitation energies, the electronic couplings are clearly affected by the placement of PC$_{71}$BM, as can be expected based on the previous studies of the local eD–eA interfaces of photoactive materials. The ED couplings of 3T4Q–PC$_{71}$BM and 3Q4T–PC$_{71}$BM are 36–83 meV and 21–52 meV, respectively, whereas the CR couplings are 45–252 meV and 25–150 meV, respectively (Tables S14–S20, ESI†).
Thus, the ED and CR couplings are ca. 4–30 meV and 12–132 meV stronger, respectively, when PC71BM is located on the thiophene donor unit of TQ (3T4Q–PC71BM) than when PC71BM is on the quinoxaline acceptor unit of TQ (3Q4T–PC71BM). Based on the coupling values, we anticipate faster ED and CR rates for 3T4Q–PC71BM than for 3Q4T–PC71BM, which is also observed from the calculated CT rates of the complexes in 1,2-DCB (see ‘Calculating charge transfer rates in 1,2-DCB and the blend’ below). For 3T4Q–PC71BM, the CR couplings are larger than the ED couplings, in all cases. For 3Q4T–PC71BM, the opposite, i.e. larger ED couplings than the CR couplings, is predicted when using the 11-state FCD scheme and the OT oB97X-D functional; when using the 2-state FCD scheme and the OT oB97X-D functional, when PC71BM was on top of the D unit than on top of the A unit of the copolymer. Furthermore, Wang et al. also predicted larger couplings for the CR process than for the ED process. Likewise, similar results have been obtained for the PTB7-Th–PC71BM complex with the 2-state GMH and for the α-sexithienyl-C60 complex with a diabatic-state approach. However, no clear conclusion can be drawn merely from the above findings, as opposite results have been observed, as well.

The differences between the electronic couplings of the two complexes are quite similar despite the calculation method (i.e. coupling scheme, functional, number of states, basis set, and surrounding medium), especially with the global hybrid functionals (ca. 4–28 meV). However, the LRC functionals predict more notable differences (7–132 meV) between the electronic couplings of 3T4Q–PC71BM and 3Q4T–PC71BM, especially for the CR couplings (33–132 meV).

Effect of the coupling scheme on the electronic couplings

The choice of coupling scheme has either a small or a significant effect on the coupling values of the two complexes depending on the calculation method (i.e. functional, basis set, and surrounding medium) used. With the global hybrids,
the 2–11-state GMH and FCD electronic couplings are quite similar despite the basis set or surrounding medium and the GMH values are only slightly (0–17 meV) larger in most cases. Moreover, both schemes predict mainly larger CR couplings compared to the ED couplings when using the global hybrids (Tables S14 and S15, ESI†), except for some FCD values of 3Q4T–PC71BM calculated with PBE0 (Table S15, ESI†). With the LRC functionals, the differences (0–157 meV) between the GMH and FCD couplings are more significant compared to the global hybrids, especially in the case of the CR values. Moreover, large differences between the GMH and FCD couplings are predicted with the 6-31G** basis set (60–71 meV, in vacuum) and with the 6-31G* basis set in the 1,2-DCB or blend (61–156 meV) media. Both schemes predict larger CR couplings than ED couplings for 3T4Q–PC71BM in all cases and for 3Q4T–PC71BM in some cases (Tables S14 and S15, ESI†). For 3Q4T–PC71BM, the 2–11-state FCD and 2–4-state GMH schemes in conjunction with the LRC functionals predict mainly larger ED couplings than the CR couplings.

Thus, the GMH scheme and more precisely the $D_m$ values employed in the GMH scheme seem to be more sensitive to the choice of functional, basis set, and surrounding medium than the FCD scheme. These findings complement the earlier studies, which have pointed out that the $\Delta\mu$ values in the FCD scheme are less sensitive to the mixing of the local excited and CT states, while the $\Delta\mu$ values in the GMH scheme are more affected by the mixing of the states.16,45 The GMH electronic couplings have been observed to improve when employing a solvent model (e.g. the image charge approximation, ICA), as it can lower the energy of the CT state and thus decouple it from the undesired high-lying local excitations.16,47 However, this is not always the case, as can be seen from our results above, where the CT state energies and the couplings increase somewhat in 1,2-DCB compared to vacuum. Lee et al. also observed relatively larger GMH couplings for a series of heptacyclo-[6.6.0.0.2,60.3,1301.4,1105,9.010,14]-tetradecane-linked D–A molecules than the FCD values with and without the ICA solvent model, when the couplings should be small due to symmetry.45 Increasing the number of states has also resulted in improved GMH and FCD couplings.28 As stated above, in this study, both coupling schemes yield very similar values despite the number of states when using the global hybrid functionals (Fig. 4 and 5 and Fig. S3 and S4, ESI†). However, with the LRC functionals, the number of states affects the couplings more, especially the CR values. With the GMH scheme, the CR values oscillate with the increasing number of states, whereas with the FCD scheme,
they decrease. Overall, the FCD scheme seems to produce couplings that are more constant and, when combined with the multi-state treatment, may be more suitable than GMH for calculating the couplings for the polymer-fullerene systems. Thus, we will employ the 11-state FCD couplings for calculating the ED and CR rates.

Calculating charge transfer rates in 1,2-DCB and the blend

Finally, we have estimated the CT rates for the ED and CR processes at the two TQ–PC71BM interfaces modelled by complexes using the 11-state FCD electronic couplings. The couplings and other parameters required for calculating the rates in both 1,2-DCB and the blend are listed in Tables 3 and 4, respectively. Generally, the inner reorganization energies ($\lambda_i$) of both complexes are smaller for the ED process than for the CR process. This can be attributed to the larger geometric changes (Fig. S5, ESI†) taking place in TQ during CR, i.e. when going from the cation geometry to that of the neutral GS (eD$^+$ → eD), than during ED, i.e. when going from the S1 geometry to that of the cation (eD$^*$ → eD$^+$). In other words, the geometries of the cation and the S1 states of TQ are closer to

| Functional | Complex            | $H_{LED}$ (meV) | $H_{LCR}$ (meV) | $\lambda_{ED}$ (eV) | $\lambda_{CR}$ (eV) | $\Delta G_{LED}$ (eV) | $\Delta G_{CR}$ (eV) | $\Delta E_{CoulLED}$ (eV) | $\Delta E_{CoulCR}$ (eV) |
|------------|--------------------|-----------------|-----------------|---------------------|---------------------|----------------------|----------------------|--------------------------|--------------------------|
| B3LYP      | 3T4Q–PC71BM        | 41.9            | 50.3            | 0.1298              | 0.2039              | -0.1373              | -1.6166              | -0.1373                  | 0.1376                   |
| PBE0       | 3T4Q–PC71BM        | 48.8            | 52.0            | 0.1377              | 0.2180              | -0.1501              | -1.5981              | -0.1374                  | 0.1372                   |
| CAM-B3LYP  | 3T4Q–PC71BM        | 32.5            | 29.0            | 0.1386              | 0.2198              | -0.2788              | -1.5773              | -0.1365                  | 0.1368                   |
| OT-BNL     | 3T4Q–PC71BM        | 63.5            | 87.9            | 0.1882              | 0.3014              | -0.3179              | -1.9903              | -0.1421                  | 0.1422                   |
|            | 3Q4T–PC71BM        | 49.9            | 41.7            | 0.1890              | 0.3035              | -0.3139              | -1.9927              | -0.1421                  | 0.1419                   |
|            | 3Q4T–PC71BM        | 68.9            | 110.2           | 0.1728              | 0.2643              | -0.2438              | -1.7420              | -0.1413                  | 0.1415                   |
|            | 3Q4T–PC71BM        | 52.2            | 47.1            | 0.1737              | 0.2660              | -0.2479              | -1.7322              | -0.1419                  | 0.1416                   |

* Electronic couplings obtained with the 11-state FCD scheme.
each other than those of the cation and GS. The contributions of the geometric changes of PC71BM to \( \lambda_l \) are the same during the ED and CR, i.e. when going from the GS to the radical anion and vice versa, respectively. The polarity of the medium has only a minimal effect on the \( \lambda_l \) values, which are basically the same in 1,2-DCB and the blend. The global hybrids yield somewhat smaller \( \lambda_l \) values than the LRC functionals in the increasing order of B3LYP < PBE0 < OT-BNL < CAM-B3LYP. The position of PC71BM on TQ does not affect \( \lambda_l \) much and the values are almost the same for the two complexes, \( \lambda_l \) of 3T4Q–PC71BM being slightly larger than that of 3T4Q–PC71BM, indicating slightly larger geometric changes for 3T4Q. As the accurate prediction of the outer reorganization energy (\( \lambda_o \)) is a rather challenging task and it is highly affected by the uncertainty of the calculated parameters,\(^7,77\) we have chosen to keep it as an adjusted parameter in the range of 0.10–0.75 eV. The selection of this range is based on the values of \( \lambda_s \) (0.11–0.50 eV) used in the previous theoretical studies of other copolymer–fullerene systems.\(^33,38,77,81\)

We have also considered the \( \lambda_s \) values of 0.5–0.75 eV, because in some cases the CR rates start to compete with the ED rates in this region (see below). This region is also in line with the experimental \( \lambda_s \) of 0.22–0.8 eV\(^{101–103}\) obtained for the blends of different copolymers and fullerene derivatives.

All the functionals predict spontaneous ED and CR processes \((\Delta G^o < 0)\) for the studied complexes, in other words, favorable processes in both media (Tables 3 and 4). Only the ED process of 3T4Q–PC71BM predicted by B3LYP in the blend is not spontaneous. The experimental estimation for \(-\Delta G^C_{\text{ED}}\) of the TQ–PC71BM blend is 0.1–0.3 eV, which is obtained\(^104\) as the difference between the optical bandgap of TQ (1.6–1.7 eV\(^{70,93}\)) and the CT state energy (1.4–1.5 eV\(^{92,93}\)). Thus, the calculated \( \Delta G^C_{\text{ED}} \) values are consistent with the experimental ones. For the selected range of \( \lambda_s \) (0.10–0.75 eV), all the functionals predict that ED occurs in the Marcus normal region \((\Delta G^C_{\text{ED}} < \lambda_l)\) in the blend. In 1,2-DCB, B3LYP and OT-BNL predict that ED takes place in the normal region for the selected range of \( \lambda_s \), whereas PBE0 and CAM-B3LYP predict that ED occurs in the normal region when \( \lambda_s \geq 0.14 \). The CR process occurs in the inverted region of Marcus \((\lambda_l < \Delta G^C_{\text{CR}} \ll \lambda_l)\) in all cases, which leads to slower CR rates than ED rates (see below).\(^9\) The ED and CR processes of another photovoltaic system, Pc–PCTDI,\(^8\) have also been observed to occur in the Marcus normal and inverted regions, respectively.

The sum of \( \Delta G^C_{\text{ED}} \) and \( \Delta G^C_{\text{CR}} \) is almost constant, regardless of the medium, and increases in the order of B3LYP (ca. 1.7–1.8 eV) < PBE0 (1.8–1.9 eV) < OT-BNL (2.0 eV) < CAM-B3LYP (2.3 eV). The constant sum indicates that the polarity of the medium does not have a significant effect on the separation between the GS and LE states.\(^8\) As the other energies, except that of \( eD^* \) (the optimized \( S_1 \) geometry of TQ), are canceled out from the sums of \( \Delta G^C_{\text{ED}} \) and \( \Delta G^C_{\text{CR}} \), the energies of \( eD^* \) are consistent with the energies of the LE state (Tables S9 and S10, ESI, et al.).\(^6\) The global hybrid and LRC functionals predict \( \Delta G^C_{\text{ED}} \) and \( \Delta G^C_{\text{CR}} \) decrease, i.e. become more negative, whereas \( \Delta G^C_{\text{ED}} \) and \( \Delta G^C_{\text{CR}} \) increase. Lemaur et al. observed\(^6\) the same dependence of \( \Delta G^C_{\text{ED}} \) and \( \Delta G^C_{\text{CR}} \) on the polarity of the medium for the modeled Pc–PTCDI complex.

The evolutions of the ED and CR rates of the studied complexes as functions of \( \lambda_s \) are illustrated in Fig. 12 and 13 for the 1,2-DCB and blend environments, respectively. Generally, the ED process occurs more rapidly than CR, although B3LYP, PBE0, and OT-BNL predict competing CR rates with larger \( \lambda_l \) (> ca. 0.66 eV). The ED rates are slightly faster in 1,2-DCB \((10^{16–10^{13}} \text{ s}^{-1})\) than in the blend \((10^{9–10^{13}} \text{ s}^{-1})\), decreasing with increasing \( \lambda_s \). Similarly, the CR rates are faster in 1,2-DCB \((10^{14–10^{12}} \text{ s}^{-1})\) than in the blend \((10^{16–10^{13}} \text{ s}^{-1})\), increasing with increasing \( \lambda_s \). The LRC functionals predict higher ED rates compared to the global hybrids in the increasing order of B3LYP < PBE0 < OT-BNL < CAM-B3LYP. The magnitude of the ED rate predicted with B3LYP differs from those predicted with the other functionals. In the case of the CR rates, there is no clear trend between the global hybrid and LRC functionals, as the CR rates increase mainly in the order of CAM-B3LYP < B3LYP < OT-BNL < PBE0. Here, the magnitude of the B3LYP CR rate is different from that given by the other functionals. The ED and CR rates in the blend are mainly larger, when PC71BM is on top of the A unit of TQ (3T4Q–PC71BM) than when it is on top of the D unit (3T4Q–PC71BM) (except for some CR rates predicted by PBE0 with \( \lambda_s \) > 0.65 eV and CAM-B3LYP with \( \lambda_s \) > 0.4 eV). In 1,2-DCB, 3T4Q–PC71BM has larger ED and CR rates than 3Q4T–PC71BM. In 1,2-DCB, both complexes have relatively similar \( \lambda_l \) and \( \Delta G^o \) values (Table 3), in which case the electronic coupling determines the rate differences between the two complexes. However, in
the blend (Table 4), the $\Delta G^\ddagger$ values of the two complexes differ to such an extent that $\Delta G^\ddagger$ becomes the determining factor for the rates.

The value of $\lambda_s$ determines, especially in the case of the CR rates, whether the ED and CR rates are in the ranges of the experimental ED $(>10^{11})$ for TQ–PC$_{61}$BM and CR rates (ca. $10^{4}$–$10^{5}$) for different copolymer–fullerene blends. The numerical values of the CT rates at $\lambda_s$ of 0.56 eV (Table 5), i.e. at the average of $\lambda_s$ (ca. 0.42–0.63 eV in 1,2-DCB and 0.49–0.69 eV in the blend), for which the ED and CR rates are calculated with different functionals and in different environments are within the experimental rates. Moreover, our choices regarding the calculation methods, e.g. using the vacuum OT $\omega$ value in the 1,2-DCB and blend calculations or using the B3LYP geometries in all calculations, can induce some uncertainties in the calculated rates and rate parameters. However, as we have kept these computational settings consistent in all the calculations, we expect their relative effect to be the same. To conclude, all the functionals yield mostly ED and CR rates that are consistent with the experimental ones with larger $\lambda_s$ values (see above), while smaller $\lambda_s$ values lead to vanishingly small CR rates.

### Conclusions

We have determined the electronic couplings of the ED and CR processes at the local interfaces of solar cell materials TQ and PC$_{71}$BM theoretically using the two- and multi-state GMH and FCD coupling schemes. The results show that the choice of functional has the most significant effect on the excited state characteristics and the coupling values, especially with the GMH scheme. Mainly, the global hybrid functionals predict a more localized adiabatic CT$_1$ state, i.e. almost a complete CT
from TQ to PC71BM, whereas the LRC functionals predict a small component of the intramolecular excitation of PC71BM mixed with the CT0 state. When comparing the two- and multi-state couplings, the number of states does not have a very strong effect on the coupling values with the global hybrid functionals, and the GMH and FCD couplings are quite similar. Thus, with the global hybrid functionals, the 2-state schemes seem to be sufficient for calculating the couplings of the studied system. However, with the non-tuned and OT LRC functionals, the multi-state coupling schemes yield a more localized description of the CT0 state and thus improve couplings with respect to the two-state values. Furthermore, with the LRC functionals, the FCD scheme yields a more localized CT0 state and constant couplings while being less sensitive to the choice of calculation method compared to the GMH scheme. Thus, the FCD scheme combined with the multi-state treatment is recommended for calculating the couplings when using the LRC functionals.

The electronic couplings are clearly affected by the position of PC71BM and stronger couplings are observed when PC71BM is on the donor unit of TQ than when PC71BM is on the acceptor unit of TQ. In most cases, the CR couplings of the studied TQ–PC71BM complexes are larger than the corresponding ED couplings. However, for the complex, where PC71BM is on top of the acceptor unit of TQ, the LRC functionals predict mainly larger ED couplings. Overall, the calculated ED rates are in the range of the experimental values. However, the calculated CR values are consistent with the experimental rates only with certain values of the external reorganization energy. Nevertheless, the ED process is generally predicted to occur more rapidly than the CR process in the TQ–PC71BM complexes, which is in agreement with the previous experimental results that the particular system functions efficiently in the PSCs. The slower CR rates are the consequence of the increasingly negative values of the Gibbs free energy relative to reorganization energies due to which the CR process occurs in the Marcus inverted region. We note that our study did not consider dispersion corrections, which are important for describing weak dispersion interaction in the eD–eA interface configurations, especially when determining the intermolecular distances. The effect of the dispersion on the multi-state electronic couplings will be the subject of future work by our group.
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**Table 5**

| Functional | Complex | \(\lambda_{ED}\) (eV) | \(k_{ED}\) (s\(^{-1}\)) | \(\lambda_{CR}\) (eV) | \(k_{CR}\) (s\(^{-1}\)) |
|------------|---------|-----------------------|-----------------|-----------------------|------------------|
| B3LYP      | 3T4Q–PC71BM | 0.6898 (0.7023) | \(4.5 \times 10^{11}\) (1.9 \(\times 10^{10}\)) | 0.7639 (0.7760) | \(4.0 \times 10^{9}\) (3.0 \(\times 10^{8}\)) |
| PBE0       | 3T4Q–PC71BM | 0.6908 (0.7034) | \(2.6 \times 10^{11}\) (2.2 \(\times 10^{10}\)) | 0.7658 (0.7781) | \(2.0 \times 10^{9}\) (1.1 \(\times 10^{8}\)) |
| CAM-B3LYP  | 3T4Q–PC71BM | 0.6977 (0.7109) | \(3.5 \times 10^{12}\) (2.3 \(\times 10^{11}\)) | 0.7780 (0.7909) | \(1.1 \times 10^{12}\) (9.3 \(\times 10^{10}\)) |
| OT-BNL     | 3T4Q–PC71BM | 0.6986 (0.7119) | \(1.8 \times 10^{12}\) (7.4 \(\times 10^{11}\)) | 0.7798 (0.7929) | \(5.0 \times 10^{9}\) (1.5 \(\times 10^{8}\)) |

\(\sum l_{i}\) (values in Table 2) and \(\lambda_{a}\) of 0.53 eV. \(\sum k_{i}\) taken as the average of the \(\lambda_{a}\) values for which the calculated ED and CR rates are within the experimental ones (see text).
