Efforts to understand and map the possible explanations for the late time acceleration of the universe have led to a broad range of suggestions, ranging from the cosmological constant and straightforward dark energy, to exotically coupled models, to infrared modifications of General Relativity. If we are to uncover which, if any, of these approaches might provide a serious answer to the problem, it is crucial to understand the constraints that theoretical consistency places on the models, and on the regimes in which they make predictions. In this talk, delivered as an invited plenary lecture at the Dark Side of the Universe conference in Kyoto, Japan, I briefly describe some modern attempts to carry out this program and some of the more interesting ideas that have emerged. As an example, I use the Galileon model, discussing how the Vainshtein mechanism occurs, and how a number of these theoretical problems arise around such backgrounds.
1. Introduction

General Relativity (GR), applied to a universe populated by matter of relatively ordinary types, such as baryons, dark matter, photons, and neutrinos, can only yield expanding solutions that are decelerating. Any attempt to explain the currently observed accelerating expansion rate must therefore go beyond this simple paradigm, typically in one of three ways. Nominally the simplest, but still yet to be understood, idea is to include the cosmological constant (CC), which, if positive, allows for acceleration and agreement with all current data. While this is certainly a possibility, there are at present no known dynamical ways to generate a CC of the required magnitude. Anthropic arguments may be invoked as an alternative, but at this stage we do not know if these are viable, even within string theory, and considerably more work is required to understand this question. A second possible approach is to include some kind of exotic mass-energy component in the universe, with dynamics such that it can drive accelerated expansion. Such approaches go under the heading of dark energy and require an additional layer of complexity, since the problem of why the CC is essentially zero must also be solved (usually assumed) in a different way in these models.

A third approach is to leave the matter content of the universe essentially untouched, and instead to imagine that the physical laws connecting this to geometry are modified from those of GR at cosmological distances - in the far infrared. These approaches are typically referred to as modified gravity and have seen increased interest in recent years, in part because they contain at least the possibility that the CC problem might be addressed as part of the model that explains acceleration, possibly justifying the superficial complexity of these theories.

Whether dark energy or modified gravity proves to be on the right track, from the point of view of particle physics they face similar challenges. Around a given background solution (the accelerating universe, the early universe, spherically symmetric solutions, gravitational waves, ...) we expect that there should exist a sensible effective field theory (EFT) description of the relevant degrees of freedom, which is constrained by the rules of a well-behaved quantum field theory.

In this summary of a plenary lecture, delivered at the 2015 Dark Side of the Universe conference, I describe in broad terms, accompanied by some examples, how these considerations shape the construction of dark energy models. After describing a subset of the theoretical constraints, I focus on a particularly interesting class of models exhibiting Vainshtein screening - the Galileons and sketch how screening occurs and how some constraints result.

As is usual in a proceedings, I will have space only to reference those papers of most direct relevance to my own thinking on the subject, and will not attempt to be comprehensive. In particular, I will draw heavily in this text from the extensive review article [1] which I co-authored.

2. Theoretical Consistency

Here I detail some of the more common pathologies at the level of the effective field theory, namely ghosts, gradient instabilities, tachyons and superluminality.

2.1 Ghosts

Ghosts are fields whose quanta either have negative energy or negative norm, indicating an instability in the theory. Most commonly, ghost instabilities manifest as fields with wrong sign
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kinetic term

\[ L_{\text{ghost}} = \frac{1}{2} (\partial \chi)^2 - \frac{m^2}{2} \chi^2. \]  

(2.1)

Of course, the sign of the kinetic term is merely a matter of convention—the choice of metric signature. However, what is dangerous is if this field is coupled to other fields with correct sign kinetic terms, for example

\[ L = -\frac{1}{2} (\partial \phi)^2 - \frac{m^2}{2} \phi^2 + \frac{1}{2} (\partial \chi)^2 - \frac{m^2}{2} \chi^2 + \lambda \phi^2 \chi^2. \]  

(2.2)

Since the \( \chi \) particles have negative energy, the vacuum is unstable to the process \( 0 \rightarrow \phi \phi + \chi \chi \), which costs zero energy. This process will happen copiously (with an infinite rate), and in fact is a sign that the theory is ill-defined \([2, 3]\).

Figure 1: In theories with a ghostly field, the vacuum is unstable to rapid pair production of ghost particles and healthy particles, causing the theory to be ill-defined (See \([2, 3]\)).

In constructing theories, we must ensure that the theory is free from these ghost instabilities. Most often, ghost instabilities arise from higher derivative terms in the Lagrangian. A powerful theorem (due to Ostrogradsky) then tells us that, in most cases, if the equations of motion are higher than second order in time derivatives, the theory will have a ghost instability.

To illustrate this, consider a simple example of a higher-derivative theory, with Lagrangian

\[ L = -\frac{1}{2} (\partial \psi)^2 + \frac{1}{2} \Lambda^2 (\Box \psi)^2 - V(\psi), \]  

(2.3)

where \( \Lambda \) is the cutoff of the effective theory. As long as we work at energies far below \( \Lambda \), this theory is completely well defined. However, as we approach \( \Lambda \), all of the terms we have neglected—which are suppressed by additional powers of \( \partial (\text{fields})/\Lambda \)—become equally important and we no longer have a well-defined expansion. Note that the equations of motion following from the Lagrangian 2.3 are fourth order. To see explicitly that this implies the system secretly has a ghost, we introduce an auxiliary field, \( \chi \), as follows \([4]\)

\[ L = -\frac{1}{2} (\partial \psi)^2 + \frac{1}{2} \Lambda^2 (\Box \psi)^2 - V(\psi) - \frac{\Lambda^2}{2} \chi^2. \]  

(2.4)

Now, the \( \chi \) equation of motion is \( \chi = \Box \psi/\Lambda^2 \), and substituting it back into the Lagrangian recovers 2.3, confirming the classical equivalence between the two theories. In order to remove the
kinetic mixing and diagonalize the Lagrangian, we may make the field redefinition \( \psi = \phi - \chi \), in terms of which the Lagrangian becomes (after integration by parts) [4]

\[
\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{2} (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\phi, \chi) .
\] (2.5)

Thus, the Lagrangian 2.3 is equivalent to a theory of two scalar fields, one healthy and one ghostly. It is important to note that the presence of a ghost does not necessarily spell doom for a theory; as long as the mass of the ghostly mode lies above the cutoff of the theory, we can interpret the presence of the ghost as an artifact of truncating the EFT expansion at finite order. We see that this is the case here, the mass of the ghost lies at the cutoff of the theory, so it may be possible to consistently ignore the ghost at energies far below the cutoff and appeal to unknown UV physics to cure the ghost as we approach the cutoff.

To see how this can work, instead of introducing the auxiliary field \( \chi \) as in 2.4, consider the Lagrangian [4]

\[
\mathcal{L} = -\frac{1}{2} (\partial \psi)^2 + \chi \Box \psi - (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\psi) .
\] (2.6)

The equation of motion for \( \chi \) is

\[
\chi = \frac{\Box \psi}{\Lambda^2 (1 - \frac{\Box}{\Lambda^2})} ;
\] (2.7)

substituting this back in recovers 2.3, up to extra terms suppressed by powers of \( \partial^2/\Lambda^2 \), which I have dropped in the EFT expansion anyway. Diagonalizing 2.6, then reveals two healthy scalars

\[
\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 - \frac{1}{2} (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\phi, \chi) .
\] (2.8)

What is dangerous is a theory possessing a ghost within the regime of validity of the effective theory. If this is true, the theory loses its predictive power.

### 2.2 Gradient instabilities

Another pathology which often plagues effective field theories is the presence of gradient instabilities. Much in the way that a ghost instability is related to wrong sign temporal derivatives, gradient instabilities are due to wrong sign spatial gradients. To see why this is worrisome, consider the simplest (obviously non-Lorentz-invariant) example: a free scalar field with wrong sign spatial gradients

\[
\mathcal{L} = \frac{1}{2} \phi^2 + \frac{1}{2} (\nabla \phi)^2 .
\] (2.9)

The solutions to the equation of motion following from this Lagrangian are (in Fourier space)

\[
\phi_k(t) \sim e^{\pm i k t} ,
\] (2.10)

where \( k \equiv \sqrt{k^2} \). Note that the growing mode solution, \( \phi \sim e^{i k t} \), grows without bound, signaling an instability in the theory on a timescale

\[
\tau_{\text{inst.}} \sim k^{-1} .
\] (2.11)

Therefore, the highest-energy modes contribute most to the instability. This means that the theory does not make sense, even thought of as an effective theory. In general, in a theory with a gradient
instability, and a cutoff \( \Lambda \), the effective theory cannot consistently describe any energy regime. For modes with \( k \ll \Lambda \), the characteristic timescale is \( t_k \gg \tau_{\text{inst.}} \), and they will be sensitive to the instability in the theory, whereas modes with \( k \gg \Lambda \) are beyond the regime of validity of our EFT. The conclusion is that an effective theory with a gradient instability is non-predictive.

2.3 Tachyonic instabilities

Another instability that can appear is the presence of a tachyon. Most simply, a tachyonic instability appears as a field with a negative mass squared. Unlike the other instabilities, the presence of a tachyon does not indicate any particular pathology in the definition of the theory, but rather is a signal that we are not perturbing about the true vacuum of the theory. For example, this is precisely what happens in the Higgs mechanism—in the Lagrangian, the Higgs field appears as a tachyon, but of course everything is well defined.

Again, this is most easily illustrated with a toy example: a scalar field with a negative mass term

\[
\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{m^2}{2} \phi^2 .
\]  

(2.12)

In the long-wavelength \( (k \to 0) \) limit, the solution for the field \( \phi \) is

\[
\phi(t) \sim t^{\pm m} .
\]  

(2.13)

Again, the growing-mode solution indicates an instability. However, unlike last time, the timescale for this instability is independent of \( k \) and is given by the inverse mass of the field

\[
\tau_{\text{inst.}} \sim m^{-1} .
\]  

(2.14)

Therefore, modes for which \( k \gg m^{-1} \), will be insensitive to the fact that the system is unstable. This type of thinking is familiar from cosmology—if we go to high momenta, the modes evolve as though they are on Minkowski space and are insensitive to the cosmological evolution.

This analysis generalizes to theories with a cutoff, \( \Lambda \), in which there exists a regime \( m \ll k \ll \Lambda \), where the effective field theory is perfectly well defined, provided that there is a hierarchy between the mass, \( m \), and the cutoff of the theory.

2.4 Analyticity, locality and superluminality

So far, the pathologies we have discussed manifest themselves in the effective description (for example, ghosts are visible in the low energy effective theory). However, there are also apparent illnesses of an effective theory which are of a more subtle nature, and indicate that a theory—completely well-defined in the IR—may secretly not admit a standard UV completion. Whether or not such pathologies are fatal then depends on whether one can make sense of the relevant theories in the UV while abandoning one or more of the usual requirements, such as Lorentz-invariance.

By far the most common sickness of this type is the presence of superluminality in a low-energy effective field theory. To understand why this is a problem, we note that a crucial ingredient of a Lorentz-invariant quantum field theory is microcausality. This property states that the commutator of two local operators vanishes for spacelike separated points as an operator statement [5]

\[
[\mathcal{O}_1(x), \mathcal{O}_2(y)] = 0 ; \quad \text{when} \quad (x - y)^2 > 0 .
\]  

(2.15)
The relation to causality is fairly clear; if two operators are evaluated at points outside each others’ lightcones, they should not have an effect on each other. Indeed, in [6], it was shown that \(2.15\) can be seen as a consequence of the causal structure of the theory, and hence holds for an arbitrary curved space, as long as the relevant fields have a well-defined Cauchy problem. Therefore, we immediately see that there is an apparent tension between superluminality and causality: in a theory with superluminal propagation, operators outside the light cone do not necessarily commute, indicating that the theory is secretly acausal or non-local.

In reality, theories which admit superluminality can be perfectly causal, but just on a widened light-cone. Consider a non-renormalizable higher derivative theory of a scalar

\[
\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{\Lambda^2} \partial^2 \phi (\partial \phi)^2 + \frac{1}{\Lambda^3} (\partial \phi)^4 + \cdots \tag{2.16}
\]

expanded about some background \(\phi = \bar{\phi} + \varphi\). The causal structure is set by an effective metric [7, 8, 6, 9]

\[
\mathcal{L} = -\frac{1}{2} G_{\mu \nu}(x, \bar{\phi}, \partial \bar{\phi}, \partial^2 \bar{\phi}, \ldots) \partial_\mu \varphi \partial_\nu \varphi + \cdots . \tag{2.17}
\]

Now, provided that \(G_{\mu \nu}\) is globally hyperbolic, this theory will be perfectly causal, but in general it may have directions in which the \(\varphi\) perturbations propagate outside the lightcone used to define the theory 2.16. On the face of it, this might not seem to be much of a worry, but it is vaguely unsettling that the original Lorentz-invariant Lagrangian secretly may not be. Viewing the theory 2.16 as a low-energy effective field theory, it must have a UV completion at some high energy scale. However, since this theory admits superluminality, it cannot be UV completed by a quantum field theory that is Lorentz-invariant with respect to the metric \(\eta_{\mu \nu}\) used to define 2.16.

In many cases this heuristic reasoning can be made precise by exploiting the close relationship between Lorentz invariance and \(S\)-matrix analyticity. In a Lorentz-invariant quantum field theory, the \(S\)-matrix is an analytic function of the external momenta, except for branch cuts which correspond to the production of intermediate states and the presence of poles, which correspond to physical particles or bound states. From \(S\)-matrix analyticity, we can derive dispersion relations to establish the positivity of various scattering amplitudes.

This can be clearly seen by considering the \(2 \rightarrow 2\) scattering amplitude in a Lorentz-invariant theory. This amplitude intuitively should have something to do with superluminality, since propagation in the effective metric 2.16 can be thought of as a sequence of scattering processes with a background field [10]. Consider the 4-point amplitude \(\mathcal{A}(s, t)\), which is analytic in the \(s\)-plane, except for a pole at \(s = 0\) and along cuts on the real axis above some threshold value \(s_\star < \infty\). Here \(s\) and \(t\) are the usual Mandelstam variables, and the parameter \(s_\star\) is the energy at which we would expect to start pair producing particles in a scattering process (in a massive theory, this is the energy scale corresponding to the mass of the constituent particles). Considering a closed curve, \(\gamma\), around \(s = 0\) of radius \(r < s_\star\) and using Cauchy’s integral formula, we find

\[
\frac{\partial^2}{\partial s^2} \mathcal{A}(s, t) \bigg|_{s=0} = \frac{1}{i\pi} \int_\gamma ds \frac{\mathcal{A}(s, t)}{s^3}. \tag{2.18}
\]

Now, we deform the contour into a double-keyhole contour and integrate along the cuts as in Figure 2. On the positive real axis, we obtain the discontinuity along the cut, which is the imaginary
Figure 2: Integration contour in the complex $s$-plane used to derive the dispersion relation. Integration along this contour picks up the discontinuity across the cuts, which correspond to above-threshold particle production.

part of the analytic function $\mathcal{A}$. The integral along the cut on the negative real axis can be related to the integral on the positive side via crossing symmetry, $s \to -t - s$, to obtain

$$\frac{\partial^2}{\partial s^2} \mathcal{A}(s,t) \bigg|_{s=0} = \frac{2}{\pi} \int_{s^*}^{\infty} ds \left( \frac{1}{s^3} + \frac{1}{(s+t)^3} \right) \text{Im} \mathcal{A}(s,t).$$

(2.19)

In order for this dispersion relation to make sense, we must make sure that the point at infinity gives no contribution to the integral. This contribution will vanish as long as the amplitude is bounded by $s^2$ as $s \to \infty$. That this is true in theories with a mass gap follows from the Froissart bound \[11, 12, 10\]. While many theories of interest do not have a mass gap (for example the galileon); there exist some arguments that amplitudes should be bounded similarly at infinity in these situations \[10\], although these results are not completely established. If we now look at the forward limit ($t \to 0$) of the expression 2.19, the optical theorem tells us \( \text{Im} \mathcal{A}(s,0) \geq 0 \), which establishes the inequality

$$\frac{\partial^2}{\partial s^2} \mathcal{A}(s,0) \bigg|_{s=0} = \frac{4}{\pi} \int_{s^*}^{\infty} ds \frac{\text{Im} \mathcal{A}(s,0)}{s^3} \geq 0.$$

(2.20)

Therefore, in the forward limit, the $2 \to 2$ amplitude must display a positive $s^2$ contribution. This inequality holds in any Lorentz-invariant theory described by an S-matrix. This includes both local quantum field theory and perturbative string theories \[10\], making it a very powerful probe. Violation of this dispersion relation indicates a violation of Lorentz invariance in the theory.

We have seen that both superluminality and a violation of S-matrix analyticity indicate a violation of Lorentz invariance in a low energy effective theory. We might be tempted to posit that the relationship between these two things is tight, i.e., that superluminality always implies that the theory will violate the sum rule 2.20, but unfortunately the relationship is somewhat more subtle. For the simplest theories, the relationship is tight, but it is possible to construct theories that admit apparently superluminal signals, but which obey 2.20 \[13, 14, 15\]. Here we have only focused on the simplest dispersion relation, but it is possible to extract more intricate ones using similar arguments. It is generally expected that theories which admit superluminality should violate some dispersion relations, as they follow directly from Lorentz invariance and analyticity and we know
Figure 3: Relationship between analyticity, locality and Lorentz invariance. Either non-analyticity of the $S$-matrix or superluminal propagation indicates a violation of Lorentz invariance. However, the implication between the two is less well understood.

that superluminal theories are secretly not Lorentz-invariant, but there is no known single dispersion relation that is always violated by a superluminal theory. In any case, in order for a low-energy effective theory to be UV-completatable by a local, Lorentz invariant QFT or perturbative string theory, it must satisfy the dispersion relation \( 2.20 \) (along with an infinite number of other ones) and it must not have superluminal signals in the effective theory.

Even the issue of whether a theory actually exhibits superluminality is somewhat subtle, as is emphasized in [16], and the fact that a theory exhibits a superluminal dispersion relation at tree level in the Lagrangian is not sufficient to conclude that the theory is acausal. One concrete example of this type of phenomenon occurs in the context of galileon duality [15].

3. Example: The Galileons

Galileons provide a topical and relatively simple playground in which to explore many of these topics. An easy starting point from which to motivate Galileons is the Dvali-Gabadadze-Porrati (DGP) model [17], in which a 3 + 1-dimensional brane is embedded in a 5d bulk, with action

$$ S = \frac{M_5^2}{2} \int d^5x \sqrt{-G} \ R[G] + \frac{M_4^2}{2} \int d^4x \sqrt{-g} \ R[g] . $$

(3.1)

In this model gravity is modified on large distances, and there exists a branch of cosmological solutions that exhibit self-acceleration at late times, although this branch contains a ghost. There also exists a ghost-free “normal” branch, for which a 4d effective action can be derived which, in a particular “decoupling” limit, reduces to a theory of a single scalar $\phi$, with a cubic self-interaction term $\sim (\partial \phi)^2 \Box \phi$. This term yields second order field equations and is invariant (up to a total derivative) under the Galilean transformations

$$ \phi(x) \rightarrow \phi(x) + c + b_\mu x^\mu , $$

(3.2)

with $c$ and $b_\mu$ constants.

It is natural to ask what other terms are allowed in a four dimensional field theory with this same symmetry [18]. Referring to the field of such a theory as the Galileon, it turns out that, in addition to an infinite number of terms in which two derivatives act on every field (trivially invariant under the galilean symmetry) there are a finite number of terms that have fewer numbers of derivatives per field. These possess second order equations of motion, and there can exist regimes in...
which these special terms are important, and the infinity of other possible terms within the effective field theory are not. Along with a non-renormalization theorem for Galileons \([19, 20, 21]\), this means that we are able, in some circumstances, to understand non-linear effects that are quantum mechanically exact.

For \(n \geq 1\), the \((n+1)\)-th order Galileon Lagrangian (where “order” refers to the number of copies of the scalar field \(\phi\) that appear in the term) is

\[
\mathcal{L}_{n+1} = n \eta^{\mu_1 \nu_1 \mu_2 \nu_2 \cdots \mu_n \nu_n} \left( \partial_{\mu_1} \phi \partial_{\nu_1} \phi \partial_{\mu_2} \partial_{\nu_2} \phi \cdots \partial_{\mu_n} \partial_{\nu_n} \phi \right),
\]

where

\[
\eta^{\mu_1 \nu_1 \mu_2 \nu_2 \cdots \mu_n \nu_n} \equiv \frac{1}{n!} \sum_p (-1)^p \eta^{\mu_1 p(\nu)} \eta^{\mu_2 p(\nu)} \cdots \eta^{\mu_n p(\nu)}
\]

and the sum is over all permutations of the \(\nu\) indices, with \((-1)^p\) the sign of the permutation. The tensor \((3.4)\) is antisymmetric in the \(\mu\) indices, antisymmetric in the \(\nu\) indices, and symmetric under interchange of any \(\mu, \nu\) pair with any other. These Lagrangians are unique up to total derivatives and overall constants. Because of the antisymmetry requirement on \(\eta\), only the first \(n\) of these Galileons are non-trivial in \(n\)-dimensions. In addition, the tadpole term, \(\phi\), is Galilean invariant, and we therefore include it as the first-order Galileon. These Galileon actions can be generalized to the multi-field case, where there is a multiplet \(\phi^I\) of fields \([22, 23, 24, 20]\), while retaining many of the same desirable properties, and can be constructed as Wess-Zumino terms of the non-linearly realized galileon symmetry \([25]\).

It should be remembered that all these theories are not renormalizable, and should be considered as effective field theories with some cutoff \(\Lambda\), above which some UV completion is required. However, as I have mentioned, there can exist regimes in which the above terms dominate, since the symmetries forbid any renormalizable terms, and other terms will have more derivatives. One important consequence of these properties is that galileon theories exhibit a particular type of screening mechanism - the Vainshtein mechanism \([26]\) - that allows them to mediate long range forces, competing with gravity at cosmic scales, while having negligible physical effects at the scales of local tests of gravity. This is the key to their use in modified gravity applications (see \([1]\) for a recent review of these mechanisms and their effects and tests).

### 3.0.1 Solution around spherically-symmetric source

This is perhaps best illustrated by considering the emergence of Vainshtein screening near a static point source of mass \(M\), so that \(T^\mu_\mu = -M \delta^{(3)}(\mathbf{x})\). Assuming the field profile is static and spherically-symmetric, \((\phi = \phi(r))\), the equation of motion reduces to

\[
\nabla \cdot \left( 6 \nabla \phi + \frac{4}{\Lambda^3} \frac{(\nabla \phi)^2}{r} \right) = \frac{gM}{M_{Pl}} \delta^{(3)}(\mathbf{x}).
\]

Integrating over a sphere centered at the origin, we obtain

\[
6 \phi' + \frac{4}{\Lambda^3} \frac{\phi^2}{r} = \frac{gM}{4\pi r^2 M_{Pl}}.
\]
Figure 4: Various regimes of the galileon theory around a spherically symmetric source. Beyond the Vainshtein radius, $r_{V} \sim (M/\Lambda^{3}M_{Pl})^{1/3}$, the field mediates a long range force and both the classical, $\alpha_{cl} \sim (r_{V}/r)^{3}$, and quantum, $\alpha_{q} \sim (r\Lambda)^{-2}$, non-linearity parameters are small. Very close to the source—$r \ll \Lambda^{-1}$, the inverse cutoff—both $\alpha_{cl}$ and $\alpha_{q}$ are large and the theory is not predictive. However, there is an intermediate regime, $\Lambda \ll r \ll r_{V}$, where classical non-linearities are important ($\alpha_{cl} \gg 1$), but quantum effects can consistently be neglected ($\alpha_{q} \ll 1$).

This equation is now algebraic in $\phi'$, and so admits a solution by radicals. Focusing on the branch for which $\phi' \to 0$ at spatial infinity,

$$\phi'(r) = \frac{3\Lambda^{3}r}{4} \left(-1 + \sqrt{1 + \frac{1}{9\pi} \left(\frac{r_{V}}{r}\right)^{3}}\right),$$

where we have introduced the Vainshtein radius

$$r_{V} = \frac{1}{\Lambda} \left(\frac{gM}{M_{Pl}}\right)^{1/3}.$$  (3.8)

This nontrivial radial profile is crucial to the operation of Vainshtein screening. We consider two regimes:

- $r \gg r_{V}$: Far away from the source, the solution is approximately a $1/r^{2}$ profile,

$$\phi'(r \gg r_{V}) \approx \frac{g}{3} \cdot \frac{M}{8\pi M_{Pl}r^{2}}.$$  (3.9)

In this regime, the galileon force relative to gravity is given by

$$\frac{F_{\phi}}{F_{\text{gravity}}} \bigg|_{r \gg r_{V}} \approx \frac{g^{2}}{3},$$

and both the classical and quantum expansion parameters are small (we assume $M \gg M_{Pl}$, so that $\Lambda^{-1} \ll r_{V}$):

$$\alpha_{cl} \sim \left(\frac{r_{V}}{r}\right)^{3} \ll 1 \quad \alpha_{q} \sim \frac{1}{(r\Lambda)^{2}} \ll 1.$$  (3.11)

This tells us that both classical non-linearities and quantum corrections are unimportant.

- $r \ll r_{V}$: Near the source, 3.7 reduces to

$$\phi'(r \ll r_{V}) \approx \frac{\Lambda^{3}r_{V}}{2} \sqrt{\frac{r_{V}}{r}} \sim \frac{1}{\sqrt{r}}.$$  (3.12)
The force due to the galileon relative to that of gravity is now given by
\[
\frac{F_\phi}{F_{\text{gravity}}} \bigg|_{r \ll r_V} \sim \left( \frac{r}{r_V} \right)^{3/2} \ll 1; \tag{3.13}
\]
so the scalar force is strongly suppressed at distances much less than the Vainshtein radius. In this regime, the classical non-linearity parameter is very large (as it must be, this is the source of the screening),
\[
\alpha_{cl} \sim \left( \frac{r_V}{r} \right)^{3/2} \gg 1. \tag{3.14}
\]
But notice that the quantum parameter is not; it takes the same form as before:
\[
\alpha_q \sim \frac{1}{(r\Lambda)^2}. \tag{3.15}
\]
At distances \( r \gg \Lambda^{-1} \), this is small and quantum corrections are under control, meaning that the classical solution can be trusted. Of course, sufficiently close to the source, \( r \ll \Lambda^{-1} \), the quantum parameter becomes \( \mathcal{O}(1) \), radiative corrections become important, and the effective field theory breaks down. (In fact, this statement is too conservative—we will see shortly that perturbations acquire a large kinetic term scaling as \( \sim (r_V/r)^{3/2} \). Upon canonical normalization, this translates to a higher strong coupling scale. Even ignoring this fact, the scale \( \Lambda \) is only the strong-coupling scale, it may be possible to re-sum the quantum corrections into a predictive theory.)

Therefore, as advertised, we see that there exists a regime, \( \Lambda^{-1} \ll r \ll r_V \), where classical non-linearities are important while quantum effects remain small.

### 3.0.2 Perturbations around the spherically-symmetric background

Above we have considered the background field profile around a massive source, but the Vainshtein mechanism can be further understood by considering perturbations about this solution. We can consider linearized perturbations by expanding ?? as \( \phi = \phi - \bar{\phi} \). \( T_{\mu\nu} = T_{\mu\nu} + \delta T_{\mu\nu} \) gives
\[
\mathcal{L}_\phi = \left[ 3 + \frac{2}{\Lambda^3} \left( \frac{\delta \phi''}{r} + \frac{2 \bar{\phi}'}{r} \right) \right] \left( \dot{\phi}^2 - (\partial_\Omega \phi)^2 \right) - \left[ 3 + \frac{4}{\Lambda^3} \frac{\bar{\phi}'}{r} \right] \left( \partial_\phi \phi \right)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi \delta T^\mu_\mu, \tag{3.16}
\]
where \( \partial_\Omega \) denotes the usual angular derivatives. If we then look deep inside the Vainshtein radius \( (r \ll r_V) \), by substituting the expression 3.12 for \( E \), we obtain
\[
\mathcal{L}_\phi \sim \left( \frac{r_V}{r} \right)^{3/2} \left( \phi^2 - (\partial_\Omega \phi)^2 - \frac{4}{3} (\partial_\phi \phi)^2 \right) - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi \delta T^\mu_\mu. \tag{3.17}
\]
The key thing to notice in this expression is that an enhancement factor of \( (r_V/r)^{3/2} \gg 1 \) multiplies the kinetic term, telling us that perturbations acquire a large inertia near a massive source. Said differently, performing the canonical normalization \( \phi_c \equiv \left( \frac{\Lambda}{r} \right)^{3/4} \phi \), the effective coupling to matter is reduced to
\[
geff \sim \left( \frac{r}{r_V} \right)^{3/4} g \ll g; \tag{3.18}
\]
this indicates that galileon perturbations decouple from matter. Further, the strong coupling scale \( \Lambda \) is dressed to a higher scale

\[
\Lambda_{\text{eff}} \sim (\frac{r V}{r})^{3/4} \Lambda \gg \Lambda,
\]  

(3.19)

which leads the perturbations to have weaker self-interactions.

\[ c_s^2 \]

\[ \frac{r}{r V} \]

**Figure 5:** Plot of speed of radial fluctuations versus distance from a spherically symmetric source, in units of \( r V \) for the cubic galileon.

Another thing to notice from 3.17 is that the radial speed of propagation is superluminal:

\[
c_s^{\text{radial}} = \sqrt{\frac{4}{3}}.
\]

(3.20)

This superluminality is a generic feature of galileons—galileon interactions are derivative interactions, so a galileon background (even one which is arbitrarily weak) deforms the light-cone for perturbations in such a way that there is always a direction in which the speed of propagation is superluminal [13]. With superluminality comes the risk of the standard paradoxes due to closed time-like curves (CTC). The situation is actually not as bad as one might fear. To start with, galileons by themselves are completely fine—the effective light-cone for the metric governing perturbations, albeit wider than the Minkowskian light-cone, admits a well-defined causal structure. In other words, galileons by themselves cannot generate CTCs. On the other hand, CTCs become possible when considering galileons coupled to (Lorentz-invariant) matter. However, it was conjectured in [27] that galileons are protected from the formation of CTCs by a Chronology Protection Criterion, analogous to that of GR, so that if one starts with healthy initial conditions and tries to construct a CTC, the galileon effective field theory will break down before it can form. However, as we have discussed, the existence of superluminal propagation around certain backgrounds signals that the UV completion of galileons, if one exists, is not a local (Lorentz-invariant) quantum field theory but something more exotic (or more interesting, depending on one’s point of view). Recent arguments suggest that this apparent superluminality might be an artifact of trusting a tree-level computation in a regime where it is unreliable [15, 16], so the severity of this peculiarity is far from settled at present. A related tension is that the galileon terms lead to scattering amplitudes which do not obey dispersion relations obtained from the arguments about S-matrix analyticity we
have discussed earlier. On the other hand, this argument relies on the existence of an S-matrix for galileons, which has been questioned [28, 29].

4. Conclusions

In this brief summary of comments made at the Dark Side of the Universe conference, I have described theoretical issues that arise in a number of models proposed to address the accelerated expansion of the universe. While these issues must be kept in mind for any theory, in those that exhibit screening effects, which are often required to make accelerating models viable, particularly interesting constraints can arise. As an example, I have focused on the galileon model, which exhibits the Vainshtein effect, necessary to avoid precise solar system tests of gravity, and have discussed how this screening works and how some of the theoretical constraints arise.

The considerations described here are quite general and all or a subset of them must be evaded, or at the very least understood, in any putative theory of late-time cosmic acceleration, such as dark energy or modified gravity.
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