Linear isoperimetric inequality for homogeneous Hadamard manifolds
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Abstract

It is well known that simply connected symmetric spaces of non-positive sectional curvature admit a linear isoperimetric filling inequality for cycles of dimension greater than or equal to the rank of the space. In this note we extend that result to homogeneous Hadamard manifolds.

Let $X$ be a proper metric space. For $k \geq 0$ we let $I_{k,c}(X)$ denote the abelian group of $k$-dimensional integral metric currents in $X$ with compact support. Together with the boundary map $\partial : I_{k+1,c}(X) \rightarrow I_{k,c}(X)$, they form a chain complex which generalizes the chain complex of singular Lipschitz chains with integer coefficients. Ignoring some technical details, the reader may safely think of the integral currents as Lipschitz chains. We let $Z_{k,c}(X) = \{ Z \in I_{k,c}(X) \mid \partial Z = 0 \}$ denote the subgroup of $k$-dimensional cycles. In section 2 in [7] is a brief summary of what we will need from the theory of currents. Recall that a Hadamard manifold is a simply connected complete Riemannian manifold with non-positive sectional curvature. A manifold is homogeneous if its group of isometries acts transitively. The euclidean rank of a complete Riemannian manifold is defined as the greatest integer $r \geq 1$ such that there exists an isometric embedding of $\mathbb{R}^r$ into the manifold. The aim of this note is to prove the following theorem.

**Theorem 1.** Let $M$ be a homogeneous Hadamard manifold of dimension $n$ and of euclidean rank $r \geq 1$. For every $k$ such that $r \leq k < n$ there exists a constant $c_k$ such that for every $Z \in Z_{k,c}(M)$ there exists $V \in I_{k+1,c}(M)$ with $\partial V = Z$ and $M(V) \leq c_k M(Z)$.

In [4], Gromov stated this result for Lipschitz chains in the case when $M$ is symmetric. There he also gave a sketch of proof. However, according to the best of my knowledge, there is only one complete proof in the literature which is due to Leuzinger (Theorem 1 in [8]). We give a sketch of an alternative proof in Remark 9. In Remark 10 we outline how Theorem 1 can be proven for Lipschitz chains.

We will need several lemmas for the proof, but before turning to them, let us outline the path we are going to take and introduce notation: Let $M$ be a homogeneous Hadamard manifold of dimension $n$ and euclidean rank $r$. Due to the de Rham
decomposition theorem, $M$ can be written as a Riemannian product $M = M_0 \times M_1$ where $M_0$ is euclidean and $M_1$ is a homogeneous Hadamard manifold which does not contain a euclidean de Rham factor (see 2.3 in [1]). We will apply the structure theory for homogeneous Hadamard manifolds to $M_1$. According to it (see section 4.1 in [6]), $M_1$ is isometric to a Lie group $G$ with a left invariant metric. Further, $G = N \rtimes A$ where $A$ is an abelian Lie subgroup of $G$ and $N$ is a nilpotent normal Lie subgroup. We let $\mathfrak{a}$ and $\mathfrak{n}$ denote the Lie algebra of $A$ and $N$, respectively. The cosets $nA$, $n \in N$, are maximal flats of $G$ which meet $N$ orthogonally. Let $\pi_N : G \to N$ be the projection given by $\pi_N(s) = n$ for $s = na$. We are going to construct a set $S \subseteq G$ such that for every $\rho > 0$, the set $S \setminus (N \cdot B(e, \rho))$ contains arbitrarily large balls and such that the projection $\pi_N$ restricted to $S$ contracts $r_1$-dimensional volume exponentially. Here $r_1 = r - \dim(M_0)$ denotes the euclidean rank of $M_1$. Since $\text{spt}(Z)$ is compact we can assume that it is contained in $M_0 \times S$. Then we will project $Z$ down to $M_0 \times N$ via

$$\pi : M \to M_0 \times N, \quad x = (p, s) \mapsto (p, \pi_N(s))$$

and use the mapping cylinder plus a suitable filling of the projected cycle as a filling. To make this precise, let $\sigma : [0, 1] \times M \times M \to M$ denote the geodesic bicombing of $M$ (i.e. $t \mapsto \sigma(t, p, q)$ is the geodesic from $p$ to $q$) and let

$$\varphi : [0, 1] \times M \to M, \quad (t, x) \mapsto \sigma(t, \pi_N(x), x).$$

Then $V := V_1 + V_2$ is our desired filling where $V_1 := \varphi_{\#}([0, 1] \times Z)$ and $V_2$ is the suitable filling of $\pi_N Z$. This approach is similar to and inspired by the one proposed by Gromov and the one which Leuzinger takes, in the symmetric space case. Gromov says that one should project onto a maximal flat and take the mapping cylinder while Leuzinger projects onto a horosphere. The submanifold $N \subseteq G$ is in fact the intersection of a family of horospheres (see Theorem 4.2 in [11]).

Let $\varphi_G : G \to G, \varphi_G(t, x) := \sigma_G(t, \pi_N(x), x)$ where $\sigma_G$ denotes the geodesic bicombing of $G$. We begin by computing the derivative of $\varphi_G$.

**Lemma 2.** Let $s \in G$, $n = \pi_N(s)$ and $c : [0, 1] \to G$ be the geodesic such that $c(0) = n$, $c(1) = s$. Then for any $v \in T_s G$ there exists a unique $N$-Jacobi field $Y$ along $c$ such that $Y(1) = v$. Further, for that Jacobi field we have $D\varphi_G(t, x)(0, v) = Y(t)$ for every $t \in [0, 1]$.

**Proof.** It is clear that the normal exponential map of $N$ is a diffeomorphism so there are no focal points of $N$ and hence the existence and uniqueness follow. Now, let $Y$ be an $N$-Jacobi field along $c$ such that $Y(1) = v$. Then $Y$ is given by $Y(t) = \gamma(0, t) \frac{\partial}{\partial s}$ where $\gamma$ is a geodesic variation of $c$ such that $s \mapsto \gamma(s, 0)$ is a curve in $N$ and for every $s$ the geodesic $t \mapsto \gamma(s, t)$ has initial speed orthogonal to $N$. Since $t \mapsto \gamma(s, t)$ is a left translation of $c$ by $\gamma(s, 0)$, it is clear that $\varphi_G(t, \gamma(s, 1)) = \gamma(s, t)$ for all $s, t$. Differentiating with respect to $s$ gives:

$$D\varphi_G(t, x)(0, Y(1)) = D\varphi_G(t, \gamma(0, 1)) \left( 0, D\gamma(0, 1) \frac{\partial}{\partial s} \right) = D\gamma(0, t) \frac{\partial}{\partial s} = Y(t)$$

so we are done. 

2
For \( g \in G \), let \( L_g : G \to G \), \( L_g(h) = gh \) denote the left translation of \( G \) by \( g \) and \( R_g : G \to G \), \( R_g(h) = hg \) denote the right translation of \( G \) by \( g \).

**Lemma 3.** Let \( s \in G \), \( n := \pi_N(s) \) and \( c : \mathbb{R} \to G \) be the geodesic such that \( c(0) = n \), \( c(1) = s \); write \( c(t) = n \exp(tH) \) where \( H \in \mathfrak{a} \). Then every \( N \)-Jacobi field along \( c \) can be written as

\[
Y(t) = DL_{c(t)}(e) \left[ t \xi + \text{Ad}(-tH)X \right]
\]

where \( \xi \in \mathfrak{a} \) and \( X \in \mathfrak{n} \).

**Proof.** We know that \( Y \) is given by \( Y(t) = D\gamma(0, t) \frac{d}{dt} \) where \( \gamma \) is a geodesic variation of \( c \) along \( N \). It is clear that \( \gamma \) can be written as \( \gamma(s, t) = \tilde{n}(s) \exp(tH(s)) \) where \( \tilde{n} \) is a curve in \( N \) with \( \tilde{n}(0) = n \) and \( \tilde{H} \) is a curve in \( \mathfrak{a} \) such that \( \tilde{H}(0) = H \). Let \( X \in \mathfrak{n} \) be such that \( \tilde{n}'(0) = DL_n(e)X \) and \( \xi := \tilde{H}'(0) \in \mathfrak{a} \). Then we get

\[
Y(t) = tDL_n(\exp(tH)) DL(\exp(tH)) \tilde{H}'(0) + DR_{\exp(tH)}(n) \tilde{n}'(0)
= tDL_n(\exp(tH)) DL_{\exp(tH)}(e) \xi + DR_{\exp(tH)}(n) DL_n(e) X
= tDL_n(\exp(tH)) DL_{\exp(tH)}(e) \xi + DL_n(\exp(tH)) \text{Ad}(-tH)X
= DL_{c(t)}(e) \left[ t \xi + \text{Ad}(-tH)X \right]
\]

where we applied the formula for the derivative of the exponential map in the second step and

\[
DR_{\exp(tH)}(n) DL_n(e) = DL_n(\exp(tH)) DR_{\exp(tH)}(e)
= DL_n(\exp(tH)) DL_{\exp(tH)}(e) \text{Ad}(-tH)
= DL_n(\exp(tH)) \text{Ad}(-tH).
\]

in the third step. This finishes the proof.

Before we continue we need some more facts about the structure theory of \( G \) from Azencott and Wilson [11, 2]. We adopt the formulation of Heber in Proposition 4.2 in [5]: There exists a decomposition of \( \mathfrak{n} \) into mutually orthogonal spaces \( \mathfrak{n}_1, \ldots, \mathfrak{n}_m \) which is preserved by every \( \text{ad}(H) \), \( H \in \mathfrak{a} \). For every \( j = 1, \ldots, m \) there exist a non-trivial linear functional \( \mu_j : \mathfrak{a} \to \mathbb{R} \) and a symmetric strictly positive definite linear operator \( D_j \) of \( \mathfrak{n}_j \) such that \( \frac{1}{2}(\text{ad}(H) + \text{ad}(H)^T)N_j = \mu_j(H)D_jN_j \) for every \( N_j \in \mathfrak{n}_j \) and every \( H \in \mathfrak{a} \). There exists \( H_+ \in \mathfrak{a} \) such that \( \mu_j(H_+) > 0 \) for every \( j = 1, \ldots, m \).

**Lemma 4.** There exists a constant \( \varepsilon > 0 \) and a set \( S \subseteq G \) with non-empty interior such that the following holds: Let \( s \in S \), \( n := \pi_N(s) \) and \( c : \mathbb{R} \to G \), \( c(t) = n \exp(tH) \) where \( H \in \mathfrak{a} \), be the geodesic such that \( c(0) = n \) and \( c(1) = s \). Then \( c([0, \infty[) \subseteq S \) and \( \mu_j(H) \leq -\varepsilon \|H\| \) for all \( j = 1, \ldots, m \).

**Proof.** As there exists an \( H_+ \in \mathfrak{a} \) such that \( \mu_j(H_+) > 0 \) for every \( j = 1, \ldots, m \) it is clear that there exists a constant \( \varepsilon > 0 \) and a cone \( C_0 \subseteq \mathfrak{a} \) with non-empty interior and apex at the origin, such that \( \mu_j(H) \leq -\varepsilon \|H\| \) for every \( j = 1, \ldots, m \) and every \( H \in C_0 \). Let \( S := \bigcup_{n \in \mathbb{N}} n \exp(C_0) \). It is clear that \( \varepsilon \) and \( S \) satisfy the properties of the lemma.
From now on, $S$ and $\epsilon$ will always denote the set and constant from Lemma 4.

**Lemma 5.** For every $\rho > 0$ and every compact set $K \subseteq G$, there exists a left translate of $K$ which is contained in $S \setminus (N \cdot B(e, \rho))$.

**Proof.** Fix $\rho > 0$. Consider the projection $\pi_A : G \to A$, $\pi_A(s) = a$ for $s = na$. The set $\pi_A(K)$ is compact and by how $S$ is constructed, we can find $a_0 \in A$ such that $a_0 \pi_A(K) \subseteq \pi_A(S) \setminus B(e, \rho)$. Now, $K \subseteq N \pi_A(K)$ and hence

$$a_0 K \subseteq a_0 N \pi_A(K) = N a_0 \pi_A(K) \subseteq S \setminus (N \cdot B(e, \rho))$$

where we used the normality of $N$ in the second step. ■

Now we turn to establishing contraction properties. For that we must analyse the growth of $N$-Jacobi fields. So let $Y$ be an $N$-Jacobi field given by the formula from Lemma 3. Write $X = \sum_{j=1}^m X_j$ where $X_j \in n_j$. Using that $\text{ad}(H)$ preserves the decomposition of $n$, we get

$$\frac{1}{2} \frac{d}{dt} \|Y(t)\|^2 = t \|\xi\|^2 + \sum_{j=1}^m \langle \text{Ad}(\exp(-tH))X_j, -\text{ad}(H) \text{Ad}(\exp(-tH))X_j \rangle$$

$$= t \|\xi\|^2 - \sum_{j=1}^m \mu_j(H) \langle \text{Ad}(\exp(-tH))X_j, D_j \text{Ad}(\exp(-tH))X_j \rangle.$$

**Remark 6.** We see immediately from (1) that if $\mu_j(H) \leq 0$ for every $j = 1, \ldots, m$ then $\|Y(t)\|^2$ and hence $\|Y(t)\|$ is non-decreasing for $t \geq 0$. This holds in particular if $c(1) \in S$ where $S$ is the set from Lemma 4. It follows that the projection map $\pi : M \to M_0 \times N$ is $1$-Lipschitz when restricted to $M_0 \times S$.

Compare the following lemma with Lemma 2.1 in [11].

**Lemma 7.** There exists a constant $\lambda > 0$ such that the following holds: Let $c(t) := n \exp(tH)$ where $n \in N$ and $H \in a$, be a geodesic such that $c(1) \in S$. Let $Y$ be an $N$-Jacobi field along $c$ of the form

$$Y(t) = DL_{c(t)}(e) \text{Ad}(\exp(-tH))X$$

where $X \in n$. Then

$$\|Y(t + s)\| \geq e^{\lambda \|H\|} \|Y(s)\|$$

for all $s, t \geq 0$.

**Proof.** Let $a > 0$ be a constant such that for each operator $D_j$, every eigenvalue of $D_j$ is $\geq a$. Then $\langle N_j, D_j N_j \rangle \geq a\|N_j\|^2$ for every $N_j \in n_j$. By Lemma 4, we have that $\mu_j(H) \geq -\epsilon \|H\|$ for every $\mu_j$. Hence, we get from (1) that

$$\frac{d}{dt} \|Y(t)\|^2 \geq \sum_{j=1}^m 2a\epsilon \|H\| \|\text{Ad}(\exp(-tH))X_j\|^2 \geq 2a\epsilon \|H\||\|Y(t)\||^2.$$

Multiplying through this inequality by $e^{-2a\epsilon \|H\|}$ gives that $e^{-2a\epsilon \|H\|}\|Y(t)\|^2$ is non-decreasing in $t$ so the same holds for $e^{-a\epsilon \|H\|}\|Y(t)\|$. Thus $\|Y(t + s)\| \geq e^{\lambda \|H\|} \|Y(s)\|$ with $\lambda := a\epsilon > 0$. ■
Lemma 8. Let \( x = (x_0, s) \in M_0 \times S, p := \pi(x) \) and let \( c : \mathbb{R} \to M \) be the geodesic such that \( c(0) = p \) and \( c(1) = x \). Let \( v_1, \ldots, v_k \in T_x M \) be orthonormal vectors which are all orthogonal to \( c'(1), k \geq r \). Then the map \( \varphi(t, x) = \sigma(t, \pi(x), x) \) satisfies

\[
\det \left( \langle D\varphi(t, x)(0, v_i), D\varphi(t, x)(0, v_j) \rangle \right)^{1/2} \leq e^{-\lambda(1-t)}\|H\|.
\]

Proof. Write \( c(t) = (x_0, c_1(t)) \) where \( c_1(t) := n \exp(tH), H \in \mathfrak{a} \). The space of vectors \( DL_{c_1(1)}(e) \text{Ad}(\exp(-H))X, X \in \mathfrak{n} \), intersects the span of \( v_1, \ldots, v_k \) non-trivially, so we may assume that \( v_1 \) has this form. For \( i = 1, \ldots, k \), let \( Y_i \) be the \( N \)-Jacobi field along \( c_1 \) such that \( Y_i(1) = v_i \). Then \( Y_i(t) = DL_{c_1(t)}(e) \text{Ad}(\exp(-tH))X \) for some \( X \in \mathfrak{n} \). Now, by the last lemma, we have \( \|Y_i(t)\| \leq e^{-\lambda(1-t)}\|H\|\|Y(1)\| = e^{-\lambda(1-t)}\|H\| \). For \( i = 2, \ldots, k \) we know that \( \|Y_i(t)\| \leq \|Y_i(1)\| = 1 \) by Remark[9] Thus, using that \( D\varphi(t, x)(0, v_i) = Y_i(t) \), we obtain

\[
\det \left( \langle D\varphi(t, x)(0, v_i), D\varphi(t, x)(0, v_j) \rangle \right)^{1/2} \leq \prod_{i=1}^n \|D\varphi(t, x)(0, v_i)\| = \prod_{i=1}^n \|Y_i(t)\| \leq e^{-\lambda(1-t)}\|H\|.
\]

This proves the lemma. \( \square \)

As a last step before turning to the proof of Theorem 1 we remark the following: Let \( K \subset \mathbb{R}^d \) be a compact set, \( \theta \in L^1(K, \mathbb{Z}) \) and \( F : K \to M \) a Lipschitz map. Then by (4.12) in [10], the comments thereafter and Rademacher’s theorem, we have

\[
M(F_{\#}[[\theta]]) \leq \int_A |\theta(z)| J_dF(z) d\mathcal{L}^d(z). \tag{2}
\]

Here \( A \) is the set of points \( z \in K \) such that \( z \) is a Lebesgue point of \( K \) and \( F \) is differentiable at \( z \), \( J_dF(z) \) denotes the \( d \)-dimensional volume distortion factor of \( F \) at \( z \) and \( \mathcal{L}^d \) denotes the \( d \)-dimensional Lebesgue measure. Further, if \( F \) is bi-Lipschitz, then equality holds in (2) (see (2.22) in [10]).

Proof of Theorem\[7\] Let \( Z \in Z_{k,c}(M) \). By Lemma[5] we can assume that \( \text{spt}(Z) \) is contained in \( M_0 \times S \). Let us define \( V_i := \varphi_{\#}([[0, 1]) \times Z) \). As in the proof of Theorem 4.1 in [10], we may assume, due to the decomposition theorem for currents, that \( Z = \psi_{\#}[[\theta]] \) for some bi-Lipschitz \( \psi : K \to M \) where \( K \subset \mathbb{R}^k \) is compact and \( \theta \in L^1(K, \mathbb{Z}) \). By (4.10) in [10] we have that \( V_i = \tilde{\varphi}_{\#}[[\theta]] \) where \( \tilde{\varphi}(t, z) := \varphi(t, \psi(z)) \) and \( \tilde{\theta}(t, z) := \theta(z) \). Hence we have by (2) that

\[
M(V_1) \leq \int_{[0,1] \times A} |\theta(z)| J_{k+1}\tilde{\varphi}(t, z) d\mathcal{L}^{k+1}(t, z).
\]

Using Lemma[8] it is easy to see that

\[
J_{k+1}\tilde{\varphi}(t, z) \leq d(\psi(z), \pi(\psi(z))) e^{-\lambda d(\psi(z), \pi(\psi(z)))(1-t)} J_k\psi(z).
\]
Thus, we get
\[
M(V_1) \leq \int_{[0,1] \times A} d(\psi(z), \pi(\psi(z))) e^{-\lambda d(\psi(z), \pi(\psi(z))))(1-t)} |\theta(z)| J_k \psi(z) d\mathcal{L}^{k+1}(t, z)
\]
\[
\leq \frac{1}{\lambda} \int_A (1 - e^{-\lambda d(\psi(z), \pi(\psi(z)))}) |\theta(z)| J_k \psi(z) d\mathcal{L}^k(z)
\]
\[
\leq \frac{1}{\lambda} \int_A |\theta(z)| J_k \psi(z) d\mathcal{L}^k(z)
\]
\[
= \frac{1}{\lambda} M(Z)
\]
where we used (2) with equality in the last step.

Let us now construct a filling \( V_2 \) of \( \pi#Z \). Using the fact that for any \( x \in M \), the vectors in \( T_x M \) which are tangent to the geodesic from \( \pi(x) \) to \( x \) are sent to zero by \( v \mapsto D\pi(x)v = D\varphi(0, x)(0, v) \), it follows easily from Lemma 5 that
\[
J_k(\pi \circ \psi)(z) \leq e^{-\lambda d(\psi(z), \pi(\psi(z)))} J_k \psi(z).
\]
Thus, we get from (2) that
\[
M(\pi#Z) \leq \int_A |\theta(z)| J_k(\pi \circ \psi)(z) d\mathcal{L}^k(z)
\]
\[
\leq \int_A |\theta(z)| e^{-\lambda d(\psi(z), \pi(\psi(z)))} J_k \psi(z) d\mathcal{L}^k(z)
\]
\[
\leq \sup_{x \in \text{spt}(Z)} e^{-\lambda d(x, \pi(x))} M(Z).
\]
Since Lemma 5 allows us to assume that \( \text{spt}(Z) \) is as far away from \( M_0 \times N \) as wanted, we may assume that \( M(\pi#Z) \leq 1 \). Let \( V_2 \) be a filling of \( \pi#Z \) satisfying \( M(V_2) \leq \gamma_k M(\pi#Z)^{(k+1)/k} \) where \( \gamma_k \) is the constant for the euclidean isoperimetric inequality for \( k \)-cycles in \( M \) (see Theorem 1.2 in [10]). Then
\[
M(V_2) \leq \gamma_k M(\pi#Z)^{(k+1)/k} \leq \gamma_k M(\pi#Z) \leq \gamma_k M(Z)
\]
where the last step followed from the fact that \( \pi \) is 1-Lipschitz when restricted to \( M_0 \times S \). Now, \( V := V_1 + V_2 \) is a filling of \( Z \) and
\[
M(V) \leq M(V_1) + M(V_2) \leq \left( \frac{1}{\lambda} + \gamma_k \right) M(Z)
\]
so we are done.

**Remark 9.** Let us now show that if \( M \) is a symmetric space, one can take a suitable geodesic cone as a filling (compare the proof of Theorem 1.7 in [10]). Recall that a symmetric Hadamard manifold is the product of a euclidean space and a symmetric space of non-compact type. For simplicity, we ignore the euclidean factor. So let \( M = G/K \) be a symmetric space of non-compact type. Let \( \mathfrak{g} = \mathfrak{e} \oplus \mathfrak{p} \) be the associated orthogonal symmetric Lie algebra, \( \mathfrak{a} \subseteq \mathfrak{p} \) a maximal abelian subspace and \( \Sigma \) the set of roots of \( \mathfrak{g} \) with respect to \( \mathfrak{a} \). Consider the set \( C := \bigcup_{k \in K} \text{Exp}(\text{Ad}(k)C_0) \). Here \( \text{Exp} : \mathfrak{p} \to M \) is the exponential map at \( p := eK \) and \( C_0 \subseteq \mathfrak{a} \) is a closed cone with apex at the origin, chosen together with a constant \( \lambda > 0 \) such that
$|\alpha(H)| \geq \lambda ||H||$ for every $H \in \mathfrak{a}$ and every $\alpha \in \Sigma$. It is clear that $C$ is conical. Further, it has non-empty interior since the map $K \times \mathfrak{a} \to \mathfrak{p}$, $(k, H) \mapsto \text{Exp(Ad}(k)H)$ has a surjective derivative at $(k, H)$ if $\alpha(H) \neq 0$ for every $\alpha \in \Sigma$. It follows that $C$ contains arbitrarily large balls so we may assume that $\text{spt}(Z) \subseteq C$. Now define $\varphi$ by $\varphi(t, x) := \sigma(t, p, x)$ for $t \in [0, 1]$, $x \in M$. Fix $x \in C$ and let $c : [0, 1] \to M$, $c(t) = \text{Exp}(tH)$, be the geodesic from $p$ to $x$. Then for every $t \in [0, 1]$ and $v \in T_xM$ we have that $D\varphi(t, x)(0, v) = Y(t)$ where $Y$ is the unique Jacobi field along $c$ such that $Y(0) = 0$. Every Jacobi field $Y$ along $c$ which satisfies $Y(0) = 0$ can be written as

$$Y(t) = \sum_{i=1}^{r} b_i t E_i(t) + \sum_{i=r+1}^{n} b_i \frac{1}{\lambda_i} \sinh(\lambda_i t) E_i(t)$$

where $E_1, \ldots, E_n$ is an orthonormal frame of parallel vector fields along $c$ and $\lambda_i > 0$ is such that $-\lambda_i^2$ is an eigenvalue of the curvature operator $R_H : \mathfrak{p} \to \mathfrak{p}$, $R_H(X) := R(X, H)H = -\text{ad}(H)^2 X$ (see Proposition 2.15.2(1) in [3]). By how we constructed $C$, it furthermore holds that $\lambda_i \geq \lambda ||H||$. Now it is easy to prove an analogue of Lemma 3 and then it follows as in the proof of Theorem 1 that the cone $V := \varphi_#([(0, 1]] \times Z)$ from $p$ over $Z$ satisfies $M(V) \leq \frac{1}{4} M(Z)$.

**Remark 10.** To prove Theorem 1 for Lipschitz chains, one should proceed similarly as is done in the proof of Theorem 1 in [8] but project onto $M_0 \times N$ instead of a horosphere, and then use the volume contraction estimates we used above, instead of the ones from [8]. To fill the projected cycle, one should use Gromov’s filling inequality (2.3 in [3]).
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