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Abstract—This paper addresses the problem of robust control of a linear discrete-time system subject to bounded disturbances and to measurement and control budget constraints.

Using Q-parameterization and a polytope containment method, we prove that the co-design of an affine feedback controller, a measurement schedule and a control schedule can be exactly formulated as a mixed integer linear program with 2 binary variables per time step. As a consequence, this problem can be solved efficiently, even when an exhaustive search for measurement and control times would have been impossible in a reasonable amount of time.

I. INTRODUCTION

There are a growing number of situations in the world where controllers of dynamical systems are required to use data acquired over a network to make their decisions. For example, consider smart electrical power grids, which aim to use sensing and prediction of power demand to control the power production of a country. The sensors of such a system would be distributed throughout homes, businesses, and public spaces. Thus, they will likely lie far away from the power production facility and direct connection of the sensors to the decision maker would be impossible. For such dynamical systems, controllers should take into account the properties of the network (e.g. packet drop probability, delay) when selecting their actions.

The areas of control over networks and control of networks were developed to address this design problem [1], where Control over networks focuses on the design of controllers which are robust to the properties of a network while Control of Networks focuses on the design of controllers for all of the nodes on a network such that a collective objective is achieved. In this work, we are interested in making formal guarantees about reachability of a target set when performing control and measurement of a single agent over a network. This objective aligns these results closely with the area of control over networks.

A. Related Work

The obstacles to good performance while implementing a controller over a network are many. Packet losses are one pervasive problem and can be modelled by a probability of control or measurement packet loss during transmission [2]. Some results in the literature analyze the expected performance of controllers when the network is analyzed in this probabilistic manner. There may also exist delays in the transmission of information [3, Remark II.4] which can lead the same controller to be stable with one communication protocol/network architecture but be unstable within another. Limited bandwidth is also a problem, as a high frequency of controller and communication updates across the network may overburden it. So, in works like [4], [5], adaptive communication protocols are developed to minimize the amount of information that must be sent across the network.

In the literature, two different types of controllers are used to minimize the number of actions (e.g. control or communication actions) that are transmitted by a controller during operation: event-triggered and self-triggered controllers [6]. In event-triggered controllers, the controller decides to take an action only when the measurement of the state satisfies a certain condition (e.g. state leaves a set). Note that in most event-triggered controllers, the state of the system or a measurement of it is available to the controller at all times [7], an assumption that we do not allow in this work.

In self-triggered controllers, the controller determines when it will take its next action while computing the current action. These controllers rely on the fact that the self-triggering control action always occurred simultaneously with a self-triggered measurement, which is a convenient but potentially restrictive assumption. This assumption is relaxed in the formulation of this work.

To our knowledge, the method defined in this work is the first derivation of robust output feedback control design with measurement and control budget constraints. Other areas, such as parsimonious control [8], also have results defining how to minimize the number of control actions that are taken in a distributed system setting.

In the context of Q-parameterization, the quadratic invariance property has been studied. It has been shown that it is a necessary [9] and sufficient [10] condition for convexity. In this paper, we have similar results for linearity. Then, the combinatorial structure allowing to co-design the controller, the measurement and control times will lead to a Mixed Integer Linear Program (MILP) and not only to a mixed integer convex program. Consequently, branch and bounds methods can be used to find an optimal solution efficiently.
Note that some alternatives to Q-parameterization exist, e.g., disturbance rejection control [11], or system level synthesis [12].

B. Contribution

In this paper, we develop a controller which satisfies constraints on the amount of bandwidth used on the network by jointly optimizing (i) a measurement schedule, (ii) a control schedule, and (iii) the controller’s gains, while guaranteeing that the output variable remains in a safety set. The controller contains memory and a zero-order hold structure which is partially illustrated in Fig. 1. When the uncertainty sets in this problem are defined as polytopes, this problem can be formulated as a robust optimization using the polytope containment methods discussed in [13], [14]. The output feedback controller, which would normally lead to complex nonconvex constraints can be parameterized linearly in terms of the optimization variables, using the methods of Q-Parameterization [15], [16]. Then, the unique binary choices associated with the schedules introduce binary variables, making the optimization problem a MILP which is tractable to solve on practical problems.

C. Paper outline

We begin this paper by discussing the state of the art and the notation used throughout the paper. In Section II, the main problem we are interested in is defined, and several related problems are presented. In Section III, we propose a solution to the problem using Q-Parameterization and Mixed-Integer Linear Programming. Section IV demonstrates our solution to the problem using Q-Parameterization and Mixed-Integer Linear Programming. Section V concludes and proposes future works. The proofs of the lemmas are in Appendix I.

D. Notation and Terminology

The set of real numbers is denoted by \( \mathbb{R} \) and the set \( \{0, 1\} \) is denoted by \( \mathbb{B} \). The set of \( m \times n \) matrices with non-negative real entries is \( \mathbb{R}^{m \times n}_{\geq 0} \). For a matrix \( A \), \( A^T \) is the transpose of \( A \). The symbol \( I_n \) represents the identity matrix of size \( n \), \( 0_{m \times n} \) is the zero \( m \times n \) matrix, \( 1_n \) is the \( n \) dimensional vector of ones. For the sake of brevity, dimensions are sometimes omitted when they can be inferred from context. The Kronecker product is \( \otimes \). Inequalities between vectors are considered element-wise. For \( A \in \mathbb{R}^{m \times n} \) and \( I \subset \{1, \ldots, m\} \), we write \( A_{[I]} \), the \( |I| \times m \) matrix whose rows correspond to the rows of \( A \) with indices in \( I \). The notation \( A_{[I]} \) is used similarly for the columns. For integers \( i < j \), we write \( i:j = \{i, i+1, \ldots, j\} \).

Calligraphic letters represent polytopes (except \( I \) and \( J \) which represent set of indices). For two polytopes \( A \) and \( B \), \( A \times B \) is their Cartesian product; for a positive integer \( n \), \( A^n \) is the \( n \)-th Cartesian power of \( A \); and \( \partial A \) denotes the boundary of \( A \).

II. PROBLEM STATEMENT

We consider the following discrete-time dynamical system

\[
\begin{align*}
    x_{t+1} &= Ax_t + Bu_t + w_t, \quad w_t \in \mathcal{W}, \\
    y_t &= \begin{cases} 
        Cx_t + v_t, & \sigma^m_t = 1 \\
        \emptyset, & \sigma^m_t = 0 
    \end{cases}, \quad v_t \in \mathcal{V}, \\
    z_t &= D x_t + d_t.
\end{align*}
\]

Quantities \( w_t, v_t, x_0 \) are unknown but are contained in known sets \( \mathcal{W}, \mathcal{V}, x_0 \), respectively. The measurement scheduling signal \( \sigma^m_t \in \mathbb{B} \) determines if a measurement is acquired at time \( t \).

We want to design the input signal \( u_t \) from the previous measurements \( y_t \). We restrict to linear controllers of the form

\[
    u_t = \begin{cases} 
        f_i + \sum_{t \leq j} \mathbb{1}_{[I]} \sigma^m_{t_i} = 1 \sigma^c_{t_i}, & \sigma^c_{t_i} = 1, \\
        u_{t-1}, & \sigma^c_{t_i} = 0
    \end{cases}, \quad \sigma^c_{t_i} = 0, \quad u_{t-1} = 0.
\]

Fig. 1. Block diagram representing the interaction between the plant \( \bigcirc \) and the controller \( \square \). ZOH means zero-order hold.

Remark 1: When \( \sigma^c_{t_i} = 0 \), instead of zero-order hold, we could set the input to zero, i.e., \( u_t = 0 \). Both options are presented in [2], while [3] focuses on zero-order hold.

We are interested in controlling the output \( z_t \) during a finite horizon of length \( T \). Sensors and actuators are supposed to be constrained in their number of uses. This kind of situation occurs for example to save energy for sensors and actuators. Formally, we have a maximum number of measurements \( N_m \geq 0 \), and a maximum number of new control inputs \( N_c \geq 0 \). It is

\[
    \sum_{i=0}^{T-1} \sigma^m_i \leq N_m \quad \text{and} \quad \sum_{i=0}^{T-1} \sigma^c_i \leq N_c.
\]

Remark 2: These constraints can be replaced by any linear constraints, i.e., \( \sum_{i=0}^{T-1} (c^m_i \sigma^m_i + c^c_i \sigma^c_i) \leq b_i \), for \( i = 1, \ldots, I \) where \( c^m_i, c^c_i \) and \( b_i \) are known constants. For example, instead of considering two separate budgets, one for the
measurements and the other for the controls, we could consider a common budget $\sum_{t=0}^{T-1} (c^m \sigma^m_t + c^c \sigma^c_t) \leq N$. Budgets over a sliding window of length $\bar{T} \geq 1$ can also be considered, i.e., $\sum_{t=\bar{T}}^{T-1} \sigma_t \leq N$, for $t = \bar{T}, \ldots, T$.

A safety set $Z$ is given for which our objective is to ensure $z_t \in Z$. In addition, we want the control input to stay inside a known set $U$, i.e., $u_t \in U$. Furthermore, we include the following assumption.

**Assumption 1:** The sets $X_0$, $W$, $V$, $U$, and $Z$ are (not necessarily bounded) convex polyhedra.

It is assumed to have these polyhedra in H-representation. For $A \in \{X_0, W, V, U, Z\}$, we write $A = \{x | H_A x \leq h_A\}$ and $n_A$ the number of rows in the matrix $H_A$ and in the column vector $h_A$.

The problem we are interested in is to find measurement times, control times, gains and control offsets, that keep the output variable $z_t$ in the safety set $Z$ during the complete horizon, i.e., for $t = 0, \ldots, T$.

**Problem 1 (Safety):**

Find $\{\sigma^m_{t_0} T^{-1}_{t=0}, \{\sigma^c_{t_0} T^{-1}_{t=0}, \{f_{t_0} T^{-1}_{t=0}, \{F_{t_0} T^{-1}_{t=0}, \text{ such that} \}$

- The dynamics (1) hold,
- The controller (2) is used,
- $\sigma^m_t, \sigma^c_t \in B$ for $t = 0, \ldots, T - 1$,
- Budget constraints (3) hold.

For all $w_t \in W, v_t \in V$, for $t = 0, \ldots, T - 1$, and for all $x_0 \in X_0$, it holds that $z_t \in Z$ for $t = 0, \ldots, T$, and $u_t \in U$ for $t = 0, \ldots, T - 1$.

**Remark 3:** It is possible to add an objective function for minimizing a cost related to measurements and controls, e.g., $\bar{T} = \sum_{t=0}^{T-1} (c^m \sigma^m_t + c^c \sigma^c_t)$, where $c_m$ and $c_c$ are given non-negative constants.

In addition, one could add the constraint $x_T \in X_0$. Then, a solution to Problem 1 can be applied periodically to keep $z_t \in Z$ and $u_t \in U$ for all $t \geq 0$.

**A. Related problem - Safety as long as possible**

In this problem, we want to keep the output safe, i.e., $z_t \in Z$ as long as possible. We assume to have an a priori upper bound $T_0$ on the largest such time. This can be formalized as follows.

**Problem 2 (Safety as long as possible):**

$$\max_{T \in \{0, \ldots, T_0\}} T,$$

$$\{\sigma^m_{t_0} T^{-1}_{t=0}, \{\sigma^c_{t_0} T^{-1}_{t=0}, \{f_{t_0} T^{-1}_{t=0}, \{F_{t_0} T^{-1}_{t=0}, \text{ such that} \}$

- Equations (1) and (2) hold for $t = 0, \ldots, T - 1$,
- $\sigma^m_t, \sigma^c_t \in B$ for $t = 0, \ldots, T - 1$,
- Budget constraints (3) hold with $T$ instead of $T$.

For all $w_t \in W, v_t \in V$, for $t = 0, \ldots, T - 1$, and for all $x_0 \in X_0$, it holds that $z_t \in Z$ for $t = 0, \ldots, T$, and $u_t \in U$ for $t = 0, \ldots, T - 1$.

Problem 2 consists of finding the largest $T$ such that Problem 1 is feasible. Note that if Problem 1 is feasible for some $T'$, then it is also feasible for all $T \leq T'$.

In Subsection IV-B, we solve Problem 2 on an example.

**III. METHODS**

In this section, we show that a feasible solution of Problem 1 can be obtained by solving a MILP with $2T$ binary variables. In Subsection III-A, we show that missing measurements and controls can be modeled as linear indicator constraints on the gains $f_{t, \tau}$ and $f_t$. Subsection III-B recalls the Q-parameterization approach which leads to express the trajectories of $z_t$ and $u_t$ as linear transformation of the uncertainties $w_t$, $v_t$, and $x_0$. It leads to the introduction of new design variables $Q$ and $r$. In Subsection III-C, we use polytope containment techniques to handle the robustness constraints $z_t \in Z$ and $u_t \in U$ for all uncertainties $w_t$, $v_t$, and $x_0$. This leads to linear constraints in terms of the new design variables $Q$ and $r$. Finally, Subsection III-D combines the previous results to prove that Problem 1 is equivalent to a MILP.

**A. Missing measurements and controls**

There are different ways to deal with missing measurements. A common way is to set the measurement matrix $C$ to zero when no measurements are taken, i.e., when $\sigma^m_t = 0$, and treat the system as time-varying [17]. In our case, the measurement times are decision variables and such an approach would be equivalent to considering part of the dynamics of the system as a variable of the problem. This would lead to non-linearities.

For this reason, we deal with missing measurements in a different way. We consider that a measurement is available at each time step but that the measurements that should be missing are forbidden to the controller. For this reason, the gains associated with prohibited measurements are set to zero, i.e., $\sigma^m_t = 0$ implies $f_{t, \tau} = 0$ for all $\tau$. Intuitively, we do not consider missing measurements, but prohibited measurements instead. Consequently, the choice of measurement times does not translate as a choice on the dynamics of the system, but as a constraint on the controller’s gains. This idea is taken up in the following lemma.

**Lemma 1 (Forbidden measurements):** For given $x_0, w_t, v_t, \sigma^m_t$ and $\sigma^c_t$ for $t = 0, \ldots, T - 1$, the sequences $\{z_t\}_{t=0}^{T-1}$ and $\{u_t\}_{t=0}^{T-1}$ generated by (1) and (2) are the same as the ones generated by

$$x_{t+1} = Ax_t + Bu_t + w_t, \quad (4a)$$

$$y_t = Cx_t + v_t, \quad (4b)$$

$$z_t = Dx_t + d, \quad (4c)$$

$$u_t = f_{t} + \sum_{\tau \leq \bar{T}} F_{t_0} y_{\tau}, \quad (4d)$$

when for all $\tau = 0, \ldots, T - 1$,

$$\sigma^m_{t_0} = 0 \Rightarrow (F_{t_0} \tau) = 0, \quad \text{for all } t = \tau, \ldots, T - 1, \quad (5)$$
and for all $t = 0, \ldots, T - 1$,
\[
\sigma^c = 0 \Rightarrow \begin{cases} f_1 = f_{t-1}, \\ F(t, \tau) = F(t-1, \tau), \end{cases} \quad \text{for } \tau = 0, \ldots, T \tag{6}
\]
with $f_{-1} = 0$ and $F(-1, \tau) = F(t-1) = 0$.

### B. Trajectories and Q-parameterization

This section follows the presentation of the Q-parameterization from [18]. First, let’s define the dynamical variables of (4) in terms of trajectories:
\[
x = [x_0^T x_1^T \ldots x_T^T]^T, \quad z = [z_0^T z_1^T \ldots z_T^T]^T, \\
u = [u_0^T u_1^T \ldots u_{T-1}^T]^T, \quad w = [w_0^T w_1^T \ldots w_{T-1}^T]^T, \\
v = [v_0^T v_1^T \ldots v_{T-1}^T]^T, \quad f = [f_0^T f_1^T \ldots f_{T-1}^T]^T, \\
\sigma = [\sigma_0^m \sigma_1^m \ldots \sigma_{T-1}^m]^T, \quad \sigma^c = [\sigma_0^c \sigma_1^c \ldots \sigma_{T-1}^c]^T.
\]
\[
F = \begin{bmatrix} F(0,0) & 0 & \cdots & 0 \\ F(1,0) & F(1,1) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ F(T-1,0) & F(T-1,1) & \cdots & F(T-1,T-1) \end{bmatrix} \tag{7}
\]

Note that $F$ and $f$ characterize the control input and are decision variables. The state trajectory $x$ (along with several other trajectories) is a nonlinear function of the decision variables $F$ and $f$:
\[
x = (H + SF(I - \tilde{C}SF)^{-1}CH)w + SF(I - \tilde{C}SF)^{-1}v + (I + SF(I - \tilde{C}SF)^{-1}C)J_0 + S(I + QC\sigma), f,
\]
where
\[
J = \begin{bmatrix} I \\ A \\ A^T \end{bmatrix}, \quad H = \begin{bmatrix} 0_{n_x \times n_x} & 0 & \cdots & 0 \\ I & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A^T & A^{T-1} & \cdots & I \end{bmatrix},
\]
\[
\tilde{C} = [I_T \otimes C \quad 0_{r_m \times n_u}],
\]
\[
S = \begin{bmatrix} 0_{n_x \times n_u} & 0 & \cdots & 0 \\ B & 0 & \cdots & 0 \\ AB & B & \cdots & 0 & \cdots & \cdots \\ A^{T-1}B & A^{T-2}B & \cdots & B \end{bmatrix}.
\]

Note that $F$ and $f$ characterize the control input and are decision variables. The state trajectory $x$ (along with several other trajectories) is a nonlinear function of the decision variables $F$ and $f$:
\[
x = (H + SF(I - \tilde{C}SF)^{-1}CH)w + SF(I - \tilde{C}SF)^{-1}v + (I + SF(I - \tilde{C}SF)^{-1}C)J_0 + S(I + QC\sigma), f,
\]
where
\[
J = \begin{bmatrix} I \\ A \\ A^T \end{bmatrix}, \quad H = \begin{bmatrix} 0_{n_x \times n_x} & 0 & \cdots & 0 \\ I & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A^T & A^{T-1} & \cdots & I \end{bmatrix},
\]
\[
\tilde{C} = [I_T \otimes C \quad 0_{r_m \times n_u}],
\]
\[
S = \begin{bmatrix} 0_{n_x \times n_u} & 0 & \cdots & 0 \\ B & 0 & \cdots & 0 \\ AB & B & \cdots & 0 & \cdots & \cdots \\ A^{T-1}B & A^{T-2}B & \cdots & B \end{bmatrix}.
\]

Thus, in view of (5), efficiently searching the set of feasible gains (F and f) for Problem [17] would be a search over a nonconvex set. However, from [18, Theorem 2, Equation (17)], the following also holds
\[
x = (H + SQ\tilde{C}H)w + SQv + (I + SQ\tilde{C})J_0 + Sr, \tag{10}
\]
\[
u = Q\tilde{C}Hw + Qv + Q\tilde{C}J_0 + r, \tag{11}
\]
where the following Q-parameterization mapping is used
\[
Q = F(I - \tilde{C}SF)^{-1}, \tag{12}
\]
\[
r = (I + QC\sigma), f, \tag{13}
\]
and gives a $n_x \times n_y$ block lower triangular matrix $Q$. Conversely, if $Q$ is $n_x \times n_y$ block lower triangular, then this mapping is invertible and the inverse mapping is
\[
F = (I + QC\sigma)^{-1}Q, \tag{14}
\]
\[
f = (I + QC\sigma)^{-1}r. \tag{15}
\]
This mapping allows to express our problem in terms of $Q$ and $r$ instead of $F$ and $f$.

In addition, let’s write
\[
\tilde{D} = I_{T+1} \otimes D, \quad \tilde{d} = \mathbb{1}_{T+1} \otimes d.
\]

Then, using $z = Dx + \tilde{d}, (10)$ and (11), one can write
\[
\begin{bmatrix} z \\ u \end{bmatrix} = \begin{bmatrix} P_{zw} & P_{zv} & P_{z0} \\ P_{uw} & P_{uv} & P_{u0} \end{bmatrix} \begin{bmatrix} w \\ v \\ x_0 \end{bmatrix} + \begin{bmatrix} \tilde{z} \\ \tilde{u} \end{bmatrix}, \tag{16}
\]
where
\[
P_{zw} = \tilde{D}(H + SQ\tilde{C}H), \quad P_{zv} = \tilde{D}SQ, \quad P_{z0} = \tilde{D}(I + SQ\tilde{C})J, \\
P_{uw} = Q\tilde{C}H, \quad P_{uv} = Q, \quad P_{u0} = Q\tilde{C}, \tag{17}
\]
\[
\tilde{z} = \tilde{D}Sr + \tilde{d} \quad \text{and} \quad \tilde{u} = r. \tag{18}
\]

Note that these quantities depend linearly on the new decision variables $Q$ and $r$, which is at the heart of Q-parameterization.

### C. Robustness constraints by polytope containment

Problem [17] contains the robust constraint $z_t \in Z$ and $u_t \in U$ for all $w_t$, $v_t$ and $x_0$. To deal with such constraints, we use polytope containment techniques. To this end, we will need the following extension of the Farkas’ lemma.

**Lemma 2 (H-Polytope in H-Polytope, [19]):** Let $A = \{ x \in \mathbb{R}^n | H AX \leq h_A \}$, $B = \{ x \in \mathbb{R}^n | H BX \leq h_B \} \subset \mathbb{R}^n$, $H_A \in \mathbb{R}^{n \times n_x}$, $H_B \in \mathbb{R}^{n \times n_y}$. We have $A \subset B$ if and only if
\[
\exists \Lambda \in \mathbb{R}^{n_B \times n_A} \quad \text{such that } \Lambda H_A = H_B, \Lambda h_A \leq h_B.
\]

We use Lemma [2] to prove the following lemma which allows to handle the robustness constraint $z_t \in Z$.

**Lemma 3 (Safety constraint):** Let the sequence $\{z_t\}_{t=0}^T$ be generated by (4). The inclusion $z_t \in Z$ holds for all $t = 0, \ldots, T$, for all $w_t \in W$, for all $v_t \in V$ and for all $x_0 \in X_0$ if and only if there exists $\Lambda \in \mathbb{R}^{T+1 \times (n_Z + T(n_Y + n_V) + n_{X_0})}$ such that
\[
\Lambda \begin{bmatrix} I_T \otimes H_{WV} & 0 & 0 \\ 0 & I_T \otimes H_{UV} & 0 \\ 0 & 0 & H_{X_0} \end{bmatrix} = (I_{T+1} \otimes H_Z) \begin{bmatrix} P_{zw} & P_{zv} & P_{z0} \\ P_{uw} & P_{uv} & P_{u0} \end{bmatrix}, \tag{19}
\]
and
\[
\Lambda \begin{bmatrix} I_T \otimes H_{WV} \\ 0 & I_T \otimes H_{UV} \\ 1_T \otimes H_{X_0} \end{bmatrix} \leq \mathbb{1}_{T+1} \otimes H_Z - (I_{T+1} \otimes H_Z) \tilde{z}, \tag{20}
\]
where $P_{zw}$, $P_{zw}$, $P_{z0}$ are defined in (17) and $\tilde{z}$ is defined in (18).

We can state a similar result for the bounded input constraint $u_t \in U$. 

Lemma 4 (Bounded inputs): Let the sequence \( \{u_t\}_{t=0}^{T-1} \) be generated by (4). The inclusion \( u_t \in U \) holds for all \( t = 0, \ldots, T - 1 \), for all \( v_t \in V \), for all \( w \in W \) and for all \( x_0 \in \mathcal{X}_0 \) if and only if there exists \( \Gamma \in \mathbb{R}^{nW \times (T(nW + nV) + n \cdot \mathcal{X}_0)}_+ \) such that
\[
\Gamma \left[
\begin{array}{ccc}
I_T \otimes H_{NW} & 0 & 0 \\
0 & I_T \otimes H_{NV} & 0 \\
0 & 0 & H_{X_0}
\end{array}
\right] = (I_T \otimes H_{U}) \left[
P_{nw} \ P_{nv} \ P_{x_0}
\right],
\]
and
\[
\Gamma \left[
\begin{array}{ccc}
1_T \otimes H_{NW} & 0 & 0 \\
0 & 1_T \otimes H_{NV} & 0 \\
0 & 0 & h_{X_0}
\end{array}
\right] \leq 1_T \otimes h_U - (I_T \otimes H_{U}) \bar{u},
\]
where \( P_{nv}, P_{nv}, P_{x_0} \) are defined in (17) and \( \bar{u} \) is defined in (18).

Remark 4: Note that Lemmas 3 and 4 give linear constraints on \( P_{nv}, P_{nv}, P_{x_0} \) which are linear functions of \( Q \) and \( r \). Consequently, these constraints are linear in the decision variables \( Q \) and \( r \). Thus, a feasibility problem which once contained non-convex constraints on \( Q \) and \( r \) can be transformed into an equivalent feasibility problem with convex constraints on the decision variables \( Q \) and \( r \).

D. Missing measurements and controls revisited

The two following Lemmas state how the forbidden measurements constraint \( \Gamma \) and the missing control constraint \( \gamma \) can be expressed linearly in terms of the new design variables \( Q \) and \( r \).

Lemma 5 (Missing measurements): Let a binary measurement signal \( \sigma^m \in \mathbb{B}^T \) and let \( \{F_{(i, t)}\}_{t=0}^{T-1} \) be some control gains. Then, (5) holds for \( \tau = 0, \ldots, T - 1 \), if and only if
\[
\sigma^m_\tau = 0 \Rightarrow Q_{\tau, J_\tau} = 0, \quad \text{for } \tau = 0, \ldots, T - 1,
\]
where \( Q \) is defined by (8) and (12) and where \( J_\tau = 1 + \tau n_v : (\tau + 1) n_v \).

Lemma 6 (Missing controls): Let a binary control signal \( \sigma^c \in \mathbb{B}^T \) and let \( \{f_{(i, t)}\}_{t=0}^{T-1} \) and \( \{F_{(i, t)}\}_{t=0}^{T-1} \) be some control offsets and control gains. Then, (6) holds for all \( t = 0, \ldots, T - 1 \) if and only if the following indicator constraints hold,
\[
\text{for } \tau = 0, \ldots, T - 1, \quad \text{if and only if if and only if}
\]
\[
Q_{\tau, J_\tau} = 0 \Rightarrow \left\{
\begin{array}{l}
Q_{\tau, J_\tau} = 0, \\
r_{\tau, J_\tau} = r_{\tau, J_\tau - 1}
\end{array}
\right.
\]
where \( J_\tau = 1 + \tau n_r : (\tau + 1) n_r, \quad Q_{\tau, J_\tau} = 0 \) and \( r_{\tau, J_\tau} = 0 \).

Similar results can be obtained with quadratic invariance. Remark that Lemmas 5 and 6 prove that the constraints are linear (and not just convex) in \( Q \) and \( r \).

E. Main result

Before stating our main result, recall that indicator constraints such that (23) and (24) can be handled as mixed integer linear constraints thanks to the Big-M formulation. The Big-M formulation uses the fact that for \( \sigma \in \{0, 1\} \), the indicator constraint \( \sigma = 0 \Rightarrow f(x) = 0 \) is equivalent to \(-\sigma\mathcal{M} \leq f(x) \leq \mathcal{M} M \) for \( \mathcal{M} \) sufficiently large.

Theorem 1: Problem 1 is feasible if and only if the following MILP is feasible.

Problem 3:
Find \( \sigma^m, \sigma^c, Q, r, A \geq 0, \Gamma \geq 0 \), such that
- \( \sigma^m, \sigma^c \in \{0, 1\} \) for \( t = 0, \ldots, T - 1 \),
- Budget constraints (7) hold,
- Matrix \( Q \) is \( n_x \times n_x \) block lower triangular,
- Safety constraints (19) and (20) hold,
- Bounded input constraints (21) and (22) hold,
- Measurement compatibility constraint (23) holds,
- Control compatibility constraint (24) holds.

Moreover, the feasible values of \( \sigma^m \) and \( \sigma^c \) are the same for both problems and the feasible \( Q \) and \( r \) are linked by transformations (14) and (15) to the feasible values of \( \{f_{(i, t)}\}_{t=0}^{T-1} \) and \( \{F_{(i, t)}\}_{t=0}^{T-1} \).

Proof: From Lemma 1, the sequences \( \{z_t\}_{t=0}^{T-1} \) and \( \{u_t\}_{t=0}^{T-1} \) generated by (1) and (2) are the same than the ones generated by (4) when (5) and (6) hold.

Then, Lemma 5 indicates that (4) and the robustness constraint \( z_t \in Z \) for \( t = 0, \ldots, T - 1 \) holds if and only if (19) and (20) hold. Similarly, Lemma 6 shows that the constraint \( u_t \in U \) for \( t = 0, \ldots, T - 1 \) holds if and only if (21) and (22) hold.

From Lemma 5, 5 holds if and only if (23) holds, and thanks to Lemma 6, 6 holds if and only if (24) holds. Finally, the indicator constraints can be handled using the Big-M method.

Solving such a MILP can be done efficiently on many practical situations using a branch and bound approach. This is illustrated in Section IV. In addition, this problem is solved offline, before any measurements are received. Then, the feasible solution can be efficiently used online.

IV. EXAMPLES

A Julia code using Gurobi [20] generating the figures and implementing the algorithms is available at https://github.com/kwesiRutledge/measurement-scheduling/tree/master/examples/. The reported computation times have been obtained on a laptop with an Intel(R) Core(TM) i5-7267U 3.1 GHz processor.

A. A Double Integrator Drone System

The task of remote monitoring of an area (e.g. for the remote reading of pressure gauges in power plants) is one of the more recent topics of interest in cyber-physical systems [21]. Frequently implemented on collections of robots including drones, quadripeds, and more, remote monitoring controllers must be scalable enough to be implemented on large numbers of systems at once while also avoiding exchanging too many messages and burdening the network. It offers an excellent problem to solve with the methods developed in this paper because each robot’s tasks can be encoded as reachability problems or reach-avoid problems (i.e. reach a target set while avoiding an unsafe set) which are readily handled with this method.
The state and the input of the system are respectively indicated. The boundaries of the safety sets $\partial Z_t$ are represented. Finally, the sets of possible values for $z_t$ and $u_t$ for all possible noises are also depicted.

If one assumes that a drone’s $x$ position $p_t^x$ and $y$ position $p_t^y$ are controlled by a simple force input, then the following dynamics may be written:

$$\begin{align*}
\dot{p}_t^x &= u_t^x, \\
\dot{p}_t^y &= u_t^y.
\end{align*}$$

The state and the input of the system are respectively

$$x_t = \begin{bmatrix} p_t^x & p_t^y & \dot{p}_t^x & \dot{p}_t^y \end{bmatrix}^T, \quad u_t = \begin{bmatrix} u_t^x & u_t^y \end{bmatrix}^T,$$

and the dynamics is

$$\dot{x}_t = \begin{bmatrix} 0_{2 \times 2} & I_2 \\ 0_{2 \times 2} & 0_{2 \times 2} \end{bmatrix} x_t + \begin{bmatrix} 0_{2 \times 2} \\ I_2 \end{bmatrix} u_t.$$

Finally, the output variable and the measurements are

$$z_t = \begin{bmatrix} p_t^x & p_t^y \end{bmatrix}^T, \quad y_t = z_t + v_t.$$
To show the utility of our method, we analyze a small example where a robot model (the planar linear inverted pendulum) can be safely controlled by a policy which inherently observes the state.

The planar linear inverted pendulum model as discussed in [22] can be represented as a state space model with the following equations:

\[
\begin{align*}
\dot{x} &= \frac{g}{z} \left( x + r \right), \\
\dot{z} &= y, \\
\end{align*}
\]

where \(x\) is the lateral position of the pendulum’s center of mass, \(z\) is the height of the pendulum’s center of mass (which is assumed to be constant), \(r\) is the radius of the foot, and \(y\) controls the center of pressure on the foot. We consider \(g = 9.81\), \(r = 0.5\).

We solve Problem 2 for an exactly discretized version of (25) with a 0.1 discretization time step. We have \(x_0 = \left[ x_{0m}, z_{0m} \right] \), \(y = y_0\) and \(z = x_0 + y_0\). We consider \(\mathcal{V} = \{-0.05, 0.05\}^2\), \(\mathcal{W} = \{-0.01, 0.01\}^2\), \(\mathcal{Z} = \{0.1, 0.1\}^2\), \(\mathcal{U} = \{-1, 1\}\). \(\mathcal{Z} = \{-0.75, 0.75\} \times \{-5, 5\}\), \(N_m = N_c = 5\). We consider the upper bound \(T = 20\). This problem is solved in 284 seconds. The largest \(T\) for which the problem is feasible is \(T^* = 17\). Fig. 4 presents the obtained trajectories. For half of them, the uncertainties are randomly selected among the vertices of the polytopes to promote extreme trajectories.

For the same system, the right part of Table 1 presents the evolution of the solving time for Problem 1 according to the time horizon \(T\) when the number of measurement and control times is \(N_m = N_c = T/2\). In addition, the number of measurement and control scheduling is indicated (assuming that the budget constraints (5) are tight). This table shows that the solving time increases with the time horizon but much slower than the number of possible measurement and control times scheduling. Again, these computations are performed offline.

Remark 5: Although these time horizons may be modest for many applications, a long time horizon \(T^*\) can be decomposed into multiple “components” (e.g., \(T_1 + T_2 = T^*\)) where smaller problems are solved with appropriate initial, intermediate conditions and budget constraints to derive a result for the long time horizon \(T^*\).

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we have addressed the problem of co-designing a linear controller with memory, a measurement schedule, and a control schedule that guarantees safety.

By proving that such a problem is equivalent to a MILP, we make this problem computationally tractable. This is illustrated on two examples.

For our future research, we want to adapt this method to the case where polytopes are zonotopes. In this case, we hope to reduce the computation time using methods such as zonotope order reduction techniques [23]. Furthermore, we plan to develop an online version of this algorithm, where observation times are computed on the fly, while the system is running, and thus leveraging the current observations at each time step. In such a formulation, the problem will be solved again after each measurement in order to incorporate the information recently acquired.
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Appendix I: Proofs

A. Proof of Lemma 7

If \( \sigma^c = 1 \), one can use (2) to write

\[
  f_{t + 1} + \sum_{\tau \leq t} F(t, \tau) = f_t + \sum_{\tau \leq t} F(t, \tau),
\]

then (2) and (4c) give the same \( u_t \). On the other hand, if \( \sigma^c = 0 \), one can use (6) to write

\[
  f_{t + 1} + \sum_{\tau \leq t} F(t, \tau) = f_{t - 1} + \sum_{\tau \leq t} F(t - 1, \tau),
\]

then (2) and (4d) give the same \( u_t \).

It follows that the sequences of \( u_t \) are the same. But then, so it is for the sequences of \( x_t \) and finally, for the sequences of \( z_t \).

B. Proof of Lemma 3

By writing \( \eta = [w^T \times y^T \times x_0^T] \in \mathcal{W}^T \times \mathcal{X} \) and \( P_{z_i} = [P_{z_{1w}} P_{z_{2w}} P_{z_{3w}}] \) and using (16), we can write

\[
  z_{t+1} = \sum_{\tau \leq t} (I_{\tau+1} \otimes H_\tau) \xi, \quad H_\tau \in \mathcal{H} \quad \text{for all } t = 0, \ldots, T
\]

for all \( \eta \in \mathcal{W}^T \times \mathcal{X} \) and only if \( \eta \in \mathcal{P} \). This is equivalent to \( \mathcal{W}^T \times \mathcal{X} \subseteq \mathcal{P} \). Then, using Lemma 2, the constraint \( z_t \in \mathcal{Z} \) for all \( t = 0, \ldots, T \) and for all \( \eta \in \mathcal{W}^T \times \mathcal{X} \) holds if and only if there exists \( \Lambda \in \mathbb{R}^{(T + 1) \times (n_{\mathcal{W}} + n_{\mathcal{Y}})} \) such that (19) and (20) hold.

C. Proof of Lemma 4

The proof is similar to the one of Lemma 3. Let \( \eta = [w^T \times y^T \times x_0^T] \in \mathcal{W}^T \times \mathcal{X} \) and \( P_{u_t} = [P_{u_{1w}} P_{u_{2w}} P_{u_{3w}}] \) and using (16), we can write

\[
  u_t \in \mathcal{U} \quad \text{for all } t = 0, \ldots, T - 1
\]

then (2) and (4c) give the same \( u_t \). On the other hand, if \( \sigma^c = 0 \), one can use (6) to write

\[
  f_{t + 1} + \sum_{\tau \leq t} F(t, \tau) = f_{t - 1} + \sum_{\tau \leq t} F(t - 1, \tau),
\]

then (2) and (4d) give the same \( u_t \).

It follows that the sequences of \( u_t \) are the same. But then, so it is for the sequences of \( x_t \) and finally, for the sequences of \( z_t \).

D. Proof of Lemma 5

Let \( \tau \in \{0, \ldots, T - 1\} \) and assume \( \sigma^p = 0 \). From (8), we have that for a fixed \( \tau \), the matrices \( F_{l(\tau)} \) are in the same columns of \( F \) for all \( t \). The indices of these columns are \( J_{\tau} \). Then, \( F_{l(\tau)} = 0 \) for all \( t = \tau, \ldots, T - 1 \) and if and only if \( F_{l(\tau)} = 0 \). Then, looking at (14), one can write

\[
  F_{i(\tau)} J_{\tau} = (I + Q \tilde{C} S)^{-1} Q.J_{\tau}.
\]

Observing that \( (I + Q \tilde{C} S)^{-1} \) is invertible, it follows that \( F_{i(\tau)} J_{\tau} = 0 \) if and only if \( Q.J_{\tau} = 0 \).

E. Proof of Lemma 6

Let \( t \in \{1, \ldots, T - 1\} \) and assume that \( \sigma^c = 0 \). From (7) and (8), the constraints \( f_1 = f_{t - 1} \) and \( F_{l(\tau)} = F_{l(\tau - 1)} \) can be written \( f_{\tau} = f_{\tau - 1} \) and \( F_{\tau} = F_{\tau - 1} \).

Otherwise, from (12), one can write

\[
  Q_{\tau} = Q_{\tau - 1} = (F_{\tau} - F_{\tau - 1})(I - \tilde{C} S F)^{-1}.
\]

But \( (I - \tilde{C} S F)^{-1} \) is invertible so \( F_{\tau} = F_{\tau - 1} = 0 \) if and only if \( Q_{\tau} = Q_{\tau - 1} = 0 \).

Finally, thanks to (13), one can write

\[
  r_{\tau} = r_{\tau - 1} = f_{\tau} - f_{\tau - 1} + (Q_{\tau} - Q_{\tau - 1}) \tilde{C} S f,
\]

where, thanks to the observation following (26), the last term is cancelled in both the necessary and the sufficient cases, i.e., when \( Q_{\tau} = Q_{\tau - 1} = 0 \) and when \( F_{\tau} = F_{\tau - 1} = 0 \). It leads to \( F_{\tau} = F_{\tau - 1} = 0 \) and \( f_{\tau} = f_{\tau - 1} = 0 \) if and only if \( Q_{\tau} = Q_{\tau - 1} = 0 \) and \( r_{\tau} = r_{\tau - 1} = 0 \).