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Abstract. We review some of the recent advances in the computation of one-loop scattering amplitudes which led to the construction of efficient and automated computational tools for NLO predictions. Particular attention is devoted to unitarity-based methods and integrand-level reduction techniques. Extensions of one-loop integrand-level techniques to higher orders are also briefly illustrated.

1. Introduction
The evaluation of scattering amplitudes allows us to test the theoretical models and compare their phenomenological prediction with the results of the experiments at particle colliders. The understanding of the structure of scattering amplitudes provides the theoretical framework to develop new techniques for their evaluation, and ultimately to design more efficient computational algorithms for the production of physical cross sections and differential distributions.

Theory predictions play a fundamental role in the particle physics experiments at current hadron colliders. The high luminosity accumulated by the experimental collaborations at the Large Hadron Collider (LHC), allowed for a very detailed investigation of the Standard Model of particle physics. In these analyses, for example to study the properties of the recently discovered Higgs boson [1, 2], theoretical predictions are not only needed for the signal, but also for the modeling of the relevant background processes, which share similar experimental signatures [3–5]. Further, precise theory predictions are important in order to constrain model parameters in the event that a signal of New Physics is detected.

The scope of this review talk is to summarize the recent progress in the evaluation of scattering amplitudes, which led to the development of powerful automated computational tools for Next-to-Leading Order (NLO) calculations. After a general overview of the many different strategies which are currently available for the evaluation of one-loop scattering amplitudes, in particular for the calculation of the virtual part, we will focus on the description of integrand-level techniques. The extensions of the integrand-level approach to higher orders in perturbation theory will also be briefly illustrated.

The study of scattering amplitudes has a long tradition and an extensive literature, which would be difficult to condense in one presentation. We refer the interested reader to detailed and comprehensive reviews [6, 7] for a more complete picture of the field.
2. Scattering Amplitudes at Next-to-Leading Order

In order to properly describe the data collected by the experimental collaborations at the LHC, theory predictions are not reliable without accounting for higher orders. Leading-order (LO) results, which for most processes can be obtained with a tree-level calculation, are affected by large theoretical errors.

There are two main sources of theoretical uncertainties: the truncation error, which is related to the size of the unknown missing terms due to the truncation of the perturbative expansion, and the parametric error, that depends on the uncertainty on the various input parameters which enter in the theoretical predictions. The most common strategy employed to assess the theoretical error is to study the dependence of the predictions upon variation of the unphysical factorization and renormalisation scales.

A further complication is represented by the fact that, in order to obtain results for hadronic collisions, the partonic matrix element (hard scattering process) should be convoluted with the parton distribution functions (PDF), which represent the low momentum scale dynamics of the partons inside the hadron. Such convolution is performed over the fractional momentum carried by the partons. While the hard scattering cross section can be obtained in perturbative QCD, the PDFs are obtained by fitting the data coming from a variety of experiments (deep-inelastic scattering, DrellYan, jet production) and represent a very sizable source of theoretical uncertainty in the final results for hadronic cross sections and distributions [8].

Tree-level cross sections suffer from a large scale dependence, which is contained in the running of the couplings. The scale dependence is further enhanced by the presence of multi-leg processes, i.e. additional jets in the final state, because of the insertion of additional powers of the coupling constants. The situation is substantially improved with the inclusion of NLO effects.

Aside from providing a reduction in the theoretical uncertainties, NLO corrections are often sizable, in particular in QCD. Moreover, for some processes, NLO contributions have a big effect on the shape of the the differential distributions.

2.1. The structure of NLO calculations

The computation of NLO matrix elements requires, in addition to the tree-level LO result, the evaluation of one-loop virtual corrections (virtual part), obtained adding a virtual particle to the LO diagrams, and contributions from real emission (real part), obtained by adding one additional particle in the final states. Both terms are separately divergent: the virtual part is both ultraviolet (UV) and infrared (IR) divergent, and the UV divergence is removed by the renormalization procedure; the real part is also IR divergent due to the presence of soft and collinear singularities. Only their combination leads to a finite physical result, since the IR divergences in the virtual part are cancelled by the ones which appear in the real part.

The cancellation among the IR singularities in the real and virtual parts involves integrals over different phase-space configurations. This problem can be solved by employing a subtraction method [9–14], namely by including a subtraction term which has the same singularity structure as the real-emission corrections and cancels the infrared divergences in the phase space integral. The same contribution is then added to the virtual term, after integrating out the additional particle. After carrying out this procedure, the phase-space integrals are infrared-safe and their evaluation can be performed numerically in four dimensions. Several automated programs, based on different subtraction methods, are currently available to perform this task [15–22].

While the LO matrix elements and the NLO real parts have been available for a long time, thanks to powerful tools for tree-level computations [23–34], until recently the evaluation of the virtual part of one-loop contributions represented the bottleneck towards the automation of NLO computation.
3. Calculation of NLO virtual corrections

The standard method for the computation of NLO virtual corrections relies on the evaluation of all the Feynman diagrams associated with the process. The general task of the calculation is to compute, for each diagram contributing to the amplitude and for each phase space point, the following integral:

\[ \mathcal{M} = \int d^n \bar{q} A(\bar{q}) = \int d^n \bar{q} \frac{N(\bar{q})}{D_0 D_1 \ldots D_{m-1}}. \]  

(1)

It is well known that the evaluation of the one-loop diagrams can be performed by decomposing each integral \( \mathcal{M} \) in terms of a finite set of scalar master integrals (MI) \([35, 36]\). The traditional one-loop “master” formula

\[
\mathcal{M} = \sum_{i_0 < i_1 < i_2 < i_3} d(i_0 i_1 i_2 i_3) \int d^n \bar{q} \frac{1}{D_{i_0} D_{i_1} D_{i_2}} + \sum_{i_0 < i_1 < i_2} c(i_0 i_1 i_2) \int d^n \bar{q} \frac{1}{D_{i_0} D_{i_1} D_{i_2}} + \sum_{i_0 < i_1} b(i_0 i_1) \int d^n \bar{q} \frac{1}{D_{i_0}} + R
\]

(2)

allows one to express any one-loop integral in terms of 4-, 3-, 2- and 1-point scalar integrals, plus an additional rational function, known in the literature as rational part \( R \), which is a function of the masses and momenta appearing in the original amplitude, and does not contain any logarithm or poly-logarithm. The expressions for the finite parts and the UV and IR poles of all scalar integrals are well known, and have been codified in publicly available libraries for their numerical evaluation \([37–41]\).

In general, each one-loop calculation consists of three main phases: i) the generation of the amplitudes, namely the evaluation of the unintegrated amplitudes \( \mathcal{M} \), in particular their numerator functions \( N(q) \) and the set of corresponding denominators; ii) the reduction of the amplitude to scalar MIs, whose task is to determine the all coefficients appearing in front of the scalar integral in the master formula of Eq. (2) and the rational term \( R \); iii) the evaluation of the MIs, which multiplied by the coefficients provide the final result.

The analytic expressions of the coefficients in Eq. (2), as well as the rational term \( R \), can be extracted in a fully algebraic way, separately for each process. This procedure, known as algebraic tensor reduction, works well for processes with a small number of particles, but was limited for multi-leg applications by its algebraic complexity and the appearance of spurious singularities. Nevertheless, improved tensorial reduction methods \([42–45]\) led to the development of tools that are able to deal efficiently and precisely with processes of high complexity such as, for example, \( pp \rightarrow t\bar{t}b\bar{b} \) \([46, 47]\).

The knowledge of the general and process-independent form of any one-loop calculation, contained in Eq. (2), allowed for the development of new numerical and semi-numerical approaches that aim at the direct evaluation of all the coefficients without performing any algebraic reduction. A new powerful framework for one-loop calculation was developed by merging the idea of employing four-dimensional unitarity-cuts, which allow to explore the (poly)logarithmic structure of the amplitudes, contained in the cut-constructible term \([48, 49]\), with the knowledge of the universal four-dimensional decomposition for the numerator of the integrand for any one-loop scattering amplitudes \([50]\) contained in the so-called OPP method \([51–53]\).

The only part of the one-loop decomposition in Eq. (2) that cannot be computed using four dimensional techniques is the rational part \( R \). As is well known, even starting from a perfectly finite tensor integral, the tensor reduction may lead to integrals that need to be regularized. In dimensional regularization, this is achieved by upgrading the integration momentum to dimension \( d = 4 - 2\epsilon \), both in the numerator function and in the set of denominators. Such
procedure is responsible for the appearance of the rational part \( R \). The reconstruction of this term can be achieved by using ad hoc tree-level Feynman rules [53–60], by direct computation via tensorial reduction techniques [61,62], or by the bootstrapping method [63,64]. Other techniques employ \( d \)-dimensional cuts [65,66], and evaluate the rational term either by performing a mass continuation generated by the additional components of the loop momentum [67–70], or by comparing the results obtained with cuts in two different integer dimensions [71].

Very significant improvements were achieved with the \( d \)-dimensional extension of unitarity methods [71–73]. The integrand-level decomposition performed in \( d \) dimensions, rather than in four, exposes a richer polynomial structure of the integrand (see Section 4) and allows for the combined determination of both cut-constructible and rational terms at once [74,75].

Aside from a deeper understanding of the structure of scattering amplitudes, unitarity-based methods and integrand-level reduction techniques provided the theoretical framework for development of efficient computational algorithms for NLO calculations in perturbation theory, which have been implemented in various automated codes, such as Rocket [74], BLACKHAT [76], FORMCALC [77, 78], HELAC-NLO [79, 80], MADLOOP [81], GoSAM [82], OPENLOOPS [83], RECOLA [84], NJET [85, 86]. The technical features of some of these tools, together with recent advances and calculations, have been described in dedicated talks [87–91] during this conference.

Driven by the progress in the technical treatment of both tensorial and unitarity-based algorithms for one-loop corrections and motivated by requirements of the LHC analyses, an impressive list of calculations have been preformed [92–116] in the past few years. Among the most challenging recent results at NLO QCD accuracy, let us mention the first computations of cross sections for processes with seven and eight external particles, namely the production of an electroweak gauge boson in association with four [117, 118] and five jets [119] jets, provided by the BLACKHAT collaboration, and the production, in the infinite top-mass approximation, of Higgs boson in association with three jets in gluon-fusion [120], which contains over ten thousand diagrams including hexagons of rank seven, and was performed with GoSAM. Other important calculations were recently completed: the NLO QCD corrections to Higgs boson production in association with a top quark pair and a jet [121], which involve internal massive top quarks; the NLO QCD predictions for the production of a photon pair in association with two jets [122], which is an important background for Higgs boson production; the production of four [123] and five jets [124] in hadronic collisions at NLO in massless QCD; the complete results at NLO QCD accuracy for electroweak Higgs production, including vector boson fusion and Higgs-strahlung type contributions, in association with three jets [125].

The automated computation of physical observables at NLO accuracy, such as cross sections and differential distribution, requires to incorporate the one-loop results for the virtual amplitudes within a Monte Carlo framework (MC), such as SHERPA [31], POWHEG [126–128], MADGRAPH-MADEVENT [27,129], HERWIG [130], or aMC@NLO [131], that can take care of the phase-space integration, and of the combination of the different pieces of the calculation. In several recent applications [132–137], the MC framework also provides the possibility of merging multiple NLO parton-level matrix elements with parton showers [138–142].

In order to facilitate the communication between the programs computing virtual one-loop amplitudes and the MC frameworks, a standard interface has been worked out during the workshop “Physics at TeV Colliders” at Les Houches in June 2009, called the Binoth Les Houches Accord (BLHA) [143], recently updated in Ref. [144].

Within the BLHA, the interaction between the One-loop Program (OLP) and the Monte Carlo framework (MC) proceeds in two phases. During the first phase, called pre-runtime phase, the two programs agree on the process and settings for the computation and make all necessary preparation work. In the pre-runtime phase, the MC creates an order file, which contains information about the setup and the subprocesses it will need from the OLP in order
to perform the computation. The OLP reads the order file and checks availability for each item. Then it returns a contract file telling the MC what it can provide. In the second stage, after the contract has been “signed”, the MC requires from the OLP the value of the virtual one-loop amplitude at specific phase-space points.

4. The Integrand-level approach

The reduction at the integrand level is based on the idea of expressing the numerator function of the amplitude in terms of the propagators that depend on the integration momentum, in order to identify before integration the structures that will generate the scalar integrals and their coefficients and those that will vanish upon integration of the loop momentum.

In this approach, the coefficients in Eq. (2) are numerically determined by solving a system of algebraic equations that are obtained by: i) the numerical evaluation of the numerator of the integrand at explicit values of the loop-variable; ii) and the knowledge of the most general polynomial structure of the integrand itself.

The solution of this system of equations becomes particularly simple if we evaluate the expressions for the numerator functions at the set of complex values of the integration momentum for which a given set of inverse propagators vanish, namely the integration momenta corresponding to the so-called quadruple, triple, double, and single cuts. This feature establish a strong connection between the integrand-level techniques and generalized unitarity methods, where the on-shell conditions are imposed at the integral level.

The strength of the method lies in the fact that the only information required in order to extract the coefficient of the MIs is the knowledge of the numerical value of the numerator function for a finite set of values of the integration momentum, that correspond to complex poles of the denominators.

4.0.1. Integrand-level Reduction in four dimensions

The integral-level reduction algorithm for one-loop scattering amplitudes, also known as OPP method, was originally developed in four dimensions [51–53]. According to this approach, the numerator function $N(q)$ which appear in the integrand for any one-loop scattering amplitudes has a universal mathematical structure, independent from the particular process at hand.

Any four-dimensional numerator function $N(q)$ can be written, in terms of 4-dimensional denominators $D_i = (q + p_i)^2 - m_i^2$, as:

$$N(q) = \sum_{i_0 < i_1 < i_2 < i_3}^{m-1} [d(i_0 i_1 i_2 i_3) + d(q; i_0 i_1 i_2 i_3)] \prod_{i \neq i_0, i_1, i_2}^{m-1} D_i + \sum_{i_0 < i_1 < i_2}^{m-1} [e(i_0 i_1 i_2) + e(q; i_0 i_1 i_2)] \prod_{i \neq i_0, i_1, i_2}^{m-1} D_i + \sum_{i_0 < i_1}^{m-1} [b(i_0 i_1) + b(q; i_0 i_1)] \prod_{i \neq i_0, i_1}^{m-1} D_i + \sum_{i_0}^{m-1} [a(i_0) + a(q; i_0)] \prod_{i \neq i_0}^{m-1} D_i. \quad (3)$$

The quantities $\tilde{d}$, $\tilde{e}$, $\tilde{b}$, $\tilde{a}$, that still depend on the integration momentum $q$, are called “spurious terms” because they vanish upon integration and do not contribute to the final result for the scattering amplitude. Their functional form, namely their expression in terms of the integration momentum $q$, is process-independent and it is provided in Ref. [51]. Inserted back in Eq. (1), this expression simply states the multi-pole nature of any $m$-point one-loop amplitude. The quantities $d$, $c$, $b$, and $a$, indicated in boldface characters in Eq. (3), do not depend on $q$ and are exactly the set of coefficients which appear in front of the 4-, 3-, 2-, and 1-point one-loop scalar functions of Eq. (2).

Once Eq. (3) is established, the task of computing the one-loop amplitude is reduced to the algebraic problem of extracting all the coefficients by evaluating the function $N(q)$ a sufficient number of times at different values of $q$. This is achieved very efficiently if we employ values of $q$
such that a subset of denominators $D_i$ vanish: such values correspond to the so-called quadruple, triple, double, and single cuts also used in the unitarity-cut method. Operating in this manner, the system of equations becomes triangular. First one determines all the coefficients of the 4-point functions, then moves on to the 3-point coefficients and so on.

The technique described above allows for the determination of the cut-constructible part, which can be fully achieved in four dimensions. The calculation of rational term $\mathcal{R}$ can be split in two separate parts, which have different origins. A first set $\mathcal{R}_1$ appears from the mismatch between the $d$-dimensional denominators of the master scalar integrals and the 4-dimensional denominators of Eq. (3). The term $\mathcal{R}_1$ can be recovered automatically by evaluating the amplitudes for a shifted value of the mass [51]. A second set $\mathcal{R}_2$ comes from the $d$-dimensionality of the numerator function, and can be recovered by means of ad hoc tree-level-like Feynman rules, that are provided in Refs. [53–60] for different models.

The four-dimensional integrand-level reduction algorithm has been implemented in the code CUTTOOLS [145], that is publicly available. The method itself does not provide specific recipe for the generation of the numerator function. Some of the early calculations based on CUTTOOLS that appeared in the literature [146,147] employ traditional Feynman diagrams for the generation of the amplitudes. More recently, CUTTOOLS has been incorporated within automated tools for the computation of NLO correction, such as FORMCALC, which generates the unintegrated amplitudes algebraically [148], or HELAC-NLO and MADLOOP, which construct numerically the one-loop $n$-particle amplitudes starting from tree-order amplitudes with $n + 2$ particles [79].

4.0.2. $D$-dimensional Integrand-level Reduction In the context of four-dimensional techniques, the evaluation of the cut-constructible term and the rational term, that escapes the four-dimensional detection, are necessarily performed separately. As discussed above, the reconstruction of the latter usually requires information from an extra source.

The idea of performing unitarity-cuts in $d$-dimension was the basis for the development of a new algorithm, called SAMURAI [75], which relies on the extension of the OPP polynomial structures to include an explicit dependence on the extra-dimensional parameter $\mu$ needed for the automated computation of the full rational term according to the $d$-dimensional approach, the parametrization of the residue of the quintuple-cut in terms of the extra-dimension scale [149] and the numerical sampling of the multiple-cut solutions via Discrete Fourier Transform [150].

The $d$-dimensional numerator $N(\bar{q})$ can be expressed in terms of $d$-dimensional denominators $\bar{D}_i$, as follows

$$
N(\bar{q}) = \sum_{i < m}^{n-1} \Delta_{ijk\ell m}(\bar{q}) \prod_{h \neq i,j,k,\ell,m}^{n-1} \bar{D}_h + \sum_{i < \ell}^{n-1} \Delta_{ijk\ell}(\bar{q}) \prod_{h \neq i,j,k,\ell}^{n-1} \bar{D}_h + \sum_{i < k}^{n-1} \Delta_{ij}(\bar{q}) \prod_{h \neq i,j,k}^{n-1} \bar{D}_h + \sum_{i}^{n-1} \Delta_i(\bar{q}) \prod_{h \neq i}^{n-1} \bar{D}_h ,
$$

(4)

where $i << m$ stands for a lexicographic ordering $i < j < k < \ell < m$ and a bar denotes objects in $d = 4 - 2\epsilon$ dimensions, following the prescription $\bar{q} = q + \mu \hat{\rho}$ with $\bar{q}^2 = q^2 - \mu^2$ .

Eq. (4) is the $d$-dimensional counterpart of Eq. (3), where the functions $\Delta(\bar{q}) = \Delta(q, \mu^2)$ are polynomials in the components of $q$ and in $\mu^2$. Their detailed expression is provided in Ref. [75]. By substituting the decomposition of Eq. (4) in Eq. (1), the multi-pole nature of the integrand of any one-loop $n$-point amplitude becomes transparent:

$$
A(\bar{q}) = \sum_{i < m}^{n-1} \frac{\Delta_{ijk\ell m}(\bar{q})}{D_i D_j D_k D_m} + \sum_{i < \ell}^{n-1} \frac{\Delta_{ijk\ell}(\bar{q})}{D_i D_j D_k D_\ell} + \sum_{i < k}^{n-1} \frac{\Delta_{ij}(\bar{q})}{D_i D_j D_k} + \sum_{i}^{n-1} \frac{\Delta_i(\bar{q})}{D_i} ,
$$

(5)
Once the $d$-dimensional identity of Eq. (4) has been established, the calculation of a generic scattering amplitude amounts to the problem of extracting the coefficients of multivariate polynomials, generated at every step of the multiple-cut analysis.

After all coefficients contained in $\Delta_{ijklm}$, $\Delta_{ijkl}$, $\Delta_{ijk}$, $\Delta_{ij}$, and $\Delta_i$ have been extracted, they are multiplied by the corresponding MIs. In addition to the standard scalar integrals already contained in the 4-dimensional decomposition, there are additional $\mu^2$-dependent master integrals:

$$\int d^n\bar{q} \frac{\mu^2}{D_i D_j}, \quad \int d^n\bar{q} \frac{\mu^4}{D_i D_j D_k D_l},$$

whose expressions are also well-known [67, 151]. The presence of these new contributions, together with the $d$-dimensional decomposition, account for the complete evaluation of the full rational term.

The SAMURAI code [75] is publicly available. The method itself does not provide specific recipe for the generation of the numerator function: SAMURAI can reduce integrands defined either as numerator functions sitting on products of denominators, to be used with calculations based on Feynman diagrams, or as products of tree-level amplitudes sewn along cut-lines, to be employed for the reduction of amplitudes generated with unitarity-based techniques. The reduction provided by SAMURAI has been has been employed within the GoSAM framework, as well as interfaced [152] with FORMCALC.

The integrand decomposition was originally developed for renormalizable gauge theories, where, at one-loop, the rank of the numerator cannot be greater than the number of external legs. To deal with the presence of effective-gluon vertices generated by the large top-mass limit, required by the evaluation of $pp \rightarrow H + 2, 3$ jets in gluon fusion [116, 120], the reduction code within SAMURAI was upgraded to accommodate an extension of the polynomial residues and of the corresponding sampling required to fit all coefficients [153,154].

### 4.0.3. Integrand Reduction via Laurent Expansion

Elaborating on the techniques proposed in [70,155], a different approach to the integrand-reduction method for one-loop amplitudes was recently presented [154], which allows to extract the coefficients of the integrand decomposition by performing a Laurent expansion, whenever the analytic form of the numerator function is known.

In general, when the multiple-cut conditions do not fully constrain the loop momentum, the on-shell solutions are still functions of some free parameters, possibly the components of the momentum which are not frozen by the cut conditions. The integrand-reduction algorithm as implemented in the numerical codes of Refs. [75,145] requires, in order to extract the value of the unknown coefficients, to solve a system of equations obtained by sampling the numerator on a finite set of values of such free parameters after subtracting all the non-vanishing contributions coming from higher-point residues.

The reduction algorithm can be simplified by exploiting the knowledge of the analytic expression of the integrand. Indeed, by performing a Laurent expansion with respect to one of the free parameters which appear in the solutions of the cut, both the integrand and the subtraction terms exhibit the same polynomial behavior of the residue. Moreover, the contributions coming from the subtracted terms can be implemented as corrections at the coefficient level, hence replacing the subtractions at the integrand level of the original algorithm. The parametric form of this corrections can be computed once and for all, in terms of a subset of the higher-point coefficients. With this method the number of coefficients entering in each subtracted term is significantly reduced. For instance, box and pentagons do not affect at all the computation of lower-points coefficients.
If either the analytic expression of the integrand or the tensor structure of the numerator is known, this procedure can also be implemented in a semi-numerical algorithm. Indeed, the coefficients of the Laurent expansion of a rational function can be computed, either analytically or numerically, by performing a polynomial division between the numerator and the denominator. This method has been implemented, within the GoSAM framework, in the C++ library Ninja, showing an improvement in the computational performance, both in terms of speed and precision, with respect to the standard algorithms. The new library has been recently employed in the evaluation of NLO QCD corrections to $pp \to t\bar{t}Hj$ [121].

5. Beyond NLO

The Next-to-Next-to-Leading-Order (NNLO) computations are quite far from automation and only a few computations are available for processes at hadron colliders [156, 157].

At one-loop, the advantage of knowing that one complete basis of MIs is formed by scalar one-loop functions [35] and the availability of their analytic expression allowed the community to focus on the development of efficient algorithms for the extraction of the coefficients multiplying each MI. At higher-loop, a general basis of MIs is not known and they are only identified at the end of the reduction procedure. Moreover, many MIs do not have a known analytic expression and they should be evaluated numerically. The multi-loop reduction technique which is most often employed is the well-known Laporta algorithm [158], based on the solution of algebraic systems of equations obtained through integration-by-parts identities [159].

5.1. Integrand-Level Techniques Beyond One-Loop

Extensions of the integrand reduction method beyond one-loop, first proposed in Refs. [160, 161], have recently become the topic of several studies [162–168], thus providing a new direction in the study of multi-loop amplitudes (see also the presentation of S. Badger at this conference [169]). An alternative approach based on maximal unitarity has been developed in Refs. [170–174].

Higher-loop extension of the integrand-level techniques require a proper parametrization of the residues at the multi-particle poles [160]. The parametric form of the polynomial residues is process-independent and can be determined in a general way from the corresponding multiple cut: only the values of the coefficients which appear in the residues is process-dependent. Each residue can be written as a multivariate polynomial in the irreducible scalar products (ISP), namely the set of scalar products, involving one or more the loop momenta, which cannot be reconstructed in terms of denominators. The ISPs either yield spurious contributions, which vanish upon integration, or generate the integrals which form the basis of amplitude decomposition [160, 161].

In Refs. [162, 163], the general determination of the residues at the multiple cuts has been systematized within the mathematical framework of algebraic geometry as a problem of multivariate polynomial division. The use of these techniques proved that the integrand decomposition, originally formulated for one-loop amplitudes, is applicable at any order in perturbation theory, irrespective of the complexity of the topology of the diagrams involved, massless or massive, planar or non planar. The shape of the residues is uniquely determined by the on-shell conditions, without any additional constraint. An iterative integrand-recursion formula, based on successive divisions of the numerators modulo the Gröbner basis of the ideals generated by the cut denominators, can provide the required multi-particle pole decomposition for arbitrary amplitudes, independently of the number of loops. The shape of the residues is uniquely determined by the on-shell conditions, without any additional constraint.

The algorithm presented in Ref. [163] relies on general properties of the loop integrands, which for simplicity we write as:

$$I_{i_1 \cdots i_n} = \frac{N_{i_1 \cdots i_n}}{D_{i_1} \cdots D_{i_n}}.$$  (6)
i) When the number $n$ of denominators $\bar{D}_i$ is larger than the total number of the components of the loop momenta, namely when the on-shell conditions $\bar{D}_1 = \bar{D}_2 = \ldots = \bar{D}_n$ have no solutions, the integrand $\mathcal{I}_{i_1 \ldots i_n}$ is reducible: it can be written in terms of integrands with $(n-1)$ denominators (lower point functions). This is the case, for example, of six-point functions in the one-loop decomposition.

ii) When $n$ is equal or less than the total number of components of the loop momenta, the on-shell conditions $\bar{D}_1 = \bar{D}_2 = \ldots = \bar{D}_n$ have solutions. To determine the corresponding residue, we divide the numerator $N_{i_1 \ldots i_n}$ modulo the Gröbner basis of the $n$-ple cut, namely modulo a set of polynomials that vanish on the same on-shell solutions as the cut denominators. The remainder of the division is the residue $\Delta_{i_1 \ldots i_n}$ of the $n$-ple cut. The quotients generate integrands with $(n-1)$ denominators which should undergo the same decomposition. This allows us to cast the each numerator $N_{i_1 \ldots i_n}$, sitting on a set of denominators $\bar{D}_{i_k}$, in the form

$$N_{i_1 \ldots i_n} = \sum_{\kappa=1}^{n} N_{i_1 \ldots i_{\kappa-1} i_{\kappa+1} \ldots i_n} \bar{D}_{i_{\kappa}} + \Delta_{i_1 \ldots i_n},$$

which inserted in Eq. (6), provides the recurrence relation

$$\mathcal{I}_{i_1 \ldots i_n} = \sum_{\kappa=1}^{n} \mathcal{I}_{i_1 \ldots i_{\kappa-1} i_{\kappa+1} \ldots i_n} + \frac{\Delta_{i_1 \ldots i_n}}{\bar{D}_{i_1} \ldots \bar{D}_{i_n}}.$$  

iii) A specific set of on-shell cut conditions, labeled maximum-cuts, are defined, for each number of loops, by the maximum number of on-shell conditions which can be simultaneously satisfied by the loop momenta. The Maximum Cut Theorem [163] ensures that the residue at the maximum-cuts is parametrized by $n_s$ coefficients, where $n_s$ is the number of solutions of the multiple cut-conditions, and therefore can always be reconstructed by evaluating the numerator at the solutions of the cut. This theorem extends at all orders the features of the one-loop quadruple-cut [49, 51], where the only two complex solutions of the cut determine the two coefficients needed to parametrize the residue.

The integrand recurrence relation of Eq. (8) may be applied in two ways. When the parametric form of all residues and the solutions of all possible multiple cuts are known, all the coefficients which appear in the residues can be determined by evaluating the numerator at the solutions of the multiple cuts, as many times as the number of the unknown coefficients. This approach has been employed at one loop in the original integrand reduction [51], and the language of multivariate polynomial division provides its natural generalization at all loops.

As a different strategy [168], the decomposition of the amplitude can be obtained analytically by successive polynomial divisions, which at each step generate the actual residues. In this approach, the reduction algorithm described above is applied directly to the actual numerator functions, without requiring the knowledge of the parametric form of all residues or the solutions of the multiple cuts. This new technique can naturally be applied to integrands with denominators appearing with arbitrary powers, thus solving a long-standing problem within unitarity-based methods, and represents a viable starting point towards the construction of automated computational tools at higher loops.

6. Conclusions

There are several different approaches available for one-loop calculations. The generation of the amplitudes can be performed starting with traditional Feynman diagrams, by means of recursive relations, or by gluing tree-level sub-amplitudes, as in unitarity-based methods. Aside from traditional tensorial approaches, the coefficient can be also extracted by performing an integrand-level reduction in 4-dimensions, as in the original OPP method, or by employing a
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