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Abstract—Activation in deep neural networks is fundamental to achieving non-linear mappings. Traditional studies mainly focus on finding fixed activations for a particular set of learning tasks or model architectures. The research on flexible activation is quite limited in both designing philosophy and application scenarios. In this study, three principles of choosing flexible activation components are proposed and a general combined form of flexible activation functions is implemented. Based on this, a novel family of flexible activation functions that can replace sigmoid or tanh in LSTM cells are implemented, as well as a new family by combining ReLU and ELUs. Also, two new regularisation terms based on assumptions as prior knowledge are introduced. It has been shown that LSTM models with proposed flexible activations P-Sig-Ramp provide significant improvements in time series forecasting, while the proposed P-E2-ReLU achieves better and more stable performance on lossy image compression tasks with convolutional auto-encoders. In addition, the proposed regularization terms improve the convergence, performance and stability of the models with flexible activation functions. The code for this paper is available at https://github.com/9NXJRDDRQK/Flexible_Activation.

I. INTRODUCTION

Deep learning is one of the most powerful techniques in modern artificial intelligence [1]. One reason is its ability in approximating complex functions with a large but limited number of parameters [2], [3], while the regular layer structures make it possible to be trained with efficient back propagation algorithms [4].

In a deep neural network, the weights and bias take account of linear transformation of the data flow, while the activation functions bring in non-linearity. It is remarked in [5] that activation functions do not perform equally well if we take minimal redundancy or computational efficiency into account. Thus the selection of activation function for different tasks is a critical issue in a sense. Traditionally, people train the weights of linear transformations between layers while keeping the activation functions fixed, and usually one identical activation function is used for all the neurons on each single layer. For example, the rectifier linear units (ReLU) are used as the default choice for the activation in hidden units for feed forward neural networks and in a large proportion of convolutional neural networks [5], while sigmoid and tanh functions are used where output values are bounded, such as in output layers for classification problems and the gate activations in recurrent cells [6], [7].

The drawback of ReLU activation is the issue of dead unit when the input is negative, which motivated the introduction of functions with non-zero values in the negative range, including leaky-ReLU and exponential linear units (ELU) [8], [9]. By considering other properties that could be helpful in training, such as dropout or self-regularization effects, more types of activation functions such as GeLu and Mish are proposed [10], [11]. There are also activation functions designed for particular learning tasks such as reinforcement learning [12], where the activation functions used for neural network function approximation are computed by the sigmoid function multiplied by its input. Moreover, reinforcement learning can be implemented for searching activation functions with an RNN controller [13]. Beyond properly choosing the activation functions, techniques such as clipping and batch normalization can be implemented to make activations robust to explosion or vanishing gradients [14], [15]. Traditionally, explosion or vanishing gradients in back propagation are also issues that harm the performance of model largely due to the shape of activations [16]–[18]. Beyond properly choosing the activation functions, techniques such as clipping and batch normalization can be implemented to alleviate these issues to some extent [14], [15].

With a large enough neural network and sufficient training time, the model can effectively learn the patterns from data with possible high accuracy, however it is not straightforward to confirm that learning process is the most efficient and the results are the most accurate. One possible solution for accelerating model training is to introduce flexible or trainable activation functions [19]–[21]. Even though this requires higher computing and storing cost that is proportional to the number of neurons, the performance of models can be improved in a more efficient manner than increasing the number of basic model parameters or the number of neurons. For example, as the leaky-ReLU function has a hyper-parameter to be optimized, which is the slope of its negative part, parameterized Relu (PReLU) was proposed to make this slope adapt to the data within specific neurons and to be learned during the training process [20]. Meanwhile, [22] proposes the parameterized version of ELU activation, which introduces
two parameters to control the shape of exponential curve in the negative region.

It can also be a blending of different commonly used activations, where the trainable parameters are the weights for the combination components [23], [24]. Since different activation functions can have very similar behavior in some specific regions, a more generative way is to consider their Taylor expansions at 0 point and use a weighted combination of polynomial functions with different orders instead [21]. For containing those functions that are not centered at 0, one choice is to train a piece-wise function adaptively [19]. The similar effect can be achieved by Maxout activation, which is quite helpful in promoting the efficiency of models with dropout [25]. Beyond that, there are also studies on making the most of the non-linear properties by introducing adaptation mechanism on the Softmax layers [26], which achieve the former state-of-the-art results on several natural language processing (NLP) tasks.

The limitation of existing studies can be illustrated as follows. First, most of existing work focus on some specific forms of parameterized activation functions rather than a more general form, or consider each component of the combination as a fixed activation function. Second, there is a lack of study on flexible activations with bounded domain such as sigmoid and tanh. Third, existing works rarely discuss the regularization on activations parameters, which have different nature from normal model parameters. In this study, we consider the activation function as a combination of a set of trainable functions following the constraints of several principles. Based on these principles, we develop two flexible activation functions that can be implemented for bounded or unbounded domain. In addition, layer-wise regularization on activation parameters is introduced to reduce the variance caused by activation functions.

Section II is an introduction of the main idea and methodology of this paper with initial theoretical analysis. Section III is the experimental results of our methods, in which we compare the performances of models with newly proposed flexible activation functions and baseline models on several datasets. Also we check the effect of regularization on activation parameters. Section IV is the discussion on number of parameters and computational complexity. Section V is the conclusion.

II. METHODOLOGY

Existing studies on trainable activation function mainly focus on the case where the output is unbounded. However, activation functions with bounded domain, such as sigmoid and tanh, are implemented in a large number of models. One scenario is recurrent neural networks, such as LSTM, whose cell has the functional mapping as follows:

\[
\begin{align*}
    f_t &= \sigma(W_{fz}x_t + W_{fh}h_{t-1} + b_f) \\
    i_t &= \sigma(W_{iz}x_t + W_{ih}h_{t-1} + b_i) \\
    o_t &= \sigma(W_{oz}x_t + W_{oh}h_{t-1} + b_o) \\
    g_t &= \tanh(W_{gz}x_t + W_{gh}h_{t-1} + b_g) \\
    c_t &= f_t \cdot c_{t-1} + i_t \cdot g_t \\
    h_t &= o_t \cdot \tanh(c_t)
\end{align*}
\]

(1)

where the cell structure includes multiple sigmoid and tanh activation functions. If we want to introduce trainable ones in the same positions, the output domains of the newly introduced flexible activation functions should be the same with the original fixed ones.

A. Parameterized Activation Function Combinations

In this study, we implement a general form of parameterized activation functions linearly combined by different activation functions as components [23], [24]. We further extend the existing works by introducing trainable parameters in each component, which is essential for building trainable activations with bounded domain. We assume that the parameters in the combined activation functions can be different for each neuron, which can be trained during the main training process of the model parameters with back propagation.

\[
\begin{align*}
    o_i(z, \alpha^i, \beta^i) &= \sum_{k=1}^{K} \alpha_{i,k} f_k(z, \beta_{ik}), \\
    \sum_{k=1}^{K} \alpha_{i,k} &= 1, \quad 0 \leq \alpha_{i,k} \leq 1 \quad \forall k, i
\end{align*}
\]

(2)

where \(i\) indexes the neuron, and \(z = z_l = W_l x_{l-1} + b_l\) is the input of the activation layer indexed by \(l\). This means that, at each neuron \(i\), it is possible to have its own set of parameters \(\alpha^i = [\alpha_{i,1}, \ldots, \alpha_{i,K}]^T\) and \(\beta^i = [\beta_{i,1}, \ldots, \beta_{i,K}]\) where \(\alpha_{i,k}\) is the combination weights and \(\beta_{i,k}\) is the activation parameter vector for the \(k\)-th component activation \(f_k\), respectively. Thus Eq. (2) defines a form of activation function as a linear combination of a set of basic parameterized non-linear activation functions \(f_k(z, \beta_k)\) with the same input \(x\) to the neuron. Normally, we require \(0 \leq \alpha_{i,k} \leq 1\) for all \(k\) and \(i\) to ensure that the output is strictly bounded between 0 and 1. This setting will take advantage of the low computational costs of existing activation functions, while it will be much easier to implement weights normalization when we need a bounded activation function.

Since the specific activation function corresponding to each neuron only depends on its own activation parameters, the back propagation of these activation parameters by stochastic gradient descent can be done as follows:

\[
\begin{align*}
    \alpha_{i,k} &\rightarrow \alpha_{i,k} - \gamma \frac{\partial L}{\partial \alpha_{i,k}} = \alpha_{i,k} - \gamma \frac{\partial L}{\partial o_i} \cdot f_i(z, \beta_{ik}) \\
    \beta_{i,k} &\rightarrow \beta_{i,k} - \gamma \frac{\partial L}{\partial \beta_{i,k}} = \beta_{i,k} - \gamma \frac{\partial L}{\partial o_i} \cdot \alpha_{i,k} \frac{\partial f_i(z, \beta_{ik})}{\partial \beta_{ik}}
\end{align*}
\]

(3)

where \(L\) is the loss function of all parameters of the model, \(i\) is the index of the hidden neuron with output \(o_i\) and \(k\) is
the index of combined flexible activation functions. Here we use a simplified expression that does not include the indices of layer and training examples in each mini-batch. \( \gamma \) is the learning rate of gradient descent for all the parameters in activation functions. With the gradients given by \( \partial L / \partial \alpha_{k,l} \), adaptive optimizers such as AdaGrad, Adam and RMSProp can also be applied. In general, gradient descent approach and its derivatives can push the activation parameters toward the direction that minimizes the empirical risk of the model on training data.

To build effective combinations with the general form given by Eq. (2), we introduce the following three principles for selecting the components:

- **Principle 1**: Each component should have the same domain as the baseline activation function.
- **Principle 2**: Each component should have an equal range as the baseline activation function.
- **Principle 3**: Each component activation functions should be expressively independent of other component functions with the following definition.

**Definition 1**: If a component activation function \( f_k \) is expressively independent of a set of other component functions: \( f_1, \ldots, f_n \), there does not exist a set of combination coefficients \( \alpha_1, \ldots, \alpha_n \), inner activation parameters \( \beta_1, \ldots, \beta_n \), of the previous linear layers \( W', b' \) such that for any input \( X \), activation parameters \( \beta_i \), and parameters of the previous linear layer \( W_k, b_k \), the following equation holds:

\[
f_k(z_k, \beta_k) = f_k(W_kX + b_k, \beta_k) = \sum_{i=1}^{n} \alpha_i f_i(W'X + b', \beta_i) = \sum_{i=1}^{n} \alpha_i f_i(z', \beta_i) \tag{4}
\]

**Proposition 1**: For a single-layer network with \( m \) neurons, if a component activation function \( f_k \), which is not expressively independent of other components, is excluded, we need at most \( 2m \) neurons to express the same mapping exactly.

**Proof**: For any original combined activation function: \( F = \sum_{i=1}^{n} \alpha_i f_i \), Assume that \( f_k \) is not expressively independent. If we exclude \( f_k \) from the combination and get \( F' = \sum_{i=1, i \neq k}^{n} \alpha_i f_i \), then for any input \( X \), parameters of the previous linear layer: \( W, b \), and activation parameters: \( \{\beta_i\}_{i=1}^{n} \) of a specific neuron, we have:

\[
F(WX + b, \beta) = \sum_{i=1, i \neq k}^{n} \alpha_i f_i(WX + b, \beta_i) + f_k(WX + b, \beta_k) \tag{5}
\]

and there exist \( W', b' \) and \( \{\beta_i\}_{i=1, i \neq k}^{n} \) such that:

\[
F(WX + b, \beta) = \sum_{i=1, i \neq k}^{n} \alpha_i f_i(WX + b, \beta_i) + \sum_{i=1, i \neq k}^{n} \alpha_i' f_i(W'X + b', \beta_i') \tag{6}
\]

which can be expressed by two neurons with function \( \{f_i\}_{i=1, i \neq k}^{n} \) with corresponding weights and bias in the previous linear layer. Therefore, for a single-layer network with \( m \) neurons, we need at most \( 2m \) neurons without \( f_k \) to express the any mappings by the original function.

The first two principles are aiming at keeping the same ranges and domains of the information flow with the mapping in each layer. The third principle is aiming at reducing the redundant parameters that do not contribute to the model expressiveness even with limited number of units. For example, \( \sigma_1(z) = 1/(1 + e^{-z}) \) is not expressively independent with \( \sigma(z) = 1/(1 + e^{-z}) \) since when \( W' = \beta W \), we have \( \sigma(W'X) = \sigma_1(WX) \). Therefore, the combined activation \( a(z, \beta) = \alpha_1 \sigma(z) + (1 - \alpha_1) \sigma(\beta z) \) will not be a good choice. Based on this, we can then design the combined trainable activation functions for both bounded or unbounded domains.

**B. P-Sig-Ramp : Sigmoid/Tanh Function substitute with bounded domain**

Sigmoid and Tanh activation functions are widely used in recurrent neural networks, including basic recurrent nets and recurrent nets with cell structure such as LSTMs and GRUs. For the sigmoid function, the output should be in the domain of \([0, 1]\), while for tanh the output should be in \([-1, 1]\). In the first case, one basic choice is:

\[
o(z; \alpha, \beta) = \alpha \cdot \sigma(z) + (1 - \alpha) \cdot f(z; \beta) \tag{7}
\]

where \(0 \leq \alpha \leq 1 \) and

\[
f(z; \beta) = \begin{cases} 0 & \text{if } z < -\frac{1}{2eta} \\ \beta z + \frac{1}{2} & \text{if } -\frac{1}{2eta} \leq z \leq \frac{1}{2eta} \\ 1 & \text{if } z > \frac{1}{2eta} \end{cases} \tag{8}
\]

In Eq. (7), \( f(z; \beta) \) can be considered as a combination of two Ramp functions bounded between 0 and 1 with parameter \( b \). The shapes of a sample of combined activation with Eq. (7) are shown in Fig. [1] Similarly, we can build a function with the same boundary as tanh function, and use the corresponding combination to replace tanh in the LSTM cell. Consequently, for each combined flexible activation function, there are two parameters to be optimized during the training process. By combining the original activation function \( \sigma \) with another function \( f(z; \beta) \) with the same boundary using normalized weights, the model can be trained with flexible gates and have the potential to achieve better generalization performance.

**C. P-E2-ReLU : ReLU Function substitute with unbounded domain**

The outputs of ReLU function is unbounded on both sides, while the derivative with respect to the inputs is a step function. To build more flexible activation in the condition when ReLU function is used, we can make a weighted combination between ReLU and other non-linear functions with unbounded ends. Considering the goodness of candidate components as well as the principles proposed in Section [II-A] we introduce the following combined form:

\[
o(z; \alpha, \beta) = \alpha \text{ReLU}(z) + \beta \text{Elu}(z) + (1 - \alpha - \beta)(-\text{Elu}(-z)) \tag{9}
\]
This is actually a weighted combination of ReLU function and two ELU-family functions, which introduces non-linear functions with different shapes in both positive and negative region. If we bound all the weights between 0 and 1, each of the three components ReLU\( (z) \), Elu\( (z) \) or \(-\text{Elu}(-z)\) can not be fully expressed by the combination of the others with certain model parameters. Figure 2 demonstrates the examples of P-E2-ReLU given by Equation (9) with different activation parameters. In addition, if we set \( \beta = 1 - \alpha - \beta = \frac{1}{2} \alpha \),

\[ L = L_0 + \delta_1 \sum_j \frac{\lambda_j}{m_j} \sum_i \sum_k |\alpha_{ijk} - \bar{\alpha}_{ijk}|^2 \]
\[ + \frac{\delta_2}{n} \sum_i \sum_j \sum_k |\alpha_{k0} - \alpha_{ijk}|^2 \]
\[ + \frac{\delta_3}{n} \sum_i \sum_j \sum_k (|\text{ReLU}(\alpha_{ijk} - (1 - \Delta))|^2) + \text{other terms} \]  

(10)

In the first regularization term, \( m_j \) is the number of neurons in \( j \)th layer, while \( \lambda_j \) is the layer-wise regularisation coefficients, and \( \delta_1 \) is mutual regularization coefficient. \( \delta_2 \) and \( \delta_3 \) are the regularization coefficients for the second and third regularization terms, and \( n \) is the number of units in the whole network architecture. We can consider the first two regularization terms as priors. For the first one, we consider that in the layer structure of deep neural networks, usually different layer is learning different level of patterns, which could be in favor of using similar activation functions in each layer, we call it as “towards-mean regularization”. Meanwhile, the second regularization terms can be considered as another prior in assuming that the initial activation functions are good enough and the learned activation parameters should not differ too much from the initial values. We call this as “towards-default regularization”. In addition, the third regularization term is introduced to ensure the combination parameters are bounded between 0 and 1, where \( \Delta \) is a small number. We set \( \delta_3 \) to be a relatively large value (e.g. \( \delta_3 = 1 \)) to make this as a strong constraint. The regularization coefficients \( \delta_1 \) and \( \delta_2 \) can be implemented for controlling the flexibility in activation parameter space. The effects of these two regularization terms can be summarized as follows:
**Small** $\delta_1$, **small** $\delta_2$: The activation functions can be trained independently for different neurons in different layers with high flexibility.

**Large** $\delta_1$, **small** $\delta_2$: The activation functions in the same layer will be constraint to be close to each other, while the activation in different layers can be different.

**Large** $\delta_2$: The activation function will be constraint to be close to the default fixed ones.

Therefore, with optimized activation coefficients, the models can achieve performances at least no worse than models with fixed default activation. Moreover, gradient-based methods may also be applied in optimizing these regularization coefficients [27], [28].

### E. Initialization

Since we introduced a set of new trainable parameters, the way to initialize them could make a difference. The default choice is to set the coefficients of benchmark activation functions to 1 and train the other terms from 0. However, this setting could suffer from the risk of being trapped in local optimal. Other solutions include the following:

- Treat the initialization values as hyper-parameters, and use hyper-parameter searching algorithms to find the optimal setting.
- Use random initialization following certain types of distributions with mode close 1 for the default activation.

The advantage of treating initialization values of activation parameters as hyper-parameters is that we can search for the optimal solution based on the final validation performance of model, while the drawback is higher computational cost for extra hyper-parameter optimizations. Alternatively, by using random initialization for each training, an ensemble of activation functions with different shapes are used at the beginning of model training, which can be more flexible in explore larger region in search space. In this study, to avoid tuning too many hyper-parameters, we initialized the parameters of activation function as standard activation functions such as sigmoid and ReLu, which corresponds to $\alpha = 1$ in Eq. (7) and Eq. (9).

### III. Experiments

All the experiments were conducted in the environment of Pytorch 1.3.1, we implemented the embedded functions of sigmoid, ReLU and pReLU in the baseline models and manually created the proposed flexible functions with backward path in the flexible models. The experiments are conducted with a cloud Intel Xeon 8-Core CPU.

#### A. Experiment with Recurrent Neural Networks on multivariate time series forecasting

For testing the performance of the model with flexible activation in recurrent neural networks, we build a multiple-layer LSTM model. We change the three sigmoid functions in Eq. (1) to the parameterized combined function as shown in Eq. (7), then compare the model performances in the cases with or without flexible activations.

The datasets being experimented on is a combination of daily stock returns of G7 countries, which is a multi-variate time series [29], [30]. The returns of each day can be considered as an input vector to the corresponding hidden layer, while the output is one-step ahead forecast given a sequence of historical data. Instead of using random sampling, we directly split the set of sequences with 10 lagging vectors into training set (64%), validation set (16%) and test set (20%), while the learning curves on training and validation sets can be obtained. The loss is selected as the average of mean squared errors of all forecasted values with respect to the true values for each example. For the hyper-parameter setting, the batch size was set to be 50, the window size is 10 time steps as is recommended by related papers [31], while the optimizer implemented in training is Adam optimizer with the same learning rate of 0.001 on both weights, bias and activation parameters. The initialization of the flexible activation parameters in replacing sigmoid function is $\alpha = 1$ and $\beta = 0.1$, which means that we train them from baseline settings. On the other hand, four stacked LSTM models with different layer configurations are implemented, then we compare the validation and test performances of these models with (a) fixed activations, (b) flexible activations without regularization, (c) flexible activation with a toward-mean regularization using a same default regularization coefficient of 0.025. We perform 50 trials for each setting with different random initialization for each of them.

For BRICS indices forecasting, we test the model performances with 4 stacked LSTM configurations, including models with layer structures: [5, 8, 8], [5, 8, 8, 8] and [5, 16, 8]. For example, in the first layer structure, we have 5 input units for each time step, and a LSTM layer with a hidden state of length 8 for each time step. The results are provided in Fig. 3, where we use error bars to show the sample standard errors of each method in each time step. As we can see, for all the four cases, generally the learning curves of models with flexible activation and regularized flexible activation (with fixed towards-mean regularization) lie below the learning curves of models with fixed sigmoid activations. For G7 indices forecasting, we examine the performances on stacked-LSTM models with layer structures: [7, 10, 10, 10], [7, 20, 10, 10] and [7, 20, 10, 10]. The results on training set are provided in Fig. 4. The curves are plotted from the 5th epoch to focus on the comparison in later stage. We can see that in Fig. 4, for all the four cases, the learning curves of model with flexible activation functions (denoted as “flexible models”) on training set lie below the corresponding curves of models with fixed activation functions (denoted as “fixed models”) during most of training time. In addition, towards-mean regularization on activation parameters can further improve the convergence performance. Meanwhile, the error bars of population means demonstrate that the improvement of flexible models in terms of validation performance is significant in general. Similarly, we can see that in Fig. 5, for all the four cases, the learning curves of flexible models on validation set lie below the corresponding curves of fixed models during most of training time. Moreover, the error
Fig. 3: Comparison between the average learning curves (with error bars) of LSTM models with and without regularized flexible activation functions on forecasting G7 Index returns. (a) Layer size: [5, 8]; (b) Layer size: [5, 8, 8]; (c) Layer size: [5, 8, 8, 8]; (d) Layer size: [5, 16, 8].

Fig. 4: Comparison between the average training curves (with error bars) of LSTM models with and without regularized flexible activation functions on forecasting G7 Index returns. (a) Layer size: [5, 10]; (b) Layer size: [7, 10, 10]; (c) Layer size: [7, 10, 10, 10]; (d) Layer size: [7, 20, 10].

Fig. 5: Comparison between the average learning curves (with error bars) of LSTM models with and without regularized flexible activation functions on forecasting G7 Index returns. (a) Layer size: [7, 10]; (b) Layer size: [7, 10, 10, 10]; (c) Layer size: [7, 20, 10]; (d) Layer size: [7, 20, 10].

II-D while the searching is based on the optimal learning rate in each case. Then for each architecture, we compare the models with four settings: (a) Models without flexible activation on the corresponding optimal learning rate; (b) Models with flexible activation function on the corresponding optimal learning rate, without regularization on the activation function; (c) Models with flexible activation function on the corresponding optimal learning rate, with regularization on the activation function on the default value of 0.025; (d) Models with flexible activation function on the corresponding optimal learning rate, with optimal regularization on the activation function in each case. The results of 50 runs with corresponding error bars are shown in Fig. 6. We can learn from Fig. 6 that with optimized learning rates and Adam optimizer, LSTM models with flexible activation functions perform better in terms of convergence compared with fixed models for all the four architectures. By introducing regularization on flexible activation towards the mean, the convergence can be further improved. To investigate the effect of two types of regularization, we conduct a simulation and plot the relationship between the minimum validation model performance and the values of regularization coefficients. We use a default learning rate of 0.001. For regularization coefficients, we take 20 discrete grid points in the logarithm scale of 0.001 to 0.2. At each point, we plot the average of 30 trials with corresponding error bars for the standard error of sample means. It is shown in Fig. 7 that the minimum validation model performance is not constant under different regularization coefficients for both the two types of regularization of flexible activation functions. By referring to the error bars for 30 trials, we can learn that the change is not random, but with statistical significance. Generally, the minimum validation performances are obtained by regularization towards the mean with a intermediate regularization.
generally, the best performances are obtained with a intermediate regularization coefficient. This demonstrates that a better test performance can be achieved by optimizing the towards-mean or towards default regularization of flexible activation function given the architectures unchanged.

B. Experiment with convolutional autoencoder

The second experiment is conducted with autoencoder models for lossy image compression on several benchmark datasets including MNIST and FMNIST [7]. The architecture used in this experiment can be shown as follows:

**Convolutional Autoencoder 1 (CAE 1):**

\[
\text{Input}(28*28*1) \rightarrow \text{Conv2d}(16, 3, 3) \xrightarrow{\text{ReLU}} \text{MP}(2, 2) \rightarrow \text{Coding} \rightarrow \text{Conv2d}(8, 5, 3) \xrightarrow{\text{ReLU}} \text{Conv2d}(1, 2, 2) \xrightarrow{\text{Tanh}} \text{Output}
\]

**Convolutional Autoencoder 2 (CAE 2):**

\[
\text{Input}(28*28*1) \rightarrow \text{Conv2d}(16, 3, 3) \xrightarrow{\text{ReLU}} \text{MP}(2, 2) \rightarrow \text{Coding} \rightarrow \text{Conv2d}(8, 5, 3) \xrightarrow{\text{ReLU}} \text{Conv2d}(1, 2, 2) \xrightarrow{\text{Tanh}} \text{Output}
\]

**Convolutional Autoencoder 3 (CAE 3):**

\[
\text{Input}(32*32*3) \rightarrow \text{Conv2d}(12, 4, 2) \xrightarrow{\text{ReLU}} \text{Conv24}(48, 4, 2) \xrightarrow{\text{ReLU}} \text{Coding} \rightarrow \text{Conv2d}(24, 4, 2) \xrightarrow{\text{ReLU}} \text{Conv2d}(12, 4, 2) \xrightarrow{\text{ReLU}} \text{Conv2d}(3, 4, 2) \xrightarrow{\text{ReLU}} \text{Output}
\]
function; (b) PReLU function; (c) ELU function; (d) Gelu function; (e) Newly proposed P-E2-ReLU function, which is initialized as $o(z) = 0.4\text{ReLU} + 0.3\text{ELU}(z) + 0.3(-\text{ELU}(-z))$. The learning rate of each model with different activation function is optimized with a grid-search in the range between 0.001 and 0.1 on logarithmic scale. In addition, we run four more models in each trials with P-E2-ReLU on the optimized learning rates for other four candidates activation functions. After 50 trials, we can compare the learning curves of these five activation functions. The validation curves are given in Fig. 9 while the training curves are given in Fig. 10.

We noticed that models with the newly proposed P-E2-Relu activation function outperform all the other activation function in terms of the both validation and training performance with statistical significance during the whole learning process after a small amount of initial steps. Meanwhile, the standard ReLU activation function perform the worst, and the other three activation functions including PReLU, ELU and Gelu get similar performances in general. Moreover, even with the learning rates optimized under models with other activation functions, the proposed P-E2-ReLU activation function still outperform other activation functions in this task. To make a further investigation, we perform experiments on CIFAR10 and SVHN with another convolutional auto-encoder architecture given by CAE 3, where the encoder compress each image of size $32^23^2$ to 48 filters with size $4^2$. In addition, we introduced other two flexible activation functions proposed in Section II-C which are combinations of \{ReLU, ELU(-z)\} and \{Id, ELU(z) - ELU(-z)\}. The initialization of the two combination weights for these two activation functions are both 0.5. The learning rate is set to be the default value of 0.001 for all activation functions. As is shown

![Fig. 9: Comparison between the average learning curves (with error bars) of convolutional auto-encoder models with different activation functions on image compression task. (a) CAE 1 model for MNIST; (b) CAE 1 model for FMNIST; (c) CAE 2 model for MNIST; (d) CAE 2 model for FMNIST.](image)

![Fig. 10: Comparison between the average learning curves of convolutional auto-encoder models with different activation functions on image compression task. (a) CAE 1 model for MNIST; (b) CAE 1 model for FMNIST; (c) CAE 2 model for MNIST; (d) CAE 2 model for FMNIST.](image)

![Fig. 11: Comparison between the average learning curves of convolutional auto-encoder models with different activation functions on image compression task. (a) CAE 3 model for CIFAR10; (b) CAE 3 model for SVHN.](image)
(m_d) is worse or equal to that of ELU (m_2). The test statistics demonstrate that P-E2-ReLU significantly outperforms PReLU and ELU in terms of test reconstruction MSE in both cases, with very small p-values, while P-E2-Id performs even better. Again, to check the effect of regularization on flexible activations, we train and evaluate flexible models under different regularization coefficients. The learning rate is optimized for P-E2-ReLU. We take 20 discrete grid points from 0.001 to 0.2 in logarithm scale. The result is shown in Fig. 12. As we can see in Fig. 12 for towards-default regularization, the models achieve the best performances under the smallest regularization coefficients. This indicates that model performance can be significantly improved by introducing the proposed flexible activating function. On the other hand, for towards-mean regularization, in half of the cases the minimum validation errors are obtained when the regularization coefficients are 0, while in the other two cases, the minimum validation errors are obtained at intermediate points. In addition, we notice that the curves representing towards-mean regularization are below the curves of towards-default regularization in most of the time. In (c) and (d), a strong towards-mean regularization does not harm the model performance but a strong towards-default regularization does, which indicates that the models can be improved by sharing different activations functions in different layers without variation across each same layer, and we may only need two more parameters in each layer to achieve this improvement with layer-wise learned activation functions.

IV. NUMBER OF MODEL PARAMETERS AND SPACE COMPLEXITY

A. Number of parameters and model performances

When batch-normalization is not implemented, the number of parameters in each deep neural network is equal to the number of weights plus the number of bias. For an FFNN, \( N = N_W + N_b = \sum_{i=1}^{L} n_i n_{i+1} + \sum_{i=2}^{L} n_i \), where \( L \) is the number of layers including input layer, hidden layer and output layer, while \( n_i \) is the number of units in \( i \)th layer. If flexible activations are introduced in all hidden and output units, with two independent extra parameters in each unit, the total number of model parameters will increase by \( N_a = 2 \sum_{i=2}^{L} n_i \). The number of parameters in basic RNN models is depend on the type of hidden cells used, in general it is \( N = g \sum_{i=1}^{L-1} (n_{i+1} (n_{i+1} + n_i) + n_{i+1}) \), where \( g \) is the number of weight matrices in each cell. For basic RNN, \( g = 1 \), for GRU, \( g = 3 \), and for LSTM, \( g = 4 \). Meanwhile, the extra number of parameters needed for RNNs with flexible activations is \( N_a = 2 \sum_{i=2}^{L} s_i n_i \), where \( s_i \) is the number of activation functions replaced by flexible ones in \( i \)th layer.

Following this derivation, in the LSTM models used in Section III-A, we can make a summary table for the increasing ratio of model parameters in each case. As shown in Table II

| TABLE II: Comparison of number of parameters in different settings of LSTM models. |
|---|
| model | layer size | basic model | flexible activation | ratio of increase |
| 1 | [5, 8] | 448 | 48 | 10.7% |
| 2 | [5, 8, 8] | 992 | 96 | 9.6% |
| 3 | [5, 8, 8, 8] | 1536 | 144 | 9.3% |
| 4 | [5, 16, 8] | 2208 | 144 | 6.5% |

and Table III we can see that the models with flexible activations have about 5% to 10% increase in the number of parameters. However, it is shown in Section III-A that model 1, model 3 and model 4 have very similar validation performances during training even though their number of parameters varies in much higher (even more than 100%) proportions, while the corresponding validation performances for models with flexible activations are better than all the models with fixed activations.
In Table [I], the best performed model with layer size [5, 8] has a single hidden layer and the number of parameters is smaller than the other models with layer sizes [5, 8, 8], [5, 16, 8] and [5, 8, 8, 8]. Similarly, in Table [III], the best performed model with layer size [7, 10] has a single hidden layer and the number of parameters is smaller than the other models with layer sizes [7, 10, 10], [7, 20, 10] and [7, 10, 10, 10]. Therefore, the number of parameters does not really matter in this range when we consider the minimum validation performance in a long training time, and the improvement of model performance can be explained by the advantage of introducing flexible activation with trainable parameters. For the three Convolutional auto-encoder models in Section [III-B] the basic model parameters include those in convolutional layers. The number of parameters of each convolutional neural layer is: \( N_c = (n \times n \times l + 1) \times k \), where \( n \) is the filter size, while \( l \) and \( k \) represent the numbers of input and output channels. For filter-shared flexible activation functions with \( p \) activation parameters, the extra number of parameters is \( N_a = p \times k \), where \( p = 1 \) for P-ReLU-Id and P-ReLU-E2-1, and \( p = 2 \) for P-ReLU-E2. The summary table showing the numbers of basic model parameters as well as extra activation parameters for three CAE models are given in Table [IV] and [V]. We can see that although the experimental results shown in Fig. [I] and Fig. [II] demonstrate that the proposed P-E2-ReLU achieves a significant improvement compared with fixed activation such as ReLU and GeLU, the extra number of parameter introduced only a quite small proportion of the total number of parameters in each architecture. Moreover, as is indicated in Fig. [II], when layer-wise flexible activation are applied, the model performance can be improved with even smaller number of extra activation parameters.

To sum up, the results at least show that we can achieve a quite significant performance improvement with only a small proportion of extra parameters in the flexible activation functions. Although the same mapping may be learned without flexible activation functions, it may need much more number of parameters or much larger effort of hyper-parameter searching with a bunch of different model architectures.

B. Time complexity

LSTM is local in space and time [32]. Its computational complexity per time step and weight is \( \mathcal{O}(1) \), while the overall complexity of an LSTM per time step is equal to \( \mathcal{O}(w) \), where \( w \) is the number of weights [33]. Therefore, theoretically the computational complexity is proportion to the number of parameters in LSTM models. For activation functions, each of them will include 2 parameters, and will process one input for either forward or backward path. Therefore, the extra computational complexity will still be proportional to the number of activation parameters, which corresponds to the ratios shown in Table [III] and [IV].

For convolutional neural networks, we have learned that the total time complexity of all convolutional layers is [34]:

\[
T(n) = O(\sum_{l=1}^{d} n_{l-1} \cdot s_l^2 \cdot n_l \cdot m_l^2) \tag{11}
\]

where \( l \) is the index of a convolutional layer, and \( d \) is the depth (number of convolutional layers). \( n_l \) is the number of filters (also known as width) in the \( l \)-th layer, while \( n_{l-1} \) is known as the number of input channels of the \( l \)-th layer. \( s_l \) is the spatial size (length) of the filter. \( m_l \) is the spatial size of the output feature map. For the whole training process we have:

\[
O(m \cdot n_{iter} \sum_{l=1}^{d} (n_{l-1} \cdot s_l^2 \cdot n_l \cdot m_l^2)) \tag{12}
\]

where \( m \) is the input length and \( n_{iter} \) the number of iterations. When flexible activation function is implemented, there will be extra computational cost in both forward and backward propagations: In forward propagation, when flexible activation is added after a convolutional layer, the number of different activations in this layer equals to the number of channels in that convolutional layer. Therefore, we need to do more element-wise operations that is proportional to the number of the input elements to each flexible activation function. It depends on the number of input channels and input filter size to the activation layer, but does not depend on the number of output filters and corresponding filter size. This is because after the input mapping and activation function, each element will become a single value before multiplying with filters in the next layer. The extra computational cost can be written as:

\[
O(m \cdot n_{iter} \sum_{l=2}^{d} (n_{l-1} \cdot s_l^2)) \tag{13}
\]

where we start from \( l = 2 \) since the first activation layer comes after the first convolutional layer rather than the input layer of data. On the other hand, in backward propagation, the updating in Eq. [3] will require extra computation that is proportional to the number of input element as well as the number of activation parameters, also we need to pass the gradients through flexible activation functions, which requires extra element-wise operations that proportional to the number of elements of the input to each flexible activation function. Notice that the gradients of the loss with respect to the output.

| Table IV: Comparison of number of parameters in different settings of CAE models. |
|--------------------------------|-----|---------------|-----------------|-----------------|
| model | layer size | basic model | flexible activation | ratio of increase |
|-------|-------------|-------------|----------------------|-------------------|
| 1     | CAE 1       | 3401        | 50                   | 1.47%             |
| 2     | CAE 2       | 5729        | 66                   | 1.15%             |
| 3     | CAE 3       | 47355       | 168                  | 0.35%             |

| Table V: Comparison of number of parameters in different settings of CAE models with P-E2-ReLU-1/P-E2-Id. |
|--------------------------------|-----|---------------|-----------------|-----------------|
| model | layer size | basic model | flexible activation | ratio of increase |
|-------|-------------|-------------|----------------------|-------------------|
| 1     | CAE 1       | 3401        | 25                   | 0.73%             |
| 2     | CAE 2       | 5729        | 33                   | 0.57%             |
| 3     | CAE 3       | 47355       | 84                   | 0.17%             |
of activation are stored in cache and shared for calculating other gradients. Therefore, the theoretical extra computational cost is at least one-order smaller than that of the baseline model with fixed activation functions. This will not add a heavy burden for model training from the theoretical perspective.

V. CONCLUSION

In this study, we proposed a set of principles for designing flexible activation functions in a weighted combination form. Based on these principles, we built two novel flexible activation functions: The first can be implementd to replace sigmoid and tanh functions in the RNN cells with bounded domains. The second is a combined form of ReLU and ELU family, which can be used as a substitute for activations with unbounded domain. In addition, two regularization terms considering the nature of layer-wise feature extraction and goodness of original activation functions are proposed, which is essential in controlling the model flexibility and achieving stable improvement of the models.

Experiments on multivariate time series forecasting show that, with replacing sigmoid activation by the flexible combination proposed in this study, stacked LSTMs can achieve significant improvement in terms of convergence as well as validation performance for forecasting G7 indices returns. On the other hand, the newly proposed P-E2-ReLU and P-E2-Id can stably outperform existing state-of-the-art activation functions including PreLU and ELU in image compression tasks with convolutional auto-encoder. In addition, we show that the towards-mean regularization on the flexible activation functions outperform the towards-default ones in general, and optimized regularization coefficients can further improve model performance on validation set.

Theoretically, by introducing combined flexible activation functions in a general form, it is not necessary to consider the types of single activation function in each layer as a hyper-parameter to be searched given the boundary of the output of each layer, and the shape of activation functions can be trained with back-propagation. In practice, the findings in this study provide a novel aspect to be considered in designing and improving deep learning architecture. The proposed flexible activation function in RNN cells could be a powerful tool in financial time series forecasting, which can also be used in combination with other advanced forecasting approaches.

In future study, different types of combined activation functions following the principles proposed in this study can be investigated on a variety of learning tasks. It can be implemented along with other methods in both meta-learning and manually designed architectures. Since we can have arbitrary number of components and activation parameters in the combined activation functions, this can be considered as another dimension of parameters in training deep neural networks. The corresponding approaches of learning the shapes of activations other than back-propagation can also be explored.
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