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Abstract. This paper presents a novel approach for the automatic offline grasp pose synthesis on known rigid objects for parallel jaw grippers. We use several criteria such as gripper stroke, surface friction, and a collision check to determine suitable 6D grasp poses on an object. In contrast to most available approaches, we neither aim for the best grasp pose nor for as many grasp poses as possible, but for a highly diverse set of grasps distributed all along the object. In order to accomplish this objective, we employ a clustering algorithm to the sampled set of grasps. This allows to simultaneously reduce the set of grasp pose candidates and maintain a high variance in terms of position and orientation between the individual grasps. We demonstrate that the grasps generated by our method can be successfully used in real-world robotic grasping applications.
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1 Introduction

Robots are extensively used in modern production and significantly increase the efficiency in various areas like assembly, sorting, and handling \(^\[\]\). However, from a production standpoint, especially part handling does not contribute to the added value of products \(^2\). A considerable increase in handling efficiency is obstructed by several factors. The limited environmental awareness of most in-the-field robots requires the manufacturing products to be delivered in strictly defined poses. Furthermore, a quick change of the manufactured product is often associated with extensive reprogramming of the robotic system \(^3\). Numerous work places today still operate manually and their poor ergonomics or basic and monotonous tasks still reveal existing obstacles for a fully automated factory. Even a seemingly simple task such as grasping and retrieving an object from a bin with chaotically stored objects remains a major problem in robotics \(^2,7,8\). To enable an increased efficiency in handling tasks, the so-called bin-picking problem needs to be solved. Bin-picking consists of several sub-challenges. Amongst
others, the pose of the objects needs to be estimated and suitable grasps have to be generated successively. These grasps have to be kinematically feasible, without collision, and able to lift the object \[9,10,11\]. The automated generation of grasp poses (or gripping points) presents a suitable approach to reduce manual configuration and increase efficiency in bin-picking tasks \[12\]. Accordingly, a decreased manual configuration effort enables a greater scalability and economic efficiency of bin-picking applications.

In this paper, we present an approach for the automatic grasp pose generation for known rigid objects. A point cloud is used as input, consisting of points sampled from the surface of the object and the corresponding normals. Any two-point combination of an input point cloud is checked with respect to various metrics. If all tests are successful, we can assume to have obtained a possible grasp pose candidate. As the resulting amount of possible grasps through this procedure can be overwhelming, we introduce a clustering algorithm to enable a reduction of the grasp poses while maintaining a high variance.

In summary, the main contributions of this work are:

– Novel approach for automatic grasp pose generation for parallel jaw grippers
– Grasp clustering for highly diverse grasps on the object model (no local concentrations)
– Provide grasp poses for the objects from various public datasets
– Experimental evaluation of the generated grasp poses in a real-world robot cell

The rest of this paper is structured as follows. First, we evaluate various approaches of the literature regarding grasp synthesis in Section 2. Section 3 introduces our approach for grasp generation originating from \[13\]. Using several criteria, we show the process of sampling a large quantity of grasp poses from a part geometry. To facilitate a reduced set of grasps while maintaining a high variance between individual grasp poses, we employ a clustering algorithm in the pose space. The resulting grasps are evaluated in Section 4 both qualitatively and on a real-world robot cell. Finally, we discuss strengths and limitations of our approach in Section 4.3 and draw conclusions in Section 5.

2 Related Work

2.1 Basic Contact Principles

Various methods for generating grasp poses have been proposed. Yet, the basics are often alike. Reduced to a single point, three kinds of contact can be differentiated, which are illustrated in Fig. 1. Fig. 1(a) shows the resulting contact of a rigid body to a surface without friction. Thus, only forces in the direction of the surface normal can be absorbed. Fig. 1(b) shows rigid body contact with friction. All forces within the displayed friction cone can be absorbed. The friction cone is defined via the friction \( \mu \) to \( \alpha = \arctan(\mu) \). For the case of a soft body, additional torsion forces can be absorbed as displayed in Fig. 1(c). Though, in the more realistic scenario of more than one contact point, the last example can be disregarded \[14,15\].
Fig. 1: Contact models: (a) rigid body frictionless, (b) rigid body with friction, (c) soft body with friction [14].

2.2 Grasp Synthesis

The bin-picking problem has been researched for several decades. To enable robotic systems for grasping and placing objects of various geometries, several sub-problems have to be solved. Among others, the research area consists of scene analysis, object detection, pose estimation, grasp planning, and path planning [6,15,8]. In contrast to image processing and path planning, the synthesis of grasp poses seems to be of proprietary nature more often [16]. Nevertheless, finding suitable grasp poses for the object of choice is an important step in bin-picking. Various methods for the generation of grasps have been proposed [17,18].

Generally, these methods can be divided into analytical and data-driven methods. While the former often use simple metrics, such as Coulomb friction for grasp generation, the latter mostly execute a huge amount of grasps in a simulated environment in search of successful ones. Under close examination, even approaches aiming at the creation of an artificial neural network for grasp synthesis often use analytical or randomized grasp synthesis methods to generate initial training data [19,20,21,22,18,23]. Aside from analytical and randomized methods for grasp generation, hand-labeled data and teach-in methods are popular [18]. In all cases, these methods can be further distinguished in whether they aim at grasping known or unknown objects. But even when analysing machine learning based approaches for the grasping of unknown objects, initial learning data is often required [20,21].

While automatic grasp pose synthesis approaches increasingly gain popularity, many established bin-picking applications still utilize a manual grasp pose definition [24,25]. This usually requires expert knowledge of the object and application, leading to a work-intensive reconfiguration process [26,27,28,29,30]. Some of these approaches enable the user to add degrees of freedom around defined grasps to further increase the total number of grasp poses and simplify the teach-in process [26,27].

Especially some of the earlier approaches for the generation of grasps only use simple part geometries [14,30,32]. One of the first was introduced by Gatrell [32] in 1989. Using an extension of Gaussian images [37], Gatrell determines opposite surfaces on objects to efficiently search for suitable grasps. By neglecting grasps
on concave surfaces and performing a collision check with a model of the used gripper, Gatrell further refines the amount of applicable grasps. The resulting grasps are then checked for rotational stability and sorted accordingly. Borst et al. [14] create randomized grasp candidates consecutively reviewing them by different metrics, such as the grasp wrench space [14] and the convex cone described by Hirai [38]. They highlight the efficiency of their approach for simple geometries.

Another form of simplification is the spatial reduction of synthesized grasp poses. This can have multiple reasons. Neglecting two of the rotational degrees of freedom, Smith et al. [33] generate grasps for a SCARA robot kinematic, which is only capable of executing 4D grasps. In their approach, they use horizontal cross-sections of the object to be picked. In a multi-stage procedure, grasps are then generated along the edges of the created 2D polygon and different criteria such as friction and accessibility are checked. The resulting grasps are sorted by means of a metric consisting of friction and applicable torque. In a more recent approach, Mahler et al. [20] use an extension [31] of the grasp planning proposed by Smith et al. [33] to generate grasps for known objects. Using similar metrics as Smith et al., they incorporate uncertainty in the underlying 3D camera images of a single viewpoint. With only a partial representation of the unknown geometry of the part, the grasps are therefore reduced to top-down grasps. Consecutively, they train an artificial neural network with the generated grasps. Similarly, Johns et al. [19] use a fixed grasping height and define the longitudinal axis of the gripper strictly orthogonal to the floor. This results in 3D grasps with two translational and one rotational dimension, the latter around the gripper’s longitudinal axis.

Table 1 illustrates a comprehensive overview of different approaches and their underlying grasp synthesis methodologies. Online approaches using an artificial neural network for unknown objects often train these networks using labeled

| Approach          | Geometry | Definition | Freedom |
|-------------------|----------|------------|---------|
| Mahler et al. [31]| complex  | algorithmic| top-down|
| Spenrath et al. [28,24,25] | complex  | manual    | 6D      |
| Gatrell [32]      | simple   | algorithmic| 6D      |
| Smith et al. [33] | simple   | algorithmic| top-down|
| Buchholz et al. [27] | complex  | manual    | 6D      |
| Mousavian et al. [21] | complex  | random    | 6D      |
| Brook et al. [23] | complex  | random    | 6D      |
| Bölh et al. [22]  | complex  | random    | 6D      |
| Depierre et al. [34] | complex  | random    | top-down|
| Johns et al. [19] | complex  | random    | top-down|
| Saxena et al. [35]| complex  | manual    | 6D      |
| ours              | complex  | algorithmic| 6D      |

Table 1: Grasp synthesis approaches compared in terms of part geometry (complex or simple), grasp definition (manual, algorithmic, or random), and the degrees of freedom of the grasp (top-down or 6D).
datasets. Thus, for these machine learning approaches only the offline training phase is considered.

Hence, most approaches use an offline grasp synthesis, either for an initial training data set or for the final execution. Beside an automatic generation of grasps and high dimensionality of the gripper pose, a high variance of the generated grasp poses is seen as beneficial \[21\]. For most industrial applications, it can further be expected that the part geometry is available beforehand \[6,16\].

3 Automatic Grasp Pose Generation

We propose an offline approach for the automatic generation of grasps for a given object. In industrial use cases, we can either expect to obtain the parts’ CAD data or a scan of the part a priori \[39,40\]. Therefore, it seems reasonable to use this knowledge to generate part-specific grasps. To create these, a set of criteria needs to be fulfilled. These criteria are defined to be necessary for a suitable grasp candidate. While most CAD file formats allow for a continuous description of the parts’ surfaces, many applications use their own, proprietary file format. Converting them to open formats often inherits loss of geometric information either way. In addition, discretized geometries are easier to process. Therefore, in the following work, point clouds are used to represent the geometry of the parts as depicted in Fig. 2 for both an artificial object and a real CAD model. These point clouds can be generated from CAD files. Furthermore, through the use of point cloud data, the straightforward use of part scans is possible. To enable a greater diversity of grasp poses, in a last step a clustering algorithm is used to reduce the resulting number of grasps.

For each two-point combination, four criteria need to be fulfilled to form a valid grasp candidate. Quite trivially, for a successful grasp the part has to fit
between the gripper fingers. The distance between both contact points consequently has to be smaller than the stroke of the gripper. In addition, the gripper fingers must rest against the outside of the part. Analogue to previous work, the grasps have to be checked for sufficient friction through their angle of contact. Lastly, a simple collision check enables the exclusion of grasp candidates on strongly concave surfaces or near edges. All criteria are depicted from left to right in Fig. 3.

3.1 Grasp Synthesis

To review these criteria on a given part geometry, we define \( g \in \text{SE}(3) \) as a grasp pose, where \( G \) is the set of all grasp poses. Each of these grasp poses is defined by an Euclidean group \( \text{SE}(3) \) consisting of a rotation matrix \( R \in \text{SO}(3) \) and a translation vector \( t \in \mathbb{R}^3 \). Each point \( p \) with translation and normal vector is part of the point cloud \( W = \{ p_1, p_2, \ldots, p_n \} \). Between any two points \( p_i \) and \( p_j \), a grasp pose candidate can be defined. Considering the simplified gripper model to be symmetrical, we can furthermore conclude that \( g(p_i, p_j) = g(p_j, p_i) \).

The resulting amount of possible point combinations and therefore grasps leads to \( |G| = \frac{1}{2} \cdot (n^2 - n) \). Accordingly, for a relatively small point cloud of 10,000 points already 49,995,000 point combinations need to be checked. Hence, it is reasonable to examine the criteria in a multi-step procedure. As all criteria need to be fulfilled, point combinations can be excluded if they fail one of the tests.

To check whether the object will fit between the gripper, the distance can be computed as the Euclidean norm of the vector \( v \in \mathbb{R}^3 \) between the translation of the contact points \( p \). This is done for every combination of points. Fig. 5 shows the results of all possible combinations for a fixed point for the real object named IPABar [7] of the Fraunhofer IPA Bin-Picking dataset [41,7]. Point combinations not excluded by the comparison to the stroke of the gripper can then be checked for their contact angles. This is achieved by means of calculating the friction cone of the gripper as shown in Fig. 1 (b). The resulting angle of the friction cone must then be compared to the angle between the connecting vector and the surface normal at each contact point. Because we are not yet accounting for the weight, pose, and center of mass of the part, we introduce an additional safety factor of 1.5 to allow for the compensation of acceleration-induced forces such as gravity. Using the connecting vector and surface normals, we can further distinguish grasps from the inside and outside, if needed.

Until now, grasp poses have only been defined by two opposing contact points. With these, we can fully define the grasp pose’s translation by simply choosing the midpoint in between. In the same way, two of the three rotational degrees of freedom can be defined. Yet, the rotation around the connecting vector needs to be discretized, as shown in Fig. 6. For each discrete orientation, a quick collision check is performed by placing two cuboids around the contact points. If the set resulting by subtracting the inner (see Fig. 3 (c), right or Fig. 5 (c) in orange) from the outer cuboid (see Fig. 4 (c), right or Fig. 5 (c) in green) does not contain any points, we can assume that no collision will occur. To account for a small unevenness or curvature of the surface, we set the length of the inner
Fig. 4: Conditions visualized on a 2D sample point cloud with valid combinations to a blue target point in green and invalid combinations in orange: (a) gripper stroke check, (b) friction check, (c) collision check.

Fig. 5: Conditions visualized on a 3D real point cloud with valid combinations to a blue target point in green and invalid combinations in orange: (a) gripper stroke check, (b) friction check, (c) collision check.

cuboid slightly larger than the norm of the connecting vector. A sketch for each check is shown in Fig. 4 and a sample image of a real point cloud in Fig. 5.

3.2 Grasp Clustering

With the described procedure, the amount of possible point combinations can already be significantly reduced. Though, while all of the resulting grasp poses shown in Fig. 7 and Fig. 8 might be successful candidates, for most applications several ten thousand grasps are excessive. To further reduce the amount of grasps to be checked in simulation or real-world trials, a clustering algorithm is applied. While many approaches rank the resulting grasps by metrics, such as friction, through this approach we aim to ensure a greater variety of grasps in terms of position and orientation. This optimizes the chance to obtain kinematically feasible grasp poses even in highly cluttered scenes. Solely ranking resulting

Fig. 6: Discretization around the middle axis of the gripper.
grasps by some sort of quality metric may result in an accumulation of grasps in some areas, while other areas would remain without any grasps. Reducing the amount of grasps by randomly selecting them could result in a similar problem if there is an accumulation of grasps in a specific area.

Clustering algorithms enable data points to be grouped by their similarity. For our approach, we use a resulting side effect: If clusters contain elements of greater similarity, the dissimilarity between elements of different clusters should be greater. Grasps of the same cluster are nearby in the pose space. Choosing elements of different clusters could accordingly be a feasible approach to ensure a greater diversity of elements. As we are searching for grasp poses in the set of grasps whose selection ensures a great diversity, a $k$-medoids algorithm seems appropriate. In contrast to the more common $k$-means, the cluster centers are actual elements of the clusters instead of their mean. For a first examination, we chose the Partitioning Around Medoids (PAM) algorithm \cite{pam}. Although rather slow, it proved to be superior to $k$-means for our specific application. Aiming for an offline approach, the slower processing time is negligible.

![Fig. 7: Grasp reduction through clustering: (a) resulting grasps from sampling, (b) translational clusters, (c) rotational cluster centers and final grasp candidates.](image)

![Fig. 8: Grasp reduction through clustering on the IPABar \cite{ipabar}: (a) resulting grasps from sampling, (b) translational clusters, (c) rotational cluster centers and final grasp candidates.](image)

To ensure a decent distribution of grasps along the geometry of the object, firstly the grasps are clustered according to their midpoint’s translation. In a second step, each of the resulting translational clusters is then clustered again
Fig. 9: Example geometries of the Fraunhofer IPA [41] and Siléane [43] datasets. The point sampled geometry is shown as green dots and the resulting grasp points are displayed in red for the (a) IPABar, (b) IPAGearShaft, (c) IPARingScrew, (d) IPAUBolt, (e) SileaneBrick, (f) SileaneBunny, (g) SileaneCandleStick, (h) SileaneGear, (i) SileanePepper, (j) SileaneTLess20, (k) SileaneTLess22, and (l) SileaneTLess29 object.

according to the normed connecting vector of the point combination. This two-step approach helps ensuring a high variety of grasps along the entire part geometry. All described steps are shown schematically in Fig. 7 and on the sample object IPABar [7] in Fig. 8.

4 Evaluation

4.1 Qualitative Analysis

Applying the described algorithm to various parts of the Fraunhofer IPA Bin-Picking dataset [41] and the Siléane Dataset for Object Detection and Pose Estimation [43] yielded the results shown in Fig. 9. A solely qualitative analysis of the synthesized grasps supports the validity of our proposed approach. Grasp
pose candidates could be found for every tested object and the resulting grasps are spread all over the geometry of the part.

4.2 Experiments in a Real-World Robot Cell

To evaluate our approach in a real-world task, an analytical bin-picking solution\cite{28} was provided with the option to import the generated grasps. The approach records a 3D point cloud of the scene, estimates 6D object poses using template matching\cite{44,45}, and selects a collision-free and kinematically feasible grasp pose on the localized objects using heuristic search\cite{24,25,26}.

Previously, possible grasp poses had to be manually defined on the object of choice. Using the presented approach, this time-consuming step can be neglected. The grasping trials show a successful application of different grasp poses generated by the proposed algorithm. Using the grasps generated by our approach, we report a grasp success rate of 91% during the emptying process of 25 chaotically filled bins with ring screws (see Fig. 9 (c)). Videos of our experiments are available at \url{https://owncloud.fraunhofer.de/index.php/s/MPpjLHgubg5f2dV}.

4.3 Discussion

In the following, we summarize strengths and discuss limitations of our approach.

**Strengths** The use of point cloud data as input format enables us not only to be independent of the various existing CAD formats, but also allows for the immediate use of part scans if no CAD data is available. In industrial usage, we can expect to either obtain CAD data or a part scan beforehand. For reasonable point cloud sizes, we can generate a great amount of grasp candidates in a matter of seconds to few minutes on a common office computer. Further improvements in computation time are possible through the utilization of task parallelization.

A first, qualitative analysis of the generated grasps on different parts shows a good distribution over the geometry of the object. Through the use of the PAM clustering algorithm, we can also obtain a high variance in grasp poses. To our knowledge, this is the first implementation of a clustering algorithm in search of a reduced set of highly diverse grasps. By simplifying the gripper’s main geometric parameters, our algorithm is further fairly easy to use and adapt to different grippers. The application in a real-world robot cell proved to be promising. For the generation of grasp poses, almost no user interaction is required, resulting in a highly efficient generation of grasp candidates.

**Limitations** Whereas the time needed for the generation of grasp poses is reasonable for an offline approach, in comparison to online approaches it is still rather slow. Although enabling a great variance in grasp poses, the clustering algorithm takes up a major amount of the time needed for grasp generation. The

\footnote{\url{https://www.youtube.com/watch?v=xhTkgaqg8wQ}}
computation time of the clustering algorithm rises with an increasing amount of grasp poses. In our tests on a common office computer, the computation time for the clustering ranged from a few minutes up to a couple of hours. To accelerate the process, multiple approaches are feasible. Firstly, the clustering algorithm is a great candidate for task parallelization, as is the grasp generation algorithm. Further, another, less precise clustering algorithm could be used. First trials with $k$-Means showed limited success, as clustering seemed sub-par compared to the results acquired with $k$-Medoids. A reduction of grasps fed into the clustering algorithm is another viable way, although problems were mentioned in Section when scaling down the cloud by a randomly applied filter.

The collision check implemented is rather minimal. Using a full gripper model would allow for the algorithm to reduce grasp poses more efficiently. The full integration of a gripper model is planned for the integration of the algorithm in a holistic bin-picking approach.

Our method allows to report high grasping success rates in real-world robot systems. Still, the approach does not consider a physical interaction between the object and the gripper. Testing the grasps in a physics simulation or removing unsuccessful grasps on the real system from the set of possible grasps are options to further increase the grasping success rate.

5 Conclusions and Future Work

In this paper, we proposed a novel approach for the automatic generation of grasp poses for known rigid objects for parallel jaw grippers. Using point clouds of the objects to be grasped, various metrics are checked to find possible grasp candidates. To further reduce the grasp poses located by this process, we use a clustering algorithm to refine the created set of grasps while maintaining a high variance in grasp poses. In future work, the approach shall be extended to other gripper types, such as suction and magnetic grippers.
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