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Abstract—Unsourced random-access (U-RA) is a type of grant-free random access with a virtually unlimited number of users, of which only a certain number \( K_a \) are active on the same time slot. Users employ exactly the same codebook, and the task of the receiver is to decode the list of transmitted messages. We present a concatenated coding construction for U-RA on the AWGN channel, in which a sparse regression code (SPARC) is used as an inner code to create an effective outer OR-channel. Then an outer code is used to resolve the multiple-access interference in the OR-MAC. We propose a modified version of the approximate message passing (AMP) algorithm as an inner decoder and give a precise asymptotic analysis of the error probabilities of the AMP decoder and of a hypothetical optimal inner MAP decoder. This analysis shows that the concatenated construction under optimal decoding can achieve a vanishing per-user error probability in the limit of large blocklength and a large number of active users at sum-rates up to the symmetric Shannon capacity, i.e. as long as \( K_a R < 0.5 \log_2(1 + K_a \text{SNR}) \). This extends previous point-to-point optimality results about SPARCs to the unsourced multiuser scenario. Furthermore, we give an optimization algorithm to find the power allocation for the inner SPARC code that minimizes the SNR required to achieve a given target per-user error probability with the AMP decoder.

Index Terms—Internet of Things (IoT), Machine Type Communication (MTC), Unsourced Random Access, Sparse Regression Code (SPARC), Approximate Message Passing (AMP).

I. INTRODUCTION

In new application scenarios of wireless networks such as Internet-of-Things (IoT), it is envisioned that a very large number of devices (referred to as users) are sending data to a common access point. Typical examples thereof include sensors for monitoring smart infrastructure or biomedical devices. This type of communication is characterized by short messages and sporadic activity. The large number of users and the sporadic nature of the transmission makes it very wasteful to allocate dedicated transmission resources to all the users. In contrast to these requirements, the traditional information theoretic treatment of the multiple-access uplink channel is focused on few users \( K \), large blocklength \( n \) and coordinated transmission, in the sense that each user is given an individual distinct codebook, and the \( K \) users agree on which rate \( K \)-tuple inside the capacity region to operate \([2,3]\) \([4]\). Mathematically, this is reflected by considering the limit of infinite message- and blocklength while keeping the rate and the number of users fixed. This approach does not capture the bursty random arrival of messages in real world multiple access networks \([5]\), which lead to the widespread success of packet based random-access models \([6,7,8,9]\). Such models are based on simplified collision channels \([10]\), which ignore the underlying physical communication and are thereby limited in the achievable performance \([11,12]\). An alternative information theoretic route, more suited to capture the short messages of machine-type communication, was taken in recent works like \([13,14]\), where the number of users \( K \) is taken to infinity along with the blocklength. It was shown that the information theoretic limits may be drastically different when the number of users grows together with the blocklength.

On a high level, we distinguish between grant-based and grant-free approaches. In a grant-based protocol the active users are identified and the base-station (BS) can then allocate transmission resources to the active users, while in a grant-free protocol the users transmit their data right away without awaiting the approval of the BS. For a recent overview of grant-free protocols see \([15]\). A novel grant-free random access paradigm, referred to as unsourced random-access (U-RA), was suggested in \([14]\). In U-RA each user employs the same codebook and the task of the decoder is to recover the list of transmitted messages irrespective of the identity of the users. The number of inactive users in such a model can be arbitrarily large and the performance of the system depends only on the number of active users \( K_a \). Furthermore, a transmission protocol without the need for a subscriber identity is well suited for mass production. These features make U-RA particularly interesting for the aforementioned IoT applications.

In \([14]\), the U-RA model for the real adder AWGN-MAC was introduced and a finite-blocklength random coding bound on the achievable energy-per-bit over noise power spectral density \((E_b/N_0)\) was established. In following works several practical approaches were suggested which successively reduced the gap to the random coding achievability bound \([16,17,18,19]\). The model has been extended to fading \([20]\) and MIMO channels \([21]\). A concatenated coding approach for the U-RA problem on the real adder AWGN was proposed in \([17]\). The idea is to split each transmission into \( L \) subslots. In each subslot the active users send a column from a common inner coding matrix, while the symbols across all subslots are chosen from a common outer tree code. We build upon the finding of \([17]\) and its similarity to sparse regression codes (SPARCs) to give an improved inner decoder and a complete asymptotic error analysis. SPARCs were introduced in \([22]\) as a class of channel codes for the point-to-point AWGN channel, which can achieve rates up to Shannon capacity under maximum-likelihood decoding. Later, it was shown that SPARCs can achieve capacity under approximate message passing (AMP) decoding with either power allocation \([23]\) or spatial coupling \([24,25,26,27]\). AMP is an iterative low-complexity algorithm for solving random linear estimation problems or generalized versions thereof \([28,29,30]\). A recent survey on SPARCs can be found in \([31]\).
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One of the appealing features of the AMP algorithm is that it is possible to analyse its asymptotic error probability, averaged over certain random matrix ensembles, through the so called state evolution (SE) equations \[30, 32\]. Interestingly the SE equations can also be obtained as the stationary points of the replica symmetric (RS) potential, an expression that was first calculated through the non-rigorous replica method \[33, 34\]. It was shown that in random linear estimation problems the stationary points of the RS potential also characterize the symbols-wise posterior distribution of the input elements and therefore also the error probability of several optimal estimators like the minimum-mean-square error (MMSE) estimator \[34, 35\]. The difference between the AMP and the MMSE estimate is that the MMSE always corresponds to the global minimum of the RS-potential, while the AMP algorithm gets ‘stuck’ in local minima. The rate below which the global minimum of the RS-potential, while the AMP estimate is that the MMSE estimate always corresponds to the same error probability as the MAP decoder. In parameter regions where there is a gap between the achievable error probability of the AMP and the MAP decoder we propose a method for finding an optimal power allocation that is able to improve the performance of the AMP decoder significantly.

- We provide finite-length simulations to show the efficiency of the proposed coding scheme and the accuracy of the analytical predictions.

The paper is organized as follows. In Section II we describe the channel model. In Section III we introduce the concatenated coding scheme. In Section IV we introduce the inner AMP decoder and the optimal, but uncomputable, MAP decoder and analyse their asymptotic error probabilities. In Section V we analyse the quantization step, which is necessary for a binary-input outer decoder. In Section VI we formulate the outer channel and give converse and achievability results. In Section VII we analyse the concatenated code. In Section VIII we give an algorithm to optimize the power allocation and in Section IX we introduce a low-complexity approximation of the suggested AMP algorithm. In Section X we give finite-length simulations and compare them to the analytical results.

II. Channel Model

Let \(K_a\) denote the number of active users, \(n\) the number of available channel uses and \(B = nR\) the size of a message in bits. The spectral efficiency is given by \(\mu = K_aR\). The channel model used is

\[
y = \sum_{i=1}^{K_{uv}} q_i x_i + z, \tag{1}
\]

where each \(x_i \in C \subset \mathbb{R}^n\) is taken from a common codebook \(C\) and \(q_i \in \{0, 1\}\) are binary variables indicating whether a user is active. The number of active users is denoted as \(K_a = \sum_{i=1}^{K_{uv}} q_i\). The codewords are assumed to be normalized as \(\|x_i\|_2^2 = nP\) for a given energy-per-symbol \(P\), and the noise vector \(z\) is Gaussian iid \(z_i \sim \mathcal{N}(0, N_0/2)\), such that \(\text{SNR} = 2P/N_0\) denotes the per-user SNR. All the active users pick one of the \(2^B\) codewords from \(C\), based on their message \(W_k \in [1 : 2^B]\). The decoder of the system produces a list \(g(y)\) of at most \(K_a\) messages. An error is declared if one of the transmitted messages is missing in the output list \(g(y)\) and we define the per-user probability of error as:

\[
P_e = \frac{1}{K_a} \sum_{k=1}^{K_a} \mathbb{P}(W_k \notin g(y)). \tag{2}
\]

Note that the error is independent of the user identities in general and especially independent of the inactive users. The performance of the system is measured in terms of the required \(E_0/N_0 := P/(RN_0)\) for a target \(P_e\) and the described coding construction is called reliable if \(P_e \to 0\) as \(n \to \infty\).

III. Concatenated Coding

In this work we focus on a special type of codebook, where each transmitted codeword is created in the following way: First, the \(B\)-bit message \(W_k\) of user \(k\) is mapped to an \(LJ\)-bit
where codes where the matrices \( A \) is then created as

\[
x_k = \sum_{l=1}^{L} \sqrt{p_l} a_{i_k(l)}.
\]

The columns \( a_{i_k(l)} \) of \( A \) are assumed to be zero mean and scaled such that \( \|a_{i_k(l)}\|_2 = 1 \) and the power coefficients \( p_l \) are chosen such that \( \mathbb{E}[\|x_k\|_2^2] \leq nP \) where the expectation is taken over all choices of indices \( (i_k(1), ..., i_k(L)) \). The above encoding model can be written in matrix form as

\[
y = \sum_{k=1}^{K_a} A^T m_k + z = A \left( \sum_{k=1}^{K_a} m_k \right) + z.
\]

where \( A = (A_1 | ... | A_L) \) and \( m_k \in \mathbb{R}^{2^L} \) is a non-negative vector satisfying \( m_{k, (l-1)2^j + i(l)} = \sqrt{p_l} \) and zero otherwise, for all \( l = [1 : L] \). Let \( \theta = \sum_{k=1}^{K_a} m_k \) and let \( s \) denote the support of \( \theta \) with multiplicity, such that \( \theta = (\sqrt{p_1} a_1 | ... | \sqrt{p_L} a_L)^T \). That is, the components of \( s \) indicate how many active users have chosen a specific column of \( A \). We refer to \( \sqrt{p_l} a_l \) as the \( l \)-th section of \( \theta \). The linear structure allows to write the channel (4) as a concatenation of the inner point-to-point channel \( \theta \rightarrow A \theta + z \) and the outer binary input adder MAC \( (m_1, ..., m_K_a) \rightarrow s \). We will refer to those as the inner and outer channel, the corresponding encoder and decoder will be referred to as inner and outer encoder/decoder and the aggregated system of inner and outer encoder/decoder as the concatenated system. The per-user inner rate in bits per channel use (c.u.) is given by \( R_{in} := LJ/n \) and the outer rate is given by \( R_{out} = B/LJ \). For the sake of the analysis we shall consider a random ensemble of codes where the matrices \( A_l \) are generated with i.i.d. Gaussian components \( \sim N(0, 1/n) \) and the outer encoded indices \( i_k(l) \) are distributed uniformly and independently over \( [1 : 2^L] \). Furthermore, we assume that the power coefficients are uniformly \( p_1 \equiv nP/L \), such that the power constraint \( \mathbb{E}[\|x_k\|_2^2] \leq nP \) is fulfilled on average over the code ensemble. The uniform power allocation will be relaxed in Section VII where we will consider a non-uniform power allocation.

IV. INNER CHANNEL

In this section we focus on the inner decoding problem of recovering \( s \) from

\[
y = A \theta + z = \sqrt{P} A s + z
\]

where \( \hat{P} = nP/L \). Let \( k_i \in [0 : K_a] \) for \( i \in [1 : 2^L] \) be non-negative integers. The probability of observing a specific \( s' \) is given by:

\[
p(s' = (k_1, ..., k_{2^L})) = 2^{-K_a} \frac{K_a!}{k_1! \cdots k_{2^L}!}
\]

if \( \sum_{i=1}^{2^L} k_i = K_a \) and zero otherwise. This is a multinomial distribution with uniform event probabilities. The marginals of such a distribution are known to be Binomial, i.e.:

\[
p_k := \mathbb{P}(s_i' = k) = \binom{K_a}{k} 2^{-K_a J \left( (1 - 2^{-J}) K_a - k \right)}
\]

and specifically, the probability of observing a zero is:

\[
p_0 := \mathbb{P}(s_i' = 0) = (1 - 2^{-J})^{K_a}
\]

We define two estimators for \( s \). The first is a variant of the approximate message passing (AMP) algorithm, which we will refer to as AMP-estimator. An estimate of \( s \) is obtained by iterating the following equations:

\[
\theta^{t+1} = f_t(A^T z^t + \theta^t)
\]

\[
z^{t+1} = y - A \theta^{t+1} + \frac{2^L J}{n} z^t (f_t(A^T z^t + \theta^t))
\]

where the function \( f_t : \mathbb{R}^{2^L} \rightarrow \mathbb{R}^{2^L} \) is defined componentwise \( f_t(x) = (f_{t,1}(x_1), ..., f_{t,2^L}(x_{2^L})) \) and each component is given by

\[
f_{t,i}(x) = \sqrt{\frac{P}{Z(x)}} \sum_{k=0}^{K_a} p_k \exp \left( \frac{1}{2\tau_i} (x - k \sqrt{\hat{P}})^2 \right)
\]

with \( \tau_i^2 = \|z_i'\|^2/n, p_0 \) as in (6) and

\[
Z(x) = \sum_{k=0}^{K_a} p_k \exp \left( \frac{1}{2\tau_i} (x - k \sqrt{\hat{P}})^2 \right).
\]

\( (x) = (\sum_{i=1}^{N} x_i)/N \) in (9) denotes the arithmetic mean of a vector, \( f'_t \) denotes the componentwise derivative of \( f_t \) and \( z^0 = 0 \) is chosen as the initial value. After the equations (9) are iterated for some fixed number of iterations \( T_{max} \), a final estimate of \( s \) is obtained by quantizing \( \theta^{T_{max}} \) to the nearest integer multiple of \( \sqrt{\hat{P}} \) and dividing by \( \sqrt{\hat{P}} \). Note, that each of the functions \( f_{t,i} \) in (10) is chosen as the posterior-mean estimator (PME) of the component \( \theta_i \) in a scalar Gaussian channel with noise variance \( \tau_i^2 \). This is justified by the remarkable property of the AMP algorithm that the terms \( A^T z^t + \theta^t \) are distributed approximately like \( N(\theta, \tau_i^2 I) \), i.e. like the true signal in iid Gaussian noise [30,32].

The second estimator that we analyze is the symbol-by-symbol maximum-a-posteriori (SBS-MAP) estimator of \( s \)

\[
\hat{s}_i^t = \arg \max_{s \in [0,K_a]} \mathbb{P}(s_i' = s | y, A),
\]

which minimizes the SBS error probability \( \mathbb{P}(\hat{s}_i^t \neq s_i') \) but is infeasible to compute in practice. Let

\[
P_e^\text{inp} = \frac{1}{L2^L} \sum_{l=1}^{L} \sum_{j=1}^{2^L} \mathbb{P}(\hat{s}_i^t \neq s_i')
\]

denote the inner per-user SBS error rate for some symbol-wise estimator \( \hat{s}_i^t \), and let \( P_e^{\text{MAP}} \) and \( P_e^{\text{AMP}} \) denote the corresponding inner error rates of the MAP and the AMP estimator respectively.
A. Asymptotic Error Analysis

The error analysis is based on the self-averaging property of the random linear recovery problem \( \mathbf{A}_s \) in the asymptotic limit \( L, n \to \infty \) with a fixed \( J \) and fixed \( R_m \). That is, although \( \mathbf{A}_s \), \( s \), and \( z \) are random variables, the error probability of both mentioned estimators converges sharply to its average value. The convergence behavior is fully characterized by the external parameters \( J, R_m, \text{SNR} \) and \( K_a \). It is known that the asymptotic estimation error of the AMP algorithm can be analysed by the so called state evolution (SE) equations.

**Theorem 1.** In the limit \( n, L \to \infty \) for fixed \( J \) and fixed \( R_m \) the mean-square-error (MSE) of the AMP estimate \( \mathbf{y} \) converges to the MSE of estimating \( s \) in the scalar Gaussian channel

\[
r = \sqrt{\eta s} + z
\]

where \( s \) is distributed according to the binomial distribution \( p(s = k) \) specified in (14), i.e. the marginal distribution of a single section of \( s \), and \( z \sim \mathcal{N}(0, 1) \) is independent of \( s \). The factor \( \eta \geq 0 \) is given as the smallest non-negative solution of

\[
\frac{d}{d\eta} \lambda_{\text{AMP}}(\eta) = 0
\]

where \( \lambda_{\text{AMP}}(\eta) \) is given by

\[
\lambda_{\text{AMP}}(\eta) = 2 J (\eta \hat{P}) + \frac{J}{2} \left[ (\eta - 1) \log_2(e) - \log_2(\eta) \right]
\]

\( I(\eta \hat{P}) \) denotes the mutual information between \( r \) and \( s \) in the scalar Gaussian channel (14).

**Proof:** The theorem is merely a restatement of the SE result in (14) that states the MSE of the \( \mathbf{A}_s \) can be described asymptotically by a scalar Gaussian channel where the effective noise variance follows the recursion

\[
\tau_{r+1}^2 = 1 + \beta \hat{P} \mathbb{E}[(s - f_t(\hat{P}s + \tau_r^2 z)]^2)
\]

with \( \tau_r^2 = \|y\|^2/\beta \) and \( s, z \) jointly distributed as in (14). It is well known that in general the minimum-mean-square-error (MMSE) can be achieved by the PME \( \mathbb{E}[s|y] \). Since the \( f_t \) was chosen precisely as the PME of \( \sqrt{\hat{P}}s \) in a scalar Gaussian channel of the form (14) with \( \eta = 1/\tau_0^2 \), it holds that

\[
\mathbb{E}[(s - f_t(\hat{P}s + \tau_0^2 z)]^2) = \text{mmse}(\eta \hat{P}),
\]

where we introduce the MMSE function \( \text{mmse}(\eta \hat{P}) = \mathbb{E}[(s - \mathbb{E}[s|y])^2] \) in a Gaussian channel (14). Since the recursion starts at a high noise (low \( \eta \)) point and because \( \text{mmse}(\eta \hat{P}) \) is monotonically decreasing in \( \eta \) the point of convergence is given by the smallest \( \eta \) for which

\[
\eta^{-1} = 1 + \beta \hat{P} \text{mmse}(\eta \hat{P})
\]

holds. Setting the derivative of (16) with respect to \( \eta \) to zero shows that (19) is precisely the condition for a stationary point. This can be seen using the I-MMSE theorem (40), which states that in a Gaussian additive noise channel it holds that:

\[
\frac{1}{\log_2(e)} \frac{d}{d\eta} I(\eta \hat{P}) = \frac{\hat{P}}{2} \text{mmse}(\eta \hat{P})
\]

The mutual information in (16) is bounded by the entropy of the input distribution for \( \eta \to 0 \) and so \( \lim_{\eta \to 0} i^{RS}(\eta) \to \infty \). Furthermore, (16) is continuously differentiable and therefore the smallest stationary point, i.e. the smallest \( \eta \) for which \( \eta = 0 \) is necessarily either a local minimum or a saddle point but never a local maximum. Note that although the assumed distribution on \( s \) is not iid the AMP algorithm in (21) uses a separable denoiser. In this case the SE result of (30) does not require \( s \) to be iid, but only that its empirical marginal distributions converge to some limit, which is required for the calculation of the SE. In fact, the presented AMP algorithm is not optimal since it does not make full use of the distribution of \( s \), i.e. it ignores the correlation among different components of \( s \) within a section. The optimal AMP algorithm would use the vector PME of \( s \) in the following Gaussian vector channel as a denoiser:

\[
r' = \sqrt{\eta \hat{P}s} + z'
\]

where \( s' \in \mathbb{R}^J \) is distributed according to the vector distribution \( p(s') \), specified in (6), the distribution of a single section of \( s \), and \( z' \in \mathbb{R}^J \) is Gaussian iid with \( \mathcal{N}(0, 1) \) components, independent of \( s' \). The vector PME can be expressed as follows

\[
\lambda^{\text{opt}}_{k,i} = \frac{1}{Z(r)} \sum_{s'} s' \exp \left( -\frac{1}{2} \left\| r - \sqrt{\eta \hat{P}s'} \right\|_2^2 \right) p(s'),
\]

where \( \sum_{s'} \) denotes the sum over all possible configurations within one section and \( Z(r') \) is a normalisation factor. Note, that the number of possible configurations of \( s_0 \) and therefore the number of terms in the sum \( \sum_{s'} \), grows exponentially in \( J \) and \( K_a \) which makes the direct computation of the vector PME infeasible. Nonetheless, according to (22), the MSE of this infeasible version of AMP can be tracked in the same way as in Theorem 1 but with the vector channel (21) instead of the scalar channel and \( \eta \geq 0 \) is given as the smallest stationary point of the potential

\[
i^{RS}(\eta) = I_{2J}(\eta \hat{P}) + \frac{J}{2\beta} \left[(\eta - 1) \log_2(1) - \log_2(\eta) \right]
\]

where \( I_{2J}(\eta \hat{P}) \) denotes the mutual information between \( r' \) and \( s' \) in the Gaussian vector channel (21) and \( \beta = 2^J L/n = R_m 2^J/J \) is the aspect ratio of the matrix \( \mathbf{A}_s \) in (5). Note, that for \( J = 0 \), i.e. blocks of size one, (23) coincides (16).

An integral part of the proof of the SE equations in (30) is that the intermediate terms \( \mathbf{A}_s' z' + \theta' \), appearing in (9), are indeed asymptotically distributed as in the decoupled Gaussian channel (21). Therefore, the error statistics of any estimator that is applied to \( \mathbf{A}_s' z' + \theta' \) after convergence \( (t \to \infty) \) can be analysed by studying the same estimator on the Gaussian channel (21) at the appropriate channel strength \( \eta \hat{P} \).

A crucial point is that the asymptotic AMP performance is given by the smallest stationary point of the potential function. In particular, the MSE of AMP with the optimal vector PME (22) is described by the smallest stationary point of (23), while the MSE of AMP with the scalar PME (10) is described by the smallest stationary point of (16). Nonetheless, the potential functions also contains information about the performance of
the optimal MMSE estimate $\hat{s} = \mathbb{E}[s|A, y]$ [41]. Specifically, the asymptotic MMSE is given by the MSE of the PME of $s$ in the Gaussian vector channel (21), similar to the analysis of AMP with the vector PME (12), but the effective channel strength $\eta$ is now the global minimizer of (23). We illustrate the used terminology in Figure 1. Note, that it is possible that the smallest stationary point and the global minimum coincide. In that case the AMP estimate coincides with the MMSE estimate. For $s$ with iid components, i.e. the special case $J = 0$ where (23) reduces to (16), this connection was first discovered, using the non-rigorous replica method, in [33] for binary iid signals $s$ and generalized to arbitrary iid $s$ in [34, 29]. For this reason, the potential function (15) was termed the replica symmetric (RS) potential. This heuristic discovery was later confirmed rigorously in [38, 39]. The proof in [39] Ch. 4 is based on an adaptive interpolation approach and includes the case of block iid signals which are shown to be described by the global minimizer of (23).

Even in the iid signal case, the original results obtained by the replica method were slightly stronger then the rigirized versions in [38, 39, 41]. Specifically, they included the so called decoupling property [33, 34, 35], which informally states that, in the case of an iid prior, the conditional posterior distribution of $s$ in the model (5) indeed behaves like the conditional posterior distribution induced by the scalar Gaussian channel (14). Motivated by the similarity of the RS potentials in the iid and in the block iid cases, respectively in (16) and (23), we conjecture that the decoupling principle holds (subject to the validity of the replica-based analysis) also for the block iid case, when the length of the blocks $2^J$ is constant with $n$ and $L$. This is summarized in the following

Claim 1 (Decoupling Property). For an arbitrary section index $l$ let $s^l_0$ be a sample from the marginal posterior distribution $p_{s^l|x, A}$ where $y$ is created according to model (5) and $s^l_0$ being distributed according to the prior distribution of one section (6). We say that the decoupling property holds in some specified limit if the joint distribution of $(s^l_0, s^l)$ converges to the joint distribution of $(s^l_0, s^l)$ defined as follows. $s^l_0$ is again distributed according to the prior of a single section while, conditional on $s^l_0$, $s^l$ is distributed according to the posterior distribution $p_{s^l|x}^l$ evaluated at the output of a Gaussian vector channel $r^l = \sqrt{\eta}P s^l_0 + z^l$ with input $s^l_0$. The factor $\eta \geq 0$ is given as the global minimizer of (23).

Remark 1. The decoupling property implies that the error statistics of every estimator that is based purely on the marginal posterior distribution, including the SBS-MAP estimator, is asymptotically given by the error statistic of the same estimator but with the true posterior distribution replaced by a posterior distribution in a degraded Gaussian channel, where the degradaton factor $\eta$ is given as the solution of the minimisation of (23). Therefore, asymptotically, once $\eta$ has been determined, the error of the SBS-MAP estimator can be computed as the error of the estimator $\hat{s}_i = \arg\max P(s^l_i = s|r^l_i)$ in the channel (21). Claim 1 is supported by several reasons:

1) It was proven in [39] Ch. 4 that the mutual information between $s$ and $y$ in (5) converges to the RS potential (23). Through a limiting argument together with the I-MMSE theorem it is possible to conclude the convergence of the posterior-mean estimation error of $s$ from (5) to the MMSE in the Gaussian vector channel [41, Corollary 7].

2) The replica-based proof of the scalar decoupling property in [34] consists of two steps. First it is shown that, subject to the validity of the replica analysis, the mutual information $I(y; s)$ in (5) converges to (14). Then it is shown that all the moments of the joint distribution of $(s^l_0, s^l)$ converge for an arbitrary index $l$ to the joint distribution of input and posterior output in a degraded Gaussian channel. The second step is obtained by essentially repeating the same calculation as in the first step.

3) In [33] it was argued that the mutual information is equivalent to the cumulant generating function and as such it contains the information about all the moments of the input-output distribution. Therefore the convergence of the mutual information would imply the decoupling property. Nonetheless, it is non-trivial to confirm such a claim in the given setting.

4) There is an strong connection between the SE of AMP and the replica method. As mentioned, the potential (23) also describes the performance of the optimal, computationally infeasible, AMP algorithm. The SE of AMP though has been proven rigorously [32], even for the case of block iid input distributions, and it is an integral part of the proof of the SE that the intermediate terms $A^Tz + \theta^l$, appearing in (9), are asymptotically distributed as in the decoupled Gaussian channel (21). The major role that SE plays in the rigorous proof of the RS-potential in [41] leads us to believe that the decoupling property should also translate.

Nevertheless, the decoupling property, as stated here, is not supported by rigorous proofs in the current literature. Showing the decoupling property for block iid signals (weather via replica analysis or in a fully rigorous way) remains an interesting open problem for future work.

In the remaining chapter we give a mathematical analysis of the vector-channel based potential (23) and the scalar-channel based potential (16) and show that the componentwise PME in (10) is the best componentwise approximation of the vector PME and furthermore, in the typical sparse setting,
Theorem 2. Let \( \eta_{\text{opt}} \) be the global minimizer of (23) and let \( \tilde{\eta}_{\text{opt}} \) be the global minimizer of (16) then \( \eta_{\text{opt}} > \tilde{\eta}_{\text{opt}} \) and

\[
\eta_{\text{opt}} - \tilde{\eta}_{\text{opt}} = \mathcal{O} \left( \frac{R_m \log K_a}{\sqrt{J}} \right) \tag{24}
\]

Proof: Analogous to (19) the optimality condition for \( \eta_{\text{opt}} \) can be found by setting the derivative of (23) to zero and using the I-MMSE theorem for a Gaussian vector channel. This gives the condition

\[
\eta^{-1} = 1 + \beta \hat{P} \frac{\text{mmse}_{2J}(\eta \hat{P})}{2J} \tag{25}
\]

where \( \text{mmse}_{2J}(\eta \hat{P}) \) is the MMSE of estimating \( s^l \) in the Gaussian vector channel (21). Let us introduce the mismatched MSE function. For an arbitrary probability distribution \( q : [0 : K_a]^{2J} \rightarrow [0, 1] \) we define

\[
\text{mse}_q(t) = \mathbb{E} \| s - \hat{s}_q(\sqrt{\beta} s + Z, t) \|_2^2 \tag{26}
\]

with

\[
\hat{s}_q(r, t) = \sum_{s \in [0 : K_a]^{2J}} s \exp(-\|r - \sqrt{\beta} s\|_2^2/2)q(s) / \sum_{s' \in [0 : K_a]^{2J}} \exp(-\|r - \sqrt{\beta} s'\|_2^2/2)q(s') \tag{27}
\]

The expression in (26) is the MSE of a (mismatched) PME in a Gaussian vector channel of the form (21) with respect to some prior distribution \( q(s) \), which may differ form the true prior \( p_a(s) \). It is clear that from the minimality of the MMSE function that \( \text{mmse}_{2J}(t) \leq \text{mse}_q(t) \) for all \( t \) with equality if \( q(s) = p_a(s) \). This means, that calculating the fixed-point of (23), with \( \text{mmse}_{2J}(t) \) replaced by \( \text{mse}_q(t) \) for any choice of \( q(s) \) gives an upper bound on \( \eta_{\text{opt}} \). The \( L^1 \)-distance between the functions \( \text{mmse}_{2J}(t) \) and \( \text{mse}_q(t) \) is quantified by the following result from (42)

\[
\frac{1}{2} \| \text{mse}_q - \text{mmse}_{2J} \|_{L^1} = \frac{1}{2} \int_0^\infty [\text{mse}_q(t) - \text{mmse}_{2J}(t)] dt = D(p_a \parallel q). \tag{28}
\]

where \( D(p_a \parallel q) \) denotes the KL-divergence between the distributions \( p_a \) and \( q \). We focus on product distributions of the form \( q(s) = \prod_{i=1}^{2J} q_i(s_i) \), since for such distributions the vector MSE function (26) becomes the sum of scalar MSE functions, which are easy to calculate. Moreover, a simple calculation in Appendix A shows that the \( L^1 \) distance (28) is minimized by the product distribution whose factors \( q_i \) match the marginals of \( p_a \). We prove in Appendix B that the KL-divergence between the multinomial distribution \( p_a \) and the product distribution of its marginals satisfies

\[
D \left( p_a \parallel \prod_{i=1}^{2J} p_i(s_i) \right) = \mathcal{O}(\log K_a) \tag{29}
\]

By substituting \( \eta \hat{P} = t \) we get from (28):

\[
\begin{align*}
\int_0^t \text{mse}_q(\eta \hat{P}) - \text{mmse}_{2J}(\eta \hat{P}) \, d\eta \\
&= \frac{1}{\hat{P}} \int_0^t \text{mse}_q(t) - \text{mmse}_{2J}(t) \, dt \\
&< D \left( p_a \parallel \prod_{i=1}^{2J} p_i(s_i) \right) / \hat{P}
\end{align*} \tag{30}
\]

Furthermore, since all marginals of \( p_a \) are identical and given by the binomial distribution, the mismatched MSE function of \( q(s) = \prod_{i=1}^{2J} p_i(s_i) \) takes the form

\[
\text{mse}_q(t) = 2^J \text{mmse}(t), \tag{31}
\]

where \( \text{mmse}(t) \) is the MMSE function in the scalar Gaussian channel (14) that appears in (19). So it follows from (28) and (29) that as a function of \( \eta \in [0, 1] \)

\[
\left\| \text{mmse}(\eta \hat{P}) - \text{mmse}_{2J}(\eta \hat{P}) \right\|_{L^1} = \mathcal{O} \left( \frac{\log K_a}{2^J \hat{P}} \right) \tag{32}
\]

Therefore, with \( J \rightarrow \infty \), the difference between the per-component vector MMSE function in (25) and the scalar MMSE function in (19) converges exponentially fast in \( L^1 \) norm to zero. We show in Appendix C that exponentially fast convergence in \( L^1 \)-norm implies exponentially fast pointwise convergence everywhere except on a set of arbitrary small measure.

The right-hand sides (RHSs) of (25) and (19) are multiplied by \( \beta \hat{P} \). With the scaling conditions in Theorem 1 \( \beta = R_m 2^J / J \). Therefore, the difference between the RHS of (25) and (19) converges pointwise to zero with rate \( \mathcal{O}(R_m \log K_a / (\delta \sqrt{J})) \) everywhere except on a set of measure \( \mathcal{O}(\delta J^{-1/2}) \). Since MMSE functions of Gaussian channels are non-increasing, by a well known theorem in real analysis, their pointwise convergence implies uniform convergence in all continuity points of the limit functions. Later, we will show that the common limit function of the mmse functions is continuous on two disjoint intervals divided by a single discontinuity point. Therefore, since uniform convergence preserves continuity, the pointwise convergence holds for all \( \eta \) except for a single point. We have established that the difference of the right hand sides of the stationary point equations (19) and (25) converges pointwise to zero. Due to the smoothness of the MMSE functions (43) Proposition 7) the convergence carries over to the solutions of the (19) and (25) if \( \eta_{\text{opt}} \) and \( \hat{\eta}_{\text{opt}} \) are away from the discontinuity point of the limiting function, which will follow later from Theorem 3 This concludes the proof of (24).
$2^J$ is much larger than $K_a$. Nonetheless, the MMSE function in equation (19) can be further simplified if $J$ grows large. That is because the coefficients $p_k$ defined in (7), which can be expressed as

$$ p_k = p_0 \left( \frac{K_a}{2^J - 1} \right)^k $$

(33)

decay exponentially with $kJ$. This suggests that for large $J$ we can drop all $p_k$ with $k \geq 2$:

**Theorem 3.** Let $\text{mmse}_{\text{OR}}(t)$ be the MMSE function of estimating the binary variable $s_{\text{OR}} \in \{0, 1\}$ in the scalar Gaussian channel

$$ r = \sqrt{I_{s_{\text{OR}}} + z} $$

(34)

where $p(s_{\text{OR}} = 0) = p_0$ and $p(s_{\text{OR}} = 1) = 1 - p_0$ and $z \sim \mathcal{N}(0, 1)$ independent of $s_{\text{OR}}$. Then $\text{mmse}_{\text{OR}}(t) \geq \text{mmse}(t)$ for all $t > 0$ and

$$ \text{mmse}_{\text{OR}}(t) - \text{mmse}(t) = \mathcal{O} \left( \frac{K_a^2}{2^{2J}} \right) $$

(35)

**Proof:** See Appendix E.

We choose the nomenclature $\text{OR}$ in $\text{mmse}_{\text{OR}}$ because the distribution of $s_{\text{OR}}$ arises as the marginal distribution of $s$ if we assume that it is not the sum of the individual messages $m_k$ but the OR-sum:

$$ s = \bigvee_{k=1}^{K_a} m_k $$

(36)

Furthermore, let $I_{\text{OR}}(t)$ be the input-output mutual information in the channel (34) and

$$ I^{\text{RS}}_{\text{OR}}(\eta) = I_{\text{OR}}(\eta \hat{P}) + \frac{1}{2\beta} \left[ (\eta - 1) \log_2(e) - \log_2(\eta) \right] $$

(37)

the corresponding RS-potential. A consequence of Theorems 2 and 3 is that we can use (37) to find both the global minimizer of (23) and the local minimizer of (16).

**Corollary 1.** Let $\eta_{\text{opt}}$ be the global minimizer of (23), let $\eta_{\text{opt}}^{\text{OR}}$ be the global minimizer of (37), let $\eta_{\text{alg}}$ be the smallest local minimizer of (16) and let $\eta_{\text{alg}}^{\text{OR}}$ be the smallest local minimizer of (37), then $\eta_{\text{opt}} > \eta_{\text{opt}}^{\text{OR}}$

(38)

Furthermore, if $\eta_{\text{opt}} \neq \eta_{\text{alg}}$ then $\eta_{\text{alg}} > \eta_{\text{alg}}^{\text{OR}}$ and:

$$ \eta_{\text{alg}} - \eta_{\text{alg}}^{\text{OR}} = \mathcal{O} \left( \frac{R_{\text{in}} \log K_a}{\sqrt{J}} \right) $$

(39)

**Proof:** See Appendix E.

The stationary points of $i^{\text{RS}}(\eta)$ can then be calculated analytically, resulting in simple conditions:

$$ \frac{\text{d}}{\text{d} \eta} i^{\text{RS}}(\eta) = \frac{\text{d}}{\text{d} \eta} i^{\text{RS}}(\eta) $$

(43)

**Proof:** See Appendix E.

The stationary points of $i^{\text{RS}}(\eta)$ can then be calculated analytically, resulting in simple conditions:

1In a double-precision arithmetic $1 - 2^{-J}$ evaluates as equal to one at around $J = 60$. A more involved implementation with a higher precision may allow the evaluation at higher $J$.
Theorem 5. \( \eta^* = 1 \) is a global minimizer of \( \hat{i}^{RS}(\eta) \), if and only if
\[
S_{in} \left( 1 - \frac{1}{\alpha} \right) < \frac{1}{2} \log_2(1 + 2S_{in}E_{in})
\]
and \( \eta_{\text{loc}} = (1 + 2S_{in}E_{in})^{-1} \) is a local minimizer of \( \hat{i}^{RS}(\eta) \) if and only if
\[
2S_{in} \geq \log_2 e \left( 1 - \frac{1}{\alpha} \right)^{-1} - \frac{1}{E_{in}}
\]

Proof: According to Theorem 4, the derivative of \( \hat{i}^{RS}(\eta) \) in (40) is given by
\[
\frac{\partial \hat{i}^{RS}}{\partial \eta}(\eta) = S_{in}E_{in}[1 - \theta(\eta - \bar{\eta})] + \frac{1}{2} \left( 1 - \frac{1}{\eta} \right)
\]
for \( \eta \neq \bar{\eta} \). Therefore, the stationary points of \( \hat{i}^{RS}(\eta) \) are
\[
\eta_0^* = (1 + 2S_{in}E_{in})^{-1}
\]
and
\[
\eta_1^* = 1.
\]
The first point \( \eta_0^* \) is stationary if and only if \( \eta_0^* < \bar{\eta} \), which, after rearranging, gives precisely condition (45). Also note, that the second derivative of \( \hat{i}^{RS} \) is \((4\eta)^{-2}\), so it is non-negative for all \( \eta > 0 \). Therefore the stationary points are indeed minima. A local maximum may appear only at \( \eta = \bar{\eta} \) where \( \hat{i}^{RS} \) is not differentiable. The values of \( \hat{i}^{RS} \) at the minimal points are
\[
\hat{i}^{RS}(\eta_0^*) = \frac{S_{in}E_{in}}{1 + 2S_{in}E_{in}} + \frac{1}{2} \left[ -\frac{2S_{in}E_{in}}{1 + 2S_{in}E_{in}} + \ln(1 + 2S_{in}E_{in}) \right] = \frac{\log_2(1 + 2S_{in}E_{in})}{2 \log_2 e}
\]
if \( \eta_0^* < \bar{\eta} \), and
\[
\hat{i}^{RS}(\eta_1^*) = \frac{S_{in}}{\log_2 e} \left( 1 - \frac{1}{\alpha} \right)
\]
It is apparent that \( \hat{i}^{RS}(\eta_1^*) \) is the global minimum if and only if condition (44) is fulfilled. We implicitly used here that \( \bar{\eta} \leq 1 \), that is because condition (44) implies \( \bar{\eta} < 1 \), which can be seen by solving inequality (44) for \( E_{in} \).

V. HARD DECISION

In this section we calculate the symbol detection error probabilities, assuming that the output of the inner decoder for each position \( s_i \) is given as the true signal in independent Gaussian noise with an effective channel strength \( \eta\hat{P} \). For the AMP algorithm this assumption is well justified as mentioned in the beginning of Section IV, while for the optimal symbol-wise detector this assumption is justified only by Claim 1. Note, that the MAP estimate on \( s_i \) from a vector observation \( r_i \) in the channel (21) is the one which maximises \( p(s_i|r_i) \). Such an estimate is hard to analyse in general so we resort to analysing the suboptimal estimator that maximises \( p(s_i|r_i) \). This error probability of this estimator is described by the error probability of MAP estimation in the scalar Gaussian channel (14) with the appropriate effective channel strength \( \eta_{\text{opt}} \). As we will later show, the suboptimal estimation is sufficiently good in the sparse regime \( K_a \ll 2^J \).

The previous section described in depth how the effective channel strength \( \eta\hat{P} \) can be calculated for the AMP and MAP estimation respectively. For the detection, we consider only the problem of deciding between \( s = 0 \) and \( s \geq 1 \) from the Gaussian observation \( r \), specified by (14). We focus only on the support information for two reasons. First, because the outer code considered in this paper makes use only of the support information. Second, because we are interested in the typical setting where \( K_a \ll 2^J \). The intuition is that, in this regime, collisions are so rare that the error-per-component of treating each component as if collisions are impossible is negligibly small. Let \( \hat{\rho} \) be an estimate of \( 1(s \geq 1) \) given an observation of \( s \) in Gaussian noise according to (14). We define two types of errors, the probability of missed detections (Type I errors)
\[
p_{md} = p(\hat{\rho} = 0|s \geq 1)
\]
and the probability of false alarms (Type II errors)
\[
p_{fa} = p(\hat{\rho} = 1|s = 0).
\]
From the Neyman-Pearson Lemma (45), the optimal trade-off between the two types of errors is achieved by choosing \( \hat{\rho} = 1 \) whenever
\[
\frac{p(r'|s \geq 1)}{p(r'|s = 0)} \geq \theta,
\]
where \( \theta \) is some appropriately chosen threshold. If we assume that \( s \) takes on only binary values with \( p(s > 1) = 0 \) and \( p(s = 1) = 1 - p_0 \), i.e. the same OR-approximation introduced in Theorem 3, a straightforward calculation shows that by varying \( \theta \) the trade-off between \( p_{md} \) and \( p_{fa} \) follows the curve defined by the equation
\[
Q^{-1}(p_{md}) + Q^{-1}(p_{fa}) = \sqrt{\eta\hat{P}}
\]
where \( Q(x) \) denotes the Q-function. In Figure 2 we plot this curve for \( K_a = 300 \), \( J = 12 \) and various values of \( \eta\hat{P} \) together with the curves obtained from the precise evaluation of the Neyman-Pearson error probabilities without the OR-approximation. It is apparent that the difference between those two is barely recognizable. By choosing \( \theta = p_0/(1 - p_0) \) we get the SBS-MAP estimator, which minimizes the total error probability
\[
p(\hat{\rho} \neq \rho) = p_{fa}p_0 + p_{md}(1 - p_0).
\]
Nonetheless, we find that is useful for practical purposes to vary the threshold \( \theta \) to balance false alarms and missed detections in a way that is adapted to the outer decoder.

VI. OUTER CHANNEL

Let us assume that the inner decoder (SBS-MAP or AMP) has recovered the support of \( s = \sum_{k=1}^{K_a} m_k \) such that the symbol-wise error probabilities are given by \( p_{md} \) and \( p_{fa} \). We have shown in the previous two sections how \( p_{md} \) and \( p_{fa} \) can be
for large numbers of $K$ without intensity information” or “A-channel”. An asyn-
chronous version of this channel was studied in [51]. Note, that the
capacity bounds in the literature are combinatorial and hard to 
evaluate numerically for large numbers of $K_a$ and $2^J$. In the 
following we will show that, in the typical case of $K_a \ll 2^J$, 
a simple upper bound on the achievable rates based on the componentwise entropy is already tight.

From the channel coding theorem for discrete memoryless channels [4] it is known that a code with per-user-rate $R_{\text{out}}$ [bits/coded bits] and an arbitrarily small error probability exists if and only if

$$R_{\text{out}} < \frac{I(m_1, \ldots, m_{K_a}; \hat{r})}{JK_a}. \quad (58)$$

The coding theorem assumes that each user has his own codebook, so the resulting rate constraint is an upper bound on the achievable rates of an outer code when every user has the same codebook. The mutual information is:

$$I(m_1, \ldots, m_{K_a}; \hat{s}) = H(\hat{s}) - H(\hat{s}|m_1, \ldots, m_{K_a}) \quad (59)$$

where

$$H(\hat{s}|m_1, \ldots, m_{K_a}) = 2^J (p_0 H_2(p_{ta}) + (1-p_0) H_2(p_{md})) \quad (60)$$

and $H_2(\cdot)$ denotes the binary entropy function. The output entropy $H(\hat{s})$ for general asymmetric noise is hard to compute. A simple upper bound on the entropy of the $2^J$-ary vector OR-channel can be obtained by the sum of the marginal entropies of $2^J$ independent binary-input binary-output channels. If we assume the coded messages to be uniformly distributed, i.e. $P(m_k^j = e_j) = 2^{-J}$ for all $j \in [1:2^J]$, then for all $i$

$$p(\hat{r}_i = 1) = 1 - p_0 \quad (61)$$

with $p_0$ given in [9] and

$$p(\hat{r}_i = 1) = (1 - p_0)(1 - p_{md}) + p_0 p_{ta} \quad (62)$$

Therefore, after reordering, we get:

$$H(\hat{s}) \leq 2^J H_2((1-p_0)(1-p_{ta} - p_{md}) + p_{ta}) \quad (63)$$

Technically, this is only an upper bound, but we find numerically that it is very tight and furthermore, in the next section we will show that in the noiseless case it is actually achievable by an explicit outer code in the familiar limit $K_a, J \to \infty$ with $J = \alpha \log_2 K_a$. To find the limit of $\lim_{K_a \to \infty} \frac{\log_2 p_{ta}}{\log_2 K_a}$ we assume that $p_{ta} \leq c K_a/2^J = cK_a^{-1-\alpha}$ for some constant $c > 0$, i.e. the ratio of false positives to true positives remains at most constant as $K_a, J \to \infty$. An equivalent condition is

$$\lim_{K_a \to \infty} \frac{\log_2 p_{ta}}{\log_2 K_a} \leq 1 - \alpha \quad (64)$$

If this is not fulfilled the false positives dominate the entropy terms in the mutual information and the achievable rates go to zero. We use the fact that for small arguments, the binary entropy function becomes

$$H_2(p) \approx p(1 - \log_2 p) \quad (65)$$

and that $(1-p_0) \approx K_a/2^J$. With this, a straightforward calculation shows that

$$\lim_{K_a, J \to \infty} \frac{I(m_1, \ldots, m_{K_a}; \hat{s})}{JK_a} \leq (1 - p_{md}) \left(1 - \frac{1}{\alpha}\right) \quad (66)$$

In the following we assume for simplicity that the inner decoder works error free, i.e. $p_{ta} = p_{md} = 0$. Interestingly, the bound $1 - \alpha^{-1}$ is achievable by a random code with a cover decoder, a construct often used in group testing literature. Given OR($\mathcal{L}$), the OR-combination of $\mathcal{L}$, a list of $K_a$ codewords, the cover decoder goes through the whole codebook and produces a list of codewords that are covered by OR($\mathcal{L}$).

Fig. 2: Detection error trade-off for $K_a = 300$ and $J = 12$. The solid curves are created by Monte-Carlo simulations of the channel [14] with subsequent likelihood-ratio test, where the threshold $\theta$ is varied. The dashed lines are calculated by (54).

Let $\hat{\rho}$ denote the estimated support vector. It can be interpreted as the output of $L$ uses of a vector OR-MAC with symbol-
wise, asymmetric noise. We denote the lists of active indices in the $l$-th section by

$$S_l = \{ i \in [1:2^J] : \hat{\rho}^l_i = 1 \} . \quad (57)$$

Given $L$ such lists, the outer decoder is tasked to recover the list of transmitted messages up to permutation. An outer code is a subset $C \subseteq [1:2^J]^L$ of $|C| = 2^L R_{\text{out}}$ codewords. An outer codeword can be equivalently represented as either a set of $L$ indices in $[1:2^J]$ or as a binary vector in $\mathbb{R}^{L2^J}$ with a single one in each section of size $2^J$.
By construction the cover decoder will find all codewords in $\mathcal{L}$ and the error probability is governed by the number of false positives $n_{fa}$. We assume that if the decoder finds more than $K_a$ codewords, it discards exceeding codewords at random until the list contains only $K_a$ codewords. Therefore the per-user error probability of the cover decoder is given as $P_e = n_{fa}/(K_a + n_{fa})$. We write $c_1 \subset c_2$ if a binary vector $c_1$ is covered by a binary vector $c_2$, that is if for all $i$ with $c_{1,i} = 1$ also $c_{2,i} = 1$.

**Theorem 6.** Let $\mathcal{C}$ be an outer codebook of size $2^{LJR_{\text{out}}}$, where the position of each codeword in each section is chosen uniformly at random. Then the error probability of the cover decoder vanishes in the limit $L, K_a, J \rightarrow \infty$ with $J = \alpha \log_2 K_a$ for some $\alpha > 1$ if

$$R_{\text{out}} \leq 1 - \frac{1}{\alpha}$$  \hspace{1cm} (67)

**Proof:** Let $\mathcal{L}$ be a list of $K_a$ arbitrary codewords from $\mathcal{C}$. Then

$$P(n_{fa} \geq 1) = P\left(\bigcup_{c \in \mathcal{L}} \left\{ c \subset \text{OR}(\mathcal{L}) \right\}\right)$$

$$\leq \sum_{c \in \mathcal{L}} P\left(c \subset \text{OR}(\mathcal{L})\right)$$

$$\leq 2^{LJR_{\text{out}}} \max_{e \in \mathcal{L}} \prod_{l=1}^{L} P\left(e^l \subset \text{OR}(\mathcal{L}^l)\right)$$

$$= 2^{LJR_{\text{out}}} \left(\frac{K_a}{2^J}\right)^L$$

$$= 2^{LJR_{\text{out}} - L(1 - \alpha) \log_2 K_a}$$

$$= 2^{LJR_{\text{out}} - (1 - \alpha - 1)}$$  \hspace{1cm} (74)

In the second line we have used the union bound. In the third line the non-negative sum is upper bounded by its maximum term times the number of codewords not in $\mathcal{L}$ which is $2^{LJR_{\text{out}}} - K_a \leq 2^{LJR_{\text{out}}}$. In the fourth line we have used that the entries of each section are chosen independently of each other. In the fifth line $\text{OR}(\mathcal{L}^l)$ denotes the OR-combination of the $l$-th section of the codewords in $\mathcal{L}$. The probability that a random number from $[1 : 2^J]$ is contained in a fixed set of size $K_a$ is given by $1 - (1 - 2^{-J})^{K_a}$, which becomes $K_a/2^J$ for small $K_a/2^J$. This probability is the same for all codewords not in $\mathcal{L}$ which allows to drop the maximum. It is apparent that the error probability vanishes for any $L$ and $J \rightarrow \infty$ if condition (67) is fulfilled.

**Remark 2.** The proof of Theorem 6 can easily be extended to include false positives. For that we introduce modified lists $\text{OR}(\mathcal{L}^l)$, which in addition to the transmitted symbols in section $l$ also contain $n_{fa}$ random erroneous entries. If we assume that $n_{fa} = c K_a$ for some constant $c > 0$ the result of Theorem 6 is unchanged. Since $p_{fa} = n_{fa}/2^J$, this condition is equivalent to (64).

We can also derive a finite length upper bound on the achievable outer rates with the cover decoder in a more direct, combinatorial way.

**Theorem 7.** Any outer code that can guarantee error-free recovery under cover decoding for $K_a$ users with $L$-sections in the limit $K_a, J \rightarrow \infty$ with $J = \alpha \log_2 K_a$ has to satisfy:

$$R_{\text{out}} \leq 1 - \frac{1}{\alpha} + \frac{1}{\alpha L}$$  \hspace{1cm} (75)

**Proof:** We first show that any error free code has to satisfy

$$\frac{2^{LJR_{\text{out}}}}{K_a} \leq \frac{2^{JL}}{K_a}$$  \hspace{1cm} (76)

To see this, assume an outer code that is error-free, i.e. for any list of $K_a$ codewords the OR-combination of these codewords does not cover any other codeword that is not in the list. Then any two non-intersecting lists, $\mathcal{L}_1$ and $\mathcal{L}_2$, of $K_a$ codewords create two non-intersecting lists of $K_a^L$ possible sensewords. To see that they are non-intersecting, note, that due to the error-free property none of the codewords in $\mathcal{L}_2$ is covered by the OR-combination of all codewords from $\mathcal{L}_1$, which we denote by $\text{OR}(\mathcal{L}_1)$. This means that each codeword from $\mathcal{L}_2$ differs from $\text{OR}(\mathcal{L}_1)$ in at least one position. But this also means that any OR-combination of codewords from $\mathcal{L}_2$ differs from $\text{OR}(\mathcal{L}_1)$ in at least one position. Now divide the set of all $2^{LJR_{\text{out}}}$ codewords into distinct lists of length $K_a$, then each of these lists creates a distinct list of $K_a^L$ sensewords, whose total number has to be limited by the size of the space:

$$\frac{2^{LJR_{\text{out}}}}{K_a} K_a^L \leq 2^{JL}$$  \hspace{1cm} (77)

This is precisely the statement of (76). If we use the scaling condition $2^J = K_a^\alpha$ and take the limit $K_a, J \rightarrow \infty$ we get the statement of the theorem.

For $L = 1$ we get that $R_{\text{out}} \leq 1$, which can obviously be achieved, since for a single section no outer code is necessary.

**A. Tree code**

The first practical coding scheme for the outer OR-MAC with the sectionized structure has been presented in [17]. It works as follows: The $B$-bit message is divided into blocks of size $b_1, b_2, \ldots, b_L$ such that $\sum_i b_i = B$ and such that $b_l = J$ and $b_l < J$ for all $l = 2, \ldots, L$. Each subblock $l = 2, 3, \ldots, L$ is augmented to size $J$ by appending $\pi_l = J - b_l$ parity bits, obtained using pseudo-random linear combinations of the information bits of the previous blocks $l' < l$. Therefore, there is a one-to-one association between the set of all sequences of coded blocks and the paths of a tree of depth $L$. The pseudo-random parity-check equations generating the parity bits are identical for all users, i.e., each user makes use exactly of the same outer tree code. For more details on the outer coding scheme, please refer to [17].

Let $S_l$, $l = 1, \ldots, L$ be the list of active indices in the $l$-th section, defined in (57). Since the sections contain parity bits with parity profile $\{0, \pi_2, \ldots, \pi_L\}$, not all message sequences in $S_1 \times S_2 \times \cdots \times S_L$ are possible. The role of the outer decoder is to identify all possible message sequences, i.e., those corresponding to paths in the tree of the outer tree code.
The output list $\mathcal{L}$ is initialized as an empty list. Starting from $l = 1$ and proceeding in order, the decoder converts the integer indices $S_l$ back to their binary representation, separates data and parity bits, computes the parity checks for all the combinations with messages from the list $\mathcal{L}$ and extends only the paths in the tree which fulfill the parity checks. A precise analysis of the error probability in various asymptotic regimes is given in [17]. Specifically, the analysis shows that the error probability of the outer code goes to zero in the limit $K, J \to \infty$ with $J = \alpha \log_2 K$ and some $\alpha > 1$ if the total number of parity bits $P = \sum_{l=2}^{L} \pi_l$ is chosen as (17 Theorem 8 and 9)

1) $P = (L + \delta - 1) \log_2 K$ for some constant $\delta > 0$ if all the parity bits are allocated in the last slots.

2) $P = c(L - 1) \log_2 K$ for some constant $c > 1$ if the parity bits are allocated evenly at the end of each subslot except for the first.

In the first case the complexity scales like $O(K^{R_{out} L} \log K)$, since there is no pruning in the first $R_{out} L$ subslots, while in the second case the complexity scales linearly with $L$ like $O(LK \log K)$. The corresponding outer rates are

$$R_{out} = B/(B + P) = 1 - P/(B + P) = 1 - P/(LJ) = 1 - \frac{L + \delta - 1}{L\alpha} = 1 - \frac{1 - \frac{1}{\alpha} + \frac{1}{L} \delta - 1}{L\alpha}$$

(78)

for the case of all parity bits in the last sections and

$$R_{out} = 1 - \frac{c(L - 1)}{L\alpha} = 1 - \frac{c}{\alpha} - \frac{c}{L\alpha}$$

(79)

for the case of equally distributed parity bits. In the limit $L \to \infty$ the achievable rates are therefore $R_{out} = 1 - 1/\alpha$ and $R_{out} = 1 - c/\alpha$ respectively, which coincides with the asymptotic upper bound (66) for $p_{\text{out}} = 0$ (up to a constant for the second case).

In Figure 3 and Figure 4 we compare empirical simulations with the developed theory. For the empirical results we fix $B = 100$ bits and $L = 8$. Furthermore, for various values of $J$ and $K$ we increase the number of parity bits until a per-user error probability $P_e < 0.05$ is reached. In practice we use a mixture of the two types of parity profile described above. We choose the last section to be only parity bits, while the remaining parity bits are distributed uniformly over the sections $2, \ldots, L - 1$. The entropy bounds are calculated according to (66) with $p_{\text{in}} = p_{\text{out}} = 0$. In Figure 4 we plot the results as a function of $\alpha = J/\log_2 K$. We can see that the achievable rates of the tree code with the used parity profile are very well described by the formula $R_{out} = 1 - \alpha^{-1}$ for different $J$ and $K_a$. Furthermore, we can see that the line

$2$We deviate slightly from the notation in [17], where the scaling parameter $\alpha'$ is defined by $B = \alpha' \log_2 K_a$ and the number of subslots is considered to be constant. It is apparent that these definitions are connected by $\alpha' = LR_{out}\alpha$.

Fig. 3: Achievable rates with the tree code with $L = 8$ and $B = 100$ bits together with the upper bound (66).

Fig. 4: Achievable rates with the tree code with $L = 8$ and $B = 100$ bits together with the upper bound (66) as a function of $\alpha$.

VII. ANALYSIS OF THE CONCATENATED SCHEME

Let us reformulate Theorem 5 in terms of the parameters of the concatenated code. Then the sum-rate is given as

$$S = K_a R = K_a R_{in} R_{out} = S_{in} R_{out}$$

(80)

and similarly we have

$$\frac{E_b}{N_0} = \frac{P}{R N_0} = \frac{E_{in}}{R_{out}}$$

(81)
As we have shown in the previous section, the best achievable outer rate is $R_{\text{out}} = 1 - \alpha^{-1}$, which turns out to coincide with the factor appearing in Theorem 5. Since the channel strength in the inner channel is given by $\eta P$ and $P = n \text{SNR} / L = J \text{SNR} / R_0 = 2 J \mathcal{E}_m$, the channel strength goes to infinity with $J$ and the error probabilities $p_{\text{fa}}$ and $p_{\text{md}}$ in the outer channel vanish according to (64). An important condition to get the asymptotic limit $R_{\text{out}} = (1 - p_{\text{md}})(1 - \alpha^{-1})$ in (66) is (64), i.e. that the ratio of false positives to true positives remains at most constant. This condition requires that the channel strength in the inner channel has to grow fast enough to ensure that the probability of false alarms vanishes faster than the sparsity. In the following Theorem we show that the scaling condition for the error probability puts a constraint on the factor $\eta$.

**Theorem 8.** Let $\eta \hat{P}$ be the channel strength in the scalar Gaussian channel (14). In the limit $K_a, J \to \infty$ with $J = \alpha \log_2 K_a$ for some $\alpha > 1$ the condition (64) is fulfilled if and only if

$$\eta \geq \bar{\eta}$$

(82)

where $\bar{\eta}$ is given in (42).

**Proof:** We show only the direction

$$\eta \geq \bar{\eta} \implies \lim_{K_a \to \infty} \frac{\log_2 p_{\text{fa}}}{\log_2 K_a} \leq 1 - \alpha$$

(83)

the reverse implication can be shown similarly.

We can choose the points $p_{\text{md}}$ and $p_{\text{fa}}$ on the curve defined by (54) in a way that $Q^{-1}(p_{\text{md}}) < \epsilon$ for some constant $\epsilon > 0$. Therefore, for $\hat{P} = 2 J \mathcal{E}_m$

$$Q^{-1}(p_{\text{fa}}) \geq \sqrt{\eta \hat{P} - \epsilon} = \sqrt{2 \eta J \mathcal{E}_m - \epsilon}$$

(84)

so

$$p_{\text{fa}} \leq Q(\sqrt{2 \eta J \mathcal{E}_m - \epsilon})$$

(85)

and

$$\lim_{K_a \to \infty} \frac{\log_2 p_{\text{fa}}}{\log_2 K_a} \leq \lim_{K_a \to \infty} \frac{1}{\log_2(\epsilon)} \left( \frac{- \eta J \mathcal{E}_m}{\log_2 K_a} + \mathcal{O}(\sqrt{J}) \right)$$

(86)

$$= - \frac{\eta \alpha \mathcal{E}_m}{\log_2(\epsilon)}$$

(87)

where the first line follows from the standard bound on the Q-function $Q(x) \leq (2\pi)^{-1/2} \exp(-x^2/2)/x$. By reordering, we can see that (87) is true if

$$\eta > \frac{1}{\log_2(\epsilon) \mathcal{E}_m} = \bar{\eta}$$

(88)

The consequences of Theorem 8 for the concatenated code are summarized in the following Corollary.

**Corollary 2.** Let $n, L, J, K_a \to \infty$ and $R, \text{SNR} \to 0$ with fixed $E_b/N_0 = \text{SNR}/(2R)$, $S = K_a R$ and $J = \alpha \log_2 K_a$ for any $\alpha > 1$. In this limit there is an outer code such that the concatenated code described in Section III with a random Gaussian codebook can be decoded with the AMP algorithm (5) and $P_e \to 0$ if and only if

$$S < \frac{1}{2} (\log_2 e - (E_b/N_0)^{-1})$$

(89)

If the SBS-MAP estimator is used as inner decoder and the decoupling property holds true (Claim 1), reliable decoding is possible if and only if

$$S < \frac{1}{2} \log_2(1 + K_a \text{SNR})$$

(90)

**Proof:** The statement follows immediately from Theorems 5 and 8 together with the relation $\eta_{\text{alg}} < \bar{\eta} \leq 1$, which is discussed in the proof of Theorem 5.

**Remark 3.** In the case $K_a = 1$ no outer code is necessary, so $R_0 = R$ and furthermore $S_{\text{tot}} = R$ and $2 S_{\text{tot}} \mathcal{E}_m = \text{SNR}$. Hence, if $K_a = 1$ is fixed and $J \to \infty$, which corresponds to $\alpha \to \infty$, then Corollary 2 recovers the statements of (22, 23, 25), i.e. that SPARCIs are reliable at rates up to the Shannon capacity $0.5 \log_2(1 + \text{SNR})$ under optimal decoding. Also the algorithmic threshold (89) coincides with the result of (25). In that sense Theorem 5 and Corollary 2 are an extension of (25) and show that SPARCIs can achieve the optimal rate limit in the unsourced random access scenario. However, notice that the concept of our proof technique is simpler, since we make use of Theorem 2 which states that not only the sections are described by a decoupled channel model, but in the limit $J \to \infty$ also the individual components. So the result of Theorem 5 can be derived from the stationary points of a simple scalar-to-scalar function.

**Remark 4.** In general, most classical multiple-access variants on the AWGN, where all the users are assumed to have their own codebook, can be represented as sparse recovery problems like (4). For that, let $K_a = 1$ and identify the number of section with the number of users. The matrices $A_1, ..., A_L$ are then the codebooks of the individual users and $P_l$ are the transmit power coefficients of different users:

- Fixed $L$ in the limit $J, n \to \infty$ describes the classical AWGN Adder-MAC from (4), where each user has his own codebook.
- $L, J, n \to \infty$, where only a fraction of the sections are non-zero describes the many-access channel treated in (13).
- $J$ fixed and $L, n \to \infty$ describes specific version of the many-access MAC treated in (52, 14).

It is interesting, that in the first case Theorem 5 gives the correct result, after letting $\alpha \to \infty$, $K_a = 1$ and $L = K$. The case of $J, n \to \infty$ at finite $L$ is not directly covered though by our analysis framework. Nonetheless, our empirical results (e.g. Figure 6) show a good agreement with the SE predictions even for small $L$. Especially the case $L = 1$ is interesting since it resembles the U-RA formulation with random coding, as it was already noted in (52).

In Figure 5 and Figure 6 we visualize the results of Theorem 5 for that we fix $\alpha = 2$. For various values of $J$ we set $K_a$ such that $J = \alpha \log_2 K_a$. For each value of $R_0$ we then calculate $\eta_{\text{opt}}$ and $\eta_{\text{alg}}$ using the approximations of Theorem 2 and Corollary 4. We repeat this process with increasing SNR until $\eta_{\text{opt}} \hat{P}$ and $\eta_{\text{alg}} \hat{P}$ resp. reach a value of $(Q^{-1}(p_{\text{md}}) + Q^{-1}(p_{\text{fa}}))^2$ where the error probabilities are chosen as $p_{\text{md}} = 0.05/L$, with $L = 8$, and $p_{\text{fa}} = 0.01 K_a/2^J$. These are the solid
lines in Figure 5 and Figure 6. The dashed lines are the threshold lines from Theorem 5. Additionally, in Figure 6 we plot empirical results, obtained by Monte-Carlo simulations with $L = 8$, where the inner channel with the AMP decoder is simulated with increasing SNR until the error probabilities satisfy $p_{md} < 0.05/L$ and $p_{md} < 0.01K/a/2^J$, matching the values above. We can observe several interesting effects. We can see that the asymptotic trade-off curve $S_{in}(1 - e^{-1}) = 0.5 \log_2(1 + 2S_{in}E_g)$ is approached from below by the curves for finite $J$. Also the finite length curves exhibit a region for small $S_{in}$, where $E_g$ stays almost constant up to some value of $S_{in}$, and then it starts to grow linearly. Such a behavior was also observed in e.g. [52] in the context of finite-blocklength multiple access on the AWGN channel. This constant regions becomes smaller with increasing $J$ and disappears completely in the asymptotic limit. We can also see that there is a region of $S_{in}$ in that the algorithmic curve stays almost constant and matches the optimal curve. That is the region where there is only one unique minimum in the RS-potential. The empirical simulations in Figure 5 confirm the qualitative behavior of the calculated curves. The required energy stays constant over a large region of $S_{in}$ until some point, where it start to grow rapidly. Note, that Theorem 4 assumes infinite $L$, but nevertheless the theoretical results match the empirical simulations with $L = 8$ very precisely. According to Theorem 5 in the limit $J \to \infty$ the required energy grows to infinity as $S_{in}$ approaches $\log_2(e)/[2(1 - 1/\alpha)]$. We can observe that this value is increased for finite $J$. In general, we can observe that the asymptotic algorithmic limit is very slowly approached from above. That has the interesting consequence, that for each $S_{in}$ there is a value $J^*$ below which the required energy decreases with $J$ and above which the required energy starts to increase again (see Figure 7 where this is visualized for $S_{in} = 2$ with the same parameters as above). This reveals a limitation of the AMP algorithm, when used for sparse recovery, that only manifests when the size of the sections grows large while the inner rate is held constant. This goes against the intuition that the AMP performance should get better with increasing sections sizes because random fluctuations are averaged out. The sub-optimality of AMP and other iterative algorithms like belief-propagation has been noted several times, e.g. [36, 23, 26, 41]. The given analysis quantifies the sub-optimality from a different point of view, i.e. in the information theoretically interesting regime of constant inner rate.

VIII. OPTIMIZING THE POWER ALLOCATION

The foregoing asymptotic analysis has important implications for the code design. We have empirically observed that there is a critical number of users at which the required energy-per-bit increases sharply and that this critical number gets smaller as $J$ grows larger. According to the analytic insight developed in the previous section this behavior is to be attributed to the sub-optimality of the decoder, see Figure 6 and we expect the required energy to decrease further with $J$ if an optimal decoder is used. For single user sparse regression codes it is possible to get rid of the local minimum in the potential.
function. This has been achieved through a non-uniform power allocation in [23] and through spatial coupling in [24, 25, 26, 27]. More generally, it was shown in [53, 54] that in a set of identical copies of a recursive equation, which are described by some potential function, when the copies of the recursion are coupled in a special way, the potential of the coupled system has only one minimum, which coincides with the global minimum of the scalar potential function, even if the uncoupled potential has a local, non-global minimum. This phenomenon was termed threshold saturation in the context of belief-propagation decoding [55].

We focus on the power allocation approach, because it is easy to obtain an optimized power allocation for an AMP algorithm with separable denoising functions and a given input distribution. We present a linear programming algorithm to optimize the power allocation for the AMP algorithm that follows very closely the optimization procedure of [56], which was developed in the context of CDMA.

The denoising function in (10) was specific to a uniform power allocation $P_l = P/L$ for all $l$. For a generic power allocation we replace the componentwise denoising functions $f_{l,i}$ with ones that depend on the section index:

$$f_{l,i}(x) = \frac{\sqrt{P_l}}{Z(x)} \sum_{k=0}^{K_a} p_k k \exp \left( \frac{1}{2 \tau^2} \left( x - k \sqrt{P_l} \right)^2 \right)$$  

where $P_l = n P_i / L$ and

$$Z(x) = \sum_{k=0}^{K_a} p_k k \exp \left( \frac{1}{2 \tau^2} \left( x - k \sqrt{P_l} \right)^2 \right)$$  

To analyse the error probability of this modified AMP algorithm in the asymptotic limit $L \to \infty$, we assume that the powers $P_l$ take values only in a finite set $\{\Pi_1, ..., \Pi_f\}$ and that the ratio of sections which use $\Pi_i$ is given by $\alpha_i = \{(l : P_l = \Pi_i)\}/L$ satisfying $\sum_{i=1}^{L} \alpha_i = 1$ and $\sum_{i=1}^{L} \alpha_i \Pi_i = P$. We assume that these ratios stay constant as $L \to \infty$. According to the generalized SE in [32] the recursive equation which describes the behavior of the modified AMP algorithm is given by

$$\tau_{t+1} = \sigma_w^2 + \lim_{L \to \infty} \frac{\beta}{L^2} \mathbb{E} \left[ \| \eta_t(\theta + \tau_t Z) - \theta \|^2 \right]$$  

where $\sigma_w^2 = P^{-1}$, $\theta = (\theta^1 | ... | \theta^L) = \left( \sqrt{P_t s_1^1} | ... | \sqrt{P_t s_1^L} \right)^T$ is a rescaled version of $s$ and $\eta_t$ is componentwise given by $\eta_{t,i} = \sqrt{P_l f_{l,i}}$. Since we choose $f_l = (f_{l,1}, ..., f_{l,2^L})$ to be separable the expected value in (93) decouples as follows

$$\mathbb{E} \left[ \| \eta_t(\theta + \tau_t Z) - \theta \|^2 \right] = \sum_{l=1}^{L} \sum_{j=1}^{2^L} \mathbb{E} \left[ (\sqrt{P_l f_{l,j}} (\sqrt{P_l s_j^1} + \tau_t Z) - \sqrt{P_l s_j^1})^2 \right]$$  

As $L$ goes to infinity the sum over $l$ converges to its mean for each $j$

$$\lim_{L \to \infty} \frac{1}{L} \sum_{l=1}^{L} \mathbb{E} \left[ (\sqrt{P_l f_{l,j}} (\sqrt{P_l s_j^1} + \tau_t Z) - \sqrt{P_l s_j^1})^2 \right] = \sum_{i=1}^{L} \alpha_i \hat{\Pi}_i \mathbb{E} \left[ (f_{l,i} (\sqrt{\hat{\Pi}_i} s + \tau_t Z) - s)^2 \right]$$  

where now $s$ is a random variable distributed according to the marginal empirical distribution of $s$ and $\Pi_i = n \Pi_i / L = J \Pi_i / R_i$. This holds for each component $j$ and each $j$ has the same marginal distribution, so the sum over $j$ becomes redundant.

**Remark 5.** We can see that in this calculation the sums over $j$ and $l$ are interchangeable. If $2^L$ is large enough the sum over $j$ already converges to its mean value and the sum over $l$ becomes redundant. This explains heuristically why we can observe a good correspondence between the state evolution and the empirical performance even for small $L$. Technically the exponential scaling regime with $\beta \to \infty$ is not covered by the result of [32].

Note that the denoising functions $f_{l,i}$ were chosen precisely as the PME of $s$ in a scalar Gaussian channel like [14] with power $\sqrt{P_l}$. So they minimize the MSE in (95) and by substituting $\tau^2 = \eta^{-1}$ we get the fixed point condition

$$\eta^{-1} = 1 + \beta \sum_{i=1}^{L} \alpha_i \hat{\Pi}_i \text{mmse}(\hat{\Pi}_i)$$

The function $\text{mmse}(t)$ is precisely the same as in [19]. We can see that the right hand side of (97) is a linear combination of rescaled versions of the original MMSE function in [19]. We can formulate the condition that (97) has no local minima...
besides the global minimum around $\eta = 1$ as follows:

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{I} \alpha_i \Pi_i \\
\text{subject to} & \quad 1 + \beta \sum_{i=1}^{I} \alpha_i \Pi_i \text{mmse}(\eta \hat{\Pi}_i) < \eta^{-1} - \epsilon \\
& \quad \forall \eta \in [0, 1 - \delta], \quad \sum_{i=1}^{I} \alpha_i = 1, \quad \alpha_i \geq 0
\end{align*}$$

(98)

where $\epsilon, \delta > 0$ are appropriately chosen slack variables. The optimization problem (98) is a linear program and therefore easily solvable. The discrete set of $\Pi_i$ is chosen as follows. For fixed $K_a, J, R_{in}$ we set a target inner channel strength. We use Theorem 2 to determine the smallest power $P_{opt}$ such that for $\eta_{opt}$, the global minimizer of (16), it holds that $\eta_{opt} P_{opt}$ exceeds the target inner channel strength. This $P_{opt}$ serves as lower bound on the set of $\Pi_i$. The upper bound is chosen arbitrary, e.g. 5$P_{opt}$. The $\Pi_i$ are then chosen as a uniform discretisation of the interval $[P_{opt}, 5P_{opt}]$. In Figure 8 we visualize this for $K_a = 300, J = 20, R_{in} = 0.0061$, where we have chosen the slack parameters $\epsilon = 0.01, \delta = 0.1$. The solution of (98) gives an optimal power distribution that puts weight only on two values, $\Pi_1 = P_{opt}$ and another value $P_*$ in a ratio of $\alpha_1 \sim 0.81$ to $\alpha_2 \sim 0.19$. The total average power $\alpha_1 P_{opt} + \alpha_2 P_*$ is about 0.5dB smaller than $P_{alg}$, the power at which (16) has no local minimizers. This means by letting one fifth of the sections use a higher power it is possible to let the other four fifths of the section use the optimal power without having a local convergence point. In Figure 8(a) we plot

$$g(\eta) = 1 + \beta \left( \alpha_1 \hat{P}_{opt} \text{mmse}(\eta \hat{P}_{opt}) + \alpha_2 \hat{P}_* \text{mmse}(\eta \hat{P}_*) \right) - \eta^{-1}$$

(99)

and its counterparts without power allocation. Figure 8(b) shows the integral of $g(\eta)$, which resemble the RS-potential (16) with a non-uniform power allocation. The efficiency of the power allocation is demonstrated in Figure 9 with finite-length simulations. We choose $L = 8, J = 20$ and use the outer tree code with 0 parity bits in the first section, 20 parity bits in the last, and alternating between 8 and 9 parity bits in the remaining sections. This leaves a total of 89 data bits. We choose those numbers to stay below the typical number of 100 bits that is commonly used in IoT scenarios. The blocklength is chosen as $n = 26229$, which results in $R_{in} = 0.0061$ and a per-user spectral efficiency of $R_{in} R_{out} = 0.0034$. To distribute the power as closely as possible to the optimized power allocation obtained above we choose two sections to have a power roughly twice as high as the remaining six sections. We can see that by using a power allocation a gain of about 0.5-1 dB is achievable, which matches the theoretical prediction. With the same parameters as above but $K_a = 200$ we find that $P_{alg} = P_{opt}$. So the desired inner channel strength of 15dB can be obtained by the AMP algorithm with a flat power allocation. In that case a non-uniform power allocation may be detrimental, because it could introduce unwanted local minima into (16). Indeed, simulations confirm that the 2-level power allocation that was effective for $K_a = 300$ actually worsens the performance for $K_a \leq 250$. This means that the power allocation has to be tailored carefully to the expected parameters and it only improves the performance if there is a gap between $P_{alg}$ and $P_{opt}$. 

Fig. 8: Visualization of the solution of the optimization problem for $K_a = 300, R_{in} = 0.0061, J = 20$. The solution puts weights only on two powers $P_{opt}$ and $P_* \sim 1.9P_{opt}$ with ratios $\alpha_1 = 0.81$ and $\alpha_2 = 0.19$. The total power in the power allocated system is $\mathcal{E}_{in} = 1.6$dB while the algorithmic threshold is $\mathcal{E}_{in,alg} = 2.1$dB. So the power allocation in this case gives a gain of 0.5dB.
The denoising function in the AMP algorithm, or its counterpart for non-uniform powers in \( (91) \), can be simplified if \( K_a \ll 2^J \). Then the probabilities \( p_k \) are very small for \( k \geq 2 \) and by neglecting them we get the modified denoising function

\[
j_{t,i}^{\text{OR}+}(x) = \sqrt{P} \left( 1 + \frac{p_0}{1-p_0} \exp \left( \frac{\hat{P} - 2\sqrt{\hat{P}} x}{2\tau^2_t} \right) \right)^{-1}
\]

which we denote with the suffix OR because it is the PME in the channel \( (34) \). In the parameter range of our simulations we can see almost no difference between the full version \( (10) \) and the truncated OR-estimator \( (100) \). For moderate values of \( 2^J \) compared to \( K_a \), we can improve on \( (100) \) slightly by taking into account \( p_2 \):

\[
j_{t,i}^{\text{OR}+}(x) = \frac{\sqrt{P}}{Z(x)} \left( p_1 \exp \left( -\frac{(x - \sqrt{\hat{P}})^2}{2\tau^2_t} \right) \right) + 2(1-p_0-p_1) \exp \left( -\frac{(x - 2\sqrt{\hat{P}})^2}{2\tau^2_t} \right)
\]

where

\[
Z(x) = p_0 \exp \left( -\frac{x^2}{2\tau^2_t} \right) + p_1 \exp \left( -\frac{(x - \sqrt{\hat{P}})^2}{2\tau^2_t} \right) + (1-p_0-p_1) \exp \left( -\frac{(x - 2\sqrt{\hat{P}})^2}{2\tau^2_t} \right)
\]

If necessary, further terms can be included in the same way.

In Figure 10 the required \( E_b/N_0 \) to achieve a per-user probability \( P_e < 0.05 \) is shown. For the empirical curves with \( J = 15 \) we use \( B = 100 \) bits and \( n = 30000 \) real symbols. For \( J = 20 \) we use \( B = 89 \) bits and \( n = 26226 \) real symbols. This results in a per-user spectral efficiency of \( \mu = 0.0033 \) and \( \mu = 0.0034 \), which is the typical value used in comparable works \( [14,19,16,17,18] \). As an inner decoder we use the AMP algorithm \( (9) \) with \( (101) \) as denoiser. After the inner decoder converged, in each section, the \( K_a + \Delta \) largest entries are declared as active and added to the list \( S_i \) for the outer tree code. We use \( \Delta = 50 \). For \( J = 15 \) we use \( L = 16 \) and the parity bits for the outer code are chosen as: \( \pi = (0,7,8,9,\ldots,9,13,14) \). For \( J = 20 \) we use \( L = 8 \) and a parity bit distribution \( \pi = (0,9,8,9,8,9,8,20) \). The outer rates are \( R_{e^T} = 0.4167 \) and \( R_{e^T} = 0.5563 \) respectively. For the SE curves we first estimate the required effective inner channel strength by setting the error rates in the outer channel to \( p_m = p_e/L \) and \( p_a = \Delta/2^J \). The required inner channel strength is then calculated by \( (54) \). We use the potential \( (16) \) to estimate the power to achieve the required inner channel strength. For the curves with power allocation we use the method of Section VII to find the optimal power allocation for \( K_a = 300 \). We can see that in both cases, \( J = 15 \) and \( J = 20 \), the required power decreases for \( K_a = 300 \) but increases for all other values of \( K_a \). So the power allocation has to be adapted to the expected number of users. The empirical values match the theoretically estimated SE curves very well, which confirms the precision of the asymptotic analysis, even though the number of sections is very small.

The obtained value of 4.3 dB for \( K_a = 300 \) is at the point of writing 0.7 dB better than the best reported value of 5 dB, which was achieved in \( [57] \). For smaller values of \( K_a \) other coding schemes have achieved better results, the best of which at the point of writing are \( [19,18] \), but both of these schemes have shown a rapid increase in required energy as \( K_a \) grows large. In [57] an enhanced version of the discussed concatenated coding scheme was presented, where another outer code was used that enabled the passing of soft decoding information between the AMP decoder and the outer decoder, resulting in a turbo-like iterative decoding scheme, alternating between inner and outer decoder. With this type of decoding the required power for \( K_a \leq 250 \) is reduced significantly, but for \( K_a = 300 \) the required power is still around 5dB.

**X. Finite-Length Simulations**

In this work we have introduced a concatenated coding construction that extends the concept of sparse regression codes to the unsourced random access scenario. In this construction an inner code is used as an efficient single user channel code for the AWGN channel and an outer code is used to resolve the multiple access interference. The structural similarity to the coupled compressed sensing scheme allowed us to use the tree code presented in \( [17] \) as an outer code. We use the AMP algorithm as inner decoder, for which we have
introduced a low-complexity approximation to the Bayesian optimal denoiser. We introduced a decomposition of the channel into an inner and an outer channel to analyse the asymptotic limits under optimal decoding. Furthermore, we calculated the asymptotically required energy-per-bit of the inner AMP decoder and compared it to the optimal decoder. Finite-length simulations show that the calculated results describe the actual required energy-per-bit for a fixed per-user error probability very precisely. We find that as $J \to \infty$, where $2^J$ is the size of the outer alphabet, the achievable sum-rates of the concatenated code converge to the Shannon limit, even if the number of active users $K_a$ grows to infinity simultaneously, but much faster than $J$. This is in stark contrast to the typical information theoretic limit, where the size of the message is considered to be much larger than the number of active users. Therefore, it is noteworthy that even under short message length (compared to the number of users) and no coordination between users the Shannon limit can be achieved.

Unfortunately, also the difference in required energy between the AMP decoder and the optimal decoder grows rapidly with $J$ once $J$ surpasses a certain value that depends on the rate. When there is a difference in performance between the AMP and the optimal inner decoder, a non-uniform power allocation can be used to improve the performance of the AMP decoder. We present a linear programming algorithm to find an optimized power allocation. Although for small sum-spectral efficiencies existing U-RA coding schemes like [19, 18] are more energy-efficient than the presented scheme, we show that for a sum-spectral efficiency of 1 bit/c.u. and $K_a = 300$ users the presented approach improves on existing ones by almost 1 dB. The good performance at high spectral efficiencies and the availability of a precise analysis make the presented coding scheme stand out among the existing U-RA approaches and therefore an interesting candidate for massive MTC.

The extension of the presented coding scheme and analysis to more general channel models incorporating fading, asynchronicity or multiple receivers seems to be in reach and promising research directions. Furthermore, the presented analysis can be seen as a basis to analyse the more complex turbo-like decoder of [57].

APPENDIX A

OPTIMAL PRODUCT DISTRIBUTION

Lemma 1. Let $\Omega \subset \mathbb{R}$ be some discrete set. Let $p(s)$ with $p : \Omega^{2J} \to \mathbb{R}_+$ be a probability mass function on $\Omega^{2J}$. Let $p_{s_1}(s_1), \ldots, p_{s_{2^J}}(s_{2^J})$ denote the marginals of $p(s)$. Further let,

$$\mathcal{P}_{\text{prod}} := \left\{ q(s) = \prod_{i=1}^{2^J} q_i(s_i), q_i : \Omega \to \mathbb{R} \left| \sum_{s \in \Omega} q_i(s) = 1 \right. \right\}$$

(103)

denote the space of product distributions on $\Omega^{2^J}$. Then

$$\arg \min_{q \in \mathcal{P}_{\text{prod}}} D(p \parallel q) = \prod_{i=1}^{2^J} p_{s_i}(s_i)$$

(104)

Proof: For a product distribution $q \in \mathcal{P}_{\text{prod}}$, $D(p \parallel q)$ can be expressed as:

$$\begin{align*}
D(p \parallel q) &= \sum_s p(s) \log \frac{p(s)}{q(s)} \\
&= \sum_s p(s) \log \frac{\prod_{i} p_{s_i}(s_i)}{q(s)} \\
&= D(p \parallel \prod_i p_{s_i}) + \sum_s \sum_{i=1}^{2^J} p(s) \log \frac{p_{s_i}(s_i)}{q_i(s_i)} \\
&= \sum_s \sum_{i=1}^{2^J} p(s) \log \frac{p_{s_i}(s_i)}{q_i(s_i)} \\
&= \sum_s D(p_{s_i} \parallel q_i)
\end{align*}$$

(105 - 107)

The first term is independent of $q$ and the second term can be rewritten as

$$\begin{align*}
\sum_s \sum_{i=1}^{2^J} p(s) \log \frac{p_{s_i}(s_i)}{q_i(s_i)} \\
&= \sum_{i=1}^{2^J} \sum_{s_i} \left( \sum_s p(s) \log \frac{p_{s_i}(s_i)}{q_i(s_i)} \right) \\
&= \sum_{i=1}^{2^J} p_{s_i}(s_i) \log \frac{p_{s_i}(s_i)}{q_i(s_i)} \\
&= \sum_{i=1}^{2^J} D(p_{s_i} \parallel q_i)
\end{align*}$$

(108 - 111)

which is non-negative and minimized by $q_i \equiv p_{s_i}$.
APPENDIX B

**DKL(MULT || BIN)**

A vector \((z_1, ..., z_{2^J})\) is called multinomial distributed with parameter \(n\) and probabilities \(p_1, ..., p_{2^J}\) if

\[
p(z) = \mathbb{P}(Z_1 = z_1, ..., Z_{2^J} = z_{2^J}) = \left\{\begin{array}{ll}
n! \prod_{i=1}^{2^J} p_i^{z_i} & \text{if } \sum_{i=1}^{2^J} z_i = n \\
0 & \text{else}
\end{array} \right.
\]

It follows from the multinomial theorem, that the distribution is normalized \(\sum p(z) = 1\). An important property of the multinomial distribution is that the marginals follow a binomial distribution:

\[
p(z_i = z_i) = \sum_{z \setminus z_i} \mathbb{P}(z_1, ..., z_{2^J}) = \binom{n}{z_i} p_i^z (1 - p_i)^{n - z_i}
\]

with covariance given by \(\text{cov}(Z_i, Z_j) = -n p_i p_j\).

Let \(n = K_a\) and \(p_i = 2^{-J}\) for all \(i = 1, ..., K_a\) and let \(q(Z)\) denote the binomial distribution with parameters \(n = K_a\) and \(p_i = 2^{-J}\). Then the marginals of \(p\) are all identical and equal to \(q(Z)\) and it holds

\[
D_{KL} \left(p \parallel \prod_{i=1}^{2^J} q_i \right) = \sum_{z} \log_2 \frac{p(z)}{q(z_i)}
\]

where \(H(p)\) denotes the entropy of the multinomial distribution \(p\) and \(H(q)\) the entropy of the binomial distribution \(q\). Both entropies are well known and given by

\[
H(p) = JK_a - \log_2 K_a!
\]

\[
+ 2^J \sum_{t=0}^{K_a} \binom{K_a}{t} (2^{-J})^t (1 - 2^{-J})^{K_a-t} \log_2 t!
\]

and

\[
H(q) = -\log_2 K_a! + E_q[\log Z!] + E_q[\log (K_a - Z)!] + J E_q[Z] - E_q[K_a - Z] \log_2 (1 - 2^{-J})
\]

We have \(E_q[Z] = K_a/2^J\) and \(E_q[K_a - Z] = K_a - K_a/2^J\). In the limit for large \(J\), we can expand \(E_q[\log_2 (K_a - Z)!]\) in terms of \(2^{-J}\) and get:

\[
E_q[\log_2 (K_a - Z)!] = \log_2 K_a! - \frac{K_a}{2^J} \log_2 K_a + O \left(\frac{1}{2^J}\right).
\]

Inserting this, (118) and (120) into (116), many terms cancel and we get:

\[
D_{KL} \left(p \parallel \prod_{i=1}^{2^J} q_i \right) = \log_2 K_a! - K_a (2^J - 1) \log_2 (1 - 2^{-J}) - K_a \log_2 K_a
\]

Using \(\log_2 (1 - 2^{-J}) = -\log_2(e)/2^J + O(1/2^J)\) for large \(J\) and the Stirling approximation \(\log_2 K_a! = K_a \log_2 K_a - K_a \log_2 e + O(\log K_a)\) we get

\[
D_{KL} \left(p \parallel \prod_{i=1}^{K_a} q_i(x_i) \right) = O(\log K_a) - \frac{K_a \log_2 e}{2^J}.
\]

which implies (29).

APPENDIX C

**EXPOENTIAL L^1 CONVERGENCE IMPLIES EXPONENTIAL CONVERGENCE IN MEASURE**

**Theorem 9.** Let \((f_j)_{j=1,2,...}\) be a sequence of integrable functions s.t.

\[
\|f_j - f\|_{L^1} \leq \frac{c}{\delta^J}
\]

for some constant \(c > 0\) and all large enough \(J\). For any \(\delta > 0\) there is a \(J_0\) such that for all \(J \geq J_0\)

\[
|f_j(t) - f(t)| \leq \frac{\sqrt{J}}{\delta^J}
\]

holds for all \(t\) except for a set of size \(O(\delta J^{-1/2})\). \(\square\)

Proof: Let \(\epsilon > 0\) then

\[
\sum_{j=J}^\infty \|f_j - f\|_{L^1} \leq \frac{c}{2^{J-1}} < \epsilon \frac{\sqrt{J}}{\delta^J}
\]

holds for all

\[
J > J_0 = \left(\frac{2c\delta}{\epsilon}\right)^2
\]

where we have used condition (125) and the formula

\[
\sum 2^{-J} = 2^{-(J-1)}.
\]

Now define the sets

\[
A_j = \left\{ t : |f_j(t) - f(t)| > \frac{\sqrt{J}}{\delta^J} \right\}
\]

and let \(\mu(A_j)\) denote the Lebesgue measure of \(A_j\). Then it follows from elementary properties of the integral that

\[
\sum_{j=J}^\infty \mu(A_j) \frac{\sqrt{J}}{\delta^J} < \sum_{j=J}^\infty \|f_j - f\|_{L^1} < \epsilon \frac{\sqrt{J}}{\delta^J}
\]

and so

\[
\mu \left( \bigcup_{j=J}^\infty A_j \right) \leq \sum_{j=J}^\infty \mu(A_j) < \epsilon
\]

Let \(A_J := \bigcup_{j=J}^\infty A_j\), then

\[
A_J^j = \left\{ t : |f_j(t) - f(t)| \leq \frac{\sqrt{J}}{\delta^J}, \forall j \geq J \right\}
\]

and so (132) states that \(\mu(A_J)\), the measure of the set of points on which the pointwise convergence does not hold, can be made arbitrarily small. More precisely, it follows from (128) that

\[
\mu(A_J) = O \left( \frac{\delta}{\sqrt{J}} \right)
\]

\(\blacksquare\)
We can bound the terms \((145) - (147)\) individually. Since \(0 \leq f^{OR}(r) \leq 1\), \((147)\) is bound by

\[
\sum_{k=2}^{K_a} p_k k^2 \leq \frac{K_a}{2} \left( 1 - \frac{K_a}{2^J} \right) + \frac{K_a^2}{2^J} \left( 1 - 2^{-J} \right)^{K_a-1} \leq O \left( \frac{K_a^2}{2^J} \right)
\]

For the remaining terms we split the expected values over \(z\) in \((145)\) and \((146)\) in two parts, depending on whether \(Z(r) = Z(\sqrt{t} + z)\) is smaller or larger than \(Z^{OR}(r)\).

1) \(Z(r) \leq Z^{OR}(r)\)

We have:

\[
f^{OR}(r) = \frac{1}{Z^{OR}(r)} \left( 1 - p_0 \right)e^{-\left( r - \sqrt{t} \right)^2/2}
\]

\[
\leq \frac{1}{Z(r)} \left( 1 - p_0 \right)e^{-\left( r - \sqrt{t} \right)^2/2}
\]

and

\[
f(r) = \frac{1}{Z(r)} \sum_{k=0}^{K_a} p_k e^{-\left( r - \sqrt{t} \right)^2/2}
\]

because all the summands are non-negative. It follows for all \(r:\)

\[
[f^{OR}(r)]^2 - [f(r)]^2 \leq \left[ \frac{p_1 e^{-\left( r - \sqrt{t} \right)^2/2}}{Z(r)} \right]^2 \left[ \left( \frac{1 - p_0}{p_1} \right)^2 - 1 \right]
\]

\[
\leq \left[ \frac{1 - p_0}{p_1} \right]^2 - 1
\]

\[
= \left[ \frac{1 - (1 - 2^{-J})^{K_a}}{\frac{K_a}{2^J} (1 - 2^{-J})^{K_a-1}} \right]^2 - 1
\]

\[
\leq O \left( \frac{K_a^2}{2^J} \right)
\]

which bounds the integral in \((145)\) on the set \(\{Z(z) \leq Z^{OR}(z)\}\). For \((146)\) notice that

\[
[1 - f^{OR}(r)]^2 - [1 - f(r)]^2 = f^{OR}(r)^2 - f(r)^2 + 2 [f(r) - f^{OR}(r)]
\]
The first term was already bound in (160), we bound the second term by
\[
f(r) - f^{\text{OR}}(r) = [1 - f^{\text{OR}}(r)] - [1 - f(r)]
\]
(163)
\[
= \frac{p_0 e^{-r^2/2}}{Z^{\text{OR}}(r)} - e^{-r^2/2} + \sum_{k=1}^{K_a} p_k (1-k)e^{-(r-k\sqrt{t})^2/2} - \frac{Z^{\text{OR}}(r)}{Z(r)}
\]
(164)
\[
\leq \frac{1}{Z(r)} \sum_{k=2}^{K_a} p_k (k-1)e^{-(r-k\sqrt{t})^2/2}
\]
(165)
\[
\leq \frac{1}{Z(r)} \max_{k \geq 2} \left\{ e^{-(r-k\sqrt{t})^2/2} \right\} \sum_{k=2}^{K_a} kp_k
\]
(166)
\[
= \frac{1}{Z(r)} \max_{k \geq 2} \left\{ e^{-(r-k\sqrt{t})^2/2} \right\} \left( \frac{K_a}{2} - \pi \right)
\]
(167)
\[
eq \frac{e^{-(r-k\sqrt{t})^2/2}}{p_1 e^{-(r-k\sqrt{t})^2/2}} \frac{K_a^2}{2e^2I_2}
\]
(168)
where \( k^* = \arg \max_{k \geq 2} \left\{ \exp(-(r-k\sqrt{t})^2/2) \right\} \). For the last line, notice that \( Z(r) \geq p_0 \exp(-(r-k\sqrt{t})^2/2) \) for all \( k \) and especially for \( k = 1 \). In (169), we have \( r = \sqrt{t} + z \). For the expected value in (146) we have to integrate over \( z \), restricted to the values of \( z \) for which \( Z(r) \leq Z^{\text{OR}}(r) \). Since
\[
\int_{-\infty}^{\infty} e^{-z^2/2} e^{-z/\sqrt{4}(k^*-1)/2}/p_1 e^{-z^2/2} = \frac{1}{p_1}
\]
(170)
and the integrand is non-negative, the same integral, restricted to \( \{ z : Z(\sqrt{t} + z) \leq Z^{\text{OR}}(\sqrt{t} + z) \} \), is also bounded by \( 1/p_1 \).

2) \( Z(r) > Z^{\text{OR}}(r) \)

Let \( r \) be such that, \( Z(r) > Z^{\text{OR}}(r) \). It holds that
\[
f^{\text{OR}}(r) = 1 - \frac{p_0 e^{-r^2/2}}{Z^{\text{OR}}(r)}
\]
(171)
\[
\leq 1 - \frac{p_0 e^{-r^2/2}}{Z(r)}
\]
(172)
\[
= \frac{1}{Z(r)} \sum_{k=1}^{K_a} p_k e^{-(r-k\sqrt{t})^2/2}
\]
(173)
\[
\leq \frac{1}{Z(r)} \sum_{k=1}^{K_a} kp_k e^{-(r-k\sqrt{t})^2/2}
\]
(174)
\[
= f(r)
\]
(175)
Since both terms are non-negative we get
\[
f^{\text{OR}}(r)^2 - f(r)^2 \leq 0
\]
(176)
which, together with (160), shows that (145) is bounded by a term of order \( O\left( \frac{K_a^2}{2e^2I_2} \right) \).

For (146), the same argumentation as in (162) holds and it remains to bound \( f(r) - f^{\text{OR}}(r) \). We have that
\[
f(r) - f^{\text{OR}}(r) = \frac{1}{Z(r)} \sum_{k=1}^{K_a} kp_k e^{-(r-k\sqrt{t})^2/2} - \frac{1}{Z^{\text{OR}}(r)} (1 - p_0) e^{-(r-\sqrt{t})^2/2}
\]
(177)
\[
\leq \frac{1}{Z(r)} \sum_{k=1}^{K_a} kp_k e^{-(r-k\sqrt{t})^2/2} - \frac{1}{Z^{\text{OR}}(r)} (1 - p_0) e^{-(r-\sqrt{t})^2/2}
\]
(178)
\[
\leq \frac{1}{Z(r)} \sum_{k=1}^{K_a} kp_k e^{-(r-k\sqrt{t})^2/2} - \frac{1}{Z^{\text{OR}}(r)} (1 - p_0) e^{-(r-\sqrt{t})^2/2}
\]
(179)
\[
\leq \frac{1}{Z(r)} \sum_{k=2}^{K_a} kp_k e^{-(r-k\sqrt{t})^2/2}
\]
(180)
\[
\leq \frac{1}{Z(r)} \max_{k \geq 2} \left\{ e^{-(r-k\sqrt{t})^2/2} \right\} \left( \frac{K_a}{2} - \pi \right)
\]
(181)
\[
eq \frac{e^{-(r-k\sqrt{t})^2/2}}{p_1 e^{-(r-k\sqrt{t})^2/2}} \frac{K_a^2}{2e^2I_2}
\]
(182)
This is the same term as in (182), for which we have shown that its expected value over \( z \) is bounded by \( p_1 1 \cdot O(K_a^2/2I_2) \). (182), together with (169), shows that \( f(r) - f^{\text{OR}}(r) \) is bounded by \( p_1 1 \cdot O(K_a^2/2I_2) \) for all \( r \). (169) and (176) show that \( f^{\text{OR}}(r)^2 - f(r)^2 = O(K_a^2/2I_2) \) for all \( r \), and therefore, by (162), also (146) is bound by a term of order \( O\left( \frac{K_a^2}{2e^2I_2} \right) \).

This concludes the proof of Theorem 5

**APPENDIX E**

**PROOF OF THEOREM 4**

The RS-potential (37), rescaled by \( \beta/2J \) takes the form
\[
i^{\text{RS}}(\eta) = \frac{R_m 2^J}{J} I(\eta \hat{\rho}) + \log_2 e \frac{2}{\eta - 1 - \ln \eta}
\]
(183)
with the mutual information
\[
i(\eta \hat{\rho}) := I(X:Y) = H(Y) - H(Y|X)
\]
(184)
for \( P(X = 0) = p_0 \), \( P(X = 1) = 1 - p_0 \) and \( Y = (\eta \hat{\rho}) \cdot X + Z \), for \( Z \sim N(0, 1) \) independent of \( X \). The mutual information \( I(\eta \hat{\rho}) \) can be evaluated as follows. First, note that in an additive channel \( H(Y|X) = H(Z) \), so \( H(Y|X) \) is independent of \( \eta \) and therefore we can ignore it when evaluating \( i^{\text{RS}}(\eta) \). The distribution of \( Y \) is given by
\[
p(y) = p_0 p(y|x = 0) + (1 - p_0) p(y|x = 1)
\]
(185)
\[
= \frac{p_0}{\sqrt{2\pi}} \exp \left(-\frac{y^2}{2}\right) + \frac{1 - p_0}{\sqrt{2\pi}} \exp \left(-\frac{1}{2} (y - (\eta \hat{\rho}) \frac{1}{2})^2\right),
\]
so the differential output entropy \( H(Y) = - \int p(y) \log_2 p(y) dy \) can be split into the sum of two parts. Define \( H_0 \) and \( H_1 \) respectively by
\[
H_0 := - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{y^2}{2}\right) \log_2 p(y) dy
\]
(186)
and
\[ H_1 := - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} (y - (\eta \hat{P})^{\frac{1}{2}})^2 \right) \log_2(p(y)) dy \]
\[ = - \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{y^2}{2} \right) \log_2 \left( p \left( y + (\eta \hat{P})^{\frac{1}{2}} \right) \right) dy \]  
(187)

such that the following relation holds:
\[ I(\eta \hat{P}) = p_0 H_0 + (1 - p_0) H_1. \]  
(188)

Taking into account the scaling factor in \( I(\eta \hat{P}) \), and using that \( \lim_{J \to \infty} 2^{J}(1 - p_0) = K_a \) and \( \lim_{J \to \infty} p_0 = 1 \), we get that
\[ \lim_{J \to \infty} \frac{R_m 2^{J}}{J} I(\eta \hat{P}) = \lim_{J \to \infty} \left( \frac{R_m 2^{J}}{J} H_0 + \frac{S}{J} H_1 \right) \]  
(189)

Now let us take a closer look at \( \log_2 p(y) = \log_2(e) \ln p(y) \) which appears in both \( H_0 \) and \( H_1 \). Let \( x_1, x_2 > 0 \) with \( x_2 > x_1 \). Then for the logarithm of the sum of exponentials it holds that
\[ -\ln(e^{-x_1} + e^{-x_2}) = x_1 + \ln(1 + e^{-(x_2-x_1)}). \]  
(190)

The error term \( \ln(1 + e^{-(x_2-x_1)}) \) decays exponentially as the difference \( x_2 - x_1 \) grows. Since \( p(y) \) is the sum of two exponentials we can approximate \( \ln p(y) \) by:
\[ -\ln p(y) \approx \min \left\{ \frac{y^2}{2} - \ln(p_0), \frac{1}{2} \left( y - (\eta \hat{P})^{\frac{1}{2}} \right)^2 - \ln(1 - p_0) \right\} \]  
(191)

This approximation is justified, since the difference of the two exponentials in \( p(y) \) is proportional to \( \sqrt{J} \), and so it grows large with \( J \). First, note that since \( \min \{a, b\} \) is bounded for all \( a, b \in \mathbb{R}, \) \( -\ln p(y) \leq y^2/2 - \ln(1 - p_0) \) as well as \( -\ln p(y + (\eta \hat{P})^{\frac{1}{2}}) \leq y^2/2 + \ln(2\gamma/K_a) \). This means that each of the integrands in \( H_0 \) and \( H_1 \) resp. is bounded uniformly, for all \( J \), by an integrable function. This allows us to evaluate the integrals by using Lebesgue’s theorem on dominated convergence. For this purpose we need to calculate the pointwise limits of \( \ln p(y) \) and \( \ln p(y + (\eta \hat{P})^{\frac{1}{2}}) / J \). The theorem on dominated convergence then states, that the limit of the integrals is given by the integral of the pointwise limits. The minimum in (191) can be expressed as
\[ -\ln p(y) = \begin{cases} \frac{1}{2} y^2 & y < \gamma \\ \frac{1}{2} \left( y - (\eta \hat{P})^{\frac{1}{2}} \right)^2 + \ln \left( \frac{2\gamma}{K_a} \right) & y \geq \gamma \end{cases} \]  
(192)

where we neglected \( \ln(p_0) = \ln(1 - K_a/2\gamma) \sim K_a/2\gamma \) and \( \gamma \) is given by
\[ \gamma = \frac{1}{2} \left( \eta \hat{P} \right)^{\frac{1}{2}} + \ln \left( \frac{2\gamma}{K_a} \right) \left( \eta \hat{P} \right)^{-\frac{1}{2}}. \]  
(193)

Given the considered scaling constraints and \( \hat{P} = JSNR/R_m = 2J\hat{E}_m \), \( \gamma \) can be rewritten as
\[ \gamma = \sqrt{\frac{J}{2}} \left( \sqrt{\eta} + \frac{1 - \frac{1}{\alpha}}{\log \sqrt{\eta} \hat{E}_m} \right) \]  
(194)

\[^3\text{Technically, this approximation does not hold at the point where the two exponents in } p(y) \text{ are equal. However, since the integral of a function does not depend on the value of the function at points of measure zero, we can redefine } \ln p(y) \text{ arbitrarily at that point.} \]
We can see that $\gamma'' \to 0$ for $\eta < \bar{\eta}$, i.e., $\lim(1-f^{\text{OR}}(\sqrt{\eta P} + z))^2 = \text{const.} > 0$, and $\gamma'' \to \infty$ for $\eta > \bar{\eta}$, i.e., $\lim(1-f^{\text{OR}}(\sqrt{\eta P} + z))^2 = 0$. Again, the integrand can be bound by 1, so by the dominated convergence theorem the convergence carries over to the expected values.

Note that the limiting mmse function is constant on the intervals $(0, \bar{\eta})$ and $(\bar{\eta}, \eta)$. Since both the mutual information and the mmse functions are non-increasing in $\eta$, a standard result from real analysis states that pointwise convergence implies uniform convergence in all continuity points of the limit functions. This shows that both the RS-potential and its derivatives converge uniformly on the intervals $(0, \bar{\eta})$ and $(\bar{\eta}, \eta)$. By another standard results from real analysis this implies that also the sequence of derivatives converges. This proves the statement of the theorem.
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