The γ-ray energy response of the Oslo Scintillator Array OSCAR
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Abstract
The new Oslo Scintillator Array (OSCAR) has been commissioned at the Oslo Cyclotron Laboratory (OCL). It consists of 30 large volume (3.5 x 8 inches) LaBr$_3$(Ce) detectors that are used for γ-ray spectroscopy. The response functions for incident γ-rays up to 20 MeV are simulated with Geant4. In addition, the resolution, and the total and full-energy peak efficiencies are extracted. The results are in very good agreement with measurements from calibration sources and experimentally obtained mono-energetic in-beam γ-ray spectra.
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1. Introduction
The Oslo Cyclotron Laboratory (OCL) at the University of Oslo has commissioned the new Oslo Scintillator Array (OSCAR) in 2018, replacing the NaI(Tl) scintillator array CACTUS [1]. The LaBr$_3$(Ce) detectors of OSCAR significantly improve the timing and energy resolution and intrinsic efficiency, which will not only provide better experimental conditions for the type of experiments most commonly carried out at OCL, but also open the door to novel studies. Since the early 1980’s, the OCL has contributed substantially to experimental studies of nuclear properties in the quasi-continuum with the Oslo method [2–4]. As the first step of the analysis it uses a common technique in nuclear physics and high energy physics called unfolding to calculate the emitted γ-ray spectrum from the measured spectrum [1,5,6]. This requires an accurate knowledge of the γ-ray response of OSCAR. In this article, we present simulations of the response and verify them by comparison to experimentally determined calibration sources and in-beam γ-ray spectra. The simulations are written in C++ using the GEometry ANd Tracking 4 (Geant4) library [7] v10.06, which is a standard tool for particle transport simulations in nuclear and particle physics experiments.

2. Setup
OSCAR consists of a total of 30 large volume BriLanCe$^{\text{TM}}$ 380 LaBr$_3$(Ce) scintillating crystals manufactured by Saint-Gobain. The crystals are cylindrical with a diameter of 3.5 inches and a length of 8 inches. The detectors are coupled to Hamamatsu R10233-100 photo multiplier tubes (PMT) with active voltage dividers (LABRVD) [8] and placed in an aluminum housing. They are powered by 6 iseg NHS 60 20n power supplies. The signals are processed by 14-bit, 500 MHz, XIA Pixie-16 modules and written to disk for subsequent offline analysis. An article dedicated to the detector characteristics and digital electronics will follow [9].

The detectors are mounted in a football shaped frame, see Fig. 1, where the distance to the center is adjusted by the choice of distance rods. For this work, we used the closest configuration with a face-to-center distance $d$ between detector and source of $d \approx 16$ cm, which results in a solid angle coverage of 57% of $4\pi$. A table with the positions and labels of the OSCAR detectors is provided in Appendix A.

The γ-ray detector array encompasses the beam-line and target chamber, in which the sources are placed, as well as the SiRi particle telescope [10] and for some experiments the NIFF PPAC fission fragment detector [11].

3. Implementation of the simulation
3.1. Geometry
The implemented geometry includes the full setup of the array, including the OSCAR detectors and their support structure, SiRi, NIFF, two alternative target chambers, the beam-line, the target holder and the target frame or radioactive calibration source itself. The full model v2.0.0 is available on github and as Ref. [12]. Most components can be (de)activated via macros at runtime to reflect the experimental conditions or to speed up the calculations. The standard configuration of the experiments is available via setup_normal_run.mac and does not include NIFF and the calibration source, as in-beam spectra on very thin metal foils are used. By default, we use the spherical target chamber installed in 2018.

To maintain a high performance of the simulations we have used the Constructed Solid Geometry (CSG) wherever feasible.
Figure 1: a) A photo of the new array OSCAR and b) its geometry implementation in Geant4. The axes used in the Geant4 implementation are included as an overlay.

Thus, the radioactive source, the detectors including their encapsulation and housing, and the football-like shaped aluminum frame, a truncated icosahedron, are implemented as CSG solids. The polar angle $\theta$ and azimuth angle $\phi$ of the detectors are fixed by the truncated icosahedron geometry and given in Table A.1 in the Appendix. As common practice, the z-axis is chosen along the beam direction, and the y-axis points upwards. The face-to-center distance $d$ between detector and source can be physically adjusted by different spacer rods; in the simulations $d$ can be adjusted for each detector individually with a macro command, or they may even be removed totally, which facilitates updating the response matrix for experiments in a non-standard configuration. By default, all 30 detectors are placed at a distance of $d = 16.3$ cm.

An older cylindrical target chamber is dedicated to actinide experiments and is implemented via CSG solids. The new spherical target chamber, including the wheel with the target holders, has a much more complex geometry, such that we used the Computer-Aided Design (CAD) drawings instead. Similarly, the support structure of the frame is implemented with the CAD geometry.

All CAD drawings are imported as GDML files after conversion with GUIMesh v1 [13]. We preprocessed the drawings slightly, removing several small elements like sealing rings, which are not expected to effect the $\gamma$-rays significantly, but may increase the computation time considerably. Each element of the setup is implemented through an individual Geant4 parallel world geometry to facilitate the navigation and avoid boundary problems. The layered mass geometry ensures that a particle at any given point only sees the topmost parallel world with a volume defined at the point, or if no parallel world is defined it seems the basic mass world. We use following top to bottom hierarchy:

1. ParallelWorld Targets on Wheel: Target frames placed on the target wheel,
2. ParallelWorld SiRi: A CAD implementation of SiRi particle telescopes (a more primitive CSG implementation exists),
3. ParallelWorld Frame Outer: The support structure of the frame,
4. ParallelWorld Target Chamber: The support structure of the frame including the target wheel,
5. massWorld The normal world, where all CSG volumes are defined.

The rectangular calibration sources are modeled given the manufacturer specifications of Eckert & Ziegler through a 0.5 cm$^3$ acrylic glass cube of the support material, embedding an Amberlite™ IR-120 sphere containing the active material with a radius of 0.5 mm.

All commands related to the geometry are in the /OCL macro directory and its sub-directories and are documented online. The geometry is constructed in a modular fashion, such that it is easy to reuse parts of the code when the LaBr$_3$(Ce) detectors are used at another experimental facility.

3.2. Physics processes and event generation

We have chosen the QGSP_BIC_HP reference physics list, which implements standard electromagnetic interactions through G4EmStandardPhysics and neutron interactions through data driven high precision cross-sections. All events are generated at the target position at the center of the sphere using the General Particle Source (GPS). For the calibration sources we use the Radioactive Decay Module in addition. Whilst the active area of the calibration source is approximated by a small spherical source of the carrier material, we used a small ($\approx 3\text{mm}^2$) isotropic planar source roughly corresponding to the beam size for the cyclotron at the target position. The scintillation process can be simulated with G4OpticalPhysics, but is not included in the simulations by default, as it significantly increases the computation time without any impact on the energy collection.

3.3. Scoring and data analysis

The energy deposited in each crystal is recorded as an n-tuple and stored as a ROOT [14] tree. For the further analysis, we combine the histograms for all detectors to a cumulative response of OSCAR. As Geant4 does not model the electronic response of the system, we initially get histograms with spikes at the full-energy peak, single escape, etc., which are folded...
Figure 2: Experimental source spectra (blue) compared to the simulations (orange) for $^{60}\text{Co}$ (top left), $^{133}\text{Ba}$ (top right), $^{137}\text{Cs}$ (bottom left) and $^{152}\text{Eu}$ (bottom right). The simulations are scaled to the same number of decays as the experimental spectra. The lower panels show the relative difference between experiment. Note that the x-axis are different for each isotope.

by a Gaussian to mimic the response of the PMT and the signal processing electronics\(^1\). The full width at half maximum (FWHM) is determined by fits to 15 peaks from following radioactive sources: $^{60}\text{Co}$, $^{133}\text{Ba}$, $^{137}\text{Cs}$, $^{152}\text{Eu}$ and $^{241}\text{Am}$. The variation of the FWHM as a function of the γ-ray energy $E_\gamma$ is fitted by

$$\text{FWHM}(E_\gamma) \text{[keV]} = \sqrt{a_0 + a_1E_\gamma + a_2E_\gamma^2},$$  \hspace{1cm} (1)

with the best fit values $a_0 = 60.64(73)$, $a_1 = 0.458(02)$, and $a_2 = 2.6555(17) \times 10^{-4}$, assuming $E_\gamma$ is given in keV.

4. Results and verification

4.1. Calibration sources

The response has been simulated for $2 \times 10^5$ decays of $^{60}\text{Co}$, $^{133}\text{Ba}$, $^{137}\text{Cs}$ and $^{152}\text{Eu}$ (the activity of the $^{241}\text{Am}$ is not known) and is compared to the experimental measured spectra in Fig. 2. The simulations are scaled to same number of decays as in the experimental data, using the activity and measuring time of the sources. We use a quadratic energy calibration fitted to 15 peaks of all four sources and subtract the background. This generally works quite well, although small deficiencies are visible in the $^{60}\text{Co}$ and $^{152}\text{Eu}$ spectra between $\approx 1.4$ and 1.5 MeV, where the strong internal radiation of the LaBr$_3$(Ce) detectors is not correctly subtracted due to a small drift of the calibration. The simulations give an excellent reproduction of the calibration spectra with an average deviation below 5% for γ-ray energies $E_\gamma$ above 200 keV. Between 50 and 200 keV the deviations reach up to about 20%. As the latter deviation depends on the exact source spectrum, we cannot find a generally applicable correction function.

The full-energy peak efficiency $\epsilon_{fe}$ of the setup has been analyzed and is displayed in Fig. 3. The results depend on the choice of the fit function and minimization routine, and we estimate this systematic uncertainty to $\approx 3 – 5\%$. Our main goal here is to verify the simulated efficiencies. Therefore we fit the peaks in both the experimental and simulated spectra in the exact same way, using a fit function composed of following three elements:

1. a Gaussian: The main component of the peak arising from the electronic response to an otherwise mono-energetic γ-ray,
2. a smoothed step function: From Compton scattered γ-that enter the detector and the escape of scintillator photons from the crystal, using the functional form proposed in RadWare’s gf3 [15],
3. an constant background: From the contribution of other peaks and their Compton spectrum.

We attempted to extend the fitting routine for more complicated peak structures, like the double peaks in $^{133}\text{Ba}$ and $^{152}\text{Eu}$, but could not find a good and consistent way of fitting them. For

\(^1\)In principle, this also includes the statistical behavior of the scintillator photons, but the resolution broadening is dominated by the external electronic response due to the PMT and the data acquisition system.
the comparison in Fig. 3, only fits that converged properly are processed. The full-energy peak efficiencies $\epsilon_{fe}$ agree within the fit uncertainties. The analyzed $\epsilon_{fe}$ in turn are fit as proposed in gf3 [15]:

$$\ln \epsilon_{ph} = p_0 + p_1 \ln(E_\gamma) + p_2 \ln(E_\gamma)^2.$$  (2)

The best-fit values are listed in Tab. A.2.

4.2. In-beam spectra

The comparison to experimental in-beam spectra provides additional insights, but also challenges to the data processing.

We use particle-$\gamma$ coincidence measurements from the (p,p')$^{28}$Si and ($\alpha$,a')$^{12}$C reactions, both measured in 2019. Gating on the detected particle energy, we can select $\gamma$-rays from population of specific excited states and their decay, e.g. the first excited states at 1779 and 4440 keV, respectively. It was not possible to obtain other mono-energetic spectra from $^{28}$Si by gating on higher excitation, because the particle energy resolution was not good enough to clearly distinguish the different states (and separate them from states of $^{29}$Si and $^{16}$O contaminating the target).

For the in-beam spectra random coincidences with particles from previous beam bursts of the cyclotron are subtracted using two dimensional graphical time-energy cuts. As the total number of incident $\gamma$-rays is not known for the experimental spectra, but only the number of $\gamma$-rays detected fulfilling the coincidence requirements, the simulated spectra are normalized to the same number of counts in the full-energy peak. Naturally, the spectra agree within the close vicinity of the full-energy peak, but from Fig. 4 we can see that they also match well for the single- and double-escape peaks, the annihilation peak and the Compton-spectrum above $E_\gamma \approx 200$ keV.

There are several noteworthy discrepancies. Below $E_\gamma \approx 200$, the simulations seemingly overestimate the experimental spectra significantly. We attribute this to an over-subtraction of the background for low energies in connection with inaccurate graphical time-energy gates. On the contrary, the simulations apparently underestimate the Compton-background for the 4440 keV $\gamma$-ray spectrum from $^{12}$C. This is however linked to a contamination of the experimental spectrum by $\gamma$-rays from the aluminum frame of the target, which can be clearly identified from the additional peaks. Finally, we observe that the full-energy peak in the experimental spectra is not perfectly Gaussian shaped, but has a tail towards higher energies. Note that this is not visible in the source spectra of Fig. 2. It is beyond the scope of this article to verify whether the tail is due to suboptimal settings during the data acquisition (e.g. different impedances causing a slight ringing in the cables) such that it can be removed in future experiments, or whether it is of permanent nature (e.g. pileup with $\gamma$-rays or x-rays created from the cyclotron operation, etc.). In the latter case, one could use a non-Gaussian kernel for the smoothing of the simulated spectra, which is described in Sec. 3.3.

4.3. Response matrix

For the previously used CACTUS $\gamma$-ray detectors, the response matrix was obtained from an interpolation and extrapolation of a small number of measured experimental spectra [1]. Given the simulations presented here and their successful verification in Sec. 4.1 and 4.2, we now calculate the response of OSCAR for a large grid of incident $\gamma$-ray energies $E_{in}$ between 50 keV and 20 MeV. A simulation of $10^8$ single incident $\gamma$-rays of 5 MeV in the standard setup with the new spherical target
chamber takes about 8 cpu-hours on a single Intel E5-2683v4 2.1 GHz core. As most experiments only require the response below 10 MeV, we split the calculations in two parts. Below 10 MeV we use a step-size of 10 keV, removing the need for interpolations; in addition we simulate the response for 12, 15 and 20 MeV. As an additional measure to balance runtime against the accuracy of the results, we increase the number of events from $0.5 \times 10^6$ for the low energies to $3 \times 10^6$ for the highest incident energies. The total computation time of the response was $\approx 17000$ cpu-hours and it is available online on github and as dataset Ref. [12] in the matrix format $R(E_{\text{in}}, E_{\text{out}})$, where $E_{\text{out}}$ is the simulated response. Note that we use an isotropic source with multiplicity 1 for all events here, but the source definition can easily be adopted for higher multiplicities and other angular distributions through the GPS macro commands if this is desirable.

In Fig. 5 the total efficiency is plotted, which is given by the ratio of counts detected above a threshold over the number of simulated events. As the most common unfolding technique that is used in the Oslo method [1] requires the full energy, single and double escape, and annihilation probabilities for the so called Compton subtraction method, these probabilities are extracted as well.

![Simulated efficiencies](image)

Figure 5: Simulated efficiencies (see legend), where the total efficiency is given for different lower thresholds. The geometric efficiency of 37% is highlighted (black dashed line), but can be exceeded due e.g. cross-talk between detectors for one and the same gamma event.

5. Lessons learnt

A first version of the OSCAR simulation was developed in 2018 [16], but we encountered several challenges in the model development and the comparison to experiments [17]. In the following, we try to summarize the main lessons learnt which lead to the very good agreement between simulation and experiment.

1. As mentioned in Sec. 4.1, the full-energy peak efficiency is rather sensitive to the fit function and procedure. In the simulations, it is possible to select only photoeffect interactions and base the full-energy peak efficiency on these. However, this induced a systematic discrepancy and lead to an apparently poorer reproduction of the experimental fits.

2. Several studies have shown that the LaBr$_3$(Ce) detectors have a non-linear energy response, especially at low energies, see e.g. Refs. [18] and references therein. However, during the first benchmarking phase for the simulations, only a subset of the calibration sources was used, which only allowed for a linear energy calibration. This induced an error which was misattributed to the accuracy of the geometry implementation. Ideally, even more calibration sources should be available if one wants to improve the response below $E_\gamma = 200$ keV.

3. Initially, we experienced large problems importing the CAD geometry, with particle tracks getting stuck. This was easily resolved with GUIMesh and the parallel world geometry. Problems with the material definition in GUIMesh v1 were circumvented by grouping the elements of a drawing by material, exporting each group individually, and editing the material through a search and replace.

6. Summary

Response functions of the new $\gamma$-ray detector array OSCAR at the OCL have been simulated with the Geant4 toolkit up to 20 MeV. The simulations are compared to experimental spectra from calibration sources and in-beam $\gamma$-rays, where a good agreement has been achieved. The deviations are below $\approx 5\%$ for $\gamma$-ray energies $E_\gamma$ larger than 200 keV. Additionally, we obtained the total and partial efficiencies for the various components of the $\gamma$-ray interaction with the detectors. Finally, we summarized several of the main challenges of the analysis.
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Table A.1: Labeling of the detectors and the position of the detectors determined by the geometry of the frame. This labeling is used both in the Geant4 simulations and on the actual detector frame of OSCAR. The angles $\theta$ and $\phi$ specify the detector location in spherical coordinates, the distance can be varied by spacers.

| Ring | Det. number | $\theta$ [deg] | $\phi$ [deg] |
|------|-------------|----------------|--------------|
| 1    | 1           | 142.6          | 0.0          |
|      | 2           | 142.6          | 72.0         |
|      | 3           | 142.6          | 144.0        |
|      | 4           | 142.6          | 216.0        |
|      | 5           | 142.6          | 288.0        |
|      | 6           | 116.6          | 324.0        |
|      | 7           | 116.6          | 36.0         |
|      | 8           | 116.6          | 108.0        |
|      | 9           | 116.6          | 180.0        |
|      | 10          | 116.6          | 252.0        |
|      | 11          | 100.8          | 0.0          |
|      | 12          | 100.8          | 72.0         |
|      | 13          | 100.8          | 144.0        |
|      | 14          | 100.8          | 216.0        |
|      | 15          | 100.8          | 288.0        |
| 2    | 16          | 79.2           | 324.0        |
|      | 17          | 79.2           | 36.0         |
|      | 18          | 79.2           | 108.0        |
|      | 19          | 79.2           | 180.0        |
| 3    | 20          | 79.2           | 252.0        |
|      | 21          | 79.2           | 324.0        |
|      | 22          | 79.2           | 36.0         |
|      | 23          | 79.2           | 108.0        |
|      | 24          | 79.2           | 180.0        |
| 4    | 25          | 79.2           | 252.0        |
|      | 26          | 79.2           | 324.0        |
|      | 27          | 79.2           | 36.0         |
|      | 28          | 79.2           | 108.0        |
|      | 29          | 79.2           | 180.0        |
|      | 30          | 79.2           | 252.0        |

Table A.2: Full-energy peak efficiency fit coefficients, see Eq. 2 and their covariances. Note that the values are strongly correlated, thus the efficiency is better determined as it might seem from the quoted $1\sigma$ uncertainties for each parameter.

(a) Optimal parameters

| $p_0$ | $p_1$ | $p_2$ |
|-------|-------|-------|
| 1.94 (27) | 0.75 (85) | 0.03 (66) |
| 3.0 (21) | -1.11 (65) | 0.058 (50) |

(b) Covariances for fit to exp.

| $p_0$ | $p_1$ | $p_2$ |
|-------|-------|-------|
| 7.2e+00 | -2.3e+00 | 1.8e-01 |
| -2.3e+00 | 7.1e-01 | -5.6e-02 |
| 1.8e-01 | -5.6e-02 | 4.4e-03 |

(c) Covariances for fit to sim.

| $p_0$ | $p_1$ | $p_2$ |
|-------|-------|-------|
| 4.3e+00 | -1.4e+00 | 1.0e-01 |
| -1.4e+00 | 4.2e-01 | -3.3e-02 |
| 1.0e-01 | -3.3e-02 | 2.5e-03 |

References

[1] M. Guttormsen, T. Tveter, L. Bergholt, F. Ingebretsen, J. Rekstad, The unfolding of continuum $\gamma$-ray spectra, Nucl. Instrum. Methods Phys. Res. A 374 (3) (1996) 371–376. doi:10.1016/0168-9002(96)00197-0.
[2] J. Rekstad, A. Henriquez, F. Ingebretsen, G. Midttun, B. Skaali, R. Øyan, J. Wikne, T.Engeland, T. F. Thorsteinsen, E. Hammaren, et al., A study of the nuclear structure at high energy and low spin, Phys. Scr. T. 5 (1983) 45–50. doi:10.1088/0031-8949/1983/t5/007.
[3] A. Schiller, L. Bergholt, M. Guttormsen, E. Melby, J. Rekstad, S. Siem, Extraction of level density and $\gamma$-ray strength function from primary $\gamma$-spectra, Nucl. Instrum. Methods Phys. Res. A 447 (3) (2000) 498–511. doi:10.1016/s0168-9002(99)01187-0.
[4] A. C. Larsen, M. Guttormsen, M. Krtička, E. Beták, A. Burger, A. Görgen, H. T. Nyhus, J. Rekstad, A. Schiller, S. Siem, et al., Analysis of possible systematic errors in the Oslo method, Phys. Rev. C 83 (3) (2011) 034315. doi:10.1103/physrevc.83.034315.
[5] V. Blobel, Unfolding, in: Data Analysis in High Energy Physics, Wiley-VCH Verlag GmbH & Co. KGaA, 2013, pp. 187–225. doi:10.1002/9783527653416.ch6.
[6] G. Choudalakis, Fully bayesian unfoldingarxiv: http://arxiv.org/abs/1201.4612v4.
[7] U. Agvaanluvsan, A. Schiller, J. A. Becker, L. A. Bernstein, P. E. Garrett, M. Guttormsen, G. E. Mitchell, J. Rekstad, S. Siem, A. Voinov, et al., Level densities and $\gamma$-ray strength functions in yb 170, 171, 172, Physical Review C 70 (5). doi:10.1103/physrevc.70.054611.
[8] S. Riboldi, F. Camera, N. Blasi, S. Brambilla, C. Boiano, F. C. Crespi, A. Giaz, B. Million, R. Nicolini, L. Pellegri, O. Wieland, Active voltage divider for improved estimation of interacting radiation energy with photomultiplier tubes coupled to high light yield scintillators, in: 2011 IEEE Nuclear Science Symposium Conference Record, IEEE, 2011. doi:10.1109/nssmic.2011.6154296.
[9] V. W. Ingeberg et al., Characterization of the oslo scintillator array oscar, manuscript in preparation (2020).
[10] M. Guttormsen, A. Bürger, T. Hansen, N. Lietaer, The siri particle-telescope system, Nucl. Instrum. Methods Phys. Res. A 648 (1) (2011) 168–173. doi:10.1016/j.nima.2011.05.055.
[11] T. G. Tornyi, A. Görgen, M. Guttormsen, A. C. Larsen, S. Siem, A. Krasznahorkay, L. Csige, A new fission-fragment detector to complement the cactus-siri setup at the oslo cyclotron laboratory, Nucl. Instrum. Methods Phys. Res. A 738 (2014) 6–12. doi:10.1016/j.nima.2013.12.005.

[12] F. Zeiser, G. M. Tveten, oslocyclotronlab/co1_geant4: Geant4 model of oscar, version v2.0.0 (2020). doi:10.5281/zenodo.3997010.

[13] M. Pinto, P Gonçalves, GUIMesh: A tool to import STEP geometries into geant4 via GDML, Computer Physics Communications doi:10.1016/j.cpc.2019.01.024.

[14] R. Brun, F. Rademakers, ROOT — an object oriented data analysis framework, Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 389 (1-2) (1997) 81–86. doi:10.1016/S0168-9002(97)00048-X.

[15] D. Radford, Notes on the use of the program gf3, accessed on 30.07.2020. URL https://radware.phy.ornl.gov/gf3/.

[16] F. Zeiser, G. M. Tveten, Oslocyclotronlab/co1_geant4: Geant4 model of oscar, version v1.0.4 (2018). doi:10.5281/zenodo.1342610.

[17] F. Zeiser, G. M. Tveten, F. L. B. Garrote, M. Guttormsen, A. C. Larsen, V. W. Ingeberg, A. Görgen, S. Siem, The energy response of the oslo scintillator array oscarVersion 1. arXiv:2008.06240v1.

[18] G. Gosta, N. Blasi, F. Camera, B. Million, A. Giaz, O. Wieland, F. Rossi, H. Utsumoniya, T. Ari-izumi, D. Takenaka, D. Filipescu, I. Gheorghe, Response function and linearity for high energy γ-rays in large volume LaBr3 :Ce detectors, Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 879 (2018) 92–100. doi:10.1016/j.nima.2017.10.018.