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ABSTRACT

The Internet of Things (IoT), in general, is a compelling paradigm that aims to connect everyday objects to the Internet. Nowadays, IoT is considered as one of the main technologies which contribute towards reshaping our daily lives in the next decade. IoT unveils many exciting new opportunities in a variety of applications in research and industry domains. However, many have complained about the absence of the real-world IoT data. Unsurprisingly, a common question that arises regularly nowadays is “Does the IoT already exist?” So far, little has been known about the real-world situation on IoT, its attributes, the presentation of data and user interests. To answer this question, in this work, we conduct an in-depth analytical investigation on real IoT data. More specifically, we identify IoT data sources over the Web and develop a crawler engine to collect large-scale real-world IoT data for the first time. We make the results of our work available to the public in order to assist the community in the future research. In particular, we collect the data of nearly two million Internet connected objects and study trends in IoT using a real-world query set from an IoT search engine. Based on the collected data and our analysis, we identify the typical characteristics of IoT data. The most intriguing finding of our study is that IoT data is mainly disseminated using Web Mapping while the emerging IoT solutions such as the Web of Things, are currently not well adopted. On top of our findings, we further discuss future challenges and open research problems in the IoT area.
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1. INTRODUCTION

The Internet of Things (IoT) and IoT platform are two of the few concepts that are sitting at the top of the recent Gartner Hype Cycle[1]. Tremendous amount of considerations from many professionals place IoT as one of the top technologies that will revolutionize our daily lives over the next decade. Indeed, it is estimated that IoT would reach the so called Plateau of Productivity in Gartner Hype Cycle within 5-10 years. The IoT paradigm can be applied in a variety of areas of applications including healthcare, mining industry, environmental sensing, transportation and logistics, and so on [2][15]. For example, through the use of the IoT infrastructure, users can track the location and schedule of a certain aircraft in real-time[3]. Various definitions of the IoT are traceable within the research community, and each of them targets at some strong interest to a specific type of applications or technologies. The very first definitions of IoT consider simple objects and RFID technology only. Later, IoT definitions broaden the purpose, perspective and the enabling technologies [1]. In a broader sense, it is hard to limit the boundaries of IoT to specific applications or specific technologies. Thus, we envisage IoT as the set of initiations that publish the data generated by embedded and non-embedded sensors that are publicly available on the Web.

The status of IoT is indeed similar to an iceberg. Due to its novelty, its visibility is still very limited to the extent that a common question for many people is that “Does the IoT already exist?”[23]. Crawling and analyzing real-world IoT data may help to answer this question. In the context of World Wide Web, this is usually carried out by existing search engines such as Google. However, in the context of IoT, very little work has been carried out in this regard. To the best of our knowledge, the only working example of the IoT search engine is Thingful[4] and none of the IoT search engines in the literature have been deployed for real-world or large-scale data. Furthermore, the Thingful initiation itself is still limited and significant progress is needed to expand this area. One instance of such limitations is the public availability of the collected data. For example, Thingful provides access to its data only via a dedicated UI. Another example of the limitations is the fast expiration of the data due to the highly dynamic nature of the IoT [19][18]. Graph of Things[5] is another interesting project which aims to provide

http://www.gartner.com/newsroom/id/3114217
http://www.flightradar24.com
http://www.thingful.net
http://graphofthings.org
live IoT data in real-time, which is still limited and can be potentially expanded in terms of scope and capabilities.

There is another search engine, namely Shodan\footnote{https://www.shodan.io} which also claims to be a search engine for IoT. The main difference between Shodan and IoT search engines such as Thingful, is that Shodan is basically designed as a search engine for hackers. It identifies and hacks into password protected devices connected to the Internet. Servers and routers as well as other Internet-connected devices have been archived with their IP addresses in its database. The website itself does not process sensor outputs. Due to its large and broad scope, catching everyday objects on this website is still difficult while servers and network devices constitute the majority of the things in its database. Due to ethical issues and scope matters, we do not include Shodan in our study.

Given the lack of powerful IoT search engines and the unavailability of large-scale IoT data, the visibility of IoT and its data is far from satisfying. This creates notable gaps in the IoT research and development\footnote{www.xively.com} and still leaves many questions without answers. We list some of them as follows:

1. Does IoT already exist on the Web?
2. What technologies are used to make IoT visible?
3. Which aspects of IoT are more interesting to users?
4. What are the characteristics of the large-scale IoT data?

In this paper, we conduct an extensive study on the current status of the real-world IoT. Our main contributions are summarized as follows:

- We identify and classify IoT data sources into three categorizations, including Cloud based IoT platforms, Web of Things enabled platforms, and Web Mapping. Our practical experience provides strong evidence that IoT does exist on the Web nowadays and we suggest that more IoT research efforts are needed to take advantage of this availability.

- We design and implement a novel IoT crawling platform, named ThingSeek, to collect and analyze IoT data. ThingSeek is composed of a crawler and a visualization engine. Using the crawler, we capture publicly available data from the major IoT data sources that we identify over the Web. We make the collected IoT dataset available to the public in order to boost the research related to IoT.

- We study the general user interests on IoT data by using a real world query log dataset from an IoT search engine. We also analyze the characteristics of the collected IoT data including spatio-temporal distributions of things, data dynamics, and data quality.

- Based on the collected real-world IoT data and our analysis, we discuss future research challenges and identify open research problems to shed light on the future IoT research and development.

The rest of this paper is organized as follows. We discuss the potential places to look for IoT over the Web in Section 2. In Section 3, we discuss the best practices that we learn in IoT data acquisition. Then in Section 4, we present the analytical results of the collected IoT data. We discuss some of the opportunities for further IoT research in Section 5. In Section 6, we overview the related works and Section 7 concludes the paper.

2. WHERE IS THE IOT?

The interactions with IoT can be realized in Machine-to-Machine (M2M) as well as Machine-to-Human (M2H)\footnote{www.xively.com}. The M2M approach is mainly used for smart things and enabled by predefined APIs, e.g., RESTful APIs\footnote{www.thingspeak.com/}. In contrast, M2H can include almost every object that are connected to the Internet and enabled using current Web protocols and existing IoT middleware. Pioneering IoT cloud services such as Xively\footnote{https://sen.se/mother}, ThingSpeak\footnote{https://rastrack.co.uk} and Sen.se\footnote{www.marinetraffic.com} are some of the examples of IoT dedicated cloud services which provide infrastructure to store and share data things for various types of sensors. Nowadays, there are numerous examples of websites which focus on a specific type of applications such as tracking aircrafts\footnote{www.flightradar24.com}, marine traffic\footnote{www.thingseek.com/} or Raspberry Pi board\footnote{www.waze.com/livemap}. In the rest of this paper, we refer to these two types of IoT services as general and niche IoT services, respectively.

In our work, we categorize IoT data sources into three groups, namely the cloud based IoT platforms, the WoT enabled platforms, and the Web Mapping enabled data sources.

2.1 Cloud Based IoT Platforms

Cloud computing is a very popular demand-based Internet computing paradigm in which, shared resources, data and information are provided to computers and other devices on-demand. Since the introduction of the concept, numerous cloud services have been launched where each service is designed specifically for certain applications such as web hosting, file sharing, programming and etc.

With the growth of the idea of connecting things to the Internet, one of the dominant visions for developing the IoT is to use cloud computing technologies to develop cloud services which facilitate the utilities for storing, sharing and visualizing IoT data through the conventional tools of the World Wide Web\footnote{www.xively.com}. For this purpose, many services have been developed where Table \ref{table:cloud3} enlists some of them.

One of the main features of this category, is that the platforms have been designed with the idea of enabling any object of any kind to be connected to the IoT rather than being a solution designed specifically for a certain application. Furthermore, the service model of the cloud platforms, can provide more details about cloud based platforms for IoT. Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) are the prevalent service models for cloud services. These models provide services at different levels from basic access to infrastructure to complete service via online application software and database, respectively. IoT cloud platforms in this category, such as the services in Table \ref{table:cloud3} may follow a SaaS model for connecting devices to IoT. All of the mentioned services provide dashboard, API, M2M communication, middleware and the infrastructure to facilitate the IoT connection of the devices. In addition, many of the popular cloud services which follow other models, such as Amazon Web Services and Google Cloud, have recently provided tools for IoT integration.

Basically, cloud platforms for heterogeneous IoT devices are considered as the primary means of sharing IoT data\footnote{www.xively.com}. The data ownership policy of these platforms is typically set...
to be private with a few exceptions such as Xively that provides a public sharing option. Public IoT data, if available, can be generally retrieved through a pre-designed API such as Xively API13.

### 2.2 WoT Enabled Platforms

The WoT concept describes approaches, frameworks and programming patterns that allow things to share their data through the World Wide Web. Currently, WoT is an active research area with a range of challenges and opportunities including security, resilience, intent oriented search, legal implications and so on.14 Backed by existing WoT packages15, these data sources create mashups to publish IoT data. One of the most popular WoT packages is the WoTKit [2]. Although some WoT packages have been used by IoT cloud services, we distinguish them from other cloud services (e.g., Xively) that are not developed based on the WoT. WoT can be applied in both of the traditional server (such as WeIO) and the cloud based (such as SenseTecnic) environments.

### 2.3 Web Mapping Enabled Data Sources

Web Mapping is the process of using online maps to browse and visualize geospatial data in a Web environment (e.g., Google Maps).16 Web Mapping is more than just Web cartography. There exist a wide variety of use cases for Web Mapping presentation of the data. In fact, we realize that a considerable number of Web pages with maps are providing IoT data and thus, include them in our list of data sources. The main categories of such data sources are as follows:

- **Real-time Transportation Information Services**: Real-time tracking services (e.g., FlightRadar2417, and Arrivebus18) are designed to process and share the coordination of public transport services generated by embedded GPS devices. Unlike IoT cloud platforms, these services are often publicly available and data is visualized via Web Mapping. The most dynamic attributes of the objects in these networks are location-related including latitude and longitude.

- **Urban Crowdsensing Services**: Urban crowdsourcing services provide a platform for people to report and share their observations of things around them. For example, Waze19 provides a mobile phone application for users to report their locations, traffic jams, roadworks or police attendances. Although the collected data from this type of platforms is not originated from embedded physical sensors, the information is still related to physical or virtual things that people observe around themselves. Most often, the data is available through a Web based map.

*Public Environmental Sensing Services*: These services include platforms that share the data originated by environmental sensors such as weather stations and pollution metrics. The data is available through a Web based map interface available to public.

### 3. IOT DATA ACQUISITION

In this section we provide details on identifying the data sources of things and collecting the things dataset. We focus on the general idea of the IoT which is composed of two main words: Internet and Things. As every object occupies a space and the location is one of the key features of things, we limit the scope of our search to the sources which necessarily contain, or at least consider, the location data. The location data is usually represented as a unique tuple \((\text{latitude}, \text{longitude})\) such that \(\text{latitude} \in [-90, 90]\) and \(\text{longitude} \in [-180, 180]\). On top of the location information, we also need to focus on specific features to identify the relevant sources of things data. We include some of the available WoT and IoT platforms to our search queries to cover popular IoT implementation techniques. We also consider Web Mapping as an IoT data sharing interface to identify more IoT data sources. Thus, we limit our search scope to the sources which contain a map.

We break down the crawling procedure into a certain set of steps in a unified framework. Figure [1(a)] illustrates the main features of the ThingSeek crawler engine. In the first step, a URL generator initializes the queue of queries. Each entry in the queue is supplied with certain parameters to construct a query to a page or a specific location. The parameters can be the time window, the boundaries of the querying region and/or other parameters. Then, for each entity in the queue, a reader scans the page, and the contents are converted to a set of vectors and filtered by a refiner. The data for each subset is separately held until all subsets are refined where we merge all of the subsets of the resource’s data. In this step, a specific enricher can be used to collect the missing information, if any, from other sources. This includes, for example, filling the incomplete fields such as IP address by acquiring them from Shodan. Finally, the collected data from different sources are integrated and stored on a distributed backend.

Due to the size and dynamics of the sensor-generated data, IoT data sources often provide a subset of their data with a call to their API. Thus, pagination techniques such as location-based queries are deployed to present the data. We use the same mechanism through implementing the URL generator. The URL generator plays a key role in adjusting the workload on the data source. It converts a set of spatial segments to a sequence of queries which can be submitted via the API of the data source. Thus, a highly populated area can be placed multiple times in the processing queue while an empty area may appear only once (or not appear) in the queue. We develop ThingSeek using a set of tools to collect, process and visualize the dataset. We use open source tools and libraries to implement our framework. Tools include R programming language, SparkR, Apache Spark 1.4.1 and Rails framework.

| Platform      | Description                                      |
|---------------|--------------------------------------------------|
| Xively        | Popular IoT cloud with open data                 |
| Parsempu      | Social network with IoT cloud                    |
| TheThings.io  | IoT cloud with open data                         |
| Ayla Networks | IoT cloud with smartphone app                    |
| Jasper        | Scalable IoT cloud with predefined business apps |
| Cloud Plugins | IoT cloud with variety of development libraries  |
| ThingSpeak    | One of the earliest IoT clouds                   |
| Coviant       | Enterprise purpose built IoT cloud               |
| particle.io   | IoT cloud with hardware development kits         |
| ThingWorx     | IoT cloud with machine learning                  |

Table 1: Examples of IoT cloud services

13https://personal.xively.com/dev/docs/api/
14https://github.com/webofthings
15https://github.com/nodesign/weio/tree/master/examples
16https://workit.sentestecnico.com/workit/
17https://flightradar24.com
18http://www.arrivabus.co.uk/journeyplanner/help/en?tpl=livemap
19https://www.waze.com
3.1 Identification of Data Sources

The number of cloud IoT platforms with open access data is limited and thus, identifying them is not difficult. For WoT enabled data sources, one can check the traces of existing WoT packages such as the ones from WeIO and WoT Project Directory.

In principle, not all IoT data appears in the form of Web Mapping and not every Web based map is related to IoT data. Web based maps have been used for a variety of purposes including presenting IoT data. From our experience, those Web pages that visualize IoT data have the following requirements: 1) containing an interactive map; 2) being publicly available; 3) being real-time; 4) containing proper values. Maps with encrypted data cannot be very useful for IoT data collection.

IoT is usually updated in real-time and vintage maps are not very useful in this case. The real-world data is a key to find real physical things, thus, maps of virtual worlds such as game maps do not provide IoT data. Finally, key features of the data should contain proper values. Maps with encrypted data cannot be very useful for IoT data collection.

Based on the features of IoT data, which are mentioned above, we use the following procedure to identify the data sources: 1) the Web page should contain an interactive map; 2) data is presented inside the XMLHttpRequest (XHR) response of the requests that the page makes; 3) the response in the XHR may continuously be updated; and 4) data contains coordinates which are within the valid boundaries.

3.2 IoT Data Collection

We design a distributed crawler which can automate the process of IoT data collection. Firstly, we identify a set of potential sources and categorize them based on the pre-specified features and criteria. Then from the result set, we select 20 data sources from which many are partially included in Thingsful as well. As we need to further process Thingful queries with our crawled things dataset, the sources are selected to represent the Thingful data. We crawl the selected data sources in two hour intervals for a period of one week between 25/8/2015 and 1/9/2015. The crawling resulted in two million things from the selected IoT data sources. Shortly, we release the collected things dataset for which a subset is available online. We distribute the crawler over 4 machines where each machine has the maximum of 2.5 GHz Intel core-i5 CPU, 8 GB memory.

We observe that the majority of data sources use pagination to limit the output size. Thus, capturing the whole dataset through a single request using API would be impractical. For example, the length of the resultset of a query from a Web Mapping enabled website such as a flight tracker would be limited to a few hundred aircrafts. For this reason, we need to construct a spatial or paginated query and process it through the API. As shown in Figure 1(b) a larger area will be segmented into a grid of smaller segments and then we capture things data in a sub-area of each segment. In this regards, small margin will be considered to avoid capturing duplicate things. Duplicate things will be created if a single object is captured twice as it is moving from one segment to its neighbour. However, using the above technique will result in sequential access to the whole data. In the example shown in Figure 1(b) Segment 4 may only be accessed after screening the other segments such as 1, 2 and 3. Considering the high rate of updates as well as the size of data, this could make a problem as other segments such as 2 and 3 are not as populated as Segment 4. Thus, a considerable amount of resources is not used properly and a long delay in data refreshing is triggered by this mechanism.

Due to the frequent sensor reading updates, the volume of IoT data can be huge. Based on our observation, storing IoT data requires more than 0.25 GB of space per second. Thus, we can estimate that to store the data in 24 hours, we need approximately 21 TB of space. Obtaining this amount of information from a data source can be time consuming and bear a high cost. However, in order to save the processing cost and reduce the distortion of the captured things dataset, one option is to analyze the density of things in each area and put more effort on the areas with more things. For instance, in Figure 1(b) Segment 3 on average has the least density of things, thus it can be removed from the queue. Another option, which can be taken at the same time, is to consider the distribution of the retrieval queries. For instance in Figure 1(b) if user queries specify the Segment 2 more than Segment 4, more resources can be devoted to scan Segment 2 data.

In our dataset, we have identified nearly two million objects. The number of records for each object deviates between 10 and 1,933 based on the fact that the time for scanning different data sources varies between 30 seconds to more than 50 minutes. In average, the readings per object in our data set are 32. On top of the crawled things dataset, we use a real-world query set consisting of 136,746 queries between 2/12/2014 to 1/27/2015 from the Thingful search engine. We use the query set to investigate user interests. A query in our query set is structured as follows:
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4. IOT DATA ANALYSIS

In this section, we present the result and statistical analysis of IoT data and queries collected during multiple routine crawling rounds. We investigate the results from user-related and things-related points of view and then we compare the distribution of IoT and queries data.

4.1 User Interests

We investigate user interests from different angles including Popularity Trends, Search Queries Statistics and comparing the Things vs Query Distribution.

4.1.1 Popularity Trends

A glimpse into IoT keyword trends over Google Trends suggests that the public interest towards IoT with its most popular abbreviations has been steadily increasing over the past few years.

To further understand this trend, we select some of the most cited IoT platforms (i.e., Xively, ThingSpeak, senetecnic.com, and Thingful) from the literature and compare their popularity using Alexa Web Ranking. Figure 2 shows the results for the selected websites during six months from 16 Apr., 2015 to 15 Oct., 2015. Accordingly, the popularity of cloud based IoT platforms (e.g., Xively) have been gradually decreasing throughout the last six months while the popularity of Thingful search engine has been increasing during the same period. Clearly, a powerful search engine for IoT can help attract users’ interests.

4.1.2 Search Queries Statistics

Analyzing real-world IoT search queries can provide valuable insights for the design and development of future IoT search engines. To get the statistics, we use a dataset of search queries from the Thingful search engine. Figure 3 shows the number of IoT search queries per day. It has been gradually increasing through the time and the average number of queries have been tripled since the beginning. However, in three points of time, during May, June and October, 2014, an abrupt increase in the number of queries per day can be observed. One of the reasons for such increase can be the introduction of new features by the search engine such as embedding and the release of the beta version. This also denotes that any novel improvement in this area can attract many users in a relatively short period of time.

According to the query logs, 84.9% of queries are associated with keywords. An investigation over the popular keywords yields Table 2. The category is selected from Thingful’s predefined categories including Energy, Home, Health, Environment, Flora and Fauna, Transport, Experiment, Miscellaneous. Apparently, environmental sensing related keywords such as “air quality” and “radiation” have been very popular amongst users.

The category analysis in Table 2 shows that for the majority of the queries, transportation related keywords constitute less than 3% of the search queries. On the other hand, keywords that are related to the environmental scanning, constitute more than 67% of the search queries. Thus, in assigning computing resources, environmental data sources should receive more attention. That is, more effort is needed to make the environmental data sources updated and in this way, we can use our computing resources more efficiently.

4.2 IoT Data Characteristics

IoT data is semi-structured as the popular format in IoT data transmission is JSON. To provide a more detailed vision over IoT data characteristics, we investigate data source types and the dynamics and the quality of IoT data.

4.2.1 Data Source Types

As Figure 5(a) suggests, amongst the publicly available data sources, Web Mapping serves the majority of things (88%), which is followed by IoT Cloud services (7%) and
Figure 5: Major provider technologies for public IoT data based on the (a) number of things; and (b) number of websites

WoT (1%). However, in exchange we observe that a larger number of data sources use WoT to share IoT data on the Web (Figure 5(b)) while most of the IoT cloud platforms do not provide access to any public data.

To grasp a more detailed image of IoT clouds and WoT, Table 3 shows WoT and IoT clouds and the number of non-private things which use these technologies.

4.2.2 Spatial and Temporal Distribution of Things

Understanding the spatial and temporal distribution of IoT and query updates is valuable for identifying the existing gaps, which can help in predicting the trends of searches and updates. To model the spatial gaps between IoT and queries, we use the Earth Mover’s Distance (EMD) measure. EMD describes the normalized minimum amount of work required to transform one distribution to the other. In our case, given the two distributions matrices of things, \(d_1\) and \(d_i\), which have been taken in timestamps \(t_1\) and \(t_i\) respectively, we want to measure the amount of changes in the latter distribution \(d_i\) from the initial distribution \(d_1\) using \(EMD(d_1, d_i)\) measure. Therefore, we can monitor the changes in distribution over the time.

In the next step, we want to know whether the patterns in Figure 4 and changes in the distribution of things recur over the time. Thus, we perform the same analysis over a period of time on how the spatial distribution of things changes through the time. In particular, we use the emdist implementation to approximate the EMD score for each transition. Figure 6 shows the EMD score for a given period of time in 48 timestamps which we have collected within 48 hours. The curve shows that in each given timestamp \(t_i\), the value of \(EMD(t_1, t_i) \in [0, 1]\). Thus, the EMD score for

![Figure 4: Heat map for things (a,b,c,e,f,g,i,j,k) and user queries (d,h,l)](image)

![Figure 5: Major provider technologies for public IoT data based on the (a) number of things; and (b) number of websites](image)

| Data Source | Public Sensors (Things) | Type |
|-------------|-------------------------|------|
| Xively      | 67,000                  | IoT Cloud |
| WoTkit      | 4,965                   | WoT  |
| ThingSpeak  | 3,571                   | WoT  |
| WikiBeacon  | 30,052                  | WoT  |
| ISMN*       | 2,080                   | WoT  |

*International Soil Moisture Network
Figure 6: EMD score for things data during 48 hours

t is 0 since there is no difference between the distribution of things data. Shortly, a huge amount of change is observed between t2 to t3 and later the EMD score continuously decreases as the distribution returns to its initial status. The very same pattern recurs on the next period of time. As a result, we understand that the geospatial distribution of things goes back to its original state over a period of time (in this case, after 24 hours). This result can assist in setting up new strategies for saving computing resources when updating the things dataset. For example, during an update process, we can scan the areas with higher densities more often than the lesser dense areas.

4.2.3 Data Dynamics

IoT data are widely regarded as highly dynamic and volatile [19]. Although several approaches have been tackled to various problems caused by the dynamic nature of IoT, no other work investigates the real-world IoT data on their dynamics. With our first-hand dataset collected, we observe the following interesting aspects on IoT data:

- Only a small portion of IoT data changes frequently. This finding can be easily checked by measuring the number of things and the amount of data that is being updated (new sensor reading during the next IoT scan). For instance, Figure 6 shows the ratio of things which have updated their previous readings from nearly 70,000 objects on the Xively network, which is a part of our things dataset. The ratio of updated rows r ∈ [0, 1], is obtained from the following equation:

\[
r(i, j) = \frac{|d_i \cap d_j|}{\max(|d_i|, |d_j|)}
\]

where if D is the domain of sensor readings, di ∈ D denotes sensor readings in timestamp i, dijf : D × D → N* is a function which returns the new rows in dj, and also j > i. Here, the time difference between each j − 1 and j is 6 hours. As shown, up to 23% of objects have new sensor outputs during the experiment. Furthermore, only a small part of each tuple gets updated each time. Table 4 shows an example from the Xively platform. We only select a small subset of the attributes (77 attributes in the original version) for the illustration purpose. As it shows, only the value attributed is being updated every time.

- Frequencies of updates for the same object from different data sources can be highly variant. For instance, with every flight tracker website the sensor readings for flights are updated several times per second, while in MarineTraffic the sensor readings for ships and vessels are updated every three minutes.

- Similar to the geographical distribution of objects, IoT dynamics may follow patterns over the time. As Figure 7 shows, the ratio of updated values decreases when increasing the number of steps. This indicates that many of the updated tuples return to their initial values after a while. For example, an air quality egg, which is an egg shaped device to measure indoor temperature and air quality, may report the similar temperature in 24 hours.

4.2.4 Data Quality

We observe that different data sources, may share the data that is being generated by the same sensors. One of the interesting points in the integration of IoT data would be knowing the redundancy. Also consistency of the redundant data will be an interesting topic for researchers.

Table 5 shows a list of redundant sources of IoT data and the type of the things that they cover. We select a few data sources which seem to be more popular from three different categories: flight tracking and marine traffic tracking. Every object from these sources is associated with an identifier which can distinguish it from other objects. We merge the data from all websites in each category to get the ratio of inclusiveness. This measure denotes the rate of the objects which exist in the data source and the union set of objects for the corresponding category.

For the captured flight data, the objects information from different sources is quite different. There are two main reasons associated with this issue. The first reason is the delay in updating the information. The second reason is the loss of some values for some flights. For example, the flight registration is provided by a data source while the same attribute for the same flight is not set in other websites. For the marine traffic tracking websites, we observe that the majority of niche websites are using the same techniques and data as the source website. No delay is observed while the ratio of overlapped data is higher than flight trackers.

4.3 IoT vs. User Interests

As mentioned, the analysis of the distribution of things and queries can lead to finding more efficient strategies for storing and retrieving IoT data.

Our observation shows that in many cases, there is a huge difference between the distribution of the queries and the distribution of the things data. Figures 4(a), 4(b) and 4(c) show the local distribution of the queries from Thingful in Asia, Australia and the Europe, respectively. We do not include other continents such as the Americas and the Africa as their results do not add new information on top of the selected regions. As the figures show, in each region most of the queries are focused on specific regions such as India, East Coast of Australia and London.

We also investigate the distribution of the things and its changes over the time in each region separately. We randomly pick a 12-hour time frame and conduct the analysis over three snapshots all over the world. Due to the space limit, we select three snapshots and investigate the distribution of the things in each region. The first snapshot is during evening, the second is during early morning and the third
is around noon. The snapshots are all based on the Australian Central Standard Time (ACST). In Asia, during the afternoon most of the things are concentrated on East Asia (Figure 4(a)) while later in the morning the concentration of the things transfers to the South West Asia (Figure 4(b)). In the next snapshot, the concentration moves towards South East Asia again (Figure 4(c)). A large part of this change is due to the existing large ratio of flight data comparing to the other types of things data in Asia. However, in Asia, no record demonstrates a good match between the distribution of things and the distribution of the queries, while most queries are concentrated on India (see Figure 4(d)).

In Australia, things are mostly concentrated on the east coast of Australia during evening time (Figure 4(e)) which is a good match for the distribution of the queries (Figure 4(f)). Later as Figures 4(f) and 4(g) show, many things are present in other places as well as around the capital cities of Sydney and Melbourne. Thus, a huge gap exists between the distribution of things and queries in this region. However, unlike Asia, the distribution of the things partially matches with the distribution of the queries over the two cities.

The situation is quite different in Europe. As Figures 4(i) and 4(k) show, a large number of things are constantly concentrated over London area and partially over Germany which is a very good match with the distribution of the queries in this part of the world (Figure 4(l)).

5. DISCUSSIONS

In this section, we provide further discussions on the challenges and opportunities for IoT research and development.

5.1 Challenges in IoT Data Discovery

IoT data discovery is important towards establishing the next step in the life of the Internet. Since the early days of IoT, several technologies have been specifically proposed to share IoT data. There have been several successful stories for cloud based IoT platforms such as Xively and ParaImpu. They are often designed to provide global support for almost any type of sensors or actuators.

However, the community of users does not restrict themselves to what these IoT platforms provide. An increasing number of techniques are being used to publish sensory data on the Web. The number of sensors, various types of applications and the increasing demand for real time data have driven to reinvent various techniques which are previously used for other purposes (e.g., Web Mapping). In this case, a large number of niche websites have been developed to publish the data that are generated by specific sensors or for specific applications. In fact, the volume of the publicly available information provided by these websites is much more than the general purpose IoT cloud platforms. However, identifying these websites is similar to finding a needle in haystack as there is no comprehensive list of such websites, many of which have been created recently after the success of similar applications such as the flight trackers.

Another challenge is the structure of the data that is provided on the Web. For a large portion of the websites, the data should be collected from the deep Web. For example, to obtain the results from a flight tracker website, several parameters need to be set and passed. Otherwise, a small subset of the data or an empty set will be provided by the server. In some cases, authentication may also be required as a part of the process when accessing the data.

Unlike other types of the information on the Web, IoT data mostly are presented in a structured or semi-structured format. The structure of the data widely varies from one website to another. In addition, in many cases, the parameter names are not self descriptive and these parameters need to be demystified manually.

5.2 Information Retrieval in IoT

Currently, IoT search is quickly evolving to address the needs of users and leverage the benefits of deploying IoT. This includes preserving accuracy, speed, consistency and ease of use for IoT search engines in future. Thus, new search forms such as searching the retrieving knowledge from things data, intent-based search are emerging which in turn require proper data source selection, tackling query ambiguity.

We consider a simple example to further explain this point. For example, a user may search for air quality in a specific area rather than a specific air sensor. To answer her query, firstly, the documents containing air quality sensors in that area should be retrieved. Secondly, sensors which also provide contextual information about the air quality should be retrieved as well. Thirdly, knowledge about air quality can be extracted from the selected documents. We should note that due to the high uncertainty in IoT data, some estimation or prediction (in case of data unavailability) techniques may be used to fill the empty pieces of the puzzle. Finally, result diversification would be very important to address issues such as query ambiguity.

Due to the highly dynamic nature of IoT, documents con-
taining IoT information can change drastically from the time when they are crawled to the time when their data are presented. Thus, effective and efficient indexing techniques would be required to retrieve information from IoT data.

Furthermore, IoT will leverage Temporal Information Retrieval more. We observe that the content of a large number of documents as well as the data sources, may vary between 1% to 100% in a very short period of time. With the high rate of changes in IoT data sources, document selection as well as the user query results will require novel temporal techniques to tackle the issues.

5.3 Other Challenges

Our dataset can be used for a variety of purposes in the IoT research and development, including correlation discovery between things, IoT data storage, context aware computing for IoT by merging sensor readings from different sources such as environmental and transportation sensors, point of interest recommendation, and the variety of the data generated by things are enormous. The amount of the data that is already being published from 20 IoT data sources on the Web, which we estimate to be more than 100 TB a day, is already comparable to the amount of data that is being generated by users on social networks. With the rapid growth of the IoT, in the near future, new techniques will be required to effectively and efficiently process and store IoT data.

5.3.1 Data Integration

Continuous retrieval of IoT data is very challenging. Some of the sources demand authentication before providing the access. In many cases, data for the same object (e.g., an aircraft) is being broadcasted by different data sources. Furthermore, in some cases, each available source may only provide partial information for an object. The similar issue affects merging data for the same resource. For example, the results of parsing objects data for a single resource have different length and parameters which need to be integrated at the end. Lastly, many data sources limit their response length due to load balancing concerns. We do not fully resolve all challenges in the integration but rather, we use an efficient approach to integrate the data from different sources for the purpose of our research. However, the integration of IoT data is more challenging than what is believed and more research in this area is required in the future.

5.3.2 Scalability

Collecting, processing and storing IoT data can be a time-consuming procedure, particularly if the size of the dataset is large. As the number of sources and objects increases, which might count in billions, using one instance of the crawler would be very inefficient. In particular, the dramatic difference between the update rate of different data sources which also partially depends on their size, can be challenging. Furthermore, technical failures of one resource may affect collecting data from other data sources in the same chain. Thus, we use a distribution strategy to coordinate different instances of the crawler running on different machines.

5.3.3 Archiving IoT Data

IoT fully interprets the Big Data. The volume, velocity and the variety of the data generated by things are enormous. The amount of the data that is already being published from 20 IoT data sources on the Web, which we estimate to be more than 100 TB a day, is already comparable to the amount of data that is being generated by users on social networks. With the rapid growth of the IoT, in the near future, new techniques will be required to effectively and efficiently process and store IoT data.

Currently, to the best of our knowledge, there is no popular website for archiving the publicly available IoT data. In this regard, the traditional approaches need to be revised for the new era of the IoT. The result can be valuable to many core applications such as IoT search while we compromise on some issues to make the impossibles possible. For instance, we discover that based on the changes in the geographical distribution of objects, a crawling strategy can be issued to capture the most updated data in the least amount of time. Through creating spatial and per resource indexes, the process can also become more optimized.

6. RELATED WORK

Over the past few years, the IoT has received increasing attention from researchers and practitioners. In the earlier days, Atzori et al. offers an initial survey on the IoT research. Accordingly, there exist manifold definitions of the IoT paradigm within the research community. Each definition may view this paradigm from a specific angle including things oriented, Internet oriented and semantic oriented definitions. More specifically, based on all these definitions, a wide variety of networking and sharing technologies have been used to enable the future IoT including but not limited to the Web of Things (WoT) [29], RFID, Near-Field Communication (NFC), middleware and the Wireless Identification and Sensing Platform (WISP)

Some researchers have claimed that the IoT is implemented with the technologies specifically designed for the purpose of being deployed in IoT [29]. Thus, it is argued that the IoT already exists but only a small number of experiments and as a result, yet many researchers consider as inaccessible [29]. Restricting IoT with this point of view is contrary to the spirit of open systems at the heart of the original Internet standards. Moreover, within the technologies which have been applied to facilitate IoT, open Web technologies including HTML, Ajax, HTTPS, OpenID and structured data apply equally well to IoT. However, yet there is no advanced mechanism to be able to effectively search and retrieve things from the Web.

The very diverse range of the objects, approaches and technologies used to implement IoT have contributed in broadening the definition of this paradigm. For instance, the IoT can be realized through deploying an RFID ecosystem consisting of objects tagged with numerous RFID labels [27]. Another option is to build the IoT using smart objects [1] which in turn can be divided into activity-aware, policy-aware and process-aware smart objects.

Currently IoT search is a trending research direction with stress over some major goals such as real-time search [14], context-awareness [16] and relationship support [13].

Researchers have complained about the lack of real-world IoT data in the past. Although some of the previous works have claimed testing their proposed solutions for large scale IoT data, such as meta-heuristic [5] or context aware sensor search [16], all these previous works mainly deal with small or simulated datasets. To the best of our knowledge, no work has ever collected or analyzed large scale things data. In addition, none of the existing works use real IoT search query dataset. Moreover, we could not find any other work that has deployed or analyzed a large real-world IoT query dataset for mining user interests in the IoT domain. By combining the user interests and the IoT data, we can analyze the gap of what people look for and what currently the IoT presents on the Web. Our work is the very first that investigates IoT in large scale and the dataset released from our study is the first real-life, large IoT dataset that is publicly available for the research community.

7. CONCLUSION

26http://wisp.wikispaces.com/
The unique characteristics of IoT require that the future search engines provide support for a variety of new requirements. Firstly, IoT is no longer solely attached to the public cloud based solutions, and IoT indeed has been spreading by all means throughout the World Wide Web. Secondly, due to the dynamics of IoT, future search engines need to provide real-time results. In this work, we conduct an in-depth analytical investigation on IoT data that exists on the Web. Based on our real-life IoT data, we investigate the current status of the IoT and identify open research and development issues. Our findings show that conventional geospatial data presentation techniques such as Web Mapping play an important role in distributing IoT data. Thus, to find publicly available IoT data, one should look for pages with live and interactive maps. For the future work, we plan to investigate more sophisticated crawling strategies to achieve more comprehensive collection of IoT data for real-time search and analysis of IoT data. We also plan to use the collected IoT data for developing novel applications such as real-time prediction of flight delays.
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