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Abstract. In this paper we propose a variant of enriched Galerkin methods for second order elliptic equations with over-penalization of interior jump terms. The bilinear form with interior over-penalization gives a non-standard norm which is different from the discrete energy norm in the classical discontinuous Galerkin methods. Nonetheless we prove that optimal a priori error estimates with the standard discrete energy norm can be obtained by combining a priori and a posteriori error analysis techniques. We also show that the interior over-penalization is advantageous for constructing preconditioners robust to mesh refinement by analyzing spectral equivalence of bilinear forms. Numerical results are included to illustrate the convergence and preconditioning results.

1. Introduction

It is well known that numerical fluxes of Galerkin methods with Lagrange finite elements (CG) do not satisfy local mass conservation. Since local mass conservation is an important physical principle in numerical simulations, numerical methods providing locally mass conservative numerical flux with/without postprocessing have been intensively studied. These include post-processing of the CG methods [1, 2, 3], the mixed method [4, 5, 6, 7], and a class of discontinuous Galerkin (DG) methods [8, 9, 10, 11, 12], to name a few.

Enriched Galerkin (EG) methods [13] are proposed to achieve locally mass conservative numerical methods with low computational costs. Compared to classical DG methods for the primal formulation, EG methods have much fewer degrees of freedom and provide a simple local post-processing for reconstruction of locally mass conservative numerical fluxes. For efficient solvers, block diagonal preconditioners based on algebraic multigrid methods have been proposed as efficient preconditioners for EG methods [14]. However, the preconditioning analysis in this work relies on the full elliptic regularity assumption which requires restrictive conditions on the domain geometry and material coefficients. In fact, numerical experiments show that the block preconditioners in [14] are not scalable with mesh refinement when the boundary condition is not a pure Neumann boundary condition.

The purpose of this paper is to develop new EG methods that retain the advantages of local mass conservation while also providing more robust fast solvers that do not need restrictive assumptions on domain geometry and boundary conditions. The key in the development of these new EG methods is to replace the original bilinear form with a new bilinear form that has an over-penalized interior jump term. As such, we call them interior over-penalized enriched Galerkin methods (IOP-EG).
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The over-penalization parameters depend on the mesh sizes, so the over-penalized jump term and other terms in the new bilinear form do not have the same scaling property. Because of these incompatible scaling properties, the standard techniques for error analysis are not available for the optimal error estimates of the new EG methods.

The first main result in this paper is an error analysis with optimal error estimates. To overcome the difficulty caused by the bilinear forms with different scalings, we use a medius analysis idea utilizing a posteriori error estimate results for our a priori error estimates. Through this idea we can obtain optimal error estimates for IOP-EG methods. The second main result is the construction of scalable preconditioners for the IOP-EG methods. More precisely, we propose an abstract form of preconditioners based on appropriate mesh-dependent norms and carry out spectral equivalence analysis for the abstract preconditioners following the framework in [15]. It turns out that over-penalization is crucial for construction of scalable preconditioners via an analysis of spectral equivalence.

The paper is organized as follows. In Section 2 we introduce notation and define the IOP-EG methods. In Section 3, we prove optimal error estimates of the IOP-EG methods with a minimal regularity assumption using a medius error analysis. Finally, numerical results illustrating our theoretical results and concluding remarks will be given in Sections 5 and 6.

2. Preliminaries

2.1. Notations. For a set $D \subset \mathbb{R}^n$ we use $L^2(D)$ to denote the space of square integrable functions on $D$. For a finite-dimensional vector space $X$, $L^2(D; X)$ is the space of $X$-valued square-integrable functions on $D$ whose inner product is naturally defined with the inner product on $X$ and the inner product on $L^2(D)$.

Let $\Omega$ be a bounded polygonal/polyhedral domain in $\mathbb{R}^n$ with $n = 2$ or 3. For a nonnegative real number $s$, $H^s(\Omega)$ denotes the standard Sobolev spaces based on the $L^2$ norm (see [16] for details). We use $T_h$ to denote a shape-regular triangulation of $\Omega$ where $h$ is the maximum diameter of triangles or tetrahedra in $T_h$. We also use $E_h$ to denote the set of facets in $T_h$, i.e., the set of $(n-1)$-dimensional simplices in the triangulation determined by $T_h$. In particular, $E^0_h$ and $E^\partial_h$ are the sets of interior and boundary facets of $T_h$, respectively.

For $e \in E_h$ and functions $f, g \in L^2(e)$ we define $\langle f, g \rangle_e = \int_e f \cdot g \, ds$. For a set $\Gamma$ which is a union of facets in $E_h$, we define

$$
\langle f, g \rangle_\Gamma = \sum_{e \subset \Gamma} \langle f, g \rangle_e.
$$

This notation is naturally extended to $\langle f, g \rangle_\Gamma$, for vector-valued functions $f, g \in L^2(e; \mathbb{R}^n)$ with the natural inner product on $\mathbb{R}^n$.

For an integer $k \geq 0$ and for each $T \in T_h$, $P_k(T)$ is the space of polynomials of degree $\leq k$ on $T$, and $P_k(T_h)$ denotes the space

$$
P_k(T_h) = \begin{cases} 
\{ q \in H^1(\Omega) : q|_T \in P_k(T), \ T \in T_h \} & \text{if } k \geq 1 \\
\{ q \in L^2(\Omega) : q|_T \in P_k(T), \ T \in T_h \} & \text{if } k = 0
\end{cases}.
$$

We use $X \lesssim Y$ to denote an inequality $X \leq CY$ with a constant $C$ which depends only on the shape regularity of $T_h$ and polynomial degree $k$, and $X \sim Y$ stands for $X \lesssim Y$ and $Y \lesssim X$. 

2.2. Enriched Galerkin methods with interior over-penalization. In this subsection we introduce the interior over-penalized enriched Galerkin methods.

For $V_h^c = P_k(T_h)$ with $k \geq 1$ and $V_h^0 = P_0(T_h)$, we define $V_h$ as the linear space

$$V_h = \{ v^c + v^0 : v^c \in V_h^c, v^0 \in V_h^0 \}.$$

A function $v \in V_h$ with $v = v^c + v^0$ is determined by the standard degrees of freedom of $V_h^c$ and $V_h^0$. However, the degrees of freedom of $V_h$ is not the union of the two sets of degrees of freedom, of $V_h^c$ and of $V_h^0$. In fact, a piecewise polynomial function $v \in V_h$ may have more than one expression as a sum of elements in $V_h^c$ and $V_h^0$. If we use $v = v^c + v^0$ with $v^c \in V_h^c$, $v^0 \in V_h^0$ to denote an element in $V_h$, the zero function can have infinitely many expressions by choosing $v^c = -v^0 = C$ for any constant $C$. However, such non-unique expressions are unique up to constant addition. To see it, assume that $v = v_1^c + v_0^0 = v_2^c + v_0^0$. Then $v_1^c - v_2^c = v_0^0 - v_0^0 \in V_h^c \cap V_h^0$, so $v_1^c$ and $v_2^c$ are the same up to constant addition. So are $v_0^0$ and $v_0^0$.

We use $V_h$ to denote the space $V_h^c \times V_h^0$. Note that one element in $\phi \in V_h$ uniquely determines $\phi_c \in V_h^c$ and $\phi_0 \in V_h^0$. Let $V_h^{ker}$ be the one dimensional subspace $V_h^{ker} := \{ \phi \in V_h : \phi_c = -\phi_0 \}$ in $V_h$. If we denote the quotient space $V_h/V_h^{ker}$ by $V_h^\perp$, there is a one-to-one correspondence between $V_h$ and $V_h^\perp$.

To introduce the bilinear form for the enriched Galerkin method, we define the jump and average operators of functions which have well-defined traces on edges/faces in the context of classical discontinuous Galerkin methods. For $e \in E_h^0$

$$\| q \|_e = q|_e n, \quad \langle q \rangle |_e = q|_e, \quad \| q \|_e = q|_e n, \quad \langle q \rangle |_e = q|_e$$

where $q$ and $\mathbf{q}$ are $\mathbb{R}$- and $\mathbb{R}^n$-valued functions such that their traces on $e$ are well-defined, and $n$ is the outward unit normal vector field on $e$. For $e \in E_h^0$, let $T_+$ and $T_-$ be the two elements sharing $e$ as $e = \partial T_+ \cap \partial T_-$. If $q$ is a scalar function on $T_+ \cup T_-$, then we use $q^\pm$ and $\nabla q^\pm$ to denote the restrictions of $q$ and $\nabla q$ on $T_+$ and $T_-$. We use $n^\pm$ to denote the unit outward normal vector fields of $T_\pm$ and we again omit the restriction $|_e$ if it is clear in context. Then the jumps and the averages of $q$ and $\mathbf{q}$ on $e \in E_h^0$ are defined by

$$\| q \|_e = q^+ n^+ + q^- n^-, \quad \langle q \rangle |_e = \frac{1}{2} (q^+ + q^-),$$

$$\| \mathbf{q} \|_e = q^+ \cdot n^+ + q^- \cdot n^-, \quad \langle q \rangle |_e = \frac{1}{2} (q^+ + q^-).$$

If $e \in E_h$ is clear in context, we will use $\| q \|_e$ instead of $\| q \|_e$ for the jump of $q$ on $e \in E_h$. The same simplification will apply to other quantities.

We consider a model second order elliptic equation

\begin{align*}
(1) & \quad - \Delta u = f & \text{in } \Omega, \nonumber \\
(2) & \quad u |_{\Gamma_D} = u_D |_{\Gamma_D}, \quad \nabla u \cdot n |_{\Gamma_N} = u_N |_{\Gamma_N} & \text{on } \Gamma_N 
\end{align*}

where $\Gamma_D, \Gamma_N$ are disjoint open subsets of $\partial \Omega$, the boundary of $\Omega$, such that $\Gamma_D \cup \Gamma_N = \partial \Omega$.

Let $\gamma > 0$ be a sufficiently large positive constant. We use $E_h^{\gamma}$ to denote the set $\{ e \in E_h^0 : e \subset \Gamma_D \}$. For $V := H^1(\Omega)$, let $a : V \times V_h \to \mathbb{R}$ be

\begin{align*}
(3) & \quad a(v, w) = (\nabla v, \nabla w) + \langle \gamma h_e^{-1} v, w \rangle_{E_h^{\gamma}}, 
\end{align*}
where

\[
\langle \gamma h_e^{-1} v, w \rangle_{E_h^\gamma} := \sum_{e \in E_h^\gamma} \langle \gamma h_e^{-1} v, w \rangle_e
\]

with \( h_e \), the diameter of \( e \in E_h \). We also define the bilinear form \( a_h \) on \( V_h \times V_h \) as

\[
a_h(v, w) = (\nabla v, \nabla w) - \left( \langle \nabla v \rangle_{E_h^\gamma \cup E_h^\Delta}, [w] \rangle_{E_h^\gamma \cup E_h^\Delta} + \langle [v], \nabla w \rangle_{E_h^\gamma \cup E_h^\Delta} \right)
+ \langle \gamma h_e^{-1-\alpha} [v], [w] \rangle_{E_h^\gamma} + \langle \gamma h_e^{-1} [v], [w] \rangle_{E_h^\gamma}
\]

for \( \alpha \geq 0 \). Here \( \nabla \) for \( v \in V_h \) is the element-wise gradient operator. If \( \alpha = 0 \), this is the bilinear form of the symmetric interior penalty discontinuous Galerkin method (SIPG), which is used in the enriched Galerkin (EG) method in [14]. In this paper we are interested in the cases \( \alpha \geq 1 \) such that the interior penalization terms are overly penalized. We will call these methods interior over-penalized enriched Galerkin methods (IOP-EG). For example, if \( \alpha = 1 \), then \( a_h \) is

\[
a_h(v, w) = (\nabla v, \nabla w) - \left( \langle \nabla v \rangle_{E_h^\gamma \cup E_h^\Delta}, [w] \rangle_{E_h^\gamma \cup E_h^\Delta} + \langle [v], \nabla w \rangle_{E_h^\gamma \cup E_h^\Delta} \right)
+ \langle \gamma h_e^{-1} [v], [w] \rangle_{E_h^\gamma} + \langle \alpha h_e^{-1} [v], [w] \rangle_{E_h^\gamma}.
\]

In IOP-EG methods we seek \( u_h \in V_h \) such that

\[
a_h(u_h, v) = F(v) \quad \forall v \in V_h
\]

for \( a_h \) in [1] with

\[
F(v) := (f, v) + \langle u_N, v \rangle_{\Gamma_N} + \langle u_D, n \cdot \nabla v \rangle_{\Gamma_D} + \langle \gamma h_e^{-1} u_D, v \rangle_{\Gamma_D}.
\]

To show the stability of (5), let us define a norm on \( V_h \) associated with \( a_h \) as

\[
\|v\|_{a_h} := \langle \nabla v, \nabla v \rangle + \langle \gamma h_e^{-1-\alpha} [v], [v] \rangle_{E_h^\gamma} + \langle \gamma h_e^{-1} [v], [v] \rangle_{E_h^\gamma}.
\]

For later use, we also define

\[
\|v\|_{a_h,0}^2 := \langle \nabla v, \nabla v \rangle + \langle \gamma h_e^{-1-\alpha} [v], [v] \rangle_{E_h^\gamma}, \quad \|v\|_{a_h,\partial}^2 := \langle \gamma h_e^{-1} [v], [v] \rangle_{E_h^\gamma}.
\]

By the inverse trace inequality and the standard argument in DG methods, it is not difficult to show

\[
|a_h(v, w)| \lesssim \|v\|_{a_h} \|w\|_{a_h}
\]

for \( v, w \in V_h \). We can obtain that

\[
|\langle \nabla v \rangle_{E_h^\gamma \cup E_h^\Delta}, [v] \rangle_{E_h^\gamma \cup E_h^\Delta}| \leq \frac{1}{2} (\nabla v, \nabla v)^{\frac{1}{2}} (\gamma h_e^{-1} [v], [v])_{E_h^\gamma \cup E_h^\Delta}^{\frac{1}{2}}
\]

for sufficiently large \( \gamma \). Since \( h \leq 1 \), if \( \gamma \) is sufficiently large, then we can use (9) to derive a coercivity inequality

\[
C_{co} \|v\|_{a_h}^2 \leq a_h(v, v)
\]

with \( C_{co} > 0 \) independent of \( 0 < h \leq 1 \). Therefore (5) is stable.
3. The a priori error estimates

In this section we prove the a priori error analysis of the IOP-EG methods. For the analysis we adopt the idea of [17] utilizing estimates of the a posteriori error analysis. As a consequence, we prove optimal a priori error estimates with minimal regularity assumption of exact solutions.

We recall efficiency estimates of the a posteriori error analysis in Nitsche's method [18, 19]. We take into account only the data oscillation of \( f \) in the discussion below for simplicity. For detailed discussion with data oscillations of boundary conditions, we refer to [19]. For \( v \in V_h^c \) the local efficiency estimates

\[
\begin{align*}
(11) & \quad h_T^2 \| f + \Delta v \|_{0,T}^2 \leq (\nabla (u - v), \nabla (u - v))_{0,T} + (\text{osc}_T(f))^2, \\
(12) & \quad h_e \| \nabla v \|_{0,e}^2 \leq \sum_{T \in T_h, e \subset T} ((\nabla (u - v), \nabla (u - v))_{0,T} + (\text{osc}_T(f))^2)
\end{align*}
\]

are proved in [19] with

\[
\text{osc}_T(f) := h_T \| f - f_h \|_{0,T}, \quad \text{osc}(f) := \left( \sum_{T \in T_h} (\text{osc}_T(f))^2 \right)^{\frac{1}{2}}
\]

where \( f_h \) is the \( L^2 \) projection of \( f \) into \( V_h^c \).

Here we give some definitions and results which are necessary in our a priori error analysis. We will use \( V_{h}^{00} \) to denote the space of mean-value zero piecewise constant functions, i.e.,

\[
V_{h}^{00} := \{ v \in V_h^0 : \int_\Omega v \, dx = 0 \}.
\]

Suppose that \( D \) is a union of (closed) simplices in \( T_h \) and \( \text{int} \, D \) is the interior of \( D \). A discrete seminorm \( |v|_{H^1_h(D)} \) for element-wise \( H^1 \) function \( v \) is defined as

\[
|v|_{H^1_h(D)}^2 = \| \nabla v \|_{L^2(D)}^2 + \sum_{e \in \mathcal{E}_h^0, e \subset \text{int} \, D} h_e^{-1} \| [v] \|_{0,e}^2.
\]

If \( D = \Omega \), we simply use \( H^1_h \) instead of \( H^1_h(\Omega) \).

For a vertex \( z \) in the triangulation \( T_h \), \( T \in T_h, e \in \mathcal{E}_h \), we define

\[
M_z = \bigcup_{z \in T} \{ T \in T_h : z \in T \}, \quad M_T = \bigcup_{z \in T} M_z, \quad M_e = \bigcup_{T \in T_h, e \subset \partial T} M_T.
\]

Geometrically, these are the union of simplices which become proper neighborhoods whose interiors contain \( z \), \( T \), and \( e \), respectively. For \( v \in V_h^0 \) it is known that there is a linear interpolation operator \( I_h : V_h^0 \to V_h^c \) such that,

\[
\begin{align*}
(15) & \quad \| v - I_h v \|_{L^2(T)} \lesssim h_T |v|_{H^1_h(M_T)} \quad \forall T \in T_h, \\
(16) & \quad \| v - I_h v \|_{L^2(e)} \lesssim h_e^{\frac{1}{2}} |v|_{H^1_h(M_e)} \quad \forall e \in \mathcal{E}_h^0 \cup \mathcal{E}_h^D, \\
(17) & \quad \| \nabla I_h v \|_{L^2(T)} \lesssim |v|_{H^1_h(M_T)} \quad \forall T \in T_h
\end{align*}
\]

hold, where the implicit constants in these estimates are independent of the mesh sizes (see [20, Theorem 3.1]).
We define $T_h^D$ and $E_h(T_h^D)$ as
\begin{align}
T_h^D & := \{ T \in T_h : \partial T \cap \partial \Omega \subset \Gamma_D \}, \\
E_h(T_h^D) & := \{ e \in E_h : e \subset \partial T, \text{ for some } T \in T_h^D \}.
\end{align}

Lemma 3.1. For $v^0 \in V_h^0$ it holds that
\begin{equation}
\|v^0\|_{a_h,0} \leq C \max_{e \in E_h^0} \{ h_e^{-\frac{1}{2}} \} \max_{e \in E_h^0} \{ h_e^{\alpha/2} \} \|v^0\|_{a_h,0}
\end{equation}
with $C$ depending on the shape regularity, the constants of the trace theorem and the discrete Poincaré inequality.

Proof. Suppose that $T \in T_h^D$ and $e \in E_h^D$ with $e \subset \partial T$, are fixed. If we set $z \in V_h^0$ as $z = h_e^{-1/2} v^0$, then, by (16),
\begin{equation}
\langle h_e^{-1} v^0, v^0 \rangle_e = \|z\|^2_{L^2(e)} \leq 2 \|I_h z\|^2_{L^2(e)} + C h_e \|z\|^2_{H^1 \{ \partial T \}} \\
\leq 2 h_e^{-1} \|I_h v^0\|^2_{L^2(e)} + C \|v^0\|^2_{H^1 \{ \partial T \}}.
\end{equation}

Applying a similar argument for every such pair $(T, e), T \in T_h^D$, we get
\begin{equation}
\|v^0\|^2_{a_h,0} \leq 2 \max_{e \in E_h^0} \{ h_e^{-1/2} \} \|I_h v^0\|^2_{L^2(\Gamma_D)} + C \|v^0\|^2_{H^1_h}.
\end{equation}

By the trace theorem and the triangle inequality, we have
\begin{equation}
\|I_h v^0\|_{L^2(\Gamma_D)} \lesssim \|I_h v^0\|_{L^2(\Omega)} + \|\nabla I_h v^0\|_{L^2(\Omega)} \\
\lesssim \|I_h v^0 - v^0\|_{L^2(\Omega)} + \|v^0\|_{L^2(\Omega)} + \|\nabla I_h v^0\|_{L^2(\Omega)}.
\end{equation}

By a discrete Poincaré inequality (cf. [21], Remark 1.1), $\|v^0\|_{L^2(\Omega)} \lesssim \|v^0\|_{H^1_h}$ because $v^0 \in V_h^0$. Applying this discrete Poincaré inequality, (15), and (17), to the above inequality, we get
\begin{equation}
\|I_h v^0\|_{L^2(\Gamma_D)} \lesssim \|v^0\|_{H^1_h}.
\end{equation}

From this, (21), and $\|v^0\|_{H^1_h} \leq \max_{e \in E_h^0} \gamma^{-1/2} h_e^{\alpha/2} \|v^0\|_{a_h,0}$, we can obtain
\begin{equation}
\|v^0\|_{a_h,0} \leq C \max_{e \in E_h^0} \{ h_e^{-\frac{1}{2}} \} \max_{e \in E_h^0} \{ h_e^{\alpha/2} \} \|v^0\|_{a_h,0}.
\end{equation}

In the theorem below, we assume that $\max_{e \in E_h^0} \{ h_e^{-\frac{1}{2}} \} \max_{e \in E_h^0} \{ h_e^{\alpha/2} \}$ is bounded by $C h^{(\alpha - 1)/2}$ with $C > 0$ independent of the mesh sizes. This condition is fulfilled, for example, if $T_h$ is quasi-uniform. Under this assumption, we prove the a priori error estimates for solutions $u \in H^s(\Omega), s \geq 1$, of (1)–(2).

Theorem 3.2. Suppose that $u$ and $u_h$ are the solutions of (1)–(2) and (5). Assume that $\alpha \geq 1$ and
\begin{equation}
\max_{e \in E_h^0} \{ h_e^{-\frac{1}{2}} \} \max_{e \in E_h^0} \{ h_e^{\alpha/2} \} \leq C h^{(\alpha - 1)/2}
\end{equation}
with $C > 0$ independent of the mesh sizes. Then,
\begin{equation}
\|u - u_h\|_{a_h} \leq C \left( \inf_{v \in V_h} \|u - v\|_1 + \text{osc}(f) \right)
\end{equation}
with $C > 0$ independent of the mesh sizes. In addition, the interior jump terms satisfy

\begin{equation}
|u_h^0|_{H^1_h} \lesssim h^\alpha \left( \inf_{v \in V_h^c} \|u - v\|_1 + \text{osc}(f) \right).
\end{equation}

We remark that (22) can be replaced by $\|u - u_h\|_{H^s} \leq C h^s \|u\|_{s+1}$, a more common form of error estimate, if $1 \leq s \leq k + 1$ because $\|f\|_{s-1} \leq C \|u\|_{s+1}$.

**Proof.** We define $\Pi_h^0 : H^1(\Omega) \to V_h^c$ by the linear map seeking $w_h^c \in V_h^c$ such that

\begin{equation}
a(w_h^c, v) = f(v) \quad \forall v \in V_h^c.
\end{equation}

Further, we define $\Pi_h^0 : (V_h^{00})^* \to V_h^{00}$ by the linear map seeking the solution $w_h^0 \in V_h^{00}$ of

\begin{equation}
a_h(w_h^0, v) = a_h(\Pi_h^0 u, v) - f(v) \quad \forall v \in V_h^{00}.
\end{equation}

We first claim that for $v^0 \in V_h^{00}$

\begin{equation}
|a_h(\Pi_h^0 u, v^0)| \lesssim \left( \inf_{w \in V_h^c} \|u - w\|_1 + \text{osc}(f) \right) |v^0|_{H^1_h}.
\end{equation}

To prove it, we use (25), the Galerkin orthogonality, and the integration by parts to get

\begin{align*}
a_h(\Pi_h^0 u, v^0) &= a_h(\Pi_h^0 u, v^0 - I_h v^0) - f(v^0 - I_h v^0) \\
&= - \sum_{T \in T_h} (f + \nabla \cdot (\nabla \Pi_h^0 u), v^0 - I_h v^0) \\
&\quad - \sum_{e \in E_h^{00}, e \in E_h^D} \langle [\nabla \Pi_h^0 u]_e, v^0 - I_h v^0 \rangle_e.
\end{align*}

By (15) and (16), we have

\begin{align*}
(f + \Delta \Pi_h^0 u, v^0 - I_h v^0)_T &= \|f + \Delta \Pi_h^0 u\|_{0,T} \|v^0 - I_h v^0\|_{0,T} \\
&\lesssim h_T \|f + \Delta \Pi_h^0 u\|_{0,T} \|v^0\|_{H^1_h(M_T)} \\
\langle [\nabla \Pi_h^0 u]_e, v^0 - I_h v^0 \rangle_e &\leq \|[\nabla \Pi_h^0 u]\|_{0,e} \|v^0 - I_h v^0\|_{0,e} \\
&\lesssim h_e^2 \|[\nabla \Pi_h^0 u]\|_{0,e} |v^0|_{H^1_h(M_e)}.
\end{align*}

The elements in $\{M_T\}$ and $\{M_e\}$ overlap only finitely many times with a uniform finite number, so the Cauchy–Schwarz inequality and the a posteriori error estimates (11)–(12) yield (26).

Note that

\begin{equation}
|v^0|_{H^1_h}^2 \lesssim h^\alpha \|v^0\|_{a,0}^2 \lesssim h^\alpha \|v^0\|_{a_h}^2.
\end{equation}

By this and by taking $v^0 = \Pi_h^0 u$ in (26),

\begin{equation}
h^{-\alpha} |\Pi_h^0 u|_{H^1_h}^2 \lesssim \|\Pi_h^0 u\|_{a,0}^2 \lesssim \|\Pi_h^0 u\|_{a_h}^2 \lesssim |\Pi_h^0 u|_{H^1_h} \left( \inf_{w \in V_h^c} \|u - w\|_1 + \text{osc}(f) \right),
\end{equation}

\begin{equation}
a_h(\Pi_h^0 u, v^0) = a_h(\Pi_h^0 u, v^0 - I_h v^0) - f(v^0 - I_h v^0) \\
= - \sum_{T \in T_h} (f + \nabla \cdot (\nabla \Pi_h^0 u), v^0 - I_h v^0) \\
- \sum_{e \in E_h^{00}, e \in E_h^D} \langle [\nabla \Pi_h^0 u]_e, v^0 - I_h v^0 \rangle_e.
\end{equation}
so we have

\[ |\Pi_h^0 u|_{H^1_h} \lesssim h^\alpha \left( \inf_{w \in V_h^0} \|u - w\|_1 + \text{osc}(f) \right), \]

\[ \|\Pi_h^0 u\|_{a_h} \lesssim h^{\alpha/2} \left( \inf_{w \in V_h^0} \|u - w\|_1 + \text{osc}(f) \right). \]

We now define \( \Pi_h : H^1(\Omega) \to V_h \) as \( \Pi_h = \Pi_h^\varepsilon + \Pi_h^0 \). Then

\[ a_h(u_h - \Pi_h u, u_h - \Pi_h u) \]

\[ = \mathcal{F}(u_h - \Pi_h u) - a_h(\Pi_h u, u_h - \Pi_h u) \]

\[ = \mathcal{F}(u_h^0 - \Pi_h^0 u) + \mathcal{F}(u_h^0 - \Pi_h^0 u) - a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u) \]

\[ - a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u) + \Pi_h^0 u, u_h^0 - \Pi_h^0 u) - a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u). \]

Since

\[ \mathcal{F}(u_h^0 - \Pi_h^0 u) - a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u) = 0, \]

\[ \mathcal{F}(u_h^0 - \Pi_h^0 u) - a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u) = -a_h(\Pi_h^0 u, u_h^0 - \Pi_h^0 u), \]

by (24) and (25), we have

\[ |a_h(u_h - \Pi_h u, u_h - \Pi_h u)| \]

\[ = |a_h(\Pi_h^0 u, (\Pi_h^0 u - u_h^0)) + 2a_h(\Pi_h^0 u, (\Pi_h^0 u - u_h^0))| \]

\[ \leq \|\Pi_h^0 u\|_{a_h} \|\Pi_h u - u_h\|_{a_h} + \|\Pi_h^0 u\|_{a_h} \|\Pi_h^0 u - u_h^0\|_{a_h}. \]

By Lemma 3.1,

\[ \|\Pi_h^0 u - u_h^0\|_{a_h, 0} \lesssim h^{(\alpha - 1)/2} \|\Pi_h^0 u - u_h^0\|_{a_h, 0}. \]

Since

\[ \|\Pi_h^0 u - u_h^0\|_{a_h, 0} \leq \|\Pi_h u - u_h\|_{a_h, 0} \leq \|\Pi_h u - u_h\|_{a_h}, \]

we have

\[ \|\Pi_h^0 u - u_h^0\|_{a_h} \leq \|\Pi_h^0 u - u_h^0\|_{a_h, 0} + \|\Pi_h^0 u - u_h^0\|_{a_h, 0} \lesssim \|\Pi_h u - u_h\|_{a_h}, \]

therefore we can obtain

\[ \|u_h - \Pi_h u\|_{a_h} \lesssim \|\Pi_h^0 u\|_{a_h} \]

from (30). If we use (28), then one can obtain with the coercivity of \( a_h \) that

\[ \|u_h - \Pi_h u\|_{a_h} \lesssim h^{\alpha/2} \left( \inf_{v \in V_h^0} \|u - v\|_1 + \text{osc}(f) \right). \]

In particular, by \( |v_h^0 - \Pi_h^0 u|_{H^1_h} \lesssim h^{\alpha/2} \|v_h^0 - \Pi_h^0 u\|_{a_h, 0} \lesssim h^{\alpha/2} \|u_h - \Pi_h u\|_{a_h, 0} \), we obtain

\[ |v_h^0 - \Pi_h^0 u|_{H^1_h} \lesssim h^{\alpha} \left( \inf_{v \in V_h^0} \|u - v\|_1 + \text{osc}(f) \right), \]

therefore (23) follows from this, (28), and the triangle inequality.

To complete the proof we estimate \( \|u - \Pi_h u\|_{a_h} \). By the triangle inequality and (29),

\[ \|u - \Pi_h u\|_{a_h} \leq \|u - \Pi_h^0 u\|_{a_h} + \|\Pi_h^0 u\|_{a_h} \lesssim \inf_{w \in V_h^0} \|u - w\|_1 + \text{osc}(f) \]

where we used the estimate \( \|u - \Pi_h^0 u\|_{a_h} \lesssim \inf_{w \in V_h^0} \|u - w\|_1 + \text{osc}(f) \) which holds because \( \Pi_h^0 u \) is the solution of Nitsche’s method of the problem (24).
Recall that the flux is \( z := -\nabla u \) by Darcy’s law. We now discuss recovery of locally mass conservative numerical flux \( z_h \) via local post-processing and prove an estimate of \( z - z_h \). The key result is that the estimate is robust for the over-penalization.

We use \( H(\text{div}; \Omega) \) to denote the subspace of \( L^2(\Omega; \mathbb{R}^n) \) such that the function and its divergence are square-integrable.

**Definition 3.3.** We say \( z_h \in H(\text{div}; \Omega) \) is locally mass conservative if

\[
(\text{div} z_h, 1_T) = (f, 1_T)
\]

for any \( T \in T_h \) where \( 1_T \) is the indicator function on \( T \).

For construction of locally mass conservative numerical flux we use the Raviart–Thomas–Nédélec element of order \( k \), \( N_h \), which has local shape functions

\[
P_{k-1}(T; \mathbb{R}^n) + x P_{k-1}(T)
\]

where \( x \) is the vector-valued polynomial \( x = (x y)^T \) if \( n = 2 \) and \( x = (x y z)^T \) if \( n = 3 \).

**Theorem 3.4.** If we define \( z_h \in N_h \) as

\[
(z_h, q)_T = -(-\nabla u_h, q)_T, \quad q \in \mathcal{P}_{k-2}(T),
\]

\[
\langle z_h \cdot n, q \rangle_e = \langle -\nabla u_h \rangle \cdot n + \gamma h_e^{-1-\alpha} [u_h] \cdot n, q \rangle_e, \quad q \in \mathcal{P}_{k-1}(e), e \in E_h^0,
\]

\[
\langle z_h \cdot n, q \rangle_e = \langle u_N, q \rangle_e, \quad q \in \mathcal{P}_{k-1}(e), e \notin E_h^0 \cup E_h^D,
\]

\[
\langle z_h \cdot n, q \rangle_e = \langle -\nabla u_h \cdot n + \gamma h_e^{-1}(u_h - u_D), q \rangle_e, \quad q \in \mathcal{P}_{k-1}(e), e \in E_h^D,
\]

then

\[
\| z_h + \nabla u_h \|_0 \lesssim \inf_{w \in V_h} \| u - w \|_1 + \text{osc}(f)
\]

with an implicit constant independent of \( h \).

**Proof.** By definition \( z_h \) is in \( H(\text{div}; \Omega) \) and

\[
(\text{div} z_h, 1_T) = \sum_{e \subset \partial T, e \in E_h^D} \langle -\nabla u_h \cdot n + \gamma h_e^{-1}(u_h - u_D), 1_T \rangle_e
\]

\[
+ \sum_{e \subset \partial T, e \in E_h^0} \langle -\nabla u_h \rangle \cdot n + \gamma h_e^{-1-\alpha} [u_h] \cdot n, 1_T \rangle_e
\]

\[
+ \sum_{e \subset \partial T, e \notin E_h^0 \cup E_h^D} \langle u_N, 1_T \rangle_e.
\]

If we take \( v \in V_h \) in \( (6) \) as the indicator function \( 1_T \) and use the definition of \( a_h \) in \( (4) \), then

\[
(\text{div} z_h, 1_T) = (f, 1_T),
\]

so \( z_h \) is locally mass conservative.

From the definition of \( z_h \), \( z_h + \nabla u_h \) satisfies

\[
(z_h + \nabla u_h, q)_T = 0, \quad q \in \mathcal{P}_{k-2}(T),
\]
and

\[
(z_h + \nabla u_h) \cdot n, q \rangle_e = \begin{cases} 
\langle -\frac{1}{2} [\nabla u_h] + \gamma h_e^{-1-\alpha} [u_h] : n, q \rangle_e, & e \in E_h^0, \\
0, & e \notin E_h^0 \cup E_h^D, \\
\langle \gamma h_e^{-1} (u_h - u_D), q \rangle_e, & e \in E_h^D,
\end{cases}
\]  

for \( q \in P_{k-1}(e) \). For \( e \in E_h^0 \), the standard scaling argument gives

\[
\|z_h + \nabla u_h\|_{0,T} \lesssim \sum_{e \in \partial T} h_e^\frac{1}{2} \| (z_h + \nabla u_h) \cdot n \|_{0,e}. 
\]

We now estimate the above term for three cases of \( e \in E_h \). If \( e \notin E_h^0 \cup E_h^D \), then there is nothing to estimate by \( 31 \). If \( e \in E_h^0 \), then

\[
\|z_h + \nabla u_h\|_{0,T} \lesssim \sum_{e \in \partial T} h_e^\frac{1}{2} \| [\nabla u_h] + \gamma h_e^{-1-\alpha} [u_h] : n \|_{0,e} 
\]

\[
\lesssim \sum_{e \in \partial T} h_e^\frac{1}{2} \left( \| [\nabla u_h] \|_{0,e} + \| \gamma h_e^{-1-\alpha} \| [u_h] \|_{0,e} \right), 
\]

so we need to show

\[
\left( \sum_{e \in E_h^0} h_e \| [\nabla u_h] \|_{0,e}^2 \right)^\frac{1}{2} + \left( \sum_{e \in E_h^0} h_e^{-1-2\alpha} \| [u_h] \|_{0,e}^2 \right)^\frac{1}{2} \lesssim \inf_{v \in V_h^0} \| u - v \|_1 + \text{osc}(f).
\]

The first term in this inequality is easily obtained by \( 12 \). For the second term note that the quasiuniformity assumption implies

\[
\sum_{e \in E_h^0} h_e^{-1-2\alpha} \| [u_h] \|_{0,e}^2 \lesssim h^{-2\alpha} \| u_h \|_{H^1}^2 \lesssim \left( \inf_{v \in V_h^0} \| u - v \|_1 + \text{osc}(f) \right)^2
\]

by \( 23 \). For \( e \in E_h^D \), the scaling argument gives

\[
\|z_h + \nabla u_h\|_{0,T} \lesssim \sum_{e \in \partial T} h_e^\frac{1}{2} \| \gamma h_e^{-1} (u_h - u_D) \|_{0,e} \lesssim \| u - u_h \|_{a_h}.
\]

Therefore, the conclusion follows.

\[\square\]

4. Preconditioning

In this section we propose an abstract form of block diagonal preconditioners. Through the operator preconditioning approach, we show that the preconditioners are spectrally equivalent to the matrix given by \( 5 \) independent of mesh sizes.

We define a norm \( \| \cdot \| \) on \( V_h \) as

\[
\| (v^e, v^0) \|^2 := a_h(v^e, v^e) + a_h(v^0, v^0) 
\]

\[
= (\nabla v^e, \nabla v^e) + \gamma h_e^{-1} (v^e, v^e)_{E_h^0} + (\gamma h_e^{-1} (v^e, v^0)_{E_h^0} + \gamma h_e^{-1} (v^0, v^0)_{E_h^0}
\]

for \( v^e \in V_h^e \), \( v^0 \in V_h^0 \). Note that this is a norm on \( V_h \), not only on \( V_h \). For an element \( v \in V_h \) the decomposition \( v = v^e + v^0 \) is not unique, so \( \| v \| \) is not uniquely defined. However, we will use \( \| v^e \| \) and \( \| v^0 \| \) for \( v^e \in V_h^e \) and \( v^0 \in V_h^0 \) instead.
Lemma 4.2. Suppose that \( (34) \) we can expect that \( B \) and show that \( \tilde{V} \) isomorphism from the operator preconditioning approach [15], we first show that \( A \) norms.

C with \( (35) \) the bilinear form denote an element in \( V \) of \( (36) \);

Definition 4.1. For \( \{ \} \) in \( T \), i.e., \( N(T) = \{ T \in T_h : \partial T' \cap \partial T \neq \emptyset, T' \neq T \} \). For \( v^0 \in V_h \), \( T_0 \in T_h \), and the elements \( \{ T_i \}_{i=1}^{N(T_0)} \) adjacent to \( T_0 \), let \( p_i \) be the value of \( v^0 |_{T_i} \), \( i = 0, ..., N(T_0) \).

We define \( \phi_{v^0,T_0} \in V_h^0 \) as

\[
\phi_{v^0,T_0}|T = \begin{cases} 
\frac{1}{N(T_0)+1} \sum_{i=0}^{N(T_0)} (p_i - p_0) & \text{if } T = T_0 \\
0 & \text{otherwise}
\end{cases}
\]

Lemma 4.2. Suppose that \( \alpha \geq 1 \). Given \( v^0 \in V_h^{v^0} \), define \( \bar{v}^0 \) as \( \bar{v}^0 := \sum_{T \in T_h^0} \phi_{v^0,T} \).

Then

\[
\| \bar{v}^0 \|_{ah,\partial} \leq \| v^0 \| \leq C_0 \| v^0 \|_{ah,0},
\]

with \( C_0 > 0 \) independent of \( h \). As a corollary, \( \bar{v}^0 := v^0 + \bar{v}^0 \) satisfies

\[
\| \bar{v}^0 \|_{ah,\partial} \leq (1 + C_0) \| v^0 \|_{ah,0},
\]

\[
\| \bar{v}^0 \|_{ah,\partial} \lesssim \| v^0 \|_{ah,0}
\]

with an implicit constant depending on the shape regularity of \( T_h \), the constants of the trace theorem and discrete Poincaré inequality.

Proof. Let \( T_0 \) be an element in \( T_h^D \). For simplicity of presentation we assume that \( T_0 \) has only one facet in \( \partial T_0 \cap \Gamma_D \) but extension of the arguments below to more general cases is straightforward.

Assume that \( e_0 = \partial T_0 \cap \Gamma_D \), and \( \{ T_i \}_{i=1}^{N(T_0)} \) are the elements adjacent to \( T_0 \) such that \( e_i = \partial T_i \cap \partial T_0 \).

Denoting the value of \( v^0 \) on \( T_i \) by \( p_i, i = 0, ..., N(T_0) \), \( \| v^0 \| \)
on each $e_i$ is $|p_i - p_0|$. By the definition of $\phi_{e_i,T_0}$

$$\|\phi_{e_i,T_0}\|_{e_i} = \left\| \frac{1}{N(T_0) + 1} \sum_{i=1}^{N(T_0)} (p_i - p_0) \right\| \leq \frac{1}{N(T_0) + 1} \sum_{i=1}^{N(T_0)} |p_i - p_0|$$

for $0 \leq j \leq N(T_0)$, so the Cauchy–Schwarz inequality and the definition of $\|\cdot\|$ give

$$\|\phi_{e_i,T_0}\|^2 = \sum_{c \in \partial T_0, e \in E_h} \gamma h^{-1-\alpha} \left\| \frac{\phi_{e_i,T_0}}{h_e} \right\|_0^2 + \gamma h^{-1} \left\| \phi(v^0,T_0) \right\|_0^2 \lesssim \gamma \sum_{i=1}^{N(T_0)} h^{-1-\alpha} \left\| \frac{\phi_{e_i}}{h_e} \right\|_0^2,$$

and

$$\|\phi_{e_i,T_0}\|_{a_h,\partial}^2 = \gamma h^{-1} \left\| \phi(v^0,T_0) \right\|_{0,e_i}^2 \lesssim h^\alpha \sum_{i=1}^{N(T_0)} \gamma h^{-1-\alpha} \left\| \phi(v^0) \right\|_{0,e_i}^2.$$ 

By the definition of $\tilde{v}^0$, $\tilde{v}^0|_T = \phi(v^0,T)$ for all $T \in T_h^D$ and $\tilde{v}^0|_T = 0$ for $T \notin T_h^D$. Since each facet is shared at most by two elements, the triangle inequality with the above argument gives

$$\|\tilde{v}^0\|^2 \lesssim \|v^0\|_{a_h,0},$$

which also implies $\|\tilde{v}^0\|_{a_h,\partial} \lesssim \|v^0\|_{a_h,0}$. Then, (36) follows by the triangle inequality $\|\tilde{v}^0\|_{a_h,\partial} \leq \|v^0\|_{a_h,0} + \|v^0\|_{a_h,0}$ and the inequality $\|v^0\|_{a_h,\partial} \lesssim \|\tilde{v}^0\|$. (37) follows by $\|\tilde{v}^0\|_{a_h,\partial} \leq \|v^0\|_{a_h,\partial} + \|v^0\|_{a_h,\partial}$ (20) and (38).

**Theorem 4.3.** Assume that the assumptions in Lemma 4.2 hold. If $\alpha \geq 1$, then there exists $C > 0$ such that

$$\inf_{v = v^0 + v^0} \sup_{w = w^0 + w^0} \frac{a_h(v,w)}{\left\| (v^0, v^0) \right\| \left\| (w^0, w^0) \right\|} \geq C > 0.$$ 

**Proof.** For $v \in V_h$ let $v = v^c + v^0$ for $v^c \in V_h^c$ and $v^0 \in V_h^0$. Suppose that $\tilde{v}^0$ and $\hat{v}^0$ are defined as in Lemma 4.2. By (33), (34), (35), and (20) there exists $C_1$ independent of $h$ satisfying

$$\|v^0\|_{a_h,\partial}, \|v^0\|_{a_h,0}, \|	ilde{v}^0\|_{a_h,\partial}, \|v^0\|_{a_h,0} \leq C_1 \|v^0\|_{a_h,0}.$$

We take

$$w := w^c + w^0, \quad w^c := v^c, \quad w^0 := \delta \tilde{v}^0 = v^0 + \delta (v^0 + \hat{v}^0)$$

with $\delta > 0$ which will be determined later. From the definition (33) and (35), it holds that

$$\|\left( w^c, w^0 \right) \|^2 = \|\left( v^c, v^0 + \delta \tilde{v}^0 \right) \|^2 = \|v^c\|^2 + \|v + \delta \tilde{v}^0\|^2 \leq C \|\left( v^c, v^0 \right) \|^2$$

with $C$ which is uniformly bounded for $\delta \leq 1$. 


From the definition of $w$ and the coercivity of $a_h$

\[
a_h(v, w) = a_h(v, v) + \delta a_h(v, \bar{v}^0)
\]

\[
\geq C_{\text{co}} \left( ||v^c||_{a_h, 0}^2 + ||v^0||_{a_h, 0}^2 + ||v^0 + v^c||_{a_h, \partial}^2 \right)
- \delta \left( \langle \nabla v^c, [\bar{v}^0] \rangle_{\mathcal{E}_h^0 \cup \mathcal{E}_h^D} + \delta \langle \gamma h^{-1-\alpha} [v^0], [\bar{v}^0] \rangle_{\mathcal{E}_h^0} 
+ \delta \langle \gamma h^{-1} (v^0 + v^c), \bar{v}^0 \rangle_{\mathcal{E}_h^D} \right)
\]

\[
= C_{\text{co}} ||(v^c, v^0)||_2^2 + 2C_{\text{co}} \langle \gamma h^{-1} v^c, v^0 \rangle_{\mathcal{E}_h^D}
- \delta \langle \nabla v^c + [\bar{v}^0] \rangle_{\mathcal{E}_h^0 \cup \mathcal{E}_h^D} + \delta \langle \gamma h^{-1-\alpha} [v^0], [\bar{v}^0] \rangle_{\mathcal{E}_h^0}
+ \delta \langle \gamma h^{-1} (v^0 + v^c), \bar{v}^0 \rangle_{\mathcal{E}_h^D}
\]

\[
\geq C_{\text{co}} ||(v^c, v^0)||_2^2 + (2C_{\text{co}} + \delta) \langle \gamma h^{-1} v^c, v^0 \rangle_{\mathcal{E}_h^D}
+ \delta \langle \gamma h^{-1} (v^0 + v^c), \bar{v}^0 \rangle_{\mathcal{E}_h^D} + \delta \langle \gamma h^{-1-\alpha} [v^0], [\bar{v}^0] \rangle_{\mathcal{E}_h^0} + \delta \langle \gamma h^{-1} (v^0 + v^c), \bar{v}^0 \rangle_{\mathcal{E}_h^D}
\]

\[
=: C_{\text{co}} ||(v^c, v^0)||_2^2 + (2C_{\text{co}} + \delta) I_1 + \delta (I_2 + I_3 + I_4 + I_5)
\]

with

\[
I_1 := \langle \gamma h^{-1} v^c, v^0 \rangle_{\mathcal{E}_h^D}, \quad I_2 := \langle \gamma h^{-1} v^c, \bar{v}^0 \rangle_{\mathcal{E}_h^D}, \quad I_3 := \langle \nabla v^c, [\bar{v}^0] \rangle_{\mathcal{E}_h^0 \cup \mathcal{E}_h^D},
\]

\[
I_4 := \langle \gamma h^{-1-\alpha} [v^0], [\bar{v}^0] \rangle_{\mathcal{E}_h^0}, \quad I_5 := \langle \gamma h^{-1} v^0, \bar{v}^0 \rangle_{\mathcal{E}_h^D}.
\]

For simplicity we introduce additional notations

\[
X_{c, \partial} = ||v^c||_{a_h, \partial}, \quad X_{c, 0} = ||v^0||_{a_h, 0}, \quad X_{0, \partial} = ||v^0||_{a_h, \partial}, \quad X_{0, 0} = ||v^0||_{a_h, 0}.
\]

By the Cauchy–Schwarz inequality

\[
|I_1| \leq X_{c, \partial} X_{0, \partial} \leq C_1 X_{c, \partial} X_{0, 0}, \quad \text{(by (40))}
\]

\[
|I_2| \leq X_{c, \partial} ||v^0||_{a_h, \partial} \leq C_1 X_{c, \partial} X_{0, 0}, \quad \text{(by (40))}
\]

\[
|I_3| \leq C_2 X_{c, \partial} X_{0, \partial} + X_{0, 0} \leq C_2 (1 + C_1) X_{c, \partial} X_{0, 0}, \quad \text{(by (9) and (40))}
\]

\[
|I_4| \leq C_2 X_{0, 0}^2. \quad \text{(by (40))}
\]

Moreover,

\[
I_5 = X_{0, \partial}^2 + \langle \gamma h^{-1} v^0, \bar{v}^0 \rangle_{\mathcal{E}_h^D} \geq X_{0, \partial}^2 - C_1 X_{0, \partial} X_{0, 0}. \quad \text{(by (40))}
\]

If we use these inequalities to the previous form of $a_h(v, w)$, then

\[
a_h(v, w) \geq C_{\text{co}} (X_{c, \partial}^2 + X_{c, 0}^2 + X_{0, \partial}^2 + X_{0, 0}^2 - 2X_{c, \partial} X_{0, 0})
- \delta \left( (3C_1 + C_1 C_2) X_{c, \partial} X_{0, 0} + C_2 X_{0, 0}^2 \right) + \delta X_{0, \partial}^2.
\]

By Young’s inequality we can have

\[
a_h(v, w) \geq C_{\text{co}} (X_{c, \partial}^2 + X_{c, 0}^2 + X_{0, \partial}^2 + X_{0, 0}^2 - 2X_{c, \partial} X_{0, 0})
- \delta^2 C_3 X_{c, \partial}^2 - \frac{C_{\text{co}}}{4} X_{0, 0}^2 - \delta C_2 X_{0, 0}^2 + \delta X_{0, \partial}^2
\]

with $C_3 > 0$ depending on $C_1$, $C_2$, and $C_{\text{co}}$. If we use

\[
2X_{c, \partial} X_{0, 0} \leq \frac{1}{1 + \frac{\delta}{2}} X_{c, \partial}^2 + \left(1 + \frac{\delta}{2}\right) X_{0, \partial}^2.
\]
we can obtain
\[ a_h(v, w) \geq \left( C_{co} \frac{\delta}{2 + \delta} - 9\delta^2 C_1^2 \right) X_{c,\partial}^2 + C_{co} X_{c,\partial}^2 \delta + \frac{C_{co} \delta}{2} X_{0,\partial}^2 + \frac{3C_{co}}{4} X_{0,0}^2. \]
If we choose \( \delta \) sufficiently small, then
\[ a_h(v, w) \geq C \|(v^c, v^0)\|^2. \]
The conclusion follows by combining it with (41).

To construct preconditioners recall that \( \tilde{A}_h \) is given by the bilinear form
\[ a_h(v^c, w^c) + a_h(v^0, w^0), \quad v, w \in V_h, \]
and its matrix form is
\[ \begin{pmatrix} M_c & 0 \\ 0 & M_0 \end{pmatrix} \]
where \( M_c \) and \( M_0 \) are matrices obtained from \( a_h(v^c, w^c) \) and \( a_h(v^0, w^0) \), respectively.

To construct preconditioners in practice, we use algebraic multigrid methods to obtain an approximate inverse of this block diagonal matrix. It is known that algebraic multigrid methods give good preconditioners for \( M_c \). Since \( M_0 \) is a weakly diagonally dominant matrix \cite{[14]}, standard algebraic multigrid methods give an efficient preconditioner for this as well. Therefore it is feasible to use a preconditioner of the form
\[ \begin{pmatrix} \text{AMG}(M_c) & 0 \\ 0 & \text{AMG}(M_0) \end{pmatrix}, \]
where \( \text{AMG}(M) \) is a preconditioner of \( M \) constructed by algebraic multigrid methods. We will see in the next section that this form of preconditioner gives robust numerical results.

5. Numerical results

In this section we present results of numerical experiments. In all numerical experiments, \( \Omega = [0, 1] \times [0, 1] \subset \mathbb{R}^2 \) and meshes consist of triangles that are bisections of \( N \times N \) subsquares of \( \Omega \) \((N = 4, 8, 16, 32, 64, 128)\). All numerical experiments are implemented with Firedrake \cite{[22]}.

In numerical experiments of this section, we consider
\[ -\nabla \cdot (\kappa \nabla u) = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega \]
with a tensor
\[ \kappa = \begin{pmatrix} \kappa_0 & 0 \\ 0 & 1 \end{pmatrix} \]
where \( \kappa_0 > 0 \) is a constant. Let \( \kappa_n := \kappa_n \cdot n \) on edge/face \( e \) with a unit normal vector \( n \) on \( e \). Then, a modification of (4) for (45) is
\[ a_h(v, w) = (\kappa \nabla v, \nabla w) - \left( \left\{ \kappa \nabla v \right\}_{\partial \Omega} + \left\{ \kappa \nabla w \right\}_{\partial \Omega} \right) + \gamma \kappa_n h^{-1} \alpha \left\{ v \right\}_{\partial \Omega} + \gamma \kappa_n h^{-1} \alpha \left\{ w \right\}_{\partial \Omega}, \]
\[ \kappa \cdot \nabla u_h \cdot n + \gamma \kappa \cdot h^{-1} (u_h - u) \cdot n ; q \] for \( \kappa_0 = 1 \). The error analysis can be extended to \( (15) \) with \( \kappa \) weighted flux and penalty terms. In contrast, for the preconditioning discussed in Section 3 a constant which is related to the anisotropy of \( \kappa \) is involved in the operator preconditioning.


\begin{table}
\centering
\begin{tabular}{llllll}
\hline
\textit{k} & \textit{n}_0 & 8 & 16 & 32 & 64 & 128 \\
\hline
1 & 1 & 27 & 36 & 48 & 64 & 86 \\
2 & 2 & 29 & 37 & 50 & 67 & 91 \\
4 & 4 & 29 & 40 & 54 & 73 & 99 \\
8 & 8 & 30 & 43 & 59 & 81 & 110 \\
10 & 10 & 30 & 43 & 59 & 83 & 115 \\
\hline
\end{tabular}
\caption{Number of iterations for $\alpha = 0$}
\end{table}

\begin{table}
\centering
\begin{tabular}{llllll}
\hline
\textit{k} & \textit{n}_0 & 8 & 16 & 32 & 64 & 128 \\
\hline
1 & 1 & 17 & 18 & 19 & 19 & 18 \\
2 & 2 & 18 & 19 & 19 & 19 & 19 \\
4 & 4 & 19 & 20 & 20 & 19 & 19 \\
8 & 8 & 20 & 21 & 21 & 21 & 20 \\
10 & 10 & 20 & 21 & 21 & 21 & 21 \\
\hline
\end{tabular}
\caption{Number of iterations for $\alpha = 1$}
\end{table}

\begin{table}
\centering
\begin{tabular}{llllll}
\hline
\textit{k} & \textit{n}_0 & 8 & 16 & 32 & 64 & 128 \\
\hline
1 & 1 & 25 & 28 & 29 & 30 & 28 \\
2 & 2 & 29 & 33 & 33 & 32 & 30 \\
4 & 4 & 33 & 34 & 34 & 33 & 32 \\
8 & 8 & 34 & 35 & 35 & 34 & 33 \\
10 & 10 & 35 & 36 & 35 & 34 & 33 \\
\hline
\end{tabular}
\caption{Number of iterations for $\alpha = 2$}
\end{table}

\begin{table}
\centering
\begin{tabular}{llllll}
\hline
\textit{k} & \textit{n}_0 & 8 & 16 & 32 & 64 & 128 \\
\hline
1 & 1 & 15 & 17 & 19 & 22 & 25 \\
2 & 2 & 16 & 17 & 20 & 23 & 26 \\
4 & 4 & 16 & 18 & 20 & 23 & 28 \\
8 & 8 & 17 & 19 & 21 & 25 & 31 \\
10 & 10 & 17 & 19 & 22 & 26 & 32 \\
\hline
\end{tabular}
\caption{Number of iterations for large $\gamma$ (=200) on $\mathcal{E}^0_h$ analysis. Thus, it does not seem to be straightforward to get an analytic proof that abstract preconditioners of the form (42) are spectrally equivalent to the operator given by (47) with equivalence constants independent of the anisotropy constant. Nonetheless, we present numerical results of convergence and preconditioners for anisotropic coefficients in this section because the numerical test results below show that IOP-EG methods with preconditioner (42) are robust for the anisotropy of $\kappa$.}
| $N$ | $N$ | $N$ | $N$ | $N$ |
|-----|-----|-----|-----|-----|
| $k$ | $\kappa_0$ | 8 | 16 | 32 | 64 | 128 |
| 1   | 1   | 21 | 24 | 26 | 29 | 32 |
| 2   | 2   | 22 | 25 | 27 | 31 | 34 |
| 4   | 4   | 23 | 27 | 30 | 33 | 37 |
| 8   | 8   | 24 | 29 | 32 | 36 | 41 |
| 10  | 10  | 24 | 29 | 34 | 38 | 42 |
| 1   | 1   | 34 | 38 | 41 | 44 | 47 |
| 2   | 2   | 35 | 39 | 40 | 42 | 45 |
| 4   | 4   | 36 | 41 | 44 | 46 | 48 |
| 8   | 8   | 38 | 41 | 44 | 46 | 48 |
| 10  | 10  | 39 | 42 | 45 | 47 | 51 |

Table 7. Number of iterations for $\alpha = 0.5$

Figure 1. Comparison of iteration numbers for different $\alpha$ and $\kappa_0$ values

(see Tables 4-5). As seen in Table 3, preconditioned EG methods show worse performances if $\kappa$ is more anisotropic (i.e., $\kappa_0$ is larger), so this anisotropy robustness is another advantage of IOP-EG methods.
In the first set of numerical experiments we present convergence rates of errors of various versions of IOP-EG methods with $\alpha = 1, 2, \kappa_0 = 1, 10$ in (47) and the manufactured solution $u = x(1 - x)\sin(\pi y)$. Recall that a larger $\alpha$ implies a stronger interior over-penalization. From the results in Tables 1–2, one can see that convergence rates are optimal for the $L^2$ error $\|u - u_h\|_0$, the $a_h$-norm $\|u - u_h\|_{a_h}$ endowed by (7) with the bilinear form in (47), the $\kappa^{-1}$-weighted $L^2$ flux error $\|z - z_h\|_{\kappa^{-1}} := (\kappa^{-1}(z - z_h), z - z_h)^{1/2}$. The errors of local mass reach the level of machine precision zero quickly as mesh is refined. As shown in the proof of Theorem 3.4, exact local mass conservation theoretically holds for all meshes. However, the error $\|P_0(f - \text{div } z_h)\|_0$ is not machine precision zero for coarse meshes in our experiments because the errors of numerical quadrature of manufactured solution $u = x(1 - x)\sin(\pi y)$ are involved in flux reconstruction.

In the second set of experiments we present performance of preconditioners of the form (44) as a function of mesh refinement and anisotropy of the permeability tensor. We set $\kappa_0 = 1, 2, 4, 8, 10$ to test the proposed numerical methods with preconditioners for anisotropic tensors. In the results of experiments, $k$ is the polynomial degree of $V^k_h$, $\kappa_0$ is the coefficient in (46) and $\gamma = 10$.

Numerical results for iterative solvers with $\alpha = 1, 2$ are presented in Tables 4–5. More specifically, we present the number of iterations of a preconditioned MinRes method with the block diagonal preconditioner of the form (44), and iteration stops when relative error becomes smaller than $10^{-12}$ of the initial error or when the number of iterations is more than $10^4$. We use the MinRes method instead of the conjugate gradient method for guaranteed convergence because the matrix is not symmetric positive definite in either EG or IOP-EG methods. We use the hypre library (cf. [23]) as an algebraic multigrid preconditioner for the blocks in (44). The corresponding preconditioner is constructed as in (42) with $a_h$ in (47).

We also tested performance of preconditioners for the original EG method ($\alpha = 0$) and two IOP-EG methods with $\alpha = 1, 2$. The results are given in Tables 3–5. In Table 3, the number of iterations for the EG method clearly increases for mesh refinement in all cases. Moreover, the number of iterations increases if $\kappa$ is more anisotropic, and the increment is not negligible for the two cases $\kappa_0 = 1$ and $\kappa_0 = 10$ in the finest mesh ($N = 128$). In contrast, the IOP-EG methods with $\alpha = 1, 2$ perform much better than the ones of the original EG method in all cases. As can be seen in Tables 4–5, the number of iterations is very robust for mesh refinement. For $\kappa$ anisotropy, the number of iterations increases as $\kappa$ becomes more anisotropic. Nevertheless, the IOP-EG methods perform much better than the original EG methods in all cases.

Finally, we present two additional preconditioning experiment results. The purpose of the first additional experiment is to verify that the mesh-dependent over-penalization is necessary for robust preconditioning for mesh refinement. For this we set $\alpha = 0$ and use 10 times stronger interior penalization parameter $\gamma$ on the interior edges/faces than the penalization parameter on the boundary edges/faces. Specifically, we set $\gamma$ on the interior edges/faces as $\gamma_{\text{int}} = 100$ and set $\gamma$ on the boundary edges/faces as $\gamma_{\partial} = 10$. In Table 6 one can see that the number of iterations is smaller than the ones in Table 3 so the interior over-penalization with a constant factor clearly improves preconditioning performances. However, the results in Table 6 also show that the number of iterations still considerably increases...
for mesh refinement. The purpose of the second additional experiment is to obtain numerical evidence of how large $\alpha > 0$ need to be for robust preconditioning while our analysis showed that $\alpha \geq 1$ is sufficient if $\kappa_0 = 1$. For this, we ran preconditioning experiments with different $\alpha$ values and the results are given in Figure 1. The results show that the number of iterations increases if $\alpha < 0.9$ while for mesh refinement and anisotropy of $\kappa$, the iteration numbers seem to be nearly stable for mesh refinement and anisotropy if $\alpha \geq 0.9$. The numerical results show that while $\alpha = 1$ may not be a sharp threshold value for preconditioning robustness we can observe that $\alpha$ should be sufficiently close to 1.
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6. Conclusion

In this paper we propose interior over-penalized enriched Galerkin (IOP-EG) methods for second order elliptic equations. From theoretical point of view, a new medius error analysis and a new spectral equivalence analysis, are developed for optimal convergence of errors and for construction of robust iterative solvers. In numerical experiment results comparing preconditioned IOP-EG and EG methods, we observe that preconditioned IOP-EG methods show very robust iterative solver performances for mesh refinement and for the anisotropy of permeability coefficients. In conclusion, the IOP-EG methods can be a good replacement of the original EG methods providing parameter-robust scalable iterative solvers.
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