AN IMPROVEMENT OF STRUCTURAL SIMILARITY INDEX FOR IMAGE QUALITY ASSESSMENT
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ABSTRACT

The image quality assessment has been widely used in image processing. Several researches have been developed and carried considering the Human Visual System (HVS). Under the hypothesis that human visual perception is extremely adapted to retrieve structural information from a scene, the SSIM index is the most widely used in this area, which leads to a better correlation with HVS. Despite its robustness the SSIM presents some limitations in the presence of blur affecting images. In this study, we propose an improved version of the SSIM for blur image assessment. The idea is to combine gradient based SSIM score with that of the structural information of the blur. Experimental results show a good performance.
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1. INTRODUCTION

The image quality assessment plays today a major role in many multimedia applications. This issue is continuing to expand and has achieved a certain maturity level within the community of multimedia communication. Several methods have been suggested in the literature (Li and Bovik, 2010) trying to overcome the drawbacks of subjective measures (Redi et al., 2010). These indicators provide quality results in concordance with human judgment which requires the integration of the major properties of the Human Visual System (HVS). An objective assessment of the image or video quality is based on various criteria to identify an objective quality score. These criteria are divided into three categories depending on the information required to assess: Full Reference (FR) (Li and Bovik, 2010; Chetouani et al., 2010; Okarma, 2012), Reduced Reference (RR) (Li and Wang, 2009; Ma et al., 2012) and No Reference (NR) (Peng and Doermann, 2012; Saad et al., 2012).

Unfortunately, in the absence of a universal image quality index, the traditional Peak Signal Noise Ratio (PSNR) is still employed in numerous applications. In fact, the index of the universal image quality that can assess various distortions is not yet on the horizon and people keep proposing heuristic measures implemented on psychophysics and image databases known. The aim of this study is not only offers a quality index for all well known distortions, but rather to focus on especially the blur artifact. Such artifact mainly affects main characteristics such as edges which are high frequencies in the image that is mainly due to the fact that generally higher frequencies are alleviated by the components on the first compression process.

This study is organized as follows: In the two following sections 2 and 3, we present a review of some related works involving objective image quality assessment metrics mainly the approaches based on structural fidelity as well as the No Reference blur metrics. In section 4, we describe the proposed approach. Experimental results are then shown in section 5.

2. APPROACHES BASED ON STRUCTURAL FIDELITY

The criteria adopting this approach are more recent. They are based on properties that are assumed high level
on the response of the human visual system to a degraded image. The main assumption is that our perception is particularly suitable for extracting structural information of an image (Yeganeh and Wang, 2011).

These approaches based on structural fidelity are among the objective assessment research of image quality which is intended to develop quality measures that may predict perceived image quality automatically. Indeed, there are a number of factors which affect the human perception of visual quality. A well known example may lead to greater degree of correlation with visual perception that of the index of Structural Similarity (SSIM) by (Li and Bovik, 2009; Charrier et al., 2012), adapted to the assessment of quality still images (1). This metric sets of comparative measurements of luminance \( l(x, y) \) (2), contrast \( c(x, y) \) (3) and structure \( s(x, y) \) (4) between two signals \( x \) and \( y \) Equation (1):

\[
\text{SSIM}(x, y) = \frac{\left[ l(x, y) \right]^\alpha \cdot \left[ c(x, y) \right]^\beta \cdot \left[ s(x, y) \right]^\gamma}{\left( \mu_x + \mu_y \right)^2 + \left( \sigma_x + \sigma_y \right)^2 + c}
\]

(1)

Where Equation (2 to 4):

\[
l(x, y) = \frac{2\mu_x \mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1}
\]

(2)

\[
c(x, y) = \frac{2\sigma_x \sigma_y + c_2}{\sigma_x^2 + \sigma_y^2 + c_2}
\]

(3)

\[
s(x, y) = \frac{2\sigma_{xy} + c_3}{\sigma_x \sigma_y + c_3}
\]

(4)

\( \mu_x, \mu_y \) denote the average of \( x \) and \( y \) respectively \( \sigma_x^2, \sigma_y^2 \). Refer to the variance of \( x \) and \( y \) respectively and \( \sigma_{xy} \) is the cross covariance between \( x \) and \( y \) the constants \( C_1, C_2, C_3 \) are employed to stabilize the metric for the case where the means and variances become small. The parameters \( \alpha > 0, \beta > 0, \gamma > 0 \) are used to adjust the relative importance of the three constituents. Particularly to simplify the SSIM index, we set \( \alpha = \beta = \gamma = 1 \) and \( C_1 = C_2/2 \). The SSIM index (5) is then given by Equation (5):

\[
\text{SSIM}(x, y) = \frac{2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_3)}{\left( \mu_x^2 + \mu_y^2 + c_1 \right) \left( \sigma_x^2 + \sigma_y^2 + c_2 \right)}
\]

(5)

In the field of image quality assessment, image blocks from the original and distorted image form the vectors and respectively. The mean of the SSIM values across the image (MSSIM) offers the final quality measure. The SSIM index is to acknowledge the fact that natural images are highly structured and that the measure of structural correlation between the original and the distorted image is prominent for determining overall visual quality. Besides, the SSIM index measures quality locally and is able to capture local dissimilarities better, unlike global quality measures such as MSE and PSNR. Experimental results show that the indexes SSIM and MSSIM are widely correlated with the perception of visual quality than PSNR and still extremely competitive compared to alternative algorithms of image quality assessment. When dealing with assessing the quality of blurred images, some research has offered the improvement of the two indexes SSIM and MSSIM.

An improved structural similarity for image quality assessment has been expanded by (Li and Bovik, 2010). This metric is known as Gradient-based SSIM (GSSIM) which involves comparing the edge information among the distorted and the original image. GSSIM replaces the contrast comparison and the structure comparison respectively with a gradient comparison contrast \( C_g(x,y) \) (6) and a gradient structure comparison \( S_g(x,y) \) (7). The gradient is produced through the use of the Sobel operator Equation (6 and 7):

\[
C_g(x,y) = \frac{2\sigma_x \sigma_y + c_3}{\delta^2 + \sigma_y^2 + c_2}
\]

(6)

\[
S_g(x,y) = \frac{\sigma_{xy} + c_3}{\sigma_x \sigma_y + c_3}
\]

(7)

\( x \) and \( y \) refer respectively to the gradient maps of the original and the distorted images, \( x' \) and \( y' \) denote the block vectors from \( x \) and \( y \). Knowing that \( C_2 = C_3 \), the GSSIM index (8) is given by the following formula Equation (8):

\[
\text{GSSIM}(x,y) = \frac{(2\mu_x \mu_y + c_3)(2\sigma_{xy} + c_3)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}
\]

(8)

Some contributions have subsequently made enhancement to the original version, including its adaptation to the video. In section 4, we will show our contribution to improve this metric.

### 3. NO REFERENCE BLUR METRIC

Cécile Fish and all (Fiche et al., 2010) have proposed a blurred face recognition algorithm guided by a no-reference blur metric. The idea is based on the employment of the blur discrimination properties of human perception to establish a reference image for the blur appreciation. To achieve this method, a low pass along the filtering
process over both horizontal and vertical is exerted to the original image F and the blurred images BH and BV thus obtained are employed as a reference.

The absolute difference intensity between adjacent pixels is determined according to the horizontal and vertical directions for the original image and the reference to obtain the absolute difference images.

Likewise, a No-Reference Image Blur Assessment Using Multiscale Gradient has been proposed by (Chen and Bovik, 2011), that consider natural scenes statistics models merged with multi-resolution decomposition methods to extract reliable features from quality assessment. The algorithm starts by applying a probabilistic Support Vector Machine (SVM) as a rugged image quality interpreter. The following step is to mature the blur measures by the use of the image detail. Eventually, the estimation of the blur extent is achieved by gathering the blur information. The experimental results indicate that the algorithm is highly correlated with human judgments to evaluate distorted image.

4. PROPOSED APPROACH

Our approach is based on three steps (Fig. 1): The first step is concerned with the extraction of the blur amount presented into the distorted image. The second step involves the use of a full Reference measure quality ‘G-SSIM’ in order to determine the image measure quality. The idea is to incorporate the blur amount already calculated into the G-SSIM score to obtain the final measure quality of the image to assess.

In fact, blur estimation approach is based upon the human perception of blur; human visual system receives the differences between blurred and net images but may not precisely distinguish a blurred image with the same re-blurred. In terms of gray scale, this means that the process of blurring leads into high intensity variations between adjacent pixels of a net image while only mild intensity variations between adjacent pixels are presented if the image is already blurred (Liu et al., 2008; Ciancio et al., 2011).

By referring to our latest work (Chebbi et al., 2012), we use Haar wavelet decomposition at level (Makarem and Ahmadi, 2010; Yu and Chandler, 2012; Lelegard et al., 2011), for both the blurred image down horizontal direction Bv, and the blurred image down vertical direction Bv (Fig. 2).

And we extract Haar wavelet details and build the edge map for respectively Bv and Bv with the following Equation (9) and (10):

\[ E_{\text{map}_v} = \sqrt{LH^2_{1-Bv} + HL^2_{1-Bv} + HH^2_{1-Bv}} \]  

(9)

The maximum value between the edge map respectively is computed along horizontal and vertical direction Equation (11):

\[ E_{\text{max}} = \max \left( E_{\text{map}_h}, E_{\text{map}_v} \right) \]  

(11)

The blur amount presented into an image is resulted by adding the value of \( E_{\text{max}} \) already computed to the Maximum value between the blur amount respectively presented in the blurred image along horizontal and vertical direction \( \text{blur}_{av} \).

The second step consists in combining the quality score obtained by the Gradient base SSIM (G-SSIM) with that the blur amount measured with the aim of getting a quality measure that shall take into consideration the perception of blur. Assuming that the human eye is adapted for the extraction of structural information of an image, it is vital to measure the distortion of the local structural information and extract structural attributes of the image from which each block is featured by its brightness, contrast and structure. It should eventually replace the comparison contrast and comparison structure respectively with a gradient comparison contrast and a gradient structure comparison.

We begin assessing the image quality using the G-SSIM without blur factor. Outcomes provided by the GSSIM are then compared to those awarded within in the new measure. The objective is to develop a tool to enhance the quantification of image quality. To achieve this goal, we use objective methods based on the measurement of the perceived quality of an image. These methods measure the error between a distorted image and a reference image using a range of known properties of the Human Visual System (HVS) by operating the concept of HSV which the human eye is very fitting to retrieve the structural information of an image.

This is reflected in the extent of structural information as a Gradient based Structural Similarity Index (G-SSIM). However SSIM is disregards the blur detection factor and to its extent, G-SSIM is introduced as a refinement of SSIM which involves comparing the edge information among the distorted and the original image.

The image quality assessment measure consists in combination between GBSSIM and blur factor already calculated with the method presented in the previous section.

It comes to apply the following formula (12) to obtain the final score of the quality measure Equation (12):

\[ \text{GBSSIM} = \exp\left(-\text{Blurr}_{\text{Amount}}\right) \times \text{GSSIM} \]  

(12)
5. EXPERIMENTAL RESULTS

In the experimental results, we use an image samples as a reference from the CSIQ database (Larson and Chandler, 2010) (Fig. 3), each image is distorted using once vertical blur and once more horizontal blur (Fig. 4).

In the first step, the blur is added by convolving the original image with the Gaussian filter.

The mean of blur amount values is represented by a decreasing curve (Fig. 5); it’s calculated over a set of 12 images from CSIQ data base. An increase value in the sigma value ($\delta$) results a decline value of the blur amount presented in the image distorted.

This curve of blur amount’s mean is modeled by a General model Gauss4 Equation (13):

$$f(x) = p_1, x^3 + p_2, x^2 + p_3, x + p_4$$  \hspace{1cm} (13)

where, Coefficients (with 95% confidence bounds):

\begin{align*}
p_1 & = 0.8 \\
p_2 & = -2.23 \\
p_3 & = 2.28 \\
p_4 & = 0.07
\end{align*}

The mean of SSIM values is represented by a non uniform curve which contains a decreasing part followed by an increasing part (Fig. 6). The peak existed in the blue curve shows clearly that SSIM is less sensitive to the change of blur amount in an image.

According to the results obtained by the curve of SSIM, we notice at the two pikes that an increase in the amount of blur presented in an image corresponds to an increase of the score of quality measure which is inconsistent with the human eye.

The proposed approach is presented by red curve; this is a decreasing curve that’s more realistic with the HVS. An increase in the value of the blur amount leads to a lower score of the proposed quality measure.

According to experiments, the scores provided by the proposed approach are more declined than SSIM; which reflects its effectiveness in assessing quality of blurred images.

The integration of the blur factor improves scores obtained for the assessment measure of image quality and provides satisfactory and relevant results that are consistent with the human eye.

The fitted curve of the proposed approach is on the form of a cubic polynomial Equation (14):

$$f(x) = p_1, x^3 + p_2, x^2 + p_3, x + p_4$$  \hspace{1cm} (14)

Coefficients (with 95% confidence bounds):

\begin{align*}
p_1 & = -0.22 \\
p_2 & = 0.9 \\
p_3 & = -1.27 \\
p_4 & = 1
\end{align*}
Fig. 3. The original images of CSIQ data base

Fig. 4. Distorted images with gaussian blur
Fig. 5. Mean of blur amount

Fig. 6. GBSSIM Vs SSIM
This equation may be used in the event is to calculated the quality score by replacing the variable \( x \) by the blur amount presented into a degraded image.

6. CONCLUSION

In this study, we have proposed an improvement structural similarity SSIM index for blur image assessment. The idea is to combine GSSIM score with that of the structural information of the blur. According to experimental results, we note that our proposed method leads to satisfactory results according to the HVS concordance. Future work will be focused on defining a robust model that assesses the image quality independently of any type of distortion.
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