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Abstract. We consider a heat–structure interaction model where the structure is subject to viscoelastic (strong) damping. This is a preliminary step toward the study of a fluid–structure interaction model where the heat equation is replaced by the linear version of the Navier–Stokes equation as it arises in applications. We prove four main results: analyticity of the corresponding contraction semigroup (which cannot follow by perturbation); sharp location of the spectrum of its generator, which does not have compact resolvent, and has the point λ = −1 in its continuous spectrum; exponential decay of the semigroup with sharp decay rate; finally, a characterization of the domains of fractional power related to the generator.

1. Introduction and statement of main result.

1.1. Introduction. We proceed to describe the canonical heat–structure PDE model of the present paper: its distinctive feature with respect to past literature on truly fluid-structure models such as [2, 3], [4] – [10], [30, 35] (involving actually the dynamic Stokes problems in place of the heat equation) is that it possesses a viscoelastic (‘strong’) damping term of the structure. It is a first study which is preliminarily focused on the boundary (interface) homogeneous problem because of space constraints. It is followed [40] by the ultimate case of interest, where the heat–structure PDE system is subject to a boundary control acting at the interface between the two media: the heat component and the structure component. The control may be either of Neumann-type or of Dirichlet-type, depending on the specific interface condition on which it acts, see (4) below. For this boundary non-homogeneous case, we study in [40] the corresponding (optimal) boundary → interior regularity, from which solution to corresponding optimal control problems,
as well as min-max game theory problems will follow as a specialization of the abstract PDE-based theory in [31]. In turn, this project is the first step toward the more realistic fluid–structure PDE model which has the more challenging dynamic Stokes equation in place of the n-dimensional heat equation [32, p. 121], [19]. It will be treated in a subsequent publication. Such model arises in biological applications [12, 13]. In the present work, we shall consider the structure immersed in the fluid, while leaving to other efforts the study of the fluid within a structure (such as blood running inside arteries).

The above references study the fluid-structure model (with dynamic Stokes equation involving pressure) with ‘static’ interface (justified in [19] to be appropriate under the assumption of small, rapid oscillations of the structure). For well-posedness result in the challenging case of moving interface, we quote [22, 25].

Thus, throughout, \( \Omega_f \subseteq \mathbb{R}^n \), \( n = 2 \) or 3, will denote the bounded domain on which the heat component of the coupled PDE system evolves. Its boundary will be denoted here as \( \partial \Omega_f = \Gamma_s \cup \Gamma_f \), \( \Gamma_s \cap \Gamma_f = \emptyset \), with each boundary piece being sufficiently smooth. Moreover, the geometry \( \Omega_s \), immersed within \( \Omega_f \), will be the domain on which the structural component evolves with time. As configured then, the coupling between the two distinct fluid and elastic dynamics occurs across boundary interface \( \Gamma_s = \partial \Omega_s \); see Figure 1. In addition, the unit normal vector \( \nu(x) \) will be directed away from \( \Omega_f \); thus on \( \Gamma_s \), toward \( \Omega_s \). (This specification of the direction of \( \nu \) will influence the computations to be done below.)

\[
\begin{align*}
\text{FIG. 1: THE FLUID–STRUCTURE INTERACTION}
\end{align*}
\]

On this geometry in Figure 1, we thus consider the following fluid-structure PDE model in solution variables \( u = [u_1(t, x), u_2(t, x), \ldots, u_n(t, x)] \) (the heat component here replacing the usual velocity field), and \( w = [w_1(t, x), w_2(t, x), \ldots, w_n(t, x)] \) (the structural displacement field):

\[
\begin{align*}
\text{(PDE)} & \quad \begin{cases}
    u_t - \Delta u = 0 & \text{in } (0, T) \times \Omega_f; \\
    w_{tt} - \Delta w - \Delta w_t + bw = 0 & \text{in } (0, T) \times \Omega_s;
\end{cases} \\
\text{(BC)} & \quad \begin{cases}
    u|_{\Gamma_f} = 0 & \text{on } (0, T) \times \Gamma_f; \\
    u = w_t & \text{on } (0, T) \times \Gamma_s; \\
    \frac{\partial(w + w_t)}{\partial \nu} = \frac{\partial u}{\partial \nu} & \text{on } (0, T) \times \Gamma_s;
\end{cases} \\
\text{(IC)} & \quad [w(0, \cdot), w_t(0, \cdot), u(0, \cdot)] = [w_0, w_1, u_0] \in H_b.
\end{align*}
\]

The constant \( b \) in (1b) will take up either the value \( b = 0 \), or else the value \( b = 1 \), as explained below. Accordingly, the space of well-posedness is taken to be the
finite energy space

\[ H_b = \begin{cases} \mathcal{H}^1(\Omega_s) \times \mathbb{R} \times \mathcal{L}^2(\Omega_s) \times \mathcal{L}^2(\Omega_f), & b = 0; \\ \mathcal{H}^1(\Omega_s) \times \mathcal{L}^2(\Omega_s) \times \mathcal{L}^2(\Omega_f), & b = 1, \end{cases} \]  

(2a)

\[ H_b \] is a Hilbert space with the following norm inducing inner product, where \( (f, g)_\Omega = \int_\Omega f \hat{g} \, d\Omega \):

\[
\begin{bmatrix}
    v_1 \\
    v_2 \\
    f
\end{bmatrix} \in H_b \quad \Rightarrow \quad
\begin{bmatrix}
    \langle \nabla v_1, \nabla \tilde{v}_1 \rangle_{\Omega_s} + \langle v_2, \tilde{v}_2 \rangle_{\Omega_s} + \langle f, \tilde{f} \rangle_{\Omega_f} \\
    \langle \nabla v_1, \nabla \tilde{v}_1 \rangle_{\Omega_s} + \langle v_1, \tilde{v}_1 \rangle_{\Omega_s} + \langle v_2, \tilde{v}_2 \rangle_{\Omega_s} + \langle f, \tilde{f} \rangle_{\Omega_f}
\end{bmatrix} = 0,
\]

(3a)

the first line for \( b = 0 \), the second for \( b = 1 \). In (2a), the space \( \mathcal{H}^1(\Omega_s) / \mathbb{R} = \mathcal{H}^1(\Omega_s) / \text{const} \) is endowed with the gradient norm.

1.2. The non-homogeneous case. As already noted, a companion publication [40] deals with the ‘boundary’ (interface) non-homogeneous problem, whereby the homogeneous boundary condition (B.C.) in (1e), respectively (1d), will be replaced by the following boundary non-homogeneous conditions, respectively:

\[
\text{either } \frac{\partial(w + w_t)}{\partial \nu} = \frac{\partial u}{\partial \nu} + g; \text{ or else } u = w_t + g \text{ on } (0, T) \times \Gamma_s. \tag{4}
\]

Here, \( g \) is a control function of Neumann-type, respectively, of Dirichlet-type. Writing each problem in the abstract form \( \dot{x} = Ax + B_N g \) (Neumann case) or \( \dot{x} = Ax + B_D g \) (Dirichlet case), with explicit operators \( B_N \) and \( B_D \), reference [40] shows two main preliminary results: (1) that \( A^{-1/2}B_N \) is a bounded operator from functions at the interface measured in the \( \mathcal{L}^2 \)-norm to the energy space \( H_0 \); (2) that \( A^{-1/2}B_D \) is a bounded operator from functions at the interface measured this time in the \( \mathcal{H}^2 \)-norm to the energy space \( H_0 \). In the much more challenging Neumann case, the proof that \( A^{-1/2}B_N \in \mathcal{L}(\mathcal{L}^2(\Gamma_s), H_0) \) requires explicit knowledge of the \( \mathcal{D}(\langle -A \rangle^{\theta}) \), or at least of a suitable subspace thereof [41]. In Theorem 1.5 below, we give a characterization in fact of \( \mathcal{D}(\langle -A \rangle^{\theta}) \), \( 0 < \theta < 1 \). Henceforth, we shall restrict the present paper to the homogeneous case \( g = 0 \), while referring to [40] for the case \( g \neq 0 \).

1.3. Abstract model for the free dynamics (1a–f) (i.e. \( g = 0 \) in (4).) The operator \( A \). We rewrite problem (1a–e) as a first-order equation

\[
\frac{d}{dt} \begin{bmatrix} w \\ w_t \\ u \end{bmatrix} = \begin{bmatrix} 0 & I & 0 \\ \Delta - bI & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} w \\ w_t \\ u \end{bmatrix} = A \begin{bmatrix} w \\ w_t \\ u \end{bmatrix}, \tag{5}
\]

where we introduce the operator \( A : H_b \supset \mathcal{D}(A) \rightarrow H_b \)

\[
A \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} 0 & I & 0 \\ \Delta - bI & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} v_2 \\ \Delta(v_1 + v_2) - bv_1 \\ \Delta h \end{bmatrix}, \tag{6}
\]

for \( \{v_1, v_2, h\} \in \mathcal{D}(A) \). A description of \( \mathcal{D}(A) \) is as follows (we write it explicitly only in the case \( b = 0 \), which is the one to which we shall restrict below):
\(v_1 \in \mathcal{H}^1(\Omega_x)/\mathbb{R}; v_2 \in \mathcal{H}^1(\Omega_x)/\mathbb{R}, \text{so that } v_2|_{\Gamma_x} = h|_{\Gamma_x} \in \mathcal{H}^{1/2}(\Gamma_x);\)
\[
\Delta(v_1 + v_2) \in \mathcal{L}^2(\Omega_x);
\]  
\((7a)\)

\(h \in \mathcal{H}^1(\Omega_f), \Delta h \in \mathcal{L}^2(\Omega_f), h|_{\Gamma_f} \equiv 0, h|_{\Gamma_x} = v_2|_{\Gamma_x} \in \mathcal{H}^{1/2}(\Gamma_x);\)
\[
\frac{\partial h}{\partial \nu}|_{\Gamma_x} = \frac{\partial(v_1 + v_2)}{\partial \nu} \bigg|_{\Gamma_x} \in \mathcal{H}^{-1/2}(\Gamma_x).
\]  
\((7b)\)

We now justify \((7a-b)\). Minimal preliminary conditions for \(\{v_1, v_2, h\} \in \mathcal{D}(\mathcal{A})\) on \(\mathcal{H}_{b=0}\) are:
\[
\begin{cases}
(v_1, v_2, h) \in \mathcal{H}_{b=0}, \text{ actually } v_2 \in \mathcal{H}^1(\Omega_x)/\mathbb{R}, \text{hence } v_2|_{\Gamma_x} \in \mathcal{H}^{1/2}(\Gamma_x); \\
\Delta(v_1 + v_2) \in \mathcal{L}^2(\Omega_x), \Delta h \in \mathcal{L}^2(\Omega_f), h|_{\Gamma_f} \equiv 0.
\end{cases}
\]  
\((8a)\) \(8b)\)

But then, \(\Delta h \in \mathcal{L}^2(\Omega_f)\) along with \(h|_{\Gamma_f} \equiv 0\) and \(h|_{\Gamma_x} = v_2|_{\Gamma_x} \in \mathcal{H}^{1/2}(\Gamma_x)\) yields \(h \in \mathcal{H}^1(\Omega_f)\), as desired, by elliptic theory; hence \(|\nabla h| \in \mathcal{L}^2(\Omega_f)\). Moreover, the claimed Neumann boundary regularity \(\frac{\partial h}{\partial \nu}|_{\Gamma_x} \in \mathcal{H}^{-1/2}(\Gamma_x)\) follows from the identity
\[
\int_{\Omega_f} \Delta h \varphi d\Omega_f = \int_{\Gamma_x} \frac{\partial h}{\partial \nu} \varphi d\Gamma_x - \int_{\Omega_f} \nabla h \cdot \nabla \varphi d\Omega_f = \int_{\Omega_f} f \varphi d\Omega_f,
\]  
\((9)\)

with \(\Delta h = f \in \mathcal{L}^2(\Omega_f)\), test function \(\varphi \in \mathcal{H}^1(\Omega_f), \varphi|_{\Gamma_f} \equiv 0, \text{so that the last two}\)
\(\text{interior integral terms in } (9) \text{ are well defined, and then so is the boundary term on}\)
\(\Gamma_x \text{ with } \varphi \in \mathcal{H}^{1/2}(\Gamma_x). \text{ By surjectivity of the trace } [34], \varphi \text{ runs over all of } \mathcal{H}^{1/2}(\Gamma_x).\)

Then \(\frac{\partial h}{\partial \nu} \in \mathcal{H}^{-1/2}(\Gamma_x)\), as desired.

Remark 1.1. The above description of \(\mathcal{D}(\mathcal{A})\) in \((7a-b)\) shows that the point
\(v_1, v_2, h \in \mathcal{D}(\mathcal{A})\) enjoys a smoothing of regularity by one Sobolev unit—from
\(\mathcal{L}^2(\cdot)\) to \(\mathcal{H}^1(\cdot)\) — but only of the coordinates \(v_2\) and \(h\), with respect to the original
finite energy state space \(\mathcal{H}_0\) in \((2a)\). In contrast, the first coordinate \(v_1\) experiences
no smoothing: it is in \(\mathcal{H}^1(\Omega_x)\), the first coordinate component of the space \(\mathcal{H}_0\). This
amounts to the fact that \(\mathcal{A}\) has non-compact resolvent \(\mathcal{R}(\lambda, \mathcal{A})\) on \(\mathcal{H}_0\). Consis-
tently, we shall see below in Proposition 2.4 that the point \(\lambda = -1\) belongs to the
continuous spectrum of \(\mathcal{A} : -1 \in \sigma_c(\mathcal{A}).\) Henceforth, it will be convenient to focus
on the case \(b = 0\), as the case \(b = 1\) is a cosmetic variation of it. The space \(\mathcal{H}_{b=0}\)
will be henceforth denoted simply by \(\mathcal{H}_0\).

1.4. Main results of the free dynamics \((1a-f)\), case \(b = 0\). Our first main
result in the homogeneous case \((g = 0)\) is that the operator \(\mathcal{A}\) in \((6)-(7a-b)\) generates
a s.c. contraction semigroup on the energy space \(\mathcal{H}_0\) which moreover is analytic
(holomorphic) with maximal sector of analyticity, modulo a finite translation. More
precisely, the location of the spectrum \(\sigma(\mathcal{A})\) of \(\mathcal{A}\) in peculiar: conservatively, it is
contained in an infinite key-shaped set \(\mathcal{K}\):
\[
\sigma(\mathcal{A}) \subset (-\infty, -2) \cup \{S_{r=1}(x_0)\} \cap \mathcal{K} \equiv \mathcal{K}
\]  
\((10a)\)

\(x_0 = \text{point } \{-1, 0\} \text{ in } \mathbb{C}, \text{ or } \mathbb{C} \setminus \mathcal{K} \subset \rho(\mathcal{A}) = \text{resolvent set of } \mathcal{A}
\]  
\((10b)\)

where \(S_{r=1}(x_0)\) is the open disk centered at the point \(x_0 = \{-1, 0\}\) and of radius
1, and \(S_{r_0}(0)\) is the open disk centered at the origin of radius \(r_0 > 0\). In addition,
we shall see that the spectrum \(\sigma(\mathcal{A})\) of the operator \(\mathcal{A}\), which does not have
compact resolvent, contains the point $-1$ in the continuous spectrum. We refer to Theorem 1.4 and Proposition 2.3. Similar results hold for the adjoint $A^*$ of $A$ to be characterized next.

**Theorem 1.1 (The adjoint $A^*$ of $A$).** The $H_0$-adjoint of the operator $A$ defined in (6) (for $b = 0$) and (7) is given by

$$
A^* \begin{bmatrix}
\tilde{v}_1 \\
\tilde{v}_2 \\
\tilde{h}
\end{bmatrix} = \begin{bmatrix}
0 & -I & 0 \\
-\Delta & \Delta & 0 \\
0 & 0 & \Delta
\end{bmatrix} \begin{bmatrix}
\tilde{v}_1 \\
\tilde{v}_2 \\
\tilde{h}
\end{bmatrix} = \begin{bmatrix}
-\tilde{v}_2 \\
\Delta(\tilde{v}_2 - \tilde{v}_1) \\
\Delta \tilde{h}
\end{bmatrix},
$$

(11)

with $D(A^*)$ described as follows (compare with $D(A)$ in (7a–b)): \( \{\tilde{v}_1, \tilde{v}_2, \tilde{v}_3\} \in D(A^*) \) means:

(i) \( \tilde{v}_1 \in H^1(\Omega_s)/\mathbb{R}; \tilde{v}_2 \in H^1(\Omega_s)/\mathbb{R}, \) so that \( \tilde{v}_2|_{\Gamma_s} = \tilde{h}|_{\Gamma_s} \in H^{1/2}(\Gamma_s); \)

\( \Delta(\tilde{v}_2 - \tilde{v}_1) \in L^2(\Omega_s); \)

(12a)

(ii) \( \tilde{h} \in H^1(\Omega_f), \Delta \tilde{h} \in L^2(\Omega_f), \tilde{h}|_{\Gamma_f} \equiv 0, \tilde{h}|_{\Gamma_s} = \tilde{v}_2|_{\Gamma_s} \in H^{1/2}(\Gamma_s); \)

\( \frac{\partial \tilde{h}}{\partial \nu}|_{\Gamma_s} = \frac{\partial (\tilde{v}_2 - \tilde{v}_1)}{\partial \nu}|_{\Gamma_s} \in H^{-1/2}(\Gamma_s). \)

(12b)

The computational proof is given in Appendix A.

On the space $H_0$ introduce the following bounded, symmetric operator

$$
T \equiv \begin{bmatrix}
I & 0 & 0 \\
0 & -I & 0 \\
0 & 0 & -I
\end{bmatrix} \equiv T^* \text{ on } H_0.
$$

(13)

Then, one may verify the following properties:

(i) \( T^2 = \text{identity on } H_0. \)

(14)

(ii) \( T : D(A) \overset{\text{onto}}{\longrightarrow} D(A^*); \quad T = T^{-1} : D(A^*) \overset{\text{onto}}{\longrightarrow} D(A) \)

(15a)

\( T D(A) \equiv D(A^*); \quad T D(A^*) \equiv D(A) \)

(15b)

(iii) \( T A = A^* T = A^* T^* = (T A)^* \text{ on } D(A) \)

\( A = T^{-1} A^* T \text{ on } D(A) \) (similarity)

(16a)

(16b)

and $T A$ is self-adjoint with domain $D(A)$;

\[ S_{r=1}(x_0) \]

\[ S_{r_0}(0) \]

**FIG 2:** The set $K$
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(iii) The operator $A$ is boundedly invertible on $H_0$: $A^{-1} \in \mathcal{L}(H_0)$. (A more precise result is given in Lemma 2.1 below.) Thus, there exists a disk $S_{r_0}$ of the complex plane $\mathbb{C}$, centered at the origin and of suitably small radius $r_0 > 0$ such that $S_{r_0} \subset \rho(A)$, the resolvent set of $A$. Similarly for the operator $A^*$.
(iv) Hence, \(A\) is maximal dissipative on \(H_0\). By the Lumer–Phillips Theorem, \(A\) generates a s.c. \((C_0-\) contraction semigroup \(e^{At}\) on \(H_0\):

\[
\begin{bmatrix}
w_0 \\
w_1 \\
u_0
\end{bmatrix} \in H_0 \rightarrow \begin{bmatrix} w(t) \\
w(t) \\
u(t)
\end{bmatrix} \equiv e^{At} \begin{bmatrix} w_0 \\
w_1 \\
u_0
\end{bmatrix} \in C([0,T];H_0) .
\quad (23)
\]

(v) The same generation results hold also for \(A^*\).

The proof is given in Section 2.

**Theorem 1.3** (Dissipative energy identity; further regularity of \((1a-f)\)). With reference to problem \((1a-f)\), whose semigroup well-posedness is guaranteed by Theorem 1.2, define the energies for \(\{w,w_t,u\} \in H_0\):

\[
E_u(t) = \int_{\Omega_f} u^2(t) d\Omega_f; \quad E_w(t) = \int_{\Omega_s} \left| w^2(t) + |\nabla w(t)|^2 \right| d\Omega_s , \quad t > 0 .
\quad (24)
\]

(a) Then, the following identities hold true for \(t > 0\) and \(\{w_0,w_1,u_0\} \in D(A)\), so that \([w(t),w_t(t),u(t)] \in C([0,T];D(A))\):

\[
E_u(t) + 2 \int_0^t \int_{\Omega_f} |\nabla u|^2 d\Omega_f d\tau = E_u(0) + 2 \int_0^t \int_{\Gamma_s} \frac{\partial u}{\partial \nu} u d\Gamma_s d\tau .
\quad (25)
\]

(b) (Regularity properties for \(\{w_0,w_1,u_0\} \in H_0\) complementing \((23)\).) The following regularity properties of problem \((1a-f)\) hold true, all continuously with respect to \(\{w_0,w_1,u_0\} \in H_0\):

\[
w \in C([0,T];H^1(\Omega_s));
\quad (28)
\]

\[
w_t \in C([0,T];L^2(\Omega_s)) \cap L^2(0,T; H^1(\Omega_s)/\mathbb{R})
\quad (29)
\]

\[
u \in C([0,T];L^2(\Omega_f)) \cap L^2(0,T; H^1(\Omega_f));
\quad (30)
\]

\[
u|_{\Gamma_s} \in L^2(0,T; H^{\frac{1}{2}}(\Gamma_s)); \quad \frac{\partial u}{\partial \nu}|_{\Gamma_s} \in L^2(0,T; H^{-\frac{1}{2}}(\Gamma_s)).
\quad (31)
\]

**Proof.** (a1) We multiply the \(u\)-problem in \((1a)\) by \(u\) and integrate over \(\int_0^t \int_{\Omega_f}\), using \(\frac{1}{2} \frac{d}{dt} (u^2) = u w_t\), Green’s First Theorem with \(|u|_{\Gamma_f} \equiv 0\), and obtain \((25)\).

(a2) We multiply the \(w\)-problem in \((1b)\) by \(w_t\) and integrate over \(\int_0^t \int_{\Omega_f}\), using \(\frac{1}{2} \frac{d}{dt} (w_t^2) = w_t w_{tt}\), Green’s First Theorem with unit normal \(\nu\) inward, as well as
\[ \frac{1}{2} \frac{\partial}{\partial t} |\nabla w|^2 = \nabla w \cdot \nabla w_t, \] finally the B.C. \( u = w_t \) on \( \Gamma_s \), and \( \frac{\partial(w+w_t)}{\partial \nu} = \frac{\partial u}{\partial \nu} \) on \( \Gamma_s \). This way we obtain (26).

(a3) Summing up (a1) and (a2) yields (a3) first for I.C. in \( D(A) \), next in \( H_0 \) by density and continuous extension.

(b) The interior regularity in \( C([0, T]; \cdot) \) in (28)–(30) is an explicit restatement of (23). The interior regularity in \( L^2(0, T; \cdot) \) in (29), (30) is a consequence of identity (27), whereby then the Dirichlet boundary regularity of \( u|_{\Gamma_s} \) in the LHS of (21) follows by trace theory. In turn, such result on \( u|_{\Gamma_s} \), used with the property that \( \int_0^t \int_{\Gamma_s} \frac{\partial u}{\partial \nu} u \, d\Gamma_s \, ds \in L^2(0, T) \) yields then the Neumann boundary regularity in (31).

1.5. Orientation on analyticity. A first main result of the present paper is Theorem 1.4 below that claims that the s.c. semigroup \( e^{At} \) asserted by Theorem 1.2 is, in fact, analytic on the space \( H_0 \), and in fact, with the triangular sector containing the spectrum \( \sigma(A) \) of its generator \( A \) that reduces itself to the infinite axis \( (\infty, -2) \) for \( \Re \lambda < -2 \). A more precise statement on the location of the spectrum \( \sigma(A) \) of \( A \) is given in (10).

Analyticity per se is not surprising in view of the following motivating considerations.

A motivating result. (a) Analyticity. The following is a very special case of a much more general result (noted below) for which we refer to [15], [16], (see also [31, Appendix 3B of Chapter 3, pp 285-296], [17], [18]). These references solve and improve upon the conjectures posted in [14]. Let \( A \) be a positive, self-adjoint operator on the Hilbert space \( Y \). On it, consider the following abstract equation

\[ \ddot{x} + Ax + A\dot{x} = 0; \quad \text{or} \quad \frac{d}{dt} \begin{bmatrix} x \\ \dot{x} \end{bmatrix} = \mathbb{A} \begin{bmatrix} x \\ \dot{x} \end{bmatrix}; \] (32)

\[ \mathbb{A} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} 0 & I \\ -A & -A \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} x_2 \\ -A(x_1 + x_2) \end{bmatrix}; \] (33a)

\[ D(\mathbb{A}) = \left\{ [x_1, x_2] \in E \equiv D(A^{\frac{1}{2}}) \times Y : x_2 \in D(A^{\frac{1}{2}}), x_1 + x_2 \in D(A) \right\}. \] (33b)

The operator \( \mathbb{A} \) is dissipative and with domain (33b) is closed and generates a s.c. contraction semigroup \( e^{kt} \) on the finite energy space \( E \equiv D(A^{\frac{1}{2}}) \times Y \), which moreover is analytic on \( E \). Thus, the second-order dynamic (32) with strong ‘structural’ damping is parabolic-like. Indeed, [15], [16], (see also [31, Appendix 3B of Chapter 3, pp 285-296]) show the more general result, and more useful in application to mixed PDEs-problems, that analyticity holds true if in equation (32) the damping term \( A\dot{x} \) is replaced by \( B\dot{x} \), where \( B \) is another positive self-adjoint operator (which needs not commute with \( A \)) which is comparable with \( A^\alpha \), \( \frac{1}{2} \leq \alpha \leq 1 \), in the sense of inner product: \( \rho_1 A^\alpha \leq B \leq \rho_2 A^\alpha, 0 < \rho_1 < \rho_2 < +\infty \).

(b) The spectrum of \( \mathbb{A} \). Reference [16, Appendix A, Lemma A.1, p45] shows that the spectrum \( \sigma(\mathbb{A}) \) of the operator \( \mathbb{A} \) defined in (32)–(33b) (case \( \alpha = 1 \)) has the following features assuming that the positive self-adjoint operator \( A \) has compact resolvent on \( Y \):

The spectrum of \( \mathbb{A} \) consists of two branches of eigenvalues \( \lambda_n^{\pm} \):

\[ \lambda_n^{+, -} = -\mu_n \pm \frac{\mu_n}{2} \sqrt{\frac{\mu_n - \overline{\lambda}}{\mu_n}}, \] (34)
solutions of the algebraic equation \( \lambda^2 + \mu_n \lambda + \mu_n = 0 \), where \( \{\mu_n\}_{n=1}^\infty \) are the eigenvalues of the positive self-adjoint operator \( A : 0 < \mu_1 < \cdots < \mu_n \to +\infty \). The
branch $\lambda_n^- \searrow -\infty$ monotonically. The branch $\lambda_n^+ \nearrow -1$ monotonically. Moreover, the point $\lambda = -1$ belongs to the continuous spectrum $\sigma_c(A)$ of the operator $A$. The operator $A$ does not have compact resolvent on the finite energy space $E$, even though $A$ has compact resolvent on $Y$.

By looking at the operator $A$ in (6), the above abstract result for equation (33a) suggests, or makes one surmise, that the homogeneous problem (1a–e) is the coupling of ‘two parabolic problems’ and hence generates an analytic semigroup $e^{At}$ ($A$ in (6), (7)) on the finite energy space $H_0$ in (2). Of course, the above considerations are purely indicative and qualitatively suggestive, as the Laplacian $\Delta$ in (1b) has coupled, high-level, non-homogeneous interface boundary conditions which constitute the crux of the matter to be resolved before making the assertion of analyticity of problem (1). At any rate analyticity cannot follow by a perturbation argument.

We have already noted in Remark 1.1 that the operator $A$ in (6), (7) does not have compact resolvent on the finite energy space $H_0$. We shall see in Proposition 2.4 below that $\lambda = -1$ is a point in the continuous spectrum of the operator $A$: $-1 \in \sigma_c(A)$. This result coupled with the location of the spectrum of $A$ anticipated in (10a) (that is $\sigma(A) \subset (-\infty, -2) \cup \{S_{r=1}([-1,0]) \setminus S_{r=0}(0)\} \equiv K$) make one expect that, qualitatively, the spectrum of $A$ is like the spectrum of the operator $A$ in (33a), with one branch of eigenvalues being negative and going to $-\infty$, and the other branch going to the point $-1$ of the continuous spectrum. 

Our first main result is

**Theorem 1.4.** (i) The generator $A$ in (6), (7) (with $b = 0$) of the s.c. contraction semigroup $e^{At}$ asserted by Theorem 1.2 satisfies the following resolvent condition

$$
\|(i\omega I - A)^{-1}\|_{L(H_0)} = \|R(i\omega, A)\|_{L(H_0)} \leq \frac{c}{|\omega|},
$$

where $|\omega| \geq \delta_0 > 0$ arbitrarily small, (35)

with $\omega \in \mathbb{R}$. Hence, the s.c. semigroup $e^{At}$ is analytic on the finite energy space $H_0$, $t > 0$, [31, Thm 3E.3, p 334].

(ii) More precisely, the resolvent operator $R(\lambda, A) = (\lambda I - A)^{-1}$ of the generator $A$ in (6), (7) (with $b = 0$), satisfies the following estimate

$$
\|R(\lambda, A)\|_{L(H_0)} \leq \frac{C}{|\lambda|}, \text{ for all } \lambda \in \mathbb{C} \setminus K
$$

where $K$ is the (infinite) key-shaped set defined in (10a), Fig 2

$$(36a)$$

with $S_{r=1}(x_0)$ the open disk centered at the point $x_0 = \{-1, 0\}$ and of radius 1; and $S_{r=0}$ defined in Theorem 1.2(iii).

(iii) The spectrum $\sigma(A)$ of $A$ is confined within the set $K$; in particular

$$
\text{Re}\sigma(A) \subset (-\infty, -\delta], \text{ for some } \delta > 0.
$$

(iv) Complementing (35) we have that the resolvent $R(\cdot, A)$ is uniformly bounded on the imaginary axis

$$
\|R(i\omega, A)\|_{L(H_0)} \leq c, \quad \forall \omega \in \mathbb{R}.
$$

Hence, the s.c. analytic semigroup $e^{At}$ is uniformly exponentially stable on $H_0$: there exist constants $M \geq 1$, $\delta > 0$, such that [38]

$$
\|e^{At}\|_{L(H_0)} \leq Me^{-\delta t}, \quad t \geq 0.
$$

(39)
For s.c. analytic semigroups such as $e^{At}$, domains of fractional powers of $(-A)$ are very important. For instance, a special subcase of the following result allows one to obtain optimal regularity results of the non-homogeneous mixed problem (1a-d) with forcing term $g \in L^2(0,T : L^2(\Gamma_s))$ acting at the interface $\Gamma_s$ in the Neumann B.C. as in (4) (LHS).

**Theorem 1.5.** With reference to the operator $A$ in (6), (7a-b) (say with $b = 0$) and its adjoint $A^*$ in (10), (11a-b), we have

$$
D((-A)^{1/2}) = D((-A^*)^{1/2}) \equiv V = \left\{ v_1, v_2, h : v_1 \in H^1(\Omega_s)/\mathbb{R}; 
\vphantom{\rho\theta}\right.

\begin{align*}
v_2 &\in H^1(\Omega_s)/\mathbb{R}; & h &\in H^1(\Omega_f); & h|_{\Gamma_f} &\equiv 0; & h|_{\Gamma_s} = v_2|_{\Gamma_s}\right\}
\end{align*}

(40)

A proof is given in Section 4. We note that the well-known sufficient condition of [33, Theorem 6.1, p.238] implying $D((-A)^{1/2}) = D((-A^*)^{1/2})$ for an operator $-A$ defined by a bilinear form $a(\cdot, \cdot) : a(u, v) = -(Au, v)$ continuous on a space $V$ is not applicable in the present case, as assumption (i) of [33, Theorem 6.1, p.238] is not fulfilled.

**Remark 1.2.** Theorem 1.5 provides explicit identification as well as coincidence of $D((-A)^{1/2})$ and $D((-A^*)^{1/2})$ -the domains of the square roots of the maximal accretive operators $(-A)$ and $(-A^*)$-with $A$ the operator in (6), (7), with strongly coupled boundary conditions, as it arises in the original physical model. Such property of coincidence is usually referred to as Kato’s problem. It is well-known that in 1961, T. Kato [23] showed that for a maximal accretive operator $Q$, one always has $D(Q^{\theta}) \equiv D(Q^{\theta})$ for $\theta \in [0, 1/2)$. He also conjectured that the coincidence should also obtain for $\theta = 1/2$ for regularly accretive operators. One year later, J.L. Lions [32], page 240, provided a counterexample for $\theta = 1/2$, by considering a first order differential operator $Q_1 = \frac{d}{dx}$ on $L^2(0, \infty)$, with boundary condition $u(0) = 0$. Then such accretive operator $Q_1$ has $D(Q_1^{1/2})$ which is strictly contained in $D(Q_1^{1+1/2})$. Since then, there has been intensive work on the Kato’s problem. In 1972, A. McIntosh [36] provided another counterexample where $D(Q_2^{1/2}) \neq D(Q_2^{1+1/2})$ for a maximal accretive operator arising from a bilinear form. A positive solution of the Kato’s square root problem for second order elliptic operators in $\mathbb{R}^n$ was given in [1] in 2002. In contrast, our maximal accretive operator $(-A)$ which satisfies (43b) [32, footnote p. 233] has strongly coupled boundary conditions which are not amenable to classical interpolation theorems. The proof of our result relies on some devices in order to incorporate the coupled boundary conditions in a way suitable for interpolation.

**Remark 1.3.** Either by our direct proof in Section 4, or else by interpolation between $H$ and $D((-A)^{1/2})$ and between $D((-A)^{1/2})$ and $D(A)$, one may readily obtain $D((-A)^{\theta}), \theta \in (0, 1)$.

**Remark 1.4.** For $\Phi = \{v_1, v_2, h\}, \tilde{\Phi} = \{\tilde{v}_1, \tilde{v}_2, \tilde{h}\} \in V$ (in (40)), define the sesquilinear form

$$
a(\Phi, \tilde{\Phi}) \equiv -\langle \nabla v_2, \nabla \tilde{v}_1 \rangle + \langle \nabla v_1, \nabla \tilde{v}_2 \rangle + \langle \nabla v_2, \nabla \tilde{v}_2 \rangle + \langle \nabla h, \nabla \tilde{h} \rangle
$$

(41)

which is continuous on the space $V$ defined in (40).

The RHS of (41) is the opposite of the RHS of identity (45) below, which will be derived for $\Phi = \{v_1, v_2, h\} \in D(A)$ and $\tilde{\Phi} \in V$. By density and continuity, we can
extend the validity of identity (45) to all of $\Phi \in V$ as well, and thus write
\[
a(\Phi, \tilde{\Phi}) \equiv (-A)\Phi, \tilde{\Phi})_H = - (\nabla v_2, \nabla \tilde{v}_1) + (\nabla v_1, \nabla \tilde{v}_2) + (\nabla v_2, \nabla \tilde{v}_2) + (\nabla h, \nabla \tilde{h})
\]
for $\Phi, \tilde{\Phi} \in V$.

In particular, recalling (21), we can write for $\Phi = \{v_1, v_2, h\} \in D(A)$
\[
\text{Re} \left( \left[ (-A) + I \right] \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_H = \text{Re} \ a(\Phi, \tilde{\Phi}) + \|\Phi\|_H^2 \tag{43a}
\]
\[
= \|\nabla v_1\|^2 + \|\nabla v_2\|^2 + \|\nabla h\|^2 + \|v_2\|^2 + \|h\|^2 
\]
\[
\geq \|\nabla v_1\|^2 + \|\nabla v_2\|^2 + \|\nabla h\|^2 \equiv \|\{v_1, v_2, h\}\|^2_V \tag{43b}
\]
so that the sesquilinear form $a(\cdot, \cdot)$ is regular accretive [33, p233, footnote]. However, as noted above, the setting of [32] on bilinear forms and trace spaces cannot be invoked to obtain the characterizations (40).

2. Proof of Theorem 1.2 ($b = 0$).

**Lemma 2.1. (Bilinear form, dissipativity of $A$, strict accretivity of $[(-A) + I]$)**

Let $\{v_1, v_2, h\} \in D(A)$ given by (7a-b) and $\{\tilde{v}_1, \tilde{v}_2, \tilde{h}\} \in V \supset D(A)$, where
\[
V = \left\{ \{\tilde{v}_1, \tilde{v}_2, \tilde{h}\} \in H^1(\Omega_s)/\mathbb{R} \times H^1(\Omega_s)/\mathbb{R} \times H^1(\Omega_f); \; \tilde{h}|_{\Gamma_f} \equiv 0; \; \tilde{h}|_{\Gamma_s} = \tilde{v}_2|_{\Gamma_s} \right\} \tag{44}
\]
Then: (i)
\[
\left( A \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} \tilde{v}_1 \\ \tilde{v}_2 \\ \tilde{h} \end{bmatrix} \right)_H = (\nabla v_2, \nabla \tilde{v}_1)_{\Omega_s} - (\nabla v_1, \nabla \tilde{v}_2)_{\Omega_s} - (\nabla v_2, \nabla \tilde{v}_2)_{\Omega_s} - (\nabla h, \nabla \tilde{h})_{\Omega_f}; \tag{45}
\]
in the respective $L^2$–inner products on $\Omega_s$ or $\Omega_f$.

(ii) in particular, for $[v_1, v_2, h] \in D(A)$:
\[
\left( A \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_H = (\nabla v_2, \nabla v_1)_{\Omega_s} - (\nabla v_1, \nabla v_2)_{\Omega_s} - \|\nabla v_2\|^2_{\Omega_s} - \|\nabla h\|^2_{\Omega_f}; \tag{46a}
\]
\[
= 2 \text{Im}(\nabla v_2, \nabla v_1)_{\Omega_s} - \|\nabla v_2\|^2_{\Omega_s} - \|\nabla h\|^2_{\Omega_f}. \tag{46b}
\]

Refer also to Remark 1.2.

(iii) If we specialize further and let $e = [v_1, v_2, h] \in D(A)$ be a normalized (in $H_0$) eigenvector of $A$ corresponding to the eigenvalue $\lambda : A e = \lambda e$, then $\lambda = \text{RHS}$ of (46a); and $\lambda$ need not be real.

(iv) for $[v_1, v_2, h] \in D(A)$:
\[
\text{Re} \left( A \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_H = - \|\nabla v_2\|^2_{\Omega_s} - \|\nabla h\|^2_{\Omega_f}, \tag{46b}
\]
(v) **Strict accretivity property of the operator** \([-\mathcal{A} + I]\). Still for \([v_1, v_2, h] \in D(\mathcal{A})\):

\[
\text{Re} \left( [-\mathcal{A} + I] \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_{\mathcal{H}_0} = \| \nabla v_1 \|_{\Omega}^2 + \| \nabla v_2 \|_{\Omega}^2 + \| \nabla h \|_{\Omega_j}^2 + \| v_2 \|_{\Omega}^2 + \| h \|_{\Omega_j}^2
\]

\[
\geq \| \nabla v_1 \|_{\Omega}^2 + \| \nabla v_2 \|_{\Omega}^2 + \| \nabla h \|_{\Omega_j}^2
\]

\[
= \| \{ v_1, v_2, h \} \|_{\mathcal{H}}^2
\]

(47)

**Proof.** (i) Let \(\{v_1, v_2, h\} \in D(\mathcal{A})\) and \(\{\tilde{v}_1, \tilde{v}_2, \tilde{h}\} \in V\) (in (44)).

To show (45), we compute recalling the inner product (3a) for \(b = 0\) in \(\mathcal{H}_0\), Green’s First Theorem, \(\tilde{h} |_{\Omega_j} = 0\) by (44), and the unit normal \(\nu\) being inward to \(\Omega_s\):

\[
\begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \begin{bmatrix} \tilde{v}_1 \\ \tilde{v}_2 \\ \tilde{h} \end{bmatrix} \right)_{\mathcal{H}_0} = \left( \begin{bmatrix} 0 & I & 0 \\ \Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \right)_{\mathcal{H}_0}
\]

\[
= (\nabla v_2, \nabla \tilde{v}_1)_{\Omega} + (\Delta (v_1 + v_2) + (\Delta h, \tilde{h}))_{\Omega_j}
\]

\[
= (\nabla v_2, \nabla \tilde{v}_1)_{\Omega} - \int_{\Gamma_s} \frac{\partial (v_1 + v_2)}{\partial \nu} \tilde{v}_2 d\Gamma_s
\]

\[
- (\nabla (v_1 + v_2), \nabla \tilde{v}_2)_{\Omega} + \int_{\Gamma_s} \frac{\partial h}{\partial \nu} \tilde{h} d\Gamma_s
\]

\[
- (\nabla h, \nabla \tilde{h})_{\Omega_j}
\]

(48)

since, moreover, \(\tilde{h} = \tilde{v}_2\) on \(\Gamma_s\) by (44) and \(\frac{\partial (v_1 + v_2)}{\partial \nu} = \frac{\partial h}{\partial \nu}\) on \(\Gamma_s\) by (7b) and the two boundary integral terms cancel out. Then (48) yields (45).

(ii), (iii), (iv). Results (46a), (46b), (47) readily follow from (45). In particular, (20), (21) are established for \(\mathcal{A}\). \qed}

**Lemma 2.2.** (i) Consider the operator \(\mathcal{A}\) in (6), (7), with \(b = 0\) on the space \(\mathcal{H}_{b=0}\) in (2a), as well as its adjoint \(\mathcal{A}^*\) given by (11), (12). Then the point \(\lambda = 0\) is neither an eigenvalue of \(\mathcal{A}\) nor an eigenvalue of \(\mathcal{A}^*\). Thus, if \(\sigma_p, \sigma_r\) denote point and residual spectrum, we have

\[
0 \notin \sigma_p(\mathcal{A}), \quad 0 \notin \sigma_r(\mathcal{A}^*), \quad 0 \notin \sigma_r(\mathcal{A}).
\]

(49)

(ii) In fact, \(\lambda = 0\) is in the resolvent set \(\rho(\mathcal{A})\) of \(\mathcal{A}\), and in the resolvent set \(\rho(\mathcal{A}^*)\) of \(\mathcal{A}^*\):

\[
0 \in \rho(\mathcal{A}), \quad 0 \in \rho(\mathcal{A}^*), \quad \mathcal{A}^{-1} \in \mathcal{L}(\mathcal{H}_0), \quad \mathcal{A}^{*-1} \in \mathcal{L}(\mathcal{H}_0).
\]

(50)

More precisely, given \(\{v_1^*, v_2^*, h^*\} \in \mathcal{H}_b, b = 0, b = 1\) in (2), the unique solution \(\{v_1, v_2, h\} \in D(\mathcal{A})\) of

\[
\mathcal{A} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} \Delta (v_1 + v_2) - bv_1 \\ v_2 \\ \Delta h \end{bmatrix} = \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix}.
\]

(51)
is given explicitly by
\[ v_1 = -v_1^* + (-A_{N,s} - bI)^{-1}(-bv_1^* + v_2^*) + N_s \left\{ \frac{\partial}{\partial \nu} \left[ -A_{D,f} h^* + D_f(v_1^*|_{\Gamma_s}) \right] \right\} \in \left\{ \begin{array}{ll} H^1(\Omega_f)/\mathbb{R} & b = 0 \\ H_1(\Omega_s) & b = 1; \end{array} \right\} \]  
\[ v_2 = v_1^* \in \left\{ \begin{array}{ll} H^1(\Omega_s)/\mathbb{R} & b = 0 \\ H_1(\Omega_s) & b = 1; \end{array} \right\} \]  
\[ h = -A_{D,f}^{-1} h^* + D_f(v_1^*|_{\Gamma_s}) \in H^1(\Omega_f); \]  
(53)

In operator form, we have for the case of interest (ii):
\[ \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = A^{-1} \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix} = \begin{bmatrix} -v_1^* - A_{N,s}^{-1} v_2^* + N_s \left\{ \frac{\partial}{\partial \nu} \left[ -A_{D,f}^{-1} h^* + D_f(v_1^*|_{\Gamma_s}) \right] \right\} \\ v_1^* \\ -A_{D,f}^{-1} h^* + D_f(v_1^*|_{\Gamma_s}) \end{bmatrix} (54a) \]
\[ = \begin{bmatrix} -I + N_s \frac{\partial}{\partial \nu} D_f(\cdot|_{\Gamma_s}) & -A_{N,s}^{-1} & -N_s \frac{\partial}{\partial \nu} A_{D,f}^{-1} \\ -A_{D,f}^{-1} & 0 & 0 \\ D_f(\cdot|_{\Gamma_s}) & 0 & -A_{D,f}^{-1} \end{bmatrix} \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix} (54b) \]
\[ \|v_1, v_2, h\|_{H^1} \leq c\|v_1^*, v_2^*, h^*\|_{H^1}, (54c) \]

where the operators \( A_{N,s}, A_{D,f}, D_f, N_s \), are defined in the proof below.

(iii) If, on the other hand, in the case \( b = 0 \), the operator \( A \) in (6) is viewed in the the space \( H^1(\Omega_s) \times L^2(\Omega_s) \times L^2(\Omega_f) \) with full \( H^1 \)-norm on the first component, then \( \lambda = 0 \) is an eigenvalue of such \( A \), with corresponding eigenvector [1,0,0].

Proof. (i): We consider the operator \( A \) fixed. The analysis of \( A^* \) is similar, or we use the properties (14)-(19). Let \( Ax = 0 \) for \( x = [v_1, v_2, h] \in D(A) \). Then, (6) yields \( v_2 \equiv 0 \) a.e. in \( \Omega_s \), hence \( v_2|_{\Gamma_s} \equiv 0 \) a.e. in \( \Gamma_s \), as well as (*) \( \Delta v_1 - bv_1 = 0 \) in \( L^2(\Omega_s) \) and \( \Delta h = 0 \) in \( L^2(\Omega_f) \). The latter result, along with the required B.C. \( h|_{\Gamma_f} = 0 \) and \( h|_{\Gamma_s} = v_2|_{\Gamma_s} = 0 \) implies \( h = 0 \) in \( L^2(\Omega_f) \). Hence, the above \( v_1 \)-equation (*) is accompanied by the B.C. \( \frac{\partial}{\partial \nu} |_{\Gamma_s} = \frac{\partial}{\partial \nu} |_{\Gamma_s} = 0 \), and hence it implies: \( v_1 \equiv 0 \) for \( b = 1 \); and \( v_1 \equiv 0 \) for \( b = 0 \). Thus, \( \lambda = 0 \) is not an eigenvalue in case \( b = 1 \): \( v_1 = v_2 = h = 0 \). In case \( b = 0 \), the function \( f \equiv 1 \) is not in \( H^1(\Omega_s)/\mathbb{R} \), and again \( \lambda = 0 \) is not an eigenvalue of \( A \) for \( b = 0 \) on the space \( H_0 \) in (2a). Instead, on the space \( H^1(\Omega_s) \times L^2(\Omega_s) \times L^2(\Omega_f) \) the operator \( A \) in (6) has \( \lambda = 0 \) as an eigenvalue with a one-dimensional eigenspace spanned by the vector [1,0,0]. Finally, if \( \lambda = 0 \) were in \( \sigma_p(A^*) \), then we would have \( \lambda \in \sigma_p(A^*) \) by [39, p 292], a contradiction.

(ii) Identity (51) yields
\[ v_2 = v_1^* \] (as in (53)): \[ \begin{cases} \Delta h = h^* \in L(\Omega_f); \\ h|_{\Gamma_f} = 0, h|_{\Gamma_s} = v_2|_{\Gamma_s} = v_1^*|_{\Gamma_s} \in H^1(\Gamma_s), \end{cases} \]  
(55a)
\[ \text{and the } h\text{-problem in (55) yields the solution } h \text{ in (53), where} \]
\[ -A_{D,f} \varphi = \Delta \varphi \text{ in } \Omega_f; \quad \varphi \in D(A_{D,f}) = H^2(\Omega_f) \cap H^1(\Omega_f); \]  
(56)
\[ D_f : H^s(\partial \Omega_f) \to H^{s+\frac{1}{2}}(\Omega_f), s \in \mathbb{R} : \quad D_f \mu = \psi \iff \begin{cases} \Delta \psi = 0 \text{ in } \Omega_f; \\ \psi|_{\Gamma_f} = 0, \quad \psi|_{\Gamma_s} = \mu. \end{cases} \]  

(57a)  

Moreover, (51), \( v_2 = v_1^* \) in (55) and (7b) yield by (53)  
\[
\begin{align*}
&\Delta(v_1 + v_2) - bv_1 = v_2, \quad \text{or} \quad \Delta(v_1 + v_1^*) - b(v_1 + v_1^*) = -bv_1^* + v_2^*; \\
&\left. \frac{\partial(v_1 + v_2)}{\partial \nu} \right|_{\Gamma_s} = \left. \frac{\partial h}{\partial \nu} \right|_{\Gamma_s}, \quad \text{or} \quad \left. \frac{\partial(v_1 + v_1^*)}{\partial \nu} \right|_{\Gamma_s} = \left. \frac{\partial h}{\partial \nu} \right|_{\Gamma_s} \in H^{-\frac{1}{2}}(\Gamma_s). 
\end{align*}
\]

(58a)  

Then, the solution of problem (58) is given by (52) via (53), where  
\[ -A_{N,s} \varphi = \Delta \varphi \text{ in } \Omega_s; \quad D(A_{N,s}) = \left\{ \varphi \in H^2(\Omega_s) \setminus \mathbb{R}, \quad \frac{\partial \varphi}{\partial \nu}|_{\Gamma_s} = 0 \right\}; \]  

(59)  

\[ N_s : H^s(\Gamma_s) \to \begin{cases} H^{s+\frac{1}{2}}(\Omega_s) / \mathbb{R}, & b = 0 \\
H^{s+\frac{1}{2}}(\Omega_s), & b = 1 \end{cases}; \quad N_s \mu = \psi \iff \begin{cases} \Delta \psi = 0 \text{ in } \Omega_s \\
\left. \frac{\partial \psi}{\partial \nu} \right|_{\Gamma_s} = \mu. \end{cases} \]  

(60a)  

Lemma 2.2 is proved.  

We next present a result which will be much extended in Theorem 1.4(ii), Eqn.(36), to be proved in Section 3. The proof here is simpler.  

**Proposition 2.3.** In the complex plane \( \mathbb{C} \), consider the open disk \( \mathbb{S}_{r=1}(x_0) \), centered at the point \( x_0 = (-1,0) \) and of radius \( r = 1 \). Let \( \mathbb{S}_{r=1}(x_0) \) be its closed complement in \( \mathbb{C} \) (it suffices in \( \mathbb{C}^* \) = \{ \lambda : Re \lambda \leq 0 \} by Theorem 1.2). Then, the operator \( A \) in (6), (7), \((b = 0)\) has no eigenvalue \( \lambda = \alpha + i\omega \) with \( \omega \neq 0 \) in \( \mathbb{S}_{r=1}(x_0) \equiv \{ (\alpha, \omega) : \alpha^2 + 2\alpha + \omega^2 \geq 0 \} \). Same conclusion for the operator \( A^* \). Hence [39, p. 282], the points \( \lambda = \alpha + i\omega, \omega \neq 0 \) in \( \mathbb{S}_{r=1}(x_0) \) do not belong to the residual spectrum \( \sigma_r(A) \) of \( A \).  

**Proof.** Step 1. Consider the eigenvalue/eigenvector equation for \( [v_1, v_2, h] \in D(A) \) for \( b = 0 \):  
\[ A \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} 0 & I & 0 \\ \Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = (\alpha + i\omega) \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}, \]  

(61)  

with \( \alpha < 0, \omega \in \mathbb{R} \); or explicitly,  
\[
\begin{align*}
v_2 &= (\alpha + i\omega)v_1, \\
\Delta(v_1 + v_2) &= (\alpha + i\omega)v_2, \\
\Delta h &= (\alpha + i\omega)h.
\end{align*}
\]

(62a)  

(62b)  

(62c)  

**Step 2.** Multiply Eqn. (62c) by \( \bar{h} \), integrate over \( \Omega_f \), use Green’s First Theorem on \( \int_{\Omega_f} \Delta h \bar{h} \, d(\Omega_f) \) along with the B.C. \( h|_{\Gamma_f} = 0 \) in \( D(A) \) to obtain (all norms are \( L^2 \)-norms on their respective domains)  
\[ \int_{\Gamma_s} \left. \frac{\partial h}{\partial \nu} \right|_{\Gamma_s} \, d\Gamma_s - ||\nabla h||^2 = (\alpha + i\omega)||h||^2. \]  

(63)
Next, multiply Eqn. (62b) by \( \overline{v}_2 \), integrate over \( \Omega_s \), use the Green’s First Theorem on
\[
\int_{\Omega_s} \Delta (v_1 + v_2) \overline{v}_2 \, d\Omega_s \quad \text{with unit normal vector} \ \nu \quad \text{inward to} \quad \Omega_s \quad \text{to obtain by use the BCs (7a-b)}.
\]
\[
- \int_{\Gamma_s} \frac{\partial h}{\partial \nu} \, n \, d\Gamma_s - \| \nabla v_2 \|^2 - (\alpha - i \omega) \| \nabla v_1 \|^2 = (\alpha + i \omega) \| v_2 \|^2. \quad (64)
\]

To obtain (64), we have also invoked \( \nabla v_2 = (\alpha + i \omega) \nabla v_1 \) from (62a) on the term \( (\nabla v_1, \nabla v_2) = (\alpha - i \omega) \| \nabla v_1 \|^2 \). Sum up (63) and (64) to obtain, after a cancellation of the boundary terms
\[
0 = \| \nabla v_2 \|^2 + \| \nabla h \|^2 + \alpha \| \nabla v_1 \|^2 + \| v_2 \|^2 + \| h \|^2 \] 
\[+ i \omega [\| v_2 \|^2 + \| h \|^2 - \| \nabla v_1 \|^2]. \quad (65)
\]

**Step 3.** Taking the Real part and the Imaginary part of identity (65) yields (recall \( \alpha < 0 \))
\[
\| \nabla v_2 \|^2 + \| \nabla h \|^2 + \alpha \| \nabla v_1 \|^2 + \| v_2 \|^2 + \| h \|^2 = 0; \quad (66)
\]
\[
\omega \| v_2 \|^2 + \| h \|^2 - \| \nabla v_1 \|^2 = 0. \quad (67)
\]

For \( \omega \neq 0 \), we obtain from (67) and (62a),
\[
\| \nabla v_1 \|^2 = \| v_2 \|^2 + \| h \|^2; \quad \| \nabla v_2 \|^2 = (\alpha^2 + \omega^2) \| \nabla v_1 \|^2, \quad \omega \neq 0 \]
(68)

which substituted in (66) yields
\[
[\omega^2 + \alpha^2 + 2\alpha] \| \nabla v_1 \|^2 + \| \nabla h \|^2 = 0, \quad \omega \neq 0 \quad (69)
\]

**First case.** Assume first that
\[
\omega^2 + \alpha^2 + 2\alpha > 0, \quad \omega \neq 0; \quad \text{i.e.,} \quad \lambda = \alpha + i \omega, \quad \omega \neq 0 \quad \text{lies outside the closed disk} \ \overline{S_{r=1}(x_0)},
\]
(70)

with center \( x_0 = \{-1, 0\} \) and radius \( r = 1 \). Then identity (69) implies
\[
\begin{align*}
\| \nabla v_1 \| &= 0, \quad \| \nabla h \| = 0, \quad \text{hence} \ h = \text{const} = 0 \quad \text{in} \quad L^2(\Omega_f) \quad (71a) \\
v_1 &= \text{const} = 0 \quad \text{in} \quad H^1(\Omega_s)/\mathbb{R}, \\
v_2 &= (\alpha + i \omega)v_1 = 0 \quad \text{in} \quad L^2(\Omega_s), \quad \alpha + i \omega \neq 0, \quad \alpha < 0
\end{align*}
\]
(71b)

as \( h|_{\Gamma_s} = 0 \) (and \( h|_{\Gamma_s} = v_2|_{\Gamma_s} = (\alpha + i \omega)v_1|_{\Gamma_s} = 0 \)). In conclusion, we obtain \( v_1 = v_2 = h = 0 \) in \( H^0 \) for \( \lambda = \alpha + i \omega, \quad \alpha < 0, \quad \omega \neq 0, \quad \overline{S_{r=1}(x_0)} \)

**Second case.** Assume next that \( \lambda = \alpha + i \omega, \) still \( \omega \neq 0, \) lies on the circumference of the disk \( S_{r=1}(x_0) \); that is, it satisfies
\[
\alpha^2 + 2\alpha + \omega^2 = 0 \quad (72)
\]

Then equation (69), which now reads \( \| \nabla h \| = 0 \), implies again \( h = \text{const} = 0 \) in \( L^2(\Omega_f) \), hence via (62a):
\[
\frac{\partial h}{\partial \nu}|_{\Gamma_s} \equiv 0, \quad 0 \equiv h|_{\Gamma_s} = v_2|_{\Gamma_s}, \quad v_1|_{\Gamma_s} \equiv 0. \quad (73)
\]
Thus, we can solve uniquely for $v$ for any $\{\alpha \in \mathbb{C}\}$, $S\rho$ in (6), (7) for $b = 0$.

Returning to (62b) augmented by the relevant B.C., we obtain via (62a) and (73)

$$\Delta v_1 = \frac{(\alpha + i\omega)^2}{(1 + \alpha) + i\omega} v_1$$

or

$$\Delta v_1 = 2\alpha v_1 \quad \text{in} \quad \Omega_s$$

as $1 + \alpha + i\omega \neq 0$. Indeed, we readily verifies by use of (72) that $\frac{(\alpha + i\omega)^2}{(1 + \alpha) + i\omega} = 2\alpha$. By uniqueness ([24, p 75]) of the overdetermined elliptic problem in the RHS of (74a-b), one obtains $v_1 \equiv 0$ in $L^2(\Omega_s)$, hence $v_2 \equiv 0$ in $L^2(\Omega_s)$. In conclusion: points on the circumference of the disk $S_{r_0}(x_0)$, thus satisfying (72), are not eigenvalues of the operator $A$ in (6), (7) for $b = 0$.

Proposition 2.3 is established.

Proposition 2.4. For the operator $A$ in (6), (7) with $b = 0$ on $H_0$, the point $\{\alpha = -1, \omega = 0\}$ is not an eigenvalue: $\lambda = -1 \notin \sigma_p(A)$. In fact, $-1 \in \sigma_c(A)$, the continuous spectrum of $A$.

Proof. Eqn. (62a) yields $v_2 = -v_1$ or $v_1 + v_2 = 0$. Then (62b) gives $\Delta(v_1 + v_2) = 0 = -v_2$, thus $v_1 = v_2 = 0$ in $L^2(\Omega_s)$. Finally, (62c) and the required B.C. imply

$$\begin{align*}
\Delta h &= -h \quad \text{in} \quad L^2(\Omega_f); \\
h|_{\Gamma_f} &= 0, \quad h|_{\Gamma_s} &= v_2|_{\Gamma_s} = 0,
\end{align*}$$

and the uniqueness ([24, p 75]) of the above over-determined problem yields $h = 0$ in $L^2(\Omega_f)$, as desired. In conclusion, $v_1 = v_2 = h = 0$, so that $(I + A)$ is injective in $H_b$ and $\lambda = -1 \notin \sigma_p(A)$.

We now show that the point $-1 \notin \sigma_c(A)$. Writing $(I + A)\Phi = \Phi^*$ for $\Phi = [v_1, v_2, h^*] \in \text{Range of } (I + A)$ and solving for $\Phi = [v_1, v_2, h] \in D(A)$, we have explicitly:

$$\begin{align*}
v_1 + v_2 &= v_1^*; \\
v_2 &= v_2^* - \Delta v_1^*; \\
\Delta h + h &= h^* \quad \text{in} \quad L^2(\Omega_f).
\end{align*}$$

We now pick $v_1^* \in H^1(\Omega_s), v_2^* \in H^1(\Omega_s), h^* \in L^2(\Omega_f)$. We then solve (76) uniquely and obtain $v_2 \in H^1(\Omega_s)$, hence $v_2|_{\Gamma_s} \in H^1(\Gamma_s), v_1 \in H^1(\Omega_s)$, and $h \in H^1(\Omega_f)$. Thus, we can solve uniquely for $[v_1, v_2, h] \in D(A)$, as the BC are also satisfied, for any $\{v_1^*, v_2^*, h^*\}$ in a dense subspace $H^1(\Omega_s) \times H^1(\Omega_s) \times L^2(\Omega_f)$ of $H_b$ in the Range of $(I + A) = D((I + A)^{-1})$. Thus, $-1 \notin \sigma_c(A)$ and finally $-1 \in \sigma_c(A)$, as the map $(I + A)^{-1}$ (which is well-defined on Range of $(I + A)$) is not continuous on $H_b$.

3. Proof of Theorem 1.4: Analyticity, location of the spectrum $\sigma(A)$ within the set $K$, exponential decay.

3.0. Orientation. (a) We have already established that the operator $A$ in (6), (7), possesses the following two features: (i) it is the generator of a s.c. $(C_0)$ semigroup $e^{At}$ of contractions on the finite energy space $H_0$, henceforth denoted simply by $H_b$ (Theorem 1.2); (ii) $0 \in \rho(A)$, the resolvent set of $A$, and hence there is a small open disk $S_{r_0}$ in the complex plane centered at the origin and of small radius $r_0 > 0$, that is all contained in $\rho(A) : S_{r_0} \subset \rho(A)$ (Lemma 2.2 (ii)). Accordingly, to conclude
that $e^{At}$ is, moreover, analytic on $H$, all we need to show [31, Thm. 3E.3, p. 334] is that ($\mathcal{A}$ has no spectrum on the imaginary axis, and):

$$\|R(i\omega, \mathcal{A})\|_{L(H)} \leq \frac{C}{|\omega|}, \quad \forall |\omega| \geq \text{some } \omega_0 > 0. \tag{77}$$

Then, the proof in [31, p. 335] establishes that, in fact, for a suitable constant $M > 0$, we have

$$\|R(\lambda, \mathcal{A})\|_{L(H)} \leq M|\lambda|, \quad \forall \lambda \in \Sigma_{\theta_1}, \tag{78a}$$

$$\Sigma_{\theta_1} = \left\{ \lambda \in \mathbb{C} : 0 \leq |\arg \lambda| \leq \frac{\pi}{2} + \theta_1 \right\}, \tag{78b}$$

where one may take the angle $\theta_1$, $0 < \theta_1 < \frac{\pi}{2}$, such that $\tan \left(\frac{\pi}{2} - \theta_1\right) = \frac{\xi}{\rho}$, with $C$ the constant in (77), for an arbitrary fixed constant $0 < \rho < 1$. We seek the ‘largest’ possible angle $\theta_1 < \frac{\pi}{2}$, at least after moving the vertex of the triangular sector in a nearby point. In our case, this nearby point will be $x_0 = \{-1, 0\}$; in which case, with vertex on $x_0 = \{-1, 0\}$ the angle $\theta_1$ will be arbitrarily close to $\frac{\pi}{2}$. In this section, we shall establish a resolvent estimate such as (78a) for all $\lambda \in \mathbb{C}\setminus \mathcal{K}$, namely

$$\left\{ \begin{array}{l}
\|\lambda R(\lambda, \mathcal{A})\|_{L(H)} \leq \text{const}, \quad \forall \lambda \in \mathbb{C}\setminus \mathcal{K}; \\
equivalently (since \mathcal{A}R(\lambda, \mathcal{A}) = -I + \lambda R(\lambda, \mathcal{A})) \\
\|AR(\lambda, \mathcal{A})\|_{L(H)} \leq \text{const}, \quad \forall \lambda \in \mathbb{C}\setminus \mathcal{K}; 
\end{array} \right. \tag{79a}$$

$$\mathcal{K}$$ being the infinite key-shaped set defined in (36b); whereby, moving the vertex of the triangular sector of analyticity to coincide with the point $x_0 = \{-1, 0\}$, the corresponding angle $\theta_1$ is arbitrarily close to $\frac{\pi}{2}$ (Fig 3.1).

(b) Then (79) and $S_{\rho_0} \subset \rho(\mathcal{A})$ will imply (Section 3.2) that the real part of the spectrum $\sigma(\mathcal{A})$ of $\mathcal{A}$ is confined inside the negative axis $(-\infty, -r_0]$. The direct passage from (79) to (78) is exhibited in Remark 3.1 below. Moreover, our proof below, once specialized with $\Re \lambda = 0$, $\lambda = i\omega$, $\omega \in \mathbb{R}$, will yield (through simplified computations in Remark 3.2 below) the establishment of inequality (77) for any $\omega_0 > 0$. This result, combined with $S_{\rho_0} \subset \rho(\mathcal{A})$ will allow us to conclude that

$$\|R(i\omega, \mathcal{A})\|_{L(H)} \leq \text{const}, \quad \omega \in \mathbb{R}. \tag{80}$$

Then, (80) will imply [38] uniform stabilization of the analytic semigroup $e^{At}$: there exists constants $M \geq 1$, $\delta > 0$ such that

$$\|e^{At}\|_{L(H)} \leq Me^{-\delta t}, \quad t \geq 0, \tag{81a}$$
and hence that
\[ \sigma(A) \in (-\infty; -\delta]. \tag{81b} \]

In conclusion, the present section establishes three results: (a) analyticity of the semigroup \( e^{At} \); (b) location of the spectrum \( \sigma(A) \) of \( A \), in Subsection 3.1; and (c) exponential stability (81a) in Subsection 3.2.

3.1. Analyticity of \( e^{At} \), with \( \sigma(A) \subset \mathcal{K} \). Step 1. Given \( \{v_1^*, v_2^*, h^*\} \in H \), constants \( \alpha < 0 \) and \( \omega \in \mathbb{R} \setminus \{0\} \), we seek to solve the equation

\[
((\alpha + i\omega)I - A) \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} (\alpha + i\omega)I - \begin{bmatrix} 0 & I & 0 \\ \Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix}
\]

in terms of \( \{v_1, v_2, h\} \in D(A) \) uniquely, and establish, in fact, the analyticity estimate (79a). For \( \lambda = \alpha + i\omega \in \rho(A) \), we have

\[
\begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} = R(\lambda, A) \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix}; \quad AR(\lambda, A) \begin{bmatrix} v_1^* \\ v_2^* \\ h^* \end{bmatrix} = \begin{bmatrix} 0 & I & 0 \\ \Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix}
\]

\[ = \begin{bmatrix} v_2 \\ \Delta(v_1 + v_2) \\ \Delta h \end{bmatrix}. \tag{83} \]

We see that the analyticity condition (79) is equivalent to showing the following estimates (all norms are \( L_2 \)-norms on the respective domains): there exists a constant \( C > 0 \) such that

\[
\left\{ \begin{array}{l}
\|\nabla v_2\|_{L_2}^2 + \|\Delta(v_1 + v_2)\|_{L_2}^2 + \|\Delta h\|_{L_2}^2 \\
\|\Delta v_1\|_{L_2}^2 + \|v_2\|_{L_2}^2 + \|h^*\|_{L_2}^2
\end{array} \right\} \leq C \left\{ \begin{array}{l}
\|\nabla v_1^*\|_{L_2^\alpha}^2 + \|v_2^*\|_{L_2^\alpha}^2 + \|h^*\|_{L_2^\alpha}^2
\end{array} \right\}
\]

for all \( \lambda = \alpha + i\omega \in \rho(A) \setminus \mathcal{K} \); that is, outside the set \( \mathcal{K} \) defined in (36b) (Fig 2)

\[ \text{(84a)} \]

This is what we shall show below. Explicitly (82) is rewritten as

\[
\left\{ \begin{array}{l}
(\alpha + i\omega)v_1 - v_2 = v_1^* \in H^1(\Omega_s)/R; \\
(\alpha + i\omega)v_2 - \Delta(v_1 + v_2) = v_2^* \in L^2(\Omega_s); \\
(\alpha + i\omega)h - \Delta h = h^* \in L^2(\Omega_f).
\end{array} \right. \tag{85a,b,c} \]

Step 2. Henceforth, to streamline the notation, \( \| \cdot \| \), respectively \( (\cdot, \cdot) \) will denote the \( L^2(\cdot) \)-norm, respectively the complex inner product on either the set \( \Omega_s \) or the set \( \Omega_f \). No ambiguity is likely to occur. We take the \( L^2(\Omega_f) \)-inner product of Eqn. (85c) against \( \Delta h \), use Green’s First Theorem to evaluate \( \int_{\Omega_f} h \Delta \overline{h} d\Omega_f \), recall the B.C. \( h|_{\Gamma_f} = 0 \) in \( D(A) \) and obtain

\[
(\alpha + i\omega) \int_{\Gamma_s} h \frac{\partial \overline{h}}{\partial v} d\Gamma_s - (\alpha + i\omega)\|\nabla h\|^2 - \|\Delta h\|^2 = (h^*, \Delta h). \tag{86} \]

Similarly, we take the \( L^2(\Omega_s) \)-inner product of (85b) against \( \Delta(v_1 + v_2) \), use Green’s First Theorem to evaluate \( \int_{\Omega_s} v_2 \Delta(v_1 + v_2) d\Omega_s \), recalling that the normal
vector $\nu$ is inward w.r.t. $\Omega_s$, and obtain

$$-(\alpha + i\omega) \int_{\Gamma_s} v_2 \frac{\partial (v_1 + v_2)}{\partial \nu} \, d\Gamma_s - (\alpha + i\omega)(\nabla v_2, \nabla (v_1 + v_2)) - \|\Delta (v_1 + v_2)\|^2 = (v_2^*, \Delta (v_1 + v_2)).$$

(87)

Invoking now the B.C. $h|_{\Gamma_s} = v_2|_{\Gamma_s}$ and $\frac{\partial (v_1 + v_2)}{\partial \nu}|_{\Gamma_s} = \frac{\partial h}{\partial \nu}|_{\Gamma_s}$ in $D(A)$ (see (7b)), we rewrite (87) as

$$-(\alpha + i\omega) \int_{\Gamma_s} h \frac{\partial h}{\partial \nu} \, d\Gamma_s - (\alpha + i\omega)||\nabla v_2||^2 - (\alpha + i\omega)(\nabla v_2, \nabla v_1) - ||\Delta (v_1 + v_2)||^2 = (v_2^*, \Delta (v_1 + v_2)).$$

(88)

Summing up (86) and (88) yields after a cancellation of the boundary terms

$$-(\alpha + i\omega)[||\nabla v_2||^2 + \|\nabla h||^2] = ||\Delta (v_1 + v_2)||^2 + ||\Delta h||^2 + (\alpha + i\omega)(\nabla v_2, \nabla v_1) + (v_2^*, \Delta (v_1 + v_2)) + (h^*, \Delta h).$$

(89)

We now return to (85a), multiply by $(\alpha - i\omega) \neq 0$, and rewrite the result as $v_1 = [(\alpha - i\omega)/(\alpha^2 + \omega^2)](v_2 + v_2^*)$, which introduced in the third term on the RHS of (89) yields

$$(\alpha + i\omega)(\nabla v_2, \nabla v_1) = \frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2} [||\nabla v_2||^2 + (\nabla v_2, \nabla v_2^*)]$$

(90a)

$$= \frac{(\alpha^2 - \omega^2) + 2\alpha \omega}{\alpha^2 + \omega^2} ||\nabla v_2||^2 + \frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2} (\nabla v_2, \nabla v_2^*)$$

(90b)

Substituting (90b) into (89), we obtain the final identity

$$||\Delta (v_1 + v_2)||^2 + ||\Delta h||^2 + i\left\{ \frac{2\alpha}{\alpha^2 + \omega^2} \right\} \left\{ ||\nabla v_2||^2 + ||\nabla h||^2 \right\} = -\alpha + \frac{\omega^2 - \alpha^2}{\alpha^2 + \omega^2} ||\nabla v_2||^2 - \alpha ||\nabla h||^2 - (v_2^*, \Delta (v_1 + v_2)) - (h^*, \Delta h)$$

(91)

Step 3. We take the real part of identity (91), thus obtaining the new identity:

$$||\Delta (v_1 + v_2)||^2 + ||\Delta h||^2 = -\alpha + \frac{\omega^2 - \alpha^2}{\alpha^2 + \omega^2} ||\nabla v_2||^2 - \alpha ||\nabla h||^2 - \text{Re}\left\{ \frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2} (\nabla v_2, \nabla v_2^*) \right\} - \text{Re}(v_2^*, \Delta (v_1 + v_2)) - \text{Re}(h^*, \Delta h)$$

(92)

We estimate the RHS of (92), noticing that $|\frac{\omega^2 - \alpha^2}{\alpha^2 + \omega^2}| \leq 1$, $|\frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2}| \equiv 1$, thus obtaining the inequality

$$||\Delta (v_1 + v_2)||^2 + ||\Delta h||^2 \leq (|\alpha| + 1 + \epsilon_1)||\nabla v_2||^2 + |\alpha||\nabla h||^2 + \epsilon \left\{ ||\Delta (v_1 + v_2)||^2 + ||\Delta h||^2 \right\} + C_{\epsilon_1} \left\{ ||\nabla v_2^*||^2 + ||v_2^*||^2 + ||h^*||^2 \right\}$$

(93)
or taking $|\alpha| \geq r_0 > 0$, with $r_0$ fixed but arbitrarily small, $(1 + \epsilon_1) < \frac{1}{r_0}|\alpha|$, and setting $k_0 = 1 + \frac{1}{r_0}$, we obtain

$$
(1 - \epsilon) \left[ \left| \Delta(v_1 + v_2) \right|^2 + \left| \Delta h \right|^2 \right] \leq \left( |\alpha| + 1 + \epsilon_1 \right) \left| \nabla v_2 \right|^2 + |\alpha| \left| \nabla h \right|^2 \\
+ C_{\epsilon_1} \left\{ \left| \nabla v_1^* \right|^2 + \left| v_2^* \right|^2 + \left| h^* \right|^2 \right\} \\
\leq k_0 |\alpha| \left| \nabla v_2 \right|^2 + |\alpha| \left| \nabla h \right|^2 \\
+ C_{\epsilon_1} \left\{ \left| \nabla v_1^* \right|^2 + \left| v_2^* \right|^2 + \left| h^* \right|^2 \right\} 
$$

(94)

**Step 4.** We now take the imaginary part of identity (91), thus obtaining the new identity

$$
\omega \left\{ 1 + \frac{2\alpha}{\alpha^2 + \omega^2} \right\} \left| \nabla v_2 \right|^2 + |\nabla h|^2 \\
= - \Im \left\{ \frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2} (\nabla v_2, \nabla v_1^*) \right\} - \Im \left\{ \langle v_2^*, \Delta(v_1 + v_2) \rangle + \langle h^*, \Delta h \rangle \right\} 
$$

(95)

With $\epsilon > 0$ arbitrary assume that

$$
0 < \epsilon < \left[ 1 + \frac{2\alpha}{\alpha^2 + \omega^2} \right] 
$$

(96)

that is, that the point $\{\alpha, \omega\}$ lies outside the disk $(\alpha + 1)^2 + \omega^2 = 1$

Then taking the absolute value of both sides of (95), using (96) as well as

$$
\left| \frac{(\alpha + i\omega)^2}{\alpha^2 + \omega^2} \right| = 1, \text{ we obtain}
$$

$$
\epsilon |\omega| \left| \nabla v_2 \right|^2 + |\omega| \left| \nabla h \right|^2 \\
\leq \frac{\epsilon^2}{2} \left| \nabla v_2 \right|^2 + C_{\epsilon_1} \left| \nabla v_1^* \right|^2 + \epsilon^3 \left[ \left| \Delta(v_1 + v_2) \right|^2 + \left| \Delta h \right|^2 \right] + C_{\epsilon_2} \left[ \left| v_2^* \right|^2 + \left| h^* \right|^2 \right] 
$$

(97)

We then obtain from (97)

$$
0 < \frac{\epsilon |\omega|}{2} \left| \nabla v_2 \right|^2 + |\omega| \left| \nabla h \right|^2 \leq \left[ \epsilon |\omega| - \frac{\epsilon^2}{2} \right] \left| \nabla v_2 \right|^2 + |\omega| \left| \nabla h \right|^2 \\
\leq \epsilon^3 \left[ \left| \Delta(v_1 + v_2) \right|^2 + \left| \Delta h \right|^2 \right] + C_{\epsilon} \left[ \left| \nabla v_1^* \right|^2 + \left| v_2^* \right|^2 + \left| h^* \right|^2 \right] 
$$

(98)

where the LHS of (98) is valid for all $|\omega|$ s.t.

$$
\frac{\epsilon |\omega|}{2} + \frac{\epsilon^2}{2} \leq \epsilon |\omega|; \quad \text{or} \quad 0 < \epsilon < |\omega|. 
$$

(99)

That is, (98) implies

$$
\left\{ \begin{array}{l}
|\omega| \left| \nabla h \right|^2 \leq \epsilon^3 \left[ \left| \Delta(v_1 + v_2) \right|^2 + \left| \Delta h \right|^2 \right] + C_{\epsilon} \left[ \left| \nabla v_1^* \right|^2 + \left| v_2^* \right|^2 + \left| h^* \right|^2 \right] \\
|\omega| \left| \nabla v_2 \right|^2 \leq 2\epsilon^2 \left[ \left| \Delta(v_1 + v_2) \right|^2 + \left| \Delta h \right|^2 \right] + C_{\epsilon} \left[ \left| \nabla v_1^* \right|^2 + \left| v_2^* \right|^2 + \left| h^* \right|^2 \right]
\end{array} \right. 
$$

(100)
Step 5. We now impose $|\alpha| / |\omega| \leq \frac{1}{\epsilon}$, or $\epsilon |\alpha| \leq |\omega|$ and rewrite (94), also by means of (100), as

\[
(1 - \epsilon) \left[ \|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 \right] 
\leq \frac{k_0}{\epsilon} |\omega| \|\nabla v_2\|^2 + \frac{|\omega|}{\epsilon} \|\nabla h\|^2 
\leq (2k_0\epsilon + \epsilon^2) \left[ \|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 \right] + \tilde{C}_\epsilon \left\{ \|\nabla v_1^\ast\|^2 + \|v_2^\ast\|^2 + \|h^\ast\|^2 \right\},
\]

finally

\[
(1 - \epsilon - 2k_0\epsilon - \epsilon^2) \left[ \|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 \right] \leq \tilde{C}_\epsilon \left\{ \|\nabla v_1^\ast\|^2 + \|v_2^\ast\|^2 + \|h^\ast\|^2 \right\}.
\]

Taking $\epsilon > 0$ sufficiently small, we obtain from (101)

\[
\left\{ \begin{array}{l}
\|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 \leq C_\epsilon \left\{ \|\nabla v_1^\ast\|^2 + \|v_2^\ast\|^2 + \|h^\ast\|^2 \right\};
\end{array} \right.
\]

valid for all points $\{\alpha, \omega\}$ satisfying (96) and $0 < r_0 \leq |\alpha|, \epsilon r_0 \leq \epsilon |\alpha| \leq |\omega|$. so that (99) is a-fortiori satisfied. Substituting (102) in (98), where in its LHS we use $r_0 \epsilon^2 / 2 < r_0 \epsilon < |\omega|$, produces the desired estimate

\[
\|\nabla v_2\|^2 + \|\nabla h\|^2 \leq C_\epsilon \left\{ \|\nabla v_1^\ast\|^2 + \|v_2^\ast\|^2 + \|h^\ast\|^2 \right\}.
\]

Hence, summing up (102) and (103a) yields the desired final estimate

\[
\left\| \|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 + \|\nabla v_2\|^2 + \|\nabla h\|^2 \right\| \leq \text{const} \{ \|\nabla v_1^\ast\|^2 + \|v_2^\ast\|^2 + \|h^\ast\|^2 \}
\]

for all points $\{\alpha, \omega\}$ satisfying (96) and (102). Since $\epsilon > 0$ and $r_0$ in these two relations are arbitrary, we conclude that (estimate (102) and hence the conclusive) estimate (103b) hold(s) true for all points $\{\alpha, \omega\}, \alpha < 0, \text{outside the disk: } (\alpha + 1)^2 + \omega^2 = 1, \text{with } \omega \neq 0$. This is precisely the conclusion (79b); that is, conclusion (36). We have thus proved parts (ii) (hence part (i)) (analyticity of $e^{At}$ on $H$) and part (iii) (location of the spectrum $\sigma(A)$) of Theorem 1.4.

\[\square\]

Remark 3.1. (direct passage from (79) to (78)) Returning to Eqns. (85a–c), we obtain with $\lambda = \alpha + i\omega$:

\[
\begin{align*}
|\lambda| \|\nabla v_1\| - \|\nabla v_2^\ast\| &\leq \|\lambda \nabla v_1 - \nabla v_1^\ast\| = \|\nabla v_2\|; \\
|\lambda| \|v_2\| - \|v_2^\ast\| &\leq \|\lambda v_2 - v_2^\ast\| = \|\Delta(v_1 + v_2)\|; \\
|\lambda| \|h\| - \|h^\ast\| &\leq \|\lambda h - h^\ast\| = \|\Delta h\|.
\end{align*}
\]

Hence, summing up,

\[
|\lambda| \left\{ \|\nabla v_1\| + \|v_2\| + \|h\| \right\} \leq \|\nabla v_2\| + \|\Delta(v_1 + v_2)\| + \|\Delta h\| + \|\nabla v_2^\ast\| + \|v_2^\ast\| + \|h^\ast\|
\]

(by (103)) \leq C \left\{ \|\nabla v_1^\ast\| + \|v_2^\ast\| + \|h^\ast\| \right\},
\]

for $\lambda$ satisfying (96) and (102). In short, in view of (82) and (2a) for $H_{\alpha=0} = H$, estimate (107) says that

\[
\begin{vmatrix}
v_1 \\
v_2 \\
h
\end{vmatrix}_H = R(\lambda, A) \begin{vmatrix}
v_1^\ast \\
v_2^\ast \\
h^\ast
\end{vmatrix}_H \leq C_{k_0, \omega, \alpha} \begin{vmatrix}
v_1^\ast \\
v_2^\ast \\
h^\ast
\end{vmatrix}_H,
\]

for all such $\lambda = \alpha + i\omega$. Theorem 1.4(ii), Eqn. (36), is proved.
Remark 3.2 (Specialization to the case $\alpha = 0$). We specialize the above computations to the case $\alpha = 0$, $\lambda = i\omega$, to obtain:

(a) The counterpart of identity (92) (real part) is

\[
\|\Delta(v_1 + v_2)\|^2 + \|\Delta h\|^2 = \|\nabla v_2\|^2 + \text{Re}(\nabla v_2, \nabla v_1^*).
\]

which then yields

\[
(1 - \epsilon) [\|\nabla (v_1 + v_2)\|^2 + \|\Delta h\|^2] \leq \epsilon [\|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2]
\]

Thus, (111) implies the estimate

\[
\|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2 \leq \left( \frac{\epsilon}{|\omega| - \epsilon} \right) \left( \|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2 \right)
\]

(b) The counterpart of identity (95) (imaginary part) is

\[
\omega \left[ \|\nabla v_2\|^2 + \|\nabla h\|^2 \right] = \text{Im}(\nabla v_2, \nabla v_1^*) - \text{Im}(v_2^*, \Delta (v_1 + v_2)) - \text{Im}(h^*, \Delta h).
\]

Thus, (111) implies the estimate

\[
\|\nabla v_2\|^2 + \|\nabla h\|^2 \leq \left( \frac{\epsilon}{|\omega| - \epsilon} \right) \left[ \|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2 \right]
\]

(c) Use of inequality (112) into the RHS of inequality (110) for the $\nabla v_2$-term yields

\[
\left[ 1 - \epsilon - \frac{\epsilon(1 + \epsilon)}{|\omega| - \epsilon} \right] [\|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2]
\]

or taking $|\omega| - \epsilon \geq \omega_0 > 0$, hence $\frac{1}{2} < \left[ 1 - \epsilon - \frac{\epsilon(1 + \epsilon)}{\omega_0} \right] < \left[ 1 - \epsilon - \frac{\epsilon(1 + \epsilon)}{|\omega| - \epsilon} \right] :$

\[
\|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2 \leq \text{const}_{\omega_0} \left\{ \|\nabla v_1^*\|^2 + \|\nabla v_2^*\|^2 \right\} + \|\Delta h\|^2, \quad \omega_0 > 0
\]

which is the counterpart of (102).

(d) Finally, returning to (112) and using here (109), we obtain

\[
\|\nabla v_2\|^2 + \|\nabla h\|^2 \leq \text{const}_{\omega_0} \left\{ \|\nabla v_1^*\|^2 + \|\nabla v_2^*\|^2 \right\} + \|\Delta h\|^2
\]

which is the counterpart of estimate (103a).

(e) Summing up (114) and (115), we obtain the counterpart of (103b) = (79b) for $\alpha = 0$, i.e.

\[
\left\{ \|\mathcal{A} (i\omega, \mathcal{A})\|_{L(H_0)} \leq C, \quad \forall \omega \geq \omega_0 > 0 \text{ arbitrary,} \right. \quad \text{equivalently}
\]

\[
\left\{ \|\mathcal{A} (i\omega, \mathcal{A})\|_{L(H_0)} \leq \frac{C}{|\omega|}, \quad \forall \omega \geq \omega_0 > 0 \text{ arbitrary}, \right. \quad \text{equivalently}
\]

where (117) can also be obtained through the argument in Remark 3.1 (with $\alpha = 0$). Theorem 1.4(i) is established.

Remark 3.3. Suppose, in the present computations, that $[v_1^*, v_2^*, h^*] = 0$, so that the present problem (82) (explicitly, (85)) becomes the eigenvalue/vector problem (61) (explicitly, (62)) of Section 2. Then, the real part identity (92) specializes to (recall $\alpha < 0$):

\[
\|\Delta (v_1 + v_2)\|^2 + \|\Delta h\|^2 = \left( -\alpha \right) \left[ \|\nabla v_2\|^2 + \|\nabla h\|^2 \right] + \frac{\omega^2 - \alpha^2}{\alpha^2 + \omega^2} \|\nabla v_2\|^2,
\]
while the imaginary part identity (95) specializes to
\[ \omega \left\{ \left[ 1 + \frac{2\alpha}{\alpha^2 + \omega^2} \right] \| \nabla v_2 \|^2 + \| \nabla h \|^2 \right\} = 0. \] (118)
Thus, for
\[ \omega \neq 0 \quad \text{and} \quad \omega^2 + \alpha^2 + 2\alpha > 0, \] (119)
Eqn. (118) implies \( \nabla v_2 \equiv 0, v_2 \equiv \text{const}; \nabla h \equiv 0, h \equiv \text{const} = 0 \) by use of \( h \big|_{\Gamma_f} = 0 \). Then \( v_2 \big|_{\Gamma_s} \equiv h \big|_{\Gamma_s} \equiv 0 \). Accordingly then, \( v_2 \equiv \text{const} \equiv 0 \) in \( \Omega_s \) and (62a) then implies \( v_1 \equiv 0 \) in \( \Omega_s \). Next, if \( \omega \neq 0 \) and \( \omega^2 + \alpha^2 + 2\alpha = 0 \), then again \( h = 0 \) and the argument at the end of proof of the Proposition 2.2 shows again \( v \neq \omega \) that the resolvent is uniformly bounded on the imaginary axis \( i\mathbb{L} \).

**3.2. Exponential stability.** The resolvent bound (116) combined with \( A^{-1} \in \mathcal{L}(\mathbb{H}) \) by (54), hence \( S_{\Gamma_0} \subset \rho(A) \) by Theorem 1.2(ii), Fig 3.1 allows one to conclude that the resolvent is uniformly bounded on the imaginary axis \( i\mathbb{R} \):
\[ \| R(i\omega, A) \|_{\mathcal{L}(\mathbb{H})} \leq \text{const}, \] (120)
as claimed in (38). Hence, [38] the s.c. analytic semigroup \( e^{At} \) is, moreover, (uniformly) exponentially bounded: There exist constants \( M \geq 1, \delta > 0 \), such that
\[ \| e^{At} \|_{\mathcal{L}(\mathbb{H})} \leq Me^{-\delta t}, \quad t \geq 0, \quad \text{any} \quad \delta > r_0 \] (121)
by (37). This proves Theorem 1.4(iii), Eqn. (39).

Theorem 1.4 is fully proved.

**4. Proof of Theorem 1.5. Step 1.** We recall from Section 2 the following operators:
(i) the Dirichlet map \( D_f \) on \( \Omega_f \), defined by (57a-b);
(ii) the Neumann map \( N_s \) on \( \Omega_s \), defined by (60a-b);
(iii) the positive self-adjoint operator \( A_{D,f} : \mathbb{L}^2(\Omega_f) \supset \mathcal{D}(A_{D,f}) \to \mathbb{L}^2(\Omega_f) \) defined by (56), where we now additionally note that [20], [21], [29]
\[ \mathcal{D}(A_{D,f}^{1/2}) = \mathbb{H}^1_0(\Omega_f) = \{ \phi \in \mathbb{H}^1(\Omega_f) : \phi|_{\partial\Omega_f} = 0 \}; \] (122)
(iv) the positive self-adjoint operator \( A_{N,s} : \mathbb{L}^2(\Omega_s) \supset \mathcal{D}(A_{N,s}) \to \mathbb{L}^2(\Omega_s) \) defined by (59), where we now additionally note that [20], [21], [29]
\[ \mathcal{D}(A_{N,s}^{1/2}) = \mathbb{H}^1(\Omega_s) \setminus \mathbb{R}. \] (123)
Below we shall deal with the triple: \( v_1 \in \mathbb{H}^1(\Omega_s) \setminus \mathbb{R}, v_2 \in \mathbb{H}^1(\Omega_s) \setminus \mathbb{R}, h \in \mathbb{H}^1(\Omega_f) \).
We further note that
(v)
\[ h - D_f(v_2|_{\Gamma_s}) \in \mathcal{D}(A_{D,f}) \quad \text{means via} \quad (56), (57a-b) \] (124)
\[ \begin{align*}
\Delta(h - D_f(v_2|_{\Gamma_s})) &= \Delta h \in \mathbb{L}^2(\Omega_f) \\
\left[ h - D_f(v_2|_{\Gamma_s}) \right]_{\Gamma_f} &= h|_{\Gamma_f} = 0 \\
\left[ h - D_f(v_2|_{\Gamma_s}) \right]_{\Gamma_s} &= h|_{\Gamma_s} - v_2|_{\Gamma_s} = 0, \quad \text{or} \quad h|_{\Gamma_s} = v_2|_{\Gamma_s} \in \mathbb{H}^{1/2}(\Gamma_s)
\end{align*} \] (125a-b-c)
so that by (7b)
\[
\frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \in H^{-1/2}(\Gamma_s);
\] (126)

(vi)
\[
\left[ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \right) \right] \in \mathcal{D}(A_{N,s}) \quad \text{means via (59), (60a – b)}
\] (127)

\[
\begin{cases}
\Delta \left[ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \right) \right] = \Delta (v_1 + v_2) \in L^2(\Omega_s) \\
\frac{\partial}{\partial \nu} \left[ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \right) \right] = \frac{\partial (v_1 + v_2)}{\partial \nu} \bigg|_{\Gamma_s} - \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} = 0
\end{cases}
\] (128a-b)

(128c)

**Step 2.** With \( \{v_1, v_2, h\} \in H^1(\Omega_s) \setminus \mathbb{R} \times H^1(\Omega_s) \setminus \mathbb{R} \times H^1(\Omega_f) \), we introduce the following positive self-adjoint operator \( \mathbb{H} \supset \mathcal{D}(A) \rightarrow \mathbb{H} \), acting on the variables
\[
\mathbb{H} = \left\{ v_1, v_2, h, \left[ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \right) \right], \left[ h - D_f(v_2 |_{\Gamma_s}) \right] \right\}:
\]

\[
\begin{bmatrix}
I_s & I_s & A_{N,s} \\
I_s & I_f & A_{D,f}
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2 \\
h \\
(v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} \right) \\
(h - D_f(v_2 |_{\Gamma_s})
\end{bmatrix}
\]

(129)

where \( I_s \) is the identity on \( H^1(\Omega_s) \setminus \mathbb{R} \) and \( I_f \) is the identity on \( H^1(\Omega_f) \).

\( \mathbb{H} \equiv H^1(\Omega_s) \setminus \mathbb{R} \times L^2(\Omega_s) \times L^2(\Omega_f) \times L^2(\Omega_s) \times L^2(\Omega_f) \equiv H \times L^2(\Omega_s) \times L^2(\Omega_f) \) (130)
\[ D(\mathcal{A}) = \begin{cases} v_1 \in H^1(\Omega_s) \setminus \mathbb{R}, & v_2 \in H^1(\Omega_s) \setminus \mathbb{R}, & h \in H^1(\Omega_f) : \\ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \right) |_{\Gamma_s} \in D(A_{N,s}), & h - D_f(v_2 |_{\Gamma_s}) \in D(A_{D,f}) \end{cases} \] (131)

\[ = \begin{cases} v_1 \in H^1(\Omega_s) \setminus \mathbb{R}, & v_2 \in H^1(\Omega_s) \setminus \mathbb{R}, & h \in H^1(\Omega_f) : \\ (i) \Delta(v_1 + v_2) \in L^2(\Omega_s), & \frac{\partial(v_1 + v_2)}{\partial \nu} |_{\Gamma_s} = \frac{\partial h}{\partial \nu} |_{\Gamma_s} \in H^{-1/2}(\Gamma_s); \\ (ii) \Delta h \in L^2(\Omega_f), & h |_{\Gamma_f} = 0, & h |_{\Gamma_s} = v_2 |_{\Gamma_s} \in H^{1/2}(\Gamma_s) \end{cases} \] (132)

where in going from (131) to (132) we have invoked (124),(125),(127),(128). Thus, recalling the operator \( \mathcal{A} \) in (6), (7a-b), we conclude from (132) that
\[ D(\mathcal{A}) = D(\mathcal{A}). \] (133)

**Step 3.** We consider just the case \( \theta = \frac{1}{2} \). For the diagonal positive self-adjoint operator \( \mathcal{A} \) in (4), its (positive) square root is

\[ A^{1/2} = \begin{bmatrix} v_1 & v_2 & h \\ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \right) |_{\Gamma_s} & h - D_f(v_2 |_{\Gamma_s}) \end{bmatrix} \]

\[ = \begin{bmatrix} I_s & I_f \\ A_{N,s}^{1/2} & A_{D,f}^{1/2} \end{bmatrix} \begin{bmatrix} v_1 & v_2 & h \\ (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \right) |_{\Gamma_s} & h - D_f(v_2 |_{\Gamma_s}) \end{bmatrix} \] (134)

\[ D(A^{1/2}) = \begin{cases} v_1 \in H^1(\Omega_s) \setminus \mathbb{R}, & v_2 \in H^1(\Omega_s) \setminus \mathbb{R}, & h \in H^1(\Omega_f) : \\ (i) (v_1 + v_2) - N_s \left( \frac{\partial h}{\partial \nu} \right) |_{\Gamma_s} \in D(A_{N,s}^{1/2}) = H^1(\Omega_s) \setminus \mathbb{R} \\ (ii) h - D_f(v_2 |_{\Gamma_s}) \in D(A_{D,f}^{1/2}) = H^1_0(\Omega_f) \end{cases}, \] (135)

invoking (123), (122). We recall again (126), (60) with \( s = -\frac{1}{2} \) whereby \( N_s \left( \frac{\partial h}{\partial \nu} \right) |_{\Gamma_s} \in H^1(\Omega_s) \setminus \mathbb{R} \) and conclude that (i) imposes no new conditions on \( v_1, v_2 \). Likewise, we recall (57) with \( s = \frac{1}{2} \) and \( v_2 |_{\Gamma_s} \in H^{1/2}(\Gamma_s) \) whereby \( D_f(v_2 |_{\Gamma_s}) \in H^1(\Gamma_f) \), and conclude that (ii) only imposes by definition of \( D_f \) that \( h |_{\Gamma_f} \equiv 0 \) and \( h |_{\Gamma_s} = v_2 |_{\Gamma_s} \).
Thus, (135) is equivalently re-written as
\[ D(\mathcal{A}^{1/2}) = \{ v_1 \in H^1(\Omega_s) \setminus \mathbb{R}, \quad v_2 \in H^1(\Omega_s) \setminus \mathbb{R}, \quad h \in H^1(\Omega_f) : \]
\[ h|_{\Gamma_f} = 0, \quad h|_{\Gamma_s} = v_2|_{\Gamma_s} \}. \]  

(136)

**Step 4.** Since \( \mathcal{A} \) is maximal dissipative on \( H \) and \( \mathcal{A}^{-1} \in \mathcal{L}(H) \) (Lemma 2.2(ii)), we have [11, Prop. 6.1, p 171], [31, p 5]
\[ D((-\mathcal{A})^{1/2}) \equiv [D(\mathcal{A}) : H]_{1/2}. \]  

(137)

**Step 5.** Finally, from (133) and (137) we have with \( \mathcal{A} \) positive self-adjoint on \( H \) in terms of the triple \( \{ v_1, v_2, h \} \):
\[ D(\mathcal{A}^{1/2}) = [D(\mathcal{A}) : H]_{1/2} = [D(\mathcal{A}) : H]_{1/2} = D((-\mathcal{A})^{1/2}) \]
and so \( D((-\mathcal{A})^{1/2}) \) is given by (136). This proves (40) of Theorem 1.5 for \( D((-\mathcal{A})^{1/2}) \).

The proof for \( D((-\mathcal{A}^*)^{1/2}) \) is similar using now \( D(\mathcal{A}^*) \) in (12a-b).

**Appendix A: Proof of Theorem 1.1 \((b = 0)\) on \( H_0 \).** Let \( \{ w_1, w_2, u \} \in D(\mathcal{A}) \), hence subject to the conditions in (7a–b), and let \( \{ v_1, v_2, h \} \in \text{H}_0 = \text{H}_{b=0} \), subject to the conditions in (11a–b). In particular, the following B.C. are satisfied:
\[ \frac{\partial(w_1 + w_2)}{\partial \nu} \bigg|_{\Gamma_s} = \frac{\partial u}{\partial \nu} \bigg|_{\Gamma_s} ; \quad u|_{\Gamma_f} = 0; \quad u|_{\Gamma_s} = w_2|_{\Gamma_s}; \]  

(A.1)
\[ \frac{\partial(v_2 - v_1)}{\partial \nu} \bigg|_{\Gamma_s} = \frac{\partial h}{\partial \nu} \bigg|_{\Gamma_s} ; \quad h|_{\Gamma_f} = 0; \quad h|_{\Gamma_s} = v_2|_{\Gamma_s}. \]  

(A.2)

We then compute, recalling (3a) (throughout, (\cdot, \cdot) denotes an \( L^2(\cdot, \cdot) \)-inner product
\[ (A \begin{bmatrix} w_1 \\ v_1 \\ w_2 \\ v_2 \\ u \\ h \end{bmatrix}, \begin{bmatrix} w_1 \\ v_1 \\ w_2 \\ v_2 \\ u \\ h \end{bmatrix})_{H_0} = \begin{bmatrix} 0 & I & 0 \\ \Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \\ u \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix})_{H_0} \]
\[ = (\nabla w_2, \nabla v_1) + (\Delta(w_1 + w_2), v_2) + (\Delta u, h). \]  

(A.3)

By Green’s Second Theorem on \( \Omega_f \), recalling \( u|_{\Gamma_f} = 0, \ h|_{\Gamma_f} = 0 \), we obtain
\[ (\Delta u, h) = (u, \Delta h) + \int_{\Gamma_f} \frac{\partial u}{\partial \nu} \overrightarrow{h} \, d\Gamma_s - \int_{\Gamma_s} u \frac{\partial \overrightarrow{h}}{\partial \nu} \, d\Gamma_s. \]  

(A.5)

Similarly, by Green’s Second Theorem on \( \Omega_s \), recalling that the unit normal vector \( \nu \) is inward w.r.t. \( \Omega_s \), as well as \( \frac{\partial(w_1 + w_2)}{\partial \nu} = \frac{\partial u}{\partial \nu} \) on \( \Gamma_s \), and \( v_2|_{\Gamma_s} = h|_{\Gamma_s}, \ w_2|_{\Gamma_s} = u|_{\Gamma_s} \), we obtain
\[ (\Delta(w_1 + w_2), v_2) = (w_1 + w_2, \Delta v_2) - \int_{\Gamma_s} \frac{\partial u}{\partial \nu} \overrightarrow{h} \, d\Gamma_s + \int_{\Gamma_s} (w_1 + u) \frac{\partial \overrightarrow{h}}{\partial \nu} \, d\Gamma_s. \]  

(A.6)
Substituting (A.5), (A.6) into the RHS of identity (A.4) yields

\[
\text{RHS of (A.4)} = (\nabla w_2, \nabla v_1) + (w_1 + w_2, \Delta v_2) + (u, \Delta h)
\]

\[
= \int_{\Gamma_s} \frac{\partial u}{\partial \nu} \, \tilde{h} \, d\Gamma_s + \int_{\Gamma_s} w_1 \frac{\partial \tilde{v}_2}{\partial \nu} \, d\Gamma_s + \int_{\Gamma_s} u \frac{\partial \tilde{v}_2}{\partial \nu} \, d\Gamma_s
\]

\[
+ \int_{\Gamma_s} \frac{\partial u}{\partial \nu} \, \tilde{h} \, d\Gamma_s - \int_{\Gamma_s} u \frac{\partial \tilde{h}}{\partial \nu} \, d\Gamma_s,
\]

(A.7)

where two boundary integrals cancel out. By Green’s First Theorem with \(w_2|_{\Gamma_s} = u|_{\Gamma_s}\) from (A.2)

\[
(w_1, \Delta v_2) = \int_{\Omega_s} \Delta \tilde{v}_2 \, w_1 \, d\Omega_s = -\int_{\Gamma_s} \frac{\partial \tilde{v}_2}{\partial \nu} \, w_1 \, d\Gamma_s - (\nabla w_1, \nabla v_2);
\]

(A.8)

\[
(w_2, \Delta v_1) = \int_{\Omega_s} \Delta \tilde{v}_1 \, w_2 \, d\Omega_s = -\int_{\Gamma_s} \frac{\partial \tilde{v}_1}{\partial \nu} \, w_2 \, d\Gamma_s - (\nabla w_2, \nabla v_1).
\]

(A.9)

Substitute \((w_1, \Delta v_2)\) from (A.8) and \((\nabla w_2, \nabla v_1)\) from (A.9) into the RHS of (A.7) to obtain

\[
\text{RHS of (A.4)} = - (w_2, \Delta v_1) - (\nabla w_1, \nabla v_2) + (w_2, \Delta v_2) + (u, \Delta h)
\]

\[
= \int_{\Gamma_s} \frac{\partial \tilde{v}_1}{\partial \nu} \, u \, d\Gamma_s - \int_{\Gamma_s} \frac{\partial \tilde{v}_2}{\partial \nu} \, w_1 \, d\Gamma_s
\]

\[
+ \int_{\Gamma_s} \frac{\partial \tilde{v}_2}{\partial \nu} \, d\Gamma_s + \int_{\Gamma_s} u \frac{\partial \tilde{v}_2}{\partial \nu} \, d\Gamma_s - \int_{\Gamma_s} u \frac{\partial \tilde{h}}{\partial \nu} \, d\Gamma_s.
\]

(A.10)

\[
= (w_2, \Delta (v_2 - v_1)) - (\nabla w_1, \nabla v_2) + (u, \Delta h),
\]

(A.11)

after imposing also the B.C. \(\frac{\partial (v_2 - v_1)}{\partial \nu}|_{\Gamma_s} = \frac{\partial h}{\partial \nu}|_{\Gamma_s}\) from (A.2). In conclusion, we obtain

\[
\left( A \begin{bmatrix} w_1 \\ w_2 \\ u \end{bmatrix}, \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_{H_0} = - (\nabla w_1, \nabla v_2) + (w_2, \Delta (v_2 - v_1)) + (u, \Delta h)
\]

(A.12)

\[
= \left( \begin{bmatrix} w_1 \\ w_2 \\ u \end{bmatrix}, \begin{bmatrix} 0 & -I & 0 \\ -\Delta & \Delta & 0 \\ 0 & 0 & \Delta \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ h \end{bmatrix} \right)_{H_0},
\]

(A.13)

and Theorem 1.1 is proved.
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