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Abstract—Deformable object manipulation requires computationally efficient representations that are compatible with robotic sensing modalities. In this paper, we present VIRDO: an implicit, multi-modal, and continuous representation for deformable-elastic objects. VIRDO operates directly on visual (point cloud) and tactile (reaction forces) modalities and learns rich latent embeddings of contact locations and forces to predict object deformations subject to external contacts. Here, we demonstrate VIRDOs ability to: i) produce high-fidelity cross-modal reconstructions with dense unsupervised correspondences, ii) generalize to unseen contact formations, and iii) state-estimation with partial visio-tactile feedback. 

https://github.com/MMintLab/VIRDO

I. INTRODUCTION

Dexterous manipulation of deformable objects is an important open problem in robotics [1], [2]. These objects are ubiquitous in our day-to-day lives and play a key role in many applications including manufacturing, in-home assistance, care, surgery, and cooking, as shown in Fig. 1. Despite their prevalence and importance, deformable objects have received less attention than their rigid counterparts owing to their inherent complexities in modeling, perception, and control [2]–[5]. To illustrate, the states of rigid bodies with known geometries can be succinctly represented with 6D pose and velocity. However, deformable objects have an infinite continuum of states and their representation and perception remains an open problem [2].

In this paper, we present VIRDO – an implicit, dense, cross modal, and continuous architecture that addresses these fundamental representation and perception challenges for the class of elastically deformable objects. The central feature of our method is learning deformation fields informed by cross modal visual and tactile cues of external contacts. We further contribute a dataset of elastically deformable objects with boundary conditions used to evaluate. This paper focuses on dense geometric representations because they can facilitate downstream tasks such as state-estimation from partial views and estimating dense correspondences, as we demonstrate, as well as bootstrapping keypoint/affordance learning.

Our method draws inspiration from recent theoretical and computational advances in continuous neural representations parameterized by feed forward neural networks that have gained traction in computer vision and graphics [6]–[8]. These networks are trained to map low-dimensional inputs (e.g. \( R^3 \) spatial queries) to output representations of shape or density at each input location [9]. These networks have been used to represent signed distances [6]–[8], occupancy [10], and volume density [11] where state-of-the-art result have been demonstrated across a variety of shape representation tasks [12]–[17]. This paper takes steps towards the successful adoption of these approaches for robotic applications by integrating tactile sensing with vision.

A. Problem Statement & Assumptions

Our goal is to derive a computationally efficient and generative model that: 1) predicts object deformations subject to external forces; and 2) is compatible with common robotic sensors. We assume the object geometry is described by its point cloud: an unordered set \( P := \{ p \in R^3 : SDF(p) = 0 \} \) where SDF denotes the signed distance w.r.t. the surface of the object. Point clouds are obtained from commodity depth sensors or 3D scanners commonly found in industry. Contact locations are also given as a set of points \( Q \) which can be given by an upstream perception algorithm such as [18]–[20]. For the tactile input, net reaction force is given by \( u \in R^3 \) at the wrist of the robot which can be measured by common industrial F/T sensors or recovered from joint torques. In this paper, we derive a continuous and implicit representation of the deformed object geometry \( f(P, Q, u) = s \) subject to external forces and their locations. Here the object geometry is given by the zero-level set of the implicit function; i.e. \( s = 0 \). Fig. 2 depicts an expected setup and our representation, VIRDO.

II. REPRESENTING DEFORMABLE OBJECTS USING SDFS

At a high-level, VIRDO decomposes object representations into a nominal shape representation and a point-wise deformation field. Here, we choose signed distance fields as our underlying representation and discuss this choice in Sec. V. The nominal shape representation encodes latent shape embeddings \( \alpha \in R^l \) into continuous signed-distance fields, the zero-level set of which is the undeformed object
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Fig. 1: VIRDO represents objects and their deformations due to external contact forces as signed distance functions (SDF) via decoding of latent shape and force codes using feed forward neural networks. The external contacts on the deformed objects are shaded in purple.
We introduce the shorthand hyper-network $\Psi$. The point-wise deformation field is produced using a sum of all boundary conditions (contact locations, reaction force, and fixed constraints) leveraging a permutation invariant set operator. The structure is fully differentiable and can be learned end-to-end. In the following, we discuss each component in more detail.

### A. Nominal Shape Representation

The nominal shape of an object is the geometry it takes in the absence of external contact forces. The nominal geometry is produced by the object module as $O(x|\Psi_o(\alpha)) = s$ as a signed distance field, where $x = (x,y,z)$ is a query point, and $s$ is the signed-distance.

The purpose of the object code and module is to allow VIRDO to represent multiple objects. Here, we use a hyper-network $\Psi_o(\alpha)$ to decode the object code into object module parameter $\theta_o$, similar to [21]. Fig. 2 shows example reconstructions of nominal shapes.

**Pre-training to Learn Nominal Shapes:** We pre-train VIRDO on nominal shapes before training on deformations. During this stage, we initialize the object codes as $\alpha \sim N(0,0.1^2)$ and update them with hyper-network $\Psi_o$. The loss function for pretraining nominal shapes is:

$$L_{\text{nominal}} = L_{\text{off}} + \lambda_2 L_{\text{latent}} + \lambda_3 L_{\text{hyper}}$$  \hspace{1cm} (1)

We introduce the shorthand $O'(x) = O(x|\Psi_o(\alpha_i))$ to denote the signed-distance field corresponding to the $i^{th}$ object code at query point $x$ and define $L_{\text{off}}$ as:

$$L_{\text{off}} = \sum_{i=1}^{N} \sum_{x \in \Omega} |\text{clamp}(O'(x), \delta) - \text{clamp}(s^*, \delta)| + \lambda \sum_{x \in \Omega_0} (1 - \langle \nabla O'(x), n^* \rangle)$$

where $\Omega$ is the 3D querying space, $\Omega_0$ is the zero-level surfaces in the querying space, $s^*$ is the ground truth signed-distance, $n^*$ is the ground truth normal, and $\nabla$ denotes the spatial gradient. We clamp off-surface signed-distances with parameter $\delta$ to concentrate network capacity on details near the surface, as demonstrated in [7]. For latent space regularization, we impose a Gaussian prior on the object code $L_{\text{latent}}(\alpha) = \sum_{i=1}^{N} \frac{1}{2} \|\alpha_i\|_2^2$ and weights of the network $L_{\text{hyper}}(\theta_o) = \sum_{i=1}^{N} \frac{1}{2} \|\theta_{o,i}\|_2$ where $l_o$ is the length of $\theta_o$. After the pre-training, we fix the object codes and object module weights.

### B. Deformed Object Representation

In this section, we extend our nominal shape representation to capture object deformations due to external contacts. VIRDO uses two main components to model deformations: First, it summarizes the contact formation (external contact locations and the reaction force) using the Force Module. Second, it uses this summary to predict a deformation field maps the deformed object back into its nominal shape. In the following, we describe the details of this architecture.

**Encoding Contact Formations as Force Codes:** The Force Module $F$ is an encoder that summarizes the contact locations and reaction force $(Q,u)$ into a force code $z = F(Q,u)$. We assume that the contact location set $Q$ is given as a subset of the nominal point cloud $(Q \subset P)$ and the reaction force $u \in \mathbb{R}^3$ is directly measured at the robot’s wrist. Point clouds, including the contact location set $Q$, are unordered and variable in length. In order to effectively summarize $Q$ into a fixed-length embedding, we utilize the
architecture visualized in Fig. 5. Our contact location encoder utilizes the PointNet architecture [22] and has a number of favorable properties including permutation invariance, handling variable length inputs, and is especially effective for capturing low-level features [23].

**Deformation Module and Deformation Field:** We define the deformation field as a 3D vector field that pushes a deformed object back to its original (nominal) shape. We illustrate this idea in Fig. 6 where the left and middle panels depict the signed-distance fields of a nominal and deformed spatula. VIRDO recovers the signed-distance field of the nominal shape by adding the deformation field to the SDF of the deformed shape (right panels of Fig. 6). We highlight that VIRDO has learned to focus the deformation field around the boundary of the object with magnitude reflecting the amount of deformation.

VIRDO represents the deformation field as $D(x|\Psi_d(z, \alpha))$, where the deformation module $D$ shares the same structure as the object module $O$ with parameters $\theta_d$ predicted by the hyper-network $\Psi_d$. We highlight that $\theta_d$ is conditioned on the latent code pair $(z, \alpha) \in \mathbb{R}^{l+m}$ to capture the underlying object-specific deformation behavior. This results in $D$ predicting different deformation fields for different objects despite similar contact locations and reaction force measurements. This is desirable because objects may be geometrically similar but deform differently due to varying material properties. We will demonstrate examples of this in Sec. III-B.

To learn the full model, we train the deformation, force, and pre-trained object modules end-to-end using the loss function:

$$L_{deformed} = f_c(\{x|x \in \Omega_o\}) + \lambda_1 L_{idf} + \lambda_2 L_{hyper} + \lambda_3 L_{latent}.$$  \hspace{1cm} (2)

The first term solves the optimization in Eq. 3 with on-surface points. Using the shorthand $D\Psi_d(x) = D(x|\Psi_d(z, \alpha))$, we can relate the signed-distance fields of the deformed and nominal object via $s = \text{SDF}(x) = O_{\Phi_s}(x + D\Psi_d(x))$. We note that the deformed point cloud $p \in P$ satisfies $\text{SDF}(p) = O_{\Phi_s}(p + D\Psi_d(p)) = 0$. To learn this mapping, we solve the optimization problem $\arg\min_{\theta_d} f_c(P)$, where

$$f_c(P) = \left( \text{CD}(P + D\Psi_d(P), \bar{P}^*) + \lambda_c \frac{1}{P} \sum_{p \in P} \|D\Psi_d(p)\|_2 \right).$$ \hspace{1cm} (3)

$\bar{P}^*$ is the true nominal point cloud of the same length as $P$, $\lambda_c$ is a weighting for the minimal correction prior similar to [24] and CD is the Chamfer Distance measured between two point clouds:

$$\text{CD}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} \|x - y\|_2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} \|x - y\|_2^2.$$ \hspace{1cm} (4)

Solving Eq. 3 with dense point clouds $\bar{P}^*$ and $P$ encourages a 1:1 matching between the two while minimizing corrections. This encourages the correspondence shown in Fig. 6 allowing $\Psi_d(p)$ to be interpreted as physically meaningful deformations or deflections.

The second term of Eq. 2 couples the deformation field to the signed-distance field of the object module.
Fig. 5: Force Module Architecture

Fig. 6: Cross-section of x-z plane of the 3D space. The number in the color bar indicates signed distances (left, middle) or the norm of point-wise deformation (right). Arrow indicates the deformation produced for mapping a deformed object’s space to the nominal object’s space

\[
L_{\text{self}} = \sum_{i=1}^{M} \left( \sum_{x \in \Omega} |\text{clamp}(O_{\Psi_s}(x + D_{\Psi_d}(x), \delta) - \text{clamp}(s, \delta)| + \sum_{x \in \partial\Omega} \lambda_i (1 - (\nabla O^i(x), n^i)) \right)
\]

where \( M \) is the total number of deformed objects. The \( L_{\text{hyper}}(x) \) and \( L_{\text{latent}}(x) \) are the Gaussian prior on the latent code and the network parameters. Since we are updating two hyper-networks, \( L_{\text{hyper}} \) is the weighted sum of \( \Psi_s \) and \( \Psi_d \) and the \( L_{\text{latent}} \) is \( \sum_{i=1}^{\Omega} \frac{1}{2} z_i \|

III. EXPERIMENTS AND RESULTS

A. Data Preparation

To the best of our knowledge, there is no open-sourced synthetic 3D shape data-set (e.g. similar to ShapeNet) containing deformable tools generated by Finite Element Analysis (FEA). To build such a data-set, we start by collecting life-sized 3D models of elastic deformable tools from open-sourced 3D model repository. To simulate deformations for each tool, we utilized MATLAB PDE toolbox, which not only exports nodal analysis in python-friendly extensions, but also provides streamlined automation and high software stability compare to other GUI-based software (CAD, Solidworks). To generate deformations using MATLAB PDE toolbox, we explicitly define constraints, structural boundary loads, and material properties. All constraints and frames are defined with respect to the objects center of mass assuming uniform density. For the analysis, the raw meshes are pre-processed into oriented watertight forms. The simulation output is the nodal analysis of the structural model, containing reaction force \( \mathbf{u} \) at the fixture, vertexes where the structural boundary loads are applied \( \mathbf{Q} \), and deformed object point clouds \( \mathbf{P} \). We discuss insights for real-world data collection in Sec. \( \nabla \).

For the training, we start by normalizing the point cloud with the geometric center at \( [0,0,0] \). Next, we sample 25k spatial points in the bounding box with higher density near the surface of the object. For each sample, we calculate ground-truth signed distances by finding the closest point (Euclidean) to the object point cloud. In total, we generated 6 objects, each with 24 unique boundary conditions.

B. Representing Known Deformable Shapes

We first evaluate the models ability to represent shapes seen during training. Fig. 4 shows the reconstruction of nominal and deformed object geometries. We use the Marching Cube algorithm [25] to estimate object zero-level sets. We emphasize that only one neural network model was used for the entire data-set. Fig. 4 illustrates that the model can accurately fit surface curves and details at sharp edges. While the contact locations \( \mathbf{Q} \) are a subset of nominal point clouds (purple), we mark them on the deformed object (blue) for the clarity. Fig. 4 also shows that the force module outputs unique deformation field when given the same contact locations but given different reaction forces.

The performance of the model is quantitatively analyzed in Table I. For the evaluation on nominal shape regression, we replace \( D_{\Psi_d}(\mathbf{p}) \) with 0, and compare the result with the ground truth nominal point cloud. The metrics CD and L1 are computed from normalized point clouds while \( CD_{\text{true}} \) and \( L1_{\text{true}} \) are computed at the physical scale of objects. CD is measured with reconstructions of resolution \( 400^3 \) [26]. Intuitively, the L1 loss is providing the average absolute error between the true and estimated SDF and CD is providing the mean square error loss between the estimated and true reconstructed object geometries using a naive closest point heuristic. We provide both normalized and to scale losses to account for possible scaling effects.

| Metric                   | \( CD \) | \( CD_{\text{true}} \) | \( L1 \) | \( L1_{\text{true}} \) |
|-------------------------|---------|-------------------|--------|---------------------|
| Train.Nom.              | 0.7699  | 0.0245            | 0.0026 | 1.9391              |
| Train.Def.              | 0.6668  | 0.0220            | 0.0028 | 1.4225              |
| Test.Def.               | 1.1489  | 0.0394            | 0.0258 | 2.1392              |

TABLE I: Learning Accuracy : (Lower is better) Average reconstruction accuracy of deformed objects multiplied by \( 10^{3} \). Chamfer Distance (CD) and \( CD_{\text{true}} \) are measured with the reconstructed point cloud (5.6k points) and on-surface points (5.6k points for Train, 0.8k points for Test). \( L1 \) and \( L1_{\text{true}} \) distance are evaluated for both on-surface and off-surface points (15.6k ~ 24k points for train, 12k for test). Nom. refers to the nominal shape, and Def. refers to all 144 deformations (6 objects \( \times \) 24 deformations).
C. Deformation Field Inference

We test the model’s ability to infer a deformation field given reaction force, partial pointcloud, and object code, seen from the training. Here, we infer the contact feature in Fig. 5 to estimate deformation. First, we randomly initialize the contact feature from $N(0, 0.01^2)$. Then, we update the feature with an L1 loss which only consumes a partial zero-level set: $L_{\text{infer}} = \sum_{x \in \Omega} |\text{clamp}(O(x), \delta)|$. The loss encourages VIRDO to update the contact feature by minimizing the mismatch between the initial guess and the partial observation. Fig. 8 is a partial pointcloud where the handle and the tip are occluded, rendered in simulation with a single pinhole camera. At epoch 0, the model already makes deformation field fairly close to the ground truth. This shows VIRDO’s ability to perform state estimation when the vision is missing. As the gradient descent progresses on the contact feature, the estimated deformation converges towards the ground truth. We note that only the on-surface points are used for this experiment, since an RGBD camera would feasibly only give on-surface points in real-world experiments; however, it is also possible boost the inference performance by collecting off-surface samples along the camera ray and augment the partial observation.

D. Generalization and Code Interpolation/Extrapolation

In this section, we evaluate VIRDO’s ability to generalize to unseen contact formations. This functionality is important for robotic applications given the wide variety of contact interactions. To this end, we use the model from Sec. III-B (trained on 144 deformations) and evaluate the reconstruction accuracy of 6 unseen contact formations for the object depicted in Fig. 7b). To better understand the generalization properties of VIRDO, we interpolate and extrapolate in latent force code space. This task evaluates the continuity and semantic meaning of the latent space; e.g. whether the reconstructions are similar to direct inter/extrapolation of two deformations. Given an object, we pick $z_i$ and $z_r$ among the successfully trained force codes; $z_i$ bears the maximum deflection to the left (or -$x$ direction) and $z_r$ generates moderate deflections in a random direction. We then linearly interpolate and extrapolate the 32 dimensional force code. Fig. 7b) shows the resulting reconstructions. We note the interpolations and extrapolations are smooth, even, and continuous. This suggests a well-formed latent force space and explains the effectiveness of the model in generalizing to unseen contact formations.

We note that the reconstruction for extrapolation (1) is omitted from the object on the right in Fig. 7. This is because of a failure case resulting in a noisy and poor quality reconstruction. We found that the extrapolation results can be inaccurate if it exceeds the bound of maximum deflections seen in the training data.

E. Dense Correspondence

An important feature of VIRDO is its ability to infer dense correspondence without explicit supervision, as shown in Fig. 9. Maintaining dense correspondence is important for tracking during robotic task execution. To derive Fig. 9 we “paint” the nominal shape, then apply a variety of contact formations and track the painted points. The paintwork shows the consistency of deformation of points on the object. Correspondence for deformable objects is useful for tracking not only the pose of the object, but also the relative deflection of points. To illustrate, we can estimate the deflection of any point by subtracting its initial position from its last using correspondences: $\Delta p = D_{\Psi}(p_{\text{init}}) - D_{\Psi}(p_{\text{end}})$.

IV. RELATED WORK

Deformable object manipulation has a long history in robotics. To date, two general approaches have been attempted: model-based and data-driven. In the following, we focus the related work on semi-deformable and elastically deformable techniques.

Elastic Object Modeling for Robotic Manipulation: The current representations we use in robotics are, by-and-large, borrowed from continuum mechanics. Two predominant examples are Finite Element Models (FEMs) [27]–[31] and particle models [32]–[34]. FEMs numerically solve coupled constituents equations defined over object meshes for object deformations as a function of applied boundary conditions. FEM methods are typically prohibitively computationally expensive to run online and require careful system identification [35]. Particle models approximate objects
as a set of particles related to each other by constitutive laws. One disadvantage of particle systems is that the object surface is not explicitly defined. Therefore, maintaining the initial shape of the deforming object is difficult, introducing issues in tracking the return of elastic objects to their original shape after deformation during manipulation [3], [4]. More recently, learning methods have been integrated to assist in nonlinear modeling of deformable object [37], [38]. The computational costs of model-based approaches and the challenges with integration with robotic sensing modalities (RGB-D cameras and F/T sensors) pose significant challenges to these methods.

Learned representations of 3D geometries: Learned implicit representations of complex 3D geometries have recently gained traction in the computer vision and graphics communities [6]–[10], [23], [24], [39]. These approaches map low-dimensional 2D (e.g. image coordinates) or 3D (e.g. spatial coordinates) points to a variety of geometric representations including signed-distances, occupancy, volume density [12]–[16] and Neural radiance fields that learn to represent a scene’s structure from posed RGB images (3D shape representations to be learned using only 2D images as supervision [11]. These approaches are promising for robotic applications for three primary reasons. First, they are computationally efficient owing to their neural network representations. Second, they directly operate on images and RGB-D data-streams that are commonly available in robotics applications. Third, they produce high-fidelity object representations. However, in addition to the integration of tactile feedback and deformation prediction, advances need to be made in state-estimation, planning, and controls.

V. DISCUSSION & LIMITATIONS

Summary: The fundamental principle driving VIRDO is the ability to learn deformation fields informed by visio-tactile sensing. VIRDO is the first learned implicit method to integrate tactile and visual feedback while modeling object deformations subject to external contacts. The representation has arbitrary resolution and is cheap to evaluate for point-wise sampling. Additionally, the latent code is well-behaved and can be used for inference.

Representation Choice: In this paper, we chose signed distance fields as an instance of continuous neural representations. This is motivated by the SOTA shape representations results from the computer vision community [7]–[9]. These continuous representations offer a number of advantages over their discrete counterparts (e.g. meshes and voxel grids) including greater fidelity, flexibility, and compactness [7]. Compared to meshes, continuous neural representations are particularly good at handling topology changes [12]. For deformable objects, this could either be topology changes between different instances of the category, or an object undergoing a topology change due to external forces. Although our experiments do not probe this property explicitly, it does lay the foundation for future work to study these properties.

We are further motivated by real-world hardware designs: RGB-D cameras collect point clouds that are measurements of the zero-level sets of object geometries. This allows point clouds to be naturally treated by the signed distance function without additional modification. In addition, our representation directly uses reaction forces at the wrist. These functionalities significantly simplify the state-estimation problem and allow for a more direct integration of the representation.

While it is possible to apply the idea of deformation field learning to explicit or volumetric methods, we must resort to meshing, voxelization, and a number of other post processing steps that our method does not require. These steps typically require significant engineering and domain knowledge that may not be available a priori. Further, the perception model converting visio-tactile feedback to meshes is often complex and requires careful tuning.

Towards Real-World Robotic Applications: In this paper, we demonstrated the proof of concept of our method assuming no occlusions and accurate contact patch estimation – both are non-trivial perception problems in real-world applications. It is possible to collect occlusion-free zero-level sets of nominal shapes through turntables/multi-perspective camera setups (e.g., hanging the object using strings) or utilizing high-resolution tactile sensors such as [40], [41] that provide the imprints of the object in the grasp that can be combined with external vision. However, occlusions are inevitable during contact. One potential approach is to make contact with known and fixed external features such that the contact patch can be closely approximated.

An alternative approach is to forgo the PointNet architecture (Fig. 5) entirely and learn the contact feature for each contact formation. This approach no longer explicitly reasons over the contact patch but can still be used effectively for deformation estimation – as demonstrated by inferring contact code and deformation fields from partial views with no explicitly contacts. An interesting extension of VIRDO would be the addition of a contact feature decoder that directly infers contact location from the converged contact feature from Sec. [III-C] Our inference results and the current iteration of VIRDO leave out object pose estimation and sensor uncertainty which simplifies both training and inference. Our next goal is to jointly infer the object pose and deformation geometry given real-world (occlusion and uncertain) data.

Dynamics: VIRDO enables high-quality reconstruction of static scenes, as is common with the majority of 3D learned implicit representations. The rich and continuous learned latent code opens the door to including dynamic (temporal) deformations; however, learning a single embedding over both geometry and time remains a major challenge that we look forward to tackling.
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