OPERATOR SPLITTING TECHNIQUE USING STREAMLINE PROJECTION FOR TWO-PHASE FLOW IN HIGHLY HETEROGENEOUS AND ANISOTROPIC POROUS MEDIA
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Abstract. In this paper, we present a fast streamline-based numerical method for the two-phase flow equations in high-rate flooding scenarios for incompressible fluids in heterogeneous and anisotropic porous media. A fractional flow formulation is adopted and a discontinuous Galerkin method (DG) is employed to solve the pressure equation. Capillary effects can be neglected in high-rate flooding scenarios. This allows us to present an improved streamline approach in combination with the one-dimensional front tracking method to solve the transport equation. To handle the high computational costs of the DG approximation, domain decomposition is applied combined with an algebraic multigrid preconditioner to solve the linear system. Special care at the interior interfaces is required and the streamline tracer has to include a dynamic communication strategy. The method is validated in various two- and three-dimensional tests, where comparisons of the solutions in terms of approximation of flow front propagation with standard fully-implicit finite volume methods are provided.

1. Introduction

A wide range of applications like nuclear waste storage, drug transport through human tissue or oil recovery involve porous media flow and transport processes. In this paper, we restrict our attention to questions related to the front displacement of the flow in porous media, for which an accurate prediction is important in real-life applications [17, 40]. For example, the correct simulation of contaminant leakage into the underground may prevent water sources from being polluted. The simulation of such sharp front phenomena is particularly challenging and standard numerical schemes, like finite difference or finite volume methods, require extra precautions to accurately track the fronts and to handle arbitrary permeability tensors. In this paper, we present an efficient streamline-based method to simulate the flow of a two-phase system of incompressible fluids in highly heterogeneous and anisotropic media, where capillary effects are neglected. If we do not consider the capillary pressure, it corresponds to simulate a scenario where the velocity field
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The mathematical model that governs the flow of the fluid is provided by the transport equations. The problem consists of a system of partial differential equations (PDE) with pressure, velocity and saturation as unknowns. The governing equations of two-phase flow is written for each phase \( \alpha \in \{w,n\} \) as

\[
\frac{\partial (\phi \rho_\alpha S_\alpha)}{\partial t} + \nabla \cdot (\rho_\alpha \mathbf{v}_\alpha) - \rho_\alpha q_\alpha = 0.
\]

Here, "\( w \)" and "\( n \)" denote a wetting phase and a non-wetting phase, respectively, \( \phi \) is the porosity of the medium, \( \rho_\alpha \) and \( S_\alpha \) are the density and the saturation of phase \( \alpha \), \( q_\alpha \) represents the source or sink term (e.g., injection or production wells), and \( \mathbf{v}_\alpha \) is the phase velocity defined by the extended Darcy law

\[
\mathbf{v}_\alpha = -\lambda_\alpha K (\nabla p_\alpha - \rho_\alpha g),
\]

where the intrinsic permeability \( K \) is a symmetric uniformly positive definite tensor. The ratio between relative permeability \( k_{r\alpha} = k_{r\alpha}(S_\alpha) \) and dynamic viscosity \( \mu_\alpha \) is called phase mobility \( \lambda_\alpha = k_{r\alpha}/\mu_\alpha \), \( p_\alpha \) is the phase pressure, and \( g \) is the gravity vector defined as \(-ge_d\), with gravitational acceleration \( g \) and the dimension \( d \) of the problem. The two-phase system (1)-(2) can be closed by two additional relations

\[
S_w + S_n = 1, \quad p_c = p_n - p_w,
\]

where the capillary pressure \( p_c = p_c(S_w) \) is a function of the wetting phase saturation. As already mentioned, we neglect in this paper the capillary pressure \( p_c \), i.e., we set \( p_n = p_w \).

A mathematically equivalent fractional-flow formulation can be derived (see [26]) from the fully-coupled model (1)-(2). For two incompressible, immiscible fluids and a rigid porous medium, the global pressure fractional flow formulation, in the presence of a source or sink term \( q \), can be written as

\[
\nabla \cdot \mathbf{v}_t = q, \quad \mathbf{v}_t = -\lambda_t(S_w) K (\nabla P - G),
\]

\[
\phi \frac{\partial S_w}{\partial t} + \nabla \cdot (f_w \mathbf{v}_t) + \nabla \cdot (\lambda_n f_w (p_w - p_n) K g) = 0.
\]

This system consists of an elliptic pressure equation and a hyperbolic saturation equation. Here, \( \mathbf{v}_t = \sum_\alpha \mathbf{v}_\alpha \) is the total velocity, which is expressed in terms of the global pressure \( P \), the total mobility \( \lambda_t = \sum_\alpha \lambda_\alpha > 0 \), and the term \( G = \frac{1}{d} (\lambda_w \rho_w + \lambda_n \rho_n) g \). Furthermore, the fractional-flow function \( f_w \) is given by \( \lambda_w/\lambda_t \).

The system (3)-(4) is solved in this paper using a sequential strategy, where the pressure equation (3) is first solved to obtain the pressure \( P \), and then (4) is solved using operator splitting (OS) techniques, where the advective and the gravitational part are considered separately. A detailed description of the OS idea can be found, e.g., in [27]. OS methods have clear advantages compared to the fully-coupled formulation. For example, the physical and mathematical character of the different terms (advective or diffusive) can be identified. Therefore, a suitable algorithm can be selected for each equation, dependent on the properties and characteristics of the problem. Furthermore, this sequential strategy is very efficient if the pressure and transport equations are weakly coupled, which is satisfied in this paper since capillary effects are neglected. In addition, the unconditionally stable front
tracking method is used to solve the advective step, which is a clear advantage compared to the classical IMPES (IMplicit Pressure-Explicit Saturation) scheme. On the other hand, fully-coupled implicit methods based, for example, on a discontinuous Galerkin discretization are very stable and also not sensitive to the choice of the time-step size, but may suffer from large numerical diffusion and severe over and undershoot effects [29]. In addition, solving the fully-coupled system can be expensive and may require high performance algorithms (see, e.g., [3]).

To solve (3), we employ the symmetric weighted interior penalty Galerkin method (SWIPG) [23, 47]. The main advantage of this method consists in its ability to handle discontinuous permeability fields $K$, which is a typical property of realistic geological applications, where the coefficient may vary by several orders of magnitude. Furthermore, the SWIPG method is locally conservative, guarantees high-order accuracy (depending on the regularity of the solution) and can handle full permeability tensors [3, 24, 43].

In particular, an accurate and locally conservative approximation of the velocity field $v_t$ is fundamental for the advective step of the sequential algorithm. A combination of the SWIPG numerical solution with an appropriate $H$(div)-projection of the velocity, as in [7], satisfies all these properties, which are not immediately guaranteed by other standard numerical methods. Algorithms based on finite difference approximations have been used to solve (3), but lack of unphysical solutions for highly heterogeneous and anisotropic permeability tensors. Also finite volume methods with a two-point flux approximation (TPFA) yield non-consistent formulations if the permeability tensor $K$ is not aligned with the grid directions [1].

Once the velocity field has been obtained, an OS step for solving (4) is employed, where the advective and the gravity part are treated separately, as presented in [12]. Each part is then solved using a method based on streamline projection [8, 20, 22, 50]. The set of one-dimensional equations along streamlines or gravity lines is then solved by the front tracking method, systematically described, e.g., in [28, 31, 38].

The combination of the streamline method with the front tracking is widely used for simulating subsurface transport [18, 30, 38]. In fact, streamlines are very efficient to compute and can minimize the numerical diffusion. Furthermore, the front tracking method is very attractive for solving one-dimensional hyperbolic equations due to its unconditional stability, high efficiency and ability to resolve discontinuities.

In order to increase efficiency for large-scale applications, a domain decomposition on parallel architectures is applied to reduce the computational costs of the SWIPG resolution of (3), exploiting the parallelisation possibilities offered by the DUNE framework [5], where the entire method described in this paper has been developed. Our streamline method is therefore formulated for decomposed domains and requires a dynamic communication strategy between processes. In this paper, a message passing architecture is employed, where each process can only access local memory. A streamline tracer algorithm combined with two-phase flow in porous media on decomposed domain is a novelty. In [10], the authors, proposed an algorithm based on distributed-memory to assign to different processes a part of the streamline set. Thus, this approach does not require any communication between processes for calculating the streamlines. In [15, 42], different ways to compute streamlines for visualization purposes on decomposed domains are presented, where the velocity field is already provided from astrophysical or hydraulic
simulations. In [25], the authors proposed a parallel algorithm for single-phase flow on a shared-memory architecture, where all cores have access to the whole memory, and, in particular, to the entire pressure and velocity fields.

This paper is organized as follows: In Section 2, we present our method, with particular focus on the communication of our parallel streamline tracer. The method is numerically validated in Section 3, where two- and three-dimensional results are presented. Conclusions follow in Section 4.

2. Numerical Method

Within this section, a brief description of the numerical methods employed in this paper is provided. In particular, our improved streamline method is presented, which allows us to use larger time steps in (4), and still obtain an accurate prediction of the flow front.

2.1. Solution of the pressure equation. We illustrate the SWIPG scheme, focusing, in particular, on the choice of the penalty parameter as presented in [3, 32].

Let us denote with $\Omega \subset \mathbb{R}^d$ the porous medium, where the problem is posed. We subdivide the boundary $\partial \Omega$ into two subsets, $\Gamma_D$ and $\Gamma_N$, where Dirichlet and Neumann boundary conditions are set, respectively. Equation (3) is completed by the boundary conditions

$$P = g_D \quad \text{on } \Gamma_D,$$

$$\mathbf{v}_t \cdot \mathbf{n} = g_N \quad \text{on } \Gamma_N.$$  

(5)

If the boundary condition is set to be a pure Neumann condition, i.e., $\Gamma_N = \partial \Omega$, then the system is closed by the following compatibility condition for the pressure that guarantees uniqueness

$$\int_{\partial \Omega} g_N = \int_{\Omega} q.$$ 

Let $\mathcal{E}_h$ be a uniform quadrilateral (in two dimensions) or hexahedral (in three dimensions) mesh of $\Omega$, where $h > 0$ is the maximum element diameter and let $\Gamma_h$ denote the set of all interior faces of the mesh. We fix a unit normal vector $\mathbf{n}_e$ for each interior face $e$ and denote by $E^+_e$ and $E^-_e$ the elements in $\mathcal{E}_h$ such that $e = \partial E^+_e \cap \partial E^-_e$. With this notation, we set $\mathbf{n}_e$ to point from $E^-_e$ to $E^+_e$. For a function $v$, we also define its values on both sides of $e$ by $v^\pm_e := v|_{E^\pm_e}$. The weighted average and jump of a function $v$ on the face $e$ are given by

$$\{v\}_e,w = w^-_e v^-_e + w^+_e v^+_e, \quad \text{and} \quad [v]_e = v^-_e - v^+_e,$$

with non-negative weights satisfying $w^-_e + w^+_e = 1$.

If $e$ is a boundary face, then the average and jump are defined as

$$\{v\}_e,w = v^-_e, \quad \text{and} \quad [v]_e = v^-_e.$$ 

The usual arithmetic average at interfaces corresponds to the particular choice $w^+_e = w^-_e = \frac{1}{2}$. In this work, we consider a specific permeability-dependent choice for the weights as in [3, 4, 32]. Namely, for all interior faces $e \in \Gamma_h$, we define the weights

$$w^+_e = \frac{\delta^-_e}{\delta^-_e + \delta^+_e}, \quad w^-_e = \frac{\delta^+_e}{\delta^-_e + \delta^+_e},$$

with

$$\delta^\pm_e = \mathbf{n}_e^T \cdot \lambda_l(S^\pm) \mathbf{K}^\pm \cdot \mathbf{n}_e,$$
where $S^\pm = S(E^\pm)$ are the saturations of the elements $E^\pm$.

We can now define the SWIPG discretization for the pressure equation, where the DG approximation space is given by

$$V^k_h := \{ v \in L^2(\Omega) : v|_E \in Q^k(E) \forall E \in \mathcal{E}_h \},$$

where $Q^k = \{ p : p = \sum ||\alpha||_\infty \leq k c_\alpha x^\alpha \}$ in the standard multiindex notation. In the SWIPG scheme, the discrete solution $P^h \in V^k_h$ satisfies the variational equation

$$a(P^h, v^h) = \ell(v^h) \quad \forall v^h \in V^k_h,$$

with bilinear and linear forms defined, following [39], as

$$a(u, v) = \sum_{E \in \mathcal{E}_h} \int_E \lambda_t K \nabla u \cdot \nabla v$$

$$- \sum_{e \in \Gamma_{hU}} \int_e \{ \lambda_t K \nabla u \cdot n_e \}_{e,w}[v]_e$$

$$- \sum_{e \in \Gamma_{hU}} \int_e \{ \lambda_t K \nabla v \cdot n_e \}_{e,w}[u]_e$$

$$+ \sum_{e \in \Gamma_{hU}} \sigma_e \int_e [u]_e[v]_e,$$

$$\ell(v) = \sum_{E \in \mathcal{E}_h} \int_E qv + \lambda_t KG \nabla v - \sum_{e \in \Gamma_N} \int_e v g_N$$

$$+ \sum_{e \in \Gamma_D} \int_e (\sigma_e v - \lambda_t K \nabla v \cdot n_e) g_D$$

$$- \sum_{e \in \Gamma_{Dh}} \int_e \{ \lambda_t KG n_e \}_{e,w}[v]_e,$$

where $\sigma_e$ is the penalty parameter chosen as in [31 32]. For each $e \in \Gamma_h$, we define

$$\sigma_e = 2\beta \frac{\delta^+_e \cdot \delta^-_e}{\delta^+_e + \delta^-_e} k(k + d - 1) \frac{|e|}{\min(|E^+_e|, |E^-_e|)},$$

while, for boundary interfaces $e \in \Gamma_D$, we set

$$\sigma_e = \beta \delta_e k(k + d - 1) \frac{|e|}{E_e}.$$

The factor $\beta$ in the penalty term is constant for all faces in our simulations. This method results in a sparse, large, symmetric and positive definite algebraic system of equations for the pressure. These large-scale linear systems (in particular in three dimensions) can be efficiently solved using the parallelisation possibilities offered by the DUNE framework [5]. Here, we use a conjugate gradient solver together with an AMG preconditioner, see [6] for more details.

2.2. $H(\text{div})$-projection of the velocity. The velocity field obtained from the DG pressure $P^h$ is not conservative, due to its discontinuities in the normal components of the velocities across element boundaries. To overcome this problem, a post-processing is applied to obtain a conservative velocity field. In this work, we follow the approach presented first in [7] and then employed in other works, e.g., in [34 36]. A projection onto the BDM-space of first order is therefore adopted, which
guarantees that the resulting velocity field is continuous across element edges in the normal direction. For quadrilateral and hexahedral elements, the definition of the spaces can be found in [13, 14]. This projection is an element-wise post-processing and therefore computationally inexpensive.

2.3. Operator splitting for the transport equation. For completeness, the OS concept to discretise the saturation equation (4) is briefly described in this section. For simplicity, let the time interval \( I = [0, T] \) be uniformly partitioned into subintervals \( I_n = (t_{n-1}, t_n] \) of constant length \( \Delta t = t_n - t_{n-1} \). Hereinafter, \( S^n_w \) denotes the wetting-phase saturation at time level \( n \), and \( S^n_0 = \mathcal{P}S^{0}_w \) the \( L^2 \)-projection of the initial data \( S^0_w \). By decomposing the spatial differential operator into the advective part \( \mathcal{S}_h(\Delta t) \) and the gravitational part \( \mathcal{G}_h(\Delta t) \), the OS solution procedure for one splitting step \([t^n, t^{n+1}]\) is defined as

\[
\begin{align*}
\frac{\phi}{\partial t} \frac{\partial S^n_w}{\partial t} + \nabla \cdot \left( \bar{f}_w v_t \right) &= 0 : S^n_w \xrightarrow{\mathcal{S}_h(\Delta t)} \hat{S}^n_w, \quad (8a) \\
\frac{\phi}{\partial t} \frac{\partial S^n_w}{\partial t} + \nabla \cdot \left( \bar{f}_w Kg \right) &= 0 : \hat{S}^n_w \xrightarrow{\mathcal{G}_h(\Delta t)} S^{n+1}_w, \quad (8b)
\end{align*}
\]

with \( \bar{f}_w = \lambda_n f_w (\rho_w - \rho_n) \). \( \mathcal{S}_h \) and \( \mathcal{G}_h \) represent the discrete solution operators of the advective and the gravitational step, and \( \hat{S}^n_w \) is the intermediate saturation value between two calculation steps. Due to the advective character of both differential operators, the front tracking method is applied along streamlines and gravity lines, respectively.

2.4. Improved streamline method for higher dimensions. In the following, we present our streamline approach employed to solve equation (8a). The method applies to (8b) in the same way. Streamlines are traced along the velocity field using the standard Pollock method [41]. This method is provided for orthogonal grids and it assumes that each principal velocity component varies linearly within a cell. The application of this method to the reconstructed velocity field \( v^{BDM}_B \) is not straightforward, since this velocity does not vary linearly within an element. Therefore, we consider here a further approximation \( \bar{v} \) of the velocity field within a cell by computing a weighted average along each edge of the cell:

\[
\bar{v}_{|e} = \sum_i w_i v^{BDM}_B (\xi_i) \cdot n_e,
\]

where \( e \) is a face of an element, \( \{\xi_i\} \) represents a set of quadrature points in \( e \), and \( \{w_i\} \) are the corresponding weights such that \( \sum_i w_i = 1 \). Due to the continuity of the BDM-velocity across edges in the normal component, this new velocity \( \bar{v} \) maintains the same continuity properties. To apply the Pollock method, the velocity \( \bar{v} \) is then approximated linearly inside the element as described in [41].

A streamline is then described in terms of time-of-flight \( \tau \), which represents the time required to travel a distance \( s \) along a streamline based on the velocity field \( \bar{v} \), i.e.,

\[
\tau(s) = \int_0^s \frac{\phi(x)}{|\bar{v}(x)|} \, dx.
\]

In order to be able to apply the front tracking method on each streamline, the informations needed to construct the initial function for the Riemann problem have to be collected. For each streamline we record the time necessary to cross other elements, together with the global numeration of those elements and their
respective saturation. Thus, the full-dimensional transport equation is transformed into a set of one-dimensional equations along the streamlines in terms of time-of-flight. The one-dimensional front tracking can then be applied along each streamline [9, 13, 30, 38].

When constructing the initial function for the front tracking, the values of the saturation are mapped from the underlying cartesian grid to the streamline grid, introducing some mass balance errors. This problem can be tackled using higher order mapping algorithms [35] or increasing the number of streamlines. In [30], the time-of-flight values are scaled to locally stretch or shrink the streamline grids in order to impose mass-conservation. In this work, we are not interested in forcing mass-conservation, but the focus is set on the accurate approximation of the flow fronts. Therefore, following [12, 16], we simply employ a weighted averaging approach for the mapping from the streamline grid to the cartesian one.

In previous works (see, for example, [2, 11, 18, 36, 45]), the streamlines are computed backwards along the velocity field for the time interval \( \Delta t \), starting from the element centers. Along the backwards part of the streamline, the front tracking method is applied in order to make the transport step forward in time. This approach does not resolve accurately the front propagation, if large time steps are employed (see Fig. 1, top). Within this work we therefore apply the front tracking method on the computed streamlines in both directions. This improvement allows us to employ larger time steps and resolve the front propagation more accurately, as shown in the following Buckley-Leverett example.

**Example.** The difference between the two approaches to solve (8a) described above is tested on a simple Buckley-Leverett problem. As computational domain, we consider the square \( \Omega = (0, 100)^2 \subset \mathbb{R}^2 \) being initially discretized by a 100 \( \times \) 100 mesh. We solve (3) for the constant permeability \( K = 10^{-10} \text{[m}^2\text{]} \). At the left boundary \( (x = 0) \) we set constant homogeneous Dirichlet boundary conditions \( g_D = 2 \cdot 10^5 \text{[Pa]} \) and \( S_w = 1 \), while at the right boundary \( (x = 100) \) Neumann conditions are posed, with \( g_N = \frac{1.5 \cdot 10^{-3}}{1460} \text{[m/s]} \). At the top and bottom boundaries, no flow conditions are set, resulting in a constant flux from the left to the right, with zero \( y \)-component. The mobility function is given by the Brooks-Corey law with \( \lambda = 2 \):

\[
\begin{align*}
k_{rw}(S_w) &= S_w^{2+\frac{2}{\lambda}}, \\
k_{rn}(S_w) &= (1 - S_w)^2 \cdot (1 - S_w^{2+\frac{2}{\lambda}}).
\end{align*}
\]  

(9)

The viscosities are \( \mu_w = 10^{-3} \text{[Pa} \cdot \text{s]} \) and \( \mu_n = 5.7 \cdot 10^{-4} \text{[Pa} \cdot \text{s]} \), the porosity is assumed to be constant \( \phi = 0.2 \) for each element. The domain is initially fully saturated with the non-wetting phase, i.e., \( S_w = 0 \) for \( t = 0 \). Gravity effects are neglected in this example. The saturation equation is solved along streamlines using the front tracking method in the time-interval \([0, 10^7]\). The difference between both methods can be seen in the top picture of Fig. 1 where the numerical solutions are compared with the analytical one. If only backwards tracing is employed and the time step is large (in this example, the time step has been chosen constant and equal to \( \Delta t = 10^6 \text{[s]} \)), then the propagation front is not accurately resolved. If additionally the streamlines are calculated forwards, then the front matches the exact solution. Furthermore, a relative mass loss of \( \approx 16\% \) can be observed, if only backward streamlines are involved, while the total mass loss in the case where
2.5. Parallel implementation of streamlines. Using the parallel features of DUNE, the pressure field can be computed using an overlapping domain decomposition approach. Therefore, the module for streamline computations has to be parallelized accordingly. A typical situation is depicted in Fig. 2, where the computational domain is decomposed into two overlapping subdomains.

For each element, streamlines are launched from its centre and are distributed among different processes. Each process starts the computation of its own local set
of streamlines independently. If a streamline reaches the boundary of the process where it started, its computation is stopped. Once each process is done with its own set of streamlines, a communication between processes is required to continue the streamlines that have been interrupted at the process boundary. In the following, we present the algorithm employed to track the streamline between different processes. The communication is achieved using Message Passing Interface (MPI). Considering the situation presented in Fig. 2, each process contains a subdomain, which overlaps with the other process. Between an overlap element in one process and the corresponding interior element in the other process, data can be communicated using the DUNE class:

\[
\text{Dune::CommDataHandleIF< DataHandleImp, DataImp >}
\]

![Figure 3. Streamline crossing the process border](image)

For ease of presentation, let us consider again the simplified problem involving only two processes. We start a streamline from an element \( E \in \mathcal{E}_h \) in the first process, as depicted in Fig. 3. Let us denote by \( E^{P_2} \) the element where the streamline ends after \( \Delta t \) seconds. To be determined are the elements crossed by the streamline, the corresponding crossing times and, eventually, the different saturation values. Let the velocity field \( \bar{v} \) be given. In Algorithm 1, a simplified version of the algorithm is presented, where the procedure for tracking the streamlines over a time \( \Delta t \) is provided for the case depicted in Fig. 3. The extension to more processes follows the same concept. Furthermore, we point out that the presented algorithm is independent of the dimension \( d \) of the problem.

3. Numerical experiments

In this section, we validate our method on well-known two- and three-dimensional problems. We introduce a new parameter, which will be used later in some numerical experiments to validate our method. In the following problems, we assume that the wetting phase is injected from a part \( \Omega_I \) of the domain \( \Omega \), and extracted from another part \( \Omega_E \). We assume that \( \Omega_I \) is initially filled by the wetting phase, i.e., \( S_w(x) = 1 \) for every \( x \in \Omega_I \). On the other end, we assume \( S_w(x) = 0 \) for every \( x \in \Omega_E \). For the discretization of problem (3)-(4), we introduce a uniform partition of the time-interval \([0, T]\) into subintervals of length \( \Delta t \), where \( m\Delta t = T \). We define...
Algorithm 1: Pseudo-code for parallel computation of streamlines on decomposed domains

**Data:** $\Delta t$, $\bar{v}$

**Result:** Streamline of length $\Delta t$ in terms of time of flight;
- Elements crossed;
- Values of saturation along the streamline.

for Each interior element $E$ on each process do
  - Compute the streamline from the center of $E$ until time $\Delta t$ or boundary $\partial \Omega$ is reached;
  - if Streamline reaches an overlap element $E_{\text{ov}}^1$ then
    - Interrupt the streamline;
    - Save current informations in $E_{\text{ov}}^1$;
  end
end

- Communicate interrupted streamlines from every overlap element $E_{\text{ov}}^1$ to the corresponding interior element $E_{\text{P}}^1$;

for Each interrupted streamline starting from an element $E_{\text{P}}^1$ do
  - Continue the streamline on process $P_2$ until time $\Delta t$ or boundary $\partial \Omega$ is reached;
  - Save informations in $E_{\text{P}}^2$;
end

- Communicate informations back from $E_{\text{P}}^1$ to $E_{\text{ov}}^1$;

for Each interrupted streamline started in $P_1$ do
  - Return informations from $E_{\text{ov}}^1$ to the original element $E$.
end

the detection time as the quantity $T_d = k \Delta t$, where $k \in \{1, \ldots, m\}$, such that there is at least a $x \in \Omega_E$ with $S_w(x) > 0$ and for each $k < k$ the wetting phase has still not reached the extractor, i.e., $S_w(x) = 0$ for every $x \in \Omega_E$ at time $k \Delta t$. The actual arrival time of the wetting phase to $\Omega_E$ lies therefore in the interval $(T_d - \Delta t, T_d]$.

For all examples, $Q^1$-elements have been chosen for solving the pressure equation (3), i.e., $k = 1$ in (6), and the parameter $\beta$ in (7) is set to be constant and equal to one.

3.1. **Five-Spot problem.** The setting for the following problem is the same as in [44]. As simulation domain, the square $\Omega = (0, 100)^2$ is chosen, where the boundary is subdivided in the following subsets:

$\Gamma_D = \{(0, y) : y \in [95, 100]\} \cup \{(x, 100) : x \in [0, 5]\}$;

$\Gamma_N = \{(100, y) : y \in [0, 5]\} \cup \{(x, 0) : x \in [95, 100]\}$;

$\Gamma_N^\text{af} = \partial \Omega \setminus (\Gamma_D \cup \Gamma_N)$.

On $\Gamma_D$, Dirichlet boundary conditions $g_D = 2 \cdot 10^5 [Pa]$ and $S_w = 1$ are set, while on $\Gamma_N$ the total velocity in normal direction is given as $g_N = 1.5 \cdot 10^{-3} [m/s]$. On $\Gamma_N^\text{af}$, no-flow condition $g_N = 0$ is imposed. Gravity is neglected in this example and the viscosities are given by $\mu_w = 10^{-3} [Pa \cdot s]$ and $\mu_n = 5.7 \cdot 10^{-4} [Pa \cdot s]$. The porosity is chosen constant in the entire domain, $\phi = 0.2$. The relative permeabilities are
chosen accordingly to the Brooks-Corey law \( k_{rc} \) with \( \lambda = 2 \), while the permeability is chosen to be constant \( K = 10^{-10} \) \([m^2]\). The simulation interval is \([0, 8 \cdot 10^7]\), with time step size \( \Delta t = 5 \cdot 10^6 \) [s]. The domain is first discretized by 100 \( \times \) 100 elements, yielding a spacial size of \( dx = dy = 1 \) [m]. A finer mesh is also considered, where the coarse one is uniformly refined, resulting in \( dx = dy = 1/2 \) [m].

The numerical solution obtained with our method at the final time is depicted in Fig. 4 on the left. In the middle of Fig. 4, a contour plot for \( S_w = 10^{-5} \) is shown, where the solutions of our method on both meshes are compared with a reference solution computed with a standard fully-implicit TPFA method on the fine mesh. The reduced numerical diffusion of our method can be observed. Furthermore, the wetting phase saturation is plotted in Fig. 4, on the right, along the diagonal together with the fully-implicit TPFA solution. For the solutions computed with our method, we can observe that numerical diffusion is reduced on the finer mesh

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{The solution obtained with our method at the end of the simulation on the fine grid is shown in the left picture. In the middle, a contour plot for \( S_w = 10^{-5} \) at end time is provided for the solutions on the coarse and on the fine grid obtained with our method, together with a reference solution computed with a standard fully-implicit TPFA method. The right figure depicts the saturation profile along the diagonal \((0, 100) - (100, 0)\)}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{In the left picture, the first component of the permeability field is depicted (the medium is isotropic). In the middle picture, the porosity field is shown. On the right, the problem setup is provided}
\end{figure}
Figure 6. At the top, the solutions after $1.3 \cdot 10^8$ [s] computed with our method on different meshes, from the coarsest (left picture) to the finest (right picture). At the bottom, the reference solutions computed with a fully-implicit TPFA method on the corresponding meshes.

and that the two fronts coincide, showing that the front is well resolved by our method, independently of the mesh refinement.

3.2. Two-dimensional heterogeneous problem. In the second example, we test our method on the layer 16 (top formation) of the SPE10 benchmark study [19]. The permeability and porosity fields are shown in Fig. 5 in the left and middle pictures, respectively. Both fields show high parameter contrasts. The relative permeabilities are calculated using quadratic laws

$$k_{rw} = S_w^2, \quad k_{rn} = (1 - S_w)^2,$$

and the fluid viscosities are $\mu_w = 10^{-3}$ [Pa · s] and $\mu_n = 5 \cdot 10^{-3}$ [Pa · s]. The problem setup is shown in Fig. 5 on the right. The domain is initially saturated by the non-wetting phase (oil), and the wetting phase (water) infiltrates the domain from the lower boundary, i.e., $S_w = 1$. The left and right boundaries are closed and
a pressure difference of $2 \cdot 10^7 [Pa]$ between the lower and upper boundary is applied. The domain is initially discretized by a grid of $60 \times 220$ cells of sizes $dx = 6.096 [m]$ and $dy = 3.048 [m]$. Gravity is neglected. A time step of $\Delta t = 10^7 [s]$ is used for the simulations. The results are shown in Fig. 6 where the saturation $S_w$ is shown at time $1.3 \cdot 10^8 [s]$. The three solutions at the top have been computed with the method developed in this paper, while the three at the bottom with a standard TPFA method and are referred to as reference solutions for this example. The solutions in the left column have been computed on the initial mesh, while the mesh in the middle column has been uniformly refined and contains $120 \times 440$ elements. In the right column, a further uniform refinement has been considered, yielding a mesh that contains $240 \times 880$ elements.

In Fig. 6, on one hand, we observe that all solutions possess the same behaviour in terms of front propagation and direction of flow. On the other hand, our method yield the same detection time for the water at the upper boundary independently of the mesh refinement, while a slower front propagation can be noticed for the first two fully-implicit TPFA solutions. The detection time for the first two fully-implicit TPFA solutions is $1.4 \cdot 10^8 [s]$. These differences are due to numerical diffusion, which cause a slower front propagation. In Fig. 7 contour plots for $S_w = 10^{-5}$ at end time are presented for each method. Here, we can observe

---

**Figure 7.** Contour plots for $S_w = 10^{-5}$ for the solutions at the end time $1.5 \cdot 10^8 [s]$ obtained with the method developed in this paper (on the left) and for the fully-implicit TPFA solutions (on the right). In the legend, the corresponding mesh is provided.
a reduced numerical diffusion of our method in comparison to the fully-implicit TPFA method. Therefore, the numerical diffusion causes the fully-implicit TPFA solution to yield a different detection time on the first two meshes, which can be properly reduced only on the finest mesh.

### 3.3. Anisotropic permeability

When incorporating realistic geological models, the numerical method has to be able to handle full-tensor permeabilities. This is investigated in the following example, which has been introduced in [37]. Let $R(\theta)$ denote the rotation matrix of angle $\theta$. Thus, the permeability (see Fig. 8, left) is defined as

$$K = 10^{-13} \cdot R(-\theta) \begin{pmatrix} 1000 & 0 \\ 0 & 10 \end{pmatrix} R(\theta) [m^2],$$

where the angle $\theta$ is equal to $45^\circ$ in the regions containing the wells, and alternates between $0^\circ$ and $90^\circ$ elsewhere. The problem domain is given as $\Omega = (0, 100)^2$. The penalty parameter in (7) is $\beta = 10$. The viscosities are again $\mu_w = 10^{-3} [Pa \cdot s]$ and $\mu_n = 5.7 \cdot 10^{-4} [Pa \cdot s]$. The flow is driven by the injection well $q^I$, located at the origin (0,0), and the production well $q^P$, located at the upper-right corner (100,100). The injection and production rates are given by

$$\int_{\Omega} q^I = \int_{\Omega} q^P = 0.1 [m^2/s],$$

and no flow boundary condition is imposed. Gravity is neglected. The porosity is chosen constant on the entire domain, $\phi = 0.2$. The relative permeabilities are chosen accordingly to (9) with $\lambda = 2$. The transport is simulated for $2.8 \cdot 10^3$ seconds. The solution at the end time is depicted in Fig. 8 where the domain has been discretized by $200 \times 200$ elements (middle) and by $400 \times 400$ elements (right). We notice that the anisotropy is well captured and the amount of numerical diffusion is negligible. Furthermore, the front propagation of the wetting phase is the same for both simulations.

---

**Figure 8.** On the left, the discontinuous anisotropic tensor and the positions of the injector and the producer are depicted. In the middle, the numerical solution on the coarse mesh is shown at end time, while on the right picture, the solution has been computed on a uniformly refined mesh.
3.4. Application to the three-dimensional SPE10 Benchmark. In the previous numerical tests, we tested the method developed in this paper for two-dimensional problems, where it was demonstrated that fronts are well captured by our method with less numerical diffusion compared to the standard fully-implicit TPFA method. In addition, it was shown that the scheme is also consistent for full anisotropic tensors. In the following example, we apply our method on a well-established three-dimensional problem with realistic geological data. The setting of this example is taken from the second problem of the SPE10 Benchmark [19]. The domain $\Omega$ is discretized by $60 \times 220 \times 85$ cells and has a size of $L_x \times L_y \times L_z = 365.76 \times 670.56 \times 51.816$ [m]. This yields the discretization sizes $dx = 6.096$ [m], $dy = 3.048$ [m] and $dz = 0.6096$ [m]. The permeability and porosity fields are depicted in Fig. 9. The model consists of two different geological formations: a shallow-marine Tarbert formation in the top 35 layers and a fluivial Upper-Ness formation in the bottom 50 layers. In the upper formation, the permeability is relatively smooth, while the bottom formation possesses a more heterogeneous structure, including channels. In both formations, the permeabilities are characterized by large variations of 8-12 orders of magnitude.

We are interested in validating our method in terms of front propagation, and therefore we consider a simplified version of the original SPE10 Benchmark problem. Here, we simulate a flow driven by a pressure gradient, i.e., we impose Dirichlet boundary condition on the following sets:

$$\Gamma_{D,\text{inj}} = \{(x, y, z) \in \partial\Omega : x < dx, y < dy\},$$

$$\Gamma_{D,\text{ext}} = \{(x, y, z) \in \partial\Omega : x > L_x - dx, y > L_y - dy\}.$$

On $\Gamma_{D,\text{inj}}$, we set $g_D = 6.8948 \cdot 10^7$ [Pa], while on $\Gamma_{D,\text{ext}}$, we impose $g_D = 2.7579 \cdot 10^7$ [Pa]. On the rest of the boundary $\partial\Omega \setminus (\Gamma_{D,\text{inj}} \cup \Gamma_{D,\text{ext}})$, no-flow condition is provided. Furthermore, we assume the wetting phase (water) infiltrates from $\Gamma_{D,\text{inj}}$, i.e., $S_w = 1$.

Viscosity for the wetting phase is $\mu_w = 3 \cdot 10^{-4}$ [Pa·s], and for the non-wetting phase (oil) is $\mu_n = 3 \cdot 10^{-3}$ [Pa·s]. The relative permeabilities are chosen accordingly to the quadratic law [10]. Initially, the domain is filled by the non-wetting phase. We choose a uniform time step of 10 days and the simulation runs until the water reaches the boundary $\Gamma_{D,\text{ext}}$.

The original mesh consists of 1,220,000 elements making it hard to solve sequentially the linear system obtained with the SWIPG method. Therefore, the solution has been computed on 35 processors, yielding a total number of 1,326,960 elements.

**Figure 9.** On the left, the porosity is shown, while on the middle and on the right, the permeabilities in $x$ and $z$ direction are depicted, where the $z$-axis points in the depth direction. Permeabilities are isotropic in the $x$ and $y$ direction, i.e. $K_x = K_y$ ($z$-direction scaled by 5).
which includes the overlapping elements. For visualization purposes the $z$-axis is scaled by a factor five in all figures showing the three-dimensional model domain. We obtained a detection time of 240 days for the water front. The wetting phase saturation at this time is shown in Fig. 10 on the right. On the left side of Fig. 10, the pressure field after the first time step is provided. As reference, a numerical solution is computed using a fully-implicit TPFA method. The reference solution yields a detection time of 250 days, which is in good agreement with the result obtained with our method (deviation of $\Delta t$). As in the two-dimensional heterogeneous problem from Sect. 3.2 the difference in the front propagation is caused by a higher numerical diffusion of the fully-implicit TPFA method.

**Figure 10.** On the left, the numerical solution of the pressure field for the SPE10 Benchmark is shown. On the right, saturation for the wetting phase is depicted over a threshold of 0.001 after 240 days ($z$-direction scaled by 5)

### 4. Final remarks

In this work, we have proposed an improved streamline approach for the fast simulation of incompressible two-phase flow in porous media for high-rate flooding scenarios, where capillary effects can be neglected. We have applied a sequential algorithm, where the pressure equation is solved by a DG method, while the system of one-dimensional Riemann problems along streamlines is solved using the front tracking method. The advantages of our method consist in combining the optimal approximation properties of the DG method with a fast and unconditionally stable solver for the transport equation. Furthermore, a parallel version of the algorithm for the streamline tracing on decomposed domains has been presented. A series of numerical tests for two- and three-dimensional problems has shown the reliability of the presented method in terms of flow front approximation. The reduced diffusivity of our method has also been shown in comparison to a standard fully-implicit TPFA method for different two-dimensional examples. Future work will include further improvements of the method in the direction of a better mass-conservation. An extension to non-cartesian grids will also be investigated, in order to include more complicated geometries.
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