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ABSTRACT. We show that the amenability of a group acting by homeomorphisms can be deduced from a certain local property of the action and recurrence of the orbital Schreier graphs. This applies to a wide class of groups, the amenability of which was an open problem, as well as unifies many known examples to one general proof. In particular, this includes Grigorchuk’s group, Basilica group, the full topological group of Cantor minimal system, groups acting on rooted trees by bounded automorphisms, groups generated by finite automata of linear activity growth, groups that naturally appear in holomorphic dynamics.

1. Introduction

M. Day introduced the class EG of elementary amenable groups in [Day57] as the class of all groups that can be constructed from finite and abelian using operations of passing to a subgroup, quotient, group extensions, and direct limits (the fact that the class of amenable groups is closed under these operations was already proved by J. von Neumann). He notes that at that time no examples of amenable groups that do not belong to the class EG were known.

The first example of an amenable group not belonging to EG was the Grigorchuk group of intermediate growth [Gri83]. An example of a group which can not be constructed from groups of sub-exponential growth (which, in some sense, can be also considered as an “easy case” of amenability) is the basilica group introduced in [GZ02]. Its amenability was proved in [BV05] using asymptotic properties of random walks on groups. These methods were then generalized in [BKN10] and [AAV13] for a big class of groups acting on rooted trees. The first examples of finitely generated infinite simple amenable groups (which also can not belong to EG) were constructed in [JM12].

A common feature of all known examples of non-elementary amenable groups is that they are defined as groups of homeomorphisms of the Cantor set (or constructed from such groups).

The aim of this paper is to show a general method of proving amenability for a wide class of groups acting on topological spaces. This class contains many new examples of groups, whose amenability was an open question. It also contains all of the mentioned above non-elementary amenable groups as simple examples.

We show that amenability of a group of homeomorphisms can be deduced from a combination of local topological information about the homeomorphisms and global information about the orbital Schreier graphs. Namely, we prove the following
amenability condition (see Theorem 3.1). If \( G \) is a group acting by homeomorphisms on a topological space \( X \), then by \([[G]]\) we denote the full topological group of the action, i.e., the group of all homeomorphisms \( h \) of \( X \) such that for every \( x \in X \) there exists a neighborhood of \( x \) such that restriction of \( h \) to that neighborhood is equal to restriction of an element of \( G \). For \( x \in X \) the group of germs of \( G \) at \( x \) is the quotient of the stabilizer of \( x \) by the subgroup of elements acting trivially on a neighborhood of \( x \).

**Theorem 1.1.** Let \( G \) and \( H \) be groups of homeomorphisms of a compact topological space \( X \), and \( G \) is finitely generated. Suppose that the following conditions hold.

1. The full group \([[H]]\) is amenable.
2. For every element \( g \in G \), the set of points \( x \in X \) such that \( g \) does not coincide with an element of \( H \) on any neighborhood of \( x \) is finite.
3. For every point \( x \in X \) the Schreier graph of the action of \( G \) on the orbit of \( x \) is recurrent.
4. For every \( x \in X \) the group of germs of \( G \) at \( x \) is amenable.

Then the group \( G \) is amenable. Moreover, the group \([[G]]\) is amenable.

A key tool of the proof of the theorem is the following fact (see Theorem 2.8).

**Theorem 1.2.** Let \( G \) be a finitely generated group acting on a set \( X \). If the graph of the action of \( G \) on \( X \) is recurrent, then there exists an \((\mathbb{Z}/2\mathbb{Z}) \wr \mathbb{Z} \)-invariant mean on \( \bigoplus_X \mathbb{Z}/2\mathbb{Z} \).

The last two sections of the paper are devoted to showing different examples of applications of Theorem 1.1. At first we consider the case when the group \([[H]]\) is locally finite. Examples of such groups \([[H]]\) are given by block-diagonal direct limits of symmetric groups defined by a Bratteli diagram. The corresponding groups \( G \) satisfying the conditions of Theorem 1.1 are generated by homeomorphisms of bounded type.

The class of groups generated by homeomorphisms of bounded type includes some known examples of non-elementary amenable groups (groups of bounded automata [BKN10] and topological full group of minimal homeomorphisms of the Cantor set [JM12]), as well as groups whose amenability was an open question (for instance groups of arbitrary bounded automorphisms of rooted trees).

The last section describes some examples of application of Theorem 1.1 in the case when \( H \) is not locally finite. For example, one can use Theorem 1.1 twice: prove amenability of \([[H]]\) using it, and then construct new amenable groups \( G \) using \( H \). This way one gets a simple proof of the main result of [AAV13]: that groups generated by finite automata of linear activity growth are amenable. Two other examples from Section 5 are new, and are groups naturally appearing in holomorphic dynamics. One is a holonomy group of the stable foliation of the Julia set of a Hénon map, the other is the iterated monodromy group of a mating of two quadratic polynomials.

**Acknowledgments.** We thank Omer Angel and Laurent Bartholdi for useful comments on a previous version of this paper.

2. **Amenable and recurrent \( G \)-sets**

2.1. **Amenable actions.**
Definition 2.1. Let $G$ be a discrete group. An action of $G$ on a set $X$ is said to be amenable if there exists an invariant mean on $X$. Here an invariant mean is a map $\mu$ from the set of all subsets of $X$ to $[0,1]$ such that $\mu$ is finitely additive, $\mu(X) = 1$, and $\mu(g(A)) = \mu(A)$ for all $A \subset X$ and $g \in G$.

A group $G$ is amenable if and only if its action on itself by left multiplication is amenable. Note that the above definition of amenability is different from another definition of amenability of an action, due to Zimmer, see [Zim84].

The following criteria of amenability are proved in the same way as the corresponding classical criteria of amenability of groups.

Theorem 2.2. Let $G$ be a discrete group acting on a set $X$. Then the following conditions are equivalent.

1. The action of $G$ on $X$ is amenable.
2. Reiter’s condition. For every finite subset $S \subset G$ and for every $\epsilon > 0$ there exists a non-negative function $\phi \in \ell^1(X)$ such that $\|\phi\|_1 = 1$ and $\|g \cdot \phi - \phi\|_1 < \epsilon$ for all $g \in S$.
3. Følner’s condition. For every finite subset $S \subset G$ and for every $\epsilon > 0$ there exists a finite subset $F \subset X$ such that $\sum_{g \in S} |gF \Delta F| < \epsilon |F|$.

Note that if $G$ is finitely generated, it is enough to check conditions (2) and (3) for one generating set $S$. If the conditions of (3) hold, then we say that $F$ is $(S, \epsilon)$-Følner set, and that $F$ is $\epsilon$-invariant with respect to the elements of $S$.

The following proposition is well known and follows from the fact that a group is amenable if and only if it admits an action which is amenable and Zimmer amenable, see [Rose].

Proposition 2.3. Let $G$ be a group acting on a set $X$. If the action is amenable and for every $x \in X$ the stabilizer $G_x$ of $x$ in $G$ is an amenable group, then the group $G$ is amenable.

2.2. Recurrent actions. Let $G$ be a finitely generated group acting transitively on a set $X$. Choose a measure $\mu$ on $G$ such that support of $\mu$ is a finite generating set of $G$ and $\mu(g) = \mu(g^{-1})$ for all $g \in G$. Consider then the Markov chain on $X$ with transition probability from $x$ to $y$ equal to $p(x,y) = \sum_{g \in G, g(x) = y} \mu(g)$.

The Markov chain is called recurrent if the probability of ever returning to $x_0$ after starting at $x_0$ is equal to 1 for some (and hence for every) $x_0 \in X$.

It is well known (see [Woe00] Theorems 3.1, 3.2) that recurrence of the described Markov chain does not depend on the choice of the measure $\mu$, if the measure is symmetric, and has finite support generating the group. We say that the action of $G$ on $X$ is recurrent if the corresponding Markov chain is recurrent. Every recurrent action is amenable, see [Woe00] Theorem 10.6].

For a finite symmetric generating set $S$ the Schreier graph $\Gamma(X,G,S)$ is the graph with the set of vertices identified with $X$, the set of edges is $S \times X$, where an edge $(s,x)$ connects $x$ to $s(x)$.

A transitive action of $G$ on $X$ is recurrent if and only if the simple random walk on the Schreier graph $\Gamma(X,G,S)$ is recurrent.

The following fact is also a corollary of [Woe00] Theorem 3.2.

Lemma 2.4. If the action of a finitely generated group $G$ on a set $X$ is recurrent, and $H < G$ is a subgroup, then the action of $H$ on every its orbit on $X$ is also recurrent.
Lemma 2.7. Let the following are equivalent:

1. There is a set which fixes \( \omega \) and \( \mu \) probability measure \( L \) and denote by \( \phi \) the pairing \( E,F \) for \( \mathcal{P} \) of sets. It is naturally isomorphic to the Cartesian product \( Z \) considered as abelian group with multiplication given by the symmetric difference \( X \) group acting transitively on a set \( A \) mean on \( 2 \) connected graph \( \Gamma \) of uniformly bounded degree with set \( x \) such that \( \bigcup_{n=1}^{\infty} F_n = V \), \( \partial F_n \) are disjoint subsets and

\[
\sum_{n \geq 1} \frac{1}{|\partial F_n|} = \infty,
\]

where \( \partial F_n \) is the set of vertices of \( F_n \) adjacent to the vertices of \( V \setminus F_n \). Then the simple random walk on \( \Gamma \) is recurrent.

We will also use a characterization of transience of a random walk on a locally finite connected graph \( (V,E) \) in terms of electrical network. The capacity of a point \( x_0 \in V \) is the quantity defined by

\[
cap(x_0) = \inf \left\{ \left( \sum_{(x,x') \in E} |a(x) - a(x')|^2 \right)^{1/2} \right\}
\]

where the infimum is taken over all finitely supported functions \( a : V \to \mathbb{C} \) with \( a(x_0) = 1 \). We will use the following

Theorem 2.6 ([Woe00], Theorem 2.12). The random walk on a locally finite connected graph \( (V,E) \) is transient if and only if \( \cap(x_0) > 0 \) for some (and hence for all) \( x_0 \in V \).

2.3. A mean on \( \bigoplus X Z_2 \) invariant with respect to \( Z_2 \setminus X G \). Let \( G \) be a discrete group acting transitively on a set \( X \). Let \( \{0,1\}^X \) be the set of all subsets of \( X \) considered as abelian group with multiplication given by the symmetric difference of sets. It is naturally isomorphic to the Cartesian product \( Z_2^X \), where \( Z_2 = \mathbb{Z}/2\mathbb{Z} \). The group \( G \) acts naturally on the group \( Z_2^X \) by automorphisms.

Denote by \( \mathcal{P}_f(X) \) the subgroup of \( Z_2^X = \{0,1\}^X \) which consists of all finite subsets of \( X \), i.e., the subgroup \( \bigoplus X Z_2 \) of \( Z_2^X \). It is obviously invariant under the action of \( G \).

Consider the restricted wreath product \( Z_2 \setminus X G \cong G \ltimes \mathcal{P}_f(X) \). Its action on \( \mathcal{P}_f(X) \) is given by the formula

\[
(g,E)(F) = g(E \Delta F)
\]

for \( E, F \in \mathcal{P}_f(X) \) and \( g \in G \).

The Pontryagin dual of \( \mathcal{P}_f(X) \) is the compact group \( Z_2^X \), with the duality given by the pairing \( \phi(E,\omega) = \exp(i\pi \sum_{j \in E} \omega_j), E \in \mathcal{P}_f(X), \omega \in Z_2^X \). Fix a point \( p \in X \) and denote by \( L_2(Z_2^X,\mu) \) the Hilbert space of functions on \( Z_2^X \) with the Haar probability measure \( \mu \). Denote by \( A_p = \{ (\omega_x)_{x \in X} \in Z_2^X : \omega_p = 0 \} \) be the cylinder set which fixes \( \omega_p \) as zero.

The following lemma was proved in [JM12, Lemma 3.1].

Lemma 2.7. Let \( G \) acts transitively on a set \( X \) and choose a point \( p \in X \). The following are equivalent:
Theorem 2.8. Let $S$ to p.i.r. means that space $L_f^2$ and $\sum_{m=1}^{\infty}a_m/\|f\|_2$ is an invariant mean giving full weight to the collection of sets containing $p$.

We say that a function $f \in L_2(\mathbb{Z}_2^X,\mu)$ is p.i.r. if it is a product of random independent variables, i.e., there are functions $f_x \in \mathbb{R}^{\mathbb{Z}_2}$ such that $f(\omega) = \prod_{x \in X} f_x(\omega_x)$. In other words, if we consider $L_2(\mathbb{Z}_2^X,\mu)$ as the infinite tensor power of the Hilbert space $L_2(\mathbb{Z}_2,m)$ with unit vector $1$, where $m(\{0\}) = m(\{1\}) = 1/2$, the condition p.i.r. means that $f$ is an elementary tensor in $L_2(\mathbb{Z}_2^X,\mu)$.

Theorem 2.8. Let $G$ be a finitely generated group acting transitively on a set $X$. There exists a sequence of p.i.r. functions $\{f_n\}$ in $L_2(\mathbb{Z}_2^X,\mu)$ that satisfy condition (i) in Lemma 2.7 if and only if the action of $G$ on $X$ is recurrent.

Proof. Denote by $(X,E)$ the Schreier graph of the action of $G$ on $X$ with respect to $S$. Suppose that the random walk on $(X,E)$ is recurrent. By Theorem 2.7 there exists $a_n = (a_{x,n})$, a sequence of finitely supported functions such that $\sum_{x \in X} |a_{x,n}| = 1$ and $\sum_{x \sim x'} |a_{x,n} - a_{x',n}|^2 \to 0$. Replacing all values $a_{x,n}$ that are greater than $1$ (smaller than 0) by 1 (respectively 0) does not increase the differences $|a_{x,n} - a_{x',n}|$, hence we may assume that $0 \leq a_{x,n} \leq 1$. For $0 \leq t \leq 1$ consider the unit vector $\xi_t \in L_2(\{0,1\},m)$

$$(\xi_t(0),\xi_t(1)) = (\sqrt{2}\cos(t\pi/4),\sqrt{2}\sin(t\pi/4)).$$

Define $f_{x,n} = \xi_1-a_{x,n}$ and $f_n = \bigotimes_{x \in X} f_{x,n}$. We have to show that $\langle gf_n, f_n \rangle \to 1$ for all $g \in \Gamma$. It is sufficient to show this for $g \in S$. Then

$$\langle gf_n, f_n \rangle = \prod_x (f_{x,n}, f_{gx,n}) = \prod_x \cos \frac{\pi}{4} (a_{x,n} - a_{gx,n}) \geq \prod_x e^{-\frac{\pi}{4} (a_{x,n} - a_{gx,n})^2} \geq e^{-\frac{\pi}{4} \sum_{x \sim x'} |a_{x,n} - a_{x',n}|^2}$$

and the last value converges to 1. We used that $\cos(x) \geq e^{-x^2}$ if $|x| \leq \pi/4$.

Let us prove the other direction of the theorem. Define the following pseudometric on the unit sphere of $L_2(\{0,1\},m)$ by

$$d(\xi, \eta) = \inf_{\omega \in \mathbb{C},|\omega| = 1} \|\omega \xi - \eta\| = \sqrt{2} - 2|\langle \xi, \eta \rangle|.$$

Assume that there is a sequence of p.i.r. functions $\{f_n\}$ in $L_2(\mathbb{Z}_2^X,\mu)$ that satisfy condition (i) of Lemma 2.7. Write $f_n(\omega) = \prod_{x \in X} f_{x,n}(\omega_x)$. We can assume that the product is finite. Replacing $f_{n,x}$ by $f_{n,x}/\|f_{n,x}\|$ we can assume that $\|f_{n,x}\|_{L_2(\mathbb{Z}_2,m)} = 1$. Define $a_{x,n} = d(f_{x,n},1)$. It is straightforward that $(a_{x,n})_{x \in X}$ has finite support and

$$\lim_n a_{x_0,n} = d(\sqrt{2} \delta_0,1) > 0.$$

Moreover for every $g \in G$

$$|\langle gf_n, f_n \rangle| = \prod_x |\langle f_{n,x}, f_{n,gx} \rangle| \leq \prod_x (1 - d(f_{n,x}, f_{n,gx})^2/2) \leq e^{-\sum_x d(f_{n,x}, f_{n,gx})^2/2},$$
3.1. Groupoids. Let $G$ be a group acting faithfully by homeomorphisms on a topological space $X$. A germ of the action is an equivalence class of pairs $(g, x) \in G \times X$, where two germs $(g_1, x_1)$ and $(g_2, x_2)$ are equal if and only if $x_1 = x_2$, and there exists a neighborhood $U$ of $x_1$ such that $g_1|_U = g_2|_U$. The set of all germs of the action of $G$ on $X$ is a groupoid. Denote by $o(g, x) = x$ and $t(g, x) = g(x)$ the origin and target of the germ. A composition $(g_1, x_1)(g_2, x_2)$ is defined if $g_2(x_2) = x_1$, and then it is equal to $(g_1g_2, x_2)$. The inverse of a germ $(g, x)$ is the germ $(g, x)^{-1} = (g^{-1}, g(x))$.

The groupoid of germs has a natural topology defined by the basis of open sets of the form $\{(g, x) : x \in U\}$, where $g \in G$ and $U \subset X$ is open. For a given groupoid $G$ of germs of an action on $X$, and for $x \in X$, the isotropy group, or group of germs $G_x$ is the group of all germs $\gamma \in G$ such that $o(\gamma) = t(\gamma) = x$. If $G$ is the groupoid of germs of the action of $G$ on $X$, then the isotropy group $G_x$ is the quotient of the stabilizer $G_x$ of $x$ by the subgroup of elements of $G$ that act trivially on a neighborhood of $x$.

The topological full group of a groupoid of germs $G$, denoted $\llbracket G \rrbracket$ is the set of all homeomorphisms $F : X \to X$ such that all germs of $F$ belong to $G$. The (orbital) Schreier graph $\Gamma(x, G)$ is the Schreier graph of the action of $G$ on the $G$-orbit of $x$.

3.2. Amenability of groups.

**Theorem 3.1.** Let $G$ be a finitely generated group of homeomorphisms of a topological space $X$, and $G$ be its groupoid of germs. Let $H$ be a groupoid of germs of homeomorphisms of $X$. Suppose that the following conditions hold.

1. The group $\llbracket H \rrbracket$ is amenable.
2. For every generator $g$ of $G$ the set of points $x \in X$ such that $(g, x) \notin H$ is finite. We say that $x \in X$ is singular if there exists $g \in G$ such that $(g, x) \notin H$.
3. For every singular point $x \in X$ the orbital Schreier graph $\Gamma(x, G)$ is recurrent.
4. The isotropy groups $G_x$ are amenable.

Then the group $G$ is amenable.

**Proof.** After replacing $H$ by $H \cap G$, we may assume that $H \subseteq G$. Let $S$ be a finite symmetric generating set of $G$. Let $\Sigma$ be the set of points $x \in X$ such that there exists $g \in S$ such that $(g, x) \notin H$. Let $V$ be the union of the $G$-orbits of the elements of $\Sigma$. By assumption every $G$-orbit is a union of a finite number of $H$-orbits. Since the set $\Sigma$ is finite, the set $V$ is a union of a finite number of $H$-orbits.

**Lemma 3.2.** The set $V$ contains all singular points of $X$. 

[...]

which by assumption goes to 1 for every $g \in S$. By definition of the Schreier graph and the triangle inequality for $d$,

$$
\sum_{(x,x') \in E} |a_{x,n} - a_{x',n}|^2 = \sum_{g \in S} \sum_{x} |a_{x,n} - a_{g_{x,n}}|^2 \leq \sum_{g \in S} \sum_{x} d(f_{x}, f_{g_{x}})^2 \to 0.
$$

This proves that $\text{cap}(x_0) = 0$ in $(X, E)$, and hence by Theorem 2 that the random walk on $(X, E)$ is recurrent. \qed
Proof. Let \( g = g_1 g_2 \cdots g_n \) be a representation of \( g \) as a product of generators \( g_i \in S \).

The germ \((g, x)\) is then equal to the product of germs
\[
(g_1, g_2 \cdots g_n(x)) \cdot (g_2, g_3 \cdots g_n(x)) \cdots (g_n, x)
\]
If all these germs belong to \( \mathcal{H} \), then \((g, x)\) belongs to \( \mathcal{H} \). Therefore, \((g, x) \notin \mathcal{H} \) only if \( x \in \Sigma \cup g_n^{-1} \Sigma \cup (g_{n-1} g_n)^{-1} \Sigma \cup \cdots (g_2 \cdots g_n)^{-1} \Sigma \).

Let \( A \subset V \) be an \( \mathcal{H} \)-orbit transversal. For every \( v \in V \) there exists a unique element \( A \) that belongs to the same \( \mathcal{H} \)-orbit as \( v \). Let us denote it by \( \alpha(v) \). Choose a germ \( \delta_v \in \mathcal{H} \) such that \( \alpha(\delta_v) = \alpha(v) \) and \( t(\delta_v) = v \). For \( g \in G \) and \( v \in V \) denote by \( g_v \) the element of \( G \) defined by
\[
g_v = \delta_{g^{-1}g(v)}(g, v)\delta_v,
\]
and note that it satisfies the cocycle relation \((gg')_v = g_{g'(v)}g_v\).

Let \( G|_A \) (resp. \( \mathcal{H}|_A \)) be the set of germs \( \gamma \in G \) (resp. \( \gamma \in \mathcal{H} \)) with the target and the origin in \( A \). Note that \( \mathcal{H}|_A \) is the disjoint union of the isotropy groups \( \mathcal{H}_a \) for \( a \in A \), and that \( g_v \in G|_A \) for all \( g \in G \) and \( v \in V \). Consider the quotient \( Z = G|_A / \mathcal{H}|_A \) of \( G|_A \) defined by the right action of \( \mathcal{H}|_A \), i.e., two germs \( \gamma_1, \gamma_2 \in G|_A \) are equivalent if there exists \( \gamma \in \mathcal{H} \) such that \( \gamma_2 = \gamma_1 \gamma \). Note that then \( t(\gamma_1) = t(\gamma_2) \) and \( \alpha(\gamma_1) = \alpha(\gamma_2) \), hence the maps \( t : Z \to A \) and \( o : Z \to A \) are well defined.

Let \( \mathcal{P} \) be the set of functions \( \phi : V \to Z \) such that \( t(\phi(v)) = \alpha(v) \) for all \( v \in V \) and of finite support, i.e., such that the values of \( \phi(v) \) are trivial (i.e., belong to \( \mathcal{H}_{\alpha(v)} \)) for all but a finite number of values \( v \in V \).

For \( \phi \in \mathcal{P} \), \( g \in G \) and \( v \in V \), define \( g(\phi)(v) = g_{g^{-1}v} \cdot (\phi(g^{-1}v)) \). By assumption 2 of the theorem, \( g(\phi) \) belongs to \( \mathcal{P} \) and this defines an action of \( G \) on \( \mathcal{P} \) by the cocycle relation.

**Proposition 3.3.** There exists a \( G \)-invariant mean on \( \mathcal{P} \).

Proof. If we decompose \( V = \bigcup_i V_i \) as a finite union of \( G \)-orbits, we get a decomposition of \( \mathcal{P} \) as a direct product of \( \mathcal{P}_i \) where \( \mathcal{P}_i \) are the restrictions of elements of \( \mathcal{P} \) to \( V_i \), and \( G \) acts diagonally. It is therefore enough to prove the proposition for the case when \( G \) acts transitively on \( V \).

For every pair of elements \( a, b \in A \), choose an element \( f_{a, b} \in G \) such that \( \alpha(f_{a, b}) = a \) and \( t(f_{a, b}) = b \). We also assume that \( f_{a, a} \) is the identity of \( G_a \). For every \( \gamma \in G|_A \) consider the element \( \tilde{\gamma} = f_{t(\gamma), \alpha(\gamma)} \gamma \in G_a \). We also denote by \( \tilde{\gamma} \) the induced map \( G|_A / \mathcal{H}|_A \to \bigcup_{a \in A} G_a / \mathcal{H}_a \).

For every \( \phi \in \mathcal{P} \), consider the map \( \psi : V \to \bigcup_{a \in A} G_a / \mathcal{H}_a \) defined by \( \psi(v) = \phi(v) \). The map \( \phi \mapsto \psi \) allows to identify \( \mathcal{P} \) with the set \( \tilde{\mathcal{P}} \) of functions \( \psi \) from \( V \) to \( \bigcup_{a \in A} G_a / \mathcal{H}_a \) such that \( \psi(v) = \mathcal{H}_{\alpha(v)} \) for all but finitely many \( v \).

One easily checks that the action of \( G \) on \( \tilde{\mathcal{P}} \) using this identification is given by
\[
(g \cdot \psi)(gv) = f_{\alpha(gv), \alpha(\psi(gv))} g_v f_{\alpha(v), \alpha(\psi(v))}^{-1} \psi(v),
\]
where \( g_v \) is given by \( f_{a, a} = 1 \). If the germ \((g, v)\) belongs to \( \mathcal{H} \), then \( \alpha(v) = \alpha(gv) \) and \( g_v \in \mathcal{H}_{\alpha(v)} \). If additionally \( \psi(v) \) is trivial (i.e. equal to \( \mathcal{H}_{\alpha(v)} \)), then so is \((g \cdot \psi)(gv)\) by our choice of \( f_{a, a} = 1 \).

By Lemma 2.7 and Theorem 2.8 there exists a \( G \)-invariant mean on \( \mathcal{P}_f(V) \) giving full weight to the collection of sets containing a given point \( p \in V \). Note that since the mean is \( G \)-invariant, finitely additive, and the action of \( G \) on \( V \) is transitive,
the mean gives full weight to the collection of sets containing any given finite subset of $V$. In particular, it gives full weight to the collection of sets containing $\Sigma$.

It follows then from Theorem 22 that for every $\epsilon > 0$ there exists a finite subset $F$ of $P(V)$ which is $\epsilon$-invariant under the action of elements of $S$, such that every element of $F$ contains $\Sigma$. Moreover, since $G$ preserves cardinalities of elements of $P(V)$, we can choose $F$ consisting of sets of the same cardinality $N$.

Fix $x_0 \in A$. Let us assume at first that $G_{x_0}/H_{x_0}$ is infinite. Let $R$ be the finite subset of $G_{x_0}$ defined by

$$R = \{f_{\alpha(v),x_0}g_vf_{\alpha(v),x_0}^{-1}, v \in \cup_{B \in F}B, g \in S\}.$$  

Since the group $G_{x_0}$ is amenable, for every $\epsilon > 0$ there exists a subset $F$ of $G_{x_0}/H_{x_0}$ such that $|\gamma N F| \leq \epsilon/N$ for all $\gamma \in R$. Since $G_{x_0}/H_{x_0}$ is infinite we may assume that $F$ does not contain the trivial element $H_{x_0}$.

Let $\tilde{F}$ be the set of functions $V \to \bigcup_{a \in A} G_{a}/H_{a}$ such that there exists $B \in F$ such that $\phi(v) = H_{\alpha(v)}$ for $v \notin B$, and $\phi(v) \in F$ for $v \in B$. Then $\tilde{F}$ is split into a disjoint union of sets $\tilde{F}_B$ of functions with support equal to $B \in F$. We use here the fact that $F$ does not contain the trivial element $H_{x_0}$ of $G_{x_0}/H_{x_0}$. For each $B \in F$ we have

$$|\tilde{F}_B| = |F|^{|B|} = |F|^N,$$

hence

$$|\tilde{F}| = |F|^N.$$  

The number of sets $B \in F$ such that $g(B) \notin F$ for some $g \in S$ is not larger than $\epsilon|F|$. It follows that the number of functions $\phi \in \tilde{F}$ with support equal to such sets is not larger than

$$\epsilon|F| \cdot |F|^{N-1} = \epsilon \cdot |\tilde{F}|.$$  

Let $g \in S$. Suppose that $B, g(B) \in F$, and let $\psi \in \tilde{F}_B$. Take $v \notin B$. Then $\psi(v) = H_{\alpha(v)}$, and by our assumption that $\Sigma \subset B$, $g_v \in H_{\alpha(v)}$. By 2 the support of $g(\psi)$ is therefore a subset of $g(B)$. It follows that $g(\psi)$ does not belong to $\tilde{F}$ if and only if there exists $v \in B$ such that $f_{\alpha(g(v),x_0)g_vf_{\alpha(v),x_0}^{-1}}\psi(v) \notin F$. It follows that the cardinality of the set of elements $\psi \in \tilde{F}_B$ such that $g(\psi) \notin \tilde{F}$ is at most

$$\sum_{v \in B} |f_{\alpha(g(v),x_0)g_vf_{\alpha(v),x_0}^{-1}}F \setminus F|^{|F|^{N-1}} < \epsilon|F|^N.$$  

It follows that the cardinality of the set of functions $\phi \in \tilde{F}$ such that $g(\phi) \notin \tilde{F}$ for some $g \in S$ is not greater than

$$(\epsilon + \epsilon \cdot |S|) \cdot |\tilde{F}|.$$  

Since $\epsilon$ is an arbitrary positive number, it follows that the action of $G$ on $P$ is amenable.

The case when $G_{x_0}/H_{x_0}$ is finite can be reduced to the infinite case, for instance, by the following trick. Replace $G_a$ by $G_a \times \mathbb{Z}$, and define $P$ as the set of maps $V \to \bigcup_{a \in A}(G_a \times \mathbb{Z})/H_a$ of finite support, where support is defined in the same way as before. Here $H_a$ is considered to be the subgroup of $G_a \times \{0\} < G_a \times \mathbb{Z}$. Define the action of $G$ on $P$ by the same formulae as the action of $G$ on $P$. Then, by the same arguments as above, there exists a $G$-invariant mean on
\[ \hat{\mathcal{P}} \] \)

The projection \( \prod_{a \in A} G_a \times \mathbb{Z} \rightarrow \prod_{a \in A} G_a \) induces a surjective G-equivariant map \( \hat{\mathcal{P}} \rightarrow \mathcal{P} \), which implies that \( \mathcal{P} \) has a G-invariant mean. \( \square \)

In order to prove amenability of \( G \), it remains to show that for every \( \phi \in \mathcal{P} \) the stabilizer \( G_\phi \) of \( \phi \) in \( G \) is amenable, see Proposition 2.3. We will use a modification of an argument of Y. de Cornulier from [10C13 Proof of Theorem 4.1.1]. Suppose that it is not amenable. It follows from Lemma 2.4 that for every stabilizer \( G \) to the kernel of this homomorphism, then all germs of \( H \):

By two sequences of finite sets \((V_i)_{i \geq 1}\) and \((s_i)_{i \geq 1}\), we interpret the sets \((V_i)_{i \geq 1}\) as sets of vertices of the diagram partitioned into levels. Then \( E_i \) is the set of edges connecting vertices of the neighboring levels \( V_i \) and \( V_{i+1} \). See [Bra72] for their applications in theory of \( C^* \)-algebras. A path of length \( n \), where \( n \) is a natural number or \( \infty \), in the diagram \( D \) is a sequence of edges \( e_i \in E_i \), \( 1 \leq i \leq n \), such that \( t(e_i) = s(e_{i+1}) \) for all \( i \). Denote by \( \Omega_n(D) = \Omega_n \) the set of paths of length \( n \). We will write \( \Omega \) instead of \( \Omega_\infty \).

The set \( \Omega \) is a closed subset of the direct product \( \prod_{i \geq 1} E_i \), and thus is a compact totally disconnected metrizable space. If \( w = (a_1, a_2, \ldots, a_n) \in \Omega_n \) is a finite path of \( D \), then we denote by \( w\Omega \) the set of all paths beginning with \( w \). Let \( w_1 = (a_1, a_2, \ldots, a_n) \) and \( w_2 = (b_1, b_2, \ldots, b_n) \) be elements of \( \Omega_n \) such that \( t(a_n) = t(b_n) \). Then for every infinite path \( (a_1, a_2, \ldots, a_n, e_{n+1}, \ldots) \), the sequence \( (b_1, b_2, \ldots, b_n, e_{n+1}, e_{n+2}, \ldots) \) is also a path. The map

\[
T_{w_1, w_2} : (a_1, a_2, \ldots, a_n, e_{n+1}, \ldots) \mapsto (b_1, b_2, \ldots, b_n, e_{n+1}, e_{n+2}, \ldots)
\]

is a homeomorphism \( w_1 \Omega \rightarrow w_2 \Omega \).

Denote by \( T_{w_1, w_2} \) the set of germs of the homeomorphisms \( T_{w_1, w_2} \). It is naturally identified with the set of all pairs \((e_i)_{i \geq 1}, (f_i)_{i \geq 1}\) \( \in \Omega^2 \) such that \( e_i = a_i \) and \( f_i = b_i \) for all \( 1 \leq i \leq n \), and \( e_i = f_i \) for all \( i > n \).

Let \( T(D) \) (or just \( T \)) be the groupoid of germs of the semigroup generated by the transformations of the form \( T_{w_1, w_2} \). It can be identified with the set of all pairs of cofinal paths, i.e., pairs of paths \((e_i)_{i \geq 1}, (f_i)_{i \geq 1}\) such that \( e_i = f_i \) for all

Remark. Note that since conditions on the elements of \( G \) in Theorem 3.1 are local, it follows from the theorem that \([G]\) is amenable if \( X \) is compact.

4. Homeomorphisms of Bounded Type

We start with description of groupoids \( \mathcal{H} \) such that the full group \( [\mathcal{H}] \) is locally finite, which is in some sense the simplest class of amenable groups. We will use then such groupoids as base for application of Theorem 3.1 and construction of non-elementary amenable groups.

4.1. Bratteli diagrams. A Bratteli diagram \( D = ((V_i)_{i \geq 1}, (E_i)_{i \geq 1}, \mathfrak{o}, \mathfrak{t}) \) is defined by two sequences of finite sets \((V_i)_{i=1,2,\ldots}\) and \((E_i)_{i=1,2,\ldots}\), and sequences of maps \( \mathfrak{o} : E_i \rightarrow V_i, \mathfrak{t} : E_i \rightarrow V_{i+1} \). We interpret the sets \( V_i \) as sets of vertices of the diagram partitioned into levels. Then \( E_i \) is the set of edges connecting vertices of the neighboring levels \( V_i \) and \( V_{i+1} \). See [Bra72] for their applications in theory of \( C^* \)-algebras. A path of length \( n \), where \( n \) is a natural number or \( \infty \), in the diagram \( D \) is a sequence of edges \( e_i \in E_i \), \( 1 \leq i \leq n \), such that \( t(e_i) = \mathfrak{o}(e_{i+1}) \) for all \( i \).

Denote by \( \Omega_n(D) = \Omega_n \) the set of paths of length \( n \). We will write \( \Omega \) instead of \( \Omega_\infty \).

The set \( \Omega \) is a closed subset of the direct product \( \prod_{i \geq 1} E_i \), and thus is a compact totally disconnected metrizable space. If \( w = (a_1, a_2, \ldots, a_n) \in \Omega_n \) is a finite path of \( D \), then we denote by \( w\Omega \) the set of all paths beginning with \( w \). Let \( w_1 = (a_1, a_2, \ldots, a_n) \) and \( w_2 = (b_1, b_2, \ldots, b_n) \) be elements of \( \Omega_n \) such that \( t(a_n) = t(b_n) \). Then for every infinite path \( (a_1, a_2, \ldots, a_n, e_{n+1}, \ldots) \), the sequence \( (b_1, b_2, \ldots, b_n, e_{n+1}, e_{n+2}, \ldots) \) is also a path. The map

\[
T_{w_1, w_2} : (a_1, a_2, \ldots, a_n, e_{n+1}, \ldots) \mapsto (b_1, b_2, \ldots, b_n, e_{n+1}, e_{n+2}, \ldots)
\]

is a homeomorphism \( w_1 \Omega \rightarrow w_2 \Omega \).

Denote by \( T_{w_1, w_2} \) the set of germs of the homeomorphisms \( T_{w_1, w_2} \). It is naturally identified with the set of all pairs \( ((e_i)_{i \geq 1}, (f_i)_{i \geq 1}) \) \( \in \Omega^2 \) such that \( e_i = a_i \) and \( f_i = b_i \) for all \( 1 \leq i \leq n \), and \( e_i = f_i \) for all \( i > n \).

Let \( T(D) \) (or just \( T \)) be the groupoid of germs of the semigroup generated by the transformations of the form \( T_{w_1, w_2} \). It can be identified with the set of all pairs of cofinal paths, i.e., pairs of paths \( (e_i)_{i \geq 1}, (f_i)_{i \geq 1} \) such that \( e_i = f_i \) for all
i big enough. The groupoid structure coincides with the groupoid structure of an equivalence relation: the product \((w_1, w_2) \cdot (w_3, w_4)\) is defined if and only if \(w_2 = w_3\), and then it is equal to \((w_1, w_4)\). Here \(o(w_1, w_2) = w_2\) and \(t(w_1, w_2) = w_1\). It follows from the definition of topology on a groupoid of germs that topology on \(\mathcal{T}\) is given by the basis of open sets of the form \(\mathcal{T}_{w_1, w_2}\). We call \(\mathcal{T}\) the tail equivalence groupoid of the Bratteli diagram \(D\). More on the tail equivalence groupoids, their properties, and relation to \(C^*\)-algebras, see [ER06].

Let us describe the topological full group \([][\mathcal{T}][]\). By compactness of \(\Omega\), for every \(g \in [[\mathcal{T}]]\) there exists \(n\) such that for every \(w_1 \in \Omega_n\) there exist a path \(w_2 \in \Omega_n\) such that \(g(w) = \mathcal{T}_{w_1, w_2}(w)\) for all \(w \in w_1\Omega\). Then we say that depth of \(g\) is at most \(n\). For every \(v \in V_{n+1}\) denote by \(\Omega_v\) the set of paths \(w \in \Omega_n\) ending in \(v\). Then the group of all elements \(g \in [[\mathcal{T}]]\) of depth at most \(n\) is naturally identified with the direct product \(\prod_{v \in V_{n+1}} \text{Symm}(\Omega_v)\) of symmetric groups on the sets \(\Omega_v\). Namely, if \(g = (\pi_v)_{v \in V_{n+1}} \in \prod_{v \in V_{n+1}} \text{Symm}(\Omega_v)\) for \(\pi_v \in \text{Symm}(\Omega_v)\), then \(g\) acts on \(\Omega\) by the rule \(g(w_0 w) = \pi_v(w_0) w\), where \(w_0 \in \Omega_v\) and \(w_0 w \in \Omega\). Let us denote the group of elements of \([[[\mathcal{T}]]]]\) of depth at most \(n\) by \([[[\mathcal{T}]]]]_{n}\). We obviously have \([[[\mathcal{T}]]]]_{n} \leq [[[[\mathcal{T}]]]]_{n+1}\) and \([[[\mathcal{T}]]] = \bigcup_{n \geq 1} [[[\mathcal{T}]]]_n\). In particular, \([[[\mathcal{T}]]]\) is locally finite (i.e., every its finitely generated subgroup is finite).

The embedding \([[[\mathcal{T}]]]]_n \hookrightarrow [[[\mathcal{T}]]]]_{n+1}\) is block diagonal with respect to the direct product decompositions \(\prod_{v \in V_{n+1}} \text{Symm}(\Omega_v)\) and \(\prod_{v \in V_{n+2}} \text{Symm}(\Omega_v)\). For more on such embeddings of direct products of symmetric and alternating groups and their inductive limits see [LP05, LN07].

### 4.2. Homeomorphisms of bounded type

Let \(D\) be a Bratteli diagram. Recall that we denote by \(\Omega_v\), where \(v\) is a vertex of \(D\), the set of paths of \(D\) ending in \(v\) (and beginning in a vertex of the first level of \(D\)), and by \(w\Omega\) we denote the set of paths whose beginning is a given finite path \(w\).

**Definition 4.1.** Let \(F : \Omega \to \Omega\) be a homeomorphism. For \(v \in V\), denote by \(\alpha_v(F)\) the number of paths \(w \in \Omega_v\) such that \(F|_{w\Omega}\) is not equal to a transformation of the form \(T_{w, u}\) for some \(u \in \Omega_v\).

The homeomorphism \(F\) is said to be of bounded type if \(\alpha_v(F)\) is uniformly bounded and the set of points \(w \in \Omega\) such that the germ \((F, w)\) does not belong to \(\mathcal{T}\) is finite.

It is easy to see that the set of all homeomorphisms of bounded type form a group.

**Theorem 4.2.** Let \(D\) be a Bratteli diagram. Let \(G\) be a group acting faithfully by homeomorphisms of bounded type on \(\Omega(D)\). If the groupoid of germs of \(G\) has amenable isotropy groups, then the group \(G\) is amenable.

**Proof.** It is enough to prove the theorem for finitely generated groups \(G\). Since \([[[\mathcal{T}]]]\) is locally finite, it is amenable. Therefore, by Theorem [3.1] applied with \(\mathcal{H} = \mathcal{T} \cap \mathcal{G}\), where \(\mathcal{G}\) is the groupoid of germs of \(G\), it is enough to prove that the orbital Schreier graphs of the action of \(G\) on \(\Omega\) are recurrent.

Let \(w \in \Omega\), and let \(S\) be a finite generating set of \(G\). Consider the Schreier graph of the orbit \(G(w)\) of \(w\). For \(F \subset G(w)\) denote by \(\partial_S F\) the set of elements \(x \in F\) such that \(g(x) \notin F\) for some \(g \in S\).

**Lemma 4.3.** There exists an increasing sequence of finite subsets \(F_n \subset G(w)\) such that \(\partial_S F_n\) are disjoint and \(|\partial_S F_n|\) is uniformly bounded.
Proof. The orbit $G(w)$ is the union of a finite number of $T$-orbits. Let $P \subset \Gamma(S, w)$ be a $T$-orbit transversal. For $u = (e_i)_{i \geq 1} \in P$ denote by $F_{n, u}$ the set of paths of the form $(a_1, a_2, \ldots, a_n, e_{n+1}, e_{n+2}, \ldots)$. It is a finite subset of $G(w)$. Let $F_n = \bigcup_{u \in P} F_{n, u}$. Then $\bigcup_{n \geq 1} F_n = G(w)$.

Let $s \in S$. The number of paths $v = (a_1, a_2, \ldots, a_n, e_{n+1}, e_{n+2}, \ldots) \in F_{n, u}$ such that $s(v) \notin F_{n, u}$ is not greater than $\alpha_0(e_{n+1})(s)$, see Definition 4.4. It follows that $|\partial_S F_n|$ is not greater than $|P| \cdot |S| \cdot \max \{\alpha_e(s) : s \in S, v \in \bigcup V_i\}$, which is finite. We can assume that $\partial_S F_n$ is disjoint by taking a subsequence.

Applying Theorem 2.2 we conclude that the graph $\Gamma(S, w)$ is recurrent. Note that this proof of recurrence of the graphs of actions of homeomorphisms of bounded type is essentially the same as the proof of [Bon07, Theorem V.24].

In the remaining subsections, we give some examples of applications of Theorem 4.2.

4.3. Groups acting on rooted trees and bounded automata. Let us start with the case when the Bratteli diagram $D$ is such that every level $V_i$ contains only one vertex. Then the diagram is determined by the sequence $X = (E_1, E_2, \ldots)$ of finite sets of edges. We will denote $\Omega_n = E_1 \times E_2 \times \cdots \times E_n$ by $X^n$, and $\Omega = \prod_{i=1}^{\infty} E_i$ by $X^\omega$. The disjoint union $X^\ast = \bigsqcup_{n \geq 0} X^n$, where $X^0$ is a singleton, has a natural structure of a rooted tree. The sets $X^n$ are its levels, and two paths $v_1 \in X^n$ and $v_2 \in X^{n+1}$ are connected by an edge if and only if $v_2$ is a continuation of $v_1$, i.e., if $v_2 = v_1 e$ for some $e \in E_{n+1}$.

We present here a short overview of the notions and results on groups acting on level-transitive rooted trees. For more details, see [GNS00, Section 6] and [Nek10]. Denote by $\text{Aut} X^\ast$ the automorphism group of the rooted tree $X^\ast$. The tree $X^\ast$ is level-transitive, i.e., $\text{Aut} X^\ast$ acts transitively on each of the levels $X^n$. Denote by $X^\ast(n)$ the tree of finite paths of the “truncated” diagram defined by the sequence $X^\ast(n) = (E_{n+1}, E_{n+2}, \ldots)$.

For every $g \in \text{Aut} X^\ast$ and $v \in X^n$ there exists an automorphism $g|_v \in \text{Aut} X^\ast(n)$ such that
\[
g(vw) = g(v)g|_v(w)
\]
for all $w \in X^\ast(n)$. The automorphism $g|_v$ is called the section of $g$ at $v$.

We have the following obvious properties of sections:

\[
(4) \quad (g_1g_2)|_v = g_1|_{g_2(v)}g_2|_v, \quad g|_{v_1v_2} = g|_{v_1}|_{v_2}
\]
for all $g_1, g_2, g \in \text{Aut} X^\ast, v, v_1 \in X^\ast, v_2 \in X^\ast(n)$, where $n$ is the length of $v_1$.

The relation between groups acting on rooted trees and the corresponding full topological groups of groupoids of germs is much closer that in the general case of groupoids acting by homeomorphisms on the Cantor set.

Proposition 4.4. Let $G$ be a group acting on a locally connected rooted tree $X^\ast$. Let $G$ be the groupoid of germs of the corresponding action on the boundary $X^\omega$ of the tree. Then $[[G]]$ is amenable if and only if $G$ is amenable.

Proof. Since $G \subseteq [[G]]$, amenability of $[[G]]$ implies amenability of $G$. Let us prove the converse implication. Suppose that $G$ is amenable. It is enough to prove that every finitely generated subgroup of $[[G]]$ is amenable. Let $S \subseteq [[G]]$ be a finite set. There exists a level $X^n$ of the tree $X^\ast$ such that for every $v \in X^n$ and $g_i$ restriction of the action of $g_i$ onto $vX^\ast(n)$ is equal to restriction of an element of $G$. Then every
element $g \in S$ permutes the cylindrical sets $vX^*_n$ for $v \in X^n$ and acts inside each of these sets as an element of $G$. It follows that $\langle S \rangle$ contains a subgroup of finite index which can be embedded into the direct product of a finite number of quotients of subgroups of $G$. Consequently, amenability of $G$ implies amenability of $\langle S \rangle$. □

**Definition 4.5.** An automorphism $g \in \text{Aut}X^*$ is said to be *finitary* of *depth* at most $n$ if all sections $g|_v$ for $v \in X^n$ are trivial.

It is an easy corollary of (4) that the set of finitary automorphisms and the set of finitary automorphisms of depth at most $n$ are groups. The latter group is finite, hence the group of all finitary automorphisms of $X^*$ is locally finite. It is also easy to see that the groupoid of germs of the action of the group of finitary automorphisms on $X^\omega$ coincides with the tail equivalence groupoid $T$ of the diagram $D$.

**Definition 4.6.** Let $g \in \text{Aut}X^*$. Denote by $\alpha_n(g)$ the number of paths $v \in X^n$ such that $g|_v$ is non-trivial. We say that $g \in \text{Aut}X^*$ is *bounded* if the sequence $\alpha_n(g)$ is bounded.

If $g \in \text{Aut}X^*$ is bounded, then there exists a finite set $P \subset \Omega$ of infinite paths such that $g|_v$ is non-finitary only if $v$ is a beginning of some element of $P$.

The following is proved in [Nek10, Theorem 3.3].

**Theorem 4.7.** Let $G$ be a group of automorphisms of a locally finite rooted tree $T$. If $G$ contains a non-abelian free subgroup, then either there exists a free non-abelian subgroup $F \leq G$ and a point $w$ of the boundary $\partial T$ of the tree such that the stabilizer of $w$ in $F$ is trivial, or there exists $w \in \partial T$ and a free non-abelian subgroup of the group of germs $G_w$.

In particular, if the orbits of the action of $G$ on $\partial T$ have sub-exponential growth, and the groups of germs $G_w$ do not contain free subgroups (e.g., if they are finite), then $G$ does not contain a free subgroup. We get therefore the following corollary of Theorems 4.5 and 4.6 (The proof of the fact that there is no freely acting subgroup of $G$ under conditions of Theorem 4.8 is the same as the proof of [Nek10, Theorem 4.4], and also follow from Lemma 4.3).

**Theorem 4.8.** Let $G$ be a subgroup of the group of bounded automorphisms of $X^*$.  

(1) If the isotropy groups $G_w$ are amenable, then the group $G$ is amenable.  
(2) If the isotropy groups $G_w$ have no free subgroups, then the group $G$ has no free subgroups.

In many cases it is easy to prove that the groups of germs $G_w$ are finite. Namely, the following proposition is straightforward (see also the proof of [Nek10, Theorem 4.4]).

**Proposition 4.9.** Suppose that the sequence $|E_1|$ is bounded. Let $G$ be a group generated by bounded automorphisms of $X^*$. If for every generator $g$ of $G$ there exists a number $n$ such that the depth of every finitary section $g|_v$ is less than $n$, then the groups of germs $G_w$ for $w \in X^\omega$ are locally finite. Consequently, the group $G$ is amenable.

Amenability of groups satisfying the conditions of Proposition 4.9 answers a question posed in [Nek10]. Below we show some concrete examples of groups satisfying the conditions of Proposition 4.9.
4.3.1. Finite automata of bounded activity growth.

**Definition 4.10.** Suppose that the sequence $X = (E_1, E_2, \ldots) = (X, X, \ldots)$ is constant, so that $X^{(n)}$ does not depend on $n$. An automorphism $g \in \text{Aut} X^*$ is finite-state if the set $\{g_v : v \in X^*\} \subset \text{Aut} X^*$ is finite.

The sequence $\alpha_n(g)$ from Definition 4.6 for finite-state automorphisms was studied by S. Sidki in [Sid00]. He showed that it is either bounded, or grows either as a polynomial of some degree $d \in \mathbb{N}$, or grows exponentially (in fact, he showed that the series $\sum_{n \geq 0} \alpha_n(g)x^n$ is rational). For each $d$ the set $P_d(X^*)$ of automorphisms of $X^*$ for which $\alpha_n(g)$ grows as a polynomial of degree at most $d$ is a subgroup of $\text{Aut} X^*$. He showed later in [Sid04] that these groups of automata of polynomial activity growth do not contain free non-abelian subgroups.

For different examples of subgroups of the groups of finite automata of bounded activity, see [BKN10, Section 1.D] and references therein.

It is easy to see that finite-state bounded automorphisms of the tree $X^*$ satisfy the conditions of Proposition 4.9. This proves, therefore, the following.

**Theorem 4.11.** The groups of finite automata of bounded activity growth are amenable.

This theorem is the main result of the paper [BKN10]. It was proved there by embedding all finitely generated groups of finite-state bounded automorphisms into a sequence of self-similar “mother groups” $M_d$, and then using self-similarity structure on $M_d$ and studying entropy of the random walk on $M_d$. Similar technique was applied in [AAV13] to prove that the group of automata with at most linear activity growth is also amenable. We will prove this fact later using Theorem 4.1.

One of examples of groups generated by finite automata of bounded activity growth is the Grigorchuk group [Gri80]. It is the first example of a group of intermediate growth, and also the first example of a non-elementary amenable group. It was used later to construct the first example of a finitely presented non-elementary amenable group in [Gri98]. An uncountable family of generalizations of the Grigorchuk group were studied in [Gri85]. They all satisfy the conditions of Proposition 4.9, and all have sub-exponential growth.

Another example is the Basilica group, which is the iterated monodromy group of the complex polynomial $z^2 - 1$, and is generated by two automorphisms $a, b$ of the binary rooted tree given by the rules

$$a(0v) = 1v, \quad a(1v) = 0b(v),$$
$$b(0v) = 0v, \quad b(1v) = 1a(v).$$

It is easy to see that $\alpha_n(a)$ and $\alpha_n(b)$ are equal to 1 for all $n$, therefore, by Proposition 4.9, the Basilica group is amenable.

It was defined for the first time in [GZ02] as a group defined by a three-state automaton. The authors showed that this group has no free subgroups, and asked if it is amenable. They also showed that this group can not be constructed from groups of sub-exponential growth using elementary operations preserving amenability (it is not sub-exponentially amenable). Amenability of the Basilica group was proved, using self-similarity and random walks, in [BV05]. It follows from the results of [Nek05] and Theorem 4.11 that iterated monodromy groups of sub-hyperbolic polynomials are amenable.
4.3.2. Groups of Neumann-Segal type. The conditions of Definition 4.10 are very restrictive. In particular, the set of all finite-state automorphisms of $X^*$ is countable, whereas the set of all bounded automorphisms is uncountable. There are many interesting examples of groups generated by bounded but not finite-state automorphisms of $X^*$. For example, the groups from the uncountable family of Grigorchuk groups $[\text{Gri85}]$ are generated by bounded automorphisms of the binary rooted trees. They are of sub-exponential growth.

An uncountable family of groups of non-uniformly exponential growth was constructed in $[\text{Bri09}]$. All groups of the family (if the degrees of the vertices of the tree are bounded) satisfy the conditions of Proposition 4.9, hence are amenable. Amenability of these groups were proved in $[\text{Bri09}]$ using the techniques of $[\text{BV05}]$.

Other examples are given by a construction used by P. Neumann in $[\text{Neu86}]$ and D. Segal in $[\text{Seg01}]$.

Let us describe a general version of D. Segal’s construction. Let $(G_i, X_i), i = 0, 1, \ldots$, be a sequence of groups acting transitively on finite sets $X_i$. Let $a_{i,j} \in G_i$ for $1 \leq j \leq k$ be sequences of elements such that $a_{i,1}, a_{i,2}, \ldots, a_{i,k}$ generate $G_i$. Choose also points $x_i, y_i \in X_i$. Define the automorphisms $\alpha_{i,j}, \beta_{i,j}, i = 0, 1, \ldots, k$ of the tree $X_{(j)}$ for the sequence $X_{(j)} = (X_i, X_{i+1}, \ldots)$ given by the following recurrent rules:

$$
\alpha_{i,j}(xw) = a_{i,j}(x)w,
$$

$$
\beta_{i,j}(xw) = \begin{cases} 
  x_i \beta_{i+1,j}(w) & \text{if } x = x_i, \\
  y_i \alpha_{i+1,j}(w) & \text{if } x = y_i, \\
  xw & \text{otherwise,}
\end{cases}
$$

where $w \in X_{(j+1)}$ and $x \in X_i$.

**Proposition 4.12.** The group $G = \langle \alpha_{0,1}, \ldots, \alpha_{0,k}, \beta_{0,1}, \ldots, \beta_{0,k} \rangle$ is amenable if and only if the group generated by the sequences $(a_{1,j}, a_{2,j}, \ldots) \in \prod_{i=1}^{\infty} G_i$, for $j = 1, \ldots, k$, is amenable.

**Proof.** The group generated by the sequences $(a_{1,j}, a_{2,j}, \ldots)$ is isomorphic to the group generated by $\beta_{0,1}, \beta_{0,2}, \ldots, \beta_{0,k}$. Consequently, if this group is non-amenable, then $G$ is non-amenable too.

The automorphisms $\alpha_{i,j}$ are finitary. All sections of $\beta_{i,j}$ are finitary except for the sections in finite beginnings of the sequence $x_i x_{i+1} \ldots$. It follows that $\beta_{i,j}$ are bounded, and the groups of germs the action of $G$ on $X^\omega$ are isomorphic to the group of germs of $G$ at the point $x_0 x_1 \ldots$. It also follows from the description of the sections that the group of germs of $G$ at $x_0 x_1 \ldots$ is a quotient of $\langle \beta_{0,1}, \beta_{0,2}, \ldots, \beta_{0,k} \rangle$.

Then Theorem 4.8 finishes the proof. $\blacksquare$

The examples considered by P. Neumann in $[\text{Neu86}]$ are similar, but they are finite-state, so their amenability follows from Theorem 4.11. The main examples of D. Segal $[\text{Seg01}]$ are non-amenable (they are constructed for $G_i$ equal to $\text{PSL}(2, p_i)$ for an increasing sequence of primes $p_i$).

A. Woryna in $[\text{Wor11}]$ and E. Fink in $[\text{Fin12}]$ consider the case when $G_i$ are cyclic groups (of variable order). A. Woryna uses the corresponding group $G$ to compute the minimal size of a topological generating set of the profinite infinite wreath product of groups $G_i$. E. Fink shows that if the orders of $G_i$ grow sufficiently fast, then the group $G$ is of exponential growth, but does not contain free subgroups. Proposition 4.12 immediately implies that such groups are amenable (for any sequence of cyclic groups).
I. Bondarenko used in [Bon10] the above construction in the general case to study number of topological generators of the profinite infinite wreath product of permutation groups.

4.3.3. Iterated monodromy groups of polynomial iterations. Two uncountable families of groups generated by bounded automorphisms were studied in [Nek07] in relation with holomorphic dynamics. Let us describe one of them. For a sequence \( w = x_1 x_2 \ldots x_i \in \{0, 1\} \) define \( s(w) = x_2 x_3 \ldots \), and let \( \alpha_w, \beta_w, \gamma_w \) be automorphisms of \( \{0, 1\}^* \) defined by

\[
\begin{align*}
\alpha_w(0v) &= 1v, \\
\alpha_w(1v) &= 0, \\
\gamma_w(0v) &= 0v, \\
\gamma_w(1v) &= 1v, \\
\beta_w(0v) &= 0\alpha_{s(w)}(v), \\
\beta_w(1v) &= 1\beta_{s(w)}(v),
\end{align*}
\]

if \( x_1 = 0 \), and

\[
\begin{align*}
\beta_w(0v) &= 0v, \\
\beta_w(1v) &= 1\alpha_{s(w)}(v),
\end{align*}
\]

if \( x_1 = 1 \), where \( s(w) = x_2 x_3 \ldots \).

The automorphisms \( \alpha_w, \beta_w, \gamma_w \) are obviously bounded. Note that \( \alpha_w, \beta_w, \gamma_w \) are finite-state if and only if \( w \) is eventually periodic. It is easy to see that the groups of germs of the action of the group \( R_w = \langle \alpha_w, \beta_w, \gamma_w \rangle \) on the boundary of the binary tree are trivial. Therefore, it follows from Theorem 4.3 that the groups \( G_w \) are amenable.

It is shown in [Nek07] that the sets of isomorphism classes of groups \( R_w \), for \( w \in \{0, 1\}^2 \) are countable, and that the map \( w \mapsto R_w \) is a homeomorphic embedding of the Cantor space of infinite binary sequences into the space of three-generated groups.

The groups \( R_w \) are iterated monodromy groups of sequences of polynomials of the form \( f_n(z) = 1 - \frac{z^n}{p_n} \), where \( p_n \in \mathbb{C} \) satisfy \( p_n = 1 - \frac{1}{p_{n+1}} \), \( n = 0, 1, \ldots \). In general, let \( f_1, f_2, \ldots \) be a sequence of complex polynomials seen as maps

\[
\mathbb{C} \xleftarrow{f_1} \mathbb{C} \xleftarrow{f_2} \mathbb{C} \xleftarrow{f_3} \ldots
\]

Denote by \( P_n \) the union of the sets of critical values (i.e., values at critical points) of the polynomials \( f_n \circ f_{n+1} \circ \cdots \circ f_{n+k} \) for all \( k \geq 0 \). Note that \( P_{n+1} \subseteq f_n^{-1}(P_n) \).

We say that the sequence is post-critically finite if the set \( P_1 \) is finite. In this case, we get a sequence of covering maps

\[
M_1 \xleftarrow{f_1} M_2 \xleftarrow{f_2} M_3 \xleftarrow{f_3} \ldots
\]

where \( M_1 = \mathbb{C} \setminus P_1 \) and \( M_n = (f_1 \circ \cdots \circ f_{n-1})^{-1}(M_1) \). Choose a basepoint \( t \in M_1 \), and consider the fundamental group \( \pi_1(M_1, t) \).

The disjoint union

\[
T = \{t\} \cup \bigcup_{n \geq 1} (f_1 \circ \cdots \circ f_n)^{-1}(t)
\]

has a natural structure of a rooted tree, where \( t \) is the root, and a vertex \( z \in (f_1 \circ \cdots \circ f_n)^{-1}(t) \) is connected to \( f_n(z) \in (f_1 \circ \cdots \circ f_{n-1})^{-1}(t) \).

The fundamental group \( \pi_1(M_1, t) \) acts on each level of the tree by the monodromy action. Taken together, these actions become an action of \( \pi_1(M_1, t) \) on the tree \( T \) by automorphisms. Denote by \( IMG(f_1, f_2, \ldots) \) the quotient of \( \pi_1(M_1, t) \) by the kernel of the action. This group is called the iterated monodromy group of the sequence. For example, Basilica group is the iterated monodromy group of the constant sequence \( f_n(z) = z^2 - 1. \) Here \( P_1 = \{0, -1\} \). Iterated monodromy groups
of such sequences of polynomials were studied in the article [Nek09]. The following
statement is a direct corollary of its results.

Proposition 4.13. Suppose that $|P_n|$ is a bounded sequence. Then there exists an
isomorphism of the tree $T$ with a tree $X^*$ conjugating $IMG(f_1, f_2, \ldots)$ with a group
acting on $X^*$ by bounded automorphisms.

It is also not hard to understand the structure of the groups of germs of the
action of $IMG(f_1, f_2, \ldots)$ on the boundary of the tree. In particular, one can show
for many sequences (using Proposition 4.9) that they are finite.

Example 4.14. Consider an arbitrary sequence $f_n(z)$, $n \geq 0$, such that $f_n(z) = z^2$
or $f_n(z) = 1 - z^2$. Then the sequence is post-critically finite with the post-critical
sets $P_n$ subsets of $\{0, 1\}$. The iterated monodromy group of such a sequence is
generated by automorphisms $a_w, b_w$, for some sequence $w = x_1 x_2 \ldots \in \{0, 1\}^\infty$,
where

$$a_w(0v) = 1v, \quad a_w(1v) = 0b_s(w)(v), \quad b_w(0v) = 0v, \quad b_w(1v)1a_s(w)(v),$$

if $x_1 = 0$, and

$$a_w(0v) = 1v, \quad a_w(1v) = 0a_s(w)(v), \quad b_w(0v) = 0v, \quad b_w(1v)1b_s(w)(v),$$

otherwise. All these groups are amenable by Proposition 4.9.

4.4. Bratteli-Vershik transformations and minimal homeomorphisms. A
Bratteli-Vershik diagram is a Bratteli diagram $D = \bigl( (V_n)_{n \geq 1}, (E_n)_{n \geq 1}, \sigma, \tau \bigr)$ together
with a linear order on each of the sets $t^{-1}(v)$, $v \in \bigcup_{n \geq 2} V_n$. A path $v \in \Omega_n$, for
$n = 1, 2, \ldots, \infty$, is said to be minimal (resp. maximal) if it consists only of minimal
(resp. maximal) edges. Note that for every vertex $v \in \bigcup_{n \geq 1} V_n$ of a Bratteli-
Vershik diagram there exist unique maximal and minimal paths $v_{\max}, v_{\min} \in \Omega_v$.
Let $(e_1, e_2, \ldots) \in \Omega$ be a non-maximal path in the diagram. Let $n$ be the smallest
index such that $e_n$ is non-maximal. Let $e_n'$ be the next edge after $e_n$ in $t^{-1}(t(e_n))$,
and let $(e_1', e_2', \ldots, e_{n-1}')$ be the unique minimal path in $\Omega_{\sigma(e_n')}$. Define then

$$a(e_1, e_2, \ldots) = (e_1', e_2', \ldots, e_{n-1}', e_n, e_{n+1}, e_{n+2}, \ldots).$$

The map $a$ is called the adic transformation of the Bratteli-Vershik diagram.

The adic transformation is a continuous map from the set of non-maximal elements of $\Omega$ to $\Omega$. In fact, it is easy to see that it is a homeomorphism from the set
of non-maximal paths to the set of non-minimal paths. The inverse map is the adic
transformation defined by the opposite ordering of the diagram. If the diagram has
a unique maximal and a unique minimal infinite paths, then we can extend $a$ to a
homeomorphism $\Omega \to \Omega$ by mapping the maximal path to the minimal path.

The following theorem is proved in [HPS02].

Theorem 4.15. Every minimal homeomorphism of the Cantor set (i.e., a homeo-
 morphism for which every orbit is dense) is topologically conjugate to the adic
transformation defined by a Bratteli-Vershik diagram.

See also [Med06] where Vershik-Bratteli diagrams are used to describe aperiodic
homeomorphisms, i.e., homeomorphisms without finite orbits.

It follows directly from the definition of the adic transformation $a$ that $\alpha_w(a) = 1$
for every vertex $v$ of the diagram, and that germs of $a$ belong to $T$ for all points
$w \in \Omega$ except for the unique maximal path. It is also obvious that the $a$ has no
fixed points, hence the groups of germs of the group generated by \( a \) are trivial. Using Theorem 4.12, we get a proof of following result of [JMT2] by K. Juschenko and N. Monod.

**Theorem 4.16.** Let \( a \) be a minimal homeomorphism of the Cantor set. Then the topological full group of the groupoid of germs of \( \langle a \rangle \) is amenable.

It follows from the results of [Med06] that the same result is true for all aperiodic homeomorphisms of the Cantor set. Theorem 4.10 provides the first examples of simple finitely generated amenable groups. In fact, there are uncountably many pairwise non-isomorphic full groups of minimal homeomorphisms of the Cantor set, see [JMT2].

### 4.4.1. One-dimensional tilings

Adic transformations and subgroups of their full groups naturally appear in the study of one-dimensional aperiodic tilings, see [BJS10]. We present here one example, called Fibonacci tiling.

Consider the endomorphism \( \psi \) of the free monoid \( \langle a, b \rangle \) defined by \( a \mapsto ab, \quad b \mapsto a \). Then \( \psi^n(a) \) is beginning of \( \psi^{n+1}(a) \), so that we can pass to the limit, and get a right-infinite sequence

\[
\psi^\infty(a) = abaababaabaababaabaababaabaababaababaababaababaab\ldots
\]

Let \( F \) be the set of bi-infinite sequences \( w \in \{a, b\}^\mathbb{Z} \) over the alphabet \( \{a, b\} \) such that every finite subword of \( w \) is a sub-word of \( \psi^\infty(a) \). The set \( F \) is obviously invariant under the shift, which we will denote by \( \tau \). Here the shift acts by the rule

\[
\cdots x_{-2} x_{-1} x_0 x_1 \cdots \mapsto \cdots x_{-1} x_0 x_1 x_2,
\]

where dot shows the place between the coordinate number -1 and coordinate number 0.

Every letter \( b \) in a sequence \( w \in F \) is uniquely grouped with the previous letter \( a \). Replace each group \( ab \) by \( a \), and each of the remaining letters \( a \) by \( b \). Denote the new sequence by \( \sigma(w) = \cdots y_{-2} y_{-1} y_0 y_1 \ldots \), so that \( y_0 \) corresponds to the group that contained \( x_0 \). It follows from the definition of \( F \) that \( \sigma(w) \in F \).

**Symbol** \( \alpha(w) \) of a sequence \( \cdots x_{-2} x_{-1} x_0 x_1 \ldots \in F \) is an element of \( \{a_0, a_1, b\} \) defined by the following conditions:

1. \( \alpha(w) = a_0 \) if \( x_{-1} x_0 = aa \);
2. \( \alpha(w) = a_1 \) if \( x_{-1} x_0 = ba \);
3. \( \alpha(w) = b \) if \( x_0 = b \).

**Itinerary** of \( w \in F \) is the sequence \( \alpha(w) \alpha(\sigma(w)) \alpha(\sigma^2(w)) \ldots \). We have the following description of \( F \), which easily follows from the definitions.

**Proposition 4.17.** A sequence \( w \in F \) is uniquely determined by its itinerary. A sequence \( x_1 x_2 \ldots \in \{a_0, a_1, b\}^\infty \) is an itinerary of an element of \( F \) if and only if \( x_{i+1} x_{i+2} x_{i+3} \in \{a_0 a_1 a_0 a_1 b, ba_0, ba_1\} \). The shift \( \tau \) acts on \( F \) in terms of itineraries by the rules:

\[
\tau(a_0 w) = bw, \quad \tau(b w) = a_1 \tau(w)
\]

\[
\tau(a_1 w) = \begin{cases} 
\beta \tau(w) & \text{if } w \text{ starts with } a_0, \\
\alpha \tau(w) & \text{if } w \text{ starts with } b,
\end{cases}
\]

Restrictions \( \tau_{a_0}, \tau_{a_1}, \tau_{b} \) of \( \tau \) to the cylindrical sets of sequences starting with \( a_0, a_1, b \), respectively, generate a self-similar inverse semigroup in the sense of [Nek06]. The range of each of these transformations does not intersect with the domain.
Therefore, we may define homeomorphisms $\alpha_0, \alpha_1, \beta$ equal to transformations $\tau_{a_0} \cup \tau_{a_0}^{-1}, \tau_{a_1} \cup \tau_{a_1}^{-1}, \tau_b \cup \tau_b^{-1}$ extended identically to transformations of the space $F$.

It is easy to see that the orbital Schreier graphs of the action of the group $\langle \alpha_0, \alpha_1, \beta \rangle$ on $F$ coincide with the corresponding two-sided sequences. Namely, the Schreier graph of a point $x_0 x_1 x_2 \ldots$ is isomorphic to a chain of vertices $(\ldots, w_0, w_1, \ldots)$, where $w_0 = w$, and the edge $(w_i, w_{i+1})$ corresponds to the generator $\alpha_0, \alpha_1$, or $\beta$ if and only if $x_{i-1} x_i$ is equal to $aa, ba$, or $ab$, respectively. It follows from Theorem 4.16 that the group $\langle \alpha_0, \alpha_1, \beta \rangle$ is amenable.

4.5. **An example related to the Penrose tilings.** Consider isosceles triangles formed by two diagonals and a side, and two sides and a diagonal of a regular pentagon. Mark their vertices by white and black dots, and orient one of the sides as it is shown on Figure 1.

A Penrose tiling is a tiling of the plane by such triangles obeying matching rules: if two triangles have a common vertex, then this vertex must be marked by dots of the same color; if two triangle have a common side, then either they both are not oriented, or they are both oriented and orientations match.

One can show, just considering all possible sufficiently big finite Penrose tilings, that tiles of any Penrose tilings can be grouped into blocks as on Figure 1. The blocks are triangles similar to the original tiles (with similarity coefficient $(1 + \sqrt{5})/2$), and the new tiles also form a Penrose tiling, which we call inflation of the original tiling.

Given a Penrose tiling with a marked tile, consider the sequence of iterated inflations of the tiling, where in each tiling the tile containing the original marked tile is marked. Let $x_1 x_2 \ldots$ be the corresponding itinerary, where $x_i \in \{a, b, c\}$ is the letter describing position of the marked tile of the $(i-1)$st inflation in the tile of the $i$th inflation according to the rule shown on Figure 1. A sequence is an itinerary of a marked Penrose tiling if and only if it does not contain a subword $ba$.

More on the inflation and itineraries of the Penrose tilings, see [GSS07].

Given a marked Penrose tiling with itinerary $w = x_1 x_2 \ldots$, denote by $L(w)$, $S(w)$, $M(w)$ the itineraries of the same tiling in which a neighboring tile is marked, where the choice of the neighbor is shown on Figure 1. One can show by considering sufficiently big finite patches of the Penrose tilings (see also [BGN03, Nek02]) that the transformations $L$, $S$, and $M$ on the space of itineraries is given by the rules

\[
S(aw) = cw, \quad S(bw) = bS(w), \quad S(cw) = aw, \quad L(cw) = cL(w),
\]

\[
L(aw) = \begin{cases} 
bs(w) & \text{if } w \text{ starts with } a, \\
AM(w) & \text{otherwise},
\end{cases} \quad L(bw) = \begin{cases} 
bs(w) & \text{if } w \text{ starts with } b, \\
AS(w) & \text{if } w \text{ starts with } c,
\end{cases}
\]

\[
M(aw) = aL(w), \quad M(bw) = cw, \quad M(cw) = \begin{cases} 
cM(w) & \text{if } w \text{ starts with } a, \\
bw & \text{otherwise}.
\end{cases}
\]
Figure 2. A part of the Schreier graph of \( \langle L', S', M' \rangle \)

The orbital Schreier graphs of the action of the group \( \langle L, S, M \rangle \) coincide then with the graphs dual to the Penrose tilings (except in the exceptional cases when the tilings have a non-trivial symmetry group; then the dual graphs are finite coverings of the Schreier graphs).

Let us redefine the transformations \( L, S, M \), trivializing the action on some cylindrical sets, so that in some cases they correspond to moving the marking to a neighboring tile, but sometimes they correspond to doing nothing. Namely, define new transformations \( L', S', M' \) by the rules.

\[
S'(aw) = cw, \quad S'(bw) = bM'(w), \quad S'(cw) = aw,
\]

\[
L'(aw) = \begin{cases} 
  bS'(w) & \text{if } w \text{ starts with } a, \\
  aw & \text{otherwise},
\end{cases}
\]

\[
L'(bw) = \begin{cases} 
  bS'(w) & \text{if } w \text{ starts with } b, \\
  aS'(w) & \text{if } w \text{ starts with } c,
\end{cases}
\]

\[
L'(cw) = cL'(w),
\]

\[
M'(aw) = aw, \quad M'(bw) = cw, \quad M'(cw) = \begin{cases} 
  cM'(w) & \text{if } w \text{ starts with } a, \\
  bw & \text{otherwise}.
\end{cases}
\]

Then the Schreier graphs of \( \langle L', S', M' \rangle \) are subgraphs of the graphs dual to the Penrose tilings. A piece of such Schreier graph is shown on Figure 2.

It is easy to see that \( M' \), and hence \( S' \) are finitary. It follows that \( L' \) is bounded. Further analysis shows that the groups of germs are finite, hence the group \( \langle L', S', M' \rangle \) is amenable.

5. Unbounded examples

In the previous section we applied Theorem 3.1 in the case when the full group \( [[H]] \) is locally finite. Here we present some other examples of applications of Theorem 3.1.
5.1. Linearly and quadratically growing automata. Recall that $P_d(X)$, for $d = 1, 2, \ldots$, denotes the group of finite-state automorphisms $g$ of $X^*$ such that $\alpha_n(g)$ is bounded by a polynomial of degree $d$. In particular, $P_1(X)$ is the group of finite-state automorphisms of linear activity growth. Here $\alpha_n(g)$, as before, is the number of words $v$ of length $n$ such that $|v| \neq 1$.

For example, consider the group generated by the following two transformations $a : n \mapsto n + 1$, \quad $b : 2^m(2k + 1) \mapsto 2^m(2k + 3)$, \quad $b(0) = 0$,

where $n, k, m \in \mathbb{Z}$ and $m \geq 0$.

The Schreier graph of this action, and the orbital Schreier graphs of the associated group acting on a rooted tree were studied in [BH05, BCSDN12].

The following theorem was proved in [AAV13]. We present here a short proof based on Theorem 3.3.

**Theorem 5.1.** For every finite alphabet $X$ the group $P_1(X)$ is amenable.

**Proof.** Let us study the groups of germs of finitely generated subgroups of $P_d(X)$. Let $S$ be a finite subset of $P_d(X)$, and $G = \langle S \rangle$. We may assume that $S$ is state-closed, i.e., that $g \mid_x \in S$ for all $x \in X$ and $g \in S$. Replacing $X$ by $X^N$ for some integer $N$, we may assume that the elements of $S$ satisfy the following condition. For every element $g \neq 1$ of the form $g = h \mid_x$, for $h \in S$ and $x \in X$, there exists a unique letter $x_g \in X$ such that $g \mid_{x_g} = g$, for all other letters $x \in X$ the section $g \mid_x$ has degree of activity growth lower than that of $g$ (in particular, it is finitary if $g$ is bounded and trivial if $g$ is finitary). This fact follows from the structure of automata of polynomial activity growth [Sid00], see also [BKN10, proof of Theorem 3.3].

In particular, it follows that for every $g \in P_d(X)$ the set of points $w \in X^\omega$ such that the germ $(g, w)$ is not a germ of an element of $P_{d-1}(X)$ is finite.

Let $w = x_1x_2 \ldots \in X^\omega$, and consider the isotropy group $G_w$ of the groupoid of germs of $G$. Denote by $\Phi$ be the set of all eventually constant sequences. If $w$ does not belong to $\Phi$, our assumptions on $S$ imply that the germ $(g, w)$ of every $g \in S$ (and hence every $g \in G$) belongs to the groupoid of germs of the finitary group. This implies that $G_w$ is trivial. Assume now that $w$ belongs to $\Phi$, say $x_n = x$ for all $n$ large enough. The sequence $g_{|x_1x_2\ldots x_n}$ is eventually constant for every $g \in S$ (and hence in $G$ by (H)). In particular if $g \in G$ fixes $w$, then for all $y \neq x$ the sequence $g_{|x_1x_2\ldots x_ny}$ is eventually constant and belongs to $P_{d-1}(X)$. We therefore get a homomorphism from the stabilizer of $w$ in $G$ into the wreath product $P_{d-1}(X) \wr \text{Symm}(X \setminus \{x\})$ with kernel the elements of $G$ that act trivially on a neighborhood of $w$. This shows that $G_w$ embeds in $P_{d-1}(X) \wr \text{Symm}(X \setminus \{x\})$.

Now Theorem 3.1 shows that the amenability of $G$ will follow from amenability of $P_{d-1}(X)$ and recurrence of the orbital Schreier graphs of $G$. We have proved in Theorem 3.11 that $P_0(X)$ is amenable. Let us prove amenability of finitely generated subgroups of $P_1(X)$, i.e., amenability of $P_1(X)$.

If $w_0 \notin \Phi$, then $w_0$ is not singular in the sense of Theorem 3.11, i.e., germs of elements of $P_1(X)$ at $w_0$ are equal to germs of some elements of $P_0(X)$.

We therefore only have to show that the action of $G$ on the orbit of an element $w_0 \in \Phi$ is recurrent. Let $F_n \subset \Phi$ be the set of all sequences $w = x_1x_2\ldots \in X^\omega$ in the $G$-orbit of $w_0$ such that $x_i = x_j$ for all $i, j > n$. Suppose that $w \in \partial_S F_n$ for $n > 1$. Then $w = vx^\omega$ for some $|v| = n$ and $x \in X$, and there exists $g \in S$ such
that $g(w) \notin F_n$, i.e., $g_{|\nu}(x^\omega)$ is not a constant sequence. This implies that $g_{|\nu} \neq 1$, and $g_{|\nu x} \neq g_{|\nu}$, hence $g_{|\nu x}$ is bounded. Then either $g_{|\nu}(x^\omega)$ is of the form $y_1y^\omega$, for $y_1, y \in X$; or $g_{|\nu xx}$ is finitary, so that $g_{|\nu}(x^\omega)$ is of the form $y_1y_2y_3x^\omega$, for $y_i \in X$. It follows that $|\partial_S F_n| \leq |X|\sum_{g \in S} \alpha_n(g)$ and that every element of $g(\partial_S F_n)$ for $g \in S$, belongs to $F_{n+3}$. Then $\partial_S F_{3n}$ are disjoint, $\cup_n F_n = G(\omega_0)$ and $|\partial_S F_{3n}|$ is bounded from above by a linear function, which implies by Theorem 2.3 that the Schreier graph of $G$ on the orbit of $\omega_0$ is recurrent. □

Note that arguments of the proof of Theorem 5.1 imply the following.

**Theorem 5.2.** If $G \leq P_2(X)$ is a finitely generated group with recurrent Schreier graphs of the action on $X^\omega$, then $G$ is amenable.

It was announced in [AV11] that the Schreier graphs of the “mother group” of automata of quadratic activity growth are recurrent. This implies, by Theorem 5.2 that these groups are amenable, which in turn implies amenability of $P_2(X)$ for every finite alphabet $X$.

On the other hand, it is shown in [AV11] that the Schreier graphs of some groups generated by automata of growth of activity of degree greater than 2 are transient.

### 5.2. Holonomy groups of Hénon maps

A Hénon map is a polynomial map $f : \mathbb{C}^2 \rightarrow \mathbb{C}^2$ given by

$$f(x, y) = (x^2 + c - ay, x),$$

where $a, c \in \mathbb{C}$, $a \neq 0$. Note that $f$ is invertible, and its inverse is $f^{-1}(x, y) = (y, (y^2 + c - x)/a)$.

For a given Hénon map $f$, let $K_+$ (resp. $K_-$) be the set of points $p \in \mathbb{C}^2$ such that $f^n(p)$ is bounded as $n \rightarrow +\infty$ (resp. as $n \rightarrow -\infty$). Let $J_+$ and $J_-$ be the boundaries of $K_+$ and $K_-$, respectively. The Julia set of $f$ is the set $J_+ \cap J_-$. In some cases the Hénon map is hyperbolic on a neighborhood of its Julia set, i.e., the Julia set can be decomposed locally into a direct product such that $f$ is expanding one and contracting the other factors of the decomposition. The contracting direction will be totally disconnected. See [Ish08, Ish09] for examples and more detail. In this case we have a naturally defined holonomy pseudogroup of the contracting direction of the local product decomposition of the Julia set. Fixing a subset $C$ of the contracting direction homeomorphic to the Cantor set, we can consider the group $H_C$ of all homeomorphisms of $C$ belonging to the holonomy pseudogroup, or a subgroup of $H_C$ such that its groupoid of germs coincides with the holonomy groupoid. General theory of holonomy pseudogroups of hyperbolic Hénon maps (also their generalizations of higher degree) is developed in [Ish13].

One example of computation of the holonomy groupoid is given in [Oli98]. It corresponds to the Hénon maps with parameter values $a = 0.125$, $c = -1.24$.

The corresponding group acts by homeomorphisms on the space $\{0, 1\}^\omega$ of binary infinite sequences, and is generated by transformations $\alpha, \beta, \gamma, \tau$, defined by the
following recurrent rules:

\[
\begin{align*}
\alpha(0w) &= 1\alpha^{-1}(w), & \alpha(1w) &= 0\beta(w), \\
\beta(0w) &= 1\gamma(w), & \beta(1w) &= 0\tau(w), \\
\gamma(00w) &= 11\tau^{-1}(w), & \gamma(11w) &= 00\tau(w), \\
\gamma(10w) &= 10w, & \gamma(01w) &= 01w, \\
\tau(0w) &= 1w, & \tau(1w) &= 0\tau(w).
\end{align*}
\]

Note that \( G = \langle \alpha, \beta, \gamma, \tau \rangle \) does not act by homeomorphisms on the tree \( \{0,1\}^\omega \).

The recurrent rules follow from the automaton shown on [Oli98, Figure 3.8].

It is easy to check that the generators \( \alpha, \beta \) have linearly growing activity (i.e., the sequence from Definition 4.3 for these homeomorphisms are bounded by a linear function). The generators \( \gamma, \tau \) are of bounded type. The groups of germs of \( G \) are trivial. Therefore, Theorem 3.1 applied for \( \mathcal{H} \) equal to the groupoid of germs of \( \langle \gamma, \tau \rangle \) shows that \( G \) is amenable.

5.3. Mating of two quadratic polynomials. Let \( f(z) = z^2 + c = z^2 - 0.2282 \ldots + 1.1151 \ldots i \) be the quadratic polynomial such that \( f^3(0) \) is a fixed point of \( f \). It is easy to see that the last condition means that \( c \) is a root of the polynomial \( x^3 + 2x^2 + 2x + 2 \). Let us compactify the complex plane \( \mathbb{C} \) by a circle at infinity (adding points of the form \( +\infty \cdot e^{i\theta} \)) and extend the action of \( f \) to the obtained disc \( \mathbb{D} \) so that \( f \) acts on circle at infinity by angle doubling. Take two copies of \( \mathbb{D} \) with \( f \) acting on each of them, and then glue them to each other along the circles at infinity using the map \( +\infty \cdot e^{i\theta} \mapsto +\infty \cdot e^{-i\theta} \). We get then a branched self-covering \( F \) of a sphere. This self-covering is a Thurston map, i.e., orbit of every critical point of \( F \) (there are two of them in this case) are finite. For more about this map in particular, its relation to the paper-folding curve, and for the general mating procedure, see [Mil04].

The iterated monodromy group of \( F \) was computed in [Nek08]. It is generated by the following five automorphisms of the binary tree \( \{0,1\}^\omega \):

\[
\begin{align*}
a(0w) &= 1w, & a(1w) &= 0w, \\
b &= (1, a), & b' &= (cc'abb', 1), \\
c &= (c, b), & c' &= (c', b'),
\end{align*}
\]

where \( g = (g_0, g_1) \) means that \( g(0w) = 0g_0(w) \) and \( g(1w) = 1g_1(w) \).

It is shown in [Nek08] that the subgroup generated by \( a, B = bb', \) and \( C = cc' \) has a subgroup of index two isomorphic to \( \mathbb{Z}^2 \). In particular, it is amenable, and Schreier graphs of its action on \( \{0,1\}^\omega \) are recurrent. It is also shown (see [Nek08 Proposition 6.3]) that the Schreier graphs of the whole group \( \text{IMG}(F) = \langle a, b, c, b', c' \rangle \) coincide with the Schreier graphs of the virtually abelian subgroup \( H = \langle a, B, C \rangle \).

Namely, if \( b(v) \neq v, b'(v) \neq v, c(v) \neq v, \) or \( c'(v) \neq v, \) then \( b(v) = B(v), b'(v) = B(v), c(v) = C(v), \) or \( c'(v) = C(v) \), respectively. A picture showing how the Schreier graph of \( \langle a, b, c \rangle \) is embedded into the Schreier graph of \( H \) can be found in [Nek08 Figure 15].

It follows from the definition of the generators of \( \text{IMG}(F) \) that all germs of \( b \) and \( b' \) belong to the groupoid of germs \( \mathcal{H} \) of \( H \). Consequently, all germs of \( c \) and \( c' \) except for the germ at the point \( 000 \ldots \) belong to \( \mathcal{H} \). It follows from Theorem 3.1 and Proposition 4.3 that the group \( \text{IMG}(F) \) is amenable.
REFERENCES

[AAV13] Gideon Amir, Omer Angel, and B´alint Vir´ag, Amenability of linear-activity automaton groups, Journal of the European Mathematical Society 15 (2013), no. 3, 705–730.

[AV11] Gideon Amir and Balint Virag, Positive speed for high-degree automaton groups, (preprint, arXiv:1102.4979), 2011.

[BCSDN12] Ievgen Bondarenko, Tullio Ceccherini-Silberstein, Alfredo Donno, and Volodymyr Nekrashevych, On a family of Schreier graphs of intermediate growth associated with a self-similar group, European J. Combin. 33 (2012), no. 7, 1408–1421.

[BGN03] Laurent Bartholdi, Rostislav Grigorchuk, and Volodymyr Nekrashevych, From fractal groups to fractal sets, Fractals in Graz 2001. Analysis – Dynamics – Geometry – Stochastics (Peter Grabner and Wolfgang Woess, eds.), Birkhäuser Verlag, Basel, Boston, Berlin, 2003, pp. 25–118.

[BH05] Itai Benjamini and Christopher Hoffman, ω-periodic graphs, Electron. J. Combin. 12 (2005), Research Paper 46, 12 pp. (electronic).

[BJS10] Jean Bellissard, Antoine Julien, and Jean Savinien, Tiling groupoids and Bratteli diagrams, Ann. Henri Poincaré 11 (2010), no. 1-2, 69–99. MR 2658985 (2011g:37036)

[BKN10] Laurent Bartholdi, Vadim Kaimanovich, and Volodymyr Nekrashevych, On amenability of automaton groups, Duke Mathematical Journal 154 (2010), no. 3, 575–598.

[Bon07] Ievgen Bondarenko, Groups generated by bounded automata and their Schreier graphs, PhD dissertation, Texas A&M University, 2007.

[Bon10] Ievgen V. Bondarenko, Finite generation of iterated wreath products, Arch. Math. (Basel) 95 (2010), no. 4, 301–308.

[Bra72] Ola Bratteli, Inductive limits of finite-dimensional C∗-algebras, Transactions of the American Mathematical Society 171 (1972), 195–234.

[Bri09] J´er´emie Brieussel, Amenability and non-uniform growth of some directed automorphism groups of a rooted tree, Math. Z. 263 (2009), no. 2, 265–293.

[BV05] Laurent Bartholdi and B´alint Vir´ag, Amenability via random walks, Duke Math. J. 130 (2005), no. 1, 39–56.

[Day57] Mahlon M. Day, Amenable semigroups, Illinois J. Math. 1 (1957), 509–544.

[dC13] Yves de Cornulier, Groupes pleins-topologiques, d’aprs Matui, Juschenko, Monod, . . ., (written exposition of the Bourbaki Seminar of January 19th, 2013, available at http://www.normalesup.org/~cornulier/plein.pdf), 2013.

[ER06] R. Exel and J. Renault, AF-algebras and the tail-equivalence relation on Bratteli diagrams, Proc. Amer. Math. Soc. 134 (2006), no. 1, 193–206 (electronic).

[Fin12] Elisabeth Fink, A finitely generated branch group of exponential growth without free subgroups, (preprint arXiv:1207.6548), 2012.

[GS00] Rostislav I. Grigorchuk, Volodymyr V. Nekrashevich, and Vitalii I. Sushchanskii, Automata, dynamical systems and groups, Proceedings of the Steklov Institute of Mathematics 231 (2000), 128–203.

[Gri80] Rostislav I. Grigorchuk, On Burnside’s problem on periodic groups, Functional Anal. Appl. 14 (1980), no. 1, 41–43.

[Gri83] Rostislav I. Grigorchuk, Milnor’s problem on the growth of groups, Sov. Math., Dokl. 28 (1983), 23–26.

[Gri85] Rostislav I. Grigorchuk, Degrees of growth of finitely generated groups and the theory of invariant means, Math. USSR Izv. 25 (1985), no. 2, 259–300.

[Gri98] An example of a finitely presented amenable group that does not belong to the class EC, Mat. Sh. 189 (1998), no. 1, 79–100.

[GS87] Branko Grünbaum and Geoffrey C. Shephard, Tilings and patterns, W. H. Freeman and Company, New York, 1987.

[GZ02] Rostislav I. Grigorchuk and Andrzej Zuk, On a torsion-free weakly branch group defined by a three state automaton, Internat. J. Algebra Comput. 12 (2002), no. 1, 223–246.

[HPS92] Richard H. Herman, Ian F. Putnam, and Christian F. Skau, Ordered Bratteli diagrams, dimension groups, and topological dynamics, Internat. J. Math. 3 (1992), 827–864.
Yutaka Ishii, Hyperbolic polynomial diffeomorphisms of \( \mathbb{C}^2 \). I. A non-planar map, Adv. Math. 218 (2008), no. 2, 417–464.

Yutaka Ishii, Hyperbolic polynomial diffeomorphisms of \( \mathbb{C}^2 \). II. Hubbard trees, Adv. Math. 220 (2009), no. 4, 985–1022.

Yutaka Ishii, Hyperbolic polynomial diffeomorphisms of \( \mathbb{C}^2 \). iii: Iterated monodromy groups, (preprint), 2013.

Kate Juschenko and Nicolas Monod, Cantor systems, piecewise translations and simple amenable groups, (preprint, arXiv:1204.2132), 2012.

Y. Lavrenyuk and V. Nekrashevych, On classification of inductive limits of direct products of alternating groups, Journal of the London Mathematical Society 75 (2007), no. 1, 146–162.

Felix Leinen and Orazio Puglisi, Some results concerning simple locally finite groups of 1-type, Journal of Algebra 287 (2005), 32–51.

K. Mackenzie, Lie groupoids and Lie algebroids in differential geometry, London Mathematical Society Lecture Note Series, vol. 124, Cambridge University Press, Cambridge, 1987.

Konstantin Medynets, Cantor aperiodic systems and Bratteli diagrams, C. R. Math. Acad. Sci. Paris 342 (2006), no. 5, 847–879.

A minimal Cantor set in the space of 3-generated groups, Geometriae Dedicata 124 (2007), no. 2, 153–190.

Symbolic dynamics and self-similar groups, Mathematical Surveys and Monographs, vol. 117, Amer. Math. Soc., Providence, RI, 2005.

Self-similar inverse semigroups and Smale spaces, International Journal of Algebra and Computation 16 (2006), no. 5, 849–874.

Self-similar groups, Mathematical Surveys and Monographs, vol. 117, Amer. Math. Soc., Providence, RI, 2005.

Self-similar inverse semigroups and Smale spaces, International Journal of Algebra and Computation 16 (2006), no. 5, 849–874.

A minimal Cantor set in the space of 3-generated groups, Geometriae Dedicata 124 (2007), no. 2, 153–190.

Symbolic dynamics and self-similar groups, Holomorphic dynamics and renormalization. A volume in honour of John Milnor’s 75th birthday (Mikhail Lyubich and Michael Yampolsky, eds.), Fields Institute Communications, vol. 53, A.M.S., 2008, pp. 25–73.

Combinatorics of polynomial iterations, Complex Dynamics – Families and Friends (D. Schleicher, ed.), A K Peters, 2009, pp. 169–214.

Free subgroups in groups acting on rooted trees, Groups, Geometry, and Dynamics 4 (2010), no. 4, 847–862.

Some questions of Edjvet and Pride about infinite groups, Illinois J. Math. 30 (1986), no. 2, 301–316.

Random walk and electric currents in networks, Proc. Cambridge Philos. Soc. 55 (1959), 181–194. MR 0124932 (23 #A2239)

On the combinatorics of external rays in the dynamics of the complex Hénon map, PhD dissertation, Cornell University, 1998.

Rosenblatt, Joseph, A generalization of Følner’s condition., Math. Scand. 33 (1973), 153–170.

The finite images of finitely generated groups, Proc. London Math. Soc. (3) 82 (2001), no. 3, 597–613.

Automorphisms of one-rooted trees: growth, circuit structure and acyclicity, J. of Mathematical Sciences (New York) 100 (2000), no. 1, 1925–1943.

Finite automata of polynomial growth do not generate a free group, Geom. Dedicata 108 (2004), 193–204.

Random walks on infinite graphs and groups, Cambridge Tracts in Mathematics, vol. 138, Cambridge University Press, 2000.

The rank and generating set for iterated wreath products of cyclic groups, Comm. Algebra 39 (2011), no. 7, 2622–2631.

Ergodic theory and semisimple groups, Monographs in Mathematics, vol. 81, Birkhäuser Verlag, Basel, 1984. MR 776417 (86j:22014)