From crystallographic data to the solution structure of photoreceptors: the case of the AppA BLUF domain†
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Photoreceptor proteins bind a chromophore, which, upon light absorption, modifies its geometry or its interactions with the protein, finally inducing the structural change needed to switch the protein from an inactive to an active or signaling state. In the Blue Light-Using Flavin (BLUF) family of photoreceptors, the chromophore is a flavin and the changes have been connected with a rearrangement of the hydrogen bond network around it on the basis of spectroscopic changes measured for the dark-to-light conversion. However, the exact conformational change triggered by the photoexcitation is still elusive mainly because a clear consensus on the identity not only of the light activated state but also of the dark one has not been achieved. Here, we present an integrated investigation that combines microsecond MD simulations starting from the two conflicting crystal structures available for the AppA BLUF domain with calculations of NMR, IR and UV-Vis spectra using a polarizable QM/MM approach. Thanks to such a combined analysis of the three different spectroscopic responses, a robust characterization of the structure of the dark state in solution is given together with the uncovering of important flaws of the most popular molecular mechanisms present in the literature for the dark-to-light activation.

1 Introduction

The availability of high-resolution crystallographic data has revolutionized our understanding of proteins. However, a crystal structure gives a single static representation, which is often not sufficient to explain how the protein really works. Moreover, in some cases, different structures can be solved for the same protein, thus making the structure–function prediction even more difficult. Such potential flaws become especially dangerous for proteins whose function is activated by a structural change. This is the case of photoreceptors, light-sensitive machines that regulate processes like growth, circadian rhythms and photomovement in bacteria, plants, and even some animals. Photoreceptor proteins bind a chromophore which, upon light absorption, undergoes a change in its internal geometry or in its interactions with some close protein residues. These local changes then propagate into the whole protein, finally inducing a conformational change, which switches the protein from an inactive, resting state to an active, signaling one.\(^2\)\(^-\)\(^4\)

At variance with other proteins, what is compelling in photoreceptors is a detailed knowledge of the chromophore local environment, namely the types of residues, their 3D arrangement, the network of interactions among them, and their dynamics. Unfortunately, all this information cannot be easily and unequivocally obtained from the crystal structure. The latter in fact gives one single snapshot, which is not necessarily representative of the structures sampled by the system in solution. Moreover, relevant interactions can be missing or, conversely, artificial ones can be present due to the unavoidable limitations in the crystallographic resolution at the scale of atomic interactions. A possible strategy to overcome these problems is to supplement the crystallographic data with molecular dynamics (MD) simulations of the protein within its biological environment.\(^7\) However, for the MD results to be really useful, the conformational space should be properly sampled to avoid biases arising from the limitations of the initial crystal structures. An effective test to validate the completeness of the MD simulations is to integrate them with a quantum mechanical (QM) description, to predict spectroscopic properties that can be compared with experiments. This strategy requires the introduction of a multiscale approach, where the QM description is combined with classical models such as the Molecular Mechanics (MM) force fields. In the resulting QM/MM model, three main aspects determine the quality of the description: the choice of the QM subsystem, the selected QM level and the coupling between the QM and the MM subsystems.\(^8\) In the case of photoreceptors, the first aspect is straightforward, as the QM description will necessarily
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include the chromophore and possibly a few close residues. Moreover, the dimensions of the chromophores present in photoreceptors and the need for a large sample size necessitate the use of relatively inexpensive QM levels, such as Density Functional Theory (DFT), and its time-dependent (TDDFT) extension for simulating UV-Vis spectra. As regards the third aspect, the common strategy is to use an electrostatic embedding QM/MM formulation where the QM system “sees” the MM atoms as fixed point charges (or fixed multipoles). A more complete formulation of the QM–MM interactions is represented by a polarizable embedding, which explicitly accounts for mutual polarization between the QM and MM subsystems. The integration of polarizable QM/MM descriptions with extensive MD simulations has proven particularly effective in simulating spectra and, more generally, light-induced processes in complex biological systems.9

Here, this strategy is applied to a member of the Blue Light-Using Flavin (BLUF) family of photoreceptors present in bacteria. These proteins non-covalently bind a flavin chromophore, which upon absorption of blue light, initiates the cascade of structural changes leading to the active state.10–15 These changes have been connected with a rearrangement of the hydrogen bond network around the flavin on the basis of two spectroscopic signatures: a redshift in both the maximum of the UV-visible absorption spectrum and in the carbonyl infrared (IR) frequency of flavin.11,16 However, the exact conformational change triggered by the photoexcitation is still elusive. Strikingly, one of the reasons that prevents a complete and definitive characterization of the light-activation mechanism is the lack of a clear consensus on the identity not only of the light activated state of the protein but also of the initial (dark adapted) one. This problem is enhanced in AppA, a BLUF protein that controls photosynthesis in the gene expression of the purple bacterium *Rhodobacter sphaeroides*.17

Two different crystallographic structures have been resolved for its resting state, which differ both in the composition and the arrangement of the protein residues of the flavin binding pocket (see Fig. 1).

One structure shows a tryptophan (Trp104) in the binding pocket, and it is called Trp$_{in}$, while in the second, more recent structure, a methionine (Met106) replaces Trp104 in the binding pocket. This structure is denoted as Met$_{in}$. Moreover, according to the Trp$_{in}$ structure, the Gln63 carbonyl group is oriented toward Trp104, while the Met$_{in}$ structure suggests that the glutamine side chain is oriented with its carbonyl oxygen near the OH group of the tyrosine residue (Tyr21) and its amide nitrogen close to the flavin O$_5$. These differences have significantly complicated the analysis due to the crucial role that all these residues have been shown to play in the photoactivation. For example, the rotation (“flipping”) and tautomerization of Gln63 have both been suggested as possible changes in the dark-to-light transformation,15,18–25 and mutagenesis studies have shown the importance of Trp104 in the AppA activity.11,26–28

In the last fifteen years many computational studies have been performed to solve this controversy and identify the structures of both dark and light states of AppA.25,27 However, the investigations have often been based on crystal structures only or they have used excitation energies only. Even in the case of more extensive investigations, such as those combining the simulation of excitation energies and IR frequencies, a detailed analysis of the conformational space of the two alternative structures was not performed because the MD simulations were limited to ten to few hundreds of nanoseconds. Here, we present an integrated investigation that combines 20 μs MD simulations starting from the two available structures of AppA with calculations of nuclear magnetic resonance (NMR), IR and UV-Vis spectra using a polarizable QM/MM approach. Moreover, the classical MD dynamics are here supplemented by polarizable QM/MM dynamics to investigate the IR frequencies beyond the standard harmonic approximation. By combining the outputs of the different simulations, a robust characterization of the structure of the dark state in solution is given together with the uncovering of important flaws of the most popular molecular mechanisms present in the literature for the dark-to-light activation.

2 Methods

2.1 Molecular dynamics simulations

The initial structures of AppA were extracted from the Protein Data Bank (PDB), describing Trp$_{in}$ (PDB ID: 1YRX) and Met$_{in}$.
(PDB ID: 2IYG) conformations. In both structures the flavin chromophore is in the mononucleotide form (FMN). In addition to the main differences between the two structures reported in the Introduction and shown in Fig. 1, we recall that in the Metin structure, Cys20 is substituted by a serine.6

We applied our calculations on the monomer AppA instead of the naturally found dimer, so that our results can be easily compared to the previous computational studies.22 Additionally, it was found that the dimer interface significantly differs among the available crystal structures of AppA.6,6 We thus considered chain A, using residues 17 to 121, in order to simulate the same sequence length for both structures. Hydrogen atoms were added using the LeAP module of AmberTools to refine the crystal structures. Protonation of the protein was set at pH 7 using the H++ web server.35 His residues were predicted to have pKa between 5.8 and 6.5, except for His85 in the Metin structure, which had a pKa of around 7. To avoid introducing differences in the protonation of the two structures, we considered all His residues in their standard protonation state. The positions of the hydrogen atoms were optimized using the Amber ff14SB force field.36

MD simulations were carried out using Amber18.37,38 Each system was soaked in a truncated octahedral box of TIP3P water molecules, ensuring a minimum 30 Å separation between periodic images of the protein. The system was neutralized with Na+ counterions. Furthermore, NaCl was added to achieve an ionic strength of 0.4 M. The protein was described using the Amber ff14SB force field,36 together with the general AMBER force field (GAFF).39 the parameters for the flavin mononucleotide molecule were obtained from a previous study.40 Periodic boundary conditions were applied. The Particle Mesh Ewald (PME) method was used to treat electrostatic interactions, using a cut-off of 10 Å. In all simulations, an integration time step of 2 fs was employed together with the SHAKE algorithm to constrain all the bonds involving hydrogen atoms. The Langevin thermostat was used to control the temperature. Each system was minimized through 1000 steps of steepest descent followed by 1000 steps of conjugate gradient. A 50 ps NVT simulation was run increasing the temperature from 0 to 50 K, followed by a 250 ps NPT simulation setting the system heat up to 300 K. Positional restraints were applied on heavy atoms during the heating using a force constant of 4 kcal mol⁻¹ Å⁻². An additional 750 ps NPT simulation was then run to allow the box to equilibrate at 300 K. NPT production simulations were performed for 2.5 μs for both Trpin and Metin structures.

We initially performed two MD replicas of 2.5 μs for each structure (MD1 and MD2). As one of the Trpin simulations manifested some instabilities (see below), we performed two additional control simulations (MD3 and MD4) with an extended equilibration for the loops in order to ensure the robustness of our findings. For the Metin simulations, we also performed two control simulations reverting the C20S mutation back to the original cysteine present in the AppA sequence (referred to in the following as “Metin–S20C”) simulations. The total simulated time adds up to 20 μs (8 × 2.5 μs). A list of all simulations is reported in Table S1 in the ESL.†

2.2 QM/MM optimizations

Snapshots were extracted from the MD trajectories for each structure. These snapshots were taken from 2 ps to 2.5 μs of the production run every 5 ns, yielding a total of 200 snapshots for each structure. All the snapshots were refined by ONIOM(QM/MM) optimizations.44 In these optimizations, only the FMN molecule was allowed to move, while the protein and solvent molecules were kept frozen. Only the isoalloxazine ring, including the C1’ atom (Fig. 4a), was treated at the QM level of theory (B3LYP-D3/6-31G(d)),45 while the ribityl tail was treated at the MM level along with the rest of the system. All atoms within 30 Å of the isoalloxazine ring, except the Na⁺ and Cl⁻ ions, were included in the MM part for the optimizations. The MM part was described with the same force field36,46 as in the MD simulations.

2.3 Excited-state calculations

The 200 selected snapshots were used for excited-state calculations performed using a polarizable QM/MM model45,46 (from now on, QM/MMPol), which is based on the induced point dipole formulation and describes the MM part as a set of point charges and isotropic polarizabilities from the pol12 AL Amber force field.45,46 The QM part consisted of the isoalloxazine ring of the FMN, including the C1’ atom, and was treated at the ωB97X-D/6-31+G(d) level. The protein, ions, and water molecules within 40 Å of the chromophore were treated at the MMPol level. Although the long-range corrected ωB97X-D gives a systematic blue shift with respect to the experiment (≈0.3 eV), we chose this functional in order to avoid artificial mixing of the first excited state given by standard hybrid functionals such as B3LYP, as done in our previous work on another flavoprotein.47 The homogeneous line shape of the flavin excitation was computed in the second-order cumulant expansion formalism.48 In this formalism the vibronic couplings with all the normal modes are encoded in the spectral density, namely

$$J(\omega) = \pi \sum_k S_k \omega_k^2 (\delta(\omega - \omega_k) - \delta(\omega + \omega_k))$$

where $S_k$ is the Huang–Rhys factor along mode $k$ with frequency $\omega_k$. The Huang–Rhys factors were calculated by projecting the excited-state gradient onto the ground-state normal modes calculated at the B3LYP-D3/6-31G(d) level, in the same ONIOM scheme described above. Homogeneous line shapes were computed on both Trpin and Metin crystal structures, but we found negligible differences between the two structures. Finally, the absorption spectra were computed by convoluting the homogeneous line shape with the inhomogeneous distribution of vertical excitation energies computed during the MD simulations. This strategy has recently proven effective in describing the absorption line shapes of flavoproteins.47

2.4 Chemical shift calculations

For all of the optimized structures, we computed the chemical shifts for all protons of the FMN ring and the four most tightly interacting protein side chains, as defined in our previous work.49 The environment effect on chemical shifts was treated
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via the same QM/MMPol approach used for the excited state calculations, where this time the QM part comprised the isoalloxazine ring and the side chains of the hydrogen-bonded residues (Gln63, Tyr21 and Asn45) plus Trp104 and Met106, respectively, for Trpin and Metin structures. The QM part was described at the B3LYP/6-311+G(d,p) level, which was shown to well reproduce the much more expensive MP2/6-311G(d,p) calculations.\textsuperscript{24} The chemical shifts were averaged on either the Trpin or the Metin frames for comparison with experiments. Confidence intervals for the mean value were estimated by dividing the frames into contiguous blocks of 10–15 frames, and then using the block average to estimate error bars with the bootstrap method. This allows a more reliable error estimation that is not affected by correlations between consecutive frames.

2.5 Polarizable QM/MM MD simulations and IR frequencies

Polarizable QM/MM MD simulations were performed starting from 10 frames extracted, respectively, from the Trpin and Metin simulations. For each starting frame, a 10 ps QM/MM MD was performed in the NVT ensemble with open boundary conditions. The QM/MMPol simulations were carried out using an interface\textsuperscript{29–52} between the molecular dynamics package Tinker\textsuperscript{53,54} and the development version of Gaussian.\textsuperscript{49,55} For these simulations, the QM part consisted of the FMN isoalloxazine ring, which was treated at the \(\omega B97X-D/6-31G(d)\) level. The MM part consisted of all atoms within 30 Å of the QM part, and was described with the AMOEBA force field.\textsuperscript{56,57} Further details on the preparation of the QM/MMPol MD simulations are given in the ESI.\footnote{ESI}

Vibrational frequencies were extracted from the last 5 ps of the QM/MM MD simulations. Power spectra were computed by Fourier transforming the autocorrelation function of bond lengths and bond angles, as well as their linear combinations. Since the normal modes are delocalized on the flavin ring, different modes contribute to the power spectrum of a single coordinate, and the power spectra show peaks at various frequencies. In order to better separate normal-mode frequencies, we resorted to a signal-processing technique called second-order blind identification (SOBI).\textsuperscript{26} Briefly, SOBI disentangles signals at different frequencies by performing a joint diagonalization of time-lagged autocorrelation matrices at various lag times. These autocorrelation matrices are here built on a basis of internal coordinates comprising all bond lengths and those bond angles that involve hydrogen atoms. The resulting linear combinations of internal coordinates showed power spectra that are well localized in frequency. More details on the frequency extraction are given in the ESI.\footnote{ESI}

3 Results

3.1 MD of the Trpin and Metin structures

As detailed in the Methods section, various MD trajectories were run starting from both crystal structures (PDB IDs: 1YRX\textsuperscript{2} and 2YG\textsuperscript{2}), referred to from now on as Trpin and Metin, respectively.

We first examined the evolution of the backbone root mean square deviation (RMSD) of the protein core of Trpin and Metin to their respective crystal structures, excluding the loop region (residues 95–103) and the last few residues of the C-terminal which are expected to be highly disordered.\textsuperscript{28} Two example RMSD plots are shown in Fig. 2a. The Metin simulation is generally more stable along the whole trajectory compared to the Trpin one. This is confirmed by the distribution of RMSD values (Fig. S1\textsuperscript{†}), which are shifted to larger values for all Trpin simulations, including the control Trpin simulations with a modified equilibration protocol (MD3 and MD4). In contrast, the Metin–S20C simulations are more dynamic and reach higher RMSD values.

\[ \text{Fig. 2. (a) Backbone RMSD during the Trpin (magenta) and Metin (green) MD simulations. (b) Profiles of RMSF values for Trpin (magenta), Metin (green) and Metin–S20C (black) MD simulations (lower panel). All replicas are reported. RMSF values were calculated on C\textsuperscript{\alpha} atom coordinates of snapshots extracted from the production trajectory every 100 ps. The structure of Holo-AppA binding FMN, showing the different subdomains, is also reported (upper panel).} \]
We evaluated the overall dynamics of both structures as the root mean square fluctuation (RMSF) on the Cα atoms (Fig. 2b). In addition to the flexible regions of the loop and the C-terminal, all Trp simulations exhibit large fluctuations especially in the α1 helix, β5-strand and C-terminal helix (α3 helix) compared to the Met ones. Only the two Met–S20C simulations display large motions similar to the Trp ones, or even larger. These results suggest that the C20S mutation performed in ref. 6 has a stabilizing effect on the Met conformation of AppA.

In all Trp simulations, we observed relevant changes in the flavin binding pocket. The side chain of Gln63 adopts a conformation analogous to the Met structure, and opposite to the crystal conformation depicted in Fig. 1. The hydrogen bonding pattern thus changes, and becomes more similar to the Met structure (see Fig. 3a). This new conformation of Gln63 can be quantified by the distance distributions shown in Fig. 3b. In both Trp and Met simulations, the oxygen of Gln63 remains close to the C6 atom of the flavin, at a distance comparable to the Met structure. The same conclusion can be reached by looking at the difference between FMN(O4)–Gln63(O) and FMN(O4)–Gln63(N) distances (dOO − dON) in Fig. 3c, which shows that the Gln63 amide nitrogen is closer to the flavin O4 atom than the amide oxygen. With this conformational change, Gln63 establishes an interaction with Tyr21 similar to that observed in Met with Gln63(O) and Tyr21(OH) approaching a H-bonding distance (Fig. 3d). However, this interaction is more dynamic than in the Met structure, resulting in broader distributions. Control Trp replicas performed after equilibration of the mobile loops (MD3 and MD4)
all showed the same characteristics (Fig. S2†), with the Gln63 side chain oriented as in the Metin structure. These results strongly suggest that the orientation of Gln63 proposed by Anderson et al.5 (Fig. 1) is not stable in the μs time scale. However, while rotation of Gln63 was observed already at the beginning of Trpin simulations, the conformation shown in Fig. 3a only stabilized after 200–900 ns (see Fig. S5 in the ESI†), depending on the replica. This fact underlines the importance of long-scale MD simulations to correctly identify the most stable conformation of the flavin binding pocket.

To better identify and understand the structural changes occurring in the binding pocket, hydrogen bond analysis was performed among the main key residues surrounding the flavin and between these residues and the flavin. These hydrogen bonds were previously proposed to have an important role in the AppA photocycle.39,40 The probability of occurrence of these hydrogen bonds according to the time of the simulations is reported in Table S2.† The hydrogen bond between Gln63(O) and Tyr21(OH) was observed during all the simulations with higher probability in the Metin simulations (with an average of 85%) than the Trpin ones (with an average of 55%). In contrast, the Gln63(NH)–Tyr21(O) hydrogen bond has negligible occupancy in the Trpin simulations (5%), and it was never observed in the Metin simulations.

In the Trpin simulations, the hydrogen bonds between Asn45 and FMN are temporarily lost in two of the four replicas that were performed (Fig. S3†), and are only recovered after ~2 μs. This loss of interaction mirrors a change in the tertiary structure of the protein, as seen from the increased RMSD to the crystal structure (Fig. 2b). Asn45(NH) binds to FMN(Ox) with average probabilities of 76% and 67% for Trpin and Metin simulations, respectively. In contrast, the hydrogen bond between Asn45(O) and FMN(N,N,H) is retained all along the Metin trajectories (90%) (Fig. S4†) while it is more frequently lost along the Trpin trajectories (63%) (Fig. S3†).

Notwithstanding the conformational change of Gln63, and the consequent loss of the Gln63–Trp104 hydrogen bond, we do not observe substantial changes in the Trp104 position during our simulations. The flavin binding pocket thus remains stable in the Trpin conformation. Analogously, in the Metin simulation, Met106 retains its position inside the binding pocket for all the simulations.

From this analysis, we conclude that both Trpin and Metin conformations are local free-energy minima, i.e. metastable states in the microsecond time scale and any conformational rearrangement between these two structures requires a significantly longer time.23

### 3.2 NMR chemical shifts

The structures obtained from the MD simulations have been used for the QM/MMPol calculation of chemical shifts. For this investigation all the snapshots extracted from the MD simulations were refined by geometry optimizations of the flavin molecule within the frozen environment made of the protein and solvent molecules (see the Methods section for details). To compare with experiments, we present the data relative to the protons of the isoalloxazine ring and those of the common surrounding residues in the flavin binding pocket, i.e. Tyr21, Asn45, and Gln63 (see Fig. 4a).

Fig. 4b shows the calculated Trpin/Metin chemical shifts compared to experiments.39 The agreement is generally good for both structures, and in all cases calculations reproduce the highly de-shielded H3 proton. However, the coefficient of determination (R²) is better for the Metin structure than for the Trpin structure. The largest discrepancy with respect to experiments is found for the amide HD22 of Asn45 for the Trpin simulations (Fig. 4b, left): the calculated chemical shift of this proton which is close to the aromatic ring of Trp104 is in fact much lower than the measured one. In contrast, on the Metin structure, our calculations predict a chemical shift much closer to the experiment, and similar to the corresponding Gln63 amide proton.

To gain a more detailed understanding of these findings, in Fig. 4d we report the distributions of amide chemical shifts calculated for Asn45 and Gln63 residues. The plots show similarities between Metin and Trpin structures, except for the aforementioned HD22 atom of Asn45, which has a completely different distribution in the two structures. In Trpin, the HD22 chemical shift has a broader distribution, centered at lower chemical shift values.

We hypothesize that Trp104 might be directly responsible for the unusual shielding of the Asn45 HD22 proton, owing to the shielding cone generated by the aromatic indole ring of the tryptophan. In fact, in the Trpin structure, the Asn45 amide group lies above the center of the pyrrolic ring of Trp104 (Fig. 4a), while in the Metin structure Trp104 is far from the pocket. In order to assess the direct role of the tryptophan, we recomputed the chemical shifts on the Trpin frames after moving Trp104 to the MM part. Comparing the two calculations (Fig. S5a†), it becomes clear that Trp104 has a direct, quantum mechanical, shielding effect on HD22 in most of the frames, while the other amide protons are only marginally affected. As a consequence, the shielding effect of Trp104 modifies the HD22 chemical shift distribution both in terms of position and broadening (Fig. S5b†). Notably, the anomalous shielding of the Asn45 amide proton was also previously found in the calculations on the Trpin crystal structure 1YRX, at both B3LYP and MP2 levels of theory,29 indicating that this result is affected neither by our sampling of the Trpin structure, nor by the level of theory used in this work.

Protons involved in hydrogen bonding interactions, or close to polar residues, are the most sensitive to changes in the local side-chain arrangement. Among these, flavin H1 was shown to be sensitive to the dark-to-light transition of AppA, giving the largest chemical shift change (−0.6 ppm).29 Our calculations predict very similar H1 chemical shifts (within error) in Metin and Trpin structures, thus suggesting caution in connecting the dark-to-light change (or vice versa) to an exchange between tryptophan and methionine inside the binding pocket.

In order to quantify the sensitivity of the H1 chemical shift to the H-bond pattern, we sought a relationship with the H-bonding distance to Asn45(OD1) (dH1). Our results show that the H-bond effect on this chemical shift is proportional to the
inverse third power of $d_{HB}$ (Fig. 4c), and increases to 11–12 ppm when the Asn45 oxygen is at hydrogen bonding distance. Notably, the same trend can be observed for both Met in and Trp in structures, with a minimal difference in the slope. The distribution of $d_{HB}/C_0^3$ (Fig. 4c, top) is slightly different for the two structures, with Met in showing closer H-bonding interactions, and is reflected in the distribution of chemical shifts (Fig. 4c, right). However, the difference between the two means (≈0.3 ppm) is smaller than the statistical error, and it is too small to explain the observed ~0.6 ppm dark-to-light change.

Looking at the relationship in Fig. 4c, it is clear that structures with a tight hydrogen bond ($d_{HB} < 1.85$ Å) give rise to $H_3$ chemical shifts at around 12 ppm, i.e. compatible with the light-induced state of AppA. We can thus hypothesize that the light-induced AppA state will be characterized by a strong hydrogen bond with smaller fluctuations compared to what is observed in our MDs.

3.3 IR and UV-Vis signatures

As reported in the Introduction, the two spectroscopic signatures used to characterize the structural changes between the dark (inactive) and the light-activated forms of AppA are the redshifts observed in the flavin absorption maxima (~10 nm, i.e. ~0.07 eV) and in the IR frequency of its C1=O4 stretching mode (20 cm$^{-1}$). It thus becomes interesting to investigate if the differences previously found in the chemical shifts of the Met in and Trp in configurations have any connection with changes in the absorption maxima and the carbonyl frequencies which can finally be used to explain the molecular origin of the dark-to-light signatures.

To simulate the IR frequencies of the carbonyl stretching modes, we randomly extracted a subset of ten Trp in and ten Met in configurations and used them in combination with normal-mode harmonic calculations. The obtained values however showed an unexpected problem: for almost all the configurations the $C_2=O_2$ stretching frequency is blue-shifted with respect to the $C_1=O_4$ one, which is in contrast to experiments. We note that in the isolated flavin, the same QM calculations indicate a $C_2=O_2$ frequency slightly redshifted with respect to the other carbonyl. Therefore, the most probable reason for the observed wrong behavior is the way the harmonic calculations account for the environment. Here, in fact, the frequency differences are due to the different local environments.
environments of the two carbonyl groups both in terms of the number and the types of protein residues surrounding them, their orientations and the eventual presence of water molecules at hydrogen-bonding distances with the two carbonyl oxygens. To investigate this issue, we checked possible correlations between the frequencies of the two modes and the distances with potential hydrogen bonding donors. From the analysis reported in the previous sections, the most interesting candidate for O4 is Gln63. The results of this investigation are shown in Fig. S7 of the ESI† where we report a correlation between the C4=O4 frequency and the O4–Gln63(H) distance in the different Trpin and Metin optimized structures. As can be seen, a clear correlation is present for Metin, for which a shorter distance corresponds to a smaller frequency as expected by the destabilization induced by the H-bond on the carbonyl double bond. In contrast, the Trpin structures do not show any clear correlation with such a distance, even if the sampled H-bond distances are similar to those found in Metin. Moving to the analysis of C2=O2, the only possible H-bond donor is represented by water molecules. In all the selected frames, only a few water molecules are present at H-bond distances but also in those cases the C2=O2 frequency is higher than the one localized on the other carbonyl.

This analysis clearly shows the limitations of harmonic calculations associated with optimized structures in the presence of an environment that can establish very dynamic H-bond interactions. To overcome these important limitations, we therefore resorted to a dynamical approach based on polarizable QM/MM MDs. We used the same 10 + 10 configurations used for the harmonic calculations and we ran 10 ps QM/MM MDs starting from each of these structures (see the Methods section for details).

The C=O mode frequencies were computed from the power spectra of linear combinations of internal coordinates. These linear combinations were determined by the SOBI signal-processing analysis (see the Methods) and allowed to obtain power spectra well localized in frequency. As seen in Fig. 5a, these frequencies are now in the same order as the experiments, with the C4=O4 frequency being ~20 cm\(^{-1}\) higher than that of C2=O2, indicating a more realistic description of environment effects.

In contrast to what is observed in the harmonic calculations, in the MD trajectories, the C2=O2 group is always hydrogen bonded to at least one water molecule, and because of that it is difficult to assess the effect of such interaction on the frequencies. However, the C4=O4 experiences different situations within our trajectory samples. As before, here we have investigated the relationship between the C4=O4 frequency and the hydrogen bond with Gln63, through a correlation plot with the O4–Gln(H) distance (see Fig. 5b). From the plot, it is evident
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that in the Met<sub>in</sub> configurations the hydrogen bond well explains the value of the carbonyl frequency, and a clear correlation with the Gln(H)-O<sub>4</sub> distance is found. Moreover, we see that the distances explored in the QM/MM dynamics trajectories correspond to a variability of the order of 30 cm<sup>-1</sup> in frequencies, i.e. even more than what is seen experimentally in the dark-to-light transition. This suggests that such a signature alone cannot be used to safely distinguish between potential dark or light-activated forms. On the other hand, in Trp<sub>in</sub>, the range of explored of Gln(H)-O<sub>4</sub> distances is much smaller and mostly concentrated in the large-value side of the plot. This indicates that the hydrogen bond is generally looser than in Met<sub>in</sub>. This behaviour can be traced back to the interaction of Gln63 with Tyr21. Indeed, in the Met<sub>in</sub> QM/MM MDs, Tyr21 always presents a tight interaction with the amide oxygen of Gln63. This interaction is much looser than in Met<sub>in</sub>. This interaction will induce a red-shift and two carbonyls. It is thus expected that H-bonds on those groups will induce a red-shift. Here, however, what we observe is that the Trp<sub>in</sub> configurations which have shown much looser H-bond interactions at O<sub>4</sub> present an excitation energy distribution which is red-shifted by ~0.03 eV with respect to Met<sub>in</sub>. To better understand this finding, we have isolated the effect that the protein has on the geometry of flavin, and indirectly on its excitation energy. We have thus recalculated the flavin excitation energy removing all the MMPol sites but still keeping the geometry as obtained in the original configurations. This analysis, which has been repeated for both Met<sub>in</sub> and Trp<sub>in</sub> configurations, clearly shows that indeed the observed red-shift of Trp<sub>in</sub> is due to the different geometrical constraints imposed on the flavin by the different local environments.

This result indicates that a very careful analysis has to be done when using calculated shifts on excitation energies to search for the correct dark and light structures, and that simulations of multiple spectroscopies have to be combined together in order to reach a physically sound picture. Here, in fact, the structures that have shown the worst agreement with experiments for both NMR and IR data, if incorrectly used as candidates for the dark state, would introduce an artificial red-shift in the absorption energy, which could invalidate the entire analysis.

Finally, the Met<sub>in</sub> structures have been used to calculate the lineshape using the approach described in the Methods section. The resulting spectrum is reported in Fig. 5d where it is also compared with the experimental one. Our calculations well reproduce the partially resolved vibronic structure, presenting a main 0 → 1 peak and two shoulders corresponding to the fundamental and 0 → 2 transitions. The vibronic lineshape arises from the coupling of the excitation with several flavin ring modes; analysis of the Huang-Rhys factors (see the Methods section) shows that both C=C and C-C ring modes have significant vibronic coupling. Comparison with our previous work, where a slightly different lineshape was obtained for flavin absorption in mutant LOV2 flavoproteins, suggests that the lineshape can be tuned by the interaction with the protein.

4 Discussion

The microsecond scale simulations performed in this work have provided a new picture of the AppA structure in solution. Most strikingly, our results strongly indicate that the conformation adopted by Gln63 is essentially the same for Trp<sub>in</sub> and Met<sub>in</sub> binding pockets (Fig. 3). In fact, irrespective of the position of Trp104, Gln63 is preferentially oriented with the oxygen away from the flavin O<sub>2</sub> atom. As a consequence, the hydrogen bond pattern in the AppA pocket is very different from what was inferred by Anderson et al. Gln63 acts as a H-bond acceptor towards the hydroxyl group of Tyr21, in the Trp<sub>in</sub> as in the Met<sub>in</sub> structure, while the Gln63(O)→Trp104(NH) H-bond is lost. It should also be noted that, in Trp<sub>in</sub> simulations, Gln63 only stabilized in the final conformation after at least 200 ns of simulation, suggesting that the nanosecond MDs employed in previous studies are not sufficient to equilibrate the Trp<sub>in</sub> structure.

Importantly, all four Trp<sub>in</sub> replicas converged within 900 ns to a structure where Gln63 is rotated opposite to the X-ray structure. After 1 μs, all replicas show a stable conformation of Gln63 (see Fig. S5†), and the X-ray conformation is only marginally populated. Yet, our MDs show occasional rotation of Gln63, suggesting that Gln rotation is a fast, low-barrier motion that adapts to the relaxation of the protein towards an equilibrium conformation.

Our results also pose a challenge to some model mechanisms used to explain the dark-to-light conversion in AppA, which were based on the Trp<sub>in</sub> crystal structure. In fact, a structure with the Gln63 oxygen oriented towards Trp104 would be highly unstable, and would relax in less than a μs towards the opposite Gln63 orientation. Such a structure is obviously incompatible with either the dark-adapted or the light-induced state. It is important to stress that X-ray crystallography cannot distinguish the two orientations of Gln63, and in the crystal structure of Trp<sub>in</sub> (PDB: 1YRX) the orientation with the amide oxygen towards Trp104 was chosen only on the basis of a possible hydrogen bond with the pyrrolic NH group. However, our results demonstrate that this hydrogen bond is not stable, and in turn suggest that the Gln63 orientation present in the Trp<sub>in</sub> crystal is an artifact. Notably, it was also argued that the orientation chosen by Anderson et al. does not fit well the X-ray electron density.
In contrast to Gln63, Met106 and Trp104 are both stable when they are inside the flavin binding pocket. Therefore, both Trp$_{\text{in}}$ and Met$_{\text{in}}$ are possible candidates for the dark-adapted structure of AppA, or, similarly, for the light-induced state. Our results also confirm that Trp104 is stable inside the pocket even when the Gln63 amide nitrogen is close to the Trp-NH group, in contrast with previous speculations. Our MDs suggest that the Met$_{\text{in}}$ structure is more stable than the Trp$_{\text{in}}$ one, especially in the binding pocket, which is more compact and exhibits stronger hydrogen bonds. However, when the mutation of Met$_{\text{in}}$ is reverted back to the WT analog, Met$_{\text{in}}$–S20C, our simulations show larger instabilities and larger fluctuations in the core of the protein, similar to the original Trp$_{\text{in}}$ simulations. These results suggest that the C20S mutation can actively stabilize the Met$_{\text{in}}$ structure, possibly at the expense of Trp$_{\text{in}}$. It would therefore be important to have an experimental demonstration of the Met$_{\text{in}}$ structure stability that does not rely on amino acid mutations.

The integration of MD analysis with an investigation of NMR chemical shifts has revealed further important aspects. According to our results, the Trp$_{\text{in}}$ and Met$_{\text{in}}$ structures give very similar chemical shifts for the flavin protons. The H$_3$ proton, which is a reporter of the light-induced state, did not present statistically significant chemical shift differences between Met$_{\text{in}}$ and Trp$_{\text{in}}$. Only one amide proton of Asn45 gave strikingly different results for Met$_{\text{in}}$ and Trp$_{\text{in}}$. In particular, the chemical shift calculated for the Trp$_{\text{in}}$ structure is much lower than that from the experiment. We traced back this unusual chemical shift to a strong shielding effect of the aromatic Trp104 ring, which is located close to Asn45 in the Trp$_{\text{in}}$ structure. Our NMR results indicate that the Trp$_{\text{in}}$ structure is not compatible with the experiments, thus challenging the position and orientation of Trp104 in the Trp$_{\text{in}}$ structure. A different orientation of tryptophan was detected inside the binding pocket of another protein of the BLUF family (Slr1694). In this structure, the indole ring of the tryptophan is flipped with its nitrogen atom pointing away from the pocket. A detailed computational study by Hammes-Schiffer and co-workers examined the stability and the effect of the latter conformation of the tryptophan on the energy of Slr1694 protein and compared them to those of the conformation adopted in AppA by changing the orientation of the tryptophan manually in Slr1694. The authors concluded that the conformation of the tryptophan pointing away from the pocket is thermodynamically more stable than the conformation found in AppA. Our NMR simulations seem to suggest that this finding can also be valid for AppA.

Finally, Trp$_{\text{in}}$ and Met$_{\text{in}}$ configurations have been tested within the context of the two spectroscopic signatures used to characterize the dark-to-light conversion, the redshifts in the frequency of the C$_{\text{=}}$O$_4$ stretching mode and the O$_3$–Gln63(H) distance. The analysis of the vibrational frequencies, however, has also shown that the dynamics and the relative weakness of the intermolecular interactions within the binding pocket require us to go beyond a harmonic model to achieve a realistic description. Finally, our results have shown that the analysis of excitation energies is very delicate, as their values depend more strongly on small distortions of the flavin geometry rather than on the direct effects of nearby residues on the relative energies of the electronic states.

Several studies have suggested that dark-to-light spectral differences could be explained by keto-enol tautomerization of Gln63, possibly also involving a flipping of the side chain. This mechanism could explain the spectral differences between the dark and light states of AppA or Slr1694. Better than the Trp$_{\text{in}}$/Met$_{\text{in}}$ differences. Our simulations, however, suggest that both the spectral features and the orientation of Gln63 are insensitive to whether Trp104 or Met106 is present inside the pocket. This result should be taken into account when considering the tautomerization mechanism of BLUF photoreactivation.

5 Conclusions

In this work, we have combined microsecond molecular dynamics with multiscale calculations of very different spectroscopies to elucidate the structure of the dark state of the AppA BLUF photoreceptor in solution and to investigate some of the most popular molecular mechanisms present in the literature for the dark-to-light activation. Only the combination of NMR, IR and UV-Vis simulated spectroscopies has allowed a robust structural characterization of the dark state showing, for example, that the Gln63 side chain presents a unique and definite preferential orientation, irrespective of whether Trp104 is inside or outside the flavin-binding pocket, and that Trp104 should present another conformation inside the pocket. These findings finally challenge the popular model of AppA BLUF activation based on Gln flipping and the Met106/Trp104 substitution inside the binding pocket, and show that the dark-to-light transition cannot be explained by these structural changes.

This study clearly represents a first step towards the complete characterization of AppA and its light-dependent function as an explicit description of the excited state processes is still lacking. Important results have been recently presented by Hammes-Schiffer and coworkers for a different BLUF photoreceptor (Slr1694), for which a complex light-induced mechanism involving a forward and backward proton-coupled electron transfer process connected to the formation of the Gln tautomer has been proposed. It is now very interesting to check if the same mechanism applies to AppA; simulations in this direction are now in progress in our group using the solvated structures identified in the present work.
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