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Abstract
An angular analysis of the $B^0 \rightarrow K^{*0} (\rightarrow K^+ \pi^-) \mu^+ \mu^-$ decay is presented using a data set corresponding to an integrated luminosity of 4.7 fb$^{-1}$ of $pp$ collision data collected with the LHCb experiment. The full set of $CP$-averaged observables are determined in bins of the invariant mass squared of the dimuon system. Contamination from decays with the $K^+\pi^-$ system in an S-wave configuration is taken into account. The tension seen between the previous LHCb results and the Standard Model predictions persists with the new data. The precise value of the significance of this tension depends on the choice of theory nuisance parameters.
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Decays mediated by the quark-level transition $b \to s \ell^+ \ell^-$, where $\ell$ represents a lepton, have been the subject of intense recent study, as angular observables [1][8], branching fractions [8][11] and ratios of branching fractions between decays with different flavours of leptons [12][10] have been measured to be in tension with Standard Model (SM) predictions. Such decays are suppressed in the SM, as they proceed only through amplitudes that involve electroweak loop diagrams. The decays are sensitive to virtual contributions from new particles, which could have masses that are inaccessible to direct searches. The observed anomalies with respect to SM predictions can be explained consistently in New Physics models that introduce an additional vector or axial-vector contribution [17][35]. However, there is still considerable debate about whether some of the observations might instead be explained by hadronic uncertainties associated with the transition form factors, or by other long-distance effects [36][39].

The LHCb collaboration presented a measurement of the angular observables of the $B^0 \to K^{*0} \mu^+ \mu^-$ decay in Ref. [1] and found that the data could be explained by modifying the real part of the vector coupling strength of the decays, conventionally denoted $\text{Re}(C_9)$. The analysis used the nuisance parameters from Ref. [40], implemented in the EOS software package described in Ref. [41], and found a 3.4 standard deviation ($\sigma$) tension with the SM value of $\text{Re}(C_9)$. The tension observed depends on the values of various SM nuisance parameters, including form-factor parameters and subleading corrections used to account for long-distance QCD interference effects with the charmonium modes. Using the FLAVIO software package [42], with its default SM nuisance parameters, gives a tension of 3.0 $\sigma$ with respect to the SM value of $\text{Re}(C_9)$ when fitting the angular observables from Ref. [1]. The nuisance parameters include a recent treatment of the subleading corrections [43][44] that was not available at the time of the previous analysis.

This letter presents the most precise measurements of the complete set of CP-averaged angular observables in the decay $B^0 \to K^{*0} \mu^+ \mu^-$. The data set corresponds to an integrated luminosity of 4.7 fb$^{-1}$ of $pp$ collisions collected with the LHCb experiment. The data were taken in the years 2011, 2012 and 2016, at centre-of-mass energies of 7, 8 and 13 TeV, respectively. The analysis uses the same technique as the analysis described in Ref. [1] but the data sample contains approximately twice as many $B^0$ decays, owing to the addition of the 2016 data. The same 2011 and 2012 (Run 1) data as in Ref. [1] are used in the present analysis. The results presented in this letter supersede the previous LHCb publication. The combination of the Run 1 data set with the 2016 data set requires a simultaneous angular fit to account for efficiency and reconstruction differences between years. Throughout this letter, $K^{*0}$ is used to refer to the $K^{*}(892)^0$ resonance and the inclusion of charge-conjugate processes is implied. The $K^{*0}$ meson is reconstructed through the decay $K^{*0} \to K^+ \pi^-$. 

The final state of the $B^0 \to K^{*0} \mu^+ \mu^-$ decay can be described by the invariant mass squared of the dimuon system, $q^2$, the invariant mass of the $K^+ \pi^-$ system, and the three decay angles, $\Omega = (\cos \theta_l, \cos \theta_K, \phi)$. The angle between the $\mu^+$ ($\mu^-$) and the direction opposite to that of the $B^0$ ($\bar{B}^0$) in the rest frame of the dimuon system is denoted $\theta_l$. The angle between the direction of the $K^+$ ($K^-$) and the $B^0$ ($\bar{B}^0$) in the rest frame of the $K^{*0}$ ($\bar{K}^{*0}$) system is denoted $\theta_K$. The angle between the plane defined by the dimuon pair and the plane defined by the kaon and pion in the $B^0$ ($\bar{B}^0$) rest frame is denoted $\phi$. A full description of the angular basis is provided in Ref. [45].

Following the definitions given in Refs. [1][46], the CP-averaged angular distribution of the $B^0 \to K^{*0} \mu^+ \mu^-$ decay with the $K^+ \pi^-$ system in a P-wave configuration can be
written as

\[
\frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \left\{ \frac{d^4(\Gamma + \bar{\Gamma})}{dq^2 d\Omega} \right\}_p = \frac{9}{32\pi} \left[ \frac{3}{4}(1 - F_L) \sin^2 \theta_K + F_L \cos^2 \theta_K \
+ \frac{1}{4}(1 - F_L) \sin^2 \theta_K \cos 2\theta_l \
- F_L \cos^2 \theta_K \cos 2\theta_l + S_3 \sin^2 \theta_K \sin^2 \theta_l \cos 2\phi 
\right]
\]

where \( F_L \) is the fraction of the longitudinal polarisation of the \( K^{*0} \) meson, \( A_{FB} \) is the forward-backward asymmetry of the dimuon system and \( S_i \) are other \( CP \)-averaged observables \[1\]. The \( K^+ \pi^- \) system can also be in an S-wave configuration, which modifies the angular distribution to

\[
\frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \left\{ \frac{d^4(\Gamma + \bar{\Gamma})}{dq^2 d\Omega} \right\}_{S+P} = (1 - F_S) \left( \frac{1}{d(\Gamma + \bar{\Gamma})/dq^2} \frac{d^4(\Gamma + \bar{\Gamma})}{dq^2 d\Omega} \right)_p 
+ \frac{3}{16\pi} F_S \sin^2 \theta_l \
+ \frac{9}{32\pi} (S_{11} + S_{13} \cos 2\theta_l) \cos \theta_K 
\]

\[
+ \frac{9}{32\pi} (S_{14} \sin 2\theta_l + S_{15} \sin \theta_l) \sin \theta_K \cos \phi 
\]

\[
+ \frac{9}{32\pi} (S_{16} \sin \theta_l + S_{17} \sin 2\theta_l) \sin \theta_K \sin \phi 
\]

where \( F_S \) denotes the S-wave fraction and the coefficients \( S_{11}, S_{13} - S_{17} \) arise from interference between the S- and P-wave amplitudes. Throughout this letter, \( F_S \) and the interference terms between the S- and P-wave are treated as nuisance parameters.

Additional sets of observables, for which the leading \( B^0 \to K^{*0} \) form-factor uncertainties cancel, can be built from \( F_L, A_{FB} \) and \( S_3 - S_9 \). Examples of such optimised observables include the \( P_i^{(0)} \) series of observables \[47\]. The notation used in this letter again follows Ref. \[1\], for example \( P_5 = S_5 / \sqrt{F_L(1 - F_L)} \).

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity range \( 2 < \eta < 5 \), described in detail in Refs. \[48, 49\]. The detector includes a vertex detector surrounding the proton-proton interaction region, tracking stations on either side of a dipole magnet, ring-imaging Cherenkov (RICH) detectors, electromagnetic and hadronic calorimeters and muon chambers.

Simulated signal events are used in this analysis to determine the impact of the detector geometry, trigger, reconstruction and candidate selection on the angular distribution of the signal. The simulation is produced using the software described in Refs. \[50 – 55\]. Corrections derived from the data are applied to the simulation to account for mismodelling of the charge multiplicity of the event, \( B^0 \) momentum spectrum and \( B^0 \) vertex quality. Similarly, the simulated particle identification (PID) performance is corrected to match that determined from control samples selected from the data \[50, 57\].
The online event selection is performed by a trigger, which comprises a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage that applies a full event reconstruction \[58\]. Offline, signal candidates are formed from a pair of oppositely charged tracks that are identified as muons, combined with a $K^{*0}$ candidate.

The distribution of the reconstructed $K^+\pi^-\mu^+\mu^-$ invariant mass, $m(K^+\pi^-\mu^+\mu^-)$, is used to discriminate signal from background. This distribution is fitted simultaneously with the three decay angles. The distribution of the reconstructed $K^+\pi^-$ mass, $m(K^+\pi^-)$, depends on the $K^+\pi^-$ angular-momentum configuration and is used to constrain the S-wave fraction. The analysis procedure is cross-checked by performing a fit of the $b \to c\bar{s} s$ tree-level decay $B^0 \to J/\psi K^{*0}$, with $J/\psi \to \mu^+\mu^-$, which results in the same final-state particles. Hereafter, the $B^0 \to J/\psi(\to \mu^+\mu^-)K^{*0}$ decay and the equivalent decay via the $\psi(2S)$ resonance are denoted by $B^0 \to J/\psi K^{*0}$ and $B^0 \to \psi(2S)K^{*0}$, respectively.

Two types of backgrounds are considered: combinatorial background, where the selected particles do not originate from a single $b$-hadron decay; and peaking backgrounds, where a single decay is selected but with some of the final-state particles misidentified. The combinatorial background is distributed smoothly in $m(K^+\pi^-\mu^+\mu^-)$, whereas the peaking backgrounds can accumulate in specific regions of the reconstructed mass. In addition, the decays $B^0 \to J/\psi K^{*0}$, $B^0 \to \psi(2S)K^{*0}$ and $B^0 \to \phi(1020)(\to \mu^+\mu^-)K^{*0}$ are removed by rejecting events with $q^2$ in the ranges $8.0 < q^2 < 11.0$ GeV$^2$/c$^4$, $12.5 < q^2 < 15.0$ GeV$^2$/c$^4$ or $0.98 < q^2 < 1.10$ GeV$^2$/c$^4$.

The criteria used to select candidates from the Run 1 data are the same as those described in Ref. \[1\]. The selection of the 2016 data follows closely that of the Run 1 data. Candidates are required to have $5170 < m(K^+\pi^-\mu^+\mu^-) < 5700$ MeV/c$^2$ and $795.9 < m(K^+\pi^-) < 995.9$ MeV/c$^2$. The four tracks of the final-state particles are required to have significant impact parameter (IP) with respect to all primary vertices (PVs) in the event. The tracks are fitted to a common vertex, which is required to be of good quality. The IP of the $B^0$ candidate is required to be small with respect to one of the PVs. The vertex of the $B^0$ candidate is required to be significantly displaced from the same PV. The angle between the reconstructed $B^0$ momentum and the vector connecting this PV to the reconstructed $B^0$ decay vertex, $\theta_{\text{DIRA}}$, is also required to be small. To avoid the same track being used to construct more than one of the final state particles, the opening angle between every pair of tracks is required to be larger than 1 mrad.

Combinatorial background is reduced further using a boosted decision tree (BDT) algorithm \[59,60\]. The BDT is trained entirely on data with $B^0 \to J/\psi K^{*0}$ candidates used as a proxy for the signal and candidates from the upper-mass sideband $5350 < m(K^+\pi^-\mu^+\mu^-) < 7000$ MeV/c$^2$ used as a proxy for the background. The training uses a cross-validation technique \[61\]. The input variables used are the reconstructed $B^0$ decay-time and vertex-fit quality, the momentum and transverse momentum of the $B^0$ candidate, $\theta_{\text{DIRA}}$, PID information from the RICH detectors and the muon system, and variables describing the isolation of the final-state tracks \[62\]. The variables that are used in the BDT are chosen so as to induce the minimum possible distortion in the angular and $q^2$ distributions. A requirement is placed on the BDT output to maximise the signal significance. This requirement rejects more than 97% of the remaining combinatorial background, while retaining more than 85% of the signal. The signal efficiency of the BDT is uniform in the $m(K^+\pi^-\mu^+\mu^-)$ and $m(K^+\pi^-)$ distributions.

Peaking backgrounds from $B^0_s \to \phi(1020)(\to K^+K^-)\mu^+\mu^-$, $A^0_s \to pK^-\mu^+\mu^-$,
$B^0 \to J/\psi K^{*0}$, $B^0 \to \psi(2S)K^{*0}$ and $\bar{B}^0 \to K^{*0} \mu^+ \mu^-$ decays are considered, where the latter constitutes a background if the kaon from the $K^{*0}$ decay is misidentified as the pion and vice versa. In each case, at least one particle needs to be misidentified for the decay to be reconstructed as a signal candidate. Vetoes to reduce these peaking backgrounds are formed by placing requirements on the invariant mass of the candidates, recomputed with the relevant change in the particle mass hypotheses, and by using PID information. In addition, in order to avoid having a strongly peaking contribution to the $\cos \theta_K$ angular distribution in the upper mass sideband, $B^+ \to K^{+} \mu^+ \mu^-$ candidates with $K^{+} \mu^+ \mu^-$ invariant mass within $60 \text{MeV}/c^2$ of the $B^+$ mass are removed. The background from $b$-hadron decays with two hadrons misidentified as muons is negligible. The signal efficiency and residual peaking backgrounds are estimated using simulated events. The vetoes remove a negligible amount of signal. The largest residual backgrounds are from $\bar{B}^0 \to K^{*0} \mu^+ \mu^-$, $A_0^{19} \to pK^- \mu^+ \mu^-$ and $B^0_\mu \to \phi(1020) \to K^+K^- \mu^+ \mu^-$ decays, at the level of 1% or less of the expected signal yield. This is sufficiently small such that these backgrounds are neglected in the angular analysis and are considered only as sources of systematic uncertainty.

A simultaneous fit to the Run 1 data and the 2016 data is performed, with the angular observables as common fit parameters. For each data set, an unbinned maximum-likelihood fit to the distributions of $m(K^+\pi^-\mu^+\mu^-)$ and the three decay angles is used to determine the $CP$-averaged angular observables in bins of $q^2$, in either the standard or optimised basis; and a simultaneous fit of the $m(K^+\pi^-)$ invariant mass distribution is used to constrain the $S$-wave fraction. The fitted probability density functions (PDFs) are of an identical form to those of Ref. [1], as are the $q^2$ bins used. In addition to the narrow $q^2$ bins, results are obtained for the wider bins $1.1 < q^2 < 6.0 \text{GeV}^2/c^4$ and $15.0 < q^2 < 19.0 \text{GeV}^2/c^4$.

The angular distribution of the signal is described using Eq. (1). The $P^{(i)}_h$ observables are determined by reparameterising Eq. (1) using a basis comprising $F_L$, $P_{1,2,3}$ and $P_{4,5,6,8}'$. The angular distribution is multiplied by an acceptance model used to account for the effect of the reconstruction and candidate selection. The acceptance function is parameterised in four dimensions, according to

$$
\varepsilon(\cos \theta_1, \cos \theta_K, \phi, q^2) = \sum_{ijmn} c_{ijmn} L_i(\cos \theta_1) L_j(\cos \theta_K) L_m(\phi) L_n(q^2),
$$

where the terms $L_h(x)$ denote Legendre polynomials of order $h$ and the values of the angles and $q^2$ are rescaled to the range $-1 < x < +1$ when evaluating the polynomials. For the $\cos \theta_1$, $\cos \theta_K$ and $\phi$ angles, the sum in Eq. (3) encompasses $L_h(x)$ up to fourth, fifth and sixth order, respectively. The $q^2$ parameterisation comprises $L_h(x)$ up to fifth order. Simulation indicates that the acceptance function can be assumed to be flat across $m(K^+\pi^-)$. The coefficients $c_{ijmn}$ are determined using a principal moment analysis of simulated $B^0 \to K^{*0} \mu^+ \mu^-$ decays. As all of the relevant kinematic variables needed to describe the decay are used in this parameterisation, the acceptance function does not depend on the decay model used in the simulation.

In the narrow $q^2$ bins, the acceptance is taken to be constant across each bin and is included in the fit by multiplying Eq. (2) by the acceptance function evaluated with the value of $q^2$ fixed at the bin centre. In the wider $q^2$ bins, the shape of the acceptance can vary significantly across the bin. In the likelihood, candidates are therefore weighted by the inverse of the acceptance function and parameter uncertainties are obtained using a bootstrapping technique [63].
The background angular distribution is modelled with second-order polynomials in \( \cos \theta_1 \), \( \cos \theta_K \) and \( \phi \), with the angular coefficients allowed to vary in the fit. This angular distribution is assumed to factorise in the three decay angles, which is confirmed to be the case for candidates in the upper mass sideband of the data.

The \( m(K^+\pi^-\mu^+\mu^-) \) distribution of the signal candidates is modelled using the sum of two Gaussian functions with a common mean, each with a power-law tail on the low mass side. The parameters describing the signal mass shape are determined from a fit to the \( B^0 \rightarrow J/\psi K^{*0} \) decay in the data and are subsequently fixed when fitting the \( B^0 \rightarrow K^{*0}\mu^+\mu^- \) candidates. For each of the \( q^2 \) bins, a scale factor that is determined from simulation is included to account for the difference in resolution between the \( B^0 \rightarrow J/\psi K^{*0} \) and \( B^0 \rightarrow K^{*0}\mu^+\mu^- \) decay modes. A component is included in the \( B^0 \rightarrow J/\psi K^{*0} \) fit to account for \( \bar{B}_s^0 \rightarrow J/\psi K^{*0} \) decays, which are at the level of \( \sim 1\% \) of the \( B^0 \rightarrow J/\psi K^{*0} \) signal yield. The background from the equivalent Cabibbo-suppressed penguin decay, \( \bar{B}_s^0 \rightarrow K^{*0}\mu^+\mu^- \) [64], is negligible and is ignored in the fit of the signal decay. The combinatorial background is described well by an exponential distribution in \( m(K^+\pi^-\mu^+\mu^-) \).

The \( K^{*0} \) signal component in the \( m(K^+\pi^-) \) distribution is modelled using a relativistic Breit-Wigner function for the P-wave component and the LASS parameterisation [65] for the S-wave component. The combinatorial background is described by a linear function in \( m(K^+\pi^-) \).

The decay \( B^0 \rightarrow J/\psi K^{*0} \) is used to cross-check the analysis procedure in the region \( 8.0 < q^2 < 11.0 \text{GeV}^2/c^4 \). This decay is selected in the data with negligible background contamination. The angular structure has been determined by measurements made by the BaBar, Belle and LHCb collaborations [66–68]. The \( B^0 \rightarrow J/\psi K^{*0} \) angular observables obtained from the Run 1 and 2016 LHCb data, using the acceptance correction derived as described above, are in good agreement with these previous measurements.

Figure 1 shows the projection of the fitted PDF on the \( K^+\pi^-\mu^+\mu^- \) mass distribution. The \( B^0 \rightarrow K^{*0}\mu^+\mu^- \) yield, integrated over the \( q^2 \) ranges \( 0.10 < q^2 < 0.98 \text{GeV}^2/c^4 \), \( 1.1 < q^2 < 8.0 \text{GeV}^2/c^4 \), \( 11.0 < q^2 < 12.5 \text{GeV}^2/c^4 \) and \( 15.0 < q^2 < 19.0 \text{GeV}^2/c^4 \), is determined to be \( 2398 \pm 57 \) for the Run 1 data, and \( 2187 \pm 53 \) for the 2016 data.

Pseudoexperiments, generated using the results of the best fit to data, are used to assess the bias and coverage of the fit. The majority of observables have a bias of less than

![Figure 1: The \( K^+\pi^-\mu^+\mu^- \) mass distribution of candidates with \( 0.1 < q^2 < 19.0 \text{GeV}^2/c^4 \), excluding the \( \phi(1020) \) and charmonium regions, for the (left) Run 1 data and (right) 2016 data. The background is indicated by the shaded region.](image-url)
10% of their statistical uncertainty, with the largest bias being 17%, and all observables have an uncertainty estimate within 10% of the true uncertainty. The biases are driven by boundary effects in the observables. The largest effect comes from requiring that $F_S \geq 0$, which can bias $F_S$ to larger values. This can then result in a bias in the P-wave observables (see Eq. [2]). The statistical uncertainty is corrected to account for any under- or over-coverage and a systematic uncertainty equal to the size of the observed bias is assigned.

The size of other sources of systematic uncertainty is estimated using pseudoexperiments, in which one or more parameters are varied and the angular observables are determined with and without this variation. The systematic uncertainty is then taken as the average of the difference between the two models. The pseudoexperiments are generated with signal yields many times larger than the data, in order to render statistical fluctuations negligible.

The size of the total systematic uncertainty varies depending on the angular observable and the $q^2$ bin. The majority of observables in both the $S_i$ and $P_i^{(t)}$ basis have a total systematic uncertainty between 5% and 25% of the statistical uncertainty. For $F_L$, the systematic uncertainty tends to be larger, typically between 20% and 50%. The systematic uncertainties are given in Table 3 of the Supplemental Material.

The dominant systematic uncertainties arise from the peaking backgrounds that are neglected in the analysis, the bias correction, and, for the narrow $q^2$ bins, from the uncertainty associated with evaluating the acceptance at a fixed point in $q^2$. For the peaking backgrounds, the systematic uncertainty is evaluated by injecting additional candidates, drawn from the angular distributions of the background modes, into the pseudoexperiment data. The systematic uncertainty for the bias correction is determined directly from the pseudoexperiments used to validate the fit. The systematic uncertainty from the variation of the acceptance with $q^2$ is determined by moving the point in $q^2$ at which the acceptance is evaluated to halfway between the bin centre and the upper and the lower edge. The largest deviation is taken as the systematic uncertainty. Examples of further sources of systematic uncertainty investigated include the $m(K^+\pi^-)$ lineshape for the S-wave contribution, the assumption that the acceptance function is flat across the $m(K^+\pi^-)$ mass, and the effect of the $B^+ \rightarrow K^+\mu^+\mu^-\nu$ veto on the angular distribution of the background. These sources make a negligible contribution to the total uncertainty. With respect to the analysis of Ref. [1], the systematic uncertainty from residual differences between data and simulation is significantly reduced, owing to an improved decay model for $B^0 \rightarrow J/\psi K^{*0}$ decays [67].

The $CP$-averaged observables $F_L$, $A_{FB}$, $S_5$ and $P_5^{(t)}$ that are obtained from the $S_i$ and $P_i^{(t)}$ fits are shown together with their respective SM predictions in Fig. 2. The results for all observables are given in Figs. 3 and 4 and Tables 1 and 2 of the Supplemental Material. In addition, the statistical correlation between the observables is provided in Tables 4–23. The SM predictions are based on the prescription of Ref. [44], which combines light-cone sum rule calculations [43], valid in the low-$q^2$ region, with lattice determinations at high $q^2$ [71,72] to yield more precise determinations of the form factors over the full $q^2$ range. For the $P_i^{(t)}$ observables, predictions from Ref. [69] are shown using form factors from Ref. [70]. These predictions are restricted to the region $q^2 < 8.0 \text{GeV}^2/c^4$. The results from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1 data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
Figure 2: Results for the $CP$-averaged angular observables $F_L$, $A_{FB}$, $S_5$ and $P'_5$ in bins of $q^2$. The data are compared to SM predictions based on the prescription of Refs. [43,44], with the exception of the $P'_5$ distribution, which is compared to SM predictions based on Refs. [69,70].

SM predictions. The local discrepancy in the $P'_5$ observable in the $4.0 < q^2 < 6.0 \text{ GeV}^2/c^4$ and $6.0 < q^2 < 8.0 \text{ GeV}^2/c^4$ bins reduces from the 2.8 and 3.0σ observed in Ref. [1] to 2.5 and 2.9σ. However, as discussed below, the overall tension with the SM is observed to increase mildly.

Using the FLAVIO software package [42], a fit of the angular observables is performed varying the parameter $Re(C_9)$. The default FLAVIO SM nuisance parameters are used, including form-factor parameters and subleading corrections to account for long-distance QCD interference effects with the charmonium decay modes [43, 44]. The same $q^2$ bins as in Ref. [1] are included. The 3.0σ discrepancy with respect to the SM value of $Re(C_9)$ obtained with the Ref. [1] data set changes to 3.3σ with the data set used here. The best fit to the angular distribution is obtained with a shift in the SM value of $Re(C_9)$ by $-0.99^{+0.25}_{-0.21}$. The tension observed in any such fit will depend on the effective coupling(s) varied, the handling of the SM nuisance parameters and the $q^2$ bins that are included in the fit. For example, the $6.0 < q^2 < 8.0 \text{ GeV}^2/c^4$ bin is known to be associated with larger theoretical uncertainties [46]. Neglecting this bin, a FLAVIO fit gives a tension of 2.4σ using the observables from Ref. [1] and 2.7σ tension with the measurements reported here.

In summary, using $4.7 \text{ fb}^{-1}$ of $pp$ collision data collected with the LHCb experiment during the years 2011, 2012 and 2016, a complete set of $CP$-averaged angular observables has been measured for the $B^0 \rightarrow K^{*0} \mu^+ \mu^-$ decay. These are the most precise measurements of these quantities to date.
Acknowledgements

We express our gratitude to our colleagues in the CERN accelerator departments for the excellent performance of the LHC. We thank the technical and administrative staff at the LHCb institutes. We acknowledge support from CERN and from the national agencies: CAPES, CNPq, FAPERJ and FINDEP (Brazil); MOST and NSFC (China); CNRS/IN2P3 (France); BMBF, DFG and MPG (Germany); INFN (Italy); NWO (The Netherlands); MNiSW and NCN (Poland); MEN/IFA (Romania); MinES and FASO (Russia); MinECo (Spain); SNSF and SER (Switzerland); NASU (Ukraine); STFC (United Kingdom); NSC (USA). We acknowledge the computing resources that are provided by CERN, IN2P3 (France), KIT and DESY (Germany), INFN (Italy), SURF (The Netherlands), PIC (Spain), GridPP (United Kingdom), RRCKI and Yandex LLC (Russia), CSCS (Switzerland), IFIN-HH (Romania), CBPF (Brazil), PL-GRID (Poland) and OSC (USA). We are indebted to the communities behind the multiple open source software packages on which we depend. Individual groups or members have received support from AvH Foundation (Germany), EPLANET, Marie Skłodowska-Curie Actions and ERC (European Union), Conseil Général de Haute-Savoie, Labex ENIGMASS and OCEVU, Région Auvergne (France), RFBR and Yandex LLC (Russia), GVA, XuntaGal and GENCAT (Spain), Herchel Smith Fund, The Royal Society, Royal Commission for the Exhibition of 1851 and the Leverhulme Trust (United Kingdom).
Supplemental Material

This supplemental material includes additional information to that already provided in the main letter. A full set of results for the nominal analysis is presented in both graphical and tabular form in Sec. 1. A complete description of the corresponding systematic uncertainties is given in Sec. 2. The correlations between the angular observables are presented for the $S_i$ observables in Sec. 3 and for the $P_i^{(t)}$ observables in Sec. 4. The angular and mass distributions of the selected candidates in the different $q^2$ bins are shown in Sec. 5.

1 Results

The values of $S_3$, $S_4$ and $S_7$–$S_9$ obtained from the simultaneous fit are shown in Fig. 3. The data are compared to theoretical predictions based on the prescription of Ref. [44]. The predictions combine light-cone sum rule calculations [43] with lattice determinations [71,72] of the $B^0 \rightarrow K^{*0}$ form factors. Figure 4 shows the values of the optimised observables, $P_i^{(t)}$, obtained from the fit. The data are compared to predictions based on the prescription in Ref. [69]. These predictions use form factors from Ref. [70]. The values of the observables in the standard and optimised basis are given in Tables 1 and 2, respectively. The statistical correlation between the observables in each $q^2$ bin is provided in Tables 4–13 and Tables 14–23.
Figure 3: Results for the $CP$-averaged angular observables $S_3$, $S_4$ and $S_7$–$S_9$ in bins of $q^2$. The data are compared to SM predictions based on the prescription of Refs. [43,44].
Figure 4: Results for the optimised angular observables $P_1$–$P_3$, $P_4'$, $P_6'$ and $P_8'$ in bins of $q^2$. The data are compared to SM predictions based on Refs. 69, 70.
Table 1: Results for the CP-averaged observables $F_L$, $A_{FB}$ and $S_3$–$S_9$. The first uncertainties are statistical and the second systematic.

| $0.10 < q^2 < 0.98 \text{GeV}^2/c^4$ | $1.1 < q^2 < 2.5 \text{GeV}^2/c^4$ | $2.5 < q^2 < 4.0 \text{GeV}^2/c^4$ |
|-------------------------------------|-------------------------------------|-------------------------------------|
| $F_L$ | $S_3$ | $F_L$ | $S_3$ | $F_L$ | $S_3$ |
| $0.255 \pm 0.032 \pm 0.007$ | $0.034 \pm 0.044 \pm 0.003$ | $0.655 \pm 0.046 \pm 0.017$ | $-0.107 \pm 0.052 \pm 0.003$ | $0.020 \pm 0.053 \pm 0.002$ |
| $S_4$ | $S_4$ | $S_4$ | $S_4$ | $S_4$ |
| $0.059 \pm 0.050 \pm 0.004$ | $-0.038 \pm 0.070 \pm 0.011$ | $-0.187 \pm 0.074 \pm 0.008$ |
| $S_5$ | $S_5$ | $S_5$ | $S_5$ | $S_5$ |
| $0.227 \pm 0.041 \pm 0.008$ | $0.174 \pm 0.060 \pm 0.007$ | $-0.064 \pm 0.068 \pm 0.010$ |
| $A_{FB}$ | $A_{FB}$ | $A_{FB}$ | $A_{FB}$ |
| $-0.004 \pm 0.040 \pm 0.004$ | $-0.229 \pm 0.046 \pm 0.009$ | $-0.070 \pm 0.043 \pm 0.006$ |
| $S_7$ | $S_7$ | $S_7$ | $S_7$ |
| $0.006 \pm 0.042 \pm 0.002$ | $-0.107 \pm 0.063 \pm 0.004$ | $-0.066 \pm 0.065 \pm 0.004$ |
| $S_8$ | $S_8$ | $S_8$ | $S_8$ |
| $-0.003 \pm 0.051 \pm 0.001$ | $-0.174 \pm 0.075 \pm 0.002$ | $0.016 \pm 0.074 \pm 0.002$ |
| $S_9$ | $S_9$ | $S_9$ | $S_9$ |
| $-0.055 \pm 0.041 \pm 0.002$ | $-0.112 \pm 0.054 \pm 0.005$ | $-0.012 \pm 0.055 \pm 0.003$ |

| $4.0 < q^2 < 6.0 \text{GeV}^2/c^4$ | $6.0 < q^2 < 8.0 \text{GeV}^2/c^4$ | $11.0 < q^2 < 12.5 \text{GeV}^2/c^4$ |
|-------------------------------------|-------------------------------------|-------------------------------------|
| $F_L$ | $S_3$ | $F_L$ | $S_3$ | $F_L$ | $S_3$ |
| $0.684 \pm 0.035 \pm 0.015$ | $0.014 \pm 0.038 \pm 0.003$ | $0.645 \pm 0.030 \pm 0.011$ | $-0.013 \pm 0.038 \pm 0.004$ | $-0.124 \pm 0.037 \pm 0.003$ |
| $S_4$ | $S_4$ | $S_4$ | $S_4$ | $S_4$ |
| $-0.145 \pm 0.057 \pm 0.004$ | $-0.275 \pm 0.045 \pm 0.006$ | $-0.245 \pm 0.047 \pm 0.007$ |
| $S_5$ | $S_5$ | $S_5$ | $S_5$ | $S_5$ |
| $-0.204 \pm 0.051 \pm 0.013$ | $-0.279 \pm 0.043 \pm 0.013$ | $-0.310 \pm 0.043 \pm 0.011$ |
| $A_{FB}$ | $A_{FB}$ | $A_{FB}$ | $A_{FB}$ |
| $0.050 \pm 0.033 \pm 0.002$ | $0.110 \pm 0.027 \pm 0.005$ | $0.333 \pm 0.030 \pm 0.008$ |
| $S_7$ | $S_7$ | $S_7$ | $S_7$ |
| $-0.136 \pm 0.053 \pm 0.002$ | $-0.074 \pm 0.046 \pm 0.003$ | $-0.096 \pm 0.050 \pm 0.003$ |
| $S_8$ | $S_8$ | $S_8$ | $S_8$ |
| $0.077 \pm 0.062 \pm 0.001$ | $-0.062 \pm 0.047 \pm 0.001$ | $0.009 \pm 0.049 \pm 0.001$ |
| $S_9$ | $S_9$ | $S_9$ | $S_9$ |
| $0.029 \pm 0.045 \pm 0.002$ | $0.024 \pm 0.035 \pm 0.002$ | $0.042 \pm 0.040 \pm 0.003$ |

| $15.0 < q^2 < 17.0 \text{GeV}^2/c^4$ | $17.0 < q^2 < 19.0 \text{GeV}^2/c^4$ | $1.1 < q^2 < 6.0 \text{GeV}^2/c^4$ |
|-------------------------------------|-------------------------------------|-------------------------------------|
| $F_L$ | $S_3$ | $F_L$ | $S_3$ | $F_L$ | $S_3$ |
| $0.352 \pm 0.026 \pm 0.009$ | $0.299 \pm 0.033 \pm 0.008$ | $0.250 \pm 0.050 \pm 0.025$ | $-0.307 \pm 0.041 \pm 0.008$ | $-0.136 \pm 0.039 \pm 0.003$ |
| $S_4$ | $S_4$ | $S_4$ | $S_4$ | $S_4$ | $S_4$ |
| $-0.341 \pm 0.034 \pm 0.009$ | $-0.280 \pm 0.040 \pm 0.014$ | $-0.052 \pm 0.034 \pm 0.007$ |
| $A_{FB}$ | $A_{FB}$ | $A_{FB}$ | $A_{FB}$ |
| $0.385 \pm 0.024 \pm 0.007$ | $0.323 \pm 0.032 \pm 0.019$ | $-0.073 \pm 0.021 \pm 0.002$ |
| $S_7$ | $S_7$ | $S_7$ | $S_7$ |
| $0.029 \pm 0.039 \pm 0.001$ | $0.049 \pm 0.049 \pm 0.007$ | $-0.090 \pm 0.034 \pm 0.002$ |
| $S_8$ | $S_8$ | $S_8$ | $S_8$ |
| $0.003 \pm 0.042 \pm 0.002$ | $-0.026 \pm 0.046 \pm 0.002$ | $-0.009 \pm 0.037 \pm 0.002$ |
| $S_9$ | $S_9$ | $S_9$ | $S_9$ |
| $0.000 \pm 0.037 \pm 0.002$ | $-0.056 \pm 0.045 \pm 0.002$ | $-0.025 \pm 0.026 \pm 0.002$ |

| $15.0 < q^2 < 19.0 \text{GeV}^2/c^4$ |
|-------------------------------------|
| $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
| $0.345 \pm 0.020 \pm 0.007$ | $-0.189 \pm 0.030 \pm 0.009$ | $-0.303 \pm 0.024 \pm 0.008$ | $-0.317 \pm 0.024 \pm 0.011$ | $0.353 \pm 0.020 \pm 0.010$ | $0.035 \pm 0.030 \pm 0.003$ | $0.005 \pm 0.031 \pm 0.001$ | $-0.031 \pm 0.029 \pm 0.001$ |
Table 2: Results for the optimised observables $P_i^{(v)}$. The first uncertainties are statistical and the second systematic.

| $0.10 < q^2 < 0.98 \text{ GeV}^2/c^4$ | $1.1 < q^2 < 2.5 \text{ GeV}^2/c^4$ | $2.5 < q^2 < 4.0 \text{ GeV}^2/c^4$ |
|----------------------------------|----------------------------------|----------------------------------|
| $P_1$                             | $0.090 \pm 0.119 \pm 0.009$      | $0.617 \pm 0.296 \pm 0.023$      |
| $P_2$                             | $-0.003 \pm 0.038 \pm 0.003$     | $-0.443 \pm 0.100 \pm 0.027$    |
| $P_3$                             | $0.073 \pm 0.057 \pm 0.003$      | $0.324 \pm 0.147 \pm 0.014$     |
| $P_4$                             | $0.135 \pm 0.118 \pm 0.010$     | $-0.080 \pm 0.142 \pm 0.019$    |
| $P_5$                             | $0.521 \pm 0.095 \pm 0.024$      | $0.365 \pm 0.122 \pm 0.013$     |
| $P_6$                             | $0.015 \pm 0.094 \pm 0.007$      | $-0.226 \pm 0.128 \pm 0.005$    |
| $P_8$                             | $-0.007 \pm 0.122 \pm 0.002$     | $-0.366 \pm 0.158 \pm 0.005$    |

| $4.0 < q^2 < 6.0 \text{ GeV}^2/c^4$ | $6.0 < q^2 < 8.0 \text{ GeV}^2/c^4$ | $11.0 < q^2 < 12.5 \text{ GeV}^2/c^4$ |
|----------------------------------|----------------------------------|----------------------------------|
| $P_1$                             | $0.088 \pm 0.235 \pm 0.029$      | $0.071 \pm 0.211 \pm 0.020$      |
| $P_2$                             | $0.105 \pm 0.068 \pm 0.009$      | $0.207 \pm 0.048 \pm 0.013$      |
| $P_3$                             | $-0.090 \pm 0.139 \pm 0.006$     | $-0.068 \pm 0.104 \pm 0.007$     |
| $P_4$                             | $-0.312 \pm 0.115 \pm 0.013$     | $-0.574 \pm 0.091 \pm 0.018$     |
| $P_5$                             | $-0.439 \pm 0.111 \pm 0.036$     | $-0.583 \pm 0.090 \pm 0.030$     |
| $P_6$                             | $-0.293 \pm 0.117 \pm 0.004$     | $-0.155 \pm 0.098 \pm 0.009$     |
| $P_8$                             | $0.166 \pm 0.127 \pm 0.004$      | $-0.129 \pm 0.098 \pm 0.005$     |

| $15.0 < q^2 < 17.0 \text{ GeV}^2/c^4$ | $17.0 < q^2 < 19.0 \text{ GeV}^2/c^4$ | $11.0 < q^2 < 6.0 \text{ GeV}^2/c^4$ |
|----------------------------------|----------------------------------|----------------------------------|
| $P_1$                             | $-0.511 \pm 0.096 \pm 0.020$     | $-0.763 \pm 0.152 \pm 0.094$     |
| $P_2$                             | $0.396 \pm 0.022 \pm 0.004$      | $0.328 \pm 0.032 \pm 0.017$      |
| $P_3$                             | $-0.000 \pm 0.056 \pm 0.003$     | $0.085 \pm 0.068 \pm 0.004$      |
| $P_4$                             | $-0.626 \pm 0.069 \pm 0.018$     | $-0.647 \pm 0.086 \pm 0.057$     |
| $P_5$                             | $-0.714 \pm 0.074 \pm 0.021$     | $-0.590 \pm 0.084 \pm 0.059$     |
| $P_6$                             | $0.061 \pm 0.085 \pm 0.003$      | $0.103 \pm 0.105 \pm 0.016$      |
| $P_8$                             | $0.007 \pm 0.086 \pm 0.002$      | $-0.055 \pm 0.099 \pm 0.006$     |

| $15.0 < q^2 < 19.0 \text{ GeV}^2/c^4$ |
|----------------------------------|
| $P_1$                             | $-0.577 \pm 0.090 \pm 0.031$     |
| $P_2$                             | $0.359 \pm 0.018 \pm 0.009$      |
| $P_3$                             | $0.048 \pm 0.045 \pm 0.002$      |
| $P_4$                             | $-0.638 \pm 0.055 \pm 0.020$     |
| $P_5$                             | $-0.667 \pm 0.053 \pm 0.029$     |
| $P_6$                             | $0.073 \pm 0.067 \pm 0.006$      |
| $P_8$                             | $0.011 \pm 0.069 \pm 0.003$      |
2 Systematic uncertainties

A summary of the sources of systematic uncertainty on the angular observables is shown in Table 3. Details of how the systematic uncertainties are estimated are given in the letter. The dominant systematic uncertainties arise from the peaking backgrounds that are neglected in the analysis (peaking backgrounds in Table 3) and, for the narrow $q^2$ bins, from the uncertainty associated with evaluating the acceptance at a fixed point in $q^2$ (acceptance variation with $q^2$ in Table 3). The bias correction in Table 3 refers to the biases observed when generating pseudoexperiments using the result of the best fit to data, as discussed in the letter.

Table 3: Summary of the different sources of systematic uncertainty on the angular observables.

| Source                                      | $F_L$   | $A_{FB}$, $S_3-S_9$ | $P_1-P_8'$ |
|---------------------------------------------|---------|---------------------|------------|
| Acceptance stat. uncertainty                | $< 0.01$| $< 0.01$            | $< 0.01$   |
| Acceptance polynomial order                 | $< 0.01$| $< 0.01$            | $< 0.02$   |
| Data-simulation differences                 | $< 0.01$| $< 0.01$            | $< 0.01$   |
| Acceptance variation with $q^2$             | $< 0.03$| $< 0.01$            | $< 0.09$   |
| $m(K^+\pi^-)$ model                         | $< 0.01$| $< 0.01$            | $< 0.01$   |
| Background model                            | $< 0.01$| $< 0.01$            | $< 0.02$   |
| Peaking backgrounds                         | $< 0.01$| $< 0.02$            | $< 0.03$   |
| $m(K^+\pi^-\mu^+\mu^-)$ model              | $< 0.01$| $< 0.01$            | $< 0.01$   |
| $K^+\mu^+\mu^-$ veto                       | $< 0.01$| $< 0.01$            | $< 0.01$   |
| Trigger                                     | $< 0.01$| $< 0.01$            | $< 0.01$   |
| Bias correction                             | $< 0.02$| $< 0.01$            | $< 0.03$   |
3 Correlation matrices for the CP-averaged observables

Correlation matrices between the CP-averaged observables in the different $q^2$ bins are provided in Tables 4–13.

Table 4: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $0.10 < q^2 < 0.98 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | -0.00 | -0.03 | 0.09  | 0.03     | -0.01 | 0.06  | 0.03  |
| $S_3$ | 1.00  | 0.02  | 0.14  | 0.02  | -0.06    | 0.01  | -0.01 |
| $S_4$ | 1.00  | 0.06  | 0.15  | -0.03 | 0.06     | 0.00  |       |
| $S_5$ | 1.00  | 0.04  | -0.03 | -0.01 | 0.00     |       |       |
| $A_{FB}$ | 1.00 | -0.02 | -0.01 | -0.02 | 0.10     |       |       |
| $S_7$ | 1.00  | 0.02  | 0.00  | 0.10  | 0.02     |       |       |
| $S_8$ |       | 1.00  |       |       |          |       |       |
| $S_9$ |       |       |       |       |          | 1.00  |       |

Table 5: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $1.1 < q^2 < 2.5 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | 0.05  | 0.04  | 0.16  | 0.11     | -0.08 | -0.06 | 0.05  |
| $S_3$ | 1.00  | 0.00  | 0.04  | 0.05  | 0.08     | 0.08  | 0.18  |       |
| $S_4$ | 1.00  | 0.00  | 0.04  | 0.05  | 0.08     | 0.08  | 0.18  |       |
| $S_5$ | 1.00  | 0.00  | 0.04  | 0.05  | 0.08     | 0.08  | 0.18  |       |
| $A_{FB}$ | 1.00 | -0.03 | 0.08  | -0.04 | 0.14     |       |       |       |
| $S_7$ | 1.00  | -0.16 | -0.04 | 0.14  | 0.00     |       |       |       |
| $S_8$ |       |       |       |       |          | -0.04 | 0.14  |       |
| $S_9$ |       |       |       |       |          |       | 1.00  |       |

Table 6: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $2.5 < q^2 < 4.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | -0.02 | -0.03 | -0.02 | -0.03    | -0.01 | -0.08 | 0.06  |
| $S_3$ | 1.00  | -0.05 | -0.03 | 0.05  | 0.02     | -0.07 | 0.02  |       |
| $S_4$ | 1.00  | 0.03  | 0.10  | -0.10 | 0.01     | 0.03  | -0.03 |
| $S_5$ | 1.00  | -0.08 | 0.01  | 0.02  | 0.03     |       |       |       |
| $A_{FB}$ | 1.00 | 0.06  | -0.05 | -0.08 | 0.03     |       |       |       |
| $S_7$ | 1.00  | 0.01  | -0.08 | 0.03  | 0.03     |       |       |       |
| $S_8$ |       |       |       |       |          | 1.00  | -0.08 |
| $S_9$ |       |       |       |       |          |       | 1.00  |       |
Table 7: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $4.0 < q^2 < 6.0 \text{GeV}^2/c^4$.

|   | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_F FB$ | $S_7$ | $S_8$ | $S_9$ |
|---|------|------|------|------|--------|------|------|------|
| $F_L$ | 1.00 | -0.01 | 0.05 | -0.02 | -0.14 | -0.10 | 0.09 | 0.04 |
| $S_3$ | 1.00 | -0.06 | -0.10 | 0.06 | -0.02 | 0.02 | -0.08 |
| $S_4$ | 1.00 | 0.01 | -0.14 | 0.03 | 0.02 | 0.01 |
| $S_5$ | 1.00 | -0.08 | 0.07 | 0.02 | -0.05 |
| $A_F FB$ | 1.00 | -0.01 | -0.03 | 0.01 |
| $S_7$ | 1.00 | 0.03 | -0.18 |
| $S_8$ | 1.00 | -0.00 |
| $S_9$ | 1.00 |

Table 8: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $6.0 < q^2 < 8.0 \text{GeV}^2/c^4$.

|   | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_F FB$ | $S_7$ | $S_8$ | $S_9$ |
|---|------|------|------|------|--------|------|------|------|
| $F_L$ | 1.00 | 0.00 | -0.01 | -0.06 | -0.20 | -0.05 | 0.00 | -0.06 |
| $S_3$ | 1.00 | -0.12 | -0.24 | 0.01 | 0.05 | 0.04 | -0.10 |
| $S_4$ | 1.00 | 0.13 | -0.10 | 0.02 | -0.04 | -0.04 |
| $S_5$ | 1.00 | -0.16 | -0.01 | 0.02 | -0.06 |
| $A_F FB$ | 1.00 | -0.03 | 0.02 | 0.02 |
| $S_7$ | 1.00 | 0.08 | -0.09 |
| $S_8$ | 1.00 | -0.08 |
| $S_9$ | 1.00 |

Table 9: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $11.0 < q^2 < 12.5 \text{GeV}^2/c^4$.

|   | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_F FB$ | $S_7$ | $S_8$ | $S_9$ |
|---|------|------|------|------|--------|------|------|------|
| $F_L$ | 1.00 | 0.14 | 0.02 | -0.09 | -0.56 | 0.02 | 0.01 | 0.01 |
| $S_3$ | 1.00 | 0.08 | -0.08 | -0.15 | 0.02 | 0.06 | -0.10 |
| $S_4$ | 1.00 | 0.08 | -0.12 | 0.03 | -0.02 | -0.02 |
| $S_5$ | 1.00 | -0.13 | 0.03 | -0.00 | -0.17 |
| $A_F FB$ | 1.00 | -0.05 | -0.10 | 0.12 |
| $S_7$ | 1.00 | 0.27 | -0.10 |
| $S_8$ | 1.00 | -0.01 |
| $S_9$ | 1.00 |
Table 10: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $15.0 < q^2 < 17.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | 0.27  | 0.02  | 0.07  | -0.53    | 0.00  | -0.04 | 0.06  |
| $S_3$ | 1.00  | -0.05 | 0.01  | -0.12 | -0.02    | -0.04 | 0.10  |
| $S_4$ |       |       | 1.00  | -0.15 | 0.02     | 0.06  |
| $S_5$ |       |       |       | 1.00  | -0.28    | 0.06  | 0.03  | 0.04  |
| $A_{FB}$ |   |       |       |       | 1.00     | 0.01  | -0.00 | 0.01  |
| $S_7$ |       |       |       |       | 1.00     | 0.31  | -0.23 |
| $S_8$ |       |       |       |       | 1.00     | -0.13 |
| $S_9$ |       |       |       |       |          |       |       | 1.00  |

Table 11: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $17.0 < q^2 < 19.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | 0.14  | 0.06  | 0.00  | -0.35    | 0.02  | -0.02 | 0.08  |
| $S_3$ | 1.00  | -0.04 | -0.15 | -0.12 | -0.04    | 0.03  | -0.04 |
| $S_4$ |       |       | 1.00  | -0.14 | -0.10    | 0.08  | 0.02  |
| $S_5$ |       |       |       | 1.00  | -0.25    | -0.07 | -0.08 | 0.05  |
| $A_{FB}$ |   |       |       |       | 1.00     | -0.00 | -0.03 | -0.09 |
| $S_7$ |       |       |       |       | 1.00     | 0.33  | -0.09 |
| $S_8$ |       |       |       |       | 1.00     | -0.13 |
| $S_9$ |       |       |       |       |          |       | 1.00  |

Table 12: Correlation matrix for the CP-averaged observables from the maximum-likelihood fit in the bin $1.1 < q^2 < 6.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-----|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | -0.01 | -0.02 | 0.00  | 0.01     | -0.08 | 0.02  | 0.03  |
| $S_3$ | 1.00  | -0.04 | -0.01 | -0.01 | 0.04     | 0.03  | 0.00  | -0.02 |
| $S_4$ | 1.00  | -0.07 | -0.09 | 0.01  |
| $S_5$ | 1.00  | -0.07 | 0.00  | 0.01  | -0.03  |
| $A_{FB}$ | 1.00  | -0.01 | -0.03 | -0.03  |
| $S_7$ | 1.00  | -0.02 | -0.04 |
| $S_8$ | 1.00  | -0.08 |
| $S_9$ |       |       | 1.00  |
Table 13: Correlation matrix for the $CP$-averaged observables from the maximum-likelihood fit in the bin $15.0 < q^2 < 19.0$ GeV$^2/c^4$.

|       | $F_L$ | $S_3$ | $S_4$ | $S_5$ | $A_{FB}$ | $S_7$ | $S_8$ | $S_9$ |
|-------|-------|-------|-------|-------|----------|-------|-------|-------|
| $F_L$ | 1.00  | 0.18  | -0.06 | -0.07 | -0.37    | 0.00  | -0.03 | 0.07  |
| $S_3$ | 1.00  | -0.04 | -0.03 | -0.07 | -0.00    | -0.04 | 0.02  |       |
| $S_4$ | 1.00  | 0.21  | -0.13 | -0.03 | 0.04     | 0.06  |       |       |
| $S_5$ | 1.00  | -0.23 | 0.02  | -0.01 | 0.04     |       |       |       |
| $A_{FB}$ | 1.00 | 0.03  | -0.01 | 0.00  |          |       |       |       |
| $S_7$ | 1.00  | 0.28  | -0.18 |       |          |       |       |       |
| $S_8$ | 1.00  | -0.14 |       |       |          |       |       |       |
| $S_9$ |       |       |       |       |          | 1.00  |       |       |
4 Correlation matrices for the optimised angular observables

Correlation matrices between the optimised $P_i^{(i)}$ basis of observables in the different $q^2$ bins are provided in Tables 14–23.

Table 14: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $0.10 < q^2 < 0.98 \text{GeV}^2/c^4$.

|       | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|-------|------|------|------|------|-------|-------|-------|-------|
| $F_L$ | 1.00 | 0.03 | 0.02 | 0.03 | -0.08 | -0.13 | -0.02 | 0.06  |
| $P_1$ | 1.00 | 0.02 | 0.01 | 0.02 | 0.14  | -0.06 | 0.01  |       |
| $P_2$ | 1.00 | 0.02 | 0.14 | 0.03 | -0.02 | -0.01 |       |       |
| $P_3$ | 1.00 | -0.01 | -0.00 | -0.10 | -0.02 |       |       |       |
| $P_4'$ | 1.00 | 0.07 | -0.03 | 0.06  |       |       |       |       |
| $P_5'$ | 1.00 | -0.03 | -0.02 |       |       |       |       |       |
| $P_6'$ |       | 1.00 | -0.04 |       |       |       |       |       |
| $P_8'$ |       |       | 1.00 |       |       |       |       |       |

Table 15: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $1.1 < q^2 < 2.5 \text{GeV}^2/c^4$.

|       | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|-------|------|------|------|------|-------|-------|-------|-------|
| $F_L$ | 1.00 | -0.23 | -0.51 | 0.26 | 0.03  | 0.24  | -0.13 | -0.13 |
| $P_1$ | 1.00 | 0.15  | -0.23 | -0.00 | -0.02 | 0.11  | 0.11  |       |
| $P_2$ | 1.00 | -0.09 | -0.03 | -0.22 | 0.05  | 0.14  |       |       |
| $P_3$ | 1.00 | 0.07  | 0.19  | -0.17 | -0.00 |       |       |       |
| $P_4'$ | 1.00 | -0.20 | 0.02  | -0.09 |       |       |       |       |
| $P_5'$ | 1.00 | -0.12 | -0.04 |       |       |       |       |       |
| $P_6'$ |       | 1.00 | -0.14 |       |       |       |       |       |
| $P_8'$ |       |       | 1.00 |       |       |       |       |       |

Table 16: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $2.5 < q^2 < 4.0 \text{GeV}^2/c^4$.

|       | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|-------|------|------|------|------|-------|-------|-------|-------|
| $F_L$ | 1.00 | 0.08 | -0.34 | 0.01 | -0.21 | -0.09 | -0.08 | -0.06 |
| $P_1$ | 1.00 | 0.02 | -0.02 | -0.07 | -0.03 | 0.00  | -0.08 |       |
| $P_2$ | 1.00 | 0.07 | -0.02 | -0.05 | 0.08  | -0.03 |       |       |
| $P_3$ | 1.00 | 0.02 | -0.04 | -0.04 | 0.07  |       |       |       |
| $P_4'$ | 1.00 | -0.10 | 0.02 | 0.04  |       |       |       |       |
| $P_5'$ | 1.00 | 0.01  | 0.02  |       |       |       |       |       |
| $P_6'$ |       | 1.00 | 0.01  |       |       |       |       |       |
| $P_8'$ |       |       | 1.00 |       |       |       |       |       |
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Table 17: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $4.0 < q^2 < 6.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P'_4$ | $P'_5$ | $P'_6$ | $P'_8$ |
|-----|-------|-------|-------|-------|--------|--------|--------|--------|
| $F_L$ | 1.00  | 0.04  | 0.05  | -0.10 | -0.04  | -0.14  | -0.17  | 0.14   |
| $P_1$ | 1.00  | 0.06  | 0.07  | -0.06 | -0.10  | -0.03  | 0.02   |
| $P_2$ | 1.00  | -0.02 | -0.14 | -0.09 | -0.03  | -0.01  |        |
| $P_3$ | 1.00  | -0.01 | 0.07  | 0.19  | -0.01  |        |
| $P'_4$ | 1.00 | 0.02  | 0.04  | 0.01  |
| $P'_5$ | 1.00 | 0.09  | 0.00  |
| $P'_6$ |        | 1.00  | 0.02  |
| $P'_8$ |        |        | 1.00  |

Table 18: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $6.0 < q^2 < 8.0 \text{GeV}^2/c^4$.

|     | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P'_4$ | $P'_5$ | $P'_6$ | $P'_8$ |
|-----|-------|-------|-------|-------|--------|--------|--------|--------|
| $F_L$ | 1.00  | -0.02 | 0.17  | 0.01  | -0.14  | -0.18  | -0.08  | -0.02  |
| $P_1$ | 1.00  | 0.01  | 0.10  | -0.12 | -0.23  | 0.04   | 0.04   |
| $P_2$ | 1.00  | -0.00 | -0.13 | -0.21 | -0.06  |        |
| $P_3$ | 1.00  | 0.03  | 0.06  | 0.09  | 0.08   |
| $P'_4$ | 1.00 | 0.15  | 0.03  | -0.03 |
| $P'_5$ |        | 1.00  | 0.00  | 0.02  |
| $P'_6$ |        |        | 1.00  | 0.08  |
| $P'_8$ |        |        |        | 1.00  |

Table 19: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $11.0 < q^2 < 12.5 \text{GeV}^2/c^4$.

|     | $F_L$ | $P_1$ | $P_2$ | $P_3$ | $P'_4$ | $P'_5$ | $P'_6$ | $P'_8$ |
|-----|-------|-------|-------|-------|--------|--------|--------|--------|
| $F_L$ | 1.00  | -0.07 | 0.13  | -0.07 | 0.04   | -0.07  | 0.03   | 0.00   |
| $P_1$ | 1.00  | -0.09 | 0.10  | 0.07  | -0.06  | 0.01   | 0.05   |
| $P_2$ | 1.00  | -0.16 | -0.12 | -0.23 | -0.05  | -0.11  |
| $P_3$ | 1.00  | 0.01  | 0.18  | 0.10  | 0.00   |
| $P'_4$ | 1.00 | 0.08  | 0.03  | -0.02 |
| $P'_5$ |        | 1.00  | 0.03  | 0.00  |
| $P'_6$ |        |        | 1.00  | 0.27  |
| $P'_8$ |        |        |        | 1.00  |
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Table 20: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $15.0 < q^2 < 17.0 \text{GeV}^2/c^4$.

|   | $F_L$ | $P_1$  | $P_2$  | $P_3$  | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|---|-------|--------|--------|--------|--------|--------|--------|--------|
| $F_L$ | 1.00  | 0.06  | 0.14  | −0.06 | 0.18  | 0.23  | −0.01 | −0.04 |
| $P_1$ | 1.00  | 0.03  | −0.09 | −0.04 | 0.00  | −0.03 | −0.04 |
| $P_2$ | 1.00  | −0.06 | −0.13 | −0.25 | 0.01  | −0.03 |
| $P_3$ | 1.00  | −0.04 | −0.05 | 0.23  | 0.13  |
| $P_4'$ | 1.00  | 0.32  | 0.02  | 0.06  |
| $P_5'$ | 1.00  | 0.06  | 0.03  |
| $P_6'$ | 1.00  | 0.31  |
| $P_8'$ | 1.00  |

Table 21: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $17.0 < q^2 < 19.0 \text{GeV}^2/c^4$.

|   | $F_L$ | $P_1$  | $P_2$  | $P_3$  | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|---|-------|--------|--------|--------|--------|--------|--------|--------|
| $F_L$ | 1.00  | −0.10 | 0.16  | −0.01 | 0.22  | 0.14  | −0.01 | −0.01 |
| $P_1$ | 1.00  | −0.10 | 0.05  | −0.07 | −0.16 | −0.05 | 0.03  |
| $P_2$ | 1.00  | 0.06  | −0.09 | −0.23 | 0.00  | −0.05 |
| $P_3$ | 1.00  | −0.01 | −0.06 | 0.09  | 0.14  |
| $P_4'$ | 1.00  | 0.27  | −0.09 | 0.08  |
| $P_5'$ | 1.00  | −0.07 | −0.09 |
| $P_6'$ | 1.00  | 0.34  |
| $P_8'$ | 1.00  |

Table 22: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $1.1 < q^2 < 6.0 \text{GeV}^2/c^4$.

|   | $F_L$ | $P_1$  | $P_2$  | $P_3$  | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|---|-------|--------|--------|--------|--------|--------|--------|--------|
| $F_L$ | 1.00  | −0.05 | −0.33 | 0.09  | −0.11 | −0.03 | −0.14 | 0.02  |
| $P_1$ | 1.00  | 0.05  | 0.02  | −0.04 | −0.00 | 0.03  | 0.01  |
| $P_2$ | 1.00  | 0.00  | 0.04  | −0.06 | 0.03  | 0.03  | 0.04  |
| $P_3$ | 1.00  | 0.02  | 0.03  | 0.03  | 0.08  |
| $P_4'$ | 1.00  | −0.06 | 0.03  | 0.01  |
| $P_5'$ | 1.00  | 0.01  | 0.00  |
| $P_6'$ | 1.00  | −0.02 |
| $P_8'$ | 1.00  |
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Table 23: Correlation matrix for the optimised angular observables from the maximum-likelihood fit in the bin $15.0 < q^2 < 19.0 \text{ GeV}^2/c^4$.

|     | $F_L$ | $P_1$  | $P_2$  | $P_3$  | $P_4'$ | $P_5'$ | $P_6'$ | $P_8'$ |
|-----|------|--------|--------|--------|--------|--------|--------|--------|
| $F_L$ | 1.00 | -0.08  | 0.19   | -0.02  | 0.11   | 0.09   | -0.01  | -0.04  |
| $P_1$ | 1.00 | -0.01  | -0.00  | -0.04  | -0.02  | 0.00   | -0.04  |
| $P_2$ | 1.00 | -0.04  | -0.14  | -0.25  | 0.03   | -0.03  |
| $P_3$ | 1.00 | -0.06  | -0.04  | 0.18   | 0.14   |
| $P_4'$| 1.00 | 0.21   | -0.03  | 0.04   |
| $P_5'$| 1.00 | 0.02   | -0.01  |
| $P_6'$| 1.00 | 0.28   |
| $P_8'$| 1.00 |        |        |
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5 Fit projections of the signal channel

The angular and mass distributions of the candidates in bins of $q^2$ for the Run 1 and the 2016 data, along with the projections of the simultaneous fit, are shown in Figs. 5–14.

Figure 5: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $0.10 < q^2 < 0.98 \text{ GeV}^2/c^4$. The blue shaded region indicates background.
Figure 6: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $1.1 < q^2 < 2.5$ GeV$^2$/c$^4$. The blue shaded region indicates background.
Figure 7: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $2.5 < q^2 < 4.0 \text{GeV}^2/c^4$. The blue shaded region indicates background.
Figure 8: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $4.0 < q^2 < 6.0\,\text{GeV}^2/c^4$. The blue shaded region indicates background.
Figure 9: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $6.0 < q^2 < 8.0\text{GeV}^2/c^4$. The blue shaded region indicates background.
Figure 10: Projections of the fitted probability density function on the decay angles, \( m(K^+\pi^-) \) and \( m(K^+\pi^-\mu^+\mu^-) \) for the bin \( 11.0 < q^2 < 12.5 \text{ GeV}^2/c^4 \). The blue shaded region indicates background.
Figure 11: Projections of the fitted probability density function on the decay angles, $m(K^+ \pi^-)$ and $m(K^+ \pi^- \mu^+ \mu^-)$ for the bin $15.0 < q^2 < 17.0 \text{ GeV}^2/c^4$. The blue shaded region indicates background.
Figure 12: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $17.0 < q^2 < 19.0 \text{GeV}^2/c^4$. The blue shaded region indicates background.
Figure 13: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $1.1 < q^2 < 6.0 \text{GeV}^2/c^4$. The blue shaded region indicates background.
Figure 14: Projections of the fitted probability density function on the decay angles, $m(K^+\pi^-)$ and $m(K^+\pi^-\mu^+\mu^-)$ for the bin $15.0 < q^2 < 19.0 \, \text{GeV}^2/c^4$. The blue shaded region indicates background.
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