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Abstract

Graph signal processing (GSP) facilitates the analysis of high-dimensional data on non-Euclidean domains by utilizing graph signals defined on graph vertices. In addition to static data, each vertex can provide continuous time-series signals, transforming graph signals into time-series signals on each vertex. The joint time-vertex Fourier transform (JFT) framework offers spectral analysis capabilities to analyze these joint time-vertex signals. Analogous to the fractional Fourier transform (FRT) extending the ordinary Fourier transform (FT), we introduce the joint time-vertex fractional Fourier transform (JFRT) as a generalization of JFT. The JFRT enables fractional analysis for joint time-vertex processing by extending Fourier analysis to fractional orders in both temporal and vertex domains. We theoretically demonstrate that JFRT generalizes JFT and maintains properties such as index additivity, reversibility, reduction to identity, and unitarity for specific graph topologies. Additionally, we derive Tikhonov regularization-based denoising in the JFRT domain, ensuring robust and well-behaved solutions. Comprehensive numerical experiments on synthetic and real-world datasets highlight the effectiveness of JFRT in denoising and clustering tasks that outperform state-of-the-art approaches.

Keywords: graph signal processing, joint time-vertex, fractional Fourier transform.

2008 MSC: 05C50, 44A15.

1. Introduction

With rapidly increasing technology, there has been a substantial increase in data stored and processed worldwide. A significant portion of this data is collected on networks that inherently have irregular underlying structures. Due to this irregularity, these networks are represented as graphs, where the data residing on them are represented as time-varying graph signals. The graph signal processing (GSP) framework and the graph neural networks (GNNs) have become prevalant approaches for such problems [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].

Graphs are essential to represent data collected from irregular and complex networks and, therefore, are extensively studied and used [13, 14, 15, 16, 17, 18]. Data can be rep-
represented as signals residing on the vertices of a graph. Hence, GSP became one of the upcoming tools for processing network data. Classical signal processing methods have been generalized to the GSP domain, including sampling and approximation [19, 20, 21, 22], filtering [23, 24, 25, 26, 27, 28], Fourier transformation and its duality [29, 30, 31], and frequency analysis [32, 33]. The graph Fourier transform (GFT), which is the generalization of the Fourier transform (FT) for graph signals, along with other GSP techniques, gave rise to numerous applications including smoothing and denoising [24, 34, 35], segmentation [36], graph signal reconstruction [37, 38], classification [39, 40], clustering [41, 42], low-rank extraction [43], estimation [44, 45, 46], non-stationary analysis [47, 48], semi-supervised learning [49], multiscale decompositions [47, 50, 51], stationary process processing [44, 45], signal prediction [52], inference [53], graph learning [54, 55, 56], intrusion detection [57]. A wide variety of applications of GNNs on several network architectures also exist, such as machine learning applications [58], deep learning structures [29], classification [10, 59, 60], graph convolutional networks (GCNs) [61, 62, 63], denoising networks [64], infection analysis [65], spatiotemporal data applications [66, 67].

While vertices and edges are primarily interested in modeling graph data, the time-domain information in vertices is also intertwined and essential to modeling network data. Moreover, time-domain information is generally a natural extension. For example, while the distribution of weather stations in a region forms a graph, these stations also record daily and, in some cases, hourly measurements. Similarly, sensor networks are naturally interconnected and have a history of measurements. In other words, data defined on the vertices of graphs change over time and applications like the above make analysis of joint time-vertex signals necessary. This spurs a need for a framework to process the temporal graph data jointly with the vertex domain. The tools developed by the pioneering works of [33, 68, 69, 70] combine the temporal discrete signal processing and GSP. Referring to time-vertex signal processing, these essential techniques enable us to work with time-varying graph data by considering temporal and graph-domain information.

As the primary joint Fourier analysis tool to obtain spectral expansions of time-varying graph signals, the joint time-vertex Fourier transform (JFT) has been developed [33, 68]. JFT combines FT in the temporal domain and GFT in the vertex domain [33, 68]. Time domain information in time-vertex signals may be deterministic [33] or stationary processes [70]. Autoregressive moving average (ARMA) and vector autoregressive moving average (VARMA) filter for processing of time-vertex graph signals is developed [71, 72]. Time-vertex signal processing is deployed in several applications, including reconstruction of time-varying graph signals [73, 74, 75], predicting the joint spectral temporal data [72], and predicting the evolution of stationary graph signals [76]. There are also applications of semi-supervised learning and inpainting of joint time-vertex signals [69, 70, 76]. Spatiotemporal graph applications can also be seen as joint time-vertex signals, and there are transform and filtering considerations for such applications [66, 67].

On the other hand, we have the fractional Fourier transform (FRT) as a generalization of the classical FT that allows for intermediate transformations between time and frequency domains, parameterized by a transform order that dictates the fraction of the transformation. The $\alpha^{th}$ order FRT is defined as the $\alpha^{th}$ power of the ordinary FT $77, 78, 79, 80, 81$. The FRT reduces to the FT and the identity operations when $\alpha = 1$ and $\alpha = 0$, respectively. The ordinary FT is a transformation between time (or space) signals into spectral signals, whereas FRT converts intermediate domains between time (or space) and frequency (spatial frequency). Thus, it can be viewed as a linear
transformation corresponding to a $\frac{\pi}{2}$ degree rotation in the time-frequency plane. The FRT also has the property of additive indexes, meaning that the $\alpha^{th}$ order of $\beta^{th}$ order FRT is equal to the $(\alpha + \beta)^{th}$ order FRT.

The FRT is a fundamental transform with important applications in several fields, including signal processing, optics, and wave propagation [79]. The applications of FRT in signal processing include time-frequency analysis [82], filter design [83, 84], image processing [85, 86], video processing [86], time-series processing [87], natural language processing [88], beamforming [89], pattern recognition [90], phase retrieval [91], optical information processing [77], sonar signal processing [92], inverse synthetic-aperture radar (ISAR) imaging [93] among numerous others. FRT provides extra degrees of freedom when transforming signals into intermediate time-frequency domains while keeping the ordinary FT as a special case. This feature of FRT gives flexibility in processing data and makes performance improvements possible, mostly without additional computational costs.

Similarly, extending FRT to the GSP domain can open up further developments, application areas, and performance increases. To this end, graph fractional Fourier transform (GFRT), which transforms graph signals into intermediate vertex-frequency or vertex-spectral domains, has been introduced [27, 94, 95, 96, 97]. Furthermore, windowed fractional Fourier transform has been generalized to GSP [95, 96] and sampling in fractional domains is studied [27]. Wiener filtering has recently been studied in the GSP domain [98, 99], where the optimal filtering happens in intermediate domains.

In this work, we introduce the joint time-vertex fractional Fourier Transform (JFRT) to extend the recent theoretical studies of joint time-vertex signal processing. The JFRT allows the simultaneous analysis of signals in both graph fractional and time fractional domains. We show that JFRT has the properties of index additivity in both domains, reduction to the ordinary transformation when the orders are 1 in both domains, reduction to the identity operator when the orders are 0, commutativity, and reversibility. We also show that if ordinary GFT is unitary, so is the JFRT. JFRT reduces to the two-dimensional discrete fractional Fourier transform (DFRT) for specific graph topologies. To further develop the theory, we present the fractional joint time-vertex filtering and the underlying theoretical setting for Tikhonov regularization-based denoising by the proposed JFRT. To this end, we present some properties of fractional Laplacians and define the joint fractional Laplacian to derive the optimal filter coefficients.

The proposed JFRT, with the flexibility provided by its two fractional order parameters, can be utilized in joint time-vertex signal processing applications such as denoising, signal reconstruction, and graph-node classification since it enables the joint signal to be processed both in FRT and GFRT domains. This makes it possible to analyze joint time-vertex signals in a much broader class of transformations by extending the theory of ordinary JFT analysis. Since JFRT satisfies most of the underlying properties of the two-dimensional DFRT, it is also a good candidate for the generalization of multidimensional FRTs to GSP. On the other hand, the proposed JFRT also contributes to the well-established and rich literature on fractional Fourier analysis by extending the classical theory to GSP machinery. We can summarize the contributions of this work as follows:

- We introduce the JFRT to simultaneously analyze time-vertex signals in both fractional time and fractional vertex domains.
• We derive Tikhonov regularization-based denoising in the JFRT domain to ensure that the solution is more robust and well-behaved, particularly in the presence of noisy data.
• We demonstrate the effectiveness of JFRT through comprehensive numerical experiments on synthetic and real-world datasets in filtering, denoising, and clustering tasks.

The rest of the manuscript is organized as follows. In Section 2, we provide preliminary information for GSP, GFT, JFT, and FRT. We introduce the JFRT in Section 3 and provide its properties. In Section 4, we develop the Tikhonov regularization-based denoising in the JFRT domain. Section 5 shows the utility of JFRT through numerical experiments and examples in filtering, denoising, and clustering tasks. Section 6 concludes the paper.

2. Preliminaries

2.1. Notation

Bold uppercase letters (A) denote matrices, while lowercase capital letters (x) denote vectors. Given a set \( V \), \(|V|\) denotes its cardinality. The \((\cdot)^*\), \((\cdot)^T\), \((\cdot)^H\) denote complex conjugate, transpose, and complex conjugate transpose (Hermitian) of their argument. If the argument of \(\text{diag}(\cdot)\) is an ordered set, it constructs a square matrix with elements of the ordered set as diagonal elements. If the argument is a matrix, it gives a column vector containing the matrix’s diagonal entries. \(I_n\) denotes an identity matrix of size \(n\), and we omit the subscript if the context is clear. For given matrices \(A\) and \(B\), \(A \otimes B\) denote their Kronecker product, and if \(A \in \mathbb{C}^{m \times m}\), \(B \in \mathbb{C}^{n \times n}\) are square matrices, \(A \oplus B = A \otimes I_n + I_m \otimes B\) denotes their Kronecker sum. For scalars \(N, M\), the modulo \(M\) of \(N\) is denoted by \((N) \mod M\). For a vector \(v\), \(\|v\|_p\) denotes \(p\)-norm. For a matrix \(A\) of size \(m\) by \(n\), its Frobenius norm is defined as \(\|A\|_F = \sqrt{\sum_{m'=0}^{m-1} \sum_{n'=0}^{n-1} |A_{m',n'}|^2}\).

2.2. Graph Signals and Graph Fourier Transform (GFT)

Let \(G = (V, E, A)\) be a graph with set of vertices denoted as \(V = \{v_0, v_1, \ldots, v_{N-1}\}\), where \(|V| = N \in \mathbb{Z}^+\), set of edges denoted as \(E\) and weighted adjacency matrix denoted as \(A \in \mathbb{C}^{N \times N}\). An edge \(e = (m, n)\) is an element of \(E\) if \(A_{m,n} \neq 0\) where \(A_{m,n}\) denotes the element in the intersection of \(m\)th row and \(n\)th column, otherwise there is no connection from \(v_m\) to \(v_n\). A graph is undirected if \(A_{m,n} = A_{n,m}\) for all \(m, n \in \{0, 1, \ldots, N-1\}\). A graph signal \(x \in \mathbb{C}^N\) is a mapping from \(V\) to \(\mathbb{C}\) such that \(x : V \rightarrow \mathbb{C}\) and \(v_n \rightarrow x_n\).

Several approaches define GFT [1, 2, 100, 101]. Among them, two main approaches stand out. The first one follows the algebraic signal processing framework that views the adjacency matrices as a shift operator and builds a GFT definition accordingly [1]. The second one uses the graph Laplacian, which is defined for undirected graphs with non-negative weighted adjacency matrices [2].
2.2.1. Algebraic Signal Processing-Based Approach

Let \( A = VJAV^{-1} \) be the Jordan decomposition of \( A \). Then, GFT and its inverse transform are defined as

\[
F_G x = V^{-1} x = \tilde{x} \quad \text{and} \quad F_G^{-1} \tilde{x} = V \tilde{x} = x, \tag{1}
\]

respectively, where \( \tilde{x} \) stands for the graph signal in the GFT domain with GFT matrix \( F_G \triangleq V^{-1} \).

This approach has the advantage that it can be used for any graph type while requiring the Jordan decomposition, which is computationally more expensive than the graph Laplacian-based approach for large graphs.

2.2.2. Graph (Combinatorial) Laplacian-Based Approach

In the graph Laplacian-based approach, the adjacency matrix \( A \) takes non-negative real values and is assumed to be symmetric. The graph Laplacian can be given as

\[ L = D - A \]

where \( D_{m,m} = \sum_{n=0}^{N-1} A_{m,n} \) is the diagonal degree matrix. Then, we have

\[ L = U \Lambda U^H \]

as the diagonalization of \( L \). Since \( L \) is symmetric positive semi-definite, it is unitarily diagonalizable. Then, the GFT and its inverse transform are defined as the following \[2\]:

\[
F_G x = U^H x = \tilde{x} \quad \text{and} \quad F^{-1}_G \tilde{x} = U \tilde{x} = x, \tag{2}
\]

respectively, where \( \tilde{x} \) is the representation of graph signal \( x \) in the graph Fourier (spectral) domain with \( F_G \triangleq U^H \). Although there are attempts for generalizations \[101\], the Laplacian-based approach is generally considered limited to undirected graphs. However, the Laplacian-based GFT has the advantage of providing a unitary transformation so that the Parseval’s relation holds.

Remark 1. As described in \[5\], these approaches are based on the spectral decomposition of any selected graph shift matrix \( Z \), where \( Z = A \) for algebraic and \( Z = L \) for Laplacian-based approaches.

Hence, in this work, we consider any arbitrary invertible GFT matrix denoted by \( F_G \), which can be obtained for any graph with a given shift matrix through the Jordan decomposition of \( Z = VZJZV^{-1} \), where \( F_G \triangleq V^{-1} \).

Remark 2. For completeness, we provide Jordan decomposition also to include non-diagonalizable graph shift matrices \( Z \). For diagonalizable matrices, the Jordan decomposition reduces to the eigen decomposition \( Z = VZ \Lambda ZV^{-1} \). Finally, for Hermitian matrices, \( Z = Z^H \), \( Z = VZ \Lambda ZV^{-1} \), with \( F_G \triangleq V^{-1} \).

2.2.3. Graph Frequency Ordering

Eigenvector ordering of the selected shift matrix, i.e., column ordering of \( F_G \), consequently graph frequency ordering is unique up to a permutation. Different frequency ordering and consequently different \( F_G \) definitions are possible according to the selected shift matrix \( Z \). As in \[2\], for the undirected Laplacian-based GFT, all eigenvalues are real and non-negative, so the graph frequencies are ordered as the ascending eigenvalues of the Laplacian. However, it does not apply to the directed adjacency-based GFT, so total variation on graphs (TVG) approach has been proposed in \[32\], which orders frequencies in descending \( TVG(v) = ||v - |\lambda_{\text{max}}|^{-1} A v||_1 \) values, for eigenvectors \( v \) of \( A \), where \( \lambda_{\text{max}} \) is the largest magnitude eigenvalue of \( A \). We use suitable ordering for the graph signal processing tasks in this work.
2.3. Fractional Fourier Transform (FRT)

The straightforward linear integral form definition of continuous αth order FRT, \( F^\alpha \), is provided in Eq. (3) for \( f(u) \in L^2(C) \), \( \alpha \in \mathbb{R} \), \( k \in \mathbb{Z} \). It is not the most intuitive way to understand the FRT, but it is the most general form. More details of FRT can be found in [77, 78, 79].

\[
F^\alpha f(u) = \int_{-\infty}^{\infty} f(u')K_\alpha(u,u')du',
\]

\[
A_\theta = \sqrt{1 - j \cot \theta} \quad \text{and} \quad \theta = \frac{\alpha \pi}{2},
\]  

(3)

\[
K_\alpha(u,u') = \begin{cases} 
\delta(u - u'), & \alpha = 4k \\
\delta(u + u'), & \alpha = 4k + 2 \\
A_\theta e^{j\pi(u^2 \cot \theta - 2uu' \csc \theta + u'^2 \cot \theta)}, & \text{otherwise}. 
\end{cases}
\]

The discretization of the FRT is done by the discrete fractional Fourier transform (DFRT) [102], and each entry of the DFRT matrix is given as follows:

\[
F^\alpha[m,n] = \sum_{k \in \mathcal{K}} u_k[m]e^{-j\frac{\pi}{2} k \alpha} u_k[n],
\]  

(4)

where \( \mathcal{K} \triangleq \{0,1,\ldots,N-3, N-2, N-(N-2)\} \) and \( u_k \) is the discrete counterpart of the \( k^{th} \) Hermite-Gaussian function. The peculiar summation range occurs because of the number of zero crossings of the discrete Hermite-Gaussian functions, which are the eigenvectors of the normalized discrete Fourier transform (DFT) matrix. The DFRT is unitary, index additive, and reduces to the identity and normalized DFT when \( \alpha = 0 \) and \( \alpha = 1 \), respectively. Derivation of discrete Hermite-Gaussians and further details regarding the generation of the DFRT matrix can be found in [102].

2.4. Graph Fractional Fourier Transform and Graph Fractional Laplacian

Let the GFT matrix be \( F_G = PJ_G P^{-1} \) be the Jordan decomposition of \( F_G \). Then, GFRT can be defined as [94]:

\[
F_G^\alpha = PJ_G^\alpha P^{-1},
\]  

(5)

where \( \alpha \in \mathbb{R} \) is the fractional order. For computing \( J_G^\alpha \), for the \( m^{th} \) Jordan block with the eigenvalue \( \lambda_m \), \( \alpha^{th} \) power of the \( k^{th} \) super-diagonal can be given as \( \prod_{n=1}^{k} \frac{\alpha + 1 - m}{n} \lambda_m^{-k} \).

The additional details of computing Eq. (5) can be found in [94]. This definition of GFRT is index additive as:

\[
F_G^\alpha F_G^\beta = PJ_G^\alpha P^{-1} PJ_G^\beta P^{-1} = PJ_G^{\alpha + \beta} P^{-1} = F_G^{\alpha + \beta}.
\]  

(6)

GFRT also has the properties of reduction to the identity matrix and the GFT matrix when orders are \( \alpha = 0 \) and \( \alpha = 1 \), respectively.

On the other hand, let \( L = UAU^H \) be the diagonalization of a graph Laplacian. Then the graph fractional Laplacian of the order \( \alpha \) can be defined as [96]:

\[
L^\alpha = U^\alpha A^\alpha (U^\alpha)^H.
\]  

(7)

Remark 3. The graph fractional Laplacian \( L^\alpha = U^\alpha A^\alpha (U^\alpha)^H \) is a different definition than the fractional power of Laplacian \( L^\alpha = UA^\alpha U^H \).
2.5. Joint Time-Vertex Fourier Transform (JFT)

Let $X \in \mathbb{C}^{N \times T}$ represent the joint time-vertex signal such that we have graph signals in the columns and time-series signals defined for each vertex of the underlying graph in the rows of $X$. From the perspective of the columns, $X$ consists of time-varying graph signals. From the standpoint of the rows, $X$ contains a time-series signal at each node. The DFT of this signal is given as:

$$\text{DFT}(X) = XF^T,$$

where $F$ is the normalized DFT matrix with its elements given as $F_{m,n} = \frac{1}{\sqrt{T}} e^{-j \frac{2\pi mn}{T}}$, $m, n = 0, 1, \ldots, T - 1$. Similarly, the GFT of $X$ can be given as:

$$\text{GFT}(X; G) = F_G X.$$

Finally, the JFT of $X$ is defined as

$$\text{JFT}(X; G) = F_G XF^T,$$

which can capture the spectral information of $X$ in both time and underlying graph perspectives. To define the transform more compactly, one can denote JFT in matrix form by vectorizing $X$. Doing so, we have:

$$\text{JFT}(x, G) = F_J x,$$

where $F_J = F \otimes F_G$ and $x = \text{vec}(X)$. The inverse JFT is given by:

$$\text{JFT}^{-1}(X, G) = F^{-1}_G X F^*,$$

and $F^{-1}_J = F^H \otimes F^{-1}_G$. It is shown in [68] that if the underlying $F_G$ is unitary, so is JFT.

2.6. Joint Time-Vertex Filters

A joint time-vertex filter is defined in the joint spectral domain and evaluated at all graph and time frequencies $\lambda_i, \omega_j$ where $i = 1, \ldots, N, j = 1, \ldots, T$. For a vectorized joint time-vertex signal $x = \text{vec}(X)$, the filtered version of the signal, $\tilde{x}$, is obtained by [33]:

$$\tilde{x} = F^{-1}_J H_J F_J x,$$

where $F_J$ and $F^{-1}_J$ are joint time-vertex Fourier and inverse Fourier transforms, respectively, and $H_J$ is the joint time-vertex filter, whose generic $NT \times NT$ matrix form is presented, for any function $h : \mathbb{C} \times \mathbb{R} \to \mathbb{C}$, as follows:

$$H_J = \text{diag} \left\{ \text{vec} \left( \begin{bmatrix} h(\lambda_1, \omega_1) & \cdots & h(\lambda_1, \omega_T) \\ \vdots & \ddots & \vdots \\ h(\lambda_N, \omega_1) & \cdots & h(\lambda_N, \omega_T) \end{bmatrix} \right) \right\}.$$

Moreover, these filters are said to be separable if $h(\lambda_i, \omega_j) = h_G(\lambda_i) h_T(\omega_j)$, for suitable functions $h_G : \mathbb{C} \to \mathbb{C}$ and $h_T : \mathbb{R} \to \mathbb{C}$, $\forall i = 1, \ldots, N$ and $\forall j = 1, \ldots, T$ [33].
3. The Joint Time-Vertex Fractional Fourier Transform (JFRT)

In this section, we define JFRT as a joint generalization of JFT to fractional Fourier and fractional graph Fourier domains. Let \( X \in \mathbb{C}^{NT} \) hold a joint time-vertex signal defined on the graph \( G \), where \( N \) is the number of vertices of \( G \) and \( T \) is the length of the time-series signals defined on each vertex. Then, we define for the order pair \((\alpha, \beta)\) where \( \alpha, \beta \in \mathbb{R} \), the \((\alpha, \beta)\)th order JFRT as the following:

\[
JFT_{\alpha,\beta}^{\theta}(X; G) \triangleq F_{G}^{\beta}X(F_{\alpha})^{T},
\]

where \( F_{G}^{\beta} \) is the \( \beta \)th order GFRT defined by Eq. (5) and \( F_{\alpha} \) is the \( \alpha \)th order FRT as defined in Eq. (4). Note that \( F_{G} \) can be constructed arbitrarily. Also note that Eq. (14), is a linear transformation from \( N \times T \) sized matrices to \( N \times T \) sized matrices, that is \( JFT_{\alpha,\beta}(\cdot) : \mathbb{C}^{NT} \rightarrow \mathbb{C}^{NT} \). If we vectorize the given time-vertex signal \( X \) as \( x = vec(X) \), we can find an equivalent transformation between the vectorized forms as \( F_{J}^{\alpha,\beta}(\cdot) : \mathbb{C}^{NT} \rightarrow \mathbb{C}^{NT} \). From the properties of the Kronecker product, such a mapping can be explicitly stated as \( F_{J}^{\alpha,\beta} \triangleq F_{\alpha} \otimes F_{G}^{\beta} \) in the matrix form.

3.1. Essential properties of JFRT

In what follows, we present important propositions and properties of the proposed JFRT operation.

**Property 1.** For two real-valued pairs \((\alpha_1, \beta_1)\) and \((\alpha_2, \beta_2)\),

\[
JFT^{\alpha_1,\beta_1}(JFT^{\alpha_2,\beta_2}(X; G); G) = JFT^{\alpha_1+\alpha_2,\beta_1+\beta_2}(X; G).
\]

In other words, JFRT is index additive in fractional orders.

**Proof.** By definition, we have:

\[
JFT^{\alpha_1,\beta_1}(JFT^{\alpha_2,\beta_2}(X; G); G) = F_{G}^{\beta_1}F_{G}^{\beta_2}X(F_{\alpha_2})^{T}(F_{\alpha_1})^{T} = F_{G}^{\beta_1}F_{G}^{\beta_2}X(F_{\alpha_1}+\alpha_2)^{T} = F_{G}^{\beta_1+\beta_2}X(F_{\alpha_1}+\alpha_2)^{T},
\]

the last equality follows from the index additivity properties of GFRT and FRT.

**Property 2.** For two real-valued pairs \((\alpha_1, \beta_1)\) and \((\alpha_2, \beta_2)\), JFRT is commutative

\[
JFT^{\alpha_1,\beta_1}(JFT^{\alpha_2,\beta_2}(X; G); G) = JFT^{\alpha_2,\beta_2}(JFT^{\alpha_1,\beta_1}(X; G); G).
\]

**Proof.** The proof follows from the index additivity property:

\[
JFT^{\alpha_1,\beta_1}(JFT^{\alpha_2,\beta_2}(X; G); G) = JFT^{\alpha_1+\alpha_2,\beta_1+\beta_2}(X; G) = JFT^{\alpha_2,\beta_2}(JFT^{\alpha_1,\beta_1}(X; G); G).
\]
The cross commutativity also follows from index additivity:

\[
JFT^{\alpha_1, \beta_1}(JFT^{\alpha_2, \beta_2}(X; G); G) = JFT^{\alpha_1+\alpha_2, \beta_1+\beta_2}(X; G) = JFT^{\alpha_1, \beta_1}(JFT^{\alpha_2, \beta_2}(X; G); G) = JFT^{\alpha_2, \beta_1}(JFT^{\alpha_1, \beta_2}(X; G); G),
\]

(19)

where the last equality follows from commutativity.

Property 3. \( JFT^{0,0}(X; G) = X \), which is the reduction to the identity property.

Proof. This follows from the definition of JFRT and the reduction to the identity properties of FRT and GFRT.

Property 4. JFRT is separable over graph fractional transform and DFRT, that is, for a given order \((\alpha, \beta)\) we have:

\[
JFT^{\alpha, \beta}(X; G) = JFT^{0,0}(JFT^{\alpha, 0}(X; G)); G) = JFT^{0,\beta}(JFT^{\alpha, 0}(X; G)); G).
\]

(20)

Proof. First, equality follows from the index additivity property, while the second follows from the commutativity property. Notice that from the reduction to the identity properties of GFRT and DFRT, and using the definition of JFRT, we have the equation Eq. (20) as:

\[
F_G^\beta X F_\alpha = F_G^\beta (I_N X F_\alpha)I_T = I_N (F_G^\beta X I_T)F_\alpha,
\]

(21)

which clearly shows the separable nature of JFRT.

Property 5. For an order pair \((\alpha, \beta)\), JFRT is reversible:

\[
JFT^{-\alpha, -\beta}(JFT^{\alpha, \beta}(X; G)); G) = X.
\]

Proof. This follows from the index additivity and the reduction to the identity properties of JFRT.

Property 6. Reduction to the ordinary transformation as given by JFRT\(^{1,1}(X; G) = JFT(X; G)\).

Proof. This also follows from the definition of JFRT and the reduction to the ordinary transform properties of FRT and GFRT. Thus, JFT becomes a special case of JFRT when order \((1,1)\).

Proposition 1. If \( F_G \) is a unitary transformation, then so is \( JFT^{\alpha, \beta}(X; G) \) or equivalently \( F_G^{\alpha, \beta} \) is a unitary matrix.

Proof. From the properties of the Kronecker product, we know that if \( F_\alpha \) and \( F_G^\beta \) are unitary matrices, then so is \( F_G^{\alpha, \beta} \). We know that \( F_\alpha \) is unitary for any \( \alpha \) by the properties of FRT \([79]\). Hence, we only need to show that if \( F_G \) is unitary, then \( F_G^\beta \) is also unitary for any \( \beta \). If \( F_G \) is unitary, it can be diagonalized as \( F_G = V_G \Lambda_G V_G^H \) with unitary \( V_G \) and diagonal \( \Lambda_G \) with eigenvalues lying on the unit circle. Then, \( F_G^\beta = V_G \Lambda_G^\beta V_G^H \) will also be unitary since the diagonal values of \( \Lambda_G^\beta \) will be on the unit circle as well.
Hence, for unitary $F_G$, JFRT is also a unitary transform satisfying the Parseval’s relation. On the other hand, it is known that for directed circular graphs, DFT diagonalizes the adjacency matrix, and for an undirected ring graph, DFT diagonalizes the Laplacian matrix. Therefore, for these particular graphs, the GFT can be taken as the DFT matrix, or we can perceive time-series data as a graph in the shape of a directed circular graph or undirected ring graph [1]. Then, we have the following proposition:

**Proposition 2.** If the underlying graph is a directed circular graph or ring graph, then $JFT^{\alpha,\beta}(X;G)$ reduces to two-dimensional DFRT with orders $\alpha$ and $\beta$.

**Proof.** We have $JFT^{\alpha,\beta}(X;G) = F_G^\beta X (F_\alpha^\beta)^T$. Then, one can reduce $F_G$ to $F_G^\alpha$ due to the underlying graph as follows: From Eq. (4), it can be seen that for even $N$,

$$F_G = V_F \text{ diag}\{e^{-j\frac{\pi}{2^0}}, e^{-j\frac{\pi}{2^1}}, \ldots, e^{-j\frac{\pi}{2^{(N-1)}}}\} V_F^H,$$

is a unitary diagonalization of $F$, for $V_F = [u_0 \ u_1 \ \cdots \ u_{N-1}]$, where $u_k$ is $k^{th}$ discrete Hermite-Gaussians. Then, we have

$$F_G^\beta = V_F \text{ diag}\{e^{-j\frac{\pi}{2^0}}, \ldots, e^{-j\frac{\pi}{2^{(N-1)}}}\} V_F^H = F_\beta.$$

A similar diagonalization can also be made for odd $N$. Hence, we obtain $JFT^{\alpha,\beta}(X;G) = F_\beta X (F_\alpha^\beta)^T$ which is equivalent to the two-dimensional DFRT of $X$.

**Corollary 1.** If the underlying graphs are either directed circular graph or ring graph, then $JFT^{1,1}(X;G)$ can be represented as two-dimensional DFT.

**Proof.** This follows from the previous proposition and reduction to the ordinary transform property of FRT.

As a two-dimensional transformation, JFRT has the properties of index additivity, reduction to the identity, and reduction to the ordinary transformations, just as the two-dimensional DFRT. It also has the unitarity property provided that $F_G$ is unitary. This condition is satisfied for undirected graphs with common GFT definitions [1, 2]. Also, there are unitary transformations for the directed graphs introduced by recent works [103]. Therefore, JFRT is a good candidate that generalizes the discrete manifestation of the classical signal processing’s two-dimensional FRT (2D-DFRT) to the GSP domain.

### 3.2. Fractional Joint Time-Vertex Filters

Joint time-vertex filters are mentioned in Section 2.6, as $NT \times NT$ matrices, $H_J$. In this section, we extend this notion to the fractional joint time-vertex filters, referred to as $H_J^{(\alpha,\beta)}$, where we use fractional order pairs $(\alpha, \beta)$ as superscripts to refer graph fraction of $\beta$ and time fraction of $\alpha$. A fractional joint time-vertex filter $H_J^{(\alpha,\beta)}$ has the generic form presented as:

$$H_J^{(\alpha,\beta)} = \text{diag} \left\{ \text{vec} \left\{ \begin{bmatrix} h(\lambda_1^\alpha, \omega_1^\beta) & \cdots & h(\lambda_1^\alpha, \omega_T^\beta) \\ \vdots & \ddots & \vdots \\ h(\lambda_N^\alpha, \omega_1^\beta) & \cdots & h(\lambda_N^\alpha, \omega_T^\beta) \end{bmatrix} \right\} \right\},$$

(23)
where the special case for \((\alpha, \beta) = (1, 1)\) reduces to Eq. \((13)\). With this definition, the joint time-vertex filtering can be conducted for a joint time-vertex signal \(x \triangleq \text{vec}(X)\) by:

\[
\hat{x} = F_J^{(-\alpha, -\beta)}H_J^{(\alpha, \beta)}F_J^{(\alpha, \beta)}x.
\]  
\[(24)\]

### 3.2.1. Separable Fractional Joint Time-Vertex Filters

Separable joint time-vertex filters presented in Section 2.6 can also be generalized to fractional joint time-vertex filters as the filters that satisfy \(h(\lambda_i^N, \omega_j^T) = h_G(\lambda_i^N)h_T(\omega_j^T)\), \(\forall i = 1, \ldots, N, \forall j = 1, \ldots, T\) and \(\forall \alpha, \beta \in \mathbb{R}\). With this definition, a separable joint time-vertex filter \(H_J^{(\alpha, \beta)}\) can be represented as a Kronecker product of a graph filter \(H_G^\beta\) and a time filter \(H_T^\beta\) as \(H_J^{(\alpha, \beta)} = H_G^\beta \otimes H_T^\beta\). Next, we show that transforming and filtering operations can be conducted on fractional graph spectral and fractional frequency domains, separately, for a separable fractional joint-time vertex filter \(H_J^{(\alpha, \beta)}\):

**Proposition 3.** For a separable fractional joint time-vertex filter \(H_J^{(\alpha, \beta)}\) in the form of \(H_J^{(\alpha, \beta)} = H_G^\beta \otimes H_T^\beta\), and a joint time-vertex signal \(X \in \mathbb{C}^{N \times T}\) whose fractional joint time-vertex filtered version \(\hat{X}\) can be obtained through:

\[
\text{vec}(\hat{X}) = F_J^{(-\alpha, -\beta)}H_J^{(\alpha, \beta)}F_J^{(\alpha, \beta)}\text{vec}(X),
\]  
\[(25)\]

there is a graph domain transformation \(T_G\) and a time-domain transformation \(T_T\) such that \(\hat{X} = T_GX T_T\).

**Proof.** By using the relation of the \(\text{vec}(\cdot)\) operator and the Kronecker product \((\otimes)\) continuously, we can write Eq. \((25)\) as:

\[
\text{vec}(\hat{X}) = F_J^{(-\alpha, -\beta)}H_J^{(\alpha, \beta)}F_J^{(\alpha, \beta)}\text{vec}(X)
\]  
\[(26)\]

\[
= F_J^{(-\alpha, -\beta)}H_J^{(\alpha, \beta)}\text{vec}(F_G^\beta X(F^\alpha)^T)
\]  
\[(27)\]

\[
= F_J^{(-\alpha, -\beta)}\text{vec}(H_G^\beta F_G^\beta X(F^\alpha)^T(H_T^\beta)^T)
\]  
\[(28)\]

\[
= \text{vec}(\left. F_G^\beta H_G^\beta F_G^\beta X(F^\alpha)^T(H_T^\beta)^T(F^{-\alpha})^T \right|_{T_G} T_T).
\]  
\[(29)\]

Therefore, \(\hat{X} = T_GX T_T\). \(\square\)

### 3.3. Computational Cost Analysis

Since both JFT and JFRT are separable, their computational complexity analysis can be done separately for time-domain and graph-domain transformations. In JFT, we take the DFT of \(N\) rows in \(O(NT \log T)\) complexity using the fast Fourier transform (FFT). Similarly, for a \(T\) length vector, its DFRT can also be efficiently computed using the established fast algorithm in \([104]\). Hence, taking DFRT of \(N\) rows has the complexity of \(O(NT \log T)\) as well. For graph transformations, the computational cost of taking a GFT of a vector of length \(N\) is \(O(N^2)\) since it is a matrix-vector multiplication. Although there are works that reduce the computational cost in obtaining exact or approximate transforms \([105, 106, 107]\) for certain classes of graphs, there are no generalized fast GFT computation algorithms like the FFT and the fast DFRT. Since GFRT is also in a
matrix form, transforming $T$ columns is of complexity $O(TN^2)$ for both GFT and GFRT. This gives a total complexity of $O(N(T \log T + N))$ for calculating either JFT or JFRT. Thus, JFRT brings no extra computational burden in terms of transformation complexity. On the other hand, to obtain a transformation matrix for the Laplacian approach, one needs to calculate the diagonalization of the graph Laplacian matrix in $O(N^3)$ time, and for the algebraic signal processing approach, one may need to calculate the Jordan decomposition of the adjacency matrix, which is even more computationally expensive than the diagonalization cost. However, these calculations need to be performed only once for a particular underlying graph. Hence, it should not be confused with transformation complexity for successive signal operations.

For JFRT filtering, let $X \in \mathbb{C}^{N \times T}$ be a joint time-vertex signal and let the graph Laplacian of the underlying graph be $L$, and consider filter $h(\lambda, \omega)$ with $\lambda \in \{\lambda_1, \ldots, \lambda_N\}$, $\omega \in \{\omega_1, \ldots, \omega_T\}$. For the ordinary JFT, the FFT of every row is first computed with the computational complexity $O(N T \log T)$. Then for each column of $X$, a $K$th order Chebyshev approximation of $h(\lambda, \omega_k)$, where $\omega_k = 2\pi k/T$, $k = 0, 1, \ldots, T - 1$, is computed with the computational complexity $O(KT |E|)$, where $E$ is the set of edges for the underlying graph [33]. Then, the inverse FFT of each row is calculated with complexity $O(N T \log T)$. For JFRT filtering, one again looks at the computational complexity for taking DFRTs of every row since DFRTs can also be efficiently computed in $O(T \log T)$ time [104]. Then, we filter each column of $X$ with $h_{\text{frac}}(\lambda, \omega)$. Since we have already computed the diagonalization of $L$ to obtain GFRT, we can filter each column of $X$ using the already obtained GFRT. Hence, effectively, we reach the total computational complexity of $O(N^2 T)$ for the computation of GFRT filtering of each column. Lastly, the inverse DFRT of each column is calculated with $O(N T \log T)$ complexity.

4. Tikhonov Regularized Denoising with JFRT

Here, we develop the underlying theory for Tikhonov regularization-based denoising by the proposed JFRT. We first present some properties of fractional Laplacians and define joint fractional Laplacian. Then, we introduce a fractional variation measure and show the connection of Tikhonov regularization with joint fractional Laplacians. These are used to derive regularization-based denoising by JFRT and to find the optimal filter in JFRT domains.

4.1. Graph, Time, and Joint Fractional Laplacians

Let us first remember the edge derivative and graph gradient definitions. In the graph Laplacian approach, for a graph signal $x \in \mathbb{R}^N$, the edge derivative with respect to the edge $e = (m, n)$ at vertex $m$ can be given as \[2, 68]\]

$$
\frac{\partial x}{\partial e} \bigg|_m = \sqrt{A_{m,n}} [x_m - x_n] , \quad (30)
$$

where $A$ is the adjacency matrix of the given graph. Then the graph gradient of $x$ at vertex $m$ can also be given as \[2, 68]\]

$$
\nabla_G x_m|_m = \left\{ \frac{\partial x}{\partial e} \bigg|_m \right\}_{e \in \mathcal{E}} , \quad (31)
$$
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Without the loss of generality, once an ordering of edges is set, the graph gradient can be represented as a matrix \( \nabla_G \in \mathbb{R}^{|E| \times N} \) with elements:

\[
(\nabla_G)_{k,m} = \begin{cases} 
\sqrt{A_{m,n}}, & \text{if } e_k = (m,n), \\
-\sqrt{A_{m,n}}, & \text{if } e_k = (n,m), \\
0, & \text{otherwise},
\end{cases}
\]

(32)

where \( e_k \) is the \( k \)th edge where \( k = 1, \ldots, |E| \). Then the graph divergence of the graph gradient gives the graph Laplacian as \( L_G = (\nabla_G)^T (\nabla_G) \). Similarly, a \( T \)-dimensional time-series signal can be considered a circular ring graph [1, 2]. For circular ring graphs, we have:

\[
(\mathbf{A}_{\text{circ}})_{m,n} = \begin{cases} 
1 & \text{if } |(m-n)|_T = 1, \\
0 & \text{otherwise}.
\end{cases}
\]

(33)

Let \( e_1 = (1,2), e_2 = (2,3), \ldots, e_{T-1} = (T-1,T), e_T = (T,1) \), then let the graph gradient of circular ring graph be \( \nabla_T \). Notice that \( \nabla_T \) is the first order difference operator such that \( (\nabla_T x)_m = x_m - x_{m-1} \). We then finally have the time Laplacian as \( L_T = (\nabla_T)^T \nabla_T [2, 33] \). For a fractional order \( \alpha \), as we have given in Section 2.4, we have the graph fractional Laplacian as \( (L_G)_\alpha = U_\alpha^G A^\alpha (U_\alpha^G)^H \). It is known that the graph Laplacian is a positive semi-definite Hermitian matrix [2]. Next, we show that the graph fractional Laplacian is also a positive semi-definite Hermitian matrix:

**Proposition 4.** For any fractional order \( \alpha \), \((L_G)_\alpha \) is a positive semi-definite Hermitian matrix.

**Proof.** We have \((L_G)_\alpha = U_\alpha^G A^\alpha (U_\alpha^G)^H \). Define \( M_G = A^{\alpha/2} (U_\alpha^G)^H \). Notice that since \((L_G)_1 = L_G \) is Hermitian, all of the elements of \( A \) are real. Then \((L_G)_\alpha = M_G^\alpha M_G \) is Hermitian (by construction) and positive semi-definite since for any \( x \in \mathbb{C}^N \) we have:

\[
x^H (L_G)_\alpha x = x^H M_G^H M_G x = (M_G x)^H M_G x \geq 0.
\]

\[ \blacksquare \]

Now, recall that the diagonalizations of the time and graph fractional Laplacians are given as \((L_T)_\alpha = U_\alpha^T A^\alpha (U_\alpha^T)^H \) and \((L_G)_\beta = U_\beta^G A^\beta (U_\beta^G)^H \) for fractional orders \( \alpha \) and \( \beta \), respectively. We can now define the joint fractional Laplacian \( L_j^{(\alpha,\beta)} \) as the Kronecker sum of the time and graph fractional Laplacians parallel to the construction of the ordinary joint Laplacian [33], note that we use \((\alpha,\beta)\) as superscripts:

\[
L_j^{(\alpha,\beta)} \triangleq (L_T)_\alpha \oplus (L_G)_\beta = (L_T)_\alpha \otimes I_T + I_T \otimes (L_G)_\beta = (U_\alpha^T A_T^\alpha (U_\alpha^T)^H I_G + I_T \otimes (U_\beta^G A_G^\beta (U_\beta^G)^H)^H)
\]

\[
= (U_T^\alpha \otimes U_\beta^G)(A_T^\alpha \oplus A_G^\beta)(U_T^\alpha \otimes U_\beta^G)^H
\]

\[
= U_j^{(\alpha,\beta)} A_j^{(\alpha,\beta)} (U_j^{(\alpha,\beta)})^H \tag{34}
\]

Noticing \( (U_j^{(\alpha,\beta)})^H = (U_T^\alpha \otimes U_\beta^G)^H = F^\alpha \otimes F_G^\beta = F_j^{(\alpha,\beta)} \), the eigenvector matrices obtained from the diagonalization of the joint fractional Laplacian form a basis for the JFRT. Conversely, JFRT diagonalizes the joint fractional Laplacian.
Proposition 5. The joint fractional Laplacian is a positive semi-definite Hermitian matrix for any fractional pair \((\alpha, \beta)\); the joint fractional Laplacian is a positive semi-definite Hermitian matrix.

Proof. For the Hermitian, by the definition given in Eq. (34), we need to only show that \(\Lambda_j^{(\alpha,\beta)}\) is Hermitian. From Proposition 4, \(\Lambda_j^\alpha\) and \(\Lambda_j^\beta\) are non-negative real-valued diagonal matrices. In Eq. (34), \(\Lambda_j^{(\alpha,\beta)} = (\Lambda_j^\alpha \oplus \Lambda_j^\beta)\) is also real-valued diagonal matrix due to the properties of the Kronecker sum, hence it is Hermitian. From the diagonalization of \(M_j^{(\alpha,\beta)}\) in Eq. (34), Hermitian property follows. Let \(M_j \triangleq (\Lambda_j^{(\alpha,\beta)})^{0.5} (\Upsilon_j^{(\alpha,\beta)})^H\), for positive semi-definiteness. Then we have \(M_j^{(\alpha,\beta)} = M_j^H M_j\). Thus, for any \(x \in \mathbb{C}^{NT}\) we have:

\[
x^H M_j^{(\alpha,\beta)} x = x^H M_j^H M_j x = (M_j x)^H (M_j x) \geq 0.
\]

We also provide some properties of JFT that will be used later. First, we have the following relation for JFT:

\[
\Lambda_j = (\Lambda_j^\alpha \oplus \Lambda_j^\beta) \Lambda_j H, \quad \Lambda_j H \text{ is Hermitian. From Proposition 5, we have the following joint time-vertex signal model in the Tikhonov regularization.}
\]

Second, using Eq. (34), \(\Lambda_j^{(\alpha,\beta)}\) is positive semi-definite from Proposition 5.\]

4.2. Tikhonov Regularization with Joint Fractional Variation

We have the following joint time-vertex signal model in the Tikhonov regularization based denoising: \(Y = X + N\), where \(Y = vec(Y)\) is the received signal, \(x = vec(X)\) is the input signal, and \(n = vec(N)\) is the i.i.d. Gaussian noise distributed across two domains. For JFT, one way to denoise the signal \(Y\) is to minimize \(l_2\) regularized objective function [33, 2]:

\[
\hat{x} = \arg \min_{x = vec(X)} \|y - x\|^2_F + \tau_g \|\nabla_G X\|^2_F + \tau_t \|\nabla_T X\|^2_F, \quad (37)
\]

where \(\tau_g\) and \(\tau_t\) are non-negative real regularization parameters. One can show that the regularization component of Eq. (37) can be written as a Laplacian quadratic form:

\[
\tau_g \|\nabla_G X\|^2_F + \tau_t \|\nabla_T X\|^2_F = \|\sqrt{\tau_g} \nabla_G X\|^2_F + \|\sqrt{\tau_t} \nabla_T X\|^2_F
\]
\[
\| \nabla_j^{\tau_x, \tau_t} x \|^2_2 = x^H (\nabla_j^{\tau_x, \tau_t})^T (\nabla_j^{\tau_x, \tau_t}) x = x^H \mathbf{L}_j^{\tau_x, \tau_t} x,
\]

where \( \nabla_j^{\tau_x, \tau_t} \) denotes the regularized joint gradient as:

\[
\nabla_j^{\tau_x, \tau_t} \triangleq \left[ \left( \sqrt{\tau_t} \nabla_T \right) \otimes \mathbf{I}_G \right] \left[ \mathbf{I}_T \otimes \left( \sqrt{\tau_g} \nabla_G \right) \right],
\]

and the regularized joint Laplacian is given as:

\[
\mathbf{L}_j^{\tau_x, \tau_t} \triangleq (\nabla_j^{\tau_x, \tau_t})^T (\nabla_j^{\tau_x, \tau_t}).
\]

Second, since

\[
\mathbf{L}_j^{\tau_x, \tau_t} = (\nabla_j^{\tau_x, \tau_t})^T (\nabla_j^{\tau_x, \tau_t}) = \left( \left( \sqrt{\tau_t} \nabla_T \right) \otimes \mathbf{I}_G \right) \left( \left( \sqrt{\tau_g} \nabla_G \right) \otimes \mathbf{I}_T \right)
+ \left( \mathbf{I}_T \otimes \left( \sqrt{\tau_g} \nabla_G \right) \right) \left( \mathbf{I}_T \otimes \left( \sqrt{\tau_g} \nabla_G \right) \right)
= \left( \sqrt{\tau_t} \nabla_T \right) \left( \sqrt{\tau_t} \nabla_T \right) \otimes \mathbf{I}_G \nabla_G \mathbf{I}_T \otimes \left( \mathbf{I}_T \right)
+ \mathbf{I}_T \otimes \left( \mathbf{I}_T \right),
\]

the regularized joint Laplacian can be written as the Kronecker sum of \( \tau_t \)-scaled time Laplacian and \( \tau_g \)-scaled graph Laplacian. By applying the definition of the joint fractional Laplacian given in Eq. \((34)\) to the result obtained in Eq. \((41)\), we can define a regularized joint fractional Laplacian \((\mathbf{L}_j^{\tau_x, \tau_t})^{(\alpha, \beta)}\) by replacing ordinary time and graph Laplacians with fractional ones:

\[
(\mathbf{L}_j^{\tau_x, \tau_t})^{(\alpha, \beta)} \triangleq \tau_t (\mathbf{L}_T)_\alpha \otimes \tau_g (\mathbf{L}_G)_\beta.
\]

Now, we are in a position to use the regularized joint fractional Laplacian \((\mathbf{L}_j^{\tau_x, \tau_t})^{(\alpha, \beta)}\) in parallel to the result obtained in Eq. \((38)\) to do Tikhonov regularization across both graph fractional and time fractional domains by plugging it in Eq. \((36)\) as a regularization parameter. Thus, we can write the regularization-based denoising objective function for JFRT as:

\[
\hat{x} = \arg \min_x \| y - x \|^2_2 + x^H (\mathbf{L}_j^{\tau_x, \tau_t})^{(\alpha, \beta)} x.
\]

The minimum value of Eq. \((43)\) can be found as a filter in the JFRT domain, as shown in the following proposition:

**Proposition 6.** \(\hat{x} = \mathbf{E}_{\tau=\alpha, \beta} \mathbf{H}_j^{(\alpha, \beta)} \mathbf{F}_j^{(\alpha, \beta)} y\) is the minimizer in Eq. \((43)\) where \(\mathbf{H}_j^{(\alpha, \beta)}\) is the optimal multiplicative filter with diagonal elements given by:

\[
\text{diag}(\mathbf{H}_j^{(\alpha, \beta)}) = \text{vec}(\mathbf{H}^{(\alpha, \beta)}).
\]

\(\mathbf{H}^{(\alpha, \beta)}\) is the matrix manifestation of

\[
\mathbf{h}_{m,n}^{(\alpha, \beta)} = \frac{1}{1 + \tau_g \lambda_m^\alpha + \tau_t \omega_n^\beta},
\]

where \(\lambda_m\) and \(\omega_n\) are the eigenvalues of graph and time Laplacians with \(m = 1, 2, \ldots, N\) and \(n = 1, 2, \ldots, T\), respectively.
Proof. Let \( x = x_r + jx_j \) where \( x_r \) and \( x_j \) are real valued vectors, and \( j \) is the imaginary unit. Then, since Eq. (43) is a convex function of \( x \), we can take the derivatives with respect to \( x_r \) and \( x_j \) and set them to zero. Let \( f(x) \) be the argument of Eq. (43), i.e. \( f(x) = (y - x)^H (y - x) + x^H (L_{r^p r^q})^{(\alpha, \beta)} x \). By knowing that \( (L_{r^p r^q})^{(\alpha, \beta)} \) is an Hermitian matrix by Proposition 5, setting \( \frac{\partial f(x)}{\partial x_r} = 0 \) gives:

\[
\Re\{y\} = x_r + \Re\{(L_{r^p r^q})^{(\alpha, \beta)}\} x_r - \Im\{(L_{r^p r^q})^{(\alpha, \beta)}\} x_j,
\]

(46)

where \( \Re\{\} \) and \( \Im\{\} \) are the real and imaginary parts of the complex argument, respectively. Setting \( \frac{\partial f(x)}{\partial x_j} = 0 \) yields:

\[
\Im\{y\} = x_j + \Re\{(L_{r^p r^q})^{(\alpha, \beta)}\} x_r + \Im\{(L_{r^p r^q})^{(\alpha, \beta)}\} x_j.
\]

(47)

Now we multiply Eq. (47) by \( j \) and add to Eq. (46) to get:

\[
y = x + (L_{r^p r^q})^{(\alpha, \beta)} x_r + j ((L_{r^p r^q})^{(\alpha, \beta)} x_j = x + (L_{r^p r^q})^{(\alpha, \beta)} x.
\]

(48)

Using the mixed product property of the Kronecker product with the diagonalization of \( (L_G)_{\beta} \) and \( (L_T)_{\alpha} \), we can write:

\[
(L_{r^p r^q})^{(\alpha, \beta)} = (\tau_l L_T)_{\alpha} \otimes I_G + I_T \otimes (\tau_l L_G)_{\beta} \\
= (U_T^\alpha \tau_l A_T^\alpha)(U_T^\beta)^H \otimes I_G \\
+ I_T \otimes (U_G^\beta \tau_l A_G^\beta)(U_G^\beta)^H \\
= (U_T^\alpha \otimes U_G^\beta)(\tau_l A_T^\alpha \otimes \tau_l A_G^\beta)(U_T^\alpha \otimes U_G^\alpha)^H \\
= U_j^{(\alpha, \beta)} (A_{r^p r^q})^{(\alpha, \beta)} (U_j^{(\alpha, \beta)})^H,
\]

(49)

where \( (A_{r^p r^q})^{(\alpha, \beta)} \triangleq (\tau_l A_T^\alpha \otimes \tau_l A_G^\beta) \). Hence, JFRT also diagonalizes the regularized joint fractional Laplacian. Then, using Eq. (49), we have the optimal \( \hat{x} \) in terms of the diagonalized form of the optimal filter matrix applied to \( y \) as:

\[
\hat{x} = (I + (L_{r^p r^q})^{(\alpha, \beta)} )^{-1} y \\
= U_j^{(\alpha, \beta)} (I + (A_{r^p r^q})^{(\alpha, \beta)} )^{-1} (U_j^{(\alpha, \beta)})^H y,
\]

from which we lastly obtain the optimal filter coefficients in the joint fractional time-vertex Fourier domains as:

\[
h_{m,n}^{(\alpha, \beta)} = \frac{1}{1 + \tau_l \lambda_m^\alpha + \tau_l \omega_n^\beta}.
\]

\( \square \)

5. Experiments and Results

For numerical experiments, we first provide applications of JFRT, such as denoising and clustering. These experiments demonstrate the superiority of the JFRT over JFT.
and other graph filtering approaches by providing better results with the same asymptotic computational complexity as JFT. Even though the literature on filtering and denoising of static graph signals are abundant, the filtering and denoising for time-varying graph signals on underlying static graphs are mainly achieved by JFT-based filtering [33], ARMA graph filtering [71], and median filtering [108] methods. We inherently compare the proposed JFRT-based approaches with the JFT-based ones and provide comprehensive comparisons with the above state-of-the-art methods. We also provide the median and ARMA graph filter implementation details in Appendix A and Appendix B.

5.1. General Denoising Experiments

To illustrate fractional joint time-vertex filtering proposed in Section 3.2, we design and perform denoising experiments on (1) synthetic data, and (2) real-world data. For the denoising task, we design a joint filter, a separable ideal low-pass filter in both fractional graph spectral and fractional frequency domains. We implement the separable joint low-pass filter based on the derivation in Section 3.2.1 by ordering the graph frequencies based on the GFT definition, as in Section 2.2.3.

We select the fractional graph spectral and frequency domain filters as ideal low-pass filters, ideal in the following sense: The graph ideal low-pass filter $H_G^\beta$ is defined as a diagonal matrix, where the last $c$ and first $N - c$ diagonal entries are set to 0 and 1, respectively. The time ideal low-pass filter $H_T^\alpha$ is defined as a diagonal matrix, whose first and last $n$ entries are set to 1, and the remaining $T - 2n$ entries are set to 0, where matrix representations are as follows:

$$H_G^\beta = \begin{bmatrix} I_{N-c} & 0 \end{bmatrix}, \quad (H_T^\alpha)^T = \begin{bmatrix} I_n & 0_{T-2n} \\ 0_{T-2n} & I_n \end{bmatrix}. \quad (50)$$

Then, the problem can be formalized for a joint time-vertex signal $X \in \mathbb{R}^{N \times T}$, where each vertex has a delayed version of the original chirp signal. For a noise matrix $N \in \mathbb{R}^{N \times T}$, whose entries are i.i.d. from zero mean Gaussian, and we have $Y = X + N$. Then, we obtain the estimate of the original joint time-vertex signal $\hat{X}$ as:

$$\hat{X} = F_G^{-\beta} H_G^\beta F_G^\beta Y (F_T^\alpha)^T (H_T^\alpha)^T (F_T^{-\alpha})^T. \quad (51)$$

Based on this filtering, we compute the noise error $e_n$ and the estimation error $e_e$ as follows in the form of percentage root mean squared error (RMSE (%)):

$$e_n \triangleq 100 \times \frac{\|X - Y\|_F}{\|X\|_F}, \quad e_e \triangleq 100 \times \frac{\|X - \hat{X}\|_F}{\|X\|_F}. \quad (52)$$

5.1.1. Synthetic Data

We model a physical scenario where we assume that we have a sensor network whose sensors measure the same signal in a noisy channel and with a time delay according to their positions. Delay for each vertex is selected proportional to the sensor locations to generate low-frequency graph signals. The base signal is selected as the chirp (sweep) signal to include various frequencies. The additive noise is selected to be i.i.d. zero mean Gaussian. Finally, the underlying graph is selected as the David Sensor Network from
the GSP toolbox [109], with \( N = 64 \) vertices. In this sensor network, the sensors, i.e., the vertices, are placed randomly in the unit square, where each sensor is connected to other sensors in the fixed radius of itself, where fixed radius selection also enforces the graph to be undirected. The underlying toolbox has utilized the thresholded Gaussian kernel to generate the edge weights, and finally, we ensure that the generated graph is connected. This experiment uses adjacency and Laplacian-based GFT definitions. The adjacency matrix is row normalized with its degree matrix \( D \) such that \( A' = D^{-1}A \) to prevent scaling.

To generate the delayed chirp signals, we employ the following procedure: First, we generate the baseline chirp signal with the lowest frequency \( f_{\text{min}} = 0 \) Hz, the highest frequency \( f_{\text{max}} = 400 \) Hz and sampling frequency \( f_s = 1 \) kHz, where the duration of the chirp is \( T_{\text{dur}} = 1 \) s. First 100 samples are taken from the chirp signal, i.e., \( T'_{\text{dur}} = 0.1 \) s and \( T = 100 \) for joint time-vertex signal. After generating the baseline chirp signal, we introduce the delays for different vertices. We exploit the unit square nature of the underlying graph to apply similar delays to vertices that are close to each other. The location vector norms are calculated for each vertex and normalized to the maximum norm, which we refer to as \( \|r_i\|_2 \) for the \( i \)th vertex. Then, we define the delay for the \( i \)th vertex as \( t_{\text{delay}}^{(i)} = \frac{\|r_i\|_2}{f_s} \times d \), where \( d \) is the delay multiplier, and we present results for \( d \in \{25, 30, 35, 40, 45, 50\} \). If we denote the \( i \)th row of the joint time-vertex signal, \( X \), as \( x_i^T \), then \( x_i^T = \text{chirp}(t + t_{\text{delay}}^{(i)}) \), where \( \text{chirp}(t) \) generates the baseline chirp signal. The resulting joint time-vertex signal is partially presented in graph and time domains in Figs. 1 and 2, respectively.

![Figure 1: Graph signals for the delay parameter \( d = 35 \), and at time instances, from left-to-right, \( t = 0, 0.009, 0.099 \) secs., which correspond to the 1st, 10th and 100th columns of the joint time-vertex signal \( X \), where \( f_s = 1 \) kHz.](image-url)

In Fig. 1, three-time instances are selected to demonstrate the graph signals of the joint time-vertex signal \( X \). The selected time instances correspond to the 1st, 10th and 100th columns of \( X \), where the delay parameter is \( d = 35 \), demonstrating the low-frequency nature of the graph signals, especially in the lower time instances. In Fig. 2a, the time-series signals at the first three vertices are shown, which correspond to the first three rows of \( X \), with delay parameter \( d = 30 \). We note that the vertex index and location are not correlated with the underlying graph. We then introduce the noise matrix \( N \), whose entries are i.i.d. from zero mean Gaussian, with different standard deviations \( \sigma \in \{0.1, 0.15, 0.2\} \). The resulting noisy joint time-vertex signal \( Y \) is shown in Fig. 2b for \( \sigma = 0.15 \) case.

Finally, we apply the JFRT filtering by selecting the cut-off frequency \( f_c = 450 \) Hz
Figure 2: Time series signals for the first three vertices in the sensor network. The original version is obtained with the $d = 30$, the noisy version with $\sigma = 0.15$, and the filtered version with Adjacency method and $\alpha = 1.34, \beta = 1.01$, and $c = 35$. Error reduces to 16.42% from 21.36% after filtering.

Figure 3: Error surfaces for both the adjacency (left) and Laplacian (right) based joint time-vertex fractional filtering methods, for $\sigma = 0.1$, $d = 50$, $c = 1$. Best $\alpha, \beta$ pairs are obtained according to the defined error metric and found to be $(\alpha, \beta)_{\text{adj}} = (0.69, 1.03)$ and $(\alpha, \beta)_{\text{lap}} = (0.69, 1.07)$.

for the time domain, and by fixing $d$ and $\sigma$ values, to find the optimal triplet of $(\alpha, \beta, c)$ for both adjacency and Laplacian based methods, where $\alpha \in [0.5, 1.5]$, $\beta \in [0.5, 1.5]$, and $c \in \{0, 1, \ldots, (N - 1) = 63\}$. We also indicate selecting a cut-off frequency $f_c$ determines $n$ for $H_T$ as $n = \lceil T f_c / f_s \rceil$ for sampling frequency $f_s$ and cut-off frequency $f_c$ such that $f_c < f_s / 2$. For $f_c \geq f_s / 2$, the time domain ideal low-pass filter reduces to $I_T$. These triplets are obtained for each standard deviation value, delay parameter, and GFT method, where the best-performing settings are tabulated in Appendix C. Example of the $(\alpha, \beta)$ error surfaces for configuration of $\sigma = 0.1, d = 50$ is also provided in Fig. 3, for $c = 1$. The filtered version of the noisy signal is provided in Fig. 2c, with $(\alpha, \beta, c) = (1.34, 1.01, 35)$, which is the optimal setting for the given configuration of $\sigma = 0.15$ and $d = 30$.

5.1.2. Real-World Data

We also conduct the same experiment on real-world datasets of Sea Surface Temperature (SST) and COVID19-USA, where [37] provides the pre-processed versions. The SST dataset consists of the monthly captured sea surface temperatures provided by the NOAA Physical Sciences Laboratory. We use the subset of first $N = 100$ vertices on the Pacific Ocean within a time frame of first $T = 120$ months as in [37, 73, 108]. Johns Hop-
kins University provides the COVID19-USA dataset using the version provided by [37]. The dataset consists of the daily confirmed cases of COVID-19 in the 3,232 localities in the USA between January 22, 2020, and November 18, 2020. We use the first \(N = 100\) vertices and \(T = 302\) days. The SST dataset can be seen as a discretization of a manifold, whereas the COVID19-USA dataset is naturally discrete. We use gspbox [109] to generate \(k\)-nearest neighbors (\(k\)-NN) graphs for both datasets as in [37, 73, 108]. We experiment with several \(k \in \{2, 5, 10\}\) values, where \(k\)-NN generation sigma selected as \(\sigma_{k\text{-NN}} = 1,000\) to have non-sparse graphs for all selected \(k\) values. We also normalize the joint time-vertex graph signals to the interval \([0, 1]\).

### 5.1.3. Results and Comparison

We compare our results with the JFT-based [33], ARMA graph filter based [71], and median filtering based [108] denoising methods. For ARMA graph filters, we use the parallel implementation of ARMA\(_K\) filters, as suggested in [71], with \(K \in \{3, 4, 5\}\). For time-varying median filters, we use both \(M_1\) and \(M_2\) filtering approaches described in [108], which we refer as Median\(_1\) and Median\(_2\), respectively. The denoising results for synthetic, SST, and COVID19-USA datasets are provided in Tables 1, 2 and 3, respectively. JFT-based denoising outperforms other methods in almost every setting. We provide the best-performing settings in Appendix C.

#### Table 1: Estimation error (RMSE (%)) \((\downarrow)\) comparison for the denoising experiment on synthetic data, where \(d\) is the delay multiplier, \(\sigma\) is Gaussian noise standard deviation, and \((\sigma_n, \epsilon_n)\) are the noise and estimation errors, respectively.

| Method  | \(d\) | \(2\) | \(5\) | \(10\) | \(25\) | \(30\) | \(35\) | \(40\) | \(45\) | \(50\) |
|---------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \(\sigma\) | 0.10 | 0.15 | 0.20 | 0.15 | 0.20 | 0.15 | 0.20 | 0.15 | 0.20 | 0.15 | 0.20 | 0.15 | 0.20 | 0.15 | 0.20 |
| \(\sigma_n\) | 14.63 | 15.19 | 28.25 | 14.29 | 21.36 | 28.48 | 14.93 | 21.45 | 28.59 | 14.93 | 21.36 | 28.48 | 14.83 | 21.49 | 28.65 | 14.25 | 21.37 | 28.49 |

#### Table 2: Denoising experiment (RMSE (%)) \((\downarrow)\) results on SST dataset, where \(N = 100\), \(T = 120\), \(\sigma_{k\text{-NN}} = 1000\).

| Method  | \(\sigma\) | \(k = 2\) | \(\epsilon_n\) | \(k = 5\) | \(\epsilon_n\) | \(k = 10\) | \(\epsilon_n\) |
|---------|-----|-----|-----|-----|-----|-----|-----|
| Median\(_1\) | 7.97 | 11.51 | 15.11 | 14.57 | 21.85 | 29.13 | 15.97 | 21.85 | 29.13 | 15.97 | 21.85 | 29.13 |
| Median\(_2\) | 7.26 | 9.57 | 12.07 | 14.57 | 21.85 | 29.13 | 15.97 | 21.85 | 29.13 | 15.97 | 21.85 | 29.13 |
| ARMA\(_3\) | 16.61 | 22.06 | 27.96 | 15.58 | 21.48 | 27.70 | 14.54 | 21.21 | 28.00 | 14.54 | 21.21 | 28.00 |
| ARMA\(_4\) | 14.51 | 21.76 | 29.02 | 15.58 | 21.48 | 27.70 | 14.54 | 21.21 | 28.00 | 14.54 | 21.21 | 28.00 |
| ARMA\(_5\) | 14.57 | 21.85 | 29.13 | 13.99 | 20.10 | 26.47 | 14.45 | 20.05 | 25.95 | 14.45 | 20.05 | 25.95 |
| JFT\(_\text{Adj}\) | 6.96 | 8.92 | 11.00 | 6.79 | 8.69 | 10.61 | 7.16 | 8.23 | 9.57 | 7.16 | 8.23 | 9.57 |
| JFT\(_\text{Adj}\) | 6.42 | 8.35 | 10.46 | 6.75 | 8.52 | 10.07 | 6.85 | 8.00 | 9.12 | 6.85 | 8.00 | 9.12 |
| JFR\(_\text{TAdj}\) | 6.94 | 8.88 | 10.95 | 6.78 | 8.67 | 10.57 | 7.16 | 8.22 | 9.52 | 7.16 | 8.22 | 9.52 |
| JFR\(_\text{TAdj}\) | 6.41 | 8.31 | 10.40 | 6.73 | 8.50 | 10.04 | 6.84 | 7.99 | 9.11 | 6.84 | 7.99 | 9.11 |
Table 3: Denoising experiment (RMSE (%) ↓) results on COVID19-USA dataset, where $N = 100$, $T = 302$, $\sigma_{\text{NN}} = 1000$.

| Method  | $\sigma$ | $e_{tn}$ | $k = 2$ | $k = 5$ | $k = 10$ |
|---------|----------|----------|---------|---------|----------|
| Median1 | 0.010    | 0.015    | 0.020   | 0.010   | 0.015    | 0.020    | 0.010   | 0.015   | 0.020    |
| Median1 | 13.80    | 20.70    | 27.60   | 13.80   | 20.70    | 27.60    | 13.80   | 20.70    | 27.60    |
| Median2 | 13.23    | 16.01    | 19.06   | 71.49   | 71.48    | 71.51    | 81.60   | 81.28    | 81.04    |
| ARMA3   | 63.55    | 63.67    | 63.90   | 81.84   | 81.67    | 81.49    | 83.78   | 83.55    | 83.36    |
| ARMA4   | 44.25    | 45.12    | 46.31   | 14.28   | 20.76    | 27.36    | 14.91   | 21.12    | 27.56    |
| ARMA5   | 26.75    | 29.25    | 32.42   | 18.11   | 22.89    | 28.25    | 14.05   | 20.65    | 27.33    |
| JFT_{Adj} | 11.09  | 15.46    | 20.03   | 17.54   | 20.61    | 24.26    | 17.69   | 20.74    | 24.37    |
| JFT_{Lap} | 11.11  | 15.47    | 20.05   | 12.95   | 16.87    | 21.17    | 12.57   | 16.58    | 20.93    |
| JFRT_{Adj} | 10.86  | 15.31    | 19.93   | 10.94   | 15.40    | 20.04    | 15.53   | 18.95    | 22.89    |
| JFRT_{Lap} | 10.85  | 15.31    | 19.94   | 11.44   | 15.76    | 20.31    | 11.44   | 15.73    | 20.25    |

5.2. Tikhonov-Based Denoising Experiments

We performed denoising experiments on the Molene dataset [110] and the Weather station dataset (NOAA) [111]. We implemented the denoising setting using JFRT as explained in Section 4.2. The open-access Molene dataset contains a graph of 37 weather stations across Northern France with 744 hourly temperature measurements [110]. Data in the Molene dataset are organized as a joint time-vertex signal on an undirected graph where the vertices are connected with their 5 nearest neighbors. The NOAA dataset contains the average temperatures measured by weather stations across Europe and the Middle East through 366 days of 2020. We have formed a 5 nearest-neighbor undirected graph using the distances between weather stations.

The results for the Molene dataset are presented in Fig. 4. Fig. 5 (top row) gives the results for the one-year cycle of the NOAA dataset. We also explored a larger span of fractional orders and regularization parameters for one month (Jan. 2020), and the results are presented in Fig. 5 (bottom row). It can be inferred from these results that for one-year cycle data, the minimum percentage mean squared error (MSE) is obtained at order pair $(0.965, 1.005)$ with regularization parameters $\tau_g = 0.4$ and $\tau_t = 3.4$. The minimum percentage MSE is obtained for monthly data at order $(1.09, 1.01)$ with $\tau_g = 0.4$ and $\tau_t = 1.1$. For the Molene dataset, the minimum is obtained at order $(0.905, 1.0)$ with $\tau_g = 4$ and $\tau_t = 3.8$. Hence, the results suggest that JFRT for filtering in the fractional orders for both domains improves performance compared to ordinary JFT.

5.3. Clustering Experiments

For this experiment, we consider the motions of the Dancer mesh, which consists of 1,502 coordinates in 3D space along 573-time samples [33]. These motions are moving arms, stretching legs, and bending body motions. 2D plots of some actions can be seen in Fig. 6. We follow the experimental procedure of [33] to demonstrate the performance and utility of JFRT. The mesh is corrupted with additive sparse noise density 0.1, meaning that 10% of mesh points are corrupted. The noise is Gaussian with a SNR of $-10$ dB and $-20$ dB as in [33]. We use windows of size 50 with 60% overlap to obtain 27-time sequences and $k$-NN graph structure to capture the geometry.

We calculate the JFRT of the obtained sequences in each of the coordinate dimensions, concatenate the resulting fractional order joint time-vertex signals, and finally cluster
Figure 4: The results of the regularization-based denoising applied to the Molene dataset. (Left) varying regularization parameters are considered while fractional orders are fixed to $\alpha = 0.905$ and $\beta = 1$. (Right) fractional orders are considered with fixed regularization parameters $\tau_g = 3.8, \tau_t = 4$.

the resulting representation to get the classifications by using the $k$-means clustering algorithm (repeated 20 times). We present the results for the average accuracy of different JFRT orders for $-10$ and $-20$ dB SNR in Fig. 7. We achieve the highest accuracy levels at fractional orders for both cases, indicating performance improvements over ordinary JFT.

To make further comparisons, we also considered the cases of the ordinary JFT, the best obtained average accuracy of the (time-ordinary)/(graph-fractional) Fourier transform (JFRTg), the best obtained average accuracy of the (graph-ordinary)/(time-fractional) Fourier transform (JFRTt), the best obtained average accuracy for arbitrary JFRT and the received mesh (signal) without any transformation. JFRTg and JFRTt are the cases where we only let the graph order be fractional and the time order be fractional, respectively. We also repeat this experiment 20 times, and the results for $-10$ dB SNR and $-20$ dB SNR in box plots are provided in Fig. 8. For both noise levels, the accuracy distribution is more confined to higher percentages at fractional orders, and we achieve the best mean accuracy at fractional orders. Specifically, JFRT provides $3.7\%$ and $2.6\%$ improvements of mean classification accuracy over JFT for $-10$ dB and $-20$ dB SNR, respectively. These results show that JFRT provides better clustering performance as the mesh points of similar motions are densely populated.

6. Conclusion

We proposed the JFRT, a fractional transformation for processing joint time-vertex signals as a generalization to ordinary JFT and two-dimensional DFT. With JFRT, it is possible to jointly transform time-varying graph signals into domains between vertex and graph-spectral domains from the graph perspective and between time and frequency domains from the ordinary time-series perspective. Thus, JFRT could be seen as a transformation for two-dimensional joint time-vertex signals. We showed that the proposed JFRT is index additive in orders, reversible, and commutative. We also showed that the JFRT is unitary if the underlying GFT is unitary. JFRT reduces to the ordinary JFT when the order is $(1,1)$, reduces to identity when the order is $(0,0)$, and, for directed circular graphs, reduces to the ordinary two-dimensional DFT for the order $(1,1)$. This makes JFT, 2D DFT, and 2D-DFT special cases of the JFRT. We proposed fractional
filtering for the joint time-vertex signals based on JFRT and showed that the optimal JFRT parameters differ from (1, 1), corresponding to the ordinary JFT. We also constructed Tikhonov regularization-based denoising in the proposed JFRT domains using the joint fractional Laplacian to regularize a received signal separately in both fractional time and fractional graph domains. We derived the associated optimal filter coefficients to be used in denoising.

The extra flexibility that the JFRT provides through its two parameters without imposing additional computational costs can open up several performance increases over the non-parametric JFT in joint time-vertex signal processing. We provided numerical examples of denoising and clustering tasks such that JFRT allows us to improve performance. As JFRT offers a new and flexible framework to handle joint-time vertex data, we expect it will be instrumental for several signal processing applications and open new theoretical research directions in the joint time-vertex GSP. On the other side of the coin, we also extended the literature on FRT and contributed to the generalizations from the classical FRT analysis to the GSP domain by introducing JFRT.
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Appendix A. Time-Varying Graph Signal Median Filters

The median filtering approach is relatively straightforward. With the Median$_1$ approach, an entry of a joint time-vertex signal is replaced with the median of the entries located at the neighbors of the given vertex at the current time, as well as the entries of the same vertex at previous, current and next time instances [108]. With the Median$_2$ approach, in addition to the entries used in Median$_1$ approach, the entries at the neighbors of the current vertex at the previous and next time instances are also used [108]. We implement this approach based on the provided definitions.

Appendix B. Autoregressive Moving Average Graph Filters

The ARMA recursion for underlying static graph but with time-varying graph signal is provided as follows [71]:

$$y_{t+1} = \psi Ly_t + \varphi x_t, \quad z_{t+1} = y_{t+1} + cx_t,$$

where $x_t, z_t, y_t$ are the graph signal to be filtered, filtered graph signal and intermediate graph signal at time $t$, respectively, $L$ is the graph Laplacian, $\psi, \varphi, c \in \mathbb{C}$ are the ARMA coefficients to be determined. With $K$-parallel ARMA graph filter, the given recursion results in the following joint graph and temporal frequency transfer function [71]:

$$H(z, \lambda) = \sum_{k=1}^{K} \frac{\varphi^{(k)} z^{-1}}{1 - \psi^{(k)} \lambda z^{-1}} + cz^{-1}.$$  

(B.2)

The coefficients $\psi^{(k)}$ and $\varphi^{(k)}$ are defined based on the poles ($p_k$) and residues ($r_k$) of the transfer function,

$$\psi^{(k)} = \frac{1}{p_k}, \quad \varphi^{(k)} = -\frac{r_k}{p_k}.$$  

(B.3)
described through the partial fraction decomposition of the transfer function given in terms of $a_k$ and $b_k$ coefficients as

$$
\sum_{k=1}^{K} \frac{b_k s^{K-k}}{\sum_{k=1}^{K} a_k s^{K-k}} = c(s) + \sum_{k=1}^{K} \frac{r_k}{s-p_k}.
$$

(B.4)

Since the ARMA graph filters are generated through $a_k$ and $b_k$ coefficients, instead of $r_k$ and $p_k$ values, these coefficients are provided as opposed to [71]. Since we can only access the source code of the static graph signal ARMA filtering method, we implement the time-varying version based on the definitions provided in [71], and the partial source code. We obtain the ARMA graph filter coefficients by using the provided source code and experiment with several parallel ARMA$_K$ filters since they are the best ARMA graph filtering approach for time-varying graph signals [71].

Appendix C. Experiments

Table C.4: The best-performing JFRT settings for the denoising experiment on synthetic data, where $d$ is the delay multiplier, $\sigma$ is Gaussian noise standard deviation, $(\epsilon_m, \epsilon_e)$ are the noise and estimation errors, respectively, $\alpha$ is the FRT fraction, $\beta$ is the GFRT fraction, and $c$ is the number of trailing zeros in the low-pass graph filter.

| $\sigma$ | $\epsilon_m$ | $\epsilon_e$ | $\alpha$ | $\beta$ | $c$ |
|--------|-------------|-------------|---------|--------|-----|
| Adjency | Leprechaun | Adjency | Leprechaun | Adjency | Leprechaun |
| 0.010  | 0.010  | 0.010  | 0.010  | 0.010  | 0.010  |
| 0.015  | 0.015  | 0.015  | 0.015  | 0.015  | 0.015  |
| 0.020  | 0.020  | 0.020  | 0.020  | 0.020  | 0.020  |

Table C.5: The best-performing tuple of $(\alpha, \beta, c)$ for the denoising experiment on SST and COVID19-USA datasets.

| Dataset | Method | $\sigma$ | $K=2$ | $K=5$ | $K=10$ |
|---------|--------|---------|-------|-------|--------|
| SST     | JFRT$_{Adj}$ | 0.010  | 0.010  | 0.010  | 0.010  | 0.010  |
|         | JFRT$_{Adj}$ | 0.015  | 0.015  | 0.015  | 0.015  | 0.015  |
| COVID-19| JFRT$_{Adj}$ | 0.010  | 0.010  | 0.010  | 0.010  | 0.010  |
|         | JFRT$_{Adj}$ | 0.015  | 0.015  | 0.015  | 0.015  | 0.015  |

https://andreasloukas.blog/code