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We study quantum conditional entropy production, which quantifies the irreversibility of system-environment evolution from the perspective of a third system, called the reference. The reference is initially correlated with the system. We show that the quantum unconditional entropy production with respect to the system is less than the conditional entropy production with respect to the reference, where the latter includes a reference-induced dissipative information. The dissipative information pinpoints the distributive correlation established between the environment and the reference, even though they do not interact directly. When reaching the thermal equilibrium, the system-environment evolution has a zero unconditional entropy production. However, one can still have a nonzero conditional entropy production with respect to the reference, which characterizes the informational nonequilibrium of the system-environment evolution in the viewpoint of the reference. The additional contribution to the conditional entropy production, the dissipative information, characterizes a minimal thermodynamic cost that the system pays for maintaining the correlation with the reference. Positive dissipative information also characterizes potential work waste. We prove that both types of entropy production and the dissipative information follow quantum fluctuation theorems when a two-point measurement is applied. We verify the quantum fluctuation theorem for the dissipative information experimentally on IBM quantum computers. We also present examples based on the qubit collisional model and demonstrate universal nonzero dissipative information in the qubit Maxwell’s demon protocol.

I. INTRODUCTION

Thermodynamics and quantum mechanics, as two fundamental theories, describe physics on vastly different scales but merge in the field of quantum thermodynamics [1, 2]. The concept of entropy production, the key quantity in the second law of thermodynamics, has also been established in quantum thermodynamics [3]. The irreversibility of any process is reinterpreted as the information loss to the environment [4]. The stochastic version of the second law of thermodynamics, known as the fluctuation theorem [5–7], has also been extended to the quantum level, commonly founded on the two-point measurement scheme [8–11].

The laws of classical thermodynamics were challenged by the proposition of Maxwell’s demon. An external source acquiring additional information can potentially significantly drive a system out of thermal equilibrium [12]. This consideration generated questions about the role of information in thermodynamics. Maxwell’s demon is considered as a reference to the system, sometimes also called the memory, and can store the information of the system and convert it into work [13–18]. Classical bits of the system can be partially or completely obtained after the measurement of the reference depending on the strength of the correlations between the system and the reference. In other words, if the system shares correlations with the reference, the von Neumann entropy of the system will be reduced once the information on the reference is known. This suggests that entropy and correlation are inversely related [19]. The entropy of a system conditioned on the reference is quantified by the conditional entropy [20]. The conditional entropy is always upper bounded by the unconditional entropy. The two are equal if the system and the reference are uncorrelated. Negative conditional entropy suggests entanglement resources beyond classical cases [21, 22].

In this paper, we study the conditional entropy production of a system-environment interaction, conditioned on the state of the reference. The study is based on a typical tripartite setup (system, environment, and reference — see Fig. 1). While the conditional entropy quantifies the information of the system given the information of the reference, the conditional entropy production quantifies the irreversibility of the dynamics from the viewpoint of the reference. When we say that dynamics are irreversible, we mean that we cannot retrodict the initial state of the system from the final state of the system. Irreversibility from the viewpoint of the reference means that we cannot retrodict the information between the system and the reference from the final state of the system. In a demonless setup (the bipartite setup including
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the system and the environment), the correlation established between the system and the environment is usually considered to be lost, and then the entropy production is related to the mutual information between the system and the environment [3]. Even in setups without a reference, the information loss, entropy production, and thermodynamic laws can be conditionally defined, which is motivated by careful studies of the subjectivity of irreversibility or irretrodictionability. For example, after a system-environment interaction, if the state of the environment is known (from measurements of the environment), the information acquired with the measurements can decrease the degree of irreversibility of the dynamics [23, 24].

When a system is coupled to the environment to extract work, the reference or the demon also establishes correlation with the environment, even without direct interactions with the environment. Since work can be extracted from correlations [25–27], the correlation established indirectly between the reference and the environment implies a hidden work waste. This has been missed in previous studies on the quantum Maxwell’s demon model. Our study aims to clarify such additional information loss through the study of conditional entropy production.

In our study, we find that the conditional entropy production of the system, conditioned on the reference, is equal to or larger than the unconditional entropy production. There is a reference-induced dissipation, here called the dissipative information, which is additional to the energy dissipation of the system. As a direct consequence of the positive dissipative information, the maximum work that can be extracted from the system is always less than the conditional free energy difference, and the dissipative information is the wasted work in the work extraction. Based on a qubit collisional model [3], we demonstrate clear distinctions between thermal and informational nonequilibrium through the disparate behaviors of dissipative information, conditional entropy production, and unconditional entropy production. Furthermore, we demonstrate that the dissipative information is nonzero for any Maxwell’s demon with the nonoptimal feedback control, where the hidden work waste characterized by the positive dissipative information universally exists.

We also establish quantum fluctuation theorems associated with the conditional entropy production, based on the two-point measurement scheme. Surprisingly, we find that the dissipative information itself also follows a fluctuation theorem. This is beyond the quantum fluctuation theorems of thermodynamic quantities such as heat [28] and entropy production [29]. We test our quantum fluctuation theorem of dissipative information on IBM quantum computers.

This paper is organized as follows. Sec. II introduces the concept of conditional entropy production. Sec. III discusses the work and heat bounds related to conditional entropy production. Sec. IV shows the distinct behaviors of the conditional and unconditional entropy production in a qubit collisional model. In Sec. V, we demonstrate the universal positivity of the dissipative information in the qubit Maxwell’s demon model. Sec. VI establishes the quantum fluctuation theorems of conditional entropy production and dissipative information. Sec. VII explores the quantum fluctuation theorem given by the global two-point measurement, which preserves the quantum correlation included in the conditional entropy production. Sec. VIII presents experimental verification of the quantum fluctuation theorems on IBM quantum computers. The last section is our conclusions.

II. CONDITIONAL ENTROPY PRODUCTION

We consider a tripartite setup, including a system (S), a reference (R), and an environment (E). Initially, we assume that the system and the environment are independent, while the system and the reference are correlated. The initial state can then be denoted as $\rho_{SR} \otimes \rho_E$. The term reference is commonly used in quantum information science and represents the purification of the system [30]. However, we do not limit ourselves to the pure state $\rho_{SR}$ in our study.

Next, we assume that evolution only happens between the system and the environment. In other words, the system and the reference may be spatially separated but initially share some correlations. The final state is given by

$$\rho_{RSE}^{\dagger} = U_{SE}(\rho_{SR} \otimes \rho_E)U_{SE}^{\dagger}. \quad (1)$$

The superscript prime identifies variables related to the final state. See Fig. 1 for an illustration of the above setup.

Since the environment interacts only with the system, the reference is unchanged during the evolution, so $\rho_R = \rho_R$. If we trace out the reference in Eq. (1), we get

$$\rho_{SE}^{\dagger} = U_{SE}(\rho_S \otimes \rho_E)U_{SE}^{\dagger}. \quad (2)$$

FIG. 1. (a) The system S, initially correlated with the reference R, interacts with the environment E via the unitary evolution $U_{SE}$. (b) After the evolution, the reference R also establishes correlations with the environment E.
In other words, if we ignore the reference, we reduce the model to a bipartite model. Such a bipartite setup is commonly applied in the study of quantum thermodynamics [3]. The irreversibility of a system’s evolution is justified by tracing out the environment. The conditional entropy production of the system is [3]

$$\Sigma_S = \Delta S_S + \Delta \Phi_E, \quad (3)$$

where the entropy change of the system is $\Delta S_S = S(\rho_S'') - S(\rho_S)$ and the entropy flux $\Delta \Phi_E$ is from the system to the environment. Here the entropy of the quantum state is characterized by the von Neumann entropy, i.e., $S(\rho) = -\text{Tr}(\rho \ln \rho)$.

When the degree of freedom of the environment is large, we can always approximate the initial state of the environment as thermal [31, 32], given by $p_E = e^{-\beta H_E} / Z_E$ with the inverse temperature $\beta = 1/T$, the Hamiltonian of the environment $H_E$, and the corresponding partition function $Z_E$. The Boltzmann constant is set to 1. The entropy flux is related to the heat flux $\Delta \Phi_E = \beta Q_E$, where the heat is defined as the energy change of the environment $Q_E = \text{Tr}(\rho_E - \rho_E' H_E)$ [3]. Local reversible evolutions, such as $U_{SE} = U_S \otimes I_E$, give $\Sigma_S = 0$. Correlation with the environment indicates irreversibility of the dynamics [4].

If we restore to our tripartite setup including the reference, we can consider the entropy production of the combined system and reference, which is given by

$$\Sigma_{SR} = \Delta S_{SR} + \Delta \Phi_E, \quad (4)$$

with the entropy change $\Delta S_{SR} = S(\rho_{SR}') - S(\rho_{SR})$ and the entropy flux $\Delta \Phi_E$. Although the state of reference is unchanged, we have $\Delta S_{SR} \neq \Delta S_S$ in general cases. The physical meaning of $\Sigma_{SR} \neq \Sigma_S$ seems unclear since the reference has no interaction with the environment. Instead of the total entropy production $\Sigma_{SR}$, we consider the conditional entropy production, which characterizes the irreversibility of the dynamics from the viewpoint of the reference (or demon) rather than the system itself.

The conditional entropy production of the system conditioned on the reference is defined as

$$\Sigma_{S|R} = \Delta S_{S|R} + \Delta \Phi_{E|R}, \quad (5)$$

with the conditional entropy change $\Delta S_{S|R} = S_{S|R}' - S_{S|R}$ and the conditional entropy flux $\Delta \Phi_{E|R}$. The conditional entropy is formulated as $S_{S|R} = S(\rho_{SR}) - S(\rho_R)$, quantifying the uncertainty remaining in the system given the information of the reference.

There may appear to be ambiguity in the definition of the conditional entropy flux, which quantifies the amount of entropy flowing into the environment. Under the assumption that the environment is thermal with a well-defined temperature, the conditional entropy flux is given by the conditional heat flux. In quantum thermodynamics, the definitions of heat and work are still controversial because the boundary between work and heat is vague.

One way to resolve this issue is to define the heat independently as the energy change of the environment, $Q_E = \text{Tr}(\rho_E' - \rho_E) H_E$. From such a viewpoint, the conditional entropy flux is equal to the unconditional entropy flux,

$$\Delta \Phi_{E|R} = \Delta \Phi_E, \quad (6)$$

since knowing the state of the reference does not alter the energy change of the environment. Similar arguments can be applied if the heat is defined by the entropy change of the environment [26]. The conditional entropy flux is also equal to the unconditional entropy flux when the conditional information is in terms of the environment [24]. It is only when the system-environment evolution depends on the state of the reference that the magnitude of the conditional entropy flux is different from the unconditional entropy flux. We leave this scenario for future study.

It is easy to show that

$$\Delta S_{S|R} = \Delta S_{S|R} - \Delta S_R = \Delta S_{SR}. \quad (7)$$

Combining this with the condition in Eq. (6), we can conclude that

$$\Sigma_{SR} = \Sigma_{S|R}. \quad (8)$$

Now we can interpret the total entropy production $\Sigma_{SR}$ as the conditional entropy production $\Sigma_{S|R}$. The total entropy production $\Sigma_{SR}$ treats the system and the reference as being on equal footing even though the interaction $U_{SE}$ is only applied to the system. The role of the reference in $\Sigma_{S|R}$ is much clearer than its role in $\Sigma_{SR}$, which motivates us to study the conditional entropy rather than the total entropy production.

Both the unconditional entropy production $\Sigma_S$ and the conditional entropy production $\Sigma_{S|R}$ are positively defined. Moreover, we have

**Theorem 1.** $\Sigma_{S|R} \geq \Sigma_S \geq 0$.

**Proof.** The positivity of the entropy production $\Sigma_S$ is guaranteed by the positivity of the relative entropy [3]. The mismatch between the conditional and unconditional entropy production is given by the difference between the conditional and unconditional entropy changes, i.e.,

$$\Sigma_{S|R} - \Sigma_S = \Delta S_{S|R} - \Delta S_S, \quad (9)$$

which gives

$$\Sigma_{S|R} - \Sigma_S = S(\rho_{SR}') - S(\rho_{SR}) - S(\rho_R) + S(\rho_S). \quad (10)$$

Consider the mutual information, defined by

$$I_{S,R} = S(\rho_S) + S(\rho_R) - S(\rho_{SR}), \quad (11)$$

which quantifies the degree of correlation between the two parties [33]. The final state mutual information is denoted as $I_{S|R}$. By substituting the definition of the
mutual information into Eq. (9), one sees that the mismatch can be rewritten as a mutual information change, i.e.,

$$\Sigma_{S|R} - \Sigma_S = I_{S;R} - I'_{S;R}. \quad (11)$$

Unitary evolution preserves the information. The initial correlation between the system and the environment is preserved as $I_{S;R} = I'_{SE;R}$. In other words, the information between the system and the reference spreads to the environment because of the evolution between the system and the environment. We can then rewrite Eq. (11) as

$$\Sigma_{S|R} - \Sigma_S = I_{SE;R} - I'_{S;R} \geq 0. \quad (12)$$

The last inequality comes from the monotonicity of the quantum mutual information [33], also called the quantum data-processing inequality [34]. It can be derived from the strong subadditivity of the von Neumann entropy [35].

The reference stores the information about the system. The system-environment evolution corrupts the correlation between the system and the reference. In other words, the reference is less related to the state of the system after the system’s evolution with the environment. It happens even when the system’s reduced density matrix is unchanged (in equilibrium with the environment). To emphasize the difference between unconditional and conditional entropy production, we define their mismatch as

$$\Sigma_I = \Sigma_{S|R} - \Sigma_S, \quad (13)$$

which is called the dissipative information. This quantity first appeared in a study on the classical Maxwell’s demon model [36]. Based on Theorem 1, we know that

**Corollary 2.** $\Sigma_I \geq 0$.

On the one hand, the unconditional entropy production is the lower bound of the conditional entropy production, i.e.,

$$\Sigma_{S|R} \geq \Sigma_S, \quad (14)$$

An equals sign applies when the environment only interacts with the subspace of the system, while only the complementary subspace initially correlates to the reference [37]. On the other hand, the lower bound, which is expressed in terms of the dissipative information, is given by

$$\Sigma_{S|R} \geq \Sigma_I, \quad (15)$$

and is reached when the system and the environment are at a global fixed point in the evolution $U_{SE}$. In other words, the system is in thermal equilibrium with the environment while the dissipative information is still nonzero. Since $\Sigma_I$ characterizes a purely informational dissipation, we call it informational nonequilibrium when $\Sigma_I > 0$, which is independent of the thermal equilibrium or nonequilibrium. See Sec. IV for more examples.

Another way to understand the dissipative information is to keep track of information flow. More specifically, the dissipated information between the system and the reference becomes the correlation between the reference and the environment, even though the reference and the environment do not directly interact. This is called the distributive correlation [38, 39] (see Fig. 1). Quantitatively, we have

**Theorem 3.** $\Sigma_I = I'_{R;E|S}$.

Here $I'_{R;E|S}$ is the conditional mutual information of the final state between the environment and the reference (conditioned on the system). It is defined as $I_{R;E|S} = S(\rho_{SE}) + S(\rho_{SR}) - S(\rho_S) - S(\rho_{SE})$.

**Proof.** The conditional mutual information $I'_{R;E|S}$ can be rewritten as

$$I'_{R;E|S} = I'_{SE;R} - I'_{S;R}. \quad (16)$$

Then, according to Eq. (12), we have

$$\Sigma_I = I'_{R;E|S}. \quad (17)$$

The information related to the environment is considered to be lost since we do not have access to the environment in general. The conditional mutual information $I'_{R;E|S}$ should also be identified as an entropy production, but it is not included in the unconditional entropy production. Previous studies have revealed that the conditional mutual information $I_{R;E|S}$ bounds the fidelity to reconstruct the combined system (the system plus the reference) from the system alone [40, 41]. The dissipative information, understood as the conditional mutual information, directly reflects the irretrievability of the correlation between the system and the reference, which corresponds to the irreversibility of the dynamics from the viewpoint of the reference.

If the reference is interpreted as Maxwell’s demon, we can view the system-environment evolution as a work extraction process, which occurs after the demon’s control. The essence of Maxwell’s demon is to acquire the state of the system, and the entropy of the system can then be reduced. The work extraction process can be designed independently of the state of the demon. Therefore, the work-extracting evolution is limited between the system and the environment, and this is the case in our study. More discussion on the dissipative information and Maxwell’s demon model can be found in Sec. V. The superficial negative entropy production in Maxwell’s demon model is due to the feedback control protocols that make the system open to a third party [13–15]. Our arguments on conditional entropy production clarify that
the entropy production of a closed system (system plus 
the environment) conditioned on the third party is always 
positive.

III. WORK AND HEAT BOUNDS

A direct consequence of positive dissipative information 
is that the bounds of the work and heat given by the 
unconditional entropy production are tighter than those 
given by the conditional entropy production. To see this, 
consider the evolution $U_{SE}$ as a work extraction protocol, 
as was proposed in [42]. The maximal amount of work 
extractable from the system is bounded by the change of 
the nonequilibrium free energy $\Delta F_{S} = F'_{S} - F_{S}$, with 
$F_{S} = \text{Tr}(H_{S}\rho_{S}) - TS(\rho_{S})$ [43]. The Hamiltonian of 
the system is time-dependent. Therefore, we may have $H_{S} \neq H_{S}$. For specific examples, see Sec. IV. The ordinary work and heat bounds are given by the non-
negativity of the unconditional entropy production $\Sigma_{S}$ 
(3). Specifically, the work done on the system satis-
fies $W_{\text{ext}} \geq \Delta F_{S}$. The associated heat is bounded by $Q_{S} \leq T \Delta S_{S}$, where $Q_{S}$ is the heat flow from the 
environment to the system and $Q_{S} = -Q_{E}$. Note that 
estracting the work means $W_{\text{ext}} < 0$ and $Q_{S} > 0$.

The conditional entropy production bounds the work in terms of the change of the conditional free energy: $W_{\text{ext}} \geq \Delta F_{S|R}$. Here we define the conditional free energy as

$$F_{S|R} = \text{Tr}(H_{S}\rho_{S}) - TS_{S|R}.$$

The conditional free energy is equal to the maximal extractable work from the system given the information of the reference. In other words, more work can be extracted from the correlation between the system and the reference if such a correlation is accessible [25–27].

However, we can see that the work bound $W_{\text{ext}} \geq \Delta F_{S|R}$ is not tight compared to the more common or conventional bound $W_{\text{ext}} \geq \Delta F_{S}$, since

$$W_{\text{ext}} \geq \Delta F_{S} = \Delta F_{S|R} + T\Sigma_{I} \geq \Delta F_{S|R},$$

where $\Sigma_{I} \geq 0$ according to Corollary 2. The corresponding heat bound is

$$Q_{S} \leq T \Delta S_{S} = T \Delta S_{S|R} - T\Sigma_{I} \leq T \Delta S_{S|R}.$$

Since the working protocol $U_{SE}$ only locally interacts 
with the system, the information stored in the reference 
is not applied. While the correlation between the system 
and the reference is corrupted proportionally to $\Sigma_{I}$, the 
amount of correlation work $T\Sigma_{I}$ is wasted. The “wasted” 
work is stored as the correlation between the reference and 
the environment, as suggested by Theorem 3. According 
to the protocol in [26], such a correlation can be 
converted into work if the joint state of the environment 
and the reference is accessible.

IV. EXAMPLES FOR THE QUBIT MODEL 
WITH AN ISOTHERMAL PROCESS

In this section, we demonstrate the different behaviors of the unconditional and conditional entropy production based on concrete examples. We consider the isothermal process based on the qubits collisional model [3]. Consider the initial thermal states, given by $\rho_{S}(R) = e^{-\beta_{S}(R)H_{S}(R)} / Z_{S}(R)$, with an initial Hamiltonian $H_{S}(R) = E_{S}(R)|1\rangle_{S}(R)\langle 1|$, an effective inverse temperature $\beta_{S}(R)$, and a corresponding partition function $Z_{S}(R)$. We assume $E_{S} = E_{R}$ and $\beta_{S} = \beta_{R}$ for simplicity. The correlation can be categorized as classical or quantum. One example of classical correlation is

$$\rho_{SR}^{c} = p|00\rangle_{SR}(00) + (1 - p)|11\rangle_{SR}(11),$$

with $p = (1 + e^{-\beta E_{S}})^{-1}$. One example of quantum correlation, given by

$$\rho_{SR}^{q} = |\psi_{SR}\rangle \langle \psi_{SR}|,$$

with $|\psi_{SR}\rangle = \sqrt{p}|00\rangle_{SR} + \sqrt{1 - p}|11\rangle_{SR}$, characterizes the maximal quantum correlation between the system and the reference, i.e., the purification [30]. Quantum entanglement gives rise to the negative conditional entropy $S_{S|R} = -S(\rho_{S})$ [21, 22].

We consider a quasistatic isothermal process [42], where the system is doing work while absorbing heat from the environment. The environment consists of thermal qubits at the inverse temperature $\beta$. At each step, the system quenches the Hamiltonian by a value $\delta E$. After the XY interaction $U_{SE}$, the system reaches a new thermal state with the energy of state $|1\rangle_{S}$ becoming $E_{S}^{(t)} - \delta E$ (a quasistatic process). Here the quenched energy $\delta E$ is
the system and the reference suggests an informational equilibrium has been reached. The dissipative information reaches a maximum with $\Sigma_q = 2\Sigma_c = 2S(\rho_S)$, which also represents the maximal quantum and classical correlations established between the reference and the environment.

At each step, the work done on the system (via quenching) is equal to

$$W(t) = -\delta E \frac{e^{-\beta(E_S - \delta E)} - e^{-\beta(E_S - \delta E)}}{1 + e^{-\beta}}.$$  \hfill (26)

At the limit $\delta E \to 0$, the total work is

$$W_{\text{ext}} = \lim_{\delta E \to 0} \sum_t W(t) = \frac{1}{\beta} \ln \left( \frac{1 + e^{-\beta E_S}}{1 + e^{-\beta}} \right),$$  \hfill (27)

with the final energy of the system $E'_S$. The work saturates the change of the free energy given by

$$\Delta F_S = F'_S - F_S = \frac{1}{\beta} \ln \left( \frac{1 + e^{-\beta E_S}}{1 + e^{-\beta E'_S}} \right).$$  \hfill (28)

However, the change in the conditional free energy and the change in the conditional entropy suggest work waste according to the inequalities in Eqs. (19) and (20). See Fig. 2 for the numerical results.

V. UNIVERSAL NONZERO DISSIPATIVE INFORMATION IN THE QUBIT MAXWELL’S DEMON

The typical tripartite setup is commonly applied to the study of Maxwell’s demon [13–18]. The demon acquires the information of the system and stores it in the
reference, also called the memory. Then, based on the information of the reference, the demon controls the system and reduces its entropy. After the entropy of the system is reduced, work can be extracted from the system. The above process is called the feedback control operation and is the essence of Maxwell’s demon. In the following, we consider the qubit Maxwell’s demon model, where both the system and the reference (memory) are one qubit.

Suppose that the correlation between the reference and the system is established by the unitary operation $U_{SR}$. The feedback control operation can be measurement-type or unitary-type. The unitary-type operation can be realized with two-qubit controlled gates:

$$
\Lambda^{(0)} = \ket{0}_R \bra{0} \otimes U_{SR}^{(0)} + \ket{1}_R \bra{1} \otimes I_S, \tag{29}
$$

$$
\Lambda^{(1)} = \ket{0}_R \bra{0} \otimes I_S + \ket{1}_R \bra{1} \otimes U_{SR}^{(1)}. \tag{30}
$$

The combined operation then performed by the demon is $\hat{U}_{SR} = \Lambda^{(1)} \Lambda^{(0)} U_{SR}$.

To examine the optimal operation $\hat{U}_{SR}$, we randomly choose the two-qubit gates $\hat{U}_{SR}$ acting on SR. The random two-qubit gates are given by three randomly chosen non-local parameters [45]. Note that local unitary evolutions do not change the entropy of the system. If the inverse temperature of the system is $\beta_S = 0$, the initial state of the system is a completely mixed state. The demon’s operation $\hat{U}_{SR}$ can only decrease the entropy of the system. However, only when we have a swap gate (up to some single-qubit gates) [30], the entropy of the system reduces to zero, assuming that the initial state of the reference is pure. If $\hat{U}_{SR}$ is not a swap-like operation, the system and the reference (memory) remain correlated after the evolution $\hat{U}_{SR}$. See Fig. 3 for the numerical results. When the initial state of the system is not completely mixed, such as $\beta_S E_S = 2$, the demon’s operation can either increase or decrease the entropy of the system. The increased entropy of the system comes from the correlation with the demon’s memory. For the qubit Maxwell’s demon, the optimal operation $\hat{U}_{SR}$ is always the swap-like gate, which reduces the entropy of the system to zero.

For the measurement-type Maxwell’s demon, the demon’s control operation is given by a conditional local operation based on the measurement performed on the reference (memory). In theoretical analyses, we can postpone the measurement and the measurement-type demon becomes equivalent to the unitary-type demon with additional measurements performed at the end. In other words, we have

$$
\begin{array}{c}
U(0) \\
\oplus \\
\uparrow \quad \Lambda \\
\downarrow \\
U(1)
\end{array}
= 
\begin{array}{c}
U(0) \\
\oplus \\
\uparrow \quad U \Lambda \not U \\
\downarrow \\
U(1)
\end{array}
$$

with $k = 0, 1$ as the measurement results. To minimize the back actions from the measurement, we assume that the measurement is performed on the eigenbasis of the reference (denoted as $|k\rangle_R$). Measurements performed on the non-eigenbasis may introduce more randomness during the protocol [17].

The difference between the unitary feedback control operation and the feedback control operation with the measurement is the type of correlation (classical or quantum) between the system and the reference after the operation. Fig. 3 shows that there is some remaining correlation if the demon does not perform the optimal swap-like operation. One can check that the measurement-type demon can result in some remaining classical correlation between the system and the reference (see Fig. 4). The mutual information $\tilde{I}_{SR}$ means that the reference is dephased because of the measurement, i.e.,

$$
\tilde{I}_{SR} = S(\rho_S) + S(\rho_R) - S(\tilde{\rho}_{SR}), \tag{32}
$$

with

$$
\tilde{\rho}_{SR} = \sum_k |k\rangle_R \langle k| \rho_{SR} |k\rangle_R \langle k|. \tag{33}
$$

Here $|k\rangle_R$ is the eigenbasis of the reference. Unlike the unitary feedback control operations, non-optimal feedback control with the measurement can leave the system and the reference uncorrelated. However, this is not guaranteed.

The simulation results in Figs. 3 and 4 show a universal correlation between the system and the reference (memory) after the demon’s feedback control operations, either for the unitary-type or the measurement-type demon. When we couple the system to the environment to extract work, such as in the protocol shown in Sec. IV, the nonzero dissipative information is universal. For example, suppose that the system and the reference have a classically correlated initial state (before the work extraction)

$$
\rho_{SR}^\varepsilon(\varepsilon) = \rho_{SR}^0 - \varepsilon \rho_S^0 (1 - p) (\sigma_S^e \otimes \sigma_R^e), \tag{34}
$$

![FIG. 4. The mutual information between the system and the reference after the random feedback control operations. The initial state of system is a thermal state with (a) $\beta_S = 0$ and (b) $\beta_S E_S = 2$. The mutual information $\tilde{I}_{SR}$, given by Eq. (32), quantifies the classical correlation. The top gray line is the maximum of $\Delta S_S$. The bottom gray line is the threshold at which $\Delta S_S = 0$.](image-url)
or an initial state with the quantum correlation
\[ \rho_{SR}^q(\epsilon_q) = \rho_{SR}^q - \epsilon_q \sqrt{p(1-p)}(|00\rangle_{SR}|11\rangle_{SR} + |11\rangle_{SR}|00\rangle_{SR}), \]  
(35)
with the noise parameters \( \epsilon_c, \epsilon_q \in [0,1] \). Here \( \rho_{SR}^q \) and \( \rho_{SR}^q \) are given by Eqs. (21) and (22), respectively. Note that \( \rho_{SR}^q(1) = \rho_S \otimes \rho_R \) and \( \rho_{SR}^q(1) = \rho_{SR}^q(0) \).

In Fig. 5, we show the nonzero dissipative information based on the work extraction protocol given in Sec. IV. We can see that the dissipative information vanishes at \( \epsilon_c = 1 \), which gives rise to \( \Delta S_{SR} = \Delta S_S \) and \( \Sigma_{SR} = \Sigma_S \). The quantum part of the dissipative information vanishes at \( \epsilon_q = 1 \), while the dissipative information itself is nonzero because \( \Sigma_f^q > 0 \). Since we consider random implementations of the qubit Maxwell’s demon, which cover all possibilities, we conclude that the nonzero dissipative information in the qubit Maxwell’s demon during the work extraction protocol is universal.

VI. QUANTUM FLUCTUATION THEOREMS OF THE CONDITIONAL ENTROPY PRODUCTION

Fluctuation theorems generalize the thermodynamic laws into a stochastic description, where the inequality of the second law of thermodynamics generalizes to an equality valid for arbitrary nonequilibrium processes. The positivity of the averaged entropy production can be easily derived from the fluctuation theorem. Moreover, the fluctuation theorem also describes the statistics of entropy production [46]. In quantum cases, the dynamics are replaced with stochastic trajectories, which are specified by the measurements performed at the beginning and the end of the dynamics (the two-point measurement scheme) [8–11]. The back actions from the measurements are minimized if the measurements are performed at the eigenbasis of the system or the environment.

Suppose that the initial state of the system and the reference have the decompositions
\[ \rho_S = \sum_n p_n |n\rangle_S \langle n|, \quad \rho_R = \sum_r p_r |r\rangle_R \langle r|, \]  
(36)
with the corresponding eigenstate \( |n\rangle_S \) (\( |r\rangle_R \)) and the probability of finding that eigenstate \( p_n \) \( (p_r) \). Since we have assumed a thermal state for the environment, we have
\[ \rho_E = \sum_m e^{-\beta E_m} |m\rangle_E \langle m|, \]  
(37)
with \( E_m \) the energy of the state \( |m\rangle \) and \( Z_E \) the partition function of the environment. The evolution \( U_{SE} \) does not affect the reference state. Therefore, only the system has a different distribution after the evolution, given by
\[ \rho'_S = \sum_{n'} p_{n'} |n'\rangle_S \langle n'|. \]  
(38)
The statistics of the system are completely characterized by the distributions \( p_n \) and \( p_{n'} \).

The entropy of the state \( \rho_S \) is given by
\[ \mathcal{S}(\rho_S) = -\sum_n p_n \ln p_n. \]  
(39)
We can then view the quantity \( -\ln p_{n'} \) as the unaveraged (stochastic) entropy. Following the same arguments, the stochastic version of the entropy production \( \Sigma_S(3) \) is given by
\[ \sigma_S[\gamma_{SE}] = \Delta S_S + \beta q_E, \]  
(40)
with the stochastic entropy change \( \Delta S_S = \ln p_n - \ln p_{n'} \) and the stochastic heat \( q_E = E_{m'} - E_m \) [47]. Here, \( \gamma_{SE} = \{n, m, n', m'\} \) is a set of stochastic variables.

The stochastic trajectories give possible transitions from one initial microscopic state to one final microscopic state. The probability of one trajectory is then
\[ P_F[\gamma_{SE}] = |E_{SE}\langle n', m'|U_{SE}|n, m\rangle_{SE}|^2 p_n p_{n'}, \]  
(41)
with \( p_m = e^{-\beta E_m}/Z_E \). The subscript \( F \) indicates that the trajectory is given by the forward evolution \( U_{SE} \).

Averaging the stochastic entropy production over all possible evolution trajectories gives the averaged quantity \( \Sigma_S(3) \), i.e.,
\[ \langle \sigma_S[\gamma_{SE}] \rangle_{\gamma_{SE}} = \sum_{\gamma_{SE}} P_F[\gamma_{SE}] \sigma_S[\gamma_{SE}] = \Sigma_S. \]  
(42)
Therefore, we can also understand \( P_F[\gamma_{SE}] \) as the probabilistic distribution of the stochastic entropy production \( \sigma_S[\gamma_{SE}] \).

The positivity of the entropy production \( \langle \sigma_S[\gamma_{SE}] \rangle_{\gamma_{SE}} \geq 0 \) only reflects the average of the stochastic entropy production. The fluctuation theorem captures the higher-order statistics of the stochastic entropy production with a concise equality [3]
\[ \langle e^{-\sigma_S} \rangle_{\gamma_{SE}} = 1, \]  
(43)
which is called the integral fluctuation theorem. For the detailed version, see Sec. VIII. Applying Jensen’s inequality \((e^{2\epsilon}) \geq e^{\epsilon^2}\) to the above equality, we can get the averaged inequality \(\left< \sigma_S \right>_{\text{SE}} \geq 0\). The fluctuation theorem puts constraints on the higher-order statistics of the entropy production [46].

Based on the definition of the conditional entropy production in Eq. (5), we consider the stochastic conditional entropy production as

\[
\sigma_{S|R}[\gamma_{\text{RSE}}] = \Delta s_{S|R} + \beta q_e, \tag{43}
\]

with the stochastic conditional entropy change \(\Delta s_{S|R} = \ln(p_n|r) - \ln(p_{n'|r})\). Here the conditional probability \(p_{n|r}\) \((p_{n'|r})\) is given by \(p_{n|r} = p_{n,r}/p_r\) \((p_{n'|r} = p_{n',r}/p_r)\) with the joint distribution \(p_{n,r} = SR(n,r)|\rho_{SR}|n,r\). The stochastic variables are \(\gamma_{\text{RSE}} = \{n,m,r,n',m'\}\). Since the local measurements commute with each other, the marginalization rules are guaranteed, i.e., \(p_n = \sum_r p_{n,r}\) and \(p_r = \sum_n p_{n,r}\). Note that the distribution of the reference \(p_r\) does not change during the evolution \(U_{\text{SE}}\).

To include the reference, we extend the trajectory as

\[
P_F[\gamma_{\text{RSE}}] = |SE\langle n',m'|U_{\text{SE}}|n,m\rangle_{\text{SE}}|^2 p_{n,r} p_{m'}, \tag{44}
\]

with the joint distribution \(p_{n,r}\). The trajectory \(P_F[\gamma_{\text{RSE}}]\) returns to \(P_F[\gamma_{\text{SE}}]\) \((40)\) when marginalizing over the variable \(r\). The measurements on the system and the reference commute, which guarantees the marginalization rules of the trajectory probability.

Since the conditional probability \(p_{n|r}\) or \(p_{n'|r}\) is obtained by measuring the system and the reference separately on their eigenstates, the quantum correlation is wiped out. Taking the average of the stochastic conditional entropy production \(\sigma_{S|R}[\gamma_{\text{RSE}}]\) over the trajectory \(P_F[\gamma_{\text{RSE}}]\) gives the averaged conditional entropy, which has a mismatch compared with \(\Sigma_{S|R} (5)\). Specifically, we have

\[
\langle \sigma_{S|R}[\gamma_{\text{RSE}}] \rangle_{\text{RSE}} = \sum_{\gamma_{\text{RSE}}} P_F[\gamma_{\text{RSE}}] \sigma_{S|R}[\gamma_{\text{RSE}}]
\]

\[
= \Sigma_{S|R} + \Delta J. \tag{45}
\]

Here \(\Delta J = J(\tilde{\rho}_{SR}) - J(\rho_{SR})\) with

\[
J(\rho_{SR}) = S(\hat{\rho}_{SR}) - S(\rho_{SR}). \tag{46}
\]

The density matrix \(\hat{\rho}_{SR}\) gives rise to dephasing because of the measurements, i.e.,

\[
\hat{\rho}_{SR} = \sum_{n,r} [n,r]_{SR}\langle n,r|\rho_{SR}|n,r\rangle_{SR}\langle n,r|, \tag{47}
\]

and this is also the case for the final state \(\tilde{\rho}_{SR}\). The entropy \(J(\rho_{SR})\) is a coherence measure at the local basis \([n,r]_{SR}\) [48]. We have \(\Delta J \leq 0\), since the final state has less coherence because of the coupling to the environment. When the initial state \(\rho_{SR}\) is a classical correlated state, such as in Eq. (21), there are no back actions from the measurements, so \(\Delta J = 0\).

Following the definition of the dissipative information in Eq. (13), the mismatch between \(\sigma_{S|R}\) and \(\sigma_S\) can be defined as the stochastic dissipative information, i.e.,

\[
\sigma_I = \sigma_{S|R} - \sigma_S. \tag{48}
\]

Here \(\sigma_I\) is also the stochastic mutual information change between the system and the reference [43]. Given the averaged relations in Eqs. (41) and (45), we can easily see that

\[
\langle \sigma_I \rangle_{\gamma_{\text{RSE}}} = \Sigma_I + \Delta J. \tag{49}
\]

Here \(\langle \sigma_I \rangle_{\gamma_{\text{RSE}}}\) describes the dissipation of the classical correlation.

We now show that the quantum fluctuation theorem based on the two-point measurement scheme can also be extended to conditional entropy production. Specifically, we have

**Theorem 4.** \(\langle e^{-\sigma_{S|R}} \rangle_{\gamma_{\text{RSE}}} = \langle e^{-\sigma_{S|R}} \rangle_{\gamma_{\text{R}}} = 1\). The average over the variables \(\gamma_{\text{RSE}}\) \(\gamma_{\text{R}}\) means taking the average over the trajectories conditioned on the state of the reference, i.e.,

\[
\langle \gamma \rangle_{\gamma_{\text{RSE}} | \gamma_{\text{R}}} = \sum_{\gamma_{\text{RSE}} | \gamma_{\text{R}}} \frac{P_F[\gamma_{\text{RSE}}]}{p_r} \langle \gamma \rangle. \tag{50}
\]

Here \(\gamma_{\text{RSE}} | \gamma_{\text{R}} = \{n,m,n',m'\}\). In addition, we have \(\langle \gamma \rangle_{\gamma_{\text{RSE}} | \gamma_{\text{R}}} = \langle \gamma \rangle_{\gamma_{\text{SE}}}\).

**Proof.** The integral fluctuation theorem can be viewed as the normalization of a certain “backward” trajectory. It can be understood as a retrodiction process [49, 50]. Consider the backward trajectory corresponding to the forward trajectory \((44)\):

\[
P_B[\gamma_{\text{RSE}}] = |SE\langle n,m|U_{\text{SE}}^\dagger|n',m'\rangle_{\text{SE}}|^2 p_{n',r} p_{m'}. \tag{51}
\]

with \(p_{n',r} = SR(n',r)|\rho_{SR}|n',r\rangle_{SR}\) and \(p_{m'} = E\langle m'|\rho_E|m'\rangle_E\). Note that the initial state of the backward trajectory is not the final state of the forward evolution. If we marginalize over the variable \(r\) of \(P_B[\gamma_{\text{RSE}}]\), we get the backward trajectory corresponding to the forward trajectory \(P_F[\gamma_{\text{SE}}]\) \((40)\).

First, we can verify the following normalization conditions

\[
\sum_{\gamma_{\text{RSE}}} P_F[\gamma_{\text{RSE}}] = \sum_{\gamma_{\text{RSE}}} P_B[\gamma_{\text{RSE}}] = 1; \tag{52a}
\]

\[
\sum_{\gamma_{\text{SE}}} P_F[\gamma_{\text{SE}}] = \sum_{\gamma_{\text{SE}}} P_B[\gamma_{\text{SE}}] = 1. \tag{52b}
\]

Moreover, the trajectory \(P_F[\gamma_{\text{RSE}}]\) conditioned on the
probability of the reference also gives the normalization

\[
\sum_{\gamma_{\text{RSE}}\setminus\gamma} \frac{P_F[\gamma_{\text{RSE}}]}{p_r} = \sum_{\gamma_{\text{SE}}} \frac{|\langle SE(n,m)|U_{SE}[\gamma]\rangle|^2 p_n r_p_m}{p_r} = \sum \frac{p_n r_m}{p_r} = 1. \quad (53)
\]

Similar normalization can be applied to the backward trajectory.

Next, we can rewrite the conditional stochastic entropy production \(\sigma_{S|R}\) as

\[
\sigma_{S|R}[\gamma_{\text{RSE}}] = \ln \left( \frac{p_{n,r} p_{m'}}{p_r} \right) - \ln \left( \frac{p_{n',r} p_{m}}{p_r} \right) = \ln \left( \frac{P_F[\gamma_{\text{RSE}}]}{p_r} \right) - \ln \left( \frac{P_B[\gamma_{\text{RSE}}]}{p_r} \right). \quad (54)
\]

We then have the integral fluctuation relation

\[
\langle e^{-\sigma_{S|R}} \rangle_{\gamma_{\text{RSE}} \setminus \gamma} = \sum_{\gamma_{\text{RSE}} \setminus \gamma} \frac{P_F[\gamma_{\text{RSE}}]}{p_r} \frac{P_B[\gamma_{\text{RSE}}]}{P_F[\gamma_{\text{RSE}}]} = \sum_{\gamma_{\text{RSE}} \setminus \gamma} \frac{P_B[\gamma_{\text{RSE}}]}{p_r} = 1. \quad (55)
\]

Furthermore, we have

\[
\langle e^{-\sigma_{S|R}} \rangle_{\gamma_{\text{RSE}}} = \langle \langle e^{-\sigma_{S|R}} \rangle_{\gamma_{\text{RSE}} \setminus \gamma} \rangle_{\gamma} = \sum_r p_r = 1. \quad (56)
\]

More interestingly, the stochastic dissipative information itself \(\sigma_I\), given by Eq. (48), also follows the fluctuation theorem.

**Theorem 5.** \(\langle e^{-\sigma_I} \rangle_{\gamma_{\text{RSE}} \setminus \gamma} = \langle e^{-\sigma_I} \rangle_{\gamma_{\text{RSE}}} = 1\). The quantum fluctuation theorem of dissipative information is given by the conditional trajectories, i.e.,

\[
\langle \gamma_{\text{RSE}} \setminus \gamma \rangle = \sum_{\gamma_{\text{RSE}} \setminus \gamma} P_F[\gamma_{\text{RSE}}]/P_F[\gamma_{\text{SE}}]. \quad (57)
\]

**Proof.** The stochastic dissipative information \(\sigma_I\) can be rewritten as

\[
\sigma_I[\gamma_{\text{RSE}}] = \ln \left( \frac{P_F[\gamma_{\text{RSE}}]}{P_F[\gamma_{\text{SE}}]} \right) - \ln \left( \frac{P_B[\gamma_{\text{RSE}}]}{P_B[\gamma_{\text{SE}}]} \right). \quad (58)
\]

We then have

\[
\langle e^{-\sigma_I} \rangle_{\gamma_{\text{RSE}} \setminus \gamma} = \sum_{\gamma_{\text{RSE}} \setminus \gamma} \frac{P_F[\gamma_{\text{RSE}}]}{P_F[\gamma_{\text{SE}}]} \frac{P_F[\gamma_{\text{SE}}]}{P_F[\gamma_{\text{RSE}}]} \frac{P_B[\gamma_{\text{RSE}}]}{P_B[\gamma_{\text{SE}}]} \frac{P_B[\gamma_{\text{SE}}]}{P_B[\gamma_{\text{RSE}}]} = \sum_{\gamma_{\text{RSE}} \setminus \gamma} \frac{P_B[\gamma_{\text{RSE}}]}{P_B[\gamma_{\text{SE}}]} = \sum_r \frac{p_n r_m}{p_r} = 1. \quad (59)
\]

Furthermore, we have

\[
\langle e^{-\sigma_I} \rangle_{\gamma_{\text{RSE}}} = \langle \langle e^{-\sigma_I} \rangle_{\gamma_{\text{RSE}} \setminus \gamma} \rangle_{\gamma} = \sum_r p_r = 1. \quad (60)
\]

The fluctuation theorem of the dissipative information guarantees the positivity of \(\langle \sigma_I \rangle_{\gamma_{\text{RSE}}} \geq 0\), which is equal to the classical part of \(\Sigma_I\) as suggested by Eq. (49). When we apply the global two-point measurement to preserve the quantum correlation between the system and the reference, we can obtain the fluctuation theorem of the full quantum conditional entropy production \(\Sigma_{S|R}\) (see Sec. VII). However, the fluctuation theorem of the full quantum dissipative information requires further treatment. As pointed out in [51–53], the fluctuation theorem about the nonclassical correlation should be described by the quasiprobability instead of the probability. The fluctuation theorem of the dissipative information given by the quasiprobability implies the strong subadditivity of the von Neumann entropy, which is beyond the scope of our current paper.

**VII. THE FLUCTUATION THEOREM OF THE CONDITIONAL ENTROPY PRODUCTION WITH THE GLOBAL TWO-POINT MEASUREMENT**

When we introduced the conditional entropy production in Sec. II, both classical and quantum correlations between the system and the reference were included. In Sec. VI, we applied the two-point measurement and established the fluctuation theorem of the conditional entropy production and the dissipative information. However, local measurements were applied to the system and the reference. Therefore, their quantum correlations were wiped out. In this section, we show this issue can be circumvented by applying the global two-point measurement [54–56].

Suppose that the initial and final states have the decompositions

\[
\rho_{SR} = \sum_l p_l |l\rangle_{SR} |l\rangle, \quad \rho_{SR}' = \sum_{l'} p_{l'} |l'\rangle_{SR} |l'\rangle. \quad (61)
\]

with the entangled eigenstates \(|l\rangle_{SR}\) and \(|l'\rangle_{SR}\). We then define the stochastic conditional entropy production as

\[
\sigma^q_{S|R}[\gamma_{\text{RSE}}] = \Delta s^q_{S|R} + \beta q E. \quad (62)
\]

with the stochastic conditional entropy change \(\Delta s^q_{S|R} = -\ln(p_i/p_r) - \ln(p_{l'}/p_{l'})\) and the stochastic heat \(q E = E_{l'} - E_l\). The stochastic variables are \(\gamma^q_{\text{RSE}} = \{l, m, r, l', m'\}\). Note that \(\sigma^q_{S|R}\) and \(\Delta s^q_{S|R}\) are different from those defined in Eq. (43). We use a superscript \(q\) to denote that the quantum correlation is included.
Correspondingly, the stochastic dissipative information becomes
\[ \sigma_f^q = \sigma_{S|\gamma RSE}^q - \sigma_S^q, \]
which characterizes the change in the quantum stochastic mutual information [54–56].

Corresponding to the stochastic entropy production \( \sigma_{S|\gamma RSE}^q \), we modify the trajectory as
\[ P_F[\gamma RSE] = |RSE\langle l', m'|U_{SE}|l, m\rangle RSE|^2p_lp_m. \]
Similarly, the backward trajectory given by \( U_{SE}^\dagger \) is
\[ P_B[\gamma RSE] = |RSE\langle l, m|U_{SE}^\dagger|l', m'\rangle RSE|^2p_lp_m', \]
with \( p_l p_m' = RSE\langle l', m'|\rho_{SR}^l \otimes \rho_E|l', m'\rangle RSE \). Since there are no back actions from the initial measurements, one can verify that the averaged stochastic entropy production is
\[ \langle \sigma_{S|\gamma RSE}^q \rangle = \Sigma_{S|\gamma RSE}, \]
which is different from Eq. (45).

Equipped with the stochastic conditional entropy production and the global trajectory, we have the integral quantum fluctuation theorem:

**Theorem 6.** \( \langle e^{-\sigma_{S|R}^q} \rangle_{\gamma RSE} = \langle e^{-(\sigma_S^q + \sigma_f^q)} \rangle_{\gamma RSE} = 1 \). The average notation means \( \langle . \rangle_{\gamma RSE} = \sum_{\gamma RSE} P_F[\gamma RSE] \langle . \rangle \).

**Proof.** Both the forward and backward global trajectories are normalized
\[ \sum_{\gamma RSE} P_F[\gamma RSE] = \sum_{\gamma RSE} P_B[\gamma RSE] = 1. \]
The stochastic conditional entropy production \( \sigma_{S|\gamma RSE}^q \) can be written using the forward and backward trajectories
\[ \sigma_{S|\gamma RSE}^q = \ln \left( \frac{p_l p_m}{p_r} \right) - \ln \left( \frac{p_l p_m'}{p_r} \right) \]
\[ = \ln \left( \frac{P_F[\gamma RSE]}{p_r} \right) - \ln \left( \frac{P_B[\gamma RSE]}{p_r} \right). \]
We then have
\[ \langle e^{-\sigma_{S|R}^q} \rangle_{\gamma RSE} = \langle e^{-(\sigma_S^q + \sigma_f^q)} \rangle_{\gamma RSE} = \sum_{\gamma RSE} P_F[\gamma RSE] P_B[\gamma RSE] \frac{P_B[\gamma RSE]}{P_F[\gamma RSE]} \]
\[ = \sum_{\gamma RSE} P_B[\gamma RSE] = 1. \]

Note that the quantum correlation between the system and the reference is included in the above quantum fluctuation theorem. Applying Jensen’s inequality gives \( \langle \sigma_{S|\gamma RSE}^q \rangle \geq 0 \), which also proves the positivity of the conditional entropy production \( \sigma_{S|\gamma RSE} \). Unlike the stochastic dissipative information \( \sigma_f \) given by the local two-point measurement scheme, the stochastic dissipative information \( \sigma_f^q \) including the quantum correlation does not follow a fluctuation theorem like \( \sigma_f \). The issue arises from the classical description of the trajectories, which is incapable of describing the dynamics of quantum information. A possible solution is to define the quasiprobability trajectory, but we leave this for future study.

**VIII. EXPERIMENTAL VERIFICATIONS OF THE NEW QUANTUM FLUCTUATION THEOREM ON IBM QUANTUM COMPUTERS**

Quantum fluctuation theorems have previously been verified on different platforms via the interferometric method [57–59] or the two-point projective measurements method [60, 61]. Recent studies have demonstrated the quantum fluctuation theorem on quantum computers [62]. State-of-the-art quantum computers provide a powerful platform with which to verify quantum fluctuation theorems based on the dynamics of several qubits. In this section, we study the experimental verification of Theorems 4 and 5 on IBM quantum computers [63].

We design a three-qubit example to verify the quantum fluctuation theorem of dissipative information. The system S, the reference R, and the environment E are all one qubit. We set the initial state of SR as \( \rho_{SR}(\varepsilon_c) \), as shown in Eq. (34). Therefore, there are no back actions from the two-point measurements. Both qubits S and R have the local eigenstates \( |0\rangle \) and \( |1\rangle \). The statistics of the state \( \rho_{SR}(\varepsilon_c) \) (based on measurements on the computational basis) are equivalent to an entangled pure state with the same diagonal density matrix. We design the following evolution to prepare such a pure state:
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\[ U_{SR} = R_y(\theta_1) \quad R_y(\theta_2) \]

with a single-qubit rotation \( y \)-axis gate \( R_y(\theta) = e^{-i\theta y/2} \) and a two-qubit CNOT gate [30]. The angles are determined by
\[ \left\{ \begin{aligned} p &= \frac{1}{2} \left( \cos^2 \left( \frac{\theta_1 + \theta_2}{2} \right) + \cos^2 \left( \frac{\theta_1 - \theta_2}{2} \right) \right) \quad (71) \\ \varepsilon_c p(1-p) &= \frac{1}{2} \sin^2 \theta_2 \sin^2 \left( \frac{\theta_1}{2} - \frac{\pi}{4} \right) \end{aligned} \]

The environmental qubit E is thermal, and can be pre-


\[ |0\>_S \quad U_{SE} \quad |0\>_E \quad U_{EV} \quad |0\>_V \]

\[ |0\>_R \quad U_{SR} \quad |0\>_E \quad U_{SE} \quad |0\>_V \quad U_{SE}^\dagger \]

FIG. 6. Quantum circuits designed based on the two-point measurement scheme. The evolution \( U_{SR} \) prepares the correlated qubits (system and reference). The evolution \( U_{EV} \) prepares the thermal environmental qubit \( E \). The evolution \( U_{SE} \) is set as the XY interaction between the two qubits given by Eq. (23).

\[ \begin{align*}
|0\>_E \quad & U_{SE} \quad |0\>_E \quad U_{EV} \quad |0\>_V \quad U_{SE}^\dagger \\\n|0\>_R \quad & U_{SR} \quad |0\>_E \quad U_{SE} \quad |0\>_V \quad U_{SE}^\dagger
\end{align*} \]

FIG. 7. The qubits layout of the IBM quantum processor \( \text{ibm}_\text{lagos} \). The colors of the connected lines represent the two-qubit gate errors. A darker color means a lower error rate.

pared by evolution on \( |00\>_E \):

\[
U_{EV} = R_y(\theta_3)
\]

where the angle \( \theta_3 = 2 \arctan(e^{i\beta}) \). Here the qubit \( V \) is an ancillary qubit.

The evolution \( U_{SE} \in \text{SO}(4) \), given by Eq. (23), can be optimally realized by two CNOT gates plus the single-qubit gates [64]:

\[
U_{SE} = \begin{pmatrix}
S & H & R_y(2\gamma) & H & S^\dagger \\
S & R_y(2\gamma) & S^\dagger & H & S^\dagger
\end{pmatrix}
\]

with the single-qubit phase gate \( S = \text{diag}\{0, i\} \) and the Hadamard gate \( H = (\sigma^x + \sigma^z)/\sqrt{2} \).

According to the two-point measurement scheme, we perform local eigenstate measurements on the system, reference, and environment. After the initial measurement, the system \( S \) and the environment \( E \) undergo the evolution \( U_{SE} \) (realized by the single- and two-qubit gates). Lastly, the final projective measurements are applied. Note that the state of the reference does not change, and therefore, only a one-point projective measurement is applied on the reference qubit \( R \). We can continuously implement the backward process on the final state, given by the evolution \( U_{SE}^\dagger \) (see Fig. 6). IBM quantum computers allow intermediate measurements in the circuits. One can also use separate circuits, which separately measure the initial and final state statistics, as well as the dynamics of the evolution [65]. We follow the latter method to avoid accumulated errors. Note that the environmental qubit has the same initial state as that in the forward process. We apply the designed circuits on the IBM quantum processor \( \text{ibm}_\text{lagos} \). See Fig. 7 for the qubits layout of this processor. We map the qubits \( R, S, E, \) and \( V \) to the qubits 1, 3, 5, and 6. The data below were collected (via the dedicated mode) on Aug. 12 2021 from 9:45 pm to 10:00 pm (GMT-4). The metrics of the processor \( \text{ibm}_\text{lagos} \) during the above time were as follows: average CNOT errors: 0.6441%; average readout errors: 1.031%; average T1 time: 122.88 \( \mu s \); average T2 time: 74.81 \( \mu s \).

To get the trajectories \( P_F[\gamma_{SE}] \) and \( P_B[\gamma_{SE}] \) of the evolution, we first measure the transition probabilities, defined as

\[
P_F(j \rightarrow k) = |\langle k|U_{SE}|j\rangle|^2, \quad P_B(j \rightarrow k) = |\langle k|U_{SE}^\dagger|j\rangle|^2,
\]

with \( |j\rangle, |k\rangle \in \{00, 01, 10, 11\} \). The theoretical and measured transition probabilities are shown in Fig. 8. The probabilities are estimated by the statistics of 5 \times 8192 shots of the circuits. Here 8192 is the maximal number of shots allowed on the IBM Q platform. We repeat the running process five times.

Besides the transition probabilities, we measure the statistics of the initial and the final states (two-point measurements), which give the stochastic entropy production parameters \( \sigma_{S|R}, \sigma_S, \) and \( \sigma_I \) (with the relation \( \sigma_{S|R} = \sigma_S + \sigma_I \)). Combining the transition probabilities of the forward and the backward processes with the statistics of the initial and final states, we get the forward and backward trajectories.

Instead of experimentally verifying the integral quantum fluctuation theorems presented in Theorems 4 and 5, we verify their corresponding detailed fluctuation theorems, which are more experiment-friendly. Note that the detailed fluctuation theorems automatically give rise to the integral fluctuation theorem (after the summation of all trajectories). Consider the probabilistic distribution of the unconditional entropy production \( \sigma_S \)

\[
P_F(\Sigma_S) = \sum_{\gamma_{SE}} P_F[\gamma_{SE}][\delta(\sigma_S, \Sigma_S)],
\]

where \( \delta \) is the Kronecker delta. The probabilistic distribution of the backward process can be defined similarly, where the positive entropy production in the backward process is interpreted as the negative entropy production in the forward process. We then have the detailed quan-
When the reference is a qubit, we have two probabilistic distributions of the conditional entropy production in terms of $r = 0$ or $r = 1$ (see Fig. 9).

The stochastic dissipative information has a distribution based on the conditional trajectories (conditioned on the trajectories of SE) given by

$$P_F(\Sigma_I, \gamma_{SE}) = \sum_r \frac{P_F(\gamma_{RSE})}{P_F(\gamma_{SE})} \delta(\sigma_I, \Sigma_I).$$

(79)

The detailed quantum fluctuation theorem for the stochastic dissipative information is then given by

$$\Sigma_I = \ln \frac{P_F(\sigma_I, \gamma_{SE})}{P_B(-\sigma_I, \gamma_{SE})},$$

(80)
FIG. 9. The probabilistic distributions of (a), (b) the conditional entropy production $\sigma_{S|R}$, (c) the unconditional entropy production $\sigma_S$, and (d) the dissipative information $\sigma_I$. The parameters are set as $\varepsilon_c = 0.5$, $\beta_S = 10\beta$, and $g = 1$. The statistical variance is based on $5 \times 8192$ shots of circuits on the IBM quantum computer `ibm_lagos`.

Fig. 10(a) shows the averaged values of the conditional and unconditional entropy production as well as the dissipative information. (b) Verification of the detailed fluctuation theorems in terms of $\sigma_{S|R}$, $\sigma_S$, and $\sigma_I$. The parameters are set as $\varepsilon_c = 0.5$, $\beta_S = 10\beta$, and $g = 1$. The statistical variance is based on $5 \times 8192$ shots of circuits on the IBM quantum computer `ibm_lagos`.

which gives the integral fluctuation theorem $\langle e^{-\sigma_I} \rangle_{\gamma_{RSE}} = 1$.

Based on the statistical distributions in Fig. 9, we plot the average values of the three types of entropy production in Fig. 10(a), which verify the relation

$$\langle \sigma_{S|R} \rangle_{\gamma_{RSE}} \approx \langle \sigma_S \rangle_{\gamma_{RSE}} + \langle \sigma_I \rangle_{\gamma_{RSE}}.$$  \hfill (81)

Fig. 10(b) shows the detailed fluctuation theorems in terms of $\sigma_{S|R}$, $\sigma_S$, and $\sigma_I$ (based on the different statistics of the forward and backward processes). The experimental values unambiguously show that each of them follows the quantum fluctuation theorem.

In the above experiments, the evolution $U_{SE}$ has zero
transition probabilities between several states (the forbidden transitions; see Fig. 8). However, the measured transition probabilities are all nonzero due to the imperfect operations of quantum computers. The theoretically forbidden trajectories fluctuate much more than the theoretically well-defined ones, which leads to deviations of $\sigma_{S|R}$ and $\sigma_S$, as seen in Fig. 10(b) (with relatively large error bars). As proposed in [62], it would be interesting to explore this further in the future on benchmarking quantum computers via quantum fluctuation theorems.

On the other hand, the error bars of the fluctuation relation in terms of $\sigma_I$ in Fig. 10(b) vanish, since the transition probabilities cancel each other out in the conditional trajectories $P_F[\gamma_{RSE}]/P_F[\gamma_{SE}]$ and $P_B[\gamma_{RSE}]/P_B[\gamma_{SE}]$. More specifically, the ratio $\ln(P_F/P_B)$ in terms of $\sigma_I$ is equal to the definition of $\sigma_I$ directly. Note that we apply the same initial and final distributions to evaluate the stochastic dissipative information and the corresponding forward and backward trajectories.

IX. CONCLUSION

Information loss is subjective, which motivates the study of entropy production from different perspectives. In this study, we have investigated a quantum system that is initially correlated with a reference and interacts with a thermal environment. The irreversibility of the dynamics is different depending on whether the viewpoint is that of the system or the reference. The system-environment interaction has a positive conditional entropy production with respect to the reference (conditioned on the state of the reference), which is always larger than the unconditional entropy production with respect to the system. We show that when the system reaches thermal equilibrium, namely the system-environment interaction has a zero unconditional entropy production (with respect to the system), it can still have a nonzero conditional entropy production with respect to the reference. Therefore, the conditional entropy production delineates the thermal nonequilibrium and the informational nonequilibrium dynamics.

Compared to the unconditional entropy production with respect to the system, conditional entropy production with respect to the reference has an additional contribution, which is called the dissipative information in our study. The dissipative information quantifies the thermodynamic cost associated with maintaining the system-reference correlation when the system is coupled to the environment. We have shown that the dissipative information is equal to the mutual information change between the system and the reference during the system-environment dynamics. It is also equivalent to the amount of final-state conditional mutual information between the system and the reference. The dissipative information then provides a thermodynamic interpretation of the conditional mutual information [40, 41]. Positive dissipative information also suggests wasted correlation work [25–27]. We have demonstrated universal nonzero dissipative information in the qubit Maxwell’s demon model, which cannot be revealed in the unconditional entropy production.

In addition, we have established quantum fluctuation theorems of the conditional entropy production based on the two-point measurement scheme [8–11]. Moreover, we have shown that the dissipative information itself also follows a fluctuation theorem beyond the fluctuation theorem of the thermodynamic quantities. This suggests that the fluctuation theorem is a universal tool with which to study the dynamics and statistics of quantum information. Based on the dynamics of three qubits, we have verified the new quantum fluctuation theorem for the conditional entropy production and the dissipative information experimentally on an IBM quantum computer. This study on conditional entropy production and dissipative information clarifies informational nonequilibrium [43]. It enriches our understanding of the nonequilibrium thermodynamics of quantum information processing tasks.
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