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Abstract—Well-established optimization-based methods can guarantee an optimal trajectory for a short optimization horizon, typically no longer than a few seconds. As a result, choosing the optimal trajectory for this short horizon may still result in a sub-optimal long-term solution. At the same time, the resulting short-term trajectories allow for effective, comfortable and provable safe maneuvers in a dynamic traffic environment. In this work, we address the question of how to ensure an optimal long-term driving strategy, while keeping the benefits of classical trajectory planning. We introduce a Reinforcement Learning based approach that coupled with a trajectory planner, learns an optimal long-term decision-making strategy for driving on highways. By online generating locally optimal maneuvers as actions, we balance between the infinite low-level continuous action space, and the limited flexibility of a fixed number of predefined standard lane-change actions. We evaluated our method on realistic scenarios in the open-source traffic simulator SUMO and were able to achieve better performance than the 4 benchmark approaches we compared against, including a random action selecting agent, greedy agent, high-level, discrete actions agent and an IDM-based SUMO-controlled agent.

I. INTRODUCTION

Autonomous vehicles have to make safe and reliable decisions in highly dynamic and complex traffic environments. So far, the approaches proposed for tackling this challenge can be divided into three broad categories: rule-based systems, optimization-based (optimal control) systems and data-driven i.e machine learning-based systems. Rule-based systems \([15, 24, 2]\) offer the advantage of greater control over their actions. However, defining a consistent set of rules that works in all possible situations under noisy observations is a difficult and error-prone procedure. Optimal control-based systems, like \([29, 17, 3]\) and \([4]\), which rely on constrained optimization and Model Predictive Control, encode the vehicle dynamics model directly in the planning module and are able to generate feasible and comfortable trajectories. They also typically offer sound solutions with mathematically backed up safety guarantees. However, due to the short optimization horizon, these approaches are not capable of making farsighted, globally optimal decisions \([16]\).

Alternatively, purely machine learning-based approaches, while offering better generalization to unseen situations and learning from data, introduce safety concerns and reduce the transparency of the behavior of the system. Among machine learning methods, Reinforcement Learning (RL) has become increasingly popular in autonomous driving applications, due to the notable success in many application areas \([14, 19, 20]\). However, when applying RL to autonomous driving, an important challenge is to determine the level of control the agent should have over the vehicle. Most common are the discrete actions and continuous actions settings. In the discrete actions case (e.g. \([1, 6, 31]\) and also \([13, 7, 8, 9, 10]\)), the agent can choose from actions such as keep lane, lane-change to the left or lane-change to the right or fixed accelerating/decelerating steps. While the small and fixed action set leads to fast learning progress, the lane-change maneuvers are usually with fixed execution duration, resulting in a sub-optimal, unnatural behavior in tight situations. On the other end of the spectrum, in the continuous actions setting, the agent learns to influence either the low-level steering wheel and gas/brake pedal control signals directly, or some kind of an abstraction thereof such as curvature or acceleration \([27, 25, 26]\). This endows the agent with maximal freedom of choice, but since the set of actions is infinite and the choices that the agent needs to make are typically very granular, it will need large amounts of good action sequences among the learning samples, slowing down learning considerably. In addition, the maximization of the action-value function in continuous off-policy RL methods is problematic. To address that, in \([30]\), the maximization step is simplified by a learned proposal distribution which is used to sample the continuous action space. The approximate maximum is then taken as the maximizing action from the proposed sample-set.

Inspired by this approach, we use model-based action proposals for balancing out the trade-off between continuous and discrete actions discussed above (see Figure 1 for an overview). Since the actions that we are proposing, are finite but described by continuous values, they can be seen as a compromise between the discrete and the continuous representations. This way, we combine the advantages of both sides of the spectrum, while ensuring safety. For this purpose, we introduce the notion of gaps, as model-based action proposals for the agent.

Fig. 1: RL environment: RL agent (black), surrounding vehicles (white), reachable gaps (black-dashed), unreachable gaps (red-dashed)
A gap is a space between two surrounding vehicles on the same lane. We define the actions as the set of all reachable gaps in the vicinity of the agent. An embedded trajectory planner plans locally optimal trajectories which satisfy all physical and safety constraints, based on which the set of reachable gaps is created. After the RL agent chooses a gap from the reachable set of gaps, the best low-level maneuver towards that gap is executed. Since, the number of gaps the agent can choose from is finite, but the features describing each gap are continuous, we allow for a sufficient level of control over the vehicle, while ensuring safety and keeping the action space and the learning times manageable.

We introduce Amortized Q-learning with Model-based Action Proposals (AQL-MAP), an Amortized Q-learning approach that replaces the learned proposal distribution by model-based action estimation. The term “amortized” in this case stems from amortizing the cost of maximization over the whole continuous action space by proposing a finite set of reachable actions to maximize over. Even though the set of proposed actions is finite, they cover all safe and feasible maneuvers the agent can execute in a given state.

We implement the approach in the Semi-MDP Options-framework in order to speed up learning and stabilize the performance. Moreover, since for autonomous driving in real traffic, on-policy, online learning is out of the question, the training data usually needs to be pre-collected from fleets of human-operated vehicles. With that in mind, we train our approach in offline and off-policy fashion, on fixed batch of training data. Our main contributions are the following:

1) Introducing gaps as an action abstraction, described by continuous features which incorporate all possible maneuvers that the vehicle can safely perform.

2) Coupling RL with an optimization based trajectory planner for estimating the current set of accessible gaps and generating feasible and safe trajectories towards them.

3) Analysis of the achieved performance by evaluating the novel agent against 4 benchmark agents in realistic highway scenarios, defined in the Sumo simulation environment. The benchmark agents include: random action selecting agent, greedy agent, IDM-based Sumo-controlled agents and a high-level, discrete action selecting agent.

II. REINFORCEMENT LEARNING BACKGROUND

Reinforcement learning is concerned with the problem of learning from interaction with the environment. Formally we define an RL problem as a Markov Decision Process, consisting of: set of states \( S = \{s_1, s_2, ..., s_n\} \), set of actions \( A = \{a_1, a_2, ..., a_m\} \), transition function \( T: T(s,a,s') = P(s(t+1) = s'|s(t) = s, a(t) = a) \) and a reward function \( r(s,a) \). In a state \( s_t \), at a time-step \( t \), following a policy \( \pi \), an RL agent executes an action \( a_t \) in the environment. At a time-step \( t + 1 \), it then ends up in some state \( s_{t+1} \) and receives a reward \( r_{t+1} \). We define \( R(s_t) = \sum_{t'>t} \gamma^{t'-t}r_{t'} \) as the expected discounted long-term return, where \( \gamma \in [0,1] \) is the discount factor. The objective of the agent is to optimize its policy \( \pi \) in order to maximize \( R \). One way of finding the optimal policy is by Q-learning, where the agent aims to learn the optimal action-value function \( Q^*(s,a) \), defined as:

\[
Q^*(s,a) = \max_{\pi} E[R_t|s_t = s, a_t = a, \pi].
\]

Since we implement our approach in the Options framework, here we briefly introduce it. Options are a generalization of primitive actions to include temporary extended courses of actions. An option is a triple \( o = (I, \pi, \beta) \), where \( I \subset S \) is the set of states that an option can start in (initiation set), \( \pi : S \times A \to [0,1] \) is the policy and \( \beta : S^+ \to [0,1] \) is the termination condition (\( S^+ \) is the set of all states including the terminal state if there is one). An example of an option would be the task of changing a lane, which consists of multiple primitive actions like: activating the turn signal, turning the steering wheel, stepping on the gas pedal etc. A set of options defined over an MDP constitutes a semi-Markov decision process (SMDP). Options can take variable number of steps. Given a fixed set of options \( O \), at state \( s_t \) at a time-step \( t \) the agent chooses an option \( o_i \). When the option terminates at time-step \( t + k \), the agent is to select a new one (unlike the standard MDP setting when the agent always chooses a new primitive action at \( t + 1 \)). Using options can potentially speed up and stabilize learning on large problems. For more details refer to [21] and [22].

III. GENERAL APPROACH

The final approach consists of two main components: the trajectory planning and the learning algorithm. For generating the set of action proposals for each time-step, we adapted the sampling-based optimal control approach for trajectory planning and generation from [29]. For approximating the optimal Q-function, we use DQN-based function approximator \( Q \), with parameters \( \theta \), in an offline, batch learning way. Namely, each training iteration, we sub-sample a mini-batch of training samples \( (s, a, r, s') \), from a pre-collected training data buffer \( R \). Given \( M = (s_1, a_1, s_{i+1}, r_i) \), we optimize for a loss function:

\[
L(\theta) = \frac{1}{2} \sum_i (Q(s_i, a_i; \theta) - y_i)^2,
\]

where \( y_i = r_i + \gamma \max_{a'} Q'(s_{i+1}, a'; \theta) \) are the targets. \( Q' \) is the target network with parameters \( \theta' \) which is updated every iteration by a soft update policy with parameter \( \tau \in [0,1] \). In order to reduce the overestimation of the Q-values we use two target networks, as suggested in [5]. Furthermore, we build on the DeepSet-Q approach from [17], which allows us to support variable number of inputs for our RL architecture.
### A. AQL-MAP Framework

In Figure 2, the complete framework of interaction between the simulation environment (Sumo), the trajectory planner (TP) and the RL agent is shown. In each time-step, first Sumo sends the current environment state to TP. Based on it, TP plans locally optimal trajectories and creates the set of reachable gaps. The current environment state and the set of reachable gaps construct the RL state which is sent to the RL agent. After the RL agent has chosen a gap to fit into, it sends its decision to TP. Then, TP sends to Sumo, the low-level control signals necessary for reaching the selected gap. Sumo executes the controls and sends the next environment state to TP to begin a new cycle of the same process.

Using this framework, we collect the training data transitions. In RL state $s_t$, given the initial state of the RL agent: $s_t^t = \{pos_t, speed_t, accele\}$, in time-step $t = 0$ considering the surrounding vehicles in the sensor range of the RL agent, the set of all surrounding gaps $G_t = \{g_{t,0}; g_{t,1}; ...; g_{t,n}\}$ is computed. Then, the TP generates all possible trajectories starting from state $s_t^t$: $T_t = \{tr_{t,0}; tr_{t,1}; ...; tr_{t,m}\}$. By examining which gaps are reachable by the generated trajectories, we compute the set of reachable gaps: $RG_t = \{rg_{t,0}; rg_{t,1}; ...; rg_{t,k}\}$. This set is proposed to the RL agent to choose from. The RL agent then randomly chooses a gap $g_t \in RG$, upon which the TP returns the best trajectory leading to $g_t$. The simulator starts executing the trajectory, the RL agent arrives in state $s_{t+1}$ and receives a reward from the environment $r_t$. Finally, the transition $(s_t, g_t, s_{t+1}, r_t)$ is stored to the fixed batch $R$.

### B. Trajectory Planning

We plan locally optimal trajectories to each gap if reachable within a 6 s horizon, that satisfy physical and safety constraints. This is done based on the collision checking module of the TP, as well as some predefined vehicle dynamics constraints like maximum/minimum acceleration and maximal allowed speed. First, we compute all gaps in the surroundings of the agent. Then, we check which ones are safely reachable by at least one trajectory. In this manner, we define the set of reachable gaps, that are proposed to the RL-agent as actions (Figure 1). Once the agent selects a target gap, out of all trajectories that safely reach the gap, the TP outputs the best one. The best trajectory is selected based on a set of costs and weights taking into consideration the speed, the comfort, as well as how well the end points of the trajectory fit inside the gap. More precisely, we are minimizing the cumulative longitudinal and lateral jerk of the trajectory for comfort. In lateral direction, we penalize the lateral distance to the target lane center. In longitudinal direction, we predict constant velocity trajectories for all relevant surrounding vehicles, so that we can maintain safe distance between them and the RL agent. This is done by calculating the time-to-collision and time-headway values for the planned trajectory, relative to the relevant surrounding vehicles. For a host vehicle $v_h$, a reference vehicle $v_r$, we define time-to-collision and time-headway as: $t_{tc} = |v_{h, pos} - v_{r, pos}|/(v_{f, speed} - v_{l, speed})$ and $t_{th} = |v_{h, pos}^\prime - v_{r, pos}^\prime|/v_{f, speed}$, where $v_{h, pos}$ and $v_{r, pos}$ are the longitudinal positions of the host and the reference vehicle and, $v_{l, speed}$ and $v_{f, speed}$ refer to whichever vehicle is leading/following between the host and the reference vehicle in the time of the calculation.

For more details on the trajectory generation, refer to [29].

### C. Model-based Action Proposals Algorithm

We use DQN for the state-action value function approximation. For that purpose, we initialize a network $Q_{AQL,C}$, with parameters $\theta$ and a target network $Q'_{AQL,C}$, with parameters $\theta'$. $Q_{AQL,C}$ consists of the modules $\phi$, $\rho$, and $Q$, shown in Figure 3. The fully connected networks $\phi$ transform each of the dynamic input instances $s_{i,1}^{dyn}, s_{i,2}^{dyn}, ..., s_{i,j}^{dyn}$, describing the surrounding vehicles of the RL agent, into the representation $\phi(s_{i}^{dyn})$ as in [7]. Then a pooling operation (sum) is applied over the output, ultimately making the $Q$ function permutation invariant wrt. its input. This is what enables handling dynamic number of input objects [32]. The output of the pooling operation is processed by the fully connected network $\rho$, providing the final reconstruction of the dynamic inputs. Besides the dynamic input instances, we also have a static part of the state $s_{i}^{static}$ consisting of features describing the RL agent. In order to inform the RL agent about the available gaps, we include the features describing the reachable gaps. Finally we combine the final representation of the dynamic inputs $\rho(\sum_i \phi(s_i^{dyn}))$, with as many pairs $(s_{i}^{static}, s_{i}^{\text{prop}})$ as we have available gaps in time-step $i$. Then we propagate each triple $(\rho(\sum_i \phi(s_i^{dyn})), s_{i}^{static}, s_{i}^{\text{prop}})$ through the $Q$ module separately, to finally get the state-action value estimation $q$ for each proposed gap. In the end, we acquire the final policy by maximizing over the $q$-value estimations of all proposed gaps, and choosing the one with the maximal $q$-value. For details refer to Algorithm 1. Building upon [7], the parts marked with red in lines 11 and 12 in Algorithm 1 are the ones that we introduce for the description of the gap and for enabling variable number of actions in each time-step. Once we have a trained agent, we can apply it on a new driving scenario. The gap selection steps of a trained agent are summarized in Algorithm 2.

### IV. TRAINING

We apply the AQL-MAP approach to teach an agent to drive on a simulated highway, in a smooth and safe environment.
way, while respecting the desired speed requirement. In this section, we discuss the training pipeline and its components.

A. Options Framework

At a time-step $t$ the RL agent, chooses a gap $g$ (an option) from the set of reachable gaps. Unlike the classical RL framework, where the RL agent chooses a new action in fixed time-intervals here, the duration of the intervals is arbitrary. Every second, if the gap is not reached and it is still available, the RL agent is not required to choose again. If the initially chosen option is not available anymore, we can interrupt it by choosing a new, reachable one.

B. State space

The RL state consists of features describing the RL agent, its surrounding vehicles and gaps. For the RL agent we use:

- absolute velocity, $v_{RL} \in \mathbb{R}_{\geq 0}$
- left lane valid flag, indicating whether there is a lane left of the RL agent, $l_{valid} \in \{0, 1\}$
- analogously for the right lane: $r_{valid} \in \{0, 1\}$

For describing the vehicles $j$ surrounding the RL agent, we consider all vehicles in sensor range $s$ of 80 m ahead and behind. We describe them with the following features:

- relative distance $d_{rel,j}$, defined as $(p_{lj} - p_{RL})/s$, where $p_{lj}$ and $p_{RL}$ are the longitudinal positions of the RL agent and the considered vehicle $j$ respectively.
- relative velocity $v_{rel,j}$, defined as $(v_j - v_{RL})/v_{des,RL}$, where $v_j$ is the absolute velocity of the vehicle $j$, and

\begin{algorithm}
\begin{algorithmic}[1]
\State initialize $Q_{AQL} = (Q, \phi, \rho)$, $Q'_{AQL} = (Q', \phi', \rho')$
\State set replay buffer $\mathcal{R}$
\For {training iteration $i = 1, 2, \ldots$} 
\State get mini-batch $M = (s_i, \alpha, \beta, \gamma, \delta)$ from $\mathcal{R}$, where $s_i = (s_{dyn}, s_{static}, s_{dyn}, s_{static})$
\For {foreach object $s_{i+1}^{\text{dyn}}$ in $s_{i+1}^{\text{stat}}$} 
\State $\phi'_{i+1} = \rho' \left( \sum_j (\phi'_j)^2 \right)$
\State $y_i = r_i + \gamma \max_a Q'(\phi'_{i+1}, s_{i+1}^{\text{stat}}, \gamma, \delta, g)$
\EndFor
\State perform a gradient step on loss:
\State \[ \frac{1}{b} \sum_i (Q_{AQL}(s_i, a_i) - y_i)^2 \]
\State update target network by:
\State \[ \theta'^{Q} \leftarrow \tau \theta^{Q} + (1 - \tau) \theta'^{Q} \]
\EndFor
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\begin{algorithmic}[1]
\State get reachable gap proposals from the TP: $s_{i+1}^{\text{gap}} = \{ s_{i+1}^{\text{gap}}, s_{i+1}^{\text{gap}}, \ldots, s_{i+1}^{\text{gap}} \}$
\State compute the dynamic state representation as in:
\State \[ Q_{values_i} = \{ \} \]
\State \[ \text{foreach gap } s_i^{\text{gap}} \text{ in } s_i^{\text{gap}} \text{ do} \]
\State \[ \text{if episode not finished do} \]
\State \[ \text{choose gap } g_i \text{ in } s_i^{\text{gap}} \text{ do} \]
\State \[ Q_{values_i}.insert(Q_{AQL}(state_{rep}^{\text{dyn}}, s_i^{\text{stat}}, x_i^{\text{gap}})) \]
\State \[ \text{choose gap } g_i \text{ with argmax(Q_values_i)} \]
\EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

$\rho_{des, RL}$ is the user-defined desired velocity the RL agent is aiming to achieve.

- relative lane $\text{lane}_{rel,j}$, defined as $\text{lane}_{ind,j} - \text{lane}_{ind,RL}$, where $\text{lane}_{ind} \in \{0, 1, 2\}$, represents the right, middle and left lane indices.

Additionally, we include the features for every reachable gap in the surroundings, described below.

C. Action space

The action set consists of all reachable gaps $\mathcal{G}$, described in Section III-A. For description of the gaps we use:

- relative distance $d_{rel,g}$, relative velocity $v_{rel,g}$ and relative lane $\text{lane}_{rel,g}$, defined the same way as in Section III-B for the surrounding vehicles, here in terms of gaps.
- gap length, $l_{gap}$, defined as $p_{l_{gap}} - p_{r_{gap}}$, where $p_{l_{gap}}$ and $p_{r_{gap}}$ are the longitudinal positions of the leading and the following vehicles forming the gap $g$.
- gap association flag, $a_{g} \in \{0, 1\}$, which is 0 if the currently chosen gap is the same as the one chosen at the previous time-step, and 1 otherwise.

D. Reward function

For a desired velocity $v_{des, RL}$, given $\delta_{vel} = |v_{RL}^{\text{des}} - v_{des, RL}|$, the reward function $r : \mathcal{S} \times \mathcal{A} \to \mathbb{R}$, is defined as:

\[ r(s, a) = \begin{cases} 
1 - \delta_{vel} + \alpha, & \text{if } v_{RL}^{\text{des}} < v_{des, RL} \\
1 + \alpha, & \text{otherwise}
\end{cases} \]

where $\alpha$ is a slight penalty for choosing an action that differs from the one chosen in the previous time-step, which encourages smoother driving. We use $\alpha = -0.01$, chosen empirically by conducting a wide range of experiments.

E. Training data details

We collected two training data sets, one for the high-level agent, where the RL agent chooses an action every second, and one for the options-selecting agent, which chooses a new option in intervals with varying size (depending on
when a selected option terminates). However, apart from the action/option choosing frequency, we made sure that they are collected in the same way, so everything we describe below holds for both of them. In the Sumo simulation environment, we collected around 5 * 10^5 transition samples (s, a, s', r), that correspond to approximately 150 hours of driving. The data is collected on a 3-lane straight highway. Besides the RL agent, there are between 0 and 70 surrounding vehicles, positioned randomly on the highway, with varying desired speeds and driver behaviors. All surrounding vehicles are allowed to change lanes and accelerate/decelerate as their underlying controller suggests, we have control only over the RL agent. For the options-selecting agent, we used a random data collection policy. For the high-level agent, we collected data in a pseudo-random way, where sometimes the agent would keep the previously chosen action with higher probability. This is in order to make sure that we incorporate samples in the data that describe completely executed lane-changes.

V. EXPERIMENTS

A. Benchmark agents

As already mentioned, we compared the performance of the option-selecting RL agent to the one of 4 other benchmark agents: random agent, greedy agent, high-level RL agent and IDM-based Sumo agent. The random agent is the simplest baseline providing us with a benchmark performance of a non-intelligent agent. The greedy agent, out of all reachable gaps, selects the gap with the fastest trajectory leading towards it. The IDM-based agent is a Sumo-controlled agent. We set its parameters as relaxed as possible in order to make sure that no internal constraints prevent it from achieving the desired speed (such as no overtaking from the right, being too cooperative etc.). Finally, the high-level RL agent chooses from discrete actions: keep lane, left lane-change and right lane-change. Since for this agent there is no need to feed the actions into the network as a part of the RL state, (because they are discrete and fixed,) we used the classic DeepSet DQN architecture. However, we made sure that everything else is comparable to the way the option-selecting agent was trained. We used the same reward function and the same RL state (excluding the options-related features). During evaluation, all agents were rewarded based on the same criteria. The underlying trajectory planning and selecting mechanism is identical for all agents. They only differ in the action/option selection strategy.

B. Evaluation setup

We evaluated all agents on the same set of realistic scenarios, generated randomly, as described in [V–E]. In order to objectively assess the driving of the agents, we generated scenarios with varying number of surrounding vehicles n = {10, 20, ..., 80}, simulating fluctuating traffic density, from light to heavy. For each number of surrounding vehicles we have 10 different evaluation scenarios (80 in total). Additionally, we evaluate the performance of the agents on critical, more challenging highway scenarios, shown in Figure 4 and Figure 5, where planning ahead is crucial. We compared the average achieved speeds of all agents on the 80 scenarios. The average is calculated over the 10 scenarios with same number of cars in it. In order to acquire a better overview of the performance, for the random agent and the RL agents, we calculated an average over 10 different runs. For the RL agents, we calculated the average over 10 models trained with the same randomly initialized hyper-parameters (Table I). This allows for a better inspection of the robustness of the approach. We performed over 500 random search runs (configuration space shown in Table I) using the Hyperband framework for distributed hyper-parameters optimization [12].

TABLE I: Training hyper-parameters and configuration spaces

| Parameter       | Final value | Search configuration space |
|-----------------|-------------|----------------------------|
| training steps  | 75K         | -                          |
| batch size      | 64          | -                          |
| discount factor | 0.99        | [10^-2, 10^-3, ..., 10^-6] |
| update type     | soft        | [10^-4, 10^-5, ..., 10^-6] |
| learning rate   | 10^-4       | [10^-4, 10^-5, ..., 10^-6] |
| ρ hidden dim.   | 20          | [10, 20, ..., 100]         |
| ρ output dim.   | 80          | [50, 60, ..., 130]         |
| ρ hidden dim.   | 80          | [50, 60, ..., 130]         |
| ρ output dim.   | 20          | [10, 20, ..., 100]         |
| FC1/FC2 dim.    | 100         | [50, 80, 100, 200, 300]    |
| pooling fn.     | ∑           | ∑                          |

VI. RESULTS

Figure 6 shows the final average speed achieved by each agent in the randomly generated scenarios. As expected the
stay in vehicles. In the starting position, there are 2 available gaps: (right), the RL agent (red), is in gap $g_1$, the options agent is superior as a whole, since when it comes to delicate situations, it has learned to incorporate long-term planning, unlike any of the comparison agents. This is because in simple, usual scenarios where the others behave predictably, the benefits of long-term planning are less visible. Additionally, the high-level agent has learned to exploit the longitudinal trajectories of the trajectory planner which is sufficient for navigating the common, randomly generated scenarios. However, in the section below we show that the options agent is superior as a whole, since when it comes to delicate situations, it has learned to incorporate long-term planning, unlike any of the comparison agents.

### A. Performance in the critical scenarios

For further investigation of the performance, we looked into specific, more challenging scenarios, where planning ahead is crucial. In the scenario in Figure 4 (from left to right), the RL agent (red), is in gap $g_0$, surrounded by slow vehicles. In the starting position, there are 2 available gaps: stay in $g_0$ or start reaching $g_1$. The RL agent and the leading vehicles of the reachable gaps are driving with the same speed, hence, there is no obvious short-term incentive to change a lane. However, the options-selecting agent has learned that it is long-term beneficial to move over to the middle lane. Since once it is there, the gap $g_2$ to the right opens up, where it will be able to speed up and overtake the slow vehicles. For the high-level agent, since it is limited to 3 s lane-changes, the only available gap is the starting one. This is because in the starting position its speed is the same as the speed of the leading vehicles and a 3 s lane change is not feasible. In any given situation when for example the surrounding vehicles are driving with similar speed as the RL agent, and the RL agent is limited to discrete actions, a specific maneuver that may seems simple and logical, may be infeasible. The IDM-based Sumo agent even though completely informed about the surroundings, without a mechanism for long-term considerations, failed to react appropriately. Since both reachable gaps $g_0$ and $g_1$ have the same speed, and moving to the next lane would result in an additional penalty, the greedy agent also fails to exit the initial gap. In Figure 5, the agent and the 3 surrounding vehicles drive with the same speed, lower than the RL agent’s desired speed (30 m/s). However, the surrounding vehicles have achieved their desired velocities and have no intention to accelerate. From that situation the agent has to break in order to reach the middle lane gap $g_1$. Even though braking i.e. selecting a slow gap behind, translates directly into lower immediate reward, the options agent learned that it is essential in the long run, since staying in the initial gap is only locally optimal. Figure 7 summarizes the performance of all agents averaged over the multiple runs, in terms of average speed and duration on the scenarios from Figure 4 (blue) and Figure 5 (green) respectively.

### VII. CONCLUSION

In this work, we introduced the Amortized Q-learning with Model-based Action Proposals approach for decision-making in common and critical highway situations. It is a Reinforcement Learning-based method, with an embedded optimal control trajectory planner, that it is not limited to fixed action sets and supports variable number of inputs. This is especially beneficial in confined space dynamic environments, where precise problem definition is crucial. Moreover, it brings the best of both worlds together: a safe optimization-based trajectory planning and execution and long-term optimal decision-making. We evaluated our options-selecting agent against 4 benchmark agents: a random agent, a greedy agent, IDM-based SUMO agent and a high-level discrete actions agent. We were able to show that the agents trained with our approach, not only achieved better overall performance but also were the only ones that managed to successfully navigate their way in the challenging scenarios. In the future, it would be interesting to incorporate an additional interaction term in the reward signal such as courtesy. This would make sure that the agent is cooperative and takes into account how its driving affects others.

---

2 We do not consider double lane-changes directly, since there are more surrounding vehicles to be considered and it is harder to guarantee safety.
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