Testing density functional theory in a quantum Ising chain
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By using the quantum Ising chain as a test bed and treating the spin polarization along the external transverse field as the “generalized density”, we examine the performance of different levels of density functional approximations parallel to those widely used for interacting electrons, such as local density approximation (LDA) and generalized gradient approximation (GGA). We show that by adding the lowest-order and nearest-neighbor density variation correction to the simple LDA, a semi-local energy functional in the spirit of GGA is almost exact over a wide range of inhomogeneous density distribution. In addition, the LDA and GGA error structures bear a high level of resemblance to the quantum phase diagram of the system. These results provide insights into the triumph and failure of these approximations in a general context.

I. INTRODUCTION

The density functional theory (DFT) for interacting electrons has become an indispensable computational tool for condensed-matter physics, quantum chemistry, and even molecular biology.[12] By utilizing electron density, rather than wavefunction, as the central variable, the complexity of the many-body problem is drastically reduced. The Hohenberg-Kohn (H-K) theorem[3] provides a solid theoretical basis for the success of DFT, stating that completely and uniquely the ground state electron density determines the system, and thus all the properties are in principle functionals of density.

The power of H-K theorem is not limited to interacting electrons. Consider a general many-body system in the form of:

\[
H = H_{\text{int}} + H_{\text{ext}}
\]

\[
H_{\text{ext}} = \sum_i g_i \hat{O}_i,
\]

where \(H_{\text{int}}\) represents a fixed and parameter-free intrinsic part of the system, and \(H_{\text{ext}}\) represents the coupling between some local operator \(\hat{O}_i\) and an external field \(g_i\). So long as different \(g_i\)'s do not share a common eigenstate, it is straightforward to prove, by using H-K’s *reductio ad absurdum*, that the generalized ground-state density \(\langle \hat{O}_i \rangle\) in principle dictates everything about the system.[3]

Despite the formal simplicity, an explicit construction of density functionals of useful physical properties is highly nontrivial. Since the establishment of H-K theorem, a main theme underlying the development of DFT is to search for better approximations of density functionals, in particular for the ground-state energy. Generations of energy functionals have been formulated and extensively examined for interacting electrons.[9, 10] Typically, the energy functionals are expected to be exact at the homogeneous limit, and then extended to inhomogeneous cases based on some semi-local approximations.

A fundamental question is how far these semi-local extensions apply, or under what conditions they fail. For interacting electrons, it is extremely difficult to provide a transparent answer. The inhomogeneous electron gas is known to exhibit rich phases and unusual properties fundamentally different from a Fermi liquid commonly seen in the homogeneous electron gas, but a thorough theoretical understanding is still elusive.

In this article, we switch from interacting electrons to interacting spins, and use the latter as a “theoretical laboratory” to investigate this question. Specifically, we base our discussion on a quantum Ising chain. The choice has several advantages. Firstly, it has exact solutions for any field configuration[14], rendering an unbiased test of DFT performance. Secondly, the quantum phase diagram is generally clear by examining the excitation gap, and phase transitions can be generated by varying the external field[10, 11]. Thus, a central concern of the energy functional - non-analyticity[6, 7], can be studied by purposely sweeping across the quantum critical points or phase boundaries. Lastly, this Ising chain is dual to a fermion chain with p-wave pairing[12], which undergoes insulator-to-topological-superconductor transitions as the external field varies. Our study therefore also provides insights into DFT of electron systems in this special regime.

We should mention several pioneering works applying DFT to Heisenberg models.[13, 14] Here, instead of utilizing DFT as an efficient computational tool, our primary motivation is to investigate the capability and structure of DFT itself. In this regard, the quantum Ising chain represents an ideal test bed, which is “better controlled than that of the real, necessarily messy situation of actual atoms, molecules and solids”.[12]
The $\delta_{i}^{z}$ are the familiar Pauli matrices acting on site $i$.

It is well known that Eq. (2) can be solved by Jordan-Wigner transformation. The mapping between the spin-1/2 degrees of freedom and spinless fermions is chosen to be

$$\delta_{i}^{z} = 1 - 2c_{i}^{+}c_{i} \quad \quad \quad \delta_{i}^{x} = -\prod_{j<i}(1 - 2c_{j}^{+}c_{j})(c_{i}^{+} + c_{i}). \quad (4)$$

The resulting Hamiltonian is quadratic in the fermion operators:

$$H_{int} = -\sum_{i}(c_{i}^{+}c_{i+1} + c_{i+1}^{+}c_{i} + c_{i}^{+}c_{i+1}^{+} + c_{i+1}c_{i}) \quad \quad \quad H_{ext} = -\sum_{i}g_{i}(1 - 2c_{i}^{+}c_{i}), \quad (5)$$

which can be diagonalized by Bogoliubov transformation. The exact energy then serves as the benchmark of DFT predictions [Fig. 1(a)]. We also document the excitation gap (\Delta) from the exact spectrum, which serves as an important indicator of correlation length and phase transitions. In particular, the continuous phase transition between the two gapped phases along the homogeneous axis is accompanied by a closure of the excitation gap.

From the DFT perspective, the ground-state expectation value $\sigma_{i}^{z} \equiv \langle \delta_{i}^{z} \rangle$ can be regarded as the generalized density. DFT asserts that a universal functional $E_{int}[\sigma_{i}^{z}]$ for the energy of the intrinsic part can be defined, valid for any external field \{g_i\}. For any particular g_i, the exact GS energy of the system is the global minimum value of $E_{tot} \equiv E_{int}[\sigma_{i}^{z}] + \sum_{i}g_{i}\sigma_{i}^{z}$, and the density profile \{\sigma_{i}^{z}\} that minimizes $E_{tot}$ is the exact ground-state density. This statement can be most conveniently proved by following Levy and Lieb’s two-step minimization procedure.[19]

The existence of phase transitions in the quantum Ising chain immediately suggests that the exact energy functional $E_{int}[\sigma_{i}^{z}]$ must be nonanalytic. The hope, however, is that some approximate expressions in analogy to those commonly adopted for interacting electrons are quantitatively useful in at least certain regions of the whole phase diagram, and in turn the triumphs and limitations of these approximations can be better understood.

### A. Mean-field approximation

The lowest-level functional we build is by considering a homogeneous limit $g_i = g$ and by approximating $H_{int}$ in a mean-field (MF) way:

$$H_{int} \approx -\sigma^{z}\sum_{i}\hat{\delta}_{i}^{z}, \quad (6)$$

in which $\sigma^{z} \equiv \langle \delta_{i}^{z} \rangle$. The interacting chain is decoupled into individual spins in an effective field $\vec{B}_{eff} = (g, 0, \sigma^{z})$.
and the spin ground state can be self-consistently determined to:

\[
\sigma^z = \begin{cases} 
\sqrt{1 - g^2}, & 0 \leq g < 1 \\
0, & g \geq 1
\end{cases}
\] (7)

\[
\sigma^x = \begin{cases} 
g_i, & 0 \leq g < 1 \\
1, & g \geq 1
\end{cases}
\] (8)

Note that for all \(g\), the relation \(\sigma^z = \sqrt{1 - (\sigma^x)^2}\) holds. Accordingly, a compact form of the functional is formulated as:

\[E^{MF}_{int}[\sigma^x_i] = - \sum_i [1 - (\sigma^x_i)^2].\] (9)

This is of course a rather crude approximation, but for a general many-body system without an analytical solution, MF is always a useful starting point. It can be viewed as a counterpart of the Hatree approximation for interacting electrons, in which the quantum effects are largely neglected.

**B. Local density approximation**

The merit of local density approximation (LDA) is to assume that the local energy at each point is the same as in a homogeneous system with that density:\[20\]

\[E^{LDA}_{int}[\sigma^x_i] = \sum_i \varepsilon^{homo}_{int}(\sigma^x_i).\] (10)

The exact energy density and \(\sigma^z\) at any given homogeneous field \(g\) can be easily calculated via Eq. (5). Then, the relation between \(\varepsilon^{homo}_{int}\) and \(\sigma^z\) can be numerically established.

We plot \(\varepsilon^{homo}_{int}(\sigma^z)\) in Fig. 1 together with the MF approximation: \(-[1 - (\sigma^x)^2]\). It is clear that the MF energy deviates from the exact one at large \(\sigma^x\), where the quantum fluctuation of \(\sigma^z\) becomes crucial.

**C. Generalized-gradient approximation**

To move on from the homogeneous limit, we wish to encode the variation of \(\sigma^x_i\) into the functional. Formally, we assume that away from the quantum critical points, the energy functional can be expanded into a power series:

\[E_{int} = A + B \sum_i (\sigma^x_i)^2 + C \sum_i (\sigma^x_i)^2(\sigma^x_{i+1})^2 + \ldots.\] (11)

Note that only even power terms appear, because Eq. (2) is invariant under a local reflection that reverses the direction of \(x\)-axis of site \(i\). Looking back at Eq. (9), we can see that the MF functional is nothing but the lowest-order Taylor expansion about \(\sigma^z = 0\).

The third term in Eq. (11) contains the lowest-order and nearest-neighbor effect of inhomogeneity. To improve LDA by including this term, we should be careful about double counting. Especially, LDA is exact at the homogeneous limit, i.e. \(\sigma^x_i = \sigma^x_{i+1}\), and equivalently \(\sigma^x_i = -\sigma^x_{i+1}\) with a local axis reflection. We add a correction term to the LDA functional as follows:

\[\Delta E_{int} = C \sum_i [(\sigma^x_i)^2(\sigma^x_{i+1})^2 - (\sigma^x_i)^4 - \delta^4_i].\] (12)

in which \(\sigma^x_i \equiv (\sigma^x_i + \sigma^x_{i+1})/2\) and \(\delta^4_i \equiv (\sigma^x_i - \sigma^x_{i+1})/2\). The last two terms take care of double counting, which ensure that the correction vanishes at the homogeneous limit.

Equation (12) can be transformed into \(\frac{C}{\pi}[(\sigma^x)^2 - (\sigma^x_{i+1})^2]^2\). Finally, we arrive at a functional, which we term as generalized-gradient approximation (GGA) by borrowing the terminology from interacting electrons:\[21\]

\[E^{GGA}_{int} = E^{LDA}_{int} + J_{eff} \sum_i [(\sigma^x_i)^2 - (\sigma^x_{i+1})^2]^2.\] (13)
$J_{\text{eff}}$ is a field-independent parameter fit from the exact energies. For all the numerical calculations below, $J_{\text{eff}}$ is fixed to be 0.35.

### III. NUMERICAL RESULTS AND DISCUSSION

To test the performance of these approximated functionals, we consider field configurations in the form of

$$g_i = g_0 + g_1 \cos \left( \frac{2\pi i}{N_L} \right),$$

with $g_0$ and $g_1$ ranging from 0 to 4, and $N_L$ ranging from 2 to 20. For each field configuration, the exact solutions are first obtained as the benchmark.

DFT energies are obtained in two different ways [c.f. Fig. 1(a)]: (1) directly plugging in the exact density distribution, $E_{\text{DFT}}[\sigma_i^{\text{exact}}]$; and (2) plugging in the density distribution that minimizes the DFT energy, $E_{\text{DFT}}[\sigma_i^{\text{DFT}}]$. The former energy reflects the precision of the DFT functional when the density is given, and the latter represents the fully self-consistent DFT prediction. The energy error is defined as

$$\delta E = \frac{E_{\text{DFT}} - E_{\text{exact}}}{E_{\text{exact}}}.$$  \hspace{1cm} (15)

The density error is defined as

$$\delta_s = \frac{1}{N_L} \sum_{i=1}^{N_L} (\sigma_i^{\text{DFT}} - \sigma_i^{\text{exact}})^2.$$  \hspace{1cm} (16)

Figure 2 summarizes the results of 760,000 different field configurations [200($g_0$)×200($g_1$)×19($N_L$)] arranged according to their gap sizes. Figure 2(a) contains the energy errors when the exact density is given. We see that the maximum of $|\delta E_{\text{GGA}}|$ is about 2.5% energy precision, in comparison to about 10% for MF and LDA. MF shows a long tail of systematic error along the $\Delta$-axis, while both LDA and GGA becomes accurate when the field configuration produces a sufficiently large gap. This is understandable from the fact that correlation length of the Ising chain is inversely correlated with the gap size. When the correlation length is sufficiently short (big gap size), the local or semi-local approximations are well suited. The self-consistent energy errors [Fig. 2(b)] are typically larger, due to the discrepancy between the self-consistent density and exact density [Fig. 2(c)]. Overall, GGA provides an excellent prediction of the exact energies and densities.

It is natural to speculate that the quantum critical regions are the most difficult to attain a simple density functional, because the correlation length approaches infinity. By plotting the self-consistent energy errors and the excitation gaps in the $g_0$-$g_1$ plane (Fig. 3), we observe a clear correspondence between the DFT errors and the gap distribution. At the homogeneous limit ($g_1 = 0$), both the LDA and GGA functionals are exact. For com-

FIG. 3. Distribution of the energy errors $|\delta_{\text{LDA}}|$, $|\delta_{\text{GGA}}|$, $|\delta_{\text{MF}}|$ and excitation gap $\Delta$ in the $g_0$-$g_1$ plane for (a) $N_L = 2$, (b) $N_L = 5$ and (c) $N_L = 20$. 

---

This concludes the numerical results and discussion, providing a detailed analysis of the performance of various density functionals under different field configurations. The figures and equations presented here illustrate the precision and limitations of the DFT approximations, highlighting the advantages and challenges of using either exact or self-consistent solutions.
parison, notice the peak of the MF error at the homogeneous quantum critical point \( g_0 = 1, g_1 = 0 \). At finite \( g_1 \), the periodic potential modulates the gap, creating additional quantum critical regions. For a given \( g_0 \), with increasing \( g_1 \), there is a certain range in which the LDA and GGA errors barely change. This optimal performance range is to a large extent bounded by the first collapse of the excitation gap, which signals a quantum phase transition. Although GGA systematically reduces the error, it does not noticeably expand the optimal performance range compared to LDA. In other words, the LDA and GGA error structures are similar (note the changing scales of color bars used in Fig. 3). For MF, the optimal performance range is limited within a smaller region when both \( g_0 \) and \( g_1 \) are small. When \( N_L \) increases, the semi-local approximation becomes better, and the LDA and GGA errors quickly decrease, whereas the MF performance does not improve accordingly.

It is also interesting to notice that \( N_L = 2 \) [Fig. 3(a)] represents a special case, for which the LDA and GGA functionals are exact not only along the \( g_1 = 0 \) axis but also along the \( g_0 = 0 \) axis. The reason is that the staggered field configuration \((-1)^g g_1\) is equivalent to the homogeneous one under the local \( x \to -x \) reflection symmetry. Consequently, the error structure is symmetric with respect to \( g_0 = g_1 \), and the DFT functionals perform equally well when \( g_1 \gg g_0 \). The lesson is that by taking advantage of certain symmetries of the system, it is possible to expand the application of DFT to a wider range of the parameter space.

In the fermion dual representation [Eq. (4)], \( E_{\text{int}}[\sigma_\tau^2] \to E_{\text{int}}[\sigma_\tau]\), giving the more familiar form of DFT in terms of the fermion local density. It is peculiar to notice that our \( E_{\text{int}}[\sigma_\tau^2] \) directly includes the kinetic energy without invoking the Kohn-Sham ansatz, whereas the kinetic energy is typically known to lead to nonlocality and nonanalyticity in the functional. We consider that two special aspects of the quantum Ising chain makes such a particularly simple form of energy functional possible.

(i) In the neighborhood of the homogeneous axis, the fermions fall either to an insulating or a fully-gapped superconducting phase, which guarantees an exponential decay of the correlation function, except for the quantum critical point.

(ii) The definition domain of the energy functional is \((-1, 1)\) in terms of \( \sigma_\tau^2 \) or \((0, 1)\) in terms of \( n_i \). Staying within a specific phase, the energy functional is smooth, and the high-order contribution of the Taylor expansion [Eq. (12)] is expected to vanish rapidly.

IV. CONCLUSIONS

As a summary, we schematically draw a general quantum phase diagram in Fig. 4. It is understood that the LDA and GGA functionals are built upon the homogeneous limit, and we assume that along the horizontal \( \delta n(r) \).

![FIG. 4. Schematic quantum phase diagram in the density parameter space. The green arrow marks an inhomogeneous point, which can be analytically connected to the homogeneous axis. The red arrow marks a nonanalytic path intersected by the phase boundary.](image)
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