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Abstract

This study investigates the invisible factors that influence the subjective satisfaction of sleep, which is a crucial factor in sleep-supporting systems. The effects of these factors were examined using a neural network (NN) model. A sensing bed system obtains the environmental and vital signs data with five-level evaluations. The relationships among over 300,000 collected data points were visualized and analyzed using the NN model. The results indicated that the temperature difference between the inside and outside of the bed affect the subjective satisfaction of sleep both during warm and cold periods. Furthermore, the NN models indicated that the respiratory frequency influences sleep satisfaction. In this study, both these factors and their effects on the subjective satisfaction of sleep were successfully investigated by utilizing the NN model.
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1. Introduction

The quality of sleep is considered to be deteriorating in recent times. Many people feel dissatisfied with their quality of sleep [1]. To improve the quality of sleep, the environmental factors and/or vital signals during sleep, which contribute to sleep satisfaction, should be identified [2, 3]. However, these parameters and their effects on the subjective satisfaction of sleep for different time periods have not yet been sufficiently clarified. Evaluation of the subjective satisfaction of sleep is an aspect that is yet to be considered. For instance, even if a person states that their subjective satisfaction of sleep is high, their response might be motivated by their condition slightly prior to waking up. It is difficult to detect how the subjective satisfaction of sleep changes within the sleep duration. Hence, changes in the subjective satisfaction of sleep must be investigated.

This study aims to reveal the factors affecting the subjective satisfaction of sleep using a neural network (NN) model [4, 5]. It attempts to analyze the time-change tendency of these factors. The rest of this paper is organized as follows. Sleep-related studies are introduced in Section 2. The experimental conditions, including the sensors used and an overview of the analysis, are detailed in Section 3. Subsequently, the analysis method using the NN model and some formulas are described in Section 4. Two aspects of the analyzed results are discussed in Section 5. Finally, we present our conclusions in Section 6.
2. Related Works

Several researchers have analyzed the various factors related to sleep and proposed sleep monitoring systems with the aim of attaining high sleep quality. There are some reports on the correlation between tossing and turning during sleep and sleep stage transitions, such as rapid eye movement (REM) sleep, non-REM sleep, and awakening [6]. It is well known that tossing and turning play a role in the changes in humidity and temperature inside a bed. These are also reported to be conditions that affect the quality of sleep [7]. For instance, it has been commercialized that smart mattresses and mattress pads adjust the bed temperature automatically [8]. In addition, the frequency of respiration is strongly correlated with sleep satisfaction such that patients suffering from sleep apnea suffer from sleep problems such as frequent awakening [9]. An Internet-of-Things (IoT)-based unobtrusive sleep monitoring pillow was proposed to monitor breathing patterns and quantify the overall sleep quality [10]. To obtain the subjective satisfaction of sleep, objective and subjective evaluations were conducted on a sleeping environment [11]. It was revealed that the sleep satisfaction and overall thermal sensation were higher in rooms with a thermoelectric air duct cooling system than in naturally ventilated test rooms.

3. Experiment and Analysis

A healthy male in his 30s participated in this preliminary sleep experiment, as illustrated in Figure 1. The study was conducted for 112 days spanning across four seasons in Japan. The subject slept in his bedroom and performed his daily routine according to his own rhythm, without any limitations on the starting time of his sleep or environment parameters, such as temperature and humidity. Therefore, the length of sleep was not constant.

The sensors used in this experiment were selected by referring to the parameters related to sleep evaluation that were reported in previous works [7]–[10], for example, thermometers, hygrometers, and barometer sensors to measure the temperature changes and humidity inside and outside the bed [7, 8]; microwave and piezo sensors to measure sleep apnea, tossing and turning [9]; and acceleration sensors to monitor the motion on the pillow [10]. Accelerometers, thermometers, and hygrometers were the sensors installed inside the bed. Meanwhile, thermometers, hygrometers, a barometer, and a microwave sensor were the sensors installed over the bed. A microcomputer system was developed to send the data from these sensors to the server. Acceleration, temperature (°C), humidity (%), atmospheric pressure (hPa), and body motion (%) were recorded at intervals of 10 seconds during the duration of sleep. The method of obtaining the heart rate and respiratory frequency is as follows: frequency analysis was performed on the heartbeat wave, respiration, and movement with MATLAB R2014b. The sampling frequency was 64 Hz, window function was a Hamming window, window interval was 60 seconds, and overlap was 10 seconds. The heart rate and respiratory frequency were defined as maximum power spectrum density between 0.5-4.0 Hz and 0.1-2.0 Hz, respectively. Subsequently, the sleep apnea syndrome index (SASI) was calculated as follows:

\[
\text{SASI} (%) = \frac{\text{Time duration under } 0.3 \text{ Hz of respiration}}{10 \text{ minutes}} \times 100.
\]  

The data were collected over a period of 112 days, in increments of 10 seconds during the sleep cycle. In addition, a questionnaire was completed after the subject woke up, re-

Figure 1. Experimental environment of this work.
Table 1. Descriptions of 14 sensor parameters

| No. | Parameter                           | Unit     | Sensor                  | Position               |
|-----|-------------------------------------|----------|-------------------------|------------------------|
| 1   | Max X                               | None     | Accelerometers          | Under the pillow       |
| 2   | Max Y                               | None     | Accelerometers          | Under the pillow       |
| 3   | Max Z                               | None     | Accelerometers          | Under the pillow       |
| 4   | Atmosphere                          | hPa      | A barometer             | Outside the bed        |
| 5   | Room temperature (Tr)               | °C       | Thermometers            | Outside the bed        |
| 6   | Temperature inside the bed 1 (Tb 1)| °C       | Thermometers            | Under the pillow       |
| 7   | Temperature inside the bed 2 (Tb 2)| °C       | Thermometers            | Under the pillow       |
| 8   | Room humidity (Hr)                  | %        | Hygrometers             | Outside the bed        |
| 9   | Humidity inside the bed 1 (Hb 1)    | %        | Hygrometers             | Under the pillow       |
| 10  | Humidity inside the bed 2 (Hb 2)    | %        | Hygrometers             | Under the pillow       |
| 11  | Heart rate                          | Hz       | Microwave sensor        | Attached to ceiling, directed at the bed |
| 12  | Respiratory frequency               | Hz       | Microwave sensor        | Attached to ceiling, directed at the bed |
| 13  | Motion                              | %        | Piezo sensor            | Under mattress         |
| 14  | Sleep apnea syndrome index          | %        | None (calculated by No.12) | -                     |

garding the subjective satisfaction of sleep using a five-level evaluation. The data were added to the analysis factors.

The obtained data set was processed and analyzed by the NN model in Section 4. The proposed NN model was utilized to further examine the correlation between changing sensor parameters. The first parameter to be considered was the temperature, since it strongly influences sleep satisfaction according to the literature [7]. A total of 14 sensor parameters were selected from the obtained sensor data, and the daily average of these parameter values was considered to correspond to the daily subjective satisfaction score. Table 1 describes these 14 sensor parameters. We investigated changes in satisfaction by observing the fluctuation in individual sensor parameters against other steady parameters.

Prior to the application of the proposed NN method, we used a multiple regression analysis (MRA) to investigate how the changes in each sensor parameter with time affect the sleep satisfaction, as opposed to the use of daily subjective satisfaction of sleep. The environmental and vital signs data were obtained over the span of 112 days, recorded every 10 seconds. The data for 14 parameters were collected every 10 seconds to obtain the estimation formula for satisfaction. Changes in the estimated satisfaction, Tr, room humidity, and respiratory frequency were calculated as the difference between consecutive values. Figure 2 illustrates the comparison between the estimation using MRA and the actual subjective satisfaction as answered by the subject.

The mean absolute error (MAE) was 0.451. This value is at least small enough considering that the sleep satisfaction of the subject does not change into level 2 when it is level 1.

4. Neural Network for Our Analysis

The NN model is used to examine the relationship between the sensor parameters and subjective sleep satisfaction level. To derive the sleep satisfaction level from the 14 sensor parameters, the NN model is utilized on the basis of a pattern recognition system.
4.1 Pattern Recognition System based on NN

Consider a pattern recognition system constructed by an NN with the soft-max classifier, in which we want to classify a given input vector \( \mathbf{x} = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n \) into \( K \) different classes, \( c_1, c_2, \ldots, c_K \). We use the 1-of-\( K \) vector representation to identify each class, in which each class corresponds to \( K \)-dimensional vector \( \mathbf{t} = (t_1, t_2, \ldots, t_n)^T \), the elements of which are \( t_k \in \{0, 1\} \) and \( \sum_{k=1}^{K} t_k = 1 \), i.e., a vector in which only one element equals one and the remaining elements are zero. Hence, when \( t_k = 1 \), \( t \) indicates class \( c_k \). For simplicity of notation, we denote the 1-of-\( K \) vector, the \( k \)-th element of which is one, by \( 1_k \). We denote \( K \) outputs of the NN for an input \( \mathbf{x} \) by \( q_1(\mathbf{x}, \theta), q_2(\mathbf{x}, \theta), \ldots, q_K(\mathbf{x}, \theta) \), where \( \theta \) is the set of learning parameters in the NN. By using \( K \) outputs of the NN, the soft-max classifier computes the class probabilities as

\[
P(\mathbf{t} | \mathbf{x}, \theta) := \frac{1}{Z(\mathbf{x}, \theta)} \exp \left( \sum_{k=1}^{K} q_k(\mathbf{x}, \theta) t_k \right),
\]

where

\[
Z(\mathbf{x}, \theta) := \sum_{k=1}^{K} \exp(q_k(\mathbf{x}, \theta))
\]
is the normalization constant (see Figure 3(a)). The pattern recognition system computes all the class probabilities, \( P(1_1 | \mathbf{x}, \theta), P(1_2 | \mathbf{x}, \theta), \ldots, P(1_K | \mathbf{x}, \theta) \), according to Eq. (2) and classifies the input into the class with the maximum probability.

The learning parameters in \( \theta \) are tuned during the training with the training set composed of \( N \) training data: \( \mathbf{D} = \{(\mathbf{x}^{(\mu)}, \mathbf{t}^{(\mu)}) | \mu = 1, 2, \ldots, N\} \), where \( \mathbf{x}^{(\mu)} \) is \( \mu \)-th input vector and \( \mathbf{t}^{(\mu)} \) is the corresponding supervised 1-of-\( K \) vector, namely, the target class. In the training, the learning parameters are controlled to maximize \( P(\mathbf{t}^{(\mu)} | \mathbf{x}^{(\mu)}, \theta) \) for all \( \mu \). This can be achieved by minimizing the cross-entropy loss,

\[
E_{CE}(\theta) := -\frac{1}{N} \sum_{\mu=1}^{K} \sum_{k=1}^{K} t_k^{(\mu)} \ln P(1_k | \mathbf{x}^{(\mu)}, \theta),
\]

with respect to \( \theta \).

4.2 Stacking Expectation Layer

In the training mentioned in the previous section, the magnitude relationships among the class probabilities other than the target class are not explicitly considered. This is because of the lack of order relations (or a concept of closeness) among the classes. However, in some cases, we might want to introduce an order relation. In our sleep-satisfaction problem, the classes correspond to the satisfaction level of his or her sleep at five levels, \( l = 1, 2, 3, 4, 5 \). The \( k \)-th class, \( c_K \), corresponds to the satisfaction level of \( l = k \) and, therefore, \( K = 5 \) in this case. The satisfaction level of \( l = 4 \) should be closer to that of \( l = 5 \) than that of \( l = 3 \). That is, when \( P(1_5 | \mathbf{x}, \theta) \) is the largest, \( P(1_4 | \mathbf{x}, \theta) \) should be larger than \( P(1_3 | \mathbf{x}, \theta) \).

To introduce an order relation among the classes, we stack a new layer, referred to as the expectation layer, on the soft-max classifier (see Figure 3(b)). By using the class probabilities obtained from the soft-max classifier, the expectation layer computes a scalar output defined as

\[
y(\mathbf{x}, \theta) := \sum_{k=1}^{K} l_k P(1_K | \mathbf{x}, \theta),
\]

where \( l_k \in \mathbb{R} \) is the class value assigned into \( c_K \). The class values express the order relation among the classes and must be appropriately set by the designer. If we want to introduce the order relation such as \( c_1 < c_2 < \cdots < c_K \), the class values should be set to \( l_1 < l_2 < \cdots < l_K \). In our sleep-satisfaction problem, \( l_k = k \). \( y(\mathbf{x}, \theta) \) is regarded as the expectation of the class values. From the definition, \( y(\mathbf{x}, \theta) \) lies in the interval \( \min_{k} l_k \leq y(\mathbf{x}, \theta) \leq \max_{k} l_k \). Using an appropriate quantization of \( y(\mathbf{x}, \theta) \), we can obtain the result of the classification. For example, we classify input \( \mathbf{x} \) into the \( k \)-th class that minimizes \( |l_k - y(\mathbf{x}, \theta)| \).

For the training set of the expectation layer, we propose the

![Figure 3. (a) Usual pattern recognition system and (b) proposed pattern recognition system with the expectation layer. The expectation layer outputs the expectation of the class values.](http://doi.org/10.5391/IJFIS.2020.20.2.87)
following error function:

\[ E(\theta) := \rho E_{MSE}(\theta) + (1 - \rho) E_{CE}(\theta), \quad 0 < \rho < 1, \]  

where

\[ E_{MSE}(\theta) := \frac{1}{N} \sum_{\mu=1}^{N} \left( \sum_{k=1}^{K} l_k c_k^{(\mu)} - y(x^{(\mu)}, \theta) \right)^2 \]  

is the mean square error (MSE) between the class value of the target class and \( y(x, \theta) \), and \( E_{CE}(\theta) \) is the usual cross-entropy (CE) loss defined in Eq. (3). The pattern recognition system with the expectation layer is trained by minimizing the error function in Eq. (6) with respect to \( \theta \). The hyperparameter \( \rho \) in Eq. (6) controls the magnitude relationship between \( E_{MSE}(\theta) \) and \( E_{CE}(\theta) \). In our experiment, \( \rho \) was set to 0.1. By minimizing of \( E_{MSE}(\theta) \), it is expected that the class probability of the class, which is closer to the target class, is likely to be larger; that is, the desired order relation is obtained. The minimization of \( E_{CE}(\theta) \) is also crucial in the elimination of unexpected results. Suppose that \( K = 5 \), \( l_k = k \), and \( c_3 \) is the target class for a certain input \( x \). Consider these two cases: (i) \( P(1_1 \mid x, \theta) = 0, P(1_2 \mid x, \theta) = 0.25, P(1_3 \mid x, \theta) = 0.5, P(1_4 \mid x, \theta) = 0.25 \), and \( P(1_5 \mid x, \theta) = 0 \), and (ii) \( P(1_1 \mid x, \theta) = 0, P(1_2 \mid x, \theta) = 0.5, P(1_3 \mid x, \theta) = 0, P(1_4 \mid x, \theta) = 0.5 \), and \( P(1_5 \mid x, \theta) = 0 \). Both these cases lead to the same \( y(x, \theta) \). The result of case (ii) is unexpected and should be eliminated.

4.3 Perturbative Analysis of Output Response

Assuming that the learning parameters in \( \theta \) are tuned by minimizing Eq. (6) with an appropriate learning algorithm, we consider the response of \( y(x, \theta) \) for a small variation in \( x \). This helps us obtain a simple relation between the output and input. Consider

\[ \Delta_i(x, \varepsilon, \theta) := y(x + \varepsilon_i, \theta) - y(x, \theta), \]  

where \( \varepsilon_i \in \mathbb{R}^n \) is the variation vector whose \( i \)-th element is \( \varepsilon \) and the other elements are zero. Eq. (8) represents the variation of the output against a small variation of \( x_i \). It is regarded as the response of the output for the small variation.

At approximately \( \varepsilon = 0 \), we expand \( y(x + \varepsilon_i, \theta) \) as

\[ y(x + \varepsilon_i, \theta) = y(x, \theta) + \sum_{m=1}^{\infty} \frac{1}{m!} A_i^{(m)}(x, \theta) \varepsilon^m, \]  

where

\[ A_i^{(m)}(x, \theta) := \lim_{\varepsilon \to 0} \frac{\partial^m y(x + \varepsilon_i, \theta)}{\partial \varepsilon^m} = \frac{\partial^m y(x, \theta)}{\partial x_i^m}. \]  

For \( m = 1, 2, 3 \), from Eqs. (5) and (10), we obtain

\[ A_1^{(1)}(x, \theta) = \sum_{k=1}^{K} (l_k - y(x, \theta)) P(1_k \mid x, \theta) \frac{\partial q_k(x, \theta)}{\partial x_i}, \]  

\[ A_1^{(2)}(x, \theta) = \sum_{k=1}^{K} (l_k - y(x, \theta)) P(1_k \mid x, \theta) \left\{ \frac{\partial^2 q_k(x, \theta)}{\partial x_i^2} + \left( \frac{\partial q_k(x, \theta)}{\partial x_i} \right)^2 \right\} - 2 A_1^{(1)}(x, \theta) \sum_{k=1}^{K} P(1_k \mid x, \theta) \frac{\partial q_k(x, \theta)}{\partial x_i}, \]  

\[ A_1^{(3)}(x, \theta) = \sum_{k=1}^{K} (l_k - y(x, \theta)) P(1_k \mid x, \theta) \left\{ \frac{\partial^3 q_k(x, \theta)}{\partial x_i^3} + 3 \frac{\partial q_k(x, \theta)}{\partial x_i} \frac{\partial^2 q_k(x, \theta)}{\partial x_i^2} \right\} - 3 A_1^{(2)}(x, \theta) \sum_{k=1}^{K} P(1_k \mid x, \theta) \frac{\partial q_k(x, \theta)}{\partial x_i} - 3 A_1^{(1)}(x, \theta) \sum_{k=1}^{K} P(1_k \mid x, \theta) \frac{\partial q_k(x, \theta)}{\partial x_i}, \]  

where \( q_k(x, \theta) \) is the output of the NN model appearing in Eq. (2) and its specifications depend on the structure of the NN model.

From Eqs. (8) and (9), we obtain

\[ \Delta_i(x, \varepsilon, \theta) = A_1^{(1)}(x, \theta) \varepsilon + \frac{1}{2} A_1^{(2)}(x, \theta) \varepsilon^2 + \frac{1}{6} A_1^{(3)}(x, \theta) \varepsilon^3 + O(\varepsilon^4). \]  

For a given value of \( x \) and \( \theta \), by using the above equation and Eqs. (11)-(13), we can obtain the response of \( y(x, \theta) \) for any small \( \varepsilon \) in a simple form in terms of the cubic function.

The SmoothGrad method proposed in [12] is a work related to our method. The SmoothGrad method observes the output response based on the first-order gradients of inputs, whereas our method observes it based on the first-, second-, and third-order gradients of the inputs. Our method allows the observation
of more precise responses than the SmoothGrad method.

4.4 Sleep Data Analysis with NN

The obtained data were analyzed by using learning to identify the changes in sensor parameters, which contributed to changes in the estimated satisfaction. A three-layered NN model was used, as shown in Figure 4. The NN had an input, intermediate, and output layer consisting of 14, 7, and 5 nodes, respectively, namely, \( n = 14 \) and \( K = 5 \) in this case. The outputs of the NN model for a given input \( x \) are represented as

\[
g_k(x, \theta) = b_k^{(2)} + \sum_{j=1}^{7} w_{k,j}^{(2)} a\left(b_j^{(1)} + \sum_{i=1}^{n} w_{j,i}^{(1)} x_i \right),
\]

where \( \{b_k^{(2)}\} \) and \( \{b_j^{(1)}\} \) are the bias parameters and \( \{w_{k,j}^{(2)}\} \) and \( \{w_{j,i}^{(1)}\} \) are the weight parameters. \( a(x) \) is the activation function of the first intermediate layer, in which the sigmoid function is adopted. In the preprocessing stage, all the input data, \( \{x^{(\mu)}\} \), were normalized in the following manner:

\[
\hat{x}^{(\mu)}(\mu) \leftarrow \frac{x^{(\mu)}(\mu) - m_i}{v_i},
\]

where

\[
m_i := \frac{1}{N} \sum_{\mu=1}^{N} x^{(\mu)}(\mu),
\]

\[
v_i := \frac{1}{N} \sum_{\mu=1}^{N} \left( x^{(\mu)}(\mu) - m_i \right)^2.
\]

By using the normalized input data, \( \{\hat{x}^{(\mu)}\} \), the learning parameters, \( \theta = \{b_k^{(2)}, b_j^{(1)}, w_{k,j}^{(2)}, w_{j,i}^{(1)}\} \), were trained by minimizing the error function in Eq. (6). In the training, we used the momentum method used in [13]. Figure 5 shows the accuracy of the estimation of the NN model. The MAE was found to be 0.028.

5. Results of the NN Model

5.1 Results of Daily Parameters Using the NN Model

In this study, the border between warm and cold period is defined as the average of Tr for 112 days, which is 22°C. The relationship between each factor and sleep satisfaction was studied using the proposed NN model. We investigated the changes in satisfaction by observing the fluctuations of individual sensor parameters against other steady parameters. Figure 6 displays the results obtained by the NN model, which depicts changes in subjective satisfaction of sleep with fluctuations of Tr and Tb in the warm period and in the cold period. The blue and orange lines represent Tr and Tb, respectively. Meanwhile, the vertical and horizontal axes represent the changes in subjective satisfaction for sleep and the fluctuation of Tr and Tb, respectively. Zero on the X-axis represents the average of Tr or Tb for each period. That is, zero for each axis represents the current state. Subsequently, we investigated the relative micro change to estimate the precise change using the NN model. The third decimal place is adopted.

As shown in Figure 6(a), the subjective satisfaction of sleep in the warm period increases when Tb decreases while Tr increases. As shown in Figure 6(b), with Tr below 22°C (hereinafter, referred to as the cold period), the subjective satisfaction
of sleep increases when $T_b$ increases while $T_r$ decreases.

This indicates that the subjective satisfaction of sleep increases when $T_b$ is low and $T_r$ is high in the warm period and decreases when $T_b$ is low and $T_r$ is high in the cold period. Hence, the difference between these two temperatures in the warm and cold periods is related to sleep satisfaction.

### 5.2 Results Using the NN Model for Continuous Parameters

Figure 7 displays the results obtained using the NN model. It exhibits the change in the subjective satisfaction of sleep with fluctuations in respiratory frequency. The solid line represents the estimated satisfaction. Meanwhile, the vertical and horizontal axes represent the changes in the estimated satisfaction of sleep and fluctuation of the respiration frequency, respectively.

As mentioned in Section 5.1, zero on each axis represents the current state. Subsequently, the relative micro-change was investigated using NN to estimate the change. The value is considered correct to the second decimal place. It is evident that the estimated satisfaction increases when the respiratory frequency increases. It is also revealed that the decrease in respiratory frequency significantly affects the decrease in the subjective satisfaction of sleep.

### 6. Conclusion

The proposed NN model was used to obtain the factors that affect the subjective satisfaction of sleep. An experiment was conducted using a sensing bed system for 112 days, spanning across four seasons in Japan. It was revealed that there was a higher tendency for subjective sleep satisfaction in warm periods, when the temperature inside the bed was lower than the room temperature. The tendency was observed to be vice versa in the cold period. Furthermore, application of the NN model with the continuously recorded data exhibited a correlation between an increase in the respiratory frequency and increase in sleep satisfaction. It was also shown that a decrease in respiratory frequency significantly decreases the estimated sleep satisfaction. Both these factors and their effects on the subjective satisfaction of sleep were successfully investigated in this study by utilizing the NN model.

Some future research aspects are as follows: a polysomnography study as an objective assessment for the comparison of the subjective satisfaction of sleep, which is the primary parameter in this study; an increase in the number of subjects; and further examination of the relationship between tossing-turning and the subjective satisfaction of sleep.
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