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Abstract
Starting from Plebanski formulation of gravity as a constrained BF theory we propose a new spin foam model for 4D Riemannian quantum gravity that generalizes the well-known Barrett–Crane model and resolves the inherent to it ultra-locality problem. The BF formulation of 4D gravity possesses two sectors: gravitational and topological ones. The model presented here is shown to give a quantization of the gravitational sector, and is dual to the recently proposed spin foam model of Engle \textit{et al} which, we show, corresponds to the topological sector. Our methods allow us to introduce the Immirzi parameter into the framework of spin foam quantization. We generalize some of our considerations to the Lorentzian setting and obtain a new spin foam model in that context as well.

PACS numbers: 04.60.\(-m\), 04.60.Pp

1. Introduction

The spin foam approach to quantum gravity was born about a decade ago as a result of cross-fertilization between several different fields: loop quantum gravity, topological quantum field theory and simplicial gravity. On one hand, this approach is supposed to give a spacetime covariant version of the picture of quantum geometry arising in loop quantum gravity. On the other hand, it attempts to apply methods and ideas that are known to be very powerful in the context of three-dimensional quantum gravity to the problem of quantization of general relativity (GR) in four spacetime dimensions. At the same time, the models considered are in the simplicial setting, and are either derived from or inspired by a discretization of some classical gravity action.

The most well-known model—that due to Ponzano and Regge [1]—appeared in the 1960s in the context of three-dimensional quantum gravity, 30 years before the term ‘spin foam models’ and 20 years before the first works on loop quantum gravity. In the context of four spacetime dimensions the notion of (what we now call) a spin foam as a history of spin network evolution was introduced, from the perspective of loop quantum gravity, in [2, 3]. A new era for the subject was opened by an important work by Barbieri [4], who
realized that quantum states of loop quantum gravity can be understood (and heuristically derived) by applying the quantization procedure to the usual geometric tetrahedron in three spatial dimensions. Even though this work may have not received a proper credit in the literature, it was extremely influential in that it suggested that at least to some extent quantum gravity may be about quantizing geometric structures. This idea was then quickly applied to the problem of quantization of a geometric simplex in $\mathbb{R}^4$, with a breakthrough result being the construction of the now famous Barrett–Crane model [5]. A relation between this model and various versions of the simplicial gravity was explored in works [6, 7] and [8] showing that the Barrett–Crane model is related to a formulation of gravity as a constrained BF theory.

The key notion arising in the Barrett–Crane model is that of simple (or class I) representations of the Lorentz group in four dimensions. In the work by Freidel, Krasnov and Puzio [9] these representations were understood as coming from the harmonic analysis on the certain homogeneous group space, a crucial fact that opened a way to the Lorentzian generalization [10] of the original Barrett–Crane model in Euclidean signature.

As another byproduct to these developments came a realization that spin foam models of the Barrett–Crane type are naturally obtainable from a quantum field theory on a certain group manifold [11]. This generalizes the field theory introduced by Boulatov [12] in the context of three-dimensional quantum gravity. This way of deriving spin foam models later received a catchy name of ‘group field theory’, see [13] for a review. These developments were important at least for the fact that they allowed one to have an efficient bookkeeping tool for the various amplitudes that are part of the spin foam model (the amplitudes for the lower-dimensional ‘cells’ were not very clearly understood and/or described in the work of Barrett and Crane [5]). Most optimistically, the group field theory method may have a fundamental status and has a potential to lead to an independent approach to quantum gravity.

After this initial period of rapid development the subject of spin foam models entered a much calmer stage. During this stage evidence was accumulated that cast serious doubts on the physical correctness of the Barrett–Crane model(s). Namely, it became clear that, in spite of correctly capturing at least some aspects of quantum geometry of a single simplex in four dimensions, this theory is likely not viable as a theory of quantum geometry of more complicated objects constructed from several such simplices. The suggested problems with the models were of two main types: (1) the absence or very limited nature of correlation between amplitudes of neighboring simplices glued together (the so-called ultra-locality problem); (2) analytical and numerical evidence (in the case of a single simplex) that the simplicial geometries dominating the partition function of the model in the limit of large representations are the degenerate ones [14–16]. These problems make it unlikely that the usual world described by a non-degenerate metric can arise in the semi-classical limit of these models. Many other criticisms (as well as some counterarguments to them) of the Barrett–Crane model(s) were brought forward, and in recent years the subject experienced some stagnation.

A new development came with the work by Livine and Speciale [17], who used the coherent state methods to rewrite the formulae for the BF theory vertex amplitudes. They also suggested that these methods may prove instrumental in finding an improved version of the Barrett–Crane model that is free from the above-mentioned problems.

Shortly afterwards, there appeared an important paper by Engle, Pereira and Rovelli [18], who proposed a new model that was, by construction, free from the ultra-locality problem. The authors of [18] argue that the key problem of the Barrett–Crane model(s) is that they impose certain geometric constraints (the so-called cross-simplicity constraints) ‘strongly’, while some other approaches to the problem, notably the canonical approach, suggest that these constraints should be imposed only weakly, if one is not to lose the degrees of freedom
of the gravity theory in question. On the more technical side, the paper [18] also hinted at a new way in which the above-mentioned geometric constraints can be looked at. This new interpretation of the ‘simplicity’ constraints was further developed by Alexandrov in his recent work [19]. While the present work was in its final stages, an extended version [20] of the paper [18] has appeared.

The present work resulted from an attempt to understand and extend the construction of [18] using methods similar to [17]. To this end, we have further developed the new geometric perspective on the simplicity constraints, as well as the new geometrical interpretation suggested by the use of coherent states in [17]. As the first immediate result of our analysis came the realization that the problem of ultra-locality common to all Barrett–Crane-type models results from a way these models impose the so-called simplicity constraints. This way of dealing with the constraints focuses on a single 4-simplex and completely ignores the fact that the amplitude associated with this 4-simplex is to become a part of a quantum amplitude associated with the whole triangulation. The use of coherent state makes this feature of Barrett–Crane models crystal clear, as well as suggests a way to remedy this problem.

As a further result of our analysis came a realization that there is not one, but two distinct ways to impose the simplicity constraints. The fact that there should be two different distinct approaches to ‘simplicity’ (as suggested by the fact that there are two distinct symplectic structures on the phase space in question) was noted long ago, and was one of the early arguments brought forward against the Barrett–Crane models, which left no place for a second description. This ambiguity gave grounds to suspect that the Barrett–Crane models might have given a quantization of the ‘wrong’ sector of the theory. However, later some rather convincing arguments were put forward to the opposite effect, see in particular [21]. The coherent-state-inspired way of imposing the simplicity constraints leads to a much clearer understanding of this issue. Thus, we will see that there is not one, but two distinct models that should be interpreted as giving quantization of the gravitational and topological sectors of the theory respectively. One of the models that results from our analysis is that proposed in [18]. The other model that we find is new. It is similar to the model of [18] in the sense that the simplex amplitudes are strongly correlated and there is no ultra-locality. However, it also captures some of the main positive features of the Barrett–Crane model. The simplex amplitudes for this model are quite different from the model of Engle et al [18], see below for a detailed comparison. Importantly, we show that the model [18] corresponds to the topological sector of the theory, while the new model we propose gives the gravitational sector. Our arguments are based on a detailed study of the gravitational and topological sectors and on an observation that the new model keeps certain key characteristics of the Barrett–Crane model. The model we propose thus results by merging some key features of the Barrett–Crane model with the new insight about ultra-locality achieved in [18].

The model we obtain (as well as the model of [18]) has two main advantages as compared to the Barrett–Crane one: first, it clearly possesses a higher degree of correlations among the neighbouring simplices, thus overcoming the ultra-locality of the Barrett–Crane model; second it uses SU(2) structures that bear more resemblance to those appearing in traditional loop quantum gravity. Moreover, the fact that we now have two distinct models that clearly correspond to two different sectors of the theory—the gravitational and the topological ones—removes the above-mentioned shortcoming of the model of Barrett and Crane that failed to describe the opposite sector. This availability of the description of both sectors is what makes the new developments particularly exciting.

Last but not least, one of the main outcomes of our analysis in the present work is that the coherent state methods suggest a way of naturally incorporating the so-called Immirzi parameter into the framework of spin foam models, something that was an open problem for
a long time. Indeed, the absence of a Barrett–Crane-like model that would incorporate the
Immirzi parameter was long thought to be a suspicious feature of the spin foam framework.
We also describe very briefly how the new models can be obtained within the framework
of group field theory. In addition, our construction allows us to generalize the arguments to
the Lorentzian case and obtain a new model in this setting. The new Lorentzian model that
we obtain has similar advantages as compared to [10].

The organization of the paper is as follows. Section 2 develops a new geometric
perspective on the simplicity constraints. Section 3 introduces the central technique of coherent
states and gives the description of the topological BF theory model using this technique. We
re-derive the Euclidean models of [5] and [18] in section 4, and also obtain a new model here.
Section 5 describes how the Immirzi parameter can be introduced into the spin foam model
framework. We generalize the constructions to the Lorentzian setting in section 6 and derive
a new Lorentzian model. Section 7 discusses how the models considered in this paper can
be cast into the group field theory framework. In section 8, we discuss an alternative way to
impose the constraints. We finish with conclusions.

After a first version of this paper was placed on arxiv.org, a whole set of related works
appeared. In particular, paper [22] is very close in spirit to the present work and paper [23]
studies further the finite Immirzi parameter case.

2. A new approach to the geometric simplicity constraints

Historically, the spin foam models were obtained by applying the quantization procedure to a
geometric simplex in four dimensions. One starts by associating a Lie-algebra-valued variable
$X_f$ with each of the 10 faces $f$ of the simplex. The Lie algebra in question is that of the
Lorentz group appropriate to the situation at hand, thus either $SO(4)$ in the Euclidean case
or $SL(2, \mathbb{C})$ in the Lorentzian case. A norm of the Lie-algebra element introduced this way
receives the geometric interpretation of the area of the corresponding face (note that, in fact,
there are two different norms on the Lie-algebras in question; the duality exchanging these
two norms will play an important role in what follows). The quantization procedure then
promotes this Lie-algebra element into a quantum operator, see more on this below. The spin
foam models are then obtained by analyzing what certain geometrical constraints appropriate
for a flat geometric 4-simplex boil down to at the level of the operators. Selecting the states
that satisfy the operator version of these constraints one derives the simplex amplitude.

It turns out to be possible, however, to get the same models by deriving them from a
certain simplicial action that can be thought of as a precise discrete analogue of the gravity
one. The main idea for this comes from the so-called BF formulation of gravity theories,
and from the systematic procedure of deriving spin foam models from the action principle
proposed in [8].

2.1. BF formulation of gravity and path integral quantization

In Plebanski (or BF, as it was subsequently called) formulation of gravitational theory
[6, 7, 24, 25] one starts by the $SO(4)$ (or $SO(3, 1)$ in the Lorentzian case) BF theory

$$\int B^{IJ} F(A)_{IJ}$$

where $F(A)$ is the curvature of an $SO(4)$ connection and $B$ is a Lie-algebra-valued 2-form
field. This 2-form needs to satisfy certain ‘metricity’ (or ‘simplicity’) constraints

$$\epsilon_{IJKL} B^{IJ}_{\mu\nu} \wedge B^{KL}_{\nu\rho} \propto \epsilon_{\mu\nu\rho\sigma}$$

(2)
that guarantee that it is of the form either $B_{IJ} = \pm \theta^I \wedge \theta^J$ (called sector I in [7]) or $B_{IJ} = \pm \epsilon^{IKL} \theta^K \wedge \theta^L$ (called sector II in [7]). Here $\theta^I$ are the tetrads, $I, J, K, L$ are ‘internal’ indices taking values 0, 1, 2, 3, and $\epsilon^{IKL}$ is the completely anti-symmetric tensor. Sector II gives the Cartan–Weyl form of Einstein’s theory and we will refer to it as the gravitational sector. Sector I gives a theory with no local degrees of freedom. We will call this sector topological.

The path integral quantization of gravity in the BF formulation has been studied in detail in [26]. The analysis is complicated by the fact that the dynamical system in question is quite non-trivial. Indeed, to understand the correct gauge-fixing terms that need to be added to the action to make sense of the path integral it is necessary to understand the structure of the symmetry algebra of the theory, and thus understand the structure of the phase space. Here, on top of the usual Gauss and the above simplicity constraints as primary constraints one finds also many secondary constraints (in the topological sector of the theory there are also tertiary constraints). The resulting constraint algebra has both first-class and second-class parts. The first-class constraints are to be gauge-fixed, which converts them into second class. The path integral can then be taken over the reduced phase space. It is important to take into account the fact that the path integral measure includes a square root of the determinant of the Dirac symplectic structure on the reduced phase space, and thus may be non-trivial. This non-trivial procedure has been carried out in section IV of [26], and the resulting measure on the original space of fields has been found.

However, what is often not appreciated is that the result of this complicated procedure is rather simple. If one, as we are here, is only interested in the partition function, then one can recast the result of this complicated analysis in terms of the initial variables of BF theory subjected to the initial naive primary second class constraints. The only non-triviality that remains lies in the $B$ field measure factor. This factor is purely ultralocal, independent of the connection and therefore does not affect the analysis or the discretization of any of the constraints to be imposed. The key point about this strategy is that the imposition of the constraints is done at the classical level and not at the level of some quantum operator.

This drastic simplification might not occur if one deals not with the partition function, but with the expectation values of some observables, see e.g. [27] for a recent discussion of this point. As argued in [27], this may strongly affect the analysis of the operatorial version of the constraints as performed in [18, 23]. However, since in the present work we are interested only in the partition function, the strategy is to re-write the reduced phase-space path integral in terms of the original unconstrained variables, together with a set of \( \delta \)-functions imposing all the constraints and gauge-fixings, together with a simple ultralocal modification of the path integral measure.

2.2. Discretized gravity action and the Barrett–Crane model

The idea behind the spin foam model approach to quantum gravity is to appropriately discretize the gravitational action, and perform all impositions of the constraints, gauge fixings, as well as the path integral quantization in this discrete setting. It is very well understood how this procedure is realized in the context of topological BF theory. It is then the availability of the BF formulation of gravity, which makes gravity, at least superficially, look not too distant from BF theory, that makes us hope that one day the gravity case will also be understood fully.

Then our strategy, which is justified by the results of Henneaux et al [26] reviewed above, is to restrict the measure of integration over the classical configurations that enter into the discretization of the BF path integral. The results of [26] tell us that one just has to impose the primary second-class constraints—the simplicity constraints. As usual, there are
discretization ambiguities in passing from the continuum to the discrete picture. However, as we will see, once we have fixed the discrete set of dynamical variables and have chosen on which set of variables to impose the constraints, the implementation of the constraints is rather straightforward and almost unambiguous. As we shall see, one ambiguity that is left is in the choice of the edge amplitudes and amounts to the choice of the ultralocal measure on the \( B \) field. Another subtlety lies in the fact that we impose the constraint in a linear manner, which involves an introduction of an additional normal vector \( n_I \), see below, and the full constraint analysis of this case has not yet been shown to be equivalent to that of [26].

In the first archive version of the present work we have given strong evidence that the two formulations of the constraints lead to the same measure (we have shown it for only half the constraints). For simplicity and coherence we have left this analysis out of this printed version, as it is not directly relevant to the main line of argument of this work. Another possible worry about our procedure is whether the canonical construction of the path integral measure in the continuum commutes with the discretization. Thus, a canonical analysis similar to [26] should definitely be attempted at the discrete level. In spite of these shortcomings, the procedure that we propose in this paper seems to be well motivated by the continuum results, and, we hope, provides an important new step in the direction of the completion of the spin foam quantization programme.

The above discussion of the ideological foundations of the spin foam method makes us ready to dive into more technical intricacies. Thus, when discretizing the theory on a simplicial complex one integrates the 2-form \( B^{IJ} \) over each face of the triangulation and associates with any face \( f \) of the triangulation a Lie-algebra quantity \( X^{IJ}_f \), see e.g. [7]. One also assigns a group element to each tetrahedron and defines the following discrete analogue of the gravitational action,

\[
S = \sum_f \text{Tr}(X_f G_f),
\]

where \( G_f \) is the holonomy around \( f \). Analogously to the continuous formulation one has to impose the ‘simplicity’ constraints on the bivectors \( X_f \), as well as other second-class together with first-class constraints on all the discrete variables \( X_f, G_f \). However, in this paper we will only concentrate on the simplicity constraints. Some preliminary ideas on the other, not considered in this paper second-class constraints, as well as the path integral measure are contained in the arxiv version of the present work. However, because of their rather inconclusive character we have decided not to include that material in this printed version.

The simplicity constraints are easiest to understand by thinking about a geometric 4-simplex in \( \mathbb{R}^4 \) (or Minkowski space \( M^{1,3} \)). Given such a simplex one can then associate with each face an ‘area’ bivector that we will call \( A^{IJ}_f \) that is obtained by taking the wedge product of two edge vectors. This way one obtains four bivectors \( A^{IJ}_f \) per each tetrahedron \( t \). There are three constraints that this set of bivectors must satisfy:

1. **Simplicity** of each face bivector:
   \[
   \tilde{A}^{IJ} A_{fIJ} = 0,
   \]
   where \( \tilde{A}^{IJ} = (1/2)\epsilon^{IJKL} A_{KL} \) is the Hodge dual of a bivector. This constraint implies that \( A^{IJ}_f \) is ‘simple’, i.e., is of the form \( A^{IJ}_f = u^{IJ} v^f \) and defines a geometrical plane.

2. **Cross simplicity**:
   \[
   A^{IJ}_f A_{f'IJ} = 0
   \]
   for two different faces \( f, f' \) in \( t \). These constraints guarantee that from the four vectors defined by two simple bivectors \( A^{IJ}_f \) only three are linearly independent and that therefore the planes defined by them span a three-dimensional subspace in \( \mathbb{R}^4 \).
Closure:
\[ \sum_{f \in t} A_{IJ}^f = 0. \]  

This constraint fixes the relative coefficient expressing the linear dependence among the bivectors, which ensures that the norms of these bivectors can be interpreted as areas of the faces of a geometric simplex.

For more details on these constraints, see for example [21]. Importantly, the above constraints are not enough to guarantee that the quadruple of bivectors is one coming from a geometric tetrahedron, as there are certain discrete ambiguities. This point is also emphasized in [21] and plays an important role in the arguments of this paper. At the quantum level the bivectors \( A_{IJ}^f \) are promoted to the Lorentz group Lie algebra elements. The above ‘simplicity’ constraints then have to be imposed on these operators. Barrett and Crane [5] realized that the ‘simplicity’ constraints can be imposed at the quantum level by selecting the so-called simple representations of the Lorentz group, intersection constraints are imposed by selecting the intertwiner to be the so-called Barrett–Crane intertwiner, and the closure constraints can be imposed by selecting only the gauge-invariant intertwiners. From the point of view of the discrete action (3) the variables \( X_{IJ}^f \) that appear in the action must be identified with the Hodge dual \( \tilde{A}_{IJ}^f \) of the area bivector \( A_{IJ}^f \). Below we shall see how this procedure can be implemented.

2.3. A new geometric criterion for (cross-)simplicity

In this work, we will base our discussion on a somewhat different interpretation of the simplicity constraints. This new interpretation will in particular help us to deal with the discrete ambiguities that arise. The simplicity constraints, as reviewed above, are quadratic in the bivector variables, and this is ultimately the cause of the discrete ambiguities that the set of solutions possesses. The new formulation of these constraints makes them linear in the bivectors, thus removing the discrete ambiguity. Thus, the new geometric way to look at the simplicity and intersection constraints is contained in the following two lemmas:

**Lemma 1.** A bivector \( X_{IJ}^f \) in \( \mathbb{R}^4 (M^{1,3}) \) is an anti-symmetrized product of two vectors if and only if there exists a vector \( n^I \) such that \( X_{IJ}^f n_J = 0 \).

**Proof.** If the bivector is simple it defines a 2-plane in \( \mathbb{R}^4 (M^{1,3}) \). Taking \( n^I \) to be any of the vectors orthogonal to this plane proves the assertion in one direction. To prove it in the opposite direction we assume that \( X_{IJ}^f \) is not simple. Then there always exist four vectors \( u_{1,2}, v_{1,2} \) so that
\[ X_{IJ}^f = u_{1}^I v_{1}^J + u_{2}^I v_{2}^J, \]  
and \( u_{1,2}, v_{1,2} \) span \( \mathbb{R}^4 (M^{1,3}) \). Therefore, these vectors can be used as a basis, and the vector \( n^I \) can be represented as a linear combination of these basis vectors. It is then easy to see that the condition \( X_{IJ}^f n_J = 0 \) says that the four vectors \( u_{1,2}, v_{1,2} \) are linearly dependent. This contradicts our assumption that \( X_{IJ}^f \) is not simple. \( \square \)

**Lemma 2.** Two simple bivectors \( X_{IJ}^1 \) and \( X_{IJ}^2 \) span a three-dimensional subspace of \( \mathbb{R}^4 (M^{1,3}) \) if and only if there exists a vector \( n^I \) such that \( X_{IJ}^1 n_J = 0 \) and \( X_{IJ}^2 n_J = 0 \).

**Proof.** If two bivectors are simple and the 2-planes defined by them span a three-dimensional subspace, then \( n^I \) can be chosen to be a vector orthogonal to this subspace. This proves the
assertion in one direction. The proof in the opposite direction is similar to the proof in the above lemma in that one shows that the condition of existence of \( n^I \) implies that the four vectors defined by the two 2-planes must be linearly dependent, and thus span a three-dimensional subspace.

Importantly, the above simplicity and intersection constraints can also be formulated in exactly the same way in terms of the Hodge duals \( \tilde{X}^{IJ} = (1/2)\epsilon^{IJKL}X_{KL} \) of the bivectors. Thus, we have the following two ‘dual’ lemmas:

**Lemma 3.** A bivector \( X^{IJ} \) in \( \mathbb{R}^4 \) (\( M^{1,3} \)) is an anti-symmetrized product of two vectors if and only if there exists a vector \( n^I \) such that \( \tilde{X}^{IJ}n_J = 0 \).

**Proof.** A bivector \( X^{IJ} \) is simple if and only if its dual bivector \( \tilde{X}^{IJ} \) is simple, so the first lemma above also proves this lemma. \( \square \)

**Lemma 4.** Two simple bivectors \( X_1^{IJ} \) and \( X_2^{IJ} \) span a three-dimensional subspace of \( \mathbb{R}^4 \) (\( M^{1,3} \)) if and only if there exists a vector \( n^I \) such that \( \tilde{X}_1^{IJ}n_J = 0 \) and \( \tilde{X}_2^{IJ}n_J = 0 \).

**Proof.** Two bivectors \( X_1^{IJ} \) span a three-dimensional subspace if and only if their duals \( \tilde{X}_1^{IJ} \) do, so the second lemma above proves this lemma as well. \( \square \)

An important point is that, in spite of having these two seemingly equivalent ways to impose the simplicity and intersection constraints, they are no longer equivalent when one starts to deal with more than two bivectors. Thus, considering, as in the previous subsection, the area bivectors \( A^{IJ} \) obtained by taking the wedge product of the edge vectors corresponding to a tetrahedron one can see that \( A^{IJ} \) satisfy the simplicity and intersection constraints in their first version, namely that there exists a vector \( n^I \) orthogonal to all \( A^{IJ} \), but not in the second version. Indeed, let us consider a three-dimensional tetrahedron built on unit vectors along the axes 1, 2, 3. The corresponding area bivectors are: \( A_{12}^{IJ} = e_1^I \wedge e_2^J \), \( A_{23}^{IJ} = e_2^I \wedge e_3^J \), \( A_{31}^{IJ} = e_3^I \wedge e_1^J \), and the fourth bivector being \( -A_{12}^{IJ} - A_{23}^{IJ} - A_{31}^{IJ} \). Here \( e_{0,1,2,3} \) are unit vectors in the direction of the axes. All four bivectors are orthogonal to the vector \( e_0^I \). However, the dual bivectors \( \tilde{A}_{12}^{IJ} = e_0^I \wedge e_1^J \), \( \tilde{A}_{23}^{IJ} = e_0^I \wedge e_2^J \), \( \tilde{A}_{31}^{IJ} = e_0^I \wedge e_3^J \) do not satisfy the simplicity-intersection constraints in their first version, as there is no vector such that \( \tilde{A}_{12}^{IJ}, \tilde{A}_{23}^{IJ}, \tilde{A}_{31}^{IJ} \) would all be orthogonal to. Instead, these bivectors satisfy the simplicity constraints in their second version, they are all parallel to \( e_0 \).

It is therefore clear that the simplicity and cross-simplicity constraints can be imposed on a set of four Lie-algebra-valued variables \( X^{IJ} \) in two ‘dual’ ways. Indeed, the constraints become the requirement that there exists a vector \( n^I \) such that the four variables \( X^{IJ}n_J \) are all orthogonal \( X^{IJ}n_J = 0 \) to the vector \( n^I \) or are all parallel \( \tilde{X}^{IJ}n_J = 0 \) to it. This is the form of the simplicity constraints that we will use.

In the first case \( X^{IJ}n_J = 0 \) the variables \( X^{IJ} \) can be interpreted as the area bivectors of a geometric tetrahedron: \( X^{IJ} = A^{IJ} \), while in the second case \( \tilde{X}^{IJ}n_J = 0 \) the duals \( \tilde{X}^{IJ} \) admit the same interpretation: \( \tilde{X}^{IJ} = A^{IJ} \).

### 2.4. Self- and anti-self-dual decomposition

Consider now one of the variables \( X^{IJ} \). Consider the following two quantities:

\[
X^{\pm I}(X) := (n_I \tilde{X}^{IJ} \pm \sqrt{\sigma} n_I X^{IJ}).
\]  

Here \( n^I \) is at this stage arbitrary unit vector (future timelike in the Lorentzian case) and \( \sigma = 1 \) in the Euclidean signature and \( -1 \) in the Lorentzian case. It is easy to see that \( X^{\pm I}n_I = 0 \), so
both vectors $X^\pm$ actually take values in the three-dimensional subspace orthogonal to $n^I$. It is also easy to check that

$$X^{\pm I}(\tilde{X}) = \pm \sqrt{\sigma} X^{\pm I}(X),$$

(9)

where $\tilde{\cdot}$ is the Hodge duality operator. Thus, $X^\pm$ are eigenvectors of this operator. They are called the self- and anti-self-dual parts of $X^{IJ}$. Their knowledge is equivalent to the knowledge of $X^{IJ}$ (there is an explicit reconstruction formula that we will not need here).

As we have seen above, when $X^{IJ}$ is simple there exists a vector $n^I$ such that $X^{IJ} n^J = 0$ or, equivalently, a different vector such that $\epsilon^{IJKLM} n^J X^{KL} = 0$. The two distinct criteria of simplicity (and intersection) can then be formulated in terms of self- and anti-self-dual parts of bivectors as:

I : \quad X^{IJ} n^J = 0 \iff X^+J = X^-J = n^I \tilde{X}^{IJ},

(10)

II : \quad \epsilon^{IJKLM} n^J X^{KL} = 0 \iff X^+J = -X^-J = \sqrt{\sigma} n^I X^{IJ}.

(11)

2.5. Identification of bivectors with Lie algebra elements

From now on we restrict our discussion to the Euclidean case. As we have already said, the idea of quantization is to first associate with each bivector a Lie algebra element

$$\hat{X} = X^{IJ} \hat{J}_{IJ},$$

(12)

where $\hat{J}_{IJ}$ are the generators of $SO(4)$

$$[\hat{J}_{IJ}, \hat{J}_{KL}] = i \delta_{IK} \hat{J}_{JL} - i \delta_{JK} \hat{J}_{IL} - i \delta_{IL} \hat{J}_{JK} + i \delta_{JL} \hat{J}_{IK}.$$

(13)

Let us now pick a fixed 4-vector $n_0 = (1, 0, 0, 0)$ and define the corresponding self-dual operators: $X^{\pm I} = (X^I \pm X^0)$, where $X^I \equiv 1/2 \epsilon^{IJKL} X_{KL}$ and $\hat{J}^\pm = (\hat{J}_I \pm \hat{J}_0)$. The Lie algebra element then decomposes in terms of its self- and anti-self-dual parts

$$\hat{X} = \hat{X}_+ + \hat{X}_- \quad \hat{X}_\pm = X^{\pm I} \hat{J}^\pm.$$

(14)

The signs entering the definition of the self-dual operators are such that they form an $su(2) \oplus su(2)$ Lie algebra

$$[\hat{J}^+, \hat{J}^-] = i 2 \epsilon^{ijk} \hat{J}^k, \quad [\hat{J}^+, \hat{J}^-] = 0.$$

(15)

At the group level the described splitting of the Lie algebra into the self- and anti-self-dual parts leads to the isomorphism $SO(4) = SU(2) \times SU(2)/\mathbb{Z}_2$, so that each $SO(4)$ group element $g$ can be represented as $g = (g^+, g^-)$. $g^\pm \in SU(2)$. This isomorphism can be described more explicitly as follows. A point in $\mathbb{R}^4 \sim \mathbb{C}^2$ can be parametrized by a pseudo-unitary $2 \times 2$ matrix

$$x = \begin{pmatrix} \alpha & \beta \\ -\bar{\beta} & \bar{\alpha} \end{pmatrix}. $$

(16)

Transformations

$$SU(2) \times SU(2) \ni (g^+, g^-) : x \rightarrow g^+ x (g^-)^{-1}$$

(17)

preserve the determinant $\det(x) = |\alpha|^2 + |\beta|^2$ and are thus orthogonal transformations of $\mathbb{R}^4$. Of particular interest for us is the ‘diagonal’ subgroup of $SU(2) \times SU(2)$ given by elements of the form $(g, g)$. Let us also mention that under the adjoint action of $SO(4)$ the self- and anti-self-dual elements transform as $SU(2)$ Lie algebra elements:

$$g X g^{-1} = g^+ \hat{X}^+ (g^+)^{-1} + g^- \hat{X}^- (g^-)^{-1}.$$

(18)
2.6. Gravitational and topological sectors

Now, the key point for us is that, as a comparison between the continuous (1) and discrete (3) actions suggests, if the theory is to correspond to the gravitational sector the quantities $X_{IJ}^f$ in (3) should be identified with the duals of the area bivectors $A_{IJ}^f$:

$$X_{IJ}^f = \frac{1}{2} \epsilon^{IJ}_{KL} A_{KL}^f.$$

(19)

Correspondingly, the simplicity and intersection constraints should be imposed in their version (11). The other case, namely with $X_{IJ}^f$ satisfying the constraints in their version (10) corresponds to the topological sector. In the subsequent sections we will see that there exist two corresponding models, one for the gravitational and one for the topological sector.

Let us rewrite the criteria (10), (11) in a more convenient form. We will make all statements about the gravitational sector case. The other case is obtained by a simple duality transformation. Thus, as we have just seen, given four face bivectors $X_f$ associated with a tetrahedron $t$ and satisfying the simplicity and cross simplicity (intersection) conditions there exists a unit vector $n_t$ such that $n_t X_{IJ}^f = 0$. There always exists an $SO(4)$ transformation that brings the vector $n_t^I$ into the fixed reference vector $n_t^I$. Let us denote the inverse of this transform by $(g^+, g^-)$. Thus, $n_t^I = (g^+, g^-)^{-1}$. We have seen that in the case when $n_t^I$ is chosen to point along the ‘time’ axis $n_t^I = (1, 0, 0, 0)$ the self- and anti-self-dual parts of a bivector satisfying the simplicity conditions in their form (11) satisfy $X_f^+ = -X_f^-$ so that $X_f = (X_f^+, -X_f^-)$. The $SO(4)$ rotation maps this bivector into

$$X_f = (g^+ X_f (g^+)^{-1}, -g^- X_f (g^-)^{-1}).$$

(20)

This makes it clear that in the case of a general normal vector $n_t$ the simplicity-intersection constraints on $X_f$ corresponding to the gravitational sector can be formulated as:

$$X_f = \left(\hat{X}_f, -n_t^{-1} \hat{X}_f n_t\right),$$

(21)

where $n_t \in SO(4)$ should be interpreted as carrying information about the normal vector to the tetrahedron containing $X_f$. Similarly, the constraints appropriate to the topological sector take the form:

$$X_f = \left(\hat{X}_f, n_t^{-1} \hat{X}_f n_t\right).$$

(22)

These are the final criteria we will use in the following.

In the next section, we would like to impose the conditions (21) and (22) at the quantum level. We will achieve this via the technique of the coherent states introduced in the context of spin foams by Livine and Speziale [17] and obtain two distinct models that we will interpret as corresponding to the gravitational and topological sectors. The technique of coherent states that we shall use will also allow us to see that the model of Barrett and Crane does impose the correct gravitational constraints (21) but in a form that is too strong: the constraints are imposed for each 4-simplex independently of the other simplices of the triangulation. This will be interpreted as a likely source of all the problems the Barrett–Crane model is known to suffer from. The model of Engle, Pereira and Rovelli [18], on the other hand, will be seen to impose the simplicity constraints in a satisfactory manner. However, as we will see, this model turns out to give a quantization of the topological sector in that it imposes the constraints in their version (22), and is thus unsuitable as a model for quantum gravity. A new model that imposes the constraints in their version (21) will be obtained below.
3. Coherent states and the spin foam model of BF theory

The technique of coherent states is crucial for all the constructions that follow. We will therefore start by a review of this technique. Following [17], we will illustrate this technique by applying it to the BF theory partition function.

3.1. Coherent states

Let us first describe the coherent states for the group SU(2). It will then be trivial to generalize it to SO(4).

We will start from the following obvious decomposition of the identity operator in the representation space $V^j$ of dimension $d_j = 2j + 1$:

$$1_j = \sum_m |j, m\rangle \langle j, m|,$$

(23)

where $|j, m\rangle$, $m \in [-j, j]$ is the usual orthonormal basis in $V^j$. Let us rewrite the same operator by inserting in it the Kronecker delta

$$\delta_{mm'} = d_j \int_{SU(2)} dg t^j_{m|}(g) t^j_{m'}(g)$$

(24)

written in terms of an integral over the group. Here $t^j_{m|}(g)$ is the matrix element of the group element $g$ in the representation $j$ computed between the states $|j, m\rangle$ and $|j, j\rangle$, the latter being the highest weight state. More generally:

$$t^j_{m|}(g) = \langle j, m| g |j, m'\rangle.$$ 

(25)

This gives:

$$1_j = d_j \int_{SU(2)} dg t^j_{m|}(g) t^j_{m'}(g) = d_j \int_{SU(2)} d|j, g\rangle \langle j, g|,$$

where we have introduced a notation:

$$|j, g\rangle = g |j, j\rangle = \sum_m |j, m\rangle t^j_{m|}(g).$$

(27)

The states $|j, g\rangle$ are known as the coherent states, and the last expression in (26) is the decomposition of the identity in terms of these coherent states.

The decomposition of the identity (26) can be further simplified by noting that the matrix elements $t^j_{m|}(g)$ and $t^j_{m|}(gh)$ differ only by a phase for any group element $h$ from the $U(1)$ subgroup of $SU(2)$. Therefore, the integral in (26) can be taken over the coset $G/H$, $G = SU(2)$, $H = U(1)$. Thus, we have

$$1_j = d_j \int_{G/H} d|j, n\rangle \langle j, n|.$$ 

(28)

We will suppress the domain of integration $G/H$ in what follows.

The states $|j, n\rangle$ form (an over-complete) basis in $V^j$. One of the main motivations for using these states comes from the fact that they have a clear geometrical interpretation: let $\hat{J}^i$ be the generators of the $SU(2)$ Lie algebra $[\hat{J}^i, \hat{J}^j] = i\epsilon^{ijk} \hat{J}^k$. We can easily compute the expectation value of these generators in a given coherent state:

$$X^i_{(j, n)} \sigma_i = \langle j, n| \hat{J}^i |j, n\rangle \sigma_i = jn \sigma_i n^{-1} \equiv jn^i \sigma_i,$$

(29)

where the quantities $\sigma_i$ are the Pauli matrices and we have denoted by the same letter the $SU(2)$ matrix $n$ that parametrized the coherent state and the three-dimensional unit vector $\vec{n}$.
that this matrix corresponds to. Thus we see that $|j, n\rangle$ describes a vector in $\mathbb{R}^3$ of length $j$ and of direction determined by the action of $n$ on a unit reference vector. It is convenient to denote this vector by the same letter $\bar{n}$. This geometric interpretation will be extremely useful for us in what follows.

An important remark is as follows. Note that we could in principle define a notion of ‘coherent’ state starting from any state $|j, m\rangle$ instead of the highest weight vector $|j, j\rangle$. Indeed, we would have the same decomposition of unity as in (26). The geometrical interpretation would be, however, drastically different. Namely, we could no longer interpret the states $g|j, m\rangle$ as representing a vector lying on the sphere of radius $j$. Instead, these states correspond to a circle on this sphere of radius $\sqrt{j^2 - m^2}$. Moreover, we can compute the dispersion of the quadratic operator $\hat{J}^2$ with the result being

$$\Delta J^2 = j + j^2 - m^2.$$  

Thus, we see that only the highest and lowest states $m = \pm j$ lead to the coherent states that minimize the uncertainty relation.

It will be of crucial importance for us that there is not one but two coherent states $g|j, j\rangle \equiv |j, g\rangle$ and $g|j, -j\rangle \equiv |j, g\rangle$. In order to relate them let us remark that the group element

$$\epsilon = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$  

is such that

$$\epsilon \hat{g} = \hat{g}\epsilon,$$  

where $\hat{g}$ is the complex conjugate matrix. The matrix element of $\epsilon$ in any representation is given by

$$t^\epsilon_{jm}(g) = (-1)^{j-n}\delta_{n,-m}.$$  

Thus, we have $\langle j, -j|\epsilon|j, j\rangle = (-1)^{2j}$ and therefore the lowest weight vector can be obtained by the action of $\epsilon$ on $|j, j\rangle$. We have

$$|j, -j\rangle = (-1)^{2j}|j, j\rangle.$$  

More generally we can define the conjugate states

$$\bar{|j, m\rangle} \equiv \epsilon|j, m\rangle = (-1)^{j+n}|j, -m\rangle.$$  

These are called conjugate since their matrix elements are the complex conjugates of the usual matrix elements

$$\overline{\langle j, m|g|j, n\rangle} = \langle j, m|\epsilon^{-1}g\epsilon|j, n\rangle = t^{\epsilon^{-1}g\epsilon}_{mn}(g) = (-1)^{2j+n+m}t_{m-n}(g).$$  

We thus obtain two families of coherent states $|j, g\rangle$ and $\bar{|j, g\rangle} = (-1)^{2j}|j, -j\rangle = \sum_m |j, m\rangle t^{\epsilon^{-1}g\epsilon}_{jm}(g).$  

We are eventually interested in coherent states for $SO(4)$. What this discussion shows is that one has four possible coherent states which are given by acting with an $SO(4)$ group element on either of the following states:

$|j, j\rangle \otimes |j, j\rangle, \quad |j, j\rangle \otimes |j, -j\rangle, \quad |j, -j\rangle \otimes |j, j\rangle, \quad |j, -j\rangle \otimes |j, -j\rangle.$  

Note that these four states can be obtained from one another by the action of an $SO(4)$ group element. However, if one considers only the action of the diagonal $SU(2)$ subgroup of elements of the form $(g, g)$ then there are two inequivalent states that cannot be related by such a transformation. As we will see below the state $|j, g\rangle \otimes |j, g\rangle$ will play the key role in the constructions of the topological sector whereas the state $|j, g\rangle \otimes |j, g\rangle$ will be the one relevant to the gravitational sector.
3.2. BF theory

In the approach to spin foam models that derives them from an action principle, the starting point is the fact that gravity can be written as a constrained BF theory. Thus, the strategy devised in [8] is to first construct the partition function of the BF theory on a given triangulation and then impose the simplicity constraints at the level of the partition function. Note that this is rather different from the strategy followed by Barrett and Crane who imposed the simplicity constraints at the level of each 4-simplex, with the starting point being the idea of quantization of a 4-simplex. In the simplicial version of BF theory, the partition function is obtained by imposing the flatness condition on a discrete connection—using a product of $\delta$-functions imposing the constraints that the holonomies around all dual faces are trivial. These constraints are obviously too strong for a gravitational theory and are to be relaxed.

To write these constraints more explicitly, we introduce the following convenient notations. Let us consider two neighboring 4-simplices $\sigma, \sigma'$ of a simplicial decomposition of a 4-manifold. These two simplices intersect along a tetrahedron $t = (\sigma, \sigma')$. One chooses ‘centers’ of these 4-simplices (these centers become vertices of the dual complex), and connects them with an interval—the edge $\sigma \sigma'$ of the dual complex. These dual edges are in one-to-one correspondence with a tetrahedron $t$ of the original simplicial decomposition. Consider now the holonomy $g_t \equiv g_{\sigma \sigma'}$ of the gravitational spin connection along the dual edge $\sigma \sigma'$.

Assuming that the bundle is trivial (or choosing a local trivialization), this holonomy is an element of the group $SO(4)$ in the Euclidean case and $SL(2, \mathbb{C})$ in the Lorentzian setting. Taking a product of these group elements for all the dual edges that form the boundary of the dual face (one has to introduce an orientation of the dual face in an arbitrary fashion) one obtains the holonomy around the dual face. The flatness condition is imposed by requiring all these dual face holonomies to be trivial. The partition function of the theory is then given by

$$Z = \int \prod_t d g_t \prod_f \delta \left( \prod_{t \supset f} g_t \right).$$  \hspace{1cm} (39)

The integral here is over group elements associated with each tetrahedron. The $\delta$-functions impose the constraint that the holonomy around each dual face is trivial.

One then uses the Plancherel decomposition to rewrite the $\delta$-functions into a sum over irreducible representations of the group in question. In the case of $SO(4)$ we use the notation $g = (g_\pm)$ for an $SO(4)$ group element, $j = (j_+, j_-)$ for an $SO(4)$ irreducible representation, $d_j = d_{j_+} d_{j_-}$, $d_j = 2j + 1$ for the corresponding dimension and $\text{tr}_j (g) = \text{tr}_{j_+} (g_+^\dagger) \text{tr}_{j_-} (g_-)$ for the characters. It proves instrumental to split each group element $g_t$ in (39) into a product of two group elements. Given that the group elements $g_t$ have the interpretation of the holonomy along the dual edges, they can be represented as a product of the holonomy $g_{\sigma t}$ from the center of 4-simplex $\sigma$ to the center of tetrahedron $t$ with the holonomy from $t$ to $\sigma'$. Thus, $g_t = g_{\sigma t} g_{t \sigma'}$. The introduced group elements can be integrated over separately without changing the partition function (we assume that the group integration measure is normalized). We will also use the convention that $g_{t \sigma} = g_{\sigma t}^{-1}$. The Plancherel decomposition, together with the introduced trick of doubling the group elements to be integrated over, reduces the BF partition function to the following expression:

$$Z = \sum_{j_t} \prod_f d_j \prod_{(t, \sigma)} d g_{\sigma t} \prod_f \text{tr}_j \left( \prod_{(t \sigma) \supset f} g_{\sigma t} g_{\sigma t} \right).$$  \hspace{1cm} (40)
The key step proposed in [17] is to insert into this expression a multiple decomposition of the identity written in terms of the coherent states. Thus, for each tetrahedron $t$ and each dual face we insert into (40) the following decomposition of unity:

$$l_j = d_j \int d n |j, n) \langle j, n|,$$

$$| j, n) = | j_+, n_-) \otimes | j_-, n_-).$$  \hspace{1cm} (41)

This gives

$$Z = \sum_{j_k} \prod_f d_j \int \prod_{(\sigma, f)} d g_{\sigma f} \prod d_j \prod_{(\sigma, f)} |j_f, n_{\sigma f}) \langle j_f, n_{\sigma f}|. \hspace{1cm} (42)$$

For a triangulation of a four-dimensional manifold there are exactly four dual faces that share each particular dual edge, and thus each group element $g_{\sigma f}$ enters into four characters. Integrating over these holonomies one produces a product of $15j$ symbols—one per 4-simplex—and gets what is known as the spin foam model of BF theory [28]. This derivation is usually done without the insertion of a complete set of states for each tetrahedron, which only complicates the matters in this simple case. However, below we will see that the expression (42) that we wrote is a very useful starting point for the non-topological models.

Another useful interpretation that we can give the expression (42) is to think about the triangulated manifold amplitude that it gives as the product of 'vertex' amplitudes corresponding to 4-simplices $\sigma$ (or vertices of the dual triangulation) and 'edge' amplitudes corresponding to tetrahedra $t$ (or edges of the dual triangulation). The vertex amplitude is a function of the representations $|j_f)$ labelling the faces of $\sigma$ as well as $5 \times 4$ group elements $n_{\sigma f}$ labelling the faces $f$ of tetrahedra $t$. Note that the same face $f$ is shared by exactly two tetrahedra, which we denote by $t(f)$ and $t'(f)$. The vertex amplitude is given by

$$A^v_B |j_f), |n_{\sigma f})| = \prod_f d_j \int \prod d g_{\sigma f} \prod |j_f, n_{\sigma f}((g_{\sigma f})^{-1} g_{\sigma f}) |j_f, n_{\sigma f}). \hspace{1cm} (43)$$

The edge amplitude that corresponds to (42) is simply a $\delta$-function that sets the variable $n_{\sigma f}^\sigma$ of one 4-simplex $\sigma$ to be equal to a similar variable $n_{\sigma f}^\sigma$ corresponding to the same face $f$ but in another 4-simplex. Thus, the edge amplitude is

$$A^e_B |j_f), |n_{\sigma f}^\sigma| = \delta(n_{\sigma f}^\sigma, n_{\sigma f}^\sigma) \hspace{1cm} (44)$$

The full partition function is then obtained by taking a product of vertex and edge amplitudes, summing over $j_f$ and integrating over $n_{\sigma f}^\sigma$.

4. Imposing the simplicity constraints

In the previous section, we have seen that it is possible to associate with each state $|j_f, n_{\sigma f}|$ a bivector

$$X_{ij, n_{\sigma f}}^{J_{ij}, n_{\sigma f}} = |j_f, n_{\sigma f}| J^{IJ} |j_f, n_{\sigma f}|, \hspace{1cm} X_{ij, n_{\sigma f}}^{+} = (X_{ij, n_{\sigma f}}^{+}, X_{ij, n_{\sigma f}}^{-}) \hspace{1cm} (45)$$

where $J^{IJ}$ denotes a basis of $SO(4)$ Lie algebra elements. According to the results of section 2, demanding that these bivectors satisfy the geometrical simplicity and cross simplicity conditions (i), (ii) is equivalent to the requirement that there exists an $SU(2)$ group element $u_1$ (interpreted as characterizing the normal to the three-dimensional plane spanned by the tetrahedron $t$) such that

$$X_{ij, n_{\sigma f}} = (X_{ij, n_{\sigma f}}, -u_1 X_{ij, n_{\sigma f}})^{-1}. \hspace{1cm} (46)$$

This condition is the one relevant for the gravitational sector. The topological sector corresponds to a similar condition, but without the minus sign in the anti-self-dual part.
Using the fact that \( X(jf, n_{\epsilon}) = -X(jf, n) \) and the fact that \( X(jf, nh\phi) = X(jf, n) \) if \( h\phi \equiv \exp(i\phi \sigma_3) \) is a \( U(1) \) element, we can rewrite the simplicity conditions for the gravitational sector in terms of the spins \( jf \) and the \( SU(2) \) elements \( nf \) as:

\[
\begin{align*}
j^+_f &= j^+_f, \quad \text{and} \quad (n^+_f, n^-_f) = (n_{j_f} h_{\phi_f}, u_{j_f} n_{j_f} h^{-1}_{\phi_f} \epsilon),
\end{align*}
\]

(47)

where \( \phi_f \in [0, 2\pi] \). The reason why we have allowed for the presence of an additional \( U(1) \) comes because the group elements \( n_{\epsilon} \) parametrizing the normals are defined modulo the right \( U(1) \). Note that the bivectors are initially invariant under \( U(1) \times U(1) \). However, the diagonal \( U(1) \) invariance is reabsorbed into the definition of \( n_f \) and the anti-diagonal one is taken care by \( \phi_f \). We will see below that these angles can play an interesting role in the construction.

Similarly, the simplicity constraints for the topological sector are equivalent to the following two conditions:

\[
\begin{align*}
j^+_f &= j^+_f = j^-, \quad \text{and} \quad (n^+_f, n^-_f) = (n_{j_f} h_{\phi_f}, u_{j_f} n_{j_f} h^{-1}_{\phi_f}),
\end{align*}
\]

(48)

with the only difference being in the absence of the \( \epsilon \) group element in the anti-self-dual copy.

### 4.1. The Barrett–Crane model

The logic now is to impose the constraints (47) and (48) in the expression (42) for the partition function of the BF theory, with the motivation being that a similar imposition at the level of the continuous theory is known to produce gravity. It is clear that when doing this, one will be imposing the constraints at each tetrahedron. Importantly, as the edge amplitude (44) requires, the constraints are not imposed at each 4-simplex individually since a tetrahedron is shared by two 4-simplices. However, let us see what happens if we ignore this requirement and do impose the constraints at the level of each 4-simplex. Thus, what we would like to do is to impose the gravitational constraint (47) on the group elements \( n_{\epsilon} \) entering the definition of (43) and then integrate over \( n_{j_f}, \phi_f, u_{j_f} \). The integral over \( u_{j_f} \) can be reabsorbed in a redefinition of \( g^-_{\epsilon} \) and the integral over \( \phi_f \) also drops out because of the simplicity constraints \( j^+ = j^- \). It is interesting to note that even if one does not impose the constraint \( j^+ = j^- \) it will be automatically implemented by the integral over the \( U(1) \) group element \( \phi_f \). This gives another reason to introduce this group element—to give a simple tool to impose the constraints \( j^+ = j^- \). After all these operations are done, one is left with the vertex amplitude that only depends on 10 spins \( jf \) and is given by

\[
A_{BC}^{\sigma} |\{j_f\}| = \int \prod_t d g^+_t d g^-_t \prod_{j_f} dn_{\epsilon} \prod_f \langle j_f, n_{\epsilon(f)} | (g^+_t)^{-1} g^+_t (g^-_t)^{-1} g^-_t | j_f, n_{\epsilon(f)} \rangle,
\]

(49)

where we have used the fact that \( |j, g\epsilon) = |j, g\rangle \). The integrals over \( n_{\epsilon} \) can be easily taken as follows:

\[
\int dn |j, g^+ n\rangle \otimes |j, g^- n\rangle = \sum_{m,m'} |j, m\rangle \otimes |j, m'\rangle \int dn' t^+_{nm}(g^+ n) t_{nm'}(g^- n)^{-1}
\]

(50)

\[
= \frac{1}{d_f} \sum_{m,m'} |j, m\rangle \otimes |j, m'\rangle t^+_{nm}(g^+ (g^-)^{-1}).
\]

(51)
Using this result and some obvious changes of variables of integration, it is not hard to reduce (49) to the following, well-known in the literature, expression of the vertex amplitude of the Barrett–Crane model:

\[ A_{BC}^\sigma([j_f]) = \int \prod \int dg \prod \text{tr}_{j_f}((g_{r(f)})^{-1}g_{r'(f)}), \] (52)

where \( \{j_f\} \) is the collection of 10 irreducible representations that label the faces of \( \sigma \), \( t(f), t'(f) \) are the two tetrahedra of \( \sigma \) that share the face \( f \), and \( \text{tr}_{j_f}(g) \) is the character in the \( j \) th representation of an \( SU(2) \) element \( g \). We thus see that the obviously wrong way of imposing the constraints that ignores the fact that the face normals \( n_{tf} \) in two neighbouring 4-simplices should be the same produces the Barrett–Crane amplitude. The above derivation both pinpoints what is wrong about the Barrett–Crane model, as well as suggests a way to remedy the problem.

One very important feature of the Barrett–Crane amplitude, which is also obvious from our analysis, is that it clearly corresponds to the gravitational and not the topological sector. This fact is in agreement with the analysis of Baez and Barrett [21] where it was shown, using very different arguments, that the Barrett–Crane way of implementing the constraints cannot lead to a quantization of the topological sector.

It is illuminating to see the impossibility of having the topological sector ‘Barrett–Crane’ model via our technology. Indeed, in an analogue of the Barrett–Crane model for the topological sector, the amplitude should be obtained by implementing the topological constraints (48) and therefore using the coherent states \( |j, n_{tf} \rangle \otimes |j, n_{tf} \rangle \) instead of \( |j, n_{tf} \rangle \otimes |j, n_{tf} \rangle \). However the integral

\[ \int d\mu |j, g^n \rangle \otimes |j, g^{-n} \rangle = \sum_{m, m'} |j, m \rangle \otimes |j, m' \rangle \int d\mu t_{m j}^j (g^n) t_{m' j}^j (g^{-n}) \] (53)

\[ = \sum_{m, m'} |j, m \rangle \otimes |j, m' \rangle \int d\mu t_{m j}^j (g^n) t_{m' j}^j (\epsilon g^{-n} \epsilon^{-1}) \] (54)

\[ = \frac{1}{d_j} \sum_{m, m'} |j, m \rangle \otimes |j, m' \rangle t_{m m}^j (\epsilon g^{-n} \epsilon^{-1}) t_{j j} (\epsilon) = 0 \] (55)

is vanishing since \( t_{jj}(\epsilon) = 0 \). Thus, one clearly sees that there is no way to impose the constraints of the topological sector à la Barrett and Crane on each vertex amplitude separately.

We have not discussed the closure constraints so far. However, these constraints are automatically imposed by the integrals over the \( SO(4) \) holonomy group elements \( g_{ij} \). Indeed, these integrals ‘average’ the sum of all four bivectors corresponding to a tetrahedron over all directions. Thus, only the configurations that add up to zero survive the integration.

The above derivation has made it clear that, despite the important feature of the Barrett–Crane model as corresponding to the ‘right’ gravitational sector of the theory, it is, however, plagued by a deficiency. Indeed, as we have seen, in order to construct the Barrett–Crane model one has to integrate separately over the \( n_{tf}^\sigma \) variables for each 4-simplex. But since the variables \( n_{tf}^\sigma \) describe the bivectors corresponding to the faces of a tetrahedron \( t \), the Barrett–Crane model describes ‘geometry’ in which a tetrahedron \( t \) viewed from one simplex has a completely different ‘shape’ as when viewed from a different 4-simplex. This is clearly not a geometrically adequate way of implementing the constraints. A related comment is that the Barrett–Crane vertex amplitude does not depend on the normals \( n_{tf} \), which means that some of the geometric information about the geometry of the triangulated manifold is lost. It is possible that the fact [14–16] that this vertex amplitude is dominated by degenerate tetrahedra is precisely due to this loss of geometrical information.
4.2. The topological sector and the model of [18]

From the analysis performed in the previous subsection it became clear that the main deficiency of the Barrett–Crane model is easy to resolve. The idea for how to do it is a simple extension of the set of ideas developed in [8]. Namely, the continuum partition function of BF theory is expressed as an integral over the connection field $A$ and the 2-form field $B$. In the previous section, we saw that at the discrete level the BF theory partition function can be expressed as a double integral over the connection (holonomies) and face variables $X_{tf}$, see (42), where $X_{tf}$ are described by the group elements $n_{tf}$. Similarly to the continuum theory, one should impose the simplicity constraint at the level of the measure of integration over $X_{tf}$. Importantly, since each tetrahedron $t$ is shared by two 4-simplices $\sigma, \sigma'$ the same variable $X_{tf}$ does appear in two vertex amplitudes. Imposing the constraints at the level of the integration measure over $X_{tf}$ means that while we ask these bivectors to be simple we also impose the condition that $X_{\sigma tf} = X_{\sigma' tf}$. Geometrically this corresponds to the condition that the geometry of the tetrahedron $t$ viewed from the point of view of 4-simplex $\sigma$ agrees with the geometry viewed from $\sigma'$.

We start by applying the above considerations to the topological sector of the theory. The constraints we have to impose are: (i) instead of summing over all $SO(4)$ representations $j_f$ we sum only over the simple representations $j_f = (j_f^+, j_f^-)$ and (ii) instead of integrating over all group elements $n_{tf}$ we integrate over the normals of the form $n_{tf} = (n_{tf} h_{\phi tf}, u_{tf} n_{tf} h_{\phi tf}^{-1})$.

After some simple changes of variables of the integration the integrals over $u_{tf}$ and $h_{\phi tf}$ can be dropped and we are left with the following amplitude:

$$\tilde{Z}_{\text{Top}} = \sum_{j_f} \prod_{f} d^2 j_f \int d n_{tf} \int \prod_{(\alpha, \sigma)} d g_{\alpha \sigma} d g_{\alpha \sigma}^{-1} \prod_{(\alpha, \sigma)} \langle j_f, n_{tf} | (g_{\alpha \sigma}^+)^{-1} g_{\alpha \sigma}^- | j_f, n_{tf} \rangle \langle j_f, n_{tf} | (g_{\alpha \sigma}^-)^{-1} g_{\alpha \sigma}^+ | j_f, n_{tf} \rangle.$$  \hspace{1cm} (56)

where all the integrals are over $SU(2)$ elements.

As in the case of the Barrett–Crane model it might seem that only two out of three constraints—namely, simplicity and cross-simplicity, but not the closure were imposed. However, as before, the integration over variables $g_{\alpha \sigma}$ does impose the closure constraints since

$$\sum_{f \subset t} \hat{X}_f = \sum_{f \subset t} \left( \bigotimes_f \int d g_{\alpha \sigma} | j_f, g_{\phi tf} \rangle \right) = 0.$$  \hspace{1cm} (57)

It is clear from the above expression that the essential difference between this model and the model for BF theory is in the form of the intertwiner which is inserted for each pair $f,t$.

Indeed, instead of inserting the decomposition of the identity of the BF model:

$$1_{j^+ j^-} \otimes 1_{j^+ j^-} = d_{j^+} d_{j^-} \int d n^- d n^+ | j^-, n^- \rangle \otimes | j^+, n^+ \rangle | j^-, n^- \rangle \otimes | j^+, n^+ \rangle,$$  \hspace{1cm} (58)

the model we are discussing is obtained by inserting the simple intertwiner

$$T_j \equiv d^2 \int d n | j, n \rangle \otimes | j, n \rangle | j, n \rangle \otimes | j, n \rangle.$$  \hspace{1cm} (59)

One can compute this intertwiner by recalling the standard tensor product isomorphism $V_j \otimes V_j = \oplus_{l=0}^{2j} V_l$, which is realized in terms of the group invariant maps. Thus, there exist invariant maps

$$C^{j^+ j^-} : V^{j^+} \otimes V^{j^-} \rightarrow V^k, \quad C^{j^+ j^-} : V^k \rightarrow V^{j^+} \otimes V^{j^-}.$$  \hspace{1cm} (60)
These maps are unique up to normalization, we chose the normalization such that
\[ \sum_{k=j-j-1}^{j+j-1} d_k C^{j+j-k} C^{j+j-k} = 1, \quad C^{j+j-k} C^{j+j-k} = \delta_{j-k} \delta_{j-k} \cdot \sum_{k=j-j-1}^{j+j-1} d_k \delta_{k,j} \delta_{k,j}. \]  
(61)
The matrix elements of these intertwiners are the Clebsch–Gordan coefficients (3j symbols) and their complex conjugates
\[ C_{m^+ m^-}^{j,j} = \langle j, m^+ | \otimes | j, m^- \rangle, \quad C_{m^+ m^-}^{j,j} = \langle j, m^- | \otimes | j, m^+ \rangle \]  
(62)

It is now not hard to show that
\[ |j, m^+ \rangle \otimes | j, m^- \rangle = \sqrt{d_j} C^j | \langle 2j, n \rangle \rangle, \]  
(63)
where we have denoted \( C^j \equiv C^{j/2} \). The fact (63) is of importance, so it is worth seeing how this comes about in detail. Let us recall the definition (27) of the coherent states in terms of the matrix elements. Using this we can write
\[ |j, m^+ \rangle \otimes | j, m^- \rangle = \sum_{m^+ m^-} |j, m^- \rangle \otimes | j, m^+ \rangle C_{jjm^+ m^-}^{j,j}(n). \]  
(64)

We now use the formula (A.2) for the product of two matrix elements involving the Clebsch–Gordan coefficients to re-write:
\[ |j, n \rangle \otimes | j, n \rangle = \sum_{m^+ m^+} |j, m^- \rangle \otimes | j, m^+ \rangle C_{jjm^+ m^-}^{j,j}(n) \]  
(65)

However, it is easy to see that the last Clebsch–Gordan coefficient is only non-zero for \( m' = j + j = 2j \), and that the only representation for which this is possible is \( k = 2j \). The Clebsch–Gordan coefficient of relevance is computed in the appendix, with the result being
\[ C_{jjm^+ m^-}^{j,j} = \delta_{j-k} \delta_{j-k} \sqrt{d_j} \delta_{j-k}^{j,j}. \]  
(66)
This implies that
\[ |j, n \rangle \otimes | j, n \rangle = \sqrt{d_j} \sum_{m^+ m^-} |j, m^- \rangle \otimes | j, m^+ \rangle C_{jjm^+ m^-}^{j,j}(n) \]  
(67)

which proves (63). We can now easily perform the integral
\[ T_j = d_j^2 d_j^2 \int d_n \overline{C}^j |\langle 2j, n \rangle \rangle (2j, n) |C^j \rangle = d_j^2 \overline{C}^j \circ C^j. \]  
(68)
Note that this intertwiner is proportional to a projector \( T_j T_i = \delta_{i,j} \left( \frac{d_j^2}{d_j^2} \right) T_j \).

This intertwiner is (up to normalization) the one introduced by Engle, Pereira and Rovelli in [18]. This shows that the model we obtain after integrations over the group elements \( g_{\pm} \) is (up to a different edge normalization) the model of [18]. However, it is clear from our analysis that this model gives a quantization of the topological, not the gravitational sector. Thus, despite providing an important step in the right direction, the model of [18] is unlikely to give an interesting model of four-dimensional quantum gravity.
For completeness of the exposition, let us show explicitly how one recovers the model of [18] as it is presented in this reference. First, let us introduce the following intertwiner:

$$Y_i(j_1, \cdots, j_4) \equiv \sum_m C_{j_1j_2i|m} \otimes C_{j_3j_4i|m} : V_{j_1} \otimes \cdots \otimes V_{j_4} \to \mathbb{C}. \quad (69)$$

This intertwiner appears in the result of evaluation of the following group integral:

$$\int dt^h(g) \otimes \cdots \otimes t^h(g) = \sum_i \bar{d}_i Y_i(j_1, \cdots, j_4) Y_i(j_1, \cdots, j_4). \quad (70)$$

The problem of computation of the partition function (56) of the topological spin foam model reduces to that of evaluation of the integral

$$I = \int d^g (+) d^g (-) \otimes \sum_{i=1}^4 (t^{i^+}(g^+) \otimes t^{i^+}(g^-)) C_{j_1j_2i|2j_1, n_1}). \quad (71)$$

This can be done by a repeated use of (70). One finds:

$$I = \sum_{k, l, r, s} d_k \cdot d_l \cdot \bar{Y}_{i^+}(j_i) \otimes \bar{Y}_{i^-}(j_i) f_{i^+_i^-}(j_i) \bar{Y}_k(2j_k) \otimes \sum_{i=1}^4 \mathbb{C}_{j_1j_2i|2j_1, n_1}, \quad (72)$$

where

$$f_{i^+_i^-}(j_i) = \langle Y_{i^+}(j_i) \otimes Y_{i^-}(j_i) \rangle \otimes \sum_{i=1}^4 \mathbb{C}_{j_1j_2i|2j_1} \quad (73)$$

are precisely the coefficients introduced in [18]. The vertex amplitude is then given by

$$A_{\text{Top}}(j_f, k_e) = \sum_{i^+_i^-} 15 \mathbb{S}_{O(4)}(j_f, j_f, i^+_i^-) \prod_i d_i \cdot d_i \cdot f_{i^+_i^-}. \quad (74)$$

The dimension factors we obtain are not all included in [18]. Apart from that, the amplitude is exactly the one proposed in this reference. The final model is obtained by summing over $k_e$ and $j_f$ with the measures $\sum_k d_k$ and $\sum_j d_j^2$ and by associating with each strand of the dual edge (equivalently each pair $tf$) a factor of $d_j^2$. This is the model described in [18] with a slightly different choice of the edge amplitudes. Note that the precise form of the edge amplitude depends on how the simplicity constraints are imposed.

The model of [18] thus solves the main problem of the Barrett–Crane model: it does solder the geometry of one tetrahedron to the geometry of the same tetrahedron viewed from another 4-simplex. That in itself is a great success. The use of the coherent states renders the construction leading to this model rather transparent in that it recovers it from simple and well-motivated operations on the partition function of the BF theory. However, as we have already emphasized above, the model described gives a quantization of the topological sector of the constrained BF theory.

### 4.3. The gravitational sector: a new model

The two models described above, namely that of Barrett–Crane and that of Engle et al each have its own merit, but, as was clear from our analysis, both fail to provide a satisfactory model for 4D quantum gravity. Our analysis however also suggests a way to merge together the advantages of the Barrett–Crane model (as corresponding to the gravitational sector) with the advantages of Engle et al model (soldering the neighboring geometry). This leads to a new spin foam model free of the described drawbacks.

The idea is essentially the same as that already implemented in the case of the topological sector. Thus, we impose the following two constraints on the partition function of the BF theory: (i) only the simple representations will be included in the state sum and (ii) instead of
integrating over all $SO(4)$ group elements $n_f$ we integrate only over the one having the form $n_f = (n_t h_{\phi t}, u_t, n_t e h_{\phi t}^{-1})$. As we have seen above the effect of the group element $\epsilon$ is to select the coherent states $|j, n\rangle \otimes |j, n\rangle$ instead of $|j, n\rangle \otimes |j, n\rangle$. After some simple changes of variables of integration the integrals over $u_t$ and $h_{\phi t}$ are again dropped and we are left with the following partition function:

$$Z_{\text{Grav}} = \sum_{j_f} \prod_f d^2 j_f \int \prod_f d n_{tf} \int \prod_{(t, \sigma)} d g_{\sigma t}^+ d g_{\sigma t}^- \times \prod_{(t, f)} \langle j_f, n_{tf} | (g_{\sigma t}^+)^{-1} g_{\sigma t}^- | j_f, n_{tf} \rangle \langle j_f, n_{tf} | (g_{\sigma t}^-)^{-1} g_{\sigma t}^+ | j_f, n_{tf} \rangle, \quad (75)$$

where all the integrals are over $SU(2)$ elements.

We therefore see that imposing the simplicity and cross-simplicity constraints as appropriate for the gravitational sector means that the following intertwiner is inserted into each ‘strand’ (corresponding to a face $f$) of each dual edge (corresponding to a tetrahedron $t$)

$$G_j \equiv d^2 j \int d n |j, n\rangle \otimes |j, n\rangle \langle j, n| \otimes |j, n\rangle. \quad (76)$$

Using arguments similar to those in the previous section one can show that

$$|j, n\rangle \otimes |j, n\rangle = \sum_{k=0}^{2j} d_k \sqrt{C^j_k} C^j_{j-k} (t^k(n)|k, 0\rangle), \quad (77)$$

where the Clebsch–Gordan coefficient

$$C^j_k = (C^j_{j-k})^2 = \frac{(2j)! (2j)!}{(2j - k)! (2j + k + 1)!} \quad (78)$$

is computed in the appendix and $|k, 0\rangle$ denotes the $SU(2)$ invariant (spherical) state in the representation $V_k$.

To prove (77) we consider the tensor product

$$|j, j\rangle \otimes |j, -j\rangle = \sum_k d_k \sqrt{C^j_k} C^j_{j-k} (|j, j\rangle \otimes |j, -j\rangle) \quad (79)$$

$$= \sum_{k, m} d_k C^j_{j-k} |k, m\rangle C^j_{j-k} = \sum_k d_k \sqrt{C^j_k} |k, 0\rangle C^j_{j-k}. \quad (80)$$

where in the first line we have used the decomposition of the identity in terms of the Clebsch–Gordan coefficients, and in the second line the fact that the relevant Clebsch–Gordan coefficient is zero unless $m = 0$. This establishes the result (77) for the case $n = \text{Id}$. The general case follows by considering the action on this state of the matrix $t^j(g) \otimes t^j(g)$ and using the intertwining property of the Clebsch–Gordan coefficients. Using (77) one obtains

$$G_j \equiv d^2 j \sum_{k=0}^{2j} d_k \sqrt{C^j_k} C^j_{j-k} \otimes C^j_{j-k}. \quad (81)$$

We note that for $k = 0$ this intertwiner is the product of the usual Barrett–Crane intertwiners. Moreover, as the coefficients $C^j_k$ decrease with $k$ increasing

$$C^j_0 = \frac{1}{d^j}, \quad C^j_k = \frac{d^j - k}{d^j + k} C^j_{k-1}, \quad (82)$$

the Barrett–Crane intertwiner is in a certain sense the dominant term in the sum (81).
To finish with the presentation of the model we describe it explicitly in terms of the 15j symbols. Similarly to what we have done in the previous subsection, we integrate over the $SO(4)$ holonomy group elements. The result is most conveniently presented by introducing the set of coefficients:

$$f_{l_i}^{j_1, k_i} \equiv \langle Y_{l_i}^{j_1} \otimes Y_{k_i} \rangle_{SO(4)}.$$

In terms of these the vertex amplitude is given by

$$A^{\text{Grav}}(j_f, k_{tf}, l_t) = \sum_{i, t_i} 15j_{SO(4)}(j_f, j_f, i_t^+ - i_t^-) \prod_t d_{i_t^-} d_{i_t^+} f_{l_t}^{j_t, k_t}(j_f, k_{tf}).$$

The full model is obtained by summing over $k_{tf}$ and $k_f$ with the measures

$$\sum_{j_f} \prod f d^2 j_f, \sum_{l_t} \prod_t d_{i_t}, \sum_{k_{tf}} \prod_{i_{tf}} C_{j_{tf}}.$$

Let us note that, similar to what happens in the case of the model [18], the boundary spin networks of the model described are 4-valent. The $SO(3)$ spins $k_{tf}$ label the edges while $l_t$ label the vertices of the boundary $SO(3)$ spin networks.

5. The Immirzi parameter

An important quantity that figures prominently in the loop approach to quantum gravity is the Immirzi parameter, customarily denoted by $\gamma$. The importance of this parameter is illustrated by the fact that it enters in the combination $\bar{h}G\gamma$ into the expressions for the spectra of geometrical operators, see e.g. [29]. At the classical level this parameter is present in the classical action, and, even though does not modify the equations of motion of the theory, it does modify its symplectic structure. This parameter arises in our context as being present in the relation between the Lie-algebra-valued 2-form field $B^{IJ}$ of the BF formulation of gravity and the frame field 1-forms $e^I$. Thus, we have, in the case of non-trivial $\gamma$, see [30]:

$$B^{IJ} = \left( \frac{1}{2} \epsilon^{IJ}_{KL} + \frac{1}{\gamma} \delta^I_K \delta^J_L \right) e^K \wedge e^L.$$

One of the puzzles associated with the Barrett–Crane model has always been the fact that it was not possible to construct a spin foam model incorporating the Immirzi parameter, see [31] for a discussion and some early developments on this problem.

We would now like to describe how the approach we have developed in the present paper sheds new light on this problem. As we have already seen above, at the discrete (simplicial) level an important role is played by the relation between the Lie-algebra-valued variables $X^{ij}$ and the ‘area’ bivectors $A^{ij}$, see (19). Introduction of the Immirzi parameter changes this relation to:

$$X^{ij} = \tilde{A}^{ij} + \frac{1}{\gamma} A^{ij} \iff A^{ij} = \frac{\gamma}{1 - \gamma^2} (X^{ij} - \gamma \tilde{X}^{ij}),$$

where we have assumed that $\sigma = 1$ for simplicity (Riemannian signature). The original gravitational case (19) can be recovered from this general relation by sending $\gamma \to \infty$.

We have already seen that the geometrically correct way to impose the simplicity and cross-simplicity constraints is to demand that there is a vector $n_I$ such that all the area bivectors $A^{ij}$ are orthogonal to $n_I$. In the case of a non-zero Immirzi parameter this leads to the requirement

$$n_I A^{ij} = 0 \iff n_I X^{ij} - \gamma n_I \tilde{X}^{ij} = 0.$$
When written in terms of the self-dual decomposition this is rephrased as the requirement that there exist $X$ in $\text{su}(2)$ and $u \in \text{SU}(2)$ such that
\begin{equation}
X_f = \left(1 + \frac{1}{\gamma}\right)X_f - \left(1 - \frac{1}{\gamma}\right)u X_f u^{-1}.
\end{equation}

It is now clear that there are two distinct cases to consider: $\gamma > 1$ and $\gamma < 1$ (only the first of these cases was discussed in the original arxiv version of this paper). For $\gamma > 1$, the quantum version of the simplicity constraints amounts to the following restriction on the irreducible representations of $SO(4)$:
\begin{equation}
\gamma > 1 \quad j^\pm = \frac{\gamma + 1}{\gamma} j.
\end{equation}
where $j^\pm, j$ are half-integers. It is clear that this condition can be satisfied only if $\gamma$ is rational, and given by
\begin{equation}
\gamma = \frac{j^+ + j^-}{j^+ - j^-} > 1.
\end{equation}
Moreover, in the case $\gamma > 1$ the coherent states to be used when imposing the constraints are the ones in their ‘anti-parallel’ version $|j, g\rangle \otimes |j, g\rangle$, as is clear from the presence of the minus sign in front of the second entry in (89).

For $\gamma < 1$ we have
\begin{equation}
\gamma < 1 \quad j^\pm = \frac{1 + \gamma}{\gamma} j.
\end{equation}
The corresponding rational value of $\gamma$ is
\begin{equation}
\gamma = \frac{j^+ - j^-}{j^+ + j^-} < 1.
\end{equation}
It is clear that in this case the coherent states to be used are the ‘parallel’ ones $|j, g\rangle \otimes |j, g\rangle$.

From (91), (93) we see that the Immirzi parameter is quantized. The case $\gamma = \infty$ is the one previously studied where $j^+ = j^-$. Now, for either of the cases (91) or (93) let us write the irreducible representations of $SO(4)$ compatible with the simplicity condition as:
\begin{equation}
\gamma^\pm = \gamma^{\pm} j.
\end{equation}
The above considerations allow us to write a spin foam model that corresponds to a non-zero $\gamma$. There are two different models, depending on whether $\gamma$ is greater or smaller than unity. As before, one needs to specify only the intertwiner associated with each pair $tf$.

For the $\gamma < 1$ case the appropriate intertwiner is given by
\begin{equation}
T^\gamma_j \equiv d_{j^+, \gamma} d_{j^-, \gamma} \int d\gamma^+ j^+, n \otimes \gamma^- j^-, n \langle j^+, n| \otimes \langle j^- n| \langle j^+, n| \otimes \langle j^- n|.
\end{equation}
In the $\gamma > 1$ case the intertwiner is:
\begin{equation}
G^\gamma_j \equiv d_{j^+, \gamma} d_{j^-, \gamma} \int d\gamma^+ j^+, n \otimes \gamma^- j^-, n \langle j^+, n| \otimes \langle j^- n| \langle j^+, n| \otimes \langle j^- n|.
\end{equation}
The relevant Clebsch–Gordan coefficients are computed in the appendix.
One sees that both $T_\gamma$ and $G_\gamma$ do not contain the trivial representation in their decomposition. This gives one explanation of why it was impossible to find them using the Barrett–Crane way of imposing the constraints.

One specially interesting case is that of $\gamma = 1$, or, equivalently $(\gamma^+ = 1, \gamma^- = 0)$. In this case one might naively expect to get a self-dual model. However, as can be seen from (87), this limit is singular and the geometrical interpretation of $X_f$ is lost. Thus, the self-dual formulation of gravity should not be expected to arise from this limit, at least not in a naive way. We note that, interestingly, for this value of $\gamma$ the intertwiners of both the gravitational and topological sectors simplify and are equal to the identity operator

$$G^1_j = T^1_j = 1_j.$$

6. A new model: Lorentzian signature

An added benefit of our construction is that it is possible to generalize the whole discussion to the Lorentzian case.

In case of the Lorentz group we have an isomorphism $SO(1, 3) \sim SL(2, C)$. This isomorphism can be realized explicitly by considering the action of $SL(2, C)$ on Hermitian $2 \times 2$ matrices: $SL(2, C) \ni g : x \rightarrow gxg^\dagger$, where $g^\dagger = (g^*)^T$ is the Hermitian conjugation. This transformation preserves the determinant of $x$, and is thus an orthogonal transformation. As in the Euclidean case, there is the ‘canonical’ $SU(2)$ subgroup, which is just the natural $SU(2)$ subgroup inside $SL(2, C)$ and which fixes the vector in $M^{1,3}$ that is represented by the identity matrix $x$. The Lorentzian Barrett–Crane model is obtained by integrating over precisely the described diagonal $SU(2)$ subgroup in each strand forming the dual edge. As we will see, a more illuminating way to derive the Lorentzian Barrett–Crane model is via the coherent states.

The key question for us is which coherent states should one work with? Coherent states for the Lorentz group have been considered in the literature [35, 36], but the context of these references is not quite what we need. One possible notion is to start with an $SU(2)$ invariant state $|\rho, 0\rangle$ and act on it with a group element to define $|\rho, g\rangle$. Because the state $|\rho, 0\rangle$ is $SU(2)$-invariant, this state is labelled by a point in $H^1$. However, this is analogous to considering the coherent states arising from $|j, 0\rangle$ instead of $|j, j\rangle$ in the case of $SU(2)$, which is not the correct prescription, as the uncertainty is not minimized in this case. As we shall see below, the correct coherent states turn out to be labelled by a point on the (projective) null cone. The following subsections develop the corresponding techniques in some detail. Once these states are identified the construction of the Lorentzian gravitational model follows the same lines as in the Euclidean case.

6.1. $SL(2, C)$ simple representations

Let us first review how the irreducible unitary representations of the Lorentz group are constructed. According to the general representations theory of non-compact groups developed in e.g. [34], irreducible representations are easiest to describe in the space of functions on the so-called space of horospheres in the group, which is the homogeneous group manifold $N \backslash G$, where $N$ is the largest nilpotent subgroup of $G$. For $G = SL(2, C)$ the nilpotent subgroup can be chosen to be the group $N_e$ of upper diagonal matrices with 1 on the diagonal. Let us parametrize the space $B := N_e \backslash SL(2, C)$ by two complex numbers $z_1, z_2 \in C^*$, where $C^*$ is the extended complex plane. The parametrization is as follows:
\( b(z, w) = \left( z_1^{-1} 0 \right) z_2 \). \hfill (100)

The right action of the group \( G \) on \( B \) translates then to the so-called affine action:
\[
b(z_1, z_2) \begin{pmatrix} a & b \\ c & d \end{pmatrix} \sim b(az_1 + cz_2, bz_1 + dz_2), \hfill (101)
\]

where the equivalence is that of the left multiplication by an \( N_+ \) group element. The simplicity of the above action of \( G \) on \( B \) allows for an immediate description of the irreducible representations: they are realized in the spaces of homogeneous functions on \( B \) of some degree:
\[
F(\lambda z_1, \lambda z_2) = \lambda^\sigma \bar{\lambda}^{\sigma'} F(z_1, z_2), \hfill (102)
\]

Another, often more convenient realization of these representations is in the space of functions of one complex variable, which is possible in view of the above homogeneity property. Thus, we introduce a new complex variable \( z = z_1/z_2 \) on which the group acts by fractional linear transformations. We then have
\[
F(z_1, z_2) = \bar{z}_2 \bar{z}_2^{\sigma'} f(\bar{z}), \hfill (103)
\]

The transformed function is, on the other hand,
\[
T_g \circ F(z_1, z_2) = (bz_1 + dz_2)^\sigma (bz_1 + dz_2)^{\sigma'} F \left( \frac{az_1 + cz_2}{bz_1 + dz_2}, 1 \right) = \bar{z}_2 \bar{z}_2^{\sigma'} T_g \circ F(z_1, 1), \hfill (104)
\]

which defines the action in the space of functions of one variable:
\[
T_g^{\sigma, \sigma'} f(z) = (bz + d)^\sigma (bz + d)^{\sigma'} f \left( \frac{az + c}{bz + d} \right). \hfill (105)
\]

A detailed analysis of [34] shows that the unitary irreducible representations are parametrized by a pair \( (s, \rho) \), \( s \in \mathbb{Z}, \rho \in \mathbb{R}_+ \) and correspond to
\[
\sigma = -s - i\rho - 1, \quad \sigma' = s - i\rho - 1. \hfill (106)
\]

The group action is therefore
\[
T_g^{(s, \rho)} \circ f(z) = |bz + d|^{-2(1+i\rho)} \left( \frac{bz + d}{|bz + d|} \right)^{2s} f \left( \frac{az + c}{bz + d} \right), \hfill (107)
\]

and the Hermitian product simply
\[
\langle f | g \rangle = \frac{1}{\pi} \int d^2z \bar{f}(z)g(z). \hfill (108)
\]

The series of unitary irreducible representations \((0, \rho)\) and \((s, 0)\) are often referred to as simple. Loosely speaking, the two series can be referred to as simple ‘continuous’ and ‘discrete’ correspondingly. Note, however, that there is no discrete series of representations of \( SL(2, \mathbb{C}) \) of the type familiar from the context of the real group such as \( SL(2, \mathbb{R}) \). The simple representations play a special role for they admit a nice geometric interpretation in terms of simple bivectors. Namely, let us compute the two Casimirs. Denoting by \( J^{AB} \) the Hermitian generators of \( SO(3, 1) \) these are given by
\[
\frac{1}{2} J^{AB} J_{AB} = s^2 - \rho^2 - 1, \quad \frac{1}{2} J^{AB} \bar{J}_{AB} = 2s\rho. \hfill (109)
\]

Therefore, we see that \( s = 0 \) or \( \rho = 0 \) solves the simplicity constraints and that \( s = 0 \) is the sector where \( J \) is timelike hence \( \bar{J} \) spacelike.

There exists another convenient realization of representations \((s, \rho)\) in terms of functions (for the case of \( s = 0 \)) or sections of some bundle (for \( s \neq 0 \)) over the null cone or over the
hyperboloid $H_3$. The case of representations $(0, \rho)$ is the simplest one and we will restrict our attention to it.

From now on we will use the Dirac bra–ket notation and denote $f(z) \equiv \langle f | \rho, z \rangle$. As we will see the states $| \rho, z \rangle$ will be our coherent states in the Lorentzian case. In order to study their properties as well as their relation with the Euclidean coherent states it is convenient to employ two different realizations of the representations $(0, \rho)$.

The first realization is obtained from the fact that $SO(3, 1)$ acts by its geometrical action on the space of functions on the null cone. The simple representation $(0, \rho)$ is obtained by considering the functions which are homogeneous of degree minus $1 + i \rho$, that is $\phi(\lambda \xi) = |\lambda|^{-1-i\rho} \phi(\xi)$. The intertwining operator between this realization and the realization (107) is such that the value of this function on the lightcone along its intersection with the plane $x_0 + x_3 = 1$ exactly matches $f(z)$ (this intersection is the complex plane $\mathbb{C}^*$, so this condition makes sense). Namely given a complex number we can construct a null vector represented as zero determinant Hermitian matrix

$$\xi(z) = \begin{pmatrix} 1 & z \\ \bar{z} & |z|^2 \end{pmatrix}$$

and the identification is simply $\phi_f(\xi(z)) = f(z)$. In terms of the Dirac notation this means that we introduce states $| \rho, \xi \rangle$ which are such that

$$| \rho, z \rangle = | \rho, \xi(z) \rangle, \quad | \rho, \lambda \xi \rangle = |\lambda|^{-(1+i\rho)} | \rho, \xi \rangle.$$  

(111)

The intersection of the null cone with the plane $x_0 = 1$ is a 2-sphere. We can therefore parametrize the null vector up to a scale by a point $n(z)$ on the 2-sphere. For instance $\xi(z) = (1 + |z|^2)(1, \bar{n}(z))$ where $\bar{n}(z) = n(z) \sigma_3 n(z)^{-1}$ and $n(z)$ is represented by a unitary matrix

$$n(z) = \frac{1}{\sqrt{1 + |z|^2}} \begin{pmatrix} 1 & z \\ -\bar{z} & 1 \end{pmatrix}.$$  

(112)

We therefore have a realization in terms of function on $S^2$ or states $| \rho, n \rangle$, the relation with other realization is given in terms of the coherent states by

$$| \rho, n(z) \rangle = (1 + |z|^2)^{1+i\rho} | \rho, z \rangle.$$  

(113)

The second realization is in terms of functions on $H^3$. The representation $(0, \rho)$ can be obtained from functions on $H^3$ which satisfy the wave equation

$$\Box_{H^3} \phi(X) = -(\rho^2 + 1) \phi(X).$$  

(114)

The scalar product is normalized to be

$$\langle f | g \rangle = \int_{H^3} \frac{dX}{(2\pi)^3} \tilde{f}(X) g(X).$$  

(115)

The intertwining operator between this and the previous realization is given as follows. One can use function on the light cone as the boundary data for such solutions of the wave equation (114). It is important to remark that a solution of (114) can be obtained from a solution of the equation $\Box_{\mathbb{R}^3} \phi(X) = 0$ provided that $\phi(X)$ is extended inside the light cone as a homogeneous function of degree $-(1 + i\rho)$ or of degree $-(1 - i\rho)$. The fact that there are these two possibilities is an important subtle point. It is related to the fact that the representations $(0, \rho)$ and $(0, -\rho)$ are equivalent. More explicitly, the relation between the
two realizations is as follows. A point \( x \in H_3 \) is represented by the following Hermitian matrix:

\[
X = \begin{pmatrix}
x_0 + x_3 & x_1 + i x_2 \\
x_1 - i x_2 & x_0 - x_3
\end{pmatrix}
\]  

of unit determinant. Let us now define the function:

\[
K_\rho(X, z) := \langle \rho, X \mid \rho, z \rangle := \frac{1}{\pi} \text{tr}(\xi(z) \tilde{X}) - (1+i\rho) \equiv \frac{1}{2} \xi(z) \cdot \tilde{X} - (1+i\rho),
\]

where \( \tilde{X} = X^{-1} \det(X) \) if \( X \) is invertible and \( \cdot \) denotes the scalar product on \( \mathbb{R}^{1,3} \). It is convenient to use the upper half-space model for \( H_3 \), in which it is coordinatized by \((t, y), t \in \mathbb{R}_+, y \in \mathbb{C}\), where

\[
X(t, y) = \begin{pmatrix}
t & ty \\
\bar{t}y & |y|^2 + t^{-1}
\end{pmatrix}
\]

and \( ds^2 = dt^2/t^2 + t^2 dy^2 \). Then this function is explicitly given by

\[
K_\rho(z, X) = \frac{1}{(t|y - z|^2 + t^{-1})^{1+i\rho}}.
\]

One sees from the definition that \( K_{-\rho}(X, z) = K_\rho(X, z) \) and in the following we will denote \( K_\rho(z, X) := K_\rho(X, z) \).

This quantity plays a prominent role in the so-called AdS/CFT correspondence of string theory and is referred to in that context as a bulk-to-boundary propagator. Given a real function in the hyperboloid we can use this propagator to reconstruct the function from its asymptotic data at infinity. The relation \( f \rightarrow \phi^f \) between the realization in the space of functions on \( \mathbb{C} \) and on \( H_3 \) is explicitly given by:

\[
\phi^f(X) = \int \frac{d^2 z}{\pi} \overline{K_\rho(X, z)} f(z) = \int \frac{d^2 z}{\pi} (f|\rho, z) \overline{K_\rho(z, X)}.
\]

where we have written this expression in terms of the coherent states.

Starting from expression (120) we can compute the asymptotics of the field from which we recover the function on the null cone. A non-trivial computation that is most conveniently done using the Fourier modes \( f(z) = e^{i\rho \cdot y} f(y) \) gives

\[
\phi^f(X(t, y)) \sim t^{-1+i\rho} + t^{1-i\rho} \int \frac{d^2 z}{\pi} \frac{f(z)}{|y - z|^2}.
\]

Note that the operator

\[
K_\rho(y, z) := \frac{-i\rho}{|y - z|^{1+i\rho}}
\]

intertwines the representation \( (0, -\rho) \) with the representation \( (0, \rho) \). Moreover this operator is the kernel corresponding to powers of the two-dimensional Laplacian as can be easily seen by taking its two-dimensional Fourier transform, namely

\[
\Gamma(1 - i\rho) \Gamma(1 + i\rho) |\partial_\sigma |^{i\rho} f(z) = \int \frac{d^2 z}{\pi} K_\rho(z, y) f(y).
\]

Accordingly we have

\[
\int \frac{d^2 z}{\pi} K_\rho(z, y) K_{-\rho}(y, w) = K_0(z, w) = \pi \delta^2(z - w).
\]

In terms of the bulk-boundary propagator the asymptotics (121) reads

\[
K_\rho(X(t, x), y) \sim t^{1-i\rho} \int \frac{d^2 z}{\pi} K_\rho(x, y) + \frac{t^{-(1-i\rho)}}{-i\rho} K_0(x, y).
\]
The advantage of the representation on the hyperboloid is the fact that the intertwining operator between \((0, \rho)\) and \((0, -\rho)\) is trivial, that is \(|-\rho, X\rangle = |\rho, X\rangle\), thus \(K_\rho(X, z) = \langle -\rho, X | \rho, z \rangle\).

The scalar product between two states on the hyperboloid can be easily computed from (125)

\[
K_\rho(X, Y) = 2 \int \frac{d^2 z}{\pi} K_\rho(X, z) K_{-\rho}(Y, z) = 2 \frac{\sin \rho r}{\rho \sinh r}
\]

where \(r\) is the hyperbolic distance between \(X\) and \(Y\). Since it is real we have \(K_\rho(X, Y) = K_{-\rho}(X, Y)\). One can recover the bulk-to-boundary propagator from its asymptotics, which can be evaluated directly

\[
K_\rho(X, Y(t, y)) \sim t \to \infty t^{-\frac{1}{2}} (-1 + i\rho) K_\rho(X, Y) + t^{\frac{1}{2}} (-1 - i\rho) i K_{-\rho}(X, Y),
\]

from which we deduce using (121)

\[
K_{-\rho}(X, z) = \int \frac{d^2 z}{\pi} K_\rho(X, \omega) K_{-\rho}(w, z).
\]

The asymptotics and correspondence between \((0, \rho)\) and \((0, -\rho)\) therefore reads

\[
|\rho, X(t, x)\rangle \sim t \to \infty \frac{1}{-i\rho} |\rho, t\xi(x)\rangle + \frac{1}{i\rho} |-\rho, t\xi(x)\rangle,
\]

\[
| -\rho, z\rangle = \int \frac{d^2 \omega}{\pi} K_{-\rho}(z, \omega)|\rho, \omega\rangle.
\]

### 6.2. Coherent states

Coherent states for the simple representations \((0, \rho)\) are easiest to describe in the realization in the space of functions on the hyperbolic space \(H^3\). Such a state is parametrized by a point \(z \in \mathbb{C}\) and is given simply by

\[
\phi|\rho, z\rangle(X) = K_\rho(X, z).
\]

Thus, the coherent states are essentially the states \(|\rho, z\rangle\) introduced above. From this definition it is now possible to compute the scalar product between different coherent states

\[
\langle \rho', z | \rho, \omega \rangle = \int \frac{dX}{(2\pi)^2} \phi_{\rho', z}(X) \phi_{\rho, z}(X) = \int \frac{dX}{(2\pi)^2} K_{\rho'}(X, x) K_\rho(X, \omega).
\]

One can first easily compute this convolution for general points on \(H^3\)

\[
\int \frac{dY}{(2\pi)^2} K_{\rho'}(Y, X) K_\rho(Y, Z) = \frac{\delta(\rho' + \rho)}{\rho^2} K_\rho(X, Z) + \frac{\delta(\rho' - \rho)}{\rho^2} K_{\rho'}(X, Z).
\]

Using the asymptotics of the previous section, we can now compute the scalar product between two coherent states

\[
\langle \rho', z | \rho, \omega \rangle = \frac{\delta(\rho' - \rho)}{\rho^2} K_\rho(z, w) + \frac{\delta(\rho' + \rho)}{\rho^2} K_{\rho'}(z, w)
\]

which is the result we were looking for.

The following identity is not hard to prove:

\[
\int_0^{+\infty} \rho^2 d\rho K_\rho(X, Y) = (2\pi)^2 \delta(X, Y),
\]

where the \(\delta\)-function on the right-hand side is that on \(H^3\). Thus, we get the following decomposition of the identity

\[
1_{H^3} = \frac{1}{2} \int_{-\infty}^{+\infty} \rho^2 d\rho \int \frac{d^2 z}{\pi} |\rho, z\rangle \langle \rho, z|.
\]
Note that the unity operator on $H^3$ is an operator that commutes with the action of $SU(2)$, $u 1_H u^\dagger = 1_H$ for $u \in SU(2)$. It can be represented as an averaging operator acting on functions on $SL(2, \mathbb{C})$

$$1_H: L^2(G) \to L^2(SL(2, \mathbb{C})/SU(2)) = L^2(H^3), \quad 1_H F(g) = \int_{SU(2)} du F(gu). \quad (136)$$

In order to make the comparison with the Euclidean case, it is convenient to work in terms of the representation on $S^2 = SU(2)/U(1)$. The following decomposition of the identity holds:

$$1_\rho = \int d^2 z \pi |\rho, z\rangle \langle \rho, z| = \int d^2 z \pi \left(1 + |z|^2 \right) |\rho, n(z)\rangle \langle \rho, n(z)| = \int_{SU(2)} dn |\rho, n\rangle \langle \rho, n| \quad (137)$$

These states are the Lorentzian analogues of the Euclidean states we used to construct the gravitational spin foam model. Using these states it is possible to get both the Barrett–Crane model and a new Lorentzian model rather quickly.

### 6.3. Lorentzian gravitational model

Let us see how one can obtain the vertex amplitude of the Barrett–Crane model using the coherent states. As in the Euclidean case, the idea is to insert into the partition function of the BF theory the identity operator on $H^3$ that can be expanded in terms of a complete set of simple coherent states. This prescription projects onto the set of simple representations and identifies the simple bivectors labelled by $\rho, n$ associated with neighboring tetrahedra.

After this is done, the amplitude for a triangulation separates into pieces—the vertex and edge amplitudes. The vertex amplitude is parametrized by $5 \times 4$ quantities $z_{tf}$ ($n_{tf}$ in the Euclidean case). The amplitude is given by:

$$L_{\sigma}^{new}[[\rho_f], [n_{tf}]] = \int_{SL(2, \mathbb{C})} dt f \prod_t \langle \rho_f, n_{tf} | (h_{tf})^{-1} h_{tf}^\prime | \rho_f, n_{tf} \rangle , \quad (138)$$

where as before $t(f), t'(f)$ are the two tetrahedra that share the face $f$ and we have denoted $\langle \rho, z | \rho, w \rangle = K_\rho(z, \omega)$. Thus, the prescription for the gravitational model is to take these vertex amplitudes (138), multiply them (possibly using additional edge amplitude, see below), and then integrate over the variables describing the normals keeping these variables in the neighbouring simplices the same. All this is in exact analogy with what happens in the Euclidean case.

Now, as in the Euclidean case, the Barrett–Crane model is obtained by integrating over the ‘normals’ $n_{tf}$ independently, forgetting about the fact that there is a neighbouring simplex that one should solder the amplitude to. One obtains a model in which we have the characteristic Barrett–Crane decoupling of the vertex amplitudes. All this is in exact analogy with what happens in the Euclidean case.

The effect of integrations over the variables $n_{tf}$ is to produce the state:

$$|\rho, 0\rangle := \int_{SU(2)} dn |\rho, n\rangle = \int \frac{dz}{\pi} \frac{1}{(1 + |z|^2)^2} \pi |\rho, z\rangle, \quad (139)$$

which is the $SU(2)$ invariant state in the representation $(0, \rho)$. The function $\langle \rho, X | \rho, 0 \rangle$ in $H_3$ is known as the spherical function. After the integration, the vertex amplitude of the Barrett–Crane model becomes

$$L_{BC}^{\sigma}[[\rho_f]] = \int_{SL(2, \mathbb{C})} dt f \prod_t \langle \rho_f, 0 | (h_{tf})^{-1} h_{tf}^\prime | \rho_f, 0 \rangle . \quad (140)$$

The quantity $\langle \rho, 0 | h^{-1} h^\prime | \rho, 0 \rangle \quad (141)$
is actually a function of two points on $H_3$ (in view of $SU(2)$ invariance of the states $|\rho, 0\rangle$). This function is the bulk-to-bulk propagator, which has been constructed in the previous subsection. The integrals in (140) then reduce to a multiple integral over the hyperbolic space of a product of bulk-to-bulk propagators—one for each face of the 4-simplex in question. The quantity (140) is thus the well-known vertex amplitude that was first introduced in [10].

To finish the description of the model it remains to give the set of edge amplitudes. One possibility is to set these amplitudes to be just the $\delta$-functions, similar to what we have done in the Euclidean context, see (44). Another possibility is to consider a non-trivial edge amplitude constructed in exactly the same way as the vertex amplitude (this is also possible in the Euclidean context, but we refrained from discussing it above). This edge amplitude is more natural from the perspective of group field theory, and is arguably the correct way to allow for a non-trivial holonomy between the 4-simplices. The amplitude is parametrized by $2 \times 4$ variables $z_f, z'_f$ and is given by

$$L_{\text{new}}^t[\rho_f, z_f, z'_f] = \int_{SL(2, \mathbb{C})} \mathcal{D}h \prod_{i=1}^4 \langle \rho_f, z_f | h | \rho_f, z_f \rangle.$$ (142)

Expressions (138), (142) are formal, as all the above integrals over the Lorentz group are likely to diverge. Thus, they must be given sense via an appropriate regularization procedure, as is also the case for the Lorentzian Barrett–Crane model, see [10]. It is possible that the same regularization procedure [10] may work for the new model. Also the amplitude for the whole triangulation is obtained by multiplying the vertex and edge amplitudes, and then integrating over the variables $z_{sf}$ using as the measure the usual $d^2 z_{sf}$ measure on the complex plane. This operation may again result in divergences that have to be taken care of. After this is done, one has to integrate over the representation labels $\rho_f$, which is likely to result in additional divergences. All this has to be analysed in detail before it can be claimed that the model introduced above is well defined. We leave this work to future publications.

It would be important to study in more detail the derivation sketched in section 6.2 in which the simplicity constraints are imposed by an integral over an appropriate subgroup of the Lorentz group. Such a generalization will give a clearer geometrical perspective on the constructions we have introduced. It would also be quite interesting to find a model that would give the Lorentzian counterpart of the Euclidean model introduced by [18]. In analogy to what happens in the Euclidean case it is to be expected that this other model will correspond to the topological sector. It is clear that this model should be constructed using some other type of coherent states. Such a construction would be quite important for it would give a much better understanding in which sense the model introduced here corresponds to the gravitational sector of the theory. Again, we leave an analysis of these and related issues to future publications.

Finally, let us note that unlike in the Euclidean case, there is not one, but two very distinct Lorentzian Barrett–Crane models. Indeed, in its most simple form the Barrett–Crane model is obtained by integrating over the diagonal $SU(2)$ inserted in every strand forming the dual edge. This selects from the sum over representations only the simple representations of the type $(0, \rho)$. It has been argued in [37] that one can introduce the simple discrete representation $(s, 0)$ by integrating over the subgroup $SL(2, \mathbb{R})$. Such a prescription can be adapted to our model by inserting instead of $1\omega$ the identity operator $1_{dS^3}$ on de Sitter space. A detailed geometrical analysis of this other Lorentzian model is required.

7. Group field theory

The group field theory (GFT) version of the new models can be obtained quite easily, as our presentation above was very much in the GFT spirit. Compared to the original group field
theory setup for the Barrett–Crane model the modifications are minor in that one only needs to make some obvious modifications of the kinetic and interaction terms. First, consider the following functional on $SO(4)$:

$$T(g) = \sum_j d_2 j \text{tr}_{V_j \otimes V_j}(g T_j)$$

(143)

where $g = (g^-, g^+)$ and $d_2 j I_j$ is the projector

$$T_j := \int d\{j, n\} \otimes |j, n\rangle \langle j, n| \otimes |j, n\|$$

(144)

that we encountered above. We define the propagator to be

$$K(g_i, \tilde{g}_i) \equiv \int_{SO(4)} d\upsilon d\nu \prod_{i=1}^4 T(ug_i \tilde{g}_i - 1 u^{-1})$$

(145)

The topological spin foam model can then be obtained as the Feynman graph expansion of a group field theory with the following quadratic term in the action:

$$\int_{SO(4)} \phi(g_i) K(g_i, \tilde{g}_i) \bar{\phi}(g_i).$$

(146)

The interaction term is given by an expression identical to that usually used [11, 13].

The gravitational spin foam model is constructed in the same way but starting with the intertwiner

$$G_j := \int |j, n\rangle \otimes |j, n\rangle \langle j, n| \otimes |j, n\|$$

(147)

instead of $T_j$. The Lorentzian model group field theory is constructed similarly.

8. Alternative way to impose the constraints

In the previous sections we have heavily used the coherent state techniques in order to constrain the discrete analogue of the B field in a way that solders the geometry of the neighboring tetrahedra. In this section, we will show that it is possible to construct the same models from a slightly different, more geometrical point of view. The idea is to restrict the integration over the connection in a geometrical manner.

Given a 4-simplex $\sigma$, a discrete $SO(4)$ connection on $\sigma$ is a collection of group elements $g_{\sigma t}$ and $g_{\sigma f}$, where $g_{\sigma t}$ represents the holonomy of the spin connection along the segment going from the center of $\sigma$ to the center of a tetrahedron $t$, and $g_{\sigma f}$ represents the holonomy from the center of $t$ to the center of a face $f$. Our conventions are such that $g_{\sigma t} = g_{\sigma t}^{-1}$, $g_{\sigma f} = (g_{\sigma f}^{-1})^{-1}$.

Given a simplicial complex $\Delta$, a discrete $SO(4)$ connection on $\Delta$ is the choice of a discrete connection $g_{\sigma t}$, $g_{\sigma f}$ for each 4-simplex. A discrete 2-form field on $\Delta$ is an assignment of a Lie algebra element $X_f$ to each face $f$ of $\Delta$.

Given such a discrete $SO(4)$ connection and 2-form field we can write the discrete BF action as a pairing between the variables $X_f$ and the holonomy (curvature) associated with each pair $(\sigma, f)$ (such a pair is called a ‘wedge’ in the literature). This action is exactly analogous to (3), except that now the sum is taken over the edges, not (dual) faces:

$$S = \sum_{(\sigma, f)} \text{tr}(X_f G_f^\sigma), \quad G_f^\sigma \equiv g_{\sigma t}^{-1} g_{\sigma t} g_{\sigma f}.$$  

(148)
where \( t, t' \) are the two tetrahedra of \( \sigma \) sharing the face \( f \). The quantization of this theory is given by the following path integral:

\[
\sum \prod_{f} \left( \int \right) \prod_{f} \frac{\prod \left( df \right)}{\left( \prod \right) \left( \right)} \left( \int \frac{\prod \left( df \right) \cdot \prod \left( dg \right)}{\left( \right)} \right) \left( \int \left( \prod \left( df \right) \cdot \prod \left( dn \right) \right) \right) \left( \prod \left( \right) \right) \left( \prod \left( nf \right) \cdot \prod \left( df \right) \right) \left( \prod \left( df \right) \right) \left( \prod \left( \right) \right). \tag{149} \]

The BF theory is obtained by restricting the discrete connection to be such that \( g_{tt}^{\alpha} = g_{tt}^{\beta} \) for neighboring 4-simplices. This way of writing the BF theory amplitude is equivalent to what we have done in the earlier sections, where we have assigned only a single quantity \( X_f \) (and hence \( n_f \)) per face. The main result of this section is that the new gravitational models considered above can be obtained from this integral by imposing constraints on the discrete connection alone.

In order to describe this restriction on the connection to be integrated over we need to introduce an extra structure on \( \Delta \) that we call ‘geometrical data’. By definition ‘geometrical data’ on \( \Delta \) is an assignment of a set \((e^A_{\sigma}, u^f_{\sigma})\) of the orthonormal frame \( e^A_{\sigma} \) at the center of \( \sigma \), a set of bivectors \( X_f \) at the center of each face \( f \) and a set of unit vectors \( u^f_{\sigma} \) at the center of each tetrahedron \( t \) inside \( \sigma \).

Given an orthonormal frame \( e^A_{\sigma} \), \( A = 0, 1, 2, 3 \), it is convenient to think of unit vectors \( e^\pm \) as elements of \( SU(2) \sim S^3 \). The normalization condition is then \( \text{tr}(e^A(e^B)^{-1}) = 2\delta^{AB} \).

The frame \( e^A_{\sigma} \) should be thought of as ‘sitting’ at the center of \( \sigma \). Now, given a frame at \( \sigma \) and a discrete connection in \( \sigma \), one can parallel transport this frame to the centers of tetrahedra \( t \) of \( \sigma \) as well as the centers of faces \( f \) using the discrete connection. Let us introduce a special notation for this transported frame:

\[
e^A_{\sigma} \equiv (g_{\sigma} e_{\sigma})^A = g_{\sigma}^A e_{\sigma}^A g_{\sigma}^{-1}, \quad e^A_{f} \equiv (g_{f} e_{f})^A = g_{f}^A e_{f}^A g_{f}, \tag{150} \]

where \( g^\pm \) are \( SU(2) \) group elements representing an \( SO(4) \) one.

Let us now state a condition of compatibility between the \( SO(4) \) discrete connection and the geometrical data. Thus, recall that given a bivector \( X \) it is always possible to choose an orthonormal oriented frame \( e^A \) such that \( X \) assumes the following simple form (the normal form) \( X = \alpha e^1 \wedge e^2 + \beta e^3 \wedge e^4 \) where \( \alpha, \beta \) are subject to the condition \( \alpha \geq |\beta| \) but otherwise arbitrary. Now given a frame \( e^A_{\sigma} \) and a discrete \( SO(4) \) connection we can construct from it the ‘reference’ geometrical data by choosing for each tetrahedron the vector \( e^0_{\sigma} \) and a family of bivectors \( X_f(\alpha, \beta) := \alpha e^1_f \wedge e^2_f + \beta e^3_f \wedge e^4_f \). We say that a discrete connection \( (g_{\sigma}, g^0_{f}) \) is compatible with the geometrical data \((e^A_{\sigma}, X_f, u^f_{\sigma})\) if the following conditions are satisfied: (i) \( u^f_{\sigma} = e^0_{\sigma} \equiv g_{\sigma}^0 e^0_{\sigma}, \) (ii) \( g_{\sigma} \cdot X_f \) is equal to \( X_f(\alpha, \beta) \) up to a rotation fixing \( u_t \) and for a choice of parameters \((\alpha, \beta)\) satisfying \( \alpha \geq |\beta| \). Note that these conditions are not constraints on bivectors \( X_f \), but those on the frame fields and hence the connection. In particular, we do not assume that the bivector fields are simple. These conditions are quite natural. Indeed, the first one ensures that the chosen normal vector is transported consistently inside the 4-simplex. The second one ensures that the parallel transport inside tetrahedra preserves this normal vector. Note that the parallel transported face vector \( g_{f} \cdot X_f \) is exactly the face bivector denoted by \( X_{f,t} \) in the previous sections. The additional restriction on the parameters \((\alpha, \beta)\) resolves a remaining discrete ambiguity. We can choose a dual condition \( \beta \geq |\alpha| \) which will result in a different model.

Our main claim in this section is that the new gravity model discussed earlier in this paper (corresponding to the gravitational sector of the theory) can be obtained from the integral (149) by restricting the discrete connection to be compatible (in the sense just defined) with the geometrical data \((e^A_{\sigma}, X_f, u^f_{\sigma})\) and integrating out \( u^f_{\sigma} \). Because of gauge invariance, after such a restriction and integration the model is independent of a choice of the frame \( e^A_{\sigma} \).
Proof. For definiteness we fix the frame $e_\sigma$ to be the canonical one $e_\sigma^0 = 1$, $e_\sigma^i = \sigma^i$. The first condition reads $e_\sigma^0 = g_{\alpha}^+ u_1 (g_{\alpha}^-)^{-1}$, and is solved by $g_{\alpha} = (h_\alpha, h_\alpha u_1)$, where $(h_\alpha, h_\alpha)$ is an $SU(2)$ element that fixes the vector $e_\sigma^0 = 1$. To solve the second condition let us denote by $n_f = (n_f^+, n_f^-)$ the $SO(4)$ rotation which brings $X_f$ into its normal form with respect to $e_\sigma^0$: $n_f^{-1} \cdot X_f = \alpha e_\sigma^0 \wedge e_\sigma^i + \beta e_\sigma^0 \wedge e_\sigma^j$, with $\alpha \geq |\beta|$. Applying $e = (1, \epsilon)$ we can exchange the roles of $\alpha$ and $\beta$, thus $X_f = n_f e^{-1} \cdot X_f (\beta, \alpha)$. The second condition is then solved by $(g_{\alpha}^+ n_f^+, g_{\alpha}^- n_f^-) = (h_{\alpha f}, h_{\alpha f}) (h_{\beta f}, h_{-\beta f}) (1, \epsilon)$ where $h_{\alpha f}$ is an arbitrary $SU(2)$ element and $\phi_{\alpha f} \in [0, 2\pi]$.

This shows that an $SO(4)$ connection compatible with the geometrical data $(u_1, X_f)$ is parametrized by two $SU(2)$ group elements $h_\alpha, h_{\alpha f}$ and one $U(1)$ element $h_{\beta f}$. The matrix element entering the integral (149) is then given by

$$
\langle j_f, n_f | G^\alpha_{2j} | j_f, n_f \rangle = \left\{ j_f^+, j_f^- | h_{\alpha f} h_\sigma h_{\alpha f}^{-1} h_{\sigma f}^{-1} | j_f^+, j_f^- \right\} e^{i(j_f^+ - j_f^-)(\phi_{\alpha f} - \phi_{\beta f})}.
$$

(151)

$$
\times \left\{ j_f^+, j_f^- | h_{\alpha f} h_\sigma h_{\alpha f}^{-1} h_{\sigma f}^{-1} \cdot u_{\beta f} h_{\alpha f}^{-1} h_{\sigma f}^{-1} | j'_f^-, j^-_f \right\}.
$$

(152)

The gravitational model is then recovered by integrating over all these data under the condition that $h_{\beta f} = h_{\beta f}^0$, which implies that $X_{\beta f}^\sigma = X_{\beta f}^{\sigma'}$, where $g_{\beta f}^0 = X_{\beta f}^{0}$, $X_{\beta f}^{0}$ is an arbitrary $SU(2)$ element and $\phi_{\beta f} = \phi_{\beta f}^0$. If one relaxes the condition $X_{\beta f}^\sigma = X_{\beta f}^{\sigma'}$ one obtains the Barrett–Crane model, as we have seen in section 4.

It is interesting to note that the above analysis suggests that one can impose an even more stringent geometrical constraint: $u_{\sigma}^\sigma = u_{\sigma}^{\sigma'}$, which ensures that not only the internal but also the external geometry (the normals to the tetrahedra) agree. This gives an even more constrained model that would be interesting to study. However, from the canonical point of view the external and internal geometries are ‘canonically conjugate’, so it is probably not very natural to impose constraints on both data. However, more analysis is necessary before a final conclusion on this can be reached. Note also that this fully constrained version amounts to relaxing the way the closure constraints are implemented and imposing them at the operator level instead of the level of the states. Indeed, for each tetrahedron there is a double integration $\int d\alpha u_{\alpha} u_{\alpha} U_{\alpha}^{-1}$, where $I$ is a certain operator. This double integral allows us to split $I$ as a product of intertwiners, which means that the closure constraints are imposed strongly. If one restricts $u_{\alpha} = u_{\alpha}^0$, one gets only one integral left, namely $\int d\alpha u_{\alpha} U_{\alpha}^{-1}$, and the closure constraint is imposed weakly. Note finally that we could also decide to constrain $u_{\alpha}$ and not $X_f$, the physical meaning of which would be interesting to unravel.

To summarize, there are three different ways to impose the constraints on the geometrical data: (i) we can fully constrain the data by imposing $u_{\sigma}^\sigma = u_{\sigma}^{\sigma'}$ and $X_{\sigma f}^\sigma = X_{\sigma f}^{\sigma'}$; (ii) partially constrain the data by imposing either $u_{\sigma}^\sigma = u_{\sigma}^{\sigma'}$ or $X_{\sigma f}^\sigma = X_{\sigma f}^{\sigma'}$, which is the way of imposing the constraints we have studied in this paper; (iii) impose no constraints, which leads to the Barrett–Crane model.

9. Conclusions

Let us summarize the results of this paper. Using Plebanski (or BF) formulation of gravity as the starting point we have described how the simplicity constraints that convert the topological BF theory into a gravitational one can be imposed using the coherent state techniques. We
have seen how the Barrett–Crane model [5] gives a quantization of the correct gravitational sector of the theory but decouples the neighbouring simplex amplitudes in an unnatural way. We have seen how this decoupling or ultra-locality problem is resolved in the model of Engle et al [18] and how this model corresponds to the topological sector of the theory instead of the gravitational one. Finally, we have constructed a new model, both in the Euclidean and in the Lorentzian settings. Both models do not suffer from the ultra-locality problem characteristic of the Barrett–Crane models. The Euclidean model we obtained can be seen to correspond to the ‘correct’ gravitational sector of the theory. In the case of the Lorentzian model further analysis is necessary to establish whether it describes the gravitational or the topological sector. However, as the Lorentzian model we constructed is the ‘delocalized’ Barrett–Crane model, this strongly suggests that the model corresponds to the gravitational sector.

Importantly, we have described how the Immirzi parameter $\gamma$, which at the level of the continuous formulation of the theory appears as a parameter in front of the ‘topological’ term in the action can be incorporated into the spin foam framework. Importantly, the cases $\gamma > 1$ and $\gamma < 1$ correspond to models of a rather different nature. We have seen why it was impossible to incorporate $\gamma$ into the framework of spin foams via the Barrett–Crane way of imposing the constraints. We have also seen that in the case of Riemannian signature models the Immirzi parameter turns out to be quantized, see (91) and (93) for the corresponding expressions.

In spite of a number of interesting advances made in the present work, a great deal remains to be done. Thus, it is necessary to repeat the analysis of the semi-classical limit of the vertex amplitudes for the new models and see whether the amplitudes are dominated by non-degenerate geometrical configurations. It is necessary to develop the Lorentzian signature model(s) in more detail, and, in particular, identify the model that corresponds to the topological sector. After this is done it is important to study the relation with the picture of quantum geometry that arises from loop quantum gravity. It is not unlikely that the projected spin networks of [32] will be an important part of this relation, see also a more recent work [27] for some steps in this direction. It is also interesting to develop in more detail the group field theory perspective on the new models.

At a higher level of complexity, it is essential to continue with the program of the path integral quantization. Thus, in general in the path integral one has to impose not only the simplicity constraints, but also other second-class constraints, as well as gauge-fix the first class constraints (even though there may be some simplifications if one is only interested in the partition function, the case we have explored in the present work). So far, all these other steps have been missing from the framework of spin foam models of four-dimensional general relativity. It is unlikely that further significant progress can be made without tackling these issues. Another important point that has so far been missing from the spin foam framework is understanding in some explicit fashion how to discretize the Lagrange multipliers that impose the simplicity constraints. Indeed, recall that (some of) the Lagrange multipliers in question receive (on-shell) the important interpretation of being the Weyl part of the Riemann curvature tensor. This is exactly the part of the curvature that describes the local degrees of freedom of the gravitational field. Hence, it would be very important to see explicitly how the spin foam models of the type described in this work encode this Weyl part of the curvature.

In spite of the spin foam quantization programme being far from complete, some preliminary physical computations of the type [38] are possible. It remains to be seen what the physics described by the new model(s) is, but the absence of ultra-locality, which seemed to be at the root of most of the problems suffered by Barrett–Crane model(s), suggests that a new exciting period of the development of the subject of spin foam models is opening.
The following two standard formulae are often used in the present paper:

\[ \int_G \frac{dg}{(g)t_{\mu \nu}^{ij}(g)T_{\mu \nu}^{ij}(g)} = \delta_{ij}^T \delta_{mn}^{\mu \nu} \]  
(A.1)

\[ t_{m_1 n_1}^{j_1 j_2}(g)t_{m_2 n_2}^{j_3 j_4}(g) = \sum_{j_1 = j_3}^{j_1 + j_2} \sum_{mn} \frac{C_{m_1 n_1 m_2 n_2}^{j_1 j_2} t_{mn}^{j_3 j_4}(g)}{d_j} C_{m_1 n_1 m_2 n_2}^{j_1 j_2} t_{mn}^{j_3 j_4}(g). \]  
(A.2)

The last formula, in particular, fixes our choice of the normalization of the Clebsch–Gordan coefficients.

### Appendix A. Some necessary formulae

The general formula for the Clebsch–Gordan coefficient of \( SU(2) \) (in the normalization that the \( \theta \)-symbol is equal to one) is given by:

\[ C_{j_1 j_2}^{j} = (-1)^{j-j_1-j_2} \sqrt{\frac{(l_1 + l_2 - j)!}{\Delta(l)}} \sum_{r} (-1)^{r} \frac{(l_1 + j + r)! (l_2 + l - j - r)!}{r! (l - m - r)! (l_1 - j - r)! (l_2 - l + j + r)!}, \]  
(A.3)

where the sum is taken over all values of \( r \) such that the arguments of the factorials are non-negative integers (zero is fine), also \( m = j + k \), and

\[ \Delta(l) := (l_1 + l_2 - l)! (l_1 + l_2 - l_1)! (l_1 + l_2 - l_2)! (l_1 + l + l + 1)! \frac{(l_1 + j)! (l_2 + k)!}{(l + m)! (l - m)!}. \]  
(A.4)

For the purposes of this paper we need to specialize to \( l_1 = l_2 = L \). The formula becomes

\[ C_{j_1 j_2}^{L} = (-1)^{L-j} \frac{(l + m)! (l - m)!}{l!(l + m)!} \left( \frac{(2L - l)! (L - j)! (L - k)!}{l!(2L + l + 1)! (L + j)! (L + k)!} \right)^{1/2} \]

\times \sum_{r} (-1)^{r} \frac{(L + j + r)! (L + l - j - r)!}{r! (l - m - r)! (L - j - r)! (L - l + j + r)!}. \]
(A.5)

The special case of this formula that we need for the purposes of this paper is that of one of the vectors being the highest weight. Thus, we choose \( j = L \). It is easy to see that in this case the requirement that the argument of the factorial \( (L - j - r)! \) is non-negative truncates the sum over \( r \) to the single term \( r = 0 \). The formula becomes

\[ C_{L L}^{L} = \left( \frac{(2L)! (L - k)! (L + L + k)!}{(2L - l)! (2L + l + 1)! (L + k)! (L - L - k)!} \right)^{1/2}. \]  
(A.6)

Some special cases of this formula are

\[ C_{L L L L}^{L} = \frac{1}{\sqrt{d_{2L}}}. \]  
(A.7)
It is interesting to compute the asymptotics of the last coefficient in the regime $2L - l \gg 1$. Using the Stirling formula one obtains

$$C_{LL}^{L-L_0} \approx \frac{1}{\sqrt{2L + l + 1}} \left( \frac{1 - \frac{l}{2L}}{1 + \frac{l}{2L}} \right)^{L + \frac{l}{2}}. \quad (A.9)$$

Now, in the limit where $L \to \infty$, $l/2L \equiv x$ fixed and strictly smaller than one we have an exponential decay

$$C_{LL}^{L-L_0} \approx \frac{1}{\sqrt{2L}} \left( 1 - x \right)^{-L} \frac{(1 - x)^{x-1}}{(1 + x)^{1+x}}, \quad (A.10)$$

since one can easily check that the term inside the exponent is smaller than 1 when $x < 1$. When $x$ is itself infinitesimal we have

$$\frac{(1 - x)^{x-1}}{(1 + x)^{1+x}} \approx e^{-x}. \quad (A.11)$$

The general formula (A.3) also gives the set of coefficients relevant for the non-trivial Immirzi parameter case. These are given by

$$C_{j^+j^-}^{j^*j-k} = \left( \frac{(2j^*)!}{(j^*+j^-+k)!} \right)^{1/2}. \quad (A.12)$$
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