Automatic detection of low surface brightness galaxies from SDSS images
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ABSTRACT

Low surface brightness (LSB) galaxies are galaxies with central surface brightness fainter than the night sky. Due to the faint nature of LSB galaxies and the comparable sky background, it is difficult to search LSB galaxies automatically and efficiently from large sky survey. In this study, we established the Low Surface Brightness Galaxies Auto Detect model (LSBG-AD), which is a data-driven model for end-to-end detection of LSB galaxies from Sloan Digital Sky Survey (SDSS) images. Object detection techniques based on deep learning are applied to the SDSS field images to identify LSB galaxies and estimate their coordinates at the same time. Applying LSBG-AD to 1120 SDSS images, we detected 1197 LSB galaxy candidates, of which 1081 samples are already known and 116 samples are newly found candidates. The B-band central surface brightness of the candidates searched by the model ranges from 22 mag arcsec$^{-2}$ to 24 mag arcsec$^{-2}$, quite consistent with the surface brightness distribution of the standard sample. 96.46% of LSB galaxy candidates have an axis ratio ($b/a$) greater than 0.3, and 92.04% of them have $\frac{\text{fracDev}_{r}}{r}<0.4$, which is also consistent with the standard sample. The results show that the LSBG-AD model learns the features of LSB galaxies of the training samples well, and can be used to search LSB galaxies without using photometric parameters. Next, this method will be used to develop efficient algorithms to detect LSB galaxies from massive images of the next generation observatories.
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1 INTRODUCTION

Low surface brightness (LSB) galaxies are conventionally defined as galaxies with central surface brightnesses fainter than the night sky (Bothun et al. (1997)). In most cases, the central region of a galaxy is the brightest part of the whole galaxy. Thus, a galaxy with its B-band central surface brightness $\mu_0(B)$ less than a certain threshold value is traditionally regarded as an LSB galaxy. Generally, the threshold value of $\mu_0(B)$ to classify galaxies as LSB galaxies in the literature varies from $\mu_0(B) \geq 23.0$ mag arcsec$^{-2}$ (Bothun et al. (1997)) to $\mu_0(B) \geq 22.0$ mag arcsec$^{-2}$ (Burkholder et al. (2001)).

Compared with high surface brightness (HSB) galaxy, low surface brightness galaxies are generally rich in gas, low in metal abundance ($\lesssim 1/3$ solar abundance; McGaugh et al. (1995)), dust-poor (e.g. Matthews et al. 2001), and also have diffuse, low-density stellar disks (e.g. de Blok et al. 1996; Burkholder et al. 2001; O’Neil et al. 2004; Trachternach et al. 2006), indicating that LSB galaxies have low level of star formation activities and stay unevolved, especially in the disk. (e.g. Das et al. 2009; Galaz et al. 2011).

LSB galaxies are one of the main component of the realm of galaxies. In terms of number density, LSB galaxy may account for a large proportion in the universe (30%–60%, e.g. McGaugh et al. 1995; McGaugh 1996; Bothun et al. 1997; O Neil & Bothun 2000; Trachternach et al. 2006; Haberzettl et al. 2007; Martin et al. 2019). Therefore, the study of LSB galaxies is of great significance for our exploration of the universe. For example, the study of the spatial distribution of LSB galaxies helps to test the predictions of dark matter cosmology for large-scale structure forms (e.g. Cutri et al. 2000), and explore the formation process under low gas surface density environment (Bothun et al. (1987)), as well as the density of baryonic matter and the formation and evolution of galaxies (Braine et al. (2000)), etc.

However, the contribution of LSB galaxies to the universe has long been underestimated because they are dim compared to the night sky and hard to spot (Bothun et al. (1997); Ceccarelli et al. (2012)). This problem has been concerned, and many related studies have been done. For example, Impey and his colleagues scanned the UK Schmidt plates using the Automated Plate Measuring (APM) mechanism and found 693 LSB galaxies, which formed the most extensive catalog of LSB galaxies at that time (Impey et al. (1996)). Their team then studied the properties of these LSB galaxies in a series of works. O’Neil et al. (1997) first discovered the red LSB cluster in Texas Survey. Monnier Ragaigne et al. (2003a.h.c) selected a sample of about 3,800 LSB galaxies from the all-sky near-infrared (NIR) Two Micron all sky measurement (2MASS), then obtained their 21cm HI observations, and estimated Hi masses of LSB galaxies subsamples. Kniazev © 2022 The Authors
et al. (2004) developed a software to search for LSB galaxy from images of SDSS combined with SDSS photometry information, tested their method using sample data provided by Impey et al. (1996), and finally obtained 129 LSB galaxies. From the galaxy samples of SDSS DR4 database, Zhong et al. (2008) established a large sample of 12,282 forward low brightness galaxies, and Liang et al. (2010) statistically studied the spectral properties of these samples. Du et al. (2015) and He et al. (2020) detected 1129 face-on LSB galaxies and 281 edge-on LSB galaxies from $\alpha$0.4 SDSS DR7 (Haynes (2011)) and studied the LSB galaxy properties of their samples, respectively.

In most previous studies, the detection of LSB galaxies usually directly measures the brightness of the central plane of galaxies. The detection consists of the following steps: estimating the sky background of the image and subtracting it; selecting sources like galaxies from the images; measuring the surface brightness, and determining whether the source is an LSB galaxy. However, due to the low surface brightness of LSB galaxies, the sky background subtraction bias may lead to the loss of LSB galaxies, especially for fainter ones. For example, Du et al. (2015), Adelman-McCarthy et al. (2008), and Liu et al. (2008) pointed out that SDSS overestimates the skylight to a certain extent, which leads to the underestimation of galaxy flux and has a great influence on the photometric results of fainter galaxies. Besides, it is difficult to perform automatic and an accurate measurement, because some processing is more complex and may need a manual operation (He et al. (2020)). Therefore, it is very necessary to study a new automatic search method for LSB galaxies.

In recent years, machine learning, especially artificial neural network, has been more and more applied to astronomical images to cope with the increasing astronomical data both in size and complexity. For example, Walmsley et al. (2019), Cheng et al. (2020), Cavanagh et al. (2021) developed machine learning models for automated morphological classification of galaxies. Boada & Wu (2019) trained a Convolutional Neural Network model to predict the gas-phase metallicity of galaxies using gri images from SDSS. Pasquet et al. (2019) developed a Deep Convolutional Neural Network to estimate photometric redshifts for galaxies in SDSS. Deep learning techniques are also applied to find galaxy–galaxy strong gravitational lens (Lanusse et al. (2017)). In the above researches, classification methods or regression methods were used to derive categories or attributes of celestial objects, in which an image contains one major object and corresponds to a label or an attribute value that is used to represent the content of an image. In the field of astronomy, small images containing celestial objects cut from a whole astronomical image are often used for classification or regression tasks. Compared with classification or regression tasks, object detection is more complex but more powerful, which is one of the computer vision tasks. In an object detection task, the categories and positions of multiple objects in an image are recognized at the same time, including both classification and regression sub tasks. Traditional object detection approaches include scanning the whole image using a sliding window, extracting features by using techniques like SIFT (Lowe (1999)), HOG (Dalal & Triggs (2005)), then using algorithms, such as SVM (Cortes & Vapnik (1995)), for the classification of target objects. Neural network approaches of object detection is able to tackle some drawbacks of traditional approaches, because the deep learning architectures are able to learn more complex features. Besides, object detection using neural network techniques are able to do end-to-end object detection without specifically defining features. Therefore, object detection based on deep learning performs outstanding in many applications of images processing.

In this paper, we present a low surface brightness galaxy auto-

detect (LSBG-AD) model based on deep learning, to search for LSB galaxies from SDSS field images. By learning the features of LSB galaxies in training samples, LSBG-AD locates and identifies LSB galaxies directly from SDSS images. The photometry image contains the most abundant information of LSB galaxies, such as extended shape, disk-like or irregular shape, which are very important for the detection of low brightness galaxies. Thus, searching for LSB galaxies from images can maximize the use of these features. Moreover, LSB galaxies can be recognized and located directly from astronomical images using this method which is an end-to-end information extraction process. It is very convenient to search LSB galaxies from a large number of photometry images without extracting photometric parameters from the images first.

This paper outlines the methods used in searching LSB galaxies from SDSS images. In Section 2, we introduce LSB galaxy samples used in this work and data preprocessing. Our LSBG-AD model is described in detail in Section 3. The performance and the searching results are described in Section 4. In Section 5, we give an analysis of candidates and other test results, as well as the caveats of the model. Lastly, in Section 6 we provide a summary of our work.

2 DATA

2.1 Data Sample

The data we used as standard sample to build the LSG-B-AD model include 1129 LSB galaxies from Du et al. (2015)(hereafter Du2015 sample). These LSB galaxies were selected from the $\alpha$0.4 SDSS DR7 sample. ALFALFA (the Arecibo Legacy Fast ALFA survey; Giovanelli et al. (2005); Giovanelli (2007); Haynes (2007)) is a very wide area blind extragalactic Hi survey. The Sloan Digital Sky Survey or SDSS (Gunn et al. (1998); York et al. (2000); Lupton et al. (2001)) is a wide-field optical/infrared imaging and spectroscopy survey using a dedicated 2.5-m wide-angle optical telescope at Apache Point Observatory. SDSS DR7 (Abazajian et al. (2009)) is the seventh major data release and provides images, spectra, and scientific catalogs and shares some footprints with the $\alpha$0.4 data set, which covers about 40% of the full ALFALFA survey sky area (Haynes (2011)). Using $\alpha$0.4-SDSS DR7 as parent sample, Du et al. defined a sample of 1129 LSB galaxies with $\mu_0(B) > 22.5$ mag arcsec$^{-2}$ and the axis ratio $b/a > 0.3$. This sample is a relatively unbiased sample of gas-rich and disk-dominated LSB galaxies, spanning from 22.5 mag arcsec$^{-2}$ to 28.2 mag arcsec$^{-2}$ in $\mu_0(B)$.

Since we aim to search for LSB galaxies from SDSS images, our training data also includes the SDSS images containing 1129 LSB galaxies. According to R.A. and Dec. coordinates of 1129 LSB galaxies, 1120 (Some images contain two LSB galaxies) SDSS images have been selected from the SDSS DR7 image database. These downloaded images are corrected frames (fpC-images) that have been preprocessed by the SDSS photometric pipeline, including bias corrections, flat field, corrections for bad pixels by interpolated values and sky subtraction. The size of a corrected SDSS image is 2048 * 1489 pixels, covering an approximately 9.83 * 13.52’ sky area. SDSS Images were taken using a photometric system of five filters (u, g, r, i, and z). Because the g-band and r-band SDSS images contain the most abundant information of LSB galaxies, they are often used to search for LSB galaxies in previous studies. Therefore, we also choose these two band images as training data.

Then the images were randomly divided into a training set containing 1000 images and a test set containing 120 images. An example of g-band and r-band SDSS images with two LSB galaxies marked with boxes are shown in Figure 1.
2.2 Data preprocessing

There are some offsets between a g-band image and its corresponding r-band image in SDSS data. We aligned them using Reproject [https://reproject.readthedocs.io/en/stable/] by referring to r frame coordinates. We investigated the distribution of pixel values in SDSS images and found that the pixel values span in the range of 0-65,535. Due to the low brightness of LSB galaxies, their pixel values are low, most in the range of 1000-1200, as shown in Figure 2, which shows the distribution of the mean values of the center 8x8 pixels of 1129 LSB galaxies. To remove redundancy, let the neural network pay more attention to LSB galaxies, we cut the range of the data using formula 1. We set the values below 1000 to 1000, and the values above 1255 to 1255. Then we subtracted 1000 from all the values, and finally, the range of pixels is 0-255. In Figure 3, the SDSS images of four LSB galaxies after numerical scale processing are shown.

\[
  f(x) = \begin{cases} 
    0 & x \leq 1000 \\
    x - 1000 & 1000 < x \leq 1255 \\
    255 & x > 1255 
  \end{cases}
\]  

3 BUILDING LSBG-AD MODEL

LSBG-AD is a deep neural network model for fast detection of LSB galaxies from SDSS images. It identifies the presence and location of one or more LSB galaxies in a given SDSS image. It is a challenging problem that LSBG-AD involves building upon methods for distinguishing LSB galaxies from the other galaxies, stars, and backgrounds, and meanwhile predicting their location. The problem is a typical computer object detection task, which is not a single classification task or a single regression task, but a combination of the two.

LSBG-AD is a one-stage object detection model, similar to the popular YOLO (You only look once, Redmon et al. (2016)) model. In the field of computer vision, there are two kinds of deep learning object detection detectors: two-stage and one-stage detectors. Two-stage detectors carry out detection tasks in two steps: proposing a set of regions of interest first and then classifying the region candidates, such as R-CNN family (Girshick (2015); Girshick et al. (2014); Ren et al. (2015)). In contrast, a one-stage detector skips the region proposal stage and runs detection directly over a dense sampling of possible locations, such as the typical YOLO series (Redmon et al. (2016); Redmon & Farhadi (2017, 2018)). LSBG-AD model is similar to that of YOLO in theory, but due to the characteristics of astronomical image data and LSB galaxies, special architecture and settings are adopted. In the LSBG-AD model, the input image can be considered to be divided into 24 x 32 grids of cells. For each grid, the prediction of whether there is an LSB galaxy in the grid will be made, including the class probability p and the coordinates (x,y) of the LSB galaxy.

The establishment of LSBG-AD is divided into three steps: firstly, a deep neural network is constructed; Secondly, the loss function is defined to evaluate the quality of the model; Finally, through the learning process, we search and find the best parameters in the network parameter space and optimize the performance of the model. The three steps are described in detail below.

3.1 Network architecture

The network architecture Of LSBG-AD consists of four modules: image input module, feature extraction module, class probability prediction module, and coordinate prediction module. The network architecture is shown in Figure 4.

1 The trials with clipping thresholds of 1200, 1255, 1500 and 2000 were conducted and 1255 worked best in our case.
1. Image input module. This module accepts g-band and r-band images that have been processed following section 2.2. Subsequently, the images can be adjusted to the appropriate size according to the computing performance and capacity of the computer. In this work, 1489 pixels * 2048 pixels matrix corresponding to the g-band and r-band images, are resized to the half size of 745 pixels * 1024 pixels.

2. Feature extraction module. The design of this module refers to the feature extraction structure of a residual neural network ResNet50 (He et al. (2016)). ResNet50 is a kind of convolutional neural network (CNN, Hinton et al. (2012); O’Shea & Nash (2015)) of 50 layers deep. Different from the ordinary convolutional neural network, residual neural networks utilize skip connections, or shortcuts to jump over some layers. The advantage of adding skip connection is to avoid the problem of vanishing gradients or mitigate the degradation problem. In other words, residual neural networks ease the training of deeper networks. Here, we use a feature extraction structure that is almost the same as the first 49 layers of ResNet50. The difference is that fewer filters were used while doing convolution operations because of the performance limitation of our computer. In general, the module adopts 49 layers feature extraction structure composed of convolutional layer (Conv), Conv Block (each includes 3 layers), Identity Block (each includes 3 layers). This feature extraction structure finally transforms 745 * 1024 * 2 image to 24 * 32 * 1024 feature map.

3. Class probability prediction module. This module uses a convolutional neural network consisting of 6 convolutional layers to integrate the features of the feature map coming from the previous module and fit these features to Class probability. Finally, the module outputs the 24 * 32 class probabilities matrix, in which \( p_{ij} \) represents the probability of an LSB galaxy locating in the grid cell \((i, j)\) of the original image.

4. Coordinate prediction module. This module also uses convolutional neural networks to predict the center coordinates matrix X, Y of LSB galaxies, \((x_{ij}, y_{ij})\) represents the center coordinates of an LSB galaxy detected from grid cell \((i, j)\).

### 3.2 Loss Function of LSBG-AD

In deep learning, a loss function is often defined to reflect the difference or error between the prediction and the actual value. Therefore, it can evaluate how well the neural network models the data set. The value of a loss function is also called loss. In the optimization process, when the loss function reaches the minimum, the network best models the data set and gets the optimal performance.

The loss function of LSBG-AD consists of two components, One describes the class probability as the first component describing the loss of class probability \( p \) and the second component describing the loss of coordinate position. The loss function is defined as formula 2:

\[
\text{Loss} = -\sum_{i}^{24} \sum_{j}^{32} (p_{ij} \log \hat{p}_{ij} + (1 - p_{ij}) \log (1 - \hat{p}_{ij})) + \sum_{i}^{24} \sum_{j}^{32} \lambda((x_{ij} - \hat{x}_{ij})^2 + (y_{ij} - \hat{y}_{ij})^2)^{1/2}
\]

where \( \hat{p}_{ij} \) and \( p_{ij} \) respectively represent the predicted class probability and the real class probability of an LSB galaxy in a cell \((i, j)\). \((x_{ij}, y_{ij})\) and \((\hat{x}_{ij}, \hat{y}_{ij})\) respectively represent the predicted center coordinates and the real center coordinates of an LSB galaxy in cell \((i, j)\). The first component describing the loss of class probability uses the cross-entropy loss which is often used in the binary class problem, and the second component describing the loss of coordinate position uses a modified square loss by multiplying a factor of \( \lambda \) \(^2\). The modified squared loss measures the distance between the predicted position and the real position, meanwhile reducing the function of coordinates of objects with low probability in the cell.

### 3.3 Learning Process

Finally, the data was fed to the network, and through iterative learning, the network gradually learned the ability to identify LSB galaxies. We used stochastic gradient descent to learn the optimal parameters of the network with a gradient clipping setting for suppressing the gradient explosion in the learning process. After 100 epochs of training, the model converges and we get the basic model that can identify LSB galaxies.

### 3.4 Searching Strategy

When we use the basic model for large-scale search, we may encounter a problem. That is, the center coordinate of some LSB galaxies may fall on the boundary of the cell, which may lead to detection failure or inaccurate location of the target. In order to solve this problem, we use a strategy, that is shifting the image and putting

\[ \lambda \] is usually multiplied to the loss of coordinates. Here it is set to 1, which is determined by hyper parameter optimization trails.
Figure 4. Network architecture of the LSBG-AD. The architecture of LSBG-AD consists of four components: image input module, feature extraction module, class probability prediction module, and coordinate prediction module. LSBG-AD takes the g-band and r-band images of SDSS as the input and outputs the coordinate position and class probability of the LSB galaxies detected from the images.

1. First, the original SDSS image was sent to the basic network and a batch of results was obtained.

2. Shift each image by cutting out 16 columns of pixels (a quarter width of a cell) on the right side of the image and adding 16 columns of 0 values on the left side of the image. Then send the shifted images into the basic network to obtain the second batch of results.

3. Shift each image by cutting the first 16 rows of pixels (about a quarter height of a cell) on the top of the image and adding 0-pixel value to the bottom 16 rows. Then send the shifted images into the basic network to obtain the third batch of results.

4. Shift each image by cutting the top 16 rows of pixels and the left 16 columns of pixels, adding 0-pixel value to the bottom 16 rows and the right 16 columns, that is doing the step 2 and step 3
simultaneously. Then send the shifted images into the basic network to obtain the fourth batch of results.

5. Remove duplicate sources from four batches of results. If the distance between two sources detected in the same image is greater than a threshold distance, they are considered independent sources. If the distance between two sources is less than the threshold, they may be the same source. The source with higher class probability is kept, while the sources with lower class probabilities are discarded. Here the threshold distance is set to 10 arc seconds.

4 RESULTS

4.1 Performance Evaluation

As an important output of the LSBG-AD model, \( p \) represents the class probability of an LSB galaxy in a cell of an image. For each SDSS image, there are \( 24 \times 32 \) \( p \) values corresponding to \( 24 \times 32 \) cells. According to the class probability \( p \), we selected the candidates of LSB galaxies.

A class probability threshold, usually 0.5, can be chosen to distinguish LSB candidates. Here, we chose the threshold of 0.9 to obtain LSB galaxies with a higher confidence level. Those with a class probability greater than 0.9 were identified as candidates of LSB galaxies.

We then used a measure \textit{recall} to evaluate the performance of the LSBG-AD model. After training the model using the training dataset and predicting the class probability of LSB galaxies in the testing data, some LSB galaxies have been obtained. Among detected LSB galaxies, the already known ones in the training data set or test data set are called true positives (\( TP \)). \textit{Recall} is defined as

\[
\text{recall} = \frac{TP}{N}
\]

where \( N \) is the total number of positives that are already known LSB galaxies in the training set or testing set.

4.2 Searching results

We used the LSBG-AD model and the searching strategy described in Section 3.4 to search all the images, including the training set and the test set.

From 120 test images, a total of \( 120 \times 24 \times 32 \) class probability \( p \) were obtained. Most \( p \) values are close to zero (< \( 10^{-5} \)), which indicates there are probably no LSB galaxies in their corresponding cells. Thus, we did not involve these low \( p \) values in Figure 5, in which the remaining class probability (\( \geq 10^{-5} \)) distribution of 120 test images were shown. The class probabilities of 134 sources are greater than 0.9, indicating these sources likely to be LSB galaxies with high confidence. There is a small group of probability values that are lower than 0.1 and the remaining few fall between 0.1 and 0.9. This distribution indicates that for most of the sources, it is definite to determine whether it is an LSB galaxy.

From 120 test images, 134 LSB galaxy candidates were found, and among them, 112 ones were already labeled in the testing set and 22 ones were newly found candidates. From 1,000 training images, 1,063 LSB galaxies candidates were found, of which 969 ones were already known in the training set and 94 ones were newly found by the model, as shown in Table 1. For the training set, the recall is 96.23%, and for the test set, the recall is 91.8%. The recall of the testing set reflects the performance of our model applied to new SDSS images. In Figure 6 we show 12 newly detected LSB galaxy candidates from testing images.

5 DISCUSSION

5.1 Analysis of candidates

For LSB galaxy candidates, we want to obtain their B-band central surface brightness for evaluating our detection. However, it is difficult to obtain accurate central surface brightness. It is related to the parameters such as magnitude, disk scale length, axis ratio and redshift. The uncertainty of these parameters will affect the accuracy of central surface brightness of LSB galaxy. We obtained the photometric parameters of these LSB galaxy candidates from SDSS catalog to calculate their central surface brightness. However, due to the uncertainty of the parameters, the central surface brightness calculated by using SDSS photometric parameters may not be accurate, which is used here to reflect the surface brightness distribution of the whole sample.

We calculate the B-band central surface brightness according to the following formula:

\[
\mu_0 = m + 2.5 \log_{10}(2\pi \sigma^2 q) - 10 \log_{10}(1 + z)
\]

(4)

\[
\mu_0(B) = \mu_0(g) + 0.47(\mu_0(g) - \mu_0(r)) + 0.17
\]

(5)

where \( m \) is magnitude measured by SDSS photometry (\( \text{expMag}_r, \text{expMag}_g \)) and subsequently corrected by galactic extinction (\( \text{extinction}_r, \text{extinction}_g \)), \( \sigma \) is the disk-sacle length (\( rs \)), converted from disk half-light radius (\( Re, \text{SDSS expRad}_r, \text{expRad}_g \) ( \( rs = Re/1.678 \)), \( q \) is the axis ratio (\( \text{expAB}_r, \text{expAB}_g \)), and \( z \) is the redshift ( SDSS \( z \)).

We cross-matched these candidates with SDSS photometric catalog within a 5 arcsec radius to obtain photometric parameters from SDSS catalog. First, we removed the sources with abnormal \( \text{expRad} \) value (about 8% values are too small) through visual inspection. Then
Table 1. Summary of searching results using LSBG-AD.

|       | Image | Labeled | Model found | Overlapped | Model newly-found | Recall  |
|-------|-------|---------|-------------|------------|-------------------|---------|
| Training set | 1000  | 1007    | 1063        | 969        | 94                | 96.23%  |
| Test set   | 120   | 122     | 134         | 112        | 22                | 91.18%  |
| Total      | 1120  | 1129    | 1197        | 1081       | 116               | 95.75%  |

Figure 6. LSB galaxy candidates detected by LSBG-AD model. The coordinate R.A. and Dec. are the center of candidates predicted by LSBG-AD.

we used formula (4) to calculate $\mu_0(g)$ and $\mu_0(r)$ respectively, and used formula (5) to calculate the B-band central surface brightness. Finally, except for a few LSB candidates (absent from the SDSS catalog or missing the red shift or with abnormal $\text{expRad}$ value), we measure the B-band central surface brightness for rest candidates.

The central surface brightness $\mu_0(B)$ distribution is shown in red in Figure 7. For comparison, we also calculated the B-band central surface brightness of LSB galaxies in Du2015 sample according to SDSS photometry, and their distribution is shown in blue in Figure 7. The surface brightness of the LSB candidates is mainly distributed...
between 22-24 mag arcsec$^{-2}$, which is the same as that of Du2015 sample. It should be pointed out that $\mu_0(B)$ of the Du2015 sample is in the coverage of 22.5 mag arcsec$^{-2}$ to 28.3 mag arcsec$^{-2}$, however, there is a deviation between the surface brightness calculated by using SDSS photometry and the measurement of Du2015. $\mu_0(B)$ using SDSS photometry has the deviation of about 0.5 mag arcsec$^{-2}$ lower than that of Du2015’s. Therefore, in this work of using the photometric parameters of SDSS, it is more appropriate to choose galaxies darker than 22 mag arcsec$^{-2}$ as the LSB galaxies, which is also a frequently adopted standard (e.g. Zhong et al. (2008), Boissier et al. (2003)).

In order to learn about the morphological properties of these newly detected LSB candidates, We used the parameter $fracDev_r$ selected from SDSS catalog to quantify the galaxy profile type ($fracDev_r = 1$ for a de Vaucouleurs profile; $fracDev_r = 0$ for an exponential profile). It shows that 92.04% of the candidates have $fracDev_r \leq 0.4$, indicating that most of the candidates were disk-dominated galaxies. Then axis ratio $b/a$ of the candidates was calculated, and it was found that 96.46% of the candidates have $b/a > 0.3$, belonging to face-on galaxies. For comparison, 94.2% of the training samples are with $fracDev_r < 0.4$, and 100% of the training samples are with $b/a > 0.3$. The results show that the candidates are consistent with the training samples in shape.

There are 3 unmatched candidates with SDSS objects within a 5 arcsec radius. Figure 8 presents the images of 3 LSB galaxy candidates respectively in r-band and g-band. In the first column, there is an extended shape that only appeared in g-band but not in r-band, it is an artifact that may be caused by the bright star nearby. In the second column, there is a larger deviation in the predicted coordinate, because the star-forming region or knot in the arm of a large spiral galaxy is regarded as the center of an LSB galaxy. In the third column, the detection is disturbed by a nearby bright star, thus the predicted coordinates of the LSB galaxy have a large deviation with its real center.

5.2 Test using another sample

We also used another sample to test our model. The LSBG-AD model was applied to search for LSB galaxies on an SDSS image sample collecting from Kniazev et al. (2004) (hereafter Kniazev2004 sample). Kniazev et al. developed a new photometry software and detected 129 galaxies from 93 SDSS images. We applied the LSBG-AD model to this sample and from 93 SDSS images, we detected 78 LSB galaxy candidates, 49 of which are also in the Kniazev2004 sample. According to the photometric parameters of SDSS, we calculated the B-band central surface brightness of the Kniazev2004 sample and the candidates we detected, as shown in Figure 9. The $\mu_0(B)$ for Kniazev samples is distributed in 16.06-26.02 mag arcsec$^{-2}$ with the average 20.95 mag arcsec$^{-2}$, while the candidates we detected are distributed in 19.46-24.24 mag arcsec$^{-2}$, with the average 22.14 mag arcsec$^{-2}$. The samples we searched are darker. In the Kniazev2004 sample, there are 23 candidates which $\mu_0(B)$ are darker than 22 mag arcsec$^{-2}$. Our model successfully searched 22 of them, with the recall rate of 96%. In addition, we also found 10 additional candidates whose $\mu_0(B)$ of the B-band are darker than 22mag arcsec$^{-2}$. The testing results showed that our LSBG-AD model has an excellent ability to search LSB galaxy darker than 22 mag arcsec$^{-2}$ of $\mu_0(B)$ from SDSS images.

5.3 Model Limitations

There are 2 limitations of the current LSBG-AD model.

1. The model may miss a few LSB galaxies. For example, ten LSB galaxies were missed during searching test set. We checked their images and found these sources are either too small and faint, or there are bright sources around, causing failed detection. In essence, the features of these special samples are not well learned by the model because of the small number of these special samples in the training data set.

2. In addition, there are some sources of contamination in the candidates, as mentioned in Section 5.1. The common sources of contamination are nearby bright stars, artifacts, knots or star-forming areas in large spiral galaxies. Besides, for some detected LSB galaxies, there may be a little deviation in coordinate position due to the interference of nearby bright stars.

6 CONCLUSION

In this paper, we aim to develop an effective and automatic method to search for low surface brightness (LSB) galaxies in SDSS images. By using the 1129 LSB galaxies of Du2015 sample, we have built LSBG-AD, an LSB galaxies detection model based on a deep neural network, to achieve our goal. LSBG-AD was successfully applied to 1,120 SDSS images to search for LSB galaxies. 1081 Of 1129 known LSB galaxies were recovered, with the training recall of 96.23% and the test recall of 91.8%. Furthermore, we used Kniazev2004 sample to test the LSBG-AD model. For darker than 22 mag arcsec$^{-2}$ LSB galaxies, the recall is 96% . The test results show LSBG-AD has an excellent ability to search LSB galaxies with $\mu_0(B)$ greater than 22 mag arcsec$^{-2}$ from SDSS images.

LSBG-AD uses the deep learning object detection technology to learn features of low surface brightness galaxies from SDSS images, such as shape, brightness and color, so it can automatically detect LSB galaxies without obtaining photometric parameters. Detecting LSB galaxies from images is the most direct way, which avoids the complex processing process of traditional surface brightness measurement. It is very effective in the search of important celestial candidates. Like most other supervised learning methods, LSBG-AD depends heavily on training data. A reliable, complete and balanced training data can reduce the limitation of such algorithms, which is also the direction for us to improve LSBG-AD in the future. A continuation of this work is applying LSBG-AD to search for LSB galaxies from massive images and more deep images, so as to provide large and rich samples for the research of LSB galaxies.
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Figure 7. Distribution of B-band central surface brightness of LSB galaxy candidates (red) and training samples (blue).

Figure 8. Unmatched candidates with SDSS objects within a 5 arcsec radius.
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