GIS-Enabled Digital Twin System for Sustainable Evaluation of Carbon Emissions: A Case Study of Jeonju City, South Korea
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Abstract: Despite the growing interest in digital twins (DTs) in geospatial technology, the scientific literature is still at the early stage, and concepts of DTs vary. In common perspectives, the primary goals of DTs are to reduce the uncertainty of the physical systems in real-world projects to reduce cost. Thus, this study is aimed at developing a structural schematic of a geographic information system (GIS)-enabled DT system and exploring geospatial technologies that can aid in deploying a DT system for a real-world project—in particular, for the sustainable evaluation of carbon emissions. The schematic includes three major phases: (1) data collection and visualization, (2) analytics, and (3) deployment. Three steps are designed to propose an optimal strategy to reduce carbon emissions in an urban area. In the analytics phase, mapping, machine learning algorithms, and spatial statistics are applied, mapping an ideal counterpart to physical assets. Furthermore, not only are GIS maps able to analyze geographic data that represent the counterparts of physical assets but can also display and analyze spatial relationships between physical assets. In the first step of the analytics phase, a GIS map spatially represented the most vulnerable area based on the values of carbon emissions computed according to the Intergovernmental Panel on Climate Change (IPCC) guidelines. Next, the radial basis function (RBF) kernel algorithm, a machine learning technique, was used to forecast spatial trends of carbon emissions. A backpropagation neural network (BPNN) was used to quantitatively determine which factor was the most influential among the four data sources: electricity, city gas, household waste, and vehicle. Then, a hot spot analysis was used to assess where high values of carbon emissions clustered in the study area. This study on the development of DTs contributes the following. First, with DTs, sustainable urban management systems will be improved and new insights developed more publicly. Ultimately, such improvements can reduce the failures of projects associated with urban planning and management. Second, the structural schematic proposed here is a data-driven approach; consequently, its outputs are more reliable and feasible. Ultimately, innovative approaches become available and services are transformed. Consequently, urban planners or policy makers can apply the system to scenario-based approaches.

Keywords: digital twins; geospatial technology; carbon dioxide emissions; machine learning; artificial neural network; sustainable city

1. Introduction

1.1. Background

With a rapidly growing interest in the Fourth Industrial Revolution, engineers have defined the concept of a digital twin (DT). DTs are considered a virtual development or representation of a real system or world [1]. According to the Gartner Hype Cycle in 2018, DTs are one of five emerging
technology trends. Gartner stated that hundreds of millions of things would have DTs within five years [1]. They enable urban planners to create, test, assess, and monitor a virtual environment coming from the real world [2,3]. Before implementation, DTs enable urban planners to visualize, simulate, and evaluate real-world projects [4,5]. Eventually, they can minimize the failure rates of real urban planning and reduce the uncertainty of the physical systems from real-world projects to reduce their costs.

Furthermore, DT systems reliably assess a real-world project. Thus, DT systems require a realistic representation of physical objects (geographic objects). Despite the many advantages, several challenges remain that require continuous discussion and research activities; the scientific literature does not provide a unique definition of the term “digital twin.” The concept of a DT in geospatial technology is at the early stage and not yet well-defined. Accordingly, we propose a new structural schematic of the DTs in geospatial technology. The target subject of this study is associated with strategically reducing carbon emissions in an urban area.

In 2018, the Intergovernmental Panel on Climate Change (IPCC) recommended reducing carbon dioxide emissions (CO₂) emissions by 45% to limit global warming to below a 1.5 °C increase [6]. In highly dense urban areas, buildings account for 94% of electricity usage and 75% of greenhouse gas emissions [7]. Accordingly, carbon emissions in urban areas are the most significant factors accelerating global warming [8]. City gas, electricity usage, and household waste are major factors for increasing carbon emissions—factors primarily driven by human activities [6,9,10].

According to the 48th IPCC meeting held in Incheon, South Korea, in 2018, South Korea aims to reduce CO₂ emissions by 45% by 2030 due to highly increased CO₂ emissions. Furthermore, as of 2019, the rates increased by an annual average of 2.3%. South Korea was the world’s thirteenth largest emitter of greenhouse gases in 2015 [11]. The management system for monitoring carbon emissions covers a broader scale than a regional scale. Estimates of CO₂ emissions are usually predicted based on the country’s annual CO₂ emissions or the average person’s emissions. Accordingly, South Korea has provided statistical summaries of CO₂ emissions at city and province levels, but the summaries at smaller spatial levels are not publicly available. Thus, the current system does not provide information on CO₂ emissions on a fine-scale map equivalent to a regional scale or smaller.

Consequently, there is a significant need for measuring, estimating, and forecasting carbon emissions at a local scale or an appropriate scale that can sustainably monitor carbon emissions rates in an urban area. Moreover, the public has the right to know the information associated with carbon emissions rather than gaining such information through a top-down approach. It is critical to understand what citizens need, rather than a city just providing such information. Thus, citizens, urban planners, and even policy makers need to know carbon emissions data at a local level, rather than the current global-scale data or general statistical summaries without locational information. The questions raised in this research are as follows:

1. How can DT technologies or ideas reduce carbon emissions?
2. How can DTs assist in improving current decision-making processes to lessen failures of new planning?
3. What are the roles of DTs in geospatial analyses or technology fields?
4. What types of Fourth Industrial Revolution technologies can be combined with the new DTs?

This research aims to address these research questions by developing a geographic information system (GIS)-enabled DT system for sustainable evaluation of carbon emissions. First, the research proposes a logical workflow of a DT environment for sustainable evaluation of carbon emissions. Second, this research applies four factors causing carbon emissions and estimated values of carbon emissions in cluster maps. The estimated values of carbon emissions are used to predict spatial patterns of carbon emissions through support vector machine (SVM) and artificial neural network (ANN) algorithms. Furthermore, this research determines vulnerable areas of carbon emissions resulting from
spatial statistics to investigate spatial homogeneities of carbon emissions. Third, this study implements a GIS-enabled DT system in 3D buildings, which represents a virtual representation of the study area. As a result, this research turns out the following key contributions:

- **First**, this study contributes to the current definitions of DTs in geospatial technology. As stated earlier, the DT has been booming in the manufacturing field, but its definition in geospatial technology has not been clearly defined yet.

- **Second**, this study also guides what technologies are associated with the DT environment or system. Even though a DT system can computerize counterparts of a physical world, it is not merely a digital component of a physical world. Employment of a DT system is not just construction of 3D city models. Thus, it is necessary for city planners or geospatial analysts to comprehend how to establish new skills, particularly connected with the Internet of Things (IoT) technologies. This can help us clearly comprehend how DTs contribute to the digital transformation of society.

- **Third**, the construction of DTs can help urban areas to become more environmentally and economically sustainable because the DT environment enables urban planners to simulate urban planning models that help cities face complex issues such as disasters, carbon emission or infectious diseases like the coronavirus pandemic.

- **In addition**, through this research we expect that the DTs in geospatial technology will bring up a variety of benefits such as efficiency of services, sustainability, safety, economic growth, and more for smart cities.

- **As such**, the DTs in geospatial technology can experimentally mirror real-world problems and resolve urban environmental issues such as carbon emission. Accordingly, this study will help communicate with the general public wanting to acquire carbon emissions information on a local scale.

This paper is structured as follows. The following sub-section introduces previous studies associated with DTs. Section 2 addresses a structural schematic diagram for a spatially enabled DT system proposed in this study and the study area and a methodological explanation of the SVM algorithm, ANN algorithm, and spatial statistics. Section 3 presents various mapping results in terms of carbon emissions and outputs of the simulation. Furthermore, GIS analysis is introduced to represent vulnerable areas for carbon emissions on GIS maps. We also introduce how the 3D city model is applied to the DT system. Section 4 discusses the key contributions of this research and gaps pertaining to DTs. In Section 5, we present the conclusions of this study.

1.2. Previous Studies

In 2003, the concept of the DT was first introduced in the class delivered by Dr. Michael Grieves, a product design expert [1]. Since its introduction, the demands of DTs have rapidly increased in manufacturing sectors, but the term has only been used in industry and research fields [12–15]. In initial DT applications, NASA was the first to experiment with the integrated technology roadmap in the areas of modeling, simulation, and information technology [12]—building two identical space vehicles to enable mirroring the conditions of the space vehicle [14]. Ultimately, this was to operate, maintain, and mitigate the damages of physical systems to increase the probability of mission success and living space [12].

First, the concept of DT varies among researchers. Michael proposed that DTs are the virtual and digital equivalents of a physical product [1]. Söderberg et al. suggested that they are digital copies of physical systems to perform real-time optimization [16]. Erkoyuncu et al. defined DTs as digital representations of physical products or systems on multiple scales, created as a digital representation of a physical item or assembly using integrated simulations and service data [17]. Grieves and Vickers defined a DT as a set of virtual information from the micro-atomic level to the macro-geometrical level [18]. Alam and El Saddik proposed that a DT is an exact cyber copy of a physical system that represents its complete functionality [19]. Although many slightly different definitions have been
proposed over the last two decades, the goals of DTs are to reduce failures from real-world projects and make a success of the real-world projects.

Second, the scientific literature is still in an early phase. DTs have the same strategies that lower costs and the chances of failing in the real world [20,21], but they also reduce the uncertainty of physical environments or systems [22]. Accordingly, DTs can improve current decision-making processes by providing the most probable outcomes. The outcomes that are possible from a well-developed virtual model consist of testing, planning, simulating, and monitoring the counterparts of physical objects or systems. Simulation enables virtual models to produce optimized outcomes, compared with physical systems [20].

Third, although the virtual model or its representation is the counterpart of a physical object and may have functionality similar to a physical system, it is intrinsically different from the original physical world. Thus, the virtual environment must have a sophisticated mechanism to plan, simulate, assess, and monitor the physical world. A computerized environment mirroring the real world must be able to simultaneously and infinitely test, simulate, evaluate, and repeat steps of all possible analytical approaches—lessening the risk of failure from a real-world project. Thus, proper and optimized approaches will be required, for which machine learning or deep learning algorithms can be considered. These are the emerging technologies driving the Fourth Industrial Revolution.

This study uses SVM and ANN machine learning algorithms. These technologies enable machines or systems to learn processes and identify problems [23]. SVM is a supervised machine learning model based on statistical learning theory. This model is used to predict and classify data sets in a hyperplane [24]. Radial basis functions have been used in a wide variety of disciplines, such as surveying, mapping, geology, and 3D object representations [25]. The ANN model is widely used to solve various classification and forecasting problems [24,26]. It is useful for training large data sets and simplifies complicated processes.

Fourth, although a review of the scientific literature is not well defined, there is growing interest in DTs for geospatial technology. Very recently, DTs received considerable attention as a useful virtual platform that enables urban planners to capture changes to a physical system, monitor all associated activities and movements occurring in cities, and simulate real-world projects [27,28]. The growing interest is associated with research and applications of smart cities [3,28–34]. DTs require connections to data and information that connect the virtual and physical worlds [1].

Representing the physical world in a digital format requires a realistic 3D representation of physical systems or worlds, especially in an urban environment. Thus, it is essential that DT applications are built by integrating GIS and building information modeling (BIM), which can represent real objects such as buildings, vegetation, terrain, roads, and even people’s behavior patterns. Furthermore, levels of 3D representation result in different perspectives in terms of the physical space for each urban planner. Some DTs function to enhance and optimize real-world processes and to monitor and simulate scenario-based projects used to mitigate risks and increase resilience [31]. Accordingly, the integration of GIS and BIM is an essential technology to deploy DTs to cities.

Concerning DT studies in a city, although the scientific literature is in an initial stage, there is growing interest in terms of exploring developing DT systems in various fields. The DT concept is not just a virtual representation of a physical world but has integrated geospatial technologies that result in lessening the risk of failure due to unforeseen problems, resolving uncertainty from feasible smart city projects, and increasing the spatial perception of the general public that leads to active participation in regional projects.

DTs can provide optimized outcomes for where to focus, which methods to use, and whom to be concerned about for sustainable urban development and preservation in terms of carbon emissions. This research raised the following questions in terms of management of sustainable carbon emissions in a DT system:

1. What are the optimal geospatial technologies to employ GIS-enabled DT systems for carbon emissions?
(2) What if we develop scenario-based approaches to mitigate the risk of carbon emissions? What would happen if we change this?

(3) How can an urban planner deliver carbon-related information to citizens in real-time?

This research addressed the questions raised in this study by developing a GIS-enabled DT system for the sustainable evaluation of carbon emissions.

2. Materials and Methods

2.1. Materials

2.1.1. Study Area

The areas of interest in this study include Jeonju city, which is located in western South Korea and is the capital of North Jeolla Province. The city was chosen as a Creative City for Gastronomy as part of UNESCO’s Creative Cities Network. The city is one of the most popular tourist attractions in South Korea because of Jeonju Hanok Village, a traditional heritage village with dwellings known as Korean hanok houses. As of 2017, the total population of the city was approximately 652,392 [35].

Figure 1 depicts Jeonju city in South Korea (Figure 1a). The city includes several land-use and cover types, such as forest, farmlands, grasslands, and urban areas, including tourist attractions, residential areas, industrial districts, and commercial places (Figure 1b). The area in the red box of Figure 1b was developed as a new town over the last two decades. Thus, the area is no longer bare land. As illustrated in Figure 1c, areas in red show highly populated areas. In the most recent years, the city’s carbon emissions rate has increased more than the average increase of 6.5% in South Korea. Over the past 10 years, the carbon emissions rate has increased to 22% [35].

![Figure 1. Description of the study area: (a) Location of research area in South Korea; (b) Land use and cover types; (c) population density in Jeonju city.](image)

2.1.2. Developing a Schematic Diagram and Data Collection

This research proposed a DT system for sustainable carbon emissions management that enables urban planners to plan, test, visualize, simulate, and evaluate systems that produce optimized outcomes for carbon emissions management. Figure 2 is a structural schematic of the GIS-enabled digital system for sustainable evaluation of carbon emissions that ties the virtual and physical worlds together.

As illustrated in the left side of Figure 2, target assets in the study are factors causing carbon emissions. There are several sources causing carbon emissions, such as transportation, electricity generation, industrial processes and activities, and commercial and residential causes [6,8,36–38]. However, this research only used the four primary factors, following the IPCC guidelines: electricity, household gases, waste discharge, and vehicle gases. Detailed descriptions of the factors are addressed in the following section.
First, this study formulated the DT system by collecting the data of the four factors and visualizing the values of the four factors in GIS maps. Furthermore, the values were stored in 3D building data in GIS format. The data were provided by the public data portal website of the Korean government. Second, the carbon emissions values of the four factors were estimated through the IPCC guidelines and stored in the GIS database that would be used for the subsequent simulation process. Third, this study performed an analysis. In this step, machine learning techniques were used to predict carbon emissions trends in the study area. Then, spatial statistics were used to visualize the spatial association between the primary factors and to analyze hot and cold spot trends to identify the most vulnerable areas from sources of carbon emissions. Fourth, this study used a GIS-enabled DT system, including the creation of 3D models—the final step before the system deploys to the physical system. When the system is applied to the real world, it can feed back to the DT system for updates and refinement.

2.2. Methodology

2.2.1. Quantifying the Four Indicators

This study used four sources that are major causes of carbon emissions. Table 1 presents the four sources directly associated with carbon emissions.

Table 1. Physical assets in terms of four primary sources of carbon emissions.

| Indicators                   | Equations in Accordance with the Intergovernmental Panel on Climate Change (IPCC) Guideline                                      | Sources                                           |
|------------------------------|-------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------|
| Electricity usage (Month)    | Electricity energy consumption (1 Mwh) × carbon emission factor (0.460)                                                         | Energy conversion division of Jeonju city         |
| City gas consumption (Month) | Energy consumption × carbon emission factor × combustion rate × carbon conversion factor (44/12)                             | Household gas company                             |
| Household waste (Month)      | Total waste x dry content x carbon fraction (CF) × Fossil carbon fraction (FCF) Oxidation coefficient × carbon conversion factor (44/12) | Resource circulation division of Jeonju city      |
| Number of vehicles (Year)    | Average daily mileage by type of car × emission factor by vehicle type                                                         | Transportation division of Jeonju city            |
First, the monthly electricity usage for all facilities was provided by Jeonju city. According to the Korea Energy Economics Institute, the usage of electricity is computed as follows. Electricity energy consumption is converted to a megawatt-hour (Mwh), and a 0.46 carbon emission factor is multiplied by the Mwh [39].

Second, data on city gas consumption was provided by the JeonBuk City Gas Company, located in Jeonju city. As for the spatial resolution of the data, monthly data were collected from each of the buildings in the study area. For city gas consumption, this research used the emissions factor provided by the IPCC guideline [6], which is computed as follows: energy consumption \( \times \) carbon emissions factor \( \times \) combustion rate \( \times \) carbon conversion factor (44/12).

Third, data on monthly household waste was supported by the Resource Circulation division of Jeonju city. The division provided the data, which is referenced to the smallest level of the administrative district, which is “Dong” in South Korea. The average of each district was equally divided by all buildings. It was computed as follows: total waste \( \times \) dry content \( \times \) carbon fraction in dry matter (CF) \( \times \) fossil carbon fraction (FCF) \( \times \) oxidation coefficient \( \times \) carbon conversion factor.

Finally, this research used data associated with the quantity of CO\(_2\) emitted by cars. For this computation, we received data on the number of cars in Jeonju city. The following equation was applied: average daily mileage by type of car \( \times \) emissions factor by vehicle type [37]. The total number of cars was approximately 303,580: Standard cars (254,315), vans (10,156), trucks (38,235), and special cars (874). The values of the CO\(_2\) emissions were 199.66 (standard cars), 646.93 (vans), 656.20 (trucks), and 1388.20 (special cars), respectively. The values of the CO\(_2\) emission were equally divided and assigned to each of the buildings in the study area. The equation used in this research was based on the framework used by the IPCC guidelines, which is applied to calculate the direct CO\(_2\) emissions from household energy uses [39–42]. Furthermore, the four data sets were stored in a GIS database to visually represent a higher density of carbon emissions in the study area.

2.2.2. Analysis Step: Visualization and Simulation

The next step was an analysis to predict spatial trends of carbon emissions and visualize spatial associations of carbon emissions by spatial statistics. There were three major processes that represented and predicted spatial trends of carbon emissions patterns and explored spatial associations among the four major factors.

First, total values of the four major sources stored in all buildings were assigned to a 300 \( \times \) 300 m array of cells. After that, we used the Iso Cluster and Maximum Likelihood classification tool, which is an unsupervised classification method. This was to statistically classify the values of the carbon emission into 10 clusters. There were 2187 cells in 10 clusters, and each cluster contained enough cells to accurately represent the cluster. Ultimately this was to spatially represent the locations of the most vulnerable areas on a map (See Figure 3). In the next step, the 10 clusters were used to forecast spatial trends of carbon emissions.

Second, this research used machine learning techniques to predict spatial trends of carbon emissions. This simulation was based on the GIS data sets we created in the first analysis step. In this step, the radial basis function (RBF) kernel model was used—an SVM kernel algorithm. SVM is the most popular algorithm for classification and is a type of supervised machine learning algorithm. This model is used to correctly classify unseen data. The RBF kernel classifies data that are not linearly separable and is trained in a maximum likelihood framework by maximizing the probability of the data. This model is the most used type of kernel function because it is used when there is no prior knowledge about the data [43].
Figure 3. Carbon emission map of 2187 cells (300 × 300 m) by four variables: (a) electricity; (b) city gas; (c) waste discharges; (d) vehicles.

The RBF kernel model is defined by the following equation.

\[ K(x_i, x_j) = \exp \left( \frac{\|x - x'\|^2}{2\sigma^2} \right) \]

where \( K \) is the RBF model. \( x \) and \( x' \) are vectors, where \( x' \) is a point-of-reference vector. \( \| \) is Euclidean distance. Sigma is a free parameter.

Next, a backpropagation neural network (BPNN) was applied to investigate one of the four factors that primarily influence carbon emissions. This was to quantitatively determine which factor was the most influential among the four data sources. A BPNN is a supervised learning algorithm. The method has three layers: input, hidden, and output [44]. The four factors were used as input layers. This study used the R neuralnet package, which trains multi-layer perceptrons in the context of regression analysis [24]. As introduced earlier, the ANN model is widely used to solve various classification and forecasting problems and simplify complicated processes [25]. In this research, we used the ANN model to identify the factor with the highest impact on carbon emissions. Section 3.3 provides the processing of the model in more detail.

The third step of the analytics stage was to identify the spatial association of carbon emissions among the four factors. The analysis was computed from values of each of the four major sources. Accordingly, we used hot spot analysis with Getis-Ord \( G' \), which can determine statistically significant
hot or cold spots and reveal spatial trends in the clustering of polygon features. For example, the method uses three confidence levels at 90% ($p < 0.1$), 95% ($p < 0.05$), and 99% ($p < 0.01$), and it assesses where high values of carbon emissions are spatially clustered [45–49]. The Getis-Ord $G^*$ equation is defined as follows.

$$G^*_i = \frac{\sum_{j=1}^{n} w_{ij} x_j - \bar{X} \sum_{j=1}^{n} w_{ij}}{S \sqrt{\left( \sum_{j=1}^{n} w_{ij}^2 - (\sum_{j=1}^{n} w_{ij})^2 \right) / n}}$$

(2)

where $x_j$ is the attribute value for feature $j$, $w_{ij}$ is the spatial weight between features $i$ and $j$, and $n$ is equal to the total number of features:

$$\bar{X} = \frac{\sum_{j=1}^{n} x_j}{n},$$

(3)

$$S = \sqrt{\frac{\sum_{j=1}^{n} x_j^2}{n} - (\bar{X})^2}$$

(4)

Getis-Ord $G^*_i$, we can visualize the most vulnerable areas from carbon emissions as hot spots in red. The spatial trends can help determine an optimal scenario by monitoring the increase or decrease in carbon emissions rates in areas of interest. For the weight values of the model, this research used the default weight for Self-Potential in the Hot Spot Analysis tool in ArcGIS.

2.2.3. Deployment Step: GIS-Enabled DT System

In the deployment step, we created a 3D city model that included spatial pattern trends of carbon emissions in the study area. Furthermore, the 3D city model was embedded in a GIS environment.

3D city models require complex knowledge of computational geometry, photogrammetry, and digital image processing [50,51]. The city model can be created through various approaches, such as image-based, laser-scanner-based, and a hybrid of aerial images and ground-based methods. When creating the 3D city model, the degrees of abstraction of 3D city models contribute to designing urban planning. The appropriate degree of realism of virtual environments is always questionable [50–53]. Levels of 3D representation are crucial to increasing spatial perceptions of geographic phenomena [50,51]. Thus, it is important for geospatial analysts to use the highest level of 3D building models, and the level of detail depends on the subject to be applied.

This study followed the guidelines of the Open Geospatial Consortium (OGC) on the level of detail (LOD). LOD defines the degree of abstraction of real-world objects (OGC2012) at four levels. According to the guidelines, LOD 1 represents extruded footprints of the 3D city model. LOD 2, 3, or 4 can represent more detailed building models and even supplement with interior features. Thus, the determination of LOD is crucial for users to accurately recognize a virtual environment mirrored from a physical world. Nonetheless, a LOD model is essential when the intent is to use a DT system in a real-time application. Rather than focusing on developing a highly-detailed 3D city model, this research concentrated on formulating a DT model or system. Accordingly, we used LOD 1, which represents extruded footprints. Furthermore, we created a GIS-based DT system that included the 3D city model and its associated descriptive statistics. Such a system helps urban planners to monitor the results of analytics and review training modes in situations that have never occurred before.

3. Results

3.1. Mapping Carbon Emissions by the Primary Four Factors

As introduced in Section 2, all values of the four major sources were inserted into a 300 × 300 m fishnet grid that covered the entire study area and included 2187 cells. The value of each cell was classified into 10 classes. Table 2 presents basic statistical summaries of the four factors in the study area.
Table 2. Summaries of descriptive statistics for the four factors (unit: a metric ton).

| Carbon Emission | Mean      | SD         | Max             | Min      |
|-----------------|-----------|------------|-----------------|----------|
| By electricity  | 51,834.8  | 327,807.2  | 8,189,923.5     | 0.001    |
| By city gas     | 27,353.4  | 59,159.8   | 786,394.9       | 0        |
| By household waste | 1113.5   | 2039.8     | 14,052.9        | 0.002    |
| By the number of vehicles | 121,488.5 | 215,419.8 | 1,670,293.5     | 0.132    |

As indicated in Table 2, the carbon emission values of electricity were much higher than other factors at more than 8 million. Electricity was the riskiest factor in increasing carbon emissions. Mean carbon emissions by household waste suggested that the number of vehicles in each cell was much higher than the others, even electricity. For standard deviation (SD), the household waste factor was the lowest. With lower electricity usage and fewer vehicles, carbon emissions will decrease. Figure 3 illustrates maps spatially representing the values of carbon emissions based on the four factors.

The maps in Figure 3 spatially illustrate the locations of the most vulnerable areas for each of the four factors in the study area. Class 1 (Cluster 1) indicates small values of carbon emissions, and Class 10 (Cluster 10) represents high values of carbon emissions. Figure 3a illustrates the values of carbon emissions by electricity. High values of carbon emissions were concentrated around Palbog-dong, where a high-tech industrial complex is located. For city gas (Figure 3b), when comparing with the map of land use in Figure 1, almost all urban areas had high values of carbon emissions, except those with land cover.

Classes (Clusters) 8, 9, and 10 are widely distributed in the urban area but highly clustered around residential areas close to Jeonju City Hall, Songcheon-dong, near the Jella buk-do office and Hyoja-dong (red circle in Figure 3b). Figure 3c indicates the values of carbon emissions by household waste discharge. High values were clustered in Gosa-dong and Jeonju Hanok Village. The areas surrounding the traditional Korean houses contain many commercial establishments. Figure 3d illustrates the values of carbon emissions by the number of vehicles registered in Jeonju city. The locations near Jeonbuk University, Inhu-dong, and Hyoju-dong had the highest values for Class 10. However, the spatial cluster patterns were similar to those in the Figure 3b map. This indicates that the two factors occurred mostly in highly developed urban areas (both residential and commercial) due to frequent human activities.

Figure 4 illustrates the total value of the four factors for 10 classes. Classes 8, 9, and 10 with high values are predominantly clustered at the three red circles. As expected, high-tech industrial complexes, commercial districts, and high-density residential areas were the most vulnerable areas in the city.

3.2. Predicting Simulation Results of Machine Learning Techniques

In this step, we used the RBF model to predict the spatial trend of carbon emissions. In regard to the model, we used exhaustive cross-validation to assess how the results of a statistical analysis were generalized to an independent data set, specifically, 70% of the entire data set (an array of 2187 cells), which was equivalent to 1531 grid cells. A 30% (656 grid cells) portion of the entire data set was used as validation data set. This was to avoid the overfitting problem when performing a machine learning experiment. Consequently, this research identified the locations of the most vulnerable areas based on the four factors. Table 3 presents the results of prediction accuracy simulated through the RBF model. Consequently, Clusters 5, 6, and 7 exhibited prediction accuracies of 100%, 68.7%, and 78.1%, respectively.
Figure 4. Accumulated values of carbon emissions associated with the four factors.

Table 3. Prediction accuracy of support vector machine (SVM) simulation.

| Cluster | Predictive Variables by Cluster | Accuracy |
|---------|---------------------------------|----------|
| 1       | 359 836 7 4 - - - - -            | 29.8%    |
| 2       | - 8 253 39 11 - - - - -         | 2.7%     |
| 3       | - - - 148 33 - - - - -         | 0.0%     |
| 4       | - - - - 137 - - - - -         | 0.0%     |
| 5       | - - - - 115 - - - - -        | 100.0%   |
| 6       | - - - - 31 68 - - - - -      | 68.7%    |
| 7       | - - - - 16 - 57 - - - -      | 78.1%    |
| 8       | - - - - 17 - 38 - - - -     | 0.0%     |
| 9       | - - - - 6 - 17 - - - -      | 0.0%     |
| 10      | - - - - 1 0 6 - - - -       | 0.0%     |

In contrast, other clusters demonstrated a significantly lower percentage of prediction accuracy. It is difficult to believe that areas with less accuracy were the areas vulnerable to carbon emissions.

Figure 5a illustrates the results of the RBF model, and Figure 5b illustrates the results of the prediction accuracy of over 68% extracted from Figure 5a. Palbog-dong, Songchen-dong, Inhu-dong, and Hyoja-dong were the areas most vulnerable to carbon emissions and places of concern to policy makers for reducing carbon emissions.
3.3. Influence Analysis of Factors Using ANN

In this step, we identified the factors with the highest impact on carbon emissions. This research performed influence analysis by using a BPNN, which is an ANN algorithm. The BPNN uses a layered hierarchical architecture.

As introduced in Section 2.2.2, there are three layers in the ANN model: input (A in Figure 6), hidden (B), and output (C) layers. As depicted in Figure 6, \( x_p \) denotes input variables in the Input layer, \( z_j \) is nodes in the hidden layer, and \( y \) is an output in the output layer.

Based on Figure 6b, when there are five hidden nodes, the equations are defined as follows.

\[
y = f_2(w_y + \sum_{k=1}^{q} w_{yk}z_k), -(2) E = \frac{1}{2} \sum_{j=1}^{n} (y^{obs}_i - y^{nn}_i)^2, -(3),
\]

where \( Z_j \) is the nodes of the hidden layer (1). \( x_j \) is the attribute value for feature \( j \), \( w_{ij} \) is the spatial weight between features \( i \) and \( j \), and \( n \) is the total number of features. Each of the factors (x) corresponds
to the input layers. The input layer is connected to hidden layer via synapse \((w_{jk})\). Moreover, \(E\) is the loss for the output \(y\). \(y_{\text{obs}}\) is observed values and \(y_{\text{nn}}\) is network outputs.

Figure 6a illustrates the results of forward propagation. When applying one hidden node and training 72,491 times, the root-mean-square error (RMSE) was 0.638. As depicted in Figure 6b, when using five hidden nodes and training 16,313 times, the RMSE was 0.434—an improved result. Furthermore, the backpropagation network model exhibited 94.6% correlation. Consequently, this study used the improved ANN model (Figure 6b) for influence analysis. Table 4 illustrates the weighted values connected to the five hidden nodes.

Table 4. In the case of bias 1: Four input nodes and weights for the five hidden nodes.

|          | Z1  | Z2  | Z3  | Z4  | Z5  |
|----------|-----|-----|-----|-----|-----|
| Bias 1   | 0.996 | -2.338 | -0.526 | 0.582 | -3.685 |
| CO2 CAR (x1) | -0.018 | 0.495 | 9.075 | -0.429 | 5.188 |
| CO2 WAS (x2) | -0.031 | -0.889 | 0.391 | 0.0390 | -0.090 |
| CO2 GAS (x3) | -1.081 | 1.973 | 19.436 | 2.872 | 12.820 |
| CO2 ELEC (x4) | -4.568 | -1.478 | 66.844 | 7.334 | 34.710 |

Table 4 represents weights assigned to each of the four input variables connected to each of the 5 Zs via the synapses. The weights range from -4.568 to 66.884.

Table 5 presents the four input nodes with a weight on the hidden node. The weights range from -1.142 to 0.707. SS group indicates output parameter (y) in the ANN model.

Table 5. In the case of bias 2: Four input nodes and weights for the five hidden nodes.

|          | Bias 2 | Z1  | Z2  | Z3  | Z4  | Z5  |
|----------|--------|-----|-----|-----|-----|-----|
| SS Group (y) | 1.250 | -1.142 | 0.707 | 0.481 | -1.050 | 0.394 |

Accordingly, electricity usage was the most influential of the four factors. As depicted in Figure 7, the results of the BPNN were as follows. Electricity was 62.3%, which was the most influential of the four factors. Next was city gas at 24.4%, followed by vehicle at 6.8% and household waste at 4.9%.

Figure 7. Results of influence analysis based on the backpropagation neural network (BPNN).
3.4. Visualizing Spatial Association among the Four Factors

This step involved identifying the spatial association of carbon emissions among the four factors. This approach can visualize the spatial trends of carbon emissions that represent statistically significant hot or cold spot areas. Figure 8 illustrates the GIS maps from the hot spot analysis.

**Figure 8.** Hot spot analysis based on the primary factors: (a) electricity; (b) city gas; (c) household waste discharge; (d) vehicles; (e) river flow location.

As illustrated in Figure 8, the maps identified statistically significant clustering of the four factors with high (red zones) or low (blue zones) values at three confidence levels. The method used three confidence levels at 90% \( (p < 0.1) \), 95% \( (p < 0.05) \), and 99% \( (p < 0.01) \) to identify the hot and cold spots. A high z-score and a small \( p \)-value indicated a significant hot spot. A Z-score and \( p \)-value close to 0 indicated no spatial clustering. In contrast, a low negative z-score and small \( p \)-value indicated a significant cold spot. Thus, it revealed where features of either high or low values clustered spatially.

As depicted in Figure 8d, hot spots existed primarily in industrial, residential, and commercial areas. The eastern portion from the Jeonju and Samcheon rivers included highly clustered areas with high z-score values of more than 2.575. Although electricity was the most influential, geographically, the eastern portion from the two rivers should attempt to reduce carbon emissions rates. These are high-density residential areas and commercial districts with well-known tourism attractions. The spatial patterns of the maps are locally or globally equivalent to the map of the RBF model (Figure 5b).

3.5. Deploying a GIS-Enabled DT System for Carbon Emissions

This step involved deploying a GIS-enabled DT system for sustainable evaluation of carbon emissions. As introduced earlier, this research used a grid of cells of 300 × 300 m. Although it was at a fine-scale, it is important for urban planners or policy makers to use the finest map scale to induce participation of the public in this project. Consequently, we input the results of both the RBF model and the hotspot analysis to a building unit. Figure 9 illustrates the results of the RBF model for Clusters 5, 6, and 7.

As depicted in Figure 9, the prediction results revealed that the three clusters were the most vulnerable areas from forecasting results in terms of carbon emissions. Prediction accuracies were 100% for Cluster 5, 68.7% for Cluster 6, and 78.1% for Cluster 7. Table 6 presents a summary of descriptive statistics for Clusters 5, 6, and 7 derived from a building unit and covering the entire study area.
Table 6. Descriptive summary of statistics for Clusters 5, 6, and 7 in a building unit.

| Clusters | Electricity | City Gas | Household Waste | Vehicle | # of Building |
|----------|-------------|----------|-----------------|---------|---------------|
|          | Mean        | Max      | Min  | SD   | Mean        | Max     | Min  | SD   | Mean        | Max     | Min  | SD   | Mean        | Max     | Min  | SD   |
| 5        | 94,508.4    | 425,765  | 2019.1 | 75,014.8 | 342,563.6 | 5.9   | 54,476.3 | 96,636 | 34,256,3 | 5.9  | 11,451.3 | 276.1 | 2906.4 | 364,555.5 | 563,995.5 | 49,195.8 | 95,570 | 17,746 |
| 6        | 129,463.9   | 674,482.3 | 2390.5 | 120,654.9 | 461,273.3 | 27,448.5 | 56,118.1 | 5906.3 | 12,390.2 | 816.1 | 3425.3   | 3487.9 | 36,453 | 17   | 3005.3 | 18,715 |
| 7        | 168,640.5   | 991,836.6 | 27,310.1 | 185,558.6 | 399,505.6 | 44,594.4 | 73,958.4 | 5410.1 | 11,281.4 | 883.4 | 2334.8   | 773,562.9 | 1,069,540 | 157,701.2 | 200,251.8 | 11,052 |
As depicted in Figure 8d, hot spots exist primarily in industrial, residential, and commercial areas. The eastern portion from the Jeonju and Samcheon rivers included highly clustered areas with high z-score values of more than 2.575. Although electricity was the most influential, geographically, the eastern portion from the two rivers should attempt to reduce carbon emissions rates. These are high-density residential areas and commercial districts with well-known tourism attractions.

The spatial patterns of the maps are locally or globally equivalent to the map of the RBF model (Figure 5b).

3.5. Deploying a GIS-Enabled DT System for Carbon Emissions

This step involved deploying a GIS-enabled DT system for sustainable evaluation of carbon emissions. As introduced earlier, this research used a grid of cells of 300 × 300 m. Although it was at a fine scale, it is important for urban planners or policy makers to use the finest map scale to induce participation of the public in this project. Consequently, we input the results of both the RBF model and the hotspot analysis to a building unit. Figure 9 illustrates the results of the RBF model for Clusters 5, 6, and 7.

Figure 9. Clusters 5 (red), 6 (blue), and 7 (green) resulting from the radial basis function (RBF) model.

For electricity, city gas, and household waste, as Cluster 5 transitioned to Cluster 7, the values of carbon emissions increased. The maximum value of the factor for vehicles is illustrated in Cluster 7 (1,069,540). For the number of buildings in each of the three clusters, buildings in Cluster 6 at 68.7% were 18,715. Cluster 5 had 17,746 buildings with 100% prediction accuracy. Cluster 7 had 11,052 buildings with 78.1% of prediction accuracy.

Another approach for the GIS-enabled DTs is to create a 3D city model with the results of the analytics. Figure 10 illustrates a GIS-enabled DT representing hot and cold spots in a building unit.

Figure 10. GIS-enabled DT systems for sustainability evaluation of carbon emissions: (a) by household waste discharge; (b) by city gas; (c) by vehicles; and (d) by electricity.

As addressed in Section 2.2.3, a 3D city model requires complex computational processes and knowledge of photogrammetry and digital image processing. Furthermore, there are various approaches to creating the 3D city model. It is essential to have a sufficient degree of abstraction in the 3D city model because it is directly associated with how well the public or urban planners comprehend the virtual environment mirrored from a physical world. The purpose of this research was to formulate a GIS-enabled DT system, not a 3D building model with the highest level of detail. Consequently, this study used LOD 1, which represented extruded footprints for the 3D city model. Figure 10 illustrates where hot spots and cold spots exist in a 3D building unit.
Figure 10a depicts hot and cold spots of carbon emissions affected by household waste discharge. Figure 10b is the 3D map for city gas, Figure 10c is the 3D map for vehicles, and Figure 10d is the 3D map for electricity. Red indicates statistically significant hot spots that represent spatial trends in the clustering of buildings. As addressed in Section 3.4, red identifies statistically significant clustering of each of the four factors with high values at three confidence levels. A high z-score and a small $p$-value indicated a significant hot spot.

The 3D building highlighted (indicated by the arrow in Figure 10) has an attribute table with various items of information in terms of carbon emissions and the building. The carbon emissions in the attribute table of Figure 10a are 31.35, Figure 10d is 3062.4, Figure 10c is 3106, and Figure 10b is 186,175.8. The values of carbon emissions per building is not information about the building but rather the values of carbon emissions affected by each of the four factors. Accordingly, although the four factors have an impact on the values of carbon emissions by the building, the factor driven by electricity is a highly risky source of increasing carbon emissions rates.

4. Discussion

With a rapidly growing interest in DTs in manufacturing sectors, the trend has expanded to various fields. However, this concept still varies, and scientific literature is at an early stage. Even the trend of geospatial technology is at a much earlier stage than for manufacturing sectors. However, in common perspectives, DTs are linked to real-world counterparts and are used to comprehend places where we live and sustainably improve urban systems. Most importantly, DTs are aimed at reducing the uncertainty of physical systems and failures from real-world projects—producing successes for a project and improving current decision-making processes. Thus, it is essential that geospatial scientists design well-developed virtual models consisting of testing, planning, simulating, and monitoring the counterparts of the real-world projects.

Concerning the above goals, this research was aimed at developing a structural schematic of a GIS-enabled DT system for sustainable evaluation of carbon emissions. First, we developed a conceptual model for DTs that had three phases: (1) collection and visualization of physical assets in a GIS environment, (2) analytics, and (3) deployment. The three steps were designed to propose an optimal strategy to reduce carbon emissions in an urban area.

This study on the development of DTs contributes the following. First, based on the DTs, sustainable urban management systems will be improved, and new insights will be developed in a more public manner—reducing the failure of projects associated with urban planning and management.

Second, the structural schematic proposed in this research shows data-driven approaches. Through the system, urban planners and policy makers can apply the system with scenario-based approaches. Consequently, its outputs will be more reliable and feasible.

Third, concerning research, the DTs for evaluation of carbon emissions are mapped in a grid of cells of $300 \times 300$ m and a building unit. This dramatically improves the spatial resolution of the geographic data related to carbon emissions and demonstrates a more accurate representation than current carbon management systems. Thus, the research outputs can be directly applied to reality.

In this research, we identified various considerations that could improve the future development of DTs. The research and applications of DTs in geospatial technology are in an early phase. Although DTs can computerize counterparts of a physical world, they are not merely a digital component of a physical world. Thus, it is necessary to consolidate new skills and competencies and clearly demonstrate how DTs contribute to the digital transformation of society. Consequently, geospatial analysts or scientists need to advance DTs over time by improving their abilities to collect data, visualize data, apply the proper analytics, and respond effectively to the objectives of urban planning and management. Consequently, with this research, we propose the following for future DTs projects.

First, as introduced in this research, DTs for carbon emissions management are based on diverse data sources that need to be combined. Thus, it is important to define what types of data will be feasible and how to collect the data. DTs require new skills and technologies. Accordingly,
data collection can be conducted with the IoT connections with sensor technologies to collect real-time data. Furthermore, locational information is an essential source for the deployment of DTs. Consequently, geospatial data and technologies are primary sources for DTs, and the IoT is one of the major drivers in the DT environment.

Second, 3D representation helps urban planners explore, experiment, visualize, analyze, and apply to real-world projects. 3D city models are also important drivers. A higher level of 3D representation is critical to increasing spatial perceptions of events or systems in the real world. When determining the LOD or spatial scale of a 3D city model, we can consider it from the micro- to the macro-geometrical level. The data volume of a 3D city model is burdensome and slows system processing significantly. Furthermore, GIS data comprise the base information used to build a 3D city model. Thus, the optimal map scale and appropriate LOD should be identified for new DTs. The two technologies must be consolidated with the IoT connection.

Third, concerning analytics, the primary goals of DTs are to lessen the risk of failure due to unforeseen problems. Accordingly, well-developed analytics processes must be established. Developers and policy makers must be able to visualize, simulate, evaluate, and then refine and update DTs. Technicians in the manufacturing field use the system daily. Along with the new era of the cloud and big data, machine and deep learning techniques can accomplish the above duties and are also essential elements of DTs. Furthermore, we care about space and place in a virtual environment, even though events are happening in spaces or places. Consequently, engineers must consider the relationships between places, people, and devices when developing DT systems—it is essential to understand how the machine works internally rather than concentrating on the exterior of a device.

Finally, a platform that supports DTs for public and geospatial analysts would be useful. With the Fourth Industrial Revolution, cloud- or web-based applications are popular for those who want to convey information, such as the COVID-19 dashboard developed by The Johns Hopkins University. It enables the public to monitor events and trends, even making decisions and predicting trends on a web-based application. Thus, web-based GIS applications would be one of the major assets for development of DTs.

Even though there are multifaceted contributions of this research, there are direct limitations that should be considered in future studies. First, level of detail in a 3D city model is important, particularly for the public, because it is directly associated with improving spatial recognition of reality. However, this study used LOD 1, which represents only a coarse prismatic model of the 3D buildings. Second, in regard to the web-based GIS application, this research provides only GIS-enabled DTs and not an interactive map like a dashboard. In this study, GIS enabled DTs were not built in a cloud or web-based environment with intuitive and interactive data visualization and analysis. Thus, this will also be one of the major tasks we work on in future studies. Lastly, even though we used machine learning techniques such as SVM and ANN, deep learning algorithms were not considered in this study. Thus, improved ANN algorithms will be considered in future studies.

Consequently, DTs have the potential to massively alter and improve our urban environments, particularly for the sustainable evaluation and management of carbon emissions. Accordingly, it is time for DTs in geospatial technology to evolve and for us to discuss how DTs can contribute to the digital transformation of society or where we live.

5. Conclusions

This study was aimed at developing a structural schematic of a GIS-enabled DT system for the sustainable evaluation of carbon emissions. First, we developed a conceptual model for DTs for evaluating carbon emission rates to reduce carbon emissions in an area of interest. For this research, we used data sources and computational approaches such as mapping, simulation, and spatial analysis. The resultant outputs will be valuable sources for those who want to develop or extend a DT system with locational information or subjects relevant to sustainable urban planning or management. We also proposed considerations that can help improve new DTs used in geospatial technology. With the
contributions of this study, future studies can focus on developing cloud-based spatial decision support systems with a Geo-AI enabled DT system with sensors.
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