In-Memory Parallel Computing for Partial Wave Analysis
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Abstract. The traditional partial wave analysis (PWA) algorithm is designed to process data serially which requires a large amount of memory that may exceed the memory capacity of one single node to store runtime data. It is quite necessary to parallelize this algorithm in a distributed data computing framework to improve its performance. Within an existing production-level Hadoop cluster, we implement PWA algorithm on top of Spark to process data storing on low-level storage system HDFS. But in this case, sharing data through HDFS or internal data communication mechanism of Spark is extremely inefficient. In order to solve this problem, this paper presents an in-memory parallel computing method for PWA algorithm. With this system, we can easily share runtime data in parallel algorithms. We can ensure complete data locality to keep compatibility with the traditional data input/output way and cache most repeatedly used data in memory to improve the performance, owe to the data management mechanism of Alluxio.

1. Introduction
Partial Wave Analysis[1] is a technique for physicists to solve scattering problems, which requires a large number of iterative and complicated fitting operations in high-dimensional space on large statistics to make the result more accurate. Partial Wave Analysis is a computing-intensive scientific application with tons of intermediate data generated during runtime to get the fitting result. With the increment of data volume and computing accuracy, traditional calculation models and algorithms are no longer sufficient. Using new computing methods has become the primary goal of improving efficiency of Partial Wave Analysis. Fortunately, each fitting operation of the analysis is independent of others. Therefore, parallelization of this type of analysis that many physicists are now working on becomes the main solution.

At present, there are two ways available based on existing infrastructures for algorithm parallelization. One is using multiple CPU threads and the other one is using GPU card. Although both solutions are reasonable for specified algorithms and have advantages for improving efficiency, there are still shortages in parallel Partial Wave Analysis with some unmet challenges. Multi-threaded algorithm mostly runs on a high performance server (also known as fat node) with a lot of computing resources, such as a 4-way SMP server with more than 120 CPU cores and more than 160 Gigabytes(GB) memory, to achieve an ideal performance improvement. This type of algorithm requires much memory allocated frequently during runtime, which may cause extra memory access and management latency. GPU algorithm and data structures require to be well-designed and well-optimized according to architectures of GPU card to maximize
performance. Transferring data between memory and GPU memory will bring extra latency due to the limit of GPU memory. Both parallel algorithms and traditional ones are fragile with no fault-tolerance. Calculated data will be lost and procedures cannot be recovered when the system is down and unavailable due to some errors.

This paper explores some new techniques and architectures to overcome the challenges above. We introduce Apache Spark, Alluxio and some other in-memory computing and cluster computing technology into Partial Wave Analysis to make full use of computing resources in clusters and improve the efficiency. With the help of clusters, we can achieve five main benefits which are good scalability, wide applicability, high availability, better performance and lower cost. On top of Spark and Alluxio, we propose a distributed in-memory computing platform and a new parallel Partial Wave Analysis algorithm to illustrate this platform’s potential in scientific use case.

2. Background of Related Technology

With the era of Big Data emerging, a lot of new techniques and methods for dealing with big data have developed rapidly in IT industry. Google releases papers about GFS, MapReduce and BigTable. An open-source implementation of such a framework above called Hadoop is maintained by Apache Software Foundation (ASF). Hadoop provides us a computing model, which is moving computing to data. With this model, we can reduce network IO load in the cluster. University of California, Berkeley proposes a framework called Spark to accelerate data processing. Spark quickly becomes popular and now gets maintained by ASF. Spark has been widely used in IT industry as well as in many scientific fields[2][3][4], such as machine learning, hydrology, biology, health and life, remote sensing and so on. High energy physics also explores Spark[5]. Spark-ROOT project aims at processing ROOT files in Spark, which is maintained by CERN. Reference [6] introduces the work of processing data of NOvA experiment in Spark.

Spark is a lightning-fast open-source unified analytics engine[7] and suitable for both data-intensive and compute-intensive applications. Spark provides a parallel data processing model called Resilient Distributed Dataset (RDD). All the data are saved in RDD and automatically divided into several partitions. Each partition of an RDD can be calculated in parallel independently and data in RDD cannot be modified to ensure fault tolerance. RDD can be created by parallelizing existing data in the driver program, by referencing dataset in external storage system or by transforming from another RDD. There are narrow and shuffle dependencies between RDDs through transformation. Spark generates task Directed Acyclic Graph (DAG) by analyzing RDD dependencies and launch tasks on Executors. Figure 1 shows the Task Flow of Spark and PWA.

Alluxio is an open-source distributed virtual storage system that unifies and accelerates data access to different under file systems[8]. It is designed as a bridge with master-slave architecture between computing frameworks and storage systems, as it is illustrated in figure 2. The solid arrows stand for data interactions among services and the dashed arrows stand for instruction interactions and requests/replies. Alluxio Master manages all the metadata of the system including file metadata, block metadata and worker metadata. A client interacts with the master to read or modify this metadata. Alluxio workers are responsible for managing user-configurable local resources allocated to Alluxio(e.g. memory, SSDs or HDDs). Workers store data as blocks and serve client for reading and writing data. With these features, alluxio can unify memory spaces of different servers, provide data locality and automatically cache data in local file system. Alluxio also gives us the possibility to keep compatibility with traditional HEP programs.
3. Design and Implementation

3.1. Platform Architecture and System Design
In order to solve the problems mentioned in Section 1, we have designed and developed a more powerful in-memory computing system based on Spark and Alluxio for Partial Wave Analysis and some other similar data processing applications. The platform has been divided into five parts, as it is shown in figure 3. In this platform, all the persisted data will be stored in distributed file systems like HDFS, Lustre and EOS, and will be automatically cached in Alluxio while being accessed. All the volatile or temporary data will be stored in Alluxio. Resources of the whole cluster is managed by YARN. Jobs written in multi-languages can be submitted to Spark with Spark LLVM, JNI and LuaJIT plugins’ support.

With the help of this platform, we can easily design and implement our new version of Partial Wave Analysis. The original PWA algorithm is split into sub-algorithms for individual event or event blocks. Meanwhile, data that algorithms analyzes are also split into corresponding blocks. Therefore, we aim at solving three main key technical difficulties when running PWA on Spark.

3.2. Storage of HEP data in memory
The key of parallel computing is processing data fragments concurrently. RDD partitions is a data splitting mechanism provided by Spark. We split HEP data into several blocks corresponding to RDD partitions according to the computing capability of a single server in the cluster and the scale of the whole data. All blocks of HEP data can be processed parallel. RDD is an object-oriented data structure which can be treated as an array or a map of key-values. Due to the limitations of the language and Java Virtual Machine (JVM), there are still large restrictions in Java or some other languages based on JVM on the storage of complex data types and running complex calculations, especially some array or matrix operations. Therefore, we propose several storage strategies for partitioned data according to volume and characteristics of the data.

For simple physics events
Physics events with simple data layout will be directly stored as Java Objects in RDD to reduce the complexity of programming. Users can benefit from Spark by focusing only on the logic of
program and the implementation of algorithms. The structure of a typical simple physics event is shown in table 1.

**Table 1. Data layout of a typical simple physics event**

| Data members | Data type | Root Description |
|--------------|-----------|------------------|
| f0_1_mass    | p1x       |                  |
| f0_1_width   | p1y       |                  |
| f0_1_mag     | p1z       |                  |
| f0_1_phase   | p1e       |                  |
| f0_2_mass    | p2x       |                  |
| f0_2_width   | p2y       |                  |
| f0_2_mag     | p2z       |                  |
| f0_2_phase   | p2e       |                  |

For complex physics events

Complex physics event data have been divided into meta-data part and actual data part, as it is illustrated in figure 4. The meta-data stored in RDD describe basic attributes of each partition of HEP data. With these meta-data, Spark can to generate DAG and launch processing tasks. The actual data are stored in a specific file format which contains a set of meta-data fields to describe HEP data (see figure 5) in Alluxio. There is a header with a series of member at the beginning of this file to check with its meta-data. This format pre-defines the storage layout of common data types so that data layout keeps consistency in memory and files.
Storing actual data in Alluxio is a good way for us to manage and share HEP data across programming languages and data processing applications. User programs and procedures written in different languages are able to directly access data in Alluxio bypassing Spark and JVM. Large amount of actual data in Alluxio can help to decrease garbage collection time and avoid out-of-memory error and some other restrictions of JVM so that we can greatly improve performance. Through file persistence in Alluxio, we can reduce data redundancy across applications with the same input data.

**For global and invariable data**

This type of data, such as particle data tables, will not change during the physics calculations. Most of this data can be shared across calculations and data process applications. Therefore, global and invariable data are stored in a public database for access in a distributed environment.

### 3.3. Access to HEP data

In this platform, HEP data are stored in HDFS or cached in Alluxio to speed up processing. However, it is still difficult to get legacy applications to run efficiently on the platform. The main reason which lead to the difficulty mentioned above is random access is not supported.
neither by HDFS nor by Alluxio. HDFS and Alluxio only provide Java-based interface so that traditional HEP programs cannot directly access data on them. Therefore, after a thorough analysis of HDFS and Alluxio's data reading and writing principles, a new random access method is proposed, and on this basis, memory mapping technology is used to provide a high-performance data access interface. We provide a unified file service module for Alluxio and HDFS to provide complete POSIX access and data locality. The core idea of this module is to change the time of original data access and caching. Accessing data in Alluxio is transformed to accessing data in local memory file system to provide features of data random access and high-performance reading and writing. Generic reading and writing procedures are shown in figure 6 and figure 7.

3.4. How PWA program running on Spark
Spark only supports a few programming languages such as Scala/Java, Python and R, while traditional HEP programs are mostly written in C/C++. It is a great need to make more languages available running on Spark in order to move to the new platform simply and quickly. The new PWA on Spark is implemented in Java and C++ through JNI interface. Java is used to prepare data and dispatch tasks and C++ is used to do data processing. JNI is an effective way of combining Spark with other languages and JNI is the only way for JVM to interact with an external runtime.

However, development with JNI is tedious and inflexible. We provide a full runtime environment integrated with LLVM and LuaJIT by JNI to make it possible to support multi-languages in the platform. Users focus on calculating and data processing instead of taking too much effort on transforming the traditional system to Spark. Submitting and running jobs simply and quickly make the platform more flexible and applicable.

4. Tests and Results
In order to test the distributed in-memory computing platform and the new version PWA program based on the platform proposed in this paper, we setup a 5-node cluster with one master node and 4 worker nodes (see table 2). Hadoop-2.7.5, Spark-2.4.0 and Alluxio-1.6.1 are deployed on this cluster with HDFS NameNode, Spark Standalone Master and AlluxioMaster running on the master node and HDFS DataNode, Spark Standalone Worker and AlluxioWorker running on the worker nodes. We have 4TB storage space on HDFS and 72GB storage space on Alluxio. Spark jobs are scheduled by Spark Standalone Scheduler.
Table 2. Test Environment

| Environment | Master Node | Worker Node |
|-------------|-------------|-------------|
| CPU         | Intel Xeon E5620, 2.40 GHz, 8 cores |             |
| Memory      | 24GB        |             |
| Storage     | 320GB SAS HDD | 2*2TB SAS HDD |
| Network     | Gigabit Ethernet |             |
| OS          | CentOS 6 2.6.32-754.11.1.el6.x86_64 |             |
| Java Version| openjdk version “1.8.0_201” |             |

Due to the computational characteristics of Partial Wave Analysis, Spark task distribution and communication delay caused by a large number of iterations will greatly affected the performance of the whole application. There is still a large space for us to improve the performance of Spark and make this in-memory computing system better. We carry out a preliminary test of PWA on Spark. After the test, we get a 13-15 performance improvement compared to the traditional serial PWA (see table 3) which does not reach our expectation. We are going to focus on proposing a new computing model for Spark to deal with such a situation and optimizing Spark communications.

Table 3. Performance Comparison

| Number of events (3KB each) | Serial PWA | Spark PWA |
|-----------------------------|-------------|------------|
| 200000                      | 1.7min      | 0.9min     |
| 400000                      | 3.9min      | 1.2min     |
| 2000000                     | 22.1min     | 1.7min     |
| 4000000                     | 48.8min     | 3.4min     |
| 20000000                    | 274.6min    | 18.3min    |

5. Conclusions
Spark and Alluxio have great application in High Energy Physics. Spark can be a good and cost-effective solution available for such big data or big runtime data application. Spark cluster provides good scalability, wide applicability, high availability and increased performance. Alluxio can act as cache as well as storage system to make HEP computing achieve good analysis efficiency and significantly reduce data I/O. In-memory computing system based on Spark and Alluxio is suitable for many occasions which require iterative computing. In addition, Alluxio, as a cache system, can be applied in applications requiring repeated access to data.
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