Influence of galactic arm scale dynamics on the molecular composition of the cold and dense ISM III. Elemental depletion and shortcomings of the current physico-chemical models
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ABSTRACT

We present a study of the elemental depletion in the interstellar medium. We combined the results of a Galactic model describing the gas physical conditions during the formation of dense cores with a full-gas-grain chemical model. During the transition between diffuse and dense medium, the reservoirs of elements, initially atomic in the gas, are gradually depleted on dust grains (with a phase of neutralisation for those which are ions). This process becomes efficient when the density is larger than $100\,\text{cm}^{-3}$. If the dense material goes back into diffuse conditions, these elements are brought back in the gas-phase because of photo-dissociations of the molecules on the ices followed by thermal desorption from the grains. Nothing remains on the grains for densities below $10\,\text{cm}^{-3}$ or in the gas-phase in a molecular form. One exception is chlorine, which is efficiently converted at low density. Our current gas-grain chemical model is not able to reproduce the depletion of atoms observed in the diffuse medium except for Cl which gas abundance follows the observed one in medium with densities smaller than $10\,\text{cm}^{-3}$. This is an indication that crucial processes (involving maybe chemisorption and/or ice irradiation profoundly modifying the nature of the ices) are missing.
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1 INTRODUCTION

After the Big Bang, the very first stars formed only from hydrogen (H) and helium (He). Heavier elements are formed later, either through fusion inside stars or by neutron capture processes in supernovae explosions or neutron star mergers. At the end of the life of a star, some of the ejected atoms form refractory dust, others remain in the gas phase. This material is included in the cycle of interstellar matter: forming denser regions up to molecular clouds, newly stars and planetary systems, until the star dies and spreads its inner material into the diffuse interstellar medium (ISM) again. Within this cycle, chemical elements can be found in three phases: (a) in the gas-phase, (b) in the refractory grain cores, and (c) in the icy mantles of grains. The sum of abundance of the elements contained in all three phases is called the cosmic elemental abundance. Cosmic abundances are assumed to represent some reference value and are measured in the atmosphere of stars (our Sun or other stars) (see for instance Sofia et al. 1994; Asplund et al. 2009).

In the diffuse medium, no icy mantles are expected to be present on grains and so the measured abundances of gas-phase elements (which are mostly in the ionized form except for O, N, and F) subtracted from these cosmic abundances should give the amount of each element stored in the refractory cores, and so not available for any volatile chemistry. Observations of gas-phase atomic lines towards different lines of sight indicate that the depletion of the elements from the gas-phase increases with the density of the cloud, even when the density of the cloud remains too low to explain the depletion simply by collisions with grains (Savage & Sembach 1996; Jenkins 2009). Silicon, for instance, has a cosmic elemental abundance of $3.5\times10^{-5}$ (compared to H, Asplund et al. 2009). The gas-phase abundance Si$^+$ measured in clouds with densities of about $10^{-2}\,\text{cm}^{-3}$ is $2\times10^{-5}$ and drops by a factor of ten at densities of $10\,\text{cm}^{-3}$. This observed decrease of the atomic abundance in the gas-phase could be related to a more efficient neutralisation of the cations (since what is measured is Si$^+$), but at such low densities, only dielectronic recombination or ion-molecule reactions could really alter the balance of ion stages as it is the case for a small number of elements (Savage & Sembach 1996). Observations of atomic lines in diffuse clouds can only be done for densities below $10\,\text{cm}^{-3}$ because at higher density the atomic lines become optically thick. In dense molecular clouds (with densities of a few $10^4\,\text{cm}^{-3}$), SiO was not detected (upper limit of $\sim 2\times10^{-12}$ compared to H, Ziurys et al. 1989), indicating that the depletion of silicon continues at densities larger than $10\,\text{cm}^{-3}$.

The mechanism of depletion can simply be understood as a matter of collision between gas-phase species and grains. At a density of $10\,\text{cm}^{-3}$ for a gas temperature of 100 K, the typical adsorption time is about $10^8\,\text{yr}$, which is of the same order as the typical lifetime of interstellar grains in the ISM (Draine 2009). At lower density,
the adorption timescale may be longer and turbulent mixing may play a role in driving dust from denser regions (Tielens 1998). The chemistry associated with this depletion and the resulting species are still a matter of debate (see for instance Tielens 1998; Whittet 2010). Whittet (2010) for instance debated on the depletion of oxygen at different densities. Summing all the observed volatile phases of oxygen and the oxygen presumably contained in the refractory parts of the grains, Whittet found that approximately 28% of the oxygen could not be accounted for, calling this fraction the unidentified depleted oxygen. This very specific problem of the elemental depletion in tenuous regions (with densities below a few $10^3$ cm$^{-3}$) is particularly important for the chemistry of dense regions such as star and planetary system forming regions. In fact, the fraction of the elements available for phases (a - gas-phase) and (c - ice mantle), i.e. only phases that can be observed in star forming regions, is determined by what is depleted in phase (b - grain core), which is quite uncertain. Considering the uncertainties in the fraction of elements still available, various values are used in astrochemical models and sometime adjusted to reproduce observations.

In this paper, we explore this problem coupling time dependent simulations of the gas physical conditions following the transition between diffuse and dense interstellar regions with a detailed gas-grain chemical model. In two previous papers, we have already analyzed theses simulations to show 1) the chemical diversity of cold cores induced by the variety of physical histories experienced by the gas and dust forming such structures (Ruaud et al. 2018), and 2) the impact of these histories in the interstellar O$_2$ abundance (Wakelam et al. 2019).

2 MODELS DESCRIPTION

To simulate the physical chemistry during the formation of cold cores, we used the physical structure provided by the 3D SPH galactic model from Bonnell et al. (2013). In these simulations the gas from the spiral arm is cold ($T_{\text{gas}} < 100$ K) and $n_{\text{H}} \sim 100$ cm$^{-3}$, whilst gas entering comprises warm gas ($T_{\text{gas}} < 8000$ K) and some cooler and denser gas from previous spiral arm encounters (Bonell et al. 2013; Ruaud et al. 2018). Dense clouds are formed by converging flows when the interstellar gas enters the spiral arms. The gas is shocked and compressed which heats the gas, balanced against the increased atomic cooling rates at the higher densities (Bonnell et al. 2013, and see also Vázquez-Semadeni et al. 2007; Koyama & Inutsuka 2002). Ultimately the cooling dominates and results in cold dense gas susceptible to gravitational collapse (see also Larson 2005). Bonnell et al. (2013) presented three types of simulations with three different spatial resolutions from the scale of a spiral galaxy, to the formation of dense clouds in the ISM, to the relatively small, sub-pc scale where star formation occurs. To keep the computational time reasonable, only the highest resolution sub-pc scale simulations include self-gravity. For the purpose of this work (because we are not interested in the collapse phase and we want to study the effect of the dense gas being brought back into the diffuse medium), we have used the “medium” spatial resolution, which does not include self-gravity such that if the external pressure decreases, the cool gas can re-expand and warm up. The SPH model gives us the gas temperature, and density as a function of time and position in space. Using this information, we computed visual extinctions and dust temperatures as explained in Ruaud et al. (2018). At the end of the simulations, twelve clouds were identified with a maximum peak density above $10^5$ cm$^{-3}$. We then identified all the SPH particles in a sphere of 0.5 pc around this maximum and retrieved the past and future history of these particles. The physical conditions of each of the particles were used as input parameters at each time step of the Nautilus 3-phase gas-grain model (Ruaud et al. 2016). In total, we have approximately 3000 trajectories describing the physical and chemical evolution of parcels of material in a galactic arm going from very diffuse conditions (below 0.1 cm$^{-3}$) to dense ones (of a few $10^5$ cm$^{-3}$). The SPH model does not include self gravity so the clouds are always dissipated after reaching the maximum peak density. This allows us to study the effect of cycles between dense and less dense ISM, which were suggested by Draine (2009) as an explanation for elemental depletion. While exposing the results, we will make a distinction between the first phase of the simulation (the increase of the density with time up to a maximum value) and a second phase which begins when the cloud starts to dissipate and the density decreases again. More details on the methodology can be found in Ruaud et al. (2018). Details on the chemical model and the chemical parameters are in Wakelam et al. (2019). Analysis of the results of the physical model is done in Bonnell et al. (2013) and Bonnell et al. (in prep). The cosmic-ray ionisation rate is kept constant to $10^{-17}$ s$^{-1}$ for simplicity. Determining the charge of the interstellar grains is complex and it depends on many parameters relative to the grains themselves (size, nature etc) and on the physical properties of the environment (UV field, density, temperature) (Bel et al. 1989). To limit the computational time, the astrochemical model used in these simulations assumes only one single grain size and the grains can be either neutral or negatively charged. Only neutral gas-phase species are allowed to stick on the grains as the grains are supposed to be mostly negatively charged when the density is above $10^3$ cm$^{-3}$ (Bel et al. 1989). We do not take into account the possible sticking of ions on neutral grains. This means that we may overestimate the timescale of depletion of atoms on the grains as it may occur earlier in the simulations. At the lowest densities however, the electronic recombination of ionized atoms should be faster than the collision with grains.

Table 1 lists the elemental abundances used in the model. These values correspond to abundances observed in the most diffuse regions in Jenkins (2009) sample where they observed the smallest depletion (their F$^*$ = 0). These values are smaller than the solar abundances as the fraction of elements included in the refractory grains produced by stars has already disappeared. Two elements are not included in Jenkins (2009) study: Na and F. For these two ones, we have used the solar abundance from Asplund et al. (2009).

3 RESULTS

In our simulations, we obtain the chemical evolution for thousands of parcel of material, each experiencing different physical conditions, that changes with time. It is not possible to describe the behavior of the species and the chemical processes at play for each of them as we have a large spread of the chemical compositions as was shown in previous publications (Ruaud et al. 2018; Wakelam et al. 2019). We will then first show the examples for two selected trajectories and give more general statistical results considering all of them in a second subsection.

3.1 Two individual trajectories

To visualize the results, we first show in Figs. 1 and 2 the density as a function of time for two selected trajectories and the associated atomic gas-phase abundances as a function of density. These two trajectories are the same as in Wakelam et al. (2019). The dust and
Figure 1. Density as a function of time for trajectory A (upper left panel) and gas-phase atomic abundances (X) as a function of density for the same trajectory for the rest of the figure. Symbols are just markers to help reading the time dependency of the figures. Blue and red parts of the lines represent the phase of increasing and decreasing density.

Elemental depletion

Gas temperatures as a function of time for the two trajectories are shown in Appendix A. On the figures, we use markers to help identifying the initial and final times, as well as the peak density (at $4.45 \times 10^7$ yr for both). The time step of physical changes is given by the SPH model ($2.35 \times 10^5$ yr). The maximum pic density is then not much resolved representing only a few points. To test the effect of this, we have doubled the number of temporal points by interpolating between two SPH points and run again the model for a few trajectories. The results are not changed significantly. In these two examples presented here, as in all the other trajectories, the evolution of the density is not linear, resulting in chaotic profiles when looking at the abundance of the atoms as a function of density. The two trajectories do not have the same history of density resulting in a difference in the atomic abundances as a function of density. The starting density of A (0.7 cm$^{-3}$) is smaller than for B (9 cm$^{-3}$), the maximum density is $3.7 \times 10^5$ cm$^{-3}$ for A while it is $9.3 \times 10^4$ cm$^{-3}$ for B, and the final density is 125 cm$^{-3}$ for A and 56 cm$^{-3}$ for B. For both trajectories, except for Cl+$^+$, the atomic abundances are rather flat until the density reaches a few $10^3$ or a few $10^4$ cm$^{-3}$ depending on the species. Then the abundances decrease before increasing again when the density decreases. All elements show a minimum at the density peak or just after. In the cases where the minimum abundances do not coincide with the maximum density, the depletion timescale is longer than the evolution of the density. The time scale for the species to come back into the gas-phase depends on the physical conditions, i.e. different for each trajectory. The chaotic behavior of the results makes it difficult to describe generic results concerning the chemistry.

For elements with complex chemistry, such as carbon, oxygen, nitrogen and sulphur, the elements can be spread over many different species and these species will not be the same for all conditions.
because it depends on the history (Ruaud et al. 2018). We show in Fig. 3 the abundance of the main carriers of carbon as a function of time for both trajectories. In trajectory A, between $2.5 \times 10^7$ and $4.2 \times 10^7$ yr, C$^+$ dominates, but C and CO are also abundant. During this time, in trajectory B, C and CO are much less abundant than in A, probably because the density is smaller. In A however, the increase of the density at $4.2 \times 10^7$ yr is faster than in B so that the C$^+$ abundance drops faster while it remains high for a longer period of time in B. At the same time (when C$^+$ drops), gas-phase CO becomes the major carrier of carbon for approximately $2 \times 10^6$ yr in trajectory A. Then at about $4.5 \times 10^7$ yr, most of the carbon is locked into C$_2$H$_6$ ice. In trajectory B, at $\sim 4.4 \times 10^7$ yr, most of the carbon is first in CO ice for a small amount of time and then in C$_2$H$_4$ ice. In both models, C$^+$ becomes a reservoir again when the density decreases. Oxygen is less complicated as atomic oxygen and water carry the majority of the element. The drop of gas-phase atomic oxygen happens later (after $4.4 \times 10^7$ yr) in B while it happens at $4.2 \times 10^7$ yr in A. The nitrogen gas-phase atomic abundance drops approximately at the same time as for O. Later, NH$_3$ and HCN ices carry most of the nitrogen but not with the same amount and not at the same time for the two trajectories (see Fig. 4). For sulphur (Fig. 5), we also see a decrease of gas-phase S$^+$ at the same time as O and N but S$^+$ and S alternatively share most of the sulphur between $4.2 \times 10^7$ and $4.4 \times 10^7$ yr before forming HS and H$_2$S ices for trajectory A. This alternance of S$^+$ and S are not seen for trajectory B.

For Fe, Mg, Na, and Si, which are initially ionic, the decrease in abundance is first due to the electronic recombination with electrons (this is in fact also the case for C and S). The neutral atoms are then depleted on interstellar grains during collision, and hydrogenated. As such, FeH, MgH$_2$, NaH, and SiH$_4$ ices are the main carriers of
Figure 3. Abundances of the main carbon carriers as a function of time for trajectories A (upper panel) and B (lower panel). K means species in the ices.

Figure 4. Abundances of the main nitrogen carriers as a function of time for trajectories A (upper panel) and B (lower panel). K means species in the ices.

Figure 5. Abundances of the main sulphur carriers as a function of time for trajectories A (upper panel) and B (lower panel). K means species in the ices.

Figure 6. Abundances of the main chlorine and iron carriers as a function of time for trajectories A (upper panel) and B (lower panel). K means species in the ices. Note that the x axis is not the same as for Figs. 3, 4, and 5.
Figure 7. Abundances as a function of density for phase 1 (left - (increasing phase of density)) and phase 2 (right - (decreasing phase of density)). The vertical line locates the $10 \, \text{cm}^{-3}$ density. The red lines show the depletion laws from Jenkins (2009).
Figure 8. Same as figure 7.
these elements at high density. The case of iron is shown in Fig. 6. F and P react mostly with H$_2$ to form HF and PH$^+_2$. HF then depletes on the grains while PH$^+_2$ reacts with electrons to produce P (and PH but PH gives P through the reactions PH + C$^+$ → PH$^+$ + C and PH$^+$ + e$^-$ → P + H). Atomic neutral phosphorus then depletes on the grains and is hydrogenated into PH$_3$. HF and PH$_3$ ices are the main carriers of fluorine and phosphorus at high density. Chlorine appears as an exception here because the Cl$^+$ gas-phase abundance drops at much smaller density (see Fig. 6) as compared to the other elements. This fast Cl$^+$ → Cl conversion is due to the combined effect of the electronic recombination of Cl$^+$, in our network, is $1.13 \times 10^{-10} (T/300)^{-0.7}$ cm$^3$ s$^{-1}$. This rate coefficient is more than one order of magnitude larger than the typical electronic recombination included in astrochemical databases. This rate coefficient is indicated in the KIDA database$^1$ (Wakelam et al. 2012) and comes from the 1991 version of UMIST$^2$ (Millar et al. 1991). In the last UMIST version (2012) (McElroy et al. 2013), it has been modified towards smaller values but without any reference. More laboratory work is required on this reaction. Decreasing

---

1 http://kida.obs.ubordeaux.fr/
2 http://udfa.ajmarkwick.net/
the rate coefficient however does not significantly change the Cl\(^+\) abundance as long as the Cl\(^+\) + H\(_2\) → HCl\(^+\) + H rate coefficient stays high (10\(^{-9}\) cm\(^{-3}\) s\(^{-1}\), Neufeld & Wolfire 2009). The two trajectories show different results for Cl. As the density is initially smaller in A, the gas-phase abundance of Cl\(^+\) is high for about 2.5\times10\(^7\) yr while it is always low in B. Around 3\times10\(^7\) yr, trajectory B experiences a bump in density high enough to produce large amounts of HCl ice but that is then dissociated and brought back into the gas-phase as neutral Cl before the maximum density peak is achieved. At high density, HCl ices are the main carrier of chlorine.

During the second phase, after the density peak, for the heavy elements with a simple chemistry (Mg, Fe, F, Si, Na, and Cl), the reservoirs stored on the grains are first dissociated on the surfaces as the density decreases. The atoms are then evaporated and ionized (except for fluorine). Photodesorption plays here a minor role. If the efficiency of the process scales with the visual extinction, the yield is small (10\(^{-4}\)) and the same for all species (Ruaud et al. 2016). Note that the fluorine atomic gas-phase abundance F in the two examples shown in Figs. 1 and 2 only represents 67% of the elemental abundance at the end of the simulation. The remaining fluorine is in the form of HF in the gas because of a rapid F + H\(_2\) → H + HF reaction. For smaller densities (as shown in Fig. 8), HF eventually dissociates and F becomes the main fluorine carrier again.

### 3.2 All trajectories

As time is a model dependent parameter, we plot the results as a function of density in Figs. 7 to 9 for all trajectories. The abundances during the first phase (increasing density) are shown in the left and on the right for the second phase (decreasing density). Considering all trajectories, we find similar behavior as previously shown. For most elements, the decrease in the atomic abundances starts when the density is larger than \(
\sim 10 \text{ cm}^{-3}\). Chlorine is an exception as its abundance decreases for some trajectories below 0.1 cm\(^{-3}\). Some of the trajectories do not show any elemental depletion at high density, except for Cl\(^+\) which is always depleted. This is because, within the full range of histories studied here, there are always trajectories presenting fast increase of the density, which induces a delay in the molecular depletion. Chlorine again does not present this behavior because of its fast conversion to its neutral form in the gas-phase. For all elements, the abundances in phase 2 (decreasing phase of density) are smaller at low density than in phase 1 (increasing phase of density), meaning that the depletion experienced in the dense phase impacts the inventory of available gas phase elements in phase 2. This effect is stronger for C\(^+\), Fe\(^+\), Mg\(^+\), P\(^+\), Cl\(^+\) and F. Later on, the gas abundances of Mg\(^+\), P\(^+\), F, Si\(^+\), Fe\(^+\), and Na\(^+\) are equal to the initial abundances used in the model when the density is smaller than 10 cm\(^{-3}\).

On Figs. 7 to 9, we have superimposed the elemental depletion laws derived by Jenkins (2009) from atomic line observations in the diffuse interstellar medium (up to 10 cm\(^{-3}\)). For carbon, oxygen and nitrogen, the observed elemental abundance is small and not in contradiction with our predictions. For iron, magnesium, phosphorus, and silicon, the observed depletion is much stronger than predicted by the model. For chlorine, we do reproduce the observed depletion.

### 4 DISCUSSION AND CONCLUSION

In this paper, we studied the depletion of the elements during the transition between the diffuse and dense interstellar medium by coupling a full gas-grain chemical model to results obtained from large scale hydrodynamics simulations of the interstellar medium at galactic scales. With this approach we could follow the evolution of interstellar matter over several millions of years and study the effect of cycling between low density and high density phases on the depletion of elements such as C, O, N, S, Si, Fe, Na, Mg, P, Cl and F. For all these elements, we find that the strength of their depletion is set by the balance between accretion/reactions at the surface and their ability to resist photoprocessing. Our main result is that all these elements, but Cl, recover their undepleted values when \(n_H < 10 \text{ cm}^{-3}\) and our model thus fails at reproducing depletion patterns derived from observations of low density gas (Jenkins 2009).

Chlorine is an exception and the depletion pattern of Cl\(^+\) at \(n_H < 10 \text{ cm}^{-3}\) agrees well with the one derived by Jenkins (2009). Because of the fast electronic recombination of Cl\(^+\) and its efficient reaction with H\(_2\), Cl\(^+\) disappears efficiently even at very low density. The fact that we are able to reproduce the chlorine observed depletion at very low density, may indicate that the electronic recombination of other elements might be too low. Bryans et al. (2009) have tested the impact of new more accurate estimates of the electronic recombination of H\(^+\), C\(^+\), O\(^+\), Na\(^+\), and Mg\(^+\) for a variety of physical conditions. According to their calculations, the largest difference between the new rate coefficients and the ones typically listed in current astrochemical databases was for Mg\(^+\) electronic recombination, which is 60% smaller at 10 K in the new estimates. Such differences may not impact our calculations. However, it could be worth deriving parametrized rate coefficients from the original calculations to include them in astrochemical models. The authors also stated that there exists no reliable data for Si\(^+\), P\(^+\), S\(^+\), Cl\(^+\), and Fe\(^+\).

Possible explanations for discrepancies observed at low densities may also come from unaccounted processes in the current chemical model. A first possibility comes from the single grain size approximation we make. For instance, a MRN size distribution extended down to \(a_{\text{min}} \sim 10 \text{ Å}\) decreases the collision timescale between atoms and grains by a factor of \(-6\) (i.e. \(\sim 10^3 \text{ yrs at } n_H \sim 10 \text{ cm}^{-3}\)). If we further take into account that a significant fraction of these small grains (which dominate the surface area) would be negatively charged, Coulomb focusing reduces this timescale to few \(10^3 \text{ yrs}\) making possible the in-situ depletion of some of the atomic cations (Weingartner & Draine 1999). The non-thermal desorption mecha-
nism (though cosmic-ray heating for instance) would however reduce strongly the depletion effect of the small grains (Cuppen et al. 2006).

However, additional considerations such as the strength of the adsorption at the surface should also be explored. Even though enhanced collision rates could facilitate the depletion process, a fraction of these elements must remain bound to the surface at very low densities (this is especially true for elements such as Mg, Fe, P and Si, for which significant depletion has been inferred at low densities). In the present study we assumed physisorption, for which typical binding energy vary between 10 and few 100 meV. Such low binding energies lead relatively fast thermal desorption timescale under diffuse cloud conditions. Indeed, we find that the combination of photoprocessing and thermal evaporation is efficient for clearing-out the grains surface from any adsorbed atoms and molecules on timescales of few $10^3$ yrs at $n_H \sim 10 \text{ cm}^{-3}$. The inclusion of chemisorption sites, characterized by increased binding energies ($> 0.1 \text{ eV}$), may be able to keep a significant fraction of these elements bound to the surface under diffuse cloud conditions and should thus be included in future studies. However, if chemisorption has been studied for hydrogen atoms, to the best of our knowledge, there exist little information on this process for other elements. In particular, the strength of chemisorption under high irradiation conditions remain to be studied in details.

On the other hand, if we assume that the diffuse ISM observed depletion is due to depletion in dense regions that have been brought back into diffuse conditions, another possibility comes from the production of refractory material resulting from irradiation of the ice mantles during the transition between dense molecular clouds to diffuse clouds. Laboratory experiments on the irradiation of interstellar ice analogues have demonstrated an efficient formation of refractory compounds (e.g. Bernstein et al. 1995; Nuevo et al. 2011; Abou Mrad et al. 2015) and in particular material very similar to insoluble organic material (IOM) found in meteorites and IDPs (Nuevo et al. 2011). These residues should be relatively refractory to processes such as thermal evaporation and photodesorption (even though they may be altered by UV irradiation) under diffuse cloud conditions and could thus represent possible candidate for interstellar depletion carriers. Chemical networks that include such complexity remain to be developed.
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APPENDIX A: DUST AND GAS-TEMPERATURES FOR TRAJECTORIES A AND B
Figure A1. Gas and dust temperature as a function of time for trajectory A.

Figure A2. Gas and dust temperature as a function of time for trajectory B.