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Abstract

In this work, we introduce the average top-k (AT$_k$) loss as a new ensemble loss for supervised learning, which is the average over the $k$ largest individual losses over a training dataset. We show that the AT$_k$ loss is a natural generalization of the two widely used ensemble losses, namely the average loss and the maximum loss, but can combines their advantages and mitigate their drawbacks to better adapt to different data distributions. Furthermore, it remains a convex function over all individual losses, which can lead to convex optimization problems that can be solved effectively with conventional gradient-based method. We provide an intuitive interpretation of the AT$_k$ loss based on its equivalent effect on the continuous individual loss functions, suggesting that it can reduce the penalty on correctly classified data. We further give a learning theory analysis of MAT$_k$ learning on the classification calibration of the AT$_k$ loss and the error bounds of AT$_k$-SVM. We demonstrate the applicability of minimum average top-k learning for binary classification and regression using synthetic and real datasets.

1 Introduction

Supervised learning concerns the inference of a function $f: \mathcal{X} \mapsto \mathbb{R}$ that predicts a target $y \in \mathbb{R}^d$ from data/features $x \in \mathcal{X}$ using a set of labeled training examples $z_i = \{(x_i, y_i)\}_{i=1}^n$. This is typically achieved by seeking a function $f$ that minimizes an ensemble loss formed over all individual losses evaluated over all training samples.

To be more specific, the individual loss for a sample $(x, y)$ is given by $\ell(f(x), y)$, in which $\ell$ is a nonnegative bivariate function that evaluates the quality of the prediction made by function $f$. For example, for binary classification (i.e., $y_i \in \{\pm 1\}$), commonly used forms for individual loss include the 0-1 loss, $\ell_{01}(f(x)) = 0$, which is 1 when $y$ and $f(x)$ have different sign and 0 otherwise, the hinge loss, $\max(0, 1 - yf(x))$, and the logistic loss, $\log_2(1 + \exp(-yf(x)))$, all of which can be further simplified as $\ell(y, f(x)) = \ell(yf(x))$. For regression, squared difference $(y - f(x))^2$ and absolute difference $|y - f(x)|$ are two most popular forms for individual loss, which can be simplified as $\ell(y, f(x)) = \ell(|y - f(x)|)$. Usually the individual loss is chosen to be a convex function of its input, but recent works also propose various types of non-convex individual losses (e.g., $[9, 14, 26, 27]$).

The supervised learning problem is then formulated as $\min_f \{\mathcal{L}(L_{\mathcal{F}}(f)) + \Omega(f)\}$, where $\mathcal{L}(L_{\mathcal{F}}(f))$ is the ensemble loss accumulates all individual losses over training samples, i.e., $L_{\mathcal{F}}(f) = \{\ell_i(f)\}_{i=1}^n$, with $\ell_i(f)$ being the shorthand notation for $\ell(f(x), y_i)$, and $\Omega(f)$ is the regularizer on $f$. However, in contrast to the plethora of the types of individual losses, there are only a few choices when we consider the ensemble loss:

---

1For simplicity, we assume the target is a scalar, and the method can be readily extended to vectors.
The average loss is unarguably the most widely used ensemble loss, as it is the unbiased approximation to the expected loss and leads to the empirical risk minimization in learning theory [1, 7, 21, 24, 25]. Further, minimizing the average loss affords simple and efficient stochastic gradient descent algorithms [3, 20]. On the other hand, the work in [19] shows that constructing learning objective based on the maximum loss may lead to improved performance for data with separate typical and rare sub-populations. The top-k loss [19] generalizes the maximum loss, as \( \mathcal{L}_{\text{max}}(f) \) = \( \mathcal{L}_{\text{top-1}}(f) \), and can alleviate the sensitivity to outliers of the latter. However, unlike the average loss or the maximum loss, the top-k loss in general does not lead to a convex learning objective, as it is not convex of all the individual losses \( \mathcal{L}_s(f) \).

In this work, we propose a new type of ensemble loss that we term as the average top-k (AT\(_k\)) loss, which is the average of the largest \( k \) individual losses, that is defined as:

\[
\mathcal{L}_{\text{avt-k}}(f) = \frac{1}{k} \sum_{i=1}^{n} \ell_{[i]}(f).
\]

We refer to learning objectives based on minimizing the AT\(_k\) loss as MAT\(_k\) learning.

The AT\(_k\) loss generalizes the average loss \( (k = n) \) and the maximum loss \( (k = 1) \), yet it is less susceptible to their corresponding drawbacks, i.e., it is less sensitive to outliers than the maximum loss and can adapt to imbalanced and/or multi-modal data distributions better than the average loss.

This is illustrated with two toy examples of synthesized 2D data for binary classification in Fig.1 (see Appendix A for a complete illustration). As these plots show, the linear classifier obtained with the maximum loss is not optimal due to the existence of outliers while the linear classifier corresponding to the average loss has to accommodate the requirement to minimize individual losses across all training data, and sacrifices smaller sub-clusters of data (e.g., the rare population of + class in the top row and the smaller dataset of − class in the bottom row). In contrast, using AT\(_k\) loss with \( k = 10 \) leads to linear classifiers closer to the optimal Bayesian linear classifier. This is also corroborated by the plots of corresponding misclassification rate of AT\(_k\) vs. \( k \) value in Fig.1, which show that minimum misclassification rates occur at \( k \) value other than 1 (maximum loss) or \( n \) (average loss).

The AT\(_k\) loss is a tight upper-bound of the top-k loss, as \( \mathcal{L}_{\text{avt-k}}(f) \geq \mathcal{L}_{\text{top-k}}(f) \) with equality holds when \( \ell_{[i]}(f) = \) constant, and it is a convex function of the individual losses (see Section 2). Indeed, we can express \( \ell_{[k]}(f) \) as the difference of two convex functions \( k \mathcal{L}_{\text{avt-k}}(f) - (k - 1) \mathcal{L}_{\text{avt-k-1}}(f) \), which shows that in general \( \mathcal{L}_{\text{top-k}}(f) \) is not convex with regards to the individual losses.

\(^2\)We define the top-\( k \) element of a set \( S = \{ s_1, \ldots, s_n \} \) as \( s_{[k]} \), such that \( s_{[1]} \geq s_{[2]} \geq \cdots \geq s_{[n]} \).
In sequel, we will provide a detailed analysis of the AT$k$ loss and MAT$k$ learning. First, we establish a reformulation of the AT$k$ loss as the minimum of the average of the individual losses over all training examples transformed by a hinge function. This reformulation leads to a simple and effective stochastic gradient-based algorithm for MAT$k$ learning, and interprets the effect of the AT$k$ loss as shifting down and truncating at zero the individual loss to reduce the undesirable penalty on correctly classified data. When combined with the hinge function as individual loss, the AT$k$ ensemble loss leads to a new variant of SVM algorithm that we term as AT$k$ SVM, which generalizes the C-SVM and the $\nu$-SVM algorithms [18]. We further study learning theory of MAT$k$ learning, focusing on the classification calibration of the AT$k$ loss function and error bounds of the AT$k$ SVM algorithm. This provides a theoretical lower-bound for $k$ for reliable classification performance. We demonstrate the applicability of minimum average top-$k$ learning for binary classification and regression using synthetic and real datasets.

The main contributions of this work can be summarized as follows.

- We introduce the AT$k$ loss for supervised learning, which can balance the pros and cons of the average and maximum losses, and allows the learning algorithm to better adapt to imbalanced and multi-modal data distributions.
- We provide algorithm and interpretation of the AT$k$ loss, suggesting that most existing learning algorithms can take advantage of it without significant increase in computation.
- We further study the theoretical aspects of AT$k$ loss on classification calibration and error bounds of minimum average top-$k$ learning for AT$k$-SVM.
- We perform extensive experiments to validate the effectiveness of the MAT$k$ learning.

2 Formulation and Interpretation

The original AT$k$ loss, though intuitive, is not convenient to work with because of the sorting procedure involved. This also obscures its connection with the statistical view of supervised learning as minimizing the expectation of individual loss with regards to the underlying data distribution. Yet, it affords an equivalent form, which is based on the following result.

Lemma 1 (Lemma 1, [15]). Let $x_i$ be a convex function of $(x_1, \ldots, x_n)$. Furthermore, for $x_i \geq 0$ for $i = 1, \ldots, n$, then we have $\sum_{i=1}^k x_i = \min_{\lambda \geq 0} \{ k\lambda + \sum_{i=1}^n [x_i - \lambda]_+ \}$, where $[a]_+ = \max\{0, a\}$ is the hinge function.

For completeness, we include a proof of Lemma 1 in Appendix A. Using Lemma 1, we can reformulate the AT$k$ loss (1) as

$$\mathcal{L}_{\text{avg}}(L_x(f)) = \frac{1}{k} \sum_{i=1}^k \ell_i(f) + \min_{\lambda \geq 0} \left\{ \frac{1}{n} \sum_{i=1}^n [\ell_i(f) - \lambda]_+ + \frac{k}{n} \lambda \right\}. \quad (2)$$

In other words, the AT$k$ loss is equivalent to minimum of the average of individual losses that are shifted and truncated by the hinge function controlled by $\lambda$. This sheds more lights on the AT$k$ loss, which is particularly easy to illustrate in the context of binary classification, where the loss function takes the form of $\ell(f(x), y) = \ell(yf(x))$.

In binary classification, the “gold standard” of individual loss is the 0-1 loss $\delta_{yf(x)\leq 0}$, which exerts a constant penalty 1 to examples that are misclassified by $f$ and no penalty to correctly classified examples. However, the 0-1 loss is difficult to work as it is neither continuous nor convex. In practice, it is usually replaced by a surrogate convex loss. Such convex surrogates afford efficient algorithms, but as continuous and convex upper-bounds of the 0-1 loss, they typically also penalize correctly classified examples, i.e., for $y$ and $x$ that satisfy $yf(x) > 0$, $\ell(yf(x)) > 0$, whereas $\delta_{yf(x)\leq 0} = 0$ (Fig.2). This implies that when the average of individual losses across all training examples is minimized, correctly classified examples by $f$ that are “too close” to the classification boundary may be sacrificed to accommodate reducing the average loss, as is shown in Fig.1.

In contrast, after the individual loss is combined with the hinge function, i.e., $\ell(yf(x)) - \lambda)_+$ with $\lambda > 0$, it has the effect of “shifting down” the original individual loss function and truncating it at zero, see Fig 2. The transformation of the individual loss reduces penalties of all examples, and in particular benefits correctly classified data. In particular, if such examples are “far enough” from the decision boundary, like in the 0-1 loss, their penalty becomes zero. This alleviates the likelihood of misclassification on those rare sub-populations of data that are close to the decision boundary.
Algorithm: The reformulation of the AT\textsubscript{k} loss in Eq.(2) also facilitates development of optimization algorithms for the minimum AT\textsubscript{k} learning. As practical supervised learning problems usually use a parametric form of \(f\), as \(f(x; w)\), where \(w\) is the parameter, the corresponding minimum AT\textsubscript{k} objective becomes

\[
\min_{w,\lambda \geq 0} \left\{ \frac{1}{n} \sum_{i=1}^{n} \left[ \ell(f(x_i; w), y_i) - \lambda \right]_+ + \frac{k}{n} \lambda + \Omega(w) \right\},
\]

(3)

It is not hard to see that if \(\ell(f(x; w), y)\) is convex with respect to \(w\), the objective function of in Eq.(3) is a convex function for \(w\) and \(\lambda\) jointly. This leads to an immediate stochastic (projected) gradient descent \([3, 20]\) for solving (3). For instance, with \(\Omega(w) = \frac{1}{2c}\|w\|^2\), at the \(t\)-th iteration, the corresponding MAT\textsubscript{k} objective can be minimized by first randomly sampling \((x_i, y_i)\) from the training set and then updating the parameters as

\[
w^{(t+1)} \leftarrow w^{(t)} - \eta_t \left( \partial_w \ell(f(x_i; w^{(t)}), y_i) \cdot \mathbb{I}[\ell(f(x_i; w^{(t)}), y_i) > \lambda] + \frac{w^{(t)}}{\eta_t} \right),
\]

\[
\lambda^{(t+1)} \leftarrow \left[ \lambda^{(t)} - \eta_t \left( \frac{k}{n} - \mathbb{I}[\ell(f(x_i; w^{(t)}), y_i) > \lambda] \right) \right]_+
\]

(4)

where \(\partial_w \ell(f(x; w), y)\) denotes the sub-gradient with respect to \(w\), and \(\eta_t \sim \frac{1}{\sqrt{t}}\) is the step size.

AT\textsubscript{k}-SVM: As a general ensemble loss, the AT\textsubscript{k} loss can be combined with any functional form for individual losses. In the case of binary classification, the AT\textsubscript{k} loss combined with the individual hinge loss for a prediction function \(f\) from a reproducing kernel Hilbert space (RKHS) \([17]\) leads to the AT\textsubscript{k} SVM model. Specifically, we consider function \(f\) as a member of RKHS \(\mathcal{H}_K\) with norm \(\| \cdot \|_K\), which is induced from a reproducing kernel \(K : \mathcal{X} \times \mathcal{X} \to \mathbb{R}\). Using the individual hinge loss, \([1 - y_i f(x_i)]_+\), the corresponding MAT\textsubscript{k} learning objective in RKHS becomes

\[
\min_{f \in \mathcal{H}_K, \lambda \geq 0} \frac{1}{n} \sum_{i=1}^{n} \left[ [1 - y_i f(x_i)]_+ - \lambda \right]_+ + \frac{k}{n} \lambda + \frac{1}{2C} \|f\|_K^2,
\]

(5)

where \(C > 0\) is the regularization factor. Furthermore, the outer hinge function in (5) can be removed due to the following result.

Lemma 2. For \(a \geq 0, b \geq 0\), there holds \([a - \ell]_+ - [b] = [a - b - \ell]_+\).

Proof of Lemma 2 can be found in the Appendix A. In addition, note that for any minimizer \((f_\ast, \lambda_\ast)\) of (5), setting \(f(x) = 0, \lambda = 1\) in the objective function of (5), we have \(\frac{k}{n} \lambda_\ast \leq \frac{1}{n} \sum_{i=1}^{n} [1 - y_i f_\ast(x_i)]_+ - \lambda_\ast \leq \frac{1}{n} \lambda_\ast + \frac{1}{2C} \|f_\ast\|^2_K \leq \frac{k}{n} \lambda_\ast\), so we have \(0 \leq \lambda_\ast \leq 1\) which means that the minimization can be restricted to \(0 \leq \lambda \leq 1\). Using these results and introducing \(\rho = 1 - \lambda\), Eq.(5) can be rewritten as

\[
\min_{f \in \mathcal{H}_K, 0 \leq \rho \leq 1} \frac{1}{n} \sum_{i=1}^{n} [\rho - y_i f(x_i)]_+ - \frac{k}{n} \rho + \frac{1}{2C} \|f\|_K^2.
\]

(6)

The AT\textsubscript{k} SVM objective generalizes many existing SVM models. For example, when \(k = n\), it equals to the standard C-SVM \([5]\). When \(C = 1\) and with conditions \(K(x_i, x_i) \leq 1\) for any \(i\), AT\textsubscript{k}-SVM reduces to \(\nu\)-SVM \([18]\) with \(\nu = \frac{k}{n}\). Furthermore, similar to the conventional SVM model, writing in the dual form of (6) can lead to a convex quadratic programming problem that can be solved efficiently. See Appendix A for more detailed explanations.

Choosing \(k\). The number of top individual losses in the AT\textsubscript{k} loss is a critical parameter that affects the learning performance. In concept, using AT\textsubscript{k} loss will not be worse than using average or maximum losses as they correspond to specific choices of \(k\). In practice, \(k\) can be chosen during training from a validation dataset as the experiments in Section 4. As \(k\) is an integer, a simple grid search usually suffices to find a satisfactory value. Besides, Theorem 1 in Section 3 establishes a theoretical lower bound for \(k\) to guarantee reliable classification based on the Bayes error. If we have information about the proportion of outliers, we can also narrow searching space of \(k\) based on the fact that AT\textsubscript{k} loss is the convex upper bound of the top-k loss, which is similar to \([19]\).
3 Statistical Analysis

In this section, we address the statistical properties of the AT\(_k\) objective in the context of binary classification. Specifically, we investigate the property of classification calibration \([1]\) of the AT\(_k\) general objective, and derive bounds for the misclassification error of the AT\(_k\) SVM model in the framework of statistical learning theory (e.g. \([1, 7, 22, 25]\)).

3.1 Classification Calibration of AT\(_k\) Loss

We assume the training data \(\mathbf{z} = \{(x_i, y_i)\}_{i=1}^n\) are i.i.d. samples from an unknown distribution \(p\) on \(\mathcal{X} \times \{\pm 1\}\). Let \(p_X\) be the marginal distribution of \(p\) on the input space \(\mathcal{X}\). Then, the misclassification error of a classifier \(f: \mathcal{X} \to \{\pm 1\}\) is denoted by \(\mathcal{R}(f) = \Pr(y \neq f(x)) = \mathbb{E}[\mathbf{1}_{y \neq f(x)}]\). The Bayes error is given by \(\mathcal{R}^* = \inf_f \mathcal{R}(f)\), where the infimum is over all measurable functions. No function can achieve less risk than the Bayes rule \(f_c(x) = \text{sign}(\eta(x) - \frac{1}{2})\), where \(\eta(x) = \Pr(y = 1|x)\) \([8]\).

In practice, one uses a surrogate loss \(\ell: \mathbb{R} \to [0, \infty)\) which is convex and upper-bound the 0-1 loss. The population \(\ell\)-risk (generalization error) is given by \(\mathcal{E}_\ell(f) = \mathbb{E}[\ell(yf(x))]\). Denote the optimal \(\ell\)-risk by \(\mathcal{E}^*_\ell = \inf_f \mathcal{E}_\ell(f)\). A very basic requirement for using such a surrogate loss \(\ell\) is the so-called classification calibration (point-wise form of Fisher consistency) \([1, 13]\). Specifically, a loss \(\ell\) is classification calibrated with respect to distribution \(p\) if, for any \(x\), the minimizer \(f^*_\ell = \inf_f \mathcal{E}_\ell(f)\) should have the same sign as the Bayes rule \(f_c(x)\), i.e., \(\text{sign}(f^*_\ell(x)) = \text{sign}(f_c(x))\) whenever \(f_c(x) \neq 0\).

An appealing result concerning the classification calibration of a loss function \(\ell\) was obtained in \([1]\), which states that \(\ell\) is classification calibrated if \(\ell\) is convex, differentiable at 0 and \(\ell'(0) < 0\). In the same spirit, we investigate the classification calibration property of the AT\(_k\) loss. Specifically, we first obtain the population form of the AT\(_k\) objective using the infinite limit of (2)

\[
\frac{1}{n} \sum_{i=1}^n \left[\ell(y_if(x_i)) - \lambda \right]_+ + \frac{k}{n} \lambda \xrightarrow{n \to \infty} \mathbb{E}[[\ell(yf(x)) - \lambda]_+] + \nu \lambda.
\]

We then consider the optimization problem

\[
(f^*, \lambda^*) = \arg \inf_{f, \lambda \geq 0} \mathbb{E}[[\ell(yf(x)) - \lambda]_+] + \nu \lambda,
\]

(7)

where the infimum is taken over all measurable function \(f: \mathcal{X} \to \mathbb{R}\). We say the AT\(_k\) (ensemble) loss is classification calibrated with respect to \(p\) if \(f^*\) has the same sign as the Bayes rule \(f_c\). The following theorem establishes such conditions.

**Theorem 1.** Suppose the individual loss \(\ell: \mathbb{R} \to \mathbb{R}^+\) is convex, differentiable at 0 and \(\ell'(0) < 0\). Without loss of generality, assume that \(\ell(0) = 1\). Let \((f^*, \lambda^*)\) be defined in (7),

(i) If \(\nu > \mathcal{E}^*_\ell\) then the AT\(_k\) loss is classification calibrated.

(ii) If, moreover, \(\ell\) is monotonically decreasing and the AT\(_k\) ensemble loss is classification calibrated then \(\nu \geq \int_{\eta(x) \neq \frac{1}{2}} \min(\eta(x), 1 - \eta(x)) d\mathbb{P}_X(x)\).

The proof of Theorem 1 can be found in the Appendix A. Note that the convexity of \(\ell\) and \(\ell'(0) < 0\) implies \(\ell(0) > 0\). Hence, by normalization we can let \(\ell(0) = 1\). Indeed, the commonly used individual losses such as the least square loss \(\ell(t) = (1-t)^2\), the hinge loss \(\ell(t) = 1 - t\), and the logistic loss \(\ell(t) = \log_2(1+e^{-t})\) satisfy the conditions \(\ell'(0) < 0\) and \(\ell(0) = 1\). The assumption in part (ii) of Theorem 1 implicitly assumes that \(\mathcal{E}^*_\ell \leq 1\) because \(\mathcal{E}^*_\ell \leq \mathcal{E}_\ell(0) = 1\). Part (i) and (ii) of the above theorem address respectively the sufficient and necessary conditions on \(\nu\) such that the AT\(_k\) loss becomes classification calibrated. Since \(\ell\) is an upper bound surrogate of the 0-1 loss, the optimal \(\ell\)-risk \(\mathcal{E}^*_\ell\) is larger than the Bayes error \(\mathcal{R}^*\), i.e., \(\mathcal{E}^*_\ell \geq \mathcal{R}^*\). In particular, if the individual loss \(\ell\) is the hinge loss then \(\mathcal{E}^*_\ell = 2\mathcal{R}^*\).

Part (ii) of the above theorem indicates that the AT\(_k\) ensemble loss is classification calibrated if \(\nu = \lim_{n \to \infty} k/n\) is larger than the optimal generalization error \(\mathcal{E}^*_\ell\) associated with the individual loss. The choice of \(k > n\mathcal{E}^*_\ell\) thus guarantees classification calibration, which gives a lower bound of \(k\). This result also provides a theoretical underpinning of the sensitivity to outliers of the maximum loss (AT\(_k\) loss with \(k = 1\)). If the probability of the set \(\{x : \eta(x) = 1/2\}\) is zero,
\( \mathcal{R}^* = \int_{\mathcal{X}} \min(\eta(x), 1 - \eta(x)) \, dp(x) = \int_{\eta(x) \neq 1/2} \min(\eta(x), 1 - \eta(x)) \, dp(x). \) Theorem 1 indicates that in this case, if the maximum loss is calibrated, one must have \( n \geq \nu \geq R^*. \) In other words, as the number of training data increases, the Bayes error has to be arbitrarily small, which is consistent with the empirical observation that the maximum loss works well under the well-separable data setting but are sensitive to outliers and non-separable data.

### 3.2 Error bounds of AT\(_k\) SVM

We next study the excess misclassification error of the AT\(_k\) SVM model \( \mathcal{R}(\text{sign}(f_\mathcal{X})) - \mathcal{R}^*. \) Let \( (f_\mathcal{X}, \rho_\mathcal{X}) \) be the minimizer of the AT\(_k\) SVM objective (6) in the RKHS setting. Let \( f_\mathcal{H} \) be the minimizer of the generalization error over the RKHS space \( \mathcal{H}_K, \) i.e., \( f_\mathcal{H} = \arg\min_{f \in \mathcal{H}_K} \mathcal{E}_h(f), \) where we use the notation \( \mathcal{E}_h(f) = \mathbb{E}[\|1 - yf(x)\|_\mathcal{H}] \) to denote the \( \ell \)-risk of the hinge loss. In the finite-dimension case, the existence of \( f_\mathcal{H} \) follows from the direct method in the variational calculus, as \( \mathcal{E}_h(\cdot) \) is lower bounded by zero, coercive, and weakly sequentially lower semi-continuous by its convexity. For an infinite dimensional \( \mathcal{H}_K, \) we assume the existence of \( f_\mathcal{H}. \) We also assume that \( \mathcal{E}_h(f_\mathcal{H}) < 1 \) since even a na"ive zero classifier can achieve \( \mathcal{E}_h(0) = 1. \) Denote the approximation error by \( \mathcal{A}(\mathcal{H}_K) = \inf_{f \in \mathcal{H}_K} \mathcal{E}_h(f) - \mathcal{E}_h(f_\mathcal{H} - \mathcal{E}_h(f_\mathcal{H}), \) and let \( \kappa = \sup_{x \in \mathcal{X}} \sqrt{K(x,x)}. \) The main theorem can be stated as follows.

**Theorem 2.** Consider the AT\(_k\) SVM in RKHS (6). For any \( \varepsilon \in (0, 1] \) and \( \mu \in (0, 1 - \mathcal{E}_h(f_\mathcal{H})) \), choosing \( k = \lceil n(\mathcal{E}_h(f_\mathcal{H}) + \mu) \rceil. \) Then, it holds

\[
\Pr\{ \mathcal{R}(\text{sign}(f_\mathcal{X})) - \mathcal{R}^* \geq \mu + \mathcal{A}(\mathcal{H}) + \varepsilon + \frac{1 + C_{\varepsilon, \mathcal{H}}}{\sqrt{n\mu}} \leq 2 \exp\left(-\frac{n\mu^2}{(1 + C_{\varepsilon, \mathcal{H}})^2}\right),
\]

where \( C_{\varepsilon, \mathcal{H}} = 2\sqrt{2C} + 4\|f_\mathcal{H}\|_K. \)

The complete proof of Theorem 2 is given in the Appendix A. Steinwart [21] derived the bounds for the excess misclassification error for \( \nu \)-SVM under the assumption that the kernel is universal, i.e., the RKHS is dense in the space of continuous functions \( C(\mathcal{X}) \) under the uniform norm \( \| \cdot \|_b. \) (See [22] for more details). The proof there depends on Urysohn’s lemma in topology which states any two disjoint closed subsets can be separated by a continuous function.

In contrast, our result holds true without the assumption of universal kernels. The main idea is to show that \( \mathcal{E}_h \) is bounded from below by a positive constant with high probability, and then bound the excess misclassification error \( \mathcal{R}(\text{sign}(f_\mathcal{X})) - \mathcal{R}^* \) by \( \mathcal{E}_h(f_\mathcal{X}/\rho_\mathcal{X}) - \mathcal{E}_h(f_\mathcal{X}). \) If \( K \) is a universal kernel then \( \mathcal{A}(\mathcal{H}_K) = 0 \) as in the linear prediction functions, i.e., \( f(x) = w^T x + b \) with parameters \( w \) and \( b. \) Furthermore, we focus on comparing ensemble losses, we fix the regularizer in (3) to \( \Omega(w) = \frac{1}{2\eta^2}\|w\|^2, \) and optimize the MAT\(_k\) learning objective with the simple stochastic gradient descent method with (sub)gradient update given in (4).

---

\(^3\) We did not compare with the top-k loss as it is not convex and the local minima in optimization complicates the comparison.
The standard square loss and absolute loss are adopted as individual loss. Note that average loss and three real datasets from [4], with a detailed description of these datasets given in Appendix A. Next, we report experimental results of linear regression on one synthetic dataset (Sinc) with individual absolute loss reduces to coupled with individual square loss is standard ridge regression model and average loss coupled three real datasets from the UCI

We conduct experiments on binary classification using eight benchmark datasets from the UCI[4] and KEEL[5] data repositories to illustrate the potential effects of using AT\_k loss in practical learning to adapt to different underlying data distributions. A detailed description of the datasets is given in Appendix A. The standard individual logistic loss and hinge loss are combined with different ensemble losses. Note that average loss combined with individual logistic loss corresponds to the logistic regression model and average loss combined with individual hinge loss leads to the C-SVM algorithm [5].

For each dataset, we randomly sample 50%, 25%, 25% examples as training, validation and testing sets respectively. During training, we select parameters \( C \) (regularization factor) and \( k \) (number of top losses) on the validation set. Parameter \( C \) is searched on grids of \( \log_{10} \) scale in the range of \( [10^{-5}, 10^5] \) (extended when optimal value is on the boundary), and \( k \) is searched on grids of \( \log_{10} \) scale in the range of \([1, n] \). We use \( k^* \) to denote the optimal \( k \) selected from the validation set.

We report the average performance over 10 random splitting of training/validation/testing for each dataset with MAT\_k learning objectives formed from logistic loss and hinge loss. Table 1 gives their experimental results in terms of classification accuracy (results in terms of other classification quality metrics are given in Appendix A). Note that on these datasets, the average loss consistently outperforms the maximum loss, which is consistent with our theoretical analysis in Section 3.1 that the maximum loss is more sensitive to outliers. On the other hand, with varying \( k \), the AT\_k loss is more likely to adapt to the potential multi-modal nature of the underlying data distribution, which affects the performance of the learning algorithms using the average loss. This advantage of the AT\_k loss is particularly conspicuous for datasets Monk and Australian.

To further understand the behavior of MAT\_k learning on individual datasets, we show plots of classification accuracy vs. \( k \) for learning objectives for four representative datasets in Fig.3. Corroborating the results in Table 1, on datasets Monk and Australian, there is a clear range of \( k \) value with significantly higher classification accuracies than the two extreme cases \( k = 1 \) and \( k = n \), corresponding to the maximum and average loss, respectively. For datasets Madelon and German, the classification performance in general increases as \( k \) grows but there exists ranges of \( k \) value that can yield better performance than both the maximum and the average losses.

### Binary Classification:

We conduct experiments on binary classification using eight benchmark datasets from the UCI and KEEL data repositories to illustrate the potential effects of using AT\_k loss in practical learning to adapt to different underlying data distributions. A detailed description of the datasets is given in Appendix A. The standard individual logistic loss and hinge loss are combined with different ensemble losses. Note that average loss combined with individual logistic loss corresponds to the logistic regression model and average loss combined with individual hinge loss leads to the C-SVM algorithm [5].

For each dataset, we randomly sample 50%, 25%, 25% examples as training, validation and testing sets respectively. During training, we select parameters \( C \) (regularization factor) and \( k \) (number of top losses) on the validation set. Parameter \( C \) is searched on grids of \( \log_{10} \) scale in the range of \( [10^{-5}, 10^5] \) (extended when optimal value is on the boundary), and \( k \) is searched on grids of \( \log_{10} \) scale in the range of \([1, n] \). We use \( k^* \) to denote the optimal \( k \) selected from the validation set.

We report the average performance over 10 random splitting of training/validation/testing for each dataset with MAT\_k learning objectives formed from logistic loss and hinge loss. Table 1 gives their experimental results in terms of classification accuracy (results in terms of other classification quality metrics are given in Appendix A). Note that on these datasets, the average loss consistently outperforms the maximum loss, which is consistent with our theoretical analysis in Section 3.1 that the maximum loss is more sensitive to outliers. On the other hand, with varying \( k \), the AT\_k loss is more likely to adapt to the potential multi-modal nature of the underlying data distribution, which affects the performance of the learning algorithms using the average loss. This advantage of the AT\_k loss is particularly conspicuous for datasets Monk and Australian.

To further understand the behavior of MAT\_k learning on individual datasets, we show plots of classification accuracy vs. \( k \) for learning objectives for four representative datasets in Fig.3. Corroborating the results in Table 1, on datasets Monk and Australian, there is a clear range of \( k \) value with significantly higher classification accuracies than the two extreme cases \( k = 1 \) and \( k = n \), corresponding to the maximum and average loss, respectively. For datasets Madelon and German, the classification performance in general increases as \( k \) grows but there exists ranges of \( k \) value that can yield better performance than both the maximum and the average losses.

### Regression

Next, we report experimental results of linear regression on one synthetic dataset (Sinc) and three real datasets from [4], with a detailed description of these datasets given in Appendix A. The standard square loss and absolute loss are adopted as individual loss. Note that average loss coupled with individual square loss is standard ridge regression model and average loss coupled with individual absolute loss reduces to \( \nu \)-SVR [18]. We normalize the target output to \([0, 1]\) and use

---

Table 1: Average classification accuracy (%) of different learning objectives over 8 datasets. The best results are shown in bold with results that are not significant different to the best results underlined.

| Dataset       | Logistic Loss | Hinge Loss |
|---------------|---------------|------------|
|               | Maximum      | Average    | \( AT_k^* \) | Maximum      | Average    | \( AT_k^* \) |
| Monk          | 77.59        | 79.54      | 83.24       | 77.96        | 81.85      | 82.96       |
| Australian    | 80.06        | 85.73      | 88.30       | 80.23        | 85.03      | 87.78       |
| Madelon       | 52.22        | 59.32      | 60.35       | 51.62        | 59.42      | 59.82       |
| Splice        | 76.42        | 82.75      | 83.88       | 76.47        | 83.72      | 83.77       |
| Spambase      | 78.62        | 91.64      | 91.64       | 78.90        | 92.59      | 92.59       |
| German        | 72.00        | 74.64      | 76.72       | 71.76        | 75.52      | 76.24       |
| Titanic       | 73.50        | 77.23      | 77.56       | 74.55        | 77.18      | 77.98       |
| Phoneme       | 71.34        | 74.50      | 75.83       | 70.98        | 76.87      | 76.87       |

Figure 3: Plots of classification accuracy vs. \( k \) on four datasets.
Table 2: Average RMSE on four datasets. The best results are shown in bold with results that are not significant different to the best results underlined.

5 Related Works

Most work on learning objectives focus on designing individual losses, and only a few are dedicated to new forms of ensemble losses. Recently, ensemble loss considering the order of training data have been proposed in curriculum learning [2] and self-paced learning [10], which suggest to organize the training process in several passes and samples are included from easy to hard gradually. It is interesting to note that each pass of self-paced learning is equivalent to minimum the average of the k smallest individual losses, i.e., \( \frac{1}{k} \sum_{i=n-k+1}^{n} \ell_i(f) \), which we term it as the average bottom-k loss in contrast to the average top-k losses in our case. In [19], the pros and cons of the maximum loss and the average loss are compared, and the top-k loss, i.e., \( \ell_k(f) \), is advocated as a remedy to the problem of both. However, unlike the AT\(_k\) loss, neither the average bottom-k loss nor the top-k loss are convex functions with regards to the individual losses.

Minimizing top-k errors has also been used in individual losses. For ranking problems, the work of [16, 23] describes a form of individual loss that gives more weights to the top examples in a ranked list. In multi-class classification, the top-1 loss is commonly used which causes penalties when the top-1 predicted class is not the same as the target class label [6]. This has been further extended in [11, 12] to the top-k multi-class loss, in which for a class label that can take m different values, the classifier is only penalized when the correct value does not show up in the top k most confident predicted values. As an individual loss, these works are complementary to the AT\(_k\) loss and they can be combined to improve learning performance.

6 Discussion

In this work, we introduce the average top-k (AT\(_k\)) loss as a new ensemble loss for supervised learning, which is the average over the k largest individual losses over a training dataset. We show that the AT\(_k\) loss is a natural generalization of the two widely used ensemble losses, namely the average loss and the maximum loss, but can combines their advantages and mitigate their drawbacks to better adapt to different data distributions. Furthermore, it remains a convex function over all individual losses, which can lead to convex optimization problems that can be solved effectively with conventional gradient-based method. We provide an intuitive interpretation of the AT\(_k\) loss based on its equivalent effect on the continuous individual loss functions, suggesting that it can reduce the penalty on correctly classified data. We further study the theoretical aspects of AT\(_k\) loss on classification calibration and error bounds of minimum average top-k learning for AT\(_k\)-SVM. We demonstrate the applicability of minimum average top-k learning for binary classification and regression using synthetic and real datasets.

There are many interesting questions left unanswered regarding using the AT\(_k\) loss as learning objectives. Currently, we use conventional gradient-based algorithms for its optimization, but we are investigating special instantiations of MAT\(_k\) learning for which more efficient optimization methods can be developed. Furthermore, the AT\(_k\) loss can also be used for unsupervised learning problems (e.g., clustering), which is a focus of our subsequent study. It is also of practical importance to combine AT\(_k\) loss with other successful learning paradigms such as deep learning, and to apply it to large scale real life dataset. Lastly, it would be very interesting to derive error bounds of MAT\(_k\) with general individual loss functions.
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A Proofs

A.1 Proofs of Lemma 1 and 2

Proof of Lemma 1
Notice that \( \sum_{i=1}^{k} x[i] \) is the solution of the following linear programming problem

\[
\max_{\mathbf{p}} \mathbf{p}^T \mathbf{x}, \quad \text{s.t.} \quad \mathbf{p}^T \mathbf{1} = k, 0 \leq \mathbf{p} \leq 1.
\]  

(8)

The Lagrangian of this linear programming problem is

\[
L(\mathbf{p}, \mathbf{u}, \mathbf{v}, \lambda) = -\mathbf{p}^T \mathbf{x} - \mathbf{v}^T \mathbf{p} + \mathbf{u}^T (\mathbf{p} - 1) + \lambda (\mathbf{p}^T \mathbf{1} - k),
\]

(9)

where \( \mathbf{u} \geq 0, \mathbf{v} \geq 0 \) and \( t \) are Lagrangian multipliers. Taking its derivative w.r.t \( \mathbf{p} \) and set it to be 0, we have \( \mathbf{v} = \mathbf{u} - \mathbf{x} + \lambda \). Substituting this back into the Lagrangian to eliminate the primal variable, we obtain the dual problem of (8) as

\[
\min_{\mathbf{u}, \lambda} \mathbf{u}^T \mathbf{1} + k \lambda, \quad \text{s.t.} \quad \mathbf{u} \geq 0, \mathbf{u} + \lambda \mathbf{1} - \mathbf{x} \geq 0.
\]  

(10)

This further means that

\[
\sum_{i=1}^{k} x[i] = \min_{\lambda} \left\{ k \lambda + \sum_{i=1}^{n} [x_i - \lambda]^+ \right\}.
\]  

(11)

The convexity of \( \sum_{i=1}^{k} x[i] \) follows directly from (11) and the fact that the partial minimum of a jointly convex function is convex. Furthermore, it is easy to see that \( \lambda = x[k] \) is always one optimal solution for (11), hence, for \( x_i \geq 0, i = 1, \ldots, n \), there holds

\[
\sum_{i=1}^{k} x[i] = \min_{\lambda \geq 0} \left\{ k \lambda + \sum_{i=1}^{n} [x_i - \lambda]^+ \right\}.
\]  

(12)

Proof of Lemma 2
Denote \( g(\ell) = \left( [a - \ell]_+ - b \right)_+ \). For any \( a \geq 0, b \geq 0 \), we have \( g(\ell) = 0 = [a - b - \ell]_+ \) if \( \ell \geq a \). In the Case of \( \ell < a \), there holds \( g(\ell) = [a - b - \ell]_+ \). Thus \( g(\ell) = [a - b - \ell]_+ \) for any \( a \geq 0, b \geq 0 \).

A.2 Proof of Theorem 1

Since \( ( f^*, \lambda^* ) \) is a minimizer, then, by choosing \( f = 0 \) and \( \lambda = \ell(0) = 1 \) there holds \( \mathbb{E}[\ell(yf^*(x)) - \lambda^*] + \nu \lambda^* \leq \mathbb{E}[\ell(0) - \ell(0)] + \nu \ell(0) \) which implies that the minimizer \( \lambda^* \) defined in (7) must satisfy \( 0 \leq \lambda^* \leq \ell(0) = 1 \). This means that the minimization over \( \lambda \) in (7) can be restricted to \( 0 \leq \lambda \leq \ell(0) = 1 \). Let \( \beta = 1 - \lambda \) which implies that the minimization (7) is equivalent to the following

\[
(f^*, \beta^*) = \arg \inf_{f, \beta \leq 1} \{ \mathbb{E}[\beta + \ell(yf(x))] - \nu \beta \}.
\]  

(13)

Let \( (f^*, \beta^*) \) be the minimizer. We have, for any \( f \) and choosing \( \beta = \ell(0) = 1 \), that

\[
-\nu \beta^* \leq \{ \mathbb{E}[\beta + \ell(yf^*(x)) - 1]_+ \} - \nu \beta^* \leq \mathbb{E}[1 + \ell(yf^*(x)) - 1]_+ - \nu = \mathcal{E}_f(f) - \nu.
\]

This implies that \( \nu \beta^* \geq \nu - \mathcal{E}_f(f) \). Since \( f \) is arbitrary, \( \beta^* \geq \frac{\nu - \mathcal{E}_f^*}{\nu} > 0 \) if \( \nu > \mathcal{E}_f^* \). Consequently, the above arguments show that \( 0 \leq \lambda^* = 1 - \beta^* < 1 \) if \( \nu > \mathcal{E}_f^* \).

Now observe that \( f^* = \arg \inf_{f} \{ \mathbb{E}[\ell(yf(x)) - \lambda^*]_+ + \nu \lambda^* \} = \arg \inf_{f} \{ \mathbb{E}[\ell(yf(x)) - \lambda^*]_+ \} \). Define \( \phi(t) = (\ell(t) - \lambda^*)_+ \). This means that \( f^* = \arg \inf_{f} \mathbb{E}[\phi(yf(x))] \) for standard classification. The result of Theorem 2 in [1] states that the loss \( \phi \) is classification calibrated if \( \phi \) is differentiable at 0 and \( \phi'(0) < 0 \). Notice that \( \lambda^* < \ell(0) = 1 \) as proved above, which implies that \( \phi \) is
differentiable at 0 and $\phi'(0) = \ell'(0) < 0$. This shows that $f^*$ has the same sign as the Bayes rule $\text{sign}(Pr(y = 1|x) - \frac{1}{2})$ if $\nu > \mathcal{E}_{f}^\nu$. This completes the proof of the first part of the theorem.

We now move on to prove the proof of the second part of the theorem. To this end, observe that $\lambda^* = \arg\inf_{\lambda \geq 0} \{E[\ell(yf^*(x) - \lambda)_{+}] + \nu \lambda \}$. Assume that $\lambda^* > 0$. Then, $f^* = f^*_\nu$ and choosing $f = 0$ and $\lambda = 1 = \ell(0)$ in the objective function of (7) implies that $\nu = E[\ell(0) - 1]_{+} + \nu \lambda^* = E[\ell(yf^*_\nu(x))] \geq \mathcal{R}^\nu$. Recall [8] that the Bayes error $\mathcal{R} = \int_{X} \text{min}(\eta(x), 1 - \eta(x))d\nu(x)$. This proves the Case $\lambda^* = 0$.

Now it only suffices to prove the Case of $\lambda^* > 0$. In this Case, by the first-order optimality condition, there exists a subgradient of $E[\ell(yf^*(x) - \lambda)_{+}] + \nu \lambda$ of the variable $\lambda$ at $\lambda^*$ equals to zero. This implies that $E[h(x, y)] + \nu = 0$, where $h(x, y)$ is some subgradient of $\ell(yf^*(x) - \lambda)_{+}$ with respect to $\lambda$ at $\lambda^*$. Notice that $h(x, y) \leq -\frac{1}{2} \ell(yf^*(x)) > \lambda^*$. Consequently, $\nu \geq 1 - \mathcal{E}[\ell(yf^*(x))] \geq E[\ell(yf^*(x)) > \lambda^*]$ since $\lambda^* \leq \ell(0)$ as proved in part (i). Since we assume that $\ell$ is monotonically decreasing, $\ell(yf^*(x)) > \ell(0)$ is equivalent to $yf^*(x) < 0$. The calibration of AT$_k$ models (i.e. $f^*$ has the sign as the Bayes rule) implies that $yf^*(x) < 0$ is equivalent to $y(2\eta(x) - 1) < 0$. Putting the above arguments together, we conclude that $\nu \geq E[y(2\eta(x) - 1)] = \int_{\eta(x) \neq 1/2} \min(\eta(x), 1 - \eta(x))$. This completes the proof of the theorem.

A.3 Proof of Theorem 2

To prove Theorem 2, we need some technical lemmas. We say the function $F : \prod_{k=1}^{m} \Omega_k \rightarrow \mathbb{R}$ has bounded differences $\{c_k\}_{k=1}^{m}$ if, for all $1 \leq k \leq m$,

$$\max_{z_1, \ldots, z_k, z_k', \ldots, z_m} |F(z_1, \ldots, z_{k-1}, z_k, z_k', \ldots, z_m) - F(z_1, \ldots, z_{k-1}, z_k', z_k, \ldots, z_m)| \leq c_k.$$ 

Lemma 3. (McDiarmid’s inequality [29]) Suppose $f : \prod_{k=1}^{m} \Omega_k \rightarrow \mathbb{R}$ has bounded differences $\{c_k\}_{k=1}^{m}$ then, for all $\epsilon > 0$, there holds

$$\Pr\left\{ F(z) - E[F(z)] \geq \epsilon \right\} \leq e^{-\frac{\epsilon^2}{2\sum_{k=1}^{m} c_k^2}}.$$

We need to use the the Rademacher average and its contraction property [28, 30].

Definition 1. Let $\mu$ be a probability measure on $\Omega$ and $F$ be a class of uniformly bounded functions. For every integer $m$, the Rademacher average over a set of functions $F$ on

$$R_m(F) := E_{\mu} \mathbb{E}_{\varepsilon} \left\{ \frac{1}{m} \sup_{f \in F} \left| \sum_{i=1}^{m} \varepsilon_i f(z_i) \right| \right\}$$

where $\{z_i\}_{i=1}^{m}$ are independent random variables distributed according to $\mu$ and $\{\varepsilon_i\}_{i=1}^{m}$ are independent Rademacher random variables, i.e., $\Pr(\varepsilon_i = +1) = \Pr(\varepsilon_i = -1) = 1/2$.

Lemma 4. Let $F$ be a class of uniformly bounded real-valued functions on $(\Omega, \mu)$ and $m \in \mathbb{N}$. If for each $i \in \{1, \ldots, m\}$, $\Psi_i : \mathbb{R} \rightarrow \mathbb{R}$ is a function with a Lipschitz constant $c_i$, then for any $\{x_i\}_{i=1}^{m},$

$$E_{\varepsilon} \left( \sup_{f \in F} \left| \sum_{i=1}^{m} \varepsilon_i \Psi_i(f(x_i)) \right| \right) \leq 2E_{\varepsilon} \left( \sup_{f \in F} \left| \sum_{i=1}^{m} c_i \varepsilon_i f(x_i) \right| \right).$$

Using the standard techniques involving Rademacher averages [28], one can get the following estimation. For completeness, we give a self-contained proof. Let the empirical error related to the hinge loss be denoted by $E_{h, z}(f) = \frac{1}{n} \sum_{i=1}^{n} (1 - yf(x_i))_{+}$.

Lemma 5. For any $\epsilon > 0$, there holds

$$\Pr\left\{ \sup_{||f||_K \leq R} E_h(f) - E_{h, z}(f) \geq \epsilon + \frac{2K^2R}{\sqrt{n}} \right\} \leq e^{-\frac{2n\epsilon^2}{(1+K^2)^2}}.$$
Proof. Let $F(z) = \sup_{\|f\| \leq R} \{E_h(f) - \mathcal{E}_{h,z}(f)\}$. Observe, for any $x, y$, that $(1 - y f(x))_+ \leq 1 + |f(x)| \leq 1 + \|f\|_K (K_x, f)_K 1 2 = 1 + \|f\|_K \sqrt{K(x, x)} \leq \kappa R$. Then, one can easily get that the bounded differences are $c_k = \frac{1 + \kappa R}{n}$ for any $1 \leq k \leq n$. By the McDiarmid inequality, we have
\[
\Pr \left\{ \sup_{\|f\| \leq R} \left| \mathcal{E}_h(f) - \mathcal{E}_{h,z}(f) \right| \geq \frac{2n \varepsilon^2}{(1 + \kappa R)^2} \right\} \geq \exp \left\{ -2n \varepsilon^2 \right\}.
\]
Let $z' = \{z'_1, z'_2, \ldots, z'_n\}$ be i.i.d. copies of $z$. Then,
\[
\mathbb{E}_z \sup_{\|f\| \leq R} \left| \mathcal{E}_h(f) - \mathcal{E}_{h,z}(f) \right| = \mathbb{E}_z \sup_{\|f\| \leq R} \left| \mathbb{E}_z' (\mathcal{E}_h(f)) - \mathbb{E}_z (\mathcal{E}_{h,z}(f)) \right| \leq \mathbb{E}_z \mathbb{E}_z' \sup_{\|f\| \leq R} \left| \mathcal{E}_h(f) - \mathcal{E}_{h,z}(f) \right|.
\]
By standard symmetrization techniques [28], for any Rademacher variables $\{\sigma_i : i = 1, \ldots, n\}$, we have that
\[
\mathbb{E}_z \mathbb{E}_z' \sup_{\|f\| \leq R} \left| \mathcal{E}_h(f) - \mathcal{E}_{h,z}(f) \right| = \mathbb{E}_z \mathbb{E}_z' \mathbb{E}_{\sigma} \sup_{\|f\| \leq R} \left| \frac{1}{n} \sum_{i=1}^n \sigma_i ((1 - y_i f(x_i))_+ - (1 - y_i f(x_i))_+) \right| = 2 \mathbb{E}_z \mathbb{E}_z' \mathbb{E}_{\sigma} \sup_{\|f\| \leq R} \left| \frac{1}{n} \sum_{i=1}^n \sigma_i (1 - y_i f(x_i))_+ \right| \leq 2 \mathbb{E}_z \mathbb{E}_z' \sup_{\|f\| \leq R} \frac{1}{n} \sum_{i=1}^n \sigma_i (1 - y_i f(x_i))_+.
\]
Let $\Phi_i(t) = (1 - y_i t)_+$ which has Lipschitz constant 1. By the contraction property of Rademacher averages,
\[
\mathbb{E}_z \sup_{\|f\| \leq R} \frac{1}{n} \sum_{i=1}^n \sigma_i (1 - y_i f(x_i))_+ \leq \mathbb{E}_z \sup_{\|f\| \leq R} \frac{1}{n} \sum_{i=1}^n \sigma_i f(x_i) = \mathbb{E}_z \sup_{\|f\| \leq R} \left| \frac{1}{n} \sum_{i=1}^n \sigma_i (K_{x_i}, f) \right| \leq \mathbb{E}_z \sup_{\|f\| \leq R} \frac{1}{n} \sum_{i=1}^n \sigma_i K_{x_i} \|K\| = R \mathbb{E}_z \left[ \frac{1}{n} \sum_{i=1}^n \sigma_i K_{x_i} \|K\| \right] \leq R \left[ \mathbb{E}_z \frac{1}{n} \sum_{i=1}^n \sigma_i K_{x_i} \|K\| \right] \frac{1}{n} \left[ \sum_{i=1}^n K(x_i, x_i) \right] \frac{1}{1 + \kappa R \sqrt{n}}.
\]
Putting all the above estimations together yields the desired result. This completes the proof of the lemma. \hfill \Box

We also need the Höeffding’s inequality stated as follows.

**Lemma 6.** Let $\xi$ be a random variable and, for any $i \in [m]$, $a_i \leq \xi \leq b_i$. Then, for any $\varepsilon > 0$, there holds
\[
\Pr \left\{ \frac{1}{m} \sum_{i=1}^m \xi_i - E\xi \geq \varepsilon \right\} \leq \exp \left\{ -\frac{m \varepsilon^2}{2M^2} \right\}.
\]
To prove the main theorem, we need to establish a lower bound for $\rho_x$. Denote $\kappa = \sup_{x \in K} \sqrt{K(x, x)}$.

**Lemma 7.** For $\mu \in (0, 1 - \mathcal{E}_h(f_H))$, let $\left\lfloor n(\mathcal{E}_h(f_H) + \mu) \right\rfloor \leq k \leq n$, then we have
\[
\Pr \left\{ z \in \mathbb{Z}^n : \frac{\|f_H\|}{\rho_x} \leq \frac{2k}{n} \max \left( \sqrt{\frac{2C}{\mu}}, 2 \frac{\|f_H\|}{\mu} \right) \right\} \geq 1 - \exp \left\{ -\frac{n \mu^2}{(2(1 + \kappa \|f_H\|K))} \right\}.
\]

**Proof.** Since $(f_x, \rho_x)$ is a minimizer of formulation (6), for any $0 < \rho < 1$ there holds
\[
\frac{1}{n} \sum_{i=1}^n (\rho_x - y_i f_x(x_i))_+ \leq \frac{k}{n} \rho_x + \frac{1}{2C} \|f_x\|_K^2 \leq \frac{1}{n} \sum_{i=1}^n (\rho - y_i \rho f_H(x_i))_+ \leq \frac{k}{n} \rho + \frac{1}{2C} \|\rho f_H\|_K^2 = \rho \mathcal{E}_{h,x}(f_H) - \frac{k}{n} \rho + \frac{\rho^2}{2C} \|f_H\|_K^2.
\]
This implies, for any $0 < \rho \leq 1$, that

\[
\frac{k}{n} \rho_{\sigma} \geq -\rho \mathcal{E}_{h, z}(f_H) + \frac{k}{n} \rho - \frac{\rho^2}{2C} \|f_H\|_2^2.
\]

Applying the Hoeffding inequality (Lemma 6) yields that

\[
\Pr\left\{ \mathcal{E}_{h, z}(f_H) - \mathcal{E}_h(f_H) \leq \frac{\mu}{2} \right\} \leq 1 - \exp\left( -\frac{n\mu^2}{2(1 + \kappa\|f_H\|_2^2)} \right). \tag{16}
\]

Then, on the event $\mathcal{U} = \{ z \in \mathbb{Z}^n : \mathcal{E}_{h, z}(f_H) - \mathcal{E}_h(f_H) \leq \frac{\mu}{2} \}$, we have $-\rho \mathcal{E}_{h, z}(f_H) + \frac{k}{n} \rho - \frac{\rho^2}{2C} \|f_H\|_2^2 \geq \rho\left( \frac{k}{n} \rho - \mathcal{E}(f_H) - \frac{\mu}{2} \right) - \frac{\rho^2}{2C} \|f_H\|_2^2 \geq \rho\left( \frac{k}{n} \rho - \frac{\mu}{2} \right) - \frac{\rho^2}{2C} \|f_H\|_2^2$. Define $g(\rho) = \frac{\mu}{2} - \frac{\rho^2}{2C} \|f_H\|_2^2$.

It is easy to observe that

\[
\max_{0 < \rho \leq 1} g(\rho) \geq \left\{ \begin{array}{ll}
\frac{C\mu^2}{4n\|f_H\|_K}, & C\mu \leq 2\|f_H\|_2^2,
\frac{C\mu^2}{4n\|f_H\|_K} & C\mu > 2\|f_H\|_2^2.
\end{array} \right.
\]

Consequently, on the event $\mathcal{U}$, there holds

\[
\rho_{\sigma} \geq \frac{n}{k} \max_{0 < \rho \leq 1} g(\rho) \geq \frac{n}{k} \min\left( \frac{C\mu^2}{4n\|f_H\|_K}, \frac{C\mu^2}{4n\|f_H\|_K} \right). \tag{17}
\]

By choosing $\rho = 0$ in (15), there holds $\frac{\|f_k\|_K}{\rho_{\sigma}} \leq \frac{2Ck}{n}$. Combining these estimation together, on the event $\mathcal{U}$ there holds

\[
\frac{\|f_k\|_K}{\rho_{\sigma}} \leq \sqrt{\frac{\|f_k\|_K^2}{\rho_{\sigma}}} \sqrt{\frac{1}{\rho_{\sigma}}} \leq \frac{2k}{n} \max\left( \frac{1}{\mu}, \frac{2\|f_H\|_2^2}{\mu} \right).
\]

This completes the proof of the lemma. \qed

With all the above technical lemmas, we are ready to prove Theorem 2.

**Proof of Theorem 2.** We will use the relationship between the excess misclassification error and generalization error [31], i.e. for any $f : \mathcal{X} \to \mathbb{R}$, there holds

\[
\mathcal{R}(\text{sign}(f)) - \mathcal{R}(f_c) \leq \mathcal{E}_h(f) - \mathcal{E}_h(f_c). \tag{18}
\]

Let $\mathcal{U}_1$ be the event such that the inequality in Lemma 7 is true, i.e. $\mathcal{U}_1 = \{ z \in \mathbb{Z}^n : \frac{\|f_k\|_K}{\rho_{\sigma}} \leq \frac{2k}{n} \max\left( \frac{1}{\mu}, \frac{2\|f_H\|_2^2}{\mu} \right) \}$. On the event $\mathcal{U}_1$, noting that $0 < \mu \leq 1$ we have that $\frac{\|f_k\|_K}{\rho_{\sigma}} \leq R_{C, \mu} := \frac{2\|f_H\|_2^2}{\mu}$.

Now considering the sample $z \in \mathcal{U}_1$, using (18) we have

\[
\mathcal{R}(\text{sign}(f_k)) - \mathcal{R}(f_c) \leq \mathcal{E}_h\left( \frac{f_k}{\rho_{\sigma}} \right) - \mathcal{E}(f_c) \leq \mathcal{E}_h\left( \frac{f_k}{\rho_{\sigma}} \right) - \mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) + \mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) - \mathcal{E}_h\left( \frac{f_k}{\rho_{\sigma}} \right) \tag{19}
\]

By the definition of the minimizer $(\rho_{\sigma}, f_k)$, there holds $\frac{1}{n} \sum_{i=1}^n (\rho_{\sigma} - y_i f_k(x_i)) + \frac{k}{n} \rho_{\sigma} \leq \frac{\|f_k\|_K^2}{\rho_{\sigma}} \leq 0$ which means that $\frac{1}{n} \sum_{i=1}^n (\rho_{\sigma} - y_i f_k(x_i)) = \frac{k}{n} \rho_{\sigma}$. Equivalently, $\mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) \leq \frac{k}{n} \rho_{\sigma}$ on the event $\mathcal{U}_1$. This combines with (19) implies, on the event $\mathcal{U}_1$, that

\[
\mathcal{R}(\text{sign}(f_k)) - \mathcal{R}(f_c) \leq \mathcal{E}_h\left( \frac{f_k}{\rho_{\sigma}} \right) - \mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) + \left( \frac{k}{n} - \mathcal{E}_h(f_H) \right) + \mathcal{E}(f_c)
\]

By the definition of the minimizer $(\rho_{\sigma}, f_k)$, there holds $\frac{1}{n} \sum_{i=1}^n (\rho_{\sigma} - y_i f_k(x_i)) + \frac{k}{n} \rho_{\sigma} + \frac{\|f_k\|_K^2}{\rho_{\sigma}} \leq 0$ which means that $\frac{1}{n} \sum_{i=1}^n (\rho_{\sigma} - y_i f_k(x_i)) = \frac{k}{n} \rho_{\sigma}$. Equivalently, $\mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) \leq \frac{k}{n} \rho_{\sigma}$ on the event $\mathcal{U}_1$. This combines with (19) implies, on the event $\mathcal{U}_1$, that

\[
\mathcal{R}(\text{sign}(f_k)) - \mathcal{R}(f_c) \leq \mathcal{E}_h\left( \frac{f_k}{\rho_{\sigma}} \right) - \mathcal{E}_{h, z}\left( \frac{f_k}{\rho_{\sigma}} \right) + \left( \frac{k}{n} - \mathcal{E}_h(f_H) \right) + \mathcal{E}(f_c)
\]

\[
\leq \sup_{\|f\|_K \leq R_{C, \mu}} \left[ \mathcal{E}_h(f) - \mathcal{E}_{h, z}(f) \right] + \left( \frac{k}{n} - \mathcal{E}_h(f_H) \right) + \inf_{f \in \mathcal{H}_K} \mathcal{E}_h(f) - \mathcal{E}_h(f_c)
\]

\[
\leq \sup_{\|f\|_K \leq R_{C, \mu}} \left[ \mathcal{E}_h(f) - \mathcal{E}_{h, z}(f) \right] + \left( \frac{k}{n} - \mathcal{E}_h(f_H) \right) + \mathcal{A}(\mathcal{H}_K)
\]

\[
\leq \sup_{\|f\|_K \leq R_{C, \mu}} \left[ \mathcal{E}_h(f) - \mathcal{E}_{h, z}(f) \right] + \mu + \frac{1}{n} + \mathcal{A}(\mathcal{H}_K),
\]
where the last inequality follows from the fact, by the definition \( k = k(n) = \lceil n(E_h(f_H) + \mu) \rceil \), that 
\[ \mathcal{E}_k(f_H) + \mu \leq \frac{k}{n} \leq \mathcal{E}_k(f_H) + \mu + \frac{1}{n}. \]
Therefore,
\[
\Pr\left\{ \mathbf{z} \in \mathcal{Z}^n : R(\text{sign}(f_{\mathbf{z}})) - R(f_\nu) \geq \mu + \frac{1}{n} + \mathcal{A}(\mathcal{H}) + \varepsilon + \frac{2kR_{C,\mu}}{\sqrt{n}} \right\}
\leq \Pr(\mathcal{U}_1^c) + \Pr\left\{ \mathbf{z} \in \mathcal{U}_1 : \sup_{\|f\|_K \leq R_{C,\mu}} [\mathcal{E}_h(f) - \mathcal{E}_{h,\mathbf{x}}(f)] \geq \varepsilon + \frac{2kR_{C,\mu}}{\sqrt{n}} \right\}
\leq \exp\left(-\frac{\nu n \mu^2}{2(1 + \kappa \|f_H\|_K)^2}\right) + \Pr\left\{ \mathbf{z} : \sup_{\|f\|_K \leq R_{C,\mu}} [\mathcal{E}_h(f) - \mathcal{E}_{h,\mathbf{x}}(f)] \geq \varepsilon + \frac{2kR_{C,\mu}}{\sqrt{n}} \right\}
\leq \exp\left(-\frac{\nu n \mu^2}{2(1 + \kappa \|f_H\|_K)^2}\right) + \exp\left(-\frac{2n \varepsilon^2}{(1 + \kappa R_{C,\mu})^2}\right)
\leq 2 \exp\left(-\frac{n \varepsilon^2 \mu^2}{(1 + 2 \kappa \sqrt{2C} + 4 \kappa R_{H,\mu})^2}\right).
\]

Here, the second-to-last inequality follows from Lemma 5 which is the standard estimation for Rademacher averages [28].

**B Examples of AT\(_k\) loss coupled with different individual losses**

The proposed AT\(_k\) loss is quite general and can be combined with different existing individual losses. An interesting phenomenon is that AT\(_k\) with hinge loss and absolute loss have a close relation to the well-known \( \nu \)-SVM and \( \nu \)-SVR that proposed in [18], respectively. Specifically, we have

**Proposition 1.** Under conditions \( C = 1 \) and \( K(x_i, x_i) \leq 1 \) for any \( i, \) AT\(_k\)-SVM (6) reduces to \( \nu \)-SVM with \( \nu = \frac{k}{n}. \)

**Proof.** Recall [18] that the primal problem of the \( \nu \)-SVM without the bias term \( b \) is formulated by

\[
\min_{f \in \mathcal{H}_{K,n,\rho}} \frac{1}{n} \sum_{i=1}^{n} \left[ \rho - y_i f(x_i) \right]_+ - \nu \rho + \frac{1}{2} \|f\|_K^2,
\]

where \( \nu \in [0, 1] \) is a scalar. Its dual is given by

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \\
\text{s.t.} & \quad 0 \leq \alpha_i \leq \frac{1}{n}, \forall i = 1, \ldots, n \\
& \quad \sum_{i=1}^{n} \alpha_i \geq \nu.
\end{align*}
\]

The KKT conditions imply, for any optimal solution \( \alpha^* \) of the dual and any optimal solution \( (f_{\mathbf{z}}, \rho_{\mathbf{z}}) \) of the primal, there holds, for the support vectors \( x_i \) with \( 0 < \alpha^*_i < \frac{1}{n} \), that

\[
\rho_{\mathbf{z}} = y_i \sum_{j=1}^{n} \alpha^*_j y_j K(x_i, x_j).
\]

If one assumes that \( K(x_i, x_i) \leq 1 \) for all \( i \), then \( |K(x_i, x_j)| = \|K(x_i, x_j)\|_k \leq \sqrt{K(x_i, x_i)} \sqrt{K(x_j, x_j)} \leq 1 \). Therefore,

\[
\rho_{\mathbf{z}} \leq |y_i \sum_{j=1}^{n} \alpha^*_j y_j K(x_i, x_j)| \leq \sum_{j=1}^{n} \alpha^*_j \leq 1,
\]

where the last inequality follows from the fact that \( \alpha^*_j \leq \frac{1}{n} \) for all \( j \). Consequently, in the minimization of (20) we can restrict to \( \rho \leq 1 \) which implies that the AT\(_k\)-SVM (6) with \( C = 1 \) is reduced to \( \nu \)-SVM with \( \nu = \frac{k}{n} \).

Besides, the dual formulation of AT\(_k\)-SVM (6) can be easily derived as

\[
\begin{align*}
\min_{\alpha} & \quad \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{n} \alpha_i \\
\text{s.t.} & \quad 0 \leq \alpha_i \leq \frac{C_k}{n}, \forall i = 1, \ldots, n \\
& \quad \sum_{i=1}^{n} \alpha_i \leq \frac{C_k}{n}.
\end{align*}
\]
This leads to a convex quadratic programming problem for \( \text{AT}_k \)-SVM and can be solved efficiently.

**Proposition 2.** \( \text{MAT}_k \) model (3) coupled with absolute loss in the RKHS setting becomes \( \nu \)-SVR with \( \nu = \frac{k}{n} \).

**Proof.** Recall [18] that the primal problem of the \( \nu \)-SVR without the bias term \( b \) in RKHS is formulated by

\[
\min_{w, \lambda \geq 0} \frac{1}{n} \sum_{i=1}^{n} [||y_i - f(x_i)|| - \lambda]_+ + \nu \lambda + \frac{1}{2C} \|f\|^2_K, \tag{21}
\]

where \( \nu \in [0, 1] \) is a scalar. It is easy to see in the setting of RKHS that, with individual absolute loss (i.e., \( \ell(f(x_i), y_i) = |y_i - f(x_i)| \)) and \( \Omega(w) = \frac{1}{\sqrt{C}} \|f\|_K \), \( \text{MAT}_k \) model (3) becomes

\[
\min_{w, \lambda \geq 0} \frac{1}{n} \sum_{i=1}^{n} [||y_i - f(x_i)|| - \lambda]_+ + \frac{k}{n} \lambda + \frac{1}{2C} \|f\|^2_K, \tag{22}
\]

We name model (22) as \( \text{AT}_k \)-SVR for brevity. It is straightforward that \( \text{AT}_k \)-SVR is exactly the \( \nu \)-SVR with \( \nu = \frac{k}{n} \).

The above propositions provide new perspectives to understand the success of \( \nu \)-SVM and \( \nu \)-SVR. That is, through “shifting down” the original individual hinge loss and absolute loss and truncating them at zero, the penalty of correctly classified samples that are “far enough” from classification boundary in classification and the penalty of samples that are “close enough” to the regression tube in regression will be zero, which enables the model to put more effort to misclassified samples or samples that are “too far” to the regression tube. Besides, the good properties of \( \nu \) in \( \nu \)-SVM and \( \nu \)-SVR that derived in [18] can be extended to \( k \) in \( \text{AT}_k \)-SVM and \( \text{AT}_k \)-SVR directly. For example, for \( \text{AT}_k \)-SVM with conditions \( C = 1 \) and \( K(x_i, x_i) \leq 1 \) and \( \text{AT}_k \)-SVR, \( k \) is a lower bound on the number of support vectors and is an upper bound on the number of margin errors. Due to its directness, we refer to [18] for their proofs. This can also help us select \( k \) in \( \text{AT}_k \)-SVM and \( \text{AT}_k \)-SVR.

\[ \square \]

### C Toy examples for effects of different ensemble losses

We illustrate the behaviors of different ensemble losses using binary classification on 2D synthetic data examples. We generate six different datasets (Fig. 4). Each dataset consists of 200 samples sampled from Gaussian distributions with distinct centers and variances. We use linear classifier and consider different ensemble losses combined with individual logistic loss and individual hinge loss.

The learned linear classifiers and the missclassification rate of \( \text{AT}_k \) vs. \( k \) are shown in Fig. 4. The left panel in Fig. 4 (i.e., (a1-a6) and (b1-b6)) refers to the results of ensemble losses combined with individual logistic loss and the right panel (i.e., (c1-c6) and (d1-d6)) refers to the results of ensemble losses combined with individual hinge loss.

**Case 1.** The first row in Fig. 4 represents an ideal situation where there is no outliers and the + samples and − samples are well distributed and linear separable. In this Case, all ensemble losses with both logistic loss and hinge loss can get perfect classification results. This is also verified in Fig. 4 (b1) and Fig. 4 (d1) that the misclassification rate is zero for \( \text{AT}_k \) with all \( k \).

**Case 2.** In the second row, there exists an outlier in the + class (shown as an enlarged ×). We can see that the maximum loss is very sensitive to outliers and its classification boundary in Fig. 4 (a2) and Fig. 4 (c2) are largely influenced by this outlier. Seen from Fig. 4 (b2) and Fig. 4 (d2), \( \text{AT}_k \) loss is more robust with larger \( k \) and achieves better classification results when \( k \geq 3 \).

**Case 3.** In the third row, there is no outliers and the + samples and − samples are still linear separable. However, the + samples clearly has two distributions (typical distribution and rare distribution). Seen from Fig. 4 (a3) and Fig. 4 (c3), the linear classifiers learned from average loss sacrifice some + samples from rare distribution even though the data are separable. This is because that the individual logistic loss has non-zero penalty for correctly classified samples and individual hinge loss has non-zero penalty for correctly classified samples with margin less than 1. Hence samples that are “too close” to the classification boundary (samples from rare distributions in this example) are
sacrificed to accommodate reducing the average loss over the whole datasets. Besides, average with hinge loss achieves better results than that with logistic loss, this may because that for correctly classified samples with margin larger than 1, the penalty caused by hinge loss is zero while that caused by logistic loss is still non-zeros. Hence this part of samples still has “negative” effect to the learned classification boundary of average with logistic loss. By “shifting down” and truncating, \( \bar{A} \) loss with proper \( k \) (e.g., \( k \in [1, 18] \) for logistic loss and \( k \in [1, 50] \) for hinge loss) can better fit this data, as is shown in Fig. 4 (b3) and Fig. 4 (d3).

**Case 4.** The plots in the fourth row refers to a more complicated situation where there are both multi-modal distributions and outliers. Obviously, neither maximum loss (due to the outlier) nor average loss (due to the multi-modal distributions) can fit this data very well. Seen from Fig. 4 (b4) and Fig. 4 (d4), there exists a proper region of \( k \) (i.e., \( k \in [4, 24] \) for logistic loss and \( k \in [3, 62] \) for hinge loss) that can yield much better classification results. We also report the linear classifier learned from \( \bar{A}T \) loss for better understanding. Seen from Fig. 4 (a4) and Fig. 4 (c4), the classification boundary of \( \bar{A}T_{k=10} \) is closer to the optimal Bayes linear classifier than that of maximum and average.

**Case 5.** The fifth row shows an imbalance scenario where the — samples are far less than the + ones. The + samples and — samples are linear separable. We can see from Fig. 4 (a5) that the average loss with individual logistic loss sacrifices all — samples to obtain a small loss over the whole dataset. While the average loss with individual hinge loss obtains better results, it still sacrifices half of the — samples, as is shown in Fig. 4 (c5). In contrast, \( \bar{A}T_k \) loss can better fit this distributions and achieves better classification results with \( k \in [1, 25] \) for logistic loss and \( k \in [1, 135] \) for hinge loss.

**Case 6.** The sixth row shows an imbalanced data with one outlier. Comparing to the results in the fifth row, the performance of maximum loss decreases due to the outlier. The performance of average loss with hinge loss also decreases. Seen from Fig. 4 (b6) and Fig. 4 (d6), \( \bar{A}T_k \) loss with \( k \in [2, 12] \) for logistic loss and \( k \in [3, 59] \) for hinge loss can better fit this data and achieve better classification results.

Though very simple, these synthetic datasets reveal some properties of the maximum loss and average loss intuitively. That is, while maximum loss performs very well for separable data, it is very sensitive to outliers. Meanwhile, average loss is more robust to outliers than maximum loss, however, it may sacrifices some correctly classified samples that are “too close” to the classification boundary. As the distributions of datasets from real applications can be very complicated and outliers are unavoidable, it is interesting and helpful to add an extra freedom \( k \) to better fitting different data distributions.

**Sinc data used for regression:** This dataset is drawn from sinc function, i.e., \( y = \sin(x)/x \), where \( x \) is an scalar, and the goal is to estimate \( y \) from the input \( x \). We randomly select 1000 samples \((x_i, y_i)\) with \( x_i \) drawn uniformly from \([-10, 10]\). As we use linear regression model in our experiments, we map the input \( x \) into a kernel space via the radial basis function (RBF) kernel. We select 10 RBF kernels from \([-10, 10]\), which leads to 10-dimension input \( x = [k(x, c_1), \cdots, k(x, c_{10})]^T \), where \( k(x, c_i) = \exp(- (x-c_i)^2) \). We also add random Gaussian noise \( N(0, 0.2^2) \) to the target output.

Table 3 tabulates the statistical information of datasets that used in this paper. Experiments results in terms of G-mean for binary classification are also reported in Table 4.
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