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Abstract

Data hiding is the procedure of encoding desired information into a certain types of cover media (e.g. images) to resist potential noises for data recovery, while ensuring the embedded image has few perceptual perturbations. Recently, with the tremendous successes gained by deep neural networks in various fields, the research on data hiding with deep learning models has attracted an increasing amount of attentions. In deep data hiding models, to maximize the encoding capacity, each pixel of the cover image ought to be treated differently since they have different sensitivities w.r.t. visual quality. The neglecting to consider the sensitivity of each pixel inevitably affects the model’s robustness for information hiding. In this paper, we propose a novel deep data hiding scheme with Inverse Gradient Attention (IGA), combining the idea of attention mechanism to endow different attention weights for different pixels. Equipped with the proposed modules, the model can spotlight pixels with more robustness for data hiding. Extensive experiments demonstrate that the proposed model outperforms the mainstream deep learning based data hiding methods on two prevalent datasets under multiple evaluation metrics. Besides, we further identify and discuss the connections between the proposed inverse gradient attention and high-frequency regions within images, which can serve as an informative reference to the deep data hiding research community. The codes are available at: https://github.com/hongleizhang/IGA.

Introduction

The goal of data hiding is to embed a piece of general information into a cover media (e.g. images, audios or videos) without introducing significant perceptual differences from the original image. Meanwhile, the embedded messages can be robustly reconstructed under some intentional distortions (Byrnes et al. 2021, Kumar and Jung 2020). In the paper, we focus on hiding messages into general images. According to the taxonomy of (Kumar, Singh, and Yadav 2020), data hiding generally includes digital watermarking (Li, Wei, and Zhang 2021) and steganography (Mandal et al. 2022). Digital watermarking mainly focuses on protecting intellectual property with the use of hidden information, while steganography utilizes the hidden information for the purpose of encrypted transmission. Although data hiding is multipurpose, they can adopt the same means to achieve different goals. There are three key factors to measuring a data hiding model, robustness, imperceptibility, and capacity (Panchal and Srivastava 2015). The robustness refers to the reliability of message reconstruction under image transformations. The imperceptibility refers to the similarity between the cover image and the encoded image. The capacity refers to the amount of information that a data hiding model can embed into a cover image. A robust data hiding system should take the above three aspects into account and satisfy the trade-off triangle relationship among them (Zhang et al. 2021).

The general message embedded by a robust data hiding model can survive a variety of distortions, such as JPEG compression, rotation, blurring, cropping, and quantization (Zhu et al. 2018). To achieve this goal, some traditional methods typically utilize heuristics to hide messages through texture (Bender et al. 1996) or frequent domains (Kundur and Hatziakos 1998). For instance, the information can be embedded in the spatial domain by substituting the least significant bits (LSB) of the pixel values (Celik et al. 2005, Yang et al. 2008). In recent years, deep learning methods have achieved outstanding performance in the computer vision domain, as well as in data hiding, due to the massive amounts of data and rapidly increasing computation horsepower. Generally, the architecture of deep data hiding models consists of an encoder and a decoder (Baluja 2017, Ahmadi et al. 2020). Given a piece of input message and a cover image, the encoder produces a visually indistinguishable embedded image.
from which the decoder can reconstruct the original message. Zhu et al. (Zhu et al. 2018) applied a generative adversarial network (GAN) and designed a unified framework to encode a rich amount of useful information into invisible perturbations for digital watermarking and steganography. Similarly, Luo et al. (Luo et al. 2020) adopted GAN as an attacking network to automatically and adaptively generate distortions. The watermarking model is with more robustness than the models trained with known distortions.

In a cover image, different pixels ought to possess different importance for data hiding to resist distortions. There are existing works exploring the attention-based models for information hiding. Nevertheless, existing deep learning-based works adopt black-box models, which are obscure for explanation. Moreover, it introduces extra learnable parameters that increase the difficulty for model optimization. Targeting at these issues, in this paper, we propose a novel data hiding method to dynamically assign different attention weights to pixels with different sensitivities for information hiding. The proposed Inverse Gradient Attention (IGA) mask is obtained by depicting the gradients of each pixel towards the message reconstruction objective. The details of the model will be illustrated in Section . By doing so, it avoids introducing extra tunable parameters. Moreover, the IGA scheme is more explainable compared to the existing attention-based models since the gradient of each pixel towards the objective generally shows the pixel-wise sensitivities for message embedding, which has been well-proved by (Goodfellow, Shlens, and Szegedy 2015).

Fig. 1 shows intuitive examples of the inverse gradient attention mask generated by our IGA model. The inverse gradient attention mask locates the pixels that are robust for message embedding. Though it is simple, the proposed IGA scheme is able to effectively improve the performance of the data hiding model by a large margin against various image distortions.

Another challenge with data hiding is that embedding lengthy messages can easily alter the appearance and underlying statistics of the cover image (Baluja 2017; Habit and Khoo 2014). Therefore, to enhance the capacity while maintaining the imperceptibility of the proposed data hiding model, we further introduce a message coding module. Specifically, we adopt a symmetric encoder-decoder structure for message coding. The main contributions of the paper are listed as below:

- We propose a novel end-to-end deep data hiding model with inverse gradient attention mechanism (IGA), which allows the model to spotlight the pixels with more robustness for data hiding. By combining the IGA scheme, the models can hide data more accurately and robustly to resist a variety of image distortions.
- To improve the model capacity and robustness, we propose a message coding module, as known as Message Encoder and Message Decoder in the framework, to map lengthy binary messages onto a compressed low dimensional space of real values and map back for less reconstruction disturbance.
- Extensive experiments have been conducted on multiple prevalent datasets and instantiate them on mainstream data hiding models. Our proposed model can surpass its counterparts by a large margin and achieve promising performance under multiple settings. Furthermore, we identify and discuss the connections between the proposed inverse gradient attention with high-frequency regions within images, which can serve as an informative reference to the deep data hiding research community.

The rest of the paper is organized as follows. The related work w.r.t. traditional and deep learning based data hiding methods is comprehensively discussed in Section II. In Section III, we illustrate the proposed inverse gradient attention module and message coding module. Experimental settings and model performance evaluation are shown in Section IV. Finally, we conclude this paper and put forward the future work.

Related Work

Following the vein of the development of data hiding technology, we divide the related work into two categories: traditional data hiding approaches and deep learning-based data hiding approaches.

Traditional Data Hiding Approaches

The traditional data hiding models mainly adopt human heuristics and manual designed methods to select pixels for information embedding (Poidar, Han, and Chang 2005). According to the domains of manipulation, these models can be further divided into spatial domain data hiding (Bamatraf, Ibrahim, and Saleh 2010; Peny, Filler, and Bas 2010; Banitaleb, Nader-Esfahani, and Avanaki 2011) and frequency domain data hiding (Lu et al. 2015; Parah et al. 2016; Bi et al. 2007; Ganic and Eskicioglu 2004; Tsui, Zhang, and Androutos 2008). For spatial domain data hiding, Peny et al. (Peny, Filler, and Bas 2010) proposed HUGO algorithm to manipulate the least significant bits (LSB) of the cover image. Besides, Banitaleb et al. (Banitaleb, Nader-Esfahani, and Avanaki 2011) proposed a robust least significant bit watermarking model to compute the structural similarity in the process of embedding and extracting watermarks. From the frequency domain perspective, a few existing algorithms changed middle frequency components of the cover image in the frequency domain (Bi et al. 2007), and others exploited the correlations between two Discrete Cosine Transform (DCT) coefficients of the adjacent blocks in the same position (Parah et al. 2016; Ko et al. 2020). Reversible transformations, i.e. the Discrete Wavelet Transform (DWT) (Ganic and Eskicioglu 2004) or the Discrete Fourier Transform (DFT) (Tsui, Zhang, and Androutos 2008), are also widely used for information hiding.

Deep Learning based Data Hiding Approaches

Due to the powerful representing ability of deep neural networks, an increasing number of deep data hiding models have been proposed (Zhang et al. 2021; Tancik, Mildenhall, and Ng 2020; Zhang et al. 2020; Jia et al. 2020; Wengrowski and Dana 2019; Baluja 2020). For instance, Zhang...
et al. (Zhang et al. 2020) proposed a new universal deep hiding meta-architecture to disentangle the encoding process of the message form the cover image, and proved that the success of deep data hiding can be attributed to a frequency discrepancy between the cover image and the encoded message. Recently, the encoder-decoder framework has received more attention for data hiding since it fits the symmetrical encoding and decoding process of information embedding and extraction (Baluja 2017; Zhu et al. 2018; Yu 2020; Ahmadi et al. 2020; Luo et al. 2020; Hayes and Danezis 2017).

Specifically, Hayes and Ganezis et al. (Hayes and Danezis 2017) designed an effective deep data hiding scheme by leveraging techniques from the field of adversarial training to narrow the perceptual difference between the cover image and the encoded image (Goodfellow et al. 2014). Besides, HiDDeN (Zhu et al. 2018) adopted the adversarial learning mechanism and applied a set of predefined noises in a mini-batch to enhance the model robustness. It is also a unified end-to-end framework for digital watermarking and steganography. ReDMark (Ahmadi et al. 2020) adopted a similar way by choosing one type of attacks given a certain amount of probabilities at each iteration. This technique has shown its effectiveness by improving model robustness.

Besides, Luo et al. (Luo et al. 2020) proposed a distortion-agnostic model to adversarially add noises generated by an attacking network to achieve the purpose of adaptive data augmentation. It also proposed to use a channel coding mechanism to inject redundancy into encoded messages in noisy channels for model robustness improvement. Because different pixels in the cover image have different importances toward distortions, ABDH (Yu 2020) adopted attention-based CNN model to perceive inconspicuous pixels and introduced a cycle discriminative mechanism to enhance the quality of the encoded image for information hiding.

Compared to the existing models, one of the major differences of our model is that instead of proposing a black-box neural attention module, we propose a simple yet effective model to directly generate an explainable inverse gradient attention mask to locate pixels in the cover image for robust data hiding. Moreover, to improve the model capacity and robustness, we introduce a message coding module to map the binary messages onto a compact low dimensional-space with real values.

Proposed Method

In this section, we first introduce the overall encoder-decoder architecture of the proposed IGA model, including message coding module and inverse gradient attention module. Then, set forth the loss functions utilized in the supervised training process, and finally list a variety of distortion operations adopted in order to increase the robustness of the data hiding model.

Overall Architecture

Fig. 2 depicts the overall architecture of our proposed model. Our method adds two novel components i.e. message coding module and inverse gradient attention module, on top of the classic data hiding Encoder-Decoder framework. The message coding module is responsible for embedding the lengthy binary messages into condensed real-value ones and restoring them back, for the sake of improving model capacity and robustness. On the other hand, the inverse gradient attention module aims to spotlight pixels with more robustness for data hiding, obtained from the gradients on the cover image pixels toward message reconstruction objective. It is more interpretable compared to deep neural black-box models and
it also avoids introducing more parameters. Next, we will introduce the two proposed modules in detail.

Message Coding Module

As mentioned above, the capacity of a data hiding model refers to the amount of embedded information. A common measurement for the amount of information embedded in cover images is bits-per-pixel (BPP). The larger the message volume, the higher the BPP. In data hiding models, the amount of information is normally set to a threshold or lower (Yaghmaee and Jamzad 2010) to maintain a reasonable imperceptibility. In order to enhance the capacity while maintaining the imperceptibility of our proposed data hiding model, we introduce a message coding module. The intuition behind it is, before embedding a lengthy binary message into a cover image, we can find a more condensed alternative real-value representation. The large space of real value domain will empower the learning of semantic-rich representations of message but with less bits, it thus will cause less disturbance on the premise of the same amount of information and be able to embed more information.

![Figure 3: Illustration of the message coding module. The message encoder maps the lengthy binary message onto a low-dimensional space to produce an encoded message with real values. Additional reconstruction supervision for messages in the real-value domain is also provided for better model optimization.](image)

As theoretically proved by (Hornik, Stinchcombe, and White 1989), any continuous mapping can be approximated by a neural network with one hidden layer with non-linear projection. Based on this theory, we apply multi-layer perceptrons (MLPs) for the mapping. Specifically, we adopt a symmetric structure for message coding, i.e., a message encoder and a message decoder, as illustrated in Fig. 3. They are all made up of MLPs with one hidden layer. The message encoder takes the lengthy binary message \( M \in \{0, 1\}^k \) of length \( k \) as input and it outputs a real-valued encoded message \( M_{en} \in \mathbb{R}^l \) of length \( l \), where \( l < k \). The embedding process is conducted through a non-linear mapping operation, and then the compact encoded message is embedded into the cover image for less reconstruction disturbance. Formally, our message encoder is defined as:

\[
\begin{align*}
    z_0 &= M^T \\
    z_1 &= \phi^e_1(z_0) = a^e_1(z_0 W^e_1 + b^e_1) \\
    z_2 &= \phi^e_2(z_1) = a^e_2(z_1 W^e_2 + b^e_2) \\
    M_{en} &= \sigma(z^e_2)
\end{align*}
\]

where \( W^e_1 \in \mathbb{R}^{k \times h}, W^e_2 \in \mathbb{R}^{h \times 1} \) denote the weight matrix, \( b^e_1 \in \mathbb{R}^h \) and \( b^e_2 \in \mathbb{R}^l \) denote the bias vector, \( \phi^e_1(\cdot) \), \( \phi^e_2(\cdot) \) and \( \sigma(\cdot) \) denote the non-linear transformation and activation functions for the \( x \)-th layer’s perceptron in the message encoder, respectively. For activation functions of MLP layers, one can choose sigmoid, hyperbolic tangent (Tanh), and Rectifier (ReLU), etc. Empirically, we opt for ReLU, which is more biologically plausible and theoretically proven to be non-saturated (Glorot, Bordes, and Bengio 2011).

Then at the end of our architecture, the message decoder maps backward the decoded message \( M_{de} \in \mathbb{R}^l \) extracted from the recovered message \( M_{out} \in \mathbb{R}^k \). Similarly, our message decoder is defined as:

\[
\begin{align*}
    h_0 &= M^{Tde} \\
    h_1 &= \phi^d_1(h_0) = a^d_1(h_0 W^d_1 + b^d_1) \\
    h_2 &= \phi^d_2(h_1) = a^d_2(h_1 W^d_2 + b^d_2) \\
    M_{out} &= \sigma(z^d_2)
\end{align*}
\]

where the superscript \( d \) is utilized to represent the parameters in the message decoder. The optimization of message coding is performed under the two-stage losses, i.e., the Message Decoding Loss \( L_{MD} \) and the Message Reconstruction Loss \( L_{MR} \). Given the input message \( M \) and the output message \( M_{out} \), we can calculate a message reconstruction loss \( L_{MR} \). In order to obtain the better intermediate representation of raw message, we introduce a message decoding loss \( L_{MD} \) to relay the encoded message \( M_{en} \) and the decoded message \( M_{de} \). We emphasis here, our message coding module is different from the channel coding proposed by (Luo et al. 2020). The channel coding is to produce a redundant message in noisy channels to enhance the model robustness. However, our message coding module is to reduce the dimension of the binary message onto a compact real value space to increase the model capacity and robustness.

Inverse Gradient Attention Module

For a data hiding model, the embedded message needs to be robustly reconstructed under image distortions. To achieve promising robustness, the pixels that are robust for message reconstruction ought to be located in the cover image, and then impose more burden of message hiding on these pixels. As indicated by FGSM (Goodfellow, Shlens, and Szegedy 2015), applying small but intentionally worst-case perturbations towards some pixels to the original image can result in model outputting an incorrect result with high confidence. Inspired by it, we propose a simple yet effective IGA module to locate those pixels that are robust for message reconstruction. Specifically, we first calculate a message reconstruction loss \( L_{MR}(M, M_{out}) \) based on the message \( M \) to be encoded and the reconstructed message \( M_{out} \). Then, an attention mask
\( A \) is generated by calculating the inverse normalized gradients of cover image \( I_{co} \) toward the message reconstruction loss \( L_{MR} \) through back-propagation. The gradient values generally show the robustness of each pixel for message reconstruction. Formally, this process can be presented as:

\[
A = T - g(\nabla_{I_{co}} L_{MR}(M, M_{out})),
\]

(3)

where \( T \) represents the tensor containing all ones. \( g \) denotes the general normalization function which is adopted to constrain the gradient values ranging from 0 to 1, e.g., the sigmoid function or min-max normalization function, as the weights of the image pixels. It is notable here that the shape of the inverse attention tensor \( A \) is the same as the cover image \( I_{co} \). Both of them are with size \( H \times W \times C \), where \( H, W, C \) are the height, width and channel number of \( A \) and \( I_{co} \). We emphasize the differences between FGSM and our proposed IGA model here. Firstly, our model is not the generation of adversarial examples, so different norms are no longer required. Besides, the tuning of \( c \) adopted in (Goodfellow, Shiels, and Szegedy 2015) is not needed, since in IGA inverse gradient attention with continuous values rather than hard sign is computed (between \([0, 1]\)).

Intuitively, the inverse gradient attention mask highlights the pixels that are robust for message reconstruction. The lower gradient value of a pixel towards the message reconstruction objective, the smaller impact of it on recovering the message. Therefore, more weights could be allocated to such a pixel and more information could be expected to embed into it. In this case, we are able to encode messages robustly on these pixels. Particularly, we first obtain the attended image \( I_{en}^{A} \), by the Hadamard product of the cover image \( I_{co} \) with the obtained attention mask \( A \). The multiplication is performed in a pixel-wise manner, the attended image is therefore obtained. Meanwhile, the encoded message \( M_{en} \) is expanded into the massage matrix with the shape of \( H \times W \times l \) to align with the attended image, where \( H, W, l \) are the height, width and channel number of the message matrix. Then, the attended image is fed into the feature extractor \( \mathcal{E} \) with the message matrix to produce intermediate feature maps \( F_{co} \):

\[
F_{co} = \mathcal{E}(A \odot I_{co}) \oplus M_{en},
\]

(4)

where \( \mathcal{E} \) is the feature extractor. \( M_{en} \) is generated by the message encoder in the message coding module. \( \odot \) denotes the Hadamard product and \( \oplus \) represents the concatenation operation. The intermediate feature \( F_{co} \) is fed into the embedding network to generate the encoded image \( I_{en} \). After the decoder network produces a reconstructed decoded message \( M_{de} \), \( M_{de} \) is further fed into the message decoder network to produce the final recovered message \( M_{out} \). The training process of the framework is optimized under the supervision of the following four objectives: Image Reconstruction objective \( L_{IR} \), Message Decoding objective \( L_{MD} \) and Message Reconstruction objective \( L_{MR} \), and Generative Adversarial objective \( L_{ADV} \). In the standard training process, the gradient descent optimization facilitates the attention to converge to a few most sensitive parts of the cover image, while it ignores the other less sensitive parts. The IGA training procedure iteratively converts the original gradient tensor into the inverse attention tensor. It forces the network to perceive less sensitive pixels for message reconstruction and in turn indicates how much weights should be assigned to the corresponding pixels, so as to achieve the purpose of embedding information robustly.

**Objectives**

We apply four objective functions to train our data hiding model: two message objectives to ensure the model robustness, an image reconstruction loss and an adversarial loss function to ensure the model imperceptibility. The Mean Square Error (MSE) is adopted for two message objective measurements:

\[
L_{MR} = \lambda_{MR} \frac{1}{K} \sum_{p} (M(p) - M_{out}(p))^2,
\]

(5)

and

\[
L_{MD} = \lambda_{MD} \frac{1}{l} \sum_{p} (M_{en}(p) - M_{de}(p))^2,
\]

(6)

where \( p \) denotes each element in the message. \( \lambda_{MR} \) and \( \lambda_{MD} \) represent the weight of message reconstruction loss and decoding loss, respectively. \( L_{MR} \) enforces the reconstructed message to be close to the original input, and \( L_{MD} \) enforces the decoded message to be close to the encoded message.

We also adopt MSE as our image reconstruction objective to enforce the encoded image to be close to the cover image:

\[
L_{IR} = \lambda_{I} \frac{1}{N} \sum_{i,j} (I_{co}(i,j) - I_{en}(i,j))^2,
\]

(7)

where \( i \) and \( j \) represent the pixel location and \( N \) is the total number of pixels. Besides, \( \lambda_{I} \) denotes the weight factor of the message reconstruction loss.

The image reconstruction loss focuses on pixel-level differences, so it may result in low human perceptual qualities. In order to further enforce the imperceptibility of our model, we apply the generative adversarial learning scheme by introducing a discriminator to increase the perception similarity between the encoded image and the original one. Specifically, we treat the encoder as a generator to produce the encoded image similar to the cover image that attempts to confuse the discriminator. The discriminator is to recognize the encoded images from the original ones. The objective of our generative adversarial learning is:

\[
L_{ADV} = \begin{cases} 
\max_G \ & \sum_{x} \lambda_{D} p_{G}\xi_{x}[\log(D(x)) + \log(1 - D(G(x)))], \\
\min_G \ & \sum_{x} \lambda_{G} p_{G}\xi_{x}[\log(1 - D(G(x)))].
\end{cases}
\]

(8)

where \( x \) is the input cover image and \( \xi \) represents its distributions, and \( G \) denotes the generator and \( D \) is the discriminator. The variables \( \lambda_{D} \) and \( \lambda_{G} \) denote the weight factors of the maximization and minimization process. The maximization step aims to find the most determined discriminator model against a given generator model. The minimization process aims to seek the strongest generator model against a given
It makes $I_{en}$ unchanged.

It combines the pixels from the cropped image $C(I_{en})$ with the percentage $p_c \in (0, 1)$ and the rest from the cover image $I_{co}$.

It combines the pixels from the cropped image $C(I_{en})$ with the percentage $p_c \in (0, 1)$ and the rest from the cover image $I_{co}$.

It applies JPEG compression to the encoded image $I_{en}$ with quality factor $q \in (0, 100)$.

Experimental Settings

Datasets. In order to verify the effectiveness of the proposed model, we adopt two real-world datasets for model training and evaluation, the COCO dataset (Lin et al. 2014) and the DIV2K dataset (Agustsson and Timofte 2017). For the COCO dataset, 10,000 images are collected for training, and evaluation is performed on the other 1000 unseen images. For the DIV2K dataset, we use 800 images for training and 100 images for evaluation. For each image in the two datasets, a corresponding string message is generated with a fixed length $k$.

Evaluation Metrics. To thoroughly evaluate the performance of the proposed model and other data hiding models, we apply a series of evaluation metrics. For model robustness, the bit prediction accuracy (BPA) is utilized to evaluate the ability of data hiding model to withstand image distortions. It is defined as the fraction of the common bits between their input message $M_{in}$ and the reconstructed message $M_{out}$. Formally, the BPA can be expressed as:

$$BPA(M_{in}, M_{out}) = \frac{\sum_p I(M_{in}(p) = M_{out}(p))}{k},$$

where $I(\cdot)$ denotes an indicator that returns 1 if the given statement is true and 0 otherwise. $k$ represents the length of the embedded message. For imperceptibility, we adopt the peak signal-to-noise ratio (PSNR) for evaluation, and the value is calculated by the following equation:

$$PSNR(x, y) = 10 \log_{10} \left( \frac{(max_1)^2}{mse(x, y)} \right),$$

where $x$ and $y$ represent the cover image and encoded image, respectively. The $max_1$ denotes the maximum pixel value of images. $mse(x, y)$ represents the mean squared error between images $x$ and $y$. In addition to the quantitative metric of PSNR w.r.t. imperceptibility, we also present visualization results of the encoded images produced by our IGA model and other comparing methods. For the model capacity, we apply the Reed-Solomon bits-per-pixel (RS-BPP) (Zhang et al. 2019) as the metric representing the average number of bits that can be reliably transmitted in an image. According to the implementation of the original paper, the definition is:

$$RS-BPP(k, p) = k \times (2p - 1),$$

where $k$ represents the message length, and $p$ denotes the probability of a given model can correctly decode one bit of the embedded message. The higher the value of RS-BPP, the greater the capacity of the model. From the above equation Eq. [11], we can observe that if the BPA is 0.5, the value of RS-BPP is 0. It is also in line with our intuition that if the prediction probability is around 0.5, the result is nearly random guess, and apparently, the capacity is close to null.

Worth to be noted here, data hiding schemes are characterized by three requirements: robustness against distortions in the transmission channel, capacity regarding the embedded payload of the model, and imperceptibility in terms of similarity between the cover image and the encoded image. The

Table 1: The detailed descriptions of distortions adopted in our experiments.

| Noises | Noisy images $I_{no}$ | Descriptions |
|--------|----------------------|--------------|
| Identity | $I_{en}$ | It makes $I_{en}$ unchanged. |
| Crop | $C(I_{en})$ | It combines the pixels from the cropped image $C(I_{en})$ with the ratio $p = \frac{H' \times W'}{H \times W} \in (0, 1)$. |
| Cropout | $p_cC(I_{en}) + (1 - p_c)I_{co}$ | It combines the pixels from the cropped image $C(I_{en})$ with the percentage $p_c \in (0, 1)$ and the rest from the cover image $I_{co}$. |
| Dropout | $p_dI_{en} + (1 - p_d)I_{co}$ | It combines the pixels from the encoded image $I_{en}$ with the percentage $p_d \in (0, 1)$ and the rest from the cover image $I_{co}$. |
| Resize | $R(I_{en})$ | It is obtained from the original encoded image $I_{en}$ with a certain zoom factor $z \in (0, 1)$. |
| Jpeg | $J(I_{en})$ | It applies JPEG compression to the encoded image $I_{en}$ with quality factor $q \in (0, 100)$. |

discriminator model. These two optimizations need to be solved alternately to reach the equilibrium point. When the whole process achieves Nash Equilibrium where the discriminator returns the classification probability 0.5 for each pair of encoded image and cover image (Goodfellow et al. 2014), the image with embedded information is almost completely indistinguishable from the original image.

Note that the setting and purpose of our generative adversarial learning are different from Luo et al. [2020]. The image generator in Luo et al. [2020] is used to adaptively generate image distortions for the sake of resisting unknown noises, while our work is to generate realistic encoded images through adversarial training between the discriminator and generator, and we focus on evaluating the performance of models on specific distortions as described in Table 1, such as Crop, Cropout, Resize, Dropout and Jpeg compression to the encoded image.

Experiments

The experiments contain four parts: in the first two parts, we will compare our approach with other strong data hiding baseline models in three aspects, i.e., robustness, imperceptibility and capacity; the ablation study is further presented to verify the contributions of each component within our framework. Finally, we discuss the relations between the proposed IGA and high-frequency image regions to offer more insights.
Agnostic and ABDH models; while for SteganoGAN

Table 2: Comparisons of the proposed IGA model with HiDDeN, ABDH and Distortion-Agnostic (DA) model on the COCO and the DIV2K datasets. The best result for each column is bolded.

| Methods  | COCO          | DIV2K          |
|---------|---------------|----------------|
|         | $k$ | Identity | Crop | Cropout | Dropout | Resize | Jpeg | CN   | $k$ | Identity | Crop | Cropout | Dropout | Resize | Jpeg | CN   |
|---------|-----|----------|------|---------|---------|--------|------|------|-----|----------|------|---------|---------|--------|------|------|-----|
| HiDDeN  | 30  | 98.10    | 80.34| 75.96   | 76.89   | **82.72**| 84.09| 76.30| 73.72| 68.24    | 60.92| 63.78   | 66.28   | 66.37  | 58.05| 73.72|
|         | 64  | 79.82    | 72.52| 63.20   | 68.53   | 69.35  | 68.85| 65.46| 70.45| 51.60    | 51.09| 52.40   | 50.81   | 50.99  | 52.35| 70.45|
|         | 90  | 73.56    | 65.46| 60.20   | 61.49   | 63.03  | 63.21| 62.07| 58.04| 50.63    | 51.50| 50.22   | 51.40   | 51.16  | 51.84| 58.04|
| ABDH    | 30  | 98.70    | 85.16| 74.82   | 75.31   | 80.23  | 82.62| 74.01| **81.09**| 62.24    | 59.71| 58.72   | 60.83   | 63.44  | 63.58| 81.09|
|         | 64  | 85.93    | 67.14| 59.96   | 62.62   | 62.02  | 61.74| 59.14| 64.58| 51.69    | 52.21| 53.32   | 55.20   | 52.72  | 50.78| 64.58|
|         | 90  | 72.22    | 52.65| 51.99   | 52.88   | 52.95  | 53.04| 52.25| 56.44| 51.48    | 51.67| 51.28   | 51.15   | 51.19  | 50.23| 56.44|
| DA      | 30  | 99.50    | 81.15| 78.58   | 77.13   | 81.72  | 82.83| 75.73| 78.80| 77.32    | 77.11| 74.55   | 71.01   | 82.35  | 63.85| 78.80|
|         | 64  | 77.18    | 68.68| 65.82   | **73.00**| 62.54  | 73.58| 64.90| 62.01| 62.65    | 61.79| **71.09**| 58.91   | 71.26  | 53.31| 62.01|
|         | 90  | 70.82    | 63.51| 61.08   | 64.28   | 62.62  | 67.00| 63.21| 57.88| 58.12    | 54.18| 57.32   | 55.68   | 62.17  | 53.05| 57.88|
| IGA (Ours) | 30  | **99.96**| 86.88| **79.33**| 77.51   | 81.44  | 87.35| 82.30| 79.94| 77.39    | 60.93| **76.63**| **72.19**| **82.90**| 64.14| 79.94|
|         | 64  | **94.34**| **73.34**| **66.82**| 70.23   | **69.41**| 72.07| **78.38**| **77.61**| **63.11**| **62.00**| 70.14 | **59.64**| **72.31**| **57.03**| 64.09|
|         | 90  | **74.62**| 69.45| 62.52   | 64.96   | 65.78  | 68.78| 71.47| **62.26**| 59.10    | 55.31| 60.10   | 56.48   | 63.21  | 55.32| 62.26|

- HiDDeN ([Zhu et al. 2018]) is a unified end-to-end CNN model for digital watermarking and steganography.
- SteganoGAN ([Zhang et al. 2019]) introduces residual learning into the data hiding process and is able to embed messages with different channel depths.
- Distortion-Agnostic ([Luo et al. 2020]) can resist unknown image distortions by adaptively adding noises through adversarial learning.
- ABDH ([Yu 2020]) proposes to learn an attention mask through neural networks to locate the inconspicuous areas of cover images for message embedding.

Implementation Details. In our implementation, images are resized to 128 $\times$ 128 for HiDDeN, Distortion-Agnostic and ABDH models; while for SteganoGAN model, images are resized to 400 $\times$ 400. To keep a fair comparison, we adopt the exactly same settings with

1For fair comparisons, we instantiate ABDH to convert the message strings into message matrices as the secret image for embedding binary messages into the cover image.

The comparing methods$^2$ The Combined Noises (CN) is adopted for all model training. The noise set includes \{Crop, Cropout, Resize, Dropout and Jpeg compression\}. At the validation phase, we evaluate the well-trained model by testing on each noise to verify the robustness of the model against various distortions.

For the proposed IGA model, the weight factors $\lambda_{M_R}$, $\lambda_{MD}$, $\lambda_I$, $\lambda_D$ and $\lambda_G$ are set to 1.0, 0.001, 0.7, 1.0 and 0.001, respectively. In the training phase, we adopted the Adam as the optimizer ([Kingma and Ba 2015]) with default hyperparameters. The batch size is set to 32. The Message Encoder and Message Decoder are made up of fully connected networks with non-linear transformations. The Feature Extraction Network, Embedding Network, Decoder Network and Discriminator Network are all composed of convolution layers.

Quantitative Analysis on Robustness

In this section, we evaluate the model robustness through the bit prediction accuracy and compare the proposed model with other data hiding methods. All experiments are conducted on the COCO and the DIV2K datasets. For HiDDeN, ABDH and Distortion-Agnostic model, the embedded message is a one-dimensional binary string $\mathbf{M} \in \{0, 1\}^k$, we thus compare our method with the three methods and illustrate the results in Table$^2$ All models were trained and evaluated with various message lengths and image distortions. We adopt message lengths $k = 30, 64, 90$, and 6 image distortions across all experiments in the table. Identity refers to no distortion

$^2$Across all tables, the IGA$^*$ model represents the extended version of the proposed IGA model by equipping the proposed two components on SteganoGAN with different message channels.
Table 3: Comparisons of the proposed IGA model with the SteganoGAN model on COCO and DIV2K datasets. The best result for each column is bolded.

| Methods     | COCO | DIV2K |
|-------------|------|-------|
|             | D    | Identity | CN | D    | Identity | CN |
| 1           | 97.91 | 62.38 | 98.29 | 61.38 |
| 2           | 96.02 | 62.63 | 96.53 | 58.11 |
| SteganoGAN  | 3    | 86.19 | 56.64 | 89.10 | 55.86 |
|             | 4    | 76.10 | 53.39 | 78.07 | 53.03 |
|             | 5    | 70.98 | 53.41 | 71.31 | 52.65 |
| IGA* (Ours) | 1    | 99.67 | 68.70 | 99.39 | 67.65 |
|             | 2    | 99.07 | 65.04 | 98.62 | 58.65 |
|             | 3    | 95.26 | 59.05 | 95.64 | 57.92 |
|             | 4    | 84.56 | 55.78 | 84.28 | 57.46 |
|             | 5    | 77.78 | 55.02 | 77.97 | 56.59 |

Table 4: Quantitative comparisons of encoded image quality varying different message channels across two datasets, where \( d \) denotes the number of message channels.

| Methods     | COCO | DIV2K |
|-------------|------|-------|
|             | D    | Identity | CN | D    | Identity | CN |
| 1           | 27.10 | 30.10 | 39.03 | 43.01 |
| 2           | 26.43 | 31.87 | 37.56 | 46.02 |
| SteganoGAN  | 3    | 27.16 | 32.21 | 36.98 | 46.02 |
|             | 4    | 27.21 | 31.7 | 38.23 | 46.02 |
|             | 5    | 26.88 | 30.8 | 40 | 46.02 |
| IGA* (Ours) | 1    | 31.40 | 32.80 | 43.01 | 43.01 |
|             | 2    | 31.10 | 32.04 | 40 | 46.02 |
|             | 3    | 30.45 | 32.40 | 46 | 46.02 |
|             | 4    | 30.96 | 32.40 | 38 | 46.02 |
|             | 5    | 30.83 | 32.59 | 40 | 46.02 |

and CN represents the combination of noises \( \text{Crop, Cropout, Dropout, Resize} \) and Jpeg compression during training and evaluation. As for the SteganoGAN model, the embedded message is a binary tensor \( \mathbf{M} \in \{0, 1\}^{D \times H \times W} \), we compare the proposed method with the SteganoGAN model in Table 3. All models are trained and evaluated with various message lengths and image distortions. We adopt 5 message channels \( D = 1, 2, 3, 4, 5 \) and 1 image distortion. \textit{Identity} refers to no distortion and \textit{CN} refers to the combined noise of \textit{Crop, Cropout, Dropout, Resize} and Jpeg compression during training and evaluation.

We can easily perceive from Table 2, our method outperforms the three methods in the majority of the settings. The proposed IGA model surpasses HiDDEN model by 1.86%, 14.52%, 7.06% on COCO dataset and 6.22%, 7.16%, 3.46% on DIV2K dataset under \textit{Identity} and message length \( \{30, 64, 90\} \) settings, respectively. When the message length is 30 or 64, only under a few image distortions that our results are slightly lower than the comparing models. Under the setting of the message length equals to 90, our model is significantly better in all image distortions. The proposed model surpasses HiDDEN model by 7.06%, 3.46% under \textit{Identity} and 2.25%, 5.3% with \textit{Combined Noises} on COCO dataset and DIV2K dataset, respectively. This phenomenon shows that our method is able to embed rich information robustly under various distortions. It is worth mentioning that our IGA model is consistently superior compared to the ABDH model under most cases. It reflects that our proposed attention mechanism generated through normalized inverse gradients is more effective and suitable for the data hiding task than the traditional black-box attention model.

Table 5 shows the comparisons of our model with the SteganoGAN model. Note that the SteganoGAN model embeds a message tensor with different channels \( D \) instead of a message string. Thus, we equip the proposed two components on SteganoGAN, as the IGA* model shown in the table. From the results, we can see that our method achieves the best performance with different number of message embedding channels under various noises on both datasets. Moreover, it is worth mentioning that our method has better accuracy with message channel \( D = 5 \) than the SteganoGAN model with message channel \( D = 4 \) on the COCO dataset. Also, the proposed model achieves comparable results on the DIV2K dataset. It indicates that our method can embed more information than the other models when the accuracy is similar. It also reflects the proposed IGA model plays a positive role in improving model capacity.

**Qualitative Analysis on Imperceptibility and Capacity**

Besides the model robustness, the quality of embedded image is also critical for data hiding task. The robustness and imperceptibility are a trade-off. If more messages are intended to be encoded, it will inevitably decline the quality of the encoded image. We conducted the experiments w.r.t. the quantitative comparisons of imperceptibility under the settings of \textit{Combined Noises} and the message length \( k = 30 \). The results of the proposed method are comparable with HiDDEN, ABDH and Distortion-Agnostic models. Fig. 4 presents the visualization results of the proposed IGA model and the counterparts. The figure generally shows our method not only has exceptional robustness, but also takes the imperceptibility of the embedded image into account. It can be observed that the encoded images generated by our method and the cover images are visually similar. In addition, the general encoded image PSNR comparison of the proposed IGA model with the SteganoGAN model is provided in Table 3. In the table, the higher the PSNR values, the better quality of the encoded image. Besides, the first place of each column is bolded and the underline symbol ‘_’ indicates tied
Figure 4: Multiple samples of original and encoded images from the COCO dataset for data hiding. The first column presents the original cover images. The remaining columns depict the visualization results of the embedded images generated by different models.

Figure 5: Capacity comparison of the proposed model with HiDDeN, ABDH and DA (Distortion-Agnostic) models on COCO dataset under Identity and Combined Noises settings. Performances to the best comparing models. From the table, our method can generate images with best quality under both Identity and Combined Noises settings on the COCO dataset. Moreover, the performance of our method is comparable in most cases on the DIV2K dataset. This experiment proves the proposed IGA model can encode messages into images resisting various noises under the premise of imperceptibility.

Figure 6: Capacity comparison of the IGA model with comparing models on DIV2K dataset under Identity and Combined Noises settings.
We hypothesize that the combination of noises complicates the features by encoding messages from real value domain to the inverse gradient attention module, and also shows its effectiveness under most circumstances. Only in one case, the performance of message coding module and inverse gradient attention module make positive impacts on the model performance. The model performance improvement mainly comes from the inverse gradient attention module. Message coding works as an auxiliary module, and also shows its effectiveness under most circumstances. Only in one case, the performance of message coding module is slightly lower under the CN setting. We hypothesize that the combination of noises complicates the features by encoding messages from real value domain incurring difficulties for model optimization under this circumstance. Besides, a feedforward network with a single layer is sufficient to represent any function, but the layer may be infeasibly large and may fail to generalize well. In many cases, utilizing deeper models can reduce the number of parameters required to express the desired function and can decrease the amount of generalization error. Thus, we will explore deeper neural networks as our message coding module in the future to accelerate model convergence and boost the capability of generalization.

### Ablation Study

In the section, we evaluate the performance contribution of the proposed message coding module and inverse gradient attention module in Table 5. We conduct experiments on both COCO and DIV2K datasets with the message length \( k = 90 \) and compressed message length \( l = 30 \) after message encoding. For the Basic model, it is based on the basic Encoder-Decoder framework with generative adversarial loss, and the Both model is built on the basis of the Basic model by equipping with inverse gradient attention module and message coding module. Besides, the \( w \) Att. model is only equipped with the inverse gradient attention module, and the \( w \) MC. is only equipped with the message coding module. From Table 5, it is noticeable that both the message coding module and the inverse gradient attention module make significant contributions to the model performance. The model performance improvement mainly comes from the inverse gradient attention module. Message coding works as an auxiliary module, and also shows its effectiveness under most circumstances. Only in one case, the performance of message coding module is slightly lower under the CN setting.

| Methods | COCO | DIV2K |
|---------|------|-------|
| (Identity) | (CN) | (Identity) | (CN) |
| Basic | 73.56 | 62.07 | 58.04 | 51.84 |
| \( w \) MC. | 73.89 | 65.93 | 61.21 | 51.67 |
| \( w \) Att. | 74.47 | 73.88 | 61.47 | 53.59 |
| Both | 74.62 | 71.47 | 62.26 | 55.32 |

Table 5: Ablation study results on the COCO and the DIV2K datasets. The best result for each column is bolded.

both COCO and DIV2K datasets. We can observe the trend that the capacity of the model gradually increases with length increment of the embedded message. Moreover, the capacity performance of our method is higher than the comparing methods by a large margin, whether it is under the case of Identity or Combined Noises settings. In light of this observation, our proposed model is verified to improve the model capacity significantly for lengthy message embedding.

In the section, we evaluate the performance contribution of the proposed message coding module and inverse gradient attention module in Table 5. We conduct experiments on both COCO and DIV2K datasets with the message length \( k = 90 \) and compressed message length \( l = 30 \) after message encoding. For the Basic model, it is based on the basic Encoder-Decoder framework with generative adversarial loss, and the Both model is built on the basis of the Basic model by equipping with inverse gradient attention module and message coding module. Besides, the \( w \) Att. model is only equipped with the inverse gradient attention module, and the \( w \) MC. is only equipped with the message coding module. From Table 5, it is noticeable that both the message coding module and the inverse gradient attention module make positive impacts on the model performance. The model performance improvement mainly comes from the inverse gradient attention module. Message coding works as an auxiliary module, and also shows its effectiveness under most circumstances. Only in one case, the performance of message coding module is slightly lower under the CN setting. We hypothesize that the combination of noises complicates the features by encoding messages from real value domain incurring difficulties for model optimization under this circumstance. Besides, a feedforward network with a single layer is sufficient to represent any function, but the layer may be infeasibly large and may fail to generalize well. In many cases, utilizing deeper models can reduce the number of parameters required to express the desired function and can decrease the amount of generalization error. Thus, we will explore deeper neural networks as our message coding module in the future to accelerate model convergence and boost the capability of generalization.

### Discussion

In this work, we adopt the Sobel operation as the high-frequency area extractor. Because it is simple to implement but efficient to stand out edge regions, which are the high-frequency areas in the image frequency domain. Through the visualization of the inverse gradient attention mask, we perceive that some edge regions are activated strongly, resonant with the edge map acquired from Sobel operation. Fig. 7 shows the corresponding Sobel Map and Inverse Gradient Attention over cover images. Some similarities of the activated high frequency areas between the sobel map and inverse gradient attention are shared.

According to the observation, we further conduct experiments by substituting the inverse gradient attention module with the Sobel operator in our data hiding framework. The comparative experimental results on COCO and DIV2K datasets are shown in Fig. 8 and Fig. 9. It can be seen that by adopting the Sobel operator for data hiding, the model also achieves promising performance, which further verifies our idea. The empirical result shows attending on pixels with rapidly changing frequencies (i.e., edge regions) generally has a similar effect as inverse gradient attention for model robustness enhancement. However, we can further discover that the proposed IGA model still receives better results in all cases than the model with Sobel map. It is because the proposed IGA mechanism is able to attend on pixels adaptively toward message reconstruction objectives. It also indicates not all edge regions are suitable for information hiding.

Moreover, our empirical observations are supported by relevant inspiring works (Wang et al. 2020a,b). Specifically, the proposed proposition in (Wang et al. 2020b) proves the input perturbation is bounded by the low-frequencies. Thus, the high-frequency perturbations do not lead to large visual distortions. Besides, the human vision system is more sensitive to low-frequency components, while deep neural network models have high-frequency preferences for decision marking proved by (Wang et al. 2020a). Together with the aforementioned empirical verification, we can safely state locating robust pixels in high-frequency regions of images as IGA does is more suitable for data hiding compared to low-frequency areas.
Figure 8: The bit-wise accuracy of encoded message performance comparisons of the model equipped with proposed inverse gradient attention or the Sobel operator on COCO dataset. Model-S represents a model using Sobel edge operator and Model-A represents a model equipped with the proposed inverse gradient attention. Basic represents the basic Encoder-Decoder framework without introducing any high-frequency area extractor.

Figure 9: The bit-wise accuracy of encoded message performance comparison of the model equipped with proposed inverse gradient attention or the Sobel operator on DIV2K dataset.

Conclusion

In the paper, we propose a novel end-to-end deep data hiding model with Inverse Gradient Attention (IGA) mechanism allowing the model to spotlight robust pixels and assign larger weights to them for data hiding. The model equipped with the proposed IGA module is able to adaptively and robustly embed more desired data. Besides, we adopt a symmetric message coding module to map the binary message recovery onto a low dimensional space with real values. It further improves the capacity and robustness of the model. From extensive experimental results, our proposed IGA model is able to achieve superior performance than current mainstream data hiding models. Moreover, we further discuss the strong connections between the proposed inverse gradient attention with high-frequency regions within images.
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