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ABSTRACT In this paper, we present the first indoor light-based detection and localization system that builds on concepts from radio detection and ranging (radar) making use of the expected growth in the use and adoption of visible light communication (VLC), which can provide the infrastructure for our Light Detection and Localization (LiDAL) system. Our system enables active detection, counting, and localization of people, in addition to being fully compatible with the existing VLC systems. In order to detect human (targets), LiDAL uses the visible light spectrum. It sends pulses using a VLC transmitter and analyses the reflected signal collected by a photodetector receiver. Although we examine the use of the visible spectrum here, LiDAL can be used in the infrared spectrum and other parts of the light spectrum. We introduce LiDAL with different transmitter-receiver configurations and optimum and sub-optimum detectors considering the fluctuation of the received reflected signal from the target in the presence of Gaussian noise. We design an efficient multiple input multiple output (MIMO) LiDAL system with a wide field of view (FOV) single photodetector receiver, and also design a multiple input single output (MISO) LiDAL system with an imaging receiver to eliminate the ambiguity in target detection and localization. We develop models for the human body and its reflections and consider the impact of the color and texture of the cloth used as well as the impact of target mobility. A number of detection and localization methods are developed for our LiDAL system, including cross correlation and a background subtraction method. These methods are considered to distinguish a mobile target from the ambient reflections due to background obstacles (furniture) in a realistic indoor environment.

INDEX TERMS Optical indoor localization, VLC systems, people detection, counting, localization, optimum receivers.

I. INTRODUCTION

Visible Light Communication (VLC) systems are used to provide illumination and data communications. VLC uses light emitting diodes (LEDs) or lasers to encode data into light intensity in the visible spectrum [1]–[5]. VLC systems have many advantages such as cost-effectiveness using the existing lighting infrastructure, operating on a broad, unlicensed bandwidth, security (light signals do not penetrate walls) and there is no interference with Radio Frequency (RF) signals [4], [6]–[8].

People counting has become an emerging and attractive area in the past decade [9], [10]. Many approaches have been developed for counting in public places such as subways, bus stations and supermarkets [10], [11]. The outcome of these techniques can be used for public security, resources allocation and marketing decisions. Passive infrared (PIR) imaging systems have been employed to detect and count people, however, the PIR system is temperature dependent, thus leading to a vast number of detection failures [11], [12]. Other passive optical detection methods were studied that rely on detecting the shadow of subjects to determine the position of the subject [13]. These approaches show good accuracy in the presence of a single object, however the presence of multiple moving shadows can be an issue, and there is a need to carefully position the illumination sources for good positioning. Ultra-wideband (UWB) radar has been utilized to effectively detect and track outdoor pedestrians. However, for an indoor environment, the effects of signal scattering and absorption by obstacles significantly impair the performance of UWB indoor radar [11], [14]. IR Laser detection and ranging (LADAR) has been used to detect people by monitoring...
the reflected signal patterns of people legs [11]. Counting systems based on computer vision and digital image processing are becoming meaningful and useful. Video cameras with image processing algorithms have been widely used to count people indoor and count pedestrians outdoor [10], [14], [15]. It should be noted however that acquiring images of people poses in many cases privacy concerns, whereas our LiDAL system uses light reflections from people and therefore no images of people are acquired, stored or transmitted.

In this paper, we introduce for the first time indoor light-based detection, counting and localization of people based on the use of radar-like reflections. This can significantly expand the utility of indoor VLC systems. The key concept behind our LiDAL system is the use of the (visible) light reflected from targets (people) where the light reflectivity is a function of the material type and colour of the target’s surface. The reflected light signal is captured by a photodetector which monitors the change in the light intensity in the time domain. LiDAL can be a system embedded in the VLC system to provide additional functionality to detect, count and localize people. In addition, LiDAL reduces the complexity and cost associated with the acquisition and digital processing of images to detect the presence of people.

To the authors’ best knowledge, the proposed system is the first to employ an indoor optical radar for people detection and localization. It uses the visible light spectrum associated with VLC systems, and can potentially use other parts of the light spectrum. It is worth noting that the use of the infrared spectrum for example can eliminate issues with light dimming and switching off light sources. The concept of LiDAL has the benefits of active radio waves used in radar systems while avoiding, as mentioned, the issues associated with UWB (and other radio) radar signal propagation indoor. It also makes use of the existing lighting / illumination systems and potentially the existing VLC systems infrastructure.

Due to the fact that (visible) light is reflected from opaque objects, the major critical issue in LiDAL is how to distinguish the people (targets) from other background objects, i.e., furniture. In order to overcome this problem, we have considered the mobility of people as a key distinguishing feature between humans and furniture. Even in the case of nomadic users, people exhibit movement of body parts while stationary, for example while sat working in an office environment. They may also standup from time to time. We introduced a background subtraction method and a cross-correlation method for target detection when targets are mobile. The contributions of this work can be summarized as follows:

1) We proposed for the first time an indoor (visible) light pulsed radar-like system which utilises the VLC system transmitters to detect, count and localize multiple targets.

2) We developed a model for the human body and its reflections and the impact of the colour and texture of the clothing used, which are all important attributes of the target of interest.

3) We considered a range of different mobility models for humans and used these as an important input to our LiDAL human detection and localization system.

4) We designed optimum and sub-optimum receivers and algorithms for the proposed LiDAL systems.

5) We designed MIMO-LiDAL and MISO- Imaging LiDAL systems which are compatible with VLC and light fidelity (Li-Fi) systems.

We would like to note that the current work is analytic and simulation in nature. It is however the first work to the best of our knowledge that uses radar-like techniques to detect and localize people indoor. We intend to conduct experimental demonstrations in the future.

We would also like to note that we have adopted a staged approach in the introduction of the concepts; (i) as this is the first treatment, we believe, of radar-like concepts for localization indoor using light and (ii) we believe that this approach can help the reader understand the boundaries. For example, we initially consider and then build on a system that is not able to achieve localization such as the single input single output system. This system illustrates the principles, but does not have enough measurements/equations to achieve localization. We also allocate space to cases such as the case of a single target in an empty room and multiple targets in an empty room, which are later seen to be special cases of multiple targets with obstacles.

This paper is divided into sections as follows: Section II introduces the modeling of the environment and the targets. Section III presents the analysis of LiDAL system range, resolution and optimum and sub-optimum receiver design. Section IV presents target distinguishing approaches and mobility modeling in a realistic environment. Section V develops the design of MIMO-LiDAL systems. Section VI considers the design of the MISO-IMG-LiDAL system. Section VII presents the simulation setup and results. Finally, conclusions are drawn in Section VIII.

II. REALISTIC ENVIRONMENT AND TARGET MODELLING

To study the performance of the proposed LiDAL system, simulations were performed in a typical office consisting of a furnished room, with dimensions of 4 m (width) × 8 m (length) × 3 m (height) as shown in Fig.1a. The walls, furniture and floor were segmented into small reflective elements. The reflective elements were represented as small secondary emitters that diffuse the received signal in the shape of a Lambertian pattern, with a reflectivity of 0.8 for the walls and ceiling and 0.3 for the floor [16], [17]. In addition, the reflection elements can be treated as small secondary transmitters that diffuse the incident rays back into space from their center [17], [18]. The accuracy of the received impulse response profile was controlled by the size of the reflective elements, which were 5 cm × 5 cm and 20 cm × 20 cm for the first and second order reflections, respectively [16], [17], [19]. Eight light units were placed at a height of 3m above the floor and were used to satisfy ISO and European
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FIGURE 1. (a) Realistic simulation environment setup and (b) basic 3D target model. illumination standards. Each unit had 9 RGB laser diodes (LDs), and the total transmitted power from each RGB-LDs light unit was 18 W [20], [21], [22]. It is worth mentioning that, each light unit consists of red, green and blue laser diodes which are driven by different modulation currents to meet the illumination standards [20], [21]. It is also worth noting that the light engine has a diffuser in front of the RGB laser diodes and the radiation pattern emitted is thus lambertian. This lambertian pattern was measured and verified experimentally in [23]. The work in [23] considered RGB laser diodes and employed them for illumination. We have also discussed the design of this light engine in [20]. It is also worth noting that a single colour can be used for our localisation (radar) application, however all three (RGB) colors are needed for illumination.

The average target (person) dimensions considered were 15 cm × 48 cm × 170 cm (depth × width × height) [24] as shown in Fig.1b and colored polyester fabric was considered as the target coating material. The fabric reflection model used was based on the work in [25], which analyzed the reflections from different types of fabric including silk, cotton, polyester, acetate and glass fiber. We also made use of the work in [26] which examined the combination of fabric colour and material and their impact on light reflection. The resulting reflections in [25] were observed to be a combination of diffuse (Lambertian) and specular reflections. In [25], the distribution of the reflected visible light of several cloth materials was experimentally studied. In particular, cotton reflectance was about 9% specular and 91% diffuse, while polyester reflectance was 10% specular, 26% diffuse and 63% internal multiple reflections which are treated as diffuse reflections as can be seen in Table 1. It should be noted that 1% of the polyester reflections are internal reflections which occur inside the fabric layers [25]. Therefore, in our simulation, we only considered a Lambertian pattern (i.e. diffuse) as the model for the target’s surface material. The reflectivity factor of different dyed polyester fabrics ranges between 0.25 and 0.72 [26]. Moreover, the reflectivity of dark and white human skin is 0.04-0.35 and 0.16-0.86 respectively [27]. Regarding furniture, office desks (1.54 m (width) × 0.76 m (length) × 0.75 m (height)) and a bookshelf (3 m × 0.8 m × 2 m) are considered, and are located in the room as shown in Fig.1a, where the office desks and bookshelf materials were finished-wood with a reflectivity factor of 0.55 and diffuse reflections [28]. The Lambertian diffuse reflections order for the furniture and target is assumed to be 1.

III. LiDAL SYSTEM

In this section, we analyze the LiDAL system maximum range which is related to the receiver’s field of view. We also pay attention to the received reflected signal in two LiDAL configurations that relate to the colocation or separation of transmitter and receiver in space. Furthermore, we analyze the resolution and the ambiguity of target detection which are related to the transmitted pulse width. In addition, we examine the optical receiver design for LiDAL and consider the receiver bandwidth and thermal and ambient noises. In our LiDAL system, the sources of randomness are attributed to the target colour of cloth, the target orientation and the receiver noise. Note that in terms of indoor optical wireless channel, we consider the channel at the target’s maximum range dictated by the receiver field of view (and the receiver sensitivity). The fluctuation of the received reflected signal attributed to the different colors worn by the target is modeled leading to a pdf of the target reflection factor. The target (human) random orientation and its impact on reflections was determined through extensive simulations, leading to a pdf of the effective target cross-section. The optimum LiDAL receiver is then formulated using Bayes structures and signal space theory for single and multiple targets in the presence of the impairments outlined above.

A. RANGE ANALYSIS

The light unit emits a narrow pulse in a wide optical beam (Lambertian radiation pattern) directed towards the

| Target Coating Material | Specular reflector (%) | Diffuse reflector (%) |
|-------------------------|------------------------|-----------------------|
| Cotton                  | 9%                     | 91%                   |
| Polyester               | 10%                    | 89%                   |

TABLE 1. Reflection model for a different target coating materials [17].
floor. An optical receiver, collocated or separated from the transmitter, collects the received reflected pulses. The received signal is a superposition of the reflected pulses from the target(s), static environment obstacles (furniture) and noise. Note that, in this section we assumed the target(s) are located in an ideal environment (i.e. an empty room with zero reflectively from walls, ceiling and floor). Therefore, the received reflected signal randomness is only due to target(s) colors and effective cross-section and is corrupted by noise. In Section III we deal with the presence of furniture (reflections) and reflections from the walls.

The maximum range of LiDAL can be determined depending on the receiver’s photodetector FOV. The maximum range $R_{Max}^{FOV}$ for a certain receiver concentrator FOV ($\Psi_c$) is given as (see Fig. 2):

$$R_{Max}^{FOV} = \tan(\Psi_c)(d_o - h) \quad (1)$$

where $\Psi_c$ is the semi-angle of photodetector’s concentrator, $d_o$ is the perpendicular distance between the $i^{th}$ receiver location $L_{iRx}^i(x_{iRx}, y_{iRx}, z_{iRx})$ and the ground reference point $L_{iL}^i(x_{iL}, y_{iL}, 0)$ as shown in Fig. 2 and $h$ is the target height.

Fig. 2 presents two different possible transmitter and receiver configurations with a target located inside the receiver optical footprint (i.e. receiver FOV). We refer to the collocated transmitter-receiver configuration as ‘monostatic LiDAL’ and refer to the spaced transmitter-receiver configuration as ‘bistatic LiDAL’.

The received reflected optical power ($P_{R_{Max}^{FOV}}^B$) from a target at maximum range, i.e., located in the receiver optical footprint at a radius of $R_{Max}^{FOV}$, for a bistatic LiDAL (see Fig. 2a, b) is derived as:

$$P_{R_{Max}^{FOV}}^B = \frac{(n + 1)(n_{ele} + 1)}{4\pi^2 R_1^2 R_2^2} G_c(\Psi_c) P_t d_A \rho A_R \times \cos^n(\theta) \cos(\varphi) \cos^{n_{ele}}(\varphi_1) \cos(\Psi_c) \quad (2)$$
and for monostatic LiDAL (see Fig. 2c, d), \( P_{f_{\text{FOV}}_{\text{Max}}}^M \) is written as:

\[
P_{f_{\text{FOV}}_{\text{Max}}}^M = \frac{(n + 1)(n_{\text{ele}} + 1)}{4\pi^2 \left((d_o - h)^2 + R_{\text{FOV}}^2\right)^2} \times G_c(\Psi_c) P_t d_A A_R \rho \cos^{n+3}(\Psi_c) \tag{3}
\]

where \( R_1 \) is the distance between the transmitter and target, \( R_2 \) is the distance between the target and receiver, \( R_2 = \left((d_o - h)^2 + R_{\text{FOV}}^2\right)^{1/2} \). \( G_c(\Psi_c) \) is the gain of the concentrator, \( P_t \) is the transmitted power, \( d_A \) is target cross section area (top and/or the sides), \( A_R \) is the photodetector physical area, \( \rho \) is the target reflection coefficient, \( \theta \) and \( \psi \) are the angles of irradiance and incidence respectively, \( n_{\text{ele}} \) is the Lambertian order for the target diffuse reflector and \( n \) is the Lambertian emission factor of VLC light source defined as [29]:

\[
n = -\frac{\ln(2)}{\ln(\cos(\Phi))} \tag{4}
\]

The gain of the concentrator \( G_c(\Psi_c) \) is given as [30]:

\[
G_c(\Psi) = \frac{N^2}{\sin^2(\Psi_c)} \tag{5}
\]

where \( \Phi \) is the semi-angle at half power of the VLC light source \( (\Phi > \Psi_c) \) and \( N \) is the concentrator refractive index.

It should be noted that the transmitter has a broad radiation pattern \( (n = 0.52 \) for illumination purposes [20], [21]) and the target assumed has a diffuse emission factor of \( n_{\text{ele}} = 1 \). Therefore, the target has a narrow radiation pattern compared to the transmitter’s radiation pattern. With such narrow radiation pattern, the target delivers maximum power to the receiver if it is directly under or near the receiver. As such, the weakest received reflected signal from a target occurs when the target is at the edge of the receiver FOV (i.e. target located at \( R_{\text{FOV}} \)).

The photodetector area \( (A_R) \) and the concentrator’s FOV and gain are among the receiver’s key parameters that determine the LiDAL detection performance. The values of these parameters have to satisfy the LiDAL (radar) design requirements. We analyze their impacts later in this paper. In addition, the transmitted power \( P_t \) is set at the maximum power needed for normal illumination in the room. (i.e. \( P_t = 18 \text{W} \) according to the design in [20]). We therefore do not consider in this paper the impact of dimming on our LiDAL system, and in cases where dimming is an issue, infrared sources and detectors can be used for LiDAL.

**B. RECEIVER BANDWIDTH**

To determine the maximum receiver bandwidth needed, we selected the LiDAL configurations that result in the largest channel bandwidths which the receiver has to deal with. The largest channel bandwidths occur when the target is under the receiver. We have also evaluated, through simulation, the channel bandwidths at a large number of target locations. Figs. 3a and b show a target located underneath the receiver for the LiDAL bistatic and monostatic scenarios respectively. We have simulated the pulse dispersion associated with the bistatic and monostatic LiDAL channels due to target presence at different target locations. The target’s locations have been generated uniformly inside the receiver optical footprint (see Figs.3a and b) to calculate the channel impulse response and then to obtain the 3dB channel bandwidth for each location. It should be noted that we considered an ideal indoor environment without furniture or background obstacles, and we treated the room’s floor as a non-reflective surface (i.e. zero reflection factor). In addition, the simulation and calculations of the received reflected signal were carried out using MATLAB. Our simulation tool is similar to the one developed by Barry [30] in terms of the indoor channel impulse response calculation method. Figs. 3c and 3d depict the probability distribution of the channel bandwidth \( (B_{\text{ch}}) \) for the bistatic and monostatic LiDAL systems respectively. As can be seen in Figs. 3c and 3d, the bistatic LiDAL channel is more dispersive than the monostatic LiDAL channel due to the large distance between the transmitter, target and receiver. Table 2 summarizes the bistatic and monostatic LiDAL channels characteristics.

| TABLE 2. Characteristics of LiDAL channel. |
|------------------------------------------|
| Min. \( B_{\text{ch}} \) (MHz) | Max. \( B_{\text{ch}} \) (MHz) | Mean. \( B_{\text{ch}} \) (MHz) |
|------------------------------------------|
| Bistatic LiDAL | 65 | 260 | 125 |
| Monostatic LiDAL | 140 | 315 | 230 |

We calculated the channel bandwidth for the monostatic and bistatic LiDAL systems as follows:

1) An input pulse \( p(t) \) with time duration \( \tau \) of 0.01ns (equal to the time bin duration used in the simulation [31]) is presented to the input of a transmitter unit, RGB-LDs, with impulse response \( h_{tx}(\tau) \) followed by calculation of \( H_{tx}(f) = \mathcal{F}(h_{tx}(\tau)) \mathcal{F}(p(\tau)) \). It is worth mentioning that, the RGB-LDs have a large bandwidth (few GHz) [20] and therefore, a given channel with few hundred MHz bandwidth, we ignored the laser transfer function.

2) We set the following simulation parameters for the monostatic and bistatic LiDAL systems: The room has dimensions of \( 8 \text{m} \times 4 \text{m} \times 3 \text{m} \) and the illumination requirements were met using 8 light units distributed as shown in Fig. 1a. These light units also represent the LiDAL receiver locations. To provide overlapping LiDAL coverage zones, the receiver FOV was set to \( 43^\circ \). The transmitter beamwidth was set \( 75^\circ \) for illumination purposes [21] and the impulse response was calculated with a time bin of 0.01ns duration. The monostatic transmitter-receiver pair was located at \( (2\text{m}, 4\text{m}, 3\text{m}) \) at the center of the room in Fig. 1a. The bistatic transmitter was located at \( (2\text{m}, 5\text{m}, 3\text{m}) \) and the receiver was located at \( (2\text{m}, 4\text{m}, 3\text{m}) \).

3) We calculated the LiDAL channel impulse response \( h_{ch}(\tau) \) (i.e. the LiDAL system configuration with the
C. LiDAL Resolution and Ambiguity in Target Detection Analysis

The distance ($R_1$) between the monostatic LiDAL transceiver unit ($T_{Rx}$) and the target is calculated based on the round trip time (i.e., time taken by the pulse from the transmitter to the target plus the time taken by the reflected pulse back from the target to the receiver), $t_{trip}$, and the speed of light, $c$, as:

$$R_1 = \frac{ct_{trip}}{2}. \quad (7)$$

The range resolution of LiDAL is defined as the minimum separation distance ($\Delta R$) at which two or more targets can be reliably detected as illustrated in Fig. 4. The range resolution is related to the pulse width of the transmitted signal.

The LiDAL resolution ($\Delta R$) is given as [34]:

$$\Delta R = R_{1,1} - R_{1,2} = c\tau$$

$$(8)$$


where $\tau$ is the transmitted pulse width. The separation distance $\Delta xy$ between two targets, as can be seen in Fig. 4, is given as:

$$\Delta xy = R_{1,1} \sin \theta_{1,1} - R_{1,2} \sin \theta_{1,2}$$

(9)

and if $\theta_{1,1} \leq \theta_{1,2} = \theta$, then

$$\Delta xy = (R_{1,1} - R_{1,2}) \sin \theta = \Delta R \sin \theta.$$  \hspace{1cm} (10)

Therefore, $\Delta xy \leq \Delta R$, and in a typical room such as that in Fig. 1a, we determined that $\theta = 43^\circ$, hence here $\Delta xy \leq 0.68\Delta R$.

Fig. 5 shows an example, a simulation, of the received pulse response attributed to the reflected signal, as received by a transceiver $(T_{Rx})$ unit which covers an optical footprint that includes two targets in the presence of noise. In this work, we considered typical room layouts, where for example in a meeting room (closest separation between people in a business setting), the designers recommend an inter-chair-distance more than 60cm as in [35] and 75cm as in [36], and the typical justifiable distance between two people having a conversation is 30 cm. Therefore, we selected a minimum LiDAL resolution of $\Delta R = 30$cm and therefore given (10), $\Delta xy \leq 30$cm which is the required minimum separation between two targets (i.e. the required $\tau$ is 2ns from (8)). Optical transmitters and optical receivers that support this bandwidth are readily available, and the optical wireless channel is able to provide such bandwidth [37], [38]. The analysis of the channel bandwidth for the bistatic and monostatic LiDAL systems (see Fig. 3c, 3d) showed high channel dispersion and low channel bandwidth which cannot accommodate a transmitted pulse of 2ns duration without pulse spreading in the receiver. Thus, an equalizer is required to mitigate the imperfections of the LiDAL channel.

Let us first assume an ideal indoor environment (i.e. no reflected signal from the room’s background). Here ambiguity in multiple targets detection occurs when the distance between targets is less than the LiDAL (radar) resolution $\Delta R$. In other words, when the difference of the targets’ round trip times is less than the transmitted pulse width $\left(\frac{1}{T_{trip}}(1) - \frac{1}{T_{trip}}(2)\right) < \tau$. This leads to ambiguity. Furthermore, the ambiguity in target detection is affected by the configurations of the LiDAL system.

Table 3 provides a comparison between conventional radar and LiDAL when the only available information is range. Note that the angle of arrival in LiDAL can be determined through coherent optical detection, but this is too complex, and is not considered here. As Table 3 shows, complete localization is only achieved when three or more anchor points are available to provide range estimations.

D. RECEIVER NOISE

We considered the receiver bandwidth needed in Section B, here we consider receiver noise in LiDAL.

In optical wireless (OW) systems, the noise can be divided into two components, a shot noise ($\sigma_{2,shot}$) component and a thermal noise component ($\sigma_{2,thermal}$). The total noise variance $\sigma_{2}$ is given by [17], [29]:

$$\sigma_{2} = \sigma_{2,thermal} + \sigma_{2,shot}.$$  \hspace{1cm} (11)

The shot noise variance is defined as the sum of contributions from the ambient lights (direct sunlight, desk lamps etc.) and the noise from the received signal. The shot noise, $\sigma_{2,shot}$, is written as [39]:

$$\sigma_{2,shot}^{2} = 2qBw_{Rs} \left( I_{b} + R_{exp}P_{r} \right)$$  \hspace{1cm} (12)

where $q$ is the electronic charge, $Bw_{Rs}$ is the receiver bandwidth, $R_{exp}$ is the photodiode responsivity and $I_{b}$ is the background current due to ambient lights. We considered the effects of shot noise due to desk-lamps. For the four office desk-lamps shown in Fig. 1a, we considered Philips light bulbs where each light bulb has an optical power of 13W [40]. The background current measured in [40] was $I_{b} = 8.8\mu A$ (without optical filter) and corresponded to a typical setup, with a 0.85 cm² photodetector area at a distance of 2.2m from the light source with a line of sight path (worst case induced shot noise) between the light source and the receiver. The setup in [40] is comparable to the realistic environment setup used in LiDAL in terms of the distance between the desk-lamp and LiDAL receiver (distance of 2.25m in LiDAL). The background current was scaled by a factor that accounts for the difference in area between the photodetector in [40] and the photodetector we used, where our photodetector had an area of 20 mm² to provide sufficient bandwidth [29]. An optical bandpass filter (OBPF) can be used to suppress the effect of the ambient noise. For example the background current in [40] was reduced from 8.8$\mu A$ to 0.48$\mu A$ when an OBPF is used. It is worth mentioning that the measurements in [40] included the infrared part of the optical spectrum, while this work focuses on the visible spectrum, however, an optical bandpass filter within
TABLE 3. LiDAL localization compared to traditional radar localization.

| Radar localization in literature | Localization in LiDAL | LiDAL Design Comments |
|----------------------------------|------------------------|-----------------------|
| Single Transmitter Single receiver (SISO) 1x1 | - Only range is known, hence the target can be located on the surface of a sphere. | - One monostatic LiDAL (a transmitter receiver pair are monostatic if they are collocated and the target is within the FOV of the receiver) |
| | | - Can only detect target presence. |
| | | - Cannot determine number of targets at the same range. |
| | | - Cannot determine the exact target location. |
| | | - Therefore target ambiguity is very high. |
| Multiple Transmitters Multiple receivers (MIMO) 2x2 | - Only two ranges are known, hence the target can be located on a circle. | - One Bistatic and one monostatic LiDAL (a transmitter receiver pair are bistatic if they are not collocated and the target is within the FOV of the receiver). |
| | | - Ambiguity in target detection is less due to use of both monostatic and bistatic LiDAL systems together. |
| | | - Scene localization can be implemented, but exact location is not known. |
| | | - Cannot determine the exact target location. |
| Multiple Transmitters Multiple receivers (MIMO) 3x3 | - Exact target location can be determined. | - Two Bistatic LiDAL systems and One monostatic LiDAL system; the target is within the FOV of one receiver only, and that receiver – transmitter pair act as monostatic LiDAL. |
| | | - Can detect, count and determine the exact location of multiple targets. |
| | | - The mean and standard deviation of the signals received from the three anchors can be different. |

the visible spectrum can be used to reduce the background noise to comparable levels. In addition, an electrical high pass filter can be implemented to reduce the DC component of the ambient noise. However, these solutions may increase the cost and the complexity of the LiDAL receiver. We have not used an optical bandpass filter and have not used an electrical high pass filter to simplify the system design.

In this work, the optical receiver was a silicon $p$-$i$-$n$ photodetector with a transimpedance amplifier (TIA), selected to achieve high sensitivity and a good dynamic range [41], [42]. The receiver considered in this work had high speed and low input noise, designed by Texas Instruments [43]. The TIA with a $BW_Rx$ of 300 MHz had a thermal input noise current of about 2.5 $pA/\sqrt{Hz}$ [43].

E. RECEIVED SIGNAL FLUCTUATION AND TARGET REFLECTIVITY MODELLING

The fluctuation of the received optical power reflected from a target is related to the target coating reflection factor ($\rho$) (i.e., colour, material type and, reflection type) and the target effective cross section area ($A_e$). The target effective cross section area is the size of the target surface area illuminated by the transmitted pulse (which reflects light) and depends on the target position, LiDAL transmitter and receiver configurations and LiDAL field of view. It should be noted that, the fluctuation of the received signal due to target reflection factor (colour of clothing and type of clothing worn) is independent of the target position and the target orientation (i.e., independent of the target effective cross section area).

Table 4 presents a range of people favorite colors with the weights associated with each colour and reflection factors for dyed cotton coating material [44], [45]. The people favorite colors weights show features of a Gaussian distribution, Fig. 6. This can be explained by observing that the received reflected signals over an extended period of operation of the LiDAL system will be due to multiple colors and coating materials worn by the person (target) in every case; and this together with the large number of subjects allow the central limit theorem to be involved. Therefore, we fitted and optimized the survey data of the people favorite colors using a Gaussian distribution as can be seen in Fig. 6 where, the target reflection factor is the random variable of the distribution. The survey data of favorite colors [44], [45] was fitted to minimize the root mean square error (RMSE), and the minimum RMSE obtained was about 15%.

The probability distribution function (PDF) of the target reflection factor $p(\rho)$ is given as:

$$p(\rho) = \frac{1}{\sigma_{\rho} \sqrt{2\pi}} e^{-\left(\frac{(\rho-\mu_{\rho})^2}{2\sigma_{\rho}^2}\right)}$$ (13)
TABLE 4. People favourite colors survey data.

| Favourite colour [32] | Weight [44] | Target coating reflection factor (ρ) [45] |
|-----------------------|-------------|------------------------------------------|
| Black                 | 7%          | 0                                        |
| Yellow                | 3%          | 0.5                                      |
| White                 | 4%          | 1                                        |
| Red                   | 8%          | 0.9                                      |
| Purple                | 14%         | 0.78                                     |
| Orange                | 5%          | 0.4                                      |
| Green                 | 14%         | 0.6                                      |
| Brown                 | 3%          | 0.45                                     |
| Blue                  | 42%         | 0.75                                     |

FIGURE 6. The PDF of target reflection factor.

where, $\mu_\rho$ and $\sigma_\rho$ are the mean and standard deviation of the target reflection factor respectively.

We determined the PDF of the effective target cross section area through simulation. The target shown in Fig. 1b (human body model) was placed at a large number of locations in the room and the ray tracing indoor propagation method of [17], [46], [47] was used to determine the power reflected by all the target surface area elements for the given target location and orientation, and the given LiDAL transmitter and receiver configurations. We then fitted the simulated data to a normalized Gaussian distribution as can be seen in Fig. 7 where the target is placed randomly in the receiver optical footprint edge at different locations and with different orientations. At each location, the target is rotated to eight directions with a step size of $45^\circ$ angle randomly. The minimum RMSE of the effective target cross section area fitting obtained was 5%. The PDF of the effective target cross section area $p(A_e)$ is written as:

$$p(A_e) = \frac{1}{\sigma_{A_e}\sqrt{2\pi}} e^{- \frac{(A_e-\mu_{A_e})^2}{2\sigma_{A_e}^2}}$$  \hspace{1cm} (14)

where, $\mu_{A_e}$ and $\sigma_{A_e}$ are the mean and standard deviation of the target effective cross section area respectively. Observing the results in Fig. 7, it can be seen that the effective target cross section area variation is small with a $\sigma_{A_e} = 4$ and a large mean $\mu_{A_e} = 50$. Thus, the average value of target cross section area is used. In other words, the target effective cross section area is modeled as a random variable with mean $(\mu_{A_e})$ and very small variance, which is ignored.

The received reflected signal from target is given as:

$$P_r = A_o \rho$$  \hspace{1cm} (15)

where, $A_o$ is the LiDAL channel gain for a target located at $R_{FOV}^{Max}$ as in equations (2) and (3) of bistatic and monostatic LiDAL systems respectively; and $\rho$ is a Gaussian random variable described in equation (13). Thus, the PDF of the received reflected signal $p(P_r)$ without noise can be defined as:

$$p(P_r) = \frac{1}{\sigma_s\sqrt{2\pi}} e^{- \frac{(P_r-\mu)^2}{2\sigma_s^2}}$$  \hspace{1cm} (16)

where, $(\mu = A_o\sigma_{\rho})$ and $(\sigma_s = A_o\sigma_{\rho})$ are the mean and standard deviation of the received reflected signal. Equation (16) represents a Gaussian random variable scaled by a positive constant representing the LiDAL channel gain for a target located at $R_{FOV}^{Max}$.

In the OW channel, ambient light induces shot noise in the photodetector receiver in addition to the thermal noise of the receiver amplifier. This noise is modeled as a white Gaussian noise [29] with zero mean and variance of $\sigma_t^2$ (see equation 6). The noise probability density is given as:

$$p(n) = \frac{1}{\sqrt{2\pi}\sigma_t} e^{- \frac{n^2}{2\sigma_t^2}}$$  \hspace{1cm} (17)

where $n$ is the total detected noise current in the receiver and $\sigma_t$ is the noise current standard deviation.

The noise is statistically independent and additive to the received reflected signal from the target. The shot noise due to the signal presence may be neglected compared to the thermal and shot ambient noises. Therefore, the joint probability
density of the received signal in the presence of noise \( p(p_r) \) is written as:

\[
p(p_r) = \frac{1}{\sqrt{2\pi \sigma^2 \alpha^2}} e^{-\left(\frac{(p_r - \mu)^2}{2(\sigma^2 + \alpha^2)}\right)}
\]  

(18)

where, \( \mu \) and \( \sqrt{\left(\sigma^2 + \alpha^2\right)} \) are the mean and standard deviation of the received reflected random signal in noise.

**F. LiDAL Optimum Receiver Design**

We used Bayes receivers and signal space theory to design an optimum receiver structure for LiDAL taking into account the minimization of the average cost of making decisions and the error in target detection. We then design a sub-optimum receiver. Bayes criterion takes into account the impact of the cost of making a wrong decision in different LiDAL applications by setting an optimum detection threshold. For the sub-optimum receiver we also establish detection thresholds.

For instance, in a people counting application the cost of miss-detecting people may be low, however, for a LiDAL threshold.

**1) Optimum Detection Threshold Analysis (Hard Decision)**

We analyzed the optimum detection threshold for the LiDAL receiver considering the fluctuation of the received reflected signal and the cost of making a decision on LiDAL given the application considered. In LiDAL, the goal is to decide the presence or absence of a received reflected signal from a target in the presence of noise. This situation can be cast into two hypotheses. Let \( H_1 \) represent the hypothesis where noise is present and the reflected signal (from the target) is absent. Let \( H_2 \) represent the hypothesis where both the received signal (from target) and noise are present. The PDF of \( H_1 \) can be written as:

\[
F_z(z|H_1) = \frac{1}{\sqrt{2\pi \sigma_1^2}} e^{-\left(\frac{z^2}{2\sigma_1^2}\right)}
\]  

(19)

and the PDF of \( H_2 \) is given as:

\[
F_z(z|H_2) = \frac{1}{\sqrt{2\pi \sigma_2^2}} e^{-\left(\frac{(z-\mu)^2}{2\sigma_2^2}\right)}
\]  

(20)

where, \( \sigma_2^2 \) and \( \mu \) are the variance and the mean of the received signal in \( H_2 \) with \( \sigma_2^2 = (\sigma_s^2 + \alpha^2) \), see equation (18).

The Bayesian average cost of making decision \( C(D) \) is given as [48], [49]:

\[
C(D) = (p_o \alpha_{21} + q_o \alpha_{22}) + \int (q_o(\alpha_{12} - \alpha_{22})F_z(z|H_2) - (p_o(\alpha_{21} - \alpha_{11})F_z(z|H_1))dz
\]  

(21)

where, \( p_o \) and \( q_o \) are the prior probabilities of \( H_1 \) and \( H_2 \) respectively. For LiDAL, we define the four prior costs as : \( \alpha_{11} \) which is the cost of deciding that the target is absent when it is true, \( \alpha_{22} \) is the cost of deciding the target is present when it is true, \( \alpha_{12} \) is the cost of deciding the target is absent when it is false and \( \alpha_{21} \) is the cost of deciding the target is present when it is false. It should be observed that \( p_o \) and \( q_o \) were set to 0.5 which is a general case where it is equally likely to have a target or no target (for example in an indoor environment). In particular dense (user wise) indoor environments \( q_o \) may be higher than \( p_o \) and the converse is true in sparse indoor environments. Therefore, the parameters can be determined accordingly. We are interested in the costs of wrong decisions (\( \alpha_{12} \) and \( \alpha_{21} \)), hence we assumed \( \alpha_{11} \) and \( \alpha_{22} \) (costs of correct decisions) are equal to zero. To clarify this, \( \alpha_{12} \) is defined as the cost of missing a target, while \( \alpha_{21} \) is defined as the cost of a false alarm. Note that, \( \alpha_{12} \) should be set higher than \( \alpha_{21} \), for security applications where missing a target is worse than a false alarm. However we are interested here in target counting applications, and therefore \( \alpha_{12} \) was set equal to \( \alpha_{21} \) where both wrong decisions equally contribute to wrong counting. Thus, the LiDAL average cost of making decision \( C(D)_{VLP} \) can be written as:

\[
C(D)_{VLP} = p_o \alpha_{21} + \left( q_o \alpha_{12} \int F_z(z|H_2)dz - p_o \alpha_{21} \int F_z(z|H_1)dz \right).
\]  

(22)

The first term of (22) represents the fixed cost while the second term represents the variable cost. We wish to minimize the second term of (22) by choosing the value of \( z \). Mathematically (22) can be summarized by a pair of inequalities, and can thus be re-written as:

\[
q_o \alpha_{12} F_z(z|H_2) H_1 \leq p_o \alpha_{21} F_z(z|H_1) H_2.
\]  

(23)

For LiDAL, we define \( \gamma_{FA} \) and \( \gamma_{FP} \) as the cost factors of missing the target and false alarm respectively. Therefore, \( \gamma_{FA} \) (FA is False Absence) is given as:

\[
\gamma_{FA} = q_o \alpha_{12}
\]  

(24)

and the \( \gamma_{FP} \) (FP is False Presence) is given as:

\[
\gamma_{FP} = p_o \alpha_{21}.
\]  

(25)

Thus, we get:

\[
\frac{F_z(z|H_2)}{F_z(z|H_1)} \leq \frac{H_1}{H_2} \frac{\gamma_{FP}}{\gamma_{FA}}
\]  

(26)

where \( F_z(z|\alpha) \) is the LiDAL likelihood test threshold, and \( \frac{F_z(z|H_2)}{F_z(z|H_1)} \) is the LiDAL likelihood test ratio.
Substituting equations (19) and (20) into equation (26), the optimum detection threshold \(D_{th}\) can be derived as (27), as shown at the bottom of this page, where, we define \(\beta_\sigma = \left(\frac{\sigma_t^2 + \sigma_I^2}{\sigma_I^2}\right)\) as a colour factor where \(\beta_\sigma \geq 1\). The colour factor \(\beta_\sigma\) is a measure of the variation in the received reflected signal due to the colour worn by the target, versus the variation in the received signal due to noise. For example, if all the targets wore the same colour, then \(\sigma_t^2 = 0\) and \(\beta_\sigma = 1\). At the other extreme, if the colors worn by the targets are very different and the receiver noise is very small, \(\beta_\sigma \rightarrow \infty\). It is worth observing that in addition to colour, other optical properties of the target coating affect \(\beta_\sigma\), such as the material used in the clothing (e.g. cotton versus polyester).

As can be noted in Fig. 8, when the weights of cost factors are equal (\(\gamma_{FP} = \gamma_{FA} = 1\)) and \(\beta_\sigma \approx 1\) (i.e. the value of signal variance is very small \(\sigma_t \approx 0\)), the optimum \(D_{th} \approx \frac{\mu}{2}\). This case is the classical scenario [49], which acts to validate our derivation of equation (27). Fig. 8 shows the main operating region for the LiDAL detection system. Firstly, the LiDAL system can be used for counting purposes only. In other words, to count the number of human pedestrians. Here the cost of missing a target and the cost of a false alarm are identical as they result in equal counting errors. This is represented by \(\gamma_{FP} = \gamma_{FA}\). Secondly, if the application is such as that there is high cost associated with falsely identifying the presence of a target in the indoor environment, then the detection threshold is set high, represented for example by \(\gamma_{FP} = 10\) and \(\gamma_{FA} = 1\) in Fig. 8. Finally, if the cost of missing a human pedestrian target is very high (security or safety application), then the threshold should be set very low as shown in Fig. 8 where for example \(\gamma_{FP} = 1\) and \(\gamma_{FA} = 10\) and \(\gamma_{FA} = 100\).

2) LiDAL OPTIMUM DETECTOR

We use the term detector here to imply and include the initial signal detection by the optical receiver, followed by its optimum processing and finally decision making. We implemented a MAP detection approach in LiDAL to design an optimum receiver based on observation of the received reflected signal(s); and hence calculation of the posterior probability to minimize the probability of decision errors [48]. In LiDAL, a single transmitted pulse is sent and is reflected from the target(s) to the receiver where the receiver uses a finite listening time. The LiDAL receiver listening time \((T_s)\) is divided into \(N\) time slots. Two cases arise, the single target case and the multiple targets case. In the single target case, (i) if the target presence in all spatial locations is equally likely, then the time slots have equal prior probabilities for target reception; (ii) in the single target case, however, the reception of a pulse in a time slot implies that the remaining time slots (if any) will contain no pulses, hence the independence of the time slots does not hold. In the multiple targets case, condition (i) holds, and further in (ii) the reception of a pulse does not exclude the remaining time slots from having targets / pulses. Therefore, independence of the time slots can be assumed (ignoring instances where targets may walk in pairs for example). Therefore, we assume here equal prior probabilities for the time slots and assume the independence of the time slots, which is a general common case. The LiDAL receiver has to optimally determine (i) target presence, (ii) number of targets (number of time slots containing pulses) and (iii) identify the time slot (target’s range).

The time slot width \((T_s)\) is related to the desired LiDAL resolution and target ranging accuracy. Therefore, we select a time slot width equal to the transmitted pulse width \((T_s = \tau)\) in order to obtain a \(\Delta R = 30cm\) resolution. This 30cm resolution corresponds to the minimum typical separation of interest between humans in an indoor environment. Selecting narrower pulses can improve the resolution, however this is not needed and can lead to higher dispersion in the channel.

\[
D_{th} \approx \frac{H_1}{H_2} \sqrt{\frac{\mu^2}{(\beta_\sigma - 1)^2} + \frac{\mu^2}{\beta_\sigma - 1} + \frac{2(\sigma_t^2 + \sigma_I^2)}{\beta_\sigma - 1} \left(\ln \frac{\gamma_{FP}}{\gamma_{FA}} - \ln \frac{\sigma_I}{\sqrt{\sigma_t^2 + \sigma_I^2}}\right) - \left(\frac{\mu}{\beta_\sigma - 1}\right)} \]  
(27)
Here we analyze three cases of interest: Single target case, multiple targets case and multiple targets with channel dispersion.

Case I Assumptions: Single target, noise present, no channel dispersion, the receiver’s $N$ time slots are orthogonal (i.e. only one received reflected pulse), the received reflected pulse may fit into a single time slot, or overlap with a neighbor time slot (i.e. the received pulse is shifted in the listening frame depending on target location and may occur at the boundary of the time slot), and independent time slots. For the purpose of this case, the objectives of the designed receiver are detecting the target presence and its range.

Case I is similar to M-ary orthogonal signals (pulse position modulation (PPM)) [49], where a single transmitted pulse is reflected from one target and received by a time slot $T_1$. The MAP rule for minimum probability of error is given as [48], [49]:

$$P(H_i|z_1, \ldots, z_N) = \frac{f_z(z_1, \ldots, z_N|H_i)P(H_i)}{f_z(z_1, \ldots, z_N)}$$  \hspace{1cm} (28)

where, $Z = [z_1, \ldots, z_N]$ is the observed received signal vector in $N$ time slots and $P(H_i)$ is the probability of receiving $H_i$, with $P(H_i) = \left(\frac{1}{N+1}\right)$, $i \in \{1, \ldots, N + 1\}$; $P(H_i)$ takes these values since the received reflected signal from a target can be present (equi-probably) in any of $N$ time slots depending on the target location. Note that, $P(H_1)$ and $f_z(z_1, \ldots, z_N)$ do not depend on $H_i$ [48]. Therefore, we require a receiver to calculate $f_z(z_1, \ldots, z_N|H_i)$ and choose the $H_i$ associated with the largest probability [49].

The orthonormal expansion of the received signal can be written as [49]:

$$Z_j = \int_0^T (p_r(t) + n(t)) \phi_j(t) \, dt \quad j \in \{1, \ldots, N\}$$  \hspace{1cm} (29)

where, $p_r(t)$ is the received signal, $n(t)$ is the noise and $\phi_j(t)$ is the orthonormal basis function chosen as:

$$\int_0^T \phi_u(t) \phi_j(t) \, dt = \begin{cases} 1, & u = j \\ 0, & u \neq j \end{cases}$$  \hspace{1cm} (30)

where, $\phi_j(t) = \prod_t (t - jT_s)$. It should be noted that $z_1, \ldots, z_N$ are uncorrelated and statistically independent. Therefore their joint probability is given as:

$$f_z(z_1, \ldots, z_N|H_i) = \prod_{j=1}^N f_z(z_j|H_i) \quad i \in \{1, \ldots, N + 1\}$$  \hspace{1cm} (31)

The mean and variance of hypothesis $H_i$ are given as:

$$E \{Z_j | H_i\} = A_{ij}$$  \hspace{1cm} (32)

$$\text{var} \{Z_j | H_i\} = \sigma^2$$  \hspace{1cm} (33)

where $A_{ij}$ is the orthonormal coefficient given as [49]:

$$A_{ij} = \int_0^T p_r(t) \phi_j(t) \, dt$$  \hspace{1cm} (34)

Equation (35) can be rewritten as:

$$f_z(z_1, \ldots, z_N | H_i) = \frac{\prod_{j=1}^N \left(1 + \sigma^2 \frac{\left(\sum_{j=1}^{N} (z_j - A_{ij})^2 \right)}{2\pi} \right)}{\sigma^{N/2}}$$  \hspace{1cm} (35)

$$f_z(z_1, \ldots, z_N | H_i) = e^{-\frac{\left(\sum_{j=1}^{N} (z_j - A_{ij})^2 \right)}{2\sigma^2}}$$  \hspace{1cm} (36)

Thus,

$$f_z(z_1, \ldots, z_N | H_i) = \frac{e^{-\frac{1}{2\sigma^2}(\|z - A\|^2)}}{\sigma^{N/2}}$$  \hspace{1cm} (37)

where:

$$s_j(t) = \sum_{j=1}^N A_{ij} \phi_j(t)$$  \hspace{1cm} (38)

Therefore, as equation (37) shows, the optimum receiver that maximizes the likelihood is one that minimizes the distance between $z$ and $s_j$. In other words, it is a receiver that chooses the minimum distance to the orthonormal coefficient coordinates.

For instance when $N = 2$, we have three hypotheses: (i) $H_0$ no target and both time slots contain only noise (note equation 19 for $F_2(z|H_1)$), (ii) $H_1$ time slot $T_{s_1}$ contains the received reflected signal form a target with noise and $T_{s_2}$ contains only noise and (iii) $H_2$ time slot $T_{s_1}$ contains only noise and $T_{s_2}$ contains the received reflected signal with noise. The receiver decision rule for $H_1$ and $H_2$ will be to compare the values of $z_j$ to the orthonormal coefficient values and select the minimum distance to the orthonormal coefficients as illustrated in Table V. However, for $H_0$ all time slots (i.e. $z_j$ values) have comparable energy.

Fig. 9a shows the optimum LiDAL receiver structure to be used to detect a single target (see Case I) based on the analysis of Table 5 and equation (29). Each branch uses one of the orthonormal functions (see shift register) and an integrator to determine the $N$ dimensional expansion point collectively between the branches. Therefore, after observing the received signal in $N$ time slots during the listening time ($T = NT_s$), the receiver decides the target presence and range (related to $T_s$) through the decision circuit. Fig. 9b presents an example of the orthonormal functions $\phi_j(t)$ for $N = 4$ time slots with $T_s = 2$ns for three radar (LiDAL) scans during the $T$ listening time.

**TABLE 5. Single target detection in time slots.**

| Observation | Decision |
|-------------|----------|
| $f_z(x_1, x_2 | H_1)$ > $f_z(x_1, x_2 | H_2)$ ⇒ $x_1 > x_2$ | $H_1$ |
| $f_z(x_1, x_2 | H_2)$ > $f_z(x_1, x_2 | H_1)$ ⇒ $x_2 > x_1$ | $H_2$ |
| $f_z(x_1, x_2 | H_1) > f_z(x_1, x_2 | H_m)$ ∀$m \in \{1, \ldots, N\}, m \neq j$ | $H_1$ |
Substituting equations (29) and (17) in equation (39), we get:

\[ P_c = P(z_j | H_i) = P(z_j > z_m) \] where \( m \in \{1, .., N\} \), \( m \neq j \). \hfill (39)

Substituting equations (29) and (17) in equation (39), we get:

\[ P_c = \left( \int_{-\infty}^{D_{in}} e^{-\frac{(z_j - z_m)^2}{2\sigma_t^2}} dn \right)^{N-1} \] \hfill (40)

Case II Assumptions: Multiple targets, target locations are spaced by \( \Delta R \) or more, noise is present, no channel dispersion, the receiver \( N \) time slots are orthogonal, but the received multiple reflected pulses from \( k \) targets \( (k \leq N) \) may be shifted depending on the targets locations and hence the received pulses are not orthogonal. We do not consider the case where there are more targets than time slots, which is an extension that warrants further investigation. We consider this situation however in the imaging receiver case in Section V.

a: EXHAUSTIVE SEARCH RECEIVER (ESR)

In this section, we propose an optimum receiver for Case II based on an exhaustive search algorithm as follows:

1. The receiver observes the reflected signal \( p_r \) and produces the orthonormal expansion \( Z \) for the \( N \) time slots in the presence of noise.
2. First, the receiver’s decision block (as can be seen in Fig. 9a) compares these \( N \) orthonormal coefficients coordinates to the ‘no target’ hypothesis as all \( N \) time slots contain only noise, where the observed \( N \) orthonormal coordinates are \( (z_1, z_2, .., z_N) \) and the orthonormal coefficient are \( (A_{v1}, A_{v2}, .., A_{vN}) \). For the no target case, \( A_j = 0, \forall j \) and the error \( e_v \) can be defined as:

\[ e_v = \sum_{j=1}^{N} ||z_j - A_j||^2 \] \hfill (41)

3. The decision block then compares the observed \( N \) orthonormal coefficients coordinates to the coefficients associated with the presence of a single target hypothesis; where there are \( N \) possible time slots to receive the reflected signal from the target, yielding \( N \) candidate answers; and calculate their errors (see equation (41)).
4. Next, the decision block calculates the errors assuming the presence of two targets, where there are \( \frac{N(N-1)}{2} \) candidate answers. Thus, the total candidate answers \( (C_A) \) for \( N \) time slots and \( k \) targets can be defined as:

\[ C_A = 1 + \sum_{k=1}^{N} \frac{N!}{(N-k)!k!} \quad N \geq k \] \hfill (42)

5. Finally the decision block continues to find the errors for all cases and chooses the \( v \)-th case (number of targets and their time slots) which has the minimum error:

\[ v = \arg \min_v \left( \sum_{v=1}^{C_A} e_v \right) \quad v \in \{1, .., C_A\} \] \hfill (43)

For example, a LiDAL system with listening time divided into \( N = 14 \) time slots and maximum counted targets of \( k = 10 \), the total candidate answers are \( C_A = 15914 \). Therefore, the exhaustive search receiver may be very complex to implement for the LiDAL system. It should be noted however that the exhaustive search receiver visits and compares all the possible answers and thus its probability of correct decisions converges to that in (40), [49].

b: SUB-OPTIMUM RECEIVER (SOR)

In this section, we introduce a sub-optimum receiver with lower complexity compared to the exhaustive search receiver. Following the analysis of the MAP rules, Fig. 10 presents the sub-optimum receiver for Case II. For the sake of simplifying the analysis of Case II, let us assume two targets, \( k = 2 \), detection in \( N = 2 \) time slots. Hence, we have four hypotheses: (i) \( H_0 \) noise present only and targets are absent, (ii) \( H_1 \) a single target is present at \( T_{t1} \) with noise, (iii) \( H_2 \) a single target is present at \( T_{s2} \) with noise and
TABLE 6. Multiple targets detection hypotheses with N time slots.

| Hypothesis                                      | Observation | Decision |
|-------------------------------------------------|-------------|----------|
| No target \((T_{s_1})\) and \((T_{s_2})\)       | \(z_1,z_2 < D_{thL}\) | \(H_0\)  |
| One target \((T_{s_1})\)                        | \(f(x_1,x_2|H_1) > f(x_1,x_2|H_2) \ \forall \ i,i \neq 1\) | \(H_1\)  |
| One target \((T_{s_2})\)                        | \(f(x_1,x_2|H_1) > f(x_1,x_2|H_2) \ \forall \ i,i \neq 2\) | \(H_2\)  |
| Two targets at \((T_{s_1})\) and \((T_{s_2})\)  | \(z_1,z_2 > D_{thH}\) | \(H_3\)  |

(iv) \(H_3\) two targets present at \(T_{s_1}\) and \(T_{s_2}\) with noise. Table 6 illustrates the four possible hypotheses and receiver observation with the decision. To determine \(H_0\) with minimum error, a comparator is connected at the output of each correlator to determine the presence/absence of the received reflected signal at each time slot compared to a lower detection threshold \(D_{thL}\) as can be seen in Fig. 10. In addition, the receiver has to determine whether there is a single reflected pulse located between two neighboring time slots (i.e. the correct decision is \(H_1\) or \(H_2\)) or there are two reflected pulses from two targets received in the two time slots (i.e. the correct decision is \(H_3\)). Consequently, we set up a second comparator at the output of each correlator with a high detection threshold \(D_{thH}\) as can be seen in Fig. 10. Therefore, the final receiver decision block decides as follows:

1. If the observed received signal \(z_j\) is below \(D_{thL}\), then the target is absent in \(T_{s_j}\).
2. If the observed received signal \(z_j\) is above \(D_{thH}\), then the target is present in \(T_{s_j}\).
3. If the observed received signal \(z_j\) is above \(D_{thL}\) and below \(D_{thH}\), then it is a pulse received in two neighboring time slots \(T_{s_j}, T_{s_j+1}\). Thus the decision circuit compares \(z_j\) with \(z_{j+1}\) and selects the largest.

It should be noted that the lower threshold, \(D_{thL}\), is selected based on the application and the acceptable probabilities of false alarms and misses. This is discussed in detail in Section V where the results in Fig. 20 and Fig. 21 are used to select the detection threshold. For example, if false alarms are to be avoided, a high threshold should be set. This however leads to missing targets. In our current application, the purpose is to count people and therefore high false alarms are accepted to ensure that every target is counted and localized. For example, we chose in Section V a high false alarm probability of 0.1. This led (from Fig. 20) to a detection probability of 0.92 and hence a threshold of 0.32 times the received signal, where the evaluation was done at maximum range. In terms of the high detection threshold, \(D_{thH}\), the worst detection case occurs when a pulse is received in a position such that it is exactly equally split between two neighboring slots. We have thus set the high detection threshold to half the received power in this sub-optimum receiver.

Case III Assumptions: These are the same as Case II, but now we consider the effects of the optical channel propagation. The LiDAL channel can be heavily dispersive as shown in Figs 3c, 3d. The narrow-transmitted pulse and receiver time slot widths cause: (i) pulse spreading (over two or more neighboring time slots) of the received pulse reflected from a single target. This leads to a decrease in the probability of correct decision for the proposed LiDAL optimum receivers (ESR and SOR); (ii) ambiguity in target location due to the pulse spread over multiple time slots.
To eliminate the effect of the inter-time slots interference (ITI), the receiver time slot width must be selected according to the minimum LiDAL channel bandwidth where the optimum time slot width $T_{\text{opt}}$ for ITI free operation can be chosen as $T_{\text{opt}} = \frac{1}{BW_{\text{min}}}$. The optimum time slot width for ITI free operation is $T_{\text{opt}} = 12\text{ns}$ in the room in Section II.B using the system parameters in that section. However, for $T_s = 12\text{ns}$, the radar (LiDAL) detection resolution $\Delta R$ will decrease significantly by a factor of 6 (from $\Delta R = 0.3\text{m}$ to $\Delta R = 1.8\text{m}$). Thus, the time slot width was chosen in Section II.C to maintain the desired radar detection resolution of $\Delta R = 0.3\text{m}$ with $T_s = 2\text{ns}$. Therefore, we implemented a zero forcing equalizer (ZFE) in the LiDAL receiver to equalize the channel [50], [51], [52]. In other words, to minimize the inter-time slots interference, while maintaining the selected time slot width ($T_s = 2\text{ns}$) for optimum radar detection resolution.

We designed the ZFE to equalize the LiDAL channel at the worst target location. Table 7 illustrates the noise enhancement and LiDAL channel delay spread with number of ZFE taps. The ZFE consists of 7-taps weighted finite impulse response filter (FIR). The weights $c[-l, \ldots, l]$ were optimized according to [52]. The ZFE output signal is written as:

$$y_{\text{ZFE}}(t) = \sum_{n=-l}^{l} c_n p_r(t - nT)$$  \hspace{1cm} (44)

The noise variance after ZFE can be given as [52]:

$$\sigma_{\text{ZFE}}^2 = \sigma_t^2 \sum_{n=-l}^{l} c_n^2.$$  \hspace{1cm} (45)

Note that, for the ZFE design $\sum_{n=1}^{K} c_n^2$ is 1.2 and therefore the new variance $\sigma_{\text{ZFE}}^2 = 1.2\sigma_t^2$.

The receiver listening time is divided into $N = 4$ time slots (which is the number of time slots needed to cover one optical footprint whose radius is 1.2m, Fig 2, and with $\Delta R = 0.3\text{m}$). Results for the SOR will be reported in Section VII.

### IV. TARGET DISTINGUISHING APPROACHES AND MOBILITY MODELLING IN REALISTIC ENVIRONMENT

To detect the desired targets (humans in our case) using LiDAL, first the unwanted reflected signals from the environment obstacles must be eliminated through signal processing then detection and localization of the target follows using an optimum receiver in conjunction with an operating algorithm. Hence, the most important task in LiDAL is to distinguish the target reflected signal from the background obstacles reflections in a realistic indoor environment. We considered an active target located in a realistic environment (office room in Fig 1a). We define an ‘active target’ as a target that has the ability to be mobile, standing, sitting and moving in general which are considered a unique signature that can be used to identify the target from the static obstacles in the realistic environment. In other words, the received reflected signal from the target is time-variant due to target activity while the background obstacles reflections are time-invariant (here we ignore for example the potential slow OW channel variations due to oscillations of indoor fans and the fast variations due to fan blades rotation for example). Thus, by monitoring multiple received signals for a duration of time, it is possible to eliminate the time-invariant signals and detect the changes in the signals reflected from the target movement.

In this paper, we considered and analyzed two main approaches for target detection in a realistic environment. Firstly, a background subtraction method was developed to distinguish the target from background obstacles under the assumption that the realistic environment obstacles are static. Here, the target is detected by distinguishing the background reflections in multiple LiDAL measurements/scans. Secondly, a cross-correlation method is used to identify the changes in the LiDAL received signal scans in order to establish the target mobility. Furthermore, we have considered two types of target movement which describe pedestrian and nomadic targets. The target behavior is modeled as; (i) a random walk using a model that avoids obstacles employing Markov chains. This may suit a small environment where a target may move randomly if the environment is mostly empty; (ii) a pathway model where the target chooses to walk on certain fixed paths due to the layout of the indoor environment.

#### A. BACKGROUND SUBTRACTION METHOD (BSM)

The background subtraction method was investigated and implemented practically in [53]–[55] for UWB radar and camera surveillance systems. This method has poor performance only in cases where a target is moving (i.e. horizontal movement) and its signal reflections arrive at the same time during radar scans leading to ambiguity in single mobile target detection [54]–[56]. In LiDAL systems we introduce and make use of collaboration between monostatic and bistatic LiDAL configurations to eliminate the ambiguity in mobile target detection.

To develop the BSM concept in LiDAL we first considered a BSM example under two assumptions (which we remove later) (a) single mobile target with a single stationary background obstacle and zero reflections from the room’s floor and walls; (b) there is no ambiguity between the target and the background obstacle (i.e. the target and the obstacle are separated by a minimum distance of $\Delta R$ or more). The received signal is $p_r(t)$ representing the $i^{th}$ snapshot measurement

| Number of ZFE taps | Delay Spread (ns) | Noise Variance |
|--------------------|------------------|----------------|
| 0                  | 4.5              | $\sigma_t^2 = 1.0\sigma_t^2$ |
| 1                  | 4.44             | $\sigma_t^2 = 1.0\sigma_t^2$ |
| 3                  | 3.13             | $\sigma_t^2 = 1.15\sigma_t^2$ |
| 5                  | 1.43             | $\sigma_t^2 = 1.17\sigma_t^2$ |
| 7                  | 1.02             | $\sigma_t^2 = 1.2\sigma_t^2$ |
| 9                  | 1.01             | $\sigma_t^2 = 1.22\sigma_t^2$ |
taken during a time frame of duration $T$ in the presence of noise. The received signal is a superposition of the signals reflected from the target, background object and noise, thus $p_r(t)$ can be expressed as:

$$p_r(t) = \alpha_i m(t - t_m) + \beta_i b(t - t_b) + n(t)$$  \hspace{1cm} (46)$$

where $m(t)$ is the reflected signal from the target, $b(t)$ is the reflected signal from the background obstacle, $n(t)$ is the noise during the $i^{th}$ snapshot, $\alpha$ and $\beta$ are the attenuation factors due to signal propagation and $t_m$, $t_b$ are the time delays for target and background signals respectively. It should be noted that $(t_m - t_b|\geq \tau)$ according to assumption (b). The BSM requires at least two snapshots to distinguish a pedestrian target and eliminate the background reflections. Thus, the received signal for the next snapshot $(i+1)$ is given as:

$$p_{r(i+1)}(t) = \alpha_{i+1} m(t - t_{m_{i+1}}) + \beta_{i+1} b(t - t_{b_{i+1}}) + n_{i+1}(t).$$  \hspace{1cm} (47)$$

The subtraction of equations (46) and (47) yields:

$$y_s(t) = \alpha_{i+1} m(t - t_{m_{i+1}}) - \alpha_i m(t - t_m) + (n_{i+1}(t) - n_{i}(t))$$  \hspace{1cm} (48)$$

where $t_{m_{i+1}} \neq t_m$ as the target is assumed to move while $t_{b_{i+1}} = t_b$ due to the stationary obstacle. Equation (57) results in perfect elimination of the reflected signal from the background obstacle only if \( (\beta_{i+1} = \beta_i) \). However, part of the signal reflected from the target (due to multiple reflections) may contribute to the reflected signal from the obstacle. This is attributed to the presence of the target and its movement which may also block partially the signal reflected by the obstacle. This leads to $\beta_{i+1} \neq \beta_i \rightarrow \beta_{i+1} = \omega_i \beta_i$, where $\omega_i$ is the target impact factor on background reflections due to target presence and/or movement. Thus $y_s(t)$ is written as:

$$y_s(t) = \alpha_{i+1} m(t - t_{m_{i+1}}) + \alpha_i m(t - t_m) + \beta_i (\omega_i - 1) b(t - t_b) + (n_{i+1}(t) - n_{i}(t)).$$  \hspace{1cm} (49)$$

The subtracted signal term $\beta_i (\omega_i - 1) b(t - \lambda_{i})$ of equation (49) may be interpreted as a reflected signal from a target if $\beta_i (\omega_i - 1) b(t - t_b) \geq D_{bh}$ and this can lead to false target distinguishing. Furthermore, the subtracted noise term $(n_{i+1}(t) - n_{i}(t))$ has a variance $\sigma_n^2$ equal to $2\sigma_n^2$. Note that, the lower detection threshold $D_{bh}$ introduced in this work is based on two hypotheses $H_0$ only noise is present and $H_1$ noise and target are present. Thus, this leads to a new hypothesis which we have not included and will be considered in future work. It is however typically not an issue for the imaging receivers in Section VI due to their narrow FOV.

Fig. 11 shows an example of two snapshot measurements for a mobile target and a stationary obstacle. As can be seen in Fig. 11 the BSM of the snapshots may lead to false target distinguishing due to target movement which affects the signal reflected by the stationary obstacle. The simulation in Fig. 11 was carried out in a room (4m×8m×3m) in the presence of a single target and background obstacle located at ranges of 2m and 3m receptivity. A monastic LiDAL setup was used where the transmitter and receiver are located at the center of the room’s ceiling. Fig. 12 illustrates the proposed LiDAL receiver for target detection and distinguishing using BSM with the sub-optimum receiver.

**B. CROSS-CORRELATION METHOD (CCM)**

If there is target motion with continuous velocity (mobile) or discrete velocity (nomadic) in an indoor environment, the target can then be distinguished relative to the stationary background furniture by monitoring the changes in the received reflected signals through the use of multiple snapshots. We employed cross-correlation to identify the correlation between the snapshot measurements of the received reflected signals. Although there is relative motion between the target and TRx unit, Doppler techniques cannot be used

![Figure 11. Results of BSM of the received snapshots measurements.](image1)

![Figure 12. Receiver block diagram of LiDAL with BSM.](image2)
in LiDAL systems due to the limited target speed. Furthermore, cross-correlation is better than Doppler methods at low speeds, for example to estimate low velocity dispersion using ultrasound signals [57]. Also, cross-correlation has the advantage of detecting weak signals [58]. The peak displacement resulting from the cross-correlation between the two snapshots indicates target movement as the background obstacles are stationary and can also be used to determine target range.

In using cross-correlation we firstly look at coarse time scales to determine if there is a mobile target. We refer to this as fast cross-correlation. Here two snapshots are correlated over the full observation time window $T$. If target movement is detected, then a finer time scale cross-correlation is carried out at the slot level comparing two or more time slots, and carrying out each time a cross-correlation of up to $S$ snapshots. We refer to this finer cross-cross-correlation as slow cross-correlation. We furthermore define a binary Target Movement Indicator (TMI) whose value is equal to one if the fast or the slow cross-correlations show a change; TMI is equal to zero otherwise. Fig. 13 presents the proposed LiDAL snapshot measurements cube for target movement and shows equal to zero otherwise. Fig. 13 presents the proposed LiDAL fast or the slow cross-correlations show a change, TMI is equal to one if the snapshots. We refer to this finer cross-cross-correlation as slow cross-correlation. Finally, the associated with fast cross-correlation when two snapshots are cross-correlated. Finally, the axis of Fig. 13 represents the TMI values associated with each time slots. The value of the TMI weights are integrated in the proposed LiDAL sub-optimum receiver to detect and localize the targets as will be discussed in conjunction with Fig. 15.

1) FAST CROSS-CORRELATION

To investigate the performance of the proposed cross-correlation method let us consider (i) a single mobile target with a stationary background obstacle, (ii) no ambiguity (i.e. the minimum distance between the mobile target and the background obstacle is $\Delta R$ or more) and (iii) white Gaussian noise due to the receiver and ambient noise as discussed in Section III. Here, we analyze the key scenarios of interest and in particular we consider five propositions / scenarios to test the fast cross-correlation method to decide the TMI.

**Proposition I:** we assume that there is no target in the environment, only (background) an obstacle in the two snapshot measurements ($i, i+1$) as can be seen in Fig. 14a. The received signal reflected from the obstacle in the presence of noise in the $i$th snapshot, $p_i(t)$, can be expressed as:

$$p_i(t) = \beta b(t - t_b) + n_i(t)$$  \hspace{1cm} (50)

and the received signal $p_{i+1}(t)$ is given as:

$$p_{i+1}(t) = \beta_{i+1}b(t - t_{b_{i+1}}) + n_{i+1}(t).$$ \hspace{1cm} (51)

The fast cross-correlation function ($R_{p_i,p_{i+1}}$) of equations (50) and (51) over the listening time $T$ is:

$$R_{p_i,p_{i+1}}(\tau) = R_{bb}(\tau) + R_{bn}(\tau) + R_{nn}(\tau)$$ \hspace{1cm} (52)

where the term $R_{bb}$ is an auto-correlation function of the received signal from the obstacle which is defined as:

$$R_{bb}(\tau) \triangleq \int_{-T}^{T} \beta b(t - t_b) \beta_{i+1} b(t - t_{b_{i+1}} + \tau) dt$$ \hspace{1cm} (53)

and $R_{nn}$ is the cross-correlation of the received signal (from the obstacle) with noise; and $R_{bn}$ is the noise auto-correlation. These two correlations are given as:

$$R_{bn}(\tau) \triangleq \int_{-T}^{T} \beta b(t - t_b) n_{i+1}(t + \tau) dt$$

$$+ \int_{-T}^{T} \beta_{i+1} b(t - t_{b_{i+1}}) n_i(t + \tau) dt$$ \hspace{1cm} (54)

and

$$R_{nn}(\tau) \triangleq \int_{-T}^{T} n_i(t) n_{i+1}(t + \tau) dt.$$ \hspace{1cm} (55)
The correlation factor \( \hat{\tau} \) (i.e., displacement factor which represents the time delay) can be calculated by determining \( \tau = \hat{\tau} \) for which \( R_{bb} \) is maximized. Therefore, \( \hat{t}_{bb} \) is defined as:

\[
\hat{t}_{bb} = \arg \max_{\tau} (R_{bb}(\tau))
\]  

(56)

It should be noted that the noises in the snapshot measurements are assumed uncorrelated and orthogonal, thus \( R_{nn} \approx 0 \) [59], [60]. Also, the value of \( R_{bn} \) can be assumed very small and can thus be neglected [59], [60]. Hence, \( R_{bb}(\hat{t}_{bb}) \) identifies whether there is a change or not between the snapshot measurements. For proposition I, the obstacle is stationary (\( t_{bi} = t_{bi+1} \forall i \)). Therefore \( \hat{t}_{bb} = 0 \), see Fig. 14b, indicates that no change took place in the “target” location (TMI=0). Note that the received signal is sampled with \( T_s = 0.01\text{ns} \) as discussed in Section III-C, which yields the x-axis scale of Fig. 14b.
Proposition II: We assumed that the target appears in the environment in the \(i^{th}\) +1 snapshot measurement while the \(i^{th}\) snapshot includes only the stationary obstacle as depicted in Fig.14c. The received signal reflected from the target and the obstacle in noise, \(p_{ri+1}(t)\), is given as:
\[
p_{ri+1}(t) = \alpha_{i+1}m(t - t_{mi+1}) + \beta_{i+1}b(t - t_{bi+1}) + n_{i+1}(t)
\]  
(57)

while \(p_{ri}(t)\) is as given in (50). Thus using (50) and (57), \(R_{p_i,p_{ri+1}}(\tau)\) is given by:
\[
R_{p_i,p_{ri+1}}(\tau) = R_{bm}(\tau) + R_{bb}(\tau) + R_{bn}(\tau) + R_{mn}(\tau) + R_{mm}(\tau)
\]
(58)

where \(R_{bm}(\tau)\) is the cross-correlation function between the signal received from the target and that received from the obstacle, while \(R_{mn}(\tau)\) is the cross-correlation between the signal reflected from the target and noise. Thus \(R_{bm}(\tau)\) is written as:
\[
R_{bm}(\tau) = \int_{-T}^{T} \beta b(t - t_b) \alpha_{i+1}m(t - t_{mi+1} + \tau) dt
\]
(59)

and the \(R_{mn}(\tau)\) is:
\[
R_{mn}(\tau) = \int_{-T}^{T} \alpha_{i+1}m(t - t_{mi+1}) n_{i+1}(t + \tau) dt.
\]
(60)

It should be noted that, \(R_{mn}(\tau)\) can be neglected in a similar fashion to the decision to neglect \(R_{bm}\). The peak in the target-obstacle cross-correlation occurs at \(t_{bm}\), which can be calculated as \(t_{bm} = \arg \max_{t} R_{bm}(\tau)\). For Proposition II, \(t_{bm} \neq 0\) and \(t_{bb} = 0\). Thus, \(t_{bm}\) indicates the change that occurred due to the target presence \((\text{TMI}=1)\) as can be seen in Fig. 14d.

Proposition III: Here, we assumed the presence of a mobile target in two successive snapshot measurements with a stationary obstacle as shown in Fig 14e. The received reflected signals are:
\[
p_{ri}(t) = \alpha_i m(t - t_i) + \beta_i b(t - t_b) + n_i(t)
\]
(61)

and:
\[
p_{ri+1}(t) = \alpha_{i+1}m(t - t_{mi+1}) + \beta_{i+1}b(t - t_{bi+1}) + n_{i+1}(t)
\]
(62)

The cross-correlation, \(R_{p_i,p_{ri+1}}\), of equations (61) and (62), gives:
\[
R_{p_i,p_{ri+1}}(\tau) = R_{nn}(\tau) + R_{mb}(\tau) + R_{bn}(\tau) + R_{bi}(\tau) + R_{ni}(\tau) + \int_{-T}^{T} \alpha_i m(t - t_i) \alpha_{i+1}m(t - t_{mi+1} + \tau) dt
\]
(63)

where \(R_{nn}(\tau)\) is the auto-correlation function of the received reflected signal from the target given as:
\[
R_{nm}(\tau) = \int_{-T}^{T} \alpha_i m(t - t_i) \alpha_{i+1}m(t - t_{mi+1} + \tau) dt
\]
(64)

The cross-correlation \(R_{mb}(\tau)\) is given as:
\[
R_{mb}(\tau) = \int_{-T}^{T} \alpha_i m(t - t_i) \beta_{i+1}b(t - t_{bi+1} + \tau) dt.
\]
(65)

The cross-correlation \(\hat{R}_{mn}(\tau)\) is given by:
\[
\hat{R}_{mn}(\tau) = \int_{-T}^{T} \alpha_i m(t - t_i) n_{i+1}(t + \tau) dt + \int_{-T}^{T} \alpha_i m(t - t_i) n_{i+1}(t + \tau) dt.
\]
(66)

The time \(\hat{t}_{mn}\) is defined as \(\hat{t}_{mn} = \arg \max_{\tau} \hat{R}_{mn}(\tau)\) while \(\hat{t}_{mb} = \arg \max \hat{R}_{mb}(\tau)\). In Proposition III, we are interested in observing the values of \(\hat{t}_{mn}, \hat{t}_{mb}, \hat{t}_{bn}, \hat{t}_{bb}\), as seen in Fig. 14f, to determine whether a change has occurred or not between the snapshot measurements.

Proposition IV: In this proposition, we assume that the target and the obstacle are stationary during the snapshot measurements as presented in Fig. 14g. Here the cross-correlations will have the same definitions as in Proposition III, however, \(t_{mi} = t_{mi+1}\) (i.e. a stationary target). Therefore, as can be seen in Fig. 14h \(\hat{t}_{mb} = \hat{t}_{bm}\) and the corresponding (side) peaks have the same magnitude.

Proposition V: We assumed in this case that in the \(i^{th}\) snapshot the target is present, while in the \((i+1)^{th}\) snapshot, only the obstacle is present (i.e. the target left the environment). This is similar to Proposition II, the case shown in Fig. 14e, but with the \(p_{ri}(t)\) and \(p_{ri+1}(t)\) exchanging their roles. Here \(\hat{t}_{mb} \neq 0\) and \(\hat{t}_{bb} = 0\). The cross-correlation will be similar to that shown in Fig. 14d.

Table 8 summarizes the fast correlation outcomes and the value of TMI associated with two consecutive snapshot measurements in LiDAL.

| Proposition | Arrival times \(t_i, t_{i+1}\) | Correlation factor \(\hat{r}\) | Decision TMI |
|-------------|-----------------------------|-----------------|--------------|
| I           | \(t_{pi}, t_{pi+1}\)       | \(\hat{r}_{bb} = 0\) | 0            |
| II          | \(t_{pi}, t_{pi+1}\)       | \(\hat{r}_{bb} = 0, \hat{r}_{mb} \neq 0\) | 1            |
| III         | \(t_{pi}, t_{pi+1}\)       | \(\hat{r}_{bb} = 0, \hat{r}_{mb} = 0\) | 0            |
| IV          | \(t_{pi}, t_{pi+1}\)       | \(\hat{r}_{bb} = 0, \hat{r}_{mb} \neq 0\) | 1            |

2) SLOW CROSS-CORRELATION

The slow cross-correlation is employed over the duration of the time slot \(T_s\) where the same time slot in the frame is considered over several (S) consecutive snapshots measurements. The cross-correlation \(R_{xy}(\tau, T_s)\) can be given as:
\[
R_{p_i,p_{ri+1}}(\tau, T_s) = \int_{-T}^{T} p_{ri+1}(t - T_s + \tau) \sum_{i=1}^{S} p_i(t - T_s) dt
\]
(67)

where, \(i \in [1, ..S]\) and \(S\) is the total number of snapshots.

The time slot correlation factor \(\hat{r}_{T_s}\) is calculated as:
\[
\hat{r}_{T_s} = \arg \max \left( \hat{R}_{p_i,p_{ri+1}}(T_s, \tau) \right)
\]
(68)
It should be noted that, if the value of $\hat{r}^{S}_{Tsj}$ changes for different values of $S$ (i.e. when. more snapshots measurements are considered), then this indicates the presence of the target in a time slot $Tsj$. Thus, when $\hat{r}^{S}_{Tsj}$ equals to zero, this indicates no change between the received reflected pulses in $Tsj$ in $S$ consecutive snapshots. We define a time slot weight $w^{S}_{j}$ in CCM to be used in the operation of the LiDAL sub-optimum receiver. The weight $w^{S}_{j}$ is defined as:

$$w^{S}_{j} = \begin{cases} 0 & \text{if } \hat{r}^{S}_{Tsj} = 0 \\ 1 & \text{otherwise} \end{cases} \quad (69)$$

Equation (69) can be understood by observing that $\hat{r}^{S}_{Tsj}$ is the time slot at which the peak of the correlation occurs. If there is no target and hence no motion, then the correlation (67) is an auto-correlation whose peak occurs at $\hat{r}^{S}_{Tsj} = 0$ and therefore, the $w^{S}_{j}$ is equal to zero in this case indicating the absence of the target.

The time of arrival (TOA) of the received reflected pulse from the target in $Tsj$ can be determined as:

$$TOA_{j} = \arg \max_{t} \left( \int_{T_{s}}^{T_{j}} w^{S}_{j} p_{\Phi j}(t - T_{s} + \tau) x(t) dt \right) \quad (70)$$

where $x(t)$ is the shape / structure of the transmitted signal. Equation (70) can only have a meaningful use if the receiver time slot of interest is large and the received pulse is much narrower than the time slot. In which case equations (67) and (69) identify the time slot in which the reflected pulse from the target occurs (i.e. time slot number); while equation (70) can identify the target pulse location within a time slot.

Fig. 15 presents the LiDAL optimum receiver for target distinguishing and detection using CCM. As can be noted in Fig.15, the output of CCM is represented by time slot weights $w^{S}_{j}$ which are multiplied (to take target mobility into account) by the orthonormal expansion coefficient, $\Phi j(t)$, of each time slot and are multiplied by the ZFE output which is the received equalized signal. The target indicator block has to be allowed to operate and accumulate $S$ snapshots (see second term of equation (67)) and hence produce $w^{S}_{j}$ values for the $j^{th}$ slot and for $N$ time slots before the sub-optimum receiver starts operating. This is only an initialization phase. Furthermore, the $w^{S}_{j}$ weights cause the $j^{th}$ slot to produce zero energy in the SOR if there is no target motion, hence stopping the SOR from reporting the reflected pulse from an obstacle as a target.

**C. TARGET MOBILITY MODELLING**

Target distinguishing relies on the target movement in the indoor environment in conjunction with the use of the BSM and CCM distinguishing approaches in our study. Target movement leads to a change in the observed signals received by LiDAL. Therefore, modeling the target mobility behavior is essential to examine the performance of the proposed LiDAL systems. A random walk approach that avoids obstacles is considered for pedestrian and nomadic targets in the realistic indoor environment. For pedestrian targets, we assumed continuous movement at a speed of $1 \text{m/s}$, while for the nomadic targets, discrete movement is assumed.

Three distinct additional studies can be conducted in this area. We address two of these and leave the third for future work. Firstly, mobility helps distinguish targets, however not all locations may be allowed in the room or indoor environment, due to obstacles and furniture. To account for this, we define a space utilization factor (SUF) that effectively reflects the reduction in the allowed target mobility. Secondly, some spaces may be more popular than others, for example a working desk surface in a room. We account for this in simulations by using different transition probabilities from location to another. This is also used to reflect possible target nomadic behavior. Thirdly, the probability of correct decisions at the output of the receiver can be combined with the probability of detecting target movement as derived in this section to give a combined performance analysis of the receiver and the human mobility pattern and indoor space configuration. In this third study target motion through a number of steps in a given time window (for example a one second time window) provides more repeated opportunities for the receiver to detect the moving target. This can be analyzed within the framework of repetition coding. This third study area warrants further research and is not reported here. We consider the first two studies in this section.

1) PROBABILITY OF MOBILITY DETECTION ($P_{MD}$)

The BSM and CCM employ snapshot measurements to distinguish the target. This relies on the target’s motion where a minimum step distance of $\Delta R$ (LiDAL resolution) is assumed. The calculation of the probability of detection is related to: (i) the probability that the target moves from location ($L_{i}$) to location ($L_{j}$) and (ii) the number of target steps required to achieve a $\Delta R$ distance. In order to determine the probability of detection, the following setting was considered:

1) A Markov chain is considered as a representation of the random walk process on a graph. This models the target mobility behavior in the indoor environment in two dimensions. Markov chain models allow the target walking behavior to be represented either on directed or on undirected paths [61], [62]. The presence of obstacles was accounted for through the elimination of certain transitions in the Markov chain.

2) The indoor environment floor of the interest $G(x, y)$ is divided into a 2D grid with size $j \times i$ and $L$ locations where $L = \frac{xy}{\Delta x \Delta y}$, $i = \frac{x}{\Delta x}$ and $j = \frac{y}{\Delta y}$; here $\Delta i$ is the inter-locations distance as shown in Fig. 16.

3) The target can move in space to one of $N_{D}$ neighbor destinations ($N_{D} \in \{1, ..., N_{D}\}$) or can stay at the current location ($l_{c}$) as shown in Fig. 16. The Markov chain considered is a stochastic process on states defined in terms of a transition matrix ($P$) ($N_{D} \times 1 + 1$ rows and $N_{D} + 1$ columns). The transition matrix of the graph in Fig.16 is
be expressed as:

\[ G \]

speed in an empty indoor environment, \( \Delta L \) most. At each location the target can be distinguished since it has moved at least \( \Delta L \). Thus the probability of the target staying at the current location is equal to the LiDAL resolution \( R \). Equation (73) describes the probability of target movement in an empty environment that has \( L \) possible locations with \( N_D \) neighbor destination to each current location. The probability \( P_{ij} \) is the probability of the target occupying location \( (i, j) \). It describes the popularity of locations in the room. It depends also on the target activity behavior (nomadic, continuous motion etc). It is worth mentioning that, we assumed for all \( L \) possible locations an equal probability of being in that location, given by \( \left( \frac{\Delta R^2}{xy} = \frac{1}{L} \right) \).

For a realistic indoor environment \( G_R(x, y) \), free flow in the space is hindered by obstacles (i.e. furniture and walls) where the target movement is restricted and mobility detection can be harder. Therefore, we introduce a ‘space utilization factor’ in realistic environments to determine the target probability of detection. The space utilization factor \( SUF \) can be written as:

\[ SUF = 1 - \left( \frac{\Delta R^2}{xy} \right) \left( \frac{1}{N_D} \right) \sum_{j=1}^{L} \left( N_D - \frac{1}{p(j)} \right) \] (74)

where, \( p(j) \) is a property of the current location \( j \) and is given as \( p(j) = \frac{1}{N_A} \). Note that \( N_A \) is the number of neighbor locations of location \( j \) allowed for the target to move to; with \( N_A \leq N_D \).

The space utilization factor, \( SUF \), has a unity value for a room that has no obstacles \( (N_A = N_D) \), while for a room with obstacles \( (N_A < N_D) \), \( SUF \) is less than one. The probability of target mobility detection in a realistic environment \( P_{MDT}^R \) can be given as:

\[ P_{MDT}^R = f \left( SUF, P_{MD}^E \right) \] (75)

where \( P_{MDT}^R \) is a function of the corresponding probability of target mobility detection in an empty environment, \( P_{MDT}^E \), and the space utilization factor. Fig. 17 presents the probability of target mobility detection in a realistic environment for different values of LiDAL resolutions and space utilized by background obstacles (furniture). The results are obtained for a pedestrian target walking randomly with a speed of \( v = 1 \) m/s in space of \( G_E(4m, 8m) \). The Markov transition matrix for the pedestrian behavior selected has \( p_s = 0.02, \sum_{m} p_m = 0.98 \) and \( N_D = 8 \). As can be seen in Fig. 17, the space utilization \( SUF \) significantly affects the \( P_{MDT}^R \) due to variation in the space allowed for the target to be mobile.

2) DIRECTED RANDOM WALK WITH OBSTACLE AVOIDANCE

In this model, we assume that the pedestrian and nomadic targets walk freely inside the room in all the directions except directions that lead to obstacles. In addition, we considered a common scenario where the targets arrival into the room follows a Poisson distribution [63], [64] and the time spent in the room follows a negative exponential distribution [65], [66]. Initially, targets reach the room’s entrance at different arrival times \( t_a \) with an arrival rate of \( \lambda \) and mean time spent in the environment of \( 1/\mu \) and therefore in a simulation,
the leaving times \( t_{dp} \) can be determined. Targets spend times \( t_{ip} \) in the environment.

For nomadic behavior in an indoor environment such as an office room, the nomadic target continuously walks inside the room until it reaches one of the interesting destinations (for instance an office desk). For each nomadic target, \( L_D \) interesting destinations are generated randomly where \( L_D \in [1,..L] \). It is assumed that the nomadic target has a speed of \( 0.5 \text{ m/s-2 m/s} \). A Markov transition matrix is then created for the current location to describe the probability of transition to its neighbours. We considered \( N_D = 8 \) neighbours that are equi-probable if no obstacle is present. In the presence of obstacles, some of the \( N_D \) directions have zero transition probabilities, while the rest are equi-probable. The decision of staying in the current location or moving to the next destination relies on the allocated probabilities in the transition matrix. Let us assume that the nomadic target has the same behavior in terms of staying at the interesting destinations (i.e. the staying probability is equal among the locations of interest \( L_D \)). Thus the probability of staying at a location \( l_D \) of interest \( (l_D \in [1,..L]) \) for a nomadic target is \( p_{li}^{no} = \frac{1}{L_D} \) and the probability of moving is \( p_{mi(l_D,i)}^{no} = 1 - \frac{1}{N_D} \). For the locations other than the \( L_D \) locations of high interest, ie for the \( l(i) \) general locations where \( (i \neq l_D) \), the nomadic target moves with a speed \( v \), thus the probability of staying at \( l(i) \) should be very small due to lack of interest. We thus set the \( p_{bi(i)}^{no} = 0 \) and \( p_{mi(i)}^{no} = \frac{1}{N_D} \).

During the simulation the nomadic target follows the path with the highest probabilities. Note that, the neighbor destinations to the location of interest have equal probabilities, therefore, the next neighbor destination is decided on equi-probable basis.

The simulation starts with the arrival of targets into the environment following a Poisson distribution and proceeds by determining the time each target spends in the environment where this time follows a negative exponential distribution. The motion of the targets within the environment is then governed by the transition matrix probabilities.

Let the arrival rate be \( \lambda \) per hour and let the average dwell time be \( 1/\gamma \) in hours. Let \( T_{ob} \) be the observation window, i.e.

\[
\begin{align*}
\text{Probability of target mobility detection in a realistic environment.}
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\text{FIGURE 17. Probability of target mobility detection in a realistic environment.}
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\[
\text{FIGURE 18. Pathways mobility model.}
\]
our localization approaches in this paper are passive in the sense that the target does not have to carry an optical (VLC) receiver. In the literature [4], [68], [69], many techniques have been proposed for VLC mobile user localization such as triangulation, scene analysis and proximity using angle of arrival, time difference of arrival and received signal strength form multiple transmitters. Our passive approach in LiDAL relies on detecting signals reflected from the target, and therefore received signal strength indicator (RSSI) is not a good detection strategy as discussed in Section III. In this passive localization approach the reflected signals experience heavy fluctuations when reflected signal from the target owing to the environment, target cloth colors and the potential loss of the line of sight component.

In this section, a new multiple-input multiple-output LiDAL system (MIMO-LiDAL) is introduced for target detection, counting and localization. The proposed system is designed to mitigate the ambiguity of multi-target detection to distinguish the targets correctly from the background obstacles in a realistic indoor environment. To tackle the ambiguity of target detection, a collaboration of multiple transmitters and receivers is employed. The detection floor is divided into multiple optical footprints using multiple single-photodetector receivers which provide spatial selection for target detection, see Fig. 19. In addition, we integrated the MIMO-LiDAL system with the proposed target distinguishing approaches of Section IV and the sub-optimum receiver of Section III to optimize the targets detection, counting and localization supported by an algorithm (Section V-C) executed in a connected controller. Furthermore, time-of-arrival (TOA) is employed in the MIMO-LiDAL system for target localization. A simulation is reported in Section VII for the MIMO-LiDAL system in order to identify the accuracy of detecting, counting and localizing multiple targets in a realistic environment.

A. SYSTEM CONFIGURATIONS

We introduce the MIMO-LiDAL system, to detect, count and localize multiple targets. We implemented multiple narrow-FOV receivers collocated with the light units. The system is designed to tackle the ambiguity of target detection, maximize the number of counted targets and minimize false target distinguishing by employing both monostatic and bistatic LiDAL systems. Fig. 19 presents the setup of the MIMO LiDAL system with the controller. The MIMO-LiDAL system includes eight receivers that are collocated with the eight VLC transmitter units on the room ceiling. The room setup and transmitters’ configuration is similar to that in [20] which is a versatile setup used to realize a multi-gigabit/s VLC system. In this work, we assumed that the LiDAL system has access to and can use all the VLC transmitters. The room detection floor is divided into eight optical footprints as shown in Fig. 19. The transmitters and their FOV have to be selected to comply with the illumination levels recommended by the standards [20]. Therefore, we have created the LiDAL optical detection zones through design and selection of the LiDAL receivers FOVs. Each receiver is chosen as a single narrow-FOV photodetector with $\Psi_c = 43.8^\circ$ which is the acceptance semi-angle of the compound parabolic concentrator (CPC). This FOV is determined based on the required maximum LiDAL range, $R_{\text{Max}}$, and is equal to 1.25m in our system, see Section III-A. The collocated transmitter-receiver (i.e. transceiver) unit covers an optical footprint area of 4.91 m². It is worth mentioning that the VLC transmitters designed in [20] are spaced by a distance of 2m. Therefore, the maximum spatial overlap between two neighboring optical footprints, $\Delta x$, is 0.5m as can be seen in Fig. 19.

In MIMO LiDAL, each transceiver unit (collocated $T_X$ and $R_X$) represents a monostatic configuration. Thus, the mean reflected received signal power ($P^M_{r_{\text{FOV}}}$) from a target located at the edge of the optical footprint at a distance of $r_{\text{Max}}$ can be derived as:

$$P^M_{r_{\text{Max}}} = \frac{C \mu_p (d_o - h)^{n+3}}{4\pi^2 \left(R_{\text{Max}}^{\text{FOV}} + (d_o - h)^2\right)^{\frac{n+1}{2}}}$$

where, $C = (n+1)\left(n_{\text{ele}} + 1\right) P_t d_A A_R d_A G_c (\Psi_c)$.

The standard deviation of the received signal, $\sigma_{P^M_{r_{\text{FOV}}}}$, is given as:

$$\sigma_{P^M_{r_{\text{FOV}}}} = \frac{C \sigma_p (d_o - h)^{n+3}}{4\pi^2 \left(R_{\text{Max}}^{\text{FOV}} + (d_o - h)^2\right)^{\frac{n+1}{2}}}.$$  

In this work, for the MIMO-LiDAL design we set the LD-based light engine beamwidth for illumination purpose [20] as $n = 0.5$; and set the power transmitted by each light unit as $P_t = 18W$ (as discussed in Section II). The PD area is $A_R = 20mm^2$, $G_c (\Psi_c) = 6$ obtained using the concentrator gain equation (5) with $N = 1.7$ [29] and $\Psi_c = 43.8^\circ$. The target effective cross section area was set as $d_A = 0.29m^2$, which is the minimum target cross section area using Fig. 1b. This minimum area occurs when the target orientation is such that the human (left or right) side faces the transceiver unit.

FIGURE 19. MIMO-LiDAL system.
(a larger target cross section area results if the person faces or gives their back to the transceiver). The target height selected was \( h = 1.7 \text{m} \) and, \( d_y = 3 \text{m} \) (room height). The receiver bandwidth is 315 MHz which corresponds to the maximum channel bandwidth according to the monostatic LiDAL system analysis in Section III-B. Thus the TIA thermal input noise current \( \sigma_{\text{thermal}} \) is about 2.6 pA/\sqrt{Hz} [43].

To determine the detection threshold to be used in the receiver, the receiver operating characteristics (ROC), [49], have to be determined building on the results in Section III F, and therefore for given acceptable detection or false detection probabilities, the detection threshold can be determined. These probabilities of interest are determined next:

1) PROBABILITY OF FALSE DETECTION (\( P_{FD} \))

In the absence of a target there is a chance that a noise signal from any ambient light source can exceed the detection threshold. This noise signal can thus be interpreted as a reflected signal from a target which causes false detection (earlier referred to as false presence or false alarm). The probability of false detection (\( P_{FD} \)) is therefore the probability that a target (human) is absent, however the LiDAL system reports in error (due to noise) that a target is present. The probability of false detection (\( P_{FD} \)) is therefore given as [34], [49]:

\[
P_{FD} = \int_{D_{th}}^{\infty} F(z|H_1) \, dz
\]

By solving (81), \( P_{FD} \) can be written as (82), as shown at the bottom of the next page, where \( \text{erfc} \) is the error function complementary.

2) PROBABILITY OF DETECTION (\( P_D \))

The probability of detecting a target relies on the received signal reflected by the target in the presence of noise. Thus the probability of detection (\( P_D \)) is the probability that the LiDAL system makes a correct decision that a target (human) is present when such a target is in reality present in the environment. This is the probability that the received reflected random signal in the presence of noise is above the detection threshold. The probability of detection (\( P_D \)) is therefore given as [34], [49]:

\[
P_D = \int_{D_{th}}^{\infty} F(z|H_2) \, dz
\]

Solving equation (83) we get (84), as shown at the bottom of the next page. The ROC can now be evaluated for the proposed MIMO and Imaging LiDAL systems. The detection threshold \( D_{th} \) can be determined.

FIGURE 20. ROC of monostatic MIMO LiDAL.

FIGURE 21. Monostatic MIMO LiDAL false detection with detection threshold \( D_{th}^M \).

implies that high false alarms are accepted to ensure that every target is counted and localized. We chose \( P_{FD} = 0.1 \) which leads to \( P_D = 0.92 \) and therefore the optimum detection threshold for the monostatic LiDAL is \( D_{th}^M = 0.32 P_{FD}^M \) in this case.

B. COLLABORATION OF THE MIMO-LiDAL TRANSCEIVERS UNITS

In a realistic environment, the ambiguity of target detection can be divided into two types. Firstly, when a single target moves along a circle centered at the center of the receiver optical footprint, the reflected pulses from the target arrive at the same time. Therefore, the exact location of a target on this circle (where on the circle) beneath the receiver cannot be established. Secondly, two or more stationary targets cannot be distinguished if they are located at different locations but their distances to a monostatic transceiver \( T_{RX1} \) in Fig. 22a) are the same as can be seen in Fig. 22a (targets 1 and 2).

These forms of target ambiguity can be resolved if bistatic transceivers are used, see Section III-A and Fig. 22a. In this case, the target position has to be covered by multiple transmitters (at least three transmitters, for spatial localization) that act as anchors, and by at least one receiver.
subsystem formed by $T_X$ and $R_X$. Therefore, the MIMO LiDAL system in Fig. 22a acts to establish the target location by removing the location ambiguity.

To illustrate the removal of target ambiguity through the joint use of the three anchors, consider Fig. 22a which depicts a worst case scenario with two targets located at positions $P_1$ (target 1) and $P_2$ (target 2). Observed through the field of view of the MIMO LiDAL sub-system $T_X$-$R_X$ (i.e. monostatic LiDAL) and $T_X$-$R_X$ MIMO LiDAL sub-system (i.e. bistatic LiDAL), both targets are at same distance to $R_X$ and therefore ambiguity occurs. Considering $T_X$-$R_X$, the round trip time of the reflected pulse from target 1 ($2R_{(1)}$) is equal to the round trip time associated with the pulse reflected from target 2, $2R_{(2)}$, resulting in the pulse seen in Fig. 22b. Similarly, considering $T_X$-$R_X$ and the trip distances ($R_{(1)} + R_{(1)}$) and ($R_{(3)} + R_{(1)}$) results in the pulses seen in Fig. 22d. Thus, ambiguity exists. However, if $T_X$-$R_X$ are used, the distinct trip distances ($R_{(1)} + R_{(1)}$) and ($R_{(2)} + R_{(2)}$) result in ambiguity resolution as seen in Fig. 22c.

For the bistatic LiDAL, the mean received reflected signal power, $P_{r_{\text{FOV}}}$, from a target located at the detection edge, i.e. at a distance of $r_{\text{FOV}}$ (see Fig. 22a target located at $P_2$) can be derived as:

$$P_{r_{\text{FOV}}} = \frac{C \mu (d_o - h) \gamma}{4\pi^{2} (3R_{\text{Max}}^{2})^{2} + (d_o - h)^{2} + (R_{\text{Max}}^{2} + (d_o - h)^{2})^{2}}$$

(85)

The standard deviation of the received signal, $P_{\sigma_{r_{\text{FOV}}}}$, is given as:

$$P_{\sigma_{r_{\text{FOV}}}} = \frac{C \sigma (d_o - h)^{\gamma}}{4\pi^{2} (3R_{\text{Max}}^{2})^{2} + (d_o - h)^{2} + (R_{\text{Max}}^{2} + (d_o - h)^{2})^{2}}$$

(86)

Fig. 23 presents the ROC of the bistatic MIMO-LiDAL. Note that unlike the monostatic LiDAL system, the bistatic LiDAL system makes use of distant anchor points, to help resolve the localization ambiguity. Therefore, the mean received signal is low when a distant anchor point is used. To maintain high detection probability in this case, a higher false detection probability, $P_{FD}$, is used, $P_{FD} = 0.25$. Here higher false

$$P_{FD} = \frac{1}{2} \text{erfc} \left( \frac{\left( \sqrt{\frac{\mu^{2}}{(\beta_{0} - 1)^{2}} + \frac{\mu^{2}}{\beta_{0} - 1}} + \frac{2\sigma_{t}^{2}}{\beta_{0} - 1} \left( \frac{\ln \left( \frac{\gamma_{0}}{\gamma} \right)}{\gamma_{0}} - \frac{\ln \left( \frac{\gamma_{0}}{\gamma} \right)}{\gamma} \right) - \frac{\mu}{\beta_{0} - 1} \right)}{\sqrt{2\sigma_{t}}} \right)$$

(82)

$$P_{D} = \frac{1}{2} \text{erfc} \left( \frac{\left( \sqrt{\frac{\mu^{2}}{(\beta_{0} - 1)^{2}} + \frac{\mu^{2}}{\beta_{0} - 1}} + \frac{2\sigma_{t}^{2}}{\beta_{0} - 1} \left( \frac{\ln \left( \frac{\gamma_{0}}{\gamma} \right)}{\gamma_{0}} - \frac{\ln \left( \frac{\gamma_{0}}{\gamma} \right)}{\gamma} \right) - \frac{\mu}{\beta_{0} - 1} \right)}{\sqrt{2\sigma_{t}}} \right)$$

(84)
alarms are accepted to ensure that the probability of people detection is high. This results in a detection threshold \( D_{th} \) of (0.35\( D_{th}^{\text{Max}} \)) as can be noted in Fig. 24, with \( D_{th} = 0.7 \) from Fig. 23. To improve the performance of MIMO-LiDAL system, we (i) implemented different detection thresholds \( D_{th} \) which are adjusted adaptively in the sub-optimum detector for the both the monostatic and the bistatic LiDAL systems; (ii) optimized the ZFE for the monostatic and the bistatic LiDAL systems.

There is a finite probability that a target is present, but is missed. This probability of miss-detecting a target located at \( R_{\text{Max}} \) (see for example the target at \( P_2 \) in Fig. 22a) which is located at the maximum range, \( R_{\text{Max}} \) of MIMO-LiDAL is determined as (87), as shown at the bottom of the next page, where \( d_0 \) is the perpendicular distance between of the \( i \)th transceiver unit coordinates \( L_{TRx}(i) \) and the center of the transceiver illumination \( L_{oi}(i) \) (see Fig. 24a).

**C. TARGET LOCALIZATION**

To localize a target, the time of arrival of the reflected pulse and its direction are required. However, in the MIMO-LiDAL system considered, the direction of the reflected pulse from the target cannot be determined due to the wide-FOV of the receiver. An angle diversity receiver can be used which can help determine a coarse direction of arrival based on the receiver face that detects the signal. The angular resolution is however typically coarse as the number of faces in the angle diversity receiver are typically limited and small. An even coarser localization can be achieved with a single wide FOV LiDAL receiver which can provide an estimated range, thus placing the target (human) on a circle on the floor in an indoor environment.

For accurate target localization, collaboration of neighboring MIMO-LiDAL transceiver units can be utilized with a time of arrival (TOA) approach to localize the target. To determine the exact target location, ranges to at least three transmitters (anchors) must be obtained. In Fig. 22a \( R_1(j), R_2(j) \) and \( R_3(j) \) are the ranges of target \( j \) to the three transceivers. The location of the target is calculated as the intersection of the three (circles) ranges. Any target in the indoor environment will lie in the coverage area of at least one monostatic receiver (LiDAL system), see Fig. 19. Therefore, this localization technique relies on the success of target detection by at least \( K \geq 2 \) neighboring bistatic LiDAL sub-systems. The monostatic MIMO-LiDAL range can be written as:

\[
R_{1}(j) = \frac{\tau_{\text{trip}}(T_{x1}, R_{x1})c}{2}. \tag{90}
\]

As discussed, to detect a target, three ranges are needed to three anchors. Equation (90) provides one of these three ranges, using a monostatic receiver which is always present.
The bistatic MIMO-LiDAL range is given as:

\[ R_k(j) = \left( t_{tr}(T_{sk}, R_{sk}) \right) c - R_1(j) \quad \forall k \in K, \ k \neq 1 \quad (91) \]

where \( R_1(j) \) is the range in meters of the \( j^{th} \) target from the monostatic LiDAL subsystem (subsystem number 1), \( R_k(j) \) are the ranges in meters of the \( j^{th} \) target from LiDAL bistatic subsystem \( k \), \( t_{tr}(T_{x1}, R_{x1}) \) and \( t_{tr}(T_{sk}, R_{sk}) \) are the trip times between the identified transmitter and receiver units, which are monostatic and bistatic respectively in this case.

Consider a target \( j \) whose position is \( P_j(x_j, y_j) \), and consider the \( k^{th} \) transmitter anchor located at \( (x_t(k), y_t(k)) \), we have:

\[ (x_{tk}(k) - x_j)^2 + (y_{tk}(k) - y_j)^2 = R_k^2(j). \quad (92) \]

A least squares approach [69], [70] can be used to solve (98) to provide an approximate location of the \( j^{th} \) target at the intersection of \( K+1 \) circles is given as:

\[ x_j \begin{bmatrix} x_t(k) - x_t(1) \\ y_t(k) - y_t(1) \end{bmatrix} - y_j \begin{bmatrix} y_t(k) - y_t(1) \\ x_t(k) - x_t(1) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} R_1^2(j) - R_k^2(j) + x_t^2(k) + y_t^2(k) - x_t^2(1) - y_t^2(1) \\ R_1^2(j) - R_k^2(j) + x_t^2(k) + y_t^2(k) - x_t^2(1) - y_t^2(1) \end{bmatrix}. \quad (93) \]

Equation (99) can be written in matrix form where \( A \) and \( B \) are location matrices [71], [72]:

\[ A = \begin{bmatrix} x_t(k) - x_t(1) & y_t(k) - y_t(1) \\ x_t(K) - x_t(1) & y_t(K) - y_t(1) \end{bmatrix} \quad (94) \]

\[ B = \frac{1}{2} \begin{bmatrix} (R_1^2(j) - R_k^2(j) + x_t^2(k) + y_t^2(k) - x_t^2(1) - y_t^2(1)) \\ (R_1^2(j) - R_k^2(j) + x_t^2(k) + y_t^2(k) - x_t^2(1) - y_t^2(1)) \end{bmatrix} \quad (95) \]

and \( X \) is:

\[ X = [x_j \ y_j]^T. \quad (96) \]

The target position \( P_j \) gives the coordinates \( (x_j, y_j) \) and can be determined as [72]:

\[ X = \left( A^T A \right)^{-1} A^T B. \quad (97) \]

In MIMO LiDAL, target localization depends on collaboration of neighboring transceivers. Thus, to localize target 2, located at \( P_2 \) in Fig 22.a, \( T_X1, T_X2 \) and \( T_X3 \) work separately with \( R_X1 \) to localize target 2. This requires three separate LiDAL scans. Hence, the probability of detection of target 2 by \( T_X1-R_X1 \) (Monostatic LiDAL sub-system) is independent of the probabilities of detection of the same target by \( T_X2-R_X1 \) and \( T_X3-R_X1 \) (both are Bistatic LiDAL sub-systems). Consequently, the probability of localizing a target located at the maximum range, \( P^B_{MD, \text{MIMO}} \), \( P^B_{\text{MD, MIMO}} \) can be written as:

\[ P^B_{MD, \text{MIMO}} = P^M_{D} \prod_{k=1}^{K} P^B_{D}(k) \quad (98) \]

\[ P^B_{\text{MD, MIMO}} = \left( \frac{1}{2} \right)^{K+1} \text{erfc} \left( \frac{D^M_{th} - \bar{P}^M_{r_{FOV} \text{Max}}}{\bar{P}^B_{r_{FOV} \text{Max}} \sqrt{2}} \right) \prod_{k=1}^{K} \left( \text{erfc} \left( \frac{D^B_{th}(k) - \bar{P}^B_{r_{FOV} \text{Max}}(k)}{\bar{P}^B_{r_{FOV} \text{Max}}(k) \sqrt{2}} \right) \right) \quad (99) \]

which is derived in a fashion similar to equation (87) and the steps described there.

D. MIMO LiDAL SYSTEM OPERATING ALGORITHM

To distinguish human targets from other objects (obstacles) and to localize human targets in MIMO-LiDAL, pulses are transmitted from the transmitters in a sequence through \( M \) frames (single pulse per frame) which are managed by the controller. The receiver collects the reflected signal from the targets and ambient obstacles including walls, floor and furniture during the receiver listening time \( T \). Fig. 25 shows the proposed receiver block diagram in each transceiver unit of the MIMO LiDAL system.

In Fig 25, the controller instructs transmitter (anchor) \( k \) to emit a pulse while the other anchors are silent. This action as well as the received reflected pulse (from the target) form the input to the receiver in Fig. 25. The received signal is fed in Fig. 25 firstly to a “distinguishing method” block, this
having been discussed in Section IV, where humans are distinguished from obstacles using for example human motion. The output of the distinguishing method block forms the input to the optimum detector block of Section III. The optimum detector output identifies the time slots that contain targets. This information is used to determine the TOA. Furthermore, the slots that contain targets are counted to determine the number of human targets in the environment. Given that a number of LiDAL subsystems collaborate (three or more anchors), the target location is estimated. Finally, duplicate targets are eliminated. These are targets that lie in the overlap areas of the optical zones covered by the LiDAL receivers.

The controller conducts the detection, counting and localization process as follows:

1) The first pulse of the control signal $c(i)$ activates the transceiver monostatic LiDAL sub-system to i) send an optical pulse $x(r)$ from the transmitter $Tx(k)$, and (ii) initiate the receiver $Rx(k)$ to listen to the reflected signal.

2) The receiver $Rx(k)$ collects the reflected optical signal in an observation widow of duration $T$. A distinguishing method (in this work we considered BSM and CCM methods) in conjunction with the designed sub-optimum LiDAL receiver are then used to detect the targets’ presence and their ranges and update the counter $V_c(i)$ as can be seen in Fig. 25.

3) For target localization, the controller identifies the $K$ neighboring bistatic LiDAL sub-systems. In this work we considered $K = 2$. The second and third control pulses activate the neighboring transmitters $Tx(k+1)$, and $Tx(k+2)$ with the receiver $Rx(k)$. Each control pulse generates a LiDAL pulse from one of the LiDAL bistatic sub-systems and results in reflections being observed during a time duration $T$. The second pulse is generated at the end of the observation time $T$. The three trip times (one monostatic and two neighboring bistatic LiDAL sub-systems) are then used to determine the targets’ locations using TOA.

4) Target elimination follows where the targets located in the overlap zones are counted only once. Due to position errors, duplicated targets are eliminated if the Euclidean distance between any two such target locations is less than $\Delta R$. The counter $V_c(i)$ is updated accordingly.

5) For the remaining $I-1$ optical zones, steps (1) to (4) are repeated. The $I$ optical zones in the room are shown in Fig. 19.

6) The number of targets, $N_E$, is calculated as $N_E = \sum_{i=1}^{I} V_c(i)$.

In terms of complexity, the number of scans (time frames of duration $T$) needed to cover all the optical zones in the room is key. For the MIMO-LiDAL system, the number of frames, $M$, required to complete one monitoring cycle (i.e. detection, counting and localization of a full room that has $I$ optical zones) is determined as $M = I(k+1)$. Therefore, the VLC MAC overhead, $OH_{ML}$, required to use the same VLC system for communication and MIMO-LiDAL localization is:

$$OH_{ML} = \frac{T_{MAC_{VLC}}}{TM}$$

where $T_{MAC_{VLC}}$ is the VLC MAC frame duration. For instance, if the MIMO-LiDAL system is used for pedestrian (more demanding than nomadic) target monitoring, then target location evaluation every 100 ms is sufficient given a maximum pedestrian speed of 3 m/s, where the 100 ms results in motion by $\Delta R = 30$ cm, which is the minimum distance of interest in this work. Therefore, a combined MIMO-LiDAL – VLC frame duration of 100 ms can be considered. Considering one optical zone in Fig. 19, its dimensions and considering the more demanding (distributed transmitters and receivers) bistatic LiDAL subsystem observation window duration, equation (90) gives this duration, $T$, for our system parameters as 44 ns. If there are $I = 8$ optical zones as in Fig. 19, then the number of frames needed is $M=24$ frames leading to an observation time of 1.1 $\mu$s. The other key, non-real time blocks in Fig. 25 are the location estimation which solves the matrix operations in (97) and the duplicate target elimination block which carries out a simple Euclidian distance comparison as in step 4 of the algorithm above. These non-real time operations can be carried out in the remaining part of the 100 ms frame duration and may last for few milliseconds depending on the processor used. The key point is that visible light communication can resume after the 1.1 $\mu$s. The communications interruption overhead needed is thus negligible, however a localization result may require 10 snapshots, which are collected in 10 frames and thus a localization result may take one second, which is acceptable for pedestrian movement.

VI. MULTIPLE-INPUT SINGLE-OUTPUT IMAGING-LiDAL (MISO-IMG-LiDAL)

In LiDAL, the elimination of target ambiguity is important to detect, count and localize targets correctly. Traditional bistatic RF radar eliminates target ambiguity by using the estimated target range (round trip time) with the angle of arrival of the received signal reflected from the target, where the angle of arrival is estimated using beam steering based on mechanical rotated RF receivers or phased antenna arrays. In our optical imaging radar, the receiver consists of a photodiode array with an imaging lens that forms an image of the observed region on the receiver detectors. To determine the direction of the received reflected signal from the target, the imaging receiver pixels that observe the target are used together with their FOV. Hence, in this work we introduce an imaging LiDAL system that employs an imaging detection receiver with multiple VLC transmitters (light sources/engines). We refer to this system as multiple-input (multiple LiDAL transmitters) single-output (single LiDAL receiver) imaging LiDAL. The MISO-IMG-LiDAL system can provide; (i) target ambiguity elimination where the
targets are separated in the optical imaging domain; 
(ii) target localization where the imaging receiver forms an image of the floor and hence each imaging receiver pixel observes a small and finite region on the floor. Most importantly, localization is achieved in this case using one time frame (no need for three anchors); (iii) interference minimization, (the interference results from reflections from the background obstacles) which can lead to improvement in the performance of the distinguishing methods such as the BSM method; (iv) LiDAL channel bandwidth enhancement due to the narrow FOV of the pixels which reduces the complexity of the optimum receiver without implementing an equalizer to tackle the channel dispersion; (v) simplified system design where the localization accuracy / resolution is no longer a function of the pulse width. Instead the localization accuracy can be increased by increasing the number of receiver pixels (and hence also reducing the per pixel FOV). The pulse used for localization can thus have a longer duration compared to the pulse duration used in the LiDAL systems of Section V. This leads to simplified pulsed transmitter design, which is welcome given that commercial high resolution imaging receivers are available with several million pixels (here we use hundreds of pixels); (vi) overhead reduction, where the imaging LiDAL overheads are reduced compared to MIMO LiDAL due to the lower number of radar scans required to detect and localize targets.

A. MISO-IMG-LiDAL SYSTEM CONFIGURATIONS

The MISO-IMG-LiDAL system consists of eight LiDAL transmitter units and one imaging receiver installed in the center of room’s ceiling (2m, 4m, 3m) as shown in Fig. 26. The imaging receiver includes a number of pixels, where each pixel is a photodiode (PD) optical receiver. The advantage of the massive number of pixels is in providing spatial selection to separate the targets in the optical domain (i.e. more narrow optical footprints). This results in reduced targets ambiguity and increased resolution in the spatial domain. The imaging receiver lens forms an image of the floor on the receiver pixels thus dividing the floor into an optical grid as can be noted in Fig. 26, where each sub-receiver has a narrow FOV and covers a given optical footprint.

The configuration of the imaging receiver is defined by (a) the entrance area of imaging receiver lens where \( A = \frac{9\pi}{2} \) cm\(^2\) \[31\], \[73\]; (b) the semi-acceptance angle of the imaging lens with semi-angle FOV of \( \Psi_c = 72^\circ \) in our system to enable the imaging receiver to cover the entire floor along room length of 8m; and (c) the lens exit area as defined in \[74\]:

\[
A' = \frac{A \sin^2(\Psi_c)}{N^2} \tag{101}
\]

where \( N \) is the lens refractive index. The lens semi-angle FOV can be defined as (see Fig. 24a):

\[
\Psi_c = \tan^{-1}\left(\frac{D}{2f}\right) \tag{102}
\]

where \( f \) is the lens focal length and \( D \) is the PD array length as can be seen in Fig. 27a.

The imaging receiver maximum range \( R_{\text{Max}}^{\text{FOV}} \) is related to the target as:

\[
R_{\text{Max}}^{\text{FOV}} = \tan(\Psi_c)(d_o - h) \tag{103}
\]

We define the imaging lens zooming ratio \( R_{\text{zoom}} \) as:

\[
R_{\text{zoom}} = \frac{2R_{\text{Max}}^{\text{FOV}}}{D} \tag{104}
\]

To separate two targets at a distance of \( \Delta s \) from each other, as can be seen in Fig. 27b, the minimum pixels’ distance \( \Delta d \) is given as:

\[
\Delta d = \frac{\Delta s}{R_{\text{zoom}}} \tag{105}
\]

The imaging lens transmission factor \( T_f \) is defined as \[74\]:

\[
T_f(\delta) = -0.198\delta^2 + 0.0425\delta + 0.8778 \tag{106}
\]

where \( \delta \) is the angle of incidence measured in radians.

We selected an imaging receiver total photodetection area of 2 cm\(^2\) (2 cm length \( \times \) 1 cm width) which approximately fits into the exit area of the lens \[31\], \[74\], \[75\]. The photodetector area is divided into an array of (8 columns \( \times \) 16 rows) pixels to satisfy the design parameter \( \Delta s \) which is chosen as 0.5 m. We assumed there is no gap between the pixels. It is worth mentioning that, we change the LiDAL resolution from \( \Delta R \) of 0.3 m to \( \Delta s \) of 0.5 m to obtain an integer number of pixels. Each pixel has a square area of 1.56 mm\(^2\) (1.25 mm \( \times \) 1.25 mm) and this corresponds to the area of a PD. The pixel’s optical detection area can be determined by calculating the viewing angles (azimuth and elevation) corresponding to the receiver location as can be seen in Fig. 27c. The azimuth \( (A_x) \) and elevation \( (E_z) \) angles of the imaging receiver pixels can be written as \[31\], \[47\]:

\[
E_{L_j} = \tan^{-1}\left(\frac{\sqrt{d_{ij}^2 + d_{ij}^2}}{d_o - h}\right) \tag{107}
\]

\[
A_{Z_j} = \tan^{-1}\left(\frac{d_{ij}}{d_o - h}\right) \tag{108}
\]
where \( d_x \) and \( d_y \) are the horizontal separation distances along the x and y axes as can be seen in Fig. 27c and \( j \) is the pixels number.

According to the design parameters of the imaging receiver, each pixel is treated as a PD that covers a typical square optical footprint area of 0.25 m\(^2\) (pixel’s range \( P_R = 0.5 \) m i.e. pixel’s FOV = 11°) on the floor. The optical grid which covers the total detection floor is divided into 128 optical footprints (8 \( \times \) 16). We assumed that the imaging lens has no reception distortion with ideally square optical FOV for all pixels. The proposed MISO-IMG-LiDAL can be used for detection, counting, and localization of multiple targets within the optical grid.

In MISO-IMG-LiDAL, the transmitter unit and the imaging (pixel) receiver are separated and therefore work as bistatic LiDAL. We have calculated the maximum channel bandwidth for MISO IMG-LiDAL using the approach described in Section II-B for the bistatic LiDAL. The maximum channel bandwidth for a single pixel receiver is \( B_{wch} = 480 \) MHz. We also employed the TIA in [43] for each pixel receiver with input noise current \( \sigma_{thermal} = 2.6 \) pA/\( \sqrt{\text{Hz}} \).

In a Bistatic imaging MISO LiDAL system, i.e. T\(_x\)\(_1\) working with the imaging R\(_x\), the mean received reflected signal \( \bar{P}_{R FOV Max}^{B img} \) from a target located at the edge of the optical footprint (grid), as can be seen in Fig. 28, can be derived as:

\[
\bar{P}_{R FOV Max}^{B img} = \frac{C_{img} \mu (d_o - h)^{n+3}}{4 \pi^2 \left( (2 \sqrt{2} P_R)^2 + (d_o - h)^2 \right)^{\frac{m+1}{2}} (R_{FOV Max}^2 + (d_o - h)^2)^2} 
\]

where:

\[
C_{img} = (n + 1)(n_{ele} + 1) P_t d_A G_c (\Psi_c).
\]

and the standard deviation of the received signal \( \bar{P}_{R FOV Max}^{B img} \) is given as:

\[
\bar{P}_{R FOV Max}^{B img} = \frac{C_{img} \sigma (d_o - h)^{n+3}}{4 \pi^2 \left( (2 \sqrt{2} P_R)^2 + (d_o - h)^2 \right)^{\frac{m+1}{2}} (R_{FOV Max}^2 + (d_o - h)^2)^2} 
\]

Fig. 29, presents the ROC depicting the trade-off between \( P_{D img} \) and \( P_{FD} \) of the bistatic MISO-IMG-LiDAL system for a target located at a range of \( R_{FOV Max} \). The impact of selecting the detection threshold \( D_{th}^{img} \) on the target false detection can be seen in Fig. 30. In this work, we consider MISO-IMG-LiDAL for people counting and localization applications. Thus, we selected the detection threshold \( D_{th}^{img} \) to maximize the value of \( P_{D img} \). We accept \( P_{FD} = 0.1 \), thus...
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FIGURE 29. ROC of Bistatic MISO-IMG-LiDAL system.

FIGURE 30. Bistatic MISO-IMG-LiDAL false detection with detection threshold $D_{th}^B$. giving $P_{B}^D = 0.9$ and giving a detection threshold $D_{th}^B = 0.39 P_{r_{MAX}}^B$ in this case.

The maximum number of targets $C_M$ that can be counted in MISO-IMG-LiDAL system is:

$$C_M(MISO) = \frac{T_{w(img)}}{\tau} O_{GS}$$

(111)

where $O_{GS}$ is the optical grid size (128 optical footprints) and $T_{w(img)}$ is the channel time window of the imaging receiver’s pixel ($j$) which corresponds to the difference in trip times of a target placed at the edge of a pixel’s optical footprint $P_R$ (see target location in Fig. 28) and a target placed underneath the imaging receiver. Thus $T_{w(img)}$ is given as:

$$T_{w(img)} = \frac{\sqrt{P_{R}^2 + (d_o - h)^2}}{c} - (d_o - h)$$

(112)

B. TARGET LOCALIZATION

Target localization in MISO-IMG-LiDAL relies on the calculation of the direction of arrival (DOA) of the reflected signal arriving at the pixel’s center. The elevation and azimuth angles of the pixels are determined based on the design specifications of the imaging receiver with respect to the receiver’s coordinates. However, the values of these angles are recalculated whenever the location of the receiver is changed (note that the receiver in our system is fixed in one location for a given room). The target position can be found by calculating the distance between the imaging receiver location $(x_r, y_r, z_r)$ and the center of the target’s pixel as shown in Fig. 31. The (range) distance $R_j$ between the ground reference point and the pixel’s center is given as:

$$R_j = \sqrt{\left(\frac{(d_o - h)}{\cos(A_{E_{Lj}})}\right)^2 - (d_o - h)^2}$$

(113)

and the pixel $(x_j, y_j)$ coordinates are defined by:

$$x_j = R_j \cos(A_{x_j})$$

(114)

$$y_j = R_j \sin(A_{x_j})$$

(115)

The coordinates of target $k$, $P_k(x, y)$, are calculated with respect to the receiver ground reference center point $L_o(x_o, y_o)$ (see Fig. 31):

$$P_k(x, y) = (x_o + x_j), (y_o + y_j)$$

(116)

C. TARGETS DETECTION IN MISO-IMG-LiDAL

The MISO-IMG-LiDAL system (which has many small optical detection footprints) has the ability to detect targets under different mobility schemes by tracking and marking the target in the imaging optical detection grid, see Fig. 32. In MISO-IMG-LiDAL, detection is accomplished using snapshot measurements, considering the change in the received reflected signals observed by the pixels due to target motion. When the target moves a distance more than the spatial distance of the imaging receiver $\Delta_s$, the target is distinguished by monitoring the change that occurs in the pixels in at least two Imaging LIDAL scans (snapshots). We identify the change between pixel snapshot measurements using a pixels cross-correlation method (PCCM) and a pixels subtractions method (PSM).
PCCM is similar to the slow cross-correlation we discussed in Section IV, however in Imaging LiDAL we employ the correlation between the pixel snapshots instead of the time slots snapshots. Thus, the cross-correlation \( \mathcal{R}_{p_{k-1} \cdot p_{k+1}} (\tau_p | N_p) \) between the \( k \)th received pixels snapshot and \( S \) consecutive received pixel snapshots is given as:

\[
\mathcal{R}_{p_{k-1} \cdot p_{k+1}} (\tau_p | N_p) \triangleq \int_{-N_p}^{N_p} p_{k+1} (x_n - \tau_p) \sum_{k=1}^{S} p_{k} (x_n) dx_n \quad (117)
\]

and

\[
p_{k} (x_n) = \sum_{i=1}^{I_p} \sum_{j=1}^{J_p} \int_{0}^{T} p_{ij}^{(k,t)} (t) + n (t) dt \quad (118)
\]

where, \( N_p \) is the total number of pixel receivers (\( N_p = I_p \times J_p \)), \( i \) is number of pixels in row \( i \), \( i \in [1, .. I_p] \), \( j \) is number of pixels in column \( j \), \( j \in [1, .. J_p] \), \( x_n \) is the pixel number, \( x_n \in [1, .. N_p] \) and \( p_{ij} (t) \) is the received reflected signal power in each pixel receiver. The pixel displacement factor \( \hat{X}_n \) can be defined as:

\[
\hat{X}_n = \arg \max_{\tau_p} \left( \mathcal{R}_{p_{k-1} \cdot p_{k+1}} (\tau_p | N_p) \right) \quad \hat{X}_n \in [1, .. N_p - 1] \quad (119)
\]

When \( \hat{X}_n \) is zero, this indicates no change between the received reflected pulses in the \( x_n \)th pixel. When \( \hat{X}_n \neq 0 \), target motion is observed from the \( x_n \)th pixel with a displacement number of \( \hat{X}_n \). Similar to the CCM with time slots receiver, we define a weight \( w_{x_n}^S \) for each pixel receiver to be employed with the pixel sub-optimum receiver. Thus \( w_{x_n}^S \) is defined as:

\[
w_{x_n}^S = \begin{cases} 
0 & \text{if } \hat{X}_n = 0 \\
1 & \text{otherwise.} 
\end{cases} \quad (120)
\]

For PSM, the subtraction of the \( k \)th received pixel snapshot from \( S \) consecutive received pixel snapshots can be written as:

\[
p_{x_n}^{s,k+1} = p_{x_n}^{s,k+1} (x_n) - \sum_{k=1}^{S} p_{k} (x_n). \quad (121)
\]

The computed value \( p_{x_n}^{s,k+1} \) is used in the sub-optimum receiver to decide the presence or absence of the target.

Fig. 32 shows an example of pedestrian targets where the targets move on the detection floor of the MISO-IMG-LiDAL system with different mobility schemes. Targets 1, 2 and 3 are nomadic, pedestrian and ‘power walking’ (ie fast) targets respectively. As can be seen in Fig. 32, the motion of target 1 is distinguished through snapshots measurements of \( k = 1 \) and \( k = 2 \) where target 1 has moved from pixel (1,1) to pixel (1, 3). While observing snapshots \( k = 2 \) and \( k = 3 \), target 2 is detected and marked in pixel (1, 1) and no change occurs in pixel (1,3), the nomadic target. Thus the total number of marked pixels is two (counter value) indicating the presence of two targets and their locations. In snapshot \( k = 4 \), target 2 moves to the location of target 1 (at the same narrow optical zone). In this case, a counting error occurs as the distance between targets becomes less than the radar resolution, as pixel (1, 3) now contains both targets. In snapshot \( k = 4 \), target 3 enters the environment at (3, 7). In the next snapshots, comparing snapshot \( k = 4 \) and \( k = 5 \), the counter value is updated where the detection error that occurred at \( k = 4 \) is now resolved due to the movement of target 2 away from target 1. Note that the nomadic target 1 has not moved at \( k = 4 \) and at \( k = 5 \), and is still at pixel (1,3). The pedestrian target 2 has moved from (1, 3) at \( k = 4 \) to (1, 4) at \( k = 5 \). The power walking target 3 has moved from (3, 7) at \( k = 4 \) to (3, 2) at \( k = 5 \). A similar pattern continues, comparing \( k = 6 \) and \( k = 7 \).

The main challenges of target detection in MISO-IMG-LiDAL are; (i) the transmitters have limited optical footprints and for coverage, these transmitter optical footprints overlap on the floor. Therefore, for target localization, the transmitters have to be turned on in turn to scan the entire room. A target located in the region where the optical footprints overlap, see Section V-B, can be counted more than a single time when it is reported by the scans associated with each transmitter. Such duplicate counting has to be removed; (ii) the receiver pixels cover finite regions on the floor, see Fig. 26. A target may be located at the intersection of up to four pixels, see target 2, at \( k = 7 \) in Fig. 32. In this case, the issue is resolved by setting up a low and a high threshold as was done in Section III-B, where we dealt there with target overlap over multiple time slots and here we deal with target overlap in multiple pixels. A pixel reporting an output above the threshold contains a target, a target is absent if the signal is below the threshold.
Section III-B translated from a time domain approach in III-B to a spatial approach at the pixel level in this section. Note that, the sub-optimum imaging receiver in Fig. 33 (b) collects signals from $N_P$ pixels. In terms of listening time, we considered one time slot ($T_s = T$) for each pixel receiver. Fig.33 (b) shows the sub-optimum imaging receiver (SOIMR) for the MISO-IMG-LiDAL system. The SOIMR has $N_P$ orthonormal functions $\phi_p(x_n)$ with integrators and comparators. The decision circuit decides as follows:

1. If the observed received signal $z_{i,k}$ is below the lower threshold, $D_{thL}$, then the target is absent in pixel $(i,j)$, denoted here as pixel $x_n$.
2. If the observed received signal $z_{i,k}$ is above the higher threshold, $D_{thH}$, then the target is present in pixel $(i,j)$, denoted here also as pixel $x_n$. Note that, both detection thresholds $D_{thL}$ and $D_{thH}$ have been optimized for the MISO-IMG LiDAL system in this section following an approach similar to that discussed in Section III-B.
3. If the observed received signal $z_{i,k}$ is above $D_{thL}$ and below $D_{thH}$, then it is a received reflected pulse from a target located within the FOVs of multiple neighboring pixels. Thus the decision circuit compares $z_{i,k}$ with all possible neighboring pixels and selects the pixel that has the largest $z_{i,k}$ as the pixel that contains the target. We considered a worst case scenario of three neighbor pixels as shown in Fig. 33 (b), where the decision circuit compares $z_1$ with its three neighboring pixels $z_2$, $z_3$ and $z_4$ and choses the largest.

**D. MISO-IMG-LiDAL SYSTEM OPERATING ALGORITHM**

Fig. 35 (c) shows the schematic receiver diagram of the MISO - IMG-LiDAL system. The controller coordinates the detection, counting and localization processes as detailed below:

1. The controller activates transmitter $T_x(n)$ which sends an optical pulse, and also initializes the group receiver’s pixels $GRP(n)$ to collected the reflected signals. We divided the imaging receiver pixels into $n = 8GRPs$(see Fig. 33 (a)).
2. The controller then updates the value of $n$, and if $L_{tx} > n$ step (1) is repeated, where $L_{tx}$ is the number of active transmitter units ($L_{tx} = 8$) of the MISO-IMG-LiDAL system.
3. A distinguishing method (PSM or PCCM) is applied with the SOIMR to process the received reflected signals from all pixel receivers to detect and count the targets.
4. Finally, pixel identification is carried out to estimate the target location.

For the MISO-IMG-LiDAL, the number of frames $M$ required to detect and localize targets is equal to 8. Therefore, the overhead occupied in the VLC system MAC frame can be calculated using (100) as discussed in Section V-D. Note that, the MISO-IMG-LiDAL system requires 8 observation frames to complete one monitoring cycle of the room, compared to 24 observation frames for the MIMO-LiDAL system.
The reduction in complexity is always a factor of 3 regardless of the number of transmitters (optical footprints) used and regardless of the number of receiver pixels. This factor relates to the need for 3 anchors in the MIMO-LiDAL system.

Note that parallels can be drawn between our MISO-IMG-LiDAL system and camera imaging sensors in the sense that an image sensor mounted on the ceiling can also localize a target. The main differences between our MISO-IMG-LiDAL system and traditional image sensors are: (i) simplicity, an imaging sensor based on commercial camera components may typically have 16 million pixels to resolve the minute image details. In our application, localization to within a distance of about 30 cm is sufficient. Therefore the number of pixels is reduced to about 128 pixels, a factor of 125k reduction in complexity, (ii) with reduced number of pixels, high speed photodetectors and wideband optical receivers can be used leading to a localization system that can detect fast moving targets, which become increasingly important in applications such as robotics, (iii) If our space-based MISO-IMG-LiDAL system is combined with our time domain approach of Section V, then the pixels determine the target location in two dimensions (ie on the floor) while the time delay between the transmitted pulse and the pulse received by the pixel determines the distance of the target. Thus this combined system can localize the target in three dimensions while image sensors localize targets in two dimensions.

VII. SIMULATION SETUP, RESULTS AND DISCUSSION

In this section, we describe the simulation settings, describe three scenarios and a case study which are used in this paper to evaluate the proposed LiDAL systems in terms of target detection and localization. The LiDAL systems are evaluated through computer simulation using MATLAB®. We believe these three scenarios and case study represent the key extremes as well as a typical setting, hence providing good coverage of a range of potential operating conditions. The three scenarios and case study are as follows: (i) the first scenario establishes the baseline, ie the best performance expected in our LiDAL systems. It evaluates the performance of our LiDAL systems in an ideal environment where obstacles (furniture) are absent hence reducing interference from the environment, and reducing the likelihood of confusing a target (human) with furniture (obstacles). It also considers continuous motion, where pedestrians move continuously hence helping the target distinguishing methods; (ii) the second scenario represents a challenging localization setting, which is a realistic but also favorable localization environment. It introduces the first major impairment to localization in LiDAL, ie the presence of obstacles. Therefore, this scenario considers a realistic room with furniture, partitions, bookshelves, doors and windows, unlike the empty room of scenario (i). Scenario (ii) however continues to consider continuous pedestrian motion to support the target distinguishing methods, thus allowing the impact of obstacles to be studied in isolation, and in this sense it is a favorable environment; (iii) the third scenario represents a harsh localization environment. It adds nomadic motion to the second scenario and therefore considers the two main impairments in LiDAL localization jointly; namely the presence of obstacles and lack of motion (sometimes) which makes target distinguishing harder. In all three scenarios we evaluate the results while using BSM and CCM for target distinguishing where mobility is the input to these methods. We also evaluate results in the three scenarios for the two systems of interest: MIMO-LiDAL and MISO-IMG-LiDAL; (iv) Finally we consider a case study where a realistic office environment is considered with pedestrian arrivals, departures, nomadic behavior, pathway mobility and a finite evaluation window of one hour when the office is evaluated. In this case we use the better target distinguishing method, namely CCM and evaluate both systems: MIMO-LiDAL and MISO-IMG-LiDAL.

A. SYSTEMS SETUP

In this section we introduce the systems setup and the parameters used. The LiDAL systems were evaluated in two types of environments. Room A is an environment of the same size as the room in Fig. 1(a) but is an empty room (i.e. free from furniture). Room B is a realistic environment, a furnished office, as shown in Fig. 1(a). Table 9 illustrates the simulation parameters used in LiDAL systems.

To evaluate the counting and localization performance of the different LiDAL systems two key metrics are defined: (i) The mean absolute percentage error (MAPE) which is used to quantify the counting accuracy, and (ii) the distance root means square error (DRMSE) which is used to quantify the localization accuracy. The counting performance of the LiDAL systems is measured in terms of MAPE which is given as [76], [77]:

\[
MAPE = \frac{1}{J} \sum_{j=1}^{J} \left| \frac{A(j) - N_E(j)}{A(j)} \right| \times 100\% \tag{122}
\]

where \( J \) is the number of times the experiment is repeated (iterations), \( A(j) \) and \( N_E(j) \) are the targets’ actual and estimated (by LiDAL systems) numbers, respectively. In order to evaluate the localization performance of the LiDAL systems, DRMSE is used to measure the location accuracy, where DRMSE is given as [77], [78]:

\[
DRMSE = \sqrt{\sigma_x^2 + \sigma_y^2}. \tag{123}
\]

Here \( \sigma_x \) and \( \sigma_y \) are the error standard deviations associated with the estimated \((x_e, y_e)\) and the actual \((x_a, y_a)\) coordinates of the target, respectively.

The three scenarios and the case study were evaluated using the simulation flow shown in Table 10. The simulation starts by considering an indoor environment that has \( i \) targets where the maximum number of targets is \( t_{max} = K \). It then considers a number of iterations where each iteration contains the same number of targets, however the targets are located at different random locations in each iteration. The iterations continue to \( j_{max} = Itr \). For a given number of targets,
TABLE 9. Simulation parameters.

| Parameters          | Configurations |
|---------------------|----------------|
| Length              | 8m             |
| Width               | 4m             |
| Height              | 3m             |
| $\rho$ - ceiling    | 0.8            |
| $\rho$ - floor      | 0.3            |
| $\rho$ - walls      | 0.8            |

LiDAL Transmitter Units

locations ($x_i, y_i$) $(1,1,3), (1,3,3), (1,5,3), (1,7,1)$

Elevation $90^\circ$

Azimuth $0^\circ$

RGB-LDI in each unit 9 (3x3)

Transmitted optical power per unit 18 W

Transmitted pulse width $\tau$ 2ns

RGB-LD semi-angle at half power $75^\circ$

beam width ($\Phi$) -

MIMO LiDAL Receiver

Photodetector Area $20 \text{ mm}^2$

Receivers locations Attached with Tx units

Photodetector Responsivity 0.4 A/W

Receiver Acceptance Semi-angle $43.8^\circ$

CPC Reflective Index ($N$) 1.7

TIA Noise Current 2.5 pA/$\sqrt{Hz}$

MISO MIMO LiDAL Receiver

Photodetector Area $2cm^2$

Receiver location ($x_i, y_i, z_i$) $(2,4,3)mm$

Number of pixels 128

Pixel's area 1.56 mm$^2$

TIA Pixel Receiver Noise Current 2.6 pA/$\sqrt{Hz}$

Lens FOV $72^\circ$

TABLE 10. Simulation flow.

| Inputs: |  
|---------|
| $t_{\max} = E_T$ (Maximum number of targets) |  
| $f = f_i$ (Number of iterations) |  
| $N_T(j)$ is the estimated number of targets at iteration $j$ |  
| $E_i(k, j)$ is the estimated location of target $k$ at iteration $j$ |  
| $\rho(k, i)$ is target $k$ reflection factor when an environment with $i$ targets is considered |  

1. for $i = 1$: $t_{\max}$

2. for $j = 1$: $f_{\max}$

3. Generate a random location(s) $(k, j)$ and $\rho(k, i)$ for target(s) $k \in [1,..,i]$.

4. Generate additive white Gaussian noise $n_i(t)$.

5. Apply LiDAL system detection algorithm.

6. Hence determine $N_T(j)$ and $E_i(k, j)$

7. $j = f_{\max}$

8. end for

9. Calculate MAPE.

10. Calculate DRMSE.

11. save MAPE and DRMSE at given value of $l$

12. $t = t_{\max}$

13. end for

FIGURE 34. MAPE of LiDAL systems with BSM and CCM in the empty environment of scenario 1.

Each iteration then generates random target locations, noise and reflection coefficients for each target (cloth colour and texture). The reflection coefficient associated with each target remains fixed for the number of iterations considered. The LiDAL system detection algorithm is then invoked resulting in estimated number of targets, $N_T(j)$, and estimated target locations, $E_i(k, j)$. This is finally used at the end of the $f_{\max}$ iterations to calculate MAPE and DRMSE. The simulation then continues by considering more targets in the environment (with new reflection coefficients (clothing) for the targets) and full number of $f_{\max}$ iterations.

The human target dimensions in Fig. 1 (b) are 48 cm x 15 cm. If a 50 cm spacing is considered between targets, then the area needed per human target is 98 cm x 65 cm = 0.63 m$^2$. This leads to a maximum number of targets in an 8 m x 4 m room of 51 targets. This represents a very dense reception type event. As discussed in Section IV-C, the European standards for the minimum workplace space required per person is 3.7 m$^2$ for an office environment and 2 m$^2$ for a meeting room [67]. Therefore, we considered a 2 m$^2$ space requirement per person, leading to a maximum of 16 targets in an 8 m x 4 m room. Therefore, different number of targets, up to 15 targets, were considered in our simulations. We next consider the three scenarios and case study.

B. SCENARIO 1: THE BASELINE

In this scenario we considered a room that has no obstacles, i.e. the room is empty and no furniture is considered. We also assumed perfect mobility conditions for the mobile targets (i.e. pedestrian targets with a speed of 1m/s). These targets were randomly and uniformly distributed on the detection floor with minimum inter-target-distance of 0.5 m. We considered a normal random distribution for the target reflection factor based on the proposed model in Fig. 6.

Fig. 34. depicts the counting error, MAPE, of the LiDAL systems tested in scenario 1. As can be seen in Fig. 34 the MAPE of the MIMO-LiDAL system with BSM for a single target is about 0.5% which is comparable with the probability of miss-detection of a single target in equation (99) with $P_{M, \text{MIMO}} = 0.016$. This agreement is a useful verification of our analytic results and simulations, where the single target case can experience errors due to the randomness in estimated number of targets, $N_T(j)$, and estimated target locations, $E_i(k, j)$. This is finally used at the end of the $f_{\max}$ iterations to calculate MAPE and DRMSE. The simulation then continues by considering more targets in the environment (with new reflection coefficients (clothing) for the targets) and full number of $f_{\max}$ iterations.

The human target dimensions in Fig. 1 (b) are 48 cm x 15 cm. If a 50 cm spacing is considered between targets, then the area needed per human target is 98 cm x 65 cm = 0.63 m$^2$. This leads to a maximum number of targets in an 8 m x 4 m room of 51 targets. This represents a very dense reception type event. As discussed in Section IV-C, the European standards for the minimum workplace space required per person is 3.7 m$^2$ for an office environment and 2 m$^2$ for a meeting room [67]. Therefore, we considered a 2 m$^2$ space requirement per person, leading to a maximum of 16 targets in an 8 m x 4 m room. Therefore, different number of targets, up to 15 targets, were considered in our simulations. We next consider the three scenarios and case study.

B. SCENARIO 1: THE BASELINE

In this scenario we considered a room that has no obstacles, i.e. the room is empty and no furniture is considered. We also assumed perfect mobility conditions for the mobile targets (i.e. pedestrian targets with a speed of 1m/s). These targets were randomly and uniformly distributed on the detection floor with minimum inter-target-distance of 0.5 m. We considered a normal random distribution for the target reflection factor based on the proposed model in Fig. 6.

Fig. 34. depicts the counting error, MAPE, of the LiDAL systems tested in scenario 1. As can be seen in Fig. 34 the MAPE of the MIMO-LiDAL system with BSM for a single target is about 0.5% which is comparable with the probability of miss-detection of a single target in equation (99) with $P_{M, \text{MIMO}} = 0.016$. This agreement is a useful verification of our analytic results and simulations, where the single target case can experience errors due to the randomness
associated with the target reflection coefficient and the noise in the receiver and environment. The MIMO-LiDAL system MAPE reaches 7% in the presence of 15 targets with BSM. Fig. 34 shows an increase in MAPE with increase in the number of targets. This increase in MAPE can be attributed to a number of factors: (i) with increase in the number of targets, the room clutter increases with more objects (targets) acting as reflectors. Signals from LiDAL are reflected by the desired target and by other targets as well as secondary subsequent reflections from the walls. This increases the probability of error in counting the targets; (ii) with a larger number of targets, there is a higher potential for targets to occur either at the optical footprint overlap zones of MIMO LiDAL (see Fig. 19) or between up to four pixels in the MISO-IMG-LiDAL (see Fig. 32). These locations are the most challenging for the LiDAL localization systems.

In addition, the MIMO LiDAL system performance when the BSM is used for target distinguishing (ie using mobility to distinguish human targets from obstacles) is worse than the performance when the CCM is used. This is due to the increase in the inter-targets-interference (due to increased reflections) in the presence of more targets. Note that BSM and CCM perform comparably at lower number of targets, with the performance gap increasing with increase in the number of targets. As can be noted in Fig.34, the MAPE range for the MIMO-LiDAL system with CCM was from 0.3% to 5%. It is clear that the CCM has better performance than BSM as the inter-targets-interference does not affect the performance of CCM to the same extent.

The best localization results are due to our MISO-IMG-LiDAL configuration as can be seen in Fig. 34. The MAPE associated with MISO-IMG-LiDAL with BSM for single target detection is about 0.8% which is comparable to $P_M^{B(img)} = 0.1$ (see Fig. 28 with $P_M^{B(img)} = 1 - P_D^{B(img)}$). The MAPE range of MISO-IMG-LiDAL is from 0.8% to 3.5% with BSM, and 0.6% to 3% with CCM as seen in Fig. 34. Compared to the MIMO-LiDAL system, the MISO-IMG-LiDAL has better performance due to the ability of the latter to use the spatial dimension to resolve the ambiguity of targets (i.e. separate the targets using multiple pixels that have distinct narrow optical footprints). Due to the spatial resolution of targets, the MISO-IMG-LiDAL system has comparable performance under the BSM and the CCM, with a slight difference of 0.5% in MAPE where the CCM performs better.

**C. SCENARIO 2: CHALLENGING LOCALIZATION ENVIRONMENT**

This scenario represents a challenging environment where obstacles (furniture and other objects) are present as seen in Fig. 1 (a), where the obstacles can reflect the LiDAL signals in a fashion similar to human targets. Continuous pedestrian motion is however considered, and therefore the environment is favorable from the point of view of being able to distinguish human targets from stationary obstacles.

Fig. 35 presents the MAPE associated with the LiDAL systems for targets in scenario 2. One can observe that the MAPE increased significantly for MIMO-LiDAL with BSM from its range of 0.5% to 7% in scenario 1 to a new range of 6% to 35% in scenario 2. Similarly, under MISO-IMG-LiDAL with BSM, the MAPE increased from its previous range of 0.3% to 5% in scenario 1, to a new range of 5.5% to 22%. This is due to the presence of obstacles (furniture) in scenario 2 and due to the poor performance of BSM in a furnished environment due to the interference from the reflections attributed to background obstacles and furniture. Furthermore, in the presence of furniture, the residual space available for human motion is reduced, even when targets move continuously. This leads to impaired performance of BSM and CCM. In the MIMO-LiDAL system with the CCM, the MAPE was 1% to 5% in scenario 1, and increased to 4% to 16% in scenario 2. The best system in both scenarios is the MISO-IMG-LiDAL with CCM. This system saw its MAPE increase from a “0.5% to 3.5%” in scenario 1 to “2% to 12%” in scenario 2 due to the presence of obstacles and their associated reflections and due to the reduced residual space available for human motion. It is worth noting that the other general trends are comparable in the two scenarios, with the MAPE performance deteriorating with increase in the number of targets, and improving with the use of the imaging system and the CCM.

Fig. 36 shows the cumulative distribution function of the DRMSE positioning error for the MIMO-LiDAL system. Fig. 36 presents the CDF of targets successfully detected in scenario 1 and scenario 2. As can be noted, the 95% CDF confidence interval is at 0.45m and 0.5m positioning error for scenario 1 and scenario 2. As can be noted, the 95% CDF confidence interval is at 0.45m and 0.5m positioning error for scenario 1 and scenario 2. As can be noted, the 95% CDF confidence interval is at 0.45m and 0.5m positioning error for scenario 2. As can be noted, the 95% CDF confidence interval is at 0.45m and 0.5m positioning error for scenario 2.
obstacles to be confused with human targets. The positioning error in MIMO-LiDAL occurs due to wrong decisions in the sub-optimum detector when it identifies the time slot that contains the signal reflected from the target. One wrong time slot leads to a 0.3m ($\Delta R = 0.3m$) change in the error associated with the range to the anchor.

The DRMSE CDF results associated with MISO-IMG-LiDAL in scenarios 1 and 2 are shown in Fig. 37. It should be observed that overall, the DRMSE values in MISO-IMG-LiDAL are smaller than the corresponding values in MIMO-LiDAL due to the enhanced resolution of the imaging receiver which resolves the target locations spatially into pixels, whereas the MIMO-LiDAL system relies on three ranges that have to be determined accurately, with the potential for wrong slot errors in the three ranges. In the MISO-IMG-LiDAL system, at the 95% confidence interval, Fig. 37, the DRMSE are 0.21m and 0.23m for scenarios 1 and 2 respectively, whereas the average values of DRMSE are 0.16m and 0.19m for scenarios 1 and 2 respectively.

The sources of error in MISO-IMG-LiDAL are attributed to noise, reflections, and targets random reflection coefficients. These sources of error can translate in the worst case into targets appearing at the intersection of up to four pixels, or targets assumed to be located at the center of the coverage area of each pixel on the floor when the target may be at the edge of the pixel coverage area.

### D. SCENARIO 3: HARSH LOCALIZATION ENVIRONMENT

In this scenario, the LiDAL systems experience both impairments, namely the presence of obstacles (as in scenario 2) and nomadic mobility. Therefore, unlike scenario 2, the users can be stationary for periods of time and therefore the LiDAL systems are not able to distinguish such stationary targets from obstacles, i.e. furniture (in most cases, except when tracked using imaging receivers). To quantify the extent of nomadic behavior, we define a mobility factor (MF) given by

$$MF = \frac{T_{ob} - \sum_{d=1}^{L_D} t_d}{T_{ob}}$$

where $t_d$ is the time spent by the nomadic target in location $d$, which is a location of interest among the $L_D$ locations of interest. Therefore, a $MF = 1$ indicates a pedestrian target, i.e., a target that is in continuous motion as in scenarios 1 and 2. A MF that approaches zero, indicates a target that is fully nomadic, i.e., a target that spends most of the time stationary in a number of locations.

Fig. 38 shows the MAPE for a MIMO LiDAL system where obstacles (furniture) are present as well as nomadic target behavior. The MAPE decreases with increase in the MF as it becomes easier for the target distinguishing methods to distinguish targets from stationary obstacles. The results in Fig. 38 used the CCM for target distinguishing.

For a given value of MF, i.e., for a given level of nomadic behavior, the MAPE decreases with decrease in the number of targets as was observed in scenario 2. It is worth observing that a MAPE of 20% or less is only achieved in the MIMO
LiDAL system for mobility levels that correspond to MF approaching one.

Fig. 39 shows the MAPE CDF for MISO IMG LiDAL where nomadic behavior is now considered. The MAPE decreases with increase in mobility, i.e. increase in the MF and also decreases with decrease in the number of targets that can cause clutter. The most important observation however is that the MAPE in the MISO IMG LiDAL system is much lower than that of the MIMO-LiDAL system. This is attributed mainly to the improved ability of the imaging receiver to resolve targets in space and subsequently track these targets as the targets move from pixel to pixel. This also means that a stationary target that was mobile at a previous point in time, continues to be marked as a target in a new pixel. This reduces the MAPE by correctly identifying targets from obstacles. For example, for MAPE of 20% or less a MF of 0.5 or higher is sufficient.

E. CASE STUDY

In this case study, we extend the cases we considered in the three scenarios. We build on scenario 3, namely, the case study considers obstacles and nomadic behavior. The case study however extends scenario 3 in a number of ways. In particular, we consider (i) arrival and departure processes for human targets into and out of the office environment (not considered in scenario 3); (ii) obstacles (furniture as in scenario 3); (iii) challenging nomadic mobility behavior, (nomadic pathway mobility (not considered in scenario 3) and random walk with nomadic behavior (this was considered in scenario 3)); (iv) one hour evaluation period (new in the case study); (v) both MIMO-LiDAL and MISO-IMG-LiDAL systems with the better CCM for mobile target distinguishing.

The parameters used in the case study are shown in Table 11. The arrival and departure rates into and out of the environment are 12 arrivals per hour and 14 departures per hour following a Poisson distribution as outlined in Section IV-C. This leads to an average of 30 minutes spent in the environment, with an average of 6 targets present in the environment as shown in Section IV-C and in Table 11.

The case study considers both pedestrian targets who move at 1m/s and nomadic targets who move at 0.5 m/s–2 m/s when moving between locations of interest as shown in Table 11 and in Section IV-C. We considered 9 locations of interest in the room where the nomadic user spends random and uniformly distributed times.

The simulation time was $T_{ob}$ equal to one hour. The LiDAL frame duration is 1ms as discussed in Section V-D, where at the start of the frame the LiDAL system, carries out its transmissions and measurements as discussed to determine the targets locations. LiDAL localization measurements are not carried out in each LiDAL frame, instead in this case study a LiDAL set of measurements is carried out every 200 frames, i.e. every 200ms, leading to 5 snapshot location measurements per second as shown in Table 11. This leads to a total of 18000 snapshot measurements in the one hour duration of the case study.

The nomadic targets have 9 locations of interest in the room and spend 30 minutes on average in this office environment. The localization measurements are aggregated for the duration of a buffering window (see Table 11) and are processed in batch mode. This batch processing mode allows the localization process to consider a time span long enough for the nomadic user to start moving again. With 30 minutes on average in the office environment, 9 locations of interest, equally popular with random stay duration per location, and with 5 snapshot measurements per second, we considered a buffering window of duration equal to 1000 frames to capture the nomadic motion after stationary periods as shown in Table 11.

Fig. 40 presents the CDF of the MAPE associated with counting targets for the proposed LiDAL systems when the targets are either pedestrians or nomadic targets. Both types of targets move in Fig. 40 following a pathway model as described in Section IV-C-iii. Three key observations can be made on the results in Fig. 40. Firstly, nomadic target behavior leads to higher MAPE when counting the number
of targets regardless of the type of LiDAL system used. Secondly, the IMG-LiDAL system performs better than the MIMO-LiDAL system due to its improved spatial resolution. Finally, the difference in counting MAPE between cases when the targets are pedestrian and when they are mobile is smaller when the IMG-LiDAL system is considered compared to the MIMO-LiDAL system. This is due to the ability of the tracking algorithms to identify targets in pixels and track these targets, labeling them as targets even when they become stationary during their nomadic motion.

In Fig. 40, the counting error of targets with nomadic behavior is more than the counting errors associated with pedestrian targets with an average (at CDF = 0.5) MAPE of 28% and 15% for MIMO-LiDAL and MISO-IMG-LiDAL systems respectively under nomadic mobility. The average MAPE of pedestrian targets in MISO-IMG-LiDAL is 10% while for MIMO-LiDAL is 15%. For the 0.9 CDF interval, the MAPE of pedestrian targets is 14% and 11% for MIMO-LiDAL and MISO-IMG-LiDAL systems respectively. For nomadic targets, the MAPE is 33% and 18% for MIMO-LiDAL and MISO-IMG-LiDAL for the 0.9 CDF interval.

The same three observations we made in relation to Fig. 40, apply in Fig. 41 where the pedestrian targets and nomadic targets now follow a random walk pattern (see Section V-C-ii) instead of the pathway motion pattern used in Fig. 40.

As can be seen in Fig. 41, the MAPE associated with the number of targets with nomadic behavior detected by the MIMO-LiDAL system increased significantly in Fig. 41 (random walk) with average error of 38%, compared to 28% in Fig. 40 (pathway mobility pattern). The increase in MAPE under random walk compared to pathway mobility is attributed to the nature of the random walk, where the random walk can result in (almost locked) mobility in a small geographic region, whereas the pathway mobility results in targets covering larger spans in the room and hence the detection of such “very” mobile targets improves.

For the MISO-IMG-LiDAL system with nomadic targets, the average MAPE in counting targets is 15% and 16% for pathway mobility and random walk mobility respectively. It should be noted that the increase in MAPE in the MISO-IMG-LiDAL system when mobility becomes a random walk rather than pathway based, is smaller compared to the corresponding increase in MAPE when the mobility pattern changes in the MIMO-LiDAL system. This is attributed to the ability of the imaging system to detect small movements on the detection floor, where each pixel corresponds to 0.5 m × 0.5 m whereas the MIMO-LiDAL coverage is within a circle of radius 1.25 m.

VIII. DISCUSSION AND CONCLUSIONS

This paper presented the first study, to the best of our knowledge, of light used in a ‘radar’ fashion for people localization in indoor environments where visible light communication (VLC) and optical wireless communication may be present and in use. Our LiDAL systems can be used to count and localize people in indoor environments, and as such the LiDAL systems introduced can find application in a wide range of areas from security and safety to crowd management and marketing.

We introduced models for the indoor environment and for the human body, the materials used indoor and their reflection coefficients as well as the reflection coefficients of different forms of clothing taking into account colors and textures of clothing.

We introduced for the first time monostatic and bistatic optical indoor ‘radar’ configurations. Our resulting LiDAL systems provide coverage of the indoor environment through the use of multiple transmitters. The transmitters have broad beams for illumination, however we use relatively narrow FOV receivers to define optical target detection zones on the floor. This is very compatible with VLC systems where multiple light engines are used to illuminate the indoor environment. These light VLC sources can also act as our
LiDAL transmitters. Humans located in the optical zones reflect the incident optical pulses, thus allowing optical receivers collocated with the transmitters in bistatic or monostatic configurations to detect the reflected pulses. Each optical zone is defined by the receiver FOV. We therefore developed models for the LiDAL systems range, namely the horizontal distance covered by each receiver/optical zone. We modeled the optical channel and estimated the receiver bandwidth needed and developed models for the spatial resolution that can be achieved with a given optical pulse duration. Based on indoor human occupancy, we concluded that the minimum human to human separation is typically more than 30cm even in meeting rooms and thus determined the LiDAL pulse duration needed as 2ns.

We identified the forms of target ambiguity that can occur in our LiDAL systems given that the target (human) has to be on the detection floor of the room and hence determined the number of anchors (light sources / light engines) needed concluding that three such anchors are needed for three dimensional localization.

We developed models for the sources of randomness in our LiDAL environment considering randomness due to the random nature of the reflection factor of humans (random colour and texture of clothing), the variable cross section of the target (human) which depends on human orientation with respect to the light source; and finally randomness due to receiver noise and background noise.

We derived optimum Bayes receiver structures based on the signal and noise models, considering and interpreting the priors associated with target presence and absence and the costs associated with correct decisions and the costs associated with wrong decisions together with the forms of decision errors. To simplify the receiver design, we derived a sub-optimum receiver structure that uses two thresholds for detection thus eliminating the need for exhaustive search and quantified the complexity reduction and the sacrifice in performance.

To distinguish reflections due to furniture from reflections attributed to the human targets, we used human mobility as the discriminator. We introduced two methods that use human motion to distinguish human targets from furniture; namely the background subtraction method (BSM) and the cross correlation method (CCM). We integrated both methods in the receiver designs developed.

To enable the evaluation of our LiDAL systems in a realistic environment, we furthermore developed models for human motion in the indoor environment of interest. In particular, we developed a directed random walk with obstacle avoidance mobility model and a pathway mobility model. Both models are based on Markov chains.

We introduced two LiDAL system configurations for target localization, a MIMO LiDAL system which has multiple transmitters (can be the same transmitters as the VLC transmitters, with MAC which we outlined) and multiple collocated receivers, with each receiver having a single photodiode. An improved alternative system design, MISO-IMG-LiDAL, was introduced making use of the spatial resolution afforded by the multiple pixels of an imaging receiver.

We studied the performance of our systems in three scenarios and in a case study which progressively test our LiDAL systems. The first scenario is a baseline system that produces the best performance possible. This scenario has an empty room with no obstacles (furniture) which reduces the localization errors and has continuous human (pedestrian) motion which helps distinguish humans. When the better target distinguishing method, i.e., CCM, is used, the maximum target counting MAPE was reduced from 5.5% to 3.5% when the MISO-IMG-LiDAL system is used instead of the MIMO-LiDAL system. The maximum MAPE occurs at maximum number of targets, which was 15 human targets in our 8 m × 4 m × 3 m room.

In the second scenario, obstacles (furniture) are introduced, however the environment has continuous pedestrian motion. Here the maximum target counting MAPE was reduced from 16% to 12% for the two systems respectively.

In terms of localization errors, in scenario 1, the average DRMSE was 0.28 m and 0.16 m for the MIMO LiDAL system and the MISO-IMG-LiDAL system respectively, while for scenario 2 the corresponding values were 0.38 m and 0.19 m respectively.

The third scenario is more challenging, with obstacles (furniture) present in the room and with targets moving in a nomadic fashion rendering the target distinguishing task harder. We defined a target mobility factor (MF), with MF=1 representing a fully mobile target and MF=0 being the extreme end of nomadic behavior (fully stationary target). It is worth observing that a MAPE of 20% or less is only achieved in the MIMO-LiDAL system for mobility levels that correspond to MF approaching one. The MISO-IMG-LiDAL system offered improved performance in scenario 3 compared to the MIMO LiDAL system due to the ability of the imaging receiver to track a human target that then becomes stationary, but is still marked as a human target. For example, for MAPE of 20% or less a MF of 0.5 or higher is sufficient in MISO-IMG-LiDAL.

The case study added a number of additional realistic features to the environment including arrival rates and departure rates of targets (humans) and hence finite time spent per target in the environment, as well as more realistic directed pathways mobility with nomadic motion or pedestrian motion (continuous motion). This more challenging environment resulted in increased localization and counting errors. For example, the worst performance was observed in the MIMO-LiDAL system with nomadic random walk for the targets where the average MAPE associated with counting was 38%. In contrast the best system evaluated in this case study, i.e., the MISO-IMG-LiDAL system with nomadic random walk, reduced the counting MAPE from 38% to 16%. The best result for the MISO-IMG-LiDAL system was when the targets were pedestrian targets (continuous motion) that use pathway mobility, and here the counting MAPE was 10%.
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In all three scenarios and case study, the presence of additional targets in the room increases the amount of reflections, hence the LiDAL clutter and hence leads to worse MAPE and DRMSE performance.

**Future areas of work can include** (i) consideration of MIMO-IMG-LiDAL where an imaging receiver is used with each light source instead of our MISO-IMG-LiDAL which uses a single imaging receiver in the entire room. This can lead to improved performance; (ii) angle diversity receivers can be evaluated with our systems; (iii) the artificial neural network (ANN) can be trained as an additional / alternative mobility distinguishing method instead of our BSM and CCM; (iv) the time domain can be introduced through pulses and snapshots and used with the spatial domain in the imaging receiver to determine the target location in the third dimension, ie not only the pixel or two dimensional location of the target on the floor, but also the height of the target; (v) passive LiDAL structures can be designed where the visible light communications (VLC) signals reflected from targets (humans) are observed and measured to determine the target locations (vi) the LiDAL localization information can be used to aid the VLC system, for example in terms of improved handovers through mobility direction and speed prediction (vii) LiDAL can be used for improved resource allocation in VLC systems by knowing the locations of users hence steering beams or allocating resources (wavelengths, time slots, transmitters etc) to reduce interference.
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