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Abstract

Co-speech gesture generation is to synthesize a gesture sequence that not only looks real but also matches with the input speech audio. Our method generates the movements of a complete upper body, including arms, hands, and the head. Although recent data-driven methods achieve great success, challenges still exist, such as limited variety, poor fidelity, and lack of objective metrics. Motivated by the fact that the speech cannot fully determine the gesture, we design a method that learns a set of gesture template vectors to model the latent conditions, which relieve the ambiguity. For our method, the template vector determines the general appearance of a generated gesture sequence, while the speech audio drives subtle movements of the body, both indispensable for synthesizing a realistic gesture sequence. Due to the intractability of an objective metric for gesture-speech synchronization, we adopt the lip-sync error as a proxy metric to tune and evaluate the synchronization ability of our model. Extensive experiments show the superiority of our method in both objective and subjective evaluations on fidelity and synchronization.

1. Introduction

We humans have always been enthusiastic about making replicas of ourselves. Many successes have been achieved in generation of explicit behaviours, such as lip syncing [31], face swapping [33], or pose re-targeting [8]. But synthesizing implicit behaviors of humans, which plays a key role in synthesizing realistic digital humans, is far less explored. Co-speech gesture is such a kind of implicit behavior, referring to the movement of body parts when someone is speaking, which conveys rich non-verbal information such as emotion, attitude, and intention.

Early attempts on co-speech gesture synthesis are mainly rule-based [7, 22, 35], which suffer from poor naturalness because the non-verbal information is too delicate to be described by rules. Later efforts [25, 15, 23, 14, 12, 37] go beyond by learning human behaviors from collected data. A non-negligible barrier for data-driven methods is the multimodal essence of the mapping from speech audio to the possible gestures. This means that for the same input audio, there exist multiple feasible solutions so that directly regressing to the ground-truth gesture casts an inconsistently biased mapping, preventing the model from learning the divergence in the dataset. In recent methods, a common way to cope with this challenge is adversarial learning [14, 1, 37] with discriminators narrowing the gap between generated and real ones. However, this can only improve the realism of gestures and have nothing to do with or even harm gesture-speech syncing. Therefore, as long as we expect a
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stable syncing quality, the regression loss should be the core supervision.

Given that the regression loss is the only supervision that we can count on to learn gesture-speech synchronization, and the input audio does not provide enough information to determine a gesture sequence exclusively, we complement the input with a condition vector. This condition vector provides the missing information (e.g., habits, emotion, or previous states) to rule out the gestures other than the ground-truth one, thus transforming the mapping from one-to-many into one-to-one (Figure 2a). Concretely, we assign a zero vector to each paired audio-gesture sequence as the initial condition and update the vector along with the network’s parameters to minimize the regression loss when training. The intuition here is that if the network can easily regress to the target gesture sequence merely with the audio, the condition vectors will stay the same; otherwise, the condition vector will update to reveal the discrepancy.

From all the learned condition vectors, we can select one and generate a gesture sequence from any audio clip. By switching the condition vector and the speech audio, we observe an interesting phenomenon: the condition vector plays the role of a gesture template. The condition vector determines the general appearance of gestures in a generated sequence, while the audio input adds subtle movements onto the gesture template to bring it to life and match it with the speech. Therefore, we call these condition vectors template vectors for our method. In Figure 1, we show two gesture sequences generated from the same speech audio with two different template vectors. The resulting gestures are clearly not the same but still match well in the movements of hands, heads, and lips, exhibiting our method’s fidelity, variety, and synchronization ability.

Now that we can learn the template vectors with back-propagation, why don’t we directly learn them by recon-struction? Therefore, we train a VAE (Variational Auto-Encoder [20]) to model the distribution of gesture sequences. With this VAE model, we can encode a ground-truth gesture sequence into a template vector and learn the one-to-one mapping from it and the speech audio to the ground-truth gesture sequence. Also, it is possible to decode a template vector to visualize its corresponding gesture sequence. With either back-propagation or VAE, we learn a set of template vectors that not only help lower the regression loss when training (Figure 2b) but also make generation with variety possible since we can sample one from the learned template vectors to manipulate the general appearance of a synthesized gesture sequence.

Although previous work on co-speech gesture [14, 1, 37] limits the scope of gesture to hands and arms only, we advocate including head motion into co-speech gesture, not only for a more unified and harmonized synthesis of the upper body but also for the ease of evaluation. Due to the vagueness of gesture-syncing, existing work heavily rely on subjective evaluations. We propose to adopt the lip regression error as a proxy metric under the hypothesis that to learn gesture syncing well, a model should be able to learn good lip-syncing, as they both depend on the speech, and the latter one is much more deterministic. Furthermore, to assess the fidelity of generated gesture sequences, our trained VAE can be used to compute a Fréchet Template Distance (FTD) similar to the FGD proposed by Yoon et al. [37], measuring the distribution similarity between the generated ones and the real ones in the feature space.

Our contributions can be summarized as follows:

- We propose an audio-driven gesture synthesis method in a conditional learning manner. With the learning of template vectors, we relieve the ambiguity of co-speech gesture synthesis, enhancing the fidelity and variety without sacrificing synchronization quality.
- We objectify the evaluation of gesture-syncing by borrowing the lip-sync error as a proxy metric. Also, we propose the Fréchet Template Distance (FTD) to assess gesture fidelity.
- We show the superior synthesis quality of our method in both subjective and objective tests and provide intuitive visualizations of the learned template vectors.

2. Related Work

Co-Speech Gesture Synthesis. Synthesizing co-speech gesture has been an active topic in robotics [24, 16, 38], graphics [2, 37], and vision [14, 1, 26]. A recent trend in this task is using in-the-wild videos [14, 1, 38] rather than those collected in lab scenarios with sensors, extending the variety of the synthesized gestures. However, as stated by Ginosar et al. [14], a barrier on the way towards realistic
co-speech gesture generation is the ambiguity of the task, which leads to under-fitting of the data and lack of expressiveness of the results. Although adversarial learning can be incorporated to enhance gesture fidelity as done by Ginosar et al. [14], the model still heavily relies on the regression loss to produce gestures synchronized with the audio, so the result is deterministic with no variety. Ahuja et al. [1] disentangle the style and content of gestures by embedding every gesture into a common style space across subjects, achieving style transfer or preserving by switching the style embedding. However, the styles are defined in a per subject manner, featuring only one typical gesture for each subject. Alexanderson et al. [2] introduce the probabilistic model MoGlow based on normalizing flows [27] to model the mapping from gestures to Gaussian distributions conditioned on the input audio. This model samples latent vectors from Gaussian distributions when inferencing, thus is capable of modeling the one-to-many mapping elegantly. However, the normalizing flows [27] model only supports linear operations, limiting the expressiveness of the model. Our model relieves the ambiguity of one-to-many mapping with template vector learning and accomplishes diverse generation by sampling the template vector when inferencing.

Besides the method to generate, another huge challenge is evaluation. Due to the ambiguity of co-speech gestures, previous methods mostly rely on the human study to exhibit the effectiveness of their methods [14, 1, 2], which is reasonable but not objective. As to the objective metrics such as $L_1 / L_2$ distance, PCK(Percent of Correct Keypoints) reported in [14, 1, 2, 37], they are all based on the distance between the generated and the ground-truth, forming a contradiction between lower error and greater variety. An inspiring attempt on objective metrics is FGD (Fréchet Gesture Distance) proposed by Yoon et al. [37], which measures the distribution similarity in the feature space.

**Talking Head and Lip-Syncing.** Unlike previous methods on co-speech gesture synthesis, we treat the head as a part of the gesture, not only for the completeness of an upper-body agent but also for the indispensable non-verbal information conveyed by head movements. Representative face manipulation methods [33, 36, 39, 5, 13] are designed in a pose-transfer paradigm, which inherit face landmarks or model parameters [4] from a target video. Another stream of methods [19, 11, 10, 34, 28, 32] focus on manipulation of facial expressions or lips, given a piece of speech audio. Karras et al. [19] learned a latent code to model emotional states. Prajwal et al. [28] train a discriminator in an offline manner to enhance lip syncing. These methods achieve plausible synchronization between the lip and the speech, but they cannot or can only manually control the head pose, producing unmatched head motion. Later, Chen et al. [9] and Yang et al. [40] model head movements explicitly in order to lift the naturalness of the talking head, but the synchronization quality is not further evaluated.

### 3. Methods

**Pipeline.** Given a piece of speech audio as the input, we generate a sequence of gestures with natural poses and synchronized motions. An overview of our model is shown in Figure 3.

Formally, for an audio clip, we follow previous methods [14, 2] to transform the audio waveform into a mel-spectrogram, which is a 2D map with time and frequency on each axis. Then we send it into an audio encoder to get the audio feature $A \in \mathbb{R}^{256 \times F}$, where $F$ is the number of frames. As another input, our network takes in a template vector $t \in \mathbb{R}^C$ and stacks the replicas of it into a template feature $T \in \mathbb{R}^{C \times F}$ to align the timeline of the audio feature. Therefore, the complete input of our model is $[A|T] \in \mathbb{R}^{(256+C) \times F}$, the concatenation of the audio feature $A$ and the template feature $T$.

Our gesture generation network is a UNet-alike 1D convolutional neural network that slides along the timeline with a 7-layer encoder, a 6-layer decoder, and skip-connections.

The output is a gesture sequence $G \in \mathbb{R}^{2K \times F}$, where $2K$ corresponds to the 2D coordinates of $K$ upper-body keypoints in a frame, including the face, hands, and arms.

As a main supervision, we apply $L_1$ regression loss on a regressed gesture sequence $G$:

$$L_{reg} = \frac{1}{F} \sum_{i=1}^{F} \|G^{(i)} - \tilde{G}^{(i)}\|_1,$$

where $G^{(i)}$ and $\tilde{G}^{(i)}$ are the predicted and ground-truth gesture vectors in the $i^{th}$ frame of $G$.

**Image Synthesis.** To ease visual evaluation of our generated gesture sequences, we train an image warping and translation module, inspired by Balakrishnan et al. [3]. For each frame, we first warp pixels of each body part in the source image to the target location with local affine transformations to obtain a coarse result, then feed the concatenation of the coarse result and heatmaps of keypoints into an image translation network as a refinement. During the train session, source and target pairs are randomly combined.

### 3.1. Complement Audio with Learned Conditions

We mainly rely on the regression loss to train our model because it is the only reliable source of supervision towards gesture sequences synchronized with the audio. However, since the mapping from the speech audio to a gesture sequence is not exclusive, i.e., there exist many other feasible gestures, simply regressing to the ground-truth gesture sequence causes ambiguity and leads to overly smooth results.

To remove the ambiguity, we should provide more information to our model. Concretely, we additionally feed in a
condition vector, as shown in Figure 2a. Here, we expect the condition vector to narrow the range of potential gestures instead of pointing to a specific static gesture; otherwise, the role of the input audio will be weakened, which harms gesture-speech syncing. To this end, we assign one condition vector to each short gesture sequence (about 4 seconds long) instead of each frame and regress from the audio and the condition vector to the ground-truth gesture sequence. This relieves the ambiguity between speech and gestures, laying the foundation of our method.

We call this condition vector a template vector for our method because this vector determines the general appearance of the generated gesture sequence, while the input audio adds subtle movements to match the speech and the gesture sequence, just like the relationship between the template and the content.

Learning Templates by Back-Propagation. We initialize the template vector of each speech-gesture pair to a zero vector, supposing them to be subject to the same condition. When training, we back-propagate the regression loss and update template vectors along with parameters of the UNet. This means that the model is trained without extra information since all the template vectors are set to zero; when ambiguity occurs, the template vector will be updated to relieve the ambiguity. By storing the trained template vectors, we extract the latent condition for each sample from the dataset.

To regularize the template vector space, we apply a KL-divergence loss

$$\mathcal{L}_{\text{KL}} = D_{KL}(\mathcal{N}(\mu_t, \sigma^2_t) \parallel \mathcal{N}(0, 1))$$

where $\mu_t \in \mathbb{R}^C$ and $\sigma^2_t \in \mathbb{R}^C$ are the mean and variance vectors of template vectors $t$ in a mini-batch. Then the total loss function is defined as follows:

$$\mathcal{L} = \lambda_{\text{reg}} \mathcal{L}_{\text{reg}} + \lambda_{\text{KL}} \mathcal{L}_{\text{KL}},$$

where $\lambda_{\text{reg}}$ and $\lambda_{\text{KL}}$ are weights applied to the loss terms. We set $\lambda_{\text{KL}} = 1$ and $\lambda_{\text{reg}} = 1$ in our experiments.

Updating template vectors by back-propagation brings several benefits. First, the regression loss converges faster lower than a plain regression from the audio, indicating a better fitting of the training set (see Figure 2b). Second, our model can generate diverse gestures by sampling arbitrary template vectors from the trained ones while maintaining highly synchronized gestures and lips. Third, interpolation of template vectors results in smooth changes of gestures, such as switching hands and changing the head orientation, demonstrating a compact condition space.

Despite the above benefits and inspirations, this method still has some limitations. First, since the template vector is assigned in a sample-wise way, each template will only be used and updated once an epoch, which requires careful tuning of hyper-parameters (e.g., learning rate, number of epochs) to let the template vectors converge. Second, although we can observe gesture variations caused by template switching, we still lack interpretation of the templates. Third, we can only conduct the mapping from a template vector to a gesture sequence but cannot go in the opposite direction.

Learning Templates by Reconstruction. To resolve the above limitations, we consider learning template vectors by reconstruction with VAE [20]. This VAE first encodes a ground-truth gesture sequence $\hat{G}$ into a mean vector $\mu_t \in \mathbb{R}^C$ and a variance vector $\sigma^2_t \in \mathbb{R}^C$, then decode them into
a reconstructed gesture sequence $G$. Similarly, it is built up with fully 1D convolutions sliding along the timeline and is also trained with a $L_1$ loss and a KL-divergence loss.

Once the VAE is trained, it is frozen to be used as a template vector extractor for computation of FTD described in Section 3.2.

### 3.2. Evaluation of Co-Speech Gesture Generation

Common evaluation metrics used by prior methods for co-speech gesture like $L_1/L_2$ distance, accuracy, or PCK (percent of correct keypoints) are not ideal because what they measure is the distance between a generated sample and the ground truth, ignoring the diversity of feasible gestures for a given audio clip. Therefore, targeting these metrics will result in boring and inexpressive synthesis.

Intuitively, a good gesture synthesis should meet at least two requirements: naturalness and synchronization; but none of them can be easily measured with distance-based metrics. Next, we propose two metrics for gesture assessment in terms of synchronization and naturalness, respectively.

**Lip-Sync as A Proxy Metric.** Different from body gestures that are diverse, the lip shapes are almost consistent because pronouncing a syllable usually requires a particular mouth shape. Also, we observe better convergence of lip keypoints’ regression losses than others on the validation set, which confirms the consistency of the mapping from speech audio to the lip.

Therefore, we adopt the distance between generated lip keypoints and the ground-truth as a proxy metric for synchronization measurement of the entire gesture. This proxy metric works for two reasons: 1) Both lip keypoints and other keypoints share the same network and features, and our method has no special design for lip syncing; 2) Although good lip syncing quality cannot guarantee good gesture quality, but lip syncing degradation is a good warning signal of bad gesture-syncing.

Formally, the proxy metric we use is the normalized lip-sync error

$$
E_{\text{lip}} = \frac{1}{F} \sum_{i=1}^{F} \frac{\|d^{(i)} - \hat{d}^{(i)}\|_2}{\max_{1 \leq n \leq F} \|\hat{d}^{(n)}\|_2}
$$

where $d^{(i)}$ is the distance between the center keypoints of upper and lower lip in the $i^{th}$ frame of the generated gesture sequence $G$, and $\hat{d}^{(i)}$ is the corresponding distance for ground-truth gesture sequence $G$.

**Fréchet Template Distance.** As aforementioned, directly measuring the distance between a generated gesture sequence and the ground truth discourages variety. Here, we introduce FTD (Fréchet Template Distance) as a variation of FID (Fréchet Inception Distance) [17]. FTD measures the distribution distance between the synthesized and the real gesture sequences among a group of samples rather than a single sample. Therefore, in order to achieve a better FTD score, the generated results should be not only natural but also diverse.

In our experiments, FTD is computed on the entire test set as follows:

$$
\text{FTD} = |\mu_t - \mu_\hat{t}|^2 + \text{tr} \left( \Sigma_t + \Sigma_\hat{t} - 2 (\Sigma_t \Sigma_\hat{t})^{1/2} \right),
$$

where $\mu_t$ and $\Sigma_t$ are the mean vector and covariance matrix of the template vectors $[t_1, t_2, \ldots, t_N]$, encoded from synthesized gesture sequences $[G_1, G_2, \ldots, G_N]$ across the test set with the VAE described in Section 3.1, where $N$ denotes the number of samples in the test set. $\mu_\hat{t}$ and $\Sigma_\hat{t}$ are the counterparts for the ground truth.

### 4. Experiments

**Datasets.** We test our method on the Speech2Gesture [14] dataset since it is the only one providing complete annotations for the upper body, especially for face keypoints. However, we only report results of two speakers, Oliver and Kubince, of this dataset due to the unusable quality of the face and hand keypoints of other speakers (pseudo labels acquired with OpenPose [6]). For results on other speakers, please refer to the supplementary material. Furthermore, we collect data of two Mandarin speakers, Xing and Luo, to test the versatility of our method. The video clips of the four speakers have a length of about 25.13 hours in total after manual filtering of incorrect annotations. We train our model on each of the speakers separately because we focus on speaker-specific gesture learning.

**Evaluation.** We report three objective metrics for fair comparison: 1) the $L_2$ distance that directly measures the distance between the prediction and the ground truth; 2) the normalized lip-sync error ($E_{\text{lip}}$) as a proxy metric for gesture synchronization; 3) the Fréchet Template Distance (FTD) as a measurement of fidelity.

We conduct an extensive human study to perceptually compare our method with baselines and verify the feasibility of our proposed objective metrics. We create videos with gesture sequences generated by different methods from the same pieces of speech audio, then publish them as an online questionnaire for human evaluation. For each of the four speakers, we randomly sample 8 pieces of speech audio for video generation. For each questionnaire, we randomly choose at least 2 of the 8 videos for each speaker to form a questionnaire with 10 video clips. During a test, a participant is exposed to the 10 videos one by one. Each video shows the results of competing methods synchronously with audio. The results are anonymized by letters and visualized with both skeleton maps and synthesized images. After watching each video, a participant is asked to make three choices: 1) the one with the best lip-sync quality; 2) the one
with the best gesture-sync quality; 3) the one with the most natural gestures. The final result is computed by the averaged percentage of each method selected as the best in each question. After the test, we collect 65 effective questionnaires in total.

Implementation Details. When preparing data, we segment videos into short clips of 64 frames in 15 FPS (about 4 seconds). To eliminate the scale difference across speakers and video resolutions, we re-scale the skeletons of each speaker according to their averaged shoulder widths. We set the dimension of template vector space $C = 32$ in all the experiments. Although our method is not sensitive to $C$, too large a dimension leads to degradation of gesture-syncing, and too low a dimension limits the expressiveness of the template space. We use a batch size of 32 for both training and test. We train our model with an Adam optimizer for 100 epochs. We use learning rate 0.0001, and downscale it for 10 times at the 90th and 98th epoch. When testing, we randomly sample a template vector from the trained ones corresponding to clips in the training set, making our results diverse and non-deterministic.

4.1. Regression with Learned Templates

As the core of our method, template vector learning makes it possible to learn the one-to-many mapping from a piece of speech audio to feasible gesture sequences merely with a regression loss. In Table 1, we show quantitative comparison between different configurations of templates. The model without templates gets the worst FTD, indicating poor expressiveness of learned gestures. On the contrary, the model with frame-wise template vectors gets the worst lip-sync error ($E_{lip}$), indicating degradation in gesture-syncing. This results from the excessive expressiveness of per-frame template vectors since the model can simply store per-frame gestures in the per-frame template vectors without extracting information from the audio signal. Meanwhile, our models with clip-wise template vector (learned either by back-propagation or VAE) achieve the best balance between the regression loss and the adversarial loss, we set the weight for the latter one to 0.1. Audio to Body Dynamics [30] is a sequential model with separate LSTM [18] models for regression of body and hand keypoints. We add one more LSTM model for face keypoints. Following the original configuration, we feed in a 28-channel MFCC. We adjust the hidden layer dimension of LSTM models from 200 in the original implementation to 800 for the best performance. MoGlow [2] is a probabilistic gesture generator based on normalising flows [27]. We modify its output channels to adapt to our task. For better performance, we feed in mel-spectrogram instead of MFCC, and set the hidden layer dimension $H = 800$ and the number of normalizing steps $K = 12$.

### Table 1: Effects of template learning in different settings

| template type     | $E_{lip}$ ↓ | FTD ↓ |
|-------------------|-------------|-------|
| w/o template      | 0.17        | 1.66  |
| w/ template-BP    | frame-wise  | 0.21  | 0.78  |
| w/ template-BP    | clip-wise   | 0.17  | 1.26  |
| w/ template-VAE   | clip-wise   | 0.17  | 0.92  |

Figure 4: Visualization of ground-truth gestures versus generated gestures in the template space. By feeding in a gesture sequence to the encoder of our trained VAE, we obtain the template vector of it. For visualization, we project the template vectors onto a 2D plane with PCA.

with almost no harm to synchronization.

To confirm the variety of our results, we use the encoder of our trained VAE to obtain the corresponding template vectors of both the ground-truth and the generated gesture sequences and visualize them by projection onto a 2D plane via PCA. As shown in Figure 4, for the model without templates, the encoded vectors gather around the origin. In contrast, the encoded vectors of our results from clip-wise templates span a larger space, showing a larger variety, which is consistent with the lower FTD values in Table 1.

4.2. Comparison with Baselines

**Baselines.** Speech2Gesture [14] is a fully convolutional model that directly regresses from a mel-spectrogram to gesture sequences. To add keypoints of the face, we enlarge the number of channels for the last convolution layer. For the best balance between the regression loss and the adversarial loss, we set the weight for the latter one to 0.1. Audio to Body Dynamics [30] is a sequential model with separate LSTM [18] models for regression of body and hand keypoints. We add one more LSTM model for face keypoints. Following the original configuration, we feed in a 28-channel MFCC. We adjust the hidden layer dimension of LSTM models from 200 in the original implementation to 800 for the best performance. MoGlow [2] is a probabilistic gesture generator based on normalising flows [27]. We modify its output channels to adapt to our task. For better performance, we feed in mel-spectrogram instead of MFCC, and set the hidden layer dimension $H = 800$ and the number of normalizing steps $K = 12$.

**Objective Comparison.** We compare our models with the above baselines across four speakers. As shown in Table 2, our models produce the smallest normalized lip-sync error and the smallest FTD on all speakers, indicating superior gesture-syncing and expressiveness. Meanwhile, our models produce relatively high $L_2$ distances. This is expected since our results are generated with randomly sampled template vectors, which should not always conform to the ground truth gesture.
Table 2: Comparison with baselines for gesture generation on two English speakers from the Speech2Gesture [14] dataset (Oliver and Kubinec) and two Mandarin speakers that we collect (Xing and Luo). Our models produce results with superior synchronization and expressiveness. Note that lower $L_2$ distance does not indicate better performance for our task.

|                | Oliver | Kubinec | Xing | Luo |
|----------------|--------|---------|------|-----|
|                | $L_2$ dist. | $\mathcal{E}_{lip}$ | FTD | $L_2$ dist. | $\mathcal{E}_{lip}$ | FTD | $L_2$ dist. | $\mathcal{E}_{lip}$ | FTD | $L_2$ dist. | $\mathcal{E}_{lip}$ | FTD |
| Audio to Body [30] | 49.7 | 0.19 | 3.48 | 70.9 | 0.17 | 4.51 | 59.9 | 0.18 | 4.75 | 48.4 | 0.16 | 2.70 |
| Speech2Gesture [14] | 53.5 | 0.23 | 8.30 | 64.9 | 0.20 | 4.53 | 48.0 | 0.19 | 4.49 | 63.7 | 0.20 | 3.10 |
| MoGlow [2] | 50.6 | 0.20 | 2.28 | 78.1 | 0.16 | 2.49 | 48.4 | 0.18 | 4.94 | 54.8 | 0.18 | 1.47 |
| Ours (w/ template-BP) | 50.6 | 0.17 | 1.26 | 83.7 | 0.15 | 1.98 | 50.0 | 0.17 | 2.72 | 51.5 | 0.16 | 1.21 |
| Ours (w/ template-VAE) | 62.4 | 0.17 | 0.92 | 100.7 | 0.15 | 1.98 | 57.8 | 0.18 | 1.72 | 80.8 | 0.17 | 0.69 |

**Subjective Comparison.** For a perceptual comparison between methods, we invite volunteers to watch anonymized results and choose the best in three aspects. Examples of synthesized images used in the human study are shown in Figure 7. According to the bar chart in Figure 5, our models show significant advantages over baseline models. It is to be mentioned that this human study verifies the strong correlation between the performance of lip syncing and body syncing, which endorses our proposal of adopting the normalized lip-sync error ($\mathcal{E}_{lip}$) as a proxy metric to measure the extent of how a gesture is synchronous with the speech audio.

4.3. Visualization of Template Space

For a better interpretation of the template vectors, we explore the property of the vector space. We visualize the corresponding gestures of a particular template vector and its opposite by feeding the vectors into our trained VAE’s decoder, respectively. Instead of manually selecting template vectors, we adopt a closed-form factorization algorithm proposed by Shen and Zhou [29] for latent semantics discovery. Taking the weight matrix of the first layer of the VAE’s decoder, we conduct eigenvalue decomposition and keep the eigenvector with the largest eigenvalue. From the results for Oliver and Xing in Figure 6, we observe high semantic symmetry such as the position and orientation of heads and hands.

4.4. Ablation Studies

**Transposed Instance Normalization.** In our experiments, we observe significant improvements on $\mathcal{E}_{lip}$ and FTD by substituting BN (Batch Normalization) with IN (Instance Normalization) as shown in the 1st and the 2nd row in Table 3. However, models with IN produce results with high-frequent vibrations. Therefore, we propose the transposed instance normalization ($IN^*$), which conducts normalization on the dimension of keypoints ($B, 2K, F$) rather than frames ($B, 2K, F$). This operation produces stable gesture sequences with comparable performance (the 3rd...
Figure 7: Examples of image frames synthesized from generated gesture sequences with our image synthesis module. In the 1st and the 2nd lines are Oliver and Kubinec from the Speech2Gesture [14] dataset. In the 3rd and the 4th lines are Xing and Luo that we collect from the Internet.

Table 3: Ablation study on the normalization operation and body representation. Experiments are conducted on our model without template vectors on Oliver. IN* denotes our proposed transposed instance normalization. Hierarchical denotes that gesture keypoints are split into four parts, and each part has its local root node.

|          | Hierarchical | $E_{lip}$ ↓ | FTD ↓ |
|----------|--------------|-------------|-------|
| BN       |              | 0.20        | 7.01  |
| IN       |              | 0.19        | 1.54  |
| IN*      | ✓            | 0.19        | 1.53  |
| IN*      | ✓            | 0.17        | 1.66  |

Hierarchical Gesture Representation. Considering the kinematics of the human body, we try to decouple body parts by a hierarchical body representation with separate root nodes for keypoints of the face, arms, and hands. Comparing the 3rd row and the 4th row of Table 3, we can see an obvious improvement on lip syncing ($E_{lip}$).

5. Conclusion

This paper aims to synthesize a gesture sequence of the complete upper body given speech audio as input. Based on the fact that speech cannot fully determine gestures, we propose to learn a set of gesture templates, which relieve the ambiguity and increase the variety and fidelity of synthesized gestures. Furthermore, we propose to use the normalized lip-sync error as a proxy metric for gesture synchronization and FTD as a measurement of fidelity. Quantitative and qualitative results on four speakers across two languages show the superiority of our method.
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A. Statistics of the Dataset

Due to the limitations of OpenPose [6] in highly occluded cases, the pseudo labels for poses are noisy, especially for the hands and the mouth. Also, there are cases when multiple people appear in a frame, making it hard for the model to learn stable gestures. Therefore, we filter out a frame for any of the following cases:

- Some pseudo-label keypoints are significantly abnormal (e.g., lying on the top-left corner of the frame);
- Multiple humans are detected in a frame.

After the above data cleaning procedure, the statistics of the data we use are shown in Table 4.

| speaker | length (hours) | #clips (train) | #clips (val) |
|---------|---------------|----------------|--------------|
| Oliver  | 12.02         | 119219         | 10546        |
| Kubinec | 3.15          | 30100          | 3874         |
| Luo     | 7.46          | 73347          | 7254         |
| Xing    | 2.52          | 24757          | 2414         |

Among the four speakers, Oliver has the longest videos. Therefore, it is reasonable that the predictions for Oliver look the most vivid and natural. However, our results on Kubinec and Xing show that it is enough to learn the gesture style of a person with about two hours of videos.

B. Additional Quantitative Results

Table 5: Quantitative results of our method with templates encoded by a VAE [21] on seven other speakers of the Speech2Gesture [14] dataset.

| speaker    | $L_2$ dist. | $E_{lip}$ | FTD |
|------------|-------------|-----------|-----|
| Almaram    | 179.0       | 0.187     | 2.02|
| Angelica   | 70.6        | 0.186     | 5.55|
| Conan      | 124.6       | 0.213     | 0.626|
| Ellen      | 110.4       | 0.239     | 1.56|
| Stewart    | 79.0        | 0.347     | 0.893|
| Meyers     | 64.0        | 0.195     | 1.88|
| Kagan      | 144.4       | 0.133     | 1.38|

Although the Speech2Gesture [14] dataset includes ten speakers (nine available online), not all of them suit our needs. For example, Almaram’s hands are usually occluded so that the keypoints for hands and arms are out of view; Angelica’s videos may contain speech of other people on the phone, which brings ambiguities; Kagan often walks around, which leads to noisy keypoints of the face and hands. Nevertheless, we still train our model on each of them and show quantitative results in Table 5.