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Abstract

We propose a lightweight CPU network based on the MKLDNN acceleration strategy, named PP-LCNet, which improves the performance of lightweight models on multiple tasks. This paper lists technologies which can improve network accuracy while the latency is almost constant. With these improvements, the accuracy of PP-LCNet can greatly surpass the previous network structure with the same inference time for classification. As shown in Figure 1, it outperforms the most state-of-the-art models. And for downstream tasks of computer vision, it also performs very well, such as object detection, semantic segmentation, etc. All our experiments are implemented based on PaddlePaddle\(^1\). Code and pretrained models are available at PaddleClas\(^2\).

1. Introduction

In the past few years, Convolutional Neural Networks (CNNs) represent the workhorses of the most current computer vision applications, including image classification\(^1\), \(^2\), object detection\(^3\), attention prediction\(^4\), target tracking\(^5\), action recognition\(^6\), semantic segmentation\(^7\), \(^8\), salient object detection\(^9\) and edge detection\(^10\).

As the model feature extraction capability increases and the number of model parameters and FLOPs get larger, it becomes difficult to achieve fast inference speed on mobile devices based ARM architecture or CPU devices based x86 architecture. In this case, many excellent mobile networks have been proposed, but due to the limitations of the MKLDNN, the speed of these networks is not ideal on the Intel CPU with MKLDNN enabled. In this paper, we rethink the lightweight models elements for network designed on Intel-CPU. In particular, we consider the following three fundamental questions. (i) How to promote the network to learn stronger feature presentations without increasing latency. (ii) What are the elements to improve the accuracy of lightweight models on CPU. (iii) How to effectively combine different strategies for designing lightweight models on CPU.

Our main contribution is summarizing a series of methods to improve the accuracy without increase of inference time, and how to combine these methods to get a better balance of accuracy and speed. Based on this, we come up with several general rules for designing lightweight CNNs, and provide new ideas for other researchers to build CNNs on CPU devices. Furthermore, it can provide neural architecture search researchers with new ideas when constructing the search space, so as to get better models faster.

\(^1\)https://github.com/PaddlePaddle
\(^2\)https://github.com/PaddlePaddle/PaddleClas
2. Related Works

To promote the capabilities of the model, current works usually follow two types of methodologies. One is based on manually-designed CNN architecture, the other is based on Neural Architecture Search (NAS)[11].

Manually-designed Architecture. The VGG[12] exhibits a simple yet effective strategy of constructing very deep networks: stacking blocks with the same dimension. GoogLeNet[13] constructs an Inception block, which includes four parallel operations: 1 × 1 convolution, 3 × 3 convolution, 5 × 5 convolution and max pooling. GoogLeNet makes the convolutional neural network light enough, then more and more lighter networks emerge. MobileNetV1[14] replaces the standard convolution by depthwise and pointwise convolutions, which greatly reduces the amount of parameters and FLOPs of the model. The author of MobileNetV2[15] proposed the Inverted block, which further reduces the FLOPs of the model and at the same time improves the performance of the model. ShuffleNetV1/V2[16][17] exchanges information through channel shuffle, which reduces the unnecessary overhead of the network structure. The author of GhostNet[18] proposed a novel Ghost module that can generate more feature maps with fewer parameters to improve the overall performance of the model.

Neural Architecture Search. With the development of GPU hardware, the main point has shifted from a manually designed architecture to an architecture that adaptively performs a systematic search for specific tasks. A majority of NAS-generated networks use the similar search space to MobileNetV2[15], including EfficientNet[19], MobileNetV3[20], FBNet[21], DNASNet[22], OFANet[23] and so on. The MixNet[24] proposed to hybridize depthwise convolutions of different kernel size in one layer. NAS-generated networks relies on manually-generated block, such as BottleNeck[25], Inverted-block[15] and so on. Our approach can reduce search space and improve search efficiency for neural architecture search and potentially improve the overall performance, which can be studied in future work.

3. Approach

While there are many lightweight networks whose inference speed is fast on ARM-based devices, few networks take into account the speed on Intel CPU, especially when acceleration strategies such as MKLDNN enabled. Many methods to improve model accuracy will not increase the inference time much on ARM devices, however, when switch-
3.1. Better activation function

As we all know, the quality of the activation function often determines the performance of the network. Since the activation function of network is changed from Sigmoid to ReLU, the performance of the network has been greatly improved. In recent years, more and more activation functions have emerged that go beyond ReLU. After EfficientNet[19], the authors used the Swish activation function to show better performance, the author of MobileNetV3[20] upgraded it to H-Swish, thus avoiding a large number of exponential operations. Since then, many lightweight networks also use this activation function. We also replaced the activation function in BaseNet from ReLU to H-Swish. The performance has been greatly improved, while the inference time has hardly changed.

3.2. SE modules at appropriate positions

The SE module[26] has been used by a large number of networks since its being proposed. This module also helped SENet[26] winning the 2017 ImageNet[27] classification competition. It does a good job of weighting the network channels for better features, and its speed improvement version is also used in many lightweight networks such as MobileNetV3[20]. However, on Intel CPUs, the SE module[26] increases the inference time, so that we cannot use it for the whole network. In fact, we have done a lot of experiments and observed that when the SE module[26] is located at the end of the network, it can play a better role. So we just add the SE module[26] to the blocks near the tail of the network. This results in a better accuracy-speed balance. As with MobileNetV3[20], the activation functions for the two layers of the SE module[26] are ReLU and H-Sigmoid respectively.

3.3. Larger convolution kernels

The size of the convolution kernel often affects the final performance of the network. In MixNet[24], the authors analysed the effect of differently sized convolution kernels on the performance of the network, and ended up mixing different sizes of convolutional kernels in the same layer of the network. However, such a mixture slows down the inference speed of the model, so we try to use only one size of convolution kernel in the single layer, and ensure that a large convolution kernel is used in the case of low latency and high accuracy. We experimentally find that, similar to the placement of the SE module[26], replacing the 3 × 3 convolutional kernels with only the 5 × 5 convolutional kernels at the tail of the network would achieve the effect of replacing almost all layers of the network, so we did this replacement operation only at the tail of the network.

| Operator | Kernel Size | Stride | Input       | Output       | SE |
|----------|-------------|--------|-------------|--------------|----|
| Conv2D   | 3 × 3       | 2      | 224² × 3    | 112² × 16    | -  |
| DepthSepConv | 3 × 3   | 1      | 112² × 16   | 112² × 32   | -  |
| DepthSepConv | 3 × 3   | 2      | 112² × 32   | 56² × 64    | -  |
| DepthSepConv | 3 × 3   | 1      | 56² × 64    | 56² × 64    | -  |
| DepthSepConv | 3 × 3   | 2      | 56² × 64    | 28² × 128   | -  |
| DepthSepConv | 3 × 3   | 1      | 28² × 128   | 28² × 128   | -  |
| DepthSepConv | 3 × 3   | 2      | 28² × 128   | 14² × 256   | -  |
| 5 × DepthSepConv | 5 × 5 | 1      | 14² × 256   | 14² × 256   | -  |
| DepthSepConv | 5 × 5   | 2      | 14² × 256   | 7² × 512    | ✓  |
| DepthSepConv | 5 × 5   | 1      | 7² × 512    | 7² × 512    | ✓  |
| GAP      | 7 × 7      | 1      | 7² × 512    | 1² × 512    | -  |
| Conv2d, NBN | 1 × 1 | 1      | 1² × 512    | 1² × 1280   | -  |

Table 1. Architecture details of PP-LCNet. SE denotes whether there is a Squeeze-and-Excitation in that block. NBN denotes no batch normalization.

To Intel CPU devices, the situation will be a little different. Here we have summarized some methods that can improve the performance of the model with little increase of inference time. These methods will be described in details below. We used the DepthSepConv mentioned by MobileNetV1[14] as our basic block. This block does not have operations such as shortcuts, so there are no additional operations such as concat or elementwise-add; these operations will not only slow down the inference speed of the model, but also will not improve the accuracy on a small model. Furthermore, this block has been deeply optimized by the Intel CPU acceleration library, and the inference speed can surpass other lightweight blocks such as inverted-block or shufflenet-block. We stack these blocks to form a BaseNet similar to MobileNetV1[14]. We combine the BaseNet and some of the existing technologies to a more powerful network, namely PP-LCNet.
| Model                  | Params(M) | FLOPs(M) | Top-1 Acc.(%) | Top-5 Acc.(%) | Latency(ms) |
|------------------------|-----------|----------|---------------|---------------|-------------|
| PP-LCNet 0.25x         | 1.5       | 18       | 51.86         | 75.65         | 1.74        |
| PP-LCNet-0.35x         | 1.6       | 29       | 58.09         | 80.83         | 1.92        |
| PP-LCNet-0.5x          | 1.9       | 47       | 63.14         | 84.66         | 2.05        |
| PP-LCNet-0.75x         | 2.4       | 99       | 68.18         | 88.30         | 2.29        |
| PP-LCNet-1x            | 3.0       | 161      | 71.32         | 90.03         | 2.46        |
| PP-LCNet-1.5x          | 4.5       | 342      | 73.71         | 91.53         | 3.19        |
| PP-LCNet-2x            | 6.5       | 590      | 75.18         | 92.27         | 4.27        |
| PP-LCNet-2.5x          | 9.0       | 906      | 76.60         | 93.00         | 5.39        |
| PP-LCNet-0.5x*         | 1.9       | 47       | 66.10         | 86.46         | 2.05        |
| PP-LCNet-1x*           | 3.0       | 161      | 74.39         | 92.09         | 2.46        |
| PP-LCNet-2.5x*         | 9.0       | 906      | 80.82         | 95.33         | 5.39        |

Table 2. Indicators of PP-LCNet of different scales, where * means it is trained using SSLD[28] distillation method. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

| Model                  | Params(M) | FLOPs(M) | Top-1 Acc.(%) | Top-5 Acc.(%) | Latency(ms) |
|------------------------|-----------|----------|---------------|---------------|-------------|
| MobileNetV2-0.25x      | 1.5       | 34       | 53.21         | 76.52         | 2.47        |
| MobileNetV3-small-0.35x| 1.7       | 15       | 53.03         | 76.37         | 3.02        |
| ShuffleNetV2-0.33x     | 0.6       | 24       | 53.73         | 77.05         | 4.30        |
| PP-LCNet-0.25x         | 1.5       | 18       | 51.86         | 75.65         | 1.74        |
| MobileNetV2-0.5x       | 2.0       | 99       | 65.03         | 85.72         | 2.85        |
| MobileNetV3-large-0.35x| 2.1       | 41       | 64.32         | 85.46         | 3.68        |
| ShuffleNetV2-0.5x      | 1.4       | 43       | 60.32         | 82.26         | 4.65        |
| PP-LCNet-0.5x          | 1.9       | 47       | 63.14         | 84.66         | 2.05        |
| MobileNetV1-1x         | 4.3       | 578      | 70.99         | 89.68         | 3.38        |
| MobileNetV2-1x         | 3.5       | 327      | 72.15         | 90.65         | 4.26        |
| MobileNetV3-small-1.25x| 3.6       | 100      | 70.67         | 89.51         | 3.95        |
| ShuffleNetV2-1.5x      | 3.5       | 301      | 71.63         | 90.15         | -           |
| PP-LCNet-1x            | 3.0       | 161      | 71.32         | 90.03         | 2.46        |

Table 3. Comparison of state-of-the-art light networks over classification accuracy. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

### 3.4. Larger dimensional $1 \times 1$ conv layer after GAP

In our PP-LCNet, the output dimension of the network after GAP is small. And directly appending the final classification layer will lose the combination of features. In order to give the network a stronger fitting ability, we appended a 1280-dimensional size $1 \times 1$ conv(equivalent to FC layer) after the final GAP layer, which would allow for more storage of the model with little increase of inference time.

With these four changes, our model performs well on the ImageNet-1k[27], and table 3 lists the metrics against other lightweight models on Intel CPUs.

### 4. Experiment

#### 4.1. Implementation Details

For fair comparisons, we reimplement the models of MobileNetV1[14], MobileNetV2[15], MobileNetV3[20], ShuffleNetV2[17], PicoDet[29] and Deeplabv3+[8] by PaddlePaddle. We train the models on 4 V100 GPUs, and the CPU test environment is based on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled.

#### 4.2. Image Classification

For the image classification task, we train PP-LCNet on ImageNet-1k[27], which contains 1.28 million training images and 50k validation images of 1000 classes. We use SGD optimizer with weight decay set to $3e^{-5}$ ($4e^{-5}$ for large models), momentum set to 0.9, and batch size of 2048. Learning rate is adjusted according to a cosine schedule for training 360 epochs with 5 linear warmup epochs. Initial learning rate is set to 0.8. In the training phase, each image is randomly cropped to $224 \times 224$ and randomly flipped horizontally. In the evaluation phase, we first resize an image to 256 along the short edge, then apply a center crop...
of size $224 \times 224$. Table 2 shows the PP-LCNet’s top-1 and top-5 validation accuracy and inference time of different scales. Furthermore, when the SSLD\cite{28} distillation method is used, the accuracy of the model can be greatly improved. Table 3 shows the comparison of PP-LCNet and state-of-the-art models. Compared with other light models, PP-LCNet has shown strong competitiveness.

**4.3. Object Detection**

For object detection task, all models in Table 4 are trained on COCO-2017\cite{30} training set with 80 classes and 118k images, and evaluated on COCO-2017\cite{30} validation set with 5000 images using the common COCO AP metric of a single scale. We used the lightweight PicoDet developed by PaddleDetection\(^3\) as our baseline method. Table 4 shows the object detection results of PP-LCNet and MobileNetV3\cite{20} as the backbone. The entire network is trained with stochastic gradient descent (SGD) for 146K iterations with a minibatch of 224 images distributed on 4 GPUs. The learning rate schedule is cosine from 0.3 as base learning rate for 280 epochs. Weight decay is set as 1e-4, and momentum is set as 0.9. Impressively, the PP-LCNet backbone greatly improves the mAP on COCO\cite{30} and inference speed compared with MobileNetV3\cite{20}.

| Method       | Backbone                     | mIoU (%) | Latency (ms) |
|--------------|------------------------------|----------|--------------|
| PicoDet      | MobileNetV3-large-0.35x\cite{20} | 19.2     | 8.1          |
|              | PP-LCNet-0.5x                 | 20.3     | 6.0          |
|              | MobileNetV3-large-0.75x\cite{20} | 25.8     | 11.1         |
|              | PP-LCNet-1x                   | 26.9     | 7.9          |

Table 4. Object detection results on the COCO dataset\cite{30}, measured using mAP@IoU=0.5:0.95 (%). Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

**4.4. Semantic Segmentation**

For the semantic segmentation task, we also evaluated the ability of PP-LCNet on Cityscapes dataset\cite{31}, which contains 5000 high-quality labeled images. We use the DeeplabV3+\cite{8} developed by PaddleSeg\(^4\) as our baseline method, and set the output stride to 32. The data are augmented by randomly horizontally flip, randomly scale, and randomly crop. The random scales contain $\{0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0\}$, and the cropped resolutions are $1024 \times 512$. We use the SGD optimizer with the initial learning rate of 0.01, the momentum of 0.9, and the weight decay of 4e-5. We use a poly learning rate sched-

\(^3\)https://github.com/PaddlePaddle/PaddleDetection  
\(^4\)https://github.com/PaddlePaddle/PaddleSeg

ule with a power of 0.9. All the models are trained for 80K iterations with the batch-size of 32 on 4 V100 GPUs.

We use MobileNetV3\cite{20} as backbone for comparison. As shown in Table 5, PP-LCNet-0.5x outperforms MobileNetV3-large-0.5x\cite{20} by 2.94% on mIoU, but the inference time is reduced by 53ms. Compared with larger models, PP-LCNet also has strong performance. When PP-LCNet-1x is used as backbone, mIoU of model is 1.5% higher than MobileNetV3-large-0.75x, but the inference time is reduced by 55ms.

| Method       | Backbone                     | mIoU (%) | Latency (ms) |
|--------------|------------------------------|----------|--------------|
| PicoDet      | MobileNetV3-large-0.35x\cite{20} | 55.42    | 135          |
|              | PP-LCNet-0.5x                 | 58.36    | 82           |
|              | MobileNetV3-large-0.75x\cite{20} | 64.53    | 151          |
|              | PP-LCNet-1x                   | 66.03    | 96           |

Table 5. Performances of semantic segmentation on Cityscapes\cite{31} validation dataset. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

**4.5. Ablation Study**

The impact of SE module\cite{26} in different positions. The SE module\cite{26} is an attention mechanism between channels, which can improve the accuracy of the model. However, if the number of SE modules\cite{26} is blindly increased, the inference speed of the model will be reduced, so it is worth studying and exploring how to properly add SE modules\cite{26} to the model. Through experiments, we found that the SE module\cite{26} will have a greater impact on the tail of the network. The results of adding only two SE modules\cite{26} at different locations in the network are presented in the table 7. The table clearly shows that adding the last two blocks is more advantageous for almost the same inference time. Therefore, in order to balance the inference speed, PP-LCNet only adds the SE module\cite{26} to the last two blocks.

The impact of large-kernel in different locations. Although large-kernel can increase accuracy, it is not the best to add it at all locations in the network. We have shown the general rule of correctly adding large-kernel through experiments. Table 8 shows the positions added by the $5 \times 5$ depth-wise convolution. 1 means that the depth-wise convolution kernel in DepthSepConv is $5 \times 5$, and 0 means that the depth-wise convolution kernel in DepthSepConv is $3 \times 3$. It can be seen from the table that, similar to the location where the SE module\cite{26} is added, the addition of $5 \times 5$ convolution at the tail of the network is also more competi-
| Activation | SE block | large-kernel | last-1x1 conv | Top-1 Acc(%) | Latency(ms) |
|------------|----------|--------------|---------------|--------------|-------------|
| ✓          | ✓        | ✓            | ✓             | 61.93        | 1.94        |
| ✓          | ✓        | ✓            | ✓             | 62.51        | 1.87        |
| ✓          | ✓        | ✓            | ✓             | 62.44        | 2.01        |
| ✓          | ✓        | ✓            | ✓             | 59.91        | 1.85        |
| ✓          | ✓        | ✓            | ✓             | 63.14        | 2.05        |

Table 6. The impact of PP-LCNet-0.5x’s performance on reducing a certain technology. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

| Network   | SE Location | Top-1 Acc (%) | Latency (ms) |
|-----------|-------------|---------------|--------------|
| PP-LCNet-0.5x | 11000000000000 | 61.73         | 2.06         |
|           | 0000001100000 | 62.17         | 2.03         |
|           | 00000000000011 | 63.14        | 2.05         |
|           | 1111111111111 | 64.27         | 3.80         |

Table 7. Ablation experiment of SE module in different positions. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

| Network   | Large-kernel location | Top-1 Acc (%) | Latency (ms) |
|-----------|----------------------|---------------|--------------|
| PP-LCNet-0.5x | 111111111111 | 63.22         | 2.08         |
|           | 11111111000000 | 62.70         | 2.07         |
|           | 00000001111111 | 63.14         | 2.05         |

Table 8. The impact of large-kernel in different locations. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

The impact of different techniques. In PP-LCNet, we use 4 different technologies to improve the performance of the model. Table 9 lists the cumulative increase of different technologies on PP-LCNet, and Table 6 lists the impact of reducing different modules on PP-LCNet. It can be seen from the two tables that H-Swish and large-kernel can improve the performance of the model with almost no increase in inference time. Adding a small number of SE modules[26] can further improve the performance of the model. Using a larger FC layer after GAP will also greatly increase the accuracy. At the same time, perhaps because a relatively large matrix is involved here, the use of the dropout strategy can further improve the accuracy of the model.

| Strategy                  | Top-1 Acc.(%) | Latency(ms) |
|---------------------------|--------------|-------------|
| BaseNet                   | 55.58        | 1.61        |
| +h-swish                  | 58.18        | 1.66        |
| +large-kernel             | 59.09        | 1.70        |
| +SE                       | 59.91        | 1.85        |
| +last-1x1 conv w/o dropout| 62.50        | 2.05        |
| +last-1x1 conv w/ dropout | 63.14        | 2.05        |

Table 9. The impact of the increase of different technologies on the performance of PP-LCNet-0.5x. Latency tested on Intel® Xeon® Gold 6148 Processor with batch size of 1 and MKLDNN enabled, the number of thread is 10.

5. Conclusion and Future work

Our work summarizes some methods for designing lightweight Intel CPU networks, which can improve the accuracy of the model while avoiding increasing the inference time. While these methods are existing methods from previous work, the balance between accuracy and speed has not been summarised experimentally. Through extensive experiments and blessing of these methods, we propose PP-LCNet, which shows stronger performance on a large number of vision tasks and has a better accuracy-speed balance. In addition, this work reduces the search space of NAS and also offers the possibility of faster access to lightweight models for NAS. In the future, we will also use NAS to obtain faster and stronger models.
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