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Abstract

Background: Despite efforts to improve patient outcomes, major morbidity and mortality remain common after surgery. Health information technologies that provide decision support for clinicians might improve perioperative and postoperative patient care. Evaluating the usability of these technologies and barriers to their implementation can facilitate their acceptance within health systems.

Objective: This manuscript describes usability testing and refinement of an innovative telemedicine-based clinical support system, the Anesthesiology Control Tower (ACT). It also reports stakeholders' perceptions of the barriers and facilitators to implementation of the intervention.

Methods: Three phases of testing were conducted in an iterative manner. Phase 1 testing employed a think-aloud protocol analysis to identify surface-level usability problems with individual software components of the ACT and its structure. Phase 2 testing involved an extended qualitative and quantitative real-world usability analysis. Phase 3 sought to identify major barriers and facilitators to implementation of the ACT through semistructured interviews with key stakeholders.

Results: Phase 1 and phase 2 usability testing sessions identified numerous usability problems with the software components of the ACT. The ACT platform was revised in seven iterations in response to these usability concerns. Initial satisfaction with the ACT, as measured by standardized instruments, was below commonly accepted cutoffs for these measures. Satisfaction improved to acceptable levels over the course of revision and testing. A number of barriers to implementation were also identified and addressed during the refinement of the ACT intervention.

Conclusions: The ACT model can improve the standard of perioperative anesthesia care. Through our thorough and iterative usability testing process and stakeholder assessment of barriers and facilitators, we enhanced the acceptability of this novel technology and improved our ability to implement this innovation into routine practice.
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Introduction

The last several decades have brought major advancements in the safety of anesthetic techniques and therapeutics. However, patients undergoing surgery continue to experience persistent and significant risks of major morbidity and mortality following their operations [1]. Some of these risks are unavoidable and either inherent to the nature of the surgical procedure or attributable to patient characteristics not immediately modificable [2-4]. However, many factors that impact a patient’s immediate and long-term health can be influenced by the anesthesia care team [5-8]. Clinical decision support systems can optimize management of these factors, leading to improvement in intraoperative parameters such as hemodynamics [9], ventilator and fluid management [10], and blood glucose control [11,12]. Such systems are particularly useful for members of the anesthesia care team [13,14], who, like all medical practitioners, have known limitations in their cognitive abilities [15-17] and yet are often inundated with an overwhelming amount of information. Practitioners may see alarms as frequently as every 3 minutes and even more frequently during induction of anesthesia and emergence from anesthesia. Although the majority of alarms might appear clinically irrelevant, a small, critical percentage require immediate intervention [18]. Given the known limits of human cognitive abilities, there is a pressing need for decision support systems that improve clinicians’ abilities to rapidly assess situations and act appropriately in a timely manner [13,14].

Decision support systems provide an opportunity to impact provider behaviors and patient outcomes in a broad range of clinical settings [19-21]. However, these interventions may fail to meaningfully influence patient care if they are not acceptable to the relevant end users [22]. Successful systems are those that achieve high levels of usability [23,24] by meeting thresholds for efficiency, effectiveness, and satisfaction [25-27] in the actual environment in which they will be used [22,28,29]. However, even a usable, well-designed intervention may fail if barriers to its integration into existing workflow patterns have not been considered [29,30]. The assessment of such barriers is particularly important in the setting of clinical trials [31,32], in which the delivery of an intervention is dependent on changes in behavior across many groups of individuals working in complex systems.

At our institution, we developed a novel telemedicine-based decision support intervention for the operating room called the Anesthesiology Control Tower (ACT), described in Multimedia Appendix 1 and elsewhere [33]. In the ACT, clinicians use several electronic health records (EHRs) to monitor surgical patients in real time and respond to clinical alerts generated by a customized version of a decision support software device called AlertWatch (AlertWatch LLC). This software system, modified in response to the testing described in this manuscript to create an AlertWatch Tower Mode, is a monitoring and alerting program that integrates information from patient monitors and EHRs. After analyzing the data, the program determines and displays the current patient state and generates alerts based on the incoming variables (Multimedia Appendix 1). A key component of the ACT is the presence of trained clinicians who are able to process these alerts. Just as an air traffic control tower monitors individual aircraft and delivers additional information and alerts to the pilot and copilot, the ACT functions as a clinical support system for teams of anesthesia clinicians, engaging with them to assist in providing safe, effective, and efficient care for their patients [34]. The ACT is currently being evaluated in the form of a proof-of-principle pragmatic trial [NCT02830126] [35].

The successful execution of complex health interventions such as the ACT demands an understanding of the usability of the intervention and any barriers and facilitators to its acceptance. Therefore, we designed this study to evaluate the ACT from the perspective of two groups of key stakeholders: those who deliver and those who receive the ACT support. Specifically, we aimed to determine whether the ACT adequately addressed goals for functionality and usability for end users. We also sought to identify barriers and facilitators to implementation of the ACT into routine clinical practice. We used these findings to modify the ACT based on user feedback.

Methods

Study Design

Three phases of testing were designed to determine the extent to which the different aspects of the ACT prototype met the needs of end users (see Table 1). A full description of the study protocol was previously published by our group [33]. Two phases of pragmatic mixed-method usability analyses [36-40] were conducted with ACT clinicians. These phases evaluated the entirety of the ACT structure and its software components. In the third phase of testing, semistructured interviews were conducted with operating room (OR) clinicians to identify barriers and facilitators to implementation of the ACT and obtain basic usability data. The results from testing phases were intended to guide iterative changes to the ACT structure and software, in particular the AlertWatch Tower Mode platform. Decisions to modify any component of the pilot ACT during the testing period were determined by the investigative team through review of participant feedback.
Table 1. Description of testing stages.

| Stage of testing | Description | Eligible participants | Outcome measures |
|------------------|-------------|-----------------------|------------------|
| Phase 1          | Structured think-aloud usability sessions with ACT\(^b\) clinicians | • Attending anesthesiologists  
• Resident anesthesiologists | • Task performance data  
• Standardized questionnaires  
• Utterance data |
| Phase 2          | Near-live usability testing with ACT clinicians | • Attending anesthesiologists  
• Resident anesthesiologists | • Task performance data  
• Standardized questionnaires |
| Phase 3          | Semistructured interviews with operating room clinicians | • Attending anesthesiologists  
• Resident anesthesiologists  
• Certified registered nurse anesthetists | • Barriers and facilitators to implementation |

\(^a\)Only physician anesthesiologists were eligible for participation in phase 1 and phase 2 based on the preliminary staffing model for the ACT.  
\(^b\)ACT: Anesthesia Control Tower.

Participants

Participants were recruited from a single academic medical center using standardized emails distributed to the departmental listserv. All participants completed informed consent prior to study activities, consistent with the protocol approved by the Washington University in St. Louis Institutional Review Board (IRB #201611035). The target sample size for each round of testing was 8 to 10 participants based on guidelines for cognitive usability testing [41]. Based on an initial, physician-only staffing model for the ACT, only attending and resident physician anesthesiologists were eligible for participation in phase 1 and phase 2. All OR clinicians (physician anesthesiologists and certified registered nurse anesthetists [CRNAs]) were eligible to participate in phase 3.

Study Procedures

Usability Testing

Phase 1 was an exploratory think-aloud usability analysis with the two groups of clinicians who were eligible to staff the ACT (ACT clinicians). It aimed to identify major surface-level usability problems with the different components of the ACT [42], including orientation and help documents prepared by the research team, individual software components, and physical equipment and layout. A research team member was present in the room to moderate each session. Participants had 20 minutes to load the AlertWatch Tower Mode software in addition to the hospital’s standard perioperative software programs, including the general EHR and the anesthesia information management system. They were instructed to address as many AlertWatch Tower Mode alerts as they could while voicing their thoughts and actions aloud [43]. Participants were prompted if 20 seconds elapsed without verbalization. If participants experienced a critical usability problem that prevented the session from continuing, the moderator provided the minimum amount of prompting that allowed the session to proceed. Sessions ended with structured debriefing sessions.

All think-aloud sessions were audio recorded and transcribed manually by a professional transcription service. Debriefing sessions were also transcribed when a recording was available. Transcripts were verified by the research team. At the end of each session, participants completed the quantitative usability and workload measures System Usability Scale (SUS) [44], Computer System Usability Questionnaire (CSUQ) [45], and NASA Task Load Index (NASA-TLX) [46].

Phase 2 consisted of usability testing of the ACT within its intended, real-world setting. No study personnel were present for this testing. Participants used the same suite of software programs as in Phase 1 to monitor surgical patients in real time and address the AlertWatch Tower Mode alerts. They did not interact with clinicians in the ORs. A secure server captured and stored a log of all alerts and participant responses. Testing sessions were of one business day duration. Based on the anticipated staffing model for the intervention, attending anesthesiologists participated one day at a time on days in which they were not assigned to the surgical ORs. Resident anesthesiologists participated for 10 consecutive business days as part of a formal 2-week rotation during their final year of clinical training. All participants completed the SUS [44], CSUQ [45], and NASA-TLX [46]. Attending anesthesiologists completed the questionnaires every day that they were in the ACT. To minimize the degree to which resident anesthesiologists were biased by their previous questionnaire responses, they only completed the surveys 3 times over the course of their rotations rather than on a daily basis.

Clinician Interviews

Phase 3 involved semistructured interviews with clinicians who were potential recipients of ACT feedback. After an initial orientation to the ACT, participants were prompted to provide their initial impressions of the intervention. Subsequently, a research team member presented six examples of scenarios for which participants were instructed to imagine themselves as the actual recipient of ACT feedback in each scenario. Five of the scenarios involved clinical alerts; the final scenario included a billing alert. After participants verbalized their initial reaction, the team member used a short series of open-ended questions to obtain input about the usefulness of each individual alert as well as the preferred delivery mode (eg, text, page, phone call). A debriefing session used open-ended questions to ascertain participants’ final impressions of the ACT and their feedback on specific components of the ACT intervention. All interview sessions were audio recorded and professionally transcribed, with transcriptions verified against the original audio recordings.
Data Analysis

Quantitative Analysis

Participant characteristics from all three phases were analyzed using descriptive statistics. In phase 1, the frequency with which participants experienced a critical usability issue that required an intervention to continue the session was determined. Performance measures for the two ACT clinician usability testing phases were summarized with mean and standard deviation. These measures included time to task completion (phase 1) and quantity and rate of task completion (phases 1 and 2) [36,47]. For phase 2 testing, performance measures were analyzed across iterations of the software platform. Subjective measures of usability and workload in phases 1 and 2 were summarized with mean scores for the SUS and standard deviation for the CSUQ and NASA-TLX. Results from these surveys were compared between attending and resident physicians and between initial and repeat testing sessions. As a measure of participant satisfaction with the built-in software alerts, the percentage of alerts in phase 1 and phase 2 that were classified as significant or potentially significant was determined. Statistics were calculated using SPSS Statistics for Macintosh (IBM Corp).

Qualitative Analysis

Research team members used NVivo 12 software (QSR International Pty Ltd) to perform a qualitative content analyses of the ACT clinician think-aloud sessions and the OR clinician semistructured interviews. They analyzed transcripts in order to identify themes regarding the usability of the ACT (phase 1 ACT clinician sessions) and barriers and facilitators to its implementation (phase 3 OR clinician interviews). First, one researcher (TM-T) generated separate codebooks for each set of qualitative data (see Multimedia Appendix 2), and additional team members (AC, MB, and MP) helped refine them. Two researchers (TM-T and AC) double-coded transcripts until a kappa of at least .75 and percentage agreement of at least 97% had been obtained. Four transcripts from phase 1 and three transcripts from phase 3 were double coded. Subsequently these researchers coded the remaining transcripts independently. If consensus could not be reached during coding, a third team member (MP) reviewed the categorization.

Qualitative content analysis for phase 1 usability testing began with segmentation of the verbal data and ended with interpretation [48]. The final coding scheme (Multimedia Appendix 2) contained seven previously employed think-aloud content domains [49-54]. Analyses of the semistructured debriefing sessions focused on 2 of the 7 content domains (user experience, redesign proposal). In the final round of analyses, usability problems and redesign proposals were extracted from the transcripts [52,54]. Individual problems were placed into 1 of 4 categories (navigation, content, functionality, and layout; Multimedia Appendix 2). Redesign proposals were similarly grouped and compared with the themes from the usability problem set.

The analysis for phase 3 consisted of a qualitative usability analysis and thematic analysis. During this phase, one team member (TM-T) reviewed transcripts to explore participants’ evaluation of the usefulness of the ACT in each individual clinical scenario in addition to the communication preferences of the participants. We based the thematic analysis on the theoretical domains framework that has demonstrated utility in examining constructs related to behavior change in a variety of health care settings [29,55-58]. After coding was complete, the researcher (TM-T) reviewed all utterances and created belief statements that captured meaningful themes within each domain [59]. These belief statements were summarized across participants and reviewed by two other team members (AC and MP).

Results

Participant Characteristics

Table 2 shows the characteristics of the participants at each stage of the testing process. A total of 32 clinicians participated over the course of all phases of testing. Eight attending and seven resident physician anesthesiologists participated in phase 1 testing; six attending and eight resident physician anesthesiologists participated in phase 2. Four attending physicians and six CRNAs participated in the semistructured OR clinician interviews. Resident physicians were also recruited for these interviews; however, due to challenges related to scheduling, no resident physicians were able to participate in the sessions.

Quantitative Data

Participants evaluated an average of 7.25 patients and addressed an average of 11.5 alerts per session during the phase 1 think-aloud usability sessions. During the phase 2 real-world testing, participants evaluated an average of 54.9 unique patients per day and addressed an average of 176 alerts across all platforms. Of the alerts addressed each day in phase 2, on average 40.3% (50/124) of them were repeat alerts—that is, one specific alert that triggered repeatedly for a single patient during a single operation.

The mean overall score for the SUS across all phase 1 and phase 2 sessions was 66.3, below the threshold of 70 that indicates a sufficient level of satisfaction [60]. The score tended to be higher during testing sessions that were repeat sessions versus the initial session (70 [SD 15] vs 62.6 [SD 16]) and for resident physicians versus attending physicians (70.3 [SD 14.9] vs 62.9 [SD 16.3]). Workload as measured by the NASA-TLX followed a similar pattern; lower workload was measured during repeat testing sessions (46.5 [SD 15.3] vs 53.2 [SD 18.3]) and among resident physicians versus attending physicians (70.3 [SD 14.9] vs 62.9 [SD 16.3]). No significant differences were found in CSUQ total or subscale scores between any testing conditions or participant roles. With regard to participant satisfaction with the specific software-generated alerts, participants determined that only 27.0% (680/2513) of the alerts generated by the first iteration of the platform were actually clinically significant or potentially significant. In subsequent iterations of the platform, this proportion of clinically useful alerts improved to more than half to three-quarters of all software-generated alerts (range 56.00% [933/1666] to 73.05% [1640/2245]).
Table 2. Characteristics of participant groups.

| Characteristics | Attending anesthesiologists (n=16) | Resident anesthesiologists (n=10) | Certified registered nurse anesthetists (n=6) |
|-----------------|------------------------------------|-----------------------------------|-----------------------------------------------|
| Participants at each phase<sup>a</sup> (n) | | | |
| Phase 1 ACT<sup>b</sup> clinician think-aloud sessions | 8 | 7 | N/A<sup>c</sup> |
| Phase 2 ACT clinician real-world testing | 6 | 8 | N/A |
| Phase 3 OR<sup>d</sup> clinician interviews | 4 | 0 | 6 |
| Years at institute, average (range) | 6.6 (0.75-21) | 11.8 (3-22) | 3.9 (3-4) |
| Sex, n (%) | | | |
| Male | 10 (63) | 5 (50) | 3 (50) |
| Female | 6 (38) | 5 (50) | 3 (50) |
| Baseline AlertWatch use, n (%) | | | |
| Almost always | 1 (6) | 2 (25) | 1 (17) |
| Sometimes | 6 (38) | 3 (33) | 2 (33) |
| Rarely or never | 8 (50) | 2 (25) | 3 (50) |

<sup>a</sup>There was an overlap of nine participants between phase 1 and phase 2 and two participants between phase 2 and phase 3. No participants overlapped between phase 1 and phase 3.<br>
<sup>b</sup>ACTION: Anesthesiology Control Tower.<br>
<sup>c</sup>N/A: not applicable.<br>
<sup>d</sup>OR: operating room.

Qualitative Data

Usability Problems

A total of 155 usability problems were identified in the phase 1 transcripts (Table 3), the majority of which were related to functionality (57/155, 36.8%) and content (53/155, 34.2%). Followed by navigation (29/155, 18.7%) and layout (16/155, 10.3%). Three participants experienced a critical usability issue that required an intervention on the part of the research team member to continue in the session. Two of these participants were unable to locate the help documents that provided instructions on how to access the software programs, and the third participant loaded the wrong software platform. All three participants were able to continue in their sessions once the researcher pointed out the location of the help documents on the computer desktop.

The remaining usability problems were associated with delays in task performance or had minor effects on the testing session. Many users had difficulty both in understanding the meaning or relevance of the software-generated alerts (8/15, 53%) and determining the alert severity or priority (7/15, 46%). Some (7/15, 46%) noted being distracted by what they viewed as irrelevant or repeated alerts, and a few (3/15, 20%) reported being overwhelmed by the sheer number of alerts that they faced. Most clinicians reported limitations in their ability to address alerts and monitor patients due to poor interoperability and lack of integration of the different software programs (6/15, 40%) as well as slow response times for the software programs themselves (7/15, 46%). The fewest usability problems were associated with layout and were focused on participants’ inability to move applications to the preferred of three monitors (3/15, 20%) or resize the program windows (2/15, 20%).

Redesign Proposals

Redesign proposals or suggestions for improvements were described by 12 of the 15 participants, with a total of 51 proposals reported from all participants. The proposals were often associated with the usability problems that participants encountered. Examples of these redesign proposals are provided in Multimedia Appendix 3. The majority of proposals were related to content (32/51, 63%) and included suggestions for improving alert relevance (13/51, 25%) and alert prioritization (9/51, 18%). Seven iterations of the AlertWatch Tower Mode platform (described in Multimedia Appendix 4) were tested during the trial and reflected the proposals generated by participants. The alterations included refinements in the visual display and presentation of information and changes in alert content and prioritization (shown in Multimedia Appendix 3).

Operating Room Clinician Perspective on Usability

In phase 3, the five clinical scenarios presented to participants were considered to be useful or potentially useful by all (10/10, 100%, for two of the scenarios) or almost all (8-9/10, 80%-90%, for the remaining scenarios) of the participants. Clinicians often had suggestions for how the usefulness of alerts could be improved, and many offered additional scenarios in which they would be satisfied with the usefulness of the ACT. Participants generally agreed that the preferred method of contact would depend on the clinical scenario; minor alerts could be sent through text, page, or even through the creation of a novel computer pop-up, whereas major alerts could be delivered by phone. The general consensus was that in order for a method of communication to be useful, it could not increase the provider’s workload, distract from their current tasks, or add to their alarm fatigue.
Table 3. Usability problems identified in the Anesthesiology Control Tower clinician think-aloud and debriefing sessions.

| Category and theme | Number reporting | Example quotation |
|--------------------|------------------|-------------------|
| **Navigation**     |                  |                   |
| Trouble finding link or information | 5 | “Okay, so I have already forgotten what the heck I’m supposed to do to respond. I need to get that thing where I can click on ‘responses’ and I don’t remember where it is.” [Participant 2127, attending physician] |
| Unable to determine which link to use | 2 | “I don’t know the difference between [two log-in options]. I don’t know which one to do.” [Participant 2108, attending physician] |
| Selected incorrect patient or operating room | 2 | “So here I was accidentally using the last patient we had, looking at that patient, before I realized that I was not on the correct patient.” [Participant 2114, attending physician] |
| Any navigation problem | 9 | _b |
| **Content**        |                  |                   |
| Alert meaning or relevance unclear | 8 | “I’m unclear as to what infusions 4.0 means—whether that means 4 different types of infusions? ...I’m not sure what this means.” [Participant 2105, resident physician] |
| Difficulty prioritizing alerts | 7 | “Which is worse, black or red? I’m guessing red...that wasn’t spelled out to me, but I’m going to say yes.” [Participant 2127, attending physician] |
| Information not available | 6 | “We are basically looking at a blank sheet with blood pressures randomly listed. I am unable to make any sort of reasonable clinical judgment at this point.” [Participant 2114, attending physician] |
| Unable to identify correct patient or operating room | 4 | “What OR is this again? I forgot what OR it is.” [Participant 2112, resident physician] |
| Any dialogue problem | 11 | _ |
| **Functionality**  |                  |                   |
| Poor software response times | 7 | “Waiting for [anesthesia information management system] to log in. Still waiting.” [Participant 2127, attending physician] |
| Limited interoperability of software programs | 7 | “I’m a little frustrated because right now it seems kind of a hassle to access all these programs to make a simple decision.” [Participant 2110, attending physician] |
| Inability to manipulate location of software programs on screen | 3 | “[The anesthesia information management system] won’t let me move it to another screen. Looks like that is stuck on my middle screen, where the EHR I was able to move from monitor to monitor.” [Participant 2106, attending physician] |
| Difficulty logging in to programs | 5 | “For some reason it does not allow me to log in or use [hospital] access.” [Participant 2101, attending physician] |
| Any functionality problem | 13 | _ |
| **Layout**         |                  |                   |
| Text not visible | 4 | “I’ll have to spend a minute here trying to cover my cursor over to read the full case...chest wall reconstruction. It’s sort of hard because it keeps going away.” [Participant 2114, attending physician] |
| AlertWatch does not fit | 2 | “I first noticed AlertWatch is off the screen a little bit, trying to see if I can make it fit better—it doesn’t really fit.” [Participant 2103, attending physician] |
| Physical layout (monitors) | 3 | “How do I get the big board on the big screen? On the right? By convention it should be on the left.” [Participant 2103, attending physician] |
| Any layout problem | 9 | _ |

*a Adapted from Zhao et al [54].

*b Not applicable.

*c OR: operating room.
Barriers to Implementation

The interviews with OR clinicians in phase 3 generated 33 summary belief statements (Multimedia Appendix 5). Of these belief statements, 20 addressed potential barriers to the ACT implementation. Several participants questioned the necessity of the ACT and whether there were other ways to support good clinical care that would not require a “control tower.” Many could imagine themselves to be frustrated or annoyed with a poorly executed intervention (emotion). They reported that the usefulness of even well-designed and accurate alerts could be drastically limited if the alert were poorly timed and distracted the clinician from meaningful patient care tasks (beliefs about consequences).

Many participants viewed the ACT intervention as being in actual or potential conflict with their professional autonomy as clinicians. Several participants feared the downstream impact of the ACT on provider satisfaction and even the department’s ability to recruit and retain talented personnel (social professional role and identity, social influences, beliefs about consequences). Some also expressed apprehension regarding the very concept of remote monitoring (social professional role and identity) and imagined that their colleagues would feel similarly (social influences). A few participants questioned how the ACT would integrate into the legal structure for the provision of anesthesia and whether it would disrupt existing relationships between members of the anesthesia care team (beliefs about consequences).

Attending physicians and CRNAs voiced concern that the ACT support would be redundant, and some doubted the ability of the ACT to provide useful information of which the provider was not already aware. Several clinicians also imagined that the ACT clinicians may not be able to understand a patient’s comorbidities and anesthetic needs as well the primary team did themselves (memory, attention, decision processes). In this setting, they stated that the ACT could worsen their workload if they had to take additional time to provide the missing information that would have allowed the ACT to better understand the patient’s situation (beliefs about consequences). Additionally, participants worried that current limitations or flaws in monitoring and software systems could lead to the generation of false alarms or prevent clinicians from being able to act meaningfully on the ACT support (environmental context and resources). Participants identified flaws in the communication modalities currently available at the hospital which they envisioned leading to impairments in the ACT’s ability to deliver timely and useful information (environmental context and resources).

Facilitators of Implementation

Despite potential barriers to implementation, all of the clinicians were able to identify several specific instances in which they could see benefit from the ACT intervention. In general, participants agreed that a timely alerting system that did not increase their workload or interrupt patient care could be useful. Attending physicians stated that the ACT could be useful for them during times when they were covering multiple busy rooms, either notifying them of acute major events or of smaller, but still relevant, alerts in stable cases (social professional role and identity). The ACT was also thought to be particularly helpful for newly employed or inexperienced clinicians (social professional role and identity, beliefs about consequences). In true crises, participants stated that the ACT could be most useful in helping the OR clinician to obtain additional hands-on assistance or by reviewing electronic records for critically relevant information that the OR team could be missing in the midst of a dynamic clinical situation (memory, attention, decision processes).

Almost all of the clinicians agreed that the clinical practices described in the example scenarios were consistent with good anesthesia practice (knowledge, nature of behavior). Most reported that the concept of the ACT intervention was simple to understand (knowledge). Clinicians identified patient safety as a focus of their identity as an anesthesia provider and stated that any interventions that enhanced this would be welcome (social professional role and identity, beliefs about consequences). In contrast to the clinicians who were apprehensive regarding the concept of remote monitoring, some participants clearly expressed willingness to incorporate the intervention into practice at the hospital. One provider compared the ACT to telemedicine in the intensive care unit, reporting this as a positive factor in having another clinician watching out for them and the patient (optimism).

Discussion

Principal Findings

In this paper, we have described a thorough and iterative evaluation of a novel telemedicine-based intervention for the OR from the perspective of key groups of end users. Our findings related to usability problems and barriers to implementation are consistent with prior studies investigating the incorporation of novel information technologies into clinical practice, and they allowed us to refine aspects of the intervention prior to the initiation of a pragmatic randomized controlled trial. Previous studies have demonstrated the necessity of comprehensive usability testing before the implementation of health information technologies into routine practice. As one group of authors noted, “it would be unthinkable that the airline industry would have its first trial of an airplane’s flight capabilities with real passengers” [61]. The usability testing that we performed in this study allowed us to “pilot” the ACT prior to its implementation, enabling us to identify and mitigate limitations arising from the technical aspects of the intervention.

Participants identified a number of surface-level usability problems during phase 1 usability think-aloud sessions [62]. Usability problems were often related to visual displays and software interfaces, limited availability of information, and poor interoperability of software programs, consistent with prior work introducing novel technologies into clinical practice [63,64]. The phase 2 real-world usability testing provided complementary insight into usability and workflow concerns in a realistic environment [65,66]. Participants identified similar concerns to those discussed during the think-aloud sessions, such as difficulty prioritizing alerts and receiving repetitive alerts for a single patient. The iterative changes that were made to the ACT intervention (Multimedia Appendix 3) improved
the interface and its interactive features [23]. The decrease in the number of insignificant alerts reduced participants’ cognitive load and alarm fatigue [23], allowing them to focus more on addressing clinically meaningful situations.

Although many usability problems were addressed over the course of testing, the research team was unable to improve the communication between the individual software programs used by the participants. In order to understand the context of an alert generated by the AlertWatch Tower Mode software, participants almost always required supplementary information from the hospital EHR and the anesthesia information management system. This process required clinicians to manually load individual patients into each of these different software programs. This lack of a uniform system was a known limitation of the EHRs at our institution at the time this study was performed. Recently, however, our institution recently transitioned from multiple EHRs to a single, combined platform, and we anticipate that the change will address this limitation.

Semistructured interviews with potential recipients of the ACT support discovered a range of beliefs related to facilitators and barriers to implementation of the ACT similar to findings from previous studies [30,56,58,59]. Our participants identified a number of potential adverse consequences to the introduction of a new technology and set of processes into routine care [67], including concerns regarding increased work for clinicians, unfavorable workflow issues, untoward changes in communication patterns and practices, negative emotions, and unexpected changes in the power structure. Some of these barriers indicate reactance on the part of the clinicians; that is, they experienced negative reactions as a result of threats to their autonomy and freedom of choice [68]. In response to some of the barriers involving professional autonomy and the social roles and identities of the study participants, the final ACT intervention was modified from a physician-only staffing model to one that also incorporated the clinical expertise of certified and student nurse anesthetists. This staffing model reflects the current structure at our institution in which attending physicians, nurse anesthetists, and resident physicians play important and complementary roles in providing care to surgical patients.

Despite the number of barriers revealed during testing, participants identified several facilitators to implementation such as a cultural commitment to patient safety. Participants expressed a willingness to engage with the ACT in order to improve its applicability and usefulness in helping clinicians adhere to high standards for patient care. Suggestions regarding the timing and appropriateness of specific alerts were consistent with the research team’s initial design for the ACT and were incorporated into the final intervention.

**Limitations**

Results of the study should be interpreted within the context of several study limitations. Participants worked in one academic center that may not be representative of all health care settings. Study participants in the different phases were not representative of the final staffing model for the ACT. Specifically, the initial, physician-only staffing model for the ACT led to the exclusion of CRNAs from phase 1 and phase 2 usability testing. Additionally, resident physician anesthesiologists did not participate in phase 3 due to scheduling conflicts with their daily assignments. The lack of input from CRNAs in phases 1 and 2 may have prevented us from identifying all relevant usability problems related to the ACT intervention. However, due to similar backgrounds and experiences with the hospital system’s EHRs between the physician anesthesiologists and CRNAs, we anticipate that testing with the two groups might have identified similar usability problem themes. We did obtain feedback from CRNAs during the semistructured interviews regarding the usability of the ACT from the OR clinician perspective. Across all testing phases, selection bias may have resulted in participants who felt most strongly about the ACT intervention being more or less inclined to participate. Finally, no patient-related outcomes were included in this study [19]; however, an ongoing randomized controlled proof-of-principle trial at our institution is evaluating metrics of care quality and tracking patient outcomes.

**Conclusions**

This mixed-methods study explored concerns about incorporating an innovative telemedicine-based clinical support system into routine clinical practice. Consistent with recommendations for assessing complex health interventions prior to their implementation, this study conducted usability testing and an analysis of barriers to and facilitators of implementation based on a theoretical framework [31,32]. By assessing not only usability but also acceptability and relevance [22,32] for two groups of end users, we maximized the potential of the ACT intervention to provide clinicians with the right support, in the right format, at the right time in the care continuum [69], thereby enhancing the ability of the ACT to meaningfully impact patient care.

**Acknowledgments**

We would like to acknowledge members of the Anesthesiology Control Tower—Feasibility Assessment to Support Translation (ACTFAST) study group who participated in the design of the ACT, assisted in aspects of data collection, and provided input on modifications during this study: Stephen Gregory, Bradley A Fritz, Arbi Ben Abdallah, Daniel L Helsten, Troy S Wildes, Anshuman Sharma, Alex Kronzer, Sherry McKinnon, and Thaddeus Budelier.

This study received grant support from the Washington University Institute of Clinical and Translational Sciences Funding Program (award #4265). It has also received support from the Agency for Healthcare and Research Quality in preparation for the randomized controlled trial (R21 HS024581-01A1). The funding agencies had no role in the design of the study; the collection, analysis, and interpretation of data; or the writing of the manuscript.
Conflicts of Interest
None declared.

Multimedia Appendix 1
Anesthesiology Control Tower description.

[PDF File (Adobe PDF File), 513KB-Multimedia Appendix 1]

Multimedia Appendix 2
Phases 1 and 3 study session codebooks.

[PDF File (Adobe PDF File), 359KB-Multimedia Appendix 2]

Multimedia Appendix 3
Summary of changes to the AlertWatch Tower Mode platform.

[PDF File (Adobe PDF File), 225KB-Multimedia Appendix 3]

Multimedia Appendix 4
Redesign proposals offered by clinicians in phase 1.

[PDF File (Adobe PDF File), 116KB-Multimedia Appendix 4]

Multimedia Appendix 5
Summary of relevant belief statements and sample quotes from phase 3 clinicians.

[PDF File (Adobe PDF File), 97KB-Multimedia Appendix 5]

References
1. Bainbridge D, Martin J, Arango M, Cheng D, Evidence-based Peri-operative Clinical Outcomes Research (EPiCOR) Group. Perioperative and anaesthetic mortality in developing countries: a systematic review and meta-analysis. Lancet 2012 Sep 22;380(9847):1075-1081. [doi: 10.1016/S0140-6736(12)60990-8] [Medline: 22998717]
2. Lee TH, Marcantonio ER, Mangione CM, Thomas EJ, Polanczyk CA, Cook EF, et al. Derivation and prospective validation of a simple index for prediction of cardiac risk of major noncardiac surgery. Circulation 1999 Sep 07;100(10):1043-1049. [Medline: 10477528]
3. Turrentine FE, Wang H, Simpson VB, Jones RS. Surgical risk factors, morbidity, and mortality in elderly patients. J Am Coll Surg 2006 Dec;203(6):865-877. [doi: 10.1016/j.jamcollsurg.2006.08.026] [Medline: 17116555]
4. Bilimoria KY, Liu Y, Paruch JL, Zhou L, Kmieciak TE, Ko CY, et al. Development and evaluation of the universal ACS NSQIP surgical risk calculator: a decision aid and informed consent tool for patients and surgeons. J Am Coll Surg 2013 Nov;217(5):833-842 [FREE Full text] [doi: 10.1016/j.jamcollsurg.2013.07.385] [Medline: 24055383]
5. Kheterpal S, Tremper KK, Englesbe MJ, O’Reilly M, Shanks AM, Fetterman DM, et al. Predictors of postoperative acute renal failure after noncardiac surgery in patients with previously normal renal function. Anesthesiology 2007 Dec;107(6):892-902. [doi: 10.1097/01.anes.0000290588.29668.38] [Medline: 18043057]
6. Aronson S, Stafford-Smith M, Phillips-Bute B, Shaw A, Gaca J, Newman M, Cardiothoracic Anesthesiology Research Endeavors. Intraoperative systolic blood pressure variability predicts 30-day mortality in aortocoronary bypass surgery patients. Anesthesiology 2010 Aug;113(2):305-312. [doi: 10.1097/ALN.0b013e3181e07ee9] [Medline: 20571360]
7. Biccard BM, Rodseth RN. What evidence is there for intraoperative predictors of perioperative cardiac outcomes? A systematic review. Perioper Med (Lond) 2013 Jul 03;2(1):14 [FREE Full text] [doi: 10.1186/2047-0525-2-14] [Medline: 24472327]
8. Walsh M, Devereaux PJ, Garg AX, Kurz A, Turan A, Rodseth RN, et al. Relationship between intraoperative mean arterial pressure and clinical outcomes after noncardiac surgery: toward an empirical definition of hypotension. Anesthesiology 2013 Sep;119(3):507-515. [doi: 10.1097/ALN.0b013e3182a10e26] [Medline: 23835589]
9. Nair BG, Horibe M, Newman S, Wu W, Peterson GN, Schwid HA. Anesthesia information management system-based near real-time decision support to manage intraoperative hypotension and hypertension. Anesth Analg 2014 Jan;118(1):206-214. [doi: 10.1213/ANE.0000000000000277] [Medline: 24247227]
10. Kheterpal S, Shanks A, Tremper KK. Impact of a novel multiparameter decision support system on intraoperative processes of care and postoperative outcomes. Anesthesiology 2018 Dec;128(2):272-282. [doi: 10.1097/ALN.0000000000002023] [Medline: 29337743]
11. Lipton JA, Barendse RJ, Schinkel AFL, Akkerhuis KM, Simoons ML, Sijbrands EJ. Impact of an alerting clinical decision support system for glucose control on protocol compliance and glycemic control in the intensive cardiac care unit. Diabetes Technol Ther 2011 Mar;13(3):343-349. [doi: 10.1089/dia.2010.0100] [Medline: 21291336]

12. Sathishkumar S, Lai M, Picton P, Khetarpal S, Morris M, Shanks A, et al. Behavioral modification of intraoperative hyperglycemia management with a novel real-time audiovisual monitor. Anesthesiology 2015 Jul;123(1):29-37. [doi: 10.1097/ALN.0000000000000699] [Medline: 26001031]

13. Kruger GH, Tremper KK. Advanced integrated real-time clinical displays. Anesthesiol Clin 2011 Sep;29(3):487-504. [doi: 10.1016/j.anclin.2011.05.004] [Medline: 21871406]

14. Rothman B, Sandberg WS, St Jacques P. Using information technology to improve quality in the OR. Anesthesiol Clin 2011 Mar;29(1):29-55. [doi: 10.1016/j.anclin.2010.11.006] [Medline: 21295751]

15. Dawson NV, Arkes HR. Systematic errors in medical decision making: judgment limitations. J Gen Intern Med 1987;2(3):183-187. [Medline: 3295150]

16. Stiegler MP, Ruskin KJ. Decision-making and safety in anesthesiology. Curr Opin Anaesthesiol 2012 Dec;25(6):724-729. [doi: 10.1097/ACO.0b013e328359307a] [Medline: 23128454]

17. Stiegler MP, Tung A. Cognitive processes in anesthesiology decision making. Anesthesiology 2014 Jan;120(1):204-217. [doi: 10.1097/ACN.0000000000000703] [Medline: 24212195]

18. de Man FR, Greuters S, Boer C, Veerman DP, Loer SA. Intra-operative monitoring—many alarms with minor impact. Anaesthesia 2013 Aug;68(8):804-810 [FREE Full text] [doi: 10.1111/anae.12289] [Medline: 23745968]

19. Sahota N, Lloyd R, Ramakrishna A, Mackay JA, Prorok JC, Weise-Kelly L, et al. Computerized clinical decision support systems for acute care management: a decision-maker-researcher partnership systematic review of effects on process of care and patient outcomes. Implement Sci 2011;6:91 [FREE Full text] [doi: 10.1186/1748-5908-6-91] [Medline: 21824385]

20. Morris AH, Hirshberg E, Sward KA. Computer protocols: how to implement. Best Pract Res Clin Anaesthesiol 2009 Mar;23(1):51-67. [Medline: 19449616]

21. Richardson W, Berwick D, Bisgard J, Bristow L, Buck C, Cassel C. Crossing the Quality Chasm: A New Health System for the 21st Century. Washington: National Academy Press; 2001.

22. Khairat S, Marc D, Crosby W, Al Sanousi A. Reasons for physicians not adopting clinical decision support systems: critical analysis. JMIR Med Inform 2018 Dec 18;6(2):e24 [FREE Full text] [doi: 10.2196/medinform.8912] [Medline: 29669706]

23. Miller K, Mosby D, Capan M, Kowalski R, Ratwani R, Noaiseh Y, et al. Interface, information, interaction: a narrative review of design and functional requirements for clinical decision support. J Am Med Inform Assoc 2018 May 01:25(5):585-592. [doi: 10.1093/jamia/oxz118] [Medline: 29126196]

24. Kushneriru A. Evaluation in the design of health information systems: application of approaches emerging from usability engineering. Comput Biol Med 2002 May;32(3):141-149. [Medline: 11922931]

25. Abran A, Khelifi A, Sury W, Seffah A. Usability meanings and interpretations in ISO standards. Software Quality Journal 2003;11(4):325-338. [doi: 10.1023/A:1025869312943]

26. Ergonomic requirements for office work with visual display terminals (VDTs)—Part 11: guidance on usability. Geneva: International Organization for Standardization; 1998.

27. Hornbek K, Law E. Meta-analysis of correlations among usability measures. 2007 Presented at: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems: ACM; 2007; San Jose. [doi: 10.1145/1240624.1240722]

28. Eccles M, McColl E, Steen N, Rousseau N, Grimshaw J, Parkin D, et al. Effect of computerised evidence based guidelines on management of asthma and angina in adults in primary care: cluster randomised controlled trial. BMJ 2002 Oct 26;325(7370):941 [FREE Full text] [doi: 10.1038/sj.bmj.1503816]

29. Presseau J, Mutsaers B, Al-Jaishi A, Squires J, McIntyre C, Garg A, Major Outcomes with Personalized Dialysate TEMPerature (MyTEMP) Investigators. Barriers and facilitators to healthcare professional behaviour change in clinical trials using the Theoretical Domains Framework: a case study of a trial of individualized temperature-reduced haemodialysis. Trials 2017 Dec 22;18(1):227 [FREE Full text] [doi: 10.1186/s13063-017-1965-9] [Medline: 28532509]

30. Tavender EJ, Bosh M, Gruen RL, Green SE, Knott J, Francis JJ, et al. Understanding practice: the factors that influence management of mild traumatic brain injury in the emergency department--a qualitative study using the Theoretical Domains Framework. Implement Sci 2014 Jan 13;9:8 [FREE Full text] [doi: 10.1186/1748-5908-9-8] [Medline: 24418161]

31. Craig P, Dieppe P, MacIntyre S, Michie S, Nazareth I, Petticrew M. Developing and evaluating complex interventions: the new Medical Research Council guidance. Int J Nurs Stud 2013 May;50(5):587-592. [doi: 10.1016/j.ijnurstu.2012.09.010] [Medline: 23159157]

32. O’Cathain A, Thomas KJ, Drabble SJ, Rudolph A, Hewison J. What can qualitative research do for randomised controlled trials? A systematic mapping review. BMJ Open 2013 Jun 20;3(6) [FREE Full text] [doi: 10.1136/bmjopen-2013-002889] [Medline: 23794542]

33. Murray-Torres TM, Wallace F, Bollini M, Avidan MS, Politi MC. Anesthesiology Control Tower: Feasibility Assessment to Support Translation (ACT-FAST)—a feasibility study protocol. Pilot Feasibility Stud 2018;4:38 [FREE Full text] [doi: 10.1186/s40814-018-0233-4] [Medline: 29416871]
34. Lobach D, Sanders GD, Bright TJ, Wong A, Dhurjati R, Bristow E, et al. Enabling health care decisionmaking through clinical decision support and knowledge management. Evid Rep Technol Assess (Full Rep) 2012 Apr;(203):1-784. [Medline: 23126650]

35. Gregory S, Murray-Torres TM, Fritz BA, Ben Abdallah A, Helsten DL, Wildes TS, ACTFAST Study Group. Study protocol for the Anesthesiology Control Tower—Feedback Alerts to Supplement Treatments (ACTFAST-3) trial: a pilot randomized controlled trial in intraoperative telemedicine. F1000Res 2018;7:623 [FREE Full text] [doi: 10.12688/f1000research.14897.2] [Medline: 30026931]

36. Hornbek K. Current practice in measuring usability: challenges to usability studies and research. Int J Hum-Comput Stud 2006 Feb;64(2):79-102. [doi: 10.1016/j.ijhcs.2005.06.002]

37. Belden J, Grayson R, Barnes J. Healthcare Information and Management Systems Society (HIMSS). 2009. Defining and testing EMR usability: principles and proposed methods of EMR usability evaluation and rating URL: https://www.himss.org/file/1268216/download?token=L4oSWW1 [accessed 2019-03-16]

38. Daniels J, Fels S, Kushniruk A, Lim J, Ansermino JM. A framework for evaluating usability of clinical monitoring technology. J Clin Monit Comput 2007 Oct;21(5):323-330. [doi: 10.1007/s10877-007-9091-x] [Medline: 17701381]

39. Zahabi M, Kaber DB, Swangman M. Usability and safety in electronic medical records interface design: a review of recent literature and guideline formulation. Hum Factors 2015 Aug;57(5):805-834. [doi: 10.1177/0018720815576827] [Medline: 25850118]

40. Seffah A, Donyaee M, Kline R, Padda H. Usability measurement and metrics: a consolidated model. Software Qual J 2006 Jun;14(2):159-178. [doi: 10.1007/s11219-006-7600-8]

41. Kushniruk AW, Patel VL. Cognitive and usability engineering methods for the evaluation of clinical information systems. J Biomed Inform 2004 Feb;37(1):56-76. [doi: 10.1016/j.jbi.2004.01.003] [Medline: 15016386]

42. Rubin J, Chisnell D. Handbook of Usability Testing: How to Plan, Design and Conduct Effective Tests. Somerset: John Wiley & Sons; 2008.

43. Ericsson K, Simon H. Verbal reports as data. Psychol Rev 1980;87(3):215-251. [doi: 10.1037/0033-295X.87.3.215]

44. Brooke J. SUS: a quick and dirty usability scale. In: Jordan P, Thomas B, Weerdmeester B, McClelland I, editors. Usability and the World Wide Web. London: Taylor & Francis; 1996:4-7.

45. Lewis J. IBM computer usability satisfaction questionnaires: psychometric evaluation and instructions for use. Int J Hum-Comput Interact 1995 Jan;7(1):57-78. [doi: 10.1080/10447319509526110]

46. Hart SG, Staveland LE. Development of NASA-TLX (Task Load Index): results of empirical and theoretical research. Adv Psychol 1988;52:139-183. [doi: 10.1016/S0166-4115(08)62386-9]

47. Belden J, Grayson R, Barnes J. Healthcare Information and Management Systems Society (HIMSS). 2009. Defining and testing EMR usability: principles and proposed methods of EMR usability evaluation and rating URL: https://www.himss.org/file/1268216/download?token=L4oSWW1 [accessed 2019-03-16]

48. Bevan N, Macleod M. Usability measurement in context. Behav Inform Technol 1994 Jan;13(1-2):132-145. [doi: 10.1080/01449299408914592]

49. Chi M. Quantifying qualitative analyses of verbal data: a practical guide. J Learning Sci 1997 Jul 1;6(3):271-315. [doi: 10.1207/s15327809jls0603_1]

50. Cooke L. Assessing concurrent think-aloud protocol as a usability test method: a technical communication approach. IEEE Trans Profess Commun 2010 Sep;53(3):202-215. [doi: 10.1109/TPC.2010.2052859]

51. Eveland JW, Dunwoody S. Examining information processing on the World Wide Web using think aloud protocols. Media Psychol 2000 May;2(3):219-244. [doi: 10.1016/S1532785X(00)80228-6]

52. Hertzum M, Borlund P, Kristoffersen K. What do thinking-aloud participants say? A comparison of moderated and unmoderated usability sessions. Int J Hum-Comput Interact 2015 Jun 26;31(9):557-570. [doi: 10.1080/10447318.2015.1065691]

53. McDonald S, Zhao T, Edwards H. Dual verbal elicitation: the complementary use of concurrent and retrospective reporting within a usability test. Int J Hum-Comput Interact 2013 Oct 03;29(10):647-660. [doi: 10.1080/10447318.2012.758529]

54. Zhao T, McDonald S. Keep talking: an analysis of participant utterances gathered using two concurrent think-aloud methods. 2010 Presented at: Proceedings of the 6th Nordic Conference on Human-Computer Interaction and extending Boundaries; 2010 presented at: Proceedings of the 6th Nordic Conference on Human-Computer Interaction and extending Boundaries; 2010. [Medline: 23126650]

55. Curran JA, Brehaut J, Patel AM, Osmond M, Stiell I, Grimshaw JM. Understanding the Canadian adult CT head rule trial: use of the theoretical domains framework for process evaluation. Implement Sci 2013 Feb 21;8:25 [FREE Full text] [doi: 10.1186/1748-5908-7-25] [Medline: 22530986]

56. Hertzum M, Borlund P, Kristoffersen K. What do thinking-aloud participants say? A comparison of moderated and unmoderated usability sessions. Int J Hum-Comput Interact 2015 Jun 26;31(9):557-570. [doi: 10.1080/10447318.2015.1065691]

57. Mitchell J, Johnston M, Abraham C, Lawton R, Parker D, Walker A. Making psychological theory useful for implementing evidence based practice: a consensus approach. Qual Saf Health Care 2005 Feb;14(1):26-33 [FREE Full text] [doi: 10.1136/qshc.2004.011155] [Medline: 15692000]

58. Patey AM, Islam R, Francis JJ, Bryson GL, Grimshaw JM, Canada PRIME Plus Team. Anesthesiologists' and surgeons' perceptions about routine pre-operative testing in low-risk patients: application of the Theoretical Domains Framework
(TDF) to identify factors that influence physicians’ decisions to order pre-operative tests. Implement Sci 2012 Jun 09;7:52 [FREE Full text] [doi: 10.1186/1748-5908-7-52] [Medline: 22682612]

59. Francis JJ, Stockton C, Eccles MP, Johnston M, Cuthbertson BH, Grimshaw JM, et al. Evidence-based selection of theories for designing behaviour change interventions: using methods based on theoretical construct domains to understand clinicians' blood transfusion behaviour. Br J Health Psychol 2009 Nov;14(Pt 4):625-646. [doi: 10.1348/135910708X397025] [Medline: 19159506]

60. Bangor A, Kortum P, Miller J. An empirical evaluation of the System Usability Scale. Int J Hum-Comput Interact 2008 Jul 30;24(6):574-594. [doi: 10.1080/10447310802205776]

61. Graham T, Kushniruk A, Bullard M, Holroyd B, Meurer D, Rowe B. How usability of a web-based clinical decision support system has the potential to contribute to adverse medical events. AMIA Annu Symp Proc 2008 Nov 06:257-261 [FREE Full text] [Medline: 18998968]

62. Jaspers MWM. A comparison of usability methods for testing interactive health technologies: methodological aspects and empirical evidence. Int J Med Inform 2009 May;78(5):340-353. [doi: 10.1016/j.ijmedinf.2008.10.002] [Medline: 19046928]

63. Howe JL, Adams KT, Hettinger AZ, Ratwani RM. Electronic health record usability issues and potential contribution to patient harm. JAMA 2018 Dec 27;319(12):1276-1278 [FREE Full text] [doi: 10.1001/jama.2018.1171] [Medline: 29584833]

64. Kushniruk AW, Triola MM, Borycki EM, Stein B, Kannry JL. Technology induced error and usability: the relationship between usability problems and prescription errors when using a handheld application. Int J Med Inform 2005 Aug;74(7-8):519-526. [doi: 10.1016/j.ijmedinf.2005.01.003] [Medline: 16043081]

65. Li AC, Kannry JL, Kushniruk A, Chrimes D, McGinn TG, Edonyabo D, et al. Integrating usability testing and think-aloud protocol analysis with. Int J Med Inform 2012 Nov;81(11):761-772. [doi: 10.1016/j.ijmedinf.2012.02.009] [Medline: 22456088]

66. Kushniruk AW, Borycki EM, Kuwata S, Kannry J. Emerging approaches to usability evaluation of health information systems: towards in-situ analysis of complex healthcare systems and environments. Stud Health Technol Inform 2011;169:915-919. [Medline: 21893879]

67. Campbell EM, Sittig DF, Ash JS, Guappone KP, Dykstra RH. Types of unintended consequences related to computerized provider order entry. J Am Med Inform Assoc 2006;13(5):547-556 [FREE Full text] [doi: 10.1197/jamia.M2042] [Medline: 16799128]

68. Vashitz G, Meyer J, Parmet Y, Peleg R, Goldfarb D, Porath A, et al. Defining and measuring physicians’ responses to clinical reminders. J Biomed Inform 2009 Apr;42(2):317-326 [FREE Full text] [doi: 10.1016/j.jbi.2008.10.001] [Medline: 19000935]

69. James BC. Making it easy to do it right. N Engl J Med 2001 Sep 27;345(13):991-993. [doi: 10.1056/NEJM200109273451311] [Medline: 11575294]

Abbreviations

ACT: Anesthesiology Control Tower
ACTFAST: Anesthesiology Control Tower—Feedback Alerts to Support Translation
CRNA: certified registered nurse anesthetist
CSUQ: Computer System Usability Questionnaire
EHR: electronic health record
NASA-TLX: NASA Task Load Index
OR: operating room
SUS: System Usability Scale
