Exploring privacy-enhancing technologies in the automotive value chain
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Abstract—Privacy-enhancing technologies (PETs) are becoming increasingly crucial for addressing customer needs, security, privacy (e.g., enhancing anonymity and confidentiality), and regulatory requirements. However, applying PETs in organizations requires a precise understanding of use cases, technologies, and limitations. This paper investigates several industrial use cases, their characteristics, and the potential applicability of PETs to these. We conduct expert interviews to identify and classify use cases, a gray literature review of relevant open-source PET tools, and discuss how the use case characteristics can be addressed using PETs’ capabilities. While we focus mainly on automotive use cases, the results also apply to other use case domains.

Index Terms—Privacy-enhancing technologies (PETs), anonymization, confidentiality, automotive, applications

I. INTRODUCTION

Data, analytics, and artificial intelligence (AI) are playing an increasingly important role across the automotive value chain [1]–[4]. The capabilities of AI are catalyzed by the growing deployment and use of Internet-of-Things devices [5]. However, as the number of applications grows, the need to utilize advanced privacy-enhancing technologies (PETs) to improve data privacy, security, trust, and regulatory compliance (e.g., the European General Data Protection Regulation (GDPR) [6] and the Consumer Privacy Act), is increasing [7]. Thus, PETs must and will become a foundational pillar of modern data platforms [8].

In addition to mitigating privacy, reputational and financial risks [9], [10], the usage of PETs has many benefits for institutions: a careful deployment of PETs may increase not only trust but also data usage and collection as PETs help to overcome customer concerns [11]. By doing so, PETs can accelerate existing processes and enable new business models [12], [13]. An example is the ability to support cross-organizational collaboration and data exchanges using PETs that provide the necessary trust and security for widespread adoption.

The term PETs, initially coined in 1995 [14], encapsulates technologies designed to protect personal and sensitive data in-use by minimizing their exposure to potential malicious entities. PETs are complementary to established data security practices, e.g., in-transit and at-rest encryption. To reduce exposure, PETs rely on different mechanisms (e.g., cryptography) to conceal the information (confidentiality) or modify data to perturb the link with the data owner (anonymity). Prominent PETs that enhance anonymity are differential privacy (DP) [15] and k-anonymity [16], while secure multiparty computation (SMC) [17] or homomorphic encryption (HE) [18] focus on confidentiality. While each PET contributes uniquely to enhancing privacy, employing them in combination provides more holistic protection.

Many automotive use cases with complex requirements can benefit from numerous privacy-enhancing technologies [19]–[21]. However, understanding use cases characteristics and requirements and the capabilities of PETs are often challenging [22]. While much research focuses on the capabilities of specific PETs and use cases [23]–[25], there is a gap in surveying and mapping use cases to the PETs landscape.

Contributions. We provide a comprehensive analysis of different application domains and use cases from the automotive value chain and discuss what characteristics and aspects of these use cases that can benefit from PETs. For this purpose, we investigate eight application domains, ranging from recommender systems, computer vision to data analytics. Based on a high-level overview, we provide an in-depth discussion of selected use cases, investigating the suitability of specific PETs. We identify important characteristics and patterns that allow practitioners to categorize new use cases and aid in identifying suitable PETs.
The remaining of the paper is structured as follows: We introduce our methodology in section II. We continue with an analysis of use cases and PETs in sections III and IV. We discuss related work in section V, and conclude in section VI.

II. METHODOLOGY

We investigate two research questions (RQs). We interviewed several experts to identify and characterize use cases in the domain of privacy (RQ1). Further, we conducted a grey literature review to identify open-source tools that implement privacy-enhancing technologies (RQ2).

RQ1. What are the relevant use cases for PETs in the automotive industry? To answer this RQ, we provide use cases to motivate practitioners to enhance privacy in their institutions (see section III).

To plan and conduct the interviews to answer this RQ, we followed guidelines from P. Runeson and M. Höst [31]. Specifically, throughout the end of 2020 and during the first half of 2021, we interviewed 17 interested practitioners who worked directly or indirectly in the automotive industry; all the participants focused on data or privacy management. Seven of the interviews were conducted verbally, while the remaining ten were through email correspondence. The confidentiality of their identities and answers were communicated before initiating the interviews, as well as the goal of this study and how their answer will be used. The interviews were semi-structured [31], i.e., while we initiated the conversation with a set of preliminary questions about their background and followed up with RQ1 to collect a list of use cases, we promoted further exploration of their ideas revolving around their use cases list. We countered potential bias by ensuring that the experts came from different organizational units and institutions and summarized the findings before the conclusion of the interview to get feedback and avoid misinterpretation [31].

Afterward, we aggregated application domains and over 20 use cases (see Table I). Based on the identified use cases, we identified characteristics that can be addressed by specific capabilities of available PETs to guide their implementation in a production setting: privacy, function types, data volume, data authenticity, query type, and the number of interacting parties. Furthermore, we designed the framework of Fig. 1 to help us map in Table IV selected reference use cases to privacy-enhancing technologies.

RQ2. What are relevant privacy-enhancing tools available? During June and November 2021, we searched for tools practitioners can use to implement PETs in their use cases (see section IV). We define a tool as a reusable implementation of an algorithm that abstracts the deployment of a specific technology, i.e., the user does not need to have expertise in the underlying technology for its use.

We chose PETs included in seminal surveys or implementations in the domain of privacy [19]–[21]. We list the tools in Table II. Furthermore, each tool had to be open-source so that the scientific and engineering community could audit and freely access them. However, systematically collecting peer-reviewed publications would not capture all the novel tools available [32]. Thus, for our purposes, S. Hopewell and M. Clarke and S. Mallett [32], and J. Vom Brocke et. al [33] indicated that a grey literature review would be a more optimal strategy. Consequently, we included tools that appeared within the first 100 Google search results for the search string “PET name AND open-source AND tool AND GitHub”. Two researchers searched independently (one identified 67 tools while the other 63), and merged the results into 76 after removing duplicates (52).

III. APPLICATIONS IN THE AUTOMOTIVE VALUE CHAIN

Table I describes the eight identified application domains and the use cases in these domain. In this section, we discuss selected application domains in detail, focusing on challenges and opportunities for deploying PETs.

Recommender systems (#1 in Table I) can enhance customer experience by suggesting location or automatically activating capabilities, such as the seat heating. However, the data required for such use cases is often highly sensitive. PETs may help reduce the amount of data that needs to be transmitted to centralized clouds while retaining the utility of data-driven recommendations.

Computer vision (#3 in Table I) utilizes complex machine learning (ML) models to extract information from images and video. However, the unstructured nature of the input data increases the risk of unknowingly capturing sensitive information, e.g., people, and drives the need for the usage of PETs, e.g., for anonymization data using blurring techniques and synthetic data. The use of federated learning can reduce the need to centralize data and can thus further reduce risks.

Sensitive data management (#4 in Table I) describes the process of preparing data for secondary purposes. For this purpose, complex and automated data transformation pipelines are required for data anonymization. These pipelines should require only a minimal amount of human intervention. PETs, such as k-anonymity and differential privacy, are essential to provide the required privacy guarantees.

Data analytics describes the process of using data to support decisions in the business (#5 in Table I). For this purpose, it is required to aggregate data and connect various data sources. Analytics can be categorized in exploratory, i.e., the objective and business question of the analysis is not completely defined yet, and operational analytics, i.e., the KPI and business decision is well-specified. As for both types of analytics, it is often unnecessary to expose individual records and all attributes. PETs like k-anonymity and differential privacy can limit the amount of information exposed to analysts. However, there is an important trade-off between utility of the data and privacy to be considered, in particular, for exploratory analytics.

While there is sensitive information that corporations would prefer to maintain private, such as business secrets, performance metrics, or suppliers, cross-organizational data sharing
increasingly becomes a necessity to optimize entire value chains and business networks, e.g., to support asset search (#6) and cross-organizational sharing (#8 in Table I). Asset search addresses the need to locate and track components and products across organizations. Cross-organizational data sharing envisions the sharing of more comprehensive data sets. PETs can address the need to expose the minimal amount of data and the ability to verify data and results. Emergent platforms, such as GAIA-X [44], heavily rely on PETs to establish secure data exchange mechanisms and controls.

IV. PRIVACY-ENHANCING TECHNOLOGIES: CAPABILITIES AND APPLICATIONS

PETs comprise technologies designed to protect the privacy of data owners. PETs accomplish this by enhancing anonymity with technologies such as differential privacy (DP), k-anonymity, or synthetic data, or confidentiality with secure and outsourced computation technologies such as zero-knowledge proof (ZKP), secure multi-party computation (SMC), homomorphic encryption (HE), trusted execution environments (TEE), or federated learning (FL). Furthermore, PETs can provide capabilities for supporting the use cases described in Table I. Table II provides an overview of important PETs and the most relevant open-source tools, which we resulted from our gray literature review.

While blockchain is not strictly a PET, we included it because it is an instrumental building block for establishing trust and support for data verification use cases. Additionally, blockchain can anchor trust of zero-knowledge proof protocols that prove a claim without engaging in sequential messaging [45].
TABLE III
TECHNOLOGY CAPABILITIES FULFILLING USE CASE CHARACTERISTICS

| Technology                     | Privacy          | Function type          | Data volume | Data authenticity | Query type           | Number of interacting parties |
|-------------------------------|------------------|------------------------|-------------|-------------------|----------------------|-------------------------------|
| DP                            | Anonymity        | Noise added to data processing | TB          | Noisy outputs     | Known / Unknown      | One                           |
| K-anonymity                   | Anonymity        | Dataset anonymization  | GB          | Generalized       | Known / Unknown      | One                           |
| Synthetic data                | Anonymity        | Dataset generation     | TB          | Noisy             | Known / Unknown      | One                           |
| ZKP                           | Confidentiality  | Authentication proofs  | MB          | Yes               | Known               | Two                           |
| SMC                           | Confidentiality  | Arbitrary               | MB          | Yes               | Known               | Multiple                      |
| HE                            | Confidentiality  | Arbitrary               | MB          | Yes               | Known               | Two                           |
| TEE                           | Confidentiality  | Arbitrary               | GB          | Yes               | Known / Unknown      | Multiple                      |
| FL                            | Confidentiality  | ML                      | TB          | Yes               | Known               | Multiple                      |
| Blockchain (no PET)           | Not applicable   | Arbitrary               | MB          | Yes               | Known               | Multiple                      |

Legend: DP = Differential privacy; ZKP = Zero-knowledge proof; SMC = Secure multiparty computation; HE = Homomorphic encryption; TEE = Trusted execution environments; FL = Federated learning

A. Characteristics and Capabilities

Based on an in-depth analysis of the use cases, we define six important characteristics for selecting PETs and architecting privacy-preserving systems.

Privacy. This characteristic describes the sensitivity of the data, e.g., the need to anonymize personally identifiable information (PII) and confidential information. Anonymization removes the link between data and individuals. Confidentiality requirements may also exist for non-personal data, e.g., due to business reasons.

Function type. Use cases may require the use of analytics queries, ML models, or proofs for the authenticity of data. Depending on the function, PETs, such as basic queries to verify the existence of an asset in a dataset (SMC), aggregation queries (DP), or ML (FL), can be chosen.

Data volume. Some technologies are more suitable than others, depending on the data volume the use case is processing. The noise added by DP is independent of the data volume, while SMC cannot process large data volumes given the encryption and communication overhead.

Data authenticity. For high-value data, blockchain-based data verification might be necessary to ensure authenticity. Some PETs reduce the authenticity, e.g., anonymization perturbs the exact value of data points to disjoint attributes from the users who generated the data.

Query type. Some use cases require exploratory queries (unknown), while others repetitively execute well-defined queries and ML models. For example, to train an ML model with FL, one must know what the model will predict or classify. A TEE can execute arbitrary user-defined functions (including ML), and transforming a dataset into k-anonymous or synthetic data does not necessarily require knowing in advance the query types.

Number of interacting parties. Some use cases require data and interactions from more than one entity to interact. For example, FL can train a model distributed across potentially different data owners. SMC jointly computes a function based on the inputs of multiple parties, and DP allows an analyst to query a dataset.

PETs provide different capabilities to address use cases requirements and characteristics. Table III summarizes the capabilities provided by the defined PETs.

B. PETs and automotive use cases

Understanding use case characteristics and the capabilities of PETs is essential to architect privacy-preserving and practical systems. Figure 1 illustrates our framework for mapping use cases to suitable PETs based on the six defining characteristics and capabilities. Table IV investigates eight automotive use cases and illustrates how a specific PET can address the privacy requirements of each use case.

The mapping is intended to be illustrative, not complete. It emphasizes the strengths and weaknesses of the PETs, helping practitioners align PETs and use case requirements. Thus, we have selected reference use cases to highlight the unique benefits of a specific PET. In practice, a combination of PETs is often required to implement a use case end-to-end. We continue with an in-depth discussion of three use cases.

Computer vision: attentiveness detection (#3 in Table IV). Alerting drivers of their lack of attention behind the wheel is crucial in ensuring road safety. This use case requires verifying the presence of specific objects, such as pedestrians, cyclists, or animals, in the camera's field of view. PETs can be used to verify the authenticity of these detections, ensuring that the alerts are not triggered by noise or false positives.

In this case, we might choose a PET that supports both data authenticity and query type. For example, if we are using a TEE, we can ensure that the alerts are not spoofed, and if we are using a blockchain, we can verify that the alerts are based on real-world events.

Another use case could be vehicle-to-vehicle communication, where vehicles share data such as location, speed, and braking for safety purposes. In this scenario, we might need to ensure data confidentiality and integrity, and a PET that supports both would be suitable.

Fig. 1. Framework to map use cases and privacy-enhancing technologies.
wheel can prevent road accidents and save lives. The training of ML models typically requires large volumes of potentially sensitive training data. Thus, an important building block is anonymized and synthetic data, particularly for bootstrapping the ML model. However, due to the safety-critical nature, anonymization approaches are not sufficient alone. Federated learning allows the training of models across multiple vehicles without the need of centralizing data, and thus, preserving confidentiality.

Data analytics: group statistics (#5 in Table IV). Data warehouses and data lakes are essential enablers for analytic. Data anonymization is an important practice for enabling secondary data usage. Once datasets are anonymized, an analyst can execute a potentially manifold set of queries, e.g., joining and exploring many attributes of vehicles. The use of differential privacy (DP) can prevent the de-identification of data while retaining the utility of the analysis. Using a well-calibrated noise mode a good query accuracy is ensured while preserving each individual’s anonymity. DP is also an important enabler for more democratized data access and analytics. Differential privacy can also be applied on the fly, e.g., using a DP-aware SQL engine and a privacy budget that controls the number of queries allowed.

Asset search: tracking components (#6 in Table IV). The automotive value chain is highly complex, involving many partners in an international network. As a result, supply chains are highly complex. They often lack visibility and trust, in particular concerning tier-n suppliers, i.e., suppliers that are not directly in contact with an automotive company. A critical capability is the tracking of components and parts in this cross-organizational network. Blockchains provide a mean to orchestrate a decentral business network [29]. However, additional PETs are essential to facilitate secure data exchange, e.g., secure multi-party computation (SMC) enables the secure computation, e.g., to reconcile stock levels, avoiding the exposure of confidential business information. However, SMC is only suitable for specific, well-defined use cases, small data volumes, and certain types of computation.

An important characteristic of many use cases is data verification and the establishment of trust in distributed and cross-organizational environments. Blockchains and zero-knowledge proofs (ZKP) are important enablers for these requirements. They allow the sharing of proofs without revealing the underlying data. For example, individuals can reveal identity-related attributes (e.g., the possession of a driver’s license [46]) using ZKP.

V. RELATED WORK

Most research focuses on applying or optimizing a single PET to tackle one particular use case, or investigate the use cases that a single PET can address. Examples include applying SMC to privacy-preserving deep learning [23], implementing DP in the context of sensitive health data [24], or identifying applications for which practitioners can employ TEEs [25]. However, these publications do not provide an overview of privacy use cases for different PETs.

Other publications have surveyed how PETs fulfill privacy requirements in general [47] or from a particular context such as data exchanges [48]. Alternatively, publications highlight market opportunities for PETs to solve business problems, e.g., build trust or establish a competitive advantage [9]). However, mapping PETs with requirements or business opportunities does not provide immediate insights regarding privacy use cases. Another set of publications proposes industry use cases without explicitly mapping them to a list of PETs. Examples range from outlining privacy use cases in the supply chain [49], the role of PETs in predictive maintenance in the

---

**TABLE IV**

REFERENCE AUTOMOTIVE USE CASES MAPPED TO PRIVACY-ENHANCING TECHNOLOGIES

| #  | Domain: Use Case Description | Suitable Capabilities | PETs |
|----|------------------------------|------------------------|------|
| 1  | Recommender systems: eco-friendly driving | Anonymity, ML over anonymous data, TB of data, noisy data, unknown queries, one party | Synthetic data |
| 2  | Geo services: charging | Anonymity, aggregation query functions over (anonymous) dataset, GB of data, noisy outputs or generalized data, unknown queries, one party | DP, k-anonymity |
| 3  | Computer vision: attentiveness detection | Confidentiality, ML functions, TB of data, authentic data, known queries, multiple parties | FL |
| 4  | Sensitive data management: automating anonymization | Anonymity, anonymization, GB of data, generalized data, unknown queries, one party | K-anonymity |
| 5  | Data analytics: group statistics | Anonymity, aggregation query functions, up to TB of data, noisy outputs, unknown queries, one party | DP |
| 6  | Asset search: tracking components | Confidentiality, arbitrary function, MB of data, authentic data, known query, multiple parties | SMC |
| 7  | IoT: Connected car | Confidentiality, arbitrary functions, MB of data, authentic data, known query, two parties | HE |
| 8  | Cross-organizational data sharing: Logistics & supply chain | Confidentiality, arbitrary functions, GB of data, authentic data, known queries, multiple parties | TEE, blockchain (anchors trust) |

Legend: DP = Differential privacy; SMC = Secure multiparty computation; ZKP = Zero-knowledge proof; HE = Homomorphic encryption; TEE = Trusted execution environments; FL = Federated learning; ML = Machine learning
automotive industry [50], or the use of PETs in the context of IoT [51] or smart cities [52].

We identified a few publications that survey applications of PETs. There is a repository of implemented PET use cases [53] from different sectors (e.g., health, transport, finance) and a list of case studies that used PETs to reach their objectives [54] in the financial sector. However, these surveys do not focus on production and industry use cases.

While the publications covering the domain of privacy and use cases are varied, to the best of our knowledge, they do not (i) identify suitable capabilities required by use cases to map them to PETs, (ii) present actionable use cases in the automotive industry, (iii) include a list of reference use case that succinctly demonstrate the value of each PET.

VI. DISCUSSION AND CONCLUSION

While PETs have matured and are increasingly available, developing privacy-preserving architectures is challenging, requiring an in-depth understanding of PETs and use cases. This paper addresses this challenge and provides guidelines synthesized from expert interviews and a literature review.

PETs provide the ability to increase the protection of data while in-use and can be considered complementary to established security practices, e.g., security monitoring, data encryption at rest and in-transit, data governance. There is no “one-size-fits-all” privacy-enhancing technology (PET). The selection and deployment of PETs require a careful understanding of use cases characteristics, the capabilities of a PET and its limitation. We demonstrated how use case characteristics can be used to assess the suitability for PETs. While this paper focuses on automotive use cases, the identified characteristics and capabilities generalize well to other application domains.

The usage of PETs is associated with increased architectural and operational complexity, and performance-related constraints that must be carefully considered when choosing a PET. Further, the limitations of PETs must be carefully considered. For example, homomorphic encryption and secure multi-party computation cannot handle large volumes of data and do not address anonymization requirements, e.g., for secondary data processing. K-anonymity does not provide a formal guarantee of privacy like differential privacy.

The importance of PETs will increase. In particular, the need to collaborate across organizational boundaries will intensify the need for PETs. In the future, we will refine and extend our classification to other application categories and domains. Further, we implement and experiment with concrete PETs and use cases, e.g., differential privacy and secure multi-party computing.
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