CAUCHY-RIEMANN OPERATORS AND LOCAL SLICE ANALYSIS OVER REAL ALTERNATIVE ALGEBRAS

ALESSANDRO PEROTTI

Abstract. We prove some formulas relating Cauchy-Riemann operators defined on hypercomplex subspaces of an alternative *-algebra to a differential operator associated with the concept of slice-regularity and to the spherical Dirac operator. These results in particular allow to introduce a definition of locally slice-regular function and open the path for local slice analysis. Since Cauchy-Riemann operators factor the corresponding Laplacian operators, the proven formulas let us also obtain several results about the harmonicity and polyharmonicity properties of slice-regular functions.

1. Introduction

The first aim of this work is to develop a set of relations between two higher dimensional function theories (or better two families of function theories). These theories were born as different generalizations of that fundamental part of modern mathematics represented by the theory of holomorphic functions of one complex variable. One function theory, which is well developed and dates back to the 1930’s, is based on a system of linear first-order constant coefficients differential equations, known as the Cauchy–Fueter system in the case of quaternions, and as the Dirac (or Cauchy-Riemann) system in the case of Clifford algebras. The functions in the kernel of these systems are called, respectively, Fueter-regular and monogenic functions. We refer the reader to the monographs [5, 26] for extended accounts of this theory.

Over the last fifteen years, another higher dimensional function theory, better adapted to algebraic requirements, in particular the inclusion of polynomials, was developed. Born in the quaternionic setting [15, 16], the theory of slice-regular functions, also called slice analysis, has then been extended to the octonions, to Clifford algebras, and more generally to real alternative *-algebras (see, e.g., [7, 17, 20]). See also [14, 38] for reviews of this function theory and extended references.

The relations between the two theories we are presenting here are based on some fundamental formulas linking Cauchy-Riemann operators, which are at the core of the first function theory, and two other differential operators related to slice-regularity and to the spherical derivative of a slice function (Theorem 8 and Proposition 9). A natural setting where Cauchy-Riemann operators can be defined are hypercomplex subspaces of the algebra. Relevant examples of hypercomplex subspaces of an alternative *-algebra are: the quaternionic space \( \mathbb{H} \), the space \( \mathbb{O} \) of octonions, the reduced quaternions and more generally the paravector subspace of the real Clifford algebra \( \mathbb{R}_n \) of signature \((0, n)\).
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One of the peculiar aspects of slice analysis is the non-local character of the existing definitions of slice-regular function. Both in the original approach [16], with functions defined on slice domains, and then on open sets intersecting the real axis, and in the stem function approach [20], where functions are defined on domains that are axially symmetric around the real axis, a local definition of slice-regular function is not feasible. The above-mentioned relations with Cauchy-Riemann operators permit to refine the original definition of slice-regularity and find a formulation that has a natural local version. This is a second major aim of this work. We are able to give a definition of locally slice-regular function (Definition [13]) on any open subset of an hypercomplex subspace of the algebra that is compatible with the existing definitions. In the setting of slice analysis on hypercomplex subspaces, local slice-regularity can be seen as the most faithful generalization of the classic concept of holomorphy.

As an application of this local approach, we present some results of quaternionic local slice analysis. In particular we give local versions of some differential topological properties of slice-regular functions. Of course this type of results is not restricted to the quaternionic setting. Thanks to a local extendibility theorem (Theorem [19]), every local property satisfied by slice-regular functions, originally proved on axially symmetric domains, remains valid for locally slice-regular functions defined on any open subset of an hypercomplex subspace of the algebra.

We also investigate harmonicity and polyharmonicity properties of slice-regular functions (Theorem [27]), extending to any alternative algebra what already known for quaternions and Clifford algebras. We apply the results proved here to obtain a decomposition of any slice-regular function in terms of components in the kernel of the third order operator \( \overline{\partial} \Delta \), where \( \overline{\partial} \) is the Cauchy-Riemann operator of the hypercomplex subspace \( M \) and \( \Delta \) is the corresponding Laplacian (Theorem [30]). If the dimension \( m + 1 \) of \( M \) is even, this decomposition defines a real-linear map that associates to any slice-regular function a \( (m - 1)/2 \)-tuple of axially monogenic functions (\( \overline{\partial} \Delta \)-Fueter mapping). This map represents a new generalization of the quaternionic Fueter’s Theorem (corresponding to the case \( m = 3 \)), valid on any hypercomplex subspace and gives another strong link between the function theories. We recall that when \( M \) is the paravector subspace of \( \mathbb{R}_m \), then the See’s generalization [36] of Fueter’s Theorem provides a mapping, namely the power \( \Delta^{(m-1)/2} \) of the Laplacian, that associates to any slice-regular function a single axially monogenic function. We prove that, differently from higher power of the \( \Delta \) operator, the \( \overline{\partial} \Delta \)-Fueter mapping has a small kernel for every \( m \geq 3 \) (Proposition [32]).

We describe in more detail the structure of the paper. In Section 2 we recall some basic definitions about real alternative *-algebras, slice functions and slice-regularity. In Section 3 we give the definition of hypercomplex subspace \( M \) in an alternative *-algebra \( A \), and introduce the three fundamental differential operators on \( M \): the Cauchy-Riemann operator \( \overline{\partial}_B \), the global operator \( \partial_B \) associated to slice-regularity and the spherical Dirac operator \( \Gamma_B \). Then we establish the main relation linking the three operators and relate \( \Gamma_B \) and \( \partial_B \) to the slice and spherical derivatives of a slice function. Section 4 is devoted to the definitions of strongly slice-regular function and locally slice-regular function and to proving two fundamental extendibility theorems: the global one and the corresponding local version. Subsection 4.1 contains some results of local slice analysis on the quaternionic algebra: the Quasi-open Mapping Theorem, the Mean value and Poisson formulas. In Section 5 we study the action of the Laplacian on slice-regular functions and show that every (locally) slice-regular function is \( (m + 1)/2 \)-polyharmonic, with \( m + 1 \) the dimension of \( M \). We then prove the \( \overline{\partial} \Delta \)-decomposition of a slice-regular function combining the classical Almansi’s Theorem for polyharmonic functions with a polyharmonic zonal decomposition. By
composition with the Laplacian operator we obtain the $\overline{\partial}\Delta$-Fueter mapping. In Subsection 5.3 we prove a second polyharmonic decomposition of slice-regular functions. We conclude the section with a list of examples of the previous decompositions in different settings: in a Clifford algebra, in the octonion space or in the space of reduced quaternions. The Appendix contains the proofs of Theorem 8 and Proposition 5.

2. Preliminaries

Let $A$ be a real algebra with unity $1 \neq 0$. The real multiples of $1$ in $A$ are identified with the field $\mathbb{R}$ of real numbers. Assume that $A$ is alternative, i.e., the associator $(x, y, z) := (xy)z - x(yz)$ of three elements of $A$ is an alternating function of its arguments. Alternativity yields the so-called Moufang identities:

(1) $(xax)y = x(a(xy))$
(2) $y(xax) = ((yx)a)x$
(3) $(xy)(ax) = x(ya)x$.

A theorem of E. Artin asserts that the subalgebra generated by any two elements of $A$ is associative. Assume that $A$ is a $*$-algebra, i.e., it is equipped with a real linear anti-involution $A \to A, x \mapsto x^*$, such that $(xy)^* = y^*x^*$ for all $x, y \in A$ and $x^* = x$ for real $x$. Let $t(x) := x + x^*$ be the trace of $x$ and $n(x) := xx^* \in A$ the (squared) norm of $x$. Let

$$S_A := \{ J \in A : t(x) = 0, n(x) = 1 \}$$

be the ‘sphere’ of the imaginary units of $A$ compatible with the $*$-algebra structure of $A$. Assuming $S_A \neq \emptyset$, one can consider the quadratic cone of $A$ (see [20, Def. 3]), defined as the subset of $A$

$$Q_A := \bigcup_{J \in S_A} C_J,$$

where $C_J = \text{span}(1, J)$ is the complex ‘slice’ of $A$ generated by $1$ and $J$. It holds $C_J \cap C_K = \mathbb{R}$ for each $J, K \in S_A$ with $J \neq \pm K$. The quadratic cone is a real cone invariant w.r.t. translations along the real axis. Observe that $t$ and $n$ are real-valued on $Q_A$. Moreover, it holds

$$Q_A = \mathbb{R} \cup \{ x \in A \setminus \mathbb{R} : t(x) \in \mathbb{R}, n(x) \in \mathbb{R}, 4n(x) > t(x)^2 \}.$$  

Each element $x$ of $Q_A$ can be written as $x = \text{Re}(x) + \text{Im}(x)$, with \( \text{Re}(x) = \frac{x + x^*}{2}, \text{Im}(x) = \frac{x - x^*}{2} = \beta J, \) where $\beta = \sqrt{\text{Im}(x)^2}$ and $J \in S_A$, with unique choice of $\beta \geq 0$ and $J \in S_A$ if $x \notin \mathbb{R}$.

Observe that the quadratic cone $Q_A$ is properly contained in $A$ unless $A$ is isomorphic as a real *-algebra to one of the division algebras $\mathbb{C}, \mathbb{H}, \mathbb{O}$ with the standard conjugations (see [20, Prop. 1]). We refer to [19], [20, §2] and [24, §1] for more details and examples about real alternative *-algebras and their quadratic cones.

2.1. Slice functions and slice-regular functions. The functions on $A$ which are compatible with the slice character of the quadratic cone are called slice functions. More precisely, let $A \otimes_{\mathbb{R}} \mathbb{C}$ be the complexified algebra, whose elements $w$ are of the form $w = a + ib$ with $a, b \in A$ and $i^2 = -1$. In $A \otimes_{\mathbb{R}} \mathbb{C}$ we consider the complex conjugation mapping $w = a + ib$ to $\overline{w} = a - ib$ for all $a, b \in A$. Let $D$ be a subset of $\mathbb{C}$ that is invariant w.r.t. complex conjugation. If a function $F : D \to A \otimes_{\mathbb{R}} \mathbb{C}$ satisfies $F(\overline{z}) = \overline{F(z)}$ for every $z \in D$, then $F$ is called a stem function on $D$. For every $J \in S_A$, we define the *-algebra isomorphism $\phi_J : \mathbb{C} \to C_J$ by setting

$$\phi_J (\alpha + i\beta) := \alpha + J\beta \quad \text{for all } \alpha, \beta \in \mathbb{R}.$$
Let \( \Omega_D \) be the axially symmetric (or circular) subset of the quadratic cone defined by

\[
\Omega_D = \bigcup_{J \in \mathbb{S}_A} \phi_J(D) = \{ \alpha + J\beta \in A : \alpha, \beta \in \mathbb{R}, \alpha + i\beta \in D, J \in \mathbb{S}_A \}.
\]

An axially symmetric connected set \( \Omega = \Omega_D \) is called a slice domain if \( \Omega \cap \mathbb{R} \neq \emptyset \), a product domain if \( \Omega \cap \mathbb{R} = \emptyset \). Any axially symmetric open set is union of a family of domains of these two types.

The stem function \( F = F_1 + iF_2 : D \to A \otimes_{\mathbb{R}} \mathbb{C} \) induces the (left) slice function \( f = I(F) : \Omega_D \to A \) in the following way: if \( x = \alpha + J\beta = \phi_J(z) \in \Omega_D \cap \mathbb{C} \), then

\[
f(x) = F_1(z) + iF_2(z), \quad \text{where } z = \alpha + i\beta.
\]

Suppose that \( D \) is open. The slice function \( f = I(F) : \Omega_D \to A \) is called (left) slice-regular if \( F \) is holomorphic w.r.t. the complex structure on \( A \otimes_{\mathbb{R}} \mathbb{C} \) defined by left multiplication by \( i \). We will denote by \( S^1(\Omega) \) the real vector space of slice functions induced by stem functions of class \( C^1 \) on \( \Omega \) and by \( SR(\Omega) \) the vector subspace of slice-regular functions on \( \Omega \). For example, polynomial functions \( f(x) = \sum_{j=0}^d x^j a_j \) and convergent power series with right coefficients in \( A \) are slice-regular. If \( A = \mathbb{H} \) and \( \Omega_D \) is a slice domain, this definition of slice regularity is equivalent to the original one proposed by Gentili and Struppa in \([16] \).

To any slice function \( f = I(F) : \Omega_D \to A \), one can associate the function \( f^\star_s : \Omega_D \to A \), called spherical value of \( f \), and the function \( f'_s : \Omega_D \setminus \mathbb{R} \to A \), called spherical derivative of \( f \), defined as

\[
f^\star_s(x) := \frac{1}{2} (f(x) + f(x^c)) \quad \text{and} \quad f'_s(x) := \frac{1}{2} \text{Im}(x)^{-1}(f(x) - f(x^c)).
\]

If \( x = \alpha + \beta J \in \Omega_D \) and \( z = \alpha + i\beta \in D \), then \( f^\star_s(x) = F_1(z) \) and \( f'_s(x) = \beta^{-1}F_2(z) \). Therefore \( f^\star_s \) and \( f'_s \) are slice functions, constant on every set \( \mathbb{S}_x := \alpha + \beta \mathbb{S}_A \). They are slice regular only if \( f \) is locally constant. Moreover, the formula

\[
f(x) = f^\star_s(x) + \text{Im}(x)f'_s(x)
\]

holds for all \( x \in \Omega_D \setminus \mathbb{R} \). In the case \( A = \mathbb{H} \), a remarkable property of the spherical derivative of a slice-regular function is its harmonicity in the four real variables. In the higher dimensional case, a polyharmonicity property holds (see \([3] \)).

In general, the pointwise product \( x \mapsto f(x)g(x) \) of slice functions \( f = I(F) \) and \( g = I(G) \) is not a slice function. On the other hand, it is easy to verify that the pointwise product \( FG \) of stem functions \( F \) and \( G \) is again a stem function. The slice product of two slice functions \( f = I(F), g = I(G) \) on \( \Omega = \Omega_D \) is defined by means of the pointwise product of the stem functions:

\[
f \cdot g = I(FG).
\]

In the case of slice-regular functions, this product is also called star product of \( f \) and \( g \), denoted by \( f \star g \).

The function \( f = I(F) \) is called slice-preserving if the \( A \)-components \( F_1 \) and \( F_2 \) of the stem function \( F \) are real-valued. If \( f \) is slice-preserving, then \( f \cdot g \) coincides with the pointwise product of \( f \) and \( g \). If \( f, g \) are slice-regular on \( \Omega \), then also their slice product \( f \cdot g \) is slice-regular on \( \Omega \).

The slice derivatives \( \frac{\partial f}{\partial x}, \frac{\partial f}{\partial x^c} \) of a slice functions \( f = I(F) \) are defined by means of the Cauchy-Riemann operators applied to the inducing stem function \( F \):

\[
\frac{\partial f}{\partial x} = I \left( \frac{\partial F}{\partial z} \right), \quad \frac{\partial f}{\partial x^c} = I \left( \frac{\partial F}{\partial \overline{z}} \right).
\]
It follows that $f$ is slice-regular if and only if $\frac{\partial f}{\partial x_0} = 0$ and if $f$ is slice-regular on $\Omega$ then also $\frac{\partial f}{\partial x_0}$ is slice-regular on $\Omega$. Moreover, the slice derivatives satisfy the Leibniz product rule w.r.t. the slice product. If $f = \frac{\partial g}{\partial x_0}$, we will say that $g$ is a slice primitive of $f$.

A slice-regular function $f$ is called slice-constant if $\frac{\partial f}{\partial x_0} = 0$ on $\Omega$. We will denote by $SC(\Omega)$ the real vector space of slice-constant functions on $\Omega$. If $\Omega$ is a slice domain, then every $f \in SC(\Omega)$ is a constant function. If $\Omega$ is a product domain, then other possibilities arise (see e.g. [20, Remark 12]). Observe that $f \in SC(\Omega)$ if and only if $f$ is locally constant on slices $\Omega \cap \mathbb{C}_j$ or, equivalently, $f$ is induced by a locally constant stem function.

We refer the reader to [20, §3,4] for more properties of slice functions and slice regularity.

3. Cauchy-Riemann Operators on Hypercomplex Subspaces

We recall a concept introduced in [21]. A non-empty subset $S$ of $A$ is a genuine imaginary sphere of $A$ (a gis of $A$), if there exists a real vector subspace $M$ of $A$ such that $\mathbb{R} \subset M \subset Q_A$ and $S = M \cap S_A$. If such a $M$ exists, then it is unique, since $M = \bigcup_{j \in S} \mathbb{C}_j$. We call $M$ the vector subspace inducing $S$. If $\text{dim}(M) > 2$, such a subspace $M$ of $A$ will be called a hypercomplex subspace of $A$.

For example, if $A$ is the skew-field $\mathbb{H}$ of quaternions or the space $\mathbb{O}$ of octonions, then $A$ itself is a hypercomplex subspace, with $S = S_A$. These examples are the unique alternative algebras, except for $\mathbb{C}$, which have quadratic cone $Q_A$ equal to the whole algebra $A$ [20, Prop.1]. The algebra $\mathbb{H}$ contains also the hypercomplex subspace of reduced quaternions $\mathbb{H}_r = \{ x = x_0 + i x_1 + j x_2 : x_0, x_1, x_2 \in \mathbb{R} \}$. More generally, the space $M = \mathbb{R}^{n+1}$ of paravectors in the real Clifford algebra $\mathbb{R}_n$ of signature $(0, n)$ is a hypercomplex subspace of $\mathbb{R}_n$.

It is easy to verify that every hypercomplex subspace $M$ of $A$ is, in particular, a strong regular quadratic cone in $A$, as defined in [35].

**Lemma 1.** [21, Lemma 1.4] Let $S$ be a gis of $A$ and let $M$ be the vector subspace inducing $S$. Then there exists a norm $\| \|_A$ on $A$ such that $\| x \|^2 = n(x) \forall x \in M$.

Let $B = \{ v_0, v_1, \ldots, v_m \}$ be a real vector basis of $M$ with $v_0 = 1$, orthonormal w.r.t. the scalar product $\langle \ , \ \rangle$ on $A$ associated to the norm $\| \|$. Complete $B$ to a real vector basis $B_A = \{ v_0, v_1, \ldots, v_{d-1} \}$ of $A$, orthonormal w.r.t. the scalar product $\langle \ , \ \rangle$ on $A$. For every $x, y \in M$, it holds $2 \langle x, y \rangle = \| x + y \|^2 - \| x \|^2 - \| y \|^2 = n(x + y) - n(x) - n(y) = t(x y^c)$. Therefore $\langle x, y \rangle = \frac{1}{2} t(x y^c)$ on $M$. In particular,

(4) $\quad t(v_i) = 2 \langle v_i, 1 \rangle = 0 \quad$ for every $i = 1, \ldots, m$,

(5) $\quad t(v_i v_j) = -t(v_i v_j^c) = -2 \langle v_i, v_j \rangle = 0 \quad$ for every $i \neq j$ in the set $\{1, \ldots, m\}$.

Property (4) implies that $v_i^c = -v_i$ for every $i = 1, \ldots, m$ and property (5) shows that for every $i \neq j$ in the set $\{1, \ldots, m\}$, the elements $v_i$ and $v_j$ anticommute, since $v_i v_j + v_j v_i = t(v_i v_j) = 0$. Moreover, $v_i^2 = -v_i v_i^c = -n(v_i) = -\| v_i \|^2 = -1$ for every $i = 1, \ldots, m$. By Proposition 1 of [20], we know that $S_A = \{ J \in A \mid t(J) = 0, \ n(J) = 1 \}$. Therefore $\{ v_1, \ldots, v_m \} \subseteq S$ and $M$ is the orthogonal direct sum of $\mathbb{R} = \text{span}(v_0)$ and $M \cap \ker(t) = \text{span}(v_1, \ldots, v_m)$. Moreover, every triple $\{ v_i, v_j, v_i v_j \}$, with $i \neq j, 1 \leq i, j \leq m$, is an Hamiltonian triple in $A$, such that $\text{span}(1, v_i, v_j, v_i v_j) = \mathbb{H}$.

The Cauchy-Schwarz inequality for the scalar product $\langle \ , \ \rangle$ implies that $x y^c$ belongs to the quadratic cone $Q_A$ for every $x, y \in M$, since $t(xy^c) \in \mathbb{R}$, $n(xy^c) = (xy^c)(yx^c) = n(x)n(y) \in \mathbb{R}$.
(see e.g. [24, Thm. 1.7]), and it holds
\[(\varepsilon(xy)) = (2(x, y))^2 \leq 4\|x\|^2\|y\|^2 = 4n(x)n(y) = 4n(xy),\]
with equality if and only if \(xy\) is real.

Let \(L : \mathbb{R}^d \to A\) be the real vector isomorphism sending \(x = (x_0, x_1, \ldots, x_{d-1})\) into \(L(x) = \sum_{\ell=0}^{d-1} x_\ell v_\ell\). Identify \(\mathbb{R}^d\) with \(A\) via \(L\) and \(M\) with \(\mathbb{R}^{m+1} = \mathbb{R}^{m+1} \setminus \{0\} \subset \mathbb{R}^d\). The product of \(A\) becomes a product on \(\mathbb{R}^d\). Given \(x, y \in \mathbb{R}^d\), \(xy\) is defined as \(L^{-1}(L(x)L(y))\). Since \(A\) is orthonormal, \(\|x\|^2\) coincides with the Euclidean norm \((\sum_{\ell=0}^{d-1} x_\ell^2)^{1/2}\) of \(x\) in \(\mathbb{R}^d\). Moreover,
\[S = \{L(x) \in M \mid x \in \mathbb{R}^{m+1}, x_0 = 0, \sum_{i=1}^m x_i^2 = 1\}.

**Definition 2.** Let \(\Omega\) be an open subset of the vector subspace \(M\) inducing \(S\). The Cauchy-Riemann operator induced by \(B\) is the partial differential operator with constant coefficients \(\overline{\partial}_B : C^1(\Omega, A) \to C^0(\Omega, A)\) defined by
\[
\overline{\partial}_B := \frac{1}{2} (\partial_0 + v_1 \partial_1 + \cdots + v_m \partial_m),
\]
where the operators \(\partial_i : C^1(\Omega, A) \to C^0(\Omega, A)\) are defined by \(\partial_i f = L \circ \frac{\partial (L^{-1} \circ f \circ L)}{\partial x_i} \circ L^{-1}\) for \(i = 0, 1, \ldots, m\).

**Remark 3.** Note that sometimes in the literature the factor \(1/2\) is absent.

**Remark 4.** From the definition, it is immediate to check that \(\partial_i \partial_j f = \partial_j \partial_i f\) for every \(i, j\) and every function of class \(C^2\). Moreover, the operators \(\partial_i\) satisfy a Leibniz rule with respect to the pointwise product of \(A\)-valued functions. This can be easily seen introducing the structure constants of \(A\) w.r.t. \(B\), i.e., the real numbers \(\{c_{\alpha, \beta}^\gamma\}_{\alpha, \beta, \gamma}\) such that
\[v_\alpha v_\beta = \sum_{\gamma=0}^{d-1} c_{\alpha, \beta}^\gamma v_\gamma \quad \text{for every } \alpha, \beta \in \{0, \ldots, d\}.
\]
Let \(\Omega = \Omega' \cap M\), with \(\Omega'\) open subset of \(A\). Let \(f(x) = \sum_{\alpha=0}^{d-1} f_\alpha(x) v_\alpha\) and \(g(x) = \sum_{\beta=0}^{d-1} g_\beta(x) v_\beta\) be \(A\)-valued functions of class \(C^1\) on \(\Omega'\), with \(f_\alpha, g_\beta \in C^1(\Omega', \mathbb{R})\) for every \(\alpha, \beta\). Then \(f(x)g(x) = \sum_{\gamma=0}^{d-1} \sum_{\alpha, \beta=0}^{d-1} f_\alpha(x)g_\beta(x) c_{\alpha, \beta}^\gamma v_\gamma\). Therefore
\[
\partial_i(fg) = \sum_{\gamma=0}^{d-1} \sum_{\alpha, \beta=0}^{d-1} \frac{\partial}{\partial x_i} (f_\alpha \circ L)(g_\beta \circ L) c_{\alpha, \beta}^\gamma v_\gamma
\]
\[= \sum_{\gamma=0}^{d-1} \sum_{\alpha, \beta=0}^{d-1} \left( \frac{\partial}{\partial x_i} (f_\alpha \circ L)(g_\beta \circ L) + (f_\alpha \circ L) \frac{\partial (g_\beta \circ L)}{\partial x_i} \right) c_{\alpha, \beta}^\gamma v_\gamma
\]
\[= (\partial_i f) g + f(\partial_i g).
\]
In particular, it holds \(\partial_i(fa) = (\partial_i f)a\) and \(\partial_i(af) = a(\partial_i f)\) for every \(a \in \mathbb{A}\). In general, when \(A\) is non-commutative or non-associative, \(\overline{\partial}_B\) does not satisfy a Leibniz rule. However, if \(A\) is associative, then \(\overline{\partial}_B(fa) = (\partial_B f)a\) for every function \(f\) and \(a \in \mathbb{A}\).

Let \(c_m := \overline{\partial}_B(L(x_0, \ldots, x_{d-1})) = \overline{\partial}_B(x_0 + \sum_{i=1}^{d-1} x_i v_i)\). Since \(v_i^2 = -1\) for every \(i = 1, \ldots, m\), it holds \(c_m = (1 - m)/2\). Let
\[\overline{\partial}_B := \frac{1}{2} (\partial_0 - v_1 \partial_1 - \cdots - v_m \partial_m)\]
be the conjugated Cauchy-Riemann operator induced by \( \mathcal{B} \) and let \( \Delta_\mathcal{B} \) the Laplacian operator on \( M \) induced by \( \mathcal{B} \), acting on functions \( f \) of class \( C^2(\Omega, A) \) as

\[
\Delta_\mathcal{B} f := \sum_{i=0}^{m} \partial_i(\partial_i f).
\]

**Proposition 5.** Let \( \Omega \) be an open subset of the vector subspace \( M \) inducing \( S \).

(a) For every \( n \in \mathbb{N} \) and every \( x \in M \), it holds:

\[
\overline{\partial}_\mathcal{B}(x^n) = c_m(x^n)' = \frac{1-m}{2}(x^n)'_s = \frac{1-m}{2} \sum_{k=0}^{n-1} x^{n-k-1}(x^c)^k.
\]

(b) For every function \( f \) of class \( C^2(\Omega, A) \), it holds:

\[
\partial_\mathcal{B}(\overline{\partial}_\mathcal{B} f) = \overline{\partial}_\mathcal{B}(\partial_\mathcal{B} f) = \frac{1}{4}\Delta_\mathcal{B} f.
\]

We postpone the proof of the proposition to the Appendix to improve the reading of the paper.

Let \( \Omega \) be an open subset of the vector subspace \( M \) inducing \( S \). We recall from [22] the definition of the global differential operators \( \partial_\mathcal{B}, \overline{\partial}_\mathcal{B} : C^1(\Omega \setminus \mathbb{R}, A) \rightarrow C^0(\Omega \setminus \mathbb{R}, A) \) associated with the slice derivatives. Since we are considering only functions defined on \( M \), in the formula defining \( \partial_\mathcal{B} \) and \( \overline{\partial}_\mathcal{B} \) we can take the derivatives w.r.t. the first \( m+1 \) coordinates:

\[
\partial_\mathcal{B} = \frac{1}{2} \left( \partial_0 - \frac{\operatorname{Im}(x)}{n(\operatorname{Im}(x))} \sum_{i=1}^{m} x_i \partial_i \right), \quad \overline{\partial}_\mathcal{B} = \frac{1}{2} \left( \partial_0 + \frac{\operatorname{Im}(x)}{n(\operatorname{Im}(x))} \sum_{i=1}^{m} x_i \partial_i \right),
\]

where the operators \( \partial_i : C^1(\Omega, A) \rightarrow C^0(\Omega, A) \) were given in Definition [2]. For every slice function \( f \) on \( \Omega \), it holds \( \partial_\mathcal{B} f = \frac{\partial f}{\partial x} \) and \( \overline{\partial}_\mathcal{B} f = \frac{\partial f}{\partial x^c} \) on \( \Omega \setminus \mathbb{R} \) (see [22] Theorem 2.2).

Observe that on a slice \( C_1 \subseteq M \), the operator \( \overline{\partial}_\mathcal{B} \) coincides with the standard Cauchy-Riemann operator of \( C_1 \). In particular, when \( \dim(M) = 2 \), then \( M = C_1 \) and the operators \( \partial_\mathcal{B}, \overline{\partial}_\mathcal{B} \) are both equal to the Cauchy-Riemann operator of \( M \).

For any \( i, j \) with \( 1 \leq i, j \leq m \), let \( L_{ij} = x_i \partial_j - x_j \partial_i \) and let

\[
\Gamma_\mathcal{B} = -\frac{1}{2} \sum_{i,j=1}^{m} v_i(v_j L_{ij})
\]

be the spherical Dirac operator associated to the basis \( \mathcal{B} \). It acts on \( C^1 \) functions \( f \) as \( \Gamma_\mathcal{B} f = \sum_{i,j=1}^{m} v_i(v_j L_{ij} f) \). In the case of octonions, this operator has been introduced also in the recent paper [18]. The operators \( L_{ij} \) are tangential differential operators for the spheres \( \mathbb{S}_x \cap M = \alpha + S\beta \), with \( x = \alpha + i\beta \in Q_A \). The next proposition extends Propositions 3.2 and 6.1 of [20] to the setting of \( C^1 \) (not necessarily slice) functions on open domains in \( M \). To take care also of the non-associative case, we firstly need a definition.

**Definition 6.** A function \( f : \Omega \rightarrow A \) of class \( C^1 \) is said to be \( M \)-admissible if \( f(x) \) and \( \overline{\partial}_\mathcal{B} f(x) \) belong to \( M \) for all \( x \in \Omega \).

Observe that when \( A = \mathbb{H} \) or \( A = \mathbb{O} \), we can take \( M = Q_A = A \) (see [20] Prop.1)). In this case every \( A \)-valued function is \( M \)-admissible.

**Proposition 7.** Let \( \Omega \) be an open subset of the vector subspace \( M \) inducing \( S \). Let \( \dim(M) = m+1 \). Then it holds:
Proposition 9. We now extend this result to all axially symmetric open subset of $\Omega$: Let $\Omega$ be an open subset of the vector subspace $M$ inducing $S$. Let $f : \Omega \to A$ be a $C^1$ function. If $A$ is not associative, assume that $f$ is $M$-admissible. Then $\Gamma_B$ and multiplication by $x$ satisfy the following commutation relation

$$\Gamma_B(xf(x)) = (m - 1) \text{Im}(x)f(x) + x^c \Gamma_B f(x)$$

for all $x \in \Omega$.

We postpone also the proof of Proposition 7 to the Appendix.

Theorem 8. Let $\Omega$ be an open subset of the vector subspace $M$ inducing $S$. Let $f : \Omega \to A$ be a $C^1$ function. If $A$ is not associative, assume that $f$ is $M$-admissible. Then the following formula holds on $\Omega \setminus \mathbb{R}$:

$$\overline{\partial_B} f - \overline{\partial_B} f = -(2 \text{Im}(x))^{-1} \Gamma_B f.$$  

The vector subspace $M$ inducing the gis $S$ is contained in the quadratic cone $Q_A$. Therefore we can consider the restriction of a slice function on an axially symmetric domain $\Omega$. We call such a set $\Omega$ an axially symmetric open subset of $M$. If $\Omega$ is also connected, we call it an axially symmetric domain of $M$.

Thanks to the representation formula (see e.g. [20, Prop.6]), the restriction of a slice function to $\Omega_D$ uniquely determines the function. We will therefore use the same symbol to denote the restriction.

Proposition 5 shows that the spherical derivative of a slice-regular polynomial $\Sigma_{n=0}^{d} x^n a_n$ with coefficients in $A$, at least in the associative case, can be obtained by application of a differential operator, namely, the Cauchy-Riemann operator. We now extend this result to all slice-regular functions.

Proposition 9. Let $\Omega_D$ be an axially symmetric open subset of $Q_A$ and let $\Omega := \Omega_D \cap M$, an axially symmetric open subset of $M$. Assume that $m = \dim(M) - 1$ is greater than 1. Let $f : \Omega \to A$ be a slice function of class $C^1(\Omega)$. If $A$ is not associative, assume that $f$ is $M$-admissible. Let $c_m = (1 - m)/2$. Then the following properties hold on $\Omega \setminus \mathbb{R}$:

(a) $\Gamma_B f = (m - 1) \text{Im}(x)f'_s$.
(b) $\overline{\partial_B} f = \frac{\partial f}{\partial x} + c_m f'_s$.
(c) $\partial_B f = \frac{\partial f}{\partial x} - c_m f'_s$ and $\frac{\partial (f'_s)}{\partial x} = \partial_B f'_s$.
(d) $f$ is slice-regular if and only if $\overline{\partial_B} f = c_m f'_s$.
(e) $f \in \ker(\overline{\partial_B})$ if and only if $\frac{\partial f}{\partial x} = -c_m f'_s$.
(f) $f$ is slice-regular, then $\Delta_B f = 4c_m \frac{\partial (f'_s)}{\partial x}$ and $\text{Im}(x) \Delta_B f = 2c_m \left( \frac{\partial f}{\partial x} - f'_s \right)$.
(g) If $f \in \ker(\overline{\partial_B})$ is slice-regular, then $f$ is locally constant. The same holds if $f \in \ker(\overline{\partial_B})$ and it is anti-slice-regular, namely, it satisfies $\frac{\partial f}{\partial x} = 0$.
(h) If $f \in SR(\Omega)$ and $\Delta_B f = 0$, then $f$ is an affine function of the form $xa + b$, with $a, b \in A$. 


Proof. Since $f$ is a slice function, the functions $f'_s$ and $f'_i$ are constant on the spheres $S_x \cap M$. Therefore every operator $L_{ij}$ vanishes on them. From the formula $f(x) = f'_s(x) + \text{Im}(x)f'_i(x)$ and the Leibniz rule we get

$$L_{ij}f = L_{ij}(f'_s(x)) + L_{ij}((\text{Im}(x))f'_i(x)) = L_{ij}(\text{Im}(x))f'_i(x) = (x_i v_j - x_j v_i)f'_i(x).$$

Using again formulas (25),(26) and point (a) of Proposition 7 we get

$$\Gamma_B f = -\frac{1}{2} \sum_{i,j} v_i v_j ((x_i v_j - x_j v_i)f'_i(x)) = -\frac{1}{2} \sum_{i,j} v_i(v_j((x_i v_j - x_j v_i)))f'_i(x)$$

$$= \Gamma_B(x)f'_i(x) = (m-1)\text{Im}(x)f'_i(x)$$

and point (a) is proved. Point (b) follows immediately from (a) and Theorem 8 since a slice function $f$ is slice-regular if and only if $\overline{\partial}_B f = 0$ on $\Omega \setminus \mathbb{R}$ and $\overline{\partial}_B f = \frac{\partial f}{\partial x}$ for every slice function (see [22, Theorem 2.2]). To prove point (c), we observe that on $\Omega \setminus \mathbb{R}$ it holds $\partial_B f = \frac{\partial f}{\partial x}$ and

$$\partial_B f - \overline{\partial}_B f = (\partial_B + \overline{\partial}_B) f - \overline{\partial}_B f = (\partial_B + \overline{\partial}_B) f = \partial_0 f - \overline{\partial}_B f - \partial_0 f + \overline{\partial}_B f = -c_m f'_i,$$

using again Theorem 8 and point (a) above. The last statement in (c) comes from the property $(f'_i)'_i = 0$, which holds for every slice function $f$. Points (d) and (e) are consequences of (b).

From (c) and (d) we get the first equality in (6):

$$\frac{\partial}{\partial x}(f'_i) = \partial_B(f'_i) = c_m^{-1} \partial_B(\overline{\partial}_B f) = (4c_m)^{-1} \Delta_B f$$

for every slice-regular $f$. Finally, since $f$ is slice-regular, the function $\tilde{f} = f'_s - \text{Im}(x)f'_i$ is anti-slice-regular, namely, it satisfies $\frac{\partial f}{\partial x} = 0$. Therefore

$$\frac{\partial f}{\partial x} = \frac{\partial (f'_s + \text{Im}(x)f'_i)}{\partial x} = 2 \frac{\partial (\text{Im}(x)f'_i)}{\partial x} = \frac{\partial ((x - x^c)f'_i)}{\partial x} = f'_s + 2 \text{Im}(x) \frac{\partial (f'_i)}{\partial x},$$

from which also the second equality in (6) follows.

From (b) we get that if $\overline{\partial}_B f = \frac{\partial f}{\partial x} = 0$, then $f'_i \equiv 0$. This means that the component $F_2$ of the inducing stem function $F$ vanishes identically. From the homomorphicity of $F$ it follows that $F_1$ is locally constant, and then also $f$ is locally constant. If instead $\partial_B f = \frac{\partial f}{\partial x} = 0$, then using (c) we conclude in the same way. Then (g) is proved.

Finally, to get (h) we follow the proof given in [28, Lemma 23(a)] in the quaternionic case. From point (f), we get that $\frac{\partial (f'_s)}{\partial x} = 0$, i.e., $f'_s = I(\beta^{-1}F_2(\alpha + i\beta))$ is anti-slice-regular on $\Omega$. Then the function $\beta^{-1}F_2(\alpha + i\beta)$ is constant, i.e., $F_2 = \beta a$ with $a \in A$. Since $F$ is holomorphic, it follows that $F(z) = a a + b + i \beta a = za + b$, and $f = I(F) = xa + b$, with $b \in A$.

Remark 10. The previous result shows that the operator $\Gamma_B$, when acting on slice functions, depends only on $S$ (equivalently, on $M$) and not on the particular basis $B$ chosen to represent it.

Let $\Omega_B$ be an axially symmetric open subset of $Q_A$ and let $\Omega := \Omega_B \cap M$. Assume $m = \text{dim}(M) - 1 > 1$, i.e., that $M$ is an hypercomplex subspace of $A$. Given a slice-regular function $f : \Omega \to A$, also the pointwise product $x f$ is slice-regular on $\Omega$. It follows that $f = f'_s + \text{Im}(x)f'_i = (xf)'_s - x^c f'_s(x) = h_1 - x^c h_2$, with functions $h_1 := (xf)'_s$ and $h_2 := f'_s$ that are constant on every sphere $S_x \cap M (x \in \Omega)$. For this reason, we call the equality $f = h_1 - x^c h_2$ the zonal decomposition of $f$. Since $f$ is real analytic [20, Prop. 7], also $h_1$ and $h_2$ are real analytic.

From Proposition 9(b) we get the following result.
Corollary 11. Let $f \in SR(\Omega)$, with $\Omega$ an axially symmetric open subset of $M$. If $A$ is not associative, assume that $f$ and $xf$ are $M$-admissible. Then the functions $h_1, h_2$ in the zonal decomposition $f = h_1 - xc h_2$ can be computed by means of the Cauchy-Riemann operator of $M$:

\[(7) \quad h_1 = c_m^{-1} \overline{D}_B(xf), \quad h_2 = c_m^{-1} \overline{D}_B f,\]

where $c_m = (1 - m)/2$, $m = \dim(M) - 1 > 1$. Moreover, $f$ is slice-preserving if and only if $h_1$ and $h_2$ are real-valued. \hfill \Box

Remark 12. When $A = M = \mathbb{H}$, the functions $h_1, h_2$ in the zonal decomposition are harmonic in the four real variables. This is the content of the Almansi-type theorem proved in [31]. If $A$ is the real Clifford algebra $\mathbb{R}_n$, with $n \geq 3$ odd, then the functions $h_1, h_2$ are polyharmonic of degree $(n - 1)/2$, i.e., in the kernel of the power $\Delta^{(n-1)/2}$ of the Laplacian of the paravector space $M = \mathbb{R}^{n+1}$ (see [32]). In Section 3 we will generalize these results to any hypercomplex subspace $M$.

4. Strongly slice-regular and locally slice-regular functions

Let $\Omega$ be an open subset of an hypercomplex subspace $M$ of $A$, not necessarily axially symmetric. We recall that $\dim(M) > 2$ by definition. Let $S = M \cap S_A$ be the gis associated to $M$. We give a refinement of the definition of slice regularity suggested by Corollary [11].

Definition 13. Let $\Omega \subseteq M$ be any open set and let $f \in C^1(\Omega)$. The function $f$ is called strongly slice-regular (and we write $f \in SR^+(\Omega)$) if the following properties hold:

(i) For every $I \in S$ such that $\Omega_I := \Omega \cap \mathbb{C}_I \neq \emptyset$, the restriction $f_I := f_{|\Omega_I} : (\Omega_I, L_I) \to (A, L_I)$ of $f$ is holomorphic w.r.t. the complex structure $L_I$ defined by left multiplication by $I$.

(ii) The functions $\overline{D}_B f$ and $\overline{D}_B (xf)$ are zonal, i.e., they are constant on $S_y \cap \Omega$ for every $y \in \Omega$.

If property (i) holds and the functions $\overline{D}_B f$ and $\overline{D}_B (xf)$ in property (ii) are only locally constant on $S_y \cap \Omega$ for every $y \in \Omega$, then $f$ is called locally slice-regular, and we write $f \in SR_{loc}(\Omega)$.

Thanks to the orthonormality of the bases, condition (ii) and then also the definitions of strongly or locally slice-regularity are independent from the choice of $B$.

Remark 14. If a function $f \in C^2(\Omega)$ is locally slice-regular then it satisfies on $\Omega$ the system of differential equations

\[(8) \quad \begin{cases} \overline{D}_B f = 0, \\ L_{ij} \overline{D}_B f = L_{ij} \overline{D}_B (xf) = 0 \quad \text{for every } i, j \text{ with } 1 \leq i, j \leq m. \end{cases}\]

In a subsequent work we will investigate on the sufficiency of equations (8) for the local slice-regularity.

It always holds $SR^+(\Omega) \subseteq SR_{loc}(\Omega)$. Under axial symmetry conditions, the two function spaces can coincide.

Proposition 15. Let $\Omega$ be an axially symmetric domain of $M$ and let $f \in SR(\Omega)$. If $A$ is not associative, assume that $f$ and $xf$ are $M$-admissible. Then $f \in SR^+(\Omega)$. In particular, if $A$ is associative or $M = \mathbb{C}$, then $SR^+(\Omega) = SR_{loc}(\Omega) = SR(\Omega)$. 
Proof. The first statement follows from Corollary [11]. If $A$ is associative, or if the functions $f$ and $xf$ are $M$-admissible for every $f \in \mathcal{S}R(\Omega)$, then we get the inclusion $\mathcal{S}R(\Omega) \subseteq \mathcal{S}R^+(\Omega)$. Since $\Omega$ is axially symmetric, the sets $\mathbb{S}_y \cap \Omega$ are connected for every $y \in \Omega$. Therefore it holds also $\mathcal{S}R_{loc}(\Omega) = \mathcal{S}R^+(\Omega)$. $\square$

We now show that strong slice regularity is exactly the condition which assures that the function can be extended slice-regularly to an axially symmetric set. We recall the definition of the symmetric completion of any subset $\Sigma$ of $A$:

$$\tilde{\Omega} = \bigcup_{x \in \Sigma} \mathbb{S}_x.$$ 

It is the smallest axially symmetric subset of $A$ containing $\Omega$.

**Theorem 16** (Global extendibility of strongly slice-regular functions). Let $\Omega \subseteq M$ be open and let $f \in C^1(\Omega)$. If $A$ is not associative, we assume that $f$ and $xf$ are $M$-admissible. Then the function $f$ is strongly slice-regular on $\Omega$ if and only if it can be extended to a slice-regular function on the symmetric completion $\Omega$. If this is the case, the extension is unique.

**Proof.** Assume that $f$ is strongly slice-regular on $\Omega$. Then $\overline{\partial}_B f = \overline{\partial}_B(xf) = 0$ on $\Omega \setminus \mathbb{R}$, since the restrictions $f_1$ and $(xf)_1$ are holomorphic on $(\Omega_1, L_1)$. From Theorem 8 and Proposition [7]b) we get on $\Omega \setminus \mathbb{R}$

$$\overline{\partial}_B f = -(2 \text{Im}(x))^{-1}\Gamma_B f$$

and

$$\overline{\partial}_B(xf) = -(2 \text{Im}(x))^{-1}\Gamma_B(xf) = \frac{1}{2} \text{Im} f(x) - (2 \text{Im}(x))^{-1} x^c \Gamma_B f.$$ 

Since $\text{Im}(x)x^c = x^c \text{Im}(x)$, we obtain $\overline{\partial}_B(xf) = c_n f(x) + x^c \overline{\partial}_B f$, which is equivalent to the equality $f(x) = h_1(x) - x^c h_2(x)$ for every $x \in \Omega \setminus \mathbb{R}$, where $h_1 := c_n^{-1} \overline{\partial}_B(xf)$ and $h_2 := c_n \overline{\partial}_B f$. The functions $h_1$, $h_2$ are continuous on $\Omega$, and they are zonal since $f$ is strongly slice-regular. The zonal decomposition

$$f = h_1 - x^c h_2$$

holds on the whole set $\Omega$ by continuity.

We now show that $h_1$ and $h_2$ are real analytic on $\Omega \setminus \mathbb{R}$. Let $\Phi : \mathbb{C} \times S \to M$ be the map defined by $\Phi(\alpha + i\beta, K) := \alpha + K\beta$. Given $y = x_0 + \beta e_1 \in \Omega \setminus \mathbb{R}$, let $W := \Phi(V \setminus \{1\} \subset \Omega \setminus \mathbb{R}$ be the neighbourhood of $y$ obtained by an open neighbourhood $V$ of $\tilde{x}_0 + i\beta$ in $\mathbb{C} \setminus \mathbb{R}$ and an open neighbourhood $V'$ of 1 in $S$. Let $J \in V' \setminus \{1\}$ be fixed. Let $x = x_0 + K\beta \in W$ and consider the points $x_1 := x_0 + \beta e_1, x_2 := x_0 + J\beta$ in $W$. From the equalities

$$f_1(x_1) = h_1(x) - x_1^c h_2(x), \quad f_2(x_2) = h_1(x) - x_2^c h_2(x)$$

we deduce

$$h_2(x) = (x_1^c - x_2^c)^{-1} \left( f_1(x_1) - f_2(x_2) \right) = (I - J)^{-1} \beta^{-1} \left( f_1(x_1) - f_2(x_2) \right).$$

Since $f_1$ and $f_2$ are holomorphic, the preceding formula shows that $h_2$ is real analytic on $W$, and therefore on $\Omega \setminus \mathbb{R}$. Since from (10) we have $h_1(x) = f_1(x_1) + x_1^c h_2(x)$, also $h_1$ and $f$ are real analytic on $\Omega \setminus \mathbb{R}$.

Let $\tilde{h}_1$ and $\tilde{h}_2$ be the functions defined on the symmetric completion $\tilde{\Omega}$ obtained by imposing their constancy on the spheres $\mathbb{S}_y$ for each $y \in \Omega$, and set $\tilde{f}(x) := \tilde{h}_1(x) - x^c \tilde{h}_2(x)$. From (9),
it follows that $\tilde{f} = f$ on $\Omega$. The functions $\tilde{h}_1$ and $\tilde{h}_2$ are real analytic on $\tilde{\Omega} \setminus \mathbb{R}$. This can be obtained as before, from the formula
\[
\tilde{h}_2(x) = (x_j' - x_j)^{-1} (f_I(x_I) - f_J(x_J)) = (I - J)^{-1} \beta^{-1} (f_I(x_I) - f_J(x_J)),
\]
valid for every $x = x_0 + K\beta \in \tilde{W} = \Phi(V \times S_A)$, where $I$ and $J$ are fixed units chosen as above. Since $\Omega \cap \mathbb{R} = \Omega \cap \mathbb{R}$, $\tilde{h}_1$ and $\tilde{h}_2$ are continuous on $\Omega$. From the formula $\tilde{h}_1(x) = f_I(x_I) + x_j' \tilde{h}_2(x)$, we get that also $\tilde{h}_1$ and $\tilde{f}$ are real analytic on $\tilde{\Omega} \setminus \mathbb{R}$ and continuous on $\tilde{\Omega}$.

Let $D := \{x_0 + i\beta \in \mathbb{C} \mid \text{there exists } I \in \mathbb{S} \text{ such that } x_0 + I\beta \in \Omega \}$. Then $\Omega_D = \tilde{\Omega}$. In view of the axial symmetry of $\tilde{h}_1$ and $\tilde{h}_2$, given $x = x_0 + I\beta \in \tilde{\Omega}$ and $z = x_0 + i\beta \in D$, the function
\[
G(z) = G_1(z) + iG_2(z),
\]
with $G_1(z) := \tilde{h}_1(x) - x_0 \tilde{h}_2(x)$ and $G_2(z) = \beta \tilde{h}_2(x)$, is a continuous stem function on $D$ that induces $\tilde{f}$. If $x \in \Omega \cap \mathbb{R}$, then $I(G)(x) = G_1(x_0) = h_1(x_0) - x_0 h_2(x_0) = f(x)$, while if $x \in \tilde{\Omega} \setminus \mathbb{R}$, it holds
\[
I(G)(x) = G_1(z) + \frac{\text{Im}(x)}{\|	ext{Im}(x)\|} G_2(z) = \tilde{h}_1(x) - x_0 \tilde{h}_2(x) + \text{Im}(x) \tilde{h}_2(x) = \tilde{f}(x).
\]

We now prove that the slice function $\tilde{f}$ is slice-regular on $\Omega_D$. Since $\overline{\partial}_B \tilde{f} = \overline{\partial}_B f = 0$ on $\Omega \setminus \mathbb{R}$, from the real analyticity of $\overline{\partial}_B \tilde{f}$ and the fact that every connected component of $\tilde{\Omega} \setminus \mathbb{R}$ intersects at least one connected component of $\Omega \setminus \mathbb{R}$, it follows that $\overline{\partial}_B \tilde{f} = 0$ on $\tilde{\Omega} \setminus \mathbb{R}$. This means that $(\tilde{f})_I$ is holomorphic on $\tilde{\Omega}_I \setminus \mathbb{R}$ for every $I \in \mathbb{S}$. In view of the continuity of $\tilde{f}$, $((\tilde{f})_I)_I$ is holomorphic on $\tilde{\Omega}_I$ for all $I$ (by Painlevé’s theorem applied to the $\mathbb{C}_f$-components of $(\tilde{f})_I$), and then $\tilde{f} \in \mathcal{SR}(\tilde{\Omega})$. In particular, $\tilde{f}$ is real analytic on the whole set $\tilde{\Omega}$.

Conversely, if $f \in C^1(\Omega)$ has an extension $\tilde{f} \in \mathcal{SR}(\Omega)$, then Corollary 11 implies that $f$ is strongly slice-regular on $\Omega$.

The uniqueness of the extension is immediate from the identity principle for slice-regular functions on axially symmetric domains (see [24, Thm. 4.11]).

**Remark 17.** If $f \in \mathcal{SR}^+(\Omega)$, then Proposition 5(b) gives $\overline{\partial}_B(x f) = c_m((\tilde{f})_s^+(x) + x_0(\tilde{f})_s^+(x))$ and $\overline{\partial}_B f = c_m(\tilde{f})_s^+(x)$ for every $x \in \Omega$, where $\tilde{f}$ is the extension of Theorem 16.

**Remark 18.** If $\Omega$ is not axially symmetric in $M$, it can happen that a locally slice-regular function does not extend slice-regularly to $\tilde{\Omega}$ and therefore $\mathcal{SR}_{loc}(\Omega) \neq \mathcal{SR}^+(\Omega)$ (for an example in the quaternionic case $A = M = \mathbb{H}$, see [9, 10] and [12, Example 3.4]). If the intersections $\mathbb{S}_y \cap \Omega$ are connected for every $y \in \Omega$, then $\mathcal{SR}_{loc}(\Omega) = \mathcal{SR}^+(\Omega)$ by continuity of the functions $\overline{\partial}_B f$ and $\overline{\partial}_B(x f)$. For example, this is true for every open ball in $M$ w.r.t. the norm $\|\|$.

**Theorem 19** (Local extendibility of locally slice-regular functions). Let $\Omega \subseteq M$ be open and let $f \in C^1(\Omega)$. If $A$ is not associative, we assume that $f$ and $x f$ are $M$-admissible. Then $f \in \mathcal{SR}_{loc}(\Omega)$ if and only if for each $y \in \Omega$ there exists an open neighbourhood $\Omega_y \subseteq \Omega$ of $y$ and a slice-regular function $g_y \in \mathcal{SR}(\Omega_y)$ that extends the restriction $f|\Omega_y$.

**Proof.** Let $f \in \mathcal{SR}_{loc}(\Omega)$. If $y \in \Omega \setminus \mathbb{R}$, we can find an open neighbourhood $\Omega_y \subseteq \Omega$ of $y$ such that $f|\Omega_y \in \mathcal{SR}^+(\Omega_y)$ and apply Theorem 16. For example, with the same notations used in the proof of Theorem 15, if $y = x_0 + I\beta \in \Omega \setminus \mathbb{R}$ we can take $\Omega_y := \Phi(V \times V') \subseteq \Omega \setminus \mathbb{R}$ with $V$ open neighbourhood of $x_0 + i\beta$ in $\mathbb{C} \setminus \mathbb{R}$ and $V'$ open connected neighbourhood of $I$ in $\mathbb{S}$. Then for every $x = x_0 + K\beta \in \Omega_y$, the set $\mathbb{S}_x \cap \Omega_y = \Phi(\{x_0 + i\beta\} \times V')$ is connected. If $y \in \Omega \cap \mathbb{R}$, then any
open ball \( \Omega_y \subseteq \Omega \) centred in \( y \) is axially symmetric, and therefore \( f_{|\Omega_y} \in S\mathcal{R}(\Omega_y) = S\mathcal{R}(\tilde{\Omega}_y) \). The converse is immediate.

If \( f \in S\mathcal{R}_{loc}(\Omega) \) and \( y \in \Omega \), then \( \overline{\partial}_B f(x) = c_m (g_y)'(x) \) for all \( x \in \Omega_y \) (Proposition \([9]b\)) where \( g_y \) is the local extension at \( y \) of Theorem \([19]\). Since \( g_y \) is real analytic \([20]\) Prop. \(7\), also \( \overline{\partial}_B f \) is real analytic on \( \Omega \). Since \( \dim(M) > 2 \) and \( c_m < 0 \), we can then extend to every locally slice-regular function the definitions of spherical derivative and degenerate set.

**Definition 20.** The spherical derivative of a locally slice-regular function \( f \in C^1(\Omega) \) is the real analytic function \( f'_s := c_m^{-1} \overline{\partial}_B f \) on \( \Omega \). Its zero set \( D_f := \{ x \in \Omega \mid \overline{\partial}_B f(x) = 0 \} \) is called the degenerate set of \( f \).

Note that when \( \Omega \) is axially symmetric and \( f \in S\mathcal{R}(\Omega) \), the spherical derivative is defined, a priori, on \( \Omega \setminus \mathbb{R} \) \([20]\) Def. \(6\). Definition \(20\) gives the continuous extension of \( f'_s \) to the whole \( \Omega \) and \( D_f \) is the closure in \( \Omega \) of the zero set of \( f'_s \).

**Remark 21.** In the quaternionic case, with \( A = M = \mathbb{H} \), it has been proved \([13]\) that if \( \Omega \) is a slice domain (i.e., \( \Omega \cap \mathbb{R} \neq \emptyset \) and every slice \( \Omega \cap \mathbb{C}_I \) is a domain in \( \mathbb{C}_I \)), then every function \( f \in C^1(\Omega) \) satisfying condition \((i)\) in Definition \([13]\) (i.e., slice regular on \( U \) in the sense of the original definition \([16]\)), has the local slice-regular extension property, i.e., it is locally slice-regular. In the same paper \([13]\) it has been identified a large class of domains, the one of simple domains, such that \( f \) is also strongly slice-regular. This class includes, for example, every convex slice domain. Observe that every locally slice-regular function is also a locally slice function in the sense of \([12]\) Def. \(3.6\).

The function introduced in \([9]\) Example 2.5] (see also \([12]\) Example 2.10) has a local but not a global slice-regular extension to the symmetric completion. In view of Theorems \([16]\) and \([19]\) that function is locally slice-regular but not strongly slice-regular.

**Remark 22.** If one assumes \( \dim(M) = 2 \), then \( M = \mathbb{C}_I \) for some \( I \in S_A \) and the definition of local slice-regularity given in Definition \([13]\) reduces to \( L_I \)-holomorphy. Every holomorphic function on \( \tilde{\Omega} \subseteq M \) satisfies the local extendibility property (and not necessarily the global one if \( \Omega \) is not axially symmetric, i.e., \( \Omega \neq \Omega^c := \{ z \in M \mid z^c \in \Omega \} \)). In this sense, in the setting of slice analysis on hypercomplex subspaces, local slice-regularity can be seen as the most faithful generalization of the concept of holomorphy.

### 4.1. Quaternionic local slice analysis

In this section we review some results of local slice analysis in its original setting, when the hypercomplex subspace \( M \) is the whole skew-field \( \mathbb{H} \) of quaternions. Let \( B = \{1, i, j, k\} \) be the standard basis of \( \mathbb{H} \). Then the operator \( \overline{\partial}_B \) is the Cauchy-Riemann-Fueter operator. By local slice analysis we mean the set of properties satisfied by local slice-regular functions. Thanks to the Local Extendibility Theorem (Theorem \([19]\)), every local property satisfied by slice-regular functions, originally proved on axially symmetric domains, remains valid for locally slice-regular functions defined on any open subset of \( \mathbb{H} \). Of course, this principle is not restricted to the quaternionic setting, but can be rephrased over any hypercomplex subspace.

In particular, given any open set \( \Omega \subseteq \mathbb{H} \), without any assumptions about axial symmetry or non-empty intersection with the real axis, we can state that every quaternionic \( f \in S\mathcal{R}_{loc}(\Omega) \) is real analytic on \( \Omega \) and it is sense-preserving, i.e., its Jacobian determinant \( \det(J_f) \) is never negative (see \([23]\)). Moreover, the singular set

\[
N_f := \{ x \in \Omega \mid \det(J_f(x)) = 0 \}
\]
of $f$ is a real analytic subset of $\Omega$.

Another result one can obtain is the Quasi-open Mapping Theorem (see [23, Theorem 6.5] for the case of strongly slice-regular functions). We recall that a continuous map $g$ between topological spaces $X$ and $Y$ is called quasi-open if, for each $y \in g(X)$ and for each open set $U$ in $X$ that contains a compact connected component of $g^{-1}(y)$, $y$ is in the interior of $g(U)$. If $g$ is quasi-open and each of its fibers has a compact component then $g(X)$ is open in $Y$ (see e.g. [39]).

We will denote by $SC_{loc}(\Omega)$ the set of functions $f \in SR_{loc}(\Omega)$ such that $\partial_B f = 0$ on $\Omega \setminus \mathbb{R}$. Given $y \in \Omega$, Theorem [19] gives a neighbourhood $\Omega_y$ of $y$ and $g_y \in SR(\overline{\Omega_y})$ that extends $f|_{\Omega_y}$. Then $f \in SC_{loc}(\Omega)$ if and only if for every $y \in \Omega$ it holds $\frac{\partial g_y}{\partial x} = 0$ and $\frac{\partial g_y}{\partial x} = 0$ on $\overline{\Omega_y}$, i.e., $g_y$ is slice-constant on $\overline{\Omega_y}$.

Given $f \in SR_{loc}(\Omega)$ not locally constant and $y \in \Omega$, let $\Omega_y$ and $g_y \in SR(\overline{\Omega_y})$ be as above. We will denote by $W_f$ the set of all the wings of $f$, i.e., the union

$$W_f = \bigcup_{y \in \Omega} (W_{g_y} \cap \Omega_y)$$

of the family of wings of $g_y$ in $\Omega_y$. These are real analytic submanifolds of $\Omega$ of dimension 2 contained in particular fibers $f^{-1}(c) \supseteq g_y^{-1}(c) \cap \Omega_y$ of $f$, for some $c \in \mathbb{H}$. If $\Omega_y \cap \mathbb{R} \neq \emptyset$, then $W_{g_y} = \emptyset$ (see [23, §5] for definition and properties of the wings of a slice-regular function).

Observe that when $\Omega$ is a slice domain, the wing set $W_f$ is empty. This follows from the properties of the zero sets of slice-regular functions on slice domains [12, Cor. 5.3].

**Theorem 23 (Quasi-open Mapping Theorem).** Let $f \in SR_{loc}(\Omega) \setminus SC_{loc}(\Omega)$. Then

1. $f$ is quasi-open.
2. The restriction $f|_{\Omega \setminus (D_f \cup W_f)}$ is open.

**Proof.** Since $f$ is not slice-constant, the real analytic set $N_f$ has dimension less than four. This follows from [23, Theorem 6.4] applied to the local extensions of $f$ provided by Theorem [19]. Since the Jacobian does not change sign on $\Omega$, it follows from results of Titus and Young [39] that $f$ is quasi-open.

For any $y \in \Omega$, let $\Omega_y$ and $g_y \in SR(\overline{\Omega_y})$ be as in the Local Extendibility Theorem [19]. It holds $D_f \cap \Omega_y = D_{g_y} \cap \Omega_y$ and $W_f \cap \Omega_y = W_{g_y} \cap \Omega_y$. The first equality is immediate from definitions.

The second one follows from the characterization of the wings of $g_y \in SR(\overline{\Omega_y})$: $g_y$ has a wing $W_{g_y,c} \subseteq W_{g_y}$ if and only if $N(g_y - c) \equiv 0$ [23, Cor. 5.3]. Therefore, if $x \in W_f \cap \Omega_y$, then there exists $z \in \Omega$ such that $x \in W_{g_z} \cap \Omega_z$, with $g_z \equiv f \equiv g_y$ on the intersection $\Omega_z \cap \Omega_y \ni x$. Then $N(g_y - c) = N(g_z - c) \equiv 0$ on $\Omega_z \cap \Omega_y$, and $x \in W_{g_y} \cap \Omega_y$. The other inclusion $W_f \cap \Omega_y \supseteq W_{g_y} \cap \Omega_y$ is obvious.

If $U$ is an open subset of $\Omega \setminus (D_f \cup W_f)$, then $U \cap \Omega_y$ is an open subset of $\Omega_y \setminus (D_{g_y} \cup W_{g_y})$ and in view of [23, Theorem 6.5] $g_y$ is an open map when restricted to $\overline{\Omega_y} \setminus (D_{g_y} \cup W_{g_y})$. Therefore $f(U) = \bigcup_{y \in \Omega} f(U \cap \Omega_y)$ is open in $\mathbb{H}$. This proves that $f|_{\Omega \setminus (D_f \cup W_f)}$ is open. \hfill $\Box$

In the case of slice domains, the Open Mapping Theorem (point (2) of the previous Theorem) was proved in [12, Theorem 10.5].

Two further results of local slice analysis are related to the Almansi-type decomposition obtained in [31]. Let $\mathbb{B}$ be the open unit ball in $\mathbb{R}^3$ and let $\mathbb{S}^2 = \partial \mathbb{B}$ be the three-dimensional unit...
sphere. Let $\sigma$ denote the normalized rotation-invariant surface-area measure on the unit sphere $S^3$ of $\mathbb{H} \cong \mathbb{R}^4$, such that $\sigma(S^3) = 1$.

**Corollary 24 (Mean value formula).** Let $f \in \mathcal{SR}_{loc}(\Omega)$. Assume that the open ball $B(a, r)$ with centre $a \in \Omega$ and radius $r$ has closure $\overline{B}(a, r)$ contained in $\Omega$. Then

$$f(a) = \int_{S^3} f(a + r\zeta) d\sigma(\zeta) - r \int_{S^3} \overline{\zeta} \overline{\overline{\partial}} f(a + r\zeta) d\sigma(\zeta). \quad (11)$$

**Proof.** Let $r' > r$ such that $\overline{B}(a, r) \subset B(a, r') \subset \Omega$. In view of Remark 18 it holds $f \in \mathcal{SR}_{loc}(B(a, r')) = \mathcal{SR}^+(B(a, r'))$. Let $\overline{\partial}$ be the slice-regular extension of $\partial \beta(a, r')$ on $\overline{B}(a, r')$ provided by Theorem 16. Since it holds $(\overline{\partial})' = -\overline{\partial} \overline{\partial} = -\overline{\partial} f$ on $B(a, r')$, formula (11) follows from [31] Prop. 2] applied to $\overline{\partial}$.

Let $P(x, \zeta) = (1 - |x|^2)/|x - \zeta|^4$ be the Poisson kernel of the unit ball $\mathbb{B}$ in $\mathbb{R}^4$.

**Corollary 25 (Poisson formula).** Let $f \in \mathcal{SR}_{loc}(\Omega)$. Assume that the open ball $B(a, r)$ with centre $a \in \Omega$ and radius $r$ has closure $\overline{B}(a, r)$ contained in $\Omega$. Then, for every $x \in \mathbb{B}$, it holds

$$f(a + rx) = \int_{S^3} f(a + r\zeta) P(x, \zeta) d\sigma(\zeta) - r \int_{S^3} (\overline{\zeta} - \overline{x}) \overline{\overline{\partial}} f(a + r\zeta) P(x, \zeta) d\sigma(\zeta).$$

**Proof.** We can argue as in the preceding proof. The formula follows from [31] Prop. 3] applied to the extension $\overline{\partial} \in \mathcal{SR}(B(a, r'))$.

When the centre $a$ is a real point, the ball $B(a, r)$ is an axially symmetric set. In this case we can obtain two formulas in which $\overline{\partial} f$ does not appear, as in [31] Cor. 2].

5. Polyharmonicity properties of slice-regular functions

5.1. The action of the Laplacian on slice-regular functions. Let $\Omega_D$ be an axially symmetric open subset of $Q_A$ and $M$ an hypercomplex subspace of $A$. Let $\Omega = \Omega_D \cap M$ be an axially symmetric open subset of $M$. Let $f = I(F)$ be a slice-regular function on $\Omega_D$, with $F = F_1 + iF_2$ a holomorphic stem function with components $F_1, F_2$. The functions $F_1$ and $F_2$ have harmonic real components with respect to the two-dimensional Laplacian $\Delta_2$ of the plane. Since $F(\overline{\zeta}) = \overline{F(z)}$ for every $z = \alpha + i\beta$, the functions $F_1, F_2 : D \subseteq \mathbb{C} \to A$ are, respectively, even and odd functions with respect to the variable $\beta$. Therefore there exist real analytic functions $G_1, G_2 : D \to A$ such that for every $a + i\beta \in D \setminus \mathbb{R}$, it holds

$$F_1(\alpha, \beta) = G_1(\alpha, \beta^2), \quad F_2(\alpha, \beta) = \beta G_2(\alpha, \beta^2), \quad (12)$$

where $D = \{z = \alpha + i\beta^2 \in \mathbb{C} | \alpha + i\beta \in D, \beta > 0\}$. If $x = \alpha + i\beta J \in \Omega_D \setminus \mathbb{R}$, $z = \alpha + i\beta \in D \setminus \mathbb{R}$, then

$$f'_x(x) = G_2(\alpha, \beta^2) = G_2(\text{Re}(x), \|\text{Im}(x)\|^2). \quad (13)$$

In the following, the symbol $\partial_r G_j(u, v)$ stands for the partial derivative $\partial G_j/\partial u(u, v)$ and $\partial_s G_j(u, v)$ for the partial derivative $\partial G_j/\partial v(u, v)$ for $j = 1, 2$. The functions $G_1$ and $G_2$ are useful in the computation of the Laplacian of the spherical derivative of a slice regular function. Here we generalize results proved in [30] in the setting of Clifford algebras.
Proposition 26. Let $\Omega = \Omega_D \cap M$ be an axially symmetric open subset of $M$. Let $f = \mathcal{I}(F) : \Omega \to A$ be slice-regular. Let $f'_s(x) = G_2(\text{Re}(x), \|\text{Im}(x)\|^2)$ as in (13) and $m = \dim(M) - 1$. Then it holds:

(a) For every $x \in \Omega \setminus \mathbb{R}$,
$$\Delta_B f'_s(x) = 2(m - 3) \partial_v G_2(\text{Re}(x), \|\text{Im}(x)\|^2).$$

(b) For each $k = 1, 2, \ldots, \left\lfloor \frac{m+1}{2} \right\rfloor$ and every $x \in \Omega \setminus \mathbb{R}$,
$$\Delta^k_B f'_s(x) = 2^k(m - 3)(m - 5) \cdots (m - 2k - 1) \partial_v^k G_2(\text{Re}(x), \|\text{Im}(x)\|^2).$$

In particular, the functions $\Delta^k_B f'_s(x)$ do not depend on the basis $\mathcal{B}$ of $M$.

Proof. We can follow the lines of the proof given in [30, Theorem 4.1]. Let $x_0 = \text{Re}(x)$, $r = \|\text{Im}(x)\|$. By direct computation, from (12) and (13) we get

$$\Delta_2 F_2(\alpha, \beta) = \beta \left( \partial^2_v + 4\beta^2 \partial^2_v + 6\partial_v \right) G_2(\alpha, \beta^2)$$

and

$$\Delta_2 G_2(x_0, r^2) = \partial^2_v G_2(x_0, r^2) + \sum_{i=1}^{m} \partial^2_i G_2(x_0, r^2) = \left( \partial^2_v + 4r^2 \partial^2_v + 2m \partial_v \right) G_2(x_0, r^2).$$

Since $\Delta_2 F_2 = 0$ on $D$, we get $\Delta_2 f'_s(x) = \Delta_2 G_2(x_0, r^2) = (2m - 6) \partial_v G_2(x_0, r^2)$. This proves (a). To obtain (b) we use induction on $k$, starting from the case $k = 1$ given by (a). For every $k$ with $1 < k \leq \left\lfloor \frac{m+1}{2} \right\rfloor - 1$, using equation (15) with the function $\partial^2_v G_2(x_0, r^2)$ in place of $G_2(x_0, r^2)$ and again $\Delta_2 F_2 = 0$ we get

$$\Delta^k_B \partial^k_v G_2(x_0, r^2) = \left( \partial^2_v \partial^k_v + 4r^2 \partial^{k+2}_v + 2m \partial^{k+1}_v \right) G_2(x_0, r^2) = \left( \partial^k_v \left( \partial^2_v + 4r^2 \partial^2_v + 2m \partial_v \right) - 4k \partial^{k+1}_v \right) G_2(x_0, r^2) = \left( \partial^k_v (-6 \partial_v + 2m \partial_v) - 4k \partial^{k+1}_v \right) G_2(x_0, r^2) = 2(m - 2k - 3) \partial^{k+1}_v G_2(x_0, r^2).$$

By the induction hypothesis

$$\Delta^{k+1}_B f'_s(x) = 2^k(m - 3)(m - 5) \cdots (m - 2k - 1) \Delta^k_B \partial^k_v G_2(x_0, r^2) = 2^k(m - 3)(m - 5) \cdots (m - 2k - 1) 2(m - 2k - 3) \partial^{k+1}_v G_2(x_0, r^2)$$

and (b) is proved. \qed

Using the previous computations, we are now able to prove some harmonic properties of slice-regular functions. In particular, we give a version of the Fueter-Sce-Qian Theorem (see e.g. [2] §1.1.3 and references therein) for the hypercomplex subspace $M$ of $A$. In the case of Clifford algebras $\mathbb{R}_n$ with $n$ odd and $M = \mathbb{R}^{n+1}$, these results were proven in [30, Corollaries 4.2 and 4.4]. The case of Clifford algebras $\mathbb{R}_n$ with $n$ even was proved in [2, Lemma 4.4] by means of the definition of the fractional Laplacian via Fourier transform, the approach already used by Qian in [34]. Here we adopt a different definition of the fractional Laplacian $(-\Delta)^{1/2}$, the one based on the harmonic extension problem introduced by Caffarelli and Silvestre [6] on $\mathbb{R}^N$ and
generalized to open subsets \( U \) of \( \mathbb{R}^N \) in \([37]\). We briefly recall this approach. Under suitable regularity conditions for \( g : U \to \mathbb{R} \), if the function \( u(x, y) : U \times \mathbb{R}^+ \to \mathbb{R} \) solves the problem
\[
\begin{align*}
\Delta_\mathcal{S} u(x, y) + \frac{\partial^2}{\partial y^2} u(x, y) &= 0 \quad \text{on } U \times \mathbb{R}^+, \\
u(x, 0) &= g(x) \quad \text{on } U, \\
\frac{\partial u}{\partial y}(x, 0) &= h(x) \quad \text{on } U,
\end{align*}
\]
then it holds \((-\Delta)^{1/2} g = h \) on \( U \).

**Theorem 27.** Let \( d = \dim(A) \) and let \( f : \Omega \subseteq M \to A \) be slice-regular. If \( m = \dim(M) - 1 \geq 3 \) is odd, then it holds:

(a) If \( m = 3 \), \( \Delta f' = 0 \), i.e., the \( d \) real components of the spherical derivative \( f' \) are \( \Delta_{\mathcal{B}} \)-harmonic on \( \Omega \setminus \mathbb{R} \).

(b) If \( m > 3 \), \( \Delta f' = 0 \), i.e., \( f' \) is polyharmonic of order \( m+1 \) on \( \Omega \setminus \mathbb{R} \).

If \( A \) is not associative, assume also that \( f \) is \( M \)-admissible. It holds:

(c) \( \overline{\partial}_B (\Delta_{\mathcal{B}} f') = \Delta_{\mathcal{B}} \overline{\partial} f = 0 \) on \( \Omega \).

(d) \( \Delta f = 0 \) on \( \Omega \), i.e., \( f \) is polyharmonic of order \( \frac{m+1}{2} \) on \( \Omega \).

If \( m = \dim(M) - 1 \geq 2 \) is even, then it holds:

(a') If \( m = 2 \), \( (-\Delta)^{1/2} f' = 0 \), i.e., the \( d \) real components of the spherical derivative \( f' \) are in the kernel of the fractional Laplacian \((-\Delta_{\mathcal{B}})^{1/2} \) on \( \Omega \setminus \mathbb{R} \).

(b') If \( m > 2 \), \( (-\Delta)^{1/2} (\Delta_{\mathcal{B}} f') = 0 \) on \( \Omega \setminus \mathbb{R} \).

If \( A \) is not associative, assume also that \( f \) is \( M \)-admissible. It holds:

(c') \( (-\Delta_{\mathcal{B}})^{1/2} (\Delta_{\mathcal{B}} f') = 0 \) on \( \Omega \).

(d') \( (-\Delta_{\mathcal{B}})^{1/2} \overline{\partial} f = 0 \) on \( \Omega \).

**Proof.** Assume \( m \) odd. Points (a) and (b) are immediate from Proposition \([26]\). Point (c) is a consequence of Proposition \([26]\) and Proposition \([9]\) (b). Statement (d) comes from the factorization \( \Delta_{\mathcal{B}} = 4 \overline{\partial} B \overline{\partial} B \) and point (c). Since \( c_m f' = \overline{\partial} f \) on \( \Omega \setminus \mathbb{R} \), the spherical derivative \( f' \) extends real analytically to \( \Omega \). Therefore (c) and (d) hold on the whole \( \Omega \).

Now assume \( m \geq 2 \) even. Since \( S_A \neq \emptyset \) and every \( J \in S_A \) defines a complex structure on \( A \) by left multiplication by \( J \), the dimension \( d \) of \( A \) is even. Therefore \( M \neq A \). Let \( \mathcal{B}' = \mathcal{B} \cup \{v_m\} = \{1, v_1, \ldots, v_m, v_{m+1}\} \) be an orthonormal set w.r.t. the norm \( \| \cdot \| \) in \( A \) and let \( M' := \text{span}(\mathcal{B}') = \mathbb{R}^{m+2} \). Notice that \( M' \) is not necessarily contained in the quadratic cone \( Q_A \).

Let \( \Delta_{\mathcal{B}'} \) be the Laplacian operator on \( M' \) associated with \( \mathcal{B}' \). If we denote by \( x_0, x_1, \ldots, x_m, x_{m+1} \) the coordinates of \( M' \) w.r.t. \( \mathcal{B}' \), given an open subset \( \Omega' \) of \( M' \), \( \Delta_{\mathcal{B}'} \) acts on functions of class \( C^2(\Omega', A) \) as
\[
\Delta_{\mathcal{B}'} h := \Delta_B h + \left( \frac{\partial^2}{\partial y^2} \right) h
\]
where the operator \( \left( \frac{\partial^2}{\partial y^2} \right) h = L \circ \left( \frac{\partial^2}{\partial y^2} \right) \circ L^{-1} \), as in Definition \([2]\).

Let \( f'_1(x) = G_2(\alpha, \beta^2) = G_2(\text{Re}(x), \| \text{Im}(x) \|^2) \) for \( x \in \Omega \setminus \mathbb{R} \) as in \([13]\). From Proposition \([26]\) (b), it follows that
\[
g(x) := \Delta_{\mathcal{B}}^{(m-2)/2} f'_3(x) = a_m \partial_{(m-2)/2} G_2(x_0, r^2),
\]
where \( r^2 = \sum_{i=1}^m x_i^2 \) and \( a_m := 2^{(m-2)/2}(m-3)!! \) for \( m \geq 4 \), \( a_2 := 1 \). Let \( \tilde{r} := \sqrt{r^2 + x_{m+1}^2} \). The function \( g \) can be extended smoothly for \( x = \sum_{i=0}^{m+1} x_i v_i \in \Omega' = \Omega \times \text{span}(v_{m+1}) \subset M' \) as

\[
\tilde{g}(x) := a_m \partial_v^{(m-2)/2} G_2(x_0, \tilde{r}^2) = a_m \partial_v^{(m-2)/2} G_2(x_0, r^2 + x_{m+1}^2).
\]

Then it holds

\[
\partial_{m+1} \tilde{g}(x) = 2a_m x_{m+1} \partial_v^{m/2} G_2(x_0, \tilde{r}^2)
\]

and

\[
\partial_{m+1}^2 \tilde{g}(x) = 2a_m \left( \partial_v^{m/2} G_2(x_0, \tilde{r}^2) + 2x_{m+1}^2 \partial_v^{(m+2)/2} G_2(x_0, \tilde{r}^2) \right).
\]

As seen in equation (14), \( \Delta_2 F_2(\alpha, \beta) = 0 \) on \( D \) implies that

\[
\left( \partial_{\alpha}^2 + 4\beta^2 \partial_{\beta}^2 + 6\partial_{\beta} \right) G_2(\alpha, \beta^2) = 0 \quad \text{for } \beta \neq 0.
\]

Therefore when \( m = 2 \),

\[
\Delta_{\partial_2} \tilde{g} = \left( \partial_{\alpha}^2 + 4\beta^2 \partial_{\beta}^2 + 4\partial_{\beta} \right) G_2(x_0, \tilde{r}^2) + 2 \left( \partial_{\beta} G_2(x_0, \tilde{r}^2) + 2x_{m+1}^2 \partial_{\beta} G_2(x_0, \tilde{r}^2) \right)
\]

\[
= \left( \partial_{\alpha}^2 + 4\beta^2 \partial_{\beta}^2 + 6\partial_{\beta} \right) G_2(x_0, \tilde{r}^2) = 0 \quad \text{for } \tilde{r} \neq 0,
\]

and when \( m \geq 4 \),

\[
\Delta_{\partial_2} \tilde{g} = a_m \left( \partial_{\alpha}^2 \partial_v^{(m-2)/2} + 4\beta^2 \partial_v^{(m+2)/2} + 2m \partial_v^{m/2} \right) G_2(x_0, \tilde{r}^2)
\]

\[
+ 2a_m \left( \partial_v^{m/2} G_2(x_0, \tilde{r}^2) + 2x_{m+1}^2 \partial_v^{(m+2)/2} G_2(x_0, \tilde{r}^2) \right)
\]

\[
= a_m \left( \partial_v^{(m-2)/2} \left( \partial_{\alpha}^2 + 4\beta^2 \partial_{\beta}^2 - 4x_{m+1}^2 \partial_{\beta}^2 + 2m \partial_{\beta} \right) - 2(m-2) \partial_v^{m/2} \right) G_2(x_0, \tilde{r}^2)
\]

\[
+ 2a_m \left( \partial_v^{m/2} G_2(x_0, \tilde{r}^2) + 2x_{m+1}^2 \partial_v^{(m+2)/2} G_2(x_0, \tilde{r}^2) \right)
\]

\[
= a_m \left( \partial_v^{(m-2)/2} \left( -6\partial_{\beta} + 4x_{m+1}^2 \partial_v^2 + 2m \partial_{\beta} \right) - 2(m-2) \partial_v^{m/2} \right) G_2(x_0, \tilde{r}^2)
\]

\[
+ 2a_m \left( \partial_v^{m/2} G_2(x_0, \tilde{r}^2) + 2x_{m+1}^2 \partial_v^{(m+2)/2} G_2(x_0, \tilde{r}^2) \right) = 0 \quad \text{for } \tilde{r} \neq 0.
\]

Therefore, for every \( m \) it holds:

\[
\begin{cases}
\Delta_{\partial_2} \tilde{g} = 0 & \text{on } \Omega' \setminus \mathbb{R}, \\
\partial_{m+1} \tilde{g} = 0 & \text{when } x_{m+1} = 0.
\end{cases}
\]

This means that \( (-\Delta)^{1/2} g = 0 \) on \( \Omega' \setminus \mathbb{R} \) and proves points (a') and (b'). The equality of statement (c') on \( \Omega \setminus \mathbb{R} \) is a consequence of (a'), (b') and Proposition [9]b). Since the operators \( \partial_2, \Delta_2 \) and \( (-\Delta_{\partial_2})^{1/2} \) commute with each other, statement (d') on \( \Omega \setminus \mathbb{R} \) follows from the factorization \( \Delta_{\partial_2} = 4\partial_{\beta} \partial_2 G_2 \) and point (c'). By continuity, (c') and (d') hold on the whole \( \Omega \).

Given any \( n \in \mathbb{Q} \) such that \( 2n \in \mathbb{N} \), we will say that an \( A \)-valued function \( f \) is \( n \)-polyharmonic if it belongs to the kernel of the operator \( (\Delta_{\partial_2})^n \) when \( n \in \mathbb{N} \), and to the kernel of the operator \( (-\Delta_{\partial_2})^{1/2}(\Delta_{\partial_2})^{(n-1)/2} \) when \( 2n \) is odd. Theorem [27] shows that for any slice-regular function \( f \) on \( M \), the spherical derivative \( f' \) is \( \frac{m+1}{2} \)-polyharmonic, while \( f \) is \( \frac{m-1}{2} \)-polyharmonic, where \( m = \dim(M) - 1 \). In view of Theorem [19] the same holds for any locally slice-regular function on \( M \).
Corollary 28. Let \( f \) be a locally slice-regular function on an open set \( \Omega \subseteq M \). If \( A \) is not associative, assume also that \( f \) is \( M \)-admissible. Then \( f \) is \( \frac{m+1}{2} \)-polyharmonic, where \( m = \text{dim}(M) - 1 \).

Table 1 summarizes the particular cases when \( M \) is one of the three real division algebras \( \mathbb{C}, \mathbb{H} \) or \( \mathbb{O} \). These are the unique cases where \( M \) can taken to be the whole algebra \( A \) ([20] Prop. 1(7)). In the table the symbol \( \Delta_{2k} \) denotes the Euclidean Laplacian of \( \mathbb{R}^{2k} \) for \( k = 1, 2, 4 \). We recall that quaternionic and octonionic slice-regular functions are sense-preserving, i.e., their Jacobian determinants are always non-negative (see [23] and [25]), as it holds for every complex holomorphic map.

| \( f \) locally slice-regular | Real division algebras |
|--------------------------------|------------------------|
| \( f \)                       | \( \mathbb{C} \)       |
| \( \Delta_{\frac{1}{2}}f = 0 \) | biharmonic             |
| \( \Delta_{1}f = 0 \)         | sense-preserving        |
| \( \Delta_{2}f = 0 \)         | 4-harmonic              |
| \( \Delta_{3}f = 0 \)         |                        |

Table 1. \( M = \mathbb{C}, \mathbb{H} \) or \( \mathbb{O} \).

As an application of Theorem 27 we can refine Corollary 11 and generalize to every hypercomplex subspace the Almansi type decompositions obtained in [31, 32] in the setting of quaternions and Clifford algebras.

Corollary 29 (Polyharmonic Zonal Decomposition). Let \( f \in \mathcal{SR}(\Omega) \), with \( \Omega \) an axially symmetric open subset of \( M \). If \( A \) is not associative, assume that \( f \) and \( xf \) are \( M \)-admissible. Let \( m = \text{dim}(M) - 1 \geq 2 \). Then there exist two uniquely determined \( A \)-valued zonal and \( \frac{m-1}{2} \)-polyharmonic functions \( h_1, h_2 \) on \( \Omega \) such that

\[
    f(x) = h_1(x) - x^c h_2(x)
\]

for every \( x \in \Omega \). The same result holds locally for every locally slice-regular function. The function \( f \) is slice-preserving if and only if \( h_1 \) and \( h_2 \) are real-valued. \( \square \)

5.2. The \( \overline{\partial} \Delta \)-decomposition and the \( \overline{\partial} \Delta \)-Fueter mapping. Let \( M \) be an hypercomplex subspace of \( A \) of dimension \( m + 1 \). When \( m = 3 \), any slice-regular function on subsets of \( M \) is biharmonic. When \( m \) is odd and greater than 3, we can combine Corollary 29 with the classical Almansi’s Theorem on polyharmonic functions (see [1, 3]) to obtain a decomposition of any slice-regular function in terms of biharmonic slice functions, more precisely with components in the kernel of the third order operator \( \overline{\partial}_B \Delta_B \).

Theorem 30 (\( \overline{\partial} \Delta \)-decomposition). Let \( f \in \mathcal{SR}(\Omega) \), with \( \Omega \) an axially symmetric open subset of \( M \). Assume that \( \Omega = \Omega_D \cap M \) is a star-like domain with centre 0. If \( A \) is not associative, assume that \( f \) and \( xf \) are \( M \)-admissible. Let \( m = \text{dim}(M) - 1 \geq 3 \) be odd. Then there exist \( A \)-valued slice functions \( f_0, \ldots, f_{(m-3)/2} \) on \( \Omega \) in the kernel of the operator \( \overline{\partial}_B \Delta_B \) such that

\[
    f(x) = f_0(x) + \|x\|^2 f_1(x) + \cdots + \|x\|^{m-3} f_{(m-3)/2}(x) \quad \forall x \in \Omega
\]

In particular, the functions \( f_0, \ldots, f_{(m-3)/2} \) are biharmonic. The function \( f \) is slice-preserving if and only if \( f_0, \ldots, f_{(m-3)/2} \) are slice-preserving.
Proof. Let \( f = h_1 - x^e h_2 \) be the decomposition given in Corollary \([29]\) We recall that \( h_1 = (xf)' \) and \( h_2 = f'_e \). We identify as usual \( M \) with \( \mathbb{R}^{m+1} \) by means of the coordinates \( x_0, \ldots, x_m \) w.r.t. the basis \( \mathcal{B} \). Then for every \( x \in M \), \( ||x|| \) coincides with the Euclidean norm of \( \mathbb{R}^{m+1} \).

Let \((e_0, e_1, \ldots, e_{d-1})\) be a real basis of \( A \). If \( h \) is any slice function on \( \Omega_D \), the decomposition \( h(x) = \sum_{i=0}^{d-1} h^i(x)e_i \) defines \( d \) real-valued functions \( h^0, \ldots, h^{d-1} \). We show that the \( h^i \) are slice functions on \( \Omega_D \), using the characterization of sliceness given in \([22]\) Lemma 3.2]. Since \( h \) is slice, the functions

\[
\begin{align*}
    h(x)+h(x^c) &= \sum_{i=0}^{d-1} (h^i(x)+h^i(x^c))e_i \quad \text{and} \quad \text{Im}(x)(h(x)-h(x^c)) = \sum_{i=0}^{d-1} \text{Im}(x)(h^i(x)-h^i(x^c))e_i,
\end{align*}
\]

are constant on a fixed sphere \( \mathbb{S}_y \). Therefore also the real component functions

\[
\begin{align*}
    h^i(x) + h^i(x^c) \quad \text{and} \quad \text{Im}(x)(h^i(x) - h^i(x^c)), \quad i = 0, \ldots, d-1,
\end{align*}
\]

are constant on \( \mathbb{S}_y \). This implies that every \( h^i \) is a slice function on \( \Omega_D \). Applying this argument to \( h_1 \) and \( h_2 \), we get that the \( d \) real components of \( h_1 \) and \( h_2 \) are slice functions on \( \Omega_D \). Now we apply Almansi’s Theorem to these real components, which are \( \frac{m-1}{2} \)-biharmonic on \( \Omega \). We get \( A \)-valued harmonic functions \( u_0, \ldots, u_{(m-3)/2} \) and \( v_0, \ldots, v_{(m-3)/2} \) such that

\[
    h_1(x) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} u_k(x) \quad \text{and} \quad h_2(x) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} v_k(x).
\]

The proof of Almansi’s Theorem given, e.g., in \([3]\) Prop. 1.3], shows that also the functions \( u_k \), \( v_k \) are slice functions on \( \Omega \). This follows from the fact that given a slice function \( g : \Omega \rightarrow \mathbb{R} \), the function defined for an integer \( k \geq 1 \) by

\[
    x \mapsto \int_0^1 \tau^{k-2+(m+1)/2} g(\tau x) d\tau
\]

is again slice on \( \Omega \). This can be seen using again the sliceness criterion recalled above. Formula \((16)\) is the basic step in the iterative procedure used in the construction of the harmonic components in the Almansi decomposition.

Let \( f_k := u_k - x^e v_k \) for \( k = 0, \ldots, (m-3)/2 \). Then the \( f_k \)'s are slice functions on \( \Omega \), such that

\[
    f(x) = h_1(x) - x^e h_2(x) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} (u_k(x) - x^e v_k(x)) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} f_k(x).
\]

To prove the last statement of the thesis, we observe that for every \( A \)-valued function \( u \), a direct computation gives \( \Delta_B(x^e u) = 4\partial_B u + x^e \Delta_B u \). Therefore \( \Delta_B f_k = \Delta_B(-x^e v_k) = -4\partial_B v_k \) and then \( \overline{\partial_B} \Delta_B f_k = -4\overline{\partial_B} \partial_B v_k = -4\Delta_B v_k = 0 \). In particular, the slice functions \( f_k \) are biharmonic: \( \Delta_B \Delta_B f_k = 4\partial_B (\overline{\partial_B} \Delta_B f_k) = 0 \).

If \( f \) is slice-preserving, then \( h_1 \) and \( h_2 \) are real-valued (Corollary \([29]\]). Therefore also the \( u_k \)'s and \( v_k \)'s are real-valued and \( f_k = u_k - x^e v_k \) sends any slice \( \Omega \cap \mathbb{C}_J \) into \( \mathbb{C}_J \), i.e., it is slice-preserving. Conversely, if \( f_k(\Omega \cap \mathbb{C}_J) \subseteq \mathbb{C}_J \) for every \( k \) and every \( J \in S \), then the same holds for \( f = \sum_k ||x||^{2k} f_k \). \( \square \)
Remark 31. If \( \Omega \) contains the closure of the unit ball \( B := B_0(1) \) in \( M \), and \( f = \sum_{k=0}^{(m-3)/2} ||x||^2 f_k \) is the \( \overline{\partial} \Delta \)-decomposition of \( f \in \mathcal{SR}(\Omega) \), then the \( A \)-valued slice function

\[
g := f_0 + f_1 + \cdots + f_{\frac{m-1}{2}}
\]

is a solution of the boundary value problem

\[
\begin{align*}
\overline{\partial}_B \Delta_B g &= 0 \quad \text{on } B, \\
g|_{S^m} &= f|_{S^m},
\end{align*}
\]

where \( S^m = \partial B \) is the \( m \)-dimensional unit sphere in \( M \). If \( v := v_0 + v_1 + \cdots + v_{(m-3)/2} \), with the harmonic functions \( v_k \) defined as in the proof of Theorem \[30\], then \( \Delta_B f_k = -4 \partial_B v_k \) for every \( k \), and therefore \( \Delta_B g = -4 \partial_B v \). This means that the pair of slice functions \( (g, v) \) is the unique solution of the boundary value problem

\[
\begin{align*}
\Delta_B g + 4 \partial_B v &= 0 \quad \text{on } B, \\
\Delta_B v &= 0 \quad \text{on } B, \\
g|_{S^m} &= f|_{S^m}, \\
v|_{S^m} &= (f')|_{S^m}.
\end{align*}
\]

Uniqueness for the solution of (18) can seen as follows. If \( f = 0 \), then (18) implies that \( v = 0 \) since it is harmonic on \( B \) and vanishing on \( S^m \). Then also \( g \) is harmonic and therefore \( g = 0 \). Note that if \( (g, v) \) solves (18), then \( g \) solves also (17).

Given \( f \in \mathcal{SR}(\Omega) \), the procedure described in the proof of the preceding theorem gives a unique \( \frac{m-1}{2} \)-tuple \( (f_0, \ldots, f_{(m-3)/2}) \) of slice functions. This follows from the uniqueness of the pair \( (h_1, h_2) \) in Corollary \[29\] and the uniqueness part of Almansi’s Theorem. In the following we will refer to these functions \( f_0, \ldots, f_{(m-3)/2} \) as the components of the \( \overline{\partial} \Delta \)-decomposition of \( f \). More precisely, the correspondence \( f \mapsto (f_0, \ldots, f_{(m-3)/2}) \) defines an injective \( \mathbb{R} \)-linear map

\[
D_{\overline{\partial}} : \mathcal{SR}(\Omega) \rightarrow \left( \text{ker}(\overline{\partial}_B \Delta_B) \right) _{\frac{m-1}{2}}.
\]

If we compose \( D_{\overline{\partial}} \) with the operator \( \Delta_B \) acting on every components of \( (f_0, \ldots, f_{(m-3)/2}) \), we get a \( \mathbb{R} \)-linear map (we call it the \( \overline{\partial} \Delta \)-Fueter mapping)

\[
\mathcal{F}_{\overline{\partial}} : \mathcal{SR}(\Omega) \rightarrow (\mathcal{AM}(\Omega)) _{\frac{m-1}{2}},
\]

where \( \mathcal{AM}(\Omega) \) is the class of axially monogenic functions, i.e., of slice functions on \( \Omega \) in the kernel of \( \overline{\partial}_B \):

\[
\mathcal{AM}(\Omega) = \{ f \in S^1(\Omega) | \overline{\partial} f = 0 \}.
\]

When \( m = 3 \), the previous theorem reduces to point (c) of Theorem \[27\] (in this case \( D_{\overline{\partial}} \) is simply the inclusion operator and \( \mathcal{F}_{\overline{\partial}} = \Delta_B \)). This means that Theorem \[30\] can be considered as a different generalization of the quaternionic Fueter Theorem, valid on any hypercomplex subspace \( M \) of \( A \). When \( M \) is the paravector subspace \( \mathbb{R}^{m+1} \) of \( \mathbb{R}_m \), then the Sce’s generalization \[36\] of Fueter’s Theorem provides a mapping \( \Delta^{(m-1)/2} \) from \( \mathcal{SR}(\Omega) \) to \( \mathcal{AM}(\Omega) \) (usually called Fueter mapping). This operator has as a ever larger kernel as \( m \) increases. On the contrary, we show that the \( \overline{\partial} \Delta \)-Fueter mapping \( \mathcal{F}_{\overline{\partial}} \) has a small kernel for every \( m \geq 3 \). In a subsequent paper we will study a characterization of the image of the \( \mathcal{F}_{\overline{\partial}} \)-Fueter mapping in \( (\mathcal{AM}(\Omega)) _{\frac{m-1}{2}} \).
Proposition 32. Let \( f \in \mathcal{SR}(\Omega) \), with \( \Omega \) an axially symmetric domain of \( M \). Assume that 
\( \Omega = \Omega_D \cap M \) is a star-like domain with centre \( 0 \). If \( A \) is not associative, assume that \( f \) and \( xf \) are \( M \)-admissible. Let \( m = \dim(M) - 1 \geq 3 \) be odd. If \( f \in \ker(\overline{\partial} \Lambda) \), then \( f \) is an affine function, namely, there exist \( a, b \in A \) such that \( f(x) = xa + b \).

Proof. We adopt the same notation used in the proof of Theorem 30. The functions \( u_k, v_k \) have the same axial symmetry properties as the functions \( h_1 = (xf)'_s, h_2 = f'_s \), which are zonal with pole 1. This follows from the uniqueness of the Almansi decomposition. Given any orthogonal transformation \( T \) of \( M \cong \mathbb{R}^{m+1} \) that fixes the real points, also \( h_1 \circ T = \frac{m-1}{2} \)-polyharmonic and \( u_k \circ T \) is harmonic. Since
\[
 h_1(T(x)) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} u_k(T(x)) = h_1(x),
\]
it must be \( u_k(T(x)) = u_k(x) \) for every \( k \). Similarly for \( h_2 \) and the \( v_k \)'s. It follows that \( v_k = (f_k)'_s \), since
\[
 (f_k)'_s = (x - x^c)^{-1} (f_k(x) - f_k(x^c)) = (x - x^c)^{-1} (u_k(x) - x^c v_k(x) - u_k(x^c) + xv_k(x^c)) = v_k(x).
\]
If \( \mathcal{F}_{\Lambda} f_k = 0 \), then \( \Delta_B f_k = 0 \) for every \( k = 0, \ldots, (m - 3)/2 \). Since \( f_k = u_k - x^c v_k \), it holds
\[
 0 = \Delta_B f_k = -4\partial_B v_k.
\]
From points (c) of Proposition 9 we deduce that \( \frac{\partial f_k}{\partial x_k} = -c_m ((f_k)'_s)' = 0 \) and from point (g) of the same Proposition we infer that \( v_k \) must be a constant \( a_k \in A \) on \( \Omega \). Therefore
\[
 f_k'(x) = h_2(x) = \sum_{k=0}^{(m-3)/2} ||x||^{2k} a_k = I \left( \sum_{k=0}^{(m-3)/2} |z|^{2k} a_k \right)
\] for every \( x \in \Omega \setminus \mathbb{R} \).

Let \( \beta = || \text{Im}(x) || \) and \( z = a + i\beta \in D \subset \mathbb{C} \). Since \( f = I(F_1 + iF_2) \) is slice-regular and \( f'_s = I(\beta^{-1} F_2) \), the function \( F_2(z) = \beta \sum_{k=0}^{(m-3)/2} (a^2 + \beta^2)^k a_k \) must have harmonic real components in \( D \). A direct computation shows that
\[
 0 = \Delta_2 F_2(z) = 4\beta \left( \sum_{k=1}^{(m-3)/2} (k^2 + k)|z|^{2k-2} a_k \right)
\] from which we deduce that \( a_k = 0 \) for every \( k \geq 1 \). Then \( F_2 = \beta a \) with \( a = a_0 \in A \). Since \( F \) is holomorphic, it follows that \( F(z) = aa + b + i\beta a = za + b \), and \( f = I(F) = xa + b \), with \( b \in A \).

As a first corollary of Theorem 30 we obtain a local version of the \( \overline{\partial} \Lambda \)-decomposition, valid for all local slice-regular functions.

Corollary 33 (Local \( \overline{\partial} \Lambda \)-decomposition). Let \( \Omega \subseteq M \) be open and let \( f \in \mathcal{SR}_{\text{loc}}(\Omega) \). If \( A \) is not associative, we assume that \( f \) and \( xf \) are \( M \)-admissible. Let \( m = \dim(M) - 1 \geq 3 \) be odd. For every \( y \in \Omega \), there exist an open ball \( B_y \subseteq \Omega \) centred at \( y \) and \( A \)-valued functions \( f_0, \ldots, f_{(m-3)/2} \) on \( B_y \) in the kernel of the operator \( \overline{\partial} \Lambda \Delta_B \), such that
\[
 f(x) = f_0(x) + ||x - y||^2 f_1(x) + \cdots + ||x - y||^{m-3} f_{m-3}(x) \quad \forall x \in B_y.
\]

Proof. By Theorem 19 there exists an open neighbourhood \( \Omega_y \subseteq \Omega \) of \( y \) and a slice-regular function \( g \in \mathcal{SR}(\Omega_y) \) that extends the restriction \( f|\Omega_y \). On \( \Omega_y \) we can write (Corollary 29) \( g = h_1 - x^c h_2 \), with \( h_1 \) and \( h_2 \) \( \frac{m-1}{2} \)-polyharmonic functions.
Let \( B_y \subseteq \Omega \) be an open ball centred at \( y \). Then \( B_0 := B_y - y \) is a ball centred at \( 0 \), where we can apply Almansi’s Theorem to the \( d \) real components of \( \tilde{h}_1(x') := h_1(x' + y) \) and \( \tilde{h}_2(x') := h_2(x' + y) \), which are \( \frac{m-1}{2} \)-polynomial harmonic w.r.t. \( x' \in B_0 \). We get \( A \)-valued harmonic functions \( u_k \) and \( v_k \) \((k = 0, \ldots, (m - 3)/2)\) on \( B_0 \) such that

\[
\tilde{h}_1(x') = \sum_{k=0}^{(m-3)/2} \|x'\|^{2k} u_k(x') \quad \text{and} \quad \tilde{h}_2(x') = \sum_{k=0}^{(m-3)/2} \|x'\|^{2k} v_k(x').
\]

Then, for every \( x' + y \in B_y \), it holds

\[
h_1(x) = \sum_{k=0}^{(m-3)/2} \|x-y\|^{2k} u_k(x-y) \quad \text{and} \quad h_2(x) = \sum_{k=0}^{(m-3)/2} \|x-y\|^{2k} v_k(x-y).
\]

The functions \( \tilde{u}_k(x) := u_k(x-y) \) and \( \tilde{v}_k(x) := v_k(x-y) \) are harmonic on \( B_y \). Let \( f_k(x) := \tilde{u}_k(x) - x^c \tilde{v}_k(x) \) for \( x \in B_y \). Then on \( B_y \) we can expand \( f \) as

\[
f(x) = g(x) = h_1(x) - x^c h_2(x) = \sum_{k=0}^{(m-3)/2} \|x-y\|^{2k} f_k(x),
\]

with \( \Delta_B f_k = \Delta_B (-x^c \tilde{v}_k) = -4 \partial_B \tilde{v}_k \) and then \( \overline{\partial}_B \Delta_B f_k = -4 \overline{\partial}_B \partial_B \tilde{v}_k = -4 \Delta_B \tilde{v}_k = 0 \). \( \square \)

Observe that the functions \( f_k \)'s in the expansion of Corollary 33 differently from what happens in the global case, are not necessarily slice functions or restrictions of slice functions to the ball \( B_y \).

As a second corollary of Theorem 30 we give an explicit formula the \( \overline{\partial} \Delta \)-decomposition for slice-regular polynomials. In the case of homogeneous polynomials, the Almansi decomposition reduces to what in the literature is called the Gauss (or canonical) decomposition of polynomials (see e.g. [40, Ch.9]). If \( p_n \) is a homogeneous polynomial of degree \( n \) in \( m+1 \) variables \( x_0, \ldots, x_m \), then there exist harmonic homogeneous polynomials \( q_{n-2k} \) of degree \( n - 2k \) if \( q_{n-2k} \not\equiv 0 \), for \( k = 0, \ldots, s \), with \( s = [n/2] \), such that

\[
p_n = q_n + \|x\|^2 q_{n-2} + \cdots + \|x\|^{2s} q_{n-2s}.
\]

The harmonic component \( \Pi_k(p_n) := q_{n-2k} \) of degree \( n - 2k \) of \( p_n \) can be computed by means of the following formula (see e.g. [41]):

\[
\Pi_k(p_n) = \frac{(m + 2n - 4k - 1)!!}{(2k)!!(m + 2n - 2k - 1)!!} \sum_{j=0}^{[n/2]-k} \frac{(-1)^j (m + 2n - 4k - 2j - 3)!!}{(2j)!!(m + 2n - 4k - 3)!!} \|x\|^{2j} \Delta_B^{j+k} {p_n}.
\]

We extend the projection operator \( \Pi_k \) to any polynomial \( p \in A[x_0, \ldots, x_m] \) by additivity, after writing \( p \) as the sum of its homogeneous components.

**Corollary 34** (Polynomial \( \overline{\partial} \Delta \)-decomposition), Let \( f = \sum_{n=0}^{N} x^n a_n \in A[x] \). If \( A \) is not associative, assume that \( f \) and \( x f \) are \( M \)-admissible. Let \( m = \dim(M) - 1 \geq 3 \) be odd. Define

\[
f_k := - \frac{2}{m-1} \Pi_k (\overline{\partial}_B (x f)) - x^c \Pi_k (\overline{\partial}_B f) \quad \text{for} \quad k = 0, \ldots, \frac{m-3}{2}.
\]

Then every \( f_k \in A[x_0, \ldots, x_m] \) is an \( A \)-valued polynomial slice function in the kernel of the operator \( \overline{\partial}_B \Delta_B \), such that

\[
f(x) = f_0(x) + \|x\|^2 f_1(x) + \cdots + \|x\|^{m-3} f_{m-3/2}(x) \quad \forall x \in M.
\]

If \( \deg(f) = N \), then \( \deg(f_k) = N - 2k \) or \( f_k \equiv 0 \). The \( \overline{\partial} \Delta \)-Fueter mapping sends \( f \) to the sequence \( \overline{\partial} \Delta f = (g_0, \ldots, g_{(m-3)/2}) \), where

\[
g_k := \frac{2}{m-1} \partial_B \Pi_k (\overline{\partial}_B f) = -4 \partial_B \Pi_k (f_k')
\]
Proof. Let \( f = h_1 - x^{\epsilon} h_2 \) be the decomposition of Corollary \([29]\) with \( h_1 = (xf)' = c_{m}^{-1} \overline{\partial_B} (xf) \) and \( h_2 = f' = c_{m}^{-1} \overline{\partial_B} f \). Since \( h_1 \) and \( h_2 \) are \( \mathbb{H}_{m}^{-1} \)-polyharmonic, it holds \( \Delta_B^k h_j = 0 \) for \( j = 1, 2 \) and \( k > (m - 3)/2 \). Then formula \((19)\) implies that the operator \( \Pi_k \) vanishes on \( h_1 \) and \( h_2 \) for every \( k > (m - 3)/2 \). Therefore the harmonic functions \( u_k = \Pi_k (h_1) \) and \( v_k = \Pi_k (h_2) \) give the Almansi decomposition of \( h_1 \) and \( h_2 \):

\[
    h_1(x) = \sum_{k=0}^{(m-3)/2} \|x\|^{2k} u_k(x) \quad \text{and} \quad h_2(x) = \sum_{k=0}^{(m-3)/2} \|x\|^{2k} v_k(x).
\]

From Theorem \([30]\) we have \( f_k = u_k - x^{\epsilon} v_k = \Pi_k (h_1) - x^{\epsilon} \Pi_k (h_2) \), and this concludes the proof of \((20)\). The last statement is a consequence of the equality \( \Delta f_k = -4 \partial_B v_k = -4 \partial_B \Pi_k (h_2) \) and Proposition \([9]\) (d).

5.3. A second polyharmonic decomposition of slice-regular functions. In the case of quaternions \( (M = \mathbb{H}, m = \dim M - 1 = 3) \), an axially monogenic decomposition for slice-regular functions was proved in \([33]\) Theorem 8]: a slice-regular function \( f \) can be written uniquely as

\[
    f(x) = g_1(x) - x^{\epsilon} g_2(x),
\]

where \( g_1 \) and \( g_2 \) are quaternionic axially monogenic functions. This result provides another bridge between the slice-regular function theory on one side and the one of Fueter-regular functions on the other side. We now generalize this result to any hypercomplex subspace \( M \) of \( A \). In the following we call a function \( g \in SR(\Omega) \) a slice-regular primitive of \( f \in SR(\Omega) \) w.r.t. the slice derivative \( \frac{\partial}{\partial x} \) if it holds \( \frac{\partial g}{\partial x} = f \).

**Proposition 35.** Let \( f \in SR(\Omega) \), with \( \Omega \) an axially symmetric open subset of \( M \). Assume that \( \Omega = \Omega_D \cap M \), and that every connected component of \( D \) is simply connected. If \( A \) is not associative, assume that \( f \) and \( xf \) are \( M \)-admissible. Let \( m = \dim(M) - 1 \geq 2 \). Then there exist two \( A \)-valued slice functions \( g_1, g_2 \) on \( \Omega \) such that

\[
    f(x) = g_1(x) - x^{\epsilon} g_2(x)
\]

for every \( x \in \Omega \), and with

\[
    (-\Delta_B)^{1/2} g_j = 0 \quad \text{for} \quad j = 1, 2 \quad \text{if} \quad m = 2,
\]

\[
    \frac{\partial}{\partial_B} (\Delta_B)^{m-1} g_j = 0 \quad \text{for} \quad j = 1, 2 \quad \text{if} \quad m \geq 3 \quad \text{is odd},
\]

\[
    (-\Delta_B)^{1/2} (\Delta_B)^{m-1} g_j = 0 \quad \text{for} \quad j = 1, 2 \quad \text{if} \quad m \geq 4 \quad \text{is even}.
\]

The functions \( g_1, g_2 \) can be obtained by a slice-regular primitive \( g \) of \( f \) by means of the formulas

\[
    g_1 := (4c_m)^{-1} \Delta_B (xg), \quad g_2 = (4c_m)^{-1} \Delta_B g.
\]

The result holds locally for every locally slice-regular function. In this case no topological assumption on \( D \) is needed.

Before proving the Proposition, we give a result about the existence of slice-regular primitives of slice-regular functions.

**Lemma 36.** Let \( \Omega \) be an axially symmetric open subset of \( M \). Assume that \( \Omega = \Omega_D \cap M \), and that every connected component of \( D \) is simply connected. Then every \( f \in SR(\Omega) \) has a slice-regular primitive w.r.t. the slice derivative \( \frac{\partial}{\partial x} \), namely there exists \( g \in SR(\Omega) \) such that \( \frac{\partial g}{\partial x} = f \). The primitive is unique up to the addition of a slice-constant function.
Proof. Since any axially symmetric open set is union of a family of slice domains or product domains, we can assume that $\Omega$ is a domain of one of these types. We can adapt the proof given in [33, Theorem 8] for the case of quaternions. Let $(e_0, e_1, \ldots, e_{d-1})$ be a real basis of $A$. If $f = I(F)$, the decomposition $F = \sum_{i=0}^{d-1} F_i e_i$ defines $d$ holomorphic stem functions $F_i : D \to \mathbb{R} \otimes \mathbb{C} \cong \mathbb{C}$.

If $\Omega = \Omega_D$ is a slice domain, then $D$ is a simply connected subset of $\mathbb{C}$. Given a holomorphic primitive $G^i : D \to \mathbb{C}$ of $F^i$, for $i = 0, 1, \ldots, d-1$, let $\widetilde{G}^i(z) := \frac{1}{2i}(G^i(z) + G^i(\overline{z}))$ on $D$. Then $\widetilde{G}^i$ is a holomorphic primitive of $F^i$. The slice function $g = I(\sum_{i=0}^{d-1} \widetilde{G}^i e_i)$ is then a slice-regular primitive of $f$.

If $\Omega = \Omega_D$ is a product domain, then $D^+ := D \cap \mathbb{C}^+$ is simply connected. Then there exist holomorphic primitives $G^i_+ : D^+ \to \mathbb{C}$ of $F^i$, for $i = 0, 1, \ldots, d-1$. Define $G^i_-$ on $D^- := D \cap \mathbb{C}^-$ by $G^i_-(z) := G^i_+(\overline{z})$. Then the function $G^i$ defined as $G^i = G^i_+ + G^i_-$ is a holomorphic primitive of $F^i$. We conclude observing that the sum $\sum_{i=0}^{d-1} G^i e_i$ induces a slice-regular primitive of $f$.

If $g$ and $h$ are two slice-regular primitives of $f$, then $\frac{\partial (e^{-h})}{\partial x} = \frac{\partial (e^{-h})}{\partial x} = 0$. Therefore $g - h \in SC(\Omega)$, i.e., it is induced by a locally constant stem function. \qed

Observe that when $\Omega$ is a slice domain, then a slice-constant function on $\Omega$ is a constant.

An open subset $\Omega_D$ such that every connected component of $D$ is simply connected is sometimes called a basic domain in the literature (see e.g. [11]).

Proof of Proposition [35] Let $g$ a slice-regular primitive of $f$ on $\Omega$. Then, using the Leibniz-type formula for the spherical derivative and value (see [20, §5]) and Proposition [9](e), we get

$$f = \frac{\partial g}{\partial x} = \frac{\partial}{\partial x}(g_s^x + \text{Im}(x)g_s^y) = \frac{\partial}{\partial x}(g_s^x + (x_0 - x^c)g_s^y) = \frac{\partial}{\partial x}(g_s^x + x_0 g_s^y) = -x^c \frac{\partial (g_s^y)}{\partial x}$$

$$= \frac{\partial ((xg_s^y))}{\partial x} - x^c \frac{\partial (g_s^y)}{\partial x} = (4c_m)^{-1} (\Delta_{\mathbb{R}}(xg) - x^c \Delta_{\mathbb{R}} g) .$$

Setting

$$g_1 := (4c_m)^{-1} \Delta_{\mathbb{R}}(xg), \quad g_2 := (4c_m)^{-1} \Delta_{\mathbb{R}} g ,$$

we get $f = g_1 - x^c g_2$. Since $g$ and $xg$ are slice-regular, for $m \geq 3$ the validity of (21) follows immediately from points (c) and (c’) of Theorem [27]. If $m = 2$, it follows from point (d’) of the same Theorem.

If $f$ is only locally slice-regular, near any point $x = \alpha + J\beta \in \Omega$ one can take an axially symmetric domain satisfying the topological assumption, to which $f$ extends slice-regularly. The previous argument then gives the local result. \qed

The functions $g_1$ and $g_2$ are in particular $\frac{m-1}{2}$-polyharmonic. Therefore Proposition [35] refines Corollary [29]. Observe however that now the functions are slice but not zonal in general.

5.4. Examples: Clifford algebras, octonions, reduced quaternions. In the quaternionic case with $M = \mathbb{H}$ (and then $m = 3$), the decomposition of Section [53] is already known (see [31, 33]) and the result proved in Theorem [30] reduces to Fueter’s Theorem. We then give some examples in other hypercomplex subspaces.
Clifford algebras $\mathbb{R}_m$. Let $M = \mathbb{R}^{m+1} \subseteq \mathbb{R}_m$ be the paravector subspace of the Clifford algebra $\mathbb{R}_m = \mathbb{R}_{0,m}$ and $\mathcal{B} = (1, e_1, \ldots, e_m)$. Then $\overline{\partial}_B$ is the Cauchy-Riemann operator
\[
\overline{\partial} = \frac{1}{2} \left( \frac{\partial}{\partial x_0} + e_1 \frac{\partial}{\partial x_1} + \cdots + e_m \frac{\partial}{\partial x_m} \right)
\]
of $\mathbb{R}_n$ and $\Delta_B$ is the Euclidean Laplacian $\Delta_{m+1}$ of $\mathbb{R}^{m+1}$.

**Example 37.** Let $M = \mathbb{R}^6 \subseteq \mathbb{R}_5$ be the paravector subspace of the Clifford algebra $\mathbb{R}_5$. Since $m = 5$, it holds $c_m = -2$. Consider for example the power $x^3$ of the Clifford variable restricted to $\mathbb{R}^6$. The biharmonic decomposition of Corollary 29 is
\[
x^3 = h_1(x) - x^c h_2(x) \quad \forall x \in \mathbb{R}^6 \subseteq \mathbb{R}_5,
\]
with zonal biharmonics $h_1, h_2$ in $\mathbb{R}^6$, given by
\[
h_1(x) = -\frac{1}{2} \Delta(x^4) = 4x_0(x_0^2 - |\text{Im}(x)|^2), \quad \text{and}
\]
\[
h_2(x) = -\frac{1}{2} \Delta(x^3) = 3x_0^2 - |\text{Im}(x)|^2.
\]

**Theorem 30** permits to refine the decomposition with functions $f_0, f_1$ in the kernel of the operator $\overline{\partial} \Delta$, where $\Delta = \Delta_6$. It holds $x^3 = f_0 + |x|^2 f_1$, with
\[
f_0(x) = \frac{1}{3} \left( 5x_0^3 - 7x_0 |\text{Im}(x)|^2 + 10x_0^2 \text{Im}(x) - 2 |\text{Im}(x)|^2 \text{Im}(x) \right),
\]
\[
f_1(x) = -\frac{1}{2} \left( 2x_0 + \text{Im}(x) \right).
\]

These polynomials that can be computed applying formula (19).

Proposition 35 applied to the powers $x^k$ of the Clifford variable restricted to the paravectors, gives the next Corollary, valid for every Clifford algebra $\mathbb{R}_m$.

**Corollary 38.** For every integer $k \geq 0$ and every $x \in \mathbb{R}^{m+1}$, it holds
\[
x^k = -\frac{1}{2(m-1)(k+1)} \left( \Delta_{m+1}(x^{k+2}) - x^c \Delta_{m+1}(x^{k+1}) \right).
\]
The same formula holds for negative integers $k \leq -2$ and $x \in \mathbb{R}^{m+1} \setminus \{0\}$. \hfill $\square$

**Example 39.** Let again $M = \mathbb{R}^6 \subseteq \mathbb{R}_5$ and $f(x) = x^3$. The decomposition of Proposition 35 (or Corollary 38) is
\[
x^3 = g_1(x) - x^c g_2(x),
\]
with
\[
g_1(x) = -\frac{1}{32} \Delta(x^5) = \frac{5}{2} \left( x_0^3 - x_0 |\text{Im}(x)|^2 + x_0^2 \text{Im}(x) \right) - \frac{1}{2} |\text{Im}(x)|^2 \text{Im}(x), \quad \text{and}
\]
\[
g_2(x) = \frac{1}{32} \Delta(x^4) = \frac{1}{2} \left( 3x_0^2 - |\text{Im}(x)|^2 + 2x_0 \text{Im}(x) \right).
\]
It holds $\overline{\partial} g_1 = -5x_0^2 + |\text{Im}(x)|^2, \overline{\partial} g_2 = -2x_0$, and $\Delta \overline{\partial} g_j = \Delta \overline{\partial} g_j = 0$ for $j = 1, 2$, as expected.

**Example 40.** Let $M = \mathbb{R}^8 \subseteq \mathbb{R}_7$ be the paravector subspace of the Clifford algebra $\mathbb{R}_7$. It holds $c_7 = -3$. Consider the slice-regular power $f(x) = x^4$ of the Clifford variable restricted to $\mathbb{R}^8$.

The 3-harmonic decomposition of Corollary 29 is
\[
x^4 = h_1(x) - x^c h_2(x) \quad \forall x \in \mathbb{R}^8 \subseteq \mathbb{R}_7,
\]
with zonal 3-harmonics
\[ h_1(x) = -\frac{1}{4} \overline{\theta}(x^4) = 5x_0^4 - 10x_0^2 |\text{Im}(x)|^2 + |\text{Im}(x)|^4, \]
\[ h_2(x) = -\frac{1}{4} \overline{\theta}(x^3) = 4x_0(x_0^2 - |\text{Im}(x)|^2). \]

in \( \mathbb{R}^8 \). The decomposition of Theorem 30 is \( x^4 = f_0 + |x|^2 f_1 + |x|^4 f_2 \), with
\[ f_0(x) = \frac{2}{5} \left( 7x_0^4 - 12x_0^2 |\text{Im}(x)|^2 + |\text{Im}(x)|^4 + 14x_0^3 \text{Im}(x) - 6x_0 |\text{Im}(x)|^2 \text{Im}(x) \right), \]
\[ f_1(x) = \frac{1}{10} \left( -19x_0^2 + 5 |\text{Im}(x)|^2 - 16x_0 \text{Im}(x) \right), \]
\[ f_2(x) = \frac{1}{10} \]
satisfying \( \overline{\Delta} f_k = 0 \) for \( k = 0, 1, 2 \). Here \( \Delta = \Delta_8 \). The function \( g = f_0 + f_1 + f_2 \) solves (17), while the pair \((g, v)\), with \( v = v_0 + v_1 + v_2 = \frac{q}{2} x_0 \left( 7x_0^3 - 3 |\text{Im}(x)|^2 - 2 \right) \), is the unique solution of the boundary problem (18). The \( \overline{\Delta} \Delta \)-Fueter mapping \( \mathcal{T}_{\overline{\Delta} \Delta} \) sends \( f \) to the triple of monogenic functions
\[ \mathcal{T}_{\overline{\Delta} \Delta}(f) = (\Delta f_0, \Delta f_1, \Delta f_2) = \left( -\frac{24}{5} (7x_0^2 - |\text{Im}(x)|^2 + 2x_0 \text{Im}(x)), \frac{16}{5}, 0 \right). \]

Observe that \( f \), and then also the \( f_k \)'s and \( \Delta(f_k) \)'s, are slice-preserving. In particular, all non-paravector components vanish on \( M \). In the general case, these functions can have all the \( 2^7 \) real components different from zero.

**Octonions.** Let \( A = M = O \) be the algebra of octonions. We adopt here the algebra isomorphism \( O \cong \mathbb{H} \oplus \mathbb{H} \) given by the Cayley-Dickson construction, with multiplication \( (q_1, q_1')(q_2, q_2') = (q_1q_2 - \overline{q}_2 q_1', q_1q_2' + q_2 q_1') \) and conjugation \( (q, q')^c = (\overline{q}, -q') \). If \( x = (q_1, q_1') \in O \), we can take \( |x| = (xx^c)^{1/2} = (|q_1|^2 + |q_1'|^2)^{1/2} \) as the norm \( ||x|| \) on \( O \).

As in [8], let \( \mathcal{B} \) be the orthonormal basis of \( O \cong \mathbb{R}^8 \) formed by elements \( e_h = (i_h, 0) \) for \( h = 0, 1, 2, 3 \) and \( e_h = (0, i_{4-h}) \) for \( h = 4, 5, 6, 7 \), where \( (i_0 = 1, i_1, i_2, i_3) \) is the standard basis of \( \mathbb{H} \). In particular, \( e_0 = 1 \) is the unity of the algebra. Then the operator \( \overline{\Delta}_\mathcal{B} \) is the octonionic Cauchy-Riemann operator (firstly introduced under the name *Fueter-Moisil operator* by Denton and Sce in [8])
\[ \overline{\Delta} = \frac{1}{2} \left( \frac{\partial}{\partial x_0} + e_1 \frac{\partial}{\partial x_1} + \cdots + e_7 \frac{\partial}{\partial x_7} \right), \]
where \( x_0, \ldots, x_7 \) are the real coordinates w.r.t. \( \mathcal{B} \), and \( \Delta_\mathcal{B} \) is the Euclidean Laplacian \( \Delta = \Delta_8 \) of \( \mathbb{R}^8 \). Octonionic slice-regular functions were introduced in [17]. We refer to that paper for definitions and properties. Theorem 30 and Corollary 34 in this setting take the following form.

**Theorem 41 (Octonionic \( \overline{\Delta} \)-decomposition).** Let \( f \in \mathcal{SR}(\Omega) \), with \( \Omega \) an axially symmetric open subset of \( O \). Assume that \( O \) is a star-like domain with centre 0. Then there exist three octonionic slice functions \( f_0, f_1, f_2 \) on \( \Omega \) in the kernel of the operator \( \overline{\Delta} \) such that
\[ f(x) = f_0(x) + |x|^2 f_1(x) + |x|^4 f_2(x) \quad \forall x \in \Omega. \]
In particular, if \( f = \sum_{n=0}^{N} x^n a_n \in O[x] \) is a polynomial with octonionic coefficients, then
\[ f_k := -\frac{1}{4} \left( \Pi_k (\overline{\Delta}(x f)) - \overline{\Delta} \Pi_k (\overline{\Delta} f) \right) \quad \text{for} \ k = 0, 1, 2 \]
is an octonionic polynomial slice function in \( x_0, \ldots, x_7 \) such that \( \overline{\partial} \Delta f_k = 0 \) and
\[
 f(x) = f_0(x) + |x|^2 f_1(x) + |x|^4 f_2(x) \quad \forall x \in \mathbb{O}.
\]
If \( \deg(f) = N \), then for \( k = 0, 1, 2 \) it holds \( \deg(f_k) = N - 2k \) or \( f_k = 0 \). The \( \overline{\partial} \Delta \)-Fueter mapping sends \( f \) to the sequence of axially left-monogenic polynomial functions \( \mathcal{F}_{\overline{\partial} \Delta}(f) = (g_0, g_1, g_2) \), with \( g_k = \frac{1}{2} \partial_\mathbb{O} \overline{\partial} f_k \in \ker \overline{\partial} \) for \( k = 0, 1, 2 \).

**Example 42.** For \( i = 1, \ldots, 7 \), let \( Z_i = x_i - x_0 e_i \) be the octonionic Fueter polynomials, and consider the axially left-monogenic polynomial
\[
g_0(x) = \sum_{i=1}^{7} Z_i^2 = -7x_0^2 + x_1^2 + \cdots + x_7^2 - 2x_0(x_1 e_1 + \cdots + x_7 e_7)
\]
(an example taken from [27]). The function \( g_0 \) is the slice function on \( \mathbb{O} \) induced by the stem function \( G_0(z) = G_0(\alpha + i \beta) = -7\alpha^2 + \beta^2 - 2\alpha \beta \). A direct computation using formula (19) shows that the triple \( (g_0, g_1, g_2) \), where \( g_1(x) = 2/3 \) and \( g_2(x) = 0 \), is in the image of the \( \overline{\partial} \Delta \)-Fueter mapping, namely,
\[
\mathcal{F}_{\overline{\partial} \Delta}(\Delta x^4) = (g_0, g_1, g_2).
\]

Since \( \mathbb{O} \) has the same dimension of the paravector space of \( \mathbb{R}_7 \) (\( m = 7 \) in both cases) and the function \( x^4 \) is slice-preserving, the \( \overline{\partial} \Delta \)-decomposition of \( x^4 \) has the same form as the one obtained in the case of the Clifford algebra \( \mathbb{R}_7 \) (see the previous Example 40).

**Reduced quaternions.** Let \( M = \mathbb{R}^3 \subset \mathbb{R}_2 \) be the paravector subspace of the Clifford algebra \( \mathbb{R}_2 \cong \mathbb{H} \). \( M \) can be identified with the set of reduced quaternions, i.e., the quaternions of the form \( x = x_0 + i x_1 + j x_2 \), with \( x_0, x_1, x_2 \in \mathbb{R} \). If \( \mathcal{B} = (1, i, j) \), the operator \( \overline{\partial}_\mathcal{B} \) is the Cauchy-Riemann operator of \( \mathbb{R}_2 \)
\[
\overline{\partial} = \frac{1}{2} \left( \frac{\partial}{\partial x_0} + i \frac{\partial}{\partial x_1} + j \frac{\partial}{\partial x_2} \right)
\]
and \( \Delta_\mathcal{B} \) is the Euclidean Laplacian \( \Delta_3 \) of \( \mathbb{R}^3 \).

**Example 43.** Since \( m = 2 \), it holds \( c_m = -1/2 \). Consider again the power \( x^3 \) of the Clifford (or reduced quaternion) variable \( x = x_0 + x_1 e_1 + x_2 e_2 \) on \( \mathbb{R}^3 \). Corollary [17] gives the zonal decomposition
\[
x^3 = h_1(x) - \overline{x} h_2(x) \quad \forall x \in \mathbb{R}^3,
\]
with \( h_1, h_2 \) given by
\[
h_1(x) = -\overline{\partial}(x^4) = 4x_0(x_0^2 - x_1^2 - x_2^2), \quad \text{and}
\]
\[
h_2(x) = -\overline{\partial}(x^3) = 3x_0^2 - x_1^2 - x_2^2,
\]
while the decomposition \( x^3 = g_1(x) - \overline{x} g_2(x) \) of Proposition [35] has components
\[
g_1(x) = -\frac{1}{2} \Delta(x^3) = \frac{1}{2} \left( x_0^3 - x_0(x_1^2 + x_2^2) + x_0^2(x_1 e_1 + x_2 e_2) \right) - \frac{1}{3}(x_1^2 + x_2^2)(x_1 e_1 + x_2 e_2), \quad \text{and}
\]
\[
g_2(x) = -\frac{1}{2} \Delta(x^4) = \frac{1}{6} \left( 3x_0^2 - x_1^2 - x_2^2 + 2x_0(x_1 e_1 + x_2 e_2) \right),
\]
where \( \Delta = \Delta_3 \). Note that in the exceptional case \( (m = 2) \) both decompositions give functions in the kernel of the fractional Laplacian \( (-\Delta)^{1/2} \) on \( \mathbb{R}^3 \).
If one takes instead the hypercomplex subspace $M'$ of $\mathbb{H}$ generated by $1, j, k$, with basis $C = (1, -k, j)$, then $\overline{\partial}_C = \frac{1}{2} (\partial_0 - k \partial_1 + j \partial_2)$ is a multiple of the Moisil-Teodorescu operator \[ D_M = \frac{\partial}{\partial x_0} + j \frac{\partial}{\partial x_1} + k \frac{\partial}{\partial x_2} = 2i \overline{\partial}_C. \]

APPENDIX: proofs of Propositions 5, 7 and Theorem 8

Proof of Proposition 5 We prove (a) by induction on $n$. For $n = 0, 1$ the equality is true, since $x'_1 = 1$. Assume that (a) holds for the power $x^{n-1}$, with $n \geq 2$. Then
\[
2\overline{\partial}_B(x^n) = \sum_i v_i \partial_i x^n = \sum_i v_i \left( (\partial_i x^{n-1}) x + x^{n-1}(\partial_i x) \right) = \sum_i v_i (\partial_i x^{n-1}) x + \sum_i v_i \left( x^{n-1}(\partial_i x) \right) = 2(\overline{\partial}_B(x^{n-1})) x + \sum_i v_i (x^{n-1}v_i),
\]
where we used Artin’s Theorem to get $v_i \left( (\partial_i x^{n-1}) x \right) = (v_i \partial_i x^{n-1}) x$, since $\partial_i x^{n-1} \in C_I$ for every $x \in C_I$. By the inductive hypothesis,
\[
2\overline{\partial}_B(x^n) = (1 - m)(x^{n-1})'_s x + x^{n-1} + \sum_{i=1}^m v_i x^{n-1}v_i.
\]
Since $(x^{n-1})'_s$ and $(x^{n-1})'_s$ are real-valued, the last term is equal to
\[
\sum_{i=1}^m v_i x^{n-1}v_i = \sum_{i=1}^m v_i \left( (x^{n-1})'_s + \text{Im}(x)(x^{n-1})'_s \right)v_i = -m(x^{n-1})'_s + (x^{n-1})'_s \sum_{i=1}^m v_i \text{Im}(x)v_i
\]
for every $x = x_0 + x_1 v_1 + \cdots + x_m v_m \in M$. Therefore
\[
2\overline{\partial}_B(x^n) = (1 - m)(x^{n-1})'_s x + x^{n-1} - m(x^{n-1})'_s + (x^{n-1})'_s (m - 2) \text{Im}(x)
\]
\[
= (1 - m) \left( (x^{n-1})'_s x + (x^{n-1})'_s (m - 2) \text{Im}(x) \right).
\]
On the other hand, $(x^{n})'_s = (x^{n})'_s + (x^{n})'_s(x)'_s x_0 + (x^{n})'_s = (x^{n})'_s x - (x^{n})'_s$. $\text{Im}(x)$ is real-valued, and the first equality in (a) is proved. The second equality is immediate from the definition of $(x^{n})'_s$ as $(2 \text{Im}(x))^{-1}(x^n - (x^n)^n) = (x^n - (x^n)^n)$. We now prove (b). Since $A$ is alternative and $v_i v_j + v_j v_i = 0$ for all $1 \leq i, j \leq m, i \neq j$, then $v_i \partial_i (v_j \partial_j f) + v_j \partial_j (v_i \partial_i f) = v_i (v_j (\partial_i \partial_j f)) + v_j (v_i (\partial_i \partial_j f)) = -(v_i, v_j, \partial_i \partial_j f) - (v_j, v_i, \partial_i \partial_j f) = 0$.

Moreover, $\partial_i (v_i \partial_i f) - \partial_i (\partial_i f) = 0$ for every $i \geq 1$. It follows that
\[
4\partial_B \overline{\partial}_B = 4\overline{\partial}_B \partial_B = \partial_B (0) - \sum_{i=1}^m v_i \partial_i (v_i \partial_i f) = \sum_{i=0}^m \partial_i (v_i \partial_i f) = \Delta_B f,
\]
\[\square\]

Proof of Proposition 7 To prove point (a) of the Proposition, we compute
\[
\Gamma_B(x) = -\frac{1}{2} \sum_{i,j=1}^m v_i (v_j (x_i v_j - x_j v_i)) = \frac{1}{2} \sum_{i \neq j} x_i v_i + \frac{1}{2} \sum_{i \neq j} x_j v_j = (m - 1) \text{Im}(x),
\]
where we used Artin’s Theorem. We now prove point (b). A direct computation shows that the equalities

\begin{equation}
L_{ij}(x f) = (L_{ij} x) f + x L_{ij} f
\end{equation}

hold true on $M$ for every $i, j$ and every $f$. This implies that on $M$

\begin{equation}
\Gamma_{g}(xf) = -\frac{1}{2} \sum_{i,j} v_i (v_j L_{ij}(x f)) = -\frac{1}{2} \sum_{i,j} v_i ((L_{ij} x f)(x)) - \frac{1}{2} \sum_{i,j} v_i (x L_{ij} f)).
\end{equation}

Since $L_{ij} x = x_i v_j - x_j v_i$, using the first Moufang identity (1) and (a) we get that the first sum in the last term of (24) is equal to

\[-\frac{1}{2} \sum_{i,j} v_i ((x_i v_j - x_j v_i)) f(x) = \Gamma_{g}(xf) = (m - 1) \text{Im}(x) f(x).
\]

Now we consider the second sum in last term of (24). We have

\[-\frac{1}{2} \sum_{i,j} v_i (v_j L_{ij} f)) + x^c \Gamma_{g} f \]

\[= \frac{1}{2} \sum_{i,j} v_i ((x_0 + \sum_{k=1}^{m} x_k v_k)(x_i \partial_j f - x_j \partial_i f)) - (x_0 - \sum_{k=1}^{m} x_k v_k) \frac{1}{2} \sum_{i,j} v_i (x_i \partial_j f - x_j \partial_i f))
\]

\[= \frac{1}{2} \sum_{i\neq j} \sum_{k=1}^{m} v_i ((x_k v_k)(x_i \partial_j f - x_j \partial_i f)) + \frac{1}{2} \sum_{k=1}^{m} x_k v_k \sum_{i,j} v_i (x_i \partial_j f - x_j \partial_i f)).
\]

In the last expression we can assume that the index $k$ is different from $i$ and $j$, since from Artin’s Theorem and the first Moufang identity (1), it follows that for every $i \neq j$ and every $a \in A$, it holds

\begin{equation}
v_i (v_j (v_i a)) = (v_i v_j v_i) a = v_j a = v_i (v_i (v_j a))
\end{equation}

and

\begin{equation}
v_i (v_j (v_i a)) = v_j a = -(v_j v_i v_j) a = -v_j (v_i (v_j a)).
\end{equation}

Therefore

\[-\frac{1}{2} \sum_{i,j} v_i (v_j L_{ij} f)) + x^c \Gamma_{g} f \]

\[= \frac{1}{2} \sum_{i,j} x_k v_i (v_j (v_k (x_i \partial_j f))) - \frac{1}{2} \sum_{i,j} x_k v_i (v_j (v_k (x_j \partial_i f)))
\]

\[+ \frac{1}{2} \sum_{k=1}^{m} x_k v_k (v_i (v_j (x_i \partial_j f))) - \frac{1}{2} \sum_{k=1}^{m} x_k v_k (v_i (v_j (x_j \partial_i f))
\]

\[= \frac{1}{2} \sum_{i,j} x_i x_k (v_i (v_j (v_k \partial_j f)) - v_j (v_i (v_k \partial_j f))) + \frac{1}{2} \sum_{k=1}^{m} x_k v_k (v_i (v_j (x_i \partial_j f))) - \frac{1}{2} \sum_{k=1}^{m} x_k v_k (v_i (v_j (x_j \partial_i f))
\]

\[= 2 \sum' x_i x_k v_k v_i v_j \partial_j f
\]

where the symbol $\sum'$ indicates that the sum is made over three mutually different indices $i, j, k$ in the set $\{1, \ldots, m\}$. If $A$ is associative, the terms in (27) are all equal and the sum reduces to

\[2 \sum' x_i x_k v_k v_i v_j \partial_j f
\]

which is zero by antisymmetry w.r.t. the indices $i$ and $k$. 


We now consider the general case. The first and the last terms in (27) cancel out in the sum, since they are symmetric w.r.t. the indices $i$ and $k$. In order to show that also the other terms vanish, we first prove that for every $x \in M$, it holds

(28) \[ v_i(v_k x) = -v_k(v_i x) \quad \text{if } 1 \leq i, k \leq m, i \neq k. \]

Let $x = x' + x''$, with $x' \in \text{span}(v_i, v_k)$, $x'' \in \text{span}(v_i, v_k)^\perp \cap M$. Then

\[ v_i(v_k x') = -x'(v_i v_k) = x'(v_k v_i) = -v_k(v_i x'). \]

thanks to Artin’s Theorem, as in (25) and (26) with $a = 1$. Since $\text{span}(v_i, v_k)^\perp \cap M$ is generated as a real vector subspace by $\{1, v_1, \ldots, v_m\} \setminus \{v_i, v_k\}$, it suffices to prove that

\[ v_i(v_k v_j) = -v_k(v_i v_j) \]

for every $j \in \{1, \ldots, m\}, j \neq i, k, i \neq k$. Using the alternating property of the associator $(a, b, c) = (ab)c - a(bc)$ in $A$, we get

\[ v_i(v_k v_j) + v_k(v_i v_j) = (v_i v_k)v_j - (v_i, v_k, v_j) + (v_k v_i)v_j - (v_k, v_i, v_j) = 0. \]

Since $\partial_j f(x) \in M$ for every $j$, from (28) it follows that also the second sum in (27) vanishes. It remains to consider the third sum in (27), i.e.,

(29) \[ \frac{1}{2} \sum_{i \neq k} x_i x_k v_k(v_i(\sum_{j=1, j \neq i, k}^m v_j \partial_j f)) = \sum_{i \neq k} x_i x_k v_k(v_i(\overline{\partial} B f - \frac{1}{2} \partial_0 f - \frac{1}{2} v_i \partial_i f - \frac{1}{2} v_k \partial_k f)). \]

In view of (28), since by assumption $\overline{\partial} B f(x)$ and $\partial_0 f(x)$ belong to $M$ for every $x \in \Omega$, the sum

\[ \sum_{i \neq k} x_i x_k v_k(v_i(\overline{\partial} B f - \frac{1}{2} \partial_0 f)) \]

vanishes. Moreover, using again (25) and (26), we get

\[ \sum_{i \neq k} x_i x_k v_k(v_i(v_i \partial_i f + v_k \partial_k f)) = \sum_{i \neq k} x_i x_k (-v_k \partial_i f + v_i \partial_k f) = 0 \]

and this concludes the proof of (b) also in the non-associative case. \(\square\)

We now come to the proof of Theorem 8.

Proof of Theorem 8 From definitions, on $\Omega \setminus \mathbb{R}$ it holds

\[ 2(\overline{\partial} B f - \partial B f) = \sum_{i=1}^m v_i \partial_i f = \frac{\text{Im}(x)}{n(\text{Im}(x))} \sum_{i=1}^m x_i \partial_i f. \]
We compute
\[\text{Im}(x) \left( \sum_{i=1}^{m} x_i \partial_i f + \Gamma \partial f \right) = \sum_{k=1}^{m} x_k v_k \sum_{i=1}^{m} x_i \partial_i f - \frac{1}{2} \sum_{k=1}^{m} x_k v_k \sum_{i,j} v_i (v_j (L_{ij} f))\]
\[= \sum_{i,k} x_k x_i v_k \partial_i f - \frac{1}{2} \sum_{i,j,k} x_k x_i v_k (v_i (vj \partial_j f)) + \frac{1}{2} \sum_{i,j,k} x_k x_j v_k (v_i (vj \partial_i f))\]
\[= \sum_{i,k} x_k x_i v_k \partial_i f + \frac{1}{2} \sum_{k,j} x_k^2 v_j \partial_j f + \frac{1}{2} \sum_{i,k} x_k x_j v_k (v_i (vj \partial_i f)) - \frac{1}{2} \sum_{i,k} x_k x_i v_k \partial_i f\]
\[- \frac{1}{2} \sum_{i,k} x_k x_i v_k \partial_i f\]
\[= \sum_{i,k} x_k x_i v_k \partial_i f + \frac{1}{2} \sum_{k,j} x_k^2 v_j \partial_j f + \frac{1}{2} \sum_{i,k} x_k x_j v_k (v_i (vj \partial_i f)) + \frac{1}{2} \sum_{i,k} x_k^2 v_k (v_i (vj \partial_i f))\]
\[+ \frac{1}{2} \sum_{i,k} x_k^2 v_i \partial_i f - \frac{1}{2} \sum_{i,k} x_k x_i v_k \partial_i f\]
\[= \frac{1}{2} \sum_{i,k} x_k x_i v_k \partial_i f + \sum_{k} x_k^2 \sum_{j} v_j \partial_j f - \frac{1}{2} \sum_{i,j,k} x_k x_j v_k (v_j (vj \partial_i f)) - \frac{1}{2} \sum_{i,k} x_k x_j v_j \partial_i f\]
\[= n (\text{Im}(x)) \sum_{j} v_j \partial_j f - \frac{1}{2} \sum_{i,j,k} x_k x_j v_k (v_j (vj \partial_i f)),\]
where the symbol \(\sum'\) denotes a sum over all distinct indices \(i, j, k\) in the set \(\{1, \ldots, n\}\).

If \(A\) is associative, then the sum \(\sum' x_k x_j v_k (v_j (vj \partial_i f))\) vanishes, since it is antisymmetric w.r.t. the indices \(j\) and \(k\). In the general case, the vanishing of this sum follows from the same arguments used in Proposition [7] when it was proved that the sum \(\sum\) is zero. Therefore we have
\[\frac{\text{Im}(x)}{n(\text{Im}(x))} \left( \sum_{i=1}^{m} x_i \partial_i f + \Gamma \partial f \right) = \sum_{j=1}^{m} v_j \partial_j f \quad \text{on } \Omega \setminus \mathbb{R}\]
and the thesis
\[2(\overline{\partial f} - \overline{\partial f}) = \sum_{i=1}^{m} v_i \partial_i f - \frac{\text{Im}(x)}{n(\text{Im}(x))} \sum_{i=1}^{m} x_i \partial_i f = \frac{\text{Im}(x)}{n(\text{Im}(x))} \Gamma \partial f = (\text{Im}(x))^{-1} \Gamma \partial f.\]

\[\square\]
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