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The blood cell that plays a central role in the normal clotting process is the platelet. Blood platelets were first discovered by Donne in 1842 [1], but 40 years later, Bizzozero [2] recognized the importance of platelet clumping in the blood clotting process. It is now well established that platelet aggregation is not only important for primary hemostasis but when exaggerated can also lead to the formation of occlusive thrombi [3], which form at sites of atherosclerotic plaque rupture, resulting in a heart attack, stroke, or sudden death.

Platelet aggregation involves multiscale processes; at nanoscale, many phenomena are known to cell biologists, but the inclusion into models of flow-modulated phenomena such as cell adhesion and aggregation at the microm-scale needs to be developed. At still larger scale, using some simplifications of the nanoscale effects, this may be extended to a detailed analysis of the (platelet) particulate flow, cell (leukocyte, monocyte, and tumor) migration at endothelial cell layers from flowing blood, the embolization of mural thrombi, and for the in vitro experiments relations for the variability of measured bleeding times.

Indeed, there is a prospect of coupling multiscale representations of blood flow, ranging from a quasi one-dimensional (1-D) transient flow in compliant vessels at the largest scale [4], to unsteady three-dimensional (3-D) flows in curved and flexing vessels at the millimeter range [5], to multimicron-scale thrombus formation at a fissure in the lumen of such a vessel with an atherosclerotic plaque [6]. Further, there are changes over short times (seconds and minutes) in the behavior of platelet structure, receptors, and bonds in a developing thrombus–wall interaction that may or may not lead to embolization. Much is known about the panoply of scales and phenomena involved, but a multiscale modeling needs to be developed to link them.

In the multiscale modeling of blood flow and thrombus formation in arteries, we have used a step-by-step approach in raising computational complexity. By using experimental observations of Begent and Born [7] and Petrishchev and Mikhailova [8] on the effects of blood flow rate on thrombus formation as a target of modeling, we first demonstrated that our model of platelet activation with a delay time provided a variation in short-time thrombus growth rates, which agreed qualitatively with the results of in vivo experiments [6]. We expected some shifts to occur when we treated the blood flow (other than the individual platelets) not as a continuum fluid but with a separate representation of red cells in the plasma [9]. In view of the much higher number density of red cells in blood compared with that in platelets, this would mean keeping track of many more individual cells; additionally, the red cells would need to be modeled with compliance and thus with many nodes to represent the membrane of each individual red cell. While developing a compliant red cell model, we also investigated using a simpler, rigid, and spherical model of the red cell (approximating some pathological cases, such as malaria) at two different concentrations (hematocrits). We expected at least that these would augment the effective diffusivity of platelets as thrombi grew large enough, and this we found. Additionally, with the rigid-sphere model of red cells, we found a jamming effect on red cells upstream of a thrombus and a persistence of higher thrombus growth rates to higher blood flow rates.

In this study, we first briefly review the model that describes platelet behavior resulting in aggregation and thrombus formation. This is followed by an overview of the basics of the dissipative particle dynamics (DPD), the simulation method adopted here. We then describe the details of the numerical simulations and conclude by presenting the results of these simulations.

Platelet Model
In this study, we use the platelet model previously developed in [6]; see Figure 1 for a schematic explanation. We assume that platelets can be in three different biological states: passive, triggered, and activated. The passive state is a normal state of platelets in blood. Passive platelets are following the flow without any specific interaction with vessel walls or other platelets. When a passive platelet is exposed to a high concentration of activation chemicals (such as adenosine diphosphate), it becomes triggered, and after some time, activated. Triggered platelets are still nonadhesive, whereas activated platelets can adhere to other activated platelets or injured vessel walls when they come sufficiently close to them. The key component of the model is an activation delay time, the time it takes for a platelet to go from passive to activated state. The activation delay time was first proposed in [10]. Based on experimental data, the activation delay time was estimated to be about 0.1–0.2 s [10]. In simulations, the diffusion of the activation chemicals released...
by platelets is not modeled explicitly, but instead, it is assumed that there is a region surrounding each platelet in which the concentration of chemicals is sufficiently high to trigger the activation of other platelets. This region is represented as a sphere, with the activation center located at the center of the platelet. To account for the uncertainty of the boundaries of the region, the activation delay time for the interacting passive platelet is chosen uniformly at random from a given time interval. The aggregation process involves activated platelets, which are spiny spheres; therefore, spherical shape approximation is used in simulations. The pseudopodia and blood proteins (such as fibrinogen), which adhere to the activated platelets and form links between platelets, are not modeled explicitly. Instead, for each pair of adhered and activated platelets, we assume that there is some range of separation distance where the proteins bridging the platelets are loose. The adhesive force in this range is set to zero. At a larger separation distance, the force gradually increases up to a maximum and consequently decreases to zero, where we assume that all adhesive links between platelets are broken and platelets are completely separated from each other. For a more detailed description of the adhesive forces and other aspects of the model, see [6]. In a more refined multiscale model, we would represent the corresponding cellular/plasma–protein/adhesion molecule dynamics in greater detail. The model can also be modified to account for the red blood cell (RBC) shape more exactly and also for the compliance of the RBC membrane.

**Simulation Method**

The blood cells and the surrounding fluid are modeled in this study using the DPD method. DPD simulations consist of particles that represent clusters of atoms or molecules [11], [12]. The particles interact with each other through simple, pairwise forces. For simple fluids, there are three types of forces acting on each dissipative particle: a purely repulsive conservative force, a dissipative force that reduces velocity differences between the particles, and a random force directed along the line connecting the centers of the particles. Specifically, the forces exerted on a particle \( i \), located at \( \mathbf{r}_i \), and moving with velocity \( \mathbf{v}_i \), by particle \( j \) are given by the following:

\[
F^C_{ij} = F^C(r_{ij}) \hat{r}_{ij},
\]

\[
F^D_{ij} = -\gamma w^D(r_{ij})(\mathbf{v}_i - \mathbf{v}_j) \hat{r}_{ij},
\]

\[
F^R_{ij} = \sigma w^R(r_{ij}) \xi_{ij} \hat{r}_{ij},
\]

where \( r_{ij} = \mathbf{r}_i - \mathbf{r}_j \), \( \xi_{ij} \), and \( \mathbf{v}_{ij} = \mathbf{v}_i - \mathbf{v}_j \). The variables \( \gamma \) and \( \sigma \) determine the strength of the dissipative and random forces, respectively. Also, \( \xi_{ij} \) are symmetric Gaussian random variables with zero mean and unit variance and are independent for different pairs of particles and at different times; \( \xi_{ij} = \xi_{ji} \) is enforced to satisfy the momentum conservation. Finally, \( w^D \) and \( w^R \) are weight functions. All forces are acting within a sphere of interaction radius \( r_c \), which is the length scale of the system. The conservative force is given by a soft potential:

\[
F^C_i = a(1 - r_{ij}/r_c) \hat{r}_{ij}.
\]

The weight functions and the amplitudes of the dissipative and random forces are linked through the fluctuation-dissipation theorem [13]. Specifically, we have that

\[
w^D(r_{ij}) = \left[w^R(r_{ij})\right]^2
\]

and

\[
\sigma^2 = 2k_B T.
\]

where \( T \) is the system temperature and \( k_B \) is the Boltzmann constant. The weight function takes the following form:

\[
w^R(r_{ij}) = 1 - r_{ij}/r_c.
\]

The time evolution of the position and velocity of DPD particle \( i \) is described by Newton’s equations of motion:

\[
d\mathbf{r}_i = \mathbf{v}_i dt,
\]

\[
d\mathbf{v}_i = F^C_i dt + F^D_i dt + F^R_i \sqrt{dt},
\]

where \( F^C_i = \sum_{j \neq i} F^C_{ij} \) is the total conservative force acting on particle \( i \); \( F^D_i \) and \( F^R_i \) are defined similarly. A commonly used set of DPD parameters [14] is employed in this study; specifically, the number density of the DPD fluid is \( \rho = 3 \), the conservative force coefficient is \( a = 25 \), and the dissipative and random force coefficients are \( \gamma = 4.5 \) and \( \sigma = 3 \), respectively. The modified velocity Verlet scheme (\( \lambda = 0.5 \)) [14] with time step \( dt = 0.02 \) is used for time integration.

In addition to simulating simple fluids, the DPD method can be extended to complex systems, including colloidal particles and solid surfaces. A typical approach for modeling

---

**Fig. 1.** Schematic explanation of the platelet model.
solid objects is to group and freeze collections of DPD particles. The particles can be grouped in a specific way to reduce the roughness of the surface [15], [16], be a part of the initial lattice [17], or simply be a subset of the fluid particles [18]–[20]. In simulations, the motion of these particles is constrained so that their relative positions remain the same. The DPD simulation technique produced realistic rheological behavior for particulate suspensions in previous studies. In [21], both the low- and high-shear viscosities of sphere suspensions up to 30% were found to be in good agreement with experimental data. Similar results were obtained in [17]. The flow behavior past a single sphere was investigated in [15]; the DPD simulation results agreed with the results of the previous experiment and lattice-Boltzmann simulation.

The DPD simulations are performed in nondimensional units; therefore, it is necessary to define the DPD scales. We set the unit of length \( r_c \) in DPD to be 0.72 \( \mu \text{m} \). Each fluid particle then corresponds to approximately \( \frac{1}{24} \times 10^{-16} \text{kg} \) of liquid water. The time scale is defined as follows. For a platelet flowing in a vessel of circular cross section, a product of the platelet activation delay time and the velocity gradient at the vessel wall is a nondimensional number. For example, for a platelet with activation delay time of 0.05 s in a vessel of 30 \( \mu \text{m} \) in diameter with the flow velocity of 300 \( \mu \text{m/s} \) in the center of the vessel, this number is equal to 2. We define the DPD unit of time in our simulations so that this nondimensional number for given flow velocity in the vessel of equal size is preserved. Specifically, one time unit in our simulations is equal to 0.00216 s. The rest of the parameters and the results presented further in the text are based on this choice of DPD length and time scales.

The vessel (e.g., an arteriole) is modeled as a cylinder, 30 \( \mu \text{m} \) in diameter (Figure 2). The axis of the cylinder is parallel to the flow direction. The platelet aggregation is initiated by placing a small number of activated platelets attached to the wall.

![Fig. 2. The simulation domain is a cylinder. The cells are introduced at the inflow plane and removed at the outflow plane. The platelet aggregation is initiated by placing a small number of activated platelets attached to the wall.](image)

![Fig. 3. Accumulation of platelets in a thrombus with a flow rate of 333 \( \mu \text{m/s} \) (no RBCs). Solid lines are used to correlate exponential growth phase; slopes are plotted on Figure 4.](image)

![Fig. 4. Exponential thrombus growth rate coefficients as a function of flow rate in a 30-\( \mu \text{m} \) diameter vessel. The individual values from simulations with different random number sequences are indicated by asterisks. The mean values for simulations without RBC, with 30% and with 15% volume fraction of RBCs are shown by triangles, squares, and circles, respectively. For clarity, the results with RBCs are slightly shifted to the right. The trend of the growth rate coefficients as a function of flow rate matches qualitatively the trend from the Begent and Born experiment (7).](image)
parallel to z coordinate axis and is passing through the origin of the coordinate system. The cylinder extends from \(z = 0\) \(\mu\)m to \(z = 150\) \(\mu\)m. The solid walls are modeled by freezing layers of DPD particles in combination with bounce-back reflection [16] and adaptive boundary conditions [22] at the fluid–solid interface. The system is periodic in z direction; the DPD particles leaving the computational domain at \(z = 150\) \(\mu\)m are introduced back into the system at \(z = 0\) \(\mu\)m. The Poiseuille flow velocity profile can be obtained using external body force; however, to eliminate any potential periodic effects, an alternative approach is used in simulations. The parabolic inflow velocity profile is generated by placing the inflow region inside the domain. The \(z\) component of the velocity of every DPD particle inside the inflow region is set to the value equal to the fluid velocity given by the Poiseuille flow solution. The inflow region covers part of the flow domain between \(z = 0\) \(\mu\)m and \(z = 2\) \(\mu\)m.

The platelets and RBCs are modeled as rigid spheres of radii 1.5 and 2.25 \(\mu\)m, respectively. It may be expected that depletion effects [23], in particular inside the platelet aggregate, may result in an effective attraction. This additional force will add to the attractive forces that are used in the platelet model. This may somewhat affect the results; however, we expect that the effect will be small. In previous simulations [6], we investigated the sensitivity of aggregation process to particular values of attractive force and found that the effect is small for a wide range of parameters. The platelet aggregate is initiated by placing a small number of activated seed platelets attached to the vessel wall. In simulations described here, 12 seed platelets were used. Except for the seed platelets, the flow domain is initially free of cells. We assume that platelets and RBCs are distributed uniformly in the flow upstream of the growing aggregate. During the simulation, platelets and RBCs are introduced into the flow in \(z = 7.5\) \(\mu\)m plane. The probability of adding a new cell at some specific location is proportional to the velocity at this location, which has a parabolic profile. The probabilities are chosen so that the concentration of platelets in simulations is approximately 600,000/mm\(^3\). For the volume occupied by the RBCs, two possibilities were investigated as described further in the text. The platelet count was kept on a higher side because the growth rate of thrombus is proportional to the concentration in the approaching stream, and so less time is required to reach a given size than with a lower concentration. In addition, the activation delay time is also reduced in simulations. Specifically, an activation delay time for each platelet is chosen uniformly at random between 0.025 and 0.075 s. When the location for the cell is selected, all fluid particles, which fall inside the volume occupied by the cell, are grouped and their further motion is constrained, so that they move as a rigid object. The freshly added platelets and RBCs are allowed to follow the flow and interact with the walls and other cells following the rules described in [6]. Platelets and RBCs reaching the \(z = 150\) \(\mu\)m plane are eliminated from the simulations. This is done by removing the constraints on the motion of the DPD particles which form them.

**Results**

We first present the results of platelet aggregation in simulations without RBCs. Platelet aggregation at six different blood flow velocities from 166 to 1,000 \(\mu\)m/s was investigated. At each flow velocity, several cases were simulated with different random number generator sequence. The number of platelets in the aggregate as a function of time for five different cases at blood flow velocity 333 \(\mu\)m/s is shown in Figure 3. There is some variation in platelet aggregation, primarily because of the different distribution of the platelets at the inflow and also because of the random choice of the activation delay time for each individual platelet. In all cases, the aggregation process is characterized by two stages. At the first

![Fig. 5. Accumulation of platelets in a thrombus in simulations (a) without RBCs and (b) with RBCs. Snapshots are taken at 0 (upper row), 14, 28, and 42 (lower row) s. Passive platelets are shown in blue, triggered in green, and activated in yellow. The RBCs are shown in red. Blood flow velocity is 333 \(\mu\)m/s.](image)

![Fig. 6. Accumulation of platelets in a thrombus. The results without and with RBCs are shown with triangles and squares, respectively. Blood flow velocity is (a) 333 \(\mu\)m/s and (b) 666 \(\mu\)m/s. For better comparison, all curves are shifted, so that the time is measured from the moment when the aggregate reaches the size of 20 platelets.](image)
stage, the aggregate consists of small number of platelets (less than approximately 20). The rate of increase of number of platelets in the aggregate at this stage varies quite significantly between different cases. At the second stage, when the aggregate is sufficiently large (more than 20 platelets), an exponential growth of the aggregate is observed in all simulations. We characterize the growth rate by computing the coefficient in the exponent for the aggregates between 20 and 120 platelets in size. For each blood flow velocity, the average growth rate coefficient and the standard deviation were computed. The results are shown in Figure 4. In agreement with experimental data [7], [8] and previous simulations [6], there is an initial increase of the exponential growth rate coefficient with blood flow velocity, followed by a subsequent decrease.

The platelet aggregation is affected by the presence of rigid spheres, which represent RBCs in simulations. In Figure 5, we show snapshots from typical simulations at blood flow velocity of 333 \( \mu m/s \). The RBCs occupy 30% of the fluid volume at the inflow in these simulations. The shape and the growth rate of small aggregates is not affected significantly by the presence of RBCs. This is also illustrated in Figure 6, where we plot the number of platelets in the aggregate as a function of time. We observe an increase in platelet aggregation when the aggregate grows larger. This is likely due to the enhanced diffusion of platelets in the presence of RBCs, which facilitates the aggregation as the size of the thrombi in the streamwise direction increases. The growth coefficient measured for aggregates of size from 20 to 120 platelets is shown in Figure 4. At 666 \( \mu m/s \), the shape of the aggregate and the growth rate are affected significantly by the presence of RBCs even for small aggregates, as shown in Figures 6 and 7. We believe the reason for this is a jamming of RBCs upstream of the aggregate, which can be noticed in Figure 7 and is illustrated in Figure 8, where we plot the volume fraction of platelets and RBCs for the cases shown in Figures 5 and 7. The jamming results in decrease of RBCs and platelets velocity in the vicinity of aggregate and effectively increases the time of interaction of flowing platelets with the aggregate. This situation may be relevant to some extent in disease conditions, such as malaria, when the RBCs stiffness is greatly increased. To prevent the jamming, we decrease the RBCs concentration, so that they occupy only 15% of the volume at the inflow. In the absence of jamming, the effect of the presence of RBCs on small aggregate growth rate is not significant as shown in Figure 4.

**Conclusions**

In this study, we considered the effect of presence of RBCs on platelet aggregation. We represented the RBCs as rigid spheres in simulations. We found that an enhanced effective diffusivity of platelets in the presence of RBCs increases the growth rate for large aggregates. At 30% volume fraction of RBCs and blood velocity of 666 \( \mu m/s \), we observed jamming of RBCs upstream of the growing aggregate. As a result, the platelet aggregation was greatly increased. At 15% RBCs volume fraction, the growth rate was not affected significantly. DPD simulations consist of particles that represent clusters of atoms or molecules.
fraction, the jamming effect was not observed, and the growth rates of small aggregates were close to those computed in the absence of RBCs. The present results of our simulations suggest that RBC deformability should be taken into account in future investigations, and we are working currently toward this goal.
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