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ABSTRACT

Neural-network (NN)-based methods show high performance in sound event localization and detection (SELD). Conventional NN-based methods use two branches for a sound event detection (SED) target and a direction-of-arrival (DOA) target. The two-branch representation with a single network has to decide how to balance the two objectives during optimization. Using two networks dedicated to each task increases system complexity and network size. To address these problems, we propose an activity-coupled Cartesian DOA (ACCDOA) representation, which assigns a sound event activity to the length of a corresponding Cartesian DOA vector. The ACCDOA representation enables us to solve a SELD task with a single target and has two advantages: avoiding the necessity of balancing the objectives and model size increase. In experimental evaluations with the DCASE 2020 Task 3 dataset, the ACCDOA representation outperformed the two-branch representation in SELD metrics with a smaller network size. The ACCDOA-based SELD system also performed better than state-of-the-art SELD systems in terms of localization and location-dependent detection.
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Fig. 2. SELDnet uses a SED target and a DOA target with a single network, which is trained to minimize a combined loss function.

2. RELATED WORK

We show an overview of the NN-based SED methods [9,21], which can be categorized into two types of approaches. After that, we describe two methods closely related to the proposed method: SELDnet [13,14] and the two-stage method [18].

2.1. Overview of NN-based SED methods

First, we introduce approaches that integrate an NN-based SED method and a physics-based DOA estimation method [9,12]. Nguyen et al. used a convolutional recurrent neural-network (CRNN) for SED and a single-source histogram algorithm for DOA estimation and then integrated their results with a sequence matching network [9,10]. Yasuda et al. refined an intensity-vector-based DOA estimation method by using NN-based denoising and source separation [11].

Second, we introduce approaches using only NN-based methods [13,21]. Recently, NN-based DOA estimation methods have performed outstandingly when labeled data have been available [23]. Also, this approach offers high performance in the SLED research area when we can use labeled data [7,8].

Many NN-based methods have tackled a SED task using a single network with multi-objects [13,17]. Adavanne et al. proposed SELDnet, which uses two targets: a SED target and a DOA target [13,14]. The system of Wang et al. performed the best in the DCASE 2020 Task 3 competition, and they also used a SELDnet-like network architecture that uses a SED target and a DOA target [15].

A number of NN-based methods decomposed a SELD task into several subtasks and used subtask-specific networks [18,21]. Cao et al. proposed a two-stage method that uses two networks, i.e., a SED network and a DOA estimation network [18]. The system of Kapka and Lewandowski performed the best in the DCASE 2019 Task 3, and they also decomposed the SELD task into four tasks: estimating the number of active sources, estimating the DOA of a sound event when there is one active sound source, estimating the DOA when there are two, and classifying sound events with multi-labels [19].

2.2. SELDnet

We show the details of SELDnet [13], which is the first method that addresses the problem of localizing and recognizing more than two overlapping sound events simultaneously and tracking their activity per time frame. After the feature extraction, they use a CRNN architecture as an embedding network. As shown in Fig. 2, this is followed by two branches of fully-connected layers in parallel. One branch is for SED, and the other is for DOA estimation for each event class. Some papers show that using a Cartesian DOA format is better than using a spherical DOA format, i.e., azimuth and elevation, owing to the continuity [13,23]. A binary-cross-entropy (BCE) loss is used between the SED predictions of SELDnet and reference sound class activities, while a mean squared error (MSE) loss is used for the DOA estimates of the SELDnet and the reference DOA. They combine the losses linearly with weights and search several weights to balance the losses during optimization.

2.3. Two-stage method

Fig. 3 shows the schematic diagram of the two-stage method [18], which uses two networks: a SED network and a DOA estimation network. After training only the SED network, a part of the network parameters is transferred from the SED network to the DOA estimation network. Then the DOA estimation network is trained. A BCE loss is also used between the SED network predictions and the reference. They adopted a masked MSE loss between the DOA estimates and the reference DOA. When an event is inactive, the MSE loss function is not calculated since it is not used in inference time. SELDnet for the DCASE 2020 Task 3 baseline [14] incorporates the masked MSE loss for its DOA branch.

3. PROPOSED METHOD

We formulate the ACCDOA representation with activity and Cartesian DOA and show how to use the ACCDOA representation for SED.

3.1. ACCDOA representation

Let \( a \in \mathbb{R}^{C \times T} \) be \( C \)-class \( T \)-frame activities, whose reference value of each activity is 1 when an event is active and 0 when inactive. Also let \( R \in \mathbb{R}^{3 \times C \times T} \) be Cartesian DOAs, where the length of each Cartesian DOA is 1, i.e., \( ||R_{ct}|| = 1 \) when a class \( c \) is active. \( || \cdot || \) is Euclidean distance. Each \( C \) sound event class is represented by three nodes corresponding to the sound event location in \( x \), \( y \), and \( z \) axes.

Then we formulate the ACCDOA representation \( P \in \mathbb{R}^{3 \times C \times T} \) with activity and Cartesian DOA:

\[
P_{ct} = \begin{cases} 
a_{ct} R_{ct} & (c \text{ is active}), \\ 0 & (\text{otherwise}). \end{cases}
\]  

Fig. 4 shows an example of the relationship between these representations. Also, activity and Cartesian DOA are obtained from the ACCDOA representation.

\[
a_{ct} = \frac{||P_{ct}||}{||P_{ct}||} 
\]

\[
R_{ct} = \frac{P_{ct}}{||P_{ct}||} 
\]  

(c is active),
Fig. 4. The activity of each event class is represented by the length of the corresponding ACCDOA vector. When an event class is active, the DOA is also represented by the direction of the corresponding ACCDOA vector.

where a Cartesian DOA is considered only when the event class is active. When estimating, we use threshold processing to determine whether an event class is active or not.

3.2. SELD with ACCDOA representation

We use a CRNN architecture as an embedding network, \( F_{\text{embed}, \theta'}(\cdot) \), where \( \theta' \) is the network parameters. Let \( X \in \mathbb{R}^{M \times F \times T'} \) be an input consisting of \( M \)-channel \( F \)-dimensional \( T' \)-frame acoustic features.

\[
E = F_{\text{embed}, \theta'}(X), \tag{4}
\]

where \( E \in \mathbb{R}^{K \times T} \) is an embedding vector for the input, \( K \) is the number of dimensions of the embedding space.

Using ACCDOA, we can define a SELD task as an ACCDOA estimation problem. The embedding vector is followed by only one fully-connected layer to estimate ACCDOA representation vectors, \( F_{\text{ACCDOA}, \theta}(\cdot) \), where \( \theta \) is the parameters.

\[
P_t = F_{\text{ACCDOA}, \theta}(E_t). \tag{5}
\]

We estimate SELD outputs without two task-specific branches or two task-specific networks. That leads to simple network architecture and small network size.

Fig. 5 shows an example of the differences between reference and estimated ACCDOA at frame \( t \) in Fig. 4. We use MSE as a single loss function for a SELD task.

\[
l_{\text{ACCDOA}} = \frac{1}{C'T} \sum_c \sum_t T \text{MSE}(P_{ct}, \hat{P}_{ct}). \tag{6}
\]

When the ground truth indicates no event, then the MSE loss function is calculated only for the activity, not the DOA. In the original SELDnet \([15]\), even in the case of no event, DOA loss needed to be calculated. Using ACCDOA can avoid such calculations, as can using masked MSE. Activity is no longer interpreted as a posterior probability because BCE is not used. However, threshold processing can be performed in the same manner. This single loss enables us to avoid the multi-objective problem and focus on other hyper-parameter tunings.

4. EXPERIMENTAL EVALUATION

We evaluated the ACCDOA representation and the two-branch representation using TAU Spatial Sound Events 2020 with the setup for DCASE 2020 Task 3 \([14]\). We also compared our proposed method with state-of-the-art SELD systems without model ensembles.

4.1. Task setups

We used the development set of TAU Spatial Sound Events 2020 - Ambisonic with the suggested setup for DCASE 2020 Task 3 \([14]\). The dataset contained 600 one-minute sound scene recordings: 400 for training, 100 for validation, and 100 for testing. The sound scene recordings were synthesized by adding sound event samples convolved with room impulse response (RIR) to spatial ambient noise. The sound event samples were from the NIGENS general sound events database \([24]\), which consisted of 14 event classes such as footsteps and a barking dog. The RIRs and ambient noise recordings were collected at 15 different indoor locations. Each event had an equal probability of being either static or moving. The moving sound events were synthesized with 10, 20, or 40 degrees per second. Signal-to-noise ratios ranged from 6 dB to 30 dB.

Following the setup, four metrics were used for the evaluation \([25]\). The first was the localization error \( LE_{CD} \), which expresses the average angular distance between the same class’s predictions and references. The second was a simple localization recall metric \( LR_{CD} \), which tells the true positive rate of how many of these localization estimates were detected in a class out of the total number of class instances. The next two metrics were the location-dependent error rate \( ER_{20^\circ} \) and F-score \( F_{20^\circ} \), where predictions were considered true positives only when the distance from the reference was less than \( 20^\circ \).

4.2. Experimental settings

We compared the ACCDOA representation with the two-branch representations for SELDnet (Two-branch for SELDnet) and the two-stage method (Two-branch for Two-stage). The differences between ACCDOA and Two-branch for SELDnet were only after the embedding vector. Following the baseline for DCASE 2020 Task 3, each task-specific branch for SELDnet had two fully-connected layers, and the loss functions were BCE and masked MSE. The loss weight value was 10, chosen from 1, 5, 10, 20, 100. Also, the differences between ACCDOA and Two-branch for Two-stage were the number of networks. Other system configurations mostly followed our DCASE 2020 challenge settings \([26]\).
Multichannel amplitude spectrograms and inter-channel phase differences (IPDs) were used as frame-wise features. Since the input consists of four-channel signals, we extracted four amplitude spectrograms and three IPDs.

Following Takahashi et al. [27, 28], we applied the equalized mixture data augmentation (EMDA) method where up to two sound events are mixed with random amplitudes, delays, and modulations of frequency characteristics, i.e., equalization. We also adopted the spatial augmentation method of Mazzon et al. [29], which rotates the training data represented in the first-order Ambisonic (FOA) format. We used the multichannel version of SpecAugment [26]. In addition to the time-frequency hard-masking schemes [30] applied to amplitude spectrograms, the masking schemes were extended to the channel dimension [25]. The target channel for the channel masking, $m_0$, was chosen from $\{0, M\}$ where $M$ denotes the number of microphone channels. For the IPD features, instead of multiplying a mask value by the original value, the actual values were replaced with random values, where the values were sampled from a uniform distribution ranging from 0 to $2\pi$.

We prepared two types of CRNNs: a conventional CRNN used in [18] and RD3Net [31]. RD3Net has shown state-of-the-art performance in music source separation [31]. The adaptation to the SELD task includes three modifications. First, we omitted dense blocks in the up-sampling path because high frame-rate prediction is unnecessary for the SELD task. Second, we placed gated recurrent unit (GRU) cells existing only in the bottleneck part. Third, the batch normalization was replaced with the network deconvolution [32]. In each dense block, the initial convolution’s dilation factor was set to one, and the dilation factor doubled every time the next convolution was applied.

We split the 60-second input audio into shorter segments with overlap during the inference, processed each segment, and averaged the results of overlapped frames. To further improve the performance, we conducted post-processing with the following procedure: rotating the FOA data, estimating the ACCDOA vectors, rotating the vectors back, and averaging the vectors of different rotation patterns.

The sampling frequency was set to 24 kHz. The short-term Fourier transform (STFT) was applied with a configuration of 20 ms frame length and 10 ms frame hop. The frame length of the network input was 128 frames. During the inference time, the frame shift length was set to 20 frames. We used a batch size of 32, and each training sample was generated on-the-fly [33]. The learning rate was set to 0.001 and decayed 0.9 times every 20,000 iterations. We used the Adam optimizer with a weight decay of $10^{-6}$.

We also compared our proposed method with state-of-the-art SELD systems without model ensembles. In this case, to further improve the performance, we used RD3Net and extended the network input’s frame length to 1,024 frames.

### 4.3. Experimental results

Table 1 shows the performance with two types of CRNNs in different representations. As shown in the table, the ACCDOA representation has fewer parameters than two-branch representations. The ACCDOA representation outperformed the two-branch representation for SELDnet for most metrics with both networks. While the ACCDOA representation showed 1.0 point higher $LR_{CD}$ than the Two-Branch for SELDnet in the testing split with CRNN, the ACCDOA representation improved $F_{20^\circ}$ by 3.4 points. This result suggests that the ACCDOA representation is more effective in improving localization dependent detection. Our experimental results show that the ACCDOA representation can simultaneously focus on estimating activity and DOA with a single target using a single network.

Table 2 shows the performances of the SELD systems without model ensembles. Our ACCDOA-based system performed the best in terms of $LE_{CD}$ and $F_{20^\circ}$ for the DCASE 2020 Task 3 development set. This result also suggests that the ACCDOA representation makes localization more accurate.

The dataset used in the experiments can contain up to two overlapping sound event classes, and almost all overlaps are those of different classes. In the future, when we need to tackle overlaps of the same class, a promising way is to incorporate a multi-track extension [9, 10, 21] to the ACCDOA representation.

### 5. Conclusion

We proposed the activity-coupled Cartesian direction-of-arrival (ACCDOA) representation, which assigns a sound event activity to the length of a corresponding Cartesian DOA vector for sound event localization and detection (SELD). The ACCDOA representation enables us to solve a SELD task with a single target using a single network. The ACCDOA representation avoids the necessity of balancing objectives for sound event detection (SED) and DOA estimation and the increase of network size. In the evaluations on the SELD task for DCASE 2020 Task 3, the ACCDOA representation outperformed the conventional two-branch representations in the joint SELD metrics with fewer parameters. The ACCDOA-based system also performed better than state-of-the-art systems in terms of localization error and location-dependent F-score.
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