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Abstract Direct hyperlogarithmic integration offers a strong alternative to differential equation methods for Feynman integration, particularly for multi-particle diagrams. We review a variety of results by the authors in which this method, employed with some care, can compute diagrams of up to eight particles and four loops. We also
highlight situations in which this method fails due to an algebraic obstruction. In a large number of cases the obstruction can be associated with a Calabi-Yau manifold.

1 Introduction

Several methods are available for evaluating Feynman integrals in terms of hyperlogarithms. Of these, direct hyperlogarithmic integration is perhaps surprisingly a bit of a dark horse. The method, which in rough outline consists of partial-fractioning rational functions and re-expressing hyperlogarithms in the integration variable, applying the definition of the hyperlogarithm, and careful treatment of boundary values [1, 2], has been implemented in computer packages [3, 4], but remains less popular than differential equation methods [5, 6, 7, 8, 9, 10] or methods based on the Mellin-Barnes representation [11, 12, 13].

In part, this lack of popularity is due to the method’s dependence on linear reducibility. At each integration step, it must be possible to express the integrand in terms of rational functions and hyperlogarithms in the integration parameter. If there is no integration order such that this is possible then we say that the integral is not linearly reducible. This can happen, for example, if partial-fractioning in a previous integration step gives rise to irreducible algebraic roots in a later integration variable. If this happens then direct hyperlogarithmic integration is obstructed.

Despite this potential for obstruction, direct hyperlogarithmic integration has several advantages. Differential equation and Mellin-Barnes methods both have difficulty in problems with a large number of scales. In contrast, provided linear reducibility is preserved the number of scales has little impact on the difficulty of direct hyperlogarithmic integration. As such, it is particularly well-suited for multi-leg scattering amplitudes. These are especially relevant in the context of planar $\mathcal{N}=4$ super Yang-Mills, where amplitudes with five particles and fewer are fully captured by the BDS ansatz [14].

In this talk, we present several direct integrations of multi-leg Feynman integrals by the authors, mostly in the context of planar $\mathcal{N}=4$ super Yang-Mills [15, 16, 17, 18, 19, 20, 21]. We observe that obstructions to linear reducibility can be postponed or avoided entirely via a variety of techniques and best-practices. In some cases, integration can be performed to completion, resulting in an expression in terms of hyperlogarithms with rational arguments [17]. In others, integration can still be completed, but the resulting hyperlogarithms depend manifestly on algebraic roots in the kinematics. In several cases presented here, it is possible to show that this dependence is spurious, and the singularities of the result are in fact all rational in the kinematics [20, 21]. In still other cases, integration cannot be completed, and there is unavoidable algebraic dependence on the integration parameters at an intermediate stage. These cases have an intriguing commonality of structure: in each case, the obstructions to direct integration can be characterized in terms of Calabi-Yaus [15, 16, 18, 19].
2 Tips and Tricks for a Rational Result

As an illustrative example, consider the following direct integration, which should be thought of as the first step in a longer calculation:

\[ \int_0^\infty \frac{d\alpha}{\alpha^2 + 2f\alpha + g} = \int_0^\infty \frac{d\alpha}{2\sqrt{f^2 - g}} \left( \frac{1}{\alpha + f - \sqrt{f^2 - g}} - \frac{1}{\alpha + f + \sqrt{f^2 - g}} \right) \]

\[ = \frac{1}{2\sqrt{f^2 - g}} \log \left( \frac{f + \sqrt{f^2 - g}}{f - \sqrt{f^2 - g}} \right) . \]  

(1) (2)

If \( \sqrt{f^2 - g} \) happens to be a perfect square, the result will contain no irreducible roots and direct integration can proceed happily. If it is not, direct integration is obstructed. Our goal then is to avoid obstructions of this kind. Sometimes this can be accomplished simply by choosing a different order of variables in which to integrate; these orders can be found systematically via compatibility graph reduction ([22] [1] [23] [2]). In other cases there is no integration order free of these obstructions and they must be dealt with in another way. Sometimes this can be done via a change of variables which rationalizes the square root, which have been studied systematically in ref. [24].

These systematic methods are often useful, but they do not suffice to avoid every possible obstruction. Going beyond them requires re-thinking our starting assumptions. If we begin with a different representation for the integrand, integrals can be linearly reducible that were not in the original parametrization. This freedom of reparametrization is much less understood. In the following we discuss a few approaches which have been particularly helpful in our calculations of multi-leg diagrams, in which a different framing of a problem can make a seemingly obstructed integral reducible.

2.1 Loop-by-Loop Parametrization

It is a widely believed conjecture that, for \( L \)-loop Feynman integrals in four dimensions, any hyperlogarithms that appear are of maximum weight \( 2L \). With this in mind, one would expect it to be possible to write any such integral as a \( 2L \)-fold integral over a rational function. This is not typically true of the standard Feynman parameter representation, which has a variable for each propagator, potentially leading to many more than \( 2L \) integration variables. In practice, this dependence on extra variables can obscure linear reducibility. Heuristically, the more integrations need to be performed the greater the chance that one will introduce a spurious algebraic root. As such, it is wise to begin with a representation depending on as few integration variables as possible, preferably only \( 2L \).
A method that can achieve this goal in many cases, and approach it in others, is loop-by-loop Feynman parametrization. This method is in some ways analogous to the loop-by-loop approach to the Baikov representation [25], but less general: it is particularly applicable to planar diagrams with massless propagators. In these cases it is often possible to Feynman parametrize one loop at a time, treating the other loop momenta as external. As the diagram is planar, it can be written so that only one propagator depends on a given one of the remaining loop momenta. Then after Feynman parametrizing the first loop, one can integrate in the Feynman parameter corresponding to that propagator, isolating the dependence on the next loop momentum in a “propagator-like” form. This then allows the next loop to be integrated in the same way, while at the same time reducing the number of integration parameters in the final result. This method was used more or less straightforwardly to obtain $2L$- or $2L + 1$-parameter integrands for $L$-loop diagrams in refs. [15, 16, 17, 20, 21]. It was discussed in a bit more detail in ref. [26]. More complicated cases requiring more involved changes of variables were considered in ref. [19], including a six-parameter representation of a three-loop integral and a nine-parameter representation of a four-loop integral.

2.2 Momentum Twistors

Much as it is wise to use as few integration parameters as possible, it is also wise to use as few kinematic parameters as possible. For planar integrals, a particularly natural way to do so is by employing momentum twistor space [27]. To define this space for an $n$-point diagram, we can first consider the dual space defined by dual $x$-coordinates $p_a = x_{a+1} - x_a$, with $x_{n+1} = x_1$. These coordinates automatically enforce momentum conservation. For massless external momenta, we then have the additional constraint that $(x_{a+1} - x_a)^2 = 0$, so the dual points are light-like separated.

To make this manifest, we go to momentum twistor space, in which each dual point $x_a$ is assigned to a line span $f(z_{a,1} - z_{a})$ in $P^3$. In addition to being a natural minimal set of kinematic parameters, momentum twistors also have an additional advantage: they rationalize many of the kinematic square roots that would otherwise occur in scattering amplitudes. Construct the following $n \times n$ matrix of kinematic invariants:

$$G = \{G^a_b = (x_a - x_b)^2\}.$$  \hspace{1cm} (3)

In momentum twistors, the invariant $(x_a - x_b)^2$ is proportional to the determinant $\det\{z_{a-1}, z_a, z_{b-1}, z_b\}$. Thus, this matrix is linear in each of the momentum twistors. One can represent each pair $z_{a-1} \wedge z_a$ and $z_{b-1} \wedge z_b$ as a six-component vector, which shows that this matrix is in fact a Gramian matrix, with rank at most six. This means that all $7 \times 7$ minors of the matrix should vanish. Expressed in terms of $(x_a - x_b)^2$.

\footnote{For massive external momenta, we can represent each in terms of a pair of massless external momenta, so this discussion still applies.}
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or conformal cross-ratios, this will give rise to relations which are quadratic in each such variable, with solutions involving algebraic roots of $7 \times 7$ determinants of $G$. These appear quite generically when attempting direct integration of seven- and higher-point amplitudes in $x_a$ variables or in cross-ratios. Because $G$ is manifestly linear in the pairs $z_{a-1} \wedge z_a$ and $z_{b-1} \wedge z_b$, in these variables these algebraic roots are rationalized. Thus momentum twistors serve to rationalize a particularly common class of algebraic roots, permitting direct integration smoothly in more cases.

The combination of loop-by-loop parametrization and momentum twistors is already quite powerful. In ref. [17], these methods sufficed to compute hyperlogarithmic representations for several classes of integrals, including the six-point “double penta-ladder” integrals of ref. [28], seven-point integrals referred to as “Heptagon A” and “Heptagon B”, and an eight-point family of integrals referred to as “Octagon A”, all through four loops. Another eight-point integral in ref. [17], referred to there as “Octagon B”, could be computed at two loops through the same methods, resulting in hyperlogarithms which depend on an algebraic square root, arising from a kinematic configuration related to the four-mass box which will be discussed in section 3. Finally, of the sixteen two-loop six-point integrals computed in ref. [26] and the five seven-point two-loop integrals computed in ref. [21], all but one were computed using essentially the above methods, augmented by a few minor tricks.

2.3 Splitting the Integration Path

While loop-by-loop Feynman parametrization and momentum twistors make many planar integrals linearly reducible, they do not fix all obstructions to linear reducibility. In cases when they fail, it is sometimes possible to perform direct integration regardless, via the expedient of splitting the integration path.

There are two distinct versions of this trick, corresponding to two distinct situations. In the first, an integrand may be linearly irreducible due to the occurrence of two polynomials (either in denominators of rational functions or singularities of hyperlogarithms) that do not have a common order in which they can be integrated. In such a situation, it is sometimes the case that the terms containing these polynomials can be separated: the integrand can be written as a sum of terms depending on one polynomial, terms depending on the other, and terms depending on neither. In these situations one can then split the integration, integrating one set of terms with one integration order and the other set of terms with another, so that each set of terms continues to be linearly reducible.

In the second situation, the integrand already contains algebraic roots. A single square root of a quadratic polynomial can always be rationalized via a rational change of variables. If there are multiple such square roots then simultaneously rationalizing them is a nontrivial task. The methods of ref. [24] provide criteria to distinguish cases which can be rationalized from cases which cannot. However, it may not always be necessary to simultaneously rationalize all of the algebraic roots occurring in an integrand. This is because these roots, much like the mutually
incompatible polynomials of the first situation, may appear only in separate terms of the integrand. Then by separating the integrand into terms each containing only one distinct square root of a quadratic polynomial, it is possible to group the integrand into pieces that can individually be rationalized by distinct changes of variables, thus allowing integration to continue.

The first of these situations held in the fifth integral considered in ref. [21], which was successfully integrated using this method. The integrals considered in ref. [20] were more complicated: these required both methods at different stages of the calculation, with the integrand first split into two pieces that integrate rationally along different orders and then split again into pieces that could be rationalized by distinct changes of variables.

3 Kinematic Square Roots at Symbol Level

The methods described in the preceding section allowed in several cases for integration to proceed all the way to a hyperlogarithmic expression. However, these expressions themselves may be expressed in terms of algebraic roots in kinematic parameters, even when written with rational parametrizations of momentum twistors.

In general, one expects some algebraic roots that appear in this way to be spurious, artifacts of our integration procedure that are not required to express the integral, while others may be unavoidable. The latter should be “physically meaningful” in some sense: it should be possible to characterize them in terms of Landau singularities [29], for example. In the case of planar diagrams with massless internal lines, these roots can originate from Gramian determinants smaller than the $6 \times 6$ determinants that momentum twistors rationalize, such as $4 \times 4$ Gramian determinants. These are the origin of the square root appearing in the four-mass box [30] [31] [32], which indeed is not rationalized with momentum twistors alone. This same kinematic behavior is responsible for the square root observed in the integral referred to as Octagon B in ref. [17], as well as for the square roots that were expected for the integrals considered in ref. [20].

Ideally we would like to represent an integral using whichever algebraic roots are necessary and no more, eliminating any spurious arguments in our hyperlogarithms. If our hyperlogarithms depended on rational arguments we could do this by going to a uniquely specifiable basis called a fibration basis [33] [2]. However, this is not possible when the arguments of the hyperlogarithms contain algebraic roots. When a root can be rationalized by another change of variables it is sometimes possible to go to a fibration basis after doing so and then transform back to show that the root does not contribute. This method was used in ref. [26]. When this is not possible, sometimes one can propose a plausible ansatz of hyperlogarithms without algebraic roots, then match series expansions at a sufficient depth to be convincing. If neither of those are possible, then one generally cannot find an explicit hyperlogarithmic form without roots, but one may still be able to identify some roots as spurious at the level of the symbol [34].
Before discussing this, we should clear up some common misunderstandings regarding the symbol map. In particular, there are two slogans that are often repeated: “The symbol trivializes all identities” and “The symbol of a constant vanishes”. Both of these slogans are useful in the proper context, but neither is strictly true.

The symbol results from maximal iteration of the coaction on a hyperlogarithm, resulting in a tensor product of logarithms. If these are all logarithms of rational numbers and functions then the symbol will indeed trivialize all identities: one simply needs to factor the argument of each logarithm and expand. However, if any of the numbers or functions involved are algebraic then this procedure will not typically be unique, and thus will not trivialize all identities. This is because algebraic extensions of the rationals are in general not unique factorization domains.

To give a simple example, consider the integers extended by $\sqrt{5}$. The number nine can be factorized in this ring in two different ways:

$$9 = 3 \times 3 = (2 + \sqrt{5}) \times (2 - \sqrt{5}).$$  \hspace{1cm} (4)

As neither $3$, $(2 + \sqrt{5})$, or $(2 - \sqrt{5})$ can be factorized further in this ring (more precisely they are irreducible elements), this shows that there are numbers which cannot be uniquely factorized.

In order to make the symbol useful in the presence of algebraic roots, then, we need to find a basis of symbol letters that is truly linearly independent, preferably where as few letters as possible are algebraic. If there are few enough algebraic letters this can be done by inspection, or almost as easily. This was the case for the fifth integral considered in ref. [21]: its symbol depended on only one algebraic root, which appeared in 22 distinct letters. It was reasonably straightforward to find relations between these letters, expressing them in a basis of just five algebraic letters (as well as assorted rational letters). When the symbol was expanded in this basis all dependence on the five remaining algebraic letters dropped out, resulting in a purely rational symbol alphabet.

If there are many algebraic letters, especially of higher degree, then a more systematic approach is desirable. We will discuss such an approach below, employing software implementations of algebraic extensions of the integers. In order to do this we will have to consider constant symbol letters, which brings us to the second misleading slogan, the claim that the symbol of a constant vanishes. This slogan may seem plausible to readers used to calculations in planar $\mathcal{N} = 4$ super Yang-Mills, where the constants of interest at well-behaved kinematic points are typically multiple zeta values. As each term in the symbol of a multiple zeta value contains at least one entry equal to one, and $\ln 1 = 0$, it is true that the symbol of a multiple zeta value vanishes. However, we do not need to choose a well-behaved kinematic point. Choosing instead a generic kinematic point results in a non-vanishing constant symbol, with all of the properties that make symbols useful for non-constant functions.

With the above in mind, we integrated the eight-point integrals investigated in ref. [20] at a particular, generic kinematic point, computed their symbols. These symbols were initially particularly complicated: one of the two integrals considered
had a symbol with 8,367,616 terms in 2,024 letters, while the other had 9,941,483
terms in 2,156 letters. These initially involved very complicated algebraic numbers, in
some cases up to degree 16. The most complicated letters had a common structure:
they were of the form $\rho - \sigma$, where $\sigma$ was a root of a fourth-order polynomial
and $\rho$ was a linear combination of at most two square roots and an integer. By
grouping these letters according to the roots appearing in $\rho$ and $\sigma$, it was possible
to search for combinations that do not involve higher than square roots. This search was
accomplished with the use of SageMath [35], in particular its Pari [36] functionality.
The relations found in this way were sufficient to remove all higher roots from the
symbols, leaving letters that were linear combinations of at most two square roots.

These letters still satisfy many nontrivial relations. To find them, we employ
factorization in prime ideals. We sketch the method below:

The ideal generated by a number is defined as the set of its integer multiples. We
use the following notation:

$$ (p) \equiv \{ mp | m \in \mathbb{Z} \}. $$

An ideal generated by a single element is called a principal ideal. We can also
consider ideals generated by more than one element:

$$ (a, b) \equiv \{ ma + nb | m, n \in \mathbb{Z} \}. $$

Ideals of this kind can be multiplied, with $(a, b)(c, d) = (ac, ad, bc, bd)$. With these
concepts in place, we can return to our earlier example. Suppose we wish to factor,
not the number 9, but the ideal $(9)$. Then the factorization in equation (4) can be
further refined, by factoring principal ideals into ideals generated by two elements.
We have,

$$ (9) = (3) \times (3) = (2 + \sqrt{-5}) \times (2 - \sqrt{-5}) = (3, 1 + \sqrt{-5})(3, 1 - \sqrt{-5})^2 $$

This factorization is now unique: the ideals $(3, 1 + \sqrt{-5})$ and $(3, 1 - \sqrt{-5})$ are not
merely irreducible, but prime.

Taking into account some subtleties regarding the unit element, and a generaliza-
tion to fractional ideals (both of which we will not discuss here), factorization into
prime ideals allowed for all remaining symbol letters in these integrals to be repre-
sented in terms of a truly multiplicatively independent basis. Writing the symbol in
this basis, we found that all roots that were expected to be spurious cancel: the only
surviving roots in each integral are those identified as “physically meaningful”. Out
of the original over 2000 symbol letters for each integral we find both integrals can
be expressed in a common basis of just 35 symbol letters, leading to symbols that
are 5216 and 5245 terms in length, three orders of magnitude smaller than our initial
results. Remarkably, we find that in the combination that these two integrals appear
in the physical amplitude the remaining algebraic letters actually cancel, and only
integer letters remain. This result was later confirmed via other methods [37].
4 Parametric Square Roots: Elliptic and Beyond

Even with the methods of section 2, some integrals are not linearly reducible. This happens when partial-fractioning or fibration gives rise to an algebraic root in the remaining integration variables that cannot be rationalized. As a square root of a quadratic polynomial can always be rationalized by a rational change of variables, the first nontrivial case involves cubic or quartic polynomials in a single variable. These polynomials define elliptic curves, and there is a growing literature on the Feynman integrals that contain them [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. Via direct integration, we found that the two-loop ten-particle $\mathcal{N}=4$ super Yang-Mills has a supercomponent with this property: linear reducibility is obstructed by an elliptic curve [15].

In other cases, linear reducibility is obstructed by an algebraic root in more than one variable, for example $\sqrt{Q(x_1, x_2, \ldots)}$. There has been much less progress on Feynman integrals of this kind, but what progress exists has focused on analyzing the geometric properties of the algebraic varieties defined by these roots (for example, by the equation $y^2 = Q(x_1, x_2, \ldots)$). In particular, the most productive cases thus far have involved varieties that define Calabi-Yaus [61, 1, 62, 63, 64, 65, 16, 18, 19, 66, 60, 67, 68, 69, 70].

One way a variety may define a Calabi-Yau is if it can be embedded consistently in a weighted projective space, such that the sum of the coordinate weights is equal to the overall degree of the polynomial [71]. By “embedded consistently” we mean that it must scale uniformly under weighted rescaling of the coordinates. In the following subsections, we will describe several diagrams and classes of diagram that give rise to varieties with this property under direct integration. These examples will have a common structure: they can all be embedded in $k$-dimensional weighted projective space $\mathbb{P}^{1,\ldots,1,k}$ (where all coordinate weights except one have weight 1, and the remaining coordinate has weight $k$). The origin of this property will be clear for the first class of diagrams we discuss, and more mysterious for the second.

4.1 Scalar Marginal Integrals

For our first set of examples, we consider scalar diagrams, writing them in the well-known Symanzik representation. For an $L$-loop Feynman diagram $\mathcal{I}$ with $E$ internal edges $\{e_i\}$ with masses $m_i$, in $D$ dimensions, we write:

$$\mathcal{I} = \Gamma(E - LD/2) \int_{x_i \geq 0} [d^{E-1}x_1] \frac{U^{E-(L+1)D/2}}{\tilde{g}^{E-LD/2}},$$

(8)

where the graph polynomials $U$ and $\tilde{g}$ are defined by:
The \( \mathbb{U} \) polynomial is a sum over spanning trees \( \mathcal{T}_1 \) of the graph, while the \( \mathcal{F} \) polynomial includes a sum over disconnected pairs of trees that together span the graph (denoted \( \mathcal{T}_2 \)). \( s_{T_1} \) is the square of the sum of momenta flowing in to tree \( T_1 \), while \( [d^{E-1} x_i] \) denotes projective integration over the \( E \) variables \( \{x_i\} \).

There are two cases where this representation simplifies dramatically, making it easier to probe its geometry. In the first, consider a case where \( E = L D/2 \). The function \( \Gamma'(E - LD/2) \) diverges in this case, but if there are no subdivergences then the rest of the integral can be convergent in integer dimensions:

\[
\tilde{I} = \int_{x_i \geq 0} [d^{E-1} x_i] \frac{1}{\mathbb{U}^{D/2}}.
\]

Integrals of this form have no kinematic dependence, so they are simply numbers. They are referred to in the mathematical literature as Feynman periods. These diagrams give rise to Calabi-Yaus upon direct integration [1].

Next, consider a case where \( E = (L + 1)D/2 \). We considered cases of this form in ref. [18], this subsection reviews our discussion there. Here \( \Gamma'(E - LD/2) = \Gamma(D/2) \) is finite. Provided the integral is otherwise convergent we refer to this class as marginally convergent, or “marginal”. In integer dimensions we find:

\[
I = \Gamma(D/2) \int_{x_i \geq 0} [d^{E-1} x_i] \frac{1}{\mathcal{F}^{D/2}}.
\]

Because of the kinematic dependence of \( \mathcal{F} \) this is now not merely a number, but a function.

In two dimensions, scalar marginal integrals consist of the comparatively well-studied higher-loop sunrise diagrams [61, 63, 64, 65, 60, 68, 69, 70]. In higher dimensions there are many more such diagrams.

All marginal integrals share common features, which ensure that if linear reducibility is obstructed the obstruction will define a Calabi-Yau. The Symanzik representation of these integrals depends on only the \( \mathcal{F} \) polynomial. This polynomial is homogeneous and has degree \( L + 1 \), so the denominator in the Symanzik representation \( \mathcal{F}^{D/2} \) has degree \( (L + 1)D/2 = E \), the same as the number of variables. Direct integration preserves this property: each integration will decrease the number of variables and the overall degree of the denominator by one. If at some stage partial-fractioning introduces a square root of a polynomial in the remaining \( m \) integration parameters \( \sqrt{Q(x_i)} \), the polynomial \( Q(x_i) \) will be homogeneous and have overall degree \( 2m \). The equation \( y^2 = Q(x_i) \) defines a variety. By assigning weight \( m \) to \( y \) and weight 1 to each of the \( x_i \) we may consistently embed this variety in a weighted projective space. A quick count shows that the sum of these coordinate weights is equal to the degree of our variety, showing that all such varieties will define Calabi-Yaus.
Specializing to graphs with massless particles in four dimensions, we can further prove a bound on the dimension of these spaces. Starting once again with the Symanzik representation,

\[ I = \int_{x_i \geq 0} [d^{2L+1}x_i] \frac{1}{\delta_1}, \]  

as \( \delta \) is linear in each variable when all propagators are massless we can integrate in any variable. Integrating in \( x_j \) and writing \( \delta = \delta_0 + x_j \delta_1 \), we obtain

\[ I = \int_{x_i \geq 0} [d^{2L}x_i] \frac{1}{\delta_0 \delta_1}. \]

Each of \( \delta_0 \) and \( \delta_1 \) is separately linear in each remaining integration variable, so we can once again integrate in any remaining \( x_k \). Writing \( \delta = \delta_{i,0}^{(j,k)} + x_k \delta_{i,1}^{(j,k)} \), we have

\[ I = \int_{x_i \geq 0} [d^{2L-1}x_i] \frac{\log \left( \delta_{0,0}^{(j,k)} \delta_{1,1}^{(j,k)} \right) - \log \left( \delta_{0,1}^{(j,k)} \delta_{1,0}^{(j,k)} \right)}{\delta_{0,0}^{(j,k)} \delta_{1,1}^{(j,k)} - \delta_{0,1}^{(j,k)} \delta_{1,0}^{(j,k)}}. \]  

The denominator of the integrand is now at most quadratic in each variable, while the arguments of the logs are products of polynomials which are linear in each variable. We are thus able to integrate once more, but this time potentially at a cost of introducing a square root of a polynomial in the remaining \( 2L-1 \) variables. If this polynomial is irreducibly quartic or cubic in each remaining integration parameter then the root cannot be rationalized by a rational change of variables. This is thus the first integration step at which direct integration can potentially be obstructed, in cases when there is no integration order that avoids an irreducibly quartic or cubic root. As such, the varieties that characterize this obstruction represent the highest-dimension Calabi-Yau that can occur for this class of diagrams, demonstrating that Calabi-Yau dimension is bounded with loop order, at a maximum of \( 2L - 2 \).

It turns out that this bound is saturated. There are Feynman diagrams at each loop order for which every integration order is obstructed, and the obstruction defines a Calabi-Yau of dimension \( 2L - 2 \). We characterize three infinite families of such diagrams. For even loops we find what we refer to as the tardigrade diagrams, depicted in Fig. 1. For odd loops we find two infinite families, which we refer to as paramecia and amoebas, depicted in Fig. 2 and Fig. 3 respectively. The amoeba diagrams are not maximally obstructed in this fashion at three loops, but otherwise saturate the bound at each higher order.

We have investigated a broader set of marginal diagrams in four dimensions. We find as the loop order increases, the majority of diagrams have maximal dimension obstructions of this kind.
4.2 More General Examples

The previous argument clarifies why Calabi-Yaus appear during direct integration of marginal diagrams. We have also found several examples of non-marginal diagrams that also give rise to Calabi-Yaus.

In each case discussed here, our starting point will be a $2L$-fold integral over a rational function. While such a representation is easy to obtain from the Symanzik form for marginal integrals (see equation (13) where this is manifest), for non-marginal integrals it is easier to find these representations via loop-by-loop parametrization (see section 2.1). Heuristically, we believe that starting with a $2L$-fold will ensure that no integration is in any sense spurious, in analogy with the polylogarithmic case of transcendental weight $2L$ at $L$ loops. In particular, since the integrals we consider occur in planar $N = 4$ super Yang-Mills we expect uniform transcendentality: the integral should require exactly $2L$ parameters to express the integrand rationally, and no fewer.

The marginal integrals which were maximally obstructed manifested their obstructions after three integrations, at which point their integrand contained a dilogarithm. The integrals considered here will typically be less obstructed than this, involving Calabi-Yaus of dimension lower than $2L - 2$ at $L$ loops. As such, it is in many cases quite cumbersome to perform a full direct integration up to the point it becomes obstructed, particularly for the higher-loop cases. As a proxy for this integration we instead typically took maximal codimension residues, which in rough terms probes whether the integrands can be iteratively partial-fractioned in the integration variables, but may not be sensitive to whether the resulting polylogarithms can at each stage be written in an appropriate fibration basis.

The first non-marginal diagrams which we found to give rise to Calabi-Yaus were the traintrack diagrams, higher-loop analogues to the elliptic double-box \cite{16}. Depicted in Fig. 4, these diagrams, much like the higher-loop sunrise diagrams,
increase in Calabi-Yau dimension at each loop order, with dimension $L-1$ at $L$ loops. In ref. [19] we showed that the Calabi-Yau arising from the three-loop traintrack can be written, much like the marginal integrals, as a variety embedded in $\mathbb{P}^{1,1,1,k}$ (where there $k = 3$). Later, ref. [72] analyzed the leading singularity structure of these integrals to all orders in twistor space, finding Calabi-Yau geometry at each order.

The three-loop wheel diagram (depicted in Fig. 5) was also analyzed in ref. [19], and gives rise to a variety which can be embedded in $\mathbb{P}^{1,1,1,4}$, corresponding to a Calabi-Yau threefold. In this case the embedding is slightly more subtle to derive, involving a deprojectivization and a particular choice of reprojectivization.

There thus appears to be a common structure in each Calabi-Yau that has been observed in a Feynman diagram in the literature: all cases can be described with varieties embedded in $\mathbb{P}^{1,1,1,k}$. In ref. [19] we went into some detail analyzing the properties of a generic Calabi-Yau defined in this space, including Hodge numbers and Euler characteristics. It is an open question whether this structure is universal, and if so what it can teach us about these diagrams.

5 Conclusions

We reviewed a variety of applications of direct hyperlogarithmic integration in the context of multi-leg scattering amplitudes. We presented tricks that allow one to avoid certain obstructions, but we also highlighted the structure of the obstructions that remain once these tricks are employed: obstructions which in a surprisingly varied set of cases define Calabi-Yaus.

It would be extremely interesting to go beyond the tips and tricks discussed here, and find a systematic algorithm that can find a hyperlogarithmic expression for any Feynman integral for which such an expression exists. One possibility is that such a method might arise from a motivic understanding of these integrals [73].

Along related lines, it will be important to understand which aspects of the Calabi-Yau geometries characterized in this work are universal, and which are specific to

Fig. 3 The amoeba diagrams, defined at odd loops $\geq 5$
particular representations. The results of ref. [72] suggest that such common features exist, but it still may be the case that one can express a single integral with multiple geometries (see for example the role of isogeny in ref. [58]), or that the obstructions found here need to be augmented with other information for a full characterization.

Finally, it is worth investigating under what conditions Calabi-Yaus can arise from Feynman integrals. As the work reviewed here shows, they are more common than one might naively assume.
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