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ABSTRACT

The ionosphere introduces chromatic distortions on low frequency radio waves, and thus poses a hurdle for 21-cm cosmology. In this paper we introduce time-varying chromatic ionospheric effects on simulated antenna temperature data of a global 21-cm data analysis pipeline, and try to detect the injected global signal. We demonstrate that given turbulent ionospheric conditions, more than 5% error in our knowledge of the ionospheric parameters could lead to comparatively low evidence and high root-mean-square error (RMSE), suggesting a false or null detection. When using a constant antenna beam for cases that include data at different times, the significance of the detection lowers as the number of time samples increases. It is also shown that for observations that include data at different times, readjusting beam configurations according to the time-varying ionospheric conditions should greatly improve the significance of a detection, yielding higher evidences and lower RMSE, and that it is a necessary procedure for a successful detection when the ionospheric conditions are not ideal.
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1 INTRODUCTION

The global or sky-averaged redshifted 21-cm absorption line of neutral hydrogen (HI) is a probe of the early universe; a direct measurement of the line can give us insights into the transformation of the intergalactic medium. The absorption profile over time is determined by the radio background usually assumed to be the cosmic microwave background (CMB), the thermal state of the gas, Lyman-α radiation emitted by the luminous sources scattering off cold primordial gas (Furlanetto 2016). The challenge lies in the signal being extremely weak compared with the strong galactic foreground in the targeted frequency band.

Although Bowman et al. (2018) reported to have found an absorption profile in the form of a flattened Gaussian centred at 78 MHz in the sky-averaged 21-cm spectrum, several works have raised concerns on its unphysical parameters and the non-uniqueness of their solution (Hills et al. 2018; Singh & Subrahmanyan 2019; Bevins et al. 2020; Sims & Pober 2020), and Singh et al. (2021) reported residuals incompatible with the EDGES signals.

Foregrounds including galactic synchrotron radiation, thermal free-free emission from galactic dust, and contribution from extragalactic point sources, emitting in the frequency band 30-240 MHz, together are ~4-5 orders of magnitude larger than the global 21-cm signal in brightness temperature (Reis et al. 2020, 2021). Together they are expected to have an amplitude of the order of ~0.1 K, representing some of the main difficulties in achieving statistically significant detection. Thus, better understanding of the spatially and spectrally varying foregrounds is critical to measuring the global 21-cm signal. Although the foregrounds are considered spectrally smooth, while the global 21-cm signal is expected to have peaks and troughs associated with absorption and emission features, the chromaticity introduced by the antenna negates this assumption (Anstey et al. 2021). The antennae exhibit chromaticity when operated in large fractional bandwidths. Because neither chromatic antenna beam nor the sky temperature is smooth as a function of frequency, the convolution of the beam and the sky temperature breaks the assumed smoothness after integration.

The ionosphere introduces extra factors to chromatic mixing by absorption and refraction, and its effects scale approximately as $\nu^{-2}$. Its magnitude can be 2-3 orders larger than the global 21-cm signal within the measurement bandwidth (Vedantham et al. 2014; Datta et al. 2016). In this paper, we model the ionospheric layers which cause significant chromatic distortion on the foregrounds by refraction and absorption.

This work is a follow-up of the previous paper (Shen et al. 2021), in which we studied how the chromatic ionospheric effects distort the global 21-cm signal and how they behave over time. In this paper we focus on studying the impediments the chromatic ionospheric effects introduce to the current global 21-cm experiment data analysis pipeline. It is also part of the Radio Experiment for the Analysis of Cosmic Hydrogen, or REACH (de Lera Acedo 2019), a novel experiment for the detection of the global 21-cm line from neutral hydrogen red-shifted to a few hundreds MHz due to the expansion of the universe. It is based on state of the art Bayesian analysis informed by physically rooted models of the cosmic signal, foregrounds and the instrument itself. Different cases are compared using Bayesian log evidence and RMSE of the detected signal. We assume that the antenna beam pattern is distorted by the chromatic ionospheric effects and
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thus it changes with time depending on the ionospheric condition. The antenna temperature data subjected to the time-varying chromatic ionospheric effects in the 50-200 MHz band is analysed using the current REACH data analysis pipeline (Anstey et al. 2021), in which the antenna beam used to fit the foregrounds too is modified by the simulated ionospheric effects using the two-layered ionospheric model. The foregrounds are modelled using one constant beam for data collected at different times and then time-varying beams implemented through the multiple time-steps tested in the simulation. We also investigate the level of error the data analysis pipeline is able to afford, in terms of our knowledge of the parameters we use to model the ionosphere. To find the error threshold, we apply fixed amounts of deviation to the modelled ionospheric parameters when generating the antenna temperature data.

This paper is ordered as follows. In section 2 we briefly describe the ionospheric model we adopt, and how it changes the observation data. Section 3 introduces the basis of the data analysis pipeline used in this paper as well as in REACH. In section 4, we show the results of the analyses done by the pipeline on the data including the ionospheric effects, and section 5 concludes the paper.

2 MODELLING CHROMATIC IONOSPHERIC EFFECTS

2.1 Refraction and Absorption

We model the F-layer and the D-layer of the ionosphere (Bailey 1948; Nicolet 1953; Mitra 1959; Evans & Hagfors 1968), which could cause significant chromatic distortion on the foregrounds by refraction and absorption respectively (Vedantham et al. 2014). Both the F-layer and the D-layer of the ionosphere are assumed to be homogeneous in the model, having no spatial variation across the azimuth and height. The parameters used to model the ionospheric effects are electron density $N_e$, electron collision frequency $\nu_e$, layer height, and layer width. The effective beam subject to both the F-layer refraction and the D-layer absorption is

\[
\hat{B}(v, \theta, \phi) = B(v, \theta + \delta \theta, \phi) L(v, \theta + \delta \theta),
\]

where $v$ is the frequency, $\theta$ is the incoming angle, $\delta \theta$ is the refraction angle, $\theta + \delta \theta$ is the effective angle after refraction, and $L$ is the loss factor due to absorption. One can then calculate the simulated antenna temperature $T_A$ by the following integral:

\[
T_A(v) = \int_0^{2\pi} d\phi \int_0^{\pi/2} d\theta \sin(\theta) T_t(v, \theta, \phi) \hat{B}(v, \theta, \phi),
\]

where $T_t$ is the sky temperature at a given time. If we include time dependence in the equation, eq. (2) becomes

\[
T_A(v, t) = \int_0^{2\pi} d\phi \int_0^{\pi/2} d\theta \sin(\theta) T_t(v, \theta, \phi, t) \hat{B}(v, \theta, \phi, t),
\]

2.2 Time-varying Ionospheric Effects

The real ionosphere varies with time, and the chromatic ionospheric effects on the foregrounds do not cancel out over time. Hence, we model the ionosphere layers based on actual observation data (Shen et al. 2021). The data are collected from Lowell GIRO Data Center at station Louisvile, South Africa (https://ulcar.uml.edu/DIR/Proj/). Data of the parameters used to characterise the D-layer are mostly absent during night time due to low electron density. Therefore, in our model, the D-layer parameters are scaled from the available data of the F-layer parameters based on the fiducial theoretical values.

3 DATA ANALYSIS PIPELINE

The REACH data analysis pipeline (Anstey et al. 2021) uses POLychord, a nested sampling algorithm based on Bayesian inference (Handley et al. 2015). It adopts a physically motivated method of modelling the foregrounds of 21-cm experiments in order to fit the systematic chromatic distortions as part of the foregrounds.

3.1 Bayesian Inference

Bayesian inference is useful in performing parameter estimation and model comparison. Algorithms based on Markov-Chain Monte-Carlo (MCMC) methods, such as the Metropolis Hastings (MH) algorithm (Chib & Greenberg 1995) and its more sophisticated variants (Foreman-Mackey et al. 2013), are used to achieve parameter estimation. Model comparison requires calculating evidence, which is the integration of likelihood over the prior density.

By Bayes’ theorem, one can derive the equation

\[
P(\theta_M|\mathcal{D}, M) = \frac{P(\mathcal{D}|\theta_M, M)P(\theta_M|M)}{\mathcal{P}},
\]

where $\mathcal{P}$ is the posterior distribution. $\mathcal{L}$ is the likelihood, which is the probability of the data given a model $M$ and the set of parameters $\theta_M$ describing the model. $\pi$ is the prior distribution of the parameters, and $\mathcal{Z}$ is the Bayesian evidence or marginal likelihood:

\[
\mathcal{Z} = \int P(\mathcal{D}|\theta_M, M)P(\theta_M|M)d\theta_M = \int \mathcal{L}d\theta_M.
\]

In this paper, we calculate the value of likelihood $\mathcal{L}$ to estimate the confidence of the signal detection in the data analysis pipeline.

3.2 Foreground Modelling

A sky model $\hat{T}_\text{sky}(v, \theta, \phi)$ is generated across the observing band by dividing the sky into $N$ regions of similar spectral indices and scaling a base map assuming a distinct uniform spectral index in each region. This sky map is then convolved with a antenna beam model $B(v, \theta, \phi)$ to produce a model of foregrounds and chromaticity parameterised by the spectral indices of the regions. In this work, number of regions is 25. An approximate sky map and an antenna directivity pattern generated from physically motivated parameters for each observing frequency are convolved by the equation

\[
T_D = \frac{1}{4\pi} \int_0^{4\pi} B(v, \theta, \phi) \int_0^{\text{t.out}} T_{\text{sky}}(v, \theta, \phi) dt d\Omega + \sigma, \]

where $\sigma$ is uncorrelated Gaussian noise, to produce a parameterised model that describes both the foregrounds and the chromatic distortion of the antenna. Then we use the Bayesian nested sampling algorithm POLychord to fit this foreground model to the data with a parameterised 21-cm signal model (Anstey et al. 2021).

3.3 Likelihood of the Local Sidereal Times (LST) Model

The model adopted in this work is the local sidereal times (LST) model, in which the data are not integrated over the observing time (Anstey et al. 2022). The general form of likelihood for the LST model is:

\[
\log \mathcal{L} = \sum_{i} \sum_{j} \left[ -\frac{1}{2} \log(2\pi \theta_{\sigma}) - \frac{1}{2} \left( \frac{T_{\text{Di,j}} - T_{\text{Mi,j}}(\theta_{F},\theta_{S})}{\theta_{\sigma}} \right)^2 \right].
\]


where $i$ indicates frequency bins and $j$ indicates time bins. $T_D$ is the observation data and $T_M$ is the parameterised model. In this equation, $\theta_E, \theta_S, \theta_D$ are foreground, signal, and noise parameters respectively. $T_{DF,i,j}(\theta_E, \theta_S)$ can be split into foreground $T_F$ and signal $T_S$ components. The global 21-cm signal has no time dependencies, meaning eq. (7) can be written as

$$\log L = -\frac{1}{2} \sum_{i} \sum_{j} \log(2\pi \sigma^2_{\theta_D})$$

$$-\frac{1}{2} \sum_{i} \sum_{j} \left( \frac{T_{DF,i,j}(\theta_E) - T_{Fi,j}(\theta_E)}{\sigma_{\theta_D}} \right)^2 .$$

Detection of the signal that is considered to be significant should show a high difference between the evidences yielded by the foreground model including a Gaussian signal model, log $\mathcal{Z}_s$, and the one without, indicating that the foreground model includes and excludes a signal respectively. Root-mean-square error (RMSE) of the detected signal with respect to the injected signal is also measured to check that the fitted signal is not actually fitting the foregrounds instead of the injected signal. As the values of likelihood and log evidence is meaning more data points, could result in bigger values.

4 RESULTS

In practice, data are collected chronologically at points with a fixed interval between each during observation time and analysed. In our work, however, there are gaps between the selected time-steps in most of the cases. It is because the ionosphere can suffer significant change even in a short time frame. One of the aims of this work is to analyse how much error we could afford using the REACH data analysis pipeline, and therefore we start with the more ideal cases. With that in mind, we choose time-steps that yield better evidences or signal detection as a group, and do the error analyses from those. This means the time-steps are not necessarily temporally close to each other, and the intervals between the selected time-steps are meaningless in this work. The injected Gaussian signal adopted in the paper has an amplitude of 0.53 K and a standard deviation of 18.7 MHz, centering at 78.1 MHz, which is compatible with the EDGES (Bowman et al. 2018) signal in amplitude and centre frequency.

We fit the foreground model using one constant beam for all time-steps or more beams that correspond to the different time-steps, distorted by refraction and absorption due to the ionospheric based on the ionospheric model, to estimate how frequently the beam should be redefined to achieve a meaningful detection. Fixed errors are introduced to the ionospheric parameters when generating the antenna temperature data, and the data are fitted using the original beam (the beam without applied errors) in the data analysis pipeline to see how much deviation in the parameters the foreground model is able to tolerate.

The location of the antenna used to simulate the data is set in the Karoo radio reserve in South Africa (latitude: 30.7°S, longitude: 21.4°E, height: 25 m). The data for the ionospheric parameters are collected from Lowell GIRO Data Center at station Louisvale, South Africa (https://ulcar.uml.edu/DIDBase/). The time-steps taken are at the time specified after 0°00’00” on 1 Jan 2019.

Table 1. RMSE & Log evidence log $\mathcal{Z}_s$: the foreground signal is modelled using one single beam ($B_0$). Case ($C_i$) gives the explored cases. [t] lists all the time-steps analysed in each case. RMSE is the root-mean-square error of the detected signal with respect to the injected signal. log $\mathcal{Z}_s$ is the evidence yielded by the foreground model including a Gaussian signal model, and $\Delta \log \mathcal{Z}$ is the difference between the evidence yielded by the foreground model including a Gaussian signal model and the one without.

| Case | [t] | RMSE (K) | log $\mathcal{Z}_s$ | $\Delta \log \mathcal{Z}$ |
|------|-----|----------|-------------------|-----------------|
| C1   | $t_0, t_1$ | 0.066 | 231.5 ± 0.3 | 62.8 |
| C2   | $t_0, t_2$ | 0.035 | 520.2 ± 0.3 | 180.4 |
| C3   | $t_0, t_3$ | 0.056 | 93.3 ± 0.4 | 161.8 |
| C4   | $t_0, t_4$ | 0.024 | 519.0 ± 0.3 | 253.5 |

4.1 Foregrounds Modelled with a Constant Beam

4.1.1 Two time-steps

We select antenna temperature data at four different time-steps $[t_1, t_2, t_3, t_4]$ that yield reasonably good $\Delta \log \mathcal{Z}$ and relatively low RMSE ($< 0.1K$) with that of time-step $t_0$ when analysed using the LST version of the REACH data analysis pipeline, and the foreground signal is modelled using the same beam ($B_0$) for two different time-steps $[t_0, t_1]$, the log evidences log $\mathcal{Z}$ of which are shown in Table 1. All analyses shown in this work are based on the time-steps listed in Table 1.

The settings used to model the foregrounds in the four cases with two time-steps are identical, so the value of the log evidence log $\mathcal{Z}_s$ should be comparable, as demonstrated by the negative correlation between log $\mathcal{Z}_s$ and RMSE; a higher log $\mathcal{Z}_s$ could suggest better signal detection. The fitted signal and residual plots of case $C_1 \{t_0, t_1\}$ are shown in Fig. 1. As one can see, in these cases, the signal, shown in red, are fitted at significant detection.

4.1.2 Three or more time-steps

Table 2 shows the evidence of the cases consisting three or more time-steps. It shows that when the foregrounds are modelled using only one beam, all data-sets analysed should have good evidence between themselves, such as $[t_0, t_2]$ and $[t_1, t_4]$ (see Table 1), to still yield a good evidence in the cases with more time-steps. For the other cases, one observes that the evidences drop to negative values, but their respective $\Delta \log \mathcal{Z}$ and RMSE still imply significant detection; Fig. 2 shows the plot of the fitted signals as well as the residuals of case $C_3 \{t_0, t_1, t_2\}$ at each time-step, and the reconstructed signals in both time-steps are not too different from the injected signal, as implied by the RMSE. The plots of case $C_3 \{t_0, t_2, t_4\}$ are shown in Fig. 3. Despite the negative, low evidences for multiple time-step cases, their RMSE’s and reconstructed signals still show significant detection, even in the five time-step case. The plots shown in Fig. 4. One should note that the time-steps selected for the analyses are the more ideal cases, which might not be the case in actual observations.

4.2 Foregrounds Modelled using Time-varying Beams

The results shown in section 4.1 where the foreground signal is modelled using only one beam for multiple time-steps demonstrate that this approach can be problematic in the presence of the chromatic effects introduced by a changing ionosphere. Therefore, in this section we test time-varying beams to see how much the analyses can be improved by introducing more corresponding beams when fitting the foregrounds for cases with multiple time-steps.
Figure 1. A two time-step case, the foregrounds fitted using one single beam $B_{t_0}$ (case $C_1[t_0, t_1]$ of Table 1, the RMSE of the reconstructed signal is 0.066 K and $\Delta \log Z = 62$). The reconstructed global 21-cm signal is shown in blue, and the data with the fitted foregrounds removed is shown in red. The gray dashed line is the injected signal. The detected signal (reconstructed signal) is significant and the residuals are low for both time-steps.

Figure 2. A three time-step case, the foregrounds fitted using one single beam $B_{t_0}$ (Case $C_3[t_0, t_1, t_2]$ of Table 2, the RMSE of the reconstructed signal is 0.082 K and $\Delta \log Z = 190$). The reconstructed global 21-cm signal is shown in blue, and the data with the fitted foreground removed is shown in red. The gray dashed line is the injected signal. The detected signal (reconstructed signal) is still significant despite its low evidence $\log Z$ and high residuals in the last two time-steps.

Figure 3. A three time-step case, the foregrounds fitted using one single beam $B_{t_0}$ (Case $C_4[t_0, t_2, t_3]$ of Table 2, the RMSE of the reconstructed signal is 0.034 K and $\Delta \log Z = 317$). The reconstructed global 21-cm signal is shown in blue, and the data with the fitted foreground removed is shown in red. The gray dashed line is the injected signal. The detected signal (reconstructed signal) is significant and the residuals are low for all time-steps.
Δ is the detected signal with respect to the injected signal. the time-steps analysed in each case. RMSE is the root-mean-square error of the detected signal with respect to the injected signal. log \( Z \) is the evidence yielded by the foreground model including a Gaussian signal model, and \( \Delta \log Z \) is the difference between the evidence yielded by the foreground model including a Gaussian signal model and the one without.

Table 2. RMSE & Log evidence \( \log Z \): the foreground signal is modelled using one single beam \( B_{t_0} \). Case \( C_5 \) gives the explored cases. \([t]\) lists all the time-steps analysed in each case. RMSE is the root-mean-square error of the detected signal with respect to the injected signal. \( \log Z \), is the evidence yielded by the foreground model including a Gaussian signal model, and \( \Delta \log Z \) is the difference between the evidence yielded by the foreground model including a Gaussian signal model and \( \Delta \log Z \) is the difference between the evidence yielded by the foreground model including a Gaussian signal model and the one without.

| Case | \([t]\) | RMSE (K) | \( \log Z \) | \( \Delta \log Z \) |
|------|--------|----------|---------------|------------------|
| \( C_5 \) | \( t_0, t_1, t_2 \) | 0.082 | \(-4720.2 \pm 0.4\) | 194.4 |
| \( C_6 \) | \( t_0, t_2, t_4 \) | 0.034 | \(752.6 \pm 0.4\) | 316.1 |
| \( C_7 \) | \( t_0, t_1, t_2, t_4 \) | 0.055 | \(-4665.1 \pm 0.4\) | 196.5 |
| \( C_8 \) | \( t_0, t_2, t_3, t_4 \) | 0.083 | \(-7308.7 \pm 0.4\) | 53.0 |
| \( C_9 \) | \( t_0, t_1, t_2, t_3, t_4 \) | 0.063 | \(-9387.3 \pm 0.4\) | 103.0 |

Table 3 shows two cases that include three time-steps where the foreground signal is modelled using two corresponding beams. We explore how the signal detection of the two time-step cases with foregrounds modelled using one constant beam would differ when introducing an extra time-step with its foregrounds modelled using its corresponding beam. This extra time-step is \( t_2 \), shown in Table 3 in red. One observes that although \( \{t_0, t_4\} \) as a pair does yield reasonably good evidence (Table 1), the evidence when analysed together with another time-step \( t_2 \) (case \( C_{10} \)), modelled using its corresponding beam, drops to negative values. The other case \( C_{11} \), on the other hand, \( \{t_0, t_4\} \) yields good evidence as a pair, yields high evidence as well as \( \Delta \log Z \) when analysed with the same time-step \( t_2 \) as in case \( C_{10} \). The RMSE also decreases which suggests better signal detection. This again shows that signal detection could be improved by including more time-steps as long as they, in smaller groups, yield better evidence and signal detection.

| Case | \([t]\) | RMSE (K) | \( \log Z \) | \( \Delta \log Z \) |
|------|--------|----------|---------------|------------------|
| \( C_{10} \) | \( t_0, t_1, t_2 \) | 0.056 | \(-177.2 \pm 0.3\) | 9478.2 |
| \( C_5 \) | \( t_0, t_1, t_2 \) | 0.082 | \(-4720.2 \pm 0.4\) | 194.4 |
| \( C_{11} \) | \( t_0, t_2, t_4 \) | 0.022 | \(796.9 \pm 0.4\) | 385.5 |
| \( C_{11} \) | \( t_0, t_2, t_4 \) | 0.034 | \(752.6 \pm 0.4\) | 316.1 |

Figure 4. A five time-step case, the foregrounds fitted using one single beam \( B_{t_0} \) (Case \( C_5 \) \{\( t_0, t_1, t_2, t_3, t_4 \}\) of Table 2, the RMSE of the reconstructed signal is 0.063 K and \( \Delta \log Z = 103 \). The reconstructed global 21-cm signal is shown in blue, and the data with the fitted foreground removed is shown in red. The gray dashed line is the injected signal. The detected signal (reconstructed signal) is still significant despite its low evidence \( \log Z \) and high residuals.
The change in integrated antenna temperature $\Delta T = T' - T$ and the percentage of change $\Delta T / T$ with respect to frequency when a fixed amount of error [2%, 5%, 10%, 15%] is applied to the ionospheric parameters, electron density $N_e$, collision frequency $\nu_c$, and layer thickness, when modelling the antenna beam subjected to chromatic ionospheric effects.

4.3 Deviation in Modelled Ionospheric Parameters

In this section, a fixed amount of error [2%, 5%, 10%, 15%] is applied to the ionospheric parameters (a fixed percentage of increment in electron density $N_e$, collision frequency $\nu_c$, and layer thickness), when generating the antenna temperature data to determine how much error would lead to unsuccessful detection. A steady decrease in antenna temperature $T_A$, due to the applied error increasing the chromatic ionospheric absorption, is shown in Fig. 5. The data analysis pipeline then fit the foregrounds to the antenna temperature data using the beam distorted by the ionosphere, but with no error applied to the parameters. Fig. 6 shows how much the beam gain changes at 50, 125 and 200 MHz when a 10% deviation (10% increment) is applied to the ionospheric parameters with respect to when no deviation is applied.

4.3.1 Two time-steps, foregrounds modelled using one beam and two corresponding beams

Table 4 shows the log evidences of the cases with different fixed deviations applied to the ionospheric parameters when the foregrounds of all the time-steps is modelled using only one beam $B_{B\theta}$. The top-first panel of Fig. 7 shows the RMSE and $\Delta \log Z$ with respect to the deviation applied; one observes that the RMSE increases with the growing deviation, as expected. $\Delta \log Z$ decreases except for the 15% case, which might not seem reasonable; as the deviation reaches 10%, the RMSE becomes really high and $\log Z$ turns negative, so the high $\Delta \log Z$ could mean the model is fitting other features in the foregrounds instead of the injected global 21-cm signal, and hence its high value most likely does not suggest better signal detection. As the configuration of the analysis pipeline is identical for all the cases with deviations, $\log Z$ should be comparable; it drops consistently as the deviation in ionospheric parameters increases, and turns negative as the deviation reaches 10%, also suggesting unreliable signal detection when the deviation goes beyond 10%.

Table 5 shows the log evidences of the cases with deviations applied to the ionospheric parameters when the foregrounds of the time-steps is modelled using two corresponding beams. Signal detection of all the cases improves comparing with the cases in which the foregrounds are modelled using only one beam, as expected.

4.3.2 Three time-steps, foregrounds modelled using one beam and three corresponding beams

Table 7 shows the log evidences of the three time-step cases with different fixed deviations in ionospheric parameters when the foreground signal is modelled using three corresponding beams. The evidences of the lower deviation cases improve significantly with respect to the cases in which the foreground signal is modelled using only one beam. Like section 4.3.1, where foregrounds are modelled using either one beam or three corresponding beams, both show reliable detection until the deviation reaches 10%. The RMSE and $\Delta \log Z$ with respect to the deviation applied is shown in lower panels of Fig. 7.

5 CONCLUSIONS

In this paper, we study how the time-varying chromatic ionospheric effects could affect the detection of the global 21-cm line using the existing data analysis pipeline. We explore cases including multiple

Figure 5. The change in integrated antenna temperature $\Delta T = T' - T$ and the percentage of change $\Delta T / T$ with respect to frequency when a fixed amount of error [2%, 5%, 10%, 15%] is applied to the ionospheric parameters, electron density $N_e$, collision frequency $\nu_c$, and layer thickness, when modelling the antenna beam subjected to chromatic ionospheric effects.

Figure 6. Difference in beam gain of the case modelled with 10% deviation in ionospheric parameters with respect to the case where no deviation is applied at 50 MHz, 125 MHz, and 200 MHz, from top to bottom. The unit of the color code is dB.
time-steps during observation time to explore time variability of the ionosphere to study how the chromatic ionospheric effects on the foregrounds affects the signal detection using the REACH data analysis pipeline. We analyse and compare the different cases in terms of Bayesian log evidence and RMSE of the detected signal. We assume that the antenna beam pattern is distorted by the chromatic ionospheric effects and thus it changes with time depending on the ionospheric condition. In actual observation, however, the antenna does not change. To determine how to effectively achieve signal detection, we model the foregrounds using different number of beams to see if the pipeline can still achieve significant detection using fewer beams. We also study to what degree of error the pipeline can...
Table 6. RMSE & Log evidence $\log Z^*$: three time-steps $[t_0, t_1, t_2]$ with deviation in ionospheric parameters, the foreground signal is modelled using one single beam ($B_{0}$). Case ($C_1$) gives the explored cases. [t] lists all the time-steps analysed in each case. RMSE is the root-mean-square error of the detected signal with respect to the injected signal. $\log Z^*$ is the evidence yielded by the foreground model including a Gaussian signal model, and $\Delta \log Z$ is the difference between the evidence yielded by the foreground model including a Gaussian signal model and the one without.

| Deviation | RMSE (K) | $\log Z^*$ | $\Delta \log Z$ |
|-----------|----------|-------------|-----------------|
| 0%        | 0.082    | -4723.2 ± 0.4 | 191.4          |
| 2%        | 0.092    | -5426.3 ± 0.4 | 131.5          |
| 5%        | 0.099    | -6803.2 ± 0.4 | 44.3           |
| 10%       | 0.205    | -9987.9 ± 0.4 | 15.4           |
| 15%       | 0.211    | -15659.0 ± 0.4 | 121.9          |

Table 7. RMSE & Log evidence $\log Z^*$: three time-steps $[t_0, t_1, t_2]$ with deviation in ionospheric parameters, foregrounds modelled using three corresponding beams.

| Deviation | RMSE (K) | $\log Z^*$ | $\Delta \log Z$ |
|-----------|----------|-------------|-----------------|
| 0%        | 0.021    | 904.4 ± 0.4 | 1991.5          |
| 2%        | 0.071    | 609.2 ± 0.4 | 2038.0          |
| 5%        | 0.188    | 101.9 ± 0.4 | 2300.2          |
| 10%       | 0.208    | -1919.3 ± 0.4 | 2669.7         |
| 15%       | 0.209    | -6977.1 ± 0.4 | 210.4           |

still manage a detection for different precision in the ionospheric parameters we use. The results can be summarised by the following points:

(i) Signal detection does not necessarily improve when more time-steps are analysed together using the foreground model fitted with only one beam.

(ii) In the case where the number of corresponding beams used to fit the foregrounds is lower than the number of time-steps, signal detection could improve with lower RMSE and higher evidences, when all its two time-step subgroups yield good enough signal detection in the first place. Nevertheless, for cases whose two time-step subgroups yield less significant detection, it is still possible to yield poorer yet statistically significant detection.

(iii) Using more corresponding beams at different time-steps when modelling the foregrounds greatly improves signal detection.

(iv) Less than 5% error in our knowledge of the ionospheric parameters can lead to unsuccessful detection of the injected global 21-cm signal.

We find that the global signal can be robustly detected if the uncertainty in ionospheric modelling is below 5%. In multiple time-step cases where the ionosphere does not differ too much at different time-steps, and when our knowledge of the ionospheric condition is good, signal detection can be significant. However, if the ionospheric condition differs drastically between the selected time-steps, the current data analysis pipeline might not be able to achieve statistically meaningful detection without changing the beam configuration with time.
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