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*Abstract*—Soft optical tactile sensors enable robots to manipulate deformable objects by capturing important features such as high-resolution contact geometry and estimations of object compliance. This work presents a variable stiffness soft tactile end-effector called StRETcH, a Soft to Resistive Elastic Tactile Hand, that is easily manufactured and integrated with a robotic arm. An elastic membrane is suspended between two robotic fingers, and a depth sensor capturing the deformations of the elastic membrane enables sub-millimeter accurate estimates of contact geometries. The parallel-jaw gripper varies the stiffness of the membrane by uniaxially stretching it, which controllably modulates StRETcH’s effective modulus from approximately 4kPa to 9kPa. This work uses StRETcH to reconstruct the contact geometry of rigid and deformable objects, estimate the stiffness of four balloons filled with different substances, and manipulate dough into a desired shape.

I. INTRODUCTION

With the advent of home robotics, robotic interaction with deformable objects such as electrical cables, bed sheets, and pizza dough is inevitable [1]. In particular, effective dexterous manipulation of solid deformable objects like dough requires the estimation of both contact geometry [2] as well as compliance [3]. This work aims to address the problem of estimating both stiffness and geometry while a robot is in contact with a solid deformable object.

To achieve this, this work proposes the development and use of a Soft to Resistive Elastic Tactile Hand, StRETcH. Different tactile sensors enable a robot to make various important measurements while in contact with an object, such as contact area, force, texture, and slip detection. Within the diverse set of existing tactile sensors, soft tactile sensors are particularly well-suited for interacting with deformable or fragile objects due to their inherent compliance. Prior work has demonstrated the clear benefits of soft material sensors, including sensitivity to stiffness for tumor detection [4], high spatial resolution for classifying different textures [5], and handling of delicate objects like wine glasses [6]. The above mentioned soft tactile sensors are all optically-based, which enables high resolution contact imaging without the need to embed rigid components in the soft interface.

StRETcH is not only a soft optically-based tactile hand, but it is also able to adjust its stiffness and therefore vary the force it exerts on the environment. This work draws on our prior work where a soft dome-shaped fingertip called SOFTcell was developed, which explored the idea of a controllable-stiffness tactile sensor through pneumatic actuation [7]. An improved design of SOFTcell, which uses a depth sensor to image the deforming membrane [8], was later applied as an assistive robotic interface to dynamically support a human arm [9] as well as to perform geometry-dependent tasks [10]. In this work, we modify our prior sensor by designing the membrane to be planar rather than hemispherical, and varying its stiffness using a robotic gripper to mechanically stretch the membrane uniaxially instead of increasing its stiffness through pneumatic actuation. The benefits of this new design include the simple manufacturing process of the end-effector and easier control of the stiffness of the membrane via mechanical stretching rather than pneumatic actuation. This work aims to utilize the variable stiffness feature of the end-effector to estimate stiffnesses of different deformable objects as well as to modulate the force exerted on a solid deformable object in a manipulation task.

The main contributions of this paper are:

- The Soft to Resistive Elastic Tactile Hand (StRETcH), a new variable stiffness tactile end-effector that is easy to manufacture, integrate, and use with a robotic arm.
- Modeling and experimental characterization of StRETcH and its sensitivity to contact area and object stiffness.
- A robotic demonstration using StRETcH to actively perceive and shape a piece of soft dough.

II. RELATED WORK

A. Soft Tactile Sensing

Existing soft tactile sensors can be categorized by their underlying sensor technology – mainly, resistive, capacitive, piezoelectric, and optical sensing [2]. Many resistive-based sensors rely on intricate composition of individual nodes to achieve high-dimensional contact imaging [11], [12], [13], [14]. However, embedding rigid materials such as conductive
wires within a soft skin limits the material’s strain and therefore range of deformation. Thus, highly compliant fabric-like tactile materials [15], [16], [17] and ultra-stretchable capacitive sensors [18], [19] have been developed. These materials are largely useful for proprioreception of soft robots [18] or soft exoskeletons [15], [16], but their low-dimensional signals are insufficient for relaying contact area information. While it has been shown that richer contact information can be extracted from much lower-dimensional tactile signals [20], achieving this requires sophisticated modeling of the sensor as well as an extensive dataset relating raw signals to known geometric values.

Recent developments in optical image-based soft tactile sensors decouple the soft interface from the sensing mechanism, thereby achieving both high deformability and high contact resolution. Examples of such sensors include FingerVision [21], GelSight [22], TacTip [4], SOFTcell [7], and SoftBubble [23]. In particular, the SOFTcell design incorporated both optical sensing and pneumatic actuation. Specifically, SOFTcell consisted of an elastic hemispherical membrane, which was imaged from within by an RGB camera and modulated in stiffness via pneumatic pressurization. This design enabled the sensor to be used as a controllable stiffness tactile device and explored the inherent sensing-action duality. Similar designs that use depth sensing to image the membrane were later developed in [8] and [23]. This work modifies the design of SOFTcell [7] for ease of manufacture, integration, and use with a robotic arm. We aim to use its controllable variable stiffness to enable high resolution contact imaging as well as measure deformable object stiffness.

B. Tactile Perception of Deformable Objects

One particular advantage we would like to exploit with the variable-stiffness image-based hand design is that it allows for high-resolution contact geometry and stiffness estimation of a wide range of deformable objects. Conventional tactile sensors often enable measurements for one or the other, but rarely both. This is because stiffness estimates are typically made by measuring the displacement of a probe upon application of a known force [24], [25], active palpation [14], or via piezoelectric resonance [26], [27], which inherently are low-dimensional signals and cannot replicate the rich geometric information available in image-based sensors. Meanwhile, soft optical tactile sensors, while able to image high-dimensional contacts, are typically only capable of sensing a small range of stiffnesses before deforming the object itself. For example, a soft optical tactile sensor called GelSight was used to estimate the hardness of several objects via active palpation [22]. However, the authors note that estimates of hardness are more accurate when the object hardness is close to the hardness of that of the sensor. Because the GelSight is a gel-filled tactile sensor, its elastic membrane has fixed stiffness and thus its sensitivity is limited to a narrower range of deformable objects. This work aims to address this limitation by enabling the elastic interface to vary in stiffness.

C. Manipulation of Deformable Objects

This work makes use of StRETcH’s variable-stiffness to manipulate deformable objects into a desired shape. Deformable object manipulation can be categorized into the manipulation of deformable linear objects, planar or cloth-like objects, and solid objects [1]. Examples of linear object manipulation include rope manipulation [28] and knot tying [29], while planar object manipulation includes the folding of paper [30] or cloth [31], [32].

StRETcH was designed for the manipulation of solid deformable materials such as clay or foam. Prior work in solid deformable object manipulation depended primarily on image-based feedback. For example, in [33], [34], a bilateral manipulator uses features extracted from a stereo-camera and an estimation of deformation properties to shape unstructured soft objects like foam into desired two-dimensional shapes. The authors in [35] take a sensor-less approach by designing a unique morphing skin that wraps around sculptable materials like clay to deform the material. In [36], the authors pair a depth sensor with a force sensor attached to a rigid roller to flatten pizza dough into a circle. StRETcH incorporates a soft morphing skin as in [35] while maintaining a sense of contact force, as shown in [36]. When deforming solid materials, tactile sensing plays a large role in determining the shape and hardness of an object, making StRETcH appropriate for such applications.

III. System Design

A. Design and Fabrication

StRETcH is comprised of an Intel RealSense Depth Camera SR305 and a flat silicone membrane attached to a Robotiq 2-Finger Adaptive Robot Gripper, which are both fixed to a Universal Robot UR5 robotic arm (see Figure 1). The parallel-jaw gripper serves as the stretching mechanism for the membrane as it varies its gripper throw and can stretch the membrane up to \( x = 80\text{mm} \) past its original length (see Figure 2). The silicone membrane was manufactured by pouring platinum-catalyzed EcoFlex 50 Silicone into a flat mold, which produced a 100mm \( \times \) 90mm \( \times \) 2mm rectangular...
membrane. Velcro was sewn onto strips of cloth that were embedded into the sides of the silicone during the curing stage. The silicone membrane was attached to 3D-printed gripper finger mounts with velcro.

B. Contact Estimation

To interpret the deformations of the membrane captured by the depth sensor, we must first understand that the membrane surface can be categorically divided by its deformation state. Specifically, we follow the classification defined in [8] to segment the membrane into the following categories based on the estimated curvature at each point:

(a) Undeformed: the membrane lies flat at its initial depth and is assumed to not be in contact with the object.
(b) Deformed but not in contact: the membrane is deformed but not convex along either axis of the 2D depth image.
(c) Deformed and in contact: the membrane is deformed and is convex in either axis of the depth image.

The segmentation of category (c) points enables estimation of contact area and geometry, as shown in red in Figure 2. Segmentation is based off of the proposed algorithm in [8], which assumes that the object in contact with the membrane is flat or convex, and the contact area of the object is larger than a single surface element of the membrane.

Under these assumptions, membrane segmentation begins by first isolating the membrane in the depth image. This is done by using a box mask that depends on the width of the gripper throw. The depth image points corresponding to the membrane are projected into 3D and transformed into coordinates relative to the membrane plane when it is flat and undeformed. Normal vectors are then estimated from the 3D point cloud of the membrane. These normal vectors and points are used to calculate curvature at each point. Let depth image pixel (i, j) have 3D coordinates $\mathbf{p}(i, j)$ and normal vector $\mathbf{n}(i, j)$. Local curvature signals $K_i$ and $K_j$ along the $i$ and $j$ directions, respectively, can then be estimated at each depth image pixel using the method presented in [37]:

$$K_i(i, j) = \langle \hat{p}(i+1, j) - \hat{p}(i-1, j), \hat{n}(i+1, j) - \hat{n}(i-1, j) \rangle$$

$$K_j(i, j) = \langle \hat{p}(i, j+1) - \hat{p}(i, j-1), \hat{n}(i, j+1) - \hat{n}(i, j-1) \rangle$$

(III.1)

If a curvature signal is positive, the point is locally convex in that direction; if it is negative, it is locally concave. Thus, 3D points are categorized as in contact with the object if they exhibit sufficiently high curvature in either direction. Additionally, any points lying above the plane of these points are also considered to be in contact with the object, thus accounting for contacts with flat-faced objects.

IV. Model

The StIREtCH membrane becomes more rigid as it is stretched. Characterization experiments show that the mechanical response of StIREtCH is a function of the internal strain state of the elastic membrane, caused by uniaxial stretching from the gripper and transverse loading and displacement of the membrane from the object in contact, which depends on the contact geometry and depth of indentation.

The mechanics of Neo-Hookean membranes are complex and nonlinear, and, to the best of our knowledge, there does not exist an explicit model that calculates the mechanical response of a uniaxially stretched Neo-Hookean membrane under contact with elastic objects of varying geometries. There exist models for spherical [38], [39], [40] and cylindrical [41], [42] rigid indentation of stretched membranes, although these membranes are omnidirectionally stretched and our experimental data does not match their power laws. Recently, numerical simulations present an alternative to explicit models to, for example, calculate the strain due to uniaxial stress on rectangular sheets of rubber [43], [43]. However, numerical simulation is often too slow for real-time robotic use.

Instead, we borrow and revise from prior work [7], [44] the idea of modeling the membrane as an equivalent linearly elastic solid half-space subject to the same contact conditions. This model is not meant to represent the internal strains of the membrane, but rather, we adopt it as a template to express StIREtCH’s varying stiffness. We imagine that this equivalent half-space has an associated elastic modulus, which we refer to as the effective modulus $E^*$, to approximate the mechanical response of the membrane at its different stretch states.

Hertz contact theory [45] relates the load force $F$ and indentation depth $\delta$ for frictionless contact between:

1) an elastic half-space and an elastic sphere:

$$F = \frac{4}{3}(\delta^3 R)^{1/2}(1 - v^2) \left( \frac{1 - \nu^2}{E^*} + \frac{1 - \nu_o^2}{E_o} \right)^{-1}$$

(IV.1)

2) an elastic half-space and a rigid cylinder

$$F = 2\pi R \delta E^*$$

(IV.2)

3) an elastic half-space and a rigid cone

$$F = \frac{2\delta^2}{\pi(1 - v^2 + \tan(\theta))^2} E^*$$

(IV.3)

where $R$ is the radius of the sphere and cylinder, $\theta$ is the angle between the conical surface and the elastic surface, and $E^*$ and $\nu$ are the effective elastic modulus and Poisson’s ratio of the half-space. We use the Poisson’s ratio of ideal rubber (0.5) for $v$, $E_o$ and $\nu_o$ are the elastic modulus and Poisson’s ratio of the elastic sphere, but in characterization experiments, the indenters are rigid, so it is assumed that $E^* << E_o$. Characterization experiments measure the mechanical response of the membrane against all three basic geometries and in various stretch states and indentation depths. All contact loads are centered, transverse, and normal to the membrane surface. Despite mechanical differences between elastic membranes and half-spaces, this simplified representation enables fast and empirically accurate load force estimations (Section V-C).

V. Experimental Characterization

A. Variable Stiffness

To characterize the varying stiffness of StIREtCH under different contact conditions, we measured the contact force of a rigid hemisphere, cylinder, and cone, as well as rigid hemispheres with different diameters, on the membrane at various uniaxial stretch states ($\chi$) and indentation depths ($\delta$).
A clamped ATI Axia80 EtherNet Force/Torque (F/T) sensor was used for force measurements, and 3D-printed probes of hemispheres, cylinders, and a cone were attached to the F/T sensor through friction coupling with a 3D-printed interface. The UR5 robot was commanded to press the membrane into the probe up to 15mm in depth in the z-axis of the F/T sensor, with 1mm steps, generating a vector of indentation depth to force data pairs. This was repeated 5 times each for 7 total stretch states, from zero applied tension to a Cauchy strain of 0.8 (the membrane was stretched up to 60mm beyond its original length). The dots in Figure 3 correspond to the force data measured at each contact condition.

Using equations from Section IV, an effective modulus ($E^*$) was fit for each stretch state to the pairs of force to indentation depth data. The calibrated model with the estimated effective modulus is shown as the solid lines in Figure 3. As shown in graphs (a)-(d), the resulting model adheres closely to the real data. Deviations occur for small indentations, but past 3mm indentations, the model performs well, especially under the condition of spherical and conical contact. Additionally, Figure 3(d) shows that as the contact area increases, the load force increases as well. Finally, the averaged estimated effective moduli $E^*$ (in kPa) at each stretch state for the different scenarios (contact area and geometry) were plotted in Figure 3 (e) and (f), respectively. As shown in both graphs, the effective moduli monotonically increase in the operating region, which demonstrates that StRETcH indeed does have variable stiffness. The cylindrical and hemispherical data also show low variance over 5 trials, demonstrating that this variable stiffness is reasonably repeatable and controllable.

B. Contact Estimation Sensitivity

In addition to characterizing StRETcH’s variable stiffness, membrane indentation experiments were also performed to quantify the sensitivity of StRETcH in measuring contact geometry (see Section III-B). Five right circular cylinder probes were used in this characterization, ranging from 10mm to 30mm in diameter. For each cylinder, the UR5 was again commanded to press the membrane into the probe up to 15mm, in the direction of the length of the cylinder, for the 7 stretch conditions characterized in the prior section. The error in estimated diameter along the $i$ and $j$ directions were calculated for each scenario and depicted in Figure 4.

As shown in Figure 4(a), the sensor is capable of sub-millimeter accuracy when estimating contact of the varying circular faces. However, this level of sensitivity arose under specific contact conditions. Figures 4(b) and (c) visualize the diameter error for the 20mm cylinder under different indentation depths and stretch distances in the $i$ and $j$ directions. As shown in these two plots, in general, the high-sensitivity region corresponds to larger indentation depths and lower stretch states. The high-accuracy region improved with decreasing diameter, since larger flat contact areas resulted in lower curvatures registered by the contact estimation algorithm. Indentation depths of less than 2mm tended to perform poorly for all five cylinders. Furthermore, it appears that the more the membrane is uniaxially stretched, the greater the indentation depth is needed to achieve sub-millimeter accuracy. This matches the intuition that the stiffer the membrane is, the greater the force necessary for the membrane to conform to the geometry.

C. Estimating Load Force from Estimated Contact

The above characterization experiments present StRETcH as a multimodal system: at low stretch states, the hand has
This enables estimations of $E^*$ over five trials. The vertical line denotes corresponding effective moduli for an estimated spherical contact with radius $R^*$. A logarithmic function is fit to the corresponding points lying on the vertical line $2R^*$ in plot (a). The fitted function estimates $E^*$ given the stretch distance $x$ for the particular geometry of radius $R^*$. (c) Generated $\delta$ vs. $F$ functions for the specific radius $R^*$.
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**Fig. 5:** (a) Alternative visualization of Figure 3(e). Negative exponential curves are fitted to the datapoints (which are the average $E^*$). The vertical line denotes corresponding effective moduli for an estimated spherical contact with radius $R^*$. (b) A logarithmic function is fit to the corresponding points lying on the vertical line $2R^*$ in plot (a). The fitted function estimates $E^*$ given the stretch distance $x$ for the particular geometry of radius $R^*$. (c) Generated $\delta$ vs. $F$ functions for the specific radius $R^*$.

high sensitivity to contact geometry, and higher stretch states enable greater contact forces. Here, we examine the accuracy of load force estimation given the estimated contact geometry at a particular indentation depth $\delta$ and stretch distance $x$.

Let us consider contact with a rigid spherical object that has an estimated radius of $R^*$. To estimate the contact force of StRETcH with the object, we need to derive a model of $E^*(x)$ for the specific radius $R^*$. First, note that the datapoints in Figure 3(e) can be equivalently represented as in Figure 5(a). For each stretch distance, a negative exponential curve is fit, where each curve is a function of the contact diameter. This enables estimations of $E^*$ for a particular contact radius $R^*$ at different stretch distances. A logarithmic function can then be fit (see Figure 5(b)) to model $E^*$ for different stretch distances $x$, given the estimated radius $R^*$. Load force $F^*$ is thus estimated by plugging $E^*$, $R^*$ and $\delta$ into Equation IV.1. Figure 5(c) shows $\delta - F$ curves for $R^*$ and various values of $x$, which are generated using the model in Figure 5(b).

We tested the accuracy of estimating $F^*$ given the estimated radius $R^*$ with leave-one-out cross-validation. Specifically, using four of the five curves in Figure 3(e) to fit the model for $E^*$ given $x$ and $R^*$, we tested the accuracy of the estimated $F^*$ against ground truth for indentations of the left-out data. On average, the estimated load force had an error of 0.023 ± 0.011N, which is less than 1% of the total range of the operating region. Thus, using the model in Section IV, StRETcH’s mechanical response can be estimated given contact conditions and stretch state.

VI. EXPERIMENTS

A. 3D reconstruction of deformable and clear objects

To demonstrate the capabilities of StRETcH as a tactile hand, we first used it to reconstruct the geometry of several objects. As shown in Figure 6, StRETcH was capable of reconstructing the contact of several basic geometric shapes as well as soft enough to conform to highly deformable material such as paper and wire. When contact is made, the 3D points associated with the estimated contact area are transformed into the robot world coordinates. As the robot moves to collect a new observation through StRETcH, the object point cloud is updated with every new contact. This allows for the reconstruction of “multi-view” objects such as the wire circle. For this section, the robot was jogged to multiple positions if necessary (e.g., for the larger objects such as the wooden bridge, snowman, and wire objects). The membrane was kept at its lowest stretch state (zero applied tension) to maintain its high sensitivity and conformability in the case of encountering a deformable object.

The 3D reconstructed geometries match closely to the corresponding objects. From the wooden objects, it is clear that the membrane, at its low stretch state and indentation depth, causes the estimated geometry to be smoother, rounding out the corners and edges of the shapes. However, the dimensions of the contacts are within 2 mm of error from the real dimensions. The glass snowman, which would normally not be imaged properly through traditional vision, is found to have three domes. The paper 3D objects are imaged with accurate reconstruction, and, despite making contact with StRETcH, the heights of the paper objects are maintained, with an error of 3 mm. Finally, the robot collected multiple viewpoints of the highly deformable wire circle and triangle, reconstructing the original wire geometry.

B. Estimation of deformable object stiffness

This section demonstrates how StRETcH actively interacts with a deformable object to estimate its stiffness. Four balloons were filled with approximately the same volume of air, water, a mixture of water and chia seeds, and chia seeds. When water and chia seeds combine, the mixture becomes very viscous relative to water. Qualitatively, the air balloon was the least stiff, followed by water, chia pudding, and chia seeds. Each balloon was fixed inside a cup so it would not move during palpation experiments. The exposed portions of the balloons were approximately hemispherically shaped.

To estimate stiffness, the robot algorithm begins by estimating the radius of the balloon. This is done using the lowest stiffness regime of StRETcH, which, as shown in Section V-B, has greater sensitivity to geometry due to high conformability under zero uniaxial strain. The robot takes note of the balloon’s height and presses StRETcH’s membrane into the balloon up to 10mm. After observing the contact at 10mm, a sphere is fit to the estimated contact points. Estimating the geometry is necessary, as Figure 3(e) shows that the effective modulus $E^*$ varies with the contact area.

The robot proceeds to increase its stretch state incrementally and continues pressing the membrane into the balloon until the height of the balloon is sensed to have dropped below a certain threshold from its original height. We set this to 1.5mm as sensor noise was on the order of ±1mm. At this point of deformation, the force $F^*$ exerted by the membrane onto the deformable balloon can be calculated using the fitted model described in Section V-C.

A proxy for stiffness in N/mm is then determined. Approximating the object as an elastic body with one degree of freedom, the stiffness is calculated by dividing $F^*$ by the deflection of the balloon under the membrane’s imposed force. As shown in the upper table of Figure 7, StRETcH is capable of repeatably estimating the stiffness of a wide range of substances. Note that, although these are technically proxy values for stiffness due to the simplified representation of the
balloons, the estimated values are sufficient for differentiating between materials within this range.

Finally, Section V-C’s model can be used to improve the robot’s active sensing capabilities. The lower plots of Figure 7 display example indentation depth (δ) to load force (F) curves at different stretch states (x), with higher curves corresponding to higher stretch states. The red lines denote the indentation depths and stretch states explored until a deformation is sensed for that particular object. As shown in the plots, if no deformation is sensed by StRETcH before the membrane is stretched any further, the model can be used to calculate the indentation depth to begin palpation for the next stretch state such that the force applied by the membrane is monotonically increasing until the deformation is sensed. This demonstrates that StRETcH can incorporate the model to actively adjust during system identification of the object in question.

C. Rolling a piece of dough and forming a sphere

We conclude with a demonstration of the use of StRETcH to form a cookie out of Play-Doh by rolling the dough until it forms a sphere and then pressing it into the shape of a cookie. This task necessitates three different stiffness regimes of StRETcH: (1) low stiffness to measure the geometry of the object; (2) medium stiffness to match the estimated force necessary to deform the object when rolling it; and (3) high stiffness to compress the dough ball into a cookie.

First, the algorithm presented in Section VI-B is used to estimate the force necessary to deform the piece of dough. StRETcH adjusts its stretch state to reflect the estimated stiffness given the current geometry of the dough formation. The UR5 proceeds to then roll the dough in a circle, checking the height of the object in parallel at 1Hz. When the standard deviation of the last ten observed object heights is less than 1mm, the robot stops rolling the piece of dough and assumes it is now a sphere. The high conformability of StRETcH enables tracking of the dough ball’s height while providing enough stiffness to deform the dough during rolling. Furthermore, while traction resulting from tangential motions applied to the dough with large indentation depth is not modeled, these additional forces contribute in shaping the dough. Finally, StRETcH engages its highest stiffness by stretching to its maximum width and pressing down onto the dough to form a cookie. If the dough was successfully shaped as a sphere, the cookie would be round. The circularity, or $\frac{4\times\text{area}}{\text{perimeter}^2}$ of each cookie was calculated, with 0.785 and 1 corresponding to a perfect square and circle, respectively. As shown in Figure 8, StRETcH successfully shaped the cookies (with average circularity of 0.888) from cubes of dough.

VII. CONCLUSIONS

In this work, we presented a Soft to Resistive Elastic Tactile Hand called StRETcH. Modifying the design of the tactile sensor developed in [7], [8], StRETcH consists of an easily-manufactured membrane that is imaged by a depth sensor and uniaxially stretched by a parallel-jaw gripper. Contact
geometry estimation using StRETcH can exhibit as low as sub-millimeter accuracy, and StRETcH can reconstruct the geometry of deformable objects such as paper cubes and wire shapes. The new actuation design enables controllable effective modulus from 4kPa to 9kPa. With a calibrated model of the mechanical response of StRETcH, errors in estimated contact forces are on average less than ±0.025N. Furthermore, by modulating its stiffness, StRETcH was able to efficiently estimate a proxy stiffness for balloons filled with different materials. We concluded with a demonstration of StRETcH working in three different stiffness regimes to 1) estimate the geometry of a piece of dough, 2) deform the dough during rolling, and 3) press the dough ball into a cookie shape.

This work demonstrates new capabilities of variable stiffness soft tactile hands, and future work aims to improve on the design and modeling of StRETcH as well as to develop more efficient algorithms for manipulating solid deformable objects. First, the stiffness of StRETcH (and therefore the exerted force) is upper-bounded due to the thickness of the membrane and the maximum allowable stretch from the robotic gripper. Future designs of the sensor will focus on exploring new materials that have a larger range of stiffness when stretched (e.g., reinforcing the membrane with flexible fibers) and designing new mechanisms for uniaxial stretching that could miniaturize StRETcH onto an individual robotic finger for more dexterous in-hand manipulation. Furthermore, while the Hertz contact model approximation was shown to fit the experimental data quite closely, we fully acknowledge that a membrane is mechanically quite different and much more complex than an elastic half-space. Therefore, more physically-accurate modeling may be done by pairing state-of-the-art numerical simulation of membranes such as in [46] with a learning-based approach presented in [20] to estimate the contact force and stiffness of an object from contact geometry and the stretch state of the sensor. One could also imagine using a highly stretchable sensing skin such as in [18] to directly sense the internal strain of the membrane, which, paired with numerical simulation, could potentially make more accurate predictions of contact forces. Finally, StRETcH was able to roll a block of dough into roughly a sphere, but each roll-out required on average ten minutes, with some lasting up to twenty. Future work explores using reinforcement learning techniques with StRETcH to efficiently shape dough into different desired geometries.
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