Improving Non-Autoregressive Machine Translation via Autoregressive Training

Shuheng Wang¹, Shumin Shi²*, Heyan Huang² and Wei Zhang³

¹ School of Computer Science and Engineering, Nanjing University of Science and Technology, Nanjing, Jiangsu, 210094, China
²School of Computer Science and Technology, Beijing Institute of Technology, Beijing, Beijing, 100081, China
³Pingan Life Insurance Company of China, Shenzhen, GuangDong, 518000, China

*Corresponding author’s e-mail: bjssm@bit.edu.cn

Abstract. In recent years, non-autoregressive machine translation has attracted many researchers’ attentions. Non-autoregressive translation (NAT) achieves faster decoding speed at the cost of translation accuracy compared with autoregressive translation (AT). Since NAT and AT models have similar architecture, a natural idea is to use AT task assisting NAT task. Previous works use curriculum learning or distillation to improve the performance of NAT model. However, they are complex to follow and difficult to be integrated into some new works. So in this paper, to make it easy, we introduce a multi-task framework to improve the performance of NAT task. Specially, we use a fully shared encoder-decoder network to train NAT task and AT task simultaneously. To evaluate the performance of our model, we conduct experiments on several benchmark tasks, including WMT14 EN-DE, WMT16 EN-RO and IWSLT14 DE-EN. The experimental results demonstrate that our model achieves improvements but still keeps simple.

1. Introduction

Neural machine translation (NMT) has achieved a great success in recent years [1,2,3]. According to diverse types of inference, NMT can be divided into two types: Autoregressive translation (AT) and Non-autoregressive translation (NAT). AT models generate the target tokens one-by-one from left to right [1,2]. This decoding method simplifies the translation process and achieves state-of-the-art performance, but it is often censured for its high decoding latency [4]. In contrast, NAT models significantly speedup the inference stage, which simultaneously generate the target tokens [4,5,6]. However, NAT models suffer from the low translation accuracy.

In recent years, many works have been done to explore the relations between NAT models and AT models. For examples, Guo [7] used curriculum learning to finetune AT model to transfer knowledge from AT model to NAT model. And Liu [8] similarly used curriculum learning to explore the task-level transferring from AT model to NAT model. While these works improve the performance of NAT models, these works are complex and difficult to be integrated into some recent works. Meantime, Hao [9] used a NAT-AT multi-task framework with shared encoder to strengthen capability of encoder. Their method is easy to follow, but the number of parameters in their model is more than vanilla NAT model.

Inspired by these works, in this paper, we proposed a fully shared multi-task NAT-AT model. Different from [9], we use a fully shared encoder-decoder framework for NAT task and AT task,
where AT task can be seen as the auxiliary task. In this way, the linguistic knowledge learned by AT task can directly guide the learning process of NAT model. To verify the performance of our proposed method, we conduct experiments on WMT14 EN-DE, WMT16 EN-RO and IWSLT14 DE-EN tasks. And the results demonstrate that our model can significantly improve the performance of vanilla NAT model. Meantime, to proved that our model can be easily migrated to recent works, we also implement our method on DCRF-NAT [10].

2. Related Works
In this section, we will describe our related works. Firstly, we will introduce the related works about NAT models. And then, we will describe the multi-task learning used by us.

2.1. Non-autoregressive Translation
Typically, given a source sentence \( X = \{x_1, x_2, \ldots, x_n\} \), autoregressive machine translation maps the source sentence into hidden representations \( h_X \). Based on \( h_X \), AT model generates the target sequence \( Y = \{y_1, y_2, \ldots, y_n\} \) word by word from left to right [1,2,3]. While AT model is easy and achieves state-of-the-art performance, it suffers from the high inference latency. To reduce the decoding latency, NAT model has been introduced [4]. Different from the AT model, NAT model generates target sequence in one-shot, which can significantly reduce the inference latency. But the translation accuracy of NAT model is still worse than AT model. Recently, some works has been introduced to improve the performance of NAT models [5,6,10]. Meantime, some researchers begin to study the relations between the NAT model and AT model and have introduce some works based on curriculum learning to shift the knowledge from AT model to NAT model [7,8,9,17]. While these methods achieve some improvements, they are too complex to be integrated into some recent works. Different from that, in this work, we introduce a multi-task fully shared encoder-decoder framework to training NAT model and AT model.

2.2. Multi-Task Learning
Multi-task learning [11] has been widely used in NLP tasks. And in recent years, multi-task learning also has been adapted in AT tasks. For example, Garg [12] used multi-task learning to generate the target sequence and extracted the alignments between the source sentence and target sentence. In this work, based on multi-task learning, we will learn NAT model and AT model simultaneously.

Noted that, our work is very related to [9]. The key difference is that they only use a shared encoder, but we use a fully shared encoder-decoder network. They use AT task to strengthen the capability of encoder. Besides that, our work use AT task to help the NAT model learn the sequence information. In additional, the number of parameters used in [9] is more than our method.

3. Method
In this section, we will describe the method used in our work.

3.1. Model Architecture
The model architecture used in our model is identical with the vanilla model [4]. And the model consists of two sub networks: encoder and decoder. The parameters used in encoder and decoder are
shared between NAT model and AT model. Due to the fully shared parameters, the model, itself, cannot distinguish which is NAT task or AT task. So, we use different mask to help the model distinguish NAT task and AT task. As shown in the Figure 1, the yellow color denotes “1” and white denotes “0”. The left figure is a causal mask and used for AT task to learn target sequence from left to right. And the right figure denotes bidirectional mask, and the model can see all words, which is used for NAT task. The NAT task and AT tasks are trained simultaneously by multi-task framework described in next section.

3.2. Multi-Task Optimizing

To train our proposed method, we define the loss function of our method $\mathcal{L}$ as follows:

$$\mathcal{L} = \mathcal{L}_{\text{NAT}} + \lambda \mathcal{L}_{\text{AT}}$$  \hspace{1cm} (1)

where, $\mathcal{L}_{\text{NAT}}$ is the loss function of NAT task. Similarly, $\mathcal{L}_{\text{AT}}$ is the loss function of AT task. The final loss function is the addition of $\mathcal{L}_{\text{AT}}$ and $\mathcal{L}_{\text{NAT}}$. $\lambda$ is a hyper-parameter to balance the performance of NAT task and AT task. Noted that $\lambda$ should be less than 1. If $\lambda$ is greater than 1, the model may not be converged.

3.3. Training and Inference

During training, given a bilingual sentence pair $(X, Y)$, we feed the sentence pair into NAT model and AT model separately. Then, we calculate the loss of NAT model and AT model separately, and get the final loss by the Equation. 1. Due to the fully shared parameters, the model finally can learn the sentence distribution from NAT task and AT task. During inference, we only focus on the NAT model, and throw AT model aside. So, the decoding speed of our model is equal to the vanilla NAT model.

| Model                              | WMT14 EN-DE | WMT16 EN-RO | IWSLT14 DE-EN |
|------------------------------------|-------------|-------------|---------------|
| Autoregressive Models              |             |             |               |
| Transformer [1]                    | 27.30       | 34.16       | 32.99         |
| Non-Autoregressive Models          |             |             |               |
| Vanilla-NAT [4]                    | 17.69       | 26.22       | /             |
| Vanilla-NAT (NPD100)               | 19.17       | 29.79       | 24.21         |
| FCL-NAT [7]                        | 21.70       | /           | 26.62         |
| TCL-NAT [8]                        | 21.94       | /           | 28.16         |
| Hint-NAT [17]                      | 21.11       | /           | 25.55         |
| Multi-Task-Shared-Encoder [9]      | 21.05**     | /           | /             |
| Ours                               |             |             |               |
| Multi-Task-Full-Shared             | 21.98       | 27.37       | 29.04         |

4. Experiments

To evaluate the performance of our method, we compare the performance of our method with our models using AT task as assistance. In this section, we will describe the settings and results of our experiments.

4.1. Datasets and Settings

**Datasets:** To evaluate the performance of our model, we conduct experiments on three benchmark translation tasks: WMT 14 EN-DE, WMT16 EN-RO and IWSLT 14 DE-EN. They consist of 450M, 610K and 160K bilingual sentence pairs, respectively. After tokenizing the sentence into words with

1 In this work, we don’t compare the performance of our model with NPD. And the results of other models except vanilla NAT model also are reported without NPD.
script provided by Moses\(^2\). We tokenize the word into sub-unit words using BPE [13]. For WMT tasks, we use a vocabulary with size 32k shared by the source and target language. For IWSLT task, we set the vocabulary size as 10k.

**Settings:** Following the previous works [4,7,8], we use Transformer-small (n\_layer=5, n\_embed=256, n\_hidden=512, and n\_head=4) for IWSLT14 task. For WMT task, we use Transformer-base (n\_layer=6, n\_embed=512, n\_hidden=2048, and n\_head=8) as the settings. We use Adam [14] as our optimizer to train all models. We train our models on 8/1 Nvidia Tesla V100 GPUs with batch size 8000 for WMT tasks and IWSLT task respectively. We train the model for 300k steps and create the final model by averaging the 5 best checkpoints. Due to the critical importance of sequence-level distillation [4], we also use distilled corpus as the train sets. In additional, we use BLEU [15] as the metric to evaluate the performance of our model.

4.2. **Main Results**

We show the main results of our model in the Table 1. Compared with vanilla NAT model, our model achieves significant improvements by a large margin. Especially, compared with vanilla NAT model, our model obtains 5.0+ and 1.0+ bleu scores on WMT 16 EN-RO and IWSLT 14 DE-EN tasks, which can demonstrate that with the assistance of AT task, NAT model can obtain better performance. Although our method achieves comparable results with FCL-NAT and TCL-NAT, our method is easier to implement and be incorporated into recent works.

In additional, our model has the same architecture with vanilla NAT model. And the autoregressive feature mainly lies on the causal mask. So, in this way, the decoding latency will not be affected and will be consistent with vanilla NAT model.

Compared Multi-Task-Shared-Encoder, which is related to us, what should be noted is that Multi-Task-Shared-Encoder only shares the encoder and adds an external decoder for AT task. So, during training, Multi-Task-Shared-Encoder will increase the numbers of parameters. Our model does not increase the number of parameters but achieves better performance.

4.3. **Incorporating Into Recent Work**

Compared with curriculum learning based model, our model can be easily incorporated into recent works. And in this work, we also fuse our model with DCRF-NAT [10]. Meantime, to evaluate our model with DCRF, we conduct experiments on IWSLT 14 DE-EN task. And we show the results on the Table 2.

| Model                     | BLEU  |
|---------------------------|-------|
| Vanilla NAT (NPD100)      | 24.21 |
| DCRF-NAT [10]             | 27.44 |
| Multi-Task-Fully-Shared   | 29.04 |
| +DCRF                     | 29.58 |

From Table 2, we can observe that our method can be easily incorporated into recent works and can continue to improve the performance. We can see that our model with the assistance of AT task can obtain better result than DCRF-NAT. If adding DCRF on our method, our method can achieve about 2.0+ BLEU scores than DCRF-NAT, which demonstrate the capacity of our method.

4.4. **Effect of Sequence Length**

In this section, we analysis the impact of our method on different target length. We divide the sentences according to their length, and calculate the performance of our method on them. We show the results on the Figure 2.

\(^2\) [https://github.com/moses-smt/mosesdecoder](https://github.com/moses-smt/mosesdecoder)
From Figure 2, we can see that our method can improve the performance on various length. Although the performance of our method and vanilla NAT achieves similar performance on the bucket length less than 10, our method achieves better results when the length is greater than 10. Compared with vanilla NAT, with the assistance of AT task, our method has a better performance oppositely, which exactly proves that autoregressive training can improve the performance of non-autoregressive machine translation.

Figure 2: The performance of different length buckets on IWSLT14 DE-EN valid test

4.5. Effect on Repetitive words
In the previous works [4,16], the issue of repetitive words is a huge important factor which significantly reduces the performance of NAT models. So, in this section, we conduct an analysis of effect of method on reducing the repetitive words on IWSLT 14 DE-EN validation set. And we show the results on the Table 3.

Table 3: The average repetitive words on IWSLT 14 DE-EN validation set

|         | Vanilla-NAT[1] | NAT-REG[16] | Mask-Predict[6] | Ours |
|---------|----------------|-------------|-----------------|------|
|         | 2.30           | 0.90        | 0.48            | 0.02 |

From Table 3, our method can significantly reduce the number of repetitive words compared to vanilla NAT model. Our method even generates fewer repetitive words than NAT-REG, which adds a regularization to reduce the repetitive words. Even compared with iterative-refine base model Mask-Predict, our model still achieves a better performance on reducing the number of repetitive words. The results also demonstrate the performance of NAT model can be improved by the assisting of AT model.

5. Conclusion
In this work, to improve the performance of NAT, we proposed a multi-task fully shared framework to improve the performance of NAT models. Especially, we use a fully shared encoder-decoder for AT task and NAT task, and multi-task training to train AT model and NAT model synchronously. During training, the knowledge learned by AT model can effectively assist the learning process of NAT model. We conduct experiments on three benchmark tasks, and the results demonstrate that with the assistance of autoregressive training, the performance of non-autoregressive model can be significantly improved. To exploring the expandability of our model, we will incorporate more recent works into our model for future work.
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