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Abstract—Ergonomics and human comfort are essential concerns in physical human-robot interaction applications. Defining an accurate and easy-to-use ergonomic assessment model stands as an important step in providing feedback for postural correction to improve operator health and comfort. Common practical methods in the area suffer from inaccurate ergonomics models in performing postural optimization. In order to retain assessment quality, while improving computational considerations, we propose a novel framework for postural assessment and optimization for ergonomically intelligent physical human-robot interaction. We introduce DULA and DEBA, differentiable and continuous ergonomics models learned to replicate the popular and scientifically validated RULA and REBA assessments with more than 99% accuracy. We show that DULA and DEBA provide assessment comparable to RULA and REBA while providing computational benefits when being used in postural optimization. We evaluate our framework through human and simulation experiments. We highlight DULA and DEBA’s strength in a demonstration of postural optimization for a simulated pHRI task.

I. INTRODUCTION AND MOTIVATION

Improving workplace ergonomics and reducing the risk of work-related musculoskeletal disorders (WMSDs) has been the focus of researchers for many years [1,2]. High rates of injuries in industry [3] further motivates these studies. The industry 4.0 and 5.0 initiatives [4,5] and the development of collaborative workplaces where smart agents (e.g., robots [6]) physically collaborate with humans to perform different types of tasks, highlights the growing importance of human comfort and ergonomics in physical human-robot interaction (pHRI). Moreover, the fact that smart agents share a physical interaction point with the operator provides the opportunity to develop novel technologies for those agents to consider human comfort in their behaviors.

A common and practical solution to improve workplace ergonomics is to perform risk assessments and analyze human comfort during task execution. Ergonomists usually focus their analysis on the worst posture achieved during the task by taking measurements of the worker’s posture onsite or from recorded images or videos. They normally use risk assessment tools [7] to assess the task and provide intervention and improvement in forms of user training [8], workstation modification [9] or task rotation [10]. However, in most cases, it is not possible to have an ergonomist present during the task to perform a comprehensive risk assessment, which results in missing events or only partial understanding of awkward postures. In addition, these sampling strategies lead to failures in detecting the most hazardous combinations of force and posture, increasing the inaccuracy of an assessment. Finally, although postural correction by ergonomists generally helps reduce the risk of injuries, in many cases, the corrections are sub-optimal or tailored to specific task requirements, which might not generalize across task variability.

To provide a solution for the above issues, we previously introduced a framework for an ergonomically intelligent teleoperation system in [11], which includes smart and autonomous posture estimation, postural ergonomics assessment, and postural optimization. Fig. 1 visualizes our proposed framework. As a first step to realizing this system, we investigated a new approach for posture estimation in teleoperation relying solely on sensing from the leader robot [12]. Although, our implementation focused on teleoperation, it can be extended to other pHRI tasks with minor modifications. In this paper, we focus on ergonomics assessment and postural optimization in the context of pHRI.

pHRI covers a vast number of applications. To help present our framework, we categorize pHRI tasks into direct physical interaction with the robot (e.g., robotic physical therapy [13]), co-manipulation [14], assistive holding [15], handover [16], and teleoperation [17]. We split teleoperation into three main types: goal-constrained teleoperation (e.g., pick and place with a desired pose for the object), path-constrained teleoperation (e.g., turning a valve where the path to follow is constrained based on the diameter of the valve), and trajectory-constrained teleoperation (e.g., welding or sealing where the operator should follow a reference...
Among all ergonomics risk assessment tools, RULA (Rapid Upper Limb Assessment) [27] and REBA (Rapid Entire Body Assessment) [28] depend most directly on human posture and provide quantitative scores, making them good choices for postural optimization applications. RULA targets the upper body, while REBA assesses the whole body posture of the human. Both models take as input the joint angles of the human and output discrete, integer scores where the higher number indicates the higher risk of WMSDs, i.e. lower human comfort [32]. The interpretation of each score can be found in [27,28]. Van der Spaa et al. provided the only study of directly using risk assessment tools in derivative-free postural optimization [25].

The discrete, step-function like output scores in RULA and REBA [23] prevent its use in gradient-based postural optimization, as the gradient is either 0 or undefined. Based on our experience, using the risk assessment models directly in gradient-free optimization is also time-expensive, as the plateaus often prevent progress toward the optimal global solution. Thus, researchers in pHRI often use computational approximations of ergonomic assessment models to enable gradient-based postural optimizations. As Table I shows, quadratic approximations [16,17,23] make up the standard approach in the literature. However, these approximations deviate far from the scientifically validated assessments, causing uncertainty about their reliability in providing ergonomic assessment and improvement.

In contrast, this paper presents a continuous and differentiable, tight approximation of the fully validated RULA and REBA assessments tools. This enables us to improve both gradient-based and gradient-free optimization using the continuous models. We propose two continuous and differentiable ergonomics models for postural optimization, Differentiable Upper Limb Assessment (DULA) and Differentiable Entire Body Assessment (DEBA) approximating the RULA and REBA survey tools respectively. We build DULA and DEBA as neural network regression models, which train to predict the same output scores as RULA and REBA, from associated human postures. However, DULA and DEBA output continuous, not discrete, values across the assessment range enabling smoother optimization landscapes compared to the non-differentiable models. Furthermore, they provide the gradient of the risk with respect to each joint enabling efficient use in optimization. We show that both models achieve over 98% agreement with RULA and REBA on large scale synthetic datasets. We then investigate the utility of DULA and DEBA to improve both gradient-based and gradient-free postural optimization in pHRI and teleoperation. We provide our models for others use at https://sites.google.com/view/differentiable-ergo.

We organize the remainder of the paper as follows. Section II introduces our framework for postural optimization in pHRI. Section III defines the structure, training, and data generation for DULA and DEBA. We define our ergonomic assessment and optimization experiments in Sec IV and analyze our results in Sec V. We conclude in Sec. VI.
II. POSTURAL OPTIMIZATION IN PHRI AND
TELEOPERATION

In this section, we introduce the problem of postural optimization in PHRI. We focus our presentation on the applications of co-manipulation and teleoperation since they contend with the largest ranges of continuous motions. However, the same problem statement can be extended to other applications with minor modifications. We present the problem formulation with a generic “comfort” objective. We formally define our proposed metrics in Section III.

A. Postural Optimization in Co-Manipulation

In co-manipulation, the robot helps a human to move an object (usually a heavy one) from an initial pose to a desired pose [21]. There is no specific trajectory for the object to follow; the human plans and leads the motion, and the robot follows and provides help carrying the object. Meanwhile, ergonomically intelligent PHRI seeks to find the optimal posture for the human at each instance while holding the pose and velocities at the interaction point close to the current state. Once found, the system will suggest the solution to the human. We call this online postural optimization. We can formalize finding the ergonomically optimal posture with the following optimization problem:

\[
q^*_t = \arg \max_{q_t} \text{Comfort}(q_t) \quad (1)
\]

subject to

\[
\left\| \phi(q_t; \dot{q}_t, \psi) - [z_t; \dot{z}_t] \right\|_2 < \epsilon
\]

\[
q_t \in \text{Range of Motion}
\]

where \( q^*_t \) and \( q_t \) are the optimal posture and current posture at time \( t \), respectively, \( \phi \) is the forward kinematics of the human, and \( \psi \) is the human segment lengths. It is important to note that the optimal posture \( q^*_t \) from (1) for each time step is then suggested to the human to move towards. The human can refuse or accept the correction as much as they desire while completing the task.

B. Postural Optimization in Teleoperation

The main distinction of teleoperation from other PHRI applications is the motion (and force) coupling between the leader and follower robots. The coupling between the two need not be a one-to-one scale and can be paused and resumed during task execution. This enables the teleoperator to disengage the leader robot in the middle of a task in many types of application, reposition their postures (and the leader robot as the result), and resume the teleoperation from a more comfortable posture [22]. The relative position trajectory of the follower robot remains unchanged; however, its velocity trajectory changes due to the pause. The motion scaling also helps keep the teleoperator’s posture in a smaller comfort zone while the follower robot operates in a much wider zone. To use this feature of teleoperation in postural optimization, we customize three postural optimization problems for the three teleoperation problems shown in Fig. 2.

1) Online Postural Optimization: Online postural optimization in teleoperation is very similar to online postural optimization in co-manipulation. The difference is that instead of having initial and goal poses for the shared object in co-manipulation, in teleoperation, we have initial and goal poses for the end-effector of the follower robot (or the object it manipulates). Hence, the ergonomically intelligent system should find the optimal posture of the human at each instance, in which the pose and velocities of the follower robot’s end-effector are not far from the current states, and suggest it to the human. The formulation in (1) works here too, where \([z_t; \dot{z}_t]\) are observed from the leader robot.

2) Initial Postural Optimization: The remote connection between the leader and follower robots makes it possible to start the teleoperation task from any initial human posture and corresponding initial posture of the leader robot without changing the follower robot. We use this feature to propose initial postural optimization for path-constrained and trajectory-constrained teleoperation tasks. In this type of postural optimization, the ergonomically intelligent system can get info about the path (or trajectory) of the task either by observing the human doing the task once, or using inference approaches based on priors on the task objectives (e.g. using object pose estimation techniques to understand the diameter, center, and the rotation axis of a valve to rotate [34]), then calculates the optimal initial posture for the human to start the same task with the same task-space motion for the follower robot. Formally we define the problem

\[
q^*_0 = \arg \max_{q^*_0} \sum_{t=0}^{T} \text{Comfort}(q^*_t) \quad (2)
\]

subject to

\[
\left\| \dot{q}_t^h - J^h(q^*_t, \psi)q^*_t \right\|_2 < \epsilon \quad \forall t \geq 0
\]
where $\ddot{x}_h$ is the recorded or inferred velocity profile of the interaction point during the task, and $J^h_q(q^h_t, \psi)$ is the Jacobian of the human kinematic chain. Here, the superscripts $h, l, f$ refer to human, leader robot, and follower robot, respectively.

3) Postural Optimization by Interface Reconfiguration:
An inherent feature of path-constrained teleoperation is the ability to pause the teleoperation by disengaging the leader and follower robots from each other, move the leader robot to a new position, and resume the teleoperation. This is usually done by a clutch switch placed under the user’s foot. To benefit from this feature, we propose postural optimization by interface reconfiguration. In this case the ergonomically intelligent system suggests to pause the teleoperation and reconfigure the human posture when it detects high-risk postures during a task. When teleoperation is paused, the system calculates a new optimal posture for the human to resume the teleoperation from and continue the task.

The formulation is the same as that of initial postural optimization in (2), but only covers the time after the pause. We define $t_p$ as the time at pause in teleoperation. Then we simply change the indices for the summation in the objective and enumeration of constraints to start at $t_p$ instead of 0. Similar to the initial posture optimization, $\ddot{x}_h^i$ can come from a variety of sources. This could be derived from a history of a human performing the task or inferred from task objectives (e.g. using object tracking to locate the welding seam [35] and use the prior knowledge on proper reference travel velocity to follow [36]).

III. DIFFERENTIABLE ERGONOMICS MODELS

This section proposes our approach to develop differentiable comfort models for use in the objective functions in Sec. II. We achieve this by learning neural network models that replicate the output of the RULA and REBA models. By using neural networks we produce continuous, differentiable models to replace the discrete, non-differentiable RULA and REBA. We name the differentiable variants of these models DULA (Differentiable Upper Limb Assessment) and DEBA (Differentiable Entire Body Assessment). We train these models using a standard supervised learning approach.

In this remainder of this section we give the details of the DULA and DEBA architectures, training the models and generating the training data.

A. DULA and DEBA

To learn continuous and differentiable models approximating RULA and REBA, we designed fully connected neural networks for regressions. While RULA provide discrete integer scores from 1 (lowest risk of WMSDs) to 7 (highest risk of WMSDs), and REBA provide discrete integer scores from 1 (lowest risk of WMSDs) to 15 (highest risk of WMSDs), we choose to predict continuous labels for those models. If we had instead performed multi-class classification based on the discrete labels, the resulting model would be less useful for optimization as there is no natural choice of a smooth function to minimize or constrain ergonomic cost. This would negate our desire for a computationally helpful model. Hence, we perform continuous regression to the multi-class integer labels.

We calculate the loss for each forward path of the training based on the difference between the continuous score from the forward path and the integer label for the data point

$$\frac{1}{N} \sum_{i=1}^{N} ||y_i - f(q_i, \theta)||^2$$

where $y_i$ is the label, $q_i$ is the input posture, $\theta$ is the task parameters, and $N$ is the number of data points.

However, in calculation of the models’ accuracy, we round the continuous scores to their nearest integers, and then compare them with the integer labels from RULA and REBA.

Looking at the REBA literature [28], we observe that the activity score parameter is added directly to the output of Table C to calculate the final REBA score. As the information for computing the activity score is available to us a priori and remains constant during a task, we do not want to re-learn it. We thus exclude it from the learning process and design the output of the network to represent scores from 1 to 12.

The structure of the neural networks for DULA and DEBA are shown in Fig. 3. We performed 5-fold cross-validations to find the optimal network parameters, which revealed that the networks with 4 hidden layers with ReLU activation function, with 124 units for the first three layers and 7 units for DULA and 12 units for DEBA at the last hidden layer worked the best. We trained the networks using the loss function in (3) for 2000 epochs using a learning rate of 0.001. Training of the neural networks are done on a NVIDIA 1070-Ti GPU. We implemented and trained our network using a mixture of tools from PyTorch [37], scikit-learn [38], and skorch [39].

B. Dataset for Learning DULA and DEBA

We generated two datasets of 6 million upper and full body postures each for DULA and DEBA respectively. We additionally defined task parameters based on the RULA and REBA worksheets—the frequency of the arm and body motions; type and maximum load on the arm and body; neck angle; the activity score; coupling score; and whether any legs, feet, or arms are supported. We developed scripts for automatic RULA and REBA assessment based on the posture and tasks parameters and verified it with several ergonomists. We used these scripts to label the posture datasets. Since postures with RULA labels 1, 2, 6, and 7 and DEBA labels of 1, 2, 3 are not frequent in the full range of human motion,
we balanced the dataset by setting the data generation scripts to generate sample data points around the neutral posture until we have an equal number of data with each label. We split the dataset into 80% training and 20% testing sets.

IV. HUMAN SUBJECT AND SIMULATION EXPERIMENTS

In this section, we share the details of the postural optimization algorithms and the simulation environment we developed to evaluate the effect of postural optimization in reducing the risk of WMSDs.

A. Postural Assessment Using DULA and DEBA

To evaluate our ergonomic models, we compare the ergonomic risk scores from DULA/DEBA to scores from RULA/REBA over two dataset of postures from human subject studies. We conducted a human subject study\(^1\) in which participants perform four common solo tasks in industrial environments including lifting and twisting, pulling, pushing, and reaching. We recorded their postures using an OptiTrack motion capture system and assessed them using RULA/REBA and DULA/DEBA models. We recruited 4 participants, 22-31 years old from university students.

We additionally evaluate the dataset of human motions during a pHRI subject study from Vianello et al. [40] using RULA/REBA and DULA/DEBA. In this human subject study, the human performs a 3 type of co-manipulation tasks with a Franka Emika Panda robot. The subject’s posture is recorded using a Xsens MVN suit. Fig. 4 shows snapshots of these two studies corresponding to trials in Fig 7.

B. Simulated Environment For Postural Optimization

We developed an open-source simulator for postural correction using ROS. It includes a human and a KUKA LWR-4 robot (two KUKA robots for teleoperation). The simulated human behaves like a human in two ways: (1) physically controlling the interactive task, and (2) accepting or rejecting the recommended optimal postural corrections. We model this in an optimal motion planning framework with re-planning that finds a human joint trajectory that interacts with the robot to do the task while moving toward the optimal ergonomic posture. For example, it is formulated as the following for a teleoperation task:

\[
\tau_{t \rightarrow H}^{h} = \arg \min_{\tau_{t \rightarrow H}^{r}} \sum_{t=1}^{H} \| \mathbf{x}_{h}^{r} - \mathbf{x}_{t}^{f} \|_{2}^{2} + \alpha \left\| \mathbf{q}_{t}^{h} - \mathbf{q}_{t}^{r} \right\|_{2}^{2}
\]  

(4)

where \( \tau_{t \rightarrow H}^{r} \) is the trajectory of human posture from time \( t \) to the time of the horizon \( H \), \( \mathbf{x}_{t}^{f} \) is the goal pose of the follower robot, and \( \mathbf{x}_{t}^{h} \) is the pose of the follower robot at time \( t \). Here, \( 0 \leq \alpha \leq 1 \) is a scalar number that models the postural correction acceptance and the effort of the human operator towards applying the postural correction. Details of the motion planning for the humans and the robots are presented in Fig. 5. We note that this model is likely a simplification of true human interactive behavior. We do not advocate for its use over human subject studies. Instead, we propose it as a useful tool for systematically exploring new human safety assessment and improvement algorithms.

C. Methods for Postural Optimization

We explore two different solvers for postural optimization, one gradient-based (SQP [41]) and one gradient-free (CEM [42]). We investigate the use of DULA/DEBA with both solvers by replacing the objective of maximizing human comfort in the problems from Sec. II with minimizing the ergonomic risk encoded by e.g. RULA or DEBA.

\[
\mathbf{q}^{*} = \arg \min_{\mathbf{q}} \text{RULA/REBA/DULA/DEBA}(\mathbf{q})
\]

(5)

Our primary interest lies in examining to what extent the use of derivative computation in DULA/DEBA improves performance over the gradient-free optimization required in using RULA/REBA as an objective. However, as a secondary question we seek to examine if using the continuous DULA/DEBA models improves gradient-free optimization performance over the discrete RULA/REBA models. We use the SLSQP solver from SciPy [43] for SQP. We calculate DULA and DEBA gradients using automatic differentiation in PyTorch. For CEM, we use a Gaussian sampling distribution with 10000 samples.

---

\(^1\)IRB number: IRB_0040280
V. RESULTS AND DISCUSSION

This section showcases the accuracy results for DULA and DEBA and the effect of their use in postural optimization.

A. DULA and DEBA Accuracy

Fig. 6 represents the confusion matrix for DULA. The trained model for DULA performs well on the test dataset and results in 99.73% accuracy. The lowest diagonal element in the confusion matrix shown in Fig. 6 for DULA is 99.38%, which shows the high accuracy of the learned model across all ranges. DEBA also has a high accuracy of 99.16% and the lowest diagonal element of the confusion matrix is 98.5%.

Training DULA took 61 hours, while DEBA took 64 hours. Note, however, that this training only has to take place once as the models can be used for all relevant ergonomic assessment tasks.

B. Postural Assessment

Fig. 7 compares the ergonomics assessment scores during representative trials from the pushing (top), and pHRI co-manipulation tasks (bottom). We compare RULA and DULA for the upper body; and REBA and DEBA scores for full body assessments. The results show that the continuous DULA score follows the RULA score very well in both tasks. The same is true with DEBA and REBA scores. The plots also show the smoothness of the continuous DULA/DEBA scores in comparison to the discrete RULA/REBA. These plots highlight that the majority of DULA/DEBA model errors happen between scores 3 and 4. Fig. 8 shows the deviation of the DULA/DEBA scores from RULA/REBA scores for all subjects and tasks. The plot reveals the high accuracy of our learned models. The above results show that DULA and DEBA can be used instead of RULA and REBA in autonomous ergonomics risk assessments.

C. Postural Optimization

There are three types of information that can be used to correct the human posture: (1) the general rule of thumb of moving toward neutral posture, (2) moving toward the optimal posture calculated from our postural optimization, and (3) use the gradient of DULA/DEBA. The first one is a naive idea that cannot be used in postural optimization in intelligent systems. The optimal posture from our approach is the best one for ergonomists and ergonomically intelligent systems, however it requires solving the postural optimization. In addition to the benefit of gradient of DULA/DEBA in gradient-based postural optimization, it can also provide insight on how to move the posture to increase the human comfort on the fly, since it is fast and does not require solving the postural optimization problem. Fig. 9 visualizes the gradient of DULA as arrow markers on the joints and
the calculated optimal posture at a given posture. Larger arrows correspond to relatively higher negative gradient (larger arrow means more increase in human comfort by a change in the joint angle). It shows that at this posture, changes in the trunk and wrist joints have the highest effects on lowering the risk score.

Fig. 10 shows the RULA scores for the postural correction results for gradient-free and gradient-based optimizations in 4 simulated teleoperation tasks with correction acceptance $\alpha \sim \{0, 0.75\}$. The plots show that the risk is reduced after the human applies the suggested optimal postural correction, however, task completion time increases, which is reasonable.

Fig. 11 provides more information on comparing the RULA score of resultant optimal postures and the corrected postures (the output of human-like motion generation for a simulated human) using 3 approaches: (a) gradient-free postural optimization with RULA, (b) gradient-free postural optimization with DULA, and (c) gradient-based optimization with DULA for 4 simulated tasks. The whiskers of the box plots are at min and max of the data series. From the left side of the figure, we can see that although all three methods have similar median risk scores for target optimal postures across all tasks, the gradient-free approach using RULA provides optimal postures with lowest risk scores. From the right side, initially we see that the corrected postures of the simulated human are more comfortable after applying the optimal posture from all three methods. Moreover, the gradient-free RULA and gradient-based DULA approaches perform similarly and better than the other method. However, the gradient-based approach outperforms the others in terms of much faster computation. Each iteration of the gradient-free approach with RULA using 10000 samples takes $\approx 162$s to solve, versus $\approx 0.19$s for the gradient-based approach. This makes the gradient-based postural optimization using DULA an ideal approach for postural optimization, especially for online applications. Furthermore, the plots show that using DULA instead of RULA in a gradient-free optimization degrades the overall performance of postural optimization.

The results from our simple simulated experiments reveal the effect of intelligent postural optimization on lowering the risk of WMSDs in pHRI, and opens an area for future research on performing extensive human subject studies to evaluate postural optimization using DULA and DEBA.

VI. Conclusion

This paper proposes a framework for postural optimization in ergonomically intelligent physical human-robot interaction that includes and introduces two differentiable and continuous ergonomics risk assessment models to assess human upper body and full body posture. The DULA and DEBA ergonomics models are learned to replicate the non-differentiable RULA and REBA assessment tool using neural networks. DULA achieves 99.73% and DEBA 99.16% accuracy. The models are designed for computationally efficient postural optimization for pHRI and other related applications. We highlighted the benefits of the differentiable models in gradient-based postural optimization. The results reveal that postural optimizations using DULA and DEBA lower the ergonomics risk score across the tasks, with improved computational performance to using RULA and REBA.

There are several directions for future work. We wish to improve our training using hard negative mining techniques around the region of data with worst performance to further improve the accuracy of our models. The differentiable ergonomics models can be used in human-like motion generation in virtual reality, animation, and games. Our postural optimization work can be immediately extended by conducting a human subject study to evaluate our postural optimization and correction approach. We wish to compare different means of feedback for the posture correction to the human, including visual, auditory, and haptic feedback.
