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Abstract
Use of downscaled global climate model projections is expanding rapidly as climate change vulnerability assessments and adaptation planning become mainstream in many sectors. Many climate change impact analyses use climate model projections downscaled at very high spatial resolution (~1 km) but very low temporal resolution (20- to 30-year normals). These applications have model selection priorities that are distinct from analyses at high temporal resolution. Here, we select a 13-model ensemble and an 8-model subset designed for robust change-factor downscaling of monthly climate normals, and describe their attributes in North America. All models are selected from the Coupled Model Intercomparison Project Phase 6 (CMIP6) archives. The 13-model ensemble is representative of the distribution of equilibrium climate sensitivity, grid resolution, and transient regional climate changes in the CMIP6 generation. The 8-model subset is consistent with the IPCC’s recent assessment of the very likely range of Earth’s equilibrium climate sensitivity. Our results emphasize several principles for selection and use of downscaled climate ensembles: (a) the ensemble must be observationally constrained to be meaningful; (b) analysis of multiple models is essential as the ensemble mean alone can be misleading; (c) small (<8-member) ensembles should be region-specific and used with caution; (d) higher grid resolution is not necessarily better; and (e) multiple simulations of each model/scenario combination are necessary to represent precipitation uncertainty. Although we have focused our documentation on North America, our model selection uses primarily global criteria and is applicable to downscaling climate normals in other continents. Downscaled projections for the selected models are available in ClimateNA (http://climatena.ca/). An accompanying web application (https://bcgov-env.shinyapps.io/cmip6-NA/) provides tools for further model selection and visualization of the ensemble.
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1 | INTRODUCTION

The Sixth iteration of the Coupled Model Intercomparison Project (CMIP6; Eyring et al., 2016) is a once-in-a-decade update to projections of climate change. CMIP6 provides a larger number of simulations from a new generation of global climate models, at higher spatial resolution, and using an improved set of emissions scenarios relative to its predecessor, CMIP5 (Taylor et al., 2012). These new climate simulations contribute to and are put into broader context by the Sixth Assessment Report from Working Group I of the Intergovernmental Panel on Climate Change (Lee et al., 2021). CMIP6 simulations are rapidly being incorporated into downscaled climate data products for use in regional climate change impacts and adaptation initiatives. These initiatives can benefit from careful selection of climate model projections that are suited to broad classes of end uses (e.g., Karmalkar et al., 2019), and their wide application requires transparency on the attributes of these ensembles.

Many climate change impact analyses, particularly in ecology, use projections of climate change that are downscaled to very high resolution (~1 km) but very low temporal resolution (20- to 30-year climate normals). The prevalence of this type of analysis is evident from the widespread use of WorldClim (Hijmans et al., 2005; Fick and Hijmans, 2017; 23,340 citations) and ClimateNA (Wang et al., 2012; 2016; Hamann et al., 2013; 1,678 citations). The low temporal resolution of these applications simplifies downscaling; both WorldClim and ClimateNA use change-factor downscaling, also called the climate imprint method (Hunter and Meentemeyer, 2005) and simple mean bias correction (Maraun, 2016). This method adds low-spatial-resolution anomalies from the climate model to a high-resolution gridded climate map (Tabor and Williams, 2010). The best practices for change-factor downscaling to high-spatial and low-temporal resolution are different than those for the more sophisticated statistical downscaling techniques necessary for high temporal resolution downscaling (Wilby et al., 2004), leading to distinct model selection priorities.

One consideration in model selection for change-factor downscaling is the number of simulation runs for each candidate model. The change-factor method is sensitive to the influence of natural variability in the historical reference period against which anomalies are calculated and bias correction is applied. Performing change-factor downscaling with multiple simulation runs of each model reduces the confounding influence of natural variability in bias correction and improves the signal-to-noise ratio (Milinski et al., 2019). Further, providing multiple simulations for each model and scenario can improve the representation of climate change uncertainty in downstream analysis by accounting for natural variability (Deser et al., 2012). Consequently, models with multiple simulations for the historical period and each future scenario are preferable in this context.

Another consideration is model bias. All climate models exhibit biases—systematic differences between observations and simulations—at the regional scale. Removal of these biases is a basic step in downscaling (Maraun, 2016). Change-factor downscaling performs univariate bias correction and therefore may not conserve the physical (e.g., thermodynamic) interdependence between variables such as temperature and precipitation (Cannon, 2018). The associated potential for univariate downscaling to produce physically implausible climatic conditions presumably increases with the size of the biases in the simulation. For this reason, models with small biases are preferable to models with large biases, all else being equal.

Finally, the spatial resolution of climate models is of interest to high spatial resolution downscaling. Some models contributing to the CMIP6 ScenarioMIP (O’Neill et al., 2016) experiment (the candidate pool for ensemble selection in this study) have horizontal grid resolutions of 70–100 km. These higher-resolution models are able to resolve macrotopography, for example, to differentiate the major mountain ranges within the Western Cordillera. The opportunity to better represent the influences of water bodies and topography on climate change trends, such as elevation-dependent warming (Salathé et al., 2008; Palazzi et al., 2019), is appealing for climate change impact analyses. Conversely, models with very low spatial resolution (>300 km) can conflate the climate change signals of distinct regions, particularly at land/ocean transitions (Lanzante et al., 2018). Very low resolution therefore is a consideration for exclusion from ensembles designed for high-resolution change-factor downscaling.

Collectively, the three considerations described above suggest an ensemble that prioritizes number of simulations per model rather than number of models, low-to-moderate bias, and moderate-to-high spatial resolution.

Once a general-purpose ensemble is selected, it is useful to structure the ensemble for further user-specific model selection. Many applications of projected climate normals are computationally intensive analyses at regional scales. In these cases, it can be desirable to use a small number (3–8) of models that represent the approximate range of a more comprehensive ensemble. Cannon (2015) describes a method for structuring an ensemble into an order of subset selection that optimally represents the ensemble spread. Alternatively, analysts may wish to select a custom subset of the ensemble.
Documented of the attributes of the ensemble members can help analysts to identify subsets that are best suited to specific applications.

The purpose of this study is to select and describe an ensemble of CMIP6 model projections of 21st century climate change over North America. The focus of model selection is on facilitating robust downscaling of projected climate normals at very high spatial resolution. We characterize the attributes, biases, and climate change trends of the ensemble and highlight features of interest in individual climate models. We further screen this selected ensemble to an 8-model subset consistent with IPCC assessed constraints on equilibrium climate sensitivity (Arias et al., 2021). Finally, we provide a selection order for the 8-model subset for regional analyses. Downscaled projections for the selected 13 CMIP6 models are available in ClimateNA (http://climatena.ca/), which provides downscaling at user-specified spatial resolution and various temporal intervals (annual, 20-year, and 30-year periods). An accompanying web application (https://bcgov-env.shinyapps.io/cmip6-NA/) provides tools for further model selection and visualization of the ensemble.

2 | METHODS

2.1 | Criteria for model selection

We assessed all models in the Earth System Grid Federation (ESGF) archive for the CMIP6 ScenarioMIP as of December 15, 2020. We selected models using six objective criteria, listed below with rationale:

- **Criterion 1:** $T_{\text{min}}$ and $T_{\text{max}}$ available. Mean daily minimum temperature ($T_{\text{min}}$) and mean daily maximum temperature ($T_{\text{max}}$) are the directly measured elements of the long-term temperature record, and are the fundamental temperature elements in many climate change impact analyses.
- **Criterion 2:** Minimum of three historical runs available. This criterion ensures robust downscaling by reducing the confounding influence of natural variability in bias correction.
- **Criterion 3:** Complete scenarios. Models need to have at least one simulation for three of the four major shared socioeconomic pathways (SSP) marker scenarios (SSP1-2.6, SSP2-4.5, SSP3-7.0, and SSP5-8.5).
- **Criterion 4:** One model per institution. This criterion is a widely applied best practice in ensemble selection (Leduc et al., 2016) as one measure to increase independence among ensemble members. For the purposes of this criterion, different physics or forcing schemes of the same model were considered different models.
- **Criterion 5:** No closely related models. Models that share components were excluded, following Brunner et al. (2020, fig. 5).
- **Criterion 6:** No large biases. Bias is the degree to which a model simulation differs from the observed climate over a historical reference period). Models with large biases relative to the rest of the ensemble in one or more variables were excluded.

2.2 | Ensemble subset criteria

Users of the ensemble may wish or need to use a lesser number of models in their analyses. To support the selection of subsets, we structure the ensemble by defining an order of exclusion of models. Models are excluded in two phases: first based on screening criteria and second using the method of Cannon (2015) to represent the range of climate changes in the remaining models.

2.2.1 | Screening criteria

Priority for exclusion from model subsets was established using four screening criteria. The screening criteria are more subjective than the six selection criteria defined above. They generally are not sufficient in isolation but combinations of the criteria provide some justification for model exclusions.

- **Criterion 7:** Constraints on equilibrium climate sensitivity (ECS). Multiple lines of evidence indicate that the Earth’s ECS is likely (probability >66%) between 2.5 and 4°C and very likely ($p > 90\%$) between 2 and 5°C (Sherwood et al., 2020; Arias et al., 2021). The evidence is robust for the lower bound, and weaker for the upper bound. From one perspective, inclusion of models with ECS outside this very likely range biases the multimodel ensemble mean and unnecessarily increases the modelling uncertainty in downstream analyses (Ribes et al., 2021). An alternate perspective is that high-sensitivity models are useful as a representation of high-impact, low-likelihood scenarios (Sutton and Hawkins, 2020). To accommodate both perspectives, we provide structured subsets with and without high-sensitivity models.
- **Criterion 8:** Model resolution. Some ScenarioMIP models have sufficiently high spatial resolution to resolve macrotopography, for example, to differentiate the major mountain ranges of the Western Cordillera. These models are weighted towards inclusion from the
ordered subsets. Models with very low spatial resolution are weighted towards exclusion from the subsets.

- Criterion 9: Number of simulation runs. Models with only one run per emissions scenario are weighted for exclusion.
- Criterion 10: Grid cell artefacts. Models exhibiting spatially anomalous climate changes in individual grid cells are problematic for many of the intended uses of this ensemble, and are weighted for exclusion from the ordered subsets.

2.2.2 | Ordered subsets

After exclusion of models using the screening criteria above, an order of exclusion for the remaining models is defined using the Katsavounidis–Kuo–Zhang (KKZ) algorithm, using the application to climate model ensemble selection described by Cannon (2015). KKZ deterministically selects models that best represent the spread of multivariate climate changes projected by the ensemble. KKZ subset selection is ordered, starting with the model closest to the ensemble centroid, and incrementally adding models to a region of the ensemble variation that is poorly represented by each successive subset.

Since the spatial patterns of climate change differ among models, we provide separate KKZ subsets for each of the seven IPCC climate reference regions (Iiturubide et al., 2020) within North America. We also provide an ordered subset for North America as a whole, but caution that ensembles of less than eight models are likely insufficient to represent spatial variation in modelling uncertainty at continental scales (Pierce et al., 2009; McSweeney et al., 2014; Cannon, 2015). The implementation of KKZ in this study used the mean of the z-standardized seasonal changes in $T_{\text{min}}$, $T_{\text{max}}$, and precipitation in three consecutive 20-year time periods starting with 2041–2060 and two emissions scenarios (SSP2-4.5 and SSP3-7.0).

2.3 | Representation of the full CMIP6 ensemble

We use the ECS of the CMIP6 models (Meehl et al., 2020) as a basic assessment of whether the selected ensemble is globally representative of the full CMIP6 ensemble. However, matching the CMIP6 ensemble ECS does not guarantee that the selected ensemble is representative of transient temperature and precipitation changes at regional scales (Karmalkar, 2018). We compare transient climate change in the selected ensemble to 33 CMIP6 models for which we were able to obtain mean monthly temperature (tas) and precipitation (Table 1). Transient climate changes are calculated as the mean 2061–2100 SSP2-4.5 climate for each model simulation relative to the grand mean 1961–1990 climate of multiple historical simulations for each model. After visually identifying and removing outliers, we measured representiveness as the simple ratio of the univariate ranges in seasonal temperature and precipitation changes spanned by the selected ensemble relative and the larger CMIP6 ensemble (following the approach of Karmalkar, 2018).

2.4 | Analysis of model bias

We assessed model biases against the ClimateNA composite of PRISM and WorldClim observed gridded climate normals for the 1961–1990 period (Wang et al., 2016). We measured model bias as the mean absolute bias over North America in each monthly climate variable ($T_{\text{min}}$, $T_{\text{max}}$, and precipitation). For each grid cell, $i$, the mean simulated 1961–1990 climate normal of the $K$ historical model runs, $f_{ik}$ is calculated as

$$f_{ik} = \frac{1}{K} \sum_{k=1}^{K} f_{ik}.$$ (1)

The absolute value of the difference between the simulated 1961–1990 normal, $f_{ik}$, and the observed 1961–1990 normal, $o_i$, aggregated onto the native model grid is calculated for each grid cell:

$$|e_i| = |f_{i} - o_i|.$$ (2)

The mean absolute bias, $|e|$, over all $N$ projected grid cells in North America is calculated as

$$|e| = \frac{1}{N} \sum_{i=1}^{N} |e_i|.$$ (3)

To equalize the area of grid cells, we projected absolute bias in the native model grid onto a Lambert Conformal Conic grid with 0.5° resolution prior to calculating this mean.

For precipitation variables, Equations (1) and (2) were performed on log-transformed normals. Subsequent to Equation (3), this log-transformation was reversed by taking the exponent of absolute bias. Doing so expresses absolute bias of precipitation as a factor of magnitude. For example, simulated precipitation normals of 50% and 200% relative to observed precipitation both have an absolute bias of 2.
| Model                  | Criterion for exclusion | ECS       | ESGF holdings | Analysed |
|------------------------|-------------------------|-----------|---------------|----------|
|                        |                         |           | Historical    | ssp126   | ssp245  | ssp370  | ssp585  | Historical | ssp126   | ssp245  | ssp370  | ssp585 |
| ACCESS-CM2             | <3 historical runs      | 4.7       | 2             | 1        | 1       | 1       | 1       | 1          | 5        | 5       |
| ACCESS-ESM1-5         |                         | 3.9       | 30            | 10       | 10      | 10      | 10      | 10         | 10       | 10      |
| AWI-CM-1-1-MR         | Very high bias          | 3.2       | 5             | 1        | 1       | 5       | 1       | 5          | 1        | 1       |
| BCC-CSM2-MR            |                         | 3.3       | 3             | 1        | 1       | 1       | 1       | 3          | 1        | 1       | 1       | 1       |
| CAMS-CSM1-0           | No Tmax/Tmin            | 2.3       | 3             | 2        | 2       | 2       | 2       | 2          | 2        | 2       |
| CESM2                  | No Tmax/Tmin in historical | 5.2    | 11            | 3        | 3       | 3       | 3       | 3          | 3        | 3       |
| CESM2-WACCM           | No Tmax/Tmin in historical | 4.8    | 3             | 1        | 5       | 3       | 5       | 3          | 3        | 3       |
| CIESM                  | Incomplete scenarios   | 3         | 1             | 1        | 1       | 1       | 1       |            |          |          |
| CMCC-CSM2-SR5         | No Tmax/Tmin            | 1         | 1             | 1        | 1       | 1       | 1       |            |          |          |
| CNRM-CM6-1            | Same Institution        | 4.9       | 30            | 6        | 10      | 6       | 6       | 10         | 6        | 6       |
| CNRM-CM6-1-HR         | <3 historical runs      | 4.3       | 1             | 1        | 1       | 1       | 1       | 1          | 1        | 1       |
| CNRM-ESM2-1           |                         | 4.8       | 11            | 5        | 10      | 5       | 5       | 5          | 11       | 5       | 5       | 5       | 5       |
| CanESM5                |                         | 5.6       | 65            | 50       | 50      | 50      | 50      | 10         | 10       | 10      | 10      | 10      | 10      |
| CanESM5-CanOE         | Same Institution        | 3         | 3             | 3        | 3       | 3       | 3       | 3          | 3        | 3       |
| E3SM-1-1               | Incomplete scenarios   | 5.3       | 1             | 1        |         |         |         |            |          |          |
| EC-Earth3              |                         | 4.3       | 73            | 7        | 30      | 7       | 58      | 5          | 5        | 5       | 5       | 5       | 5       |
| EC-Earth3-AerChem     | <3 historical runs      | 2         | 1             | 1        |         |         |         |            |          |          |
| EC-Earth3-Veg         | Same Institution        | 4.3       | 8             | 7        | 8       | 6       | 6       |            |          |          |
| FGOALS-f3-L           | No Tmax/Tmin            | 3         | 3             | 3        | 3       | 3       | 3       | 3          | 3        | 3       |
| FGOALS-g3             | No Tmax/Tmin            | 2.9       | 6             | 4        | 4       | 5       | 4       |            |          |          |
| FIO-ESM-20            | Incomplete scenarios   | 3         | 3             | 3        | 3       | 3       | 3       | 3          | 3        | 3       |
| GFDL-CM4              | Incomplete scenarios   | 3.9       | 1             | 1        |         |         |         |            |          |          |
| GFDL-ESM4             |                         | 2.7       | 3             | 1        | 3       | 1       | 1       | 3          | 1        | 1       | 1       | 1       |
| GISS-E21-1-G          | r*1p3f1 variants       | 2.7       | 47            | 7        | 30      | 19      | 7       | 4          | 4        | 4       | 4       | 4       |
| HadGEM3-GC31-LL       | Shared components       | 5.6       | 5             | 1        | 4       | 4       | 4       | 4          | 1        |         |          |
| HadGEM3-GC31-MM       | Incomplete scenarios   | 5.4       | 4             | 1        |         |         |         |            |          |          |
| IITM-ESM              | No Tmax/Tmin            | 1         | 1             | 1        | 1       | 1       | 1       |            |          |          |
| INM-CM4-8             | <3 historical runs      | 1.8       | 1             | 1        | 1       | 1       | 1       | 1          | 1        | 1       |
| INM-CM5-0             |                         | 1.9       | 9             | 1        | 1       | 5       | 1       | 9          | 1        | 1       | 1       | 5       | 1       |
| IPSL-CM6A-LR          |                         | 4.6       | 9             | 5        | 6       | 9       | 5       | 9          | 5        | 6       | 9       | 5       |

(Continues)
| Model           | Criterion for exclusion | ECS       | ESGF holdings | Analysed |
|-----------------|--------------------------|-----------|---------------|----------|
|                 |                          | Historical| ssp126         | ssp245   | ssp370   | ssp585 | Historical| ssp126 | ssp245 | ssp370 | ssp585 |
| KACE-1-0-G      | No Tmax/Tmin             | 3         | 3             | 3        | 3        | 3      | 3         |         |         |         |         |
| KIOST-ESM       | <3 historical runs       | 1         | 1             | 1        | 1        |        |           |         |         |         |         |
| MCM-UA-1-0      | No Tmax/Tmin             | 2         | 1             | 1        | 1        | 1      | 1         |         |         |         |         |
| MIROC-ES2L      | Same institution         | 2.7       | 3             | 3        | 3        | 3      | 3         |         |         |         |         |
| MIROC6          |                           | 2.6       | 50            | 50       | 50       | 3      | 50        | 10      | 10      | 10      | 3      |
| MPI-ESM-1-2-HAM| Incomplete scenarios     | 3         | 3             |          |          |        |           |         |         |         |         |
| MPI-ESM1-2-HR  |                          | 3         | 10            | 2        | 2        | 10     | 2         | 8       | 2       | 2       | 10     | 1       |
| MPI-ESM1-2-LR  | Same institution         | 3         | 10            | 10       | 10       | 10     | 10        | 10      | 10      |         |         |
| MRI-ESM2-0      |                          | 3.1       | 7             | 1        | 5        | 5      | 2         | 5       | 1       | 5       | 1      |
| NESM3           | Shared components        | 4.8       | 5             | 2        | 2        | 2      | 2         | 5       |         | 2       |         |
| NorESM2-LM      | No Tmax/Tmin             | 2.6       | 3             | 1        | 3        | 3      | 1         | 3       | 3       |         |         |
| NorESM2-MM      | No Tmax/Tmin             | 2.5       | 1             | 1        | 2        | 1      | 1         | 1       | 1       |         |         |
| TaiESM1         | No Tmax/Tmin             | 4.4       | 2             | 1        | 1        | 1      | 1         |         |         |         |         |
| UKESM1-0-LL     |                           | 5.4       | 19            | 16       | 17       | 16     | 5         | 10      | 5       | 5       | 5      |

*Note:* Grey shading indicates models evaluated for bias. Bold font indicates the 13 models that passed Criteria 1-6. Model list and number of simulations per scenario are ESGF holdings as of December 15, 2020. ECS is equilibrium climate sensitivity (long-term temperature change in response to an instant doubling of CO₂); ECS values are quoted from Meehl et al. (2020), supplemented by Schlund et al. (2020). See Table 2 for citations and institutions of selected models.
2.5 Cluster analysis

For visualization of similarity among models, we perform a cluster analysis on six climate variables—$T_{\text{min}}$, $T_{\text{max}}$, and precipitation for winter (DJF) and summer (JJA)—at 325 locations by resampling all models to a common 300 km resolution. To reduce dimensions for clustering, we used three principal components instead of the original six variables, resulting in 975 variables for the construction of the dendrogram (325 locations × 3 principal climate components). We used Ward’s hierarchical clustering algorithm with a Euclidean distance of standardized principal components (i.e., a Mahalanobis distance metric), implemented with the hclust package for the R programming environment.

3 RESULTS

3.1 Ensemble selection

There were 44 models in the CMIP6 ScenarioMIP holdings as of December 15, 2020 (Table 1). Twelve of these candidates were excluded because they did not provide monthly means of $T_{\text{min}}$ and $T_{\text{max}}$ (Criterion 1). Notably, CESM2 does provide $T_{\text{min}}$ and $T_{\text{max}}$ in its future projections, but due to an archiving error these variables are not available for historical runs. An additional 11 models were excluded because they had less than three historical runs (Criterion 2) or an incomplete scenario set (Criterion 3). Of the 21 models that passed these first three objective criteria, we excluded two more models on the basis of having a clear choice between models from the same institution (Criterion 4): CanESM5-CanOE in favour of CanESM5 and EC-Earth3-Veg in favour of EC-Earth3. In addition, of the several variants of the GISS-E2-1-G model, we selected the r*i1p3f1 variant because it had the most complete set of scenario simulations. We downloaded historical simulations from the remaining 19 models for further evaluation. For practical purposes, we limited downloads to 5 historical simulations for EC-Earth3 due to its relatively high resolution, and 10 simulations for other models.

To assist with choosing among models from the same institution (Criterion 4) or with shared components (Criterion 5), we conducted an analysis of bias in $T_{\text{min}}$, $T_{\text{max}}$, and precipitation (Figure 1). We excluded AWI-CM-1-1-MR on the sole basis of its very high temperature
bias (Criterion 6). NESM3 also has high bias relative to the other models and was excluded due to shared components with MPI-ESM1 (Criterion 5). None of the other related models were sufficiently biased to warrant exclusion.

Final choices from among related models were: UKESM1.0-LL selected over HadGEM3-GC31-LL due to higher resolution and more simulations; MIROC6 over MIROC-ES2L due to higher number of runs and regionally high biases in the Pacific Northwest; MPI-ESM1.2-HR over MPI-ESM1-2-LR to improve representation of high-resolution models in the ensemble; and CNRM-ESM2-1 arbitrarily selected over CNRM-CM6-1 in favour of the earth system model (ESM) configuration. In summary, the six criteria reduced the 44 candidate models to a 13-model ensemble (Table 2).

### Table 2

| Model          | Institutions                                                                 | Citation          |
|----------------|------------------------------------------------------------------------------|-------------------|
| ACCESS-ESM1.5  | Commonwealth Scientific and Industrial Research Organisation (Australia)     | Ziehn et al. (2020) |
| BCC-CSM2       | Beijing Climate Center (China)                                               | Wu et al. (2019)  |
| CanESM5        | Canadian Centre for Climate Modelling and Analysis (Canada)                  | Swart et al. (2019) |
| CNRM-ESM2-1    | CNRM (Centre National de Recherches Meteorologiques) and CERFACS (France)    | Séférian et al. (2019) |
| EC-Earth3      | EC-Earth Consortium (Europe)                                                 | Döscher et al. (2021) |
| GFDL-ESM4      | National Oceanic and Atmospheric Administration, Geophysical Fluid Dynamics Laboratory (USA) | Dunne et al. (2020) |
| GISS-E2.1      | Goddard Institute for Space Studies (USA)                                    | Kelley et al. (2020) |
| INM-CM5.0      | Institute for Numerical Mathematics (Russia)                                | Volodin et al. (2017) |
| IPSL-CM6A-LR   | Institut Pierre Simon Laplace (France)                                       | Boucher et al. (2020) |
| MIROC6         | JAMSTEC (Japan Agency for Marine-Earth Science and Technology), AORI (Japan) | Tatebe et al. (2018) |
| MPI-ESM1.2-HR  | Max Planck Institute for Meteorology (Germany)                               | Müller et al. (2018) |
| MRI-ESM2.0     | Meteorological Research Institute (Japan)                                    | Yukimoto et al. (2019) |
| UKESM1         | Met Office Hadley Centre and Natural Environment Research Council (UK)       | Sellar et al. (2019) |

The 13-model ensemble has a mean ECS of 3.7°C and a range of 1.9–5.6°C, which matches ECS of the full CMIP6 ensemble (3.7°C; 1.8–5.6°C) (Meehl et al., 2020). The 13-model ensemble is moderately representative of regional transient temperature and precipitation changes (2061–2100, SSP2-4.5) found in the larger 33-model CMIP6 ensemble (Figure 2), with some key exceptions. Two models in the larger ensemble are distinct outliers: KACE-1-0-G exhibits cooling over the contiguous US (WNA, CNA, and ENA regions) and Mexico (NCA region); and AWI-CM-1-1-MR exhibits an outlying 80% reduction in precipitation over CNA and NCA. We removed these two outlier models from further analysis of representation. Notwithstanding the outliers, the 13-model ensemble is conspicuously unrepresentative of the larger CMIP6 ensemble in summer precipitation change over western North America (WNA). The models with highest precipitation increases in this region, in decreasing order, are NorESM2-LM, NorESM2-MM, CESM2, and CESM2-WACCM. These four models were ineligible for inclusion in the selected ensemble because they did not archive $T_{\text{min}}$ and $T_{\text{max}}$. The model exhibiting extreme drying in the WNA region is MPI-ESM1-2-LR, which was eligible but excluded in favour of MPI-ESM1-2-HR on the basis of higher spatial resolution in the latter. The content of Figure 2 can be explored interactively in the supplemental web application (https://bcgov-env.shinyapps.io/cmip6-NA/).

Within each IPCC region, there is considerable spatial variation in the selected ensemble’s representation of the larger CMIP6 ensemble (Figure 3a–d). Representation of model-mean change is lower for precipitation (Figure 3a,
than for temperature (Figure 3c,d), and areas of poor representation of precipitation change are concentrated in subregions. Some of these areas may be due to natural variability in models with only one run. However, the prominent representation gap for summer precipitation change in the Pacific Northwest USA is induced by
exclusion of the NorESM, CESM2, and MPI-ESM1-2-LR models, all of which have multiple simulations and are therefore robust to natural variability. Reduced representation of the temperature change in central North America (Figure 3c,d) is associated with low warming in CAMS-CSM1-0 and high warming in HadGEM3-GC31-LL.

The range ratio analysis also provides a useful assessment of the degree to which the ensemble spread in individual model simulations (runs) is represented by the single-model means of these simulations (Figure 3e–h). Model means of temperature change are generally representative of the individual model runs, with exceptions of summer in northern Central America (Figure 3g) and winter in NW North America (Figure 3h). In contrast, model means of precipitation change are poorly representative of the variation in individual model runs, particularly in winter (Figure 3e,f).

### 3.2.2 | Projected climate change

A visual comparison of projected seasonal changes in $T_{\text{min}}$, $T_{\text{max}}$, and precipitation (Figure 4) indicates some basic attributes of the ensemble simulations. All models exhibit Arctic amplification of winter temperatures, though it is relatively subtle in EC-Earth3. Most models project the strongest summer warming at mid-latitudes. All models, with the exception of UKESM1, have a similar pattern of warming in $T_{\text{min}}$ and $T_{\text{max}}$, though the magnitude of warming is greater for $T_{\text{min}}$ in most models.

Continental-scale patterns of winter (December–February) precipitation change are somewhat consistent among models, with declines in Mexico and increases in the Arctic and Boreal regions. Deviations from this pattern are strongest in models with few (1–3) historical runs for SSP2-4.5 (BCC-CSM2-MR, GFDL-ESM4, and INM-CM5.0), likely due to internal variability. This result emphasizes the benefit of multiple runs in smoothing out natural variability to reveal the anthropogenic climate change signal in noisy climate variables like precipitation and winter temperature.

Most models project a reduction in summer precipitation in the coastal areas of the Pacific Northwest (California, Oregon, Washington, and southern BC). There is substantial disagreement among models in summer precipitation change over the rest of the continent. The muted summer precipitation change in the ensemble mean hides this ensemble disagreement, and underscores the importance of assessing climate change impacts with an ensemble of model projections rather than solely using the ensemble mean.

The two high-ECS models CanESM5 and UKESM1 have similar patterns and magnitudes of change in winter temperature and precipitation. However, they differ substantially in the summer, with UKESM1 showing much higher increases in daytime temperatures ($T_{\text{max}}$) in temperate and boreal regions and stronger declines in precipitation in central North America. Although CanESM5 has a higher ECS and stronger trend in 1970–2014 global heating (Liang et al., 2020), UKESM1 projects stronger mid-century heating over North America.

### 3.2.3 | Spatial resolution and model orography

The selected 13-model ensemble has a mean latitudinal grid resolution of 1.4° (range of 0.7°–2.8°) (Figure 5). Four models (EC-Earth3, GFDL-ESM4, MPI-ESM1.2-HR, and MRI-ESM2.0) resolve the macrotopography of the Western Cordillera, namely the Sierra Nevada, Cascade Range, Rocky Mountains, and British Columbia (BC) Coast Ranges. BCC-CSM2-MR does not resolve these ranges, despite having sufficient grid resolution to do so. CanESM5 has a distinctly low resolution of 2.8° × 2.8°.

### 3.2.4 | Elevation-dependent warming

There are large differences among models in the representation of elevation-dependent warming (EDW). These differences are illustrated using spring (MAM) $T_{\text{max}}$ in a subset of the ensemble over the Coast Range and Rocky Mountains of southwestern Canada (Figure 6). EC-Earth3 and MRI-ESM2.0 both resolve these mountain ranges in their model orography (Figure 6a,d). EC-Earth3 has a strong signal of elevation-dependent warming over the Coast Range and Rocky Mountains, with more than double the warming in the Rocky Mountains than the adjacent plateaus (Figure 6b,c). MRI-ESM2.0 exhibits a relatively weak relationship between elevation and warming (Figure 6e,f). ACCESS-ESM1.5 and MIROC6 represent models with lower spatial resolution that represent the Coast Range and Rocky Mountains as a single feature in their model orography. ACCESS-ESM1.5 does not exhibit EDW. MIROC6 has a strong EDW signal despite being a moderate-resolution model with no differentiation of the two mountain ranges. The example of spring $T_{\text{max}}$ is purely illustrative and does not represent each model’s EDW in other elements and seasons. For example, the pattern of EDW among models is reversed for summer $T_{\text{min}}$ (not shown), where MRI-ESM2.0 and ACCESS-ESM1.5 exhibit EDW, while EC-Earth3 and MIROC6 do not.
Spatial variation in climate change responses among the 13-model ensemble. Mapped climate changes are for the mean projected climate of the 2041–2060 period (SSP2-4.5). Precipitation is log-scaled to provide proportional magnitude of positive and negative changes. Models are structured by a cluster dendrogram of spatial similarity in seasonal climate changes in all three climate elements.

[Colour figure can be viewed at wileyonlinelibrary.com]
3.2.5 | Diurnal temperature range

The models consistently underestimate the diurnal temperature range (DTR), measured as the difference between $T_{\text{min}}$ and $T_{\text{max}}$ (Figure 7). However, the 13-model ensemble and the 8-model subset (described in section 3.3.2) reproduce the observed seasonal cycle in all regions. Models that deviate most from the ensemble mean seasonal cycle generally are those excluded from the 8-model subset, namely IPSL-CM6A-LR (high amplitude in Arctic regions and underestimated elsewhere), BCC-CSM2-MR (high amplitude at mid-latitudes), and UKESM1-0-LL (high amplitude in Arctic regions and WNA). Among the 8-model subset, MIROC6 is distinct in overestimating the amplitude of the seasonal cycle in most regions.

3.3 | Ensemble subset selection

3.3.1 | Screening exclusions

The following four models are prioritized for exclusion from subsets of the ensemble based on combinations of the four screening criteria: (a) CanESM5, due to its very high climate sensitivity (Criterion 6) and its very low horizontal resolution (Criterion 8); (b) INM-CM5.0, because it has very low climate sensitivity (ECS 1.9°C) and is an outlier among CMIP6 models for under-representing the observed 1975–2014 global temperature trend (Liang et al., 2020) (Criterion 7). In addition, this model has only one simulation for most scenarios, producing a less robust climate signal (Criterion 9); (c) BCC-CSM2-MR, due to having a single simulation for each scenario (Criterion 9) and low topographic resolution (Criterion 8); and (d) IPSL-CM6A-LR, due to isolated grid cells with very high summer warming in the BC Coast Ranges and Southeast Alaska (Figure 8; Criterion 10). The warming in these cells may be physically plausible in the model’s simplified topography, but is problematic for downscaling to higher spatial resolutions.

UKESM1 also has very high climate sensitivity (Criterion 7), similar to CanESM5, that is assessed by the IPCC as very unlikely based on observational evidence (Sherwood et al., 2020; Arias et al., 2021). Some researchers may wish to constrain their ensemble subset to observations by excluding this model. Others may wish
to include a high-sensitivity model in their subset as a representation of the long tail of uncertainty in the upper limit of climate sensitivity (Sutton, 2018). To accommodate both perspectives, we provide ordered subsets with and without UKESM1 in the ordered ensemble subsets. We preferred UKESM1 over CanESM5 as a representative of high-sensitivity models due to its higher grid resolution and closer alignment with the observed post-1970 global heating trend (Liang et al., 2020).

The resulting 8-model subset is ACCESS-ESM1.5, CNRM-ESM2-1, EC-Earth3, GFDL-ESM4, GISS-E2-1-G, MIROC6, MPI-ESM1.2-HR, and MRI-ESM2.0. This 8-model ensemble has a mean global ECS of 3.4°C (2.6–4.8°C), using ECS values provided by Meehl et al. (2020). The 9-model subset that includes UKESM1 has a mean global ECS of 3.6°C (2.6–5.4°C).

3.3.2 | Ordered subsets

Table 3 specifies ordered subsets of the models that passed screening criteria 7–10. For a desired region and subset size, the ensemble subset for each region includes all models listed at and above the desired subset size. For example, a 4-model ensemble for the NEN region would include CNRM-ESM2-1, UKESM1.0-LL, EC-Earth3, and
MPI-ESM1.2-HR. The considerable variation among regions in the order of the subsets underscores the spatial variation in climate change responses across North America. The exception to this variation in model order is that UKESM1 is the second model in all regions in the 9-model subset. Since the first position in the order is the model closest to the ensemble centroid and the second position is the model furthest from the centroid, this result indicates that UKESM1 projects the most extreme climate changes in all IPCC reference regions of North America.

4 | DISCUSSION

We selected 13 CMIP6 models from a candidate pool of 44 models contributing to the CMIP6 experiment. This 13-model ensemble is representative of the distribution of equilibrium climate sensitivity in the full CMIP6 ensemble and adequately represents the CMIP6 range of transient regional changes in precipitation and temperature. The 13-model ensemble facilitates robust downscaling by using multiple historical simulations per scenario for each model and excluding models with high bias. We provided rationale for an 8-member subset of the ensemble based on screening criteria and order these 8 models for selection of smaller ensembles for regional analysis in North America. We also highlighted some tradeoffs among the models in terms of grid resolution, number of simulation runs, climate sensitivity, regional biases, and local artefacts. These results, and the accompanying web application (https://bcgov-env.shinyapps.io/cmip6-NA/), help readers to make model selections appropriate to their specific research objectives.

4.1 | Model bias

The bias assessment was a useful way to identify models with extreme divergence from the observed climate. Exceptionally high temperature biases were a sufficient reason for the exclusion of AWI-CM1-1-1-MR. High temperature biases are an attribute of concern in two of the models selected for the ensemble, ACCESS-ESM1.5 and MIROC6, but without a process evaluation are not sufficient basis for exclusion. The moderate biases in the rest of the ensemble, however, do not necessarily indicate a problem with the models. Bias is the difference between model simulations
and the observed climate. We controlled the confounding influence of natural variability in each model by calculating bias using the mean of several simulation runs. This measure is not possible for observations since there is only one realization of the observed climate. Natural variability in the observed climate, therefore, could produce the appearance of bias even in a hypothetical “perfect” model (Lanzante et al., 2018). The ensemble mean absolute bias of 2°C in temperature and by a factor of 1.5 in precipitation cannot be definitively attributed to the models or the ensemble; it is to some extent an artefact of natural variability in the observed climate. A process-based evaluation of models (e.g., Karmalkar et al., 2019) can be helpful in further assessing the reliability of individual models for specific purposes and regions.

4.2 | Representation of climate change uncertainty

Climate change uncertainty can be decomposed into three components: scenario uncertainty, modelling (process) uncertainty, and internal (natural) variability (Hawkins and Sutton, 2009). Ideally, a small multimodel ensemble like the one selected here should conserve these uncertainties as expressed in the larger ensemble of candidate simulations. We explicitly conserved scenario uncertainty by selecting models that provide simulations for the four core SSP marker scenarios. The 13-model ensemble adequately conserves modelling uncertainty—approximated globally by ECS and regionally by the range of model mean seasonal temperature and precipitation changes in a screened 31-model CMIP6 ensemble (Figures 2 and 3a–d)—with some regional exceptions. These exceptions should be noted as caveats for interpretation of regional climate change uncertainties in downstream analyses. Finally, we explicitly prioritized models that allow assessment and control of internal variability by selecting models with a minimum of three historical simulations. However, five of the selected models have only one or two simulations for each emissions scenario. For the purpose of representing modelling uncertainty, model means from these models should be assumed to be somewhat confounded by internal variability.

The internal variability component of uncertainty is only conserved if the individual simulations of each model
are provided in a downscaled ensemble. Downscaled climate normal products (e.g., ClimateNA and WorldClim2) typically provide model means calculated from multiple simulations, but not the individual simulations themselves. We demonstrated that the ensemble of model means obscures substantial internal variability in precipitation throughout the continent, and in temperature in specific regions and seasons (Figure 3e–h). In other words, an ensemble of model means artificially reduces climate change uncertainty (Deser et al., 2012) and precludes assessment of the full range of potential climate impacts. Within the limits of practicality, it is preferable to provide multiple simulations of each model/scenario combination in products of downscaled climate normals.

### 4.3 Grid resolution and elevation-dependent warming

Four of the models in the ensemble have horizontal grid resolution sufficient to resolve the major mountain ranges of western North America. One model (EC-Earth3) has relatively high resolution (0.7° × 0.7°) approaching the previous generation of regional climate models used for dynamical downscaling. The trend towards higher resolution is encouraging, but the benefits of moderate resolution models for km-scale downscaling are ambiguous. On one hand, resolving mountain ranges allows for stronger differentiation of maritime/continental transitions (Lanzante et al., 2018), windward and leeward dynamics (Kanehama et al., 2019), and elevation-dependent climate changes (Palazzi et al., 2019). On the other hand, these resolved mountain ranges are still highly simplified features in even the highest resolution models in the ensemble. The higher-resolution models do not necessarily reduce the challenges of km-scale downscaling, but instead can shift these challenges to finer spatial scales.

**Our case study of elevation-dependent warming (EDW) is an illustration of the trade-offs of increased grid resolution. EDW is a poorly-understood phenomenon with several hypothesized causes including the snow-albedo feedback, longwave water vapour feedbacks, and...**

**TABLE 3** Ordered subsets of the 13-model ensemble

| Subset size | IPCC reference region |
|-------------|-----------------------|
|             | NEN       | NWN | WNA | CNA | ENA | NCA | SCA | NAM |
| Including UKESM1-0-LL |
| 1           | CNRM     | CNRM | MRI | ACC | EC  | MRI | GISS | CNRM |
| 2           | UK       | UK   | UK  | UK  | UK  | UK  | UK   | UK   |
| 3           | EC       | EC   | MPI | CNRM | GFDL | GFDL | ACC  | GFDL |
| 4           | MPI      | MPI  | GISS | GFDL | MRI  | EC   | MIR  | EC   |
| 5           | MRI      | ACC  | EC  | MIR  | MIR  | MIR  | EC   | MIR  |
| 6           | ACC      | GISS | CNRM | EC  | GISS | CNRM | GFDL | GISS |
| 7           | GISS     | MRI  | MIR  | GISS | MPI  | MPI  | MPI  | MIR  |
| 8           | GFDL     | MIR  | GFDL | MPI  | ACC  | ACC  | CNRM | ACC  |
| 9           | MIR      | GFDL | ACC  | MIR  | CNRM | GISS | MIR  | MIR  |
| Excluding UKESM1 |
| 1           | CNRM     | CNRM | MRI | MRI | GISS | MRI | GISS | CNRM |
| 2           | EC       | EC   | MPI | GFDL | ACC | GFDL | ACC  | GFDL |
| 3           | GFDL     | ACC  | GISS | MIR  | MIR  | EC   | MIR  | EC   |
| 4           | MRI      | MPI  | MIR  | CNRM | GFDL | MIR  | EC   | GISS |
| 5           | ACC      | GISS | EC  | GISS | CNRM | CNRM | GFDL | MIR  |
| 6           | GISS     | MIR  | CNRM | EC  | EC   | MPI  | MPI  | ACC  |
| 7           | MIR      | GFDL | MIR  | GFDL | MIR  | MIR  | GISS | CNRM |
| 8           | MIR      | GFDL | ACC  | ACC  | MIR  | MIR  | MIR  | MIR  |

**Note:** Subsets are provided for North America (NAM) and the seven IPCC reference regions (Figure 7h). The order of each subset indicates the models recommended for each user-determined ensemble size. For example, a four-member ensemble for the NEN region would comprise CNRM, UK, EC, and MPI. Exclusion of UKESM1 provides an ensemble that is consistent with the IPCC AR6 assessed constraints on equilibrium climate sensitivity (Arias et al., 2021). Model abbreviations are ACC (ACCESS-ESM1.5), CNRM (CNRM-ESM2-1), EC (EC-Earth3), GFDL (GFDL-ESM4), GISS (GISS-E2-1-G), MIR (MIROC6), MPI (MPI-ESM1.2-HR), MRI (MRI-ESM2.0), and UK (UKESM1.0-LL).
aerosols, and changes in cloud cover (Pepin et al., 2015; Minder et al., 2018; Palazzi et al., 2019). The large differences in EDW evident among models in Figure 6 are unsurprising given the complexity of the phenomenon. In addition to the process uncertainties, however, grid resolution itself is a source of model variation in EDW. Since the drivers of EDW are local in scale, the simulation of EDW over the highly generalized topographies of global climate models is a source of error for downscaling: EDW will be applied uniformly to all locations—valley floors to mountain peaks—within a GCM grid cell during change-factor downscaling. The comparison of MIROC6 and EC-Earth3 demonstrates that increasing model resolution can reduce this source of error at regional scales (i.e., by resolving gaps between mountain ranges) while increasing it at local scales (i.e., by applying more fully resolved EDW to unresolved valleys). In the absence of additional downscaling measures to explicitly account for EDW and other localized climate change drivers, we do not view the higher-resolution models in the ensemble as intrinsically more valuable or valid. The tradeoffs of model resolution are a component of modeling uncertainty, and it is beneficial to include a range of grid resolutions in a downscaling ensemble.

4.4 | Diurnal temperature range

Underestimation of DTR is a persistent feature of climate models (Wang and Clow, 2020). Intermodel differences in DTR can be attributed to differences in parameterizations for clouds, aerosols and soil moisture, among others (Lindvall and Svensson, 2015). However, the consistent underestimation of DTR relative to observations has not been definitively explained. Part of the underestimation of DTR may be due to differences in the timescale of DTR measurement in observations and models; since \( T_{\text{min}} \) and \( T_{\text{max}} \) are measured instantaneously in observations but simulated over longer timesteps in models, models are expected to have lower DTR (Wilson et al., 2008; Rupp et al., 2013). To the extent that underestimation of DTR is an artefact of the different timescales of measurement in observations and models, rather than of systematic biases in the driving processes, some overestimation of \( T_{\text{min}} \) and underestimation of \( T_{\text{max}} \) would be expected even from a perfect model.

4.5 | Reconciling the equilibrium climate sensitivity of the ensemble with observational constraints

The 13-model ensemble selected here, like the full CMIP6 ensemble, has a mean (3.7°C) and upper limit (5.6°C) of equilibrium climate sensitivity that substantially exceeds the IPCC AR6 assessed best estimate ECS of 3°C and very likely upper limit of 5°C (Arias et al., 2021). In other words, the 13-model ensemble contains models that simulate stronger global warming than is supported by multiple lines of observational evidence. Five (38%) of the 13 models are above the IPCC AR6 assessed likely upper limit on ECS of 4°C, and two (15%) of the models are above the very likely upper limit of 5°C. If the ensemble were to strictly conform to the IPCC assessed range, there would be only two models exceeding 4°C ECS and no models exceeding 5°C, following the IPCC’s probabilistic definitions of likely (one-sided \( p > 83\% \)) and very likely (one-sided \( p > 95\% \)).

The need to reconcile the CMIP ensemble ECS range with observational constraints is a new dilemma for climate change impacts and adaptation researchers. It is long been agreed that model democracy (one model, one vote) is not a strictly valid method of assessing climate change uncertainty (Knutti, 2010; Leduc et al., 2016). However, prior to CMIP6 this objection was somewhat academic since the distribution of ECS in CMIP ensembles approximately matched the (wider) range of ECS supported by other lines of evidence (Schmidt, 2021). For practical purposes it was reasonable for analysts to use the multimodel ensemble spread in previous CMIP generations as a proxy for scientific uncertainty on climate change. This approach is no longer valid given the incongruence between the CMIP6 ensemble range of ECS and the IPCC assessed range (Schmidt, 2021). Careful model selection is now required to avoid biasing regional climate change analyses.

There are several viable approaches to constrain CMIP6 ensembles in downscaled regional analyses. Weighting the models based on observational constraints is possible for regional analyses (Ribes et al., 2021). However, in practice many analyses will require simply selecting a subset of the CMIP6 ensemble that is closer to the IPCC assessed range, as we have done with the 8-model subset. The disadvantage of this approach is that it discards valuable information from the excluded models. The CanESM5 and UKESM1 models are advanced models from respected modelling centres, with demonstrated skill in modelling many Earth system processes (Eyring et al., 2021). Expressing variables of interest relative to the amount of regional or global warming is a widely practiced technique that facilitates inclusion of high-ECS models by removing the timing of the warming as a factor in the ensemble spread (Arias et al., 2021). It is conceivable that both techniques could be used in a single study; to use the 8-model ensemble for time-relevant analyses and a larger ensemble for analyses where the warming level is more relevant. These
considerations highlight that the full CMIP6 ensemble is a somewhat arbitrary collection of non-independent models, and careful ensemble selection is necessary to achieve a meaningful representation of modelling uncertainty.

5 | CONCLUSION

Use of downscaled global climate model projections is expanding rapidly as climate change vulnerability assessments and adaptation planning become mainstream in many sectors. This increasingly diverse user base can benefit from a basic understanding of the attributes and limitations of the climate model output they are working with. The results of this study reinforce several best practices for the selection and use of global climate models for high spatial resolution downscaling of climate normals:

- The ensemble must be observationally constrained to be meaningful. The CMIP6 ensemble and the 13-model ensemble have a biased distribution of equilibrium climate sensitivities. This bias can be addressed by model exclusions (as in our 8-model subset), model weighting, or analysis relative to global warming levels rather than time.
- An ensemble of multiple models is essential for impact analysis; the ensemble mean projection alone can be misleading. For example, small summer precipitation changes indicated by the ensemble mean throughout North America are an artefact of averaging across much larger opposing trends among the models.
- Downscaled climate data products should include multiple simulations of each model/scenario combination. This allows downstream analyses to account for the contribution of natural variability to climate change uncertainty.
- Higher grid resolution is not necessarily better. Increased grid resolution can intensify downscaling errors in some locations while reducing them in others. A range of grid resolutions is desirable in a multimodel ensemble.
- Small ensembles should be used with caution. Even the 13-model ensemble leaves region-specific gaps in the distribution of climate changes projected by the full CMIP6 ensemble. Users of downscaled data can benefit from tools to identify these gaps for their variables and regions of interest.
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