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We report on the use of 4.8 μm-diameter, optically levitated, charged microspheres to image the three-dimensional force field produced by charge distributions on an Au-coated, microfabricated Si beam in vacuum. An upward-propagating, single-beam optical trap, combined with an interferometric imaging technique, provides optimal access to the microspheres for microscopy. In this first demonstration, the Au-coated surface of the Si beam can be brought as close as ~10 μm from the center of the microsphere while forces are simultaneously measured along all three orthogonal axes, fully mapping the vector force field over a total volume of ~10⁶ μm³. We report a force sensitivity of (2.5±1.0) × 10⁻¹⁷ N/√Hz, in each of the three degrees of freedom, with a linear response to up to ~10⁻¹³ N. While we discuss the case of mapping static electric fields using charged microspheres, it is expected that the technique can be extended to other force fields, using microspheres with different properties.

I. INTRODUCTION

The ability to make measurements at ever smaller length scales has had profound implications for both fundamental science and technology. In particular, atomic force microscopy has enabled the measurement and manipulation of surfaces at atomic length scales. Traditionally, atomic force microscopes (AFMs) have sensed the interaction of a tip, suspended by a cantilever, with a surface, by measuring the displacements of the cantilever in the direction perpendicular to its surface [1]. The mechanical suspension of the force sensing element limits electrical, thermal, and mechanical isolation from the outside world.

Here we present a technique for measuring three-dimensional forces over a three-dimensional volume by levitating a 4.8 μm-diameter dielectric microsphere (MS) at the focus of a Gaussian laser beam, with a ~10 μm minimum distance between the center of the MS and another object. This results in the full mapping of a vector field anywhere in space and close to mechanical objects. The optical levitation enables three important features: the absence of dissipation associated with the cantilever support allows measurements with substantially lower force noise at room temperature; the electric isolation provided by the optical support makes electrostatic measurements at fixed charge possible; and force vectors measured in three dimensions are characterized by similar spring constants in each of the three trapping degrees of freedom (DOFs).

Since the pioneering work of Ashkin [2–4], a number of experiments with optically levitated MSs have been demonstrated, especially in recent years [5–26]. Some authors have proposed short-range force detection experiments using their optically levitated MSs [27, 28], but only a few have actually positioned free-standing objects micrometers away from a trapped MS [15, 26, 29], or other mesoscopic objects. Positioning a Si beam or other attractor close to a trapped MS, and measuring its effect on the trapped MS, is crucial for any short-range force sensing application.

As a demonstration of this technique, we measure the electrostatic forces between a charged MS and an Au-coated Si beam (ACSB) structure. A force calibration, obtained by charging the MS with a unity charge and applying an external electric field, allows us to precisely determine the electric field due to a overall bias on the ACSB as well as infer the distribution of “patch potentials” on the Au surface in absolute terms.

II. EXPERIMENTAL SETUP

The optical trap used here is almost identical to that described in [24]. The optical system is shown schematically in Fig. 1. The trap is formed at the focus of an upward-propagating Gaussian beam generated by a 1064 nm laser, whereby the radiation pressure and Earth’s gravity create a stable three-dimensional harmonic trap. Silica MSs of 4.80 ± 0.04 μm diameter [30] are applied to the bottom side of a glass coverslip, where they adhere by van der Waals forces. The MSs are loaded into the trap by vibrating the glass slide, placed about 10 mm above the trap, with a piezoelectric transducer. For this operation, the vacuum chamber is maintained at a pressure of 2 mbar of N₂ buffer gas to slow the fall of the MSs and provide sufficient damping of their motion within the trap. After loading one MS, the glass slide is withdrawn in order to minimize distortions to the trapping beam, which is also used for applying optical feedbacks and measuring forces. The N₂ gas is then gradually pumped out, reaching a final pressure of ~10⁻⁶ mbar for the measurements.
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The trap becomes unstable below pressures of \(\sim 0.1 \text{ mbar}\), because of insufficient gas damping. To stabilize the trap under high vacuum conditions, optical feedback forces are applied to the MS. The radial DOFs are stabilized using a piezoelectrically actuated deflection mirror placed in a Fourier plane of the trap, while the axial DOF is stabilized by modulating the power of the laser with an acousto-optic modulator. The optical readout system used in the feedback for the three DOFs closely follows [24] with significant improvements made to the electronics. The single beam configuration of the apparatus is ideal for the application described here, as it allows optimal access to the MS from all directions in the horizontal plane. The current noise level on the motion of the MSs is dominated by effects [24] other than the residual vacuum, which is limited by a number of non UHV-compatible translation stages.

The trap region is illustrated in Fig. 2. To minimize long-range electrostatic interactions, this region is shielded inside a Faraday cage consisting of six hollow, pyramidal electrodes that can be independently biased. The holes in the electrode faces, used to allow for optical access, do not significantly affect the shielding achieved at the trap, based on results from finite-element analysis (FEA). The two electrodes on the vertical axis hold the aspheric lenses, while shielding the trap region from their, potentially charged, dielectric surfaces. MSs loaded in the trap are generally charged. Ultraviolet light from a xenon flash lamp, brought in the trap region by an optical fiber, is used to discharge the MSs, while their charge state is monitored by applying an AC voltage to two opposing pyramidal electrodes. As demonstrated in [12], this process can be used to verify with extremely high confidence that the MS is overall neutral.

The force sensitivity of the system is calibrated for each MS with the same process, typically when a charge excess of 1e is reached, where e is the elementary charge. The calibration procedure, described in [12, 15, 24], can independently measure the force response along the three coordinate axes, by employing, in turn, different electrode pairs. Small corrections from the fringe field due to the shape of the electrodes are calculated and accounted for using finite element calculations and the full model of the electrode arrangement. The MS response is frequency dependent, with a natural, radial resonant frequency of \(\sim 400 \text{ Hz}\), and is measured over the range 1 – 600 Hz.

Once a force calibration has been obtained, the charge state of the MS can be arbitrarily set, for the purpose of electrostatic force sensing. Continued exposure to UV flashes produces a net positive charge, while flashing the same UV light onto a nearby Au surface produces free electrons, some of which become bound to the MS, generating a net negative charge. Both charging mechanisms occur simultaneously, although the relative rates, and thus the charging direction, can be controlled by bringing the ACSB (an Au surface) close to the MS, or removing it to a distant location. This flexibility and the demonstrated indefinite stability of charge states, affords a large
FIG. 2. Trap region: a drawing of the trap region is shown in the left panel, illustrating the 2 mm diameter holes in the Au-coated pyramidal shielding electrodes through which the ACSB and the trapping beam are brought in and extracted. The trapping light is represented by the red conical feature. The panel to the right illustrates a detail of the end of the ACSB, and trapped MS, along with the coordinate frame used in the data analysis. A separate arrow shows the direction of Earth’s gravity.

dynamic range in force sensing applications. For electric field mapping discussed here, the MS is charged to approximately \( q \approx -400e \), with an excess of electrons. This large charge is intended to overwhelm possible multipolar (mainly dipolar) effects, clearly visible for neutral MSs.

We assume this charging procedure does not produce a large permanent dipole moment via localized charging of the MS. A dipole moment of \( d \approx 500e \cdot 5\mu m \) (aligned for maximal coupling to the field gradient), produces a force that is an order of magnitude smaller than the force on a charge of \( q \approx 500e \) in the electric field configuration employed here (discussed below).

III. MEASUREMENTS AND RESULTS

The ACSB is designed to have contrast in density (and baryon number) for a future experiment. This is achieved by alternating Au and Si fingers with 25 \( \mu m \) distance between the centers of contiguous fingers. A 3 \( \mu m \) thick Si fence bridges all Si fingers together, so that the Au fingers are entirely surrounded by Si. A 200 nm Au coating is then applied to all surfaces. A more complete description of the ACSB is provided elsewhere [31], while, for the purpose of the work described here, only this external layer of Au is relevant. The ACSB is 10 \( \mu m \) thick to minimize its interference with the tails of the Gaussian trapping beam. More work on both shaping of the trapping beam and the MS imaging system are likely to make thicker field-generating components possible; nevertheless, constraints of this type are likely to remain the main limitation of this new technique.

The ACSB can be biased independently from other components and is mounted off a three-axis, piezoelectric translational nano-positioning stage (Newport NXYZ100SGV6). After trap loading and force calibration, the ACSB is brought close to the trap region through one of the holes in the pyramidal electrodes, as shown in Fig. 2, where the coordinate system employed here is defined. Sufficient clearance is provided for the full 80 \( \mu m \) range of the translation stage in the \( y \) and \( z \) directions.

Force measurements are carried out in three configurations: to evaluate the noise and linearity of the measurement, to demonstrate the ability of the technique to map the field produced by an external bias on the ACSB, and to map the field produced by patch potentials on the ACSB surface. In all measurements involving the ACSB, the trap is held at a fixed location, while the ACSB is displaced and/or actively driven.

A. Sensor linearity and noise

There are two features that define the performance of a force sensor: noise and linearity. The linearity of the force measurement is obtained, along the three DOFs, by the same process used for the force calibration, scanning a 41 Hz AC drive signal with the shielding electrodes, from \((0 \pm 0.1) fN\) to 500 fN. The linearity has frequency dependence, which was measured as part of the calibration, as discussed in Section II. The result, for forces along the \( x \) axis, is shown in Fig. 3, along with the residuals to a perfectly linear behavior. At driving forces over 300 fN a \( \sim 10\% \) nonlinearity is observed.

The noise is characterized by collecting data with the ACSB placed over a 3-dimensional grid of positions in front of a trapped and charged MS. The six trapping electrodes are nominally grounded and the ACSB is driven with a single frequency AC voltage at 41 Hz. We then examine the response of the MS at a frequency far from this applied tone. We observe similar noise conditions when the ACSB is nominally grounded. The resulting force

FIG. 3. Linearity of the force sensor in the \( x \) direction, with residuals from perfectly linear behavior. Data is collected for a 41 Hz drive signal applied with a shielding electrode. The other two DOFs have comparable linearity.
FIG. 4. Force noise micrographs with a charged MS, represented with respect to a stationary ACSB at various relative positions. Practically, changes in the relative position are produced by displacing the ACSB, yet for ease of representation, the figure shows the ACSB as stationary. The force vectors represent the MS response at a frequency far from a single-frequency AC voltage drive applied to the ACSB during these measurements. For the data in the top (bottom) panel, the horizontal component of the force vector represents $F_x$, the force in the $x$ direction ($F_y$, the force in the $y$ direction), while the $z$ component of the vector is always the force in the $z$ direction. In both cases, force vectors measured at five $y$ positions (with a different color indicating each $y$ position shown in the legend) in a regularly spaced grid ranging from $-40 \mu m$ to $40 \mu m$ are plotted at each $(x, z)$ location.

The micrographs are shown in Fig. 4 for 10 s integrations at each position and with a single MS. The rms noise forces over the whole $80 \times 80 \times 80 \mu m^3$ measurement volume are 5.5 aN, 17.2 aN, and 8.2 aN, for the $x$, $y$, and $z$ directions, respectively. Histograms of the noise over the whole measurement volume are 5.5 aN, 17.2 aN, and 8.2 aN, for the $x$, $y$, and $z$ directions, respectively. Histograms of the noise over the whole measurement volume are plotted in Fig. 5. The anisotropy in the measured noise may be the result of residual astigmatism of the trapping beam, inconsistencies in $x$ and $y$ feedback, or, possibly, effects related to the finite geometry of the ACSB [32, 33]. This force noise is comparable to a cryogenic Si cantilever [34, 35], but is obtained at room temperature and on all three DOFs simultaneously. This noise performance, along with the linearity up to $\sim 10^{-13}$ N, enables force measurements spanning over four orders of magnitude in amplitude.

B. Electric field from an overall bias voltage

The overall electric field from a bias voltage applied to the ACSB is measured. This procedure is used here to validate the technique, but also to register the relative position of the ACSB to the trap and its orientation in space, with a fit to a model produced by FEA. In a new version of the trap, currently under construction, high quality metrology will be possible through auxiliary optics, something only available in a rudimentary fashion in the current system.

The three-dimensional electric field is mapped over a $10 \times 10 \times 10$ grid of points, spanning the full 80 $\mu m$ of closed-loop travel in the translation stage, along each of its three orthogonal axes. The relative displacement between points in the three-dimensional scan is known with an uncertainty of $\sim 10$ nm, set by the accuracy of the translation stage used. To perform the measurement at each point on this grid, the MS is driven for 10 s by an AC-voltage on the ACSB at 41 Hz, with a 100 mV peak-peak amplitude. The force at each grid point is represented by a three-dimensional vector. A slice of this vector field along an $xz$ plane at $y = 0$ (centered along the $y$ axis) is shown in Fig. 6, together with the results of the FEA. Shown are both $F_x$ and $F_z$ (top), and $F_y$ and $F_z$ (bottom) in the same $xz$ plane.

The data is fit to the FEA model by constructing a least-squared cost function from the difference between
them, normalized by the error in the data, and summed over all 1000 grid locations. In the minimization, the charge of the microsphere, \( q \) is allowed to float (which is equivalent to applying an overall scaling of the \( E \) field produced by ACSB), as well as three translations of the coordinates reported by the stage, and six independent rotation angles. Three of these angles floated in the fit represent angular misalignment between the axes of the translation stage and the axes of the trap, which are used to construct a rotation matrix applied to the measurement grid points. The remaining three angles account for a possible angular misalignment of the ACSB itself to the axes of the translation stage, and are used to construct a rotation matrix applied to the measured vector field. We exclude constant offsets in the measured force, as would arise from contact potentials, since we apply an AC electric field and measure the amplitude and phase of the MS’s response.

With this procedure, we find \( q = -459e \) (consistent with the estimate made during the charging process), and a closest separation of the ACSB face of 15 \( \mu \)m from the center of the MS, centered in the \( z \)-axis with an uncertainty \( \pm 2.5 \, \mu \)m. The coordinate axes of the ACSB are found to be tilted relative to the coordinate axes of the translation stage by no more than \( \pm 5^\circ \) for all three rotation angles, while the coordinate axes of the translation stage are tilted relative to the physical axes of the trap by no more than \( \pm 2^\circ \) for all three rotation angles.

Residual deviations from the best-fit FEA, particularly apparent at short separations, are likely the result of non-uniformity of the voltage on the ACSB, as our FEA assumes a perfect conductor with ideal geometry. Small dielectric particles (e.g. silica dust) on the surface of the ACSB, and/or metallic grains in the Au coating, may contribute to the small discrepancies observed at shorter distances [36, 37]. Permanent dipole moments in the MS, estimated from [15], may produce forces more than an order of magnitude smaller than the residual force from the fit described above. Similarly, induced dipoles, estimated from the MS index of refraction [30] and the contact potential on the ACSB assumed to be \( < 100 \) mV, may produce a force more than two orders of magnitude smaller than the residuals.

The closest approach of the ACSB, as described above, is 15 \( \mu \)m for the dataset shown in Fig. 6. Force sensing at smaller distances, down to \( \sim 8 \) \( \mu \)m, are possible and have been achieved with this technique, but with an increase of the system noise for which a satisfactory explanation has not been found.

C. Patch potential measurements

Patch potentials on the surface of the 200 nm thick evaporated Au surface of the ACSB create an electric field which can be measured as a force on a charged MS. To perform this measurement, the ACSB is mechanically driven sinusoidally along the \( y \)-axis with the translation stage, over a regular grid of \( x \) positions (separations), and \( z \) positions. At each point within the \( xz \) grid, \( F(x, y, z) \) and \( y(t) \) are measured, so that the three-dimensional force field \( F(x, y, z) \) can be obtained. The relative registration of the MS with respect to the ACSB in terms of the three translations and six rotations is taken from the fit to the case of the biased ACSB, discussed in the previous section. The three-dimensional electric field can then be extracted as \( E(x, y, z) = F(x, y, z)/q \), where \( q \) is the charge of the MS, also determined in the previous section.

The electric field due to patch potentials on the ACSB is numerically modeled following results obtained by Kelvin probe atomic force microscopy [37, 38]. Those authors define a voltage autocorrelation function, \( R(s) = \int \int d^2s' V(s)V(s'+s) \), where \( s \) and \( s' \) and positions on the surface. They then find that \( R(s) \) is approximately
constant for short length scales, followed by a sharp knee at a length scale consistent with the expected patch size, \( l_{\text{patch}} \). As an approximation to this autocorrelation function, we model triangular patches measuring \( l_{\text{patch}} \) on a side, with voltages randomly sampled from a normal distribution, \( N(0, V_{\text{patch}}) \). FEA is used to determine the electric field due to these patches (as the geometry and boundary conditions do not permit an analytic solution), which we then compare to our data. Since the patches and resulting electric fields are random, we create many realizations of patches to sample the mean and variance of the root-mean-square (rms) force, \( F_{\text{rms}} \).

Measurements of \( F_{\text{rms}} \) along \( x \) and \( y \) for different separations \( x \), are shown in Fig. 7. The rms is computed over all grid points along the \( y \) axis, at \( z = 0 \). In the figure, the data is fit to the results of the FEA model described above using a least-squared cost function, with a constant added variance to account for noise. Misalignments between the physical axes of the ACSB and the axes of the driven motion, together with an overall contact potential on the ACSB, would produce both a constant offset in \( \mathbf{F}(t) \), as well as a term at the ACSB’s driving frequency. Patch potentials with length scale \( l_{\text{patch}} \leq 40 \mu m \) would only produce higher harmonics of the ACSB’s driving frequency, as its maximum displacement is \( (\Delta y)_{\text{max}} = 80 \mu m \). Thus, when computing \( \mathbf{F}(y) \) from \( \mathbf{F}(t) \) and \( y(t) \) via Fourier techniques, the DC and fundamental terms of the ACSB’s driving frequency were set to zero in the FFT of \( \mathbf{F}(t) \). At distances much greater than the patch size, the rms electric field is proportional to the product of the patch length scale, \( l_{\text{patch}} \), and the rms patch voltage, \( V_{\text{patch}} \). Although the MS is not close enough to the ACSB to resolve the underlying patches, we are able to extract the patch length-scale voltage product.

To compare to other measurements, we assume \( V_{\text{patch}} = 100 \text{ mV} \) and obtain \( l_{\text{patch}} \). Our fit of the \( x \) rms (\( y \) rms) force implies \( l_{\text{patch}} = 0.8 \mu m \) (\( l_{\text{patch}} = 0.7 \mu m \)). The length scales inferred from the fit are somewhat larger than the \( \sim 200 \) nm grain size expected for a 200 nm thick evaporated Au film. Others have observed sample contamination by dielectric adsorbates (such as silica dust) that become embedded in metallic surfaces, which can collect charge and affect measurements of patch potentials. Finite electrode geometry may also play a role.

IV. CONCLUSION

We have demonstrated a technique capable of mapping, with sensitivity competitive to that of cryogenic AFM, a three-dimensional vector field over a volume of \( \sim 10^6 \mu m^3 \) in free space. The center of this sensor, a 4.8 \( \mu m \) diameter optically levitated dielectric microsphere, can be brought as close as 10 \( \mu m \) to a metallic surface, while performing the measurement. This novel instrument is used to map the patch potentials on an Au surface.

While this first result is exclusively sensitive to electric fields, three-dimensional mapping of other physical fields appears possible. Magnetized microspheres are commercially available, and, possibly, neutral microspheres or microrods with large electric dipole moments could be used with enhanced sensitivity to electric field gradients. Our group is actively pursuing the technique to search for new long-range interaction coupling to mass or other intrinsic properties of matter at the micrometer scale.
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