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Abstract
Due to integrated circuit (IC) production chain globalisation, several new threats such as hardware trojans, counterfeiting and overproduction are threatening the IC industry. So logic locking is deployed to hinder these security threats. In this technique, an IC is locked, and its functionality is retrieved when the right key is loaded onto it. We propose ‘noise-based’ logic locking, consisting of two separate compliment blocks, which function in three states. By flipping a signal once in the circuit, these modules add corruption to the circuit, whereas either flipping the same signal twice or not flipping leads to the correct functionality. Thus, a low probability skew with a low corruption in the output is obtained by utilisation of these flipping states. We have improved SAT attack resiliency based on time by 17% for a locking block with 14 primary inputs in comparison with the well-known anti-SAT. The area overhead is less in comparison with other schemes, in which extra dummy parts or obfuscation elements are added to their circuit. Also, more crucially, our locking blocks are immune to SPS attack solely. After executing various attacks, retrieved circuits indicate improved overall resiliency against automatic test pattern generation based and approximate guided removal attacks as well.

1 | INTRODUCTION
Primarily, integrated circuit (IC) design, fabrication, and test were all processed in a single facility, and trusted foundries handled all the procedures. Recently, however, technological advancements, determinant time-to-market, and high facility setup and upgrading cost have forced the IC companies to manufacture their ICs in the third-party foundries off-shore. This multi-vendor cooperation is liable to multiple security threats. Hence, the semiconductor industry is posed to these adverse effects and loses about 4$ billion annually [1].

These threats can be executed by a malicious foundry or end-user to gain control over exact netlist of valuable IPs through IP theft or reverse engineering [2]. The objective of attacker varies, as an attacker can use IP in overproduction and illegal cloning (counterfeiting) [3] to sell in black markets. At the same time, this control over IC leads to modification of the circuit and insertion of hardware trojans [4] aiming at the malicious functional usage in next steps of IC application.

Furthermore, these threats can lead to information exploitation if reverse engineering is deployed. Henceforth, several retreat methods such as watermarking [5], split manufacturing [6], IC camouflaging [7] and logic locking [8, 9] were proposed to withstand IP piracy. The designer solely devises logic locking, and its exact function is out of reach for other third parties, while other methods, for instance, camouflaging target protection from end-user, and offer no protection from foundries. Therefore, logic locking has gained interests due to this superiority, and its design phase feasibility and efficiency.

Due to the aforementioned superiorities, logic locking is the focus of this study. In this method, some locking elements are coupled with the main circuit, which is controlled with key inputs (KIs) receiving from an on-board tamper proof memory, and circuit functions correctly just when the correct key bits are received as shown in Figure 1. There are a variety of locking methods such as random logic encryption (RLE) [8], strong logic encryption (SLE) [10], anti-SAT [11], SARILock [12], SLL [13], TT-Lock [14] and PLG-based logic locking [15],
and although various researches explored for a novel locking technique that hinders all possible attacks, to the best of our knowledge each method has drawbacks in the form of area and power overhead, and the vulnerabilities against different attacks. To evaluate the proposed methods, possible attack scenarios are discovered, and these fall into two main subcategories of algorithmic analysis attacks and structural analysis attacks; for instance, satisfiability checking based (SAT) attack [16] and automatic test pattern generation (ATPG) [10] techniques deal with the locking scheme’s algorithmic weak points, whereas in probabilistic attacks [17] and bypass attacks [18] the structural characteristics are addressed.

The circuit is locked with a logic locking technique which makes it bullet-proof against structural analysis attacks, which are underlain by structural traces in the circuit. At the same time, our locking method is adequately resilient against sensitisation and SAT attacks, which are both different types of algorithmic analysis attacks. In this regard, although other researchers have explored various methods to hinder attacks above, their methods have various drawbacks. These are indicated as limitations in the form of high area overhead (introduced by extra dummy parts), a finite number of protected patterns after the execution of SPS attack, and higher area overhead stemmed from resynthesisisation procedure. We have designed a locking block with an untraceable output by SPS attack; this locking method fulfils mentioned limitations and vulnerabilities by protecting all the input patterns even after SPS execution. Our proposed method adds lower overhead, as no extra part other than locking blocks are introduced to the circuit.

Rest of the study is contributed as follows:

1. Logic locking’s background is elaborated to discuss drawbacks of the former methods and the characteristics that can be improved.
2. We propose our noise-based locking technique, furthermore, to discuss the design and analytical aspects of the proposed technique.
3. Security analysis on the proposed technique from both aspects of signal probability and SAT resilience is highlighted.
4. Several simulations are designed to validate the lock’s security and results are assessed and discussed.
5. Eventually, our research results are addressed, and the study is concluded.

2 | PRIOR WORKS

Logic locking methods have evolved from different aspects through recent years, by the introduction of new attacks, and it is crucial to know this development further to design and improve the current techniques.

Logic locking methods are generally divided into three categories, as follow:

2.1 | Traditional methods

The initial methodology about logic locking was proposed in EPIC [8]. Its prime aim was to change the circuit’s functionality to reach the highest corruption in functionality for each wrong key (P) through the insertion of different locking elements like logical gates [10, 8], lookup tables (LUTs) [19], and multiplexers [20]. These insertion sites were random as in RLE [8], so they were subjected to simple ATPG or sensitisation techniques [10], which work with the propagation of key-value to the corresponding outputs to retrieve the correct key.

Subsequently, a new locking method was also in [10] devised to overcome this weakness. SLE, which benefits from reconvergent locking gates that by creating a chain of key gates, rely on each other, form a clique, and this chain of key gates can only be unlocked with brute force. In other words, logic gates were added in exact points to form the largest clique, which bound up finding a value of a KI on knowing other KIs’ value, and further, the attacker must try all patterns to unlock the locking system.

2.2 | SAT resilient methods

In 2015, the proposed SAT attack [16] unlocked all high corruption locking methods in a relatively shorter amount of time.
and commenced a new era in locking techniques. This attack heavily relies on the output corruption and as the attack proceeds by the elimination of wrong keys, adding corruption, in each iteration, key set area shrinks. This elimination finally leads to the exploitation of the remaining correct keys. Thus, while the mentioned logic locking techniques followed the maximum corruptibility approach, they were prone to be unlocked in a few iterations.

To thwart this problem, SAT resilient logic locking methods were proposed [11, 12] (Figure 2a,b), following the idea of using an embedded locking blocks with low corruption ratio. In such schemes, SAT attack needs an exponential number of efforts to obtain the right key. As shown in Figure 2a, anti-SAT consists of two functions (F and F-bar), which have $2n$ inputs ($2n$ KIs XORed with $n$ inputs from the main circuit). These functions are Andered/Ored, based on anti-sat block type, to form a low corruption block. This method was successful against SAT solvers; however, owing to the direct correlation between low output corruption and SAT attack iterations in this approach, these low corruption methods were found vulnerable to another type of attack.

2.3 Removal attack era

Anti_SAT block fulfills algorithmic weaknesses, but a much feasible attack called SPS [21] used structural drawback of Anti_SAT blocks and retrieved main circuit’s function in a relatively shorter amount of time in comparison with SAT attack. This attack uses the probability of nodes in a circuit to obtain the point which locking block is connected to the main part. While in Anti_SAT proposed method probability of this point is skewed towards 0 or 1, no matter how large the circuit is, the connection point is obtained in a matter of seconds. Consequently, other locking methods like SAR-lock (Figure 2b) were found vulnerable to this method, as they had the same attitude towards SAT attack.

To the best of our knowledge there are several new methods including AND Tree Insertion (ATI) [22], Camo-perturbation [23], design withholding and wire entanglement [19], TT-Lock [14], SFLL-hd [24] and approximate Anti_SAT [25] are devised to mitigate this problem. These methods are deemed to strengthen three aspects of circuits protection. These aspects are elaborated in the following, and their limitations and vulnerabilities are discussed:

Figure 2 (a) Original circuit locked by n input Anti_SAT block and (b) original circuit locked by n input SARLock scheme.
2.3.1 | Design obfuscation

In these methods, several dummy blocks, which are identical to locking blocks, are added to the circuit. This insertion raises the number of low probability sites in the circuit. Hence, after running SPS attack, the attacker ends up having more than one candidate for the locking block’s output. Also, design withholding and wire entanglement are used towards adding complexity to the circuit and impeding with detection of the locking circuit by replacing some parts with LUT blocks and insertion of multiple spare wires and multiplexer units. Both of these procedures leave an extreme impact on area overhead of the circuit, as extra dummy parts are added to the circuit.

2.3.2 | Modification of circuit

These methods modify the circuit’s output for one protected cube. Next, after a resynthesis process, a locking block is added in a way to restore the right output in case of setting the right KIs. Although in this method removing the locking block leads to a modified circuit, and this modified circuit is conceived not to be the correct answer of the original circuit. These methods are still vulnerable to probabilistic attacks, as the resorted circuit practically is almost identical to the real circuit except for some of the input patterns. Furthermore, in a real-world situation, the foundry can set aside this faulty input pattern and use the modified circuit or use existing bypass attacks. Also, a cutting edge attack is proposed in [26], which unlocks SFLL-hd method in order of minutes.

Also, the approximate Anti_SAT method [25] acts the same as mentioned schemes, and it also makes use of an adjustable corruption ratio in the output.

Both types suffer from overhead introduced in resynthesis process, for example, in the approximate Anti_SAT scheme three DTL blocks are utilised to make the circuit SPS proof. In contrast, in this scheme, for Anti-SAT-DTL locking block, only two DTL blocks are needed to lock the circuit with no resynthesis procedure.

2.3.3 | PLG-based method

Recently, in [15], a locking method based on gates built by silicon nanowire FET technology was proposed. In this technology, the type of gates varies based on their the property of controlling KIs. Thus, different configurations are implementable with the same structure.

In this method, a proportion of gates in the main circuit are exchanged with SiNW gates with varied functionality. Next, a tree of AND/NAND or AND/OR blocks, called RSAT, is coupled with the circuit through a single XOR/XNOR gate. Finally, replaced gates in the main circuit share same KIs with RSAT block, and a random wire from the circuit is used to obfuscate the locks’ outputs.

The drawbacks of this method are as follow. First, this method proposes an extra 6.25% delay to the circuit, which is much higher than 0.6% on average in the TT-Lock method. Next and more importantly, this method like design obfuscation methods replaces gates with new elements (PLG-type gates) which leads to higher area overhead.

Additionally, the modification procedure is more complex as it contains several steps in contrary to former methods like Anti_SAT.

All in all, these methods all have their respective drawbacks, and a fourth aspect, which is finding a locking block with the low probability skew and low corruption in the output, should be taken into consideration. This aspect was priorly examined using a daisy chain structure to lock the circuit in CAS-Lock [27] method. But it was afterwards found impractical in [28], as this method was unlocked without the need of an oracle circuit.

We explore this fourth aspect of SPS resiliency and propose a novel logic locking technique. Our technique benefits from two coordinated blocks with adjustable probability skew in the outputs and functions in such a way, which are neither found with SPS attack nor feasible for SAT attack to obtain the correct KIs. This approach consumes less area than the obfuscation methods, and if we remove the point with the highest skew in the locking circuit, it produces a full corrupted circuit in the output for all patterns rather than leading to a low corruption modified circuit.

3 | ATTACK ELABORATION

An ideal logic locking method has to hinder three main attacks; sensitisation attack, SAT attack and SPS attack. The sensitisation attack is not mentioned in this section, and it is discussed in security analysis in the next section. The other two attacks with a secondary attack called AGR attack are elaborated in the follow-up.

3.1 | SAT attack

In this section, execution requirements to deploy SAT attack by the malicious foundry are mentioned, and an overview to the attack methodology and its algorithm is elaborated in the following.

3.1.1 | Requirements

In an unreliable foundry, which in the IC is created, a locked netlist of the main circuit can be acquired in a conjunctive normal form (CNF). This CNF contains the relation between inputs, KIs and outputs and is the first imperative to retrieve the main circuit’s functionality. The second item needed in this procedure is a functioning IC bought from the market; this IC is used to evaluate the CNF to exploit the correct key patterns.
3.1.2 | Overview

SAT attack is an iterative attack, which through iterations various patterns are applied to inputs and KIs of the CNF function. Then on, by identifying the distinguishing patterns (DPs) in the output, these patterns are compared to the functional IC’s output and the key search area is discarded of the wrong key patterns. Thus, the attack proceeds till all the DPs are eliminated from the key set, and only the correct key patterns remain.

3.1.3 | Algorithm

Aforementioned CNF functions as \( O_p = F_c(I_n, K_m) \) [11] form, while the registered IC has the formula in the shape of \( O_p = F_m(I_n) \). I, K, and O respectively stand for inputs, KIs and outputs, and F corresponds to the relation between these three elements, c, and m consecutively stand for the corrupted and main circuit. SAT attack in each iteration applies a pattern from input set to CNF formula and after detecting DPs, the incorrect key patterns are rolled out of key set with the help of functioning IC, for instance, if \( I_n \) is set to \( I_i \) and \( K_m \) is set to \( [K_o \& K_1] \in K_m \), two possibilities are likely, first, the responding \( O_k \) of both formulas is identical \( [O_0 = F_c(I_i, K_0)] = [O_1 = F_c(I_i, K_1)] \), in this case the CNF reveals no DP, so the key patterns are randomly changed to find a DP, secondly the responding outputs, \( O_0 \) and \( O_1 \), are not identical, \( [O_0 = F_c(I_i, K_0)] \neq [O_1 = F_c(I_i, K_1)] \) reveals a DP in CNF formula, if so, the wrong key is eliminated from key set \( K_m \). Subsequently, this process proceeds for several iterations to narrow down the key search area to the correct keys, which have identical responses same as functional IC for all the input patterns. The corresponding algorithm is given in Algorithm 1.

Algorithm 1 SAT attack algorithm [16]

1: Input CNF, ICoracle
2: Output \( \overline{R_{correct}} \)
3: \( i \leftarrow 0 \)
4: \( F_c: = F_c(I_i, K_1) \& F_c(I_i, K_2) \quad [O_i \neq O_j] \)
5: while all DPs are not discovered do
6: \( I_i: = sat\_assignment(F_c) \)
7: \( Wrong\_keys\_check\_oracle(ICoracle, F_{c1}, F_{c2}) \)
8: \( G_{i+1}: = G_i \& CNF(I_i, K, O_i) \)
9: \( F_{i+1}: = omitted\_wrong\_keys\_in\_F_i \)
10: \( i: = i+1 \)
11: endwhile
12: \( \overline{R_{correct}}: = sat\_assignment[O_i] \)

3.2 | SPS attack

As mentioned in Section 2, most of the cutting edge locking techniques were found vulnerable to removal attacks, with SPS being the basis of these attacks. Thus, SPS attack is of value to discuss. In the following, we address the necessities to execute SPS attack, an overview, and elaboration of the SPS algorithm flow.

3.2.1 | Requirements

In this attack strategy, a locked netlist of the circuit in an unreliable foundry or reverse engineered netlist solely can be used to execute the attack on the circuit.

3.2.2 | Overview

Anti_SAT block and other schemes, which are designed to thwart the SAT attack, have low corruptibility in the output, and as it is obvious from Figure 3 [14] that SAT attack resilience and SPS attack resilience have inverse correlation with respect to the \( P_c \) value (corruption per key). This inverse correlation is due to the fact that achieving best resiliency for a SAT resilient blocks rests upon low corruption injection to the circuit, and prior locking schemes like Anti SAT and SAR Lock followed this strategy to overcome the SAT attack. On the other hand, this low corruption means a low activity in the output gate of these locks (as they used AND-XOR combination to merge and couple the lock with the circuit). This low activity \( (P_c \) close to \( 2^0 \) or 1) means a higher probability skew from 0.5 that leads to the detection by the SPS attack. Also, to fulfill the SPS resiliency higher activity in the output gate of the prior blocks, and as a result of this higher activity, higher corruption is needed. This higher corruption further leads to early termination of SAT attack on the corresponding circuit, while more key values are omitted from the key set area in each iteration of SAT attack due to \( P_c \) close to \( 2^0/2 \).

These locking methods leave a trace in the form of high probability skew from 0, which is considered as the reference probability. Moreover, by obtaining the probability of each wire in the given netlist, the highest signal probability skew is identified, which ravel the wire which connects the locking block to the main circuit. Then, this wire is disconnected from the circuit, and the main circuit’s functionality is restored.

3.2.3 | Algorithm

Signal probability skew is obtained from Equation (1), and it defines the probability of making the right guess about the value of a signal. This probability of making a right guess is in range of \([-0.5, 0.5]\) and when \( s \) has the value 0, the chance to guess its value is negligible, while this probability of making the
right guess culminates when $s$ has value next to its boundary limits ($-0.5, 0.5$).

$$s = P_r[x = 1] - 0.5 \quad (1)$$

Different gates have different impacts on the signal probability skew; for instance, XOR brings the probability close to 0, while AND gate pushes the probability skew onward $-0.5$; these effects can be obtained from Equations (2)–(5). In fact, SPS algorithm starts from the inputs and benefits from these formulas to obtain the signal skew on each wire, as inputs are set to 0 skew, while other wires’ skew will be calculated. This computation is decisively fast, and the accuracy improves as the size of the circuit enlarges.

$$S_{\text{AND}} = 0.5 \times (s_1 + s_2) + s_1 \times s_2 - 0.25 \quad (2)$$

$$S_{\text{OR}} = 0.25 + 0.5 \times (s_1 + s_2) - s_1 \times s_2 \quad (3)$$

$$S_{\text{XOR}} = -2s_1 \times s_2 \quad (4)$$

$$S_{\text{NOT}} = -s_1 \quad (5)$$

Eventually, in this case, as SPS attack is solely targeted in this section, the wire with the closest skew to -0.5 or 0.5, and its transitive fan-in (TFI) will be eliminated from the circuit to attain the circuit’s functionality. SPS attack’s algorithm is shown in Algorithm 2.

### Algorithm 2 SPS analysis algorithm

1. **Input** Netlist
2. **Output** Candidate list
3. **Initialise** input_wires_skew ← 0.5
4. $Skew\_\text{array} ← []$
5. **for** all gates in netlist **do**
6. $Skew\_\text{array}(g_i) ← \text{compute}_\text{Skew}(g_i)$
7. **endfor**
8. **Sort** values($Skew\_\text{array}$, Candidate list)
9. Maximum_Skew ← Candidate list(1)
10. **Remove** TFI(Netlist, Maximum_Skew)

### 3.3 Approximate guided removal (AGR) attack

Approximate guided removal (AGR) attack, as discussed in [17], is a subsequent attack mainly based on SAT attack kernel and structural analysis. This attack takes less time than the other attacks and works very well against low corruption schemes to retrieve the original circuit. Hence, it is worthy to elaborate on this attack as well. In the follow-up, an overview of the attack and its initial requirements is discussed, and next, AGR attack’s algorithm is presented.

#### 3.3.1 Requirements

This attack needs three initial requirements. First, locked or reverse engineered netlist is the same as the one in the SPS attack. Next, functioning IC bought from the market; this IC is used as an oracle to exploit the correct key patterns. Finally, the number of KIs ($n$) corresponding to the low corruption scheme.

#### 3.3.2 Overview

AGR attack is considered as a secondary attack. This means that attackers examine this attack on the circuit only when sensitisation is terminated unsuccessfully, SAT attack leads to long trials driven by low corruption in the circuit, and the original circuit is not retrieved after the execution of SPS attack.

As mentioned earlier this attack is devised based on two different kernels SAT attack and structural analysis, which are used in one of its two stages:

1. Utilising approximate SAT (AppSAT) attack to peel off traditional locking methods from low corruption schemes
2. Structural tracing and output gate removal

In the first stage, an AppSAT attack is used to remove traditional locking schemes from low corruption blocks. The
objective in this stage is to make use of SAT attack feasibility against high corruption methods to peel off security level. Then, in the second stage, the circuit with a degraded security level, lock block is omitted from the main circuit by following the transitive fan-outs (TFOs) of KIs. When all wires converge to a single wire, the convergent wire is assumed to be the output wire of the locking block.

Under an ideal assumption, after the execution of the first stage, only the KIs corresponding to the low corruption scheme remain, and all traditional KIs are peeled off. But, in a real setting, AppSAT attack only distinguishes traditional scheme from low corruption scheme partially. Hence, only fluctuating key bits are used in the second stage, while stable keys could belong to each scheme.

Moreover, TFOs of different proportions of these fluctuating KIs are followed to their corresponding convergent gates. These convergent gates are sorted for various proportions of these KIs and are ranked regarding the number of associated KIs. Finally, the convergent gate which has the higher rank is regarded as the locking blocks’ output and its TFI are removed to retrieve the original circuit.

3.3.3 | Algorithm

A pseudo-code of AGR attack algorithm is demonstrated in Algorithm 3. This algorithm is explained as follows.

First, AppSAT attack is executed several times on the circuit. In each execution and after terminating stable KIs, convergent gates \((g_i)\) with TFI of fluctuating KIs are obtained. These \(g_i\) are added to candidates list if KIs in the TFI \((C_{gi})\) are close to \(4n\) and \(R_1(g_i)\) and \(R_2(g_i)\) values are approximately equal to 0.5. \(R_1(g_i)\) and \(R_2(g_i)\) are division of corresponding number of two fluctuating key input into total number of fluctuating KIs in \(g_i\). These divisions are shown in Equation (6).

\[
R_1 = \frac{C_{in1}}{C_{gi}}, R_2 = \frac{C_{in2}}{C_{gi}}
\]

where \(C_x\) stands for the number of fluctuating KIs that converge at a given gate \((x)\). Moreover, \(R_1(g_i)\) and \(R_2(g_i)\) variables are assumed to be close to 0.5 because the majority of low corruption schemes are built upon two blocks with the same number of inputs \((2n)\). Also, in most of the low corruption schemes, if \(g_i\) is locking the output of the blocks, it should have all \(4n\) inputs in its TFI.

Next, we sort the candidates based on the number of convergent KIs. Among these sorted candidates, the one with the maximum number of convergent KIs is considered as locking block’s output gate \((G)\). Finally, TFIs of gate \(G\) are removed from the locked netlist, and the original circuit is retrieved if \(G\) is found correctly.

Algorithm 3 AGR attack algorithm [17]

| Line | Description |
|------|-------------|
| 1:   | Input Netlist |
| 2:   | Input \(n\) |
| 3:   | Output Retrieved Netlist |
| 4:   | Initialise \#cand = num_gates(Netlist) |
| 5:   | while ( \#cand > 1 and !timeout ) do |
| 6:   | launch appsat(4); // make 4 appSAT calls |
| 7:   | candidates = {} |
| 8:   | for ( \(g_i\) \in Netlist ) do |
| 9:   | if \(C_{g_i} \approx 4n\) and \(R_1(g_i) \approx R_2(g_i) \approx 0.5\) then |
| 10:  | add \(g_i\) to candidates |
| 11:  | \(G \rightarrow \) find maximum_key_count(candidates) |
| 12:  | Retrieved_Netlist = remove_TFI (Netlist, \(G\)) |

However, the removal of resilient methods above introduce overhead by having obfuscation, and extra parts added to locking block, or they protect a finite number of patterns after implying SPS attack. We have devised a locking technique, in which the locking block solely protects all the input patterns from these main attacks, and it does not introduce overhead in the form of extra added parts.

4 | PROPOSED METHOD

In this section, our noise-based lock’s design methodology is discussed, and afterwards, security aspects of the proposed locking method are elaborated.

4.1 | Noise-based logic locking

SAT attack’s execution time is obtained from: \(T = \sum_{i=1}^{\lambda} t_i\), where \(\lambda\) is the number of iterations and \(t_i\) stands for time elapsed in the \(i\)th iteration [11]. Therefore, SAT resiliency is achievable by increasing one of these two factors, and \(T\) is at its apex when just one wrong key is eliminated in each iteration.

The ideal relation between KIs, circuit’s inputs, and generated corruption in the locking block’s output (for \(KI = 3\)) is illustrated in Table 1, as it takes an exponential amount of time for SAT solvers to unlock the circuit locked with this low corruption characteristic. This scheme is almost identical in all SAT resilient blocks, and due to structural traces, former implementations of this truth table were unable to resolve structural traces in their low corruption output, which leads to SPS vulnerability. Henceforth, we propose a locking method to fulfil this need for the follow-up.

In our method, as is indicated in Figure 4, for \(na\) input locking block, two functional parts are coupled together with \(n\) inputs from the primary inputs and \(2n\) KIs. These two parts are connected to the same inputs of the main circuit, but the
KIs’ output in each block differs. Each block functions as one of truth tables in Table 2 and the corruption is injected into main circuit’s signal next to its outputs.

Furthermore, these two separate blocks are allocated in a way that together when KIs in both blocks are equal and act the same as a low corruption scheme, while for other patterns of KI, the corruption is varied as can be illustrated in Figure 4, the locking block consists of two functional units connected to a wire with lower observability of 30% (secure integration of the block [11]) from the main circuit, through two separate XOR gates. This structure imposes the difference between truth tables (a) and (b) in Table 2 to the main circuit’s functionality ($F_{m}$). Moreover, this locking technique for the right key and other non-corrupted patterns inverts the signal value twice or not at all, which means the functionality of the main circuit experiences no change. Whereas in corrupted patterns, the value of XOR gates varies, so the signal value will be inverted once, and the corruption is inserted to the circuit’s functionality. These truth tables have a lower probability skew from 0.5 to impede with the SPS attack succeed ratio. These blocks are not identical, and the only crucial factor is having T1 for equal KI values as a result of XORing of locking blocks.

Primarily, in other locking schemes, KIs are XORed with PI_s and used as locking block’s inputs. These XOR gates add extra overhead to the circuit, while XOR has the highest area consumption among the logic gates. Thus, we have designed both blocks in a way to function without adding XOR gates. In other words, KIs and PI_s are locking block’s direct inputs, which decrease the area overhead.

As demonstrated in this section, our locking method introduces no overhead other than the locking blocks, while in the obfuscation methods, several extra parts, such as LUTs, multiplexers, and dummy trees, are added to hide the locking block’s output during the SPS analysis attack. Also, this method protects all the input patterns by not allowing the SPS attack to remove the locking block from the main circuit, which will be discussed afterwards.

| Table 1 | Anti_SAT truth table (for $n = 3$) |
|---------|----------------------------------|
| Anti_SAT | $k_0$ | $k_1$ | $k_2$ | $k_3$ | $k_4$ | $k_5$ | $k_6$ | $k_7$ |
| 000     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 001     | 0     | 1     | 0     | 0     | 0     | 0     | 0     | 0     |
| 010     | 0     | 0     | 1     | 0     | 0     | 0     | 0     | 0     |
| 011     | 0     | 0     | 0     | 1     | 0     | 0     | 0     | 0     |
| 100     | 0     | 0     | 0     | 0     | 1     | 0     | 0     | 0     |
| 101     | 0     | 0     | 0     | 0     | 0     | 1     | 0     | 0     |
| 110     | 0     | 0     | 0     | 0     | 0     | 0     | 1     | 0     |
| 111     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 1     |

| Table 2 | Noise-based lock block’s truth tables (for $n = 3$) |
|---------|----------------------------------|
| $F_0$   | $k_0$ | $k_1$ | $k_2$ | $k_3$ | $k_4$ | $k_5$ | $k_6$ | $k_7$ |
| 000     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 001     | 0     | 1     | 0     | 0     | 0     | 0     | 0     | 0     |
| 010     | 0     | 0     | 1     | 0     | 0     | 0     | 0     | 0     |
| 011     | 0     | 0     | 0     | 1     | 0     | 0     | 0     | 0     |
| 100     | 0     | 0     | 0     | 0     | 1     | 0     | 0     | 0     |
| 101     | 0     | 0     | 0     | 0     | 0     | 1     | 0     | 0     |
| 110     | 0     | 0     | 0     | 0     | 0     | 0     | 1     | 0     |
| 111     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 1     |

| $F_1$   | $k_0$ | $k_1$ | $k_2$ | $k_3$ | $k_4$ | $k_5$ | $k_6$ | $k_7$ |
| 000     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 001     | 0     | 1     | 0     | 0     | 0     | 0     | 0     | 0     |
| 010     | 0     | 0     | 1     | 0     | 0     | 0     | 0     | 0     |
| 011     | 0     | 0     | 0     | 1     | 0     | 0     | 0     | 0     |
| 100     | 0     | 0     | 0     | 0     | 1     | 0     | 0     | 0     |
| 101     | 0     | 0     | 0     | 0     | 0     | 1     | 0     | 0     |
| 110     | 0     | 0     | 0     | 0     | 0     | 0     | 1     | 0     |
| 111     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 1     |

**Figure 4** Noise-based lock diagram
4.2 | Evaluation of the proposed method

We strongly believe that our noise-based locking method repels possible attacks. Henceforth, in this section, we will discuss the resilience of our proposed method against three major attacks, which are the basis of other attacks as well, and are also the well-known AGR attack.

4.2.1 | Sensitisation attack resilience

In this locking scheme, \( F_0 \) and \( F_1 \) pair blocks share the same inputs, and KIs all converge into flipping signals at the output of these blocks. In case of a sensitisation attack, all of the KIs should be set using brute force to propagate one of the KIs to blocks’ output; thus, using such attack on our proposed block is not feasible [14]. Moreover, the other positive point about this scheme is the concurrent impact of locking blocks on the main circuit, as the corruption is injected into the circuit through one of XOR/XNOR gates, but it is then filtered by the other one in many cases. Hence, to obtain the correct functionality, values of these outputs are varied based on the locking blocks’ functionality and also, the XOR/XNOR gate in the output of these blocks. Therefore, making it even harder to attain the key values with sensitisation attack.

4.2.2 | SAT attack resilience

The SAT attack can be repelled if all the DPs of the circuit are discovered in exponential time. Hence, the crucial aspect is to maximise the number of iterations to hinder this attack. For instance, in a given circuit with \( 2n \) KIs, DP recognition is directly underlain by the number of wrong keys in the main key set. First, we discuss Anti SAT’s involving factor in SAT attack resiliency, and then our method’s superiority is elaborated.

In Anti-SAT [11] method, the number of wrong keys detected per iteration is obtained from equation below.

\[
Wk_{iter} = P_c \times (2^n - P_c)
\]  

(7)

The number of KIs which output 1 is \( P_c \), which is a constant value for all the input patterns and the number of KIS that output 0 will be \( 2^n - P_c \). \( Wk_{iter} \) is obtained from Aended output of \( F_0 \) with \( F_1 \) in Anti_SAT block in Figure 2a [11]. Furthermore to detect all the DPs, several iterations (\( \lambda \)) are needed, which can be calculated by dividing the number of all the wrong KIs from Equation (7).

\[
\lambda \geq \frac{2^{2n} - 2^n}{P_c \times (2^n - P_c)}
\]  

(8)

In this equation, changing \( P_c \) within its range (1 ≤ \( P_c \) ≤ 2^n) leads into varied SAT attack resiliency shown in Figure 3. This shows that the best SAT attack resistance is obtained when \( P_c \) is set to 1 or 2^n.

In our proposed method, wrong keys are separated among two separated blocks, and the XOR of these truth tables reveals the functionality of the locking method. For a given \( 2n \)-sized key, \( n \) PIs are locked. This relation is discussed in Equation (9):

\[
O = F_0(\overline{X}_i, \overline{K}_i) \oplus F_1(\overline{X}_i, \overline{K}_i)
\]  

(9)

where \( F_0 \) and \( F_1 \) are functions indicating the KIs and PIs relation for individual block, also \( O \) states corruption in the output. To estimate iterations in our noise-based blocks, we need to justify the condition that DP found per iterations in Equation (9). A DP is detected when \( O = 1 \); therefore, the XOR of both blocks should be ‘1’.

\[
O = 1 = F_0(\overline{X}_i, \overline{K}_i) \oplus F_1(\overline{X}_i, \overline{K}_i)
\]  

\[
\Leftrightarrow [F_0(\overline{X}_i, \overline{K}_i) \wedge F_1(\overline{X}_i, \overline{K}_i)]
\]  

\[
\vee [F_0(\overline{X}_i, \overline{K}_i) \wedge F_1(\overline{X}_i, \overline{K}_i)] = 1
\]

In Equation (10), we have set the DP condition. In our method, as our blocks are not identical, we need to define two new variables; \( P_{0i} \) and \( P_{1i} \), which are the number of ones in each block (\( F \)) input pattern \( X_i \). In contrast with the Anti_SAT method these values are not constant, and vary in range 1 ≤ \( P_{0i} \) ≤ \( 2^n - 1 \) and 1 ≤ \( P_{1i} \) ≤ \( 2^n - 1 \) for different PIs.

\[
L_{0i} = \overline{L} \cdot F_0(\overline{L}) = 1, \quad (L_{0i} = P_{0i})
\]

\[
L_{0i} = \overline{L} \cdot F_0(\overline{L}) = 0, \quad (L_{0i} = 2^n - P_{0i})
\]

\[
L_{1i} = \overline{L} \cdot F_1(\overline{L}) = 1, \quad (L_{1i} = P_{1i})
\]

\[
L_{1i} = \overline{L} \cdot F_1(\overline{L}) = 0, \quad (L_{1i} = 2^n - P_{1i})
\]

As \( P_{0i} \) and \( P_{1i} \) are varied based on different KIs, we should specify our lock’s functionality and then, calculate number of DPs in the locking block. We specify our locking blocks to locking blocks with truth table resembling 2, expect our KI is set on \( 2n \) to lock \( n \) PIs (Figure 5).

In these truth tables, the total number of DPs are obtained from \( L_{0i}^1, L_{0i}^0, L_{1i}^1, L_{1i}^0 \) under the condition in Equation (10).

\[
DP_{\text{repetitive}} = \sum_{i=0}^{2^n-1} (P_{1i} \times (2^n - P_{0i}) + P_{0i} \times (2^n - P_{1i}))
\]

(12)

If we explore the truth tables from \( X_0 \) to \( X_{2^n-1} \), both equations will result in Equation (12) which is dependent on values of \( P_{0i} \) and \( P_{1i} \) and also, contains repetitive DPs. Therefore, to compute the total number of DPs without repetition, we simplify the above equation into Equation (13), by calculating DPs that are not repetitive from \( X_0 \) to \( X_{2^n-1} \).
\[
DP_i = \begin{cases} 
2 \times (2^n - 1) & X_0 \\
(2^n - 1) & X_1 \\
\sum_{i=2}^{2^n-1} 2 \times (2^n - i) & X_i 
\end{cases}
\]

\[\rightarrow DP_{total} = \sum_{i=0}^{2^n-1} DP_i = 2^{2n} - 1\]  

Equation (13) states that SAT attack in the circuit locked with noise-based method with truth tables in Fig. 5 can terminate successfully only if all the input patterns are searched for DPs, while \(DP_{total} = 2^{2n} - 1\) and \(\lambda = 2^n\) iterations are needed to find all these DPs. In other words, the minimum number of DPs per iteration are detected in the \(2^n - 1\)th row of the truth table, and this value is equal to \(2^n\). Thus, SAT attack iterates through all KIs to succeed. Also, the third part of Equation (13) demonstrates that by discovering more DPs in each iteration, the next iterations consist of fewer DPs, which makes these trails last longer than others.

Our input patterns are limited to \(n\) input patterns; therefore, SAT attack search area is upper bounded by \(2^n\) iterations. This may seem vulnerability, while Anti_SAT block’s iterations (with the same number of KIs) are lower bounded to this value, while another crucial factor is needed to bare into mind.

This crucial factor in the SAT attack is the number of DPs detected in each iteration. The total time of an SAT attack is in correlation with both \(\lambda\) and the time of each iteration \((t_i)\) [29]. As a result, the time consumption of SAT attack can be increased if it searches a larger key set area per iteration.

In our proposed method, DPs found are declined dramatically after each iteration, which results in a higher CPU time than the Anti_SAT method. Also, another effective aspect on SAT attack time consumption is that noise-based method’s key set is larger than the Anti_SAT method with respectively \(2^{2n} - 1\) and \(2^n - 2^n\) wrong keys.

To sum up, locking blocks are adjustable to any value which serves the best corruptibility and \(\lambda\) to hinder the SAT attack by allocating an exponential time to unlock the circuit.

4.2.3 | SPS analysis resilience

Figure 3 illustrates the correlation between the mentioned attacks for prior blocks, while our focus is to alter this correlation in such a way to have an SAT resilient block, which is also resistant against the SPS attack.

In this technique, two light blocks, which are not unique, are used to tackle high signal probability skew in blocks’ output wire, which connects locking blocks to the main circuit. These blocks inverse the value of the signal in the circuit and add corruption to the circuit as they inverse the given value once, while they leave the value unchanged if they inverse the signal twice or not at all. This functionality allows us to implement a locking block added with a noise like ones or zeros in the truth table (based on output XOR/ XNOR connection), conceding us the right to adjust the output signal probability skew on our desired value.

Thus, executing an SPS attack on noise-based method results in not finding lock’s outputs due to their lower allocated probability skew.

4.2.4 | AGR resilience

In the worst-case scenario, only KIs corresponding to our Noise-based method are remaining in the locked circuit, and all other traditional KIs are found with an Approximate SAT attack. In this situation, AGR attack executes the second stage which is following TFOs to the convergent wire. In this stage,
TFOs of Noise-based KIs converge at the wire in the main circuit as our separate locking blocks are connected to the circuit with the help of two XOR gates.

Comparing with Anti_SAT method, AGR attack detects Anti_SAT’s output, since this scheme is connected to the circuit through a single XOR/XNOR gate such as in Figure 6a. On the other hand, this multi-stage attack identifies a wire in the main circuit in our proposed method. A schematic of our proposed lock is illustrated in Figure 6b, in which the identified wire is clearly an SO in the main circuit. Furthermore, in Anti_SAT block, the high skew of the output guarantees the success in this scenario whereas our method leaves no probability traces in the output, and henceforth, the attacker cannot discern the wrong candidate gate from the right ones based on their probability skew.

AGR attack concurs various prior locking schemes as they were connected to the main circuit through only one XOR/XNOR gate, whereas our noise-based lock is connected to the circuit through two XOR/XNOR gates that lead to the exploration of convergent wire in the main circuit.

4.3 Case study

We explain an instance of a circuit locked with our proposed locking blocks with respect to the fact that locking circuits are not unique, and various locks can be devised with the same input and output signals’ skew.

We have designed two compliment blocks $F_0$ and $F_1$ for $n = 3$ as depicted in Figure 7a,b. Output signal probability of these blocks is, respectively, 0.56152 and 0.44922 for $F_0$ and $F_1$ blocks.

For simplicity, we have used the C17 benchmark (Figure 7c) and locked this circuit with our noise-based method. As this circuit is small, executing named secure integration technique is not possible. Hence, we randomly have allocated $N_3$ gate’s output as the locking point. We have randomly connected three of PIs of the circuit to relevant locking block inputs and rest of the inputs is used as KIs. The outputs of locking blocks are connected to the output of $N_3$ through two XOR gates as shown in Figure 7d.

The SPS analysis is executed on locked C17 circuit, and probability results are illustrated in the circuits in Figure 7. In this circuit outputs of the lock do not have the highest probability skew, and are not found by SPS analysis, which confirms our claim.

Furthermore, the highest probability skew is indicated in the $M_8$ gate’s output wire, with a probability of 0.21875. This probability skew is however smaller than the highest probability skew in the Anti_SAT block with $n = 3$, which leads to a probability of 0.10937 in its output. This comparison is also valid for other prior methods.

SAT attack execution on our circuit shows that $2^n - 1 = 7$ iterations are needed for our circuit to be unlocked, which is exponential for $n = 3$.

Eventually, if we trace TFOs of our locking blocks coupled with the AGR attack L1 gate output wire in the circuit is found as the convergence point, meaning a failure in AGR attack completion. While removal of L1 leads to removal of $N_3$ gate in the original circuit.

5 SIMULATION RESULTS

In this section, at first, SAT attack and SPS attack resilience of the proposed method are evaluated through various experiments. Then, resiliency against a more detailed removal attack, Approximate guided removal attack, which can be helpful to identify the output of the locking block are examined to validate our method. Eventually, the area, power and delay overhead of our proposed method are elaborated.

5.1 SAT resilience

Herein, the proposed locking block’s security is evaluated through the implementation of several SAT attacks, and different factors are assessed. The benchmarks are from ISCAS 85 [30] and MCNC from [16], and Lingeling SAT solver [31] is used as an attack simulator tool. The CPU time limit is set on 10 h [16] and experiments are further obtained using an Intel Core i7 CPU W3690 CPU, with 8 GB RAM, running at 2.40 GHz.

5.1.1 Corruption per key (Diff)

We define KIs with the same pattern eliminated in each iteration from the key set area as (Diff), which stands for the difference between truth tables. In our method, Diff is obtainable by observing difference of both truth tables. Table 3
elucidates the impact of Diff on a number of iterations needed by the SAT solver to decrypt the locked circuit. Implementation of a 16 KI locking block clearly states the importance of having Diff close to 1 to gain the maximum resistance against this attack, while a varied value of \( P_c \) impedes with SAT resistance in higher Diff values.

In other words, the Diff value decreases as the number of iteration needed by SAT attack dramatically in our simulations; also, it is distributed uniformly between all the input patterns. Therefore, Diff in each iteration is in correlation with the number of found DPs, and it can terminate the attack rapidly if its value is high. While in Anti_SAT method, \( P_c \) improves SAT resiliency both in high and low values.

### 5.1.2 | Key size (n)

While designing the locking blocks, Diff is set to 1; therefore, \( \lambda \) will be in its apex concerning Diff variable, and maximum iterations are needed for each module to be unlocked. Table 4 illustrates this exponential growth of search area based on n, as can be seen, SAT iterations are in order of \( 2^n \). Regarding this attack, the time needed to unlock the circuits is also in a direct correlation with the n given, and it varies in n fixed from 8 to 16, respectively, from 7.254 to more than 10 h.

Furthermore, to confirm our claim in Section 4.2.2 that our locking blocks need more time to be unlocked by SAT attack than Anti_SAT blocks, we have executed a termination time comparison with our noise-based method.

We have designed various Anti_SAT type 0 blocks, same as in [11] for different number of \( n \) with highest SAT attack resistance in \( (P = 1) \). These Anti_SAT locks and our Noise-based locking blocks are coupled with six different

---

**TABLE 4** SAT attack average results (Diff = 1)

| n   | 8   | 10  | 12  | 14  | 16   |
|-----|-----|-----|-----|-----|------|
| Iterations | 255 | 1023 | 4095 | 16383 | 65535 |
| Time (s) | 7.254 | 75.312 | 1014.67 | 16373.8 | TO |

---

**TABLE 3** C1355 circuit locked with our noise based lock (n = 16) and assessment of Diff impact on SAT attack resilience

| \( P \) | 1   | 16  | 33  | 65  | 129 | 1025 | 2049 | 32769 | 65533 |
|--------|-----|-----|-----|-----|-----|------|------|-------|-------|
| Iterations | 65535 | 4094 | 2046 | 1022 | 510 | 71  | 32  | 4     | 1     |
| Time (s) | 1366.2 | 320.644 | 69.3101 | 19.3281 | 1.37964 | 0.5614 | 0.0799 | 0.0373 |       |

---

**Figure 7** (a, b) \( F_0 \) and \( F_1 \) Noise-based blocks for \( n = 3 \) with indicated signal probabilities, (c) original C17 benchmark circuit with associated signal probabilities and (d) locked C17 circuit using noise-based lock with indicated signal probabilities
benchmarks. Next, the SAT attack using the Lingeling software was executed to unlock these locked circuits, and CPU time report of each attack was gathered. Eventually, the amount of increase in the CPU time required in unlocking our method in comparison with Anti_SAT in the same situation is compared, and the ratio of improvement is reported in Figure 8. This figure clearly states an obvious increase in CPU time (s) with overall 37.66% and 17.09%, respectively, for \( n = 8 \) and \( n = 14 \). This superiority is due to having only one correct KI, whereas Anti_SAT contains \( 2^n \) correct KIs, and also, our method is more time consuming to find DIPs in each iteration because of a linear decrease in the number of found DPs based on Equation (13).

5.1.3 | Coupled locking block with traditional schemes

Secure logic locking scheme is primarily used to outweigh the ATPG based attacks, and consequently, it is utilised to insert high corruption in SAT resilient schemes. We have coupled different SLL with 10% overhead with C1355 circuit locking with a different number of KIs from our proposed method (Figure 9).

The simulation results strongly define that on using SLL as a traditional method with low corruption schemes, leads to a more computationally intensive locking scheme for the SAT attack to retrieve the circuit. In such schemes, the time needed to unlock the circuit is multiplied, for example, SAT solver’s CPU time to unlock the 10% SLL coupled with our method is six times more than its original value to solve our method solely.

Also we have assessed our results in this section for DAC’12 traditional locking method with 10% overhead. As illustrated in Figure 9, results slightly differ from SLL locking method.

5.2 | SPS resilience

Herein, to show noise-based SPS resiliency as it is discussed in Section 4.2.3, by using non-identical parts in both pair blocks of the locking circuit, the output signal probability is set to a value close to 0 skew. Henceforth, a new variable must be defined to scrutinise this resiliency. This new variable is the noise percentage (\( N_e \)), added to locking blocks’ truth tables, which will be fully filtered after passing two XOR/XNOR gates in the output of the circuit, and only the functionality of a low corruption circuit will remain.

Furthermore, in all these simulations Diff is set to 1, which guarantees the highest SAT attack resistance, as in all prior locking techniques, the SAT resilience has a reverse correlation with SPS attack (3). Regarding these simulations, modules are evaluated through the method in [21]. Benchmarks in this part are from ISCAS 85 [30] and ISCAS 89 [32], which are examined to find the high skew probabilities (closest to 0 or 1) in such circuits.

In this section, we first evaluate our locking method based on different numbers of \( n \); afterwards, we define a new variable to assess the adjustable output skew of our method. Eventually, we conclude this section by studying high skew wires in our locking block, which are potentially found in SPS attack.

5.2.1 | SPS attack results analysis

In this section, we have executed SPS attack on several circuits locked with \( N_e = 50\% \) and \( n = 16, 64 \) locks. As the objective of this attack is to find the output of the locking block, results

\[ \text{FIGURE 8} \quad \text{CPU time increase of noise-based locking method in comparison with Anti_SAT} \]

\[ \text{FIGURE 9} \quad \text{Time consumption of SAT attack on noise-based logic locking mixed with traditional schemes} \]
are sorted from the highest skew ratio to the lowest. These results are shown in Tables 5 and 6, in which the candidate number of $F_{l0}$ and $F_{l1}$ is the priority for selecting outputs of two locking block pairs among other wires in the circuit. Consequently, these tables demonstrate that on average, these outputs are in the last 25.4% candidates of circuits. Hence, execution of SPS attack on these circuits is impractical for the attacker.

5.2.2 | Noise impact on the circuit ($N_z$)

As Table 5 ravels by designing the locking block with a $N_z = 50\%$, the signal probability skew in the output of these blocks will be close to 0, and the SPS resilience is obtained, whereas in former Anti SAT method this skew had the highest value in the edges. Also, $N_z$ value for locking the block with $n = 16$ is adjusted on different noise values (noise percentage: 50\%, 25\%, 12.5\%, 6.25\%, 3.125\% and 0\%), and results of SPS attack are shown in Figure 10. These results state the direct effect of $N_z$ on signal output skew in such a way that outputs of locking block have a higher probability skew as corresponding noise percentage is closer to 0\%, whereas 50\% noise percentage leads to minimum skew.

5.2.3 | Blocks’ structural analysis

In this technique, locking blocks are not identical, and multiple blocks with the same amount of noise injection can be designed with varying truth tables and circuit structures. Thus, here, we have elaborated on our functional blocks, which we have used in the simulation part. Already stated blocks have the same truth tables as in Table 2 with variable $n$. First, these circuits are designed using Verilog HDL language, and afterwards, they are optimised and implemented using Design Compiler software.

After execution of the SPS attack on these blocks, the probability skew of different wires in the blocks are obtained. However, the majority of these wires have a reasonable probability skew; in one of the blocks, a wire suffers from high probability skew. Henceforth, to further scrutinise the SPS attack, we have elaborated on the output skew of these blocks.

| Benchmark | Wire count | $F_{l0}$ Candidate number | $F_{l1}$ Candidate number |
|-----------|------------|---------------------------|---------------------------|
| C5315     | 2603       | 1793                      | 1794                      |
| C7552     | 3928       | 2921                      | 2922                      |
| S9234     | 6064       | 4738                      | 4739                      |
| S13207    | 8860       | 6656                      | 6661                      |
| S15850    | 10592      | 8592                      | 8597                      |
| S35932    | 18037      | 12443                     | 12444                     |
| S38417    | 24052      | 19986                     | 19988                     |
| S38584    | 20926      | 17976                     | 17977                     |

| Benchmark | Wire count | $F_{l0}$ Candidate number | $F_{l1}$ Candidate number |
|-----------|------------|---------------------------|---------------------------|
| C5315     | 2871       | 1824                      | 1826                      |
| C7552     | 4106       | 2932                      | 2933                      |
| S9234     | 6263       | 4583                      | 4585                      |
| S13207    | 9056       | 6669                      | 6670                      |
| S15850    | 10765      | 8601                      | 8599                      |
| S35932    | 18208      | 12454                     | 12453                     |
| S38417    | 24227      | 19374                     | 19375                     |
| S38584    | 21100      | 17885                     | 17887                     |

![Figure 10](image_url)  
**Figure 10** SPS candidate number for different noise percentages (50\% to 0\%)

| Table 5 | SPS analysis results for $N_z = 50\%$ and $n = 16$ |
|--------|--------------------------------------------------|
| Benchmark | Wire count | $F_{l0}$ Candidate number | $F_{l1}$ Candidate number |
| C5315     | 2603       | 1793                      | 1794                      |
| C7552     | 3928       | 2921                      | 2922                      |
| S9234     | 6064       | 4738                      | 4739                      |
| S13207    | 8860       | 6656                      | 6661                      |
| S15850    | 10592      | 8592                      | 8597                      |
| S35932    | 18037      | 12443                     | 12444                     |
| S38417    | 24052      | 19986                     | 19988                     |
| S38584    | 20926      | 17976                     | 17977                     |

| Table 6 | SPS analysis results for $N_z = 50\%$ and $n = 32$ |
|--------|--------------------------------------------------|
| Benchmark | Wire count | $F_{l0}$ Candidate number | $F_{l1}$ Candidate number |
| C5315     | 2603       | 1793                      | 1794                      |
| C7552     | 3928       | 2921                      | 2922                      |
| S9234     | 6064       | 4738                      | 4739                      |
| S13207    | 8860       | 6656                      | 6661                      |
| S15850    | 10592      | 8592                      | 8597                      |
| S35932    | 18037      | 12443                     | 12444                     |
| S38417    | 24052      | 19986                     | 19988                     |
| S38584    | 20926      | 17976                     | 17977                     |
attack accomplishment by removal of this wire, we have deployed multiple Monte Carlo simulations on these circuits to see, whether removal of this high probability skew wire leads to the main circuit or it leads to a fully corrupted circuit.

These Monte Carlo simulations are executed on similar KI patterns in both blocks, while the circuit if unlocked corresponds to a $Diff = 0$ for all KI patterns. Results stated in Table 7, clearly state that removing this wire does not retrieve the main circuit's functionality. Moreover, in the best-case scenario, $Diff = 1$ for all the input patterns is retrieved without any correct keys, and in the worst-case scenario leads to about 37.5% corruption in input patterns for equal KI patterns. Despite former research, this locking technique protects all input patterns as the locking block cannot be removed in SPS attack, and if so, a fully corrupted block remains with no correct key and not a static wrong input. Henceforth, this locking technique supersedes former techniques like TT-Lock [14] and SFLL-hd [24].

5.3 | AGR attack results

We assume the worst-case scenario, in which AppSAT attack terminates with finding all values of traditional key bits. Therefore, only noise-based block is remaining. This attack is simulated in Python programming language, and noise-based and Anti_SAT methods are coupled with benchmarks from ISCAS 85, and ISCAS 87. After the execution of AGR attack, the found wire is compared with locks outputs and if they are identical AGR attack is considered successful. The corresponding results are depicted in Table 8. These results confirm our locking blocks’ superiority to hinder this attack, as the convergence of the KIs is met in the main circuit, and the removal of this wire will end in a faulty circuit. Furthermore, the points which are next to the results of the attack are not mentioned in SPS result list to have a high probability skew, and they have no potential for being detected as lock’s outputs.

5.4 | Area, power and delay

In this section, we discuss the overhead of locking blocks from different aspects.

Locking blocks are not identical in this scheme, therefore, reported values here are not guaranteed to be the most optimal. We have designed locking blocks varying in KIs from 8 to 128 with 50% noise, which add the highest overhead values. Then on, these locking blocks are synthesised and implemented under two different scenarios using the Synopsys Design Compiler with the 45-nm NCSU-FreePDK library [33].

5.4.1 | First scenario

The results of these simulations are reported in Figure 11 in blue, and also SAT iterations needed for each lock are plotted in this logarithmic chart in red. This graph clearly.ravels exponential growth of SAT iterations, where a linear increase in area consumption is reported. This linear growth is estimated to be about 5.17μm² per key.

| n  | 8     | 10    | 12    | 14    | 16    |
|----|-------|-------|-------|-------|-------|
|    | Original lock |  | | | |
|    | 255 | 1023  | 4095  | 16,384 | 65,535 |
|    | Full removal |  | | | |
|    | 24,576 | 393,216 | 6,291,456 | 100,663,296 | 1,610,612,736 |
|    | Logic 1 insertion |  | | | |
|    | 8,320 | 131,584 | 2,099,200 | 16,384 | 536,903,680 |
|    | Logic 0 insertion |  | | | |
|    | 256 | 1024  | 4096  | 33,562,624 | 65,536 |

| Benchmark | Attack result on our method | Attack result on Anti_SAT |
|-----------|-----------------------------|---------------------------|
| C5315     | Fail                        | Succeed                   |
| C7552     | Fail                        | Succeed                   |
| S9234     | Fail                        | Succeed                   |
| S13207    | Fail                        | Succeed                   |
| S15850    | Fail                        | Succeed                   |
| S35932    | Fail                        | Succeed                   |
| S38417    | Fail                        | Succeed                   |
| S38584    | Fail                        | Succeed                   |

FIGURE 11 Design area consumption and SAT iterations are plotted for $n = 8, 10, 12, 14, 16, 32, 64, 128$
5.4.2 | Second scenario

We have coupled these locking blocks (for $n = 64$) with a wire that has an observability lower than 30% of that in the main circuit [14]. These circuits are afterwards compiled, and overhead reports are demonstrated in Table 9. This table states the linear growth in area overhead. Our area and power overhead’s average for $n = 64$ are consecutively 2.74%, 0.95% and our delay overhead is not reported, while our chosen wires in these circuits were not on the circuit’s critical path and not affecting the overall delay. At the same time, these overheads for TT-Lock scheme are 3% and 4.1% in 64-bit locking blocks, which demonstrate our considerable improvement in the case of power overhead, and our better result in area of overhead. These improvements are due to utilising the least number of XOR gates and omitting the resynthesis procedure.

6 | CONCLUSION

We present the noise-based locking method to mitigate the removal attacks. In this method, we benefit from two coupled locking blocks that together act as a low corruption block, while having an adjustable probability skew from 50% in the output. Overall, our method thwarts removal attacks without adding extra dummy parts, and in a relatively lower amount of overhead in comparison to other methods. Additionally, our method has a higher SAT resilience than the Anti_SAT block (with 17% improvement for $n = 14$). Moreover, TT-Lock method, which has a lower security level and protects finite input patterns after removal attacks, is compared with our method which shows our 0.26% and 3% improvement, respectively, in the area and power overhead for $n = 64$.
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