Classical and Bayesian Inference of a Progressive-Stress Model for the Nadarajah–Haghighi Distribution with Type II Progressive Censoring and Different Loss Functions
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Abstract: Accelerated life testing (ALT) is a time-saving technology used in a variety of fields to obtain failure time data for test units in a fraction of the time required to test them under normal operating conditions. This study investigated progressive-stress ALT with progressive type II filtering with the lifetime of test units following a Nadarajah–Haghighi (NH) distribution. It is assumed that the scale parameter of the distribution obeys the inverse power law. The maximum likelihood estimates and estimated confidence intervals for the model parameters were obtained first. The Metropolis–Hastings (MH) algorithm was then used to build Bayes estimators for various squared error loss functions. We also computed the highest posterior density (HPD) credible ranges for the model parameters. Monte Carlo simulations were used to compare the outcomes of the various estimation methods proposed. Finally, one data set was analyzed for validation purposes.
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1. Introduction

Nadarajah and Haghighi [1] proposed a generalization of exponential distribution as an alternative to the regularly used Weibull and gamma distributions in lifetime models. The mode of the Nadarajah and Haghighi (NH) distribution is zero. Recent studies have shown that the NH distribution is extremely adaptable and can be used to model survival data, reliability issues, fatigue life studies, and hydrological data. It can have hazard rate functions that are constant, decreasing, increasing, upside-down bathtub (unimodal), bathtub-shaped, and decreasing–increasing–decreasing; see, for example, [2–5] and the references given therein.

The NH distribution is said to apply to a random variable $T$ if its probability density function (PDF) is provided by

$$f(t; \theta, \lambda) = \theta \lambda (1 + \lambda t)^{\theta - 1} e^{-(1 + \lambda t)^{\theta}}, \quad \theta, \lambda, t > 0,$$  (1)
and the related cumulative density function (CDF) is given by

\[ F(t; \theta, \lambda) = 1 - e^{(1-(1+\lambda)^{\theta})t}, \quad \theta, \lambda, t > 0, \]  

(2)

where \(\theta\) and \(\lambda\) are the shape and scale parameters, respectively.

Some individuals or observations may be lost and/or eliminated from the experiment prior to failure in practical applications for reliability and survival analyses. This results in censored data, with no access to the whole data information on failure times for some observations. Progressive type II censoring, first proposed by [6], is one of the most common censoring systems in lifetime scenarios and has received significant attention in the literature. The authors of [7] showed, for example, that in many instances, type II progressive-censoring schemes, which include ordinary type II one-stage right censoring as a particular case, could greatly outperform standard type II censoring. Reference [8] provides a brief overview of the progressive type II censoring technique. Furthermore, we suggest interested readers see [9] for a full examination of the many facets of progressive censoring, ranging from methodology to applications. Mimicking the seminal work of [10], the progressive type II censoring strategy may be represented as follows: Before conducting a life experiment, the experimenter fixes a sample size \(n\), the number of complete observations to be observed, \(m\) and progressive-censoring-scheme \(R_1, R_2, \ldots, R_m\), with \(n = m + \sum_{i=1}^{m-1} R_i\). The \(n\) units are placed on the life test at the same time. Soon after the initial failure, \(R_1\) surviving units are eliminated immediately after the second failure, and so on. This procedure is repeated until all \(R_i\) remaining units are deleted following the \(m\)-th failure. Note that the \(R_i\) values are fixed before the experiment begins. Furthermore, if \(R_1 = R_2 = \cdots = R_m = 0\), then \(n = m\) which corresponds to the entire sample. Furthermore, if \(R_1 = R_2 = \cdots = R_{m-1} = 0\), then \(R_m = n - m\), which corresponds to the traditional type II right-censoring technique. See [9] for more information on progressive censoring and important references. The authors of [11] propose a new censoring scheme, the type II progressive hybrid censoring scheme, which combines progressive type II and hybrid censoring schemes. A hybrid censoring system is a combination of type I and type II censoring schemes, as defined by [12]. We suggest readers see the book by [9] for a thorough account and results of progressive censoring.

However, in many industrial applications, one of the major requirements for the majority of the production process is that the system is required to operate for a longer period of time. In addition, it is very important to maintain the desired level of system reliability regarding the lifetime of products. In such scenarios, however, life testing under normal stress can lead to a lengthy procedure with expensive cost. Therefore, standard procedures related to progressive censoring may not be advisable. To remedy this situation, the study of accelerated life testing (ALT) has been developed (see [13] for details and the references cited therein). The test procedure makes it possible to quickly obtain information on the life distribution of products by inducing early failure with a much stronger stress than normal. An important added feature in ALT is the step-stress accelerated life test (SSALT). There are two main types of SSALTs: the simple SSALT and the multiple-step SSALT. In the simple SSALT there is a single change of stress during the test. For example, the authors of [14] showed optimum simple SSALT plans in an exponential cumulative exposure (CE) model, the author of [15] studied an exponential CE model with a threshold parameter in the simple SSALT, and the authors of [16] demonstrated optimum modified simple SSALT plans in an exponential CE model, with the consideration that it is desirable to increase the stress at some finite rate. The authors of [17] dealt with a Weibull step-stress model in the simple SSALT. The ALT for modified Kies exponential lifetime distribution based on a progressive-censoring scheme was introduced by [18].
2. A Cumulative Exposure Model of NH Distribution

The basic assumptions under progressive-stress accelerated life testing of the NH distribution are given as follows:

- Under usual conditions, the lifetime of a unit follows NH(θ, λ).
- The progressive-stress ϕ(t) is directly proportional to the time t with constant rate β, i.e., ϕ(t) = βt, β > 0.
- The scale parameter λ of the NH distribution is given as follows:

$$
\lambda(t) = \frac{1}{a[\phi(t)]^b}
$$

- It is assumed that a and b are unknown physical positive parameters and need to be estimated.
- Assume n is the total number of units tested, ϕ₁ < ϕ₂(t) < ... < ϕₖ(t) are the stress levels in the test, and ϕ₀ is the use stress. Under each progressive-stress level, identical units ϕᵢ(t) = βᵢt, i = 1, 2, ..., k, nᵢ are tested, and the progressive type II censoring is performed as follows: When the first failure t₁,m₁:n₁ occurs, R₁ units are picked at random from the remaining n₁ − 1 surviving units. When the second failure t₂,m₂:n₁ occurs, R₂ items from the remaining n₁ − 2 − R₁ units are withdrawn at random.

When the mᵢ − th failure occurs, t₁,m₁:nᵢ, the test is terminated, and all remaining Rᵢ,mᵢ:nᵢ units are removed.

- The complete samples and type II censored samples are clearly specific examples of this technique. Under the progressive-stress ϕᵢ(t), the observed progressive-censoring data are t₁,m₁:nᵢ < t₂,mᵢ:nᵢ < ... < tᵢ,mᵢ:nᵢ, i = 1, 2, ..., k.
- The linear cumulative exposure model (CEM) accounts for the effect of changing stress; for more details, see [13].
- The CDF in progressive stress, ϕᵢ(t), and the linear cumulative exposure model is given as follows

$$
Gᵢ(t) = Fᵢ(Δt), \ i = 1, 2, ..., k,
$$

where $Δt = \int_0^t \frac{1}{\lambda[\phi(t)]} du = \frac{a^p}{p+1} t^{p+1}$, F(·) denotes the CDF of the NH distribution under progressive-stress ϕᵢ(t) with scale parameter λ. Thus,

$$
Gᵢ(t) = 1 - e^{(1-(1+ \frac{a^p}{p+1})^{\theta})}, \ t > 0, a, b, \theta > 0, i = 1, 2, ..., k.
$$
The corresponding PDF is given by
\[
g_i(t) = a\theta_1 b\beta_i t_i \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^{\theta-1} e^{\left[1-\left(1+\frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^\theta\right] R_{ij}},
\]  
(4)

where \( t > 0, a, b, \theta > 0, \)

3. Maximum Likelihood Estimation

In this section, we discuss the maximum likelihood estimates (MLEs) for the parameters \( a, b, \) and \( \theta \) under the progressive-stress ALT based on progressively type II censored data. We assume that the observed data under the stress levels \( \phi_i(t), i = 1, \ldots, k \) and \( j = 1, \ldots, m_i \). The likelihood function is obtained as
\[
L(a, b, \theta) = \prod_{i=1}^{k} \prod_{j=1}^{m_i} g_i(t_{ij}) \left[1 - G_i(t_{ij})\right]^{R_{ij}}, \quad t_{ij} > 0,
\]  
(5)

where \( c_i = n_i(n_i - 1 - R_{i1})(n_i - 2 - R_{i2}) \ldots (n_i - m_i + 1 - \sum_{j=1}^{m_i-1} R_{ij}) \). By substituting (3) and (4) in (5), we obtain
\[
L(a, b, \theta) = \prod_{i=1}^{k} \prod_{j=1}^{m_i} a\theta_1 b\beta_i t_i \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^{\theta-1} e^{\left[1-\left(1+\frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^\theta\right] R_{ij}} \left\{ e^{\left[1-\left(1+\frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^\theta\right] R_{ij+1}} \right\}.
\]  
(6)

The logarithm of (6) is given by
\[
\log L(a, b, \theta) = \sum_{i=1}^{k} \log c_i + \sum_{i=1}^{k} m_i \log a + \log \beta_i + b \sum_{i=1}^{k} m_i \log \beta_i \\
+ b \sum_{i=1}^{k} m_i \log t_i + (\theta - 1) \sum_{i=1}^{k} m_i \log \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right) + \sum_{i=1}^{k} m_i \log \left(1 - \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^\theta\right).
\]  
(7)

By taking the first partial derivatives of (7) with respect to \( a, b, \) and \( \theta \) and then equating each to zero, we obtain
\[
\frac{\partial \log L}{\partial a} = \frac{\sum_{i=1}^{k} m_i}{a} + (\theta - 1) \sum_{i=1}^{k} \sum_{j=1}^{m_i} \beta_i^b t_i^{b+1} \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right) + \sum_{i=1}^{k} \sum_{j=1}^{m_i} \theta \beta_i^b t_i^{b+1} \left(R_{ij} + 1\right) \left(1 + \frac{a\beta_i^b t_i^{b+1}}{b+1}\right)^{\theta-1} = 0,
\]  
(8)
where \( w \) is the parameter model. The resulting joint posterior density function is obtained by

\[
\pi^*(a, b, \theta | t) \propto \pi(a, b, \theta) L(a, b, \theta), \quad \text{which shows that } \pi^*(a, b, \theta | t) \propto \frac{1}{ab\theta} \prod_{i=1}^k c_i \tag{12}
\]

Bayes Estimation Using BSEL and BLINEX Loss Functions

We followed the work of [19–21] and determined that the Bayes parameter estimators of a function \( w \) using the BSEL function are given by

\[
\hat{w}_{\text{BSEL}} = \omega \hat{w}_{\text{ML}} + (1 - \omega) \int_{\Theta} \hat{w}_{\text{ML}} \pi^*(\Theta | t) \, d\Theta \tag{13}
\]

where \( \hat{w}_{\text{ML}} \) is the MLE of \( w \), and \( 0 < \omega < 1 \) and \( \pi^*(\cdot | t) \) is defined in (12). Similarly, the Bayes parameter estimator of a function \( w \) using the BLINEX loss function is obtained as

\[
\hat{w}_{\text{BLINEX}} = -\frac{1}{\gamma} \ln \left[ \omega e^{-\gamma \hat{w}_{\text{ML}}} + (1 - \omega) \int_{\Theta} e^{-\gamma \hat{w}_{\text{ML}} \pi^*(\Theta | t)} \, d\Theta \right] \tag{14}
\]
where $\gamma \neq 0$ is the shape parameter of the BLINEX loss function. We used the MCMC algorithm to solve the integrals in (13) and (14). The conditional posterior distributions of the parameters $a$, $b$ and $\theta$ are obtained as follows

$$
\pi^a(a|b, \theta, t) \propto \frac{1}{a} \prod_{i=1}^{k} \prod_{j=1}^{m_i} \beta_i^{b_i} \pi^1(i|j) \left(1 + \frac{a \beta_i^{b_i+1}}{b + 1}\right)^{\theta-1} \{e^{[1-(1+\frac{a \beta_i^{b_i+1}}{b + 1})] R_{ij+1}}\},
$$

(15)

$$
\pi^b(b|a, \theta, t) \propto \frac{1}{b} \prod_{i=1}^{k} \prod_{j=1}^{m_i} \beta_i^{b_i} \pi^1(i|j) \left(1 + \frac{a \beta_i^{b_i+1}}{b + 1}\right)^{\theta-1} \{e^{[1-(1+\frac{a \beta_i^{b_i+1}}{b + 1})] R_{ij+1}}\},
$$

(16) and

$$
\pi^\theta(\theta|b, a, t) \propto \frac{1}{b} \prod_{i=1}^{k} \prod_{j=1}^{m_i} \beta_i^{b_i} \pi^1(i|j) \left(1 + \frac{a \beta_i^{b_i+1}}{b + 1}\right)^{\theta-1} \{e^{[1-(1+\frac{a \beta_i^{b_i+1}}{b + 1})] R_{ij+1}}\}.
$$

(17)

Because it is difficult to obtain the conditional posterior distributions of the parameters $a$, $b$, and $\theta$ in the form of some well-known distributions, we employed the Metropolis–Hastings (MH) algorithm for generating posterior samples for the above conditional posterior distributions to obtain the appropriate Bayes estimates of the unknown parameters. However, drawing samples directly from the conditional posterior distributions of model parameters may be problematic. As a result, we need to choose appropriate known distributions to obtain these conditional distributions. More information about this topic can be found in [22–27]. In this study, we followed the steps of the MH algorithm to create a random sample from these conditional distributions:

Step 1: For the parameters $(a, b, \theta)$, set the initial guess to $(a^0, b^0, \theta^0)$.

Step 2: Set $j = 1$.

Step 3: Create $a \sim N(a^i, \sigma_{11}), b \sim N(b^i, \sigma_{22})$ and $\theta \sim N(\theta^i, \sigma_{33})$, where $\sigma$ is the variance–covariance matrix.

Step 4: Compute $p = \frac{\pi(a^0, b^0, \theta^0|x)}{\pi(a^i, b^i, \theta^i|x)}$.

Step 5: With probability $\min(1, p)$, accept $(a_j, b_j, \theta_j)$.

Step 6: To obtain $B$ number of samples for the parameters $(a, b, \theta)$, repeat steps (3) to (5) $B$ times.

5. Interval Estimation

We created confidence intervals (CIs) utilizing the MLE’s normality criterion using the asymptotic CI (ACI) as well as the highest posterior density (HPD) intervals for the parameters $a$, $b$, and $\theta$.

5.1. Asymptotic Confidence Interval

The ACI was obtained using the normality property of MLEs with the parameters $a$, $b$, and $\theta$. It is known that the MLEs of $(a, b, \theta)$ have an asymptotic distribution under some regularity conditions, such that

$$(\hat{a} - a) \sim N(0, \sigma_{11}), \quad (\hat{b} - b) \sim N(0, \sigma_{22}), \quad (\hat{\theta} - \theta) \sim N(0, \sigma_{33}),$$

where the variance–covariance matrix for the parameters $(a, b, \theta)$ is $\sigma_{ii}$. The $100(1 - \omega)$% percent confidence intervals for the parameters $(\theta_1, \theta_2, \theta_3) = (a, b, \theta)$ are written as

$$(\hat{\theta}_i \pm \frac{Z_{1-\omega/2} \sqrt{\sigma_{ii}}}{2}), \ i = 1, 2, 3,$$

where $\sigma_{ii}$ indicates the $(i, i)$th the variance–covariance matrix $\sigma$ and $(\hat{\theta}_1 = \hat{a}, \hat{\theta}_2 = \hat{b}, \hat{\theta}_3 = \hat{\theta})$. 
5.2. HPD Interval of Credibility

The HPD credible interval \((L, U)\) was constructed for a random quantity \(\theta^*\) that is derived by debating the following expression.

\[
p(L \leq \theta^* \leq U) = \int_L^U \pi^*(\theta^* | t) d\theta^* = 1 - \gamma
\]

Because finding the interval \((L, U)\) analytically is difficult, we used the posterior samples acquired in Section 4, to obtain the requisite HPD credible intervals using the technique described in [28].

5.3. Bootstrap Confidence Intervals

The CIs based on parametric bootstrap sampling utilizing the percentile intervals were produced; for additional information, see [29]. The bootstrap CIs were calculated by using the following algorithm:

1. Calculate the MLE values of the parameters using the original data \(\theta, a,\) and \(b.\)
2. To make a bootstrap sample \(t^*_i\), use the variables \(\hat{\theta}, \hat{a},\) and \(\hat{b}.\)
3. The bootstrap estimates \(\hat{\theta}^*, \hat{a}^*,\) and \(\hat{b}^*,\) respectively, are obtained based on \(t^*_i.\)
4. To obtain the bootstrap samples, repeat steps 1–3 several times and organize each estimate in ascending order

\[
\{\hat{\theta}^*_1, \hat{\theta}^*_2, \ldots, \hat{\theta}^*_l\}, \{\hat{a}^*_1, \hat{a}^*_2, \ldots, \hat{a}^*_l\} \text{ and } \{\hat{b}^*_1, \hat{b}^*_2, \ldots, \hat{b}^*_l\}
\]

The 100\((1 - \delta)\)% percentile bootstrap CIs for \(\omega\) are then calculated as follows:

\[
(\hat{o}^*_{1L}, \hat{o}^*_{1U}) = \left(\hat{o}^*_{1-\frac{\delta}{2}}, \hat{o}^*_{1\left(1-\frac{\delta}{2}\right)}\right), i = 1, 2, 3,
\]

where \(\hat{o}^*_{1L} = \hat{\theta}^*\), \(\hat{o}^*_{2L} = \hat{a}^*\) and \(\hat{o}^*_{3L} = \hat{b}^*.\)

6. Simulation Study

We carried out a simulation study according to the following algorithm to obtain the likelihood and Bayesian estimation of the NH parameters based on progressive stress and study their properties through the mean squared error (MSE), bias, and length of confidence intervals.

**Step 1:** Using the algorithm presented in [10], \(k \geq 2\) progressively type II censored random samples are generated from the uniform \([0,1)\) distribution \((U_{i1}, U_{i2}, \ldots, U_{imi})\), for given values of \(m_i, i = 1, 2, \ldots, k.\)

**Step 2:** To compare the performance of the estimation procedures developed in the study, we consider the following two schemes for each stress: Scheme 1: \(R_{im_i} = n_i - m_i, R_{ij} = 0; j = 1, \ldots, m_i - 1.\) Scheme 2: \(R_{i1} = n_i - m_i, R_{ij} = 0; j = 1, \ldots, m_i.\)

**Step 3:** Progressively type II censored random samples \((t_{i1}, \ldots, t_{imi})\) are produced, and from inverse CDF (3), we specify the values of parameters as follows:

- In Table 1 \((\theta = 1.7, a = 1.3, b = 2), k = 2, \) and \(\beta_1 = 40, \beta_2 = 80.\) In Table 2 \((\theta = 0.8, a = 0.5, b = 1.3), k = 2, \) and \(\beta_1 = 40, \beta_2 = 80.\) In Table 3 \((\theta = 3, a = 2.5, b = 0.6), k = 2, \) and \(\beta_1 = 40, \beta_2 = 80.\) In Table 4 \((\theta = 1.7, a = 1.3, b = 2), k = 4, \) and \(\beta_1 = 40, \beta_2 = 80, \beta_3 = 110, \beta_4 = 150.\) In Table 5 \((\theta = 0.8, a = 0.5, b = 1.3), k = 4, \) and \(\beta_1 = 40, \beta_2 = 80, \beta_3 = 110, \beta_4 = 150.\) In Table 6 \((\theta = 3, a = 2.5, b = 0.6), k = 4, \) and \(\beta_1 = 40, \beta_2 = 80, \beta_3 = 110, \beta_4 = 150.\)

**Step 4:** The MLEs \((\hat{\theta}, \hat{a}, \hat{b})\) are obtained numerically by solving the likelihood equations with respect to \((\hat{\theta}, \hat{a}, \hat{b})\) in (8)–(10) by using an iterative Newton–Raphson algorithm using the maxlik function of the “maxlik” package in the R program; for more information in this topic see [30].
Step 5: Based on (15)–(17), and the MH algorithm, the Bayesian estimations with the BSEL and BLINEX loss functions of the parameters \((\theta, a, b)\) are computed by (13) and (14), respectively.

Step 6: The above steps are repeated I times based on I different samples, and then the average of likelihood and Bayesian estimations are computed, with their MSE, bias, and length of confidence intervals (LCI) of the parameters \((\theta, a, b)\).

Step 7: In length of CI (LCI) of the MLE of each parameter, we compute the ACI for likelihood estimators and bootstrap CIs with the percentile algorithm and \(t\) algorithm, which can be denoted as LBP and LBT, respectively. In the LCI of Bayesian estimation, we compute the HPD for each loss function, denoted by the LCCI.

Simulation Results

Based on the two censoring schemes, considering two cases of levels of the stress (simple ramp when \(k = 2\) and multi ramp when \(k = 4\) \((k > 2)\)), simulation results are presented in Tables 1–6. First, Tables 1–3 show the likelihood and Bayesian estimations of the parameters \((\theta, a, b)\) in the simple ramp with their bias, MSE, and LCI for different sample sizes \((n_i)\), and number of failures \((m_i)\) which can be obtained by rounding \(r \times n_i\). Second, Tables 4–6 show the likelihood and Bayesian estimations of the parameters \((\theta, a, b)\) in the multi-ramp with their bias, MSE, and LCI for different sample sizes \((n_i)\), and number of failures \((m_i)\). Bayesian estimations of the parameters based on the BLINEX loss function, considering two values of \(c\) \((c = -0.5, 0.5)\), are also included. The number of MH iterations of the algorithm is 10,000, and the number of simulations is 1000. The coverage probabilities of CI were set to 95%.

From the simulation results presented in Tables 1–6, the following points can be observed:

1. For fixed values of the sample sizes \(n_i\), by increasing the censored sample sizes, \(m_i\), the bias, MSE, and LCI of the estimates decrease for the two different censored schemes.
2. For fixed values of \(m_i\), by increasing the sample sizes \(n_i\), the bias, MSE, and LCI decrease for different censored schemes.
3. For fixed values of \(m_i\) or \(n_i\) or scheme, by increasing the level of stress \(k\), the bias, MSE, and LCI decrease.
4. For fixed values of \(m_i\) or \(n_i\) or scheme, we note that Scheme 2 is better than Scheme 1 for some or all parameters.
5. The bias and MSE reduce significantly, and the symmetric and asymmetric Bayesian estimations are better than the MLE in the considered scenarios.
6. The LCI reduces significantly, the symmetric and asymmetric Bayesian estimations of the HPD are better than the ACI of MLE.
7. We observe that the shortest lengths of the CI are the bootstrap CI.
Table 1. MLE and Bayesian estimation with different loss functions in the simple ramp when $\theta = 1.7$, $a = 1.3$, $b = 2$.

| $k = 2$ | $\theta = 1.7$, $a = 1.3$, $b = 2$ | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) |
|--------|----------------------------------|-----|------|---------------------|---------------------|-----|------|---------------------|---------------------|
| $n_1, n_2$ | Scheme | $r$ | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBP | LBP | LCCI | LCCI | LCCI |
| 40, 50 | 1 | 65% | $a$ | 0.3237 | 0.5593 | 0.0494 | 0.0363 | 0.0879 | 0.0437 | 0.0126 | 0.0323 | 2.6404 | 0.0854 | 0.0845 | 0.7149 | 0.7384 | 0.6916 |
| | | 85% | $b$ | 0.3257 | 0.5104 | 0.0517 | 0.1058 | 0.1262 | 0.1418 | 0.0158 | 0.0866 | 2.5902 | 0.0805 | 0.0818 | 1.2014 | 1.3056 | 1.0823 |
| 20, 15 | 2 | 65% | $a$ | 0.3033 | 0.9427 | 0.1230 | 0.1202 | 0.1374 | 0.1701 | 0.0582 | 0.0902 | 3.1609 | 0.1034 | 0.1027 | 1.2028 | 1.1908 | 1.1697 |
| | | 85% | $b$ | 0.2468 | 0.3993 | 0.2597 | 0.1017 | 0.2310 | 0.0904 | 0.2869 | 0.1145 | 2.2816 | 0.0720 | 0.0720 | 0.7346 | 0.7532 | 0.7076 |
| 1 | 2 | 65% | $a$ | 0.0189 | 0.5195 | 0.0350 | 0.0660 | 0.1067 | 0.0902 | 0.0307 | 0.0557 | 2.8259 | 0.0875 | 0.0878 | 0.9662 | 1.0601 | 0.9024 |
| | | 85% | $b$ | 0.2988 | 0.3316 | 0.0806 | 0.0416 | 0.1104 | 0.0489 | 0.0519 | 0.0365 | 1.9309 | 0.0610 | 0.0610 | 0.7083 | 0.7181 | 0.6939 |
| 1 | 1 | 65% | $a$ | 0.0199 | 0.2902 | 0.0345 | 0.0627 | 0.1023 | 0.0901 | 0.0155 | 0.0547 | 2.1112 | 0.0691 | 0.0689 | 0.9521 | 0.9602 | 0.9010 |
| | | 85% | $b$ | 0.1356 | 0.1506 | 0.0437 | 0.0332 | 0.0711 | 0.0381 | 0.0173 | 0.0302 | 1.4262 | 0.0475 | 0.0476 | 0.6648 | 0.6811 | 0.6482 |
Table 2. MLE and Bayesian estimation with different loss functions in the simple ramp when $\theta = 0.8$, $a = 0.5$, $b = 1.3$.

| $k = 2$ | $\theta = 0.8$, $a = 0.5$, $b = 1.3$ | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) |
|---------|----------------------------------|-----|------|---------------------|---------------------|-----|------|---------------------|---------------------|
| $n_1$, $n_2$ Scheme $r$ | | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBK | LBK | LCCI | LCCI | LCCI |
| 65% 20, 15 | $\theta$ | $-0.6718$ | $2.8664$ | $-0.1568$ | $0.1203$ | $-0.1274$ | $0.1278$ | $-0.1845$ | $0.1151$ | $6.0949$ | $0.2060$ | $0.1973$ | $0.9950$ | $1.0839$ | $0.9307$
| | $a$ | $0.2440$ | $1.6298$ | $0.1466$ | $0.1261$ | $0.1736$ | $0.1496$ | $0.1202$ | $0.1050$ | $4.9146$ | $0.1549$ | $0.1554$ | $1.0924$ | $1.1438$ | $1.0436$
| | $b$ | $0.0957$ | $0.4839$ | $-0.0738$ | $0.0664$ | $-0.0268$ | $0.0708$ | $-0.1174$ | $0.0675$ | $2.7025$ | $0.0858$ | $0.0848$ | $0.9578$ | $1.0205$ | $0.8990$
| 85% 40, 50 | $\theta$ | $-0.2515$ | $0.1789$ | $-0.0586$ | $0.1017$ | $-0.0262$ | $0.1189$ | $-0.0889$ | $0.0893$ | $1.3336$ | $0.0416$ | $0.0414$ | $1.0767$ | $1.1327$ | $0.9832$
| | $a$ | $0.1999$ | $0.2632$ | $0.1647$ | $0.1249$ | $0.1903$ | $0.1468$ | $0.1398$ | $0.1054$ | $1.8532$ | $0.0598$ | $0.0607$ | $1.1127$ | $1.1571$ | $1.0571$
| | $b$ | $0.2494$ | $0.3102$ | $0.0044$ | $0.0617$ | $0.0480$ | $0.0721$ | $-0.0363$ | $0.0566$ | $1.9532$ | $0.0594$ | $0.0579$ | $0.9574$ | $1.0115$ | $0.8972$
| 65% 20, 15 | $\theta$ | $0.1997$ | $0.2701$ | $0.1153$ | $0.1081$ | $0.1526$ | $0.1338$ | $0.0801$ | $0.0876$ | $1.8819$ | $0.0604$ | $0.0602$ | $1.0837$ | $1.1369$ | $0.9657$
| | $a$ | $-0.1490$ | $0.1301$ | $0.0586$ | $0.0855$ | $0.0816$ | $0.0993$ | $0.0365$ | $0.0737$ | $1.2884$ | $0.0409$ | $0.0399$ | $1.0231$ | $1.0804$ | $0.9543$
| | $b$ | $0.2680$ | $0.2961$ | $0.0933$ | $0.0665$ | $0.1342$ | $0.0823$ | $0.0551$ | $0.0557$ | $1.8574$ | $0.0593$ | $0.0599$ | $0.9271$ | $0.9837$ | $0.8748$
| 85% 40, 50 | $\theta$ | $0.1673$ | $0.2162$ | $0.0845$ | $0.0495$ | $0.1121$ | $0.0621$ | $0.0586$ | $0.0400$ | $1.7014$ | $0.0522$ | $0.0516$ | $0.7796$ | $0.8472$ | $0.7347$
| | $a$ | $-0.0699$ | $0.0976$ | $0.0064$ | $0.0581$ | $0.0850$ | $0.0669$ | $0.0486$ | $0.0508$ | $1.1941$ | $0.0379$ | $0.0380$ | $0.8233$ | $0.8664$ | $0.7746$
| | $b$ | $0.1521$ | $0.2192$ | $0.0372$ | $0.0230$ | $0.0627$ | $0.0273$ | $0.0130$ | $0.0206$ | $1.7367$ | $0.0583$ | $0.0588$ | $0.5765$ | $0.6031$ | $0.5623$
Table 3. MLE and Bayesian estimation with different loss functions in the simple ramp when $\theta = 3$, $a = 2.5$, $b = 0.6$.

| $k = 2$ | $\theta = 3$, $a = 0.5$, $b = 0.6$ | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) |
|---------|----------------------------------|------|------|-------------------|------------------|------|------|-------------------|------------------|
| $n_1$, $n_2$ | Scheme | $r$ | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBP | LBP | LCCI | LCCI |
| 65% | 1 | 20, 15 | $\theta$ | −1.0081 | 1.4542 | −0.3499 | 0.1451 | −0.2693 | 0.0983 | −0.4242 | 0.2008 | 2.5956 | 0.0851 | 0.0847 | 0.5826 | 0.6182 | 0.5601 |
| | | | $a$ | 0.0679 | 1.2060 | −0.3724 | 0.1673 | −0.2938 | 0.1205 | −0.4438 | 0.2221 | 4.2987 | 0.1386 | 0.1410 | 0.6487 | 0.7208 | 0.6095 |
| | | | $b$ | −0.1176 | 0.1318 | −0.2613 | 0.0778 | −0.2521 | 0.0737 | −0.2702 | 0.0819 | 1.3473 | 0.0457 | 0.0433 | 0.3603 | 0.3730 | 0.3459 |
| 85% | 2 | 1 | 60% | $\theta$ | −0.4454 | 0.4194 | −0.1202 | 0.0252 | −0.0733 | 0.0168 | −0.1652 | 0.0375 | 1.8440 | 0.0591 | 0.0591 | 0.3991 | 0.4098 | 0.3920 |
| | | | $a$ | −0.0649 | 0.2608 | −0.1168 | 0.0311 | −0.0670 | 0.0235 | −0.1639 | 0.0433 | 1.9865 | 0.0654 | 0.0637 | 0.5281 | 0.5430 | 0.5133 |
| | | | $b$ | −0.0581 | 0.0912 | −0.1632 | 0.0352 | −0.1555 | 0.0331 | −0.1707 | 0.0374 | 1.1620 | 0.0367 | 0.0374 | 0.3568 | 0.3624 | 0.3499 |
| | | 1 | 40% | $\theta$ | −0.1533 | 0.4265 | −0.0128 | 0.0410 | 0.0808 | 0.0511 | −0.0995 | 0.0484 | 2.4897 | 0.0734 | 0.0726 | 0.8016 | 0.8379 | 0.7820 |
| | | | $a$ | −0.2400 | 0.6128 | −0.0100 | 0.0597 | 0.0877 | 0.0755 | −0.0987 | 0.0639 | 2.9224 | 0.0901 | 0.0898 | 0.9570 | 1.0232 | 0.9205 |
| | | | $b$ | 0.2240 | 0.1830 | 0.0290 | 0.0270 | 0.0438 | 0.0293 | 0.0145 | 0.0253 | 1.4291 | 0.0427 | 0.0426 | 0.6181 | 0.6302 | 0.6014 |
| | | | $\theta$ | −0.0076 | 0.2889 | 0.0133 | 0.0152 | 0.0632 | 0.0198 | −0.0346 | 0.0158 | 2.1077 | 0.0662 | 0.0651 | 0.4780 | 0.4812 | 0.4698 |
| | | 2 | 1 | 60% | $\theta$ | −0.1365 | 0.3228 | 0.0253 | 0.0269 | 0.0803 | 0.0347 | −0.0268 | 0.0255 | 2.1629 | 0.0659 | 0.0664 | 0.6379 | 0.6699 | 0.6282 |
| | | | $a$ | 0.1288 | 0.1135 | 0.0058 | 0.0144 | 0.0155 | 0.0150 | −0.0039 | 0.0140 | 1.2206 | 0.0386 | 0.0384 | 0.4462 | 0.4534 | 0.4430 |
| | | | $b$ | 0.2580 | 0.1220 | 0.2245 | 0.2245 | 0.2504 | 0.2504 | −0.2430 | 0.2430 | 1.9896 | 0.2430 | 0.2430 | 0.5296 | 0.5390 | 0.5306 |
| | | 1 | 40% | $\theta$ | −0.1130 | 1.6602 | −0.1645 | 0.0369 | −0.1219 | 0.0252 | −0.2053 | 0.0517 | 2.5459 | 0.0791 | 0.0792 | 0.3912 | 0.3950 | 0.3890 |
| | | | $a$ | 0.3356 | 0.3522 | −0.1170 | 0.0290 | −0.0745 | 0.0218 | −0.1575 | 0.0393 | 4.9114 | 0.1509 | 0.1504 | 0.4752 | 0.4874 | 0.4623 |
| | | | $b$ | −0.1376 | 0.0633 | −0.2416 | 0.0645 | −0.2372 | 0.0625 | −0.2459 | 0.0665 | 0.8264 | 0.0268 | 0.0265 | 0.2928 | 0.2964 | 0.2898 |
| | | | $\theta$ | −0.0736 | 0.3191 | −0.0093 | 0.0421 | 0.0786 | 0.0525 | −0.0899 | 0.0477 | 2.1964 | 0.0688 | 0.0681 | 0.8118 | 0.8396 | 0.7883 |
| | | 2 | 1 | 60% | $\theta$ | −0.0731 | 0.2996 | 0.0195 | 0.0535 | 0.1048 | 0.0712 | −0.0585 | 0.0517 | 2.1275 | 0.0674 | 0.0659 | 0.8891 | 0.9502 | 0.8511 |
| | | | $a$ | 0.1074 | 0.0593 | 0.0351 | 0.0180 | 0.0438 | 0.0190 | 0.0264 | 0.0171 | 0.8576 | 0.0288 | 0.0285 | 0.4791 | 0.4815 | 0.4721 |
| | | | $b$ | −0.0128 | 0.2589 | 0.0097 | 0.0167 | 0.0557 | 0.0204 | −0.0344 | 0.0173 | 1.3010 | 0.0590 | 0.0589 | 0.5014 | 0.5122 | 0.4937 |
| | | | $\theta$ | 0.0694 | 0.2707 | 0.0260 | 0.0300 | 0.0731 | 0.0363 | −0.0188 | 0.0284 | 1.3429 | 0.0612 | 0.0612 | 0.6600 | 0.6807 | 0.6407 |
| | | | $a$ | 0.0647 | 0.0409 | 0.0031 | 0.0099 | 0.0090 | 0.0101 | −0.0027 | 0.0097 | 0.7513 | 0.0240 | 0.0241 | 0.3942 | 0.3955 | 0.3921 |
Table 4. MLE and Bayesian estimation with different loss functions in multi ramp when $\theta = 1.7$, $a = 1.3$, $b = 2$.

| $k = 4$ | $\theta = 1.7$, $a = 1.3$, $b = 2$ | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) |
|--------|---------------------------------|------|------|-------------------|-----------------|------|------|-------------------|-----------------|
| $n_1$, $n_2$, $n_3$, $n_4$ | Scheme | $r$ | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBP | LBP | LCCI | LCCI | LCCI | LCCI |
| 20, 15, 18, 10 | 1 | 65% | $\theta$ | −0.8715 | 1.0614 | −0.2242 | 0.1068 | −0.1519 | 0.0943 | −0.2893 | 0.1302 | 2.1561 | 0.0965 | 0.0965 | 0.8956 | 0.9632 | 0.8047 |
| | | | $a$ | 0.8096 | 1.4846 | 0.0001 | 0.0882 | 0.0688 | 0.1142 | −0.0625 | 0.0765 | 3.7822 | 0.1691 | 0.1694 | 1.0178 | 1.2537 | 0.9950 |
| | | | $b$ | 0.1157 | 0.3767 | −0.3089 | 0.1190 | −0.2801 | 0.1037 | −0.3365 | 0.1335 | 2.3651 | 0.1070 | 0.1066 | 0.6109 | 0.6291 | 0.5869 |
| | | 85% | $\theta$ | 0.6354 | 0.9014 | 0.0470 | 0.0402 | 0.0905 | 0.0539 | 0.0062 | 0.0323 | 3.0655 | 0.1441 | 0.1385 | 0.6795 | 0.7253 | 0.6408 |
| | | | $a$ | 0.0962 | 0.3299 | −0.1872 | 0.0476 | −0.1704 | 0.0419 | −0.2036 | 0.0538 | 2.2221 | 0.1003 | 0.1017 | 0.4437 | 0.4436 | 0.4419 |
| | 2 | 65% | $\theta$ | 0.1463 | 0.4847 | 0.0373 | 0.0756 | 0.1170 | 0.1094 | −0.0345 | 0.0617 | 2.9452 | 0.1315 | 0.1295 | 0.9935 | 1.0840 | 0.8752 |
| | | | $a$ | −0.3137 | 0.3755 | 0.0228 | 0.1139 | 0.0899 | 0.1463 | −0.0388 | 0.0959 | 2.0658 | 0.0946 | 0.0937 | 1.2244 | 1.3813 | 1.1134 |
| | | | $b$ | 0.3951 | 0.4138 | 0.0913 | 0.0437 | 0.1225 | 0.0519 | 0.0613 | 0.0379 | 2.0944 | 0.0977 | 0.0973 | 0.7276 | 0.7407 | 0.7164 |
| | | 85% | $\theta$ | 0.1331 | 0.3552 | 0.0306 | 0.0226 | 0.0738 | 0.0306 | −0.0100 | 0.0192 | 2.8690 | 0.1216 | 0.1226 | 0.5557 | 0.6039 | 0.5304 |
| | | | $a$ | −0.1476 | 0.3143 | 0.0460 | 0.0416 | 0.0882 | 0.0533 | 0.0067 | 0.0348 | 2.1222 | 0.1006 | 0.0992 | 0.7528 | 0.8065 | 0.7120 |
| | | | $b$ | 0.2191 | 0.2586 | 0.0238 | 0.0139 | 0.0419 | 0.0154 | 0.0060 | 0.0132 | 1.8088 | 0.0761 | 0.0764 | 0.4427 | 0.4514 | 0.4406 |
| 25, 20, 20, 25 | 1 | 65% | $\theta$ | −0.1067 | 1.2431 | −0.2741 | 0.1331 | −0.2060 | 0.1158 | −0.3356 | 0.1606 | 1.6059 | 0.0765 | 0.0765 | 0.9131 | 1.0396 | 0.8033 |
| | | | $a$ | 0.9794 | 0.9451 | 0.0684 | 0.1174 | 0.1367 | 0.1581 | 0.0052 | 0.0917 | 2.7529 | 0.1255 | 0.1214 | 1.1129 | 1.2247 | 1.0286 |
| | | | $b$ | 0.2007 | 0.4168 | −0.3360 | 0.1360 | −0.3096 | 0.1204 | −0.3612 | 0.1525 | 2.4078 | 0.0999 | 0.1001 | 0.5456 | 0.5477 | 0.5355 |
| | | 85% | $\theta$ | 0.8746 | 0.8324 | 0.0859 | 0.0508 | 0.1282 | 0.0662 | 0.0464 | 0.0406 | 2.9330 | 0.1322 | 0.1275 | 0.7932 | 0.8515 | 0.7411 |
| | | | $a$ | 0.2137 | 0.3082 | −0.1874 | 0.0491 | −0.1719 | 0.0440 | −0.2027 | 0.0547 | 2.0106 | 0.0873 | 0.0873 | 0.4630 | 0.4716 | 0.4563 |
| | 2 | 65% | $\theta$ | 0.0105 | 0.4456 | 0.0441 | 0.0754 | 0.1172 | 0.1023 | −0.0232 | 0.0628 | 2.6189 | 0.1169 | 0.1171 | 1.0020 | 1.0986 | 0.9428 |
| | | | $a$ | −0.1869 | 0.3433 | −0.0015 | 0.1093 | 0.0559 | 0.1339 | −0.0545 | 0.0955 | 2.1788 | 0.0930 | 0.0930 | 1.1695 | 1.2602 | 1.0874 |
| | | | $b$ | 0.3025 | 0.2693 | 0.0981 | 0.0430 | 0.1247 | 0.0504 | 0.0725 | 0.0374 | 1.6543 | 0.0717 | 0.0713 | 0.6976 | 0.7207 | 0.6846 |
| | | 85% | $\theta$ | 0.0224 | 0.2149 | 0.0203 | 0.0238 | 0.0630 | 0.0310 | −0.0196 | 0.0212 | 1.8168 | 0.0821 | 0.0822 | 0.6106 | 0.6641 | 0.5580 |
| | | | $a$ | −0.0716 | 0.2182 | 0.0536 | 0.0487 | 0.0929 | 0.0604 | 0.0168 | 0.0415 | 1.8115 | 0.0809 | 0.0810 | 0.7661 | 0.8193 | 0.7406 |
| | | | $b$ | 0.1356 | 0.1320 | 0.0284 | 0.0175 | 0.0444 | 0.0191 | 0.0127 | 0.0164 | 1.3223 | 0.0592 | 0.0601 | 0.4837 | 0.4910 | 0.4805 |
Table 5. MLE and Bayesian estimation with different loss functions in multi ramp when $\theta = 0.8$, $a = 0.5$, $b = 1.3$.

| $k = 4$ | $\theta = 0.8$, $a = 0.5$, $b = 1.3$ | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) | MLE | BSEL | BLINEX ($c = -0.5$) | BLINEX ($c = 0.5$) |
|--------|---------------------------------|------|-------|---------------------|---------------------|------|-------|---------------------|---------------------|
| $n_1$, $n_2$, $n_3$, $n_4$ | Scheme | $\theta$ | Bias | MSE | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBP | LBP | LCCI | LCCI | LCCI |
| $65\%$ | $1$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $20,15,18,10$ | $a$ | $0.2240$ | $0.1523$ | $0.0568$ | $0.1007$ | $0.0563$ | $-0.1370$ | $0.0545$ | $1.0747$ | $0.0506$ | $0.0498$ | $0.7117$ | $0.7482$ | $0.6735$ |
| $85\%$ | $b$ | $0.5191$ | $0.2829$ | $-0.2937$ | $0.1456$ | $-0.2745$ | $0.1430$ | $-0.3117$ | $0.1490$ | $0.0729$ | $0.0698$ | $0.0698$ | $0.9148$ | $0.9542$ | $0.8811$ |
| $25,20,20,25$ | $2$ | $0.1143$ | $0.1520$ | $0.0243$ | $0.0429$ | $0.0264$ | $0.0046$ | $0.0228$ | $1.4627$ | $0.0616$ | $0.0614$ | $0.5870$ | $0.5948$ | $0.5762$ |
| $65\%$ | $\theta$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $20,15,18,10$ | $a$ | $0.2240$ | $0.1523$ | $0.0568$ | $0.1007$ | $0.0563$ | $-0.1370$ | $0.0545$ | $1.0747$ | $0.0506$ | $0.0498$ | $0.7117$ | $0.7482$ | $0.6735$ |
| $85\%$ | $b$ | $0.5191$ | $0.2829$ | $-0.2937$ | $0.1456$ | $-0.2745$ | $0.1430$ | $-0.3117$ | $0.1490$ | $0.0729$ | $0.0698$ | $0.0698$ | $0.9148$ | $0.9542$ | $0.8811$ |
| $25,20,20,25$ | $1$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $65\%$ | $\theta$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $20,15,18,10$ | $a$ | $0.2240$ | $0.1523$ | $0.0568$ | $0.1007$ | $0.0563$ | $-0.1370$ | $0.0545$ | $1.0747$ | $0.0506$ | $0.0498$ | $0.7117$ | $0.7482$ | $0.6735$ |
| $85\%$ | $b$ | $0.5191$ | $0.2829$ | $-0.2937$ | $0.1456$ | $-0.2745$ | $0.1430$ | $-0.3117$ | $0.1490$ | $0.0729$ | $0.0698$ | $0.0698$ | $0.9148$ | $0.9542$ | $0.8811$ |
| $25,20,20,25$ | $2$ | $0.1143$ | $0.1520$ | $0.0243$ | $0.0429$ | $0.0264$ | $0.0046$ | $0.0228$ | $1.4627$ | $0.0616$ | $0.0614$ | $0.5870$ | $0.5948$ | $0.5762$ |
| $65\%$ | $\theta$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $20,15,18,10$ | $a$ | $0.2240$ | $0.1523$ | $0.0568$ | $0.1007$ | $0.0563$ | $-0.1370$ | $0.0545$ | $1.0747$ | $0.0506$ | $0.0498$ | $0.7117$ | $0.7482$ | $0.6735$ |
| $85\%$ | $b$ | $0.5191$ | $0.2829$ | $-0.2937$ | $0.1456$ | $-0.2745$ | $0.1430$ | $-0.3117$ | $0.1490$ | $0.0729$ | $0.0698$ | $0.0698$ | $0.9148$ | $0.9542$ | $0.8811$ |
| $25,20,20,25$ | $1$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $65\%$ | $\theta$ | $0.3913$ | $0.1968$ | $-0.2234$ | $0.1145$ | $-0.2461$ | $0.1151$ | $0.7363$ | $0.0344$ | $0.0328$ | $0.8227$ | $0.8569$ | $0.7749$ |
| $20,15,18,10$ | $a$ | $0.2240$ | $0.1523$ | $0.0568$ | $0.1007$ | $0.0563$ | $-0.1370$ | $0.0545$ | $1.0747$ | $0.0506$ | $0.0498$ | $0.7117$ | $0.7482$ | $0.6735$ |
| $85\%$ | $b$ | $0.5191$ | $0.2829$ | $-0.2937$ | $0.1456$ | $-0.2745$ | $0.1430$ | $-0.3117$ | $0.1490$ | $0.0729$ | $0.0698$ | $0.0698$ | $0.9148$ | $0.9542$ | $0.8811$ |
### Table 6. MLE and Bayesian estimation with different loss functions in multi ramp when $\theta = 3, a = 2.5, b = 0.6$. 

| $k = 4$ | $\theta = 3, a = 2.5, b = 0.6$ | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) | MLE | BSEL | BLINEX (c = −0.5) | BLINEX (c = 0.5) |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| $n_1, n_2, n_3, n_4$ | Scheme | $r$ | Bias | MSE | Bias | MSE | Bias | MSE | LCI | LBP | LBP | LCCI | LCCI | LCCI |
| 20, 15, 18, 10 | 1 | 65% | $\theta$ | −1.3150 | 2.3042 | −0.3331 | 0.1341 | −0.2518 | 0.0897 | −0.4078 | 0.1876 | 2.9740 | 0.0931 | 0.0934 | 0.5858 | 0.6235 | 0.5653 |
| | | | $a$ | 0.8989 | 3.0227 | −0.3491 | 0.1514 | −0.2737 | 0.1096 | −0.4177 | 0.2009 | 5.8365 | 0.1831 | 0.1819 | 0.6546 | 0.7089 | 0.6228 |
| | | | $b$ | −0.0913 | 0.0606 | −0.2622 | 0.0764 | −0.2552 | 0.0731 | −0.2691 | 0.0798 | 0.8971 | 0.0275 | 0.0271 | 0.3234 | 0.3309 | 0.3182 |
| 85% | $\theta$ | 0.1134 | 0.5691 | −0.0982 | 0.0274 | −0.0510 | 0.0217 | −0.1430 | 0.0372 | 2.3408 | 0.0769 | 0.0765 | 0.5218 | 0.5481 | 0.5038 |
| | | | $a$ | −0.1124 | 0.0513 | −0.1800 | 0.0387 | −0.1749 | 0.0370 | −0.1852 | 0.0405 | 0.7709 | 0.0247 | 0.0247 | 0.2934 | 0.2941 | 0.2908 |
| 2 | 65% | $\theta$ | −0.1024 | 0.4661 | −0.0198 | 0.0413 | 0.0717 | 0.0510 | −0.1043 | 0.0486 | 2.6473 | 0.0861 | 0.0860 | 0.8006 | 0.8313 | 0.7613 |
| | | | $a$ | −0.1680 | 0.7442 | −0.0116 | 0.0668 | 0.0803 | 0.0824 | −0.0956 | 0.0693 | 3.3186 | 0.1090 | 0.1096 | 0.9976 | 1.0673 | 0.9505 |
| | | | $b$ | 0.1489 | 0.0759 | 0.0331 | 0.0167 | 0.0426 | 0.0178 | 0.0237 | 0.0159 | 0.9086 | 0.0284 | 0.0285 | 0.4847 | 0.4906 | 0.4771 |
| 85% | $\theta$ | 0.0948 | 0.4053 | 0.0163 | 0.0164 | 0.0650 | 0.0211 | −0.0303 | 0.0166 | 2.4820 | 0.0808 | 0.0806 | 0.4926 | 0.5031 | 0.4903 |
| | | | $a$ | −0.1387 | 0.3914 | 0.0311 | 0.0291 | 0.0823 | 0.0368 | −0.0174 | 0.0271 | 2.3925 | 0.0765 | 0.0772 | 0.6587 | 0.6836 | 0.6349 |
| | | | $b$ | 0.0754 | 0.0501 | 0.0002 | 0.0083 | 0.0061 | 0.0085 | −0.0057 | 0.0082 | 0.8269 | 0.0263 | 0.0273 | 0.3591 | 0.3616 | 0.3564 |
| 25, 20, 20, 25 | 1 | 65% | $\theta$ | −1.0913 | 1.4984 | −0.3755 | 0.1641 | −0.2985 | 0.1155 | −0.4466 | 0.2206 | 2.1751 | 0.0671 | 0.0668 | 0.5890 | 0.6191 | 0.5681 |
| | | | $a$ | 0.1753 | 0.6860 | −0.3636 | 0.1586 | −0.2929 | 0.1171 | −0.4282 | 0.2069 | 3.1748 | 0.1003 | 0.1006 | 0.6294 | 0.6672 | 0.6001 |
| | | | $b$ | −0.1634 | 0.0712 | −0.2865 | 0.0879 | −0.2809 | 0.0849 | −0.2920 | 0.0909 | 0.8272 | 0.0254 | 0.0253 | 0.2929 | 0.2975 | 0.2878 |
| 85% | $\theta$ | 0.1442 | 0.6040 | −0.0950 | 0.0278 | −0.0492 | 0.0224 | −0.1385 | 0.0372 | 3.0604 | 0.1013 | 0.0911 | 0.5472 | 0.5677 | 0.5313 |
| | | | $a$ | −0.1170 | 0.0424 | −0.1894 | 0.0144 | −0.1851 | 0.0398 | −0.1936 | 0.0429 | 0.6642 | 0.0197 | 0.0199 | 0.2797 | 0.2791 | 0.2786 |
| 2 | 65% | $\theta$ | −0.1862 | 0.6036 | −0.0300 | 0.0419 | 0.0594 | 0.0488 | −0.1123 | 0.0510 | 2.9582 | 0.0956 | 0.0961 | 0.7994 | 0.8209 | 0.7782 |
| | | | $a$ | −0.0428 | 0.6685 | −0.0307 | 0.0599 | 0.0549 | 0.0696 | −0.1088 | 0.0656 | 3.2022 | 0.1008 | 0.1016 | 0.9397 | 1.0007 | 0.9127 |
| | | | $b$ | 0.1438 | 0.0634 | 0.0441 | 0.0147 | 0.0515 | 0.0157 | 0.0367 | 0.0139 | 0.8105 | 0.0261 | 0.0261 | 0.4317 | 0.4365 | 0.4286 |
| 85% | $\theta$ | −0.0443 | 0.1166 | 0.0114 | 0.0177 | 0.0587 | 0.0219 | −0.0340 | 0.0182 | 1.3394 | 0.0427 | 0.0432 | 0.5242 | 0.5270 | 0.5207 |
| | | | $a$ | −0.0603 | 0.1282 | 0.0288 | 0.0309 | 0.0779 | 0.0382 | −0.0179 | 0.0290 | 1.3843 | 0.0435 | 0.0431 | 0.6507 | 0.6920 | 0.6365 |
| | | | $b$ | 0.0485 | 0.0237 | 0.0034 | 0.0071 | 0.0082 | 0.0072 | −0.0014 | 0.0070 | 0.5732 | 0.0183 | 0.0181 | 0.3187 | 0.3206 | 0.3177 |
7. An Illustrative Example

We used a practical experiment to test the MH distribution’s superiority over its competitors. In this case, [13] employed a previous dependability experiment. This data set contains stress time from ramp-voltage studies with small light bulbs. In the ramp-voltage trials, 62 light bulbs were utilized in the first level of stress, and 61 light bulbs were used in the second level of stress, with ramp rates of 2.01 and 2.015 V/h, respectively, as well as a 2 V experimental design stress. The data are for a complete sample that has not been censored as follows:

The first level under progressive stress 2.01 V/h, \( t_1 \), and the second level under progressive stress 2.015 V/h, \( t_2 \), are shown in Figures 1 and 2, respectively.

![Figure 1. Fitted CDF with empirical CDF, estimated PDF, and P-P plots for first stress levels.](image1)

![Figure 2. Fitted CDF with empirical CDF, estimated PDF, and P-P plots for second stress levels.](image2)

To see if the real data set follows the NH distribution, we utilized the Kolmogorov–Smirnov distance (KSD) test to obtain the \( p \)-value for making decisions. Table 7 contains the MLEs for the NH distribution with standard error (SE) and Akaike information criteria (AIC). Figures 1 and 2 show the fitted CDF, estimated PDF, and P-P plots for each stress level of real data. These figures confirmed that the NH distribution is a fit for each stress level.
level of this real data. According to the results of KSD and P-values for the NH distribution in Table 7 and Figures 1 and 2, we conclude that the NH distribution is suitable for fitting each stress level of real data. If the P-value of the KS test is more than 0.05, then we may conclude that the distribution is a fit for this data. When the P-value of the KS test increases, the line of estimated cdf is near the empirical cdf, and the line of estimated pdf has drowned the histogram of data. Table 7 shows the KS test values and the P-value of the KS test < 0.5 as shown in Figures 1 and 2. Table 8 shows the MLEs and Bayesian estimates for the parameters of the progressive-stress model and the MLEs and Kolmogorov–Smirnov test for each stress level of real data. Table 8 results were obtained after those of Table 7.

Table 7. MLE and Kolmogorov–Smirnov test for each stress level of real data.

| First Level Estimates | SE | Second Level Estimates | SE |
|-----------------------|----|------------------------|----|
| $\theta$              | 3.3823 | 0.8429 | 2.6078 | 0.5590 |
| $a$                   | $1.10 \times 10^{-5}$ | $3.96 \times 10^{-6}$ | $8.33 \times 10^{-6}$ | $3.08 \times 10^{-6}$ |
| $b$                   | 1.3756 | 0.0320 | 1.6994 | 0.0507 |
| AIC                   | 554.7177 | 493.5818 |
| KSD                   | 0.1124 | 0.1113 |
| p-value               | 0.3852 | 0.4362 |

Table 8. MLEs and Bayesian estimates for parameters of progressive-stress model.

| MLE Estimates | SE | Lower | Upper | Bayesian Estimates | SE | Lower | Upper |
|---------------|----|-------|-------|-------------------|----|-------|-------|
| $\theta$      | 11.9739 | 0.5590 | 0.0000 | 66.3388 | 12.3834 | 0.4691 | 4.0420 | 21.6353 |
| $a$           | $1.84 \times 10^{-5}$ | $3.08 \times 10^{-6}$ | $1.84 \times 10^{-5}$ | $1.92 \times 10^{-5}$ | $2.75 \times 10^{-6}$ | $1.08 \times 10^{-6}$ | $1.71 \times 10^{-5}$ |
| $b$           | 1.0260 | 0.0507 | 0.9979 | 1.0541 | 1.0322 | 0.0409 | 0.9997 | 1.0539 |
| AIC           | 1074.528 |

As illustrated in Figure 3, we see that Bayes estimators outperform MLEs in most cases. The estimated parameters maximize the log-likelihood function. The roots were computed, and they invariably pinpoint the global maximum rather than the local maximum. By displaying the log-likelihood function, we were able to confirm our findings. As seen by the blue dot, the estimate is at its maximum location along the curve.

Figure 3. Profile–likelihood for the three parameters for the real data set. Where ge-03 is $g \times 10^{-3}$ and $g$ is value of parameter $g$ without virgule.

Figures 4 and 5 illustrate the trace plots and normal curves of the posterior distribution for MCMC estimation, respectively. These numbers also showed that the MCMC
sequences converged quickly to become stationary. Furthermore, as shown in Figure 6, we used the random drawings to generate random draws for the sub-survivors and overall survivors as well as the Bayesian estimators and 95\% credible intervals for those functions at various times. The normal distribution is often used to estimate the conditional posterior distributions of the parameters because they are generally symmetric and unimodal (see Figure 5). Figure 6 indicate that Bayes point and interval estimates of the sub-survivor functions and the overall survivor function.

Figure 4. Iterations of MCMC results for progressive-stress model. Where ge-06 is $g \times 10^{-6}$ and $g$ is value of parameter $g$ without virgule.

Figure 5. Convergence of MCMC results for progressive-stress model.

Figure 6. Bayes point and interval estimates of the sub-survivor functions and the overall survivor function.
8. Concluding Remarks

In this work, we studied classical and Bayesian estimation procedures for the progressive-stress model for the NH distribution with type II progressive-censoring data. Specifically, we first considered the MLEs of the NH parameters and adopted their asymptotic normal distribution to construct approximate confidence intervals. Then, we studied Bayesian estimators and the corresponding HPD intervals of the unknown parameters with suitable prior distributions and different loss functions. Numerical results from simulation studies and real data examples showed that the performance of the proposed methods is satisfactory for statistical inference of the step-stress accelerated model with the NH distribution based on progressive type II censored data.
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