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Abstract
We consider the corner-stone broadcast task with an adaptive adversary that controls a fixed number of $t$ edges in the input communication graph. In this model, the adversary sees the entire communication in the network and the random coins of the nodes, while maliciously manipulating the messages sent through a set of $t$ edges (unknown to the nodes). Since the influential work of [Pease, Shostak and Lamport, JACM’80], broadcast algorithms against plentiful adversarial models have been studied in both theory and practice for over more than four decades. Despite this extensive research, there is no round efficient broadcast algorithm for general graphs in the CONGEST model of distributed computing. Even for a single adversarial edge (i.e., $t = 1$), the state-of-the-art round complexity is polynomial in the number of nodes.

We provide the first round-efficient broadcast algorithms against adaptive edge adversaries. Our two key results for $n$-node graphs of diameter $D$ are as follows:

- For $t = 1$, there is a deterministic algorithm that solves the problem within $\tilde{O}(D^2)$ rounds, provided that the graph is 3 edge-connected. This round complexity beats the natural barrier of $\Omega(D^3)$ rounds, the existential lower bound on the maximal length of 3 edge-disjoint paths between a given pair of nodes in $G$. This algorithm can be extended to a $\tilde{O}(tD^{O(t)})$-round algorithm against $t$ adversarial edges in $(2t + 1)$ edge-connected graphs.

- For expander graphs with edge connectivity of $\Omega(t^2 \log n)$, there is a considerably improved broadcast algorithm with $O(t \log^2 n)$ rounds against $t$ adversarial edges. This algorithm exploits the connectivity and conductance properties of $G$-subgraphs obtained by employing the Karger’s edge sampling technique.

Our algorithms mark a new connection between the areas of fault-tolerant network design and reliable distributed communication.
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1 Introduction

Guaranteeing the uninterrupted operation of communication networks is a significant objective in network algorithms. The area of resilient distributed computation has been receiving a growing attention over the last years as computer networks grow in size and become more vulnerable to byzantine failures. Since the introduction of this setting by Pease et al. [50] and Lamport et al. [41, 50] distributed broadcast algorithms against various adversarial models have been studied in theory and practice for over more than four decades. Resilient distributed algorithms have been provided for broadcast and consensus [19, 20, 24, 12, 57, 50],...
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55, 8, 56, 7, 23, 27, 25, 40, 52, 37, 21, 43, 34, 17, 38], as well as for the related fundamental problems of gossiping [9, 6, 13], and agreement [20, 50, 11, 16, 27]. See [51] for a survey on this topic. A key limitation of many of these algorithms is that they assume that the communication graph is the complete graph.

Our paper is concerned with communication graphs of arbitrary topologies. In particular, it addresses the following basic question, which is still fairly open, especially in the CONGEST model of distributed computing [54]:

▶ **Question 1.** What is the cost (in terms of the number of rounds) for providing resilience against adversarial edges in distributed networks with arbitrary topologies?

An important milestone in this regard was made by Dolev [19] who showed that the \((2t+1)\) node-connectivity of the graph is a necessary condition for guaranteeing the correctness of the computation in the presence of \(t\) adversarial nodes. Since then, byzantine broadcast algorithms for general graph topologies have been addressed mostly under simplified settings [52], e.g., probabilistic faulty models [53], cryptographic assumptions [26, 2, 1, 44], or under bandwidth-free settings (e.g., allowing neighbors to exchange exponentially large messages) [19, 43, 38, 40, 21, 38, 15]. A more in-depth comparison to the previous work can be found in the full paper [32]. In this paper, we consider the following extension of the standard CONGEST model to the adversarial setting:

**The Adversarial CONGEST Model:** The network is abstracted as an \(n\)-node graph \(G = (V, E)\), with a processor on each node. Each node has a unique identifier of \(O(\log n)\) bits. Initially, the processors only know the identifiers of their incident edges\(^a\), as well as a polynomial estimate on the number of nodes \(n\).

There is a *computationally unbounded* adversary that controls a fixed set of at most \(t\) edges in the graph, denoted hereafter as *adversarial edges*. The nodes do not know the identity of the adversarial edges, but they know the bound \(t\). The adversary knows the graph topology and the random coins of the nodes. In each round, it is allowed to send \(O(\log n)\) bit messages on each of the adversarial edges \(F\) (possibly a distinct message on each edge direction). It is *adaptive* as it can determine its behavior in round \(r\) based on the messages exchanged throughout the entire network up to round \(r\).

\(^a\) This is known as the standard KT1 model [5].

The definition naturally extends to adversarial nodes \(F \subseteq V\) for which the adversary can send in each round, arbitrarily bad \(O(\log n)\)-bit messages on each of the edges incident to \(F\). The primary complexity measure of this model is the *round complexity*. In contrast to many prior works in the adversarial setting, in our model, the nodes are *not* assumed to know the graph’s topology, and not even its *diameter*. To address Question 1, we provide a comprehensive study of the adversarial broadcast problem, defined as follows:

**The adversarial broadcast task:** Given is a \((2t+1)\) edge-connected graph \(G = (V, E)\) and a set \(F \subseteq E\) of \(|F| \leq t\) edges controlled by the adversary. There is a designated source node \(s \in V\) that holds a message \(m_0\). It is then required for all the nodes to output \(m_0\), while ignoring all other messages.

To this date, all existing broadcast algorithms in the adversarial CONGEST model require a polynomial number of rounds, even when handling a single adversarial edge! Recently, Chlebus, Kowalski, and Olkowski [15] extended the result of Garay and Moses [27] to general
(2t + 1) node-connected graphs with minimum degree 3t. Their algorithms, however, use exponentially large communication. Their message size can be improved to polynomial only when using authentication schemes (which we totally avoid in this paper). It is also noteworthy that the existing protocols for node failures might still require polynomially many rounds for general graphs, even for a single adversarial edge and for small diameter graphs.

A natural approach for broadcasting a message \( m_0 \) in the presence of \( t \) adversarial edges is to route the message along \( (2t + 1) \) edge-disjoint paths between the source node \( s \), and each target node \( v \). This allows each node to deduce \( m_0 \) by taking the majority message. This approach has been applied in previous broadcast algorithms (e.g., [19]) under the assumption that the nodes know the entire graph, and therefore can compute these edge disjoint paths. A recent work of [33] demonstrated that there are \( D \)-diameter \( (2t + 1) \) edge-connected graphs for which the maximal length of any collection of \( t \) edge-disjoint paths between a given pair of nodes might be as large as \((D/t)^{\Theta(t)}\). For \( t = 3 \), the length lower bound becomes \( \Omega(D^3) \). Providing round efficient algorithms in the adversarial CONGEST model calls for a new approach.

**Our approach in a nutshell.** Our approach is based on combining the perspectives of fault-tolerant (FT) network design, and distributed graph algorithms. The combined power of these points of views allows us to characterize the round complexity of the adversarial broadcast task as a function of the graph diameter \( D \), and the number of adversarial edges \( t \). This is in contrast to prior algorithms that obtain a polynomial round complexity (in the number of nodes). On a high level, one of the main tools that we borrow from FT network design is the FT sampling technique [3, 60, 18, 30, 46, 49, 14], and its recent derandomization by [10, 36]. For a given graph \( G \) and a bound on the number of faults \( k \), the FT sampling technique defines a small family \( \mathcal{G} = \{G_i \subseteq G\} \) of \( G \)-subgraphs denoted as covering family, which is formally defined as follows:

- **Definition 2** \((L,k)\) covering family. For a given graph \( G \), a family of \( G \)-subgraphs \( \mathcal{G} = \{G_1, \ldots, G_t\} \) is an \((L,k)\) covering family if for every \((u,v,F) \in V \times V \times E^{<k}\) and any \( L \)-length \( u-v \) path \( P \subseteq G \setminus F \), there exists a subgraph \( G_i \) such that (P1) \( P \subseteq G_i \) and (P2) \( F \cap G_i = \emptyset \).

As the graph topology is unknown, one cannot hope to compute a family of subgraphs that are completely known to the nodes. Instead, we require the nodes to **locally** know the covering family in the following manner.

- **Definition 3** (Local Knowledge of a Subgraph Family). A family of ordered subgraphs \( \mathcal{G} = \{G_1, \ldots, G_t\} \) where each \( G_i \subseteq G \), is locally known if given the identifier of an edge \( e = (u,v) \) and an index \( i \), the nodes \( u, v \) can locally determine if \( e \in G_i \).

In the context of \((2t + 1)\) edge-connected graphs with \( t \) adversarial edges, we set \( L = O(td) \) and \( k = O(t) \). The randomized FT sampling technique [60, 18] provides an \((L,k)\) covering family \( \mathcal{G} \) of cardinality \( O(L^k \log n) \). [36] provided a deterministic construction with \( O((L \text{poly} \log n)^{k+1}) \) subgraphs.

One can show that by the properties of the covering family, exchanging the message \( m_0 \) over all subgraphs in \( \mathcal{G} \) (in the adversarial CONGEST model) guarantees that all nodes successfully receive \( m_0 \). This holds since for every \( v \in V \) and a fixed set of adversarial edges \( F \), the family \( \mathcal{G} \) contains a subgraph \( G_i \) which contains a short \( s-v \) path (of length \( L \)) and does not contain any of the adversarial edges. Our challenge is two folds:

1. provide a round-efficient algorithm for exchanging \( m_0 \) over all \( \mathcal{G} \)-subgraphs simultaneously,
2. guarantee that each node outputs the message \( m_0 \) while ignoring the remaining messages.
To address the first challenge, we show that the family of subgraphs obtained by this technique has an additional key property of bounded width. Informally, a family \( G \) of subgraphs has a bounded width if each \( G \)-edge appears in all but a bounded number of subgraphs in \( G \). The bounded width of \( G \) allows us to exchange messages in all these subgraphs simultaneously, in a nearly optimal number of rounds. The round complexity of this scheme is based on a very careful analysis which constitutes the key technical contribution in this paper. To the best of our knowledge, the bounded width property of the FT sampling technique has been used before only in the context of data structures [60, 31]. We find the fact that it finds applications in the context of reliable distributed communication to be quite exceptional. The second challenge is addressed by performing a second phase which filters out the corrupted messages. The round complexities of our broadcast algorithms for general graphs are dominated by the cardinality of covering families (which are nearly tight by [36]).

We also consider the family of expander graphs, which received a lot of attention in the context of distributed resilient computation [22, 58, 39, 4]. For these graphs, we are able to show covering families\(^1\) of considerably smaller cardinality that scales linearly with the number of the adversarial edges. This covering family is obtained by using Karger’s edge sampling technique, and its conductance-based analysis by Wulff-Nilsen [61]. We hope this result will also be useful in the context of FT network design. We next describe our key contribution in more detail.

1.1 Our Results

We adopt the gradual approach of fault tolerant graph algorithms, and start by studying broadcast algorithms against a single adversarial edge. Perhpas surprisingly, already this case has been fairly open. We show:

\[ \textbf{Theorem 4 (Broadcast against a Single Adversarial Edge).} \text{ Given a } D\text{-diameter, } 3 \text{ edge-connected graph } G, \text{ there exists a deterministic algorithm for broadcast against a single adversarial edge that runs in } \tilde{O}(D^2) \text{ adversarial-CONGEST rounds. In addition, at the end of the algorithm, all nodes obtain a linear estimate for the diameter of the graph.} \]

This improves considerably upon the (implicit) state-of-the-art \( n^{O(D)} \) bound obtained by previous algorithms (e.g., by [43, 15]). In addition, in contrast to many previous works (including [43, 15]), our algorithm does not assume global knowledge of the graph or any estimate on the graph’s diameter. In fact, at the end of the broadcast algorithm, the nodes also obtain a linear estimate of the graph diameter.

Using the covering family obtained by the standard FT-sampling technique, it is fairly painless to provide a broadcast algorithm with a round complexity of \( \tilde{O}(D^3) \). Our main efforts are devoted to improving the complexity to \( \tilde{O}(D^2) \) rounds. Note that the round complexity of \( D^3 \) appears to be a natural barrier for this problem for the following reason. There exists a 3 edge-connected \( D \)-diameter graph \( G = (V,E) \) and a pair of nodes \( s, v \) such that in any collection of 3 edge-disjoint \( s-v \) paths \( P_1, P_2, P_3 \), the length of the longest path is \( \Omega(D^3) \) (By Corollary 40 of [33]). The improved bound of \( \tilde{O}(D^2) \) rounds is obtained by exploiting another useful property of the covering families of [36]. One can show that, in

\[ \text{\footnotesize\(^1\) Using a somewhat more relaxed definition of these families} \]
our context, each $G$-edge appears on all but $O(\log n)$ many subgraphs in the covering family. This plays a critical role in showing that the simultaneous message exchange on all these subgraphs can be done in $\tilde{O}(D^2)$ rounds (i.e., linear in the number of subgraphs).

**Multiple adversarial edges.** We consider the generalization of our algorithms to support $t$ adversarial edges. For $t = O(1)$, we provide broadcast algorithms with $\text{poly}(D)$ rounds.

▶ **Theorem 5** (Broadcast against $t$-Adversarial Edges). There exists a deterministic broadcast algorithm against $t$ adversarial edges, for every $D$-diameter $(2t+1)$ edge-connected graph, with round complexity of $(tD \log n)^{O(t)}$. Moreover, this algorithm can be implemented in $O(tD \log n)$ LOCAL rounds (which is nearly optimal).

We note that we did not attempt to optimize for the constants in the exponent in our results for multiple adversarial edges. The round complexity of the algorithm is mainly dominated by the number of subgraphs in the covering family (extended to support $t$ faults).

**Improved broadcast algorithms for expander graphs.** We then turn to consider the family of expander graphs, which has been shown to have various applications in the context of resilient distributed computation [22, 58, 39, 4]. Since the diameter of expander graphs is logarithmic, the algorithm of Theorem 5 yields a round complexity of $(t \log n)^{O(t)}$. In the full paper [32], we provide a considerably improved solution using a combination of tools. The improved broadcast algorithm is designed for $\Theta(t^2 \log n/\phi)$ edge-connected $\phi$-expander graphs.

▶ **Theorem 6.** Given an $n$-node $\phi$-expander graph with edge connectivity $\Omega(t^2 \log n/\phi)$, there exists a randomized broadcast algorithm against $t$ adversarial edges with round complexity of $O(t \cdot \log^2 n/\phi)$ rounds.

To obtain this result, we use the edge sampling technique by Karger [35]. Karger showed that given a $k$ edge-connected graph, when sampling each edge with a probability of $p = \Theta(1/t) = \Omega(\log n/\phi \cdot k)$, in the sampled subgraph all cuts are concentrated around their expectation. Wulff-Nilsen [61] showed that this sampled subgraph is an expander as well, w.h.p. We combine these properties to obtain a broadcast algorithm using $O(t \cdot \log^2 n)$ rounds. We believe that this technique might have other applications in the contexts of fault-tolerant network design and distributed secure computation (e.g., for the works of [48]).

**Improved broadcast algorithms with a small shared seed.** Finally, in the full paper [32], we show (nearly) optimal broadcast algorithms given that all nodes have a shared seed of $\tilde{O}(1)$ bits.

▶ **Theorem 7** (Nearly Optimal Broadcast with Shared Randomness). There exists a randomized broadcast algorithm against a single adversarial edge that runs in $\tilde{O}(D)$ rounds, provided that all nodes are given $\text{poly}(\log n)$ bits of shared randomness.

This result is obtained by presenting a derandomization for the well-known fault-tolerant (FT) sampling technique [60]. The FT-sampling technique is quite common in the area of fault-tolerant network design [18], and attracted even more attention recently [46, 14, 10, 36]. While it is relatively easy to show that one can implement the sampling using $\tilde{O}(D)$ random bits, we show that $\tilde{O}(1)$ bits are sufficient. This is obtained by using the pseudorandom generator (PRG) of Gopalan [29] and its recent incarnation in distributed settings [47].
note that for a large number of faults $t$, the complexity is unlikely to improve from $D^{O(t)}$ to $\tilde{O}(D)$ even when assuming shared randomness, i.e., the complexity can be improved only by a factor of $D$. Using the framework of pseudorandom generator [45, 59], we provide an improved broadcast algorithm for $\Omega(t \cdot \log n/\phi)$ edge-connected expander graphs that can tolerate $t$ adversarial edges.

Lemma 8. Given an $n$-node $\phi$-expander graph with edge connectivity $\Omega(t \cdot \log n/\phi)$, there exists a randomized broadcast algorithm against $t$ adversarial edges, with a round complexity of $O(t \log^2 n/\phi)$, provided that all nodes have a shared seed of $O(\log n)$ bits.

We hope that this work will motivate the study of additional distributed graph algorithms in the presence of adversarial edges and nodes.

Road Map. The broadcast algorithm with a single adversarial edge and the proof of Theorem 4 are given in Section 2. In Section 3 we consider multiple adversarial edges. Other results appear in the full paper [32].

Preliminaries. For a subgraph $G' \subseteq G$ and nodes $u, v \in V(G')$, let $\pi(u, v, G')$ be the unique $u$-$v$ shortest path in $G'$ where shortest-path ties are decided in a consistent manner. For a path $P = [u_1, \ldots, u_k]$ and an edge $e = (u_k, v)$, let $P \circ e$ denote the path obtained by concatenating $e$ to $P$. Given a path $P = [u_1, \ldots, u_k]$ denote the sub-path from $u_i$ to $u_j$ by $P'[u_i, u_j]$. The asymptotic term $\tilde{O}(\cdot)$ hides poly-logarithmic factors in the number of nodes $n$.

Observation 9. Consider an $n$-node $D$-diameter graph $G = (V, E)$ and let $u, v$ be a pair of nodes that are connected in $G \setminus F$ for some $F \subseteq E$. It then holds that $\text{dist}_{G \setminus F}(u, v) \leq 2(|F| + 1) \cdot D + |F|$.

Proof. Let $T$ be a BFS tree in $G$ rooted at some source $s$. The forest $T \setminus F$ contains at most $|F| + 1$ trees of diameter $2D$. Then, the $u$-$v$ shortest path $P$ in $G \setminus F$ can be transformed into a path $P'$ containing at most $|F|$ edges of $P$ as well as $|F| + 1$ tree subpaths of the forest $T \setminus F$. Therefore, $|P'| \leq 2(|F| + 1) \cdot D + |F|$ as desired.

2 Broadcast Algorithms against an Adversarial Edge

In this section, we prove Theorem 4. We first assume, in Section 2.1 that the vertices have a linear estimate $c \cdot D$ on the diameter of the graph $D$, for some constant $c \geq 1$. A-priori, obtaining the diameter estimation seems to be just as hard as the broadcast task itself. In Section 2.2, we then show how this assumption can be removed. Throughout, we assume that the message $m_0$ consists of a single bit. In order to send a $O(\log n)$ bit message, the presented algorithm is repeated for each of these bits (increasing the round complexity by a $O(\log n)$ factor).

2.1 Broadcast with a Known Diameter

We first describe the adversarial broadcast algorithm assuming that the nodes have a linear estimate on the diameter $D$. In Section 2.2, we omit this assumption. The underlying objective of our broadcast algorithms is to exchange messages over reliable communication channels that avoid the adversarial edge $e'$. There are two types of challenges: making sure that all the nodes first receive the message $m_0$, and making sure that each node correctly
**distinguish** between the true bit and the false one. Our algorithm `BroadcastKnownDiam` has two phases, a *flooding* phase and an *acceptance* phase, which at the high level, handles each of these challenges respectively.

The first phase propagates the messages over an ordered collection of $G$-subgraphs $\mathcal{G} = \{G_1, \ldots, G_\ell\}$ where each $G_i \subseteq G$ has several desired properties. Specifically, $\mathcal{G}$ is an $(L,k)$ covering family (see Def. 2) for $L = O(D)$ and $k = 1$. An important parameter of $\mathcal{G}$ which determines the complexity of the algorithm is denoted as the *width*.

**Definition 10** (Width of Covering Family). The width of a collection of subgraphs $\mathcal{G} = \{G_1, \ldots, G_\ell\}$, denoted by $\omega(\mathcal{G})$, is the maximal number of subgraphs avoiding a fixed edge in $G$. That is,

$$\omega(\mathcal{G}) = \max_{e \in G} |\{G_i \in \mathcal{G} \mid e \notin G_i\}| .$$

The broadcast algorithm starts by applying a 0-round procedure that provides each node in the graph with a local knowledge of an $(O(D),1)$ covering family with bounded width. By [36], we have the following (see [32] for the proof):

**Fact 11** ([36]). Given a 3 edge-connected graph $G$, there exists a 0-round algorithm that allows all nodes to locally know an $(L,1)$-covering family $\mathcal{G} = \{G_1, \ldots, G_\ell\}$ for $L = 7D$, such that $\ell = \tilde{O}(D^2)$. The width of $\mathcal{G}$ is $\tilde{O}(D)$.

In the following we present a broadcast algorithm whose time complexity depends on several parameters of the covering family. This will establish the case where all nodes know a local bound on the diameter $D$.

**Theorem 12.** Given a 3 edge-connected graph $G$ of diameter $D$. Assuming that the nodes locally know an $(L,1)$ covering family $\mathcal{G}$ for $L = 7D$, there exists a deterministic broadcast algorithm against an adversarial edge with $O(\omega(\mathcal{G}) \cdot L + |\mathcal{G}|)$ rounds.

**Broadcast with a known diameter (Proof of Theorem 12).** Given a locally known $(L,1)$ covering family $\mathcal{G} = \{G_1, \ldots, G_\ell\}$ for $L = 7D$, the broadcast algorithm has two phases. The first phase has $O(L \cdot \omega(\mathcal{G}) + |\mathcal{G}|)$ rounds and the second phase has $O(L)$ rounds.

**Phase 1: Flooding phase.** The flooding phase consists of $\ell = |\mathcal{G}|$ sub-algorithms $A_1, \ldots, A_\ell$, where in each algorithm $A_i$, the nodes propagate messages on the underlying subgraph $G_i \in \mathcal{G}$ that is defined locally by the nodes. The algorithm runs the subalgorithms $A_1, \ldots, A_\ell$ in a pipeline manner, where in the $i$’th round of sub-algorithm $A_i$, the source node $s$ sends the message $(m_0, i)$ to all its neighbors. For every $i$, a node $u \in V$, upon receiving a message $(m', i)$ from a neighbor $w$ for the first time, stores the message $(m', i)$ and sends it to all its neighbors if the following conditions hold: (i) $(w, u) \in G_i$ and (ii) $u$ did not receive a message $(m', i)$ in a prior round\(^2\). For a node $u$ and messages $(m_1, i_1), \ldots, (m_k, i_k)$ waiting to be sent in some round $\tau$, $u$ sends the messages according to the order of the iterations $i_1, \ldots, i_k$ (note that potentially $i_j = i_{j+1}$, and specifically, there might be at most two messages with index $i_j$, namely, $(0, i_j)$ and $(1, i_j)$).

\(^2\) If it receives several $(m', i)$ messages in the same round from different neighbors, it will be considered as only one.
Phase 2: Acceptance phase. The second phase consists of $O(L)$ rounds, in which accept messages are sent from the source $s$ to all nodes in the graph as follows. In the first round, the source node $s$ sends an accept($m_0$) message to all its neighbors. Then every other node $u \in V$ accepts the message $m'$ as its final output, and sends an accept($m'$) message to all neighbors, provided that the following conditions hold: (i) there exists $i \in \{1, \ldots, \ell\}$, such that $u$ stored a message $(m', i)$ in Phase 1; (ii) $u$ received an accept($m'$) message in Phase 2 from a neighbor $w_2$, such that $(u, w_2) \notin G_i$. Since $G$ is locally known, $u$ can locally verify that $(u, w_2) \notin G_i$. This completes the description of the algorithm.

Correctness. We next prove the correctness of the algorithm. Missing proofs are deferred to the full paper [32]. We begin with showing that no node accepts a wrong message.

▷ Claim 13. No node $u \in V$ accepts a false message $m' \neq m_0$.

Proof. Assume towards contradiction there exists at least one node which accepts a message $m' \neq m_0$ during the second phase. Let $u$ be the first node that accepts $m'$. By first we mean that any other node that accepted $m'$, accepted the message in a later round than $u$, breaking ties arbitrarily. Hence, according to the algorithm, $u$ received an accept($m'$) message from a neighbor $w_1$, and stored a message $(m', i)$ in Phase 1, where $(u, w_1) \notin G_i$. Since $u$ is the first node that accepts $m'$, the node $w_1$ did not accept $m'$ in the previous round. We conclude that the edge $(w_1, u)$ is the adversarial edge and all other edges are reliable. Because the adversarial edge $(w_1, u)$ was not included in the $i$'th graph $G_i$, all messages of the form $(m', i)$ sent by the adversarial edge in Phase 1 are ignored. Since all other edges are reliable, no node received (and did not ignore) the false message $(m', i)$ during the first phase - in contradiction to the assumption that $u$ stored a message $(m', i)$ in Phase 1, and therefore received the message $(m', i)$ in Phase 1. ⊳

From Claim 13 we can conclude that in the case where the adversarial edge initiates a false broadcast, it will not be accepted by any of the nodes.

▷ Corollary 14. In case $e' = (v_1, v_2)$ initiates the broadcast, no node accepts any message.

Proof. Since no node initiated the broadcast, in the second phase the only nodes that can receive accept($m$) messages are $v_1$ and $v_2$ over the edge $e'$. In addition, since $e'$ also initiates the first phase, for every node storing a message $(m, i)$ in Phase 1 it must hold that $e' \in G_i$. Hence, we can conclude that neither $v_1$ nor $v_2$ accepts any of the false messages. Consequently, no node in $V \setminus \{v_1, v_2\}$ receives an accept($m$) message for any $m$, as required. ◀

So far, we showed that if a node $v$ accepts a message, it must be the correct one. It remains to show that each node indeed accepts a message during the second phase. Towards that goal, we will show the collection of $\ell$ sub-algorithms executed in Phase 1 can be simulated in $O(\omega(G) \cdot L + |G|)$ rounds. This argument holds regardless of the power of the adversary.

▷ Lemma 15. Consider an $(L, 1)$ covering family $G = \{G_1, \ldots, G_r\}$ for $G$ that is locally known by all the nodes. For a fixed node $v$, an edge $e$, and an $L$-length $s$-$v$ path $P \subseteq G \setminus \{e, e'\}$, let $G_i \in G$ be the subgraph containing $P$ where $e \notin G_i$. Then, $v$ receives the message $(m_0, i)$ in Phase 1 within $O(L \cdot \omega(G) + |G|)$ rounds of that phase.

We note that by Observation 9 taking $L = 7D$ yields that for every node $v$ and edge $e$, it holds that $\text{dist}_{G \setminus \{e,e'\}}(s, v) \leq L$. Hence, by the properties of the covering family $G$, for every node $v$ and an edge $e$ there exists an $L$-length $s$-$v$ path $P \subseteq G \setminus \{e, e'\}$ and a subgraph $G_i$ that contains $P$ and avoids $e$. The proof of Lemma 15 is one of the most technical parts
in this paper. Whereas pipeline is a very common technique, especially in the context of broadcast algorithms, our implementation of it is quite nontrivial. Unfortunately, since our adversary has a full knowledge of the randomness of the nodes, it is unclear how to apply the random delay approach of [28, 42] in our setting. We next show that our pipeline approach works well thanks to the bounded width of the covering family.

**Proof of Lemma 15.** Let $P = (s = v_0, \ldots, v_\eta = v)$ be an $s$-$v$ path in $G_i$ where $\eta \leq L$. For simplicity, we consider the case where the only message propagated during the phase is $m_0$. The general case introduces a factor of 2 in the round complexity. This holds since there could be at most two messages of the form $(0, i)$ and $(1, i)$. We also assume, without loss of generality, that each node $v_j$ receives the message $(m_0, i)$ for the first time from $v_{j-1}$. If $v_j$ received $(m_0, i)$ for the first time from a different neighbor in an earlier round, the time it sends the message can only decrease.

In order to show that $v_\eta = v$ receives the message $(m_0, i)$ within $O(L \cdot \omega(G) + |G|)$ rounds, it is enough to bound the total number of rounds the message $(m_0, i)$ spent in the queues of the nodes of $P$, waiting to be sent. That is, for every node $v_j \in P$ let $r_j$ be the round in which $v_j$ received the message $(m_0, i)$ for the first time, and let $s_j$ be the round in which $v_j$ sent the message $(m_0, i)$. In order to prove Lemma 15, our goal is to bound the quantity $T = \sum_{j=1}^{\eta-1} (s_j - r_j)$.

For every $k < i$ we denote the set of edges from $P$ that are not included in the subgraph $G_k$ by $N_k = \{(v_{j-1}, v_j) \in P \mid (v_{j-1}, v_j) \notin G_k\}$, and define $\mathcal{N} = \{(k, e) \mid e \in N_k, k \in \{1, \ldots, i - 1\}\}$. By the definition of family $G$, it holds that:

$$|\mathcal{N}| = \sum_{k=1}^{i-1} |N_k| \leq \eta \cdot \omega(G) = O(\omega(G) \cdot L).$$

For every node $v_j \in P$ let $Q_j$ be the set of messages $(m_0, k)$ that $v_j$ sent between rounds $r_j$ and round $s_j$. By definition, $|Q_j| = s_j - r_j$, and $T = \sum_{j=1}^{\eta-1} |Q_j|$.

Thus, to prove Lemma 15 it’s enough to show that $\sum_{j=1}^{\eta-1} |Q_j| \leq |\mathcal{N}|$. This is shown next in two steps. First we define a set $I_j$ consisting of certain $(m_0, k)$ messages such that $|Q_j| \leq |I_j|$, for every $j \in \{1, \ldots, \eta - 1\}$. Then, we show that $\sum_{j=1}^{\eta-1} |I_j| \leq |\mathcal{N}|$.

**Step one.** For every node $v_j \in P$, let $I_j$ be the set of messages $(m_0, k)$ satisfying the following three properties: (1) $k < i$, (2) $v_j$ sent the message $(m_0, k)$ before sending the message $(m_0, i)$ in round $s_j$, and (3) $v_j$ did not receive the message $(m_0, k)$ from $v_{j-1}$ before receiving the message $(m_0, i)$ in round $r_j$. In other words, the set $I_j$ includes messages received by $v_j$, with a graph index at most $i - 1$, that are either received from $v_{j-1}$ between round $r_j$ and round $s_j$, or received by $v_j$ from another neighbor $w \neq v_{j-1}$ by round $s_j$ (provided that those messages were not received additionally from $v_{j-1}$). Note that it is not necessarily the case that $Q_j \subseteq I_j$, but for our purposes, it is sufficient to show the following.

▷ **Claim 16.** For every $1 \leq j \leq \eta - 1$ it holds that $|Q_j| \leq |I_j|$.

**Step two.** We next show that $\sum_{j=1}^{\eta-1} |I_j| \leq |\mathcal{N}|$ by introducing an injection function $f$ from $\mathcal{I} = \{(v_j, k) \mid (m_0, k) \in I_j\}$ to $\mathcal{N}$, defined as follows. For $(v_j, k) \in \mathcal{I}$, set $f((v_j, k)) = (k, (v_{h-1}, v_h))$ such that $(v_{h-1}, v_h)$ is the closest edge to $v_j$ on $P[v_0, v_j]$ where $(v_{h-1}, v_h) \in N_k$ (i.e., $(v_{h-1}, v_h) \notin G_k$).

$$f((v_j, k)) = (k, (v_{h-1}, v_h)) \mid h = \min_{t < i} \{t \mid (v_{t-1}, v_t) \in N_k\}.$$
We begin by showing the function is well defined.

▷ Claim 17. The function \( f : \mathcal{I} \to \mathcal{N} \) is well defined.

Next, we show the function \( f \) is an injection.

▷ Claim 18. The function \( f \) is an injection.

Proof. First note that by the definition of the function \( f \), for every \( k_1 \neq k_2 \), and \( 1 \leq j_1, j_2 \leq \eta - 1 \) such that \( (v_{j_1}, k_1), (v_{j_2}, k_2) \in \mathcal{I} \) it holds that \( f((v_{j_1}, k_1)) \neq f((v_{j_2}, k_2)) \). Next, we show that for every \( k < i \) and \( 1 \leq j_1 < j_2 \leq \eta - 1 \) such that \( (v_{j_1}, k), (v_{j_2}, k) \in \mathcal{I} \), it holds that \( f((v_{j_1}, k)) \neq f((v_{j_2}, k)) \). Denote \( f((v_{j_2}, k)) = (k, (v_{h_{j_2} - 1}, v_{h_2})) \) and \( f((v_{j_1}, k)) = (k, (v_{h_{j_1} - 1}, v_{h_1})) \). We will now show that \( (v_{h_{j_2} - 1}, v_{h_2}) \in P[v_{j_1}, v_{j_2}] \). Since \( (v_{h_1 - 1}, v_{h_1}) \in P[v_0, v_{j_1}], \) it will then follow that \( (v_{h_1 - 1}, v_{h_1}) \neq (v_{h_{j_2} - 1}, v_{h_2}) \).

Assume towards contradiction that \( (v_{h_{j_2} - 1}, v_{h_2}) \in P[v_0, v_{j_1}] \). By the definition of \( f \), we have \( P[v_{i_1}, v_{i_2}] \subseteq G_{\eta} \). Since \( (v_{r_1}, k) \in \mathcal{I} \), the node \( v_{j_1} \) sent the message \( (m_0, k) \) before sending \( (m_0, i) \). Additionally, since by our assumption, every node \( v_t \in P \) receives the message \( (m_0, i) \) for the first time from node \( v_{i - 1} \) (its incoming neighbor on the path \( P \)), and all the edges on \( P \) are reliable, it follows that \( v_{j_1} \) receives the message \( (m_0, k) \) from \( v_{j_2 - 1} \) before receiving the message \( (m_0, i) \) in round \( r_{j_2} \). This contradicts the assumption that \( (v_{j_2}, k) \in \mathcal{I} \), as by property (3) of the definition of \( I_{j_2} \), the node \( v_{j_2} \) did not receive the message \( (m_0, k) \) from \( v_{j_2 - 1} \) before round \( r_{j_2} \).

This completes the proof of Lemma 15. Finally, we show that all nodes accept the message \( m_0 \) during the second phase using Lemma 15. This concludes the proof of Theorem 12.

▷ Claim 19. All nodes accept \( m_0 \) within \( O(L) \) rounds from the beginning of Phase 2.

Remark. Our broadcast algorithm does not need to assume that the nodes know the identity of the source node \( s \). By Corollary 14, in case the adversarial edge \( e' \) initiates a false broadcast execution, no node will accept any of the messages sent.

Moreover, the same round complexity also holds in the case where there are multiple sources holding the same broadcast message \( m_0 \). This fact will play a role in the final broadcast algorithm where the nodes do not have an estimate on the diameter \( D \).

2.2 Broadcast without Knowing the Diameter

We next show how to remove the assumption that the nodes know an estimate of the diameter; consequently, our broadcast algorithm also computes a linear estimate of the diameter. This increases the round complexity by a logarithmic factor and establishes Theorem 4.

We first describe the algorithm under the simultaneous wake-up assumption and then explain how to remove it.

Algorithm Broadcast. The algorithm applies Algorithm BroadcastKnownDiam of Section 2 for \( k = O(\log D) \) iterations in the following manner. Every iteration \( i \in \{1, \ldots, k\} \) consists of two steps. In the first step, the source node \( s \) initiates BroadcastKnownDiam \( (D_i) \) with diameter estimate \( D_i = 2^i \), and the desired message \( m_0 \). Denote all nodes that accepted the message \( m_0 \) by \( A_i \) and let \( N_i = V \setminus A_i \) be the nodes that did not accept the message.

In the second step, the nodes in \( N_i \) inform \( s \) that the computation is not yet complete in the following manner. All nodes in \( N_i \) broadcast the same designated message \( M \) by applying Algorithm BroadcastKnownDiam \( (9D_i) \) with diameter estimate \( 9D_i \) and the message \( M \). The second phase can be viewed as performing a single broadcast from \( |N_i| \) multiple sources. If
the source node \( s \) receives and accepts the message \( M \) during the second step, it continues to the next iteration \( i + 1 \). If after \( \tilde{O}(D_i^2) \) rounds \( s \) did not receive and accept the message \( M \), it broadcasts a termination message \( M_i \) to all nodes in \( V \) using \texttt{BroadcastKnownDiam}(7\( D_i \)) (with diameter estimate 7\( D_i \)). Once a node \( v \in V \) accepts the termination message \( M_i \), it completes the execution with the output message it has accepted so far. Additionally, for an iteration \( i \) in which \( v \) accepted the termination message, \( D_i \) can be considered as an estimation of the graph diameter.

**Analysis.** We begin with noting that no node \( v \in V \) accepts a wrong message \( m' \neq m_0 \) as its output. This follows by Claim 13 and the correctness of Algorithm \texttt{BroadcastKnownDiam}.

\begin{itemize}
  \item **Observation 20.** No node \( v \in V \) accepts a wrong message \( m' \neq m_0 \).
\end{itemize}

Fix an iteration \( i \). Our next goal is to show that if \( N_i \neq \emptyset \), then \( s \) will accept the message \( M \) by the end of the iteration. Consider the second step of the algorithm where the nodes in \( N_i \) broadcast the message \( M \) toward \( s \) using \texttt{BroadcastKnownDiam}(9\( D_i \)). Since all nodes in \( N_i \) broadcast the same message \( M \), we refer to the second step as a single execution of \texttt{BroadcastKnownDiam}(9\( D_i \)) with multiple sources. We begin with showing that the distance between the nodes in \( A_i \) and \( s \) is at most 14\( D_i \).

\begin{itemize}
  \item **Claim 21.** For every node \( v \in A_i \), it holds that \( \text{dist}(s, v, G \setminus \{e'\}) \leq 14D_i \).
\end{itemize}

Proof. Recall that Algorithm \texttt{BroadcastKnownDiam} proceeds in two phases. In the first phase, the source node propagates messages of the form \((M, k)\), and in the second phase, the source node propagates accept messages. For a node \( v \) that accepts the message \( m_0 \) in the \( i \)th iteration, according to Algorithm \texttt{BroadcastKnownDiam}(\( D_i \)), it receives an accept(\( m_0 \)) message from a neighbor \( w \) in Phase 2, and stored a message \((m_0, k)\) in Phase 1, such that \((v, w) \notin G_k \). Let \( P_1 \) be the path on which the message accept(\( m_0 \)) propagated toward \( v \) in Phase 2 of \texttt{BroadcastKnownDiam}(\( D_i \)). Since the second phase is executed for 7\( D_i \) rounds, it holds that \( |P_1| \leq 7D_i \). In the case where \( e' \notin P_1 \), since \( s \) is the only node initiating accept(\( m_0 \)) messages (except maybe \( e' \)), \( P_1 \) is a path from \( s \) to \( v \) in \( G \setminus \{e'\} \) as required.

Assume that \( e' \in P_1 \), and denote it as \( e' = (v_1, v_2) \). Without loss of generality, assume that on the path \( P_1 \), the node \( v_1 \) is closer to \( v \) than \( v_2 \). Hence, \( v_1 \) received an accept(\( m_0 \)) message from \( v_2 \) during Phase 2, and because \( v_1 \) also sent the message over \( P_1 \), it accepted \( m_0 \) as its output. Therefore, during the execution of \texttt{BroadcastKnownDiam}(\( D_i \)), the node \( v_1 \) stored a message \((m_0, j)\) during the first phase, where \( e' \notin G_j \). As all edges in \( G_j \) are reliable, we conclude that \( G_j \) contains a s-v\( _1 \) path \( P \) of length \( \eta \leq 7D_i \) such that \( e' \notin P \). Thus, the concatenated path \( P \circ P_1[v_1, v] \) is a path of length at most 14\( D_i \) from \( s \) to \( v \) in \( G \setminus \{e'\} \) as required.

We now show that if \( N_i \neq \emptyset \) then \( s \) accepts the message \( M \) during the second step and continues to the next iteration. The proof is very similar to the proof of Claim 19 and follows from the following observation.

\begin{itemize}
  \item **Observation 22.** For every \( u \in A_i \) and an edge \( e = (v, u) \), it holds that \( \text{dist}_{G \setminus \{e'\}}(N_i, u) \leq 7 \cdot 9D_i \).
\end{itemize}

Proof. Let \( T \) be a BFS tree rooted at \( s \) in \( G \setminus \{e'\} \) restricted\(^3\) to the nodes in \( A_i \). By Claim 21 the depth of \( T \) is at most 14\( D_i \). In follows that the forest \( T \setminus \{e\} \) contains at most

\(^3\) The tree \( T \) might also contain internal nodes in \( N_i \), but it is require to span only the nodes in \( A_i \).
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2 trees of diameter $2 \cdot 14D_i$. Since $G$ is 3 edge-connected, there exists a path from some node in $N_i$ to $u$ in $G \setminus \{e,e'\}$.

Hence, the shortest path from $N_i$ to $u$ in $G \setminus \{e,e'\}$ denoted as $P$ can be transformed into a path $P'$ containing at most two edges of $P$ as well as two tree subpaths of the forest $T \setminus \{e\}$. Therefore, $\text{dist}_{G \setminus \{e,e'\}}(N_i,u) \leq |P'| \leq 4 \cdot 14D_i + 2 \leq 7 \cdot 9D_i$. ◀

\begin{fact}[Claim 23.] If $N_i \neq \emptyset$, $s$ accepts the message $M$ by the end of Step 2 of the $i$th iteration.
\end{fact}

Proof. Let $P = (u_0,u_1,\ldots,u_n = s)$ be a shortest path from some node $u_0 \in N_i$ to the source node $s$. As $P$ is the shortest such path, for every $j \neq 0$ $u_j \in A_i$, and due to Claim 21 $|P| \leq 14D_i + 1$. In order to prove Claim 23 we will show that every node $u_j \in P$ accepts the message $M$ by round $j$ of Phase 2 in the execution of $\text{BroadcastKnownDiam}(9D_i)$ (in Step 2), by induction on $j$.

Base case: as $u_0 \in N_i$, it accepts the message $M$ at the beginning of the phase. Assume the claim holds for $u_j$ and consider the node $u_{j+1}$. By Observation 22 there exists a path $P_{j+1}$ from some node in $N_i$ to $u_{j+1}$ in $G \setminus \{e',(u_j,u_{j+1})\}$ of length $|P_{j+1}| \leq 7 \cdot 9D_i$. Hence, by Lemma 15 combined with the covering property of the covering subgraphs family used in $\text{BroadcastKnownDiam}(9D_i)$, we conclude that $u_{j+1}$ stored a message $(M,\tau)$ in Phase 1 where $(u_j,u_{j+1}) \notin G_{\tau}$ for some neighbor $w \in N(u_{j+1})$.

By the induction assumption, $u_j$ sends $u_{j+1}$ an accept($M$) message by round $j$ of Phase 2, and since $(u_{j+1},u_j) \notin G_{\tau}$, it follow that the node $u_{j+1}$ accepts the message $M$ by round $j + 1$ as required. ◀

Recall that since the second phase of $\text{BroadcastKnownDiam}(D_i)$ is executed for $7D_i$ rounds. Hence, when $D_i < D/7$ there must exist a node $w \in V$ that did not accept the message $m_0$ during the execution of $\text{BroadcastKnownDiam}(D_i)$ in the first step, and therefore $N_i \neq \emptyset$. On the other hand, when $D_i \geq D$, all nodes in $V$ receive and accept $m_0$ during the first step of the $i$th iteration and therefore $N_i = \emptyset$. Hence, for an iteration $i^*$ in which no node broadcasts the message $M$ (and therefore $s$ decides to terminate the execution), it holds that $D_{i^*} \in [D/7,D]$. Since $s$ broadcasts the termination message $M_t$ by applying Algorithm $\text{BroadcastKnownDiam}(7D_{i^*})$ with diameter estimate $7D_{i^*}$, we conclude that all nodes in $V$ will finish the execution as required. To omit the wake-up assumption, in the second step of each iteration, the broadcast of message $M$ is initiated by nodes in $N_i$ with neighbors in $A_i$.

3 Broadcast against $t$ Adversarial Edges

In this section, we consider the broadcast problem against $t$ adversarial edges and prove Theorem 5. The adversarial edges are fixed throughout the execution but are unknown to any of the nodes. Given a $D$-diameter, $(2t + 1)$ edge-connected graph $G$, and at most $t$ adversarial edges $F \subseteq E$, the goal is for a source node $s$ to deliver a message $m_0$ to all nodes in the graph. At the end of the algorithm, each node is required to output the message $m_0$.

Our algorithm is again based on a locally known family $\mathcal{G}$ with several desired properties. The algorithm floods the messages over the subgraphs of $\mathcal{G}$. The messages exchanged over each subgraph $G_i \in \mathcal{G}$ contains also the path information along which the message has been received. As we will see, the round complexity of the algorithm is mostly dominated by the cardinality of $\mathcal{G}$.

We use the following fact from [36], whose proof follows by the proof of Fact 11.

\begin{fact}[Implicit in [36].] Given a graph $G$ and integer parameters $L$ and $k$, there exists a $0$-round algorithm that allows all nodes to locally know an $(L,k)$ covering family $\mathcal{G} = \{G_1,\ldots,G_L\}$ such that $\ell = ((Lk \log n)^k + 1)$.
\end{fact}
Towards proving Theorem 5, we prove the following which will become useful also for the improved algorithms for expander graphs.

**Theorem 25.** Given a \((2t + 1)\) edge-connected graph \(G\) of diameter \(D\), and a parameter \(L\) satisfying that for every \(u,v \in V\), and every set \(E \subseteq E\) of size \(|E| \leq 2t\), it holds that \(\text{dist}_G(u,v) \leq L\). Then assuming that the nodes locally know an \((L,2t)\) covering family \(\mathcal{G}\), there exists a deterministic broadcast algorithm \(\text{BroadcastKnownCovFamily}(\mathcal{G}, L, t)\) against at most \(t\) adversarial edges \(F\) with round complexity \(O(L \cdot |G|)\).

We note that by Observation 9, every \((2t + 1)\) edge-connected graph \(G\) with diameter \(D\) satisfies the promise of Theorem 25 for \(L = (6t + 2)D\). Finally, our algorithm makes use also of the following definition for a minimum \(s-v\) cut defined over a collection of \(s-v\) paths.

**Definition 26 (Minimum (Edge) Cut of a Path Collection).** Given a collection of \(s-v\) paths \(\mathcal{P}\), the minimum \(s-v\) cut in \(\mathcal{P}\), denoted as \(\text{MinCut}(s,v,\mathcal{P})\), is the minimal number of edges appearing on all the paths in \(\mathcal{P}\). I.e., letting \(\text{MinCut}(s,v,\mathcal{P}) = x\) implies that there exists a collection of \(x\) edges \(E'\) such that for every path \(P \in \mathcal{P}\), it holds that \(E' \cap P \neq \emptyset\).

We are now ready to describe the broadcast algorithm given that the nodes know an \((L,2t)\) covering family \(\mathcal{G}\) (along with the parameters \(L\) and \(t\)) as specified by Theorem 25. Later, we explain the general algorithm that omits this assumption.

**Broadcast Algorithm \(\text{BroadcastKnownCovFamily}(\mathcal{G}, L, t)\).** Similarly to the single adversarial edge case, the algorithm has two phases, a flooding phase and an acceptance phase. In the first phase of the algorithm, the nodes exchange messages over the subgraphs of \(\mathcal{G}\), that contain also the path information, along which the bit \(\{0,1\}\) is received. In addition, instead of propagating the messages of distinct \(G_i\)’s subgraphs in a pipeline manner, we run the entire \(i\)’th algorithm (over the edges of the graph \(G_i\)) after finishing the application of the \((i-1)\) algorithm\(^4\).

In the first phase, the nodes flood heard bundles over all the \(G_i \in \mathcal{G}\) subgraphs, defined as follows.

**Heard bundles.** A bundle of heard messages sent from node \(v\) to \(u\) consists of:
1. A header message \(\text{heard}(m, len, P)\), where \(P\) is an \(s-v\) path of length \(len\) along which \(v\) received the message \(m\).
2. A sequence of \(len\) messages specifying the edges of \(P\), one by one.

This bundle contains \(len + 1\) messages that will be sent in a pipeline manner in the following way. The first message is the header \(\text{heard}(m, len, P)\) sent in round \(\tau\). Then in the next consecutive \(len\) rounds, \(v\) sends the edges of \(P\) in reverse order (from the edge incident to \(v\) to \(s\)).

**Phase 1: Flooding.** The first phase consists of \(\ell = |\mathcal{G}|\) iterations, where each iteration is implemented using \(O(L)\) rounds. At the first round of the \(i\)’th iteration, the source node \(s\) sends the message \(\text{heard}(m_0, 1, \emptyset)\) to all neighbors. Every node \(v\), upon receiving the first bundle message \(\text{heard}(m', x, P)\) over an edge in \(G_i\) from a neighbor \(w\), stores the bundle \(\text{heard}(m', x + 1, P \cup \{w\})\) and sends it to all neighbors. Note that each node stores and sends at most one heard bundle \(\text{heard}(m', x, P)\) in each iteration (and not one per message \(m')\).

\(^4\) One might optimize the \(O(t)\) exponent by employing a pipeline approach in this case as well.
Phase 2: Acceptance. The second phase consists of $O(L)$ rounds, in which accept messages are propagated from the source $s$ to all nodes as follows. In the first round $s$ sends accept($m_0$), to all neighbors. Every node $v \in V \setminus \{s\}$ decides to accept a message $m'$ if the following two conditions hold: (i) $v$ receives accept($m'$) from a neighbor $w$, and (ii) MinCut($s, v, \mathcal{P}$) $\geq t$, where

$$\mathcal{P} = \{P \mid v \text{ stored a heard}(m', \text{len}, P) \text{ message and } (v, w) \notin P\}.$$  

Note that since the decision here is made by computing the minimum cut of a path collection, it is indeed required (by this algorithm) to send the path information.

Correctness. We begin with showing that no node accepts a false message.

\begin{claim}
No node $v \in V$ accepts a message $m' \neq m_0$ in the second phase.
\end{claim}

\begin{proof}
Assume by contradiction there exists a node that accepts a false message $m'$, and let $v$ be the first such node. By first we mean that any other node that accepted $m'$ accepted the message in a later round than $v$ breaking ties arbitrarily. Hence, $v$ received a message accept($m'$) from some neighbor $w$. Because $v$ is the first such node, the edge $(w, v)$ is adversarial. Let $E' = F \setminus \{(w, v)\}$ be the set of the remaining $t - 1$ adversarial edges, and let $\mathcal{P}$ be given as by Eq. (1). We next claim that MinCut($s, v, \mathcal{P}$) $\leq t - 1$ and thus $v$ does not accept $m'$.

To see this, observe that any path $P$ such that $v$ received a message heard($m', \text{len}, P$) must contain at least one edge in $E'$. This holds even if the content of the path $P$ is corrupted by the adversarial edges. Since there are at most $t - 1$ edges in $E'$ and all the paths in $\mathcal{P}$ are passing through them, it holds that MinCut($s, v, \mathcal{P}$) $\leq t - 1$ as required.

Finally, we show that all nodes in $V$ accept the message $m_0$ during the second phase. This completes the proof of Theorem 25.

\begin{claim}
All nodes accept $m_0$ within $O(L)$ rounds from the beginning of Phase 2.
\end{claim}

\begin{proof}
We will show that all nodes accept the message $m_0$ by induction on the distance from the source $s$ in the graph $G \setminus F$. Let $T$ be some BFS tree rooted at $s$ in $G \setminus F$. The base case holds vacuously, as $s$ accepts the message $m_0$ in round 0. Assume all nodes at distance at most $i$ from $s$ in $G \setminus F$ accepted the message by round $i$. Consider a node $v$ at distance $i + 1$ from $s$ in $G \setminus F$. By the induction assumption on layer $i$, $v$ receives the message accept($m_0$) from a neighbor $w$ in round $j \leq i$ over a reliable edge $(w, v)$. We are left to show that MinCut($s, v, \mathcal{P}$) $\geq t$, where $\mathcal{P}$ is as given by Eq. (1). Alternatively, we show that for every edge set $E' \subseteq E \setminus \{(w, v)\}$ of size $t - 1$, the node $v$ stores a heard bundle containing $m_0$ and a path $P_k$ such that $P_k \cap (E' \cup \{(v, w)\}) = \emptyset$ during the first phase. This necessary implies that the minimum cut is at least $t$.

For a subset $E' \subseteq E$ of size $t - 1$, as $|F \cup E' \cup \{(w, v)\}| \leq 2t$, by the promise on $L$ in Theorem 25, dist$_{G_k}(E \cup F' \cup \{(w, v)\})(s, v) \leq L$. By the covering property of the covering family $G$ it follows that there exists a subgraph $G_k$ such that $G_k \cap (F \cup E' \cup \{(v, w)\}) = \emptyset$, and dist$_{G_k}(s, v) \leq L$. Hence, all edges in $G_k$ are reliable, and the only message passed through the heard bundles during the $k$'th iteration is the correct message $m_0$. Additionally, as dist$_{G_k}(s, v) \leq L$, the node $v$ stores a heard bundle heard($m_0, x, P_k$) during the $k$'th iteration, for some $s$-$v$ path $P_k$ of length $x = O(L)$. As $P_k \subseteq G_k$ it also holds that $P_k \cap (E' \cup \{(v, w)\}) = \emptyset$. We conclude that MinCut($s, v, \mathcal{P}$) $\geq t$, and by the definition of Phase 2, $v$ accepts $m_0$ by round $j + 1 \leq i + 1$. The claim follows as the diameter of $T$ is $O(L)$ by the promise on $L$. \end{proof}
**Algorithm Broadcast (Proof of Theorem 5).** We now describe the general broadcast algorithm. Our goal is to apply Algorithm BroadcastKnownCovFamily\((G, L, t)\) over the \((L, 2t)\) covering family \(G\) for \(L = O(tD)\), constructed using Fact 24. Since the nodes do not know the diameter \(D\) (or a linear estimate of it), we make \(O(\log D)\) applications of Algorithm BroadcastKnownCovFamily\((\tilde{G}, \tilde{L}, t)\) using the \((\tilde{L}, 2t)\) covering family \(\tilde{G}\), for \(\tilde{L} = O(t\tilde{D})\) where \(\tilde{D} = 2^i\) is the diameter guess for the \(i\)’th application.

Specifically, at the beginning of the \(i\)’th application, the source node \(s\) initiates Algorithm BroadcastKnownCovFamily\((G_i, L_i, t)\) with the desired message \(m_0\) over the \((L_i, 2t)\) covering family \(G_i\) constructed using Fact 24 with \(L_i = O(tD_i)\) and \(D_i = 2^i\). Denote all nodes that accepted the message \(m_0\) at the end of Algorithm BroadcastKnownCovFamily\((G_i, L_i, t)\) by \(A_i\), and let \(N_i = V \setminus A_i\) be the nodes that did not accept the message.

The algorithm now applies an additional step where the nodes in \(N_i\) inform \(s\) that they did not accept any message in the following manner. All nodes in \(N_i\) broadcast the same designated message \(M\), by applying Algorithm BroadcastKnownCovFamily\((G'_i, ctL_i, t)\) over an \((ctL_i, 2t)\) covering family \(G'_i\), for some fixed constant \(c > 0\) (known to all nodes). This can be viewed as performing a single broadcast execution (i.e., with the same source message) but from \(|N_i|\) multiple sources. We next set \(\tau_i = O(t \cdot D_i \log n)^{O(t)}\) as a bound on the waiting time for a node to receive any acknowledgment.

If the source node \(s\) accepts the message \(M\) at the end of this broadcast execution, it waits \(\tau_i\) rounds, and then continues to the next application\(^5\) \(i + 1\) (with diameter guess \(2^{i+1}\)). In the case where \(s\) did not accept the message \(M\) within \(\tau_i\) rounds from the beginning of that broadcast execution, it broadcasts a termination message \(M_T\) to all nodes in \(V\). This is done by applying Algorithm BroadcastKnownCovFamily\((G'_i, ctL_i, t)\) over the \((ctL_i, 2t)\) covering family \(G'_i\). Once a node \(v \in V\) accepts the termination message \(M_T\), it completes the execution with the last message it has accepted so far (in the analysis part, we show that it indeed accepts the right message). A node \(v\) that did not receive a termination message \(M_T\) within \(\tau_i\) rounds, continues to the next application of Algorithm BroadcastKnownCovFamily.

The correctness argument exploits the fact that for an application \(i\) such that \(N_i \neq \emptyset\), the graph \(G'\) obtained by contracting\(^6\) all nodes in \(N_i\) into a single node \(a\), satisfies the following: (i) it is \((2t + 1)\) edge-connected, (ii) it contains \(s\), and (iii) it has diameter \(O(L_i) = O(t \cdot D_i)\).

A complete analysis of the algorithm can be found in the full paper [32].

We observe that our broadcast algorithm can be implemented in the LOCAL model using \(O(tD\log n)\) many rounds.

\[\blacktriangleright\textbf{Corollary 29.}\] **For every \((2t + 1)\) edge-connected graph, and a source node \(s\), there is a deterministic broadcast algorithm against \(t\) adversarial edges that runs in \(O(tD\log n)\) local rounds.**

**Proof.** The algorithm is the same as in the CONGEST model. However, since in the local model there are no bandwidth restrictions, the message propagation over the \(|G|\) subgraphs of the \((L, t)\) covering family can be implemented simultaneously within \(L = O(tD)\) rounds. \hfill \blacktriangleright

\[\text{\footnotesize \textit{\textsuperscript{5}We make the source node \(s\) wait since in the case where it actually sends a termination message, all nodes accept it within \(\tau_i\) rounds. Therefore, we need to make sure that all nodes start the next \(i + 1\) application at the same time.}}\]

\[\text{\footnotesize \textit{\textsuperscript{6}I.e., we contract all edges with both endpoints in \(N_i\).}}\]
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