Total variance and invariant information in complementary measurements
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Abstract
We investigate the total variance of a quantum state with respect to a complete set of mutually complementary measurements and its relation to the Brukner–Zeilinger invariant information. By summing the variances over any complete set of mutually unbiased measurements and general symmetric informationally complete measurements respectively, we show that the Brukner–Zeilinger invariant information associated with such types of quantum measurements is equal to the difference between the maximal variance and the total variance obtained. These results provide an operational link between the previous interpretations of the Brukner–Zeilinger invariant information.
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1. Introduction
In a classical measurement, the observation removes our ignorance about the state by revealing the properties of the system which are considered to be pre-existing and independent of the observation. The Shannon information is a desirable measure to quantify the amount of information carried by a classical system. It is also a natural measure of our ignorance regarding the properties of a classical system. However, the situation is quite different for the case of quantum measurements, for which one cannot say that quantum measurements reveal a pre-existing property of a quantum system. Therefore, Shannon entropy could be thought of as conceptually inadequate in quantum physics. Brukner and Zeilinger introduced a quantity as a new measure of total information obtained by summing individual measures over a complete set of mutually complementary measurements \cite{1, 2}. This measure of quantum information takes into account that the only features of quantum systems known before a measurement are the probabilities for various events to occur. This quantity can be expressed as

\[ I(\rho) = \text{Tr}(\rho^2) - \frac{1}{d}, \]

where \( d \) is the dimension of the quantum system.

Moreover, the ‘total’ uncertainty related to a quantum measurement is also defined. For \( d \) measurement outcomes with probabilities \( p_1, p_2, \ldots, p_d \), the lack of information about the \( j \)th outcome with respect to a single experimental trial is given by \( p_j(1−p_j) \). The total lack of information regarding all \( d \) possible experimental outcomes is then given by \( \sum_{j=1}^{d} p_j(1−p_j) = 1 − \sum_{j=1}^{d} p_j^2 \), which is nothing but \( 1 - \text{Tr}(\rho^2) \), where \( \rho \) is the state after a quantum (projective) measurement, the linear entropy of the measured state. The ‘total’ uncertainty related to a quantum measurement is then given by

\[ U(\rho) = 1 − \text{Tr}(\rho^2), \]

which is the sum of all individual measurement uncertainties over a complete set of mutually complementary measurements. It can be seen that \( I(\rho) \) and \( U(\rho) \) are two mutually complementary quantities, and both of them are invariant under unitary transformations. These two quantities have many useful applications in various issues of quantum mechanics and quantum information theory \cite{3–5}. In the rest of this paper we call \( I(\rho) \) the BZ invariant information and \( U(\rho) \) the BZ invariant uncertainty.

In \cite{6}, Luo presented an alternative interpretation of the BZ invariant information. By summing the variances of a quantum state over any complete orthogonal set of observables, he
obtained a new quantity

\[ V(\rho) = d - \text{Tr}(\rho^2). \]

(3)

This quantity, called total variance, is related to the BZ invariant information and the BZ invariant uncertainty. One can see that \( V(\rho) \) attains its minimum value \( V_{\text{min}}(\rho) = d - 1 \) iff \( \rho \) is a pure state, and attains its maximum value \( V_{\text{max}}(\rho) = d - 1/d \) iff \( \rho = I/d \) is the maximally mixed state. Hence the BZ invariant information is equal to the difference between the maximal variance and the total variance, while the BZ invariant uncertainty is exactly the difference between the total variance and the minimal variance, i.e.

\[ I(\rho) = V_{\text{max}}(\rho) - V(\rho), \quad U(\rho) = V(\rho) - V_{\text{min}}(\rho). \]

(4)

To this point, the BZ invariant information (uncertainty) can be viewed as a renormalized version of the total variance of a quantum state [6].

After that, Rastegin interpreted the BZ invariant information from another perspective [7]. By introducing the index of coincidence [8]

\[ C(\mathcal{P}|\rho) \equiv \sum_j p_j(\mathcal{P}|\rho)^2, \]

(5)

the BZ information measure can be rewritten as

\[ I(\mathcal{P}|\rho) = C(\mathcal{P}|\rho) - C(\mathcal{P}|\rho_\text{b}), \]

(6)

where \( \mathcal{P} \) denotes a set of complementary measurements, \( \{p_j(\mathcal{P}|\rho)\}_j \) is the probability distribution given by \( \mathcal{P} \) on the quantum state \( \rho \), and \( \rho_b \) is the maximally mixed state. When a complete set of \( d + 1 \) mutually unbiased bases (MUBs) \([9, 10]\) in \( d \)-dimensional quantum system is taken into account, one gets [11, 12]

\[ C(\mathcal{P}|\rho) = 1 + \text{Tr}(\rho^2), \]

(7)

and in this case

\[ I(\mathcal{P}|\rho) = \text{Tr}(\rho^2) - \text{Tr}(\rho_b^2) = \text{Tr}(\rho^2) - \frac{1}{d}, \]

(8)

which is in consistent with the original definition of the BZ invariant information.

Besides MUBs, there are several special types of quantum measurements, the mutually unbiased measurements (MUMs, as a generalization of MUBs) [13], the symmetric informationally complete positive operator-valued measures (SIC-POVMs) [14], and the general symmetric informationally complete measurements (general SIC measurements, as a generalization of SIC-POVMs) [15, 16]. Both of the MUMs and the general SIC measurements form a complete set of mutually complementary measurements respectively. It has been shown that for a complete set of \( d + 1 \) MUMs \( \mathcal{P} \) with the parameter \( \kappa \), the BZ information measure gives rise to [7]

\[ I(\mathcal{P}|\rho) = \frac{kd - 1}{d - 1} [\text{Tr}(\rho^2) - \text{Tr}(\rho_b^2)], \]

(9)

while for a complete set of \( d^2 \) general SIC measurements \( \mathcal{M} \) with the parameter \( a \), one has [7]

\[ I(\mathcal{M}|\rho) = \frac{ad^3 - 1}{d(d^2 - 1)} [\text{Tr}(\rho^2) - \text{Tr}(\rho_b^2)]. \]

(10)

Then a natural question is what the relationship between these two interpretations of the BZ invariant information is. Inspired by Luo’s work, in this paper, we define the notion of total variance in a set of complementary measurements. By summing over all variances of a quantum state for a complete set of MUMs and general SIC measurements, respectively, we show that the resulted total variance is related to BZ invariant information for such types of quantum measurements given in [7]. In particular, such BZ invariant information is precisely the difference between the maximal variance (total variance of the maximally mixed state) and the total variance. Our results provide an operational link between the two interpretations of BZ invariant information.

2. BZ invariant information in MUMs

Let us first review some basic concepts about MUBs and MUMs. Two orthonormal bases in \( d \)-dimensional Hilbert space \( \mathcal{H}_d \) are said to be mutually unbiased if the absolute values of the inner products of any vector from one basis and any vector from another basis are \( 1/\sqrt{d} \). A set of orthonormal bases in \( \mathcal{H}_d \) is called a set of MUBs if each two bases from the set are mutually unbiased. It has been shown that the maximum number \( N(d) \) of MUBs is no more than \( d + 1 \), and \( N(d) = d + 1 \) when \( d \) is a prime power [9]. But \( N(d) \) is still unknown when \( d \) is not a prime power [10]. In [13], Kalev and Gour generalize the concept of MUBs to MUMs. They show that there always exists a complete set of \( d + 1 \) MUMs for arbitrary \( d \), which can be explicitly constructed. Two POVM measurements \( P_n^{(b)} = \{f_{n,b}^{(b)}\}_{n=1}^d \), \( b = 1, 2 \), are said to be MUMs if

\[ \text{Tr}(P_n^{(b)} P_{n'}^{(b')}) = \frac{1}{d}, \quad b \neq b', \]

(11)

\[ \text{Tr}(P_n^{(b)} P_{n'}^{(b')}) = \delta_{n,n'} \kappa + (1 - \delta_{n,n'}) \frac{1 - \kappa}{d - 1}, \]

where \( \frac{1}{d} \leq \kappa \leq 1 \), and \( \kappa = 1 \) if and only if all \( P_n^{(b)} \)'s are rank one projectors, which gives rise to two MUBs. The construction of a complete set of \( d + 1 \) MUMs is as follows. Let \( \{F_{n,b} \ : \ n = 1, 2, \ldots, d - 1, \ b = 1, 2, \ldots, d + 1\} \) be a set of \( d^2 - 1 \) Hermitian, traceless operators acting on \( \mathcal{H}_d \), satisfying

\[ \text{Tr}(F_{n,b} F_{n',b'}) = \delta_{n,n'} \delta_{b,b'}, \]

(12)

where \( F^{(b)} = \sum_{n=1}^{d-1} F_{n,b} b = 1, 2, \ldots, d - 1 \). Then the operators

\[ P_n^{(b)} = \frac{1}{d} I + tF_{n,b} \]

(13)

with \( b = 1, 2, \ldots, d + 1 \). Then one can choose such that \( P_n^{(b)} \geq 0 \). Thus the parameter \( \kappa \) is given by

\[ \kappa = 1 + t^2(1 + \sqrt{d})^2(d - 1) \]

(14)

from the construction. On the other hand, any \( d + 1 \) MUMs can be expressed in such form [13].
A complete set of \( d + 1 \) MUMs is exactly a complete set of mutually complementary measurements, and can be used to characterize the BZ invariant information in measurements. To this end, we define the quantity \( V(P_{\text{MUM}}) \) as a measure of total variance of a quantum state \( \rho \) in a complete set of MUMs \( P_{\text{MUM}} = \{P^{(b)}_{n}\}_{b=1}^{d+1} \) with the parameter \( \kappa \)

\[
V(P_{\text{MUM}}) = \sum_{b=1}^{d+1} V(P^{(b)}_{n}) = \sum_{b=1}^{d+1} \sum_{n=1}^{d} V(P^{(b)}_{n})|\rho\rangle \langle \rho |,
\]

where \( V(X|\rho) = \langle X^2|\rho\rangle - \langle X|\rho\rangle^2 \) is the variance of the observable \( X \). In the next, we calculate the quantity \( V(P_{\text{MUM}}) \).

We first note that

\[
\sum_{b=1}^{d+1} \sum_{n=1}^{d} V(P^{(b)}_{n})|\rho\rangle \langle \rho | = \sum_{b=1}^{d+1} \sum_{n=1}^{d} \left( \frac{1}{d} + d \right) (P^{(b)}_{n})^2|\rho\rangle \langle \rho | - C(\kappa, \rho),
\]

where \( C(\kappa, \rho) \) denotes the index of coincidence for probability distribution generated by \( P^{(b)}_{n} \). It has been shown that \[17\]

\[
C(\kappa, \rho) = \frac{(\kappa d - 1) \text{Tr}(\rho^2) - 1}{d - 1}.
\]

Thus we only need to compute \( \sum_{b=1}^{d+1} \langle (P^{(b)}_{n})^2 \rangle|\rho\rangle \langle \rho |. \) Taking into account that \( \sum_{n=1}^{d} F^{(b)}_{n} = 0, \forall b \), we have

\[
\sum_{b=1}^{d+1} \sum_{n=1}^{d} (P^{(b)}_{n})^2|\rho\rangle \langle \rho | = \frac{d+1}{d} + \frac{2d}{d} \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | = \frac{d+1}{d} + \frac{2}{d} \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho |.
\]

On the other hand

\[
\sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | = \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | + \frac{(d + \sqrt{d})^2}{d} \sum_{b=1}^{d+1} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | = (d - 1) \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | - 2(d + \sqrt{d}) \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | + (d + \sqrt{d})^2 \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | = (d + \sqrt{d})^2 \sum_{b=1}^{d+1} \sum_{n=1}^{d} F^{(b)}_{n}|\rho\rangle \langle \rho | + (d + \sqrt{d})^2 \sum_{b=1}^{d+1} \sum_{n=1}^{d} (F^{(b)}_{n})^2|\rho\rangle \langle \rho | = (d + \sqrt{d})^2 \sum_{b=1}^{d+1} \sum_{n=1}^{d} F^{(b)}_{n}|\rho\rangle \langle \rho | = (d + \sqrt{d})^2 \left( \sum_{b=1}^{d+1} \sum_{n=1}^{d} F^{(b)}_{n} \right)^2|\rho\rangle \langle \rho |.
\]

In the last equality, we have used the fact that \( \sum_{b=1}^{d+1} \sum_{n=1}^{d} F^{(b)}_{n} = (d - 1) \frac{1}{d} \) [18]. Combining equations (17), (18) and (19), we get

\[
V(P_{\text{MUM}}) = \frac{\kappa d - 1}{d - 1} \left( d - \text{Tr}(\rho^2) \right).
\]

It can be seen that \( V(P_{\text{MUM}}) \) reaches its minimum value

\[
n_{\text{min}}(P_{\text{MUM}}) = \frac{\kappa d - 1}{d - 1} \quad \text{when } \rho \text{ is a pure state, and reaches its maximum value } n_{\text{max}}(P_{\text{MUM}}) = (\kappa d - 1)(d + 1)/d \text{ when } \rho = I/d \text{ is the maximally mixed state. Following Luo’s perspective in } [6], \text{ the BZ invariant information in MUMs can be characterized by}
\]

\[
I(P_{\text{MUM}}) := n_{\text{max}}(P_{\text{MUM}}) - V(P_{\text{MUM}}) = \frac{\kappa d - 1}{d - 1} \left[ \text{Tr}(\rho^2) - \frac{1}{d} \right],
\]

which is coincide with the illustration of the BZ invariant information in MUMs given in [7]. Furthermore, the BZ invariant uncertainty in MUMs is formulated as

\[
U(P_{\text{MUM}}) := V(P_{\text{MUM}}) - n_{\text{min}}(P_{\text{MUM}}) = \frac{\kappa d - 1}{d - 1} \left[ 1 - \text{Tr}(\rho^2) \right].
\]

3. BZ invariant information in general SIC measurements

A set of \( d^2 \) rank one operators acting on \( \mathcal{H}_d \) is called a SIC-POVM, if every operator is of the form

\[
P_j = \frac{1}{d} |\phi_j\rangle \langle \phi_j|, \quad j = 1, 2, \ldots, d^2,
\]

where the vectors \( |\phi_j\rangle \) satisfy the following relation

\[
|\langle \phi_j | \phi_k \rangle|^2 = \frac{1}{d + 1}, \quad j \neq k.
\]

Similar to MUBs, the existence of SIC-POVMs in arbitrary dimension \( d \) is still unknown. It has been only proved that there exist sets of SIC-POVMs for all dimensions up to 67 [18]. In [16], Gour and Kalley generalize the concept of SIC-POVMs to general SIC measurements. A set of \( d^2 \) positive-semidefinite operators \( \{P_{a}\}_{a=1}^{d^2} \) on \( \mathcal{H}_d \) is said to be a general SIC measurements, if

\[
\sum_{a=1}^{d^2} P_{a} = I, \\
\text{Tr}(P_{a}^2) = a, \quad \forall \alpha \in \{1, 2, \ldots, d^2\}, \\
\text{Tr}(P_{a} P_{b}) = \frac{1 - ad}{(d^2 - 1)}, \quad \forall \alpha, \beta \in \{1, 2, \ldots, d^2\}, \quad \alpha \neq \beta,
\]

where the parameter \( a \) satisfies \( \frac{1}{d^2} < a \leq \frac{1}{d^2} \), and \( a = 1/d^2 \) if and only if all \( P_{a} \) are rank one operators, which gives rise to a SIC-POVM.

Like the MUMs, there always exists a general SIC measurements for arbitrary \( d \), and can be explicitly constructed [16]. Let \( \{F_{a}\}_{a=1}^{d^2} \) be a set of \( d^2 - 1 \) Hermitian, tra-
celess operators acting on $\mathcal{H}_d$, satisfying $\text{Tr}(F_i F_j) = \delta_{i,j}$. Define $F = \sum_{\alpha=1}^{d^2-1} F_\alpha$, then the $d^2$ operators
\[
P_{\alpha} = \frac{1}{d^2} I + t[F - d(d+1)F_\alpha],
\]
with $\alpha = 1, 2, \ldots, d^2 - 1$, 
\[
P_{d^2} = \frac{1}{d^2} I + t(d+1)F,
\]
form a general SIC measurements, where $t$ should be chosen such that all $P_\alpha \geq 0$, and the parameter $a$ is given by
\[
a = \frac{1}{d^3} + t^2(d-1)(d+1)^3.
\]

In the next, we characterize the BZ invariant information in general SIC measurements.

We define the quantity $V(\mathcal{P}_{\text{GSM}}|\rho)$ as a measure of total variance in a general SIC measurements $\mathcal{P}_{\text{GSM}} = \{P_{\alpha}\}_{\alpha=1}^{d^2}$ with the parameter $a$ as follows
\[
V(\mathcal{P}_{\text{GSM}}|\rho) = \sum_{\alpha=1}^{d^2} V(P_{\alpha}|\rho).
\]

By using the fact that [19]
\[
\sum_{\alpha=1}^{d^2} \langle P_{\alpha} \rangle^2 = \langle (ad^2 - 1)\text{Tr}(\rho^2) + d(1 - ad) \rangle / d(d^2-1),
\]
we obtain
\[
V(\mathcal{P}_{\text{GSM}}|\rho) = \sum_{\alpha=1}^{d^2} \langle P_{\alpha}^2 \rangle - \langle (ad^3 - 1)\text{Tr}(\rho^2) + d(1 - ad) \rangle / d(d^2-1).
\]

On the other hand
\[
\sum_{\alpha=1}^{d^2} \langle P_{\alpha}^2 \rangle = \sum_{\alpha=1}^{d^2} \left[ \langle \frac{1}{d^2} I + t(F - d(d+1)F_\alpha) \rangle^2 \right]_{\rho}
+ \left[ \langle \frac{1}{d^2} I + t(d+1)F \rangle^2 \right]_{\rho}
= \frac{1}{d^2} + t^2 \sum_{\alpha=1}^{d^2} \langle (F - d(d+1)F_\alpha)^2 \rangle_{\rho} + t^2(d+1)^2 \langle F^2 \rangle_{\rho}
= \frac{1}{d^2} + t^2 d^2(d+1)^2 \sum_{\alpha=1}^{d^2} \langle F^2 \rangle_{\rho}
= \frac{1}{d^2} + t^2 d^2(d+1)^2 (d - 1/d)
= ad.
\]

Again, in the last equality, we have used the fact that $\sum_{\alpha=1}^{d^2} F_\alpha^2 = (d - 1/d) I$ [6]. Hence we have
\[
V(\mathcal{P}_{\text{GSM}}|\rho) = \frac{ad^3 - 1}{d(d^2-1)}(d - \text{Tr}(\rho^2)).
\]

The quantity $V(\mathcal{P}_{\text{GSM}}|\rho)$ also enables us to characterize the BZ invariant information $I(\mathcal{P}_{\text{GSM}}|\rho)$ and the BZ invariant uncertainty $U(\mathcal{P}_{\text{GSM}}|\rho)$. Taking into account that
\[
V_{\max}(\mathcal{P}_{\text{GSM}}|\rho) = \frac{ad^3 - 1}{d(d^2-1)} \left( d - \frac{1}{d} \right),
\]
\[
V_{\min}(\mathcal{P}_{\text{GSM}}|\rho) = \frac{ad^3 - 1}{d(d^2-1)} (d - 1),
\]
we have
\[
I(\mathcal{P}_{\text{GSM}}|\rho) = V_{\max}(\mathcal{P}_{\text{GSM}}|\rho) - V_{\min}(\mathcal{P}_{\text{GSM}}|\rho)
= \frac{ad^3 - 1}{d(d^2-1)} \left[ \text{Tr}(\rho^2) - \frac{1}{d} \right],
\]
which is also coincide with the illustration of the BZ invariant information in general SIC measurements given in [7]. Moreover, we have
\[
U(\mathcal{P}_{\text{GSM}}|\rho) = V(\mathcal{P}_{\text{GSM}}|\rho) - V_{\min}(\mathcal{P}_{\text{GSM}}|\rho)
= \frac{ad^3 - 1}{d(d^2-1)} [1 - \text{Tr}(\rho^2)].
\]

4. Conclusion

We have studied the Brukner–Zeilinger invariant information (uncertainty) with respect to MUMs and general SIC measurements. By summing the variances over a complete set of mutually unbiased measurements and general symmetric informationally complete measurements respectively, we have defined a new measure of information (uncertainty) in quantum measurements, and reinterpreted the invariant information in an alternative perspective. These results can also be used to provide an operational link between the previous interpretations of the Brukner–Zeilinger invariant information. Taking into consideration that our new quantity of information content in measurements is defined in a simple and intuitive way, and is invariant under unitary transformations of the quantum states, one may expect that it brings significant applications in quantum information theory.
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