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**Abstract**

The Bethe ansatz, both in its coordinate and its algebraic version, is an exceptional method to compute the eigenvectors and eigenvalues of integrable systems. However, computing correlation functions using the eigenvectors thus constructed complicates rather fast. In this article, we will compute some simple correlation functions for the isotropic Heisenberg spin chain to highlight the shortcomings of both Bethe ansätze. In order to compare the results obtained from each approach, a discussion on the normalization of states in each ansatz will be required. We will show that the analysis can be extended to the long-range spin chain governing the spectrum of anomalous dimensions of single trace operators in four-dimensional Yang-Mills with maximal supersymmetry.
1 Introduction

In an integrable model both the spectrum and the eigenstates of the corresponding Hamiltonian, together with the scattering matrix, can be entirely determined by means of any of the different flavours of the Bethe ansatz, such as the coordinate [1], algebraic [2] or analytic [3, 4] versions of the method. However, this is only half of the journey, as we still have to compute the correlation functions of the model we are examining. On the one hand, this means computing integrals and summing over momentum orderings if we use the coordinate Bethe ansatz. On the other hand, if we use the algebraic Bethe ansatz, we first have to write the local spin operators in terms of the elements of the monodromy matrix. This is the so-called quantum inverse scattering problem [5]. If we make use of the commutation relations between the entries of the monodromy matrix, specified by the RTT relations, the correlation functions that involve local operators can be expressed in terms of scalar products of Bethe states that usually are off-shell (see for instance [6] for a review and references therein). Scalar products involving Bethe states normally are long and convoluted, but they simplify in the Heisenberg spin chain when at least one of the states is on-shell. In this case, they can be expressed in terms of a quotient of determinant [7, 8].

The Heisenberg spin chain, originally a toy model of magnetism, is the prototypical example of a quantum integrable system. In recent years, it has played a mayor role in unravelling the integrable structure underlying the AdS/CFT correspondence. Thanks to that, today we have a very precise knowledge of the spectrum of local gauge invariant operators $\mathcal{N} = 4$ supersymmetric Yang-Mills. In addition, this lead to some non-trivial tests of AdS/CFT (see for instance [9]). In addition, using conformal symmetry, these results are enough to completely fix the two-point function of these operators. However, the problem of determining higher-point correlation function is still not completely solved. In recent years, several non-perturbative methods have emerged, such as the bootstrap program [10, 11] of the hexagon form factor [12, 13, 14]. A less refined method to obtain information about higher-point function would be to understanding generic correlation functions on the associated spin chain and use them as building blocks. The algebraic Bethe ansatz and the solution to the inverse scattering problem were used in [15] to evaluate three-point functions of scalar operators in $\mathcal{N} = 4$ supersymmetric Yang-Mills as inner products of Bethe states, constructed out of the elements of the monodromy matrix.
As a result, the structure constants of the theory at weak coupling can be written in terms of some elegant determinant expressions in [16]-[30].

If we want to continue this path (for example, to have a source of perturbative data to check the results of the non-perturbative methods), it is desirable a more detailed study of general correlation functions using algebraic Bethe ansatz techniques. This article is a pedagogical exercise, where we show how to compute correlation functions involving spin operators located at non-adjacent sites using both the coordinate Bethe ansatz and the algebraic Bethe ansatz. The main purpose of this article is to show the subtleties and shortcomings that these kinds of computations present, as some of them are not well known and it is important to be wary of them. One example that is usually not discussed is the fact that the states constructed using the coordinate Bethe ansatz and the algebraic Bethe ansatz do differ not only by a normalization factor, but also by a global phase that depends on the momenta of the excitations involved. This means that, even if we properly normalise our correlation functions, the ones computed using the coordinate Bethe ansatz still differ from the ones computed using the algebraic one. We will also dedicate space to the apparent singularities that arise when naive computing correlation functions using the algebraic Bethe ansatz due to the presence of operators with the same argument.

At the end of this article, we will also include some comments on computations involving the inhomogeneous Heisenberg spin chain. As we have noted above, the Heisenberg model was at the center of the development of integrability in the AdS/CFT correspondence. The reason for that was because the conformal dimension of single trace operators on the $SU(2)$ sector of $\mathcal{N} = 4$ supersymmetric Yang-Mills could be described with such model [31]. However, the situation is more involved at higher loops, which can only be described using long-range spin chains, meaning interactions beyond nearest-neighbours [32]. However, if we are interested on information up to a certain order in the loop expansion and not on an all-loop result, we can use instead a Heisenberg spin chain deformed by the presence of inhomogeneities.\footnote{Beyond four-loops, it is also necessary to include a dressing phase factor in the S-matrix. Despite that, we will not include it in our computations.}

The remaining part of the article is organised as follows. In section 2, we will review the coordinate and the algebraic Bethe ansatz for the isotropic Heisenberg spin chain. We include the solution to the inverse scattering problem and a recipe to compute scalar products between an on-shell and an off-shell Bethe state constructed using the Algebraic...
Bethe Ansatz. In section 3, we discuss the normalisation of states in the coordinate and versions of the ansatz. In section 4, we will explicitly compute correlation functions involving either one or two spin operators, mostly using the algebraic Bethe ansatz. The first case is relatively straightforward, but the second one requires some care because the commutation relations of the elements of the monodromy matrix for the homogeneous spin chain seemingly diverge. We show that these divergences are only apparent, as they are a \( \frac{0}{0} \) indeterminate form that can be treated with proper care. In section 5, we will extend the analysis to the long-range BDS spin chain using the fact that it can be mapped to an inhomogeneous short-range spin chain. In section 6, we will summarise and discuss our results. We close the article with three appendices that collect several additional calculations. In appendix A we will solve the recurrence relation (4.39). In appendix B we will extend our analysis to spin chains with \( SL(2) \) and \( SU(1|1) \) symmetries. In appendix C we will consider the case of correlation functions involving three magnons.

## 2 The Bethe ansatz

In this section, we will review some relevant aspects of the coordinate and the algebraic Bethe ansatz for the spin 1/2 XXX Heisenberg spin chain (see for instance references [33]-[36]). After that, we will present a summary of the solution to the inverse scattering problem and compute scalar product, both in the context of the algebraic Bethe ansatz.

### 2.1 The coordinate Bethe ansatz

The Heisenberg model, defined in a one-dimensional closed chain of \( L \) fixed particles with spin 1/2, is given by the Hamiltonian

\[
H = \frac{g^2}{2} \sum_{n=1}^{L} \left( I - \sigma_n^x \sigma_{n+1}^x - \sigma_n^y \sigma_{n+1}^y - \sigma_n^z \sigma_{n+1}^z \right),
\]

where \( \sigma_n^i \) are the usual Pauli matrices acting on the site (i.e., particle) \( n \) of the chain. We are also assuming periodic boundary conditions, which implies the identification \( \sigma_{L+1}^i \equiv \sigma_1^i \). Another convenient way to write this Hamiltonian is

\[
H = g^2 \sum_{n=1}^{L} \left( I - P_{n,n+1} \right),
\]
where $P_{m,n}$ is the operator that permutes the spin states on positions $m$ and $n$. In the context of $\mathcal{N} = 4$ supersymmetric Yang-Mills (SYM from now on), the anomalous dimensions of single trace operators can be mapped to this Hamiltonian, with the following identification of coupling constants [31]

$$g^2 = \frac{\lambda}{8\pi^2} = \frac{g^2_{\text{YM}} N}{8\pi^2}.$$  \hspace{1cm} (2.3)

It is immediate to see that the ground state is $L + 1$ degenerated. Included among them are the two states with all the spin aligned. Let us pick the state with all the spins up as a starting point for constructing the remaining eigenstates (the construction follows the same steps mutatis mutandis if we start from the state with all spins down). From it, we can define the wavefunctions

$$|\Psi\rangle = \sum_{1 \leq n_1 < n_2 < \cdots < n_N \leq L} \psi(n_1, \ldots, n_N) |n_1, \ldots, n_N\rangle ,$$ \hspace{1cm} (2.4)

where $|n_1, \ldots, n_N\rangle$ indicates that the spins in positions $n_i$ have been flipped from their original alignment (i.e., all the spins are up except for those on positions $n_i$, which are spins down). The main assumption of the coordinate Bethe ansatz (CBA from now on) is that the above state diagonalises the Heisenberg spin chain provided its wavefunction can be written as the weighted sum of all the possible free wavefunctions we can construct, that is,

$$\psi(n_1, \ldots, n_N) = \sum_{\sigma \in \mathcal{P}_N} A(\sigma, \vec{p}) e^{i(p_\sigma(1)n_1 + p_\sigma(2)n_2 + \cdots + p_\sigma(N)n_N)} ,$$ \hspace{1cm} (2.5)

where $\mathcal{P}_N$ is the permutation group of $N$ elements and $A(\sigma, \vec{p})$ is a function that depends on the element of the permutation group and the momenta of each magnon, $p_i$. If we substitute the above ansatz into the Schrödinger equation $\hat{H} |\Psi\rangle = E |\Psi\rangle$, we obtain the dispersion relation

$$E = \sum_{j=1}^{N} \epsilon(p_j) , \quad \epsilon(p) = 4g^2 \sin^2 \left( \frac{p}{2} \right) ,$$ \hspace{1cm} (2.6)

together with the following relation between the weights

$$A(\sigma_{j,j+1}\sigma, \vec{p}) = S(p_j + 1, p_j) A(\sigma, \vec{p}) , \quad \text{with} \quad S(p, q) = \frac{1}{2} \cot \left( \frac{p}{2} \right) - \frac{1}{2} \cot \left( \frac{q}{2} \right) + i ,$$ \hspace{1cm} (2.7)

where $\sigma_{j,j+1}$ is the permutation that swaps positions $j$ and $j + 1$ while leaving the remaining ones fixed. The function $S(p, q)$ is called S-matrix of the Heisenberg model. Thus, the wavefunction for the two-magnon state takes the form

$$\psi(n_1, n_2) = e^{i(p_1 n_1 + p_2 n_2)} + S(p_2, p_1) e^{i(p_2 n_1 + p_1 n_2)} ,$$ \hspace{1cm} (2.8)
up to the global normalization factor $A(\mathbb{I}, \vec{p})$, which we will set to 1.

However, not every arbitrary set of momenta will lead to a wavefunction that satisfy the correct periodic boundary conditions. Periodicity imposes $N$ quantization conditions, one for each of the momenta, known as Bethe equations,

$$e^{ip_jL} \prod_{k \neq j}^N S(p_k, p_j) = 1.$$ \hspace{1cm} (2.9)

The physical meaning of this equation is that, if we carry one magnon with momentum $p_j$ around the chain, the free propagation phase $p_jL$ plus the phase change due to the scattering with each of the other $N-1$ magnons must give a trivial phase.

If we plan to apply this machinery to compute the one-loop correction to the dimension of single-trace operators in $\mathcal{N} = 4$ SYM theory, we need to impose an additional condition on the momenta. Periodicity of the spin chain implies that it is invariant under the simultaneous shift of all positions by the length of the chain, $n_i \rightarrow n_i + L$, but cyclicity of the trace demands the stronger condition of invariance under the simultaneous shift of all positions by one site, $n_i \rightarrow n_i + 1$. This means that our states have to satisfy the zero total momentum condition

$$\prod_{i=1}^N e^{ip_j} = 1.$$ \hspace{1cm} (2.10)

### 2.2 The algebraic Bethe ansatz

Let us now move to briefly review the algebraic Bethe ansatz (ABA from now on) for the inhomogeneous spin 1/2 Heisenberg spin chain. We will mostly follow notation and conventions in reference [5]. The core of the ABA is the quantum R-matrix, which is an operator that satisfies the Yang-Baxter equations. In the Heisenberg chain it is given by

$$R(\lambda, \mu) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & b(\lambda, \mu) & c(\lambda, \mu) & 0 \\ 0 & c(\lambda, \mu) & b(\lambda, \mu) & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},$$ \hspace{1cm} (2.11)

where $b(\lambda, \mu)$ and $c(\lambda, \mu)$ are functions of the rapidities $\lambda$ and $\mu$,

$$b(\lambda, \mu) = \frac{\lambda - \mu}{\lambda - \mu + \eta}, \quad c(\lambda, \mu) = \frac{\eta}{\lambda - \mu + \eta}.$$ \hspace{1cm} (2.12)
In these functions \( \eta \) is the so-called crossing parameter, which we will take to be \( i \). The monodromy matrix of the spin chain is constructed as an ordered product of R-matrices,

\[
T_0(\lambda) = \prod_{n=1}^{L} R_{0,n} = R_{0L}(\lambda, \xi_L) \cdots R_{01}(\lambda, \xi_1),
\]

where the labels 1 to \( L \) represent the physical sites of the spin chain and the label 0 represents an additional auxiliary space. The variables \( \xi_n \) are called the inhomogeneities of the spin chain. For the case of the Heisenberg spin chain, which is the case that we are going to study during most of this article, we will consider the homogeneous case \( \xi_n = \xi = \frac{\eta}{2} \) for any value of \( n \). The monodromy matrix, represented as a \( 2 \times 2 \) matrix in auxiliary space, takes the form

\[
T_0(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}.
\]

(2.14)

The trace of the monodromy matrix, known as the transfer matrix, has two very important properties: it commutes with itself for different values of \( \lambda \), and it is the generating function of the conserved charges of the Heisenberg spin chain. Therefore, by diagonalising the transfer matrix, we are simultaneously diagonalising all the conserved charges. In the ABA, the diagonalisation process is not done brute-force, but indirectly by using the commutation relations of the entries of the monodromy matrix. First, we assume the existence of a pseudo-vacuum \( |0\rangle \). In the Heisenberg chain this is just the completely ferromagnetic state, with all spins up, and can be represented by the tensor product

\[
|0\rangle = \bigotimes_{n=1}^{L} |0\rangle_n, \quad \text{where} \quad |0\rangle_n = \begin{pmatrix} 1 \\ 0 \end{pmatrix}_n.
\]

(2.15)

The elements of the monodromy matrix act on the pseudo-vacuum as

\[
A(\lambda)|0\rangle = a(\lambda)|0\rangle, \quad D(\lambda)|0\rangle = d(\lambda)|0\rangle, \quad C(\lambda)|0\rangle = 0.
\]

(2.16)

With the above choice of R-matrix, the eigenvalues \( a(\lambda) \) and \( d(\lambda) \) take the values\(^2\)

\[
a(\lambda) = 1, \quad d(\lambda) = \frac{(\lambda - \xi)^L}{(\lambda + \xi)^L}.
\]

(2.17)

\(^2\)For generic values of the inhomogeneities, the function \( d \) is given by

\[
d(\lambda) = \prod_{n=1}^{L} \frac{(\lambda - \xi_n)}{(\lambda - \xi_n + \eta)},
\]

instead. Notice that it always vanishes when \( \lambda \) is equal to the value of one of the inhomogeneities, \( d(\xi_n) = 0 \) for any \( n \).
The commutation relations between elements of the monodromy matrix are fixed by the so called RTT relations

\[ R_{12}(\lambda, \mu)T_1(\lambda)T_2(\mu) = T_2(\mu)T_1(\lambda)R_{12}(\lambda, \mu) . \] (2.18)

Of the commutation relations encoded on this equation, we are mostly interested in [7, 34],

\[ (A + D)(\mu)B(\lambda) = B(\lambda)(A + D)(\mu) - \frac{\eta}{\lambda - \mu} [B(\lambda)(D - A)(\mu) - B(\mu)(D - A)(\lambda)] , \] (2.19)

\[ C(\lambda)(A + D)(\mu) = (A + D)(\mu)C(\lambda) - \frac{\eta}{\lambda - \mu} [(D - A)(\mu)C(\lambda) - (D - A)(\lambda)C(\mu)] , \] (2.20)

\[ [C(\lambda), B(\mu)] = -\frac{\eta}{\lambda - \mu} (A(\lambda)D(\mu) - A(\mu)D(\lambda)) . \] (2.21)

Note that these commutation relations lead to an indeterminate form of the type \(0/0\) when \(\lambda\) and \(\mu\) are equal. This will later lead to some issues when computing correlation functions.

A natural procedure to construct the eigenstates of the transfer matrix is to apply the operator \(B(\lambda)\) on the pseudo-vacuum. Using the previous commutation relations, one can find the action of the operator \((A + D)(\mu)\) on \(B(\lambda)|0\rangle\) and impose that these states must be eigenstates of that operator,

\[ (A + D)(\mu) \prod_{i=1}^{N} B(\lambda_i) |0\rangle = \tau(\mu, \{\lambda\}) \prod_{i=1}^{N} B(\lambda_i) |0\rangle \Rightarrow \frac{a(\lambda_i)}{d(\lambda_i)} \prod_{j \neq i} \frac{\lambda_i - \lambda_j - i}{\lambda_i - \lambda_j + i} = 1 , \] (2.22)

which are the Bethe equations for the ABA. If we want to recover the Bethe equations derived in the previous subsection from the CBA, we need to write the momenta of the magnons as a function of the rapidity, \(^3\)

\[ \frac{\lambda_j - \xi}{\lambda_j + \xi} = e^{ip_j} \longleftrightarrow \lambda(p) = -\frac{1}{2} \cot \left( \frac{p}{2} \right) . \] (2.23)

If we perform this substitution, the S-matrix becomes

\[ S_{ij} = \frac{\lambda_j - \lambda_i + i}{\lambda_j - \lambda_i - i} , \] (2.24)

and equation (2.22) agrees with the Bethe equations (2.9) in the CBA.

\(^3\)We follow the definition of the momentum in [5]. In the literature, it is also common the opposite definition of momentum, as both the CBA ansatz and the Bethe equations are invariant under the transformation \(p \rightarrow -p\) and \(x \rightarrow -x\).
As we commented above, the Heisenberg Hamiltonian is connected to the one-loop anomalous dimension of single trace operators in $\mathcal{N} = 4$ SYM. We can extend this spin chain picture to higher loops, but it requires the Hamiltonian to be of long range. In fact, the range of the interaction is, at most, equal to the loop order we want to describe. Luckily, we can circumvent the need for the long-range interaction thanks to the inhomogeneities (at least, up to an order equal to the length of the spin chain). This is due to the fact that the long-range spin chain that describes this situation can be modelled by a similar set of Bethe equations

$$e^{ip_iL} \prod_{j \neq i}^{N} \frac{\lambda(p_i) - \lambda(p_j) + i}{\lambda(p_i) - \lambda(p_j) - i} = 1,$$  \hspace{1cm} (2.25)

where the rapidities are deformed to \([32]\)

$$\lambda(p) = -\frac{1}{2} \cot \left( \frac{p}{2} \right) \sqrt{1 + 8g^2 \sin^2 \left( \frac{p}{2} \right)} \right). \hspace{1cm} (2.26)$$

Inverting this relation, we can present these equations in a more convenient way

$$\frac{x(\lambda_i + i/2)^L}{x(\lambda_i - i/2)^L} = \prod_{j \neq i}^{N} \frac{\lambda_i - \lambda_j + i}{\lambda_i - \lambda_j - i}, \hspace{1cm} (2.27)$$

where $x(\lambda)$ is given by

$$x(\lambda) = \frac{1}{2} \lambda + \frac{1}{2} \sqrt{\lambda^2 - 2g^2}. \hspace{1cm} (2.28)$$

Thus, if we are interested in the correction up to $L$-loops, we can model the homogeneous long-range spin chain by an inhomogeneous nearest-neighbours spin chain

$$\frac{P_L(\lambda_i + i/2)}{P_L(\lambda_i - i/2)} = \prod_{j \neq i}^{N} \frac{\lambda_i - \lambda_j + i}{\lambda_i - \lambda_j - i}, \hspace{1cm} (2.29)$$

where the polynomial $P_L(\lambda)$ is given by

$$P_L(\lambda) = \prod_{n=1}^{L}(\lambda - \xi_n), \hspace{1cm} \text{with} \hspace{1cm} \xi_n = \frac{i}{2} + \sqrt{2}g \cos \left( \frac{(2n-1)\pi}{2L} \right). \hspace{1cm} (2.30)$$

### 2.3 Inverse scattering and inner products of Bethe states

Both the CBA and the ABA constitute only half of the work we have to do to solve a theory. They provide us with the set of states and their energy, but they do not give us a recipe to compute the expectation value of operators. For the CBA, which is more akin to first quantisation, we can easily compute the action of operators on our wavefunctions
and, with a little more effort, compute the scalar product of states. In contrast, the ABA
is more akin to second quantisation, so we do not have direct access to the wavefunctions
as it is not immediately evident how the operators $A$, $B$, $C$ and $D$ relate to the spin
operators acting on a given site. In this section, we discuss these two points.

**The inverse scattering problem**

First, we will discuss how to relate the entries of the monodromy matrix and the local spin
operators appearing in the CBA. These relations were first found in [5] using the method
of factorizing F-matrices for the case of the general XXZ inhomogeneous spin chain and
later in [38] for the XYZ homogeneous spin chain using the properties of the R-matrix and
the monodromy matrix. The general computation is lengthy and cumbersome, so we will
only prove here the relation in the homogeneous case, where it simplifies, and just present
the final result for the inhomogeneous case.

The key point to match the entries of the monodromy matrix and the local spin oper-
ators is to realise that the monodromy matrix at $\lambda = \xi$ can be written as

$$T_0(\xi) = P_{01} P_{1L} P_{1L-1} \ldots P_{13} P_{12} = P_{01} U ,$$

that is, $P_{01}$ times the operator that shifts all positions by one to the right. This means
that $A(\xi) + D(\xi)$, $B(\xi)$, $C(\xi)$ and $A(\xi) - D(\xi)$ are in one to one correspondence with
$\mathbb{I}$, $\sigma_1^-$, $\sigma_1^+$ and $\sigma_1^z$ respectively. We only have to compensate the additional $U$ factor by
multiplying by $U^{L-1}$ on the right. Operators acting on the remaining sites of the chain
can be retrieved by the adjoint action of $U$ (or, equivalently, $A(\xi) - D(\xi)$) an appropriate
number of times.

The solution for the inhomogeneous spin chain is, surprisingly, not much different

$$\sigma_k^+ = \prod_{i=1}^{k-1} (A + D)(\xi_i) C(\xi_k) \prod_{i=k+1}^{L} (A + D)(\xi_i) ,$$

$$\sigma_k^- = \prod_{i=1}^{k-1} (A + D)(\xi_i) B(\xi_k) \prod_{i=k+1}^{L} (A + D)(\xi_i) ,$$

$$\sigma_k^z = \prod_{i=1}^{k-1} (A + D)(\xi_i) (A - D)(\xi_k) \prod_{i=k+1}^{L} (A + D)(\xi_i) .$$

Thus, we can compute expectation values of local operators without using nothing but the
Yang-Baxter algebra.
Scalar products

The main issue with the above expressions for local operators are the additional $C$ and $B$ operators they introduce, as the new states we will have to work with no longer satisfy the Bethe equations. This is a difficult topic and there is a large amount of literature devoted to this kind of computation (see, for example, [33] and references therein). The expressions we get are usually very involved and difficult to handle, but they simplify heavily when the set of rapidities that describes one of the states fulfils the Bethe equations. Given the scalar product

$$S_N(\{\mu_j\}, \{\lambda_k\}) = \langle 0 | \prod_{j=1}^{N} C(\mu_j) \prod_{k=1}^{N} B(\lambda_k) | 0 \rangle ,$$

where the set of rapidities $\{\lambda_k\}$ is a solution to the Bethe equations and $\{\mu_j\}$ is an arbitrary set of parameters, it can be represented as a ratio of two determinants,

$$S_N(\{\mu_j\}, \{\lambda_k\}) = \frac{\det T}{\det V} ,$$

where $T$ and $V$ are $N \times N$ matrices given by

$$T_{ab} = \frac{\partial \tau(\mu_b, \{\lambda\})}{\partial \lambda_a} , \quad \tau(\mu, \{\lambda\}) = a(\mu) \prod_{k=1}^{N} \frac{\lambda_k - \mu + i}{\lambda_k - \mu} + d(\mu) \prod_{k=1}^{N} \frac{\lambda_k - \mu - i}{\lambda_k - \mu} ,$$

$$V_{ab} = \frac{1}{\mu_b - \lambda_a} , \quad \det V = \frac{\prod_{a<b} (\lambda_a - \lambda_b) \prod_{j<k} (\mu_k - \mu_j)}{\prod_{k=1}^{N} \prod_{a=1}^{N} (\mu_k - \lambda_a)} .$$

Similar expressions hold for the case where the set $\{\mu_j\}$ is a solution to the Bethe equations and $\{\lambda_k\}$ is an arbitrary set of parameters.

If we take the limit $\mu_a \to \lambda_a$ in these expressions, we recover the Gaudin formula for the square of the norm of a Bethe state [37, 7],

$$S_N(\{\lambda_k\}, \{\lambda_k\}) = i^N \prod_{j \neq k} \frac{\lambda_j - \lambda_k + i}{\lambda_j - \lambda_k} \det \Phi'(\{\lambda_k\}) ,$$

$$\Phi'_{ab}(\{\lambda_k\}) = -\frac{\partial}{\partial \lambda_b} \ln \left( a(\lambda_a) \prod_{b \neq a} \frac{\lambda_a - \lambda_b + i}{\lambda_a - \lambda_b - i} \right) .$$

We should stress that this way of calculating scalar products is valid for the case of a finite spin chain. The generalization of these expressions to the thermodynamical limit of very long chains can be found, for example, in [39].
3 Normalization of states

States constructed using the CBA are normalised differently from the ones constructed using the ABA [40]. Thus, before computing generic correlation functions, we have to discuss how these states differ.

The simplest correlation function where we can see a discrepancy between the two normalisations is \( \langle \lambda | \sigma_k^+ \sigma_l^- | \lambda \rangle \). In the CBA, this correlation function is simply given by \( e^{ip(l-k)} \). In order to perform the computation in the ABA, we first have to write the spin operators in terms of elements of the monodromy matrix,

\[
\langle \lambda | \sigma_k^+ \sigma_l^- | \lambda \rangle = \langle 0 | C(\lambda) (A + D)^{L-1} B(\xi) (A + D)^{L-k-1} C(\xi) (A + D)^{L-l} B(\lambda) | 0 \rangle
\]

\[
= e^{-ip(L-l+k+1)} \langle 0 | C(\lambda) B(\xi) (A + D)^{L-k-1} C(\xi) B(\lambda) | 0 \rangle . \tag{3.1}
\]

From the commutation relations (2.21) we find that

\[
\langle 0 | C(\lambda) B(\xi) = i \frac{d(\lambda)}{\lambda - \xi} | 0 \rangle , \tag{3.2}
\]

with an identical result for \( C(\xi) B(\lambda) | 0 \rangle \). Recalling that the Bethe equation for the single-magnon state reads \( d(\lambda) = 1 \) we conclude that

\[
\langle \lambda | \sigma_k^+ \sigma_l^- | \lambda \rangle = \frac{i^2 e^{ip(l-k+1)}}{(\lambda - \xi)^2} . \tag{3.3}
\]

We can try to solve the disagreement with the CBA by dividing this result by the norm of the state. This can be easily computed using the Gaudin formula (2.38),

\[
\langle \lambda | \lambda \rangle = i \frac{\partial d}{\partial \lambda} = \frac{i^2 L}{\lambda^2 - \xi^2} . \tag{3.4}
\]

Therefore

\[
\frac{\langle \lambda | \sigma_k^+ \sigma_l^- | \lambda \rangle}{\langle \lambda | \lambda \rangle} = \frac{e^{ip(l-k)}}{L} \left( \frac{\lambda + \xi}{\lambda - \xi} e^{ip} \right) = \frac{e^{ip(l-k)}}{L} , \tag{3.5}
\]

which is the result in the CBA provided we normalise it.

However, the disagreement between both wavefunctions cannot be cured only by dividing by the norm of the states involved, as they also disagree by a global phase. The simplest case where we can see this discrepancy is \( \langle 0 | \sigma_k^+ | \lambda \rangle \), i.e., the one magnon wavefunction

\[
\frac{\langle 0 | \sigma_k^+ | \lambda \rangle}{\sqrt{\langle \lambda | \lambda \rangle}} = \frac{e^{ipk}}{\sqrt{L}} \sqrt{\frac{\lambda + \xi}{\lambda - \xi}} = \frac{e^{ip(k - \frac{\xi}{2})}}{\sqrt{L}} . \tag{3.6}
\]
Thus, the states computed using the ABA also differ from the ones computed using the CBA by a global phase that depends on the rapidity.

In order to fix the normalization of states in the ABA with respect to the normalization of states in the CBA, we should go back to the definition of the transfer matrix, equation (2.14), and apply it to the ground state,

\[ R_{0,n} |0\rangle_n = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \frac{\lambda - \xi + i \sigma_n^-}{\lambda - \xi} |0\rangle_n \]  

(3.7)

If we focus on the operator \( B(\lambda) \), we can write

\[ B(\lambda) = \frac{i}{\lambda + \xi} \sum_{n=1}^{L} \sigma_n^- \left( \frac{\lambda - \xi}{\lambda + \xi} \right)^{n-1} + \cdots = \frac{i}{\lambda - \xi} \sum_{n=1}^{L} \sigma_n^- e^{ipm} + \cdots \]  

(3.8)

where the dots represent terms that vanish when \( B(\lambda) \) is applied to the ground state. Therefore, states with a single magnon in the ABA, \( |\lambda\rangle^a \), relate to states in the CBA through

\[ B(\lambda) |0\rangle = |\lambda\rangle^a = \frac{i}{\lambda - \xi} |\lambda\rangle^c \]  

(3.9)

We can repeat it with the dual ground state

\[ a^\dagger |0\rangle R_{0,n} = n^\dagger |0\rangle \left( \begin{array}{cc} \frac{\lambda - \xi + i}{\lambda - \xi} & 0 \\ \frac{\lambda - \xi}{\lambda - \xi} & 1 \end{array} \right) \]  

(3.10)

from where we conclude that

\[ a^\dagger \langle \lambda| = \frac{i}{\lambda + \xi} \frac{d(\lambda)}{\lambda + \xi} \langle \lambda| \]  

(3.11)

and therefore

\[ C(\lambda) = \frac{i}{\lambda + \xi} \sum_{n=1}^{L} S_n^+ \left( \frac{\lambda - \xi}{\lambda + \xi} \right)^{-n} + \cdots = \frac{i}{\lambda + \xi} \sum_{n=1}^{L} S_n^+ e^{-ipm} + \cdots \]  

(3.12)

An identical discussion holds in the case of states with more than one magnon, giving us the general relations

\[ |\lambda_1, \lambda_2, \ldots, \lambda_N\rangle^a = \prod_{j=1}^{N} \frac{i}{\lambda_j - \xi} \prod_{i<j} \frac{\lambda_j - \lambda_i + i}{\lambda_j - \lambda_i} |\lambda_1, \lambda_2, \ldots, \lambda_N\rangle^c \]  

(3.13)

\[ \langle \lambda_1, \lambda_2, \ldots, \lambda_N| = \prod_{j=1}^{N} \frac{i}{\lambda_j + \xi} \prod_{i<j} \frac{\lambda_j - \lambda_i - i}{\lambda_j - \lambda_i} \langle \lambda_1, \lambda_2, \ldots, \lambda_N| \]  

(3.14)

The first product can be removed by an appropriate normalization of the states, and thus there will only remain a shift in the position of the coordinates by \( -\frac{1}{2} \). The second factor
is related to the fact that CBA states are not symmetric if we interchange two magnons. In fact, they pick up a phase which is equal to the S-matrix. On the other hand, ABA states are symmetric under the exchange of two magnons. A nice intermediate choice is to fix this phase in such a way that the correlation functions have the structure \( \sqrt{\prod_{\mu_i < \mu_j} S_{ij}} \cdot \{\text{term symmetric in the rapidities}\} \). Despite looking like a very ad hoc solution, we will justify this choice below.

An alternative normalisation of the ABA can be obtained if, instead of using B-states to define the excitations in the ABA, we use Z-states, defined as

\[
Z(\lambda) = B(\lambda) A^{-1}(\lambda) .
\]

In fact it is natural to use these states because they generate a Zamolodchikov-Faddeev algebra [34],

\[
Z(\lambda) Z(\mu) = Z(\mu) Z(\lambda) S_{\mu \lambda} = Z(\mu) Z(\lambda) \frac{\mu - \lambda - i}{\mu - \lambda + i} .
\]

Using these operators as creation operators, states constructed using the ABA behave as states constructed using the CBA under the exchange of two magnons.

We should point that this relation is only true in the large length limit \( L \to \infty \). To see that, let us consider again the commutation relation between \( A \) and \( B \)

\[
B(\mu) A(\lambda) = \left(1 + \frac{i}{\lambda - \mu}\right) A(\lambda) B(\mu) - \frac{i}{\lambda - \mu} A(\mu) B(\lambda) .
\]

At large \( L \) we can effectively disregard the second term in the right-hand-side of the commutation relation. Consequently, the relationship between the Z-states and the B-states acting on the ground state in this limit is given by

\[
\mathcal{R} \left[ \prod_i Z(\mu_i) \right] |0\rangle = \prod_{i < j} \frac{\mu_j - \mu_i}{\mu_j - \mu_i + i} \prod_i B(\mu_i) |0\rangle ,
\]

where \( \mathcal{R} \) indicates that we are ordering the Z operator such that \( \mu_j \) appears to the right of \( \mu_i \) if \( j > i \). Hence, using the Zamolodchikov-Faddeev states instead of the usual magnon states introduces a phase shift. In fact, this is precisely the phase we wanted to introduce ad hoc before.

Similarly, we can define the operators \( F(\lambda) = d(\lambda) D^{-1}(\lambda) C(\lambda) \) as annihilation operators. The relationship between correlation functions computed in the \( F \) and \( Z \) and correlation functions computed in the \( C \) and \( B \) basis is given by

\[
\langle 0 | F(\mu) F(\lambda) \ldots Z(\lambda) Z(\mu) |0\rangle = \frac{(\mu - \lambda)^2 \ldots}{(\mu - \lambda - i)(\mu - \lambda + i) \ldots} \langle 0 | C(\mu) C(\lambda) \ldots B(\lambda) B(\mu) |0\rangle ,
\]
which is symmetric under exchange of $\lambda$ and $\mu$, as we wanted. We should stress again that this relation is valid only in the $L \to \infty$ limit.

4 Correlation functions

We will now apply the tools introduced in the previous section to evaluate correlation functions of spin operators, both using the CBA and the ABA, in order to compare the corresponding difficulties arising in each method.

4.1 Correlation functions involving two operators in the CBA

Let us start with a discussion on the computation correlation functions in the context of the CBA. In general, the correlation functions that can be analysed are of the form

$$\langle \Psi' | \sigma_{k_1}^- \ldots \sigma_{k_m}^+ \sigma_{l_1}^+ \ldots \sigma_{l_n}^+ | \Psi \rangle,$$

but in order to face the difficulties arising in the calculation it will suffice to consider just the case of $m = n = 1$. In this case, we can use the invariance under simultaneous translations of all the positions to set $k_1 = L$, which simplifies the form of the wavefunctions involved. Substituting the states (2.4), the correlation function takes the form

$$N^{-1} \sum_{j=1}^{N-1} \sum_{\{n_i\}} [\psi'(n_1, \ldots, n_{N-1}, L)]^* \psi(n_1, \ldots, n_{j-1}, l_1, n_j, \ldots, n_{N-1}),$$

where the second sum is performed over the positions $n_i$, with the restriction $1 \leq n_1 < n_2 < \cdots < n_{j-1} < l_1 < n_j < \cdots < n_{N-1} \leq L$. To obtain this expression, we have used that $\sigma^-$ (respectively $\sigma^+$) annihilates one of the excitations of $|\Psi\rangle$ (respectively $\langle \Psi'|$) and fixes one of the positions. Once that is done, orthogonality of the states $|n_1, \ldots, n_N\rangle$ forces the remaining positions of the excitations of both wavefunctions to be the same. If we substitute now the wavefunctions (2.5), the previous equation becomes

$$N^{-1} \sum_{j=1}^{N-1} \sum_{\sigma \in \mathcal{P}_N} \sum_{\sigma' \in \mathcal{P}_{N-1}} \sum_{\{n_i\}} A^*(\sigma', \vec{p}') A(\sigma, \vec{p}) e^{i[p_{\sigma(j)} l_1 - p'_{\sigma'(N)} L]}.$$

$$e^{i[(p_{\sigma(1)} - p'_{\sigma'(1)}) n_1 + \cdots + (p_{\sigma(j-1)} - p'_{\sigma'(j-1)}) n_{j-1} + (p_{\sigma(j+1)} - p'_{\sigma'(j)}) n_j + \cdots + (p_{\sigma(N)} - p'_{\sigma'(N-1)}) n_{N-1}]}.$$
In the large $L$ regime, we can substitute the sum over positions by a set of nested integrals,
\[
\sum_{\{n_i\}} e^{ip_i n_i} \approx \int_0^L dx_{N-1} \int_0^{x_{N-1}} dx_{N-2} \cdots \int_0^{x_2} dx_1 e^{ip_i x_i} .
\tag{4.4}
\]
This simplifies the computations, as each integral is of the form “polynomial times exponential”. However, a closed form for this integral does not exist, as its form changes radically depending on how many and which $p_i$ vanish (as they give rise to the polynomial part of the integrand). Furthermore, once the integrals have been evaluated, we still have to deal with the combinatorial problem that the sums over the permutations $\sigma$ and $\sigma'$ create. This is far from trivial, even in the simple case when we were computing just an inner product (i.e., $m = n = 0$), as can be seen for instance in [37]. In the case of larger values of $m$ and $n$, the complexity of the integrals that have to be addressed remains the same, but the complexity of the combinatorial problem increases significantly (specially if $n \neq m$), because the sum to be performed contains several ordering restrictions.

### 4.2 Correlation functions involving one operator in the ABA

We will now move to the computation of correlation functions using the ABA. We will begin by computing the case of the three-magnon correlation function $\langle \lambda \mid \sigma_k^+ \mid \mu_1 \mu_2 \rangle$ (the extension to correlators with $2n-1$ magnons is immediate and we will not present it here). Using relation (2.32) we can bring the problem to a calculation in the ABA,
\[
\langle \lambda \mid \sigma_k^+ \mid \mu_1 \mu_2 \rangle^a = \langle 0 \mid C(\lambda) (A + D)^{k-1}(\xi) C(\xi) (A + D)^{L-k}(\xi) B(\mu_1) B(\mu_2) \mid 0 \rangle \\
= e^{-i([p_1 + p_2] - (L-k) + p_A(k-1))} \langle 0 \mid C(\lambda) C(\xi) B(\mu_1) B(\mu_2) \mid 0 \rangle .
\tag{4.5}
\]
Note that although $\lambda$ satisfies the Bethe equations for a single-magnon state, the pair \{\lambda, \xi\} does not define a Bethe state. Therefore, we need to calculate the scalar product of an arbitrary vector with a Bethe state. This can be done following the recipe we stated in section 2.3. For these states, the matrices $T$ and $V$ take the form (recall that $\xi = i/2$
Therefore, at leading order the norm contributes with a factor \( \frac{-2\xi}{(\mu_1 - \xi)^2 \mu_2 - \xi} \), \( T_{21} = \frac{\mu_1 + \xi}{\mu_1 - (\mu_2 - \xi)^2} \),

\[
T_{12} = \frac{-2\xi}{(\mu_1 - \lambda)^2 \mu_2 - \mu_2 - \lambda + 2\xi} + \frac{2\xi}{(\mu_1 - \lambda)^2 \mu_2 - \mu - 2\xi},
\]

\[
T_{22} = \frac{\mu_1 - \lambda + 2\xi}{\mu_1 - \lambda} \frac{-2\xi}{(\mu_2 - \lambda)^2} + \frac{\mu_1 - \lambda - 2\xi}{\mu_1 - \lambda} \frac{2\xi}{(\mu_2 - \lambda)^2},
\]

\[
\frac{1}{V} = \frac{(\mu_1 - \xi)(\mu_1 - \lambda)(\mu_2 - \xi)(\mu_2 - \lambda)}{(\lambda - \xi)(\mu_1 - \mu_2)}, \tag{4.6}
\]

where we have used that the Bethe equations imply \( d(\lambda) = 1 \) for the case of a single-magnon. After some immediate algebra, the correlation function becomes

\[
\langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^a = \frac{16\xi^3 e^{i(p_1 + p_2 - p_3)k}}{(\lambda + \xi)(\mu_1 - \mu_2)} \left[ \frac{\mu_2 + \xi}{(\mu_1 - \xi)(\mu_2 - \lambda)} - \frac{\mu_1 + \xi}{(\mu_2 - \xi)(\mu_1 - \lambda)} \right]. \tag{4.7}
\]

Now, if we want to read this result in the normalization of the CBA, we need to recall the discussion in section 3. In the case at hand

\[
\langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^c = \frac{i d(\lambda)}{\lambda + \xi} \frac{1}{(\mu_1 - \xi)(\mu_2 - \xi)} \langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^c. \tag{4.8}
\]

Therefore

\[
\langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^c = e^{i(p_1 + p_2 - p_3)k} \frac{2}{\mu_1 - \mu_2 - i} \left[ \frac{\mu_2^2 - \xi^2}{(\mu_2 - \lambda)} - \frac{\mu_1^2 - \xi^2}{(\mu_1 - \lambda)} \right]. \tag{4.9}
\]

Let us divide by the norm of the states in both cases, which can be easily calculated using the Gaudin formula (2.38). In the ABA,

\[
\langle \mu_1, \mu_2 | \mu_1, \mu_2 \rangle^a = \frac{16\xi^4 L^2}{(\mu_2 - \mu_1)^2} \left[ (\mu_2 - \mu_1)^2 - 4\xi^2 \right] \left( 1 - \frac{2}{L} \frac{2(\mu_1^2 + \mu_2^2 - 2\xi^2)}{(\mu_2 - \mu_1)^2 - 4\xi^2} \right). \tag{4.10}
\]

Recalling again section 3, states in the CBA and the ABA are related through

\[
\langle \mu_1, \mu_2 | \mu_1, \mu_2 \rangle^a = \left( \frac{\mu_2 - \mu_1 + i}{\mu_1 - \mu_2} \right) \left( \frac{\mu_2 - \mu_1 - i}{\mu_1 - \mu_2} \right) \langle \mu_1, \mu_2 | \mu_1, \mu_2 \rangle^c \tag{4.11}
\]

and thus we conclude that

\[
\langle \mu_1, \mu_2 | \mu_1, \mu_2 \rangle^c = 16\xi^4 L^2 \left( 1 - \frac{2}{L} \frac{2(\mu_1^2 + \mu_2^2 - 2\xi^2)}{(\mu_2 - \mu_1)^2 - 4\xi^2} \right). \tag{4.12}
\]

Therefore, at leading order the norm contributes with a factor \( \sqrt{L} \) for each magnon and it does not contain any momentum dependence. The properly normalised correlation
In the two-magnon state, the solution to the Bethe equations can be expanded as

\[
\langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^c = \frac{e^{i(p_1+p_2-p_\lambda)k}}{\sqrt{L^3}} \frac{2}{\mu_2 - \mu_1 + i} \left[ \frac{\mu_2^2 - \xi^2}{(\mu_2 - \lambda)} - \frac{\mu_1^2 - \xi^2}{(\mu_1 - \lambda)} \right]
\]

\[
\times \left( 1 - \frac{2}{L} \cdot \frac{(\mu_2^2 + \mu_1^2 - 2\xi^2)}{((\mu_2 - \mu_1)^2 - 4\xi^2)} \right)^{-1/2}.
\]

(4.13)

We want to stress that these expressions for \( \langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle \) are valid to all orders in \( L \) provided that we use an expression for the rapidities valid to all orders in \( L \).

We can thus write the rapidities in terms of the momenta, \( \mu = -\frac{1}{2} \cot \left( \frac{\xi}{2} \right) \) and expand in the length of the chain. In the single-magnon state, the momentum is quantised as

\[
p_\lambda = \frac{2\pi n_\lambda}{L}.
\]

(4.14)

In the two-magnon state, the solution to the Bethe equations can be expanded as

\[
p_1 = \frac{2\pi n_1}{L} + \frac{4\pi}{L^2} \frac{n_1 n_2}{n_1 - n_2} + \mathcal{O}(L^{-3}), \quad p_2 = \frac{2\pi n_2}{L} - \frac{4\pi}{L^2} \frac{n_1 n_2}{n_2 - n_1} + \mathcal{O}(L^{-3}).
\]

(4.15)

We conclude that for the case of \( k = 1 \)

\[
\langle \lambda | \sigma_{k=1}^+ | \mu_1 \mu_2 \rangle^c = \frac{1}{\sqrt{L^3}} \frac{2n_\lambda(n_1 + n_2 - n_\lambda)}{(n_\lambda - n_1)(n_\lambda - n_2)} \left[ 1 + \frac{1}{L(n_1 - n_2)^2} \left( n_1^2 + n_2^2 \right) \right]
\]

\[
+ \frac{4n_1^2 n_2^2}{(n_\lambda - n_1)(n_\lambda - n_2)} + 2i\pi(n_1 - n_2)(n_1^2 - n_2^2 + n_1 n_2 - n_\lambda(n_1 - n_2)) \right] + \cdots \right]
\]

(4.16)

For comparison, let us provide some detail on this computation using the CBA. For that, we need to know the explicit expressions of the coefficients \( A(\sigma, \vec{p}) \) for one and two magnons. If we set \( A(\mathbb{1}, \vec{p}) = 1 \) we can completely fix the wavefunction for the case of one magnon, while the case of two magnons is given by equation (2.8). Substituting these coefficients in (4.3) and summing over permutations we get

\[
\langle \lambda | \sigma_k^+ | \mu_1 \mu_2 \rangle^c = \sum_{1 \leq l < k} \left[ e^{i(p_1-p_\lambda)l+ip_2k} + S(p_2, p_1) e^{i(p_2-p_\lambda)l-ip_1k} \right] +
\]

\[
+ \sum_{k < l \leq L} \left[ e^{ip_1k+i(p_2-p_\lambda)l} + S(p_2, p_1) e^{ip_2k+i(p_1-p_\lambda)l} \right] \right.
\]

(4.17)

Although the sums we have to deal with are just regular geometric sums, they do not cover the complete range from \( l = 1 \) to \( l = L \), which slightly complicates the computation. Let

---

\(^4\)As long as the Bethe ansatz is exact and not only an asymptotic approximation.
us focus on the case $k = 1$, where one of the sums disappears and the other can be easily completed to the full range

$$
\langle \lambda \mid \sigma^+_{k=1} \mid \mu_1 \mu_2 \rangle^c = \sum_{1 \leq i \leq L} \left[ e^{i p_1 + i(p_2 - p_\lambda) l} + S(p_2, p_1) e^{i p_2 + i(p_1 - p_\lambda) l} \right] - (1 + S(p_2, p_1)) e^{i(p_1 p_2 - p_\lambda) l}.
$$

(4.18)

If the momenta were all quantised to be $\frac{2\pi n}{L}$, the sum would have provided just some Kronecker deltas. However, $p_1$ and $p_2$ have some additional structure, which makes them more involved, and periodicity has to be replaced by the Bethe equations. For example,

$$
\sum_{1 \leq i \leq L} e^{i(p_2 - p_\lambda) l} = e^{i(p_2 - p_\lambda) L} - 1 = \begin{cases} 
L + 2\pi i \frac{n_1 n_2}{n_1 - n_2} + \cdots & \text{if } n_\lambda = n_2 \\
-2\pi i \frac{2n_1 n_2}{(n_\lambda - n_2)(n_1 - n_2)} + \cdots & \text{if } n_\lambda \neq n_2
\end{cases}. 
$$

(4.19)

The full computation can be found in [41]. After carefully evaluating the sums, using the Bethe equations and a healthy dose of algebra it is obtained

$$
\langle \lambda \mid \sigma^+_{k=1} \mid \mu_1 \mu_2 \rangle^c = \frac{2n_\lambda(n_1 + n_2 - n_\lambda)}{(n_\lambda - n_1)(n_\lambda - n_2)},
$$

(4.20)

if all the mode numbers $n_i$ are different. This expression matches the leading order of the correlation function that we obtained using the ABA, up to the factor $L^{-3/2}$ that can be retrieved by normalising $A(\mathbb{I}, \vec{p}) = L^{-N/2}$.

It is clear that the computation using the CBA is more involved than the computation using the ABA. The former requires us to perform a total of $(N - 1)((N - 1)!)N!$ geometric sums, which we then have to sum and simplify using the Bethe equations. The latter one requires us to compute two determinants, one of which can be immediately written as a product. In addition, it already incorporates information about the Bethe equations, simplifying even more the computations. As the number of excitations grow, it is clear that the computation using the ABA becomes more and more efficient compared to the one using the CBA.

As a final comment, we can get a more compact result, valid to all orders in $L$, if we take into account the trace condition (2.10), which in the two-magnon state becomes $\mu_1 = -\mu_2$. In this case, the Bethe equations can be solved analytically,\(^5\)

$$
\mu_1 = -\mu_2 = \frac{1}{2} \cot \left( \frac{n \pi}{L - 1} \right), \quad n \in \mathbb{Z}.
$$

(4.21)

\(^5\)We impose the trace condition on the two-magnon state but not on the single-magnon state because the latter forces the correlation function to vanish.
Substituting this, we obtain

\[
\langle \lambda | \sigma^+_k | \mu, -\mu \rangle^c = \frac{e^{-ip\lambda k}}{L\sqrt{(L-1)}} \frac{2\mu(\mu + \xi)}{\mu^2 - \lambda^2} \\
= e^{-2\pi in\lambda k/L} \frac{\cot \left( \frac{n\pi}{L-1} \right) - i}{L\sqrt{(L-1)}} \frac{2}{\cot^2 \left( \frac{n\pi}{L-1} \right) - \cot^2 \left( \frac{n\lambda\pi}{L} \right)} ,
\]

where \( n \) and \( n_\lambda \) are integer numbers.

The case of correlation functions for the operator \( \sigma^+_k \) evaluated between Bethe states with higher number of magnons can be studied similarly. First, commuting the \((A + D)^n\) factors that surround the \( C \) operator is immediate, as they are Bethe states. Hence, the only difficult step is to compute the scalar product between an on-shell state, \( \{\mu\} \), and an off-shell state, \( \{\{\lambda\}, \xi\} \), using equation (2.37). A detailed computation of these correlation functions can be found in section 3.1.6 of [42].

Of course, the computation of correlation functions of the operator \( \sigma^-_k \) can be obtained as the conjugate of the computation we have presented in this section. The case of \( \sigma^z \) is a bit more involved, as we have to commute the operator \( A - D \) through a stack of \( B \) or \( C \) operators. We will leave it for the next section, as there we will consider the case of the operator \( \sigma^+ \sigma^- \). Nevertheless, a detailed computation of these correlation functions can also be found in section 3.1.6 of [42].

### 4.3 Correlation functions involving two operators in the ABA

In the previous section, we have described how to compute correlation functions of single spin operators using the ABA. Let us move now to the case of two operators, where the difficulty greatly increases. This happens because the correlation functions we have to compute are of the form

\[
\langle 0 | \ldots C(\xi)(A + D)^n(\xi)B(\xi) \ldots | 0 \rangle .
\]

Therefore, according to the algebra (2.20), whenever we try to commute the \((A + D)\) operators with the \( C \) operator, an indeterminate form should appear. In this section, we show that these indeterminate forms yield a finite result, and we explain how to obtain it.

We will start by detailing how to proceed in the most simple case, that is, when we have only one operator \( C \) at the left of the stack of \((A + D)\) factors. As we do not want any further complications that may muddy the calculations, we will focus on \( \langle 0 | \sigma^+_k \sigma^-_k | 0 \rangle \) and \( \langle 0 | \sigma^+_l \sigma^+_k | \mu_1 \mu_2 \rangle \), both of which are trivial to compute using the CBA.
4.3.1 First evaluation of \( \langle 0 | \sigma^+_k \sigma^-_k | 0 \rangle \)

The correlation function \( \langle \{ \mu \} | \sigma^+_k \sigma^-_k | \{ \lambda \} \rangle \) can be computed in two different ways: we can either consider the operators \( \sigma^+_k \sigma^-_k \) separately, which leads to a correlation function of the structure we are interested to study, or use the relation \( 2 \sigma^+ \sigma^- = I + \sigma^z \), which leads to computation free of divergences. Here we will compute it using the second approach and leave the first approach for the next section.

Combining (2.34) with the fact that the identity operator should correspond to \( \prod_{i=1}^{L} (A + D)(\xi_i) \), we can write
\[
\sigma^+_k \sigma^-_k = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}_k = (A + D)^{k-1}(\xi)A(A + D)^{L-k}(\xi).
\]

As in the previous section, the action of the \( (A + D)^n \) factors over the Bethe states is known to give the exponential of the momenta,
\[
\langle \{ \mu \} | \sigma^+_k \sigma^-_k | \{ \lambda \} \rangle = \langle \{ \mu \} | A(\xi) | \{ \lambda \} \rangle e^{i \sum_i p_{\mu_i} (k-1) - i \sum_i p_{\lambda_i} (L-k)}.
\]

Now we can apply the commutation relation (3.17) to move the \( A(\xi) \) operator all the way to the right (similarly, we can do it by moving it to the left). After some effort, we can write
\[
A(\xi) | \{ \lambda \} \rangle = \prod_{i=1}^{M} \frac{\xi - \lambda_i - i}{\xi - \lambda_i} | \{ \lambda \} \rangle + \sum_{i=1}^{M} \frac{i}{\xi - \lambda_i} \prod_{j \neq i} \frac{\lambda_i - \lambda_j - i}{\lambda_i - \lambda_j} | \hat{\lambda}_i, \xi \rangle,
\]

where \( \{ \hat{\lambda}_i \} \) means that the rapidity \( \lambda_i \) is missing from the set \( \{ \lambda \} \). If we now apply this expression to the bra state \( \langle \{ \mu \} | \rangle \), the first term of the sum will involve the scalar product between both on-shell states, which means that it will only contribute when \( \{ \lambda \} = \{ \mu \} \).

The rest of the terms will involve the computation of off-shell-on-shell scalar products. The final answer is then
\[
\langle \{ \mu \} | \sigma^+_k \sigma^-_k | \{ \lambda \} \rangle = \langle \{ \mu \} | \{ \lambda \} \rangle \prod_{i=1}^{M} \frac{\xi - \lambda_i - i}{\xi - \lambda_i} + \sum_{i=1}^{M} \frac{i \langle \{ \mu \} | \{ \hat{\lambda}_i, \xi \} \rangle}{\xi - \lambda_i} \prod_{j \neq i} \frac{\lambda_i - \lambda_j - i}{\lambda_i - \lambda_j}.
\]

To get a better understanding of this formula and some subtleties that arise, we are going to compute explicitly the cases with a few magnons. Obviously, the most trivial case is \( \{ \lambda \} = \{ \mu \} = \emptyset \), which reads
\[
\langle 0 | \sigma^+_k \sigma^-_k | 0 \rangle = \langle 0 | A(\xi) | 0 \rangle = a(\xi) = 1.
\]
Which trivially agrees with the result we get using CBA. The first non-trivial case is the one with a single magnon, which reads

\[ \langle \mu | \sigma_k^+ \sigma_k^- | \lambda \rangle = \begin{cases} \frac{-e^{i(p_\lambda - p_\mu)k}}{(\lambda + \xi)(\mu - \xi)} & \text{if } \lambda \neq \mu \\ \frac{L}{(\lambda + \xi)(\mu - \xi)} (1 - \frac{1}{L}) & \text{if } \lambda = \mu \end{cases} \] (4.28)

The second one is easily comparable with the CBA, because the result can be expressed as

\[ \langle \lambda | \sigma_k^+ \sigma_k^- | \lambda \rangle = \langle \lambda | \lambda \rangle (1 - \frac{1}{L}), \] which agrees with the CBA. In the same way, after properly normalizing, we obtain that the case \( \lambda \neq \mu \) is equal to \( e^{i(p_\lambda - p_\mu)(k - \frac{1}{2})} \), which is exactly what we obtain from the CBA shifted by half of a lattice space, as we discussed.

Although these two cases have no problems, the case \( \langle \lambda_1 \lambda_2 | \sigma_k^+ \sigma_k^- | \lambda_1 \lambda_2 \rangle \) has to be treated with care. In particular, intermediate steps involve computing the correlation functions \( \langle \lambda_1 \xi | \lambda_1 \lambda_2 \rangle \) and \( \langle \xi \lambda_2 | \lambda_1 \lambda_2 \rangle \), which apparently diverge when we naively substitute the rapidities on the Slavnov determinant (2.36). This apparent divergence appears because this scalar product have already been simplified using the Bethe equations. Therefore, to find the correct answer we have to compute first \( \langle \mu_1 \mu_2 | \lambda_1 \lambda_2 \rangle \) considering both \( \{ \mu \} \) and \( \{ \lambda \} \) as off-shell rapidities and, without imposing the Bethe equations, compute either limit \( \mu_i \rightarrow \{ \lambda_1, \xi \} \) or \( \mu_i \rightarrow \{ \xi, \lambda_2 \} \) respectively.  

### 4.3.2 Second evaluation of \( \langle 0 | \sigma_k^+ \sigma_k^- | 0 \rangle \)

Let us now compute again the correlation function \( \langle 0 | \sigma_k^+ \sigma_k^- | 0 \rangle \) from the other perspective. This section may seem a seriously overcomplicated way of calculating a trivial correlation function, but that is its main point: to show the complexity of this computation without any other interference.

The starting point is again the relations between local spin operators in the CBA and the elements of the monodromy matrix (2.32) and (2.33). If we recall that \( (A+D)(\xi)|0\rangle = |0\rangle \) for the Heisenberg chain, the correlation function becomes

\[ \langle 0 | \sigma_k^+ \sigma_k^- | 0 \rangle = \langle 0 | C(\xi)(A + D)^{L+l-k-1}(\xi)B(\xi)|0\rangle . \] (4.29)

In order to evaluate this correlation function, we have to commute the operators \( A + D \) through either the \( B \) or \( C \) operators using equation (2.19) or (2.20) respectively. However, although it seems that when trying to commute \( (A+D)^n \) we should obtain a pole of order \( n \) because the commutation relations seem divergent when the two rapidities are equal,

\[ ^6\text{We want to thank N. A. Slavnov for discussions about this subject.} \]
the residue turns out to be zero and the expression is thus finite. In order to show this cancellation, some care will be needed. Let us first introduce some notation. We will define

$$\mathcal{F}_n^L(\alpha, \delta) = \langle 0 | C(\xi + \alpha) \mathcal{O}(\delta) | 0 \rangle ,$$

$$\mathcal{F}_{n+1}^L(\alpha, \delta) = \lim_{\beta \to \alpha} \langle 0 | C(\xi + \alpha)(A + D)(\xi + \beta) \mathcal{O}(\delta) | 0 \rangle = \lim_{\beta \to \alpha} f_{n+1}^L(\alpha, \beta, \delta) ,$$

(4.30)

where $\mathcal{O}(\delta)$ denotes a generic operator. The reason for the subindex $n$ is that in all the cases that we will consider $\mathcal{O}(\delta)$ will include a factor $(A + D)^n$. Now, using (2.20) we can write

$$\mathcal{F}_{n+1}^L(\alpha, \delta) = [1 + d(\xi + \alpha)] \mathcal{F}_n^L(\alpha, \delta) + \lim_{\beta \to \alpha} \frac{i}{\beta - \alpha} \left\{ [d(\xi + \beta) - 1] \mathcal{F}_n^L(\alpha, \delta) \right. - \left. [d(\xi + \alpha) - 1] \mathcal{F}_n^L(\beta, \delta) \right\} ,$$

(4.31)

If we expand in a Taylor series, we find that all terms of order $1/(\beta - \alpha)$ cancel themselves. Therefore, we can safely take the limit $\beta \to \alpha$ to get

$$\mathcal{F}_{n+1}^L(\alpha, \delta) = \left[ 1 + d(\xi + \alpha) + \frac{\partial d}{\partial \lambda}\bigg|_{\xi + \alpha} \right] \mathcal{F}_n^L(\alpha, \delta) + i[1 - d(\xi + \alpha)] \frac{\partial \mathcal{F}_n^L(\alpha, \delta)}{\partial \alpha} .$$

(4.32)

We should stress that the derivative with respect to $\alpha$ in this expression must be understood with respect to the argument of the $C$ operator. As a consequence, it does not act on the rest of the operators. This will introduce some subtleties in the next step of the calculation. The idea now is to use (4.32) as a recurrence equation to find $\langle 0 | \sigma_+^k \sigma_-^k | 0 \rangle$. However, this is not straightforward, because it requires information on correlation functions of the form

$$\langle 0 | C(\xi + \alpha)(A + D)(\xi + \delta) \ldots | 0 \rangle ,$$

(4.33)

but returns instead information about correlators of the form

$$\langle 0 | C(\xi + \alpha)(A + D)(\xi + \alpha)(A + D)(\xi + \delta) \ldots | 0 \rangle ,$$

(4.34)

where the argument of the first $(A + D)$ factor in (4.34) also depends on $\alpha$. Thus, in order to obtain the expression we actually want, we should take the derivative with respect to $\alpha$ in $f_{n+1}^L(\alpha, \beta, \delta)$, and then take the limit $\beta \to \alpha$, instead of taking directly the derivative in $\mathcal{F}_{n+1}^L(\alpha, \delta)$. Therefore, using (4.31),

$$\lim_{\beta \to \alpha} \frac{\partial f_{n+1}^L(\alpha, \beta, \delta)}{\partial \alpha} = [1 + d(\xi + \alpha)] \frac{\partial \mathcal{F}_n^L(\alpha, \delta)}{\partial \alpha} + \lim_{\beta \to \alpha} \frac{i}{\beta - \alpha} \left\{ [d(\xi + \beta) - 1] \frac{\partial \mathcal{F}_n^L(\alpha, \delta)}{\partial \alpha} \right. - \left. \frac{\partial d(\xi + \alpha)}{\partial \alpha} \mathcal{F}_n^L(\beta, \delta) + \frac{1}{(\beta - \alpha)^2} \left[ [d(\xi + \beta) - 1] \mathcal{F}_n^L(\alpha, \delta) \right. - \left. [d(\xi + \alpha) - 1] \mathcal{F}_n^L(\beta, \delta) \right\} ,$$

(4.35)
The limit is similar to the previous one. In this case, after a series expansion we find a pole of order two and a pole of order one, but they cancel each other. The final result is

\[
\lim_{\beta \to \alpha} \frac{\partial f_{n+1}^{L}(\alpha, \beta, \delta)}{\partial \alpha} = \left[1 + d(\xi + \alpha)\right] \frac{\partial F_n^{L}(\alpha, \delta)}{\partial \alpha} + \frac{i}{2} \frac{\partial^2 d}{\partial \alpha^2} F_n^{L}(\alpha, \delta)
+ \frac{i}{2} \left[1 - d(\xi + \alpha)\right] \frac{\partial^2 F_n^{L}(\alpha, \delta)}{\partial \alpha^2}.
\] (4.36)

So far we have proved that when we have one derivative and we commute one \((A + D)\) factor we get another derivative over the correlation function. In general, if we have \(m\) derivatives we get

\[
\lim_{\beta \to \alpha} \frac{\partial^m f_{n+1}^{L}(\alpha, \beta, \delta)}{\partial \alpha^m} = \left[1 + d(\xi + \alpha)\right] \frac{\partial^m F_n^{L}(\alpha, \delta)}{\partial \alpha^m} + \frac{i}{m + 1} \frac{\partial^m d}{\partial \alpha^{m+1}} F_n^{L}(\alpha, \delta)
+ \frac{i}{m + 1} \left[1 - d(\xi + \alpha)\right] \frac{\partial^m F_n^{L}(\alpha, \delta)}{\partial \alpha^{m+1}}.
\] (4.37)

this identity can be easily proved if we assume that the left-hand side of the equation has no poles. Under this assumption, we only need to track the terms without a \(\beta - \alpha\) factor when we expand in a Taylor series,

\[
\lim_{\beta \to \alpha} \frac{\partial^m f_{n+1}^{L}(\alpha, \beta, \delta)}{\partial \alpha^m} = \left[1 + d(\xi + \alpha)\right] \frac{\partial^m F_n^{L}(\alpha, \delta)}{\partial \alpha^m}
+ \lim_{\beta \to \alpha} \frac{\partial^m}{\partial \alpha^m} \left\{ \frac{i}{\beta - \alpha} \left[ \left(d(\xi + \beta) - 1\right) F_n^{L}(\alpha, \delta) - \left(d(\xi + \alpha) - 1\right) F_n^{L}(\beta, \delta) \right] \right\}.
\] (4.38)

The second term on the right-hand side of this expression can be written as

\[
\lim_{\beta \to \alpha} \sum_j \left( \begin{array}{c} m \\ j \end{array} \right) \frac{i}{(\beta - \alpha)^{j+1}(j + 1)} \left[ \frac{\partial^j d}{\partial \alpha^j} \frac{\partial^{m-j} F_n^{L}}{\partial \alpha^{m-j}} - \frac{\partial^{m-j}(d - 1)}{\partial \alpha^{m-j}} \frac{\partial^{m-j} F_n^{L}}{\partial \alpha^{m-j}} \right] (\beta - \alpha)^{j+1} + \cdots,
\]

where the dots stand for terms proportional to \((\beta - \alpha)^k\). It is clear that the addends are antisymmetric under the exchange \(j \to m - j - 1\), allowing us to cancel all the terms except the term \(j = m\), which does not have a partner. Substituting it in (4.38), we recover equation (4.37).

Let us summarise our results up to this point. We have obtained a complete set of
recurrence equations

\[ F_{n+1}(\xi) = \left[ 1 + d(\xi + \alpha) + i \frac{\partial d}{\partial \lambda}\right] F_n(\alpha) = \left[1 + d(\xi + \alpha)\right] F_n(\alpha) + i \frac{\partial d}{\partial \lambda}\left|\xi + \alpha\right|, \]

\[ D^m F_{n+1}(\xi) = \left[1 + d(\xi + \alpha)\right] D^m F_n(\alpha) + \frac{i}{m+1} \frac{\partial^{m+1} d}{\partial \alpha^{m+1}} F_n(\alpha), \]

\[ D^m F_0(\alpha) = \frac{\partial^m F_0(\alpha)}{\partial \alpha^m}, \quad \text{with} \quad F(\alpha) = \lim_{\delta \rightarrow \alpha} F(\alpha, \delta), \quad \text{(4.39)} \]

where \( D \) is just a convenient notation to refer both to the derivative and the limit,

\[ D^m F(\alpha) = \lim_{\beta \rightarrow \alpha} \frac{\partial^m f(\alpha, \beta, \delta)}{\partial \alpha^m} \quad \text{(4.40)} \]

Now we are ready to calculate the correlation function provided a starting condition is given. In our case, using (2.21),

\[ F_0^L(\alpha) = \langle 0 | C(\xi) B(\xi + \alpha) | 0 \rangle = -\frac{ic\alpha^L}{\alpha (\alpha + i)L}, \quad \text{(4.41)} \]

which takes values \( F_0^L(0) = -c = 1 \) and \( F_0^{L>1} = 0 \). In order to find \( \langle 0 | \sigma_k^+ \sigma_l^- | 0 \rangle \) we have to calculate \( F_{L-1}^L(0) \). Because \( F_0^L(0) \) has a zero of order \( L - 1 \), the only terms that can contribute are those which involve a number of derivatives of \( F_0^L(\alpha) \) greater than or equal to \( L - 1 \). In appendix A we will construct the correlation function \( F_n^L(\alpha) \) in full generality, but in this case it is easy to see that

\[ F_{L-1}^L(\alpha) = \frac{i^{L-1}}{(L-1)!} \left(\frac{\partial^{L-1} F_0^L(\alpha)}{\partial \alpha^{L-1}}\right) + \cdots = \frac{i^{L-1}}{(L-1)!} \cdot i \frac{(L-1)!}{i^L} + O(\alpha). \quad \text{(4.42)} \]

From here, we conclude that the value of this correlator is one, as expected from the CBA. We can also prove that \( F_n^L(\alpha) = 0 \) for \( 0 \leq n < L - 1 \), which also agrees with the result \( \langle 0 | \sigma_k^+ \sigma_l^- | 0 \rangle = 0 \) when \( k \neq l \) of the CBA.

Let us finish with some words about the case where the bra state is not empty. We may think that the difficulty does not increase too much, as the operators \( A + D \) commute easily with a stack of \( C \) operators whose rapidities satisfy the Bethe equations. However, we have to keep in mind that the \( A + D \) operator has to pass first through \( C(\xi + \alpha) \), which add a term with \( A - D \) instead, making the computation much involved. As an example, we have collected the case where the bra state is a single-magnon state in appendix C. \(^7\)

\(^7\)We may think that we can use crossing symmetry to empty the bra state and simplify our compu-
4.3.3 Evaluation of $\langle 0 | \sigma^+_k \sigma^+_i | \mu_1 \mu_2 \rangle$

Let us move now to the correlation function $\langle 0 | \sigma^+_k \sigma^+_i | \mu_1 \mu_2 \rangle$. Using relation (2.32), we can again write the correlation function only in terms of elements of the monodromy matrix,

$$\langle 0 | \sigma^+_k \sigma^+_i | \mu_1 \mu_2 \rangle = \langle 0 | (A + D)^{k-1} (\xi) C(\xi) (A + D)^n (\xi) C(\xi) (A + D)^{L-i}(\xi) | \mu_1 \mu_2 \rangle , \quad (4.43)$$

where $n = L + l - k - 1$. The first factor $(A + D)$ acts trivially on the vacuum. On the contrary, the last factor $(A + D)$ acts on the two magnon state $| \mu_1 \mu_2 \rangle = B(\mu_1) B(\mu_2) | 0 \rangle$ and provides a factor $e^{-i(p_1+p_2)(L-l)} = e^{i(p_1+p_2)\ell}$, where in the last equality we have used the periodicity condition for the Bethe roots. Let us denote the remaining correlation function with $n$ inner factors of $(A + D)$ between the $C$ operators by $G_n^L(\alpha)$,

$$G_n^L(\alpha) = \langle 0 | C(\xi + \alpha) (A + D)^n (\xi + \delta) C(\xi) B(\mu_1) B(\mu_2) | 0 \rangle . \quad (4.44)$$

Comparing with (4.31), the $G_n^L(\alpha)$ functions have the same structure as the $F_n^L(\alpha)$. This is good news, as it means that they have to fulfill the same recursion relations (4.39), with the only difference being the starting condition, i.e.,

$$G_n^L(\alpha) = \langle 0 | C(\xi + \alpha) C(\xi) B(\mu_1) B(\mu_2) | 0 \rangle = \langle 0 | \sigma^+_k \sigma^+_i | \mu_1 \mu_2 \rangle . \quad (4.45)$$

This is the product of an on-shell Bethe state with an off-shell Bethe state, and can be computed using the tools described in section 2

$$\langle 0 | C(\xi + \alpha) C(\xi) B(\mu_1) B(\mu_2) | 0 \rangle = \frac{\det T}{V} , \quad (4.46)$$

where the matrices $T$ and $V$ are

$$T_{11} = -\frac{-2\xi \mu_2 + \xi}{(\mu_1 - \xi)^2 \mu_2 - \xi} , \quad T_{21} = \frac{\partial \tau(\xi, \{\mu_1, \mu_2\})}{\partial \mu_2} = \frac{\mu_1 + \xi - 2\xi}{\mu_1 - \xi (\mu_2 - \xi)^2} , \quad (4.47)$$

$$T_{12} = -\frac{-2\xi \mu_2 + \xi - \alpha}{(\mu_1 - \xi - \alpha)^2 \mu_2 - \xi - \alpha} + \frac{\alpha^L}{(i+\alpha)^2} \frac{2\xi}{(\mu_1 - \xi - \alpha)^2} \frac{\mu_2 - 3\xi - \alpha}{\mu_2 - \xi - \alpha} ,$$

$$T_{22} = \frac{\mu_1 + \xi - \alpha}{\mu_1 - \xi - \alpha} \frac{-2\xi}{(\mu_2 - \xi - \alpha)^2} + \frac{\alpha^L}{(i+\alpha)^2} \frac{\mu_1 - 3\xi - \alpha}{\mu_1 - \xi - \alpha} \frac{2\xi}{(\mu_2 - \xi - \alpha)^2} ,$$

$$\frac{1}{V} = \frac{(\mu_1 - \xi)(\mu_1 - \xi - \alpha)(\mu_2 - \xi)(\mu_2 - \xi - \alpha)}{\alpha(\mu_1 - \mu_2)} .$$

tations, as it is usually done in the context of form factors, see [41]. Sadly, this is not possible here, as we cannot access crossing. We can get a nicer picture of this from the AdS/CFT correspondence. There, the long-range spin chain has a well-defined crossing transformation, but the Heisenberg spin chain corresponds to the limit where one of the periods of the torus that uniformised the magnon dispersion relation becomes infinitely large, thus forbidding us the access to the crossing transformation.
After some algebra we can easily organise $G^L_0(\alpha)$ as an expansion in $\alpha$,

$$G^L_0(\alpha) = (A_0 + \alpha A_1 + \alpha^2 A_2 + \cdots) + \alpha^{L-1} (B_{L-1} + \alpha B_L + \alpha^2 B_{L+1} + \cdots)$$

$$+ \alpha^{2L-1} (C_{2L-1} + \alpha C_{2L} + \alpha^2 C_{2L+1} + \cdots),$$

(4.48)

with $A_q$ and $B_{L+q-1}$ given by

$$A_q = \frac{1}{\mu_1 - \mu_2} \frac{\mu_1^+ \mu_2^+}{\mu_1 \mu_2} \left[ \frac{1}{(\mu_1)^q} \left( \frac{\mu_2 - \mu_1 + i}{\mu_1^+ \mu_2^+} \right) + \frac{1}{(\mu_2)^q} \left( \frac{\mu_2 - \mu_1 - i}{\mu_1^+ \mu_2^+} \right) \right],$$

$$B_{L+q-1} = \sum_{j=0}^q i^j \binom{L + j - 1}{j} \beta_{q-j},$$

(4.49)

where we have defined

$$\beta_0 = B_{L-1} = \frac{1}{iL} \frac{1}{\mu_1 \mu_2} \frac{1}{\mu_1 - \mu_2} \left( \frac{\mu_2^+ \mu_1^- - \mu_1^+ \mu_2^-}{(\mu_1)^q} \right),$$

$$\beta_q = \frac{1}{iL} \frac{1}{\mu_1 \mu_2} \frac{1}{\mu_1 - \mu_2} \left( \frac{\mu_2^+ \mu_1^- - \mu_1^+ \mu_2^- - \mu_1^+ \mu_2^-}{(\mu_1^-)^q} \right),$$

(4.50)

with $\mu_i = \mu_i + k\xi$ and $B_q = C_q = 0$ for $q < L - 1$ and $p < 2L - 1$. The next step is to find the general form of the correlation function $G^L_0(\alpha)$. Using the recurrence equations (4.39) the first terms can be easily calculated for a general value of $\alpha$,

$$G^L_1(\alpha) = \left[ 1 + d + i \frac{\partial d}{\partial \lambda} \right] G^L_0(\alpha) + i \left[ 1 - d \right] \frac{\partial G^L_0(\alpha)}{\partial \lambda},$$

$$G^L_2(\alpha) = \left[ 1 + 2d + 2i \frac{\partial d}{\partial \lambda} + 2id \frac{\partial d}{\partial \lambda} + d^2 - \left( \frac{\partial d}{\partial \lambda} \right)^2 - \frac{1}{2} \frac{\partial^2 d}{\partial \lambda^2} + \frac{d}{2} \frac{\partial^2 d}{\partial \lambda^2} \right] G^L_0(\alpha)$$

$$+ \left[ 2i - 2id^2 - \frac{\partial d}{\partial \lambda} + d \frac{\partial d}{\partial \lambda} \right] \frac{\partial G^L_0(\alpha)}{\partial \lambda} - \frac{(1 - d)^2}{2} \frac{\partial^2 G^L_0(\alpha)}{\partial \lambda^2},$$

(4.51)

where $d = d(\xi + \alpha)$ and $\frac{\partial d}{\partial \lambda} = \frac{\partial d}{\partial \lambda}|_{\xi + \alpha}$. If we take now the limit $\alpha \to 0$, all the $d$'s and derivatives of $d$ disappear, unless the order of the derivative is larger or equal to $L$.

As they follow the same recursion relation, we can borrow our results for $F^L_n(\alpha)$ from appendix A and write

$$G^L_n(0) = \sum_{q=0}^{n} \binom{n}{q} \frac{i^q q!}{q!} G^L_0(\alpha) \bigg|_{\alpha=0} + \theta(n-L) G^L_{n-L}(0),$$

(4.52)

---

8Thanks to the periodicity condition, we will not need the explicit expression for $C$. 
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where $\theta(x)$ is the Heaviside step function. If we use now expansion (4.48) and perform the corresponding derivatives, we get
\[
G_n^L(0) = \sum_{q=0}^{n} \binom{n}{q} i^q (A_q + B_q + C_q) + \theta(n - L)G_{n-L}^L(0) .
\]  
(4.53)

As such, we have to study separately the cases of $n < L - 1$ and $n = L$. The case of $n > L - 1$ should give us the same results as $n < L - 1$ due to periodicity, but we will check it anyway.

**The case $n < L - 1$**  
We will first consider the case where $n < L - 1$, which corresponds to $l < k$. From (4.53) it is clear that when $n < L - 1$ the only contribution comes from the $A_q$ coefficients, that can be easily summed up,
\[
\sum_{q=0}^{n} \binom{n}{q} i^q A_q = \frac{1}{\mu_1 - \mu_2} \left[ \frac{\mu_1^+}{\mu_2^+} \right] ^n \left( \frac{\mu_2 - \mu_1 + i}{\mu_1 \mu_2} \right) + \left( \frac{\mu_2^+}{\mu_2^-} \right) ^n \left( \frac{\mu_2 - \mu_1 - i}{\mu_1 \mu_2} \right) .
\]  
(4.54)

Recalling now that the rapidities parameterise the momenta, $\mu_i^+/\mu_i^- = e^{-ip_i}$, the correlation function (4.43) can be written as
\[
\langle 0 \mid \sigma_k^+ \sigma_l^+ \mid \mu_1 \mu_2 \rangle = \frac{1}{\mu_1 - \mu_2} \frac{\mu_2 - \mu_1 + i}{\mu_1 \mu_2} \left[ e^{ip_1(k-L)+ip_2l} + e^{ip_2(k-L)+ip_1l} S_{21} \right] ,
\]  
(4.55)

where we have inserted the S-matrix,
\[
S_{21} = \frac{\mu_2 - \mu_1 - i}{\mu_2 - \mu_1 + i} ,
\]  
(4.56)

and we have taken into account that $n = L + l - k - 1$. Using now the Bethe equations $e^{-ip_1L} = e^{ip_2L} = S$, we find
\[
\langle 0 \mid \sigma_k^+ \sigma_l^+ \mid \mu_1 \mu_2 \rangle = \frac{1}{\mu_1 - \mu_2} \frac{\mu_2 - \mu_1 + i}{\mu_1 \mu_2} \left[ e^{i(p_1k+p_2l)} S_{21} + e^{i(p_2k+p_1l)} \right] .
\]  
(4.57)

Note that, although this result is only true as long as $l < k$, we can observe a structure reminiscent of the CBA wavefunction up to the factor in front of the bracket. At the end of this section, we will see how the normalization proposed in section 3 allows us to get rid of it.

**The case $n = L - 1$**  
Our next step is the calculation of $G_{L-1}^L(0)$, which must be identically zero, because it corresponds to the case where both operators are located at the same site, $k = l$. Equation (4.53) takes the form
\[
G_{L-1}^L(0) = i^{L-1} B_{L-1} + \sum_{q=0}^{L-1} \binom{n}{q} i^q A_q .
\]  
(4.58)
The second term is already known from the previous calculation. Therefore, we only need to substitute $n = L$ in (4.54) and make use of the Bethe equations

$$\sum_{q=0}^{L-1} \binom{L-1}{q} i^q A_q = -\frac{2}{\mu_1 \mu_2}.$$  \hspace{1cm} (4.59)

On the other hand

$$i^{L-1} B_{L-1} = \frac{i}{\mu_1 - \mu_2} \frac{1}{\mu_1 \mu_2} \left( \mu_1^{+} \mu_2^{-} - \mu_1^{-} \mu_2^{+} \right) = \frac{2}{\mu_1 \mu_2}.$$  \hspace{1cm} (4.60)

Therefore $G_{L-1}(0) = 0$, as we expected from the CBA.

The case $n > L - 1$ The last correlation functions that we will evaluate will be those with $L - 1 < n < 2L - 1$. Obviously, we expect that $G_{n+L}^L(0)$ should equal $G_n^L(0)$ due to periodicity. In order to prove this statement, we will first show that the contribution from the $B$ terms is going to be $\binom{n-L}{q+1} i^{q+1} \beta_q$. Next, we will show that this coefficient cancels $\sum_{q=0}^{n} \binom{n}{q} i^q A_q$, and thus we will conclude that $G_{n+L}^L(0) = G_n^L(0)$. Let us see how it goes.

Recalling the expression for $B_q$ in (4.49) and performing the sum, we find

$$\sum_{q=L-1}^{n} \binom{n}{q} i^{q} B_q = \sum_{s=0}^{n-L} \sum_{r=0}^{s} \binom{n}{s} \binom{n}{L-r-1} (-1)^{r} i^{s+r+L-1} \beta_{s-r}.$$  \hspace{1cm} (4.61)

As we would like to extract the factor associated to a particular coefficient $\beta$, we have to change the sum over $t$ by a sum over $q = s - t$ and swap the order of the sum over $s$ and $q$. After doing so, the factor associated to $\beta_q$ is

$$i^{L+q-1} \sum_{r=0}^{n-L-q+1} \binom{n}{L+r+q-1} \binom{n-L-q+1}{r} (-1)^{r}.$$  \hspace{1cm} (4.62)

where we have transformed the sum over $s$ into a sum over $r = s - q$. This is convenient because all terms with $s < q$ do not contribute to $\beta_q$. The sum can be compactly written in terms of a hypergeometric function

$$\frac{n!}{(L-1)!} \sum_{r=0}^{n-L-q+1} \frac{(L+r-1)!}{(L+r+q-1)!} \binom{n-L-q+1}{r} (-1)^{r}$$

$$= 2F_1 \left(L, q-1 + L - n; L + q; 1\right) n! = \frac{(n-L)!}{(q-1)!},$$  \hspace{1cm} (4.63)

where in the last equality we have used Kummer’s first formula,

$$2F_1 \left(\frac{1}{2} + m - q, -n; 2m + 1 + 1\right) = \frac{\Gamma(2m+1) \Gamma \left(m + \frac{1}{2} + q + n\right)}{\Gamma \left(m + \frac{1}{2} + q\right) \Gamma(2m+1+n)}.$$  \hspace{1cm} (4.64)
Therefore, there is no contribution from $\beta_0$. On the contrary, the rest of the coefficients will contribute with $\binom{n-L}{q-1}i^{L+q-1}$. Now if we use that
\[
\sum_{\alpha} \binom{K-L}{\alpha} \frac{i^\alpha}{(\mu^-)^\alpha} = \left(\frac{\mu^+}{\mu^-}\right)^{K-L},
\] (4.65)
together with $\mu_1^+\mu_2^- - \mu_1^+\mu_1^- = \mu_1^+ (\mu_2 - \mu_1 - i)$, we find that
\[
\sum_{q=0}^{n-L} \binom{n-L}{q} i^{L+q} \beta_q = \frac{1}{\mu_1 \mu_2^{(n-L+1)}} \left(\binom{\mu^+_{(n-L+1)}}{\mu^+_{(n-L+1)}} (\mu_2 - \mu_1 - i) + \left(\frac{\mu^+_{(n-L+1)}}{\mu^-_{(n-L+1)}} \right) (\mu_2 - \mu_1 + i)\right).
\] (4.66)
If we now remove the $-L$ factor by extracting an S-matrix, expression (4.66) cancels exactly the contribution from the sum of the $A$'s in (4.54). Finally, we conclude that
\[
\langle 0 | \sigma_k^+ \sigma_l^- | \mu_1 \mu_2 \rangle = \frac{e^{i(p_1 p_2)}}{\mu_1 - \mu_2} \frac{1}{\mu_1 \mu_2} \left[ e^{i(p_1 k - l)} (\mu_2 - \mu_1 + i) + e^{i(p_2 k - l)} (\mu_2 - \mu_1 - i) \right]
\] = \frac{1}{\mu_1 - \mu_2} \frac{\mu_2 - \mu_1 + i}{\mu_1 \mu_2^-} \left[ e^{i(p_1 k + p_2 l)} + e^{i(p_2 k + p_1 l)} S_{21} \right],
\] (4.67)
which agrees with (4.57), but with $k$ and $l$ exchanged because now we are in the case $k < l$.

As in the previous section, the resulting expressions highly simplifies if we impose the trace condition (2.10). When we replace the rapidities from equation (4.21) in these expressions, after some immediate algebra we obtain
\[
L \sqrt{\langle \mu, -\mu | \mu, -\mu \rangle} = 2 \sqrt{\frac{L}{L-1}} \cos \left(\frac{2|l-k|-1}{L-1}\right),
\] (4.68)
with $|l-k| \leq L-1$. This result match the analysis in reference [15], where this correlation function was calculated for the cases $l-k = 1$ and $l-k = 2$ (we have written the factor $L$ on the left-hand-side of (4.68) to follow conventions in there).

5 The long-range Bethe ansatz

In this section, we will repeat the computation we have done in the previous sections, but in the context of the long-range BDS spin chain [32]. This can be done quite easily because in all our previous expressions we have kept general the homogeneous point. Therefore, as the BDS spin chain can be mapped into an inhomogeneous short-range spin chain, with the inhomogeneities located at
\[
\xi_n = \frac{i}{2} + \sqrt{2} g \cos \frac{(2n-1)\pi}{2L} = \xi + g\kappa_n,
\] (5.1)
it is rather simple to extend all computations above to the long-range Bethe ansatz. An immediate example is the normalization factor for the operator \( B(\lambda) \), which is straightforward to calculate given the expressions from section 3,

\[
B(\lambda) = \sum_{n=1}^{L} \frac{iS_n^-}{\lambda - \xi_n} \left( \prod_{l=1}^{n} \frac{\lambda - \xi_l}{\lambda - \xi_l + i} \right). 
\]

(5.2)

We conclude therefore that in the long-range Bethe ansatz, the difference in normalization between the ABA and the CBA depends on the site where the spin operator acts. An analogous result follows for the operator \( C(\lambda) \).

Another computation that we can readily extend to the long-range Bethe ansatz is the calculation of scalar products. This is immediate because the solution to the inverse scattering problem in expressions (2.32)-(2.34) is valid for an inhomogeneous spin chain. Furthermore, equations (2.36) and (2.37) can be directly used without modifications. Let us look, for example, at the correlation function of the single-magnon state,

\[
\langle 0 \mid \sigma^+_k \lambda \rangle = \frac{i}{\lambda - \xi - g\kappa_k} \prod_{j=1}^{k} \frac{\lambda - \xi - g\kappa_j}{\lambda + \xi - g\kappa_j},
\]

(5.3)

which as in the case of the homogeneous spin chain should also be divided by the norm

\[
\sqrt{\langle \lambda | \lambda \rangle} = \sqrt{i \frac{\partial d}{\partial \lambda}} = i \sqrt{\sum_{m=1}^{L} \frac{1}{(\lambda - \xi - g\kappa_m)(\lambda + \xi - g\kappa_m)}}.
\]

(5.4)

The limit \( g \to 0 \) reduces to the result in section 3. In an identical fashion, we can extend the analysis to the correlation functions obtained in section 4.3. For instance,

\[
\langle 0 \mid \sigma^+_k \sigma^+_k \mu_1 \mu_2 \rangle_Z = \left[ \frac{\mu_1 + \xi - g\kappa_k}{\mu_1 - \xi - g\kappa_k + 1} \frac{\mu_2 + \xi - g\kappa_{k+1}}{\mu_2 - \xi - g\kappa_k} - (\mu_2 \leftrightarrow \mu_1) \right] 
\]

\[
\times \frac{1}{[g(\kappa_{k+1} - \kappa_k)(\mu_1 - \mu_2 - i)]} \prod_{j=1}^{k+1} \frac{\mu_1 - \xi - g\kappa_j}{\mu_1 + \xi - g\kappa_j} \frac{\mu_2 - \xi - g\kappa_j}{\mu_2 + \xi - g\kappa_j}.
\]

(5.5)

The norm is now given by

\[
\sqrt{\langle \mu_1 \mu_2 | \mu_1 \mu_2 \rangle_Z} = \frac{2}{(\mu_2 - \mu_1)^2 - 4\xi^2} \sum_j \left[ \frac{1}{(\mu_1 - g\kappa_j)^2 - 4\xi^2} + \frac{1}{(\mu_2 - g\kappa_j)^2 - 4\xi^2} \right] 
\]

\[
- \sum_j \sum_k \frac{1}{[(\mu_1 - g\kappa_j)^2 - 4\xi^2][g(\kappa_{k+1} - \kappa_k)(\mu_1 - \mu_2 - i)^2].
\]

(5.6)

We should stress that, in contrast with the homogeneous Heisenberg spin chain studied in the previous sections, the commutation of factors \((A + D)\) does not lead now to any
indeterminate form because all the inhomogeneities involved are different. Therefore, we do not have to make use of the procedure we have described in previous sections. For instance, the correlation function \( \langle 0 \left| \sigma_k^+ \sigma_{k+2}^+ \right| \mu_1 \mu_2 \rangle \) can be calculated by direct use of the commutation relations (2.20),

\[
\langle 0 \left| \sigma_k^+ \sigma_{k+2}^+ \right| \mu_1 \mu_2 \rangle = \langle 0 \left| C(\xi_k)(A + D)(\xi_{k+1})C(\xi_{k+2})B(\mu_1)B(\mu_2) \right| 0 \rangle \ p(k + 2)
\]

\[
= \left[ \frac{\xi_k - \xi_{k+1} + i}{\xi_k - \xi_{k+1}} G_0^L(k, k + 2) + \frac{i}{\xi_k - \xi_{k+1}} G_0^L(k + 1, k + 2) \right] p(k + 2) \ , \quad (5.7)
\]

where the correlation function \( G_0^L(k, l) = \langle 0 \left| C(\xi_k)C(\xi_l) \right| \mu_1 \mu_2 \rangle \) can be computed using expressions (2.36) and (2.37) for the scalar product. The factor \( p(k + 2) \), given by

\[
p(l) = \prod_{j=1}^{l-1} \frac{\mu_1 - \xi - g\kappa_j \mu_2 - \xi - g\kappa_j}{\mu_1 + \xi - g\kappa_j \mu_2 + \xi - g\kappa_j} , \quad (5.8)
\]

collects the contribution from the momenta. \(^9\) We can in fact extend rather easily expression (5.7) to the case where the spin operators are located at arbitrary sites, \( \langle 0 \left| \sigma_k^+ \sigma_l^+ \right| \mu_1 \mu_2 \rangle \). As all factors \( (A + D) \) have different arguments, they can be trivially commuted. Therefore, the correlation function must be invariant under exchange of the inhomogeneities, except for the factors coming from the correlators \( G_0^L(k, l) \). We find

\[
\langle 0 \left| \sigma_k^+ \sigma_l^+ \right| \mu_1 \mu_2 \rangle = \langle 0 \left| C(\xi_k) \prod_{j=k+1}^{l-1} (A + D)(\xi_j)C(\xi_l)B(\mu_1)B(\mu_2) \right| 0 \rangle \ p(l) =
\]

\[
= \left[ \prod_{j=k+1}^{l-1} \left. \frac{\xi_k - \xi_j + i}{\xi_k - \xi_j} G_0^L(k, l) + \frac{-i}{\xi_k - \xi_j} \prod_{j=k+1}^{l-1} \frac{\xi_{k+1} - \xi_j + i}{\xi_{k+1} - \xi_j} G_0^L(k + 1, l) \right. \right. \\
+ \left. \left( \frac{\xi_{k+2} - \xi_{k+1} + i}{\xi_{k+2} - \xi_{k+1}} \right) \frac{-i}{\xi_{k+2} - \xi_{j}} \prod_{j=k+3}^{l-1} \frac{\xi_{k+2} - \xi_j + i}{\xi_{k+2} - \xi_j} G_0^L(k + 2, l) + \ldots \right] p(l) , \quad (5.9)
\]

or, after using the recursion relations,

\[
\langle 0 \left| \sigma_k^+ \sigma_l^+ \right| \mu_1 \mu_2 \rangle = \left[ \prod_{m=k+1}^{l-1} \left. \frac{\xi_k - \xi_m + i}{\xi_k - \xi_m} G_0^L(k, l) + \right. \right. \\
+ \left. \left( \prod_{m=k+1}^{l-1} \frac{\xi_k - \xi_n + i}{\xi_k - \xi_n} \right) \frac{-i}{\xi_k - \xi_m} \left( \prod_{n=k+1}^{m} \left. \frac{\xi_m - \xi_n + i}{\xi_m - \xi_n} \right) \ G_0^L(m, l) \right] p(l) . \quad (5.10)
\]

\(^9\)Note that if we take \( g \to 0 \), all inhomogeneities become the same, and (5.7) reproduces the limit in equation (4.31).
A similar discussion holds in the case of higher order correlation functions, involving a larger amount of magnons. The analysis of the inhomogeneous case is in fact much less entangled than that of the homogeneous Heisenberg chain. We will, however, not present the resulting expressions in here.

6 Concluding remarks

In this article, we discuss the complexity of computing form factors and correlation functions of local spin operators both in the coordinate and the algebraic Bethe ansatz. We have focused our analysis on the $SU(2)$ Heisenberg spin chain, mostly due to its relevance for the $SU(2)$ sector of $\mathcal{N} = 4$ supersymmetric Yang-Mills at one-loop. Nevertheless, we also dedicate an appendix to the other rank one sectors, i.e., $SL(2)$ and $SU(1,1)$.

We show that the main drawback of computing correlation functions using the CBA is the difficulty of the integrals and combinatorial sums that appear in the intermediate steps, which are not trivial to perform. For the ABA, computing correlation functions reduces to computing scalar products, which can be written in terms of a quotient of determinants in most of the cases, once we use the RTT relations to simplify them. However, this is not a straightforward step, only trivial when we have only one operator evaluated between Bethe states. Otherwise, we have to commute elements of the monodromy matrix with the same argument, which lead to expressions that contain an indeterminate form. We have discussed here how to solve them in some simple cases. In addition, we have dedicated the last section to the inhomogeneous Heisenberg spin chain, which can be applied to study $\mathcal{N} = 4$ supersymmetric Yang-Mills beyond one-loop, and where the inhomogeneities prevent the indeterminate form we have mentioned.

Along our computations, and in order to compare results expected from the CBA with results in the ABA, special care was needed with the normalization of states. We have shown that agreement with results coming from the CBA requires that excitations in the spin chain must be defined as if we were using Zamolodchikov-Faddeev operators at $L \to \infty$. An important consequence of this is that states in the ABA pick up an S-matrix factor under the exchange of two rapidities. This property is crucial if we want, for instance, Watson’s relations [43] to be satisfied by the form factors of the theory. An interesting continuation of our work in this article would be to understand what other constrains are imposed by the remaining axioms in Smirnov’s form factor program [44]. The extension
of Smirnov’s program for relativistic integrable theories to worldsheet form factors for $AdS_5 \times S^5$ strings was discussed in [41, 45]. In particular, it would be very interesting to understand the behaviour under crossing transformations of form factors evaluated using algebraic Bethe ansatz techniques. The crossing transformation corresponds to a shift in the rapidity by half the imaginary period of the torus that uniformises the magnon dispersion relation in the AdS/CFT correspondence [46]. However, one of the periods of the rapidity torus becomes infinitely large at weak coupling and, thus, both periodicity and crossing become invisible. It would be interesting if they can be recovered in the inhomogeneous Heisenberg spin chain. Nevertheless, most likely the dressing phase factor needs to be included, which we have not considered.
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A General form of $F^L_n$

In this appendix we are going to obtain the general expression of the function $F^L_n$. All along the calculation, the limit $\alpha \to 0$ will be assumed. Using the first recurrence relation in (4.39) and setting both $d$ and $\partial d / \partial \lambda$ to zero we find

$$F^L_n = F^L_0 + iD F^L_0 + iD F^L_1 + \cdots + iD F^L_{n-1} .$$  \hspace{1cm} (A.1)

If we assume that $n < L - 1$, the second recurrence equation gives

$$D F^L_n = \binom{n}{0} D F^L_0 + \binom{n}{1} \frac{iD^2}{2!} F^L_0 + \cdots = \sum_{j=0}^{n} \binom{n}{j} \frac{i^j D^{j+1}}{(j+1)!} F^L_0 .$$  \hspace{1cm} (A.2)

Therefore we need to sum the series

$$\sum_{j=0}^{n-1} iD F^L_j = \sum_{j=0}^{n-1} \sum_{k=0}^{j} \binom{j}{k} \frac{i^{k+1} D^{k+1}}{(k+1)!} F^L_0 .$$ \hspace{1cm} (A.3)

As a first step, we can commute the two sums as $\sum_{j=0}^{n-1} \sum_{k=0}^{j} = \sum_{k=0}^{n-1} \sum_{j=k}^{n-1} + \sum_{j=0}^{n-1} \delta_{k,0}$, because the index $j$ only appears in the limit of the sum and in the binomial coefficient, so
it is easier to perform first the sum over \( j \). The second term is easy to evaluate because we only have to calculate \( \sum_{j=0}^{n-1} \binom{j}{0} = \binom{n}{1} \). The sum over \( j \) of the first term can be computed using the properties of the binomial coefficients \( \sum_{j=k}^{n-1} \binom{j}{k} = \binom{n-1}{k+1} \). The whole sum can thus be rewritten as

\[
\mathcal{F}_n^L = \mathcal{F}_0^L + \sum_{k=1}^{n} \binom{n}{k} \frac{i^k D^k}{k!} \mathcal{F}_0^L = \sum_{k=0}^{n} \binom{n}{k} \frac{i^k D^k}{k!} \mathcal{F}_0^L .
\]  

(A.4)

This equation is true as long as \( n < L - 1 \). If we want to get an expression valid for \( n \geq L - 1 \), we have to take into account derivatives of \( d \) of order greater than or equal to \( L \), which can be performed independently of the calculation we have already done, because

\[
\mathcal{D}^{L+\alpha-1} \mathcal{F}_{j+1}^L = \frac{i}{L+\alpha} \mathcal{F}_j^L \frac{\partial^{L+\alpha} d}{\partial L^{\alpha+1}} + \cdots ,
\]

where the dots stand for the part that we have already taken into account. Therefore, the \( d \)-contribution to \( \mathcal{D} \mathcal{F}_M^L \) will be of the form

\[
i \mathcal{D} \mathcal{F}_M^L = \sum_{j=1}^{M-L+2} \sum_{k=0}^{M+2-L-j} \frac{i^{L+k-1}}{(L+k-1)!} \binom{M-j}{L+k-2} \mathcal{D}^{L+k-1} \mathcal{F}_j^L
\]

\[
= \sum_{j=1}^{M-L+2} \sum_{k=0}^{M+2-L-j} \frac{i^{L+k}}{(L+k)!} \binom{M-j}{L+k-2} \frac{\partial^{L+k} d}{\partial L^{\alpha+1}} \mathcal{F}_{j-1}^L ,
\]

and the derivative of \( d \) can be calculated using Leibniz’s rule,

\[
\left. \frac{\partial^{L+k} d}{\partial L^{\alpha+1}} \right|_{\xi} = \sum_{j=0}^{L+k} \binom{L+k}{j} \frac{\partial^j (\lambda - \xi)^L}{\partial \lambda^j} \frac{\partial^{L+k-j} (\lambda + \xi)^{-L}}{\partial \lambda^{L+k-j}} .
\]

Because we want to evaluate this expression at \( \lambda = \xi \), the only non-zero contribution comes from the term with \( L \) derivatives acting on \( (\lambda - \xi)^L \). This implies

\[
\left. \frac{\partial^{L+k} d}{\partial L^{\alpha+1}} \right|_{\xi} = \binom{L+k}{L} \frac{\partial^L (\lambda - \xi)^L}{\partial \lambda^L} \frac{\partial^k (\lambda + \xi)^{-L}}{\partial \lambda^k} = \frac{(L+k)!}{L!} \frac{(L+k-1)!}{(L-1)!} (-1)^k i^{L+k} .
\]

If we substitute that expression, we obtain

\[
i \mathcal{D} \mathcal{F}_M^L = \sum_{j=1}^{M-L+2} \sum_{k=0}^{M+2-L-j} \binom{M-j}{L+k-2} \frac{(-1)^{k} (L+k-1)!}{(L-1)! k!} \mathcal{F}_j^L \mathcal{F}_{j-1}^L .
\]

After some algebra, the sum over \( k \) takes the form

\[
\sum_{k=0}^{m+2} (-1)^k \binom{L+m}{L+k-2} \binom{L+k-1}{k} = \frac{(L+m)!}{(L-1)! (m+2)!} \sum_{k=0}^{m+2} \frac{(L+k-1)!}{(L+k-2)! (m-k+2)!} \frac{(-1)^k}{(m+2)!} \mathcal{F}_j^L \mathcal{F}_{j-1}^L .
\]

\[
= \frac{(L+m)!}{(L-1)! (m+2)!} \sum_{k=0}^{m+2} \left[ (-1)^k (L-1) \binom{m+2}{k} + (-1)^k \binom{m+2}{k} \right] ,
\]
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where \( m = M - L - j \). Properties of the binomial coefficients say that the first sum is zero (unless there is a single term, that is, if \( m + 2 = 0 \)) and the second sum is also zero (except if there are two terms, so that \( m + 2 = 1 \)). Then, the total contribution of these terms will amount to

\[
\sum_{M=L-1}^{n-1} i D F^L_M = \sum_{M=L-1}^{n-1} \sum_{j=1}^{M+2} \frac{(M-j)!}{(L-1)!(M-L-j+2)!} (L-1) \delta_{M-L+j,0} - (M-L-j+2) \delta_{M-L+j+2,1}) F^L_{j-1},
\]

which telescopes, so that

\[
\sum_{M=L-1}^{n-1} i D F^L_M = F^L_{n-L}.
\]

Therefore, the most general form of the correlation function \( F^L_n \) is

\[
F^L_n = \sum_{k=0}^{n} \binom{n}{k} \frac{i^k D^k}{k!} F^L_{0} + \theta(n-L) F^L_{n-L}.
\]

where \( \theta(x) \) is the Heaviside step function, with \( \theta(x) = 0 \) if \( x < 0 \) and \( \theta(x) = 1 \) if \( x \geq 0 \).

**B Extension to \( SL(2) \) and \( SU(1|1) \) sectors**

Along most of this article, we have considered the \( SU(2) \) spin 1/2 homogeneous Heisenberg spin chain. The whole analysis that we have presented relies on the commutation relations of the elements of the monodromy matrix, equations (2.19), (2.20) and (2.21), the explicit form of the eigenvalues \( a(\lambda) \) and \( d(\lambda) \), and the S-matrix (and thus the Bethe equations). In this appendix, we want to give a taste of how the computations change for spin chains with symmetries \( SL(2) \) and \( SU(1|1) \).

**B.1 \( SL(2) \) sector**

The case of the \( SL(2) \) spin chain seems at first sight rather similar to the \( SU(2) \) chain, because the commutation relationships between \( (A+D) \) and \( B \) are the same in both cases. However, the eigenvalues \( a \) and \( d \) are exchanged,

\[
a_{SL(2)}(\lambda) = d_{SU(2)}(\lambda), \quad d_{SL(2)}(\lambda) = a_{SU(2)}(\lambda) = 1.
\]

Fortunately, this does not prevent us from repeating the analysis that we have presented in section 4.3 to obtain for instance a set of recurrence equations for correlation functions.
with two spin operators, like equations (4.39) and (4.52). The derivation is just the same as in that section, but keeping terms in $a$ rather than terms in $d$. The final result is

$$F_{n+1}^{(-1)}(\alpha) = \left[1 + a(\xi + \alpha) - i \frac{\partial a}{\partial \lambda}\right] F_{n}^{(-1)}(\alpha) + i \left[a(\xi + \alpha) - 1\right] D F_{n}^{(-1)}(\alpha) ,$$

$$\mathcal{D}^m F_{n+1}^{(-1)}(\alpha) = \left[1 + a(\xi + \alpha)\right] \mathcal{D}^m F_{n}^{(-1)}(\alpha) - \frac{i}{m+1} \frac{\partial^{m+1} a}{\partial \alpha^{m+1}} F_{n}^{(-1)}(\alpha)$$

$$+ \frac{i}{m+1} \left[a(\xi + \alpha) - 1\right] \mathcal{D}^{m+1} F_{n}^{(-1)}(\alpha) , \quad \text{(B.2)}$$

$$\mathcal{D}^m F_{0}^{(-1)}(\alpha) = \frac{\partial^m F_{0}^{(-1)}(\alpha)}{\partial \alpha^m} ,$$

where the $(-1)$ superindex reminds that now we are calculating the correlation function in a $SL(2)$ spin chain. Finally, as in the $SU(2)$ sector,

$$F_{n}^{(-1)} = \sum_{k=0}^{n} \binom{n}{k} \frac{(-i)^k D^k}{k!} F_{k}^{(-1)} + \theta(n - L) F_{n-L}^{(-1)} . \quad \text{(B.3)}$$

### B.2 $SU(1|1)$ sector

The case of a $SU(1|1)$ spin chain is slightly more complex to handle because of the grading of the algebra. However, the evaluation of correlation functions turns out to be simpler than in the $SU(2)$ and $SL(2)$ sectors. The commutation relations are given by [47],

$$B(\mu)B(\lambda) = \frac{\mu - \lambda + i}{\mu - \lambda - i} B(\lambda)B(\mu) ,$$

$$A(\mu)B(\lambda) = \left(1 + \frac{i}{\mu - \lambda}\right) B(\lambda)A(\mu) + \frac{i}{\mu - \lambda} B(\mu)A(\lambda) ,$$

$$D(\mu)B(\lambda) = \left(1 + \frac{i}{\mu - \lambda}\right) B(\lambda)D(\mu) + \frac{i}{\mu - \lambda} B(\mu)D(\lambda) ,$$

$$C(\lambda)A(\mu) = \left(1 + \frac{i}{\lambda - \mu}\right) A(\mu)C(\lambda) - \frac{i}{\lambda - \mu} A(\lambda)C(\mu) ,$$

$$C(\lambda)D(\mu) = \left(1 + \frac{i}{\lambda - \mu}\right) D(\mu)C(\lambda) - \frac{i}{\lambda - \mu} D(\lambda)C(\mu) . \quad \text{(B.4)}$$

These commutation relations present some differences with respect to their $SU(2)$ counterparts. The most important one is that they have the same form both for $A$ and $D$. Another important difference is that the transfer matrix has to be graded and thus we have $T(\lambda) = A(\lambda) - D(\lambda)$ instead of $A(\lambda) + D(\lambda)$. On the contrary, the form of the functions $a$ and $d$ does not change.
We can now follow section 4.3 and proceed to find the commutation relations between
the transfer matrix and the $C$ operators in the limit where the rapidities are equal. We
obtain
\[
\lim_{\beta \to \alpha} C(\alpha)(A - D)(\beta) = \lim_{\beta \to \alpha} \frac{\alpha - \beta + i}{\alpha - \beta} (A - D)(\beta)C(\alpha) - \frac{i}{\alpha - \beta} (A - D)(\alpha)C(\beta)
\]
\[
= (A - D)(\alpha)C(\alpha) + i \left[ (A - D)(\alpha) \frac{\partial C(\lambda)}{\partial \lambda} \bigg|_{\lambda = \alpha} - \frac{\partial (A - D)(\lambda)}{\partial \lambda} \bigg|_{\lambda = \alpha} C(\alpha) \right].
\]
We can also calculate the derivatives and thus the recurrence relations become
\[
F_{n+1}^{L,(0)}(\alpha) = (1 - d + i\partial d) F_n^{L,(0)}(\alpha) + i(1 - d)\mathcal{D} F_n^{L,(0)}(\alpha),
\]
\[
\mathcal{D}^m F_{n+1}^{L,(0)}(\alpha) = (1 - d)\mathcal{D}^m F_n^{L,(0)}(\alpha)
\]
\[
+ \frac{i}{m+1} \left[ (1 - d)\mathcal{D}^{m+1} F_n^{L,(0)}(\alpha) + \frac{\partial^{m+1} d}{\partial \lambda^{m+1}} F_n^{L,(0)}(\alpha) \right],
\]
\[
\mathcal{D}^m F_0^{L,(0)}(\alpha) = \frac{\partial^m F_0^{L,(0)}(\alpha)}{\partial \alpha^m},
\]
where the $(0)$ superindex states that now we are calculating a correlation function in the
case of an $SU(1|1)$ spin chain, and where, as usual $d = d(\xi + \alpha)$ and $\partial d = \frac{\partial d(\lambda)}{\partial \lambda} \bigg|_{\lambda = \xi + \alpha}$.
These recurrence equations can again be written in terms of some starting condition corre-
spending to $n = 0$, using
\[
F_n^{L,(0)} = \sum_{k=0}^{n} \binom{n}{k} \frac{i^k \mathcal{D}^k}{k!} F_0^{L,(0)},
\]
provided we keep $n < L - 1$.

C Correlation functions involving states with three
magnons

Computing correlation functions using the ABA becomes a challenge when the number of
magnons increases. In this appendix, we give a taste of how the complexity increases for
the case of correlations functions involving states with three magnons.

There are four non-vanishing correlation functions whose most populated state con-
tains three magnons. The first one is just the scalar product $\langle \lambda_1, \lambda_2, \lambda_3 | \mu_1, \mu_2, \mu_3 \rangle$ and can
be directly calculated using the Gaudin formula (2.38). The second one is the form factor
of a single spin operator, \( \langle \lambda_1, \lambda_2 \mid \sigma_k^+ \mid \mu_1, \mu_2, \mu_3 \rangle \), which can be evaluated in a straightforward extension of the computation of \( \langle \lambda \mid \sigma_k^+ \mid \mu_1 \mu_2 \rangle \) in section 4.2. The third kind of correlation function involving three magnons is \( \langle \lambda \mid \sigma_k^+ \sigma_i^+ \mid \mu_1 \mu_2 \mu_3 \rangle \), and the fourth one is \( \langle 0 \mid \sigma_k^+ \sigma_i^+ \sigma_m^+ \mid \mu_1 \mu_2 \mu_3 \rangle \). These last two types of correlators are the ones that we will consider in this appendix. We will start studying the third one (the one that involves two spin operators), and along the computation we will find that it involves correlation functions of the form \( \langle 0 \mid \sigma_k^+ \sigma_{k+1}^+ \sigma_{k+n+2}^+ \mid \mu_1 \mu_2 \mu_3 \rangle \), which are a particular case of the fourth type of correlator.

We will start by writing the problem in terms of operators of the monodromy matrix using (2.32),

\[
\langle \lambda \mid \sigma_k^+ \sigma_i^+ \mid \mu_1 \mu_2 \mu_3 \rangle =
\langle 0 \mid C(\lambda)(A + D)^{k-1}(\xi)C(\xi)(A + D)^n(\xi)C(\xi)(A + D)^{L-l}(\xi) \mid \mu_1 \mu_2 \mu_3 \rangle \ , \quad (C.1)
\]

where, as before, \( n = L + l - k - 1 \). The factor \( (A + D)^{k-1} \) acts on \( C(\lambda) \) to give \( e^{-ip_k(k-1)} \), and the factor \( (A + D)^{L-l} \) acts on the three-magnon state to give \( e^{i(p_1+p_2+p_3)(L-l)} = e^{i(p_1+p_2+p_3)l} \), where we have used the periodicity condition for the Bethe roots. Therefore, our main problem will be to find the correlation function

\[
\mathcal{H}_n^L(\alpha) = \langle 0 \mid C(\lambda)C(\xi + \alpha)(A + D)^n(\xi)C(\xi)B(\mu_1)B(\mu_2)B(\mu_3) \mid 0 \rangle \ . \quad (C.2)
\]

Following the procedure that we have constructed along the article, this can be done by relating \( \mathcal{H}_{n+1}^L(\alpha) \) to \( \mathcal{H}_n^L(\alpha) \). In order to do this, let us start by introducing

\[
\mathcal{H}_{n+1}^L(\lambda, \alpha, \delta) = \lim_{\beta \to \alpha} \langle 0 \mid C(\lambda)C(\xi + \alpha)(A + D)(\xi + \beta)O(\delta) \mid 0 \rangle \ . \quad (C.3)
\]

Now we just need to apply the commutation relations (2.20) two times in each step, which gives

\[
\mathcal{H}_{n+1}^L(\lambda, \alpha, \delta) = \lim_{\beta \to \alpha} \left\{ \left[ 1 + d(\xi + \beta) \right] \mathcal{H}_n^L(\lambda, \alpha, \delta) \right.
- \frac{i}{\lambda - \xi - \beta} \left[ (d(\xi + \beta) - 1)\mathcal{H}_n^L(\lambda, \alpha, \delta) - (d(\lambda) - 1)\mathcal{H}_n^L(\xi + \beta, \alpha, \delta) \right]
- \frac{i}{\alpha - \beta} \left[ (d(\xi + \beta) - 1)\mathcal{H}_n^L(\lambda, \alpha, \delta) - (d(\xi + \alpha) - 1)\mathcal{H}_n^L(\lambda, \beta, \delta) \right]
+ \frac{i}{\alpha - \beta} \frac{i}{\lambda - \xi - \beta} \left[ (d(\xi + \beta) + 1)\mathcal{H}_n^L(\lambda, \alpha, \delta) - (d(\lambda) + 1)\mathcal{H}_n^L(\xi + \beta, \alpha, \delta) \right]
\left. - \frac{i}{\alpha - \beta} \frac{i}{\lambda - \xi - \alpha} \left[ (d(\xi + \alpha) + 1)\mathcal{H}_n^L(\lambda, \beta, \delta) - (d(\lambda) + 1)\mathcal{H}_n^L(\xi + \beta, \alpha, \delta) \right] \right\} \ . \quad (C.4)
\]
Taking the limit and applying the Bethe equation for the rapidity $\lambda$ we obtain

\[
\mathcal{H}_{n+1}^L(\lambda, \alpha, \delta) = \left(1 + d + i \partial d + \frac{\partial d - i(d-1)}{\lambda - \xi - \alpha} + \frac{d + 1}{(\lambda - \xi - \alpha)^2}\right)\mathcal{H}_{n}^L(\lambda, \alpha, \delta) \\
+ \left[i(1 - d) - \frac{d + 1}{\lambda - \xi - \alpha}\right] \frac{\partial \mathcal{H}_{n}^L(\lambda, \alpha, \delta)}{\partial \alpha} - \frac{2}{(\lambda - \xi - \alpha)^2} \mathcal{H}_{n}^L(\xi + \alpha, \alpha, \delta),
\]

(C.5)

where, as before, $d = d(\xi + \alpha)$ and $\partial d = \frac{\partial d}{\partial \alpha}\big|_{\xi + \alpha}$. The next step of the calculation is a little bit more involved than in the previous cases because, according to (C.5), information about both functions $\mathcal{H}_{n}^L(\lambda, \alpha, \delta)$ and $\mathcal{H}_{n+1}^L(\xi + \alpha, \alpha, \delta)$ is now needed. This will make the computation slightly more difficult, but still manageable. In the expressions below, we will define $\mathcal{H}_{n+1}^L(\alpha + \xi, \alpha, \delta) = \mathcal{H}_{n+1}^L(\alpha, \alpha, \delta)$ for convenience. This function $\mathcal{H}$ has a nice interpretation because

\[
\langle 0 | C(\xi) C(\xi)(A + D)^n(\xi) C(\xi)(A + D)^{L-n-k-2}(\xi) | \mu_1 \mu_2 \mu_3 \rangle = \mathcal{H}_{n}^L e^{i(p_1 + p_2 + p_3)(n+k+2)}.
\]

(C.6)

Our starting point is thus to find the recursive equation for $\mathcal{H}$. This can be obtained setting $\lambda = \gamma + \xi$ in expression (C.4) and taking the limit $\gamma \to \alpha$,

\[
\mathcal{H}_{n+1}^L(\alpha, \alpha, \delta) = \lim_{\beta \to \alpha} \frac{1}{\beta - \alpha} \left[ (1 + d) \left( \frac{\partial \mathcal{H}_{n}^L(\lambda, \alpha, \delta)}{\partial \lambda} \right)_{\lambda = \alpha} - (1 + d) \left( \frac{\partial \mathcal{H}_{n}^L(\alpha, \lambda, \delta)}{\partial \lambda} \right)_{\lambda = \alpha} \right] \\
+ (1 + d + 2i \partial d - \frac{1}{2} \partial^2 d) \mathcal{H}_{n}^L(\alpha, \alpha, \delta) + [2i(1 - d) + \partial d] \left( \frac{\partial \mathcal{H}_{n}^L(\lambda, \alpha, \delta)}{\partial \lambda} \right)_{\lambda = \alpha} \\
+ \frac{1 + d}{2} \left( \frac{\partial^2 \mathcal{H}_{n}^L(\lambda, \alpha, \delta)}{\partial \lambda^2} \right)_{\lambda = \alpha} - (1 + d) \left( \frac{\partial^2 \mathcal{H}_{n}^L(\lambda_1, \lambda_2, \delta)}{\partial \lambda_1 \partial \lambda_2} \right)_{\lambda_1 = \alpha, \lambda_2 = \alpha}.
\]

(C.7)

Note that, although the first term in this expression seems divergent, it vanishes because of the commutator of two $C$ operators vanishes, which makes the two derivatives equal. However, this way of calculating recursively $\mathcal{H}(\alpha, \alpha, \delta)$ is going to create more problem than it solves, as it will imply calculating the recurrence equation of the derivative of $\mathcal{H}(\lambda, \mu)$ with respect to either the first or the second argument. Therefore, we are going to present the recursion relation of $\mathcal{H}(\beta, \alpha, \delta)$ but without taking the limit $\beta \to \alpha$. To obtain this recurrence relation, we only need to substitute $\lambda = \xi + \beta$ in equation (C.5),
but without imposing \( d(\lambda) = 1 \),

\[
\hat{H}_{n+1}^{L}(\beta, \alpha, \delta) = 
\left(1 + d + i\partial d + \frac{\partial d - i(d - 1)}{\beta - \alpha} + \frac{d + 1}{(\beta - \alpha)^2}\right)\hat{H}_{n}^{L}(\beta, \alpha, \delta)
\]

\[
+ \left[i(1 - d) - \frac{d + 1}{\beta - \alpha}\right] \frac{\partial \hat{H}_{n}^{L}(\beta, \alpha, \delta)}{\partial \alpha}
\]

\[
+ \left[i(d' - 1) - \frac{d' + 1}{(\beta - \alpha)^2}\right] \lim_{\gamma \to \alpha} \hat{H}_{n}^{L}(\gamma, \alpha, \delta), \quad (C.8)
\]

where \( d' = d(\xi + \beta) \). Note that if we take \( \beta \to \alpha \) equation (C.8) gives (C.7). Now in the recurrence relation we need to include \( \lim_{\gamma \to \alpha} \hat{H}_{n}^{L}(\gamma, \alpha, \delta) \), but this quantity is obviously known once we know \( \hat{H}_{n}^{L}(\beta, \alpha, \delta) \).

We also need a recurrence equation for the derivatives. For the case of \( H_{n} \) we have

\[
\mathcal{D}^{n}H_{m+1}^{L}(\lambda, \alpha, \delta) = (1 + d)\mathcal{D}^{n}H_{m}^{L} - \frac{i}{\lambda - \xi - \alpha} [(d - 1)\mathcal{D}^{n}H_{m}^{L}]
\]

\[
+ \frac{i}{n + 1}(\partial^{n+1}d)H_{m}^{L} + (1 - d)\frac{i}{n + 1}\mathcal{D}^{n+1}H_{m}^{L}
\]

\[
+ \sum_{k=0}^{n} \sum_{l=0}^{k+1} \frac{n!}{(n - k)!(k + 1 - l)!} \frac{1}{(\lambda - \xi - \alpha)^{l+1}} \left[\partial^{n+1-l}(d + 1)\mathcal{D}^{n-k}H_{m}^{L}ight]
\]

\[
-(d(\lambda) + 1)\mathcal{D}_{1}^{n-k}\mathcal{D}_{2}^{k+1}\hat{H}_{m}^{L}
\]

\[
- \sum_{k=0}^{n} \sum_{l=0}^{n-k} \frac{n!}{(k + 1)!(n - l - k)!} \frac{1}{(\lambda - \xi - \alpha)^{l+1}} \left[\partial^{n-k-l}(d + 1)\mathcal{D}^{k+1}H_{m}^{L}ight]
\]

\[
-(d(\lambda) + 1)\mathcal{D}_{1}^{n-k-l}\mathcal{D}_{2}^{k+1}\hat{H}_{m}^{L}
\] .

(C.9)

The last two sums cancel themselves except for the terms with \( k = n \). Therefore

\[
\mathcal{D}^{n}H_{m+1}^{L}(\lambda, \alpha, \delta) = (1 + d)\mathcal{D}^{n}H_{m}^{L} - \frac{i}{\lambda - \xi - \alpha} (d - 1)\mathcal{D}^{n}H_{m}^{L}
\]

\[
+ \frac{i}{n + 1}(\partial^{n+1}d)H_{m}^{L} + (1 - d)\frac{i}{n + 1}\mathcal{D}^{n+1}H_{m}^{L}
\]

\[
+ \sum_{l=0}^{n+1} \frac{n!}{(n + 1 - l)!} \frac{1}{(\lambda - \xi - \alpha)^{l+1}} \left[\partial^{n+1-l}(d + 1)\mathcal{D}^{n+1-l}H_{m}^{L} - 2\mathcal{D}^{n+1-l}\hat{H}_{m}^{L}\right]
\]

\[
- \frac{1}{n + 1} \frac{1}{(\lambda - \xi - \alpha)} [(d + 1)\mathcal{D}^{n+1}H_{m}^{L} - 2\mathcal{D}^{n+1}\hat{H}_{m}^{L}] ,
\] (C.10)

where we have used that \( d(\lambda) = 1 \). In a similar way, we can obtain an expression for the
where, for convenience, we have defined \( c \), derivatives of \( \hat{\mathcal{H}} \),

\[
\mathcal{D}^n \hat{\mathcal{H}}_{m+1}^L(\beta, \alpha, \delta) = (1 + d) \mathcal{D}^n \hat{\mathcal{H}}_m^L - \frac{i}{\beta - \alpha} (d - 1) \mathcal{D}^n \hat{\mathcal{H}}_m^L
\]

\[
+ \frac{i}{n + 1} (\delta^{n+1} d) \hat{\mathcal{H}}_m^L + (1 - d) \frac{i}{n + 1} \mathcal{D}^{n+1} \hat{\mathcal{H}}_m^L + \frac{i}{\beta - \alpha} (d' - 1) \lim_{\gamma \to \alpha} \frac{\partial^n \hat{\mathcal{H}}_m^L(\gamma, \alpha, \delta)}{\partial \alpha^n}
\]

\[
+ \frac{n+1}{\sum_{l=0}^{n+1}} \frac{n!}{(n + 1 - l)! (\beta - \alpha)^{l+1}} \left[ \partial^{n+1-l} (d + 1) \hat{\mathcal{H}}_m^L - (d' + 1) \lim_{\gamma \to \alpha} \frac{\partial^{n+1-l} \hat{\mathcal{H}}_m^L(\gamma, \alpha, \delta)}{\partial \alpha^{n+1-l}} \right]
\]

\[
- \frac{1}{n + 1} \frac{1}{(\beta - \alpha)} \left[ (d + 1) \mathcal{D}^{n+1} \hat{\mathcal{H}}_m^L - (d' + 1) \lim_{\gamma \to \alpha} \frac{\partial^{n+1} \hat{\mathcal{H}}_m^L(\gamma, \alpha, \delta)}{\partial \alpha^{n+1}} \right].
\]  

(C.11)

At this point the problem is, at least formally, solved. We have found the recursion relation for \( \hat{\mathcal{H}} \) and its derivatives, with \( \langle 0 | C(\xi + \beta) C(\xi + \alpha)(\xi) C(\xi) | \mu_1 \mu_2 \mu_3 \rangle = \hat{\mathcal{H}}_n^L(\beta, \alpha) \) as the initial condition. These functions can then be substituted in the recursion relation for \( \mathcal{H} \) and thus we can obtain the desired correlation function. However, we are not going to present the general form for the correlation function \( \mathcal{H}_0^L \) as a function of \( \mathcal{H}_0^L, \hat{\mathcal{H}}_0^L \) and their derivatives, because it becomes rather lengthy. This is because when we substitute the expression for the derivatives, the recursion relations turn out to depend on all the \( \mathcal{H}_i \) with \( 0 \leq i \leq n \), even after we take the limit \( \alpha \to 0 \). Instead, we can present the case of correlation functions with \( n \) small, to exhibit the nested procedure to write the result in terms of the initial functions \( \mathcal{H}_0^L \) and \( \hat{\mathcal{H}}_0^L \). In particular, we are going to consider the first three functions, with \( n = 1, n = 2 \) and \( n = 3 \). Thus, we can safely assume that \( n < L - 1 \) so that all the \( d \) and \( \partial^k d \) factors can be set to zero in the limit \( \alpha \to 0 \). The first of these correlation functions is given by

\[
\mathcal{H}_1^L = (1 + ic(\lambda) + c(\lambda)^2) \mathcal{H}_0^L + (i - c(\lambda)) \left. \frac{\partial \mathcal{H}_0^L(\lambda, \alpha)}{\partial \alpha} \right|_{\alpha=0} - 2c(\lambda)^2 \hat{\mathcal{H}}_0^L,
\]

(C.12)

where, for convenience, we have defined \( c(\lambda) = 1/(\lambda - \xi) \). For simplicity, if no arguments of these functions are given, \( \mathcal{H}_0^L(\lambda, 0) \) and \( \hat{\mathcal{H}}_0^L(0, 0) \) must be understood. The last step of the computation reduces to calculating some initial conditions, which now are

\[
\mathcal{H}_0^L(\lambda, \alpha) = \langle 0 | C(\lambda) C(\xi + \alpha) C(\xi) B(\mu_1) B(\mu_2) B(\mu_3) | 0 \rangle,
\]

(C.13)

\[
\hat{\mathcal{H}}_0^L(\alpha, \beta) = \mathcal{H}_0^L(\xi + \alpha, \beta).
\]

(C.14)

These functions can be easily computed using equations (2.37). However, we are not going to present the explicit expression for these scalar products because of its length and
because we want to show the way to solve the recurrence relation rather than obtaining
the explicit value of the correlation function.

The functional dependence of $\mathcal{H}_1$ on $\mathcal{H}_0$ is repeated for a given value of $n$ and the lower
correlator. That is, in the limit $\alpha \to 0$ the recurrence relation for $\mathcal{H}_{n+1}^L$ is given by

$$
\mathcal{H}_{n+1}^L = (1 + ic(\lambda) + c(\lambda)^2) \mathcal{H}_n^L + (i - c(\lambda)) \mathcal{D}\mathcal{H}_n^L - 2c(\lambda)^2 \dot{\mathcal{H}}_n^L .
$$

(C.15)

Therefore, for the second correlation function, we have

$$
\mathcal{H}_2^L = (1 + ic(\lambda) + c(\lambda)^2) \mathcal{H}_1^L + (i - c(\lambda)) \mathcal{D}\mathcal{H}_1^L - 2c(\lambda)^2 \dot{\mathcal{H}}_1^L .
$$

(C.16)

As we already know $\mathcal{H}_1^L$, it only remains to find the other two functions entering (C.16).
This can be done using the equations that we have obtained along this appendix. We get

$$
\mathcal{D}\mathcal{H}_1^L = c(\lambda)^3 \mathcal{H}_0^L + (1 + ic(\lambda)) \frac{\partial \mathcal{H}_0^L(\lambda, \alpha)}{\partial \alpha} \bigg|_{\alpha=0} + \frac{i(1 + ic(\lambda))}{2} \frac{\partial^2 \mathcal{H}_0^L(\lambda, \alpha)}{\partial \alpha^2} \bigg|_{\alpha=0} - 2c(\lambda)^3 \dot{\mathcal{H}}_0^L - 2c(\lambda)^2 \frac{\partial \dot{\mathcal{H}}_0^L(0, \alpha)}{\partial \alpha} \bigg|_{\alpha=0},
$$

(C.17)

$$
\dot{\mathcal{H}}_1^L(\beta, 0) = \left(1 + \frac{i}{\beta} + \frac{1}{\beta^2}\right) \dot{\mathcal{H}}_0^L(\beta, 0) + \left[i - \frac{1}{\beta}\right] \frac{\partial \dot{\mathcal{H}}_0^L(\beta, \alpha)}{\partial \alpha} \bigg|_{\alpha=0} - \frac{i}{\beta} \frac{\partial \dot{\mathcal{H}}_0^L(0, \alpha)}{\partial \alpha} \bigg|_{\alpha=0},
$$

(C.18)

$$
\dot{\mathcal{H}}_1^L = \dot{\mathcal{H}}_0^L + 2i \frac{\partial \dot{\mathcal{H}}_0^L(0, \alpha)}{\partial \alpha} \bigg|_{\alpha=0} + \frac{1}{2} \frac{\partial^2 \dot{\mathcal{H}}_0^L(0, \alpha)}{\partial \alpha^2} \bigg|_{\alpha=0} - \frac{\partial^2 \dot{\mathcal{H}}_0^L(0, \alpha)}{\partial \alpha \partial \beta} \bigg|_{\alpha=0, \beta=0},
$$

(C.19)

which reduce again to some dependence on the initial conditions we have described before.

An identical computation can be done for $\mathcal{H}_3^L$,

$$
\mathcal{H}_3^L = (1 + ic(\lambda) + c(\lambda)^2) \mathcal{H}_2^L + (i - c(\lambda)) \mathcal{D}\mathcal{H}_2^L - 2c(\lambda)^2 \dot{\mathcal{H}}_2^L .
$$

(C.20)
Now, besides $\mathcal{H}_L^L$, that has been calculated just before, we need

$$
\mathcal{D}\mathcal{H}_2^L = c(\lambda)^3 \mathcal{H}_1^L + (1 + ic(\lambda))\mathcal{D}\mathcal{H}_1^L + \frac{i(1 + ic(\lambda))}{2}\mathcal{D}^2\mathcal{H}_1^L
- 2c(\lambda)^2 \left( c(\lambda) \hat{\mathcal{H}}^L_1 + \mathcal{D}\hat{\mathcal{H}}^L_1 \right),
$$

(C.21)

$$
\mathcal{D}^2\mathcal{H}_1^L = 2c(\lambda)^4 \mathcal{H}_0^L + (1 + ic(\lambda)) \frac{\partial^2\mathcal{H}_0^L(\lambda, \alpha)}{\partial\alpha^2} \bigg|_{\alpha=0} + \frac{i(1 + ic(\lambda))}{3} \frac{\partial^3\mathcal{H}_0^L(\lambda, \alpha)}{\partial\alpha^3} \bigg|_{\alpha=0}
- 4c(\lambda)^4 \hat{\mathcal{H}}_0^L - 4c(\lambda)^3 \frac{\partial\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha} \bigg|_{\alpha=0} - 2c(\lambda)^2 \frac{\partial^2\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha^2} \bigg|_{\alpha=0},
$$

(C.22)

$$
\mathcal{D}\hat{\mathcal{H}}_1^L = \frac{\partial\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha} \bigg|_{\alpha=0} + \frac{i}{2} \frac{\partial^2\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha^2} \bigg|_{\alpha=0} + \frac{i}{2} \frac{\partial^2\hat{\mathcal{H}}_0^L(\alpha, \beta)}{\partial\alpha\partial\beta} \bigg|_{\alpha=0}
+ \frac{1}{3!} \frac{\partial^3\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha^3} \bigg|_{\alpha=0} - \frac{1}{2} \frac{\partial^3\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha\partial\beta^2} \bigg|_{\alpha=0, \beta=0},
$$

(C.23)

$$
\hat{\mathcal{H}}_2^L = \hat{\mathcal{H}}_0^L + 4i \frac{\partial\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha} \bigg|_{\alpha=0} - 4 \frac{\partial^2\hat{\mathcal{H}}_0^L(\alpha, \beta)}{\partial\alpha\partial\beta} \bigg|_{\alpha=0, \beta=0} + \frac{i}{2} \frac{\partial^3\hat{\mathcal{H}}_0^L(0, \alpha)}{\partial\alpha^3} \bigg|_{\alpha=0}
- \frac{3i}{2} \frac{\partial^3\hat{\mathcal{H}}_0^L(\alpha, \beta)}{\partial\alpha\partial\beta^2} \bigg|_{\alpha=0, \beta=0} - \frac{1}{3!} \frac{\partial^4\hat{\mathcal{H}}_0^L(\alpha, \beta)}{\partial\alpha\partial\beta^3} \bigg|_{\alpha=0, \beta=0} + \frac{1}{2!^2} \frac{\partial^4\hat{\mathcal{H}}_0^L(\alpha, \beta)}{\partial\alpha^2\partial\beta^2} \bigg|_{\alpha=0, \beta=0}.
$$

(C.24)

The cases with higher values of $n$ can be obtained along similar lines.

To conclude our analysis, we will brief comment on the calculation of correlation functions $\langle 0 | \sigma_k^+ \sigma_i^+ \sigma_m^+ | \mu \rangle$, with general values of $k$, $l$ and $m$. In this case, the value of $n$ in $\mathcal{H}_n^L$ will be proportional to the separation of $l$ and $m$. But it still remains to separate $k$ from $l$. This last step can be solved using the tools from section 4.3.3, because the problem in both cases is the same.
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