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1. Introduction

The coronavirus 2019 (COVID-19) was first identified and reported in patients with severe respiratory illnesses in Wuhan, China. The virus was a novel member of the coronavirus family, scientifically named Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) [1–3]. Since its discovery, more than sixty million infection cases have been reported, including nearly 1.5 million fatalities [4]. The most worrisome features of SARS-CoV-2 are its apparent ability to spread readily, causing severe health problems in high-risk patients and the elderly, and its tendency to genetically mutate and recombine [5–7].

Coronavirus members belong to the subfamily Coronovirinae, the family Coronaviridae, and the Nidovirales order [8]. They are zoonotic pathogens transmitted to humans by direct contact with infected animals; many scientific reports claim SARS-CoV-2 originated in bats and transmitted to humans via intermediate host animals in a seafood market [9–11]. Coronaviruses’ genome is a single-stranded positive-sense RNA (+ssRNA) molecule with a genomic size range between 27–32 kbp, which contains at least six open reading frames (ORFs) [12–14]. The first ORFs (ORF1a/b) encodes a polyprotein1a,b (pp1a, pp1b), while the other ORFs located at the 3’ end encode at least four structural proteins: envelop glycoprotein spike (S), responsible for recognizing host cell receptors, Membrane (M) proteins, responsible for shaping the virions, the Envelope (E) proteins, responsible for virions assembly and release, and the Nucleocapsid (N) proteins, involved in packaging the RNA genome in the virions with roles in pathogenicity as an interferon (IFN) inhibitor [15,16]. In addition to the four main structural proteins, structural and accessory proteins are
species-specific, such as HE protein, 3a/b protein, and 4a/b protein. Upon entrance of the viral genome into the cytoplasm of the target cell, the positive-sense RNA genome translates into two polyproteins 1a,b (pp1a, pp1b), and are then processed into 16 Non-Structural Proteins (NSPs) to form a replication-transcription complex (RTC) that is involved in genome transcription and replication [17,18].

SARS-CoV-2 is the third novel coronavirus to cause a large-scale epidemic or pandemic in the current century after the SARS-CoV (SARS) in 2003 [19] and the Middle East Respiratory Syndrome Coronavirus (MERS) in 2012 [20] defined by WHO. As a large group of viruses with large crown-like peplomers, they are common among many animals and can cause gastrointestinal illnesses and respiratory diseases in humans. Before the SARS-CoV epidemic in 2003, this virus family was not considered deadly in humans and was thought to only cause mild symptoms in immunocompetent individuals, with a chance of lower respiratory illnesses such as pneumonia and bronchitis. However, in 2003, the first pandemics of the 21st century was caused by SARS in China, and MERS was reported in Saudi Arabi [21–23]. With a high fatality rate of 34.4%, MERS was confirmed to have infected approximately 2500 people, including 861 fatalities [24].

Deep learning and neural networks can learn from data that has gained immense attention in the recent SARS-COV-2 outbreak and pandemic. Artificial intelligence and deep learning methods have been used to diagnose and treat SARS-COV-2 by many researchers [25–27]. Recently, we developed a novel, robust, and reliable deep learning method by combining image processing techniques and Convolutional Neural Network (CNN) to analyze raw protein sequences. The proposed method could predict different influenza A virus subtypes by their surface protein sequences with 100% accuracy in our previously published work [28].

In the present study, to search for the cause of different pathogenicity and fatality rates in the three coronaviridae family members, we
converted the genomic and protein sequences of the SARS-COV-2, SARS, and MERS into a polynomial and binary image datasets (with each nucleotide or amino acid position as a variable/feature). Polynomial datasets were analyzed by attribute weighting (or feature selection) models to find the key differences in nucleotide positions in the three virus classes and any possible relations between the virus’s pathogenicity and its nucleotide sequences. Convolution deep neural networks analyzed binary genomic and proteomic datasets to develop a machine-learning algorithm to automatically distinguish between the three virus classes.

2. Materials and methods

This study’s flowchart is presented in Fig. 1. 1261 SARS-COV-2, 4699 SARS, and 136 MERS sequences in FASTA format were downloaded from the NCBI nucleotide website (https://www.ncbi.nlm.nih.gov/nuccore). The sequences were then converted to polynomial datasets (single nucleotide treated as an attribute; dataset contained ~ 30,000 attributes or variable) with the classes of viruses (two or three classes depending on the comparison techniques) set as the target variable.

As the spike (S) protein plays the most important role in receptor recognition and cell membrane fusion, the amino acids’ sequences of three viruses (SARS-COV2 with 2442 sequences, SARS with 2731 sequences and MERS with 349 sequences) were downloaded from NCBI; converted to polynomial datasets and compared with image processing algorithms (as follows).

2.1. Attribute weighting

The polynomial datasets were imported into RapidMiner software (RapidMiner GmbH, Westfalendamm 8744141 Dortmund, Germany). To identify the most important features or attributes (or nucleotide
Fig. 3. The results of seven attribute weighting models applied on the SARS-COV-2 vs. MERS, SARS-COV-2 vs. SARS, and SARS-COV-2 vs. MERS vs. SARS polynomial dataset. Weights closer to 1.0 show the most important variables (nucleotide positions).
position) that differ between SARS-COV-2, SARS, and MERS viruses, the following attribute weighting algorithms were applied to the dataset; as fully described in our previous papers [29,30]:

1. Weight by Information Gain

Attributes’ weights are computed using the information gain algorithm; the higher the feature’s weight, the more relevant or important it is considered.

2. Weight by Information Gain Ratio

This model calculates the weight of attributes by using the information gain ratio; to solve the drawback of information gain.

3. Weight by Rule

The weights are calculated by constructing a single rule for each attribute and calculating the errors. The higher the weight of an attribute, the more relevant it is considered.

4. Weight by Chi-squared statistic

The chi-squared statistic of the nonparametric statistical technique is used to calculate the weights of attributes concerning the class attribute, to determine if a distribution of observed frequencies differs from the theoretically expected frequencies.

5. Weight by Gini Index

The attributes’ weights are calculated for the target or label attribute by computing the Gini index of the class distribution when the dataset is split according to the attribute.

6. Weight by Uncertainty

By measuring the symmetrical uncertainty for target or label attribute, the weight of attributes is calculated. The higher the weight of an attribute, the more relevant it is considered.

7. Weight by Relief

Relief, a simple and effective algorithm, is considered one of the most prominent models for assessing the quality of features. The quality of features is computed based on their values distinguishing between the same and different classes near each other.

2.2. Image processing algorithms and virus classification

Each amino acid or nucleotide position was considered as a variable/feature. As the longest virus sequence comprises 29,999 nucleotides, the same number of features or columns, plus one more for the target variable, were created. Polynomial datasets were converted to binary images as described in our previous paper [28]. Each image’s dimension was set as $29,999 \times 5$ for the genomic sequences (ATCG and N – for not determined nucleotide). For each binary column, only one white pixel was considered. If the DNA sequence matched A, the first column was set as white, and the next four columns were black. For the C sequence, the second pixel, G the third, T the fourth and, N the fifth column was set as a white pixel. Using this method, the length of the binary image equals to the length of the sequence. Polynomial protein sequence datasets were converted to binary images as described in our previous paper [28]. For the amino acid datasets, 20 columns or features (plus one more for the target variable) were created and converted into binary images, based on our abovementioned published paper (Fig. 2A and B).

Binary (image) databases were analyzed by the Convolution deep Neural Networks (CNN), with three convolutions, pooling, and fully connected major layers. Full details of each layer and its functions have been previously described [28]. Here, the convolution layer made of 30,000 neurons (15,000 × 2) was set as the first input layer with a 2 × 12 filter and one stride. Then a Rectified Linear Unit (ReLU) layer was added to zero the resulting matrix’s negative values. To prevent over-fitting, a Max Pooling layer (7500 × 2 window) was placed after the convolutional layer to reduce the data’s size. The Softmax layer takes the Max Pooling layer’s output and converts it into the probability distribution of the classes (a number between 0 and 1, where the sum of the numbers equals one). The fourth layer of Convolution converted each image into a vector of $3750 \times 1$ (with ten filters and step one) and fed it again to another ReLU layer to zero the negative numbers. A fully connected layer with 30 neurons, and another ReLU layer followed by another fully connected layer with 2 or 3 neurons (based on the target feature classes, two or three classes of viruses), a Softmax layer, and finally a classification layer to determine the class of viruses applied. A GABOR filter with a 90-degree angle on horizontal images was applied to the binary image datasets at the preprocessing stage. The designed CNN was trained with 80% of the data, tested with 10%, and evaluated with the remaining 10% of the data with 20 epochs (see Fig. 1).

3. Results and discussion

Seven attribute weighting (or feature selection) models were utilized on 1262 SARS-COV-2, 4699 SARS, and 136 MERS sequence datasets. Each attribute weighting algorithm computes a weight for each variable (about 30,000 variables of viruses’ sequences generated) regarding the target or label variable (a column containing the virus class). The computed weights are normalized into intervals between 0 and 1; weights closer to 1.0 indicate that the target variable (the class of virus) can be realized using said variable. The variables (or nucleotide positions) that cannot differentiate between the target variable (the class of virus) gained weights close to 0.

3.1. SARS-COV-2 vs. MERS nucleotide attribute weighting

Five models out of seven gave weights higher than 0.70 to the 29,617th nucleotide position, while the Gini index, Chi-Squared, and Info gain models gave the weight of 1.0 to this feature. It means that by using this feature, Gini index, Chi-Squared, and Info gain models can distinguish between SARS-COV-2 and MERS viruses. As seen in Fig. 3-A, the other most important nucleotide positions identified by attribute weighting models were all located after the 29,417th nucleotide position.

- **SARS-COV-2 vs. SARS nucleotide attribute weighting**

In addition to the 22,297th and 22,356th nucleotide positions, nine other variables, between the 29,841th and 29,862nd positions, were given the highest possible weight of 1.0 by Rule and Info Gain attribute weighting models (Fig. 3-B).

- **SARS-COV-2 vs. SARS vs. MERS nucleotide attribute weighting**

In addition to the 22,297th and 22,417th nucleotide positions, nine other variables, between the 29,992nd and 29,999th positions, were given the highest possible weight of 1.0 by Rule and Info Gain attribute weighting models (Fig. 3-C).

- **Comparison of the 3’UTR of SARS-COV-2 and SARS**

The results of the attribute weighting models showed that nucleotides after the 29,400th position (which are almost entirely located at the 3’UTR) were the most important features in classifying the
Fig. 4. The results of seven attribute weighting models applied on the 3'UTR sequences of SARS-COV-2 vs. MERS, SARS-COV-2 vs. SARS, and SARS-COV-2 vs. MERS vs. SARS polynomial dataset. Weights closer to 1.0 show the most important variables (nucleotide positions).
above mentioned viruses. Genomic dataset of the 3’UTR of SARS-COV-2 and SARS viruses were extracted from the original Fasta file. All seven attribute weighting models selected the 29,683rd nucleotide as the most important feature for differentiating between the SARS-COV-2 and SARS viruses. Four (out of seven) models gave a weight of 1.0 to this nucleotide position, and three others allocated weights of 0.9, 0.8, and 0.6. As seen in Fig. 4, all important nucleotide positions were located after the 29,830th position (Fig. 4-A).

- **Comparison of the 3’UTR of SARS-COV-2 and MERS**

  The 29,617th and 29,621th positions were the two most important features selected by at least five attribute weighting models with weights higher than 0.7 (Fig. 4-B).

- **Comparison of the 3’UTR of SARS-COV-2, MERS, and SARS**

  When seven attribute weighting models compared the 3’UTR sequences of the three viruses, the only important nucleotide selected as the most important feature by four out of seven models, with weights higher than 0.95, was the 29,683rd nucleotide position. Also, six models gave this variable a weight higher than 0.5 (Fig. 4-C).

  The results of all attribute weighting models on viral polynomial datasets are presented in supplementary tables.

3.2. **Binary image processing of the Spike (S) proteins of SARS-COV2, SARS and MERS**

  The CNN model ran on image datasets of Spike (S) proteins of three classes of viruses (with 2442 SARS-COV-2, 2731 SARS, and 349 MERS sequences). The model accuracy in classifying the three classes of viruses based on their S proteins was just 48%. Other performance criteria such as precision and sensitivity were also less than 0.50 as shown in Fig. 5.

3.3. **Binary image processing of 3’UTR and Nucleoproteins**

  Based on the attribute weighting results, the most prominent differences were found at the end of the genomic positions, corresponding to the viruses’ nucleoprotein sequence. For further investigation, the genomic sequences of 3’UTR and proteomic sequences of nucleoproteins were extracted and subjected to the following image processing technique:

- **Binary image processing of SARS-COV-2 and SARS nucleoproteins**

  Convolution neural network was applied on SARS-COV-2 and SARS viruses’ binary image dataset. The dataset was divided into three parts, training set (80% of the data), test set (10% of the data), and validation set (10% of the data). As seen in the confusion matrix of Fig. 5, the CNN model was able to clearly differentiate between class 1 and class 2 (Fig. 6-A).

- **Binary image processing of SARS-COV-2 and MERS**

  Binary images of SARS-COV-2 and MERS protein sequences were trained, tested, and validated by the CNN model. The model correctly predicted their class from 59 samples in class 1 (SARS-COV-2; in 10% test dataset); the same was true for the 1132 samples of MERS in class 2.

  As seen in the confusion matrix (Fig. 6), the CNN model’s prediction accuracy was 100% in the two virus classes. Even when the trained CNN model was applied on just the validation set, the model accuracy was again 100% (Fig. 6-B).

- **Binary image processing of nucleoprotein of SARS-COV-2, SARS, and MERS**

  The CNN model’s confusion matrix ran on image datasets of three viruses (59 SARS-COV-2, 1132 SARS, and 20 MERS viruses) shown in Fig. 6 with 100% accuracy. The model’s performance for classifying four classes (class 1 = MERS, class 2 = SARS-COV-2, and class 3 = SARS) of viruses were at the highest possible rate (Fig. 6-C).

- **Binary image processing of SARS-COV-2 and SARS 3’UTR**

  SARS-COV-2 and SARS datasets were converted to binary images and analyzed by CNN. Eighty percent of the data were selected as a training set, and the two remaining 10% portions of the data were regarded as test and validation sets. As seen in Fig. 7-A, the CNN model’s accuracy in predicting the right classes of SARS or SARS-COV-2 was 0.99, while its precision and specificity were 98% with FPR of less than 1%.

- **Binary image processing of SARS-COV-2 and MERS 3’UTR**

  The precision, sensitivity, specificity, accuracy, and FPR of the developed CNN model on 80% of binary image datasets of SARS-COV-2 and SARS and tested on 10% test dataset were 100%, 0.93, 100%, 99%, and 0%, respectively (Fig. 7-B).

- **Binary image processing of SARS-COV-2, SARS, and MERS 3’UTR**

  CNN analyzed binary image datasets of SARS-COV-2 and SARS, and the result was shown in Fig. 7-C. The dataset was divided into three parts: training set (80% of the data), test set (10% of the data), and validation set (10% of the data). The model accuracy was 100% in the two virus classes. Even when the trained CNN model was applied on just the validation set, the model accuracy was again 100% (Fig. 7-B).
validation set (10% of the data). The developed model clearly classified all three classes of viruses into the right category with the highest possible accuracy of 100%.

4. Discussion

Convolution neural network combined with image processing techniques has been applied in numerous research areas, including vehicle license plate detection, face recognition, and medical image pattern recognition [31]. Recently, image processing techniques have been used in diagnosing coronavirus patients via chest x-ray images, PET, and SPECT imaging [32,33]. In this study, for the first time ever, we developed and deployed image processing, CNN algorithms, and machine-based prediction tools to differentiate between the three
members of the coronaviridae virus family. Herein, we again confirmed that the combination of deep neural networks and image processing techniques could be successfully employed to accurately classify SARS-COV-2, SARS, and MERS viruses by using their raw genomic and proteomic sequences. Firstly, the models were trained with 80% of the data, tested with 10%, and validated using the remaining 10%. Highly accurate models were used to convert the raw sequences into binary images in merely a few seconds, and the CNN + image processing techniques were subsequently applied to calculate the relation between image features and the virus classes. The raw sequences were directly converted to binary images (not polynomial datasets) and were then processed by machine-based learning algorithms to determine the class of viruses with 100% accuracy.

The models used here have been developed and validated in our

| Actual | Predicted SARS | Predicted COVID-19 | Predicted MERS | Predicted COVID-19 | Predicted SARS |
|--------|----------------|-------------------|----------------|-------------------|----------------|
| SARS   | 46             | 1                 | 13             | 0                 | 13             |
| COVID-19| 1              | 113               | 1              | 127               | 1              |
| FNR    | 0.01           |                   |                |                   |                |
| FNP    | 0.99           |                   |                |                   |                |
| Accuracy| 0.99           |                   |                |                   |                |

**Fig. 7.** Confusion matrix of MERS, SARS-COV-2, and SARS viruses’ 3’UTR sequences analyzed by CNN model, showing the model accuracy, sensitivity, specificity, FNR, FNP and precision in predicting the right class.
In this study, machine-based learning deep CNN models were also capable of classifying the three coronaviridae viruses based on either genomic or proteomic raw sequences with 100% accuracy. Thus, confirming our previous finding that this novel image recognition approach can be used as a simple, fast, and highly accurate tool for the classification of microorganisms. Even when the three coronaviruses were compared with the influenza A virus (unpublished results), the proposed models discriminated the four classes of viruses with the same accuracy (100%), proving this approach’s suitability among different virus families. When a predictive model showed the uppermost achievable accuracy of 100%, the model overfitting should always be checked. We have already excluded any potential of the developed model overfitting, carefully following the scientific approaches to rule-out this possibility (for more details and discussion, please see our previous paper [28]).

The importance of attribute weighting in selecting the most varying and important discriminatory features between classes has been previously reported. The models have been successfully used to find the different features among healthy and non-healthy patients [34,35], thermostable and un-thermostable enzymes [29], and even for subtyping the influenza viruses [35]. Combining this approach with other data mining tools, such as machine learning prediction and meta-analyses, has opened new vistas in bioinformatics classifications [30,36–38]. Herein, we employed the same procedures to find the prominent nucleotide positions that differ among the three classes of the coronaviridae virus family. As each model uses specific statistical methods to define the relation between each feature of the virus classes, it is expected that the outcome weights may be different. Therefore, the average or the sum of weights has proven a suitable classifier among three classes of viruses, which could be due to the evolutionary pattern and conserved nonstructural architecture.

In conclusion, novel image recognition convolution deep learning network algorithms and attribute weighting models were used to trace the structural differences at raw genomic and proteomic sequences for the three coronaviridae family members. The findings confirmed that this approach can easily be used to compare the genome and proteome of microorganisms. The simple, highly accurate, and expedient approach presented here can also be applied to many other biological issues. The structural differences at the end regions of the viruses highlighted by the attribute weighting and image processing models may play significant roles in viral pathogenesis and warrant further investigation.
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