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Abstract

Context. The availability of clean and diverse labeled data is a major roadblock for training models on complex tasks such as visual question answering (VQA). The extensive work on large vision-and-language models has shown that self-supervised learning is effective for pretraining multimodal interactions. In this technical report, we focus on visual representations. We review and evaluate self-supervised methods to leverage unlabeled images and pretrain a model, which we then fine-tune on a custom VQA task that allows controlled evaluation and diagnosis. We compare energy-based models (EBMs) with contrastive learning (CL). While EBMs are growing in popularity, they lack an evaluation on downstream tasks.

Findings. Both EBMs and CL can learn representations from unlabeled images that enable training a VQA model on very little annotated data. In a simple setting similar to CLEVR, we find that CL representations also improve systematic generalization, and even match the performance of representations from a larger, supervised, ImageNet-pretrained model. However, we find EBMs to be difficult to train because of instabilities and high variability in their results. We, therefore, investigate other purported benefits of EBMs. They prove useful for OOD detection, but other results on supervised energy-based training and uncertainty calibration are largely negative.

Conclusions. (1) We make the encouraging observation that self-supervised visual pretraining allows displacing some of the requirements for training data from the main/supervised to a pretraining/unsupervised stage. (2) CL currently seems a preferable option over EBMs. To our surprise, EBMs could not achieve the benefits purported in the literature, even in a toy setting.

1. Introduction

The availability of large-scale diverse datasets has been a driving force in deep learning research for computer vision as well as natural language processing (NLP). Tasks like visual question answering (VQA), that combine vision and language and involve complex reasoning, require a large amount of aligned visual and textual data for training. The generation of such data involves human annotators, making it expensive and time-consuming. Moreover, task-specific data collection from humans often introduces biases and noise in the data [40, 41] that are subsequently difficult to deal with during training [65, 66] or evaluation [14, 67].

Early methods for VQA made use of pretrained image models [2, 31] and language features [55, 60]. Most recent work has focused on pretraining general-purpose vision-and-language models [11, 49, 51, 64]. These models are pretrained with self-supervised objectives, which alleviates the need for tasks-specific VQA training examples, but they usually require aligned vision and language, such as images with captions. This motivates our exploration of self-supervised methods for pretraining the visual encoder, which only requires unlabeled images.

Our study explores the potential benefits of two popular self-supervised paradigms, energy-based models (EBMs) and contrastive learning (CL). These are applied specifically to visual data. Our findings are therefore particularly relevant to the training of vision-and-language models for particular visual domains (e.g. industrial or medical images) where little annotated data is available. We conduct our experiments with a simple VQA model and a custom toy task similar to CLEVR [39], which allows a controlled evaluation. Unlike most recent papers on vision and language, we do not deal with large-scale datasets nor large transformer-based models.

An important novelty of this study is the consideration of EBMs. Generative models are generally attractive in unsupervised machine learning [22, 44]. EBMs in particular have
grown in popularity [20, 24, 79] because they were shown to be also effective on discriminative tasks, with claims of improved calibration, robustness, and out-of-distribution (OOD) detection capabilities. The current literature however lacks evaluations on complex downstream tasks, which we partly remedy.

The contents of this report are summarized as follows.

1. We review the general concepts behind energy-based models (EBMs) and contrastive learning (CL).
2. We devise a simple VQA setting with data similar to CLEVR, and a simple CNN–LSTM model. Both allow a constrained and controlled evaluation, including OOD generalization (novel object/color combinations at test time).
3. In this setting, we compare EBMs with CL (SimCLR [10]) for pretraining visual representations used by the VQA model. Both methods are effective and allow training the VQA model with little annotated data. However, EBMs are practically difficult to train.
4. We compare EBMs with CL for OOD detection of images, which could serve in VQA for determining unanswerable cases at test time. EBMs are generally more reliable, but they can fail when ID and OOD data are visually similar.
5. We investigate potential benefits of supervised energy-based training of the VQA model itself, using JEM [24] and CEBM [19]. Our results are mixed, with some improvements in accuracy (at the expense of a finicky training), but none of the expected improvements in calibration.

2. Related work

Training VQA models. Visual question answering is a popular task to evaluate the progress of AI on vision and language [69, 74]. Early work on VQA trained models with supervision from question/image/answer triplets. These models (e.g. [68]) used visual features from a CNN or object detector [2] itself trained with supervision from annotated datasets such as ImageNet [15] or Visual Genome [45]. Modern approaches to VQA use large-scale transformer models trained with self-supervised objectives on vision-and-language data (e.g. [64]), before being fine-tuned with supervision of VQA triplets. The self-supervision in these models serves to learn correspondences across the visual and textual modalities, and the visual inputs are often processed by a pretrained visual encoder. Recent exceptions that appeared after our study include ViLT [43] and VLC [25], which take image patches as input, and MDETR [42], X-DETR [8], SOHO [38], TxT [62] and E2E-VLP [78], which jointly train an object detector.

Energy-based models (EBMs) offer an attractive framework to unify various areas of machine learning, and also lead to a new class of generative models. See [48] for an early tutorial. Recent studies [20, 57, 58] have investigated training techniques that enable the application of EBMs to high-dimensional data and address issues of training stability. EBMs have been applied to various areas including image generation [4, 18, 20, 29, 76, 77], graph generation [63], image classification [24], regression [27, 28], continual learning [50] and natural language processing [17, 32, 71].

Contrastive learning (CL) is one of the most popular approaches to learn representations of high-dimensional data such as images without access to training labels. A contrastive training objective essentially trains a model to differentiate between similar and dissimilar samples. While early application in computer vision [6,30,34,59,70,75,80] could not compete with supervised training, recent methods such as SimCLR [10] and SwAV [9] introduced novel data augmentations and architectural modifications that narrowed this gap and can now compete with the supervised paradigm. In this work, we apply contrastive learning to the visual question answering task. Another VQA method that incorporates contrastive loss was proposed by Whitehead et al. [73], where the model is trained on image-question pairs in a self-supervised manner. In contrast, in this work we utilize images without any additional annotations.

3. Background

The setup of our main experiments consists in pretraining a convolutional neural network (CNN) on unlabeled images with self-supervision. This CNN is then used as the visual encoder of a VQA model. The CNN is fine-tuned while training the VQA model with question/image/answer examples. With this setup, we investigate whether visual pretraining can facilitate the training of the VQA model (e.g. with less task-specific data) and/or improve its generalization capabilities. Our work does not introduce new methods besides the adaptation of EBMs and contrastive learning to the pretraining of visual representations for VQA.

This section reviews the methods used under a common technical umbrella. This background justifies the comparison of these methods in a same study and it sets the stage in terms of expectations for our experiments of Section 5.
3.1. A common self-learning objective

The self-supervised learning objective of the interest in this report can be described as:

\[ L_\theta(x) = -\mathbb{E}_{x \sim D} \left[ \log \left( \hat{p}_\theta(x) \right) \right], \]

\[ \hat{p}_\theta(x) = \frac{\exp \left( \text{score}(f_\theta(x)) \right)}{Z(\theta)}, \]

(1)

where \( x \in \mathbb{R}^d \) is an input (unlabeled image), \( f_\theta : \mathbb{R}^d \to \mathbb{R}^d \) is the neural network of parameters \( \theta \) that learns a mapping from inputs to an embedding space, \( Z(\theta) \) is a normalizer and \( D \) is our dataset of unlabeled examples. Different choices of score function and normalizer give rise to different self-supervised learning algorithms. In particular, considering EBMs [76] and the popular SimCLR [10] method for CL:

- The score function in EBMs is learnable. It is implemented as a separate neural network that maps an embedding to a scalar that represents an unnormalized density of the input. SimCLR uses a predetermined score function. It uses the similarity of the embeddings of different views to indicate samples. SimCLR uses a predetermined score function. In the absence of ground-truth annotations, all training examples are considered “dissimilar” from one another. “Similar” pairs are obtained by generating several views of each example with data augmentations.

3.2. Energy-based models

Energy-based models (EBMs) are a form of generative model that relies on an energy function to capture dependencies between the random variables to be modeled. The energy function maps each configuration of variables to a scalar energy value. It is optimized such that observed values (i.e. the training examples) have a low energy. In EBM, the estimation of \( Z(\theta) \) is simpler in SimCLR but the choice of the samples use is important.

\[ \text{score}(f_\theta(x)) = E_\theta(f_\theta(x)), \]

(2)

where \( E_\theta : \mathbb{R}^d \to \mathbb{R} \) is the energy function (with abuse of notation, we denote all parameters with \( \theta \)), and \( Z(\theta) = \int \exp \left( E_\theta(f_\theta(x)) \right) dx \) is the partition function. With this definition of \( Z \), we have \( p_\theta(x) = \hat{p}_\theta(x) = \exp \left( E_\theta(f_\theta(x)) \right) / Z(\theta) \), a proper density function that represents the distribution of input data. In this work, we implement the energy function with a CNN that takes an image as input and returns a scalar.

3.3. Contrastive learning

Contrastive learning (CL) is another self-supervised technique whose core idea is to learn data representations such that similar samples are grouped together and dissimilar ones are pushed apart. In the absence of ground-truth annotations, all training examples are considered “dissimilar” from one another. “Similar” pairs are obtained by generating several views of each example with data augmentations.
(i.e. hard-coded transformations that do not affect the semantic contents of the image). The key components of CL are (1) the data augmentations, (2) the encoding function mapping pixels to the embedding space, and (3) the contrastive loss that maximizes the similarity between encodings of similar pairs and minimizes that of dissimilar ones, as illustrated in Figure 2.

On a high level, CL proceeds as follows. Each training example $x$ is transformed with two sets of augmentations into a pair of views $x$ and $x'$. They are passed through an encoding function such as a CNN to obtain representations. These form a positive pair, while combinations of views from different examples form negative pairs. The training objective then maximizes the similarity of positive pairs while minimizing that of negative ones. A common implementation of this objective is the normalized temperature-scaled cross-entropy loss over the cosine similarity of representations:

$$
\text{score}(x, x') = \frac{f_\theta(x)^T f_\theta(x')}{\tau \|f_\theta(x)\| \|f_\theta(x')\|},
$$

where $\tau$ is a temperature hyperparameter. Further,

$$
Z_{CL}(\theta) = \sum_k \exp(\text{score}(f_\theta(x), f_\theta(x_k))) \quad x \neq x_k.
$$

Here, $x_k$ samples are usually chosen to be paired with the current mini-batch during SGD. The overall loss is the sum over all positive pairs in the current mini-batch.

![Figure 2. High-level illustration of contrastive learning.](image)

### 3.4. VQA Model

In our main experiments we use a simple VQA model that is built from a pretrained visual encoder as follows. We combine a visual encoder $f^I$ (a CNN) with a question encoder $f^Q$ (an LSTM). They respectively process an image $x'$ and question $x^Q$ into representations $v \in \mathbb{R}^{D_I}$ and $q \in \mathbb{R}^{D_Q}$:

$$
v = f^I_\theta(x') \quad \text{and} \quad q = f^Q_\theta(x^Q)
$$

These are concatenated into a single vector $p = [v, q], p \in \mathbb{R}^{D_I + D_Q}$. This vector is passed through an MLP classifier to obtain answer scores $y = f^{CLS}(p)$, with $y \in \mathbb{R}^A$ where $A$ is the size of a set of candidate answers. The model is trained with supervision on question/image/answer triplets to minimize a cross-entropy loss:

$$
\text{softmax}(y_i) = \frac{\exp(y_i)}{\sum_j \exp(y_j)} ,
$$

$$
L_{CE} = - \sum_{i=1}^A \hat{a}_i \cdot \log(\text{softmax}(y_i))
$$

where $\hat{a} \in \{0, 1\}^A$ denotes the one-hot (multi-hot) vector of the ground-truth answer(s), and $i$ indexes vector elements.

### 4. Our implementation

Our VQA model is a simple CNN–LSTM architecture, commonly used as a baseline in early work on VQA [3, 54, 61]. We settled on this simple option because it reduces the training instabilities arising when training EBMs within more complex architectures [19, 20]. The CNN in this architecture is the EBM version of a ResNet [31] from Du et al. [19]. The same ResNet backbone is used in all pretraining and fine-tuning experiments to enable transfer learning. We only modify its last few layers for each pretraining task, as discussed below.

For EBM pretraining, we append the CNN model with a linear layer producing a scalar energy value. To facilitate the training we incorporate three changes proposed by Du et al. [19]. (1) We use a replay buffer to store previously generated samples that are randomly chosen to reinitialize the sampling chain (Equation 5) instead of the uniform noise. (2) We apply random data augmentations (cropping, horizontal flipping, blurring, and color distortions) to images sampled from the buffer, which improves the diversity and mixing of the sampling chain. (3) We include additional losses that improve the contrastive-divergence training (see [19] for details).

For contrastive pretraining, we use the popular SimCLR method [10]. The standard SimCLR uses a standard ResNet-50 to extract visual representations and an additional projection head into the space where the contrastive loss is applied. We swap the ResNet-50 for the one mentioned above and keep the standard projection head (a 1-layer MLP with ReLU activations). This model is referred to as SimCLR+ to emphasize the modified architecture. We use the same data augmentations as for EBM pretraining.

### 5. Experiments

**Diagnostic dataset.** Our main experiments use a custom controlled small-scale dataset, most similar to the existing CLEVR-CoGenT [39]. It similarly allows evaluating systematic generalization to unseen combinations of objects/colors. The reason for a new small-scale dataset is our
Table 1. Summary of our diagnostic dataset. The pretraining, fine-tuning, and test splits contain different object/color combinations.

| Split       | Object/color combinations | Nb. of images | Nb. of questions |
|-------------|---------------------------|---------------|------------------|
| Pretraining | A                         | 12,000        | —                |
| Training    | B                         | 3,600         | 3,600            |
| Validation  | B ∪ C                     | 800           | 800              |
| Test        | C                         | 3,600         | 3,600            |

(a) Data splits.

| Object | Color                      |
|--------|----------------------------|
| A      | Cylinder | Any.   |
|        | Cube     | Any.   |
|        | Sphere   | Any.   |
| B      | Cube     | Gray, blue, brown, yellow. |
|        | Sphere   | Red, green, purple, cyan.  |
| C      | Cube     | Red, green, purple, cyan.  |
|        | Sphere   | Gray, blue, brown, yellow. |

(b) Sets of object/color combinations.

Figure 3. Example images from our diagnostic dataset. Questions are designed to query the object’s shape. For example, for the first image: *There is a blue object in the image; what is it?*, with the correct answer being *cube*.

Table 1. The validation set contains a mix of in-domain (ID) and out-of-distribution (OOD) data, while the test set is fully OOD. The validation set serves to select hyperparameters and perform early stopping.

For each image, we use templates from CLEVR to generate a question that queries the object shape (*e.g. There is a blue object in the image; what is it?*, with the three possible answers *sphere*, *cube* and *cylinder*). Because the range of questions is limited, the input questions are in fact not necessary for a VQA model to find the correct answer. However they act as *distractors* since they are spuriously correlated with the correct answers because of mentioning colors. A model relying on these spurious correlations would however perform badly on our test set because of the novel object/color combinations. See Figure 3 for examples.

5.1. Generalization without/with pretraining

We report our main results in Table 2. We compare models built with an EBM– or CL–pretrained vision encoder, with a baseline that is not pretrained, *i.e.* only trained with supervision on the VQA data. The baseline overfits to the particular object/color combinations of the VQA data and is therefore unable to generalize to the novel combinations of the validation (ID+OOD data) nor test splits (fully OOD data). Of our pretrained models, the CL method (SimCLR⋆) achieves the highest, near-perfect accuracy of 99.26% on the test set. It seems to better disentangle the representations of shape from color, such that the VQA model can generalize to new combinations at test time without overfitting to the particular combinations seen during training. EBM pretraining also improves generalization (86.74% on the test set) but with a high variance across runs (standard deviation of 8.34%). SimCLR⋆ shows no such stability issues (standard deviation of 0.29%).

We also evaluate a model with ImageNet-pretrained ResNet-18 as the visual encoder, which is the most common paradigm for pretraining via transfer learning. However the comparison is relatively unfair to our self-supervised models since this model relies on vastly more pretraining data as well as the ImageNet labels. Still, SimCLR⋆ performs on par with this model.

We also experimented with using our pretrained visual encoders frozen within a VQA model. These results were always worse than with fine-tuning and are not included in the tables.

5.2. Amount of pretraining data

To better understand the benefits of pretraining in low-data regimes, we repeat our experiments while decreasing...
Table 2. Main results (average accuracy in % ± one standard deviation over 3 random seeds). The baseline overfits to spurious correlations in the training data and performs poorly on the OOD validation and test sets. The EBM pretraining improves generalization, but SimCLR* performs significantly better and achieves near-perfect accuracy.

| Pretraining Method | Validation Overall | Test Overall | Test Cube only | Test Sphere only |
|--------------------|--------------------|--------------|----------------|------------------|
| Baseline without visual pretraining | 56.96 ± 6.08 | 12.78 ± 9.75 | 0.04 ± 0.06 | 25.52 ± 19.57 |
| Baseline with supervised ImageNet pretraining | 99.43 ± 0.33 | 99.14 ± 0.20 | 98.35 ± 0.33 | 99.92 ± 0.09 |
| With self-supervised pretraining: EBM | 93.67 ± 3.18 | 86.74 ± 8.34 | 96.57 ± 1.99 | 76.91 ± 14.75 |
| With self-supervised pretraining: SimCLR* | 99.75 ± 0.33 | 99.26 ± 0.29 | 98.87 ± 0.27 | 99.65 ± 0.32 |

the amount of pretraining data (unlabeled images) or labeled training data (VQA examples). See Figures 4–5.

A common baseline for OOD detection with a discriminative model (such as our VQA model pretrained with CL) is to compare the top softmax score with a predefined threshold. A low score means a low confidence hence an OOD sample [35]. EBMs have been purported to be useful for OOD detection [21,52] by their generative nature since they specifically model the distribution of the training data. To use EBMs for OOD detection, one can simply compare the negative energy estimated by the model with a threshold.

Experimental setup. We evaluate our EBM and CL visual encoders from Section 5.1. As ID test data, we use the images from the test set of our toy VQA task. As OOD data, we use images from various existing datasets (CIFAR [46], MNIST [16], SVHN [56], and VQA v2 [23]) as well as images of random noise, of cone shapes (of similar style as the toy VQA data), and of empty backgrounds (see Figure 6). We compare our SimCLR* and EBM models using their softmax score and negative energy, respectively, for OOD detection. To quantify detection performance across possible thresholds, we compute the area under the ROC curve (AUROC).

Results. On five out of our seven datasets, EBMs are superior to CL (see Table 3). They can distinguish ID from OOD data almost perfectly (AUROC of ∼1.0). However, when the OOD data is visually similar to the training data (e.g., images of backgrounds and cones), the detection performance of our EBM falls well below CL. The estimated energies appear generally reliable for filtering out OOD samples, but they seem less able to spot fine-grained differences. See also Figure 7 for the distributions of scores over different datasets.

5.4. Supervised energy-based training

This section looks at energy-based methods for training the VQA model itself i.e. not solely the visual encoder. In our experiments so far, EBMs have proved generally inferior to CL. This section investigates whether other purported capabilities of EBMs have value for VQA.
Table 3. OOD Detection experiment. The AUROC is near-perfect (~1.0) for our EBM model on most test sets. However, it falls well below our CL model when the OOD test data is visually similar to the training (ID) data (last two columns).

Table 4. Supervised energy-based training of a VQA model. Modified JEM correctly classifies some of the OOD samples and improves calibration over the standard classification baseline. However, its performance is still far below optimal.

Figure 6. Test examples used in our OOD detection experiment.
The model obtains an accuracy of 100% on the training data and is therefore unable to generalize to novel combinations at test time. The model obtains an accuracy of 100% on questions about cubes and cylinders (OOD combinations). The calibration is also poor (high ECE of 71.54%) indicating that the model is confident about its wrong predictions.

The standard JEM (Table 4, third row) shows poor accuracy and calibration similar to the baseline. Careful inspection revealed that the classification objective quickly dominates the energy learning. In other words, the model could not simultaneously predict correct answers and be capable of generating new images. The classification loss would typically converge much faster and, to minimize the energy loss, the model would start generating non-realistic images that always give a high energy. The energy learning objective is thus ineffective in this regime. We mitigate the dominance of the classification objective by down-scaling the corresponding term by a constant factor (0.1 proved effective). The resulting model then learns to produce naturally-looking images (see Figure 8, bottom row). Nevertheless, at some point during training, we always observed that the model would start generating noisy images that quickly diverge from the training data (see Figure 8, top row). We solve this issue with early stopping, which we trigger when the energies of real and generated images diverge past a threshold: \(|E_{\theta}(x') - E_{\theta}(x)| > 0.8\).

The modified JEM (Table 4, fourth row) gives a higher overall accuracy (49.10%) as well as a better calibration (ECE of 36.55%). Contrary to the baseline, this model can therefore correctly handle some of the OOD data, although it still often confuses cubes and cylinders with relatively high confidence.

Figure 8. Generated images of high (top) and low energy (bottom).

The CEBM seems to surpass the baseline, but its results are in fact not much better than random predictions. Indeed, even though the CEBM does not overfit to the spurious correlations in the training data like the baseline, but it also fails to correctly answer questions about spheres (the ID test data), which were handled perfectly by the baseline and the JEM. Moreover, we observed a surprising lack of correlation between the CEBM’s FID score (i.e. its generative performance, which we use for early stopping) and its VQA accuracy (i.e. its discriminative performance). In fact,
the answers predicted by the model fluctuate wildly across epochs. The low ECE score of the CEBM (9.24%) is simply due a low confidence for all (mostly wrong) predictions. Thus it does not correspond to a desirable behavior.

6. Conclusions

The first part of this paper explored the applicability of self-supervised learning to pretrain visual representations for VQA. We experimented with two instantiations of contrastive learning (CL) and energy-based models (EBMs). With both, we could learn representations from unlabeled images that proved effective in a toy VQA setting. After pretraining, the VQA models could be trained with little annotated data and handle OOD instances to some extent. However, we found EBMs to be difficult to put into practice because of unstable training and variability in their results. On the opposite, CL proved much more practical. In our setting, representations learned with CL on little data could compete with those from a supervised, ImageNet-pretrained model.

Overall, self-supervised pretraining is an increasingly attractive alternative to traditional transfer learning from a supervised model. This option is particularly relevant when dealing with particular visual domains e.g. for medical VQA [33,47].

In the second part of this paper, we investigated various purported benefits of EBMs (OOD detection, supervised energy-based training, calibration). These experiments were unfortunately largely negative. This study is limited by the implementation choices that were necessarily made, and by our simplistic evaluation setting – admittedly a far cry from open-domain VQA. Still, our experience suggests that the state of the art on EBMs at the time of this study (mid 2021) is not ready for complex tasks like VQA. Other choices and future developments may of course affect this recommendation.
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Appendices

A. Derivation of Equation 3

The log of the EBM objective is:

$$\log(p_\theta(x)) = E_\theta(f_\theta(x)) - \log(Z(\theta)),$$

and the gradient of the normalizer is:

$$\frac{\partial}{\partial \theta} \log (Z(\theta)) = \frac{\partial}{\partial \theta} \log \left( \int \exp(E_\theta(f_\theta(x))) dx \right)$$

$$= \frac{\partial}{\partial \theta} \log \left( \int \exp(E_\theta(f_\theta(x))) dx \right)$$

$$= \frac{\partial}{\partial \theta} \left( \int \exp(E_\theta(f_\theta(x))) dx \right)$$

$$= \int \frac{\partial}{\partial \theta} \exp(E_\theta(f_\theta(x))) \frac{\exp(E_\theta(f_\theta(x)))}{\int \exp(E_\theta(f_\theta(x))) dx} dx$$

$$= \int \frac{\partial}{\partial \theta} E_\theta(f_\theta(x)) \exp(E_\theta(f_\theta(x))) \frac{dx}{\int \exp(E_\theta(f_\theta(x))) dx}$$

$$= \int \frac{\partial}{\partial \theta} E_\theta(f_\theta(x)) \frac{\exp(E_\theta(f_\theta(x)))}{\int \exp(E_\theta(f_\theta(x))) dx} dx$$

$$= \int p_\theta(x) \frac{\partial}{\partial \theta} E_\theta(f_\theta(x))$$

$$= \mathbb{E}_{x \sim p_\theta(x)} \left[ \frac{\partial}{\partial \theta} E_\theta(f_\theta(x)) \right],$$

Thus, the gradient of the log probability is:

$$\frac{\partial \log p_\theta(x)}{\partial \theta} = \frac{\partial E_\theta(f_\theta(x))}{\partial \theta} - \mathbb{E}_{x' \sim p_\theta(x')} \left[ \frac{\partial E_\theta(f_\theta(x'))}{\partial \theta} \right],$$

(15)