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Abstract

In this paper we examine the stability of non-supersymmetric attractors in type $IIA$ supergravity compactified on a Calabi-Yau manifold, in the presence of sub-leading corrections to the $N = 2$ pre-potential. We study black hole configurations carrying $D_{0} - D_{6}$ and $D_{0} - D_{4}$ charges. We consider the $O(1)$ corrections to the pre-potential given by the Euler number of the Calabi-Yau manifold. We argue that such corrections in general can not lift the zero modes for the $D_{0} - D_{6}$ attractors. However, for the attractors carrying the $D_{0} - D_{4}$ charges, they affect the zero modes in the vector multiplet sector. We show that, in the presence of such $O(1)$ corrections, the $D_{0} - D_{4}$ attractors can either be stable or unstable depending on the geometry of the underlying Calabi-Yau manifold, and on the specific values of the charges they carry.
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1 Introduction

The static, spherically symmetric, extremal black holes in any $N = 2$ supergravity theory in four dimensions, coupled to a number of vector multiplets possess a novel feature [1] which goes with the name “attractor mechanism”. In such theories, the scalar fields, which can take arbitrary values at spatial infinity, run into a fixed point at the horizon of the black hole, and hence, the black hole horizon plays the role of an attractor for these scalar fields. The values of the scalar fields at the fixed point is completely determined by the electric and magnetic charges of the black hole. This is the reason the attractor mechanism has played a significant role in understanding the macroscopic entropy of extremal black holes in supergravity theories. Especially, it explains why the macroscopic entropy of the black hole depends only on the quantized gauge charges and not on the asymptotic values of the scalar fields.

The attractor behavior depends only on the extremality of the black hole [2,3]. Hence there can in general exist supersymmetric as well as non-supersymmetric attractors in $N = 2$ supergravity theories. The supersymmetric attractors including the sub-leading corrections have already been investigated in great detail and an extensive study has been carried out in understanding the microscopic origin of their entropy [4–13]. The non-supersymmetric attractors are being explored in recent times [14,15]. They are pretty much similar to their supersymmetric counterparts. Especially, for a class of non-supersymmetric black holes, there exists a first order formalism giving rise to a “fake superpotential” whose extrema give rise to the respective attractors [16]. However there are certain important differences as well. For example, one of the interesting features the non-supersymmetric attractors possess, in the context of $N = 2$ theories arising from the compactification of ten dimensional type II supergravity on a Calabi-Yau manifold, is the existence of additional number of flat directions in the vector multiplet sector [17,18]. In contrast, for the supersymmetric attractors at the leading order, though the hypermultiplet moduli are completely decoupled, the vector multiplet moduli are all uniquely fixed at the horizon in terms of the black hole charges. Because of the above reason, the supersymmetric attractors are always stable. The non-supersymmetric attractors are also stable at the leading
order. However, sub-leading corrections might effect the additional flat directions in the vector multiplet sector in the later case.

One class of corrections which are of particular interest in this context are the sub-leading corrections to the $N = 2$ prepotential \cite{19,22}. In the case of type $IIA$ compactification on Calabi-Yau three folds, these terms arise from the $\alpha'$ corrections to the ten dimensional supergravity Lagrangian \cite{23}. They are of the form:

$$ F = D_{abc} \frac{X^a X^b X^c}{X^0} + \alpha_0 X^a X^0 + i \beta (X^0)^2, \quad (1.1) $$

where the coefficients $D_{abc}, \alpha_0$, and $\beta$ are determined by the topology of the underlying Calabi-Yau manifold. Note that, the $\beta$ dependent term gives rise to $O(1)$ contribution to the above pre-potential, and hence, in the large volume limit, it would be natural to first ignore this term and study the behavior of the attractor keeping the first two terms in the pre-potential (1.1). For some specific black hole configurations, this has been carried out in our earlier work \cite{24,25}, by solving the attractor conditions explicitly on the horizon. We found that the number of zero modes remain unchanged by such corrections. The same result has been derived independently in \cite{26} in a much more elegant fashion, using group theoretic techniques.

From the analysis of \cite{26} it is clear that in the absence of the $\beta$-term, the symplectic invariance remains intact and hence by making a symplectic transformation, one can reabsorb the second term in Eq. (1.1) in the first one. This is the reason the zero modes remain unchanged. However, in the presence of the $\beta$-term, the symplectic invariance is broken and the geometry of the Calabi-Yau manifold is corrected by this term. Thus there is a possibility of lifting the zero modes in presence of such corrections. Such corrections, for one and two parameter models has already been considered in \cite{27,28}, and, as expected, the flat directions are lifted by them. In the present work we will generalize these results to arbitrary $n$-parameter models.

The plan of the paper is as follows. In the next section we will discuss some of the preliminaries of the attractor mechanism for non-supersymmetric black holes. In §3 we will discuss the $D0 - D6$ configuration and argue that the $\beta$-term does not effect the number of zero modes. §4 analyzes the $D0 - D4$ configuration. In this case, we will show that, for suitable charge configurations, the sub-leading
corrections in Eq. (1.1) can in fact lift all the zero modes leading to a stable attractor. Finally in §5 we will summarize the results and discuss some of the future prospects. Some of the computational details will be carried out in the appendices.

2 Preliminaries

In this section we will review the non-supersymmetric attractors and recapitulate some of the recent developments on their stability that will be relevant for the subsequent discussions. Many of the results we summarize in this section were originally derived in [2]. We will closely follow their notations in most of our discussions in this section.

Throughout this paper, we will restrict ourselves to the $N = 2$ theories arising from the compactification of type IIA supergravity on a Calabi-Yau manifold. Furthermore, we will ignore the hypermultiplet sector of the moduli space entirely since they do not play any role here. The bosonic part of the corresponding supergravity action coupled to $n$ vector multiplets is given by:

$$S = \int d^4x \sqrt{-g} \left( -\frac{1}{2} R + g_{ij} \partial_\mu x^i \partial_\nu x^j - \mu_{ab} F_{\mu\nu}^a F^{b\mu\nu} - \nu_{ab} F_{\mu\nu}^a F^{b\mu\nu} \right) .$$

Here $x^i \ (i = 1, \cdots, n)$ are the complex scalars parametrizing the vector multiplet moduli space, $g_{ij}$ is the metric on the moduli space and $x^\mu \ (\mu = 0, \cdots, 3)$ are the space-time co-ordinates. The space-time metric is denoted by $g_{\mu\nu}$ with determinant $g$. $F^a$ are the field strengths corresponding to the $(n+1)$ gauge fields $A^a$. The gauge couplings $\mu_{ab}$ and $\nu_{ab}$ are completely determined by the $N = 2$ pre-potential $F$.

In this paper we will study static, spherically symmetric black holes. For such black holes, the space-time metric takes the form:

$$ds^2 = e^{2U} dt^2 - e^{-2U} \gamma_{mn} dx^m dx^n .$$

We further consider intersecting brane configurations with $D0$ branes carrying a net charge $q_0$ and $p^0$ number of $D6$ branes wrapping the Calabi-Yau manifold $\mathcal{M}$. In addition, there are $q_i$ number of $D2$ branes wrapping the two cycles $\Sigma_i$
and \( p^i \) number of \( D4 \) branes wrapping the four cycles dual to \( \Sigma_i \). The gauge field strength for such a configuration is

\[
F^a = e^{2U} \frac{q^a}{r^2} \ dt \wedge dr - p^a \sin \theta \ d\theta \wedge d\phi .
\]  

(2.3)

Substituting the above expression for the gauge field strength and the metric ansatz Eq.(2.2) in the supergravity action (2.1) and integrating out the angular variables we get an effective one dimensional theory with a potential

\[
V = e^K \left( g^{ij} \nabla_i W (\nabla_j W)^* + |W|^2 \right) .
\]  

(2.4)

Here \( g^{ij} = \partial_i \partial_j K \) is the moduli space metric with its inverse \( g_{ij} \), and \( \nabla_i W = \partial_i W + \partial_i KW \). The Kähler potential \( K \) and superpotential \( W \) are determined in terms of the \( N = 2 \) prepotential \( F \) as

\[
K = - \ln \left( \Im \left( \sum_{a=0}^n \bar{X}^a \partial_a F \right) \right) ,
\]

(5.2)

\[
W = \sum_{a=0}^n (q_a X^a - p^a \partial_a F) .
\]

(2.6)

The attractor point is given by the critical values of the effective potential \( \partial_i V = 0 \). We have stable attractors if, in addition, the matrix of second derivatives of \( V \) is positive definite [3].

For type \( IIA \) compactification on a Calabi-Yau manifold, in the large volume limit the leading order term of the pre-potential is given by

\[
F = D_{abc} \frac{X^a X^b X^c}{X^0} .
\]  

(2.7)

The non-supersymmetric attractors with the above pre-potential has been studied in Ref. [17]. In this paper we are interested in studying \( D0 - D4 \) and \( D0 - D6 \) configurations. Let us first consider the \( D0 - D4 \) configuration with the above pre-potential. The critical points of the effective black hole potential (2.4) are given by

\[
x^a_s = ip^a \sqrt{\frac{q_0}{D}} \quad \text{and} \quad x^a_{ns} = ip^a \sqrt{\frac{-q_0}{D}} .
\]  

(2.8)

Here \( D = D_{abc} p^a p^b p^c \). The critical point \( x^a_s \) exists when \( q_0 D > 0 \) and corresponds to the supersymmetric attractor. The black hole entropy in this case is given
by $S = 2\pi \sqrt{-q_0 D}$. For $q_0 D < 0$ the critical point is given by $x_{ns}^a$ and this corresponds to the non-supersymmetric black hole with entropy $S = 2\pi \sqrt{-q_0 D}$. The supersymmetric solution is perturbatively stable. However a priori there is no reason why the non-supersymmetric solution should be stable and hence we need to explicitly verify its stability by computing the corresponding mass matrix.

The mass matrix for $D0 – D4$ system has been computed in [17]. It has the form

$$M = 32 \ q_0^2 \ e^{K_0} \begin{pmatrix} g_{ab}^0 & 0 \\ 0 & -(9D/4q_0)D_aD_b \end{pmatrix}. \quad (2.9)$$

Here $K_0$ and $g_{ab}^0$ are the Kähler form and the moduli space metric evaluated at the attractor point. Clearly, the matrix $M$ has $(n+1)$ positive and $(n-1)$ zero eigenvalues and hence, to the leading order, the effective potential has $(n+1)$ stable directions and $(n-1)$ flat directions.

For the $D0 – D6$ configuration supersymmetric solution does not exist. The non-supersymmetric critical point is given by [18]:

$$x_{ns}^a = \begin{cases} i\hat{x}_-^a \left( \frac{p_0}{p^0} \right)^{(1/3)} & \text{For } q_0 p^0 > 0, \\ i\hat{x}_+^a \left( \frac{q_0}{p^0} \right)^{(1/3)} & \text{For } q_0 p^0 < 0, \end{cases} \quad (2.10)$$

where $\hat{x}_+^a$ and $\hat{x}_-^a$ are two arbitrary real vectors confined to the hypersurfaces $D_{abc}\hat{x}_+^a\hat{x}_+^b\hat{x}_+^c = +1$ and $D_{abc}\hat{x}_-^a\hat{x}_-^b\hat{x}_-^c = -1$ respectively. Since this defines $(n-1)$ dimensional hypersurface in a $2n$ dimensional space, we have $(n-1)$ flat directions in this case as well.

It would be natural to ask if these flat directions, for both $D0 – D4$ as well as $D0 – D6$ systems can be lifted by considering sub-leading corrections to the pre-potential (2.7). This has been partially carried out in Ref. [24] by considering the next sub-leading term in the pre-potential:

$$F = D_{abc}X^aX^bX^cX_0 + \alpha_{0a}X^aX^0. \quad (2.11)$$

For the $D0 – D4$ system the only effect of this correction is to shift the $D0$ charge. For the $D0 – D6$ system the computation becomes much more involved. However the qualitative behavior of the solution remains unchanged. The correction term only deforms the moduli space without changing its dimensionality.
In this paper we will consider the most general pre-potential which incorporates the perturbative corrections to all orders. We will see that the $D0-D6$ system still admits flat directions where as the $D0-D4$ system could be completely stabilized. For a two parameter model, this has been carried out in Ref. [28]. Our goal here is to generalize this result to a general $n$-parameter model.

3 The $D0-D6$ system

In this section we will study the non-supersymmetric attractor for the $D0-D6$ system with perturbative corrections. The pre-potential which incorporates perturbative corrections to all orders is given by [20–22]:

$$F = D_{abc} \frac{X^a X^b X^c}{X^0} + \alpha_0 X^a X^0 \alpha + i \beta (X^0)^2.$$  (3.1)

Here $D_{abc} = \frac{1}{3!} \int_M J_a \wedge J_b \wedge J_c$ are the triple intersection numbers with $J_a$'s being two-forms on the Calabi-Yau manifold $M$ belonging to the cohomology $H^2(M, \mathbb{Z})$, where as $\alpha_0 = -(1/24) \int_M c_2$ and $\beta = -\zeta(3) \chi/(16\pi^3)$ with $c_2$ and $\chi$ being the second Chern class and the Euler number of $M$ respectively.

Unlike the pre-potential (2.11), the term depending on $\beta$ in Eq.(3.1) actually modifies the classical geometry of the Calabi-Yau manifold $M$. The corresponding Kähler potential can be found to have the form

$$K = -\ln \left(-iM - 4\beta\right),$$  (3.2)

where $M = D_{abc}(x^a - \bar{x}^a)(x^b - \bar{x}^b)(x^c - \bar{x}^c)$. Here we have used the formula (2.5) for the Kähler potential, introduced the notation $x^a = X^a/X^0$ and subsequently chosen the gauge $X^0 = 1$. The corresponding metric $g_{\bar{a}b} = \partial_{\bar{a}} \partial_b K$ can easily be calculated. We have

$$g_{\bar{a}b} = \frac{3}{M - 4i\beta} \left(2M_{\bar{a}b} - \frac{3}{M - 4i\beta} M_{\bar{a}} M_b\right),$$  (3.3)

and its inverse

$$g^{\bar{a}b} = \frac{M - 4i\beta}{6} \left(M_{\bar{a}b} - \frac{3}{M + 8i\beta} (x^a - \bar{x}^a)(x^b - \bar{x}^b)\right).$$  (3.4)

For convenience we have introduced $M_{\bar{a}b} = D_{abc}(x^c - \bar{x}^c)$ and $M_{\bar{a}} = M_{ac}(x^c - \bar{x}^c)$. $M^{\bar{a}b}$ is the inverse of the matrix $M_{\bar{a}b}$.
We will now consider the $D_0 - D_6$ system. The superpotential for this system can be derived using Eqs. (3.1) and (2.6). We find
\[ W = q_0 - 2ip^0\beta - p^0\alpha_0x^a + p^0D_{abc}x^ax^bx^c . \] (3.5)

To find the attractor point, we need to consider the critical points of the black hole effective potential (2.4). In other words, we need to consider the equations of motion:
\[ g^{bc}\nabla_a\nabla_bW \nabla_c W + 2\nabla_aW\nabla_W + \partial_a g^{bc}\nabla_bW \nabla_c W = 0 . \] (3.6)

Taking a clue from the $D_0 - D_6$ solutions found in Refs. [18, 24] we set the ansatz $x^a = \hat{x}^a t = \hat{x}^a(t_1 + it_2)$ with some real vector $\hat{x}^a$. Substituting this ansatz, the expression for the Kähler potential as given in Eq. (3.2) and the superpotential (3.5) in the above we can rewrite the equations of motion in terms of $t_1$ and $t_2$. This has been carried out in the appendix. The exact expressions for the equations of motion are lengthy and hence we will not reproduce them here. For $\beta = 0$ the exact solution has been found in Ref. [24]. For $\beta \neq 0$ it is not possible to find exact analytical expression for $t_1$ and $t_2$. However, in the large charge limit, we can do a perturbative analysis. For specific models it is also possible to solve these equations numerically. Thus we will assume that, for $\beta \neq 0$, the solution indeed exists and we will denote this solution to be $x^a_0 = \hat{x}^a t_0 = \hat{x}^a(t_{01} + it_{02})$. From the analysis in appendix A, it is then clear that the $n$ real vectors $\hat{x}^a$ obey one real constraint of the form
\[ f(\hat{x}^a, p^0, q_0, D_{abc}, \alpha_0, \beta) = 0 . \]

Thus there is a $(n-1)$ dimensional hypersurface of attractor points in the case of $D_0 - D_6$ system, and the perturbative corrections do not lift any of the $(n-1)$ flat directions originally existed in the leading order result with pre-potential (2.7). The only effect of the correction terms is to deform the hypersurface on which the $\hat{x}^a$ live and not change its dimensionality.

4 The D0-D4 system

In this section we will turn our attention to the more interesting case of a $D0 - D4$ system. Using the expression (3.1) for the pre-potential, the superpotential (2.6)
can be found to take the form:

\[ W = q_0 - \alpha_0 p^a - 3D_{ab} x^a x^b. \]  

Here we have introduced \( D_{ab} = D_{abc} p^c \). Note that the above expression is identical to the superpotential corresponding to the leading pre-potential (2.7), with a shifted \( D0 \) charge \( q = q_0 - \alpha_0 p^a \). However, because of the presence of the \( \beta \)-term in Eq. (3.1), the geometry of the Calabi-Yau manifold changes, as can be seen from the expression for the metric in Eq. (3.3), and hence the black hole effective potential (2.4) also gets modified non-trivially.

We are interested in studying the stability of non-supersymmetric attractors for the above system. To get the attractor point, we need to consider solutions to the equation

\[ g^{bc} \nabla_a W \nabla_c W + 2 \nabla_a W W + \partial_a g^{bc} \nabla_b W \nabla_c W = 0, \]  

such that \( \nabla_a W \neq 0 \). It is straightforward to evaluate the covariant derivatives in each of the terms of the above equation. We will set the ansatz \( x^a = p^a t = p^a (t_1 + i t_2) \) in each of these terms and equate the real and imaginary parts of Eq.(4.2) to zero. After considerable simplification we find:

\[ 0 = t_1 t_2 \left( D t_2^3 - \beta \right) \left( \beta + 2 D t_2^3 \right) \left( 4 D^2 \left( 2 t_2^6 + 3 t_2^2 t_4^2 \right) - D \left( 4 q t_2^4 + \beta \left( 3 t_2^2 + t_4^2 \right) t_2 \right) \right. \\
+ \left. \beta \left( 2 \beta + q t_2 \right) \right), \]  

\[ 0 = t_2^4 \beta^2 \left( 3 D^2 \left( 15 t_1^4 + 46 t_2^2 t_1^2 + 23 t_4^2 \right) + 6 D q \left( t_2^2 - 5 t_1^2 \right) + 5 q^2 \right) + 4 \left( t_2^2 - t_1^2 \right)^2 \beta^4 \\
+ 8 D^2 t_2^{10} \left( D^2 \left( 9 t_1^4 + 4 t_2^2 t_4^2 - t_4^2 \right) - 6 D q t_1^2 + q^2 \right) - 4 t_2^3 \beta^3 \left( D \left( 5 t_1^2 + t_2^2 \right) + 3 q \right) \\
+ 4 D t_2^3 \beta \left( D^2 \left( -9 t_1^4 + 4 t_2^2 t_4^2 + 5 t_4^2 \right) + 6 D q \left( t_1^2 - 2 t_2^2 \right) - q^2 \right), \]  

where \( D = D_{abc} p^a p^b p^c \). We will look for axion free solution to the above equations. In this case \( t_1 = 0 \) and hence the first of the above two equations is satisfied trivially where as the second equation takes the simple form:

\[ 0 = \left( -D t_2^3 + q t_2 - 2 \beta \right) \left( 8 D^3 t_1^6 + 4 D^2 t_2^6 \left( 2 q t_2 - 9 \beta \right) + D t_2^3 \beta \left( 3 \beta - 4 q t_2 \right) \right. \\
+ \left. \beta^2 \left( 5 q t_2 - 2 \beta \right) \right). \]  

\[ \]
The first factor \((-Dt^3 + qt_2 - 2\beta) = 0\) in the right hand side corresponds to the supersymmetry condition \(\nabla_a W = 0\). For the non-supersymmetric attractor, we have

\[
0 = \left(8D^3t_2^9 + 4D^2t_2^6 (2qt_2 - 9\beta) + Dt^3_2\beta (3\beta - 4qt_2) + \beta^2 (5qt_2 - 2\beta)\right). \quad (4.6)
\]

To simplify it further we introduce the following redefinition:

\[
t_2 = y\sqrt{-q/D} \quad (4.7)
\]
\[
\beta = \gamma q\sqrt{-q/D} \quad (4.8)
\]

In terms of the rescaled variable \(y\) and the parameter \(\gamma\), Eq. (4.6) becomes:

\[
8y^0 - 8y^7 + 36y^6\gamma - 4y^4\gamma + 3y^3\gamma^2 - 5y\gamma^2 + 2\gamma^3 = 0 \quad (4.9)
\]

This coincides with the equation for non-supersymmetric attractors in the one parameter model. This equation has been studied extensively in [27]. We will be interested in the large charge limit. In this limit, the solution exists and it will depend on the value of \(\gamma\). We will not be interested in the exact value of the solution. Let \(y = y_0\) be the solution to Eq. (4.9) in the large charge limit. Thus the non-supersymmetric attractor for a \(n\)-parameter model will correspond to \(x^a = ip^a y_0 \sqrt{-q/D}\). In the large charge limit, \(\gamma \ll 1\). Setting \(\gamma = 0\) we recover the leading solution \(y_0 = 1\). For nonzero \(\gamma\) the value of \(y_0\) will be different from 1, however it will still be \(O(1)\) for \(\gamma \ll 1\). The correction to the entropy of the black hole is given by

\[
S = \pi \sqrt{-qD} \left(\frac{12y_0^7 - 3y_0^4\gamma + 4y_0^3 - 18y_0^2\gamma + 12y_0\gamma^2 + \gamma}{4(2y_0^3 - \gamma)(y_0^3 + \gamma)}\right). \quad (4.10)
\]

We will now analyze the stability of this non-supersymmetric solution. We need to consider the mass matrix and compute its eigenvalues. For this, it is convenient to introduce the parameter \(\omega = \gamma^{1/3}\) and the variable \(z = y/\omega\). We will evaluate the mass matrix and express it in terms of the solution \(z_0 = y_0/\omega\). The details of the computation is carried out in appendix B. The mass matrix has the expression

\[
M = \left(\frac{3D_a D_d}{D} E_1(z_0) - D_{ad} E_2(z_0)\right) \otimes I + \left(A_1(z_0) D_{ad} + A_2(z_0) \frac{D_a D_d}{D}\right) \otimes \sigma^3.
\]
The functions $E_1(z), E_2(z), A_1(z)$ and $A_2(z)$ are defined in appendix B. The mass matrix $M$ can be rewritten in the block diagonal form as

$$e^{-K_0} M = -\frac{24q}{D \left(8z_0^9 + 36z_0^6 + 3z_0^3 + 2\right)} \begin{pmatrix} M_t(z_0) & 0 \\ 0 & M_b(z_0) \end{pmatrix},$$

(4.11)

where

$$M_t(z) = \frac{3D_aD_d (16(4z^9 - 2z^6 + 6z^3 + 7)z^6 + z^3)}{8z^6 + 4z^3 + 5} - DD_{ad}(4z^3 + 1) \left(1 - 2z^3\right)^2$$

$$M_b(z) = 3 \left(DD_{ad}(1 - 2z^3)^2 + D_aD_d \left(8z^6 + 4z^3 + 5\right)z^3\right).$$

(4.12)

Here $K_0$ is the Kähler potential evaluated at the attractor point $z = z_0$ and $g_{ab}^0$ is the corresponding moduli space metric (at $z = z_0$). We further used the notation $D_a = D_{ab}p^b$. Note that, since $y_0 \sim O(1)$ and $\gamma \ll 1$, we have $z_0 = y_0/\omega \gg 1$. We can see that the matrix $M_t = (64/3)(-Dq)z_0^3g_{ab}^0 + O(z_0^6)$ where as $M_b = 24z_0^3D_aD_b + O(z_0^6)$. Since we assume that the metric is non-degenerate everywhere in the moduli space, especially at the attractor point, the $O(z_0^6)$ term in $M_t$ can’t destabilize any of the eigenvalues. Thus for our solution the matrix $M_t$ is positive definite. In contrast, the leading term in $M_b$ has the matrix $D_aD_d$ which has one positive and $(n - 1)$ zero eigenvalues. In this case the $O(z_0^6)$ sub-leading terms will play a crucial role in determining the nature of the eigenvalues of $M_b$. Keeping terms up to $O(z_0^6)$ in $M_b$ we find

$$\frac{M_b}{(8z_0^9 + 36z_0^6 + 3z_0^3 + 2)} = \frac{3}{2z_0^3} \left(2(z_0^3 - 4)D_aD_d + DD_{ad}\right) + O \left(\frac{1}{z_0^6}\right).$$

(4.13)

The matrix $(2(z_0^3 - 4)D_aD_d + DD_{ad})$ will in general have non-zero determinant except for some very special choices of $D4$-brane charges. Thus, the corrections in Eq.(3.1) will in general lift all the flat directions for the $D0 - D4$ system. In the following subsections we will see the case of two and three parameter models, where all the flat directions are lifted for generic $D0 - D4$ system. More generally, the non-supersymmetric attractor will be stable if the matrix $M_b$ in Eq.(B.14) is positive definite.

### 4.1 Two parameter models

In order to illustrate that the mass matrix for the $D0 - D4$ system will have all non-zero eigenvalues we will first consider the simplest scenario of a general two
parameter model. In this case $M_b$ is merely a $2 \times 2$ matrix and we can diagonalize it quite trivially. It has the eigenvalues

$$
\lambda_1 = \frac{1}{D} \left( a(z_0) + \sqrt{b(z_0)} \right),
\lambda_2 = \frac{1}{D} \left( a(z_0) - \sqrt{b(z_0)} \right),
$$

both being non-zero. Here we have defined

$$
a(z) = -q \left( 8z^9 + 36z^6 + 3z^3 + 2 \right) \left( D \left( 1 - 2z^3 \right)^2 (D_{11} + D_{22}) + (8z^6 + 4z^3 + 5) z^3 \left( D_1^2 + D_2^2 \right) \right) 
+ 2D \left( 1 - 2z^3 \right)^2 \left( 8z^6 + 4z^3 + 5 \right) z^3 \left( D_1^2 - D_2^2 \right) \left( D_{11} - D_{22} \right) 
+ 4D_1 D_{12} D_2 \right) + (8z^6 + 4z^3 + 5)^2 z^6 \left( (D_1)^2 + (D_2)^2 \right)^2 \right) 
$$

$$
b(z) = q^2 \left( 8z^9 + 36z^6 + 3z^3 + 2 \right)^2 \left( D^2 \left( 1 - 2z^3 \right)^4 \left( (D_{11} - D_{22})^2 + 4D_{12}^2 \right) \right) 
$$

Note that, though we have an overall negative sign in the expression for $a$ in the above equation, for the non-supersymmetric case the leading term in $a/D$ contains a positive coefficient times $-q/D$ and hence $a/D > 0$. Assuming $D > 0$, we find $\lambda_1 > 0$. However, $\lambda_2$ need not be positive. It is positive only if $a > \sqrt{b}$, or in other words, if $a^2 - b > 0$. (For $D < 0$, the role of $\lambda_1$ and $\lambda_2$ are exchanged however the same condition holds.) Thus we see that one of the eigenvalues of the matrix $M_b$ is always positive. However, the other non-zero eigenvalue is positive only if $a^2 - b > 0$. It is straightforward to see that,

$$
a^2 - b = 4q^2 \left( 8z^9 + 8z^6 + z^3 + 1 \right) \left( 16z^{12} + 64z^9 - 30z^6 + z^3 - 2 \right)^2 \left( D_{ab} \right),
$$

where $\det(D_{ab}) = (D_{11}D_{22} - D_{12}^2)$ is the determinant of the matrix $D_{ab}$. Clearly, the coefficient of $\det(D_{ab})$ in the right hand side is positive. Thus we have a stable non-supersymmetric attractor only if $\det(D_{ab}) > 0$. However, for $\det(D_{ab}) < 0$ one of the directions becomes unstable. We have seen that the eigenvalues in Eq.(4.14) are quite complicated. However the condition that they are both positive is remarkably simple and is determined by the determinant of the matrix $D_{ab}$. Since $D_{ab} = D_{abc} p^c$ this condition depends not only on the topology of the Calabi-Yau manifold, but also on the charges of the $D0 - D4$ configuration. For a given Calabi-Yau manifold, as we move smoothly on the charge lattice, the non-supersymmetric attractor transforms from a stable one to an unstable
configuration. For the first case, i.e. when $\det(D_{ab}) > 0$, our results are in agreement with the special case discussed in [28]. Here by considering a general configuration we find that the attractor is stable only in a sub-lattice of the charge lattice for the $D0 - D4$ system.

### 4.2 Three parameter models

In the previous subsection we have seen that for an arbitrary two parameter Calabi-Yau manifold, the non-supersymmetric attractor becomes stable only if the determinant of the matrix $D_{ab} = D_{ab}c^p$ is positive. In this subsection we will analyze the stability conditions in three parameter models.

The matrix $M_b$ is now a $3 \times 3$ matrix and in principle we can diagonalize it by brute force. However the expressions for the eigenvalues are quite complicated and we can’t get any insight by reproducing them here. In what follows, we will do a first order perturbation to evaluate the eigenvalues. For our purpose it is sufficient to consider the leading terms as given in Eq.(4.13). For convenience we will make a change of variables $x_0 = 1/z_0$. The relevant term in the lower block of the mass matrix $M_{\text{lead}}$ is:

$$M_{\text{lead}} = -72 \frac{q}{D} D_a D_d - 36 \frac{q}{D} x_0^3 (DD_{ab} - 8D_a D_b) .$$

We will now use the first order perturbation theory to evaluate the eigenvalues of the matrix (4.16). We know that in the three parameter case the tree level part $D_a D_d$ of the matrix $M_{\text{lead}}$ has two zero modes. We will choose a basis where this matrix is diagonal and the corresponding eigenvectors are given by

$$\psi_1 = \frac{1}{\sqrt{D_1^2 + D_3^2}} \{-D_3, 0, D_1\} ,$$

$$\psi_2 = \frac{1}{\sqrt{(D_1^2 + D_3^2)(D_1^2 + D_2^2 + D_3^2)}} \{-D_1 D_2, D_1^2 + D_3^2, -D_2 D_3\} ,$$

$$\psi_3 = \frac{1}{\sqrt{D_1^2 + D_2^2 + D_3^2}} \{D_1, D_2, D_3\} .$$

The first two eigenvectors $\psi_1$ and $\psi_2$ correspond to the zero modes. The corrected eigenvalues of the matrix $M_{\text{lead}}$ correspond to the eigenvalues of the following $2 \times 2$
matrix:

\[
M_p = -\frac{18 \, q \, x^3}{D(D_1^2 + D_3^2)} \begin{pmatrix} J_{11} & J_{12} \\ J_{12} & J_{22} \end{pmatrix} = -\frac{18 \, q \, x^3}{D(D_1^2 + D_3^2)} J ,
\]

(4.18)

where the matrix \( J \) is defined in terms of its elements \( J_{ab} \) such that

\[
J_{11} = D \left( D_1^2 D_{33} - 2 D_1 D_{13} D_3 + D_{11} D_3^2 \right) ,
\]

\[
J_{12} = \frac{D}{\sqrt{D_1^2 + D_2^2 + D_3^2}} \left( D_1^2 (D_1 D_{23} - D_3 D_{12} - D_2 D_{13}) \right.
\]

\[
+ \left. D_3^2 (D_1 D_{23} + D_2 D_{13} - D_3 D_{12}) + D_1 D_2 D_3 (D_{11} - D_{33}) \right) ,
\]

\[
J_{22} = \frac{D}{D_1^2 + D_2^2 + D_3^2} \left( D_{22} (D_1^2 + D_3^2)^2 + D_2^2 (D_1^2 D_{11} + D_2^2 D_{33}) \right.
\]

\[
- \left. 2 D_2 (D_1^2 + D_3^2) (D_1 D_{12} + D_3 D_{23}) \right) .
\]

(4.19)

The eigenvalues of the matrix \( J \) are given by

\[
\lambda_1 = \frac{1}{2 \left( D_1^2 + D_2^2 + D_3^2 \right)} (a + \sqrt{b})
\]

\[
\lambda_2 = \frac{1}{2 \left( D_1^2 + D_2^2 + D_3^2 \right)} (a - \sqrt{b}) ,
\]

(4.20)

where

\[
a = D \left( D_{11} (D_2^2 + D_3^2) + D_{22} (D_1^2 + D_3^2) + D_{33} (D_1^2 + D_2^2) \right.
\]

\[
- \left. 2 (D_1 D_2 D_{12} + D_2 D_3 D_{23} + D_3 D_1 D_{31}) \right) ,
\]

\[
b = a^2 + 4 D^2 (D_1^2 + D_2^2 + D_3^2) f(D_{ab}, D_a) ,
\]

(4.21)

with

\[
f(D_{ab}, D_a) = \left( D_1^2 (D_{23}^2 - D_{22} D_{33}) + D_2^2 (D_{13}^2 - D_{11} D_{33}) + D_3^3 (D_{12}^2 - D_{11} D_{22}) \right.
\]

\[
+ \left. 2 D_1 D_2 (D_{12} D_{33} - D_{13} D_{23}) + 2 D_2 D_3 (D_{11} D_{23} - D_{12} D_{13}) \right.
\]

\[
+ \left. 2 D_1 D_3 (D_{22} D_{13} - D_{12} D_{23}) \right) .
\]

(4.22)

We can simplify this expression. We find \( f(D_{ab}, D_a) = -D \, \det(D_{ab}) \). Thus, we will have \( a^2 - b > 0 \) provided \( D \, \det(D_{ab}) > 0 \). However, this is not sufficient to make both \( \lambda_1 \) and \( \lambda_2 \) positive. We need, in addition \( a > 0 \). Note that

\[
a = D \left( (D_{11} + D_{22} + D_{23})(D_1^2 + D_2^2 + D_3^2) - D_{11} D_1^2 - D_{22} D_2^2 - D_{33} D_3^2 \right.
\]

\[
- \left. 2 (D_1 D_2 D_{12} + D_2 D_3 D_{23} + D_3 D_1 D_{31}) \right) .
\]
The term in parenthesis is nothing but the difference between the product of traces and the trace of products of the matrices $D_{ab}$ and $D_aD_b$:

$$a = D \text{Tr}(D_{ab})\text{Tr}(D_aD_b) - D \text{Tr}(D_{ab}D_bD_c).$$

So, in the three parameter model in addition to the condition $D \det(D_{ab}) > 0$ we need $D \text{Tr}(D_{ab})\text{Tr}(D_aD_b) > D \text{Tr}(D_{ab}D_bD_c)$ in order to get a stable, non-supersymmetric attractor. More generally, for a $n$-parameter model, we need to find the eigenvalues of the mass term (4.13). For all of them to be positive we need to impose $(n - 1)$ constraints relating the triple intersection numbers $D_{abc}$ and the black hole charges. For a generic Calabi-Yau compactification these constraints can always be met by suitable choices of black hole charges. Thus for the $D0 - D4$ configuration, we can always have stable non-supersymmetric attractors in a subspace of the charge lattice.

5 Conclusion

In this paper we analyzed the stability of non-supersymmetric attractors in the presence of stringy corrections to the $N = 2$ pre-potential. Holomorphicity constrains the pre-potential to take the form (3.1) for perturbative corrections to all orders. We considered $D0 - D6$ as well as $D0 - D4$ configurations in presence of such corrections. We found for the $D0 - D6$ system the space of attractor points define a $(n - 1)$ dimensional hypersurface in the moduli space. The perturbative corrections only deform this hypersurface instead of lifting any of the flat directions present at the leading order. Interestingly, the $D0 - D4$ system behaves differently. In this case, the corrections make all the massless modes massive. In the case of two and three parameter models we have explicitly obtained the eigenvalues. We saw that the non-supersymmetric attractors are not stable at an arbitrary point in the charge lattice. However they are stable in a subspace of the charge lattice. Interestingly, in both these cases, though the eigenvalues are explicitly dependent on the values of the scalar fields at the attractor point, the stability conditions are independent of it. In the case where we have more than three Kähler moduli, it is much harder to diagonalize the mass matrix. However we argued that in such cases also there must exist a subspace of the charge lattice.
which admit stable non-supersymmetric attractors. We believe the same result will also hold for $D0 - D4 - D6$ configuration.

In this paper we considered intersecting $D$-brane configurations in the weak curvature limit and our main focus was on the effect of the $\alpha$-corrections to the $N = 2$ pre-potential of the $4D$ supergravity theory. We saw that for the extremal non-supersymmetric black holes, these corrections lift all the vector moduli in certain subspace of the charge lattice. Our entire focus was on the vector multiplet moduli only. The hypermultiplet moduli are still not fixed at the black hole horizon. It would be interesting to find a mechanism to fix these hypermultiplet moduli. This will lead to a better understanding of the microscopic origin of such extremal non-supersymmetric black holes.
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A Computational details for the $D0 - D6$ system

In this appendix we will provide some of the computational details for the $D0-D6$ system. The superpotential for the system is given by:

$$W = q - p^0 \hat{\alpha}_{0a} x^a + p^0 D_{abc} x^a x^b x^c .$$

(A.1)

In this section we denote $q = q_0 - 2i p^0 \beta$. We are interested in analyzing the attractor equation

$$\left( g^{bc} \nabla_a \nabla_b W \nabla_c W + 2 \nabla_a W \nabla_b W + \partial_a g^{bc} \nabla_b W \nabla_c W \right) = 0 .$$

(A.2)
In the following we will evaluate each of the terms separately. The covariant derivative of $W$ takes the form:

$$\nabla_a W = 3p^0 D_{abc} x^b x^c - p^0 \hat{\alpha}_{0a} - \frac{3M_a W}{M - 4i\beta}, \quad (A.3)$$

where as the double derivative term becomes

$$\nabla_a \nabla_b W = 6p^0 D_{a[pq} x^{p} + \frac{6W}{M - 4i\beta} \left( \frac{3M_a M_b}{M - 4i\beta} - M_{ab} \right) + \frac{3p^0}{M - 4i\beta} (M_a \hat{\alpha}_{0b} + M_b \hat{\alpha}_{0a}) - \frac{9p^0 x^p x^q}{M - 4i\beta} \left( M_a D_{bpq} + M_b D_{apq} \right). \quad (A.4)$$

We use the ansatz $x^a = \hat{x}^a (t_1 + it_2)$ and simplify to get

$$\nabla_a W = \hat{D}_a \left( 3t^2 p^0 + \frac{3iW}{2\hat{D} t_2 (1 + s)} \right) - p^0 \hat{\alpha}_{0a}, \quad (A.5)$$

where $\hat{D}_a = D_{abc} \hat{x}^b \hat{x}^c$, $\hat{D} = \hat{D}_a \hat{x}^a$ and $s = \beta/(2\hat{D} t_2^3)$. The double derivative term in this ansatz becomes:

$$\nabla_a \nabla_b W = 3 \hat{D}_{ab} \left( 2p^0 t + \frac{W}{2\hat{D} t_2^2 (1 + s)} \right) - \frac{3ip^0}{2\hat{D} t_2 (1 + s)} \left( \hat{D}_a \hat{\alpha}_{0b} + \hat{D}_b \hat{\alpha}_{0a} \right) + \frac{9\hat{D}_a \hat{D}_b \hat{D}}{\hat{D}} \left( -\frac{W}{2\hat{D} t_2^2 (1 + s)} + \frac{it^2 p^0}{t_2 (1 + s)} \right). \quad (A.6)$$

We use the following notations

$$\nabla_a W = a_1 \hat{D}_a + a_2 \hat{\alpha}_{0a} \quad \nabla_a \nabla_b W = a_3 \hat{D}_{ab} + a_4 \frac{\hat{D}_a \hat{D}_b}{\hat{D}} + a_5 \left( \hat{D}_a \hat{\alpha}_{0b} + \hat{D}_b \hat{\alpha}_{0a} \right) + g^{bc} = a_6 \hat{x}^b \hat{x}^c + a_7 \hat{D} \hat{D}^{bc}, \quad (A.7)$$

where

$$a_1 = 3 \left( p^0 t^2 + \frac{iW}{2\hat{D} t_2 (1 + s)} \right) \quad a_2 = -p^0 \quad a_3 = 3 \left( 2p^0 t + \frac{W}{2\hat{D} t_2^2 (1 + s)} \right) \quad a_4 = \frac{9}{t_2 (1 + s)} \left( i p^0 t^2 - \frac{W}{2\hat{D} t_2 (1 + s)} \right)$$
\[ a_5 = \frac{-3ip^0}{2Dt_2(1+s)} \]
\[ a_6 = \frac{2t_2^2(1+s)}{1-2s} \]
\[ a_7 = \frac{-2t_2^2(1+s)}{3} \]
\[ a_8 = \bar{a}_1a_6\hat{D} + \bar{a}_1a_7\hat{D} + \bar{a}_2a_6\hat{\alpha}_0 \]
\[ a_9 = \bar{a}_2a_7 \]

Now we list the three terms in the equation of motion

\[ g^{bc}\nabla_a\nabla_bW\nabla_c\bar{W} = \hat{D}_a\left( a_8a_3 + a_8a_4 + a_8a_5\hat{\alpha}_0 + a_9a_4\hat{\alpha}_0 + a_9a_5\hat{D}T \right) \]
\[ + \hat{\alpha}_0(\hat{D}(a_8a_5 + a_9a_3 + a_9a_5\hat{\alpha}_0)) \]
\[ \partial_ag^{bc}\nabla_bW\nabla_c\bar{W} = it_2\hat{D}_a\left( |a_1|^2\hat{D}\left( 1 + \frac{(2s-7)(1+s)}{3(1-2s)} + \frac{9s}{(1-2s)^2} \right) \right) \]
\[ + (\bar{a}_1a_2 + \bar{a}_2a_1)\hat{\alpha}_0\left( 1 - \frac{1+s}{1-2s} + \frac{9s}{(1-2s)^2} \right) \]
\[ + |a_2|^2\left( T + \frac{9s\hat{\alpha}_0^2}{\hat{D}(1-2s)^2}\right) - it_2|a_2|^2\hat{D}\left( \frac{1+s}{3} \right)T_a \]
\[ + 2it_2\frac{(1+s)}{(1-2s)}\hat{\alpha}_0a_\left( \hat{D}(s-2)\right)\left( \bar{a}_2a_1 + \bar{a}_1a_2\right) - |a_2|^2\hat{\alpha}_0 \]
\[ 2\nabla_aW\bar{W} = 2\bar{W}\left( a_1\hat{D}_a + a_2\hat{\alpha}_0a \right) \quad (A.8) \]

We introduced the notations \( T = p^0\hat{D}^{bc}\hat{\alpha}_0\bar{\hat{\alpha}}_{0c} \) and \( T_a = p^0D_{apq}\hat{D}^{pb}\hat{D}^{qc}\hat{\alpha}_0\bar{\hat{\alpha}}_{0c} \).

Adding all the terms in the above equation we get the equation of motion corresponding to the non-supersymmetric solution. Taking the real part of the equation of motion we get

\[ a_{10}\hat{D}_a - a_{11}\hat{\alpha}_{0a} = 0 \quad , \quad (A.9) \]
where

\[
a_{10} = 3 \left( 4p^0 \dot{D} t_1 t_2^4 \left( p^0 (t_1^2 + t_2^2) \left( \dot{D} (t_1^2 + t_2^2) - \dot{\alpha}_0 \right) + q_0 t_1 \right) \right)
+ t_2 p^0 \beta \left( -p^0 \dot{D} \left( t_1^5 - 2t_1^3 t_2^2 + 5t_1 t_2^4 \right) - q_0 \left( t_1^2 - 3t_2^2 \right) + t_1 p^0 \dot{\alpha}_0 \left( t_1^2 + t_2^2 \right) \right)
- 2t_1 (p^0)^2 \beta^2 \left( t_1^2 + 5t_2^2 \right)
\]

\[
a_{11} = -t_2 p^0 \beta \left( p^0 \dot{D} t_1^3 - 11p^0 \dot{\alpha}_0 t_1 t_2^2 + q_0 - t_1 p^0 \dot{\alpha}_0 \right)
- 4p^0 \dot{D} t_2^4 \left( t_1 \left( p^0 \dot{D} (t_2^2 - t_1^2) + p^0 \dot{\alpha}_0 \right) - q_0 \right) + 2t_1 (p^0)^2 \beta^2 .
\]

At the critical point

\[
\dot{\alpha}_{0a} = G \dot{D}_a = \frac{a_{10}}{a_{11}} \dot{D}_a
\]

Contracting with $\dot{x}^a$ on both sides of the above equation we get

\[
G = \frac{\dot{\alpha}_0}{\dot{D}} \tag{A.11}
\]

For convenience we introduce the following rescaling:

\[
t_1 = \frac{x q_0}{p^0 \dot{\alpha}_0} \tag{A.12}
\]

\[
t_2 = y \sqrt{\dot{\alpha}_0 / \dot{D}} \tag{A.13}
\]

\[
\dot{D} = \frac{\dot{\alpha}_0 (p^0)^2}{q_0} \tag{A.14}
\]

\[
\beta = \frac{\gamma q_0}{p^0 \dot{D}^{1/2}} \tag{A.15}
\]

Taking the original equation of motion, contract it with $\dot{x}^a$. Separate the real and imaginary part and using the above change of variables we get the equations of motion for the D0-D6 system:

\[
0 = -y \gamma \left( x \left( 3 \dot{D}^2 x^4 + \dot{D} x \left( 3 - 2x (3y^2 + 2) \right) + 15y^4 + 8y^2 + 1 \right) - 9y^2 - 1 \right)
+ 4y^4 \left( x \left( 3 \dot{D}^2 x^4 + \dot{D} x \left( x (6y^2 - 4) + 3 \right) + 3y^4 - 2y^2 + 1 \right) - 1 \right)
+ 2x \gamma^2 \left( 3 \dot{D} x^2 + 15y^2 - 1 \right) \tag{A.16}
\]

and
0 = 2y^3\gamma^3 \left( 9D^2x^4 + 6Dx \left( x \left( 30y^2 + 2 \right) - 9 \right) + 99y^4 - 54y^2 + 7 \right)
+ \gamma^4 \left( 18y^2 \left( 1 - 5\tilde{D}x^2 \right) + \left( 1 - 3\tilde{D}x^2 \right)^2 - 63y^4 \right)
- 3y^4\gamma^2 \left( y^2 \left( 3\tilde{D}x \left( 33\tilde{D}x^3 - 20x - 6 \right) + 13 \right) + 15\tilde{D} \left( \tilde{D}x^3 - x + 1 \right)^2 \right)
+ 9y^4 \left( 41\tilde{D}x^2 - 6 \right) + 45y^6 \left( -9\tilde{D} \left( \tilde{D}x^3 - x + 1 \right)^2 + 9\tilde{D}x^2y^4 \right)
- y^2 \left( 1 - 3\tilde{D}x^2 \right)^2 + 9y^6 \right) + 4y^7\gamma \left( 4y^2 \left( 2 - 3\tilde{D}x \left( 3\tilde{D}x^3 - 5x + 9 \right) \right) \right)
+ 9\tilde{D} \left( \tilde{D}x^3 - x + 1 \right)^2 + 9y^4 \left( \tilde{D}x^2 - 2 \right) - 18y^6 \right) \quad (A.17)

Substituting the solution of the above two equations in Eq. (A.11) we get the
(n - 1) dimensional hypersurface defining the space of attractor points.

**B Computational details for the D0 – D4 system**

In this appendix we will outline some of the computational details needed for the
D0 – D4 system. The superpotential:

\[ W = q_0 - \alpha_0 p^a - 3D_{ab}x^a x^b. \quad (B.1) \]

and its covariant derivatives with ansatz \( x^a = p^a(t_1 + it_2) \) are given by

\[
\nabla_a W = 3D_a \left( \frac{iW}{2t_2 D(1 + s)} - 2t \right)
\]

\[
\nabla_a \nabla_b W = 3D_{ab} \left( -2 + \frac{W}{2t_2 D(1 + s)} \right) - \frac{9D_a D_b}{D(1 + s)} \left( 2it + \frac{W}{2t_2 D(1 + s)} \right)
\]

The mass matrix is given by the double derivative terms of the effective potential.

It is straightforward to see that

\[
e^{-K_0} \partial_a \partial_d V = \{ g^{bc} \nabla_a \nabla_b \nabla_c W + \partial_a g^{bc} \nabla_b \nabla_c W + \partial_d g^{bc} \nabla_b \nabla_a W \} \nabla_c W
\]

\[
e^{-K_0} \partial_a \partial_d V = g^{bc} \nabla_a \nabla_b W \nabla_c \nabla_d W + \{ 2|W|^2 + g^{bc} \nabla_b W \nabla_c W \} g_{ad}
\]

\[
e^{-K_0} \partial_a \partial_d V = \partial_a g^{bc} \nabla_b W \nabla_c \nabla_d W + \partial_d g^{bc} \nabla_a \nabla_b W \nabla_c W + 3\nabla_a W \nabla_d W
\]
\[ g^{bc} \nabla_a \nabla_b W \nabla_c \nabla_d W = D_a D_d (g_{2g_3} + g_{2g_4} + g_{2g_5}) + g_1 g_4 DD_{ad} \]

\[ 3 \nabla_a W \nabla_d W = 3|h|^2 D_a D_d \]

\[ 2g_{ad}|W|^2 = -\frac{3W}{2D(1+s)t_2^2} \left( \frac{2D_{ad} - \frac{3D_a D_d}{D(1+s)}}{D(1+s)} \right) \]

\[ g_{ad} g^{bc} \nabla_b W \nabla_c W = \frac{|h|^2 D(1+s)}{1-2s} \left( \frac{2}{1-2s} - \frac{1}{3} - \frac{3}{(1-2s)^2} \right) \]

\[ \partial_a g^{bc} \nabla_b W \nabla_c W = DD_{ad} g_1 g_5 + D_a D_d (g_7 g_5 + g_8 g_1 + g_8 g_2) \]

\[ \partial_a \partial_b g^{bc} \nabla_b W \nabla_c W = DD_{ad} (1+s)|h|^2 \left( \frac{2}{1-2s} - \frac{1}{3} - \frac{3}{(1-2s)^2} \right) \]

\[ + \ D_a D_d |h|^2 \left( 1 + \frac{7+s}{1-2s} - 3(5+2s) \right) \]

\[ (B.2) \]

We need to evaluate each of the terms in the above equation at the attractor point. After some tedious algebra we find

\[ g^{bc} \nabla_a \nabla_b W \nabla_c W = (D_{ad} g_9 + D_a D_d g_{10}) \frac{4 \bar{h} D t_2^2 (1+s)^2}{3(1-2s)} \]

\[ \partial_a g^{bc} \nabla_b W \nabla_c W = DD_{ad} (g_7 g_1 + D_a D_d (g_7 g_2 + g_8 g_1 + g_8 g_2)) \]

\[ 3 \nabla_a \nabla_d W W = 3W \left( g_1 D_{ad} + g_2 \frac{D_a D_d}{D} \right) \]

\[ -g^{bc} \partial_a g_{dc} \nabla_b W W = \frac{i \bar{W} h}{t_2(1-2s)} \left( D_{ad} (s-2) + 3 \frac{D_a D_d (1-2s)}{D(1+s)} \right) \]

\[ \partial_a \partial_b g^{bc} \nabla_b W \nabla_c W = D(1+s)|h|^2 D_{ad} \left( \frac{1}{3} - \frac{2}{1-2s} + \frac{3}{(1-2s)^2} \right) \]

\[ + \ |h|^2 D_a D_d \left( -1 - \frac{7+s}{1-2s} + \frac{3(5+2s)}{(1-2s)^2} - \frac{9(1+s)}{(1-2s)^3} \right) \]

We used the following notations in the above series of equations

\[ g_1 = 3 \left( -2 + \frac{W}{2D t_2^2 (1+s)} \right) \]

\[ g_2 = \frac{9}{t_2 (1+s)} \left( \frac{2it + \frac{W}{2D t_2 (1+s)}}{2D t_2 (1+s)} \right) \]

\[ g_3 = \frac{2t_2^2 (1+s)}{3} \left( \frac{3(g_1 + g_2)}{1-2s} - g_2 \right) \]
The double derivative terms of the effective potential can now be written as
\[ g_4 = -\frac{2t_2^2(1 + s)g_1}{3} \]
\[ g_5 = 2iht_2 \frac{(s - 2)(1 + s)}{3(1 - 2s)} \]
\[ g_6 = iht_2 \left( 1 - \frac{(1 + s)}{(1 - 2s)} + \frac{9s}{(1 - 2s)^2} \right) \]
\[ g_7 = 2it_2h \frac{(s - 2)(1 + s)}{3(1 - 2s)} \]
\[ g_8 = it_2h \left( 1 + \frac{9s}{(1 - 2s)^2} - \frac{1 + s}{1 - 2s} \right) \]
\[ g_9 = \frac{-3}{t_2(1 + s)} \left( 3i + \frac{3t}{t_2} + \frac{iW}{4t_2^2D} - \frac{6iW}{4t_2^2D(1 + s)} \right) \]
\[ g_{10} = \frac{3}{t_2(1 + s)} \left( -3 + \frac{i(g_1 + g_2)}{2} - \frac{9t}{t_2(1 + s)} - \frac{3t}{t_2} \right) \]
\[ + \frac{J(s - 2)}{2t_2(1 + s)} + \frac{3iW(s - 5)}{4Dt_2^2(1 + s)^2} + \frac{6iW}{4Dt_2^2(1 + s)} \]
We will use the rescale variables

\begin{align}
  y &= \omega z \\
  \gamma &= \omega^3
\end{align}

(B.9)

and the equation of motion in terms of them

\begin{equation}
  8z^9\omega^2 - 8z^7 + 36z^6\omega^2 - 4z^4 + 3z^3\omega^2 - 5z + 2\omega^2 = 0
\end{equation}

(B.10)

Using the equation of motion we can rewrite Eqs. (B.3) and (B.4) as

\begin{align}
  e^{-\mathcal{K}_0} \partial_a \partial_d V &= A_1 D_{ad} + A_2 \frac{D_a D_d}{D} \\
  e^{-\mathcal{K}_0} \partial_a \partial_d \bar{V} &= 3 D_a D_d E_1 - D_{ad} E_2,
\end{align}

(B.11)

or, in other words, the mass matrix has the form

\begin{equation}
  M = \left( 3 \frac{D_a D_d}{D} E_1(z_0) - D_{ad} E_2(z_0) \right) \otimes I + \left( A_1(z_0) D_{ad} + A_2(z_0) \frac{D_a D_d}{D} \right) \otimes \sigma^3,
\end{equation}

(B.13)

where the functions \( E_1(z), E_2(z), A_1(z) \) and \( A_2(z) \) are given by

\begin{align}
  E_1 &= -e^{\mathcal{K}_0} \frac{24q z^3 (4z^3 + 1)(16z^9 + 24z^3 + 13)}{(8z^6 + 4z^3 + 5)(8z^9 + 36z^6 + 3z^3 + 2)} \\
  E_2 &= -e^{\mathcal{K}_0} \frac{24q (2z^3 - 1)^3}{8z^9 + 36z^6 + 3z^3 + 2} \\
  A_1 &= -e^{\mathcal{K}_0} \frac{48q (1 - 2z^3)^2 (z^3 + 1)}{8z^9 + 36z^6 + 3z^3 + 2} \\
  A_2 &= -e^{\mathcal{K}_0} \frac{864q z^3 (4z^9 - 3z^3 + 1)}{(8z^6 + 4z^3 + 5)(8z^9 + 36z^6 + 3z^3 + 2)}
\end{align}

(B.12)

The mass matrix can be written in the block diagonalized form

\begin{equation}
  e^{-\mathcal{K}_0} M = -\frac{24q}{D (8z_0^9 + 36z_0^6 + 3z_0^3 + 2)} \begin{pmatrix} M_t(z_0) & 0 \\ 0 & M_b(z_0) \end{pmatrix},
\end{equation}

(B.13)

Where

\begin{align}
  M_t(z) &= \frac{3D_a D_d (16 (4z^9 - 2z^6 + 6z^3 + 7) z^6 + z^3)}{8z^6 + 4z^3 + 5} - DD_{ad} (4z^3 + 1) (1 - 2z^3)^2 \\
  M_b(z) &= 3 \left( DD_{ad} (1 - 2z^3)^2 + D_a D_d (8z^6 + 4z^3 + 5) z^3 \right)
\end{align}

(B.14)
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