Are We at Risk of Losing the Current Generation of Climate Researchers to Data Science?
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Abstract Climate model output has progressively increased in size over the past decades and is expected to continue to rise in the future. Consequently, the research time expended by Early Career Researchers (ECRs) on data-intensive activities is displacing the time spent in fostering novel scientific ideas and expanding the frontiers of climate sciences. Here, we highlight an urgent need for a better balance between data-intensive and foundational climate science activities, more open-ended research opportunities that reinforce the scientific freedom of the ECRs, and strong coordinated action to provide infrastructure and resources to the ECRs working in under-resourced environments.

Plain Language Summary Climate science research can be described by three key foundational activities: developing scientific theories and hypotheses, testing hypotheses using data and theory to generate scientific outcomes, and finally communication of scientific outcomes to inform climate actions, that is, adaptation and mitigation. The progress of our field is influenced by a balance between these activities. We, a group of early career researchers (ECRs), are concerned that the climate community is putting an excessive emphasis on data-intensive activities and the disproportionate investment of time and resources in these activities is leading to a displacement of more foundational scientific activities of our discipline. This not only impedes the scientific progress of our field but also hinders the development of the current generation of climate researchers as they struggle to strike a balance between data-intensive activities and foundational science. For the ECRs, this problem is further deepened by short-term employment contracts, constrained scientific freedom, and resource disparities. This makes our discipline less and less appealing and there is a risk of losing the present generation of climate researchers to data science.

1. Growing Climate Model Outputs

Over the last few decades, climate science has made large strides, partly through copious amounts of climate model output produced by the generations of the Coupled Model Intercomparison projects (CMIPs), an initiative under the World Climate Research Program (WCRP). There has been a progressive increase in the volume of climate model output, hereafter referred to as data, over the course of successive CMIP phases. Its latest phase, namely CMIP6, encompasses ~120 models from ~50 modeling groups, ~20 to 40 petabytes (PB) of output data, from 23 endorsed MIPs (Eyring et al., 2016). Several factors have contributed to the large increases in CMIP data such as increases in model resolution, the number of participating models and modeling centers, increase in the number of experiments from 11 in CMIP3 to 312 in CMIP6 (Petrie et al., 2021), and number of output variables (Baluji et al., 2018; Eggleton & Winfield, 2020; Juckes et al., 2020). Projected estimates show ~300 PB data to be produced within the next few years (Quobyte, 2019) and this is only one example of a global multi-institutional...
data-centric climate research project. As the number of data-centric climate projects is constantly increasing, the data volume is also expected to continue to rise in the future.

While the growing data and data-centric projects offer one way to advance our understanding of the climate system, these projects are a huge responsibility in terms of data production, processing, and analysis, which is largely placed on the current generation of researchers. Early career researchers (ECRs), employed as research staff at the operational centers, doctoral candidates, and post-doc staff at the universities, form a major proportion of the workforce who spend tremendous amounts of their time producing and analyzing climate model datasets, often following prescribed research plans outlined by senior researchers or internationally coordinated endeavors. We are concerned that currently, our community is putting an excessive emphasis on data-intensive activities which consequently inhibits the progress of other important frontiers of climate research such as developing novel research ideas or developing scientific hypotheses.

Research is a creative process and creativity needs time and mental space. Thinking critically about scientific results, exchanging thoughts with other researchers in the community, or finding inspiration in routine scientific tasks including producing or analyzing model outputs—require time and mental space. An undue focus on data-intensive activities simply does not leave us with much time or mental space to indulge in foundational research activities. The current generation is increasingly being pushed toward data-intensive activities and the opportunities that allow us to focus on underpinning climate science questions are continually diminishing.

The success of the current data-centric research projects will depend on how effectively the data can be used by the climate community, and notably ECRs, over the coming years. This implies that over-emphasis on prescribed data-intensive activities will, in fact, refrain us from undertaking creative and novel endeavors, thereby limiting the value of these projects. The reviewers of this manuscript also pointed out that the excessive amounts of data are not only a burden for the ECRs but the entire climate community. If that is to be true, there is an even more pressing need to address this issue because we, as ECRs, are not keen to let this burden cascade to the generation of researchers succeeding us.

In this article, we highlight an urgent need for increased investment of time and resources in foundational scientific activities of our discipline, more open-ended research opportunities that reinforce the scientific freedom and curiosity of the ECRs, and coordinated action to provide equitable resources and infrastructure to the ECRs working in under-resourced environments to strengthen their prospects of pursuing a scientific career. Through this article, our hope is to encourage a dialogue on these issues which will ultimately help in advancing climate science over the next decades.

2. Our Challenges and Concerns

2.1. Making Space for Foundational Climate Science

The foremost challenge, which the increasing data and data-centric projects pose for us, is how to strike a balance between the time expended in data-intensive activities versus foundational climate science, and the fact that this decision is not always ours to make.

In a recent commentary, Emanuel (2020) has raised concerns regarding the risk of losing a whole generation of climate scientists to data. We share the author's concern on how investing a disproportionate amount of time in technical data-intensive activities may lead to a displacement of more foundational activities of our discipline, such as learning how to pose science questions or developing science hypotheses.

The scientific literature presents many examples where major breakthroughs in our field were driven by simple curiosity-driven questions which interrogated scientific data and theories. For example, Lorenz interrogated the amplification of round-off errors in model simulations to unveil the butterfly effect (Lorenz, 1963, 1969), also known as chaos theory. Following Lorenz's discovery, it seemed fundamentally impossible to make predictions with reasonable accuracy beyond two to 3 weeks and the future of long-range forecasting was thought to be doomed. But this predictability limit was further investigated and the prediction skill was demonstrated on longer time scales using slowly varying atmospheric and oceanic conditions such as changes in sea-surface temperatures (e.g., Charney & Shukla, 1981; Shukla, 1981). The unexpected discovery of the ozone hole (Farman et al., 1985) and the depletion of stratospheric ozone by anthropogenic emissions of chlorofluorocarbons (Solomon et al., 1986) led to profound advances in atmospheric chemistry and even changes in global
environmental policy (Solomon, 2019; Tripp, 1987; UN Montreal Protocol). The decades of collective effort led by the climate community to explain the Quasi-Biennial Oscillation (QBO) when neither observations nor theory behind tropical atmospheric waves that cause QBO existed at that time (Baldwin et al., 2001; Plumb, 1977). The identification of QBO disruption from a tiny signal in the observations much before it became a full-fledged disruption (Osprey et al., 2016). And more recently, the current efforts by the climate community to explain why some models under the CMIP6 initiative show higher climate sensitivity as compared to the previous CMIP5 generation (e.g., Forster et al., 2020; Sherwood et al., 2020; Zelinka et al., 2020). Scientists are investigating if such a high response of global surface temperatures to the external climate forcings arises due to the errors in climate models and the origin of these errors (e.g., Hausfather et al., 2022; Myers et al., 2021; Sherwood et al., 2020; Voosen, 2019, 2022). These examples show the importance of curiosity-driven research and the freedom to embark on unknown science territories to push frontiers in climate sciences.

Our field sometimes even requires skills that go beyond traditional scientific training such as a posteriori knowledge and intuitive guesswork which is often employed by forecasters to make weather predictions or develop seasonal and sub-seasonal outlooks of El Niño-Southern Oscillation, Indian Ocean Dipole, and Madden-Julian Oscillation when model results are not enough to reach a consensus. This implies that investment of time in the synthesis of the literature, critical and curiosity-driven thinking, theoretical comprehension, research writing, and communication, are needed to break new grounds. However, in contrast, our most common daily struggles are related to data science, for instance, downloading and transferring data, debugging codes, and solving compatibility issues between software libraries. Working with large amounts of data also poses the challenge of applying emerging new methodologies, such as artificial intelligence algorithms, effectively. It is not just about creating a few more libraries or learning a few more analysis tools to make research more efficient. As software and hardware are under continuous development, the data analysis challenges will continue to occur and demand time throughout our careers.

2.2. The Culture of Prescribed Science and the Problem of Continuity

With a tremendous increase in computational power and resources, at least in well-resourced nations with a strong tradition in climate research, it is easier than ever to run a model and produce output. Together with the strengthened international coordination for model simulations globally (e.g., CMIP), this has led to the immense growth of climate model output data, resulting in an increased need for analysis. On some occasions, the sole existence of the vast amounts of data, not scientific hypotheses, imposes the need to do more data analysis. For instance, in our experience, seniors would stress that “these datasets are lying around and shall be analyzed,” spinning out entire research projects based on this imposed need. The data-centric projects focusing predominantly on data analysis also have the potential to reap fast results, which can quickly turn into publications, and therefore these are very fitting for the short-term projects. Due to the shorter project timelines, such data-centric studies demand the science objectives to be increasingly predefined. This, in turn, nurtures the culture of prescribed research.

Whilst an intricately prescribed research plan and pre-agreed objectives could be more productive in terms of published output and deliverables as compared to the open-ended research, it poses challenges for the ECRs to bring their ideas to the projects or design their own research paths. The pressure of producing deliverables and publications under tight timelines simply does not leave any time for the ECRs to deviate from the predefined research plan, or to confront the questions that have been handed to them by their seniors.

Traditionally, the purpose of postdoc jobs was to serve as an interim phase—a route to independence—for the ECRs. The phase which allows them the scientific freedom to confront current theories and research questions, to develop essential skills such as leadership and management, before they transition into more forefront permanent positions. However, in the current scenario, postdocs in our discipline are sometimes viewed as cheap laborers with constrained scientific freedom. Their role is limited to producing or analyzing model outputs while the science and decision making is steered by the senior researchers. This also generates a sense of unbelongingness in some ECRs as they struggle to take charge of the projects they are employed on and find their positioning in this field. This all makes our field less and less appealing.

In addition, the ECRs in short-term projects struggle to maintain continuity in their research which further confounds their ability to make meaningful contributions (Kreeger, 2004; Waaijer et al., 2017; Woolston, 2020). In summary, while it is possible to do incremental science and apply what we already know in short-term
data-centric projects, producing research that can break new grounds in climate science needs time—which this increasingly fast-paced and prescribed culture does not allow.

2.3. Data Procurement in Under-Resourced Regions and Institutions

In addition to the challenges outlined above, a large amount of data is a barrier itself, as it requires reliable computational facilities to store and process the data. Though multi-institutional data-driven projects, for example, CMIP, provide open access to data to develop regionally focused research, challenges remain for ECRs in under-resourced environments, sometimes even in high-income countries, to access and analyze data for climate research. For example, frequent power outages and internet disconnections in developing nations still make the big climate datasets challenging to access. The most recent pandemic only exacerbated the issue of research infrastructure inequity (Carr et al., 2021). Limited storage capacities in resource-lacking organizations force climate researchers to repeatedly download, post-process, and delete the raw data to make space for the datasets. While central facilities for data storage and analysis, such as JASMIN for UK researchers, are present for the ECRs in well-resourced countries, their counterpart ECRs in under-resourced nations struggle to find support, which puts even more pressure on these researchers and further limits their opportunities to contribute to science or to pursue a scientific career in their own nations (e.g., Dwivedi et al., 2022). There are growing movements to democratize research data and infrastructure via cloud computing technology to support the development of climate research in under-resourced regions, for example, Group on Earth Observation—Planetary Computer Program, Amazon Sustainability Data Initiative, and analysis-ready CMIP6 data on the cloud with Pangeo. However, these initiatives require new skills that are not yet included in the training of ECRs, thus still struggling to achieve their purpose.

3. Open Questions for the Climate Science Community and Potential Ways Forward

We are a generation that will make significant advances in our field using the vast amounts of climate data produced by internationally coordinated endeavors (e.g., CMIP, CORDEX). However, for a discipline like ours, solely analyzing data or applying statistics without deeper causal thinking has little to offer to our community (e.g., Kretschmer et al., 2021; Runge et al., 2019; Shepherd, 2021). To ensure that theory and our understanding of complex mechanisms develop at the same pace as data analysis methodologies, ECRs need to spend time in both handling data and gaining experience in more foundational activities of our discipline (e.g., Jakob, 2014).

The Intergovernmental Panel of Climate Change (IPCC) in its latest Working Group II report (IPCC AR6 WGII report, 2022) has highlighted that we are rapidly losing the window to secure a livable future, implying that the upcoming years are extremely crucial for climate change mitigation and adaptation. Mitigation can be favored by data-centric and top-down approaches because action has to aggregate on a global scale to reduce emissions. Whereas adaptation is a local problem and for climate research to inform local climate actions, we need visionary leaders who are capable of engaging in solution-driven science and drawing insight from multiple disciplines and lines of evidence—beyond solely using climate model data (Jakob, 2014; Rodrigues & Shepherd, 2022; Stevens et al., 2016). To ensure that the current ECRs are trained for this challenge, the research opportunities should be geared toward solving pressing and exciting research problems, with climate model data, and other approaches.

Here, we suggest potential ways forward to address the issues that we raised. We realize that this requires a shift in scientific culture and practice which can only be achieved when this is widely discussed and supported in the climate science community. Our suggestions should therefore not be considered as set in stone, as they are intended to be as starting points for a wider discussion.

3.1. Prioritizing Using Existing Model Outputs

There is already an abundance of model data available, much of it would perhaps take years to thoroughly analyze. Therefore, we think that the current efforts in our discipline should prioritize using the existing model data to its full potential and developing approaches to use it effectively to answer pressing research questions and to inform climate actions. If we are to produce more data on top of what is currently available, then we should first revisit which scientific and societal problems are most urgent and what type of data we need to address those questions.
The motivation for evermore data production must be clearer and should not be predominantly driven simply by the existence of international coordination structures or the availability of human or computational resources.

### 3.2. Stronger Push for Creative Over Prescribed Research

We recognize the need for benchmarking in climate modeling and comparison of different model generations. However, in addition to prescribed tasks of model evaluation and assessment, it is also important for the data-centric projects (e.g., CMIP) to be reasonably scaled which provides time and space for the ECRs to pursue exploratory research and undertake creative endeavors. If this time and space are not consciously assured, model inter-comparison will easily become a quality-control activity in place of a creative endeavor. In that light, we ask the climate community: are the additional scientific insights coming out of CMIP by producing more data and adding more models proportional to the time and resources going in? And perhaps most importantly, is it worth pushing the current and upcoming generations of climate researchers to keep producing data, or is this better invested in fostering novel scientific ideas? There is a need to further embark on these questions through an open inter-generational dialogue both at international and local levels. This dialogue could be through the existing participation of ECRs in the relevant WCRP activities, for example, Lighthouse Activities such as My Climate Risk or Explaining and Predicting Earth System Change (EPESC), Regional Information for Society (RiFS), or engagement of the broader ECR community via surveys, workshops, and online meetings.

### 3.3. Sharing of Resources

The current remit of capacity building in under-resourced nations mainly involves the scientific and technical training of local researchers. The training of the researchers is necessary but not sufficient. The lack of accessible resources and reliable research infrastructure, particularly in under-resourced countries, pushes the capable and trained ECRs to migrate to other countries, which, in turn, disadvantages the research community in these regions (Jain, 2020). There exists a stark discrepancy in resource distribution within more well-resourced countries as well. For example, a third (33%) of all US higher education research and development expenditures in the geosciences, atmospheric sciences, and ocean sciences, is concentrated in only 10 institutions (fiscal year 2020). Half (50%) of these R&D expenditures occur in only 20 institutions (NCSES, 2021). Therefore, we emphasize an urgent need to create equitable globally accessible computational and storage solutions, similar to the Centre for Data Analysis (CEDA) or JASMIN in the UK, which allow researchers to perform data analysis at the site of data, without the need for processing or storage on local systems. Global access to computational infrastructure will benefit not only the ECRs but scientists of all career stages from under-resourced nations and organizations.

### 3.4. Dedicated Software Engineers and Data Managers

In addition to the global-centric resources, we urge scientific institutions to recognize the need for dedicated software engineers and data managers to reduce the burden of data management and analysis that is now predominantly on the ECRs. In addition to allowing ECRs to focus more on scientific interpretation, these specialists can increase efficiency, as they are better trained in coding, data management, and other practical computational tasks. This already exists in major climate modeling centers (e.g., NCAR, ECMWF, UK Met Office, and Barcelona Supercomputing Center) and some research organizations (e.g., eScience Center in the Netherlands) but we think that this should be a common practice across research institutions. This would require funding agencies to reserve a budget specifically for these tasks acknowledging that recruiting data engineers is now a normal scientific practice. Another potential benefit of this practice is that the data engineers can bring fresh ideas into research groups as they work on topics that may not be on the radar of the climate scientists themselves.

### 3.5. Streamlining Post-Production Activities

Joining forces to produce data is incredibly useful but leaving it to the next generation to navigate through the data challenges diminishes the purpose of such initiatives. For gigantic coordinated projects (e.g., CMIP), equally gigantic coordinated efforts focusing on post-production activities are needed. Streamlining data analysis, robustly identifying errors in current models, understanding their causes, highlighting those to the modeling groups to support model development, and developing interactive and robust communication methodologies
(beyond reports and briefings) that inform climate actions, need more attention and coordinated efforts from our community. To achieve some of these objectives, several data management and analysis tools have recently begun to emerge. Examples include the Pangeo Forge platform (Stern et al., 2022) and initiatives like Nicholls et al. (2021), where large amounts of data are transformed into an analysis-ready format, as well as diagnostic tools such as ESMValTool (Righi et al., 2020), which provides a set of scripts that can be applied to a wide range of data. This growing ecosystem of tooling can substantially reduce the time expended on routine tasks such as data download, data preprocessing, and basic model evaluation. However, these efforts are largely community-driven, and therefore professionalizing these initiatives and supporting them financially would be needed to ensure that they continue to develop and fulfill their purpose in the longer term.

3.6. Improving the Link Between Model Developers and Data Analysts

While most of the model development is undertaken by the operational modeling centers, a lot of data analysis and research that can inform model development initiatives is undertaken by the universities and research institutes. The weak link between the modeling centers and the research community elsewhere could be further strengthened to inform the developers about promising research that has the potential to improve their models and also increase the uptake of the data held by the former. Open forums on model development, both online and offline, targeted toward collecting feedback not only from the modeling groups but larger research communities (such as the post-CMIP6 survey coordinated by WCRP which gathers community input to shape the next phases of CMIP and optimize their usefulness) could be the way forward. Initiatives like NOAA testbeds (https://www.testbeds.noaa.gov/), which foster the transition of scientific advances from the research community to improve NOAA forecast products and services, have proven to facilitate the synergies between model producers and users and could be thought of for the CMIP initiative.

3.7. Opportunities to Maintain Continuity in Research

Though we recognize the urgency of our field, we also acknowledge that building science that can feed into the development of climate models and advance science is a complex, slow, and steady process. In order to achieve this, the ECRs need more stable, long-term employment opportunities that allow them to maintain continuity in their research. Increasing the share of funding toward independent ECR-led research positions, such as the Marie Skłodowska-Curie Actions as opposed to multi-million euro grants that eventually hire ECRs to perform prescribed research activities, can help achieve this objective. Another potential avenue for the ECRs is to tap into the longer-term focused research activities through community-driven organizations such as new WCRP Lighthouse activities. In return, more bottom-up efforts within these structured organizations that allow ECRs to spearhead research, with support and guidance from experts, can also provide a sense of continuity to the ECRs and shape the course of their scientific careers. However, embedding these activities in their daily routine without losing work-life balance would remain a challenge for the ECRs and the community.

3.8. Work Culture Improvements

The ECR community can benefit immensely by improving work-culture practices. However, implementing cultural shifts have always been difficult as they rely on individual efforts and structural changes. Nevertheless, we encourage supervisors to acknowledge that striking a balance between data analysis and underpinning science is an emerging challenge for the ECRs. Technical data analysis skills are obviously useful, and perhaps that is what makes us employable, but learning those skills is a never-ending process. Therefore, research positions must ensure that the balance between data-intensive and other foundational scientific activities is achieved from the beginning irrespective of the duration of the positions. Project leaders should learn to manage their own expectations, particularly from short-term projects, before imposing their expectations or interests on the ECRs. In summary, more opportunities that provide time and mental space to the ECRs to undertake creative endeavors can help build long-term and robust capability in our field.
3.9. Voice Your Opinion

We are aware that we are a small group of the ECRs and our concern may not be representative of the entire climate community. That is why we have created this online form (https://forms.gle/hbWgwKjbiytCdJ9X6) to collect feedback from other ECRs as well as experienced researchers within the climate community about their perspectives on growing data-intensive activities, and potential ways forward outlined in this piece. If you do not have access to this form, we encourage you to download Appendix A and send the filled form to us or discuss alternative options at datafatigue@yess-community.org. We plan to analyze and report the feedback received through this form in a follow-up perspective paper. We think that open-forum discussions and coordinated efforts at the community, organizational, and individual levels can help solve this problem and make our community grow. This will play a key role in shaping the future of climate science as well as the next generation of climate researchers.

Appendix A
A1. Your Perspective on Growing Data-Intensive Activities in Climate Sciences

Climate model data has been increasing progressively over the past decades. This is leading to a shift toward data-intensive activities in climate sciences which in turn is posing challenges for the current generation such as striking a balance between time expended in data-intensive and foundational climate science activities. Through this form, we want to know your perspective on these growing data-intensive activities in climate sciences and what we can do to help early career researchers (ECRs) achieve this balance.

Filling this form will only take a few minutes but will allow us to better understand the challenges you are facing and how we can best address them and make our community grow. You can also find a version of this form online at: https://forms.gle/hbWgwKjbiytCdJ9X6.

What can you share?

We are keen to know the challenges or opportunities the big climate data provides you. You are also welcome to share your concerns, perspective, experiences, or stories relevant to this topic.

What will we do with your feedback?

We plan to analyze the feedback received through this form and report the key findings in a follow-up perspective paper.

Please note that by filling out this form, you automatically provide consent to use the information for a follow-up perspective paper, and presentation in meetings and conferences. This form is anonymous by default and all feedback received through this form will be reported as anonymous. There is also an option to provide your name and email address at the end, in case you wish to be identified or contacted. Questions followed by an asterisk (*) are mandatory.

If you have any further questions on this form, please contact datafatigue@yess-community.org.

Q1: Your country/region of origin*
Q2: Your country/region of work*
Q3: Your place of work*
   o Local/regional/national government (e.g., National Weather Services)
   o University
   o Non-university research institute
   o International agency (e.g., WCRP, WMO)
   o Private company
   o Other:
Q4: Your career Stage*
   o Master student
   o PhD student
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