ON COEXISTENCE AND JOINT MEASURABILITY OF RANK-1 QUANTUM OBSERVABLES
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Abstract. We show that a rank-1 quantum observable (POVM) \( M \) is jointly measurable with a quantum observable \( M' \) exactly when \( M' \) is a smearing of \( M \). If \( M \) is extreme, rank-1 and discrete then \( M \) and \( M' \) are coexistent if and only if they are jointly measurable.
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1. Introduction

For observables (POVMs) \( M \) and \( M' \) of a quantum system, the question arises under which conditions it is possible to collect the experimental data of measurements of \( M \) and \( M' \) from a measurement of a single observable \( N \) of the same system. For example, if \( M \) and \( M' \) can be measured together then their measurement outcome statistics can be obtained from the marginals of the joint measurement distribution of their joint observable \( N \). In this case, \( M \) and \( M' \) are coexistent, that is, their ranges are contained in the range of \( N \).

To clarify the above definitions, let us consider the case of a discrete POVM \( M \) in a finite-dimensional Hilbert space \( \mathcal{H} \) (denote \( d = \dim \mathcal{H} < \infty \)). If \( \Omega = \{x_1, x_2, \ldots, x_N\} \) is the outcome space of \( M \) then (by fixing a basis) \( \mathcal{H} \cong \mathbb{C}^d \) and \( M \) can be viewed as a collection \((M_1, M_2, \ldots, M_N)\) of positive \( d \times d \)-matrices \( M_i \) such that \( \sum_{i=1}^N M_i = I \) (the identity matrix). A state of the system is represented as a density matrix \( \rho \), that is, a positive matrix of trace 1, and the number \( \text{tr} [\rho M_i] \in [0,1] \) is interpreted as the probability of getting an outcome \( x_i \) when a measurement of \( M \) is performed and the system is in the state \( \rho \). Actually, \( M \) is a map which assigns to each subset \( X \) of \( \Omega \) a positive matrix \( M(X) = \sum_{x_i \in X} M_i \) so that \( \text{tr} [\rho M(X)] \) is the probability of getting an outcome belonging to the set \( X \). Especially, \( M(\{x_i\}) = M_i \). Hence, the range of the POVM \( M \) (as a map) is the set

\[
\text{ran} M = \{ M(X) \mid X \subset \Omega \}
\]

\[
= \{ M_1, M_2, M_3, \ldots, M_1 + M_2, M_1 + M_4, M_2 + M_3, \ldots, M_1 + M_2 + M_2, \ldots \}.
\]
Two POVMs \( \mathbf{M} = (M_i) \) and \( \mathbf{M}' = (M'_j) \) (of the same Hilbert space) are jointly measurable if there exists a POVM \( \mathbf{N} = (N_{ij}) \) such that \( \mathbf{M} \) and \( \mathbf{M}' \) are the marginals of \( \mathbf{N} \), that is,

\[
M_i = \sum_j N_{ij}, \quad M'_j = \sum_i N_{ij}.
\]

(1.1)

Immediately one sees that \( \text{ran} \, \mathbf{M} \) is a subset of the range of \( \mathbf{N} \). Similarly, \( \text{ran} \, \mathbf{M}' \subseteq \text{ran} \, \mathbf{N} \). More generally, if the ranges of \( \mathbf{M} \) and \( \mathbf{M}' \) belong to the range of some POVM \( \mathbf{N} \), i.e. \( \text{ran} \, \mathbf{M} \cup \text{ran} \, \mathbf{M}' \subseteq \text{ran} \, \mathbf{N} \) (but equations (1.1) do not necessarily hold) then \( \mathbf{M} \) and \( \mathbf{M}' \) are said to be coexistent.

The notion of the coexistence was introduced by Ludwig [11] and studied by many authors, see, e.g. [8, 1, 9] and references therein. Recently Reeb et al. [18] were able to show that coexistence does not imply joint measurability. More specifically, they constructed two observables which are coexistent but cannot be measured together (in the sense of eq. (1.1) above). None of these observables is rank-1 (a discrete POVM \( \mathbf{M} \) is rank-1 if every \( M_i \) is a rank-1 matrix, i.e. the maximum number of linearly independent row (or column) vectors of \( M_i \) is 1 or, equivalently, \( M_i \) is of the form \(|d_i\rangle \langle d_i|\) where \( d_i \in \mathcal{H} \)).

Recall that rank-1 observables have many important properties [5, 14, 16, 17]. For example, their measurements can be seen as state preparation procedures and the measurements break entanglement completely between the system and its environment.

In this paper, we show that a rank-1 observable \( \mathbf{M} \) is jointly measurable with an observable \( \mathbf{M}' \) if and only if \( \mathbf{M}' \) is a smearing (post-processing) of \( \mathbf{M} \) (Theorem 1, Remark 2). For example, a discrete POVM \( \mathbf{M}' \) is a smearing of a discrete POVM \( \mathbf{M} \) if there exists a probability (or stochastic or Markov) matrix \((p_{kj})\) such that \(0 \leq p_{kj} \leq 1\), \(\sum_j p_{kj} = 1\), and \(M'_j = \sum k p_{kj} M_k\). Furthermore, we show that if \( \mathbf{M} \) is extreme (i.e. an extreme point of the convex set of all observables), discrete and rank-1 then the coexistence of \( \mathbf{M} \) and \( \mathbf{M}' \) implies their joint measurability (Theorem 2). Finally, if the range of a discrete rank-1 observable \( \mathbf{M} \) is contained in the range of an observable \( \overline{\mathbf{M}} \), i.e. \( \text{ran} \, \mathbf{M} \subseteq \text{ran} \, \overline{\mathbf{M}} \), then \( \mathbf{M} \) and \( \overline{\mathbf{M}} \) are jointly measurable (Proposition 1).

2. Notations and basic results

For any Hilbert space \( \mathcal{H} \) we let \( \mathcal{L}(\mathcal{H}) \) denote the set of bounded operators on \( \mathcal{H} \). The set of states (density operators i.e. positive operators of trace 1) is denoted by \( \mathcal{S}(\mathcal{H}) \) and \( I_\mathcal{H} \) is the identity operator of \( \mathcal{H} \). Throughout this article, we let \( \mathcal{H} \) be a separable\(^1\) (complex) nontrivial Hilbert space and \((\Omega, \Sigma)\) be a measurable space (i.e. \( \Sigma \) is a \( \sigma \)-algebra of subsets of a nonempty

\(^1\)That is, \( \mathcal{H} \) has a finite \((d < \infty)\) or countably infinite basis \((d = \infty)\). If \( d < \infty \) then \( \mathcal{H} \cong \mathbb{C}^d \) and \( \mathcal{L}(\mathcal{H}) \) (resp. \( \mathcal{S}(\mathcal{H}) \)) can be identified with the set of all \( d \times d \)-complex matrices (resp. density matrices).
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In the discrete case, \( \Omega = \{x_1, x_2, \ldots \} \) and \( \Sigma \) consists of all subsets of \( \Omega \). We denote \( \mathbb{N} := \{0, 1, \ldots \} \) and \( \mathbb{N}_\infty := \mathbb{N} \cup \{\infty\} \).

Let \( \text{Obs}(\Sigma, \mathcal{H}) \) be the set of quantum observables, that is, normalized positive operator (valued) measures (POVMs) \( M: \Sigma \to \mathcal{L}(\mathcal{H}) \). Recall that a map \( M: \Sigma \to \mathcal{L}(\mathcal{H}) \) is a POVM if and only if \( X \mapsto \text{tr}[\rho M(X)] \) is a probability measure for all \( \rho \in \mathcal{S}(\mathcal{H}) \). Moreover, \( \text{tr}[\rho M(X)] \) is interpreted as the probability of getting an outcome \( x \) which belong to \( X \in \Sigma \) when a measurement of \( M \in \text{Obs}(\Sigma, \mathcal{H}) \) is performed and the system is in the state \( \rho \in \mathcal{S}(\mathcal{H}) \).

The range of a POVM \( M: \Sigma \to \mathcal{L}(\mathcal{H}) \) is the set \( \text{ran} M = \{M(X) \mid X \in \Sigma \} \).

Any \( M \in \text{Obs}(\Sigma, \mathcal{H}) \) is called a projection valued measure (PVM) or a sharp observable or a spectral measure if \( M(X)^2 = M(X) \) for all \( X \in \Sigma \).

For any observables \( M^a, M^b \in \text{Obs}(\Sigma, \mathcal{H}) \) and a number \( \lambda \in [0, 1] \) one can form the convex combination \( \lambda M^a + (1-\lambda)M^b \in \text{Obs}(\Sigma, \mathcal{H}) \) which corresponds to classical randomization between the two observables (or their measurements). Hence, the set \( \text{Obs}(\Sigma, \mathcal{H}) \) is convex. We say that a POVM \( M \in \text{Obs}(\Sigma, \mathcal{H}) \) is extreme if it is an extreme point of \( \text{Obs}(\Sigma, \mathcal{H}) \), that is, if \( M = \lambda M^a + (1-\lambda)M^b \) implies that \( M^a = M = M^b \). In other words, extreme POVMs do not allow (nontrivial) convex decompositions and are free from the classical noise arising from this type of randomization. It is easy to show that PVMs are extreme but there are other extreme POVMs too \[12\]. Next we consider minimal Naimark dilations of observables. We start with a simple example of a discrete POVM.

**Example 1.** Assume that \( d = \dim \mathcal{H} < \infty \) and \( M = (M_1, \ldots, M_N) \) is a discrete POVM. Since each \( M_i \) is a positive non-zero \( d \times d \)-matrix (bounded by the identity matrix), we may write

\[
M_i = \sum_{k=1}^{m_i} \lambda_{ik} |\varphi_{ik}\rangle \langle \varphi_{ik}| = \sum_{k=1}^{m_i} |d_{ik}\rangle \langle d_{ik}|
\]

where the eigenvectors \( \varphi_{ik}, k = 1, \ldots, m_i \), form an orthonormal set, the eigenvalues \( \lambda_{ik} \) are non-zero (and bounded by 1), and \( d_{ik} := \sqrt{\lambda_{ik}}|\varphi_{ik}\rangle \). We say that \( m_i \in \mathbb{N} \) is the multiplicity of the outcome \( x_i \) or the rank of \( M_i \), and \( M \) is of rank 1 if \( m_i = 1 \) for all \( i = 1, \ldots, N \). Note that always \( m_i \leq d \).

Let then \( \mathcal{H}_{\oplus} \) be a Hilbert space spanned by an orthonormal basis \( e_{ik} \) where \( i = 1, \ldots, N \) and \( k = 1, \ldots, m_i \). Obviously, \( \dim \mathcal{H}_{\oplus} = \sum_{i=1}^{N} m_i \). Define a discrete PVM \( P = (P_1, \ldots, P_N) \) of \( \mathcal{H}_{\oplus} \) usually in physics, \( \Omega \) is finite (or countably infinite) set or a manifold (e.g. \( \mathbb{R}^n \)) when \( \Sigma \) contains e.g. open sets (the Borel \( \sigma \)-algebra of a manifold).
via
\[ P_i = \sum_{k=1}^{m_i} |e_{ik}\rangle\langle e_{ik}| \]
so that \( \mathcal{H}_{m_i} = \mathcal{P}_i \mathcal{H}_\oplus \) is spanned by the vectors \( e_{ik}, k = 1, \ldots, m_i \), and we may write (the direct sum)
\[ \mathcal{H}_\oplus = \bigoplus_{i=1}^{N} \mathcal{H}_{m_i}. \]

Define a linear operator \( J : \mathcal{H} \to \mathcal{H}_\oplus \),
\[ J = \sum_{i=1}^{N} \sum_{k=1}^{m_i} |e_{ik}\rangle\langle d_{ik}| \]
for which \( J^* \mathcal{P}_i J = M_i \). Especially, \( J^* J = J^* \sum_i \mathcal{P}_i J = \sum_i M_i = I_\mathcal{H} \) showing that \( J \) is an isometry. Hence, \( (\mathcal{H}_\oplus, J, \mathcal{P}) \) is a Naimark dilation of \( M \). The dilation is minimal, that is, the span of vectors \( \mathcal{P}_i J \phi, i = 1, \ldots, N, \phi \in \mathcal{H} \), is the whole \( \mathcal{H}_\oplus \). Indeed, this follows immediately from equation \( \psi = \sum_{i=1}^{N} \sum_{k=1}^{m_i} (e_{ik}|\psi\rangle = \sum_{i=1}^{N} \sum_{k=1}^{m_i} (e_{ik}|\psi\rangle \lambda_{ik}^{-1} \mathcal{P}_i J d_{ik} \) where \( \psi \in \mathcal{H}_\oplus \). It is well known that \( M \) is a PVM if and only if \( J \) is unitary (i.e. \( \{d_{ik}\}_{i,k} \) is an orthonormal basis of \( \mathcal{H} \)). In this case one can identify \( \mathcal{H}_\oplus \) with \( \mathcal{H} \) and \( \mathcal{P} \) with \( M \) e.g. by setting \( e_{ik} = d_{ik} \).

Let then \( \{h_n\}_{n=1}^{d} \) be an orthonormal basis of \( \mathcal{H} \) and define (orthonormal) structure vectors \( \psi_n := \mathcal{J} h_n \in \mathcal{H}_\oplus \) so that \( \langle e_{ik}|\psi_n\rangle = \langle d_{ik}|h_n\rangle \) and
\[ M(X) = \sum_{x_i \in X} M_i = \sum_{n,m=1}^{d} \sum_{x_i \in X} \langle h_n|M_i h_m\rangle \langle h_m| h_n\rangle = \sum_{n,m=1}^{d} \sum_{x_i \in X} \langle \psi_n(x_i)|\psi_m(x_i)\rangle \langle h_n| h_m\rangle \]
where \( \psi_n(x_i) = \mathcal{P}_i \psi_n = \mathcal{P}_i \mathcal{J} h_n \). Finally, an operator \( E \in \mathcal{L}(\mathcal{H}_\oplus) \) is decomposable if it commutes with every \( \mathcal{P}_i \), that is, \( E = \sum_{i=1}^{N} E(x_i) \) where \( E(x_i) := \mathcal{P}_i E \mathcal{P}_i \in \mathcal{L}(\mathcal{H}_{m_i}) \). Now \( \mathcal{P}_i (E \psi) = E(x_i) \mathcal{P}_i \psi \).

It is easy to generalize the results of this (discrete) example to the case of an arbitrary (e.g. continuous) POVM; just replace the sums \( \sum_{x_i \in X} \ldots \) by integrals \( \int_X \ldots d\mu(x) \) (see, e.g. [17]). This will be done next.

In the rest of this article, we let \( M \in \text{Obs}(\Sigma, \mathcal{H}) \) be an observable and \( (\mathcal{H}_\oplus, J, \mathcal{P}) \) its minimal (diagonal) Naimark dilation [13 Theorem 1]. Here \( \mu : \Sigma \to [0, 1] \) is a probability measure\(^3\) which can always be chosen to be \( X \mapsto \text{tr} [\rho_0 M(X)] \) where \( \rho_0 \in \mathcal{S}(\mathcal{H}) \) has only non-zero eigenvalues, and
\[ \mathcal{H}_\oplus = \int_{\Omega}^{\oplus} \mathcal{H}_{m(x)} d\mu(x) \]

\(^3\)Or any \( \sigma \)-finite positive measure on \( \Sigma \) such that \( \mu \) and \( M \) are mutually absolutely continuous, that is, for all \( X \in \Sigma, \mu(X) = 0 \) if and only if \( M(X) = 0 \).
is a direct integral Hilbert space with \( m(x) \)-dimensional fibers (Hilbert spaces) \( \mathcal{H}_{m(x)} \); recall that \( \mathcal{H}_\oplus \) consists of square integrable ‘wave functions’ \( \psi \) such that \( \psi(x) \in \mathcal{H}_{m(x)} \). The operator \( J : \mathcal{H} \to \mathcal{H}_\oplus \) is isometric, and
\[
M(X) = J^* P(X) J, \quad X \in \Sigma,
\]
where \( P \in \text{Obs}(\Sigma, \mathcal{H}_\oplus) \) is the canonical spectral measure (or the ‘position observable’) of \( \mathcal{H}_\oplus \), that is, for all \( X \in \Sigma \) and \( \psi \in \mathcal{H}_\oplus \), \( P(X) \psi = \chi_X \psi \) where \( \chi_X \) is the characteristic function of \( X \). Moreover, the set of linear combinations of vectors \( P(X)J\psi \), \( X \in \Sigma \), \( \psi \in \mathcal{H} \), is dense in \( \mathcal{H}_\oplus \).

We say that \( m(x) \in \mathbb{N}_\infty \), \( m(x) \leq \dim \mathcal{H} \), is the multiplicity of the measurement outcome \( x \in \Omega \) since \( x \) can be viewed as a collection of \( m(x) \) outcomes \( (x, 1), (x, 2), \ldots \) of some ‘finer’ observable (which can distinguish them) \(^{16}\). If \( m(x) = 1 \) for \((\mu\text{-almost})\) all \( x \in \Omega \) then \( M \) is of rank 1, that is, the outcomes of \( M \) are ‘nondegenerate’ \(^{14, \text{Section} 4}\). For any orthonormal (ON) basis \( h = \{h_n\}_{n=1}^{\dim \mathcal{H}} \) of \( \mathcal{H} \), define structure vectors \( \psi_n := Jh_n \) of \( M \) so that one can write (weakly)
\[
(2.2) \quad M(X) = \sum_{n,m=1}^{\dim \mathcal{H}} \int_X (\psi_n(x) | \psi_m(x) ) d\mu(x) |h_n\rangle \langle h_m|.
\]
(Compare this equation to \(2.1\) above; indeed, in the discrete case, \( \mu \) is just a counting measure\(^4\) or a sum of Dirac deltas so that all integrals reduce to sums \(^{17}.\)) If \( M \) is rank-1 then the fibers \( \mathcal{H}_{m(x)} \) are just one-dimensional Hilbert spaces so that, without restricting generality, we may assume that \( \mathcal{H}_{m(x)} \equiv \mathbb{C} \) and thus \( \mathcal{H}_\oplus = L^2(\mu) \), the space of square integrable wave functions \( \psi : \Omega \to \mathbb{C} \). Now, for example, the inner product \( \langle \psi_n(x) | \psi_m(x) \rangle \) of \( \mathcal{H}_{m(x)} \) in eq. \( (2.2) \) is just \( \overline{\psi_n(x)} \psi_m(x) \) (the inner product of the 1-dimensional Hilbert space \( \mathbb{C} \)).

**Example 2.** Consider a Hilbert space \( \mathcal{H} = L^2(\mathbb{R}) \) spanned by the Hermite functions \( h_n \), \( n \in \mathbb{N} \). Denote briefly \( |n\rangle = h_n \) and let \( a = \sum_{n=0}^{\infty} \sqrt{n+1} |n\rangle \langle n+1| \) be the lowering operator.

Let \( |z\rangle = e^{-|z|^2/2} \sum_{n=0}^{\infty} z^n/\sqrt{n!} |n\rangle \), \( z \in \mathbb{C} \), be a coherent state. The following rank-1 POVMs are physically relevant (see, eq. \( (2.2) \)):

- The spectral measure \( Q(X) = \sum_{n,m=0}^{\infty} \int_X \overline{h_n(x)} h_m(x) dx |n\rangle \langle m| \) of the position operator
  \[ Q = 2^{-1/2}(a + a^*); \]
- \( \Omega = \mathbb{R} \), \( d\mu(x) = dx \) and \( \psi_n(x) = h_n(x) \).

\(^4\)Recall that if one says that some condition holds ‘for \( \mu\text{-almost all} x \in \Omega \’ this means that the condition holds for all \( x \in \Omega \setminus O \) where \( O \) is a \( \mu\)-null set, i.e. a set of \( \mu\)-measure zero.

\(^5\)A counting measure counts the number of the elements of a (sub)set, i.e. \( \mu(X) = \#X \) (the number of the elements of the set \( X \)).

\(^6\)That is, for any (suitable) wave function \( \psi : \mathbb{R} \to \mathbb{C} \) one has \( (Q\psi)(x) = x\psi(x) \) and \( (Q(X)\psi)(x) = \chi_X(x)\psi(x) \), i.e. \( Q = \int_{\mathbb{R}} x dQ(x) \).
• The spectral measure $N(\{n\}) = |n\rangle \langle n|$ of the number operator $N = a^*a$; now $\Omega = \mathbb{N}$, $\mu$ is the counting measure (discrete case) and $\psi_n(x) = \delta_{xn}$ (Kronecker delta) where $x \in \mathbb{N}$.

• The phase space observable (associated with the $Q$-function) $G(Z) = \int_Z |z\rangle \langle z|dz/\pi = \sum_{n,m=0}^{\infty} \int_Z \pi^n z^m/\sqrt{n!m!} \cdot \pi^{-1}e^{-|z|^2}d^2z |n\rangle \langle m|$; now $\Omega = \mathbb{C}$, $d\mu(z) = \pi^{-1}e^{-|z|^2}d^2z$ and $\psi_n(z) = \pi^n/\sqrt{n!}$.

• The canonical phase observable $\Phi(X) = \sum_{n,m=0}^{\infty} \int_X e^{i(n-m)\theta}(2\pi)^{-1}d\theta |n\rangle \langle m|$; now $\Omega = [0,2\pi)$, $d\mu(\theta) = (2\pi)^{-1}d\theta$ and $\psi_n(\theta) = e^{-in\theta}$.

Recall that $E \in \mathcal{L}(\mathcal{H}_\oplus)$ is decomposable if there exists a (measurable) family of operators $E(x) \in \mathcal{L}(\mathcal{H}_m(x))$, $x \in \Omega$, such that $\mu$-ess sup$_{x \in \Omega} \|E(x)\| < \infty$ and $(E\psi)(x) = E(x)\psi(x)$ for all $\psi \in \mathcal{H}_\oplus$ and $\mu$-almost all $x \in \Omega$.

**Lemma 1.** Let $E : \Sigma \to \mathcal{H}$ be a (possibly non-normalized) positive operator measure. Then $E(X) \leq M(X)$ for all $X \in \Sigma$ if and only if there exists a (unique) $E \in \mathcal{L}(\mathcal{H}_\oplus)$, $0 \leq E \leq I_{\mathcal{H}_\oplus}$, such that $[E,P(X)] = 0$ and $E(X) = J^*P(X)EJ$ for all $X \in \Sigma$ if and only if there exists a (unique) $E \in \mathcal{L}(\mathcal{H}_\oplus)$, $0 \leq E \leq I_{\mathcal{H}_\oplus}$, which is decomposable, $E = \int_{\Omega} E(x)d\mu(x)$, and

$$E(X) = \sum_{n,m=1}^{\dim\mathcal{H}} \int_X \langle \psi_n(x)|E(x)\psi_m(x)\rangle d\mu(x)|h_n\rangle \langle h_m|$$

for all $X \in \Sigma$.

**Proof.** The first part of the lemma follows immediately from [4 Proposition 1] (or from [15 Lemma 1]) by noting that any POVM (of $\mathcal{H}$) can be seen as a completely positive map from an Abelian von Neumann algebra to $\mathcal{L}(\mathcal{H})$. For example, in the case of $M$, the von Neumann algebra is $L^\infty(\mu)$ (the $\mu$-essentially bounded functions $\Omega \to \mathbb{C}$). Finally, it is well-known that any bounded operator on $\mathcal{H}_\oplus$ is decomposable if and only if it commutes with the canonical spectral measure $P$ (see, e.g. [13, Proposition 1]).

**Remark 1.** Note that $M$ is a PVM if and only if $J$ is unitary [13 Theorem 1]. In this case, $E(X) \leq M(X)$, $X \in \Sigma$, if and only if $E(X) = J^*P(X)J^*EJ = M(X)E'$ where $E' := J^*EJ = E(\Omega)$, see Lemma [4]. Moreover, $[E',M(X)] = 0$, $X \in \Sigma$. If $E$ is normalized, i.e. $E' = I_{\mathcal{H}}$, then $E = M$.

Footnote: Hence, one can identify $M$ with $P$, i.e. diagonalize $M$. If $M$ is the spectral measure of a self-adjoint operator $S$ then $P$ can be found by solving the eigenvalue equation of $S$. Now $m(x)$ is the usual multiplicity of the eigenvalue $x \in \mathbb{R}$.
3. Jointly measurable observables

Let \((\Omega, \Sigma)\) and \((\Omega', \Sigma')\) be measurable spaces and \(M \in \text{Obs}(\Sigma, \mathcal{H})\) and \(M' \in \text{Obs}(\Sigma', \mathcal{H})\). If \([M(X), M'(Y)] = 0\) for all \(X \in \Sigma, Y \in \Sigma'\), then \(M\) and \(M'\) are said to \textit{commute} (with each other). Denote the product \(\sigma\)-algebra\(^8\) of \(\Sigma\) and \(\Sigma'\) by \(\Sigma \otimes \Sigma'\). We say that \(M\) and \(M'\) are \textit{jointly measurable} if there exists an \(N \in \text{Obs}(\Sigma \otimes \Sigma', \mathcal{H})\) such that \(N(X \times \Omega') = M(X)\) for all \(X \in \Sigma\) and \(N(\Omega \times Y) = M'(Y)\) for all \(Y \in \Sigma'\). In this case, \(N\) is called a \textit{joint observable} of \(M\) and \(M'\). Physically, this means that the measurement outcome probabilities \(\text{tr}[\rho M(X)]\) and \(\text{tr}[\rho M'(Y)]\) can be obtained from a measurement of a single observable \(N\) in the state \(\rho\) which gives all probabilities \(\text{tr}[\rho N(X \times Y)]\). Recall that jointly measurable observables need not commute (see, Remark 2).

Let \((\mathcal{H}_\oplus, J, F)\) be a minimal (diagonal) Naimark dilation of \(M\) where, e.g. \(\mathcal{H}_\oplus = \int_\Omega \mathcal{H}_{m(x)} d\mu(x)\).

Following \[7, \text{Section 4.2}\] we say that \(f : \Omega \times \Sigma' \to \mathbb{R}\) is a weak Markov kernel \textit{(with respect to \(\mu\))} if

1. \(\Omega \ni x \mapsto f(x, Y) \in \mathbb{R}\) is \(\mu\)-measurable for all \(Y \in \Sigma'\),
2. for every \(Y \in \Sigma'\), \(0 \leq f(x, Y) \leq 1\) for \(\mu\)-almost all \(x \in \Omega\),
3. \(f(x, \Omega') = 1\) and \(f(x, \emptyset) = 0\) for \(\mu\)-almost all \(x \in \Omega\),
4. if \(\{Y_i\}_{i=1}^\infty \subseteq \Sigma'\) is a disjoint sequence (i.e. \(Y_i \cap Y_j = \emptyset\), \(i \neq j\)) then \(f(x, \bigcup_i Y_i) = \sum_i f(x, Y_i)\) for \(\mu\)-almost all \(x \in \Omega\).

If there exists a weak Markov kernel \(f : \Omega \times \Sigma' \to \mathbb{R}\) such that \(M'(Y) = \int_\Omega f(x, Y) dM(x)\) for all \(Y \in \Sigma\) then \(M'\) is a \textit{smeared} or a \textit{post-processing} of \(M\), or any measurement of \(M'\) is subordinate to a measurement of \(M\) \[6\]. Note that one can interpret \(f(x, Y)\) as a (classical) conditional probability which is the probability of the event \(Y\) assuming that \(x\) is obtained. If \(M'\) is a post-processing of \(M\) then the measurement outcome probabilities \(\text{tr}[\rho M'(Y)] = \int_\Omega f(x, Y) \text{tr}[\rho M(dx)]\), that is, they can be seen as a classical processing (integration) of the probability distribution \(\text{tr}[\rho M(dx)]\) related to a measurement of \(M\) in the state \(\rho\).

**Example 3.** In the case of discrete POVMs, \(\Omega = \{x_1, \ldots, x_N\}\) and \(\Omega' = \{y_1, \ldots, y_{N'}\}\). Moreover, \(\Sigma\) (resp. \(\Sigma'\)) consists of all subsets of \(\Omega\) (resp. \(\Omega'\)) and \(\mu\) is the counting measure of \(\Omega\). Let \(f : \Omega \times \Sigma' \to \mathbb{R}\) be a weak Markov kernel and denote \(p_{kj} = f(x_k, \{y_j\}) \in [0, 1]\). Now

\[
\sum_{j=1}^{N'} p_{kj} = \sum_{y_j \in \Omega'} f(x_k, \{y_j\}) = f(x_k, \bigcup_{y_j \in \Omega'} \{y_j\}) = f(x_k, \Omega') = 1
\]

\(^8\)That is, \(\Sigma \otimes \Sigma'\) is the smallest \(\sigma\)-algebra over \(\Omega \times \Omega'\) which contains the ‘rectangles’ \(X \times Y\) where \(X \in \Sigma\) and \(Y \in \Sigma'\).
so that \((p_{kj})\) is a probability (or stochastic or Markov) matrix, see Introduction.

**Remark 2.** Let \(f : \Omega \times \Sigma' \to \mathbb{R}\) be a weak Markov kernel with respect to \(\mu\) (associated with \(M\)). Then \(M_f : \Sigma' \to \mathcal{L}(\mathcal{H})\), \(Y \mapsto \int_\Omega f(x, Y) dM(x)\) is an observable (i.e. a smearing of \(M\)). Furthermore, \(M\) and \(M_f\) are jointly measurable, a joint observable \(N \in \text{Obs}(\Sigma \otimes \Sigma', \mathcal{H})\) being defined by

\[
N(X \times Y) = \int_X f(x, Y) dM(x), \quad X \in \Sigma, \ Y \in \Sigma',
\]

if and only if, for each \(\rho \in \mathcal{S}(\mathcal{H})\), the probability bimeasure

\[
\Sigma \times \Sigma' \ni (X, Y) \mapsto \int_X f(x, Y) \text{tr} [\rho M(dx)] \in [0, 1]
\]

extends to a probability measure on \(\Sigma \otimes \Sigma'\). For this, one needs additional conditions for \(f\), or for the measurable spaces [10, Section 6]. If \(f\) satisfies a slightly stronger condition

\((iv)'\) for each sequence \(\{Y_i\}_{i=1}^\infty \subseteq \Sigma'\), there exists \(\mu\)-null set \(N \subseteq X\) such that, for all \(x \in \Omega \setminus N\) and for any disjoint subsequence \(\{Y_{i_k}\}_{i=1}^\infty \subseteq \{Y_i\}_{i=1}^\infty\), \(f(x, \bigcup_k Y_{i_k}) = \sum_k f(x, Y_{i_k})\), then \(M\) and \(M_f\) are jointly measurable [2, Proposition 1]. Obviously, if \(Y \mapsto f(x, Y)\) is a probability measure for (\(\mu\)-almost) all \(x \in \Omega\) then \((iv)'\) holds (recall that, in this case, \(f\) is called a Markov kernel). For example, by choosing \(\Sigma' = \Sigma\) and \(f(x, Y) = \chi_Y(x)\) for all \(x \in \Omega\) and \(Y \in \Sigma\) then \(N(X \times Y) = M(X \cap Y)\) and \(M'(Y) = M(Y), X, Y \in \Sigma\), that is, any observable is jointly measurable with itself even if it does not commute with itself. Clearly, in physical applications, we may always assume that \((iv)'\) holds. Hence, we have seen that (classical) post-processing \(M \mapsto M_f\) can be viewed as a joint measurement of \(M\) and the smeared \(M_f\).

Suppose then that \(M\) and \(M'\) are jointly measurable, and let \(N\) be their joint observable. Then, for all \(X \in \Sigma\) and \(Y \in \Sigma'\), \(N(X \times Y) \leq N(X \times \Omega') = M(X) = J^*P(X)J\) so that, by Lemma [11]

\[
N(X \times Y) = J^*P(X)F(Y)J = \sum_{n,m=1}^{\dim \mathcal{H}} \int_X \langle \psi_n(x)|F(x, Y)\psi_m(x)\rangle d\mu(x)|h_n\rangle \langle h_m|
\]

where \(F : \Sigma' \to \mathcal{L}(\mathcal{H}_{\oplus})\) is a POVM which commutes with the canonical spectral measure \(P\), that is, for each \(Y \in \Sigma'\), the operator \(F(Y)\) is decomposable,

\[
F(Y) = \int_\Omega F(x, Y) d\mu(x).
\]
Note that $F(x,Y) \in \mathcal{L}(\mathcal{H}_{m(x)})$ can be chosen to be positive for all $Y \in \Sigma'$ and all $x \in \Omega$. Moreover,

$$M'(Y) = J^*F(Y)J = \sum_{n,m=1}^{\dim \mathcal{H}} \int_{\Omega} \langle \psi_n(x)|F(x,Y)\psi_m(x)\rangle d\mu(x)|h_n\rangle\langle h_m|, \quad Y \in \Sigma'.$$

In addition, if $M$ is rank-1 then $m(x) = 1$, $\mathcal{H}_{m(x)} \cong \mathbb{C}$, and $\mathcal{H}_{\oplus}$ is isomorphic to $L^2(\mu)$, the Hilbert space of the $\mu$-square integrable complex functions on $\Omega$. In this case, $f(x,Y) := F(x,Y) \in [0,1]$ and $F(Y) \in \mathcal{L}(L^2(\mu))$ is a multiplicative operator, that is, $(F(Y)\psi)(x) = f(x,Y)\psi(x)$ for all $\psi \in \mathcal{H}_{\oplus}$ and for $\mu$-almost all $x \in \Omega$. Indeed, it is easy to check that $f : \Omega \times \Sigma' \to \mathbb{C}, (x,Y) \mapsto f(x,Y)$, is a weak Markov kernel with respect to $\mu$ and, since

$$N(X \times Y) = \int_X f(x,Y) dM(x), \quad M'(Y) = \int_\Omega f(x,Y) dM(x), \quad X \in \Sigma, Y \in \Sigma',
$$

$M'$ is a smearing of $M$. Hence, we have proved the following theorem:

**Theorem 1.** Let $M$ be a rank-1 observable and $M'$ any observable. If $M$ and $M'$ are jointly measurable then $M'$ is a smearing of $M$.

Note that, in the general case, $F(x,Y)$ is an operator valued ‘conditional probability’ which operates on the ‘eigenspace’ $\mathcal{H}_{m(x)}$ of $x$. One could say that $F(x,Y)$ is a ‘quantum (weak) Markov kernel’ which reduces to a ‘classical’ kernel $f(x,Y)$ when $M$ is rank-1, i.e. when $M$ has the ‘nondegenerate’ outcomes $x$.

**Remark 3.** Let $M$ and $M'$ be any jointly measurable POVMs, and let $N$ be their joint observable as above. If $M$ is a PVM then $J$ is unitary and

$$N(X \times Y) = J^*P(X)JJ^*F(Y)J = M(X)M'(Y) = M'(Y)M(X), \quad X \in \Sigma, Y \in \Sigma',
$$

that is, $M'$ commutes with $M$. If $M$ is also rank-1 then $M'$ commutes with itself [7, Theorem 4.4]. If both $M$ and $M'$ are PVMs then also $N$ is projection valued and, for all $Y \in \Sigma'$, $F(Y)$ is a projection, that is, $F(x,Y)$ is a projection of $\mathcal{H}_{m(x)}$ for $\mu$-almost all $x \in \Omega$. Hence, if $M$ and $M'$ are jointly measurable PVMs and $M$ is rank-1 (i.e. $\mathcal{H}_{m(x)} = \mathbb{C}$) then $M'$ is a smearing of $M$ given by a weak Markov kernel $f$ such that, for all $Y \in \Sigma'$, $f(x,Y) \in \{0,1\}$ for $\mu$-almost all $x \in \Omega$. In this case, the kernel is ‘sharp’ in the sense that each conditional probability $f(x,Y)$ is either 1 or 0.
4. Coexistent observables

Let $M \in \text{Obs}(\Sigma, \mathcal{H})$ and $M' \in \text{Obs}(\Sigma', \mathcal{H})$. We say that $M$ and $M'$ are coexistent if there exists a $\sigma$-algebra $\Sigma$ over a set $\Omega$ and an observable $\overline{M} : \Sigma \rightarrow \mathcal{L}(\mathcal{H})$ such that the ranges of $M$ and $M'$ belong the range of $\overline{M}$, $\text{ran} M \cup \text{ran} M' \subseteq \text{ran} \overline{M}$, that is, for any $X \in \Sigma$ and $Y \in \Sigma'$ there exists sets $Z, Z' \in \Sigma$ such that $\overline{M}(Z) = M(X)$ and $\overline{M}(Z') = M'(Y)$. Physically, this means that (if the sets $Z$ and $Z'$ are known) one can obtain the probabilities $\text{tr} [\rho M(X)]$ and $\text{tr} [\rho M'(Y)]$ from a measurement of $\overline{M}$ in the state $\rho$. However, there does not necessarily exist a simple ‘rule’ or ‘formula’ from which one could find sets $Z$ and $Z'$ corresponding to $X$ and $Y$. Obviously, if $M$ and $M'$ are jointly measurable\textsuperscript{9} then they are coexistent but the converse does not hold in general, see [18, Proposition 1].

Suppose then that $M$ is discrete and rank-1. Then, without restricting generality, we may assume that the outcome space $(\Omega, \Sigma)$ of $M$ is such that $\Omega$ is finite or countably infinite, i.e. $\Omega = \{x_1, x_2, \ldots\}$, $x_i \neq x_j$, $i \neq j$, and $\Sigma$ consists of all subsets of $\Omega$ (i.e. $\Sigma = 2^\Omega$). Moreover, for all $i \in \{1, 2, \ldots\}$, $i < \#\Omega + 1$,

$$M(\{x_i\}) = |d_i\rangle\langle d_i| \neq 0$$

where vectors $d_i \in \mathcal{H}$, $d_i \neq 0$, are such that (weakly)

$$\sum_{i=1}^{\#\Omega} |d_i\rangle\langle d_i| = M(\Omega) = I_\mathcal{H}.$$ 

Note that $M$ is a PVM if and only if the vectors $d_i$ constitute an orthonormal basis of $\mathcal{H}$. We declare that $x_i \in \Omega$ is equivalent with $x_j \in \Omega$, and denote $x_i \sim x_j$, if there exists a $p > 0$ such that $|d_i\rangle\langle d_i| = p|d_j\rangle\langle d_j|$. Clearly, $\sim$ is an equivalence relation. Let

$$[x_i] := \{x_j \in \Omega | x_j \sim x_i\} \subseteq \Omega$$

be the equivalence class of $x_i \in \Omega$ so that $\Omega$ is the disjoint union of the equivalence classes $[x_i]$. Let $\Omega/\sim$ be the quotient set of $\Omega$ by $\sim$. Now, for all $x_i \in \Omega$,

$$M([x_i]) = \sum_{x_j \sim x_i}^{\#\Omega} |d_j\rangle\langle d_j| = p_i |d_i\rangle\langle d_i|$$

where $p_i > 0$.

Let $M' \in \text{Obs}(\Sigma', \mathcal{H})$ be an arbitrary observable and assume that $M$ and $M'$ are coexistent, i.e. the ranges of $M$ and $M'$ belong the range of some observable $\overline{M} \in \text{Obs}(\Sigma, \mathcal{H})$. For any $[x_i] \in \Omega/\sim$, let $Z_{[x_i]} \in \Sigma$ be such that $\overline{M}(Z_{[x_i]} = M([x_i])$. If $[x_i] \neq [x_j]$ then $\overline{M}(Z_{[x_i]} \cap Z_{[x_j]} \leq \overline{M}(Z_{[x_i]})$.

\textsuperscript{9}Now simply $Z = X \times \Omega'$ and $Z' = \Omega \times Y$. 

and $\overline{M}(Z_{[x_i]}) = p_i |d_i\rangle \langle d_i|$ and $\overline{M}(Z_{[x_i]} \cap Z_{[x_j]}) \leq \overline{M}(Z_{[x_i]}) = p_j |d_j\rangle \langle d_j|$ so that $\overline{M}(Z_{[x_i]} \cap Z_{[x_j]}) = \tilde{p}_i |d_i\rangle \langle d_i| = \tilde{p}_j |d_j\rangle \langle d_j|$ where $\tilde{p}_i, \tilde{p}_j \geq 0$. If, e.g. $\tilde{p}_i \neq 0$, then $|d_i\rangle \langle d_i| = (\tilde{p}_j / \tilde{p}_i) |d_j\rangle \langle d_j|$ yielding a contradiction. Hence, $\overline{M}(Z_{[x_i]} \cap Z_{[x_j]}) = 0$ and

$$\overline{M}\left( \bigcup_{[x_i] \in \Omega/\sim} Z_{[x_i]} \right) = \sum_{[x_i] \in \Omega/\sim} \overline{M}(Z_{[x_i]}) = \sum_{[x_i] \in \Omega/\sim} M([x_i]) = I_{\mathcal{H}}$$

implying that, for all $Z \in \Sigma$,

$$\overline{M}(Z) = \overline{M}\left( Z \cap \bigcup_{[x_i] \in \Omega/\sim} Z_{[x_i]} \right) = \sum_{[x_i] \in \Omega/\sim} \overline{M}(Z \cap Z_{[x_i]}).$$

Since $\overline{M}(Z \cap Z_{[x_i]}) \leq \overline{M}(Z_{[x_i]}) = p_i |d_i\rangle \langle d_i|,$

$$\overline{M}(Z \cap Z_{[x_i]}) = p([x_i], Z) p_i |d_i\rangle \langle d_i| = p([x_i], Z) M([x_i])$$

where $p([x_i], Z) \in [0, 1]$. Now each mapping $Z \mapsto \overline{M}(Z \cap Z_{[x_i]})$ is $\sigma$-additive and, thus, $Z \mapsto p([x_i], Z)$ is a probability measure for any $[x_i] \in \Omega/\sim$. Define a mapping $f : \Omega \times \Sigma \rightarrow [0, 1], (x_i, Z) \mapsto f(x_i, Z) := p([x_i], Z)$. It is easy to check that $f$ is a Markov kernel with respect to the counting measure $\# : 2^\Omega \rightarrow [0, \infty]$ and, for all $Z \in \Sigma$,

$$\overline{M}(Z) = \sum_{[x_i] \in \Omega/\sim} p([x_i], Z) M([x_i]) = \sum_{[x_i] \in \Omega/\sim} p([x_i], Z) \sum_{j=1}^{#\Omega} |d_j\rangle \langle d_j| = \sum_{k=1}^{#\Omega} \sum_{x_j \sim x_i} f(x_k, Z) |d_k\rangle \langle d_k|$$

so that $\overline{M}$ is a smearing of $M$. Hence, we have:

**Proposition 1.** If the range of a discrete rank-1 observable $M$ is contained in the range of an observable $\overline{M}$, then $M$ and $\overline{M}$ are jointly measurable.

For each $Y \in \Sigma'$, let $Z_Y \in \overline{\Sigma}$ be such that $\overline{M}(Z_Y) = M'(Y)$. Then

$$M'(Y) = \sum_{[x_i] \in \Omega/\sim} p([x_i], Z_Y) M([x_i]) = \sum_{k=1}^{#\Omega} f'(x_k, Y) |d_k\rangle \langle d_k|$$

where $f' : \Omega \times \Sigma' \rightarrow [0, 1]$ is defined by $f'(x_i, Y) := p([x_i], Z_Y)$. To show that $f'$ is a Markov kernel (with respect to the counting measure $\# : 2^\Omega \rightarrow [0, \infty]$) one is left to check the $\sigma$-additivity of the mappings $Y \mapsto p([x_i], Z_Y)$.

Assume that the operators $M([x_i]) = p_i |d_i\rangle \langle d_i|, [x_i] \in \Omega/\sim$, are linearly independent in the sense that, for any (norm) bounded set of real numbers $r_{[x_i]}, [x_i] \in \Omega/\sim$, the condition

\[10\] That is, $\# X$ is the number of the elements of $X \subseteq \Omega$. 

\[\Sigma\]
Example 5. Let \( \mathcal{H} = \mathbb{C}^3 \) and let \( \{ |1\rangle, |2\rangle, |3\rangle \} \) be its orthonormal basis. Define orthonormal unit vectors \( \psi_1 := \left( |1\rangle + |2\rangle + |3\rangle \right)/\sqrt{3}, \psi_2 := \left( |1\rangle + \alpha|2\rangle + \alpha^2|3\rangle \right)/\sqrt{3} \) and \( \psi_3 := \left( |1\rangle + \alpha^2|2\rangle + \alpha^4|3\rangle \right)/\sqrt{3} \). If \( \psi_1, \psi_2, \psi_3 \) are coexistent, then \( \mathcal{M} \) is a smearing of \( \mathcal{M}' \), i.e., \( \mathcal{M} \) and \( \mathcal{M}' \) are jointly measurable. If \( \mathcal{M} \) and \( \mathcal{M}' \) are jointly measurable, then \( \mathcal{M} \) is a smearing of \( \mathcal{M}' \).
\[ \alpha \langle 3 \rangle / \sqrt{3} \text{ where } \alpha := \exp(2\pi i/3) \text{ (so that } 1 + \alpha + \alpha^2 = 0 \text{ and } \alpha^3 = 1). \] Define a 6-outcome rank-1 POVM

\[
M = (M_1, M_2, \ldots, M_6) = \left( \frac{1}{2} |1\rangle \langle 1|, \frac{1}{2} |2\rangle \langle 2|, \frac{1}{2} |3\rangle \langle 3|, \frac{1}{2} |\psi_1\rangle \langle \psi_1|, \frac{1}{2} |\psi_2\rangle \langle \psi_2|, \frac{1}{2} |\psi_3\rangle \langle \psi_3| \right)
\]
and a 3-outcome rank-2 POVM

\[
M' = (M'_1, M'_2, M'_3) = \left( \frac{1}{2} |2\rangle \langle 2| + \frac{1}{2} |3\rangle \langle 3|, \frac{1}{2} |1\rangle \langle 1| + \frac{1}{2} |3\rangle \langle 3|, \frac{1}{2} |1\rangle \langle 1| + \frac{1}{2} |2\rangle \langle 2| \right).
\]

Since the ranges of \( M \) and \( M' \) belong to the range of \( \overline{M} \) the observables \( M \) and \( M' \) are coexistent. If \( M \) and \( M' \) are jointly measurable then \( M' \) must be a smearing of \( M \) (Theorem 1) and, hence, of the form

\[
(4.2) \quad M'_j = \sum_{k=1}^{6} p_{kj} M_k, \quad j = 1, 2, 3,
\]
where \( p_{kj} \in [0, 1] \) and \( \sum_{j=1}^{3} p_{kj} = 1. \) But

\[
0 = \langle j | M'_j | j \rangle = \sum_{k=1}^{6} p_{kj} \langle j | M_k | j \rangle, \quad j = 1, 2, 3,
\]

implying that \( p_{kj} \langle j | M_k | j \rangle = 0. \) Since, for all \( j = 1, 2, 3 \) and \( k = 4, 5, 6, \) \( \langle j | M_k | j \rangle = 1/6 \) (and thus \( p_{kj} = 0 \)) equation (4.2) reduces to

\[
M'_j = \sum_{k=1}^{3} p_{kj} M_k.
\]
Now \( M'_1 = M_2 + M_3, M'_2 = M_1 + M_3, M'_3 = M_1 + M_2, \) and the operators \( M_k, k = 1, 2, 3, \) are linearly independent so that one must have \( p_{11} = 0, p_{12} = 1 \) and \( p_{13} = 1 \) yielding a contradiction \( \sum_{j=1}^{3} p_{1j} = 2 \neq 1. \) Hence, \( M \) and \( M' \) are not jointly measurable.

**Remark 4.** In literature, there exist two significant classes of observables for which coexistence and joint measurability are known to be equivalent (see, e.g. [1]): Let \( M \in \text{Obs}(\Sigma, \mathcal{H}) \) and \( M' \in \text{Obs}(\Sigma', \mathcal{H}) \) be coexistent and \( \overline{M} \in \text{Obs}(\overline{\Sigma}, \mathcal{H}) \) be such that the ranges of \( M \) and \( M' \) belong to the range of \( \overline{M}. \) Then \( M \) and \( M' \) are jointly measurable if

1. \( M \) (or \( M' \)) is projection valued, or
2. \( \overline{M} \) is regular, that is, for any \( Z = \sum Z_i \) such that \( 0 \neq \overline{M}(Z) \neq I_\mathcal{H} \) one has \( \overline{M}(Z) \triangleq \frac{1}{2} I_\mathcal{H} \) and \( \overline{M}(Z) \geq \frac{1}{2} I_\mathcal{H}. \)

---

11 Note that \( M \) is not extreme since \( M_1 + M_2 + M_3 = \frac{1}{2} I_\mathcal{C}_3 = M_4 + M_5 + M_6. \) Also, \( M' \) is not extreme.

12 Moreover, one must assume that the measurable spaces \((\Omega, \Sigma), (\Omega', \Sigma')\) and \((\overline{\Omega}, \overline{\Sigma})\) are regular enough, e.g. locally compact metrizable and separable topological spaces equipped with their Borel \( \sigma \)-algebras.
Note that (2) implies that also $M$ and $M'$ are regular but (2) does not imply (1). In both cases, one need not assume that $M$ (or $M'$) is discrete or rank-1. However, if $M$ is projection valued then it is automatically extreme. Moreover, any rank-1 effect is of the form $p|d\rangle\langle d|$ where $d \in \mathcal{H}$ is a unit vector and $p \in (0, 1]$. It is regular (respectively, a projection) if and only if $p > \frac{1}{2}$ (resp. $p = 1$).

Suppose then that $\{\langle 0|, \langle 1|\}$ is an orthonormal basis of $\mathcal{H} = \mathbb{C}^2$ and $M = (M_1, M_2, M_3) = (\langle 0|\langle 0|, 0.1|1\rangle\langle 1|, 0.9|1\rangle\langle 1|)$ which is not projection valued or regular. Since $M$ has a projection valued (especially, extreme) relabeling $M^\sim = (\langle 0|\langle 0|, \langle 1|\langle 1|)$ it follows that $M$ and an arbitrary $M'$ are jointly measurable if and only if they are coexistent.

5. Discussion

It is shown in [14] that any observable $M$ can be maximally refined into a rank-1 observable $M_1$ whose value space ‘contains’ also the multiplicities of the measurement outcomes of $M$. We called a measurement of $M_1$ as a complete measurement of $M$ since (a) it gives information on the multiplicities of the outcomes, (b) it can be seen as a preparation of a new measurement, and (c) it breaks entanglement between the system and its environment [16, 17]. Moreover, $M_1$ can be measured by performing a sequential measurement of $M$ and some discrete ‘multiplicity’ observable [16].

Assume then that we measure any observable $M'$ after a measurement of $M_1$. Since each sequential measurement can be seen as a joint measurement (of $M_1$ and a disturbed ‘version’ $M''$ of $M'$) [10], it follows from Theorem 1 that $M''$ is a post-processing of $M_1$. Moreover, the joint observable associated with the sequential measurement is determined by a weak Markov kernel with respect to $M_1$ and the joint measurement can be interpreted as a processing of data obtained from the first measurement (of $M_1$). Hence, after a complete measurement there is no need to perform any extra measurements.
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