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Abstract. A signed graph is a graph with a function that assigns a label of positive or negative to each edge. The sign of a circle is the product of the signs of its edges; a graph is balanced if all of its circles are positive. A set of edges whose negation yields a balanced graph is a negation set. Results: tests to determine whether a negation set is minimal, minimum, or the unique minimum; any two disjoint negation sets must be bipartite; two classes of graphs are shown to have bipartite negation sets (in general, existence is an unsolved problem); I give an algorithm which finds a maximum family of disjoint negation sets that includes a given negation set.
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1 Introduction

A signed graph $\Sigma$ is a pair $(\Gamma, \sigma)$ where $\Gamma$ is a graph and $\sigma$ is a function from $E(\Gamma)$ to $\{+,-\}$. The sign of a path is the product of the signs of its edges. Particularly important are the signs of closed paths, which are called circles. A signed graph is balanced if all of its circles are positively signed. Balance is a fundamental property of signed graphs. A useful metric of proximity to balance is the frustration index, the minimum number of edges whose negation results in a balanced graph. Any set of edges whose negation yields a balanced graph is called a negation set. To switch a signed graph by
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a subset of its vertices $X \subseteq V(\Sigma)$ means to negate every edge with exactly one end in $X$. The collection of graphs to which $\Sigma$ can be switched is called the switching class of $\Sigma$.

The graphs in this paper are simple and connected. A Harary bipartition of a signed graph $\Sigma$ is a bipartition of its vertex set, $X \cup Y = V(\Sigma)$, such that the negative edges of $\Sigma$ are precisely the edges between $X$ and $Y$. A signed graph is balanced if and only if it has a Harary bipartition \[4\]. A path is fully negative if every edge in the path is negative, similarly for fully positive. The maximum degree of a graph $G$ is denoted by $\Delta G$. The degree, positive degree, and negative degree of a vertex $v$ are denoted by $d(v)$, $d^+(v)$, and $d^-(v)$ respectively. The graph obtained from $\Sigma$ by switching a vertex $v$ is denoted by $\Sigma^v$. The graph obtained by switching a set of vertices $X \subseteq V(\Sigma)$ is denoted by $\Sigma^X$. A signed graph $\Sigma$ with a subset of its edges $Y \subseteq E(\Sigma)$ negated is denoted by $\Sigma_Y$. A signed graph is antibalanced if it can be switched so every edge is negative, i.e., if $E(\Sigma)$ is a negation set of $\Sigma$. This follows from a well-known proposition.

**Proposition 1.** The negation sets of a signed graph are precisely the negative edge sets that can be obtained by switching the graph.

For a graph $G$, the $k$-core of $G$ is the graph that is obtained by repeatedly deleting vertices of degree less than $k$. For $X \subseteq V(G)$, the cut determined by $X$ is denoted by $c(X, X^C)$ or just $c(X)$. The symmetric difference of two sets, $S$ and $T$, is denoted by $S \triangle T$. A set of vertices $X \subseteq V(G)$ is stable if no edge has both its incident vertices in $X$. A stable bipartition of a graph $G$ is a bipartition of $V(G)$ where both classes are stable. A graph has a stable bipartition if and only if it is bipartite. A stable bipartition of a graph is unique if and only if $G$ is connected. I use $[n]$ to denote the set $\{i\}_{i=1}^n$.

It may seem like negation sets would be well understood, especially in light of proposition 1. But many of their features are not known and do not offer obvious paths to understanding. Some features of negation sets, even once understood, are shown to be computationally difficult. I have worked to understand negation sets by studying two aspects of them: the minimal negation sets and collections of disjoint negation sets.

In figures, positive edges are represented by solid black lines, negative edges by dashed red lines, and paths where all edges are negative are represented by red dotted lines.
2 Minimal Negation Sets

A negation set is minimal if no proper subset of it is a negation set. It is minimum if there is no negation set consisting of fewer edges. Perhaps the most fundamental question is: can we tell if a negation set is minimal? We can and the test is remarkably easy.

**Proposition 2.** Let $\Sigma$ be a signed graph with negation set $B$. The negation set $B$ is minimal if and only if $B$ does not contain a cut of $\Sigma$ (i.e., $\Sigma \setminus B$ is connected).

**Proof.** Suppose $B$ is exactly the negative edge set of $\Sigma$. If $B$ contains a cut $C$, then $\Sigma_{B \setminus C}$ is balanced because its negative edges are exactly a cut. So $B \setminus C$ is a negation set. Hence $B$ is not minimal.

Conversely, if $B$ is not minimal, then there is some $C \subseteq B$ such that $\Sigma_{B \setminus C}$ is balanced. But the negative edges of $\Sigma_{B \setminus C}$ are exactly $C$, so they must be a cut of $\Sigma$. \hfill \Box

The simple characterization of minimality encourages us to find a test to determine whether a negation set is minimum. I have results which tell us whether a negation set is minimum (or even the unique minimum), but none of those is a total characterization.

**Lemma 3.** Let $\Sigma$ be a signed graph with negation set $B$. If there exists a collection of $|B|$ edge-disjoint negative circles, then $B$ is a minimum negation set.

**Proof.** Since a negation set must change the sign of every negative circle, then any negation set must be at least size $|B|$ (here it is important the circles are disjoint). But $B$ has exactly size $|B|$. So $B$ is minimum. \hfill \Box

**Proposition 4.** Let $\Sigma = (K_n, \sigma)$ with negation set $B$. If $n - |V(B)| \geq \chi'(B)$, then $B$ is a minimum negation set.

**Proof.** I will show the sufficient condition of lemma 3 is satisfied by finding a negative triangle through each edge of $B$. Properly color the edges in $B$ with the integers from 1 to $\chi'(B)$. Choose vertices $v_1, \ldots, v_{\chi'(B)}$ from $V(\Sigma) - V(B)$. This is possible because $n - |V(B)| \geq \chi'(B)$. For any edge in $B$ with color $i$, its ends form a triangle with $v_i$. All triangles that can be constructed in this way form the collection of $|B|$ triangles. See, for example, figure 1.

Each triangle has exactly one edge in $B$ and is therefore negative. If two of the triangles have adjacent edges in $B$, then those two edges must have
Figure 1: Edge-disjoint negative triangles found by edge coloring as described in the proof of proposition 4.

different colors. So the only vertex these triangles share in common is where their two negative edges meet and thus they cannot share any edges. Since the collection of negative triangles satisfies the hypotheses of lemma 3, $B$ is a minimum negation set.

Propositions 5 and 6 provide sufficient conditions for a negation set to be the unique minimum negation set.

**Proposition 5.** Let $\Sigma$ be a signed simple graph with minimum negation set $B$ as its negative edge set. If for each $e_i \in B$ there exist two negative circles $C_{i1}, C_{i2}$ both containing $e_i$ such that the edge sets in $\{E(C_{i1}) \cup E(C_{i2}) \mid e_i \in B\}$ are pairwise disjoint, then $B$ is the unique minimum negation set.

**Proof.** Suppose the hypotheses and let $C$ be a negation set with $|C| = |B|$. For each $i$, $C$ contains an edge from $E(C_{i1}) \cup E(C_{i2})$. Since $E(C_{i1}) \cup E(C_{i2})$ is disjoint from $E(C_{j1}) \cup E(C_{j2})$ for $i \neq j$, then $C$ must contain exactly one edge from each $E(C_{i1}) \cup E(C_{i2})$. But since $E(C_{i1}) \cup E(C_{i2})$ corresponds to two negative circles sharing only a single edge, the only way to balance both of these negative circles is to choose the edge in $B$. Hence $C = B$. 

**Proposition 6.** Let $\Sigma = (K_n, \sigma)$ with negation set $B$. If $|B| \leq \frac{n}{2} - 1$ then $B$ is the unique minimum negation set of $\Sigma$. 
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Proof. Suppose the negative edges of $\Sigma$ are exactly $B$. It suffices to show every switching of $\Sigma$ has more than $\frac{n}{2} - 1$ negative edges. Let $X \subseteq V(\Sigma)$. The number of negative edges in $\Sigma^X$ is the number of negative edges in $\Sigma$ not in $c(X)$ plus the number of positive edges of $\Sigma$ in $c(X)$. Thus $\Sigma^X$ has $|c(X)| - |c(X) \cap B| + |B \setminus c(X)|$ negative edges. Because $|c(X)| \geq n - 1$, $|c(X) \cap B| \leq \frac{n}{2} - 1$, and $|B \setminus c(X)| \geq 0$, then $|c(X)| - |c(X) \cap B| + |B \setminus c(X)| \geq (n - 1) - \left(\frac{n}{2} - 1\right) + 0 = \frac{n}{2}$.

So any switching of $\Sigma$ will necessarily have more negative edges. So $B$ is the unique minimum. \hfill \Box

3 Disjoint Negation Sets

For the rest of the paper, I will use the positive and negative subgraphs of $\Sigma$ which are obtained by deleting the negative and positive edges, respectively, from $\Sigma$. They are denoted by $\Sigma^+$ and $\Sigma^-$. I will also use the edge-induced positive subgraph and the edge-induced negative subgraph which are the signed graphs induced by $E^+$ and $E^-$. They are denoted by $\Sigma;E^+$ and $\Sigma;E^-$ respectively.

For two vertices $x$ and $y$, the positive distance from $x$ to $y$ is the distance from $x$ to $y$ in the positive subgraph. It is denoted by $d^+(x,y)$. Given two sets of vertices, $X, Y \subseteq V(\Sigma)$, define

$$d^+(X,Y) := \min_{(x,y) \in X \times Y} d^+(x,y).$$

Theorem 7. A negation set of a signed graph $\Sigma$ is bipartite if and only if there exists another negation set disjoint from it.

Proof. Suppose $\Sigma$ has bipartite negative edge set $A$. Since $A$ is bipartite, it is contained in a cut of the graph, say $c(X)$. Then the negative edges of $\Sigma^X$ are disjoint from $A$.

Conversely, suppose $\Sigma$ has disjoint negation sets $A$ and $B$ where $A = E^-(\Sigma)$ and $B = E^-(\Sigma^S)$ for some $S \subseteq V(\Sigma)$. By way of contradiction, suppose $A$ has a circle $C$ of odd length. Then $C$ is negatively signed. Since $A$ and $B$ are disjoint, then $B$ contains no edge of $C$. So $C$ is positively signed in $\Sigma^S$. But switching preserves the sign of circles. So, I have reached a contradiction. Thus $A$ and $B$ must be bipartite. \hfill \Box
4 Bipartite Negation Sets

Theorem 7 informs us that if we want to pack negation sets, we will want to be looking at bipartite negation sets. This provokes a natural question: how do we find bipartite negation sets? This question currently has no answer. What’s more, the situation is worse! How do we know that a signed graph has a bipartite negation set? Determining this was proven to be NP-complete: see [6, theorem 4.2] and [1]. In [5], it is shown that determining whether a signed graph has at least \( i \) disjoint negation sets can be turned into a signed graph homomorphism problem. In particular, a signed graph has a bipartite negation set if and only if there is a homomorphism from it to a negative digon with a positive loop at each vertex. \( C \)

Some progress has been made on determining classes of graphs with bipartite negation sets. It was addressed by Hage and Harju (in different terminology) in [3]. In [2] they characterized, by forbidden subgraphs, which signed complete graphs have an acyclic negation set. They took a similar approach in [3] to determine which signed complete graphs have a bipartite negation set but they were unable to complete the proof. To my knowledge, their proof has not been finished by anyone else. I will prove that two other classes of graphs have bipartite negation sets and then explore how many negation sets can be packed in a graph.

I would like to thank Reza Naserasr for providing the simpler proof of theorem 8 presented here.

Theorem 8. Every antibalanced planar graph has a bipartite negation set.

Proof. Let \( \Sigma \) be an antibalanced planar graph with underlying graph \( \Gamma \). Suppose \( E^-(\Sigma) = E(\Sigma) \). Let \( \gamma \) be a proper 4-coloring of \( \Gamma \). Let \( V_i := \gamma^{-1}(i) \). The negative edges in \( \Sigma_{V_3 \cup V_4} \) are all contained in the cut \( c(V_1 \cup V_3, V_2 \cup V_4) \). So the negative edge set of \( \Sigma_{V_3 \cup V_4} \) is bipartite.

I will now prove a series of lemmas that culminate in theorem 14, the main theorem of this paper.

Lemma 9. Let \( \Sigma \) be a signed simple graph. If a vertex \( v \) has \( d^+(v) \leq 1 \), then \( \Sigma^v \) has no fully negative circles through \( v \) and the set of fully negative circles of \( \Sigma^v \) is a subset of the set of fully negative circles of \( \Sigma \). Furthermore, if \( \Sigma \) has a fully negative circle through \( v \), then \( \Sigma^v \) will have strictly fewer fully negative circles than \( \Sigma \).

Proof. Since \( d^-(v) \leq 1 \) in \( \Sigma^v \), no fully negative circles contain \( v \) in \( \Sigma^v \). If \( \Sigma^v \) has a fully negative circle that \( \Sigma \) does not, it must be through \( v \). But there
are no fully negative circles through \( v \) in \( \Sigma^v \), so the set of fully negative circles of \( \Sigma^v \) is a subset of the set of fully negative circles of \( \Sigma \). \hfill \Box

**Lemma 10.** Let \( \Sigma \) be a signed graph. Let \( X \) be the set of vertices in \( \Sigma \) of degree 3 or less. The graph \( \Sigma \) has a bipartite negation set if and only if \( \Sigma - X \) has a bipartite negation set. Furthermore, \( \Sigma \) has an acyclic negation set if and only if \( \Sigma - X \) has an acyclic negation set.

**Proof.** Suppose \( \Sigma \) has a bipartite negation set \( B \). Then \( \Sigma - X \) has some negation set \( C \subseteq B \). But since \( C \subseteq B \), then \( C \) is bipartite.

For the converse, suppose \( \Sigma - X \) may be switched by \( Y \) so the negative edge set is bipartite. That is, \( E^-((\Sigma - X)^Y) \) is bipartite.

There are two types of negative edges in \( \Sigma^Y \): the negative edges of \( (\Sigma - X)^Y \), and negative edges incident to vertices of \( X \).

In \( \Sigma^Y \), switch only the vertices of \( X \) that have negative degree at least 2 and suppose this gives the graph \( \Sigma^{Y'} \). There are two types of negative edges in \( \Sigma^{Y'} \): the negative edges of \( (\Sigma - X)^Y \), and edges which are incident to a vertex of negative degree 1 (i.e., a vertex in \( X \)). These two types of edges form a bipartition of \( E^-((\Sigma^{Y'}) \).

The negative edges incident to a vertex of negative degree 1 are not part of any fully negative circles. So if there is any fully negative circle of odd length in \( \Sigma^{Y'} \), it must be contained entirely in \( E^-((\Sigma - X)^Y) \). But \( E^-((\Sigma - X)^Y) \) is bipartite, so any fully negative circles it contain must have even length. So \( E^-((\Sigma^{Y'}) \) is bipartite.

In this proof, “bipartite” may be replaced with “acyclic”. \hfill \Box

**Lemma 11.** A signed simple graph \( \Sigma \) has a bipartite negation set if and only if the 4-core of \( \Sigma \) has a bipartite negation set. Similarly, it has an acyclic negation set if and only if the 4-core of \( \Sigma \) has an acyclic negation set.

**Proof.** This follows immediately from lemma [10] \hfill \Box

Lemma [11] gets us tantalizingly close to having a bipartite negation set for every signed simple graph with maximum degree 4. As we will see in theorem [14] this is almost true; out of all signed simple graphs with maximum degree 4 there is only one switching class that does not have a bipartite negation set.

For the remainder of this section, I will be working with a signed simple quartic graph \( \Sigma \). I may assume that for any vertex \( v \), \( d^-(v) \leq 2 \) and thus each vertex is a member of at most one fully negative circle. Because I am concerned only with circles, I may assume the graph is 2-connected.
Lemma 12. If a signed simple quartic graph $\Sigma$ has a fully negative circle $C$ with a chord $xy$, then $\Sigma^{\{x,y\}}$ has strictly fewer fully negative circles. In particular, $C$ will not be fully negative in $\Sigma^{\{x,y\}}$.

Proof. Suppose $\Sigma$ has a fully negative circle $C$ with a chord $e$ with ends $x$ and $y$. The chord $e$ cannot be negative because I assumed the vertices of $\Sigma$ had negative degree at most 2. So $e$ is positive. In $\Sigma^{\{x,y\}}$, $x$ and $y$ have negative degree 1 and thus $C$ is not fully negative. Since any fully negative circle introduced by this switching (i.e., a fully negative circle in $\Sigma^{\{x,y\}}$ but not in $\Sigma$) must pass through a subset of the switched vertices and the two switched vertices both have negative degree 1, no new fully negative circles were introduced in $\Sigma^{\{x,y\}}$. Thus $\Sigma^{\{x,y\}}$ has strictly fewer fully negative circles. \qed

Lemma 13. Let $\Sigma$ be a signed simple quartic graph not in the switching class of $-K_5$. Then $\Sigma$ has an acyclic negation set.

Proof. I show that $\Sigma$ may be switched to $\Sigma'$ with strictly fewer fully negative circles. Consider an arbitrary fully negative circle, $C$. Lemma[12] allows us to assume $C$ has no chords. Lemma[9] allows us to assume each vertex in $C$ has negative degree exactly 2 and thus has exactly 2 positive neighbors. These positive neighbors have negative degree 0, 1, 2, or 3. Suppose $v$ is a vertex in $C$ with positive neighbors $x$ and $y$. In $\Sigma^v$, $C$ will not be fully negative.

$\text{Figure 2: The kind of circle we might expect to see in the proof of lemma}$
and there is possibly a fully negative circle through $x$, $v$, and $y$. If $x$ or $y$ has negative degree 0 in $\Sigma$, then it has negative degree 1 in $\Sigma^v$. Therefore, it is not part of any fully negative circle in $\Sigma^v$. If $x$ or $y$ has negative degree 2 or 3 in $\Sigma$ then it has negative degree 3 or 4 in $\Sigma^v$. So by lemma 9, $\Sigma^{\{v,x\}}$ (or perhaps $\Sigma^{\{v,y\}}$) will have strictly fewer fully negative circles than $\Sigma$. So I only need to consider the case where the vertices positively adjacent to $C$ have negative degree 1 in $\Sigma$. I consider three cases determined by whether a pair of vertices in $C$ share both positive neighbors, share one positive neighbor, or no vertices of $C$ share any positive neighbors.

I take a slight detour to make an important observation. Consider a vertex $v$ in $C$ with positive neighbors $x$ and $y$. In $\Sigma^v$, $C$ is not fully negative but there may be a fully negative circle through $v$, $x$, and $y$ that was not fully negative in $\Sigma$. For this to be true, there must be a fully negative path from $x$ to $y$ in $\Sigma$. If $x$ and $y$ are not joined by a fully negative path, then $\Sigma^v$ will have fewer fully negative circles than $\Sigma$. So I may assume that for each vertex in $C$, its positive neighbors are joined by a fully negative path. This gives us circles that look something like the circle in figure 2.

**Case 1:** Suppose two vertices, $v_1, v_2$, of $C$ share exactly 1 positive neighbor, say $v_3$, in common. Suppose the positive neighbors of $v_1$ are $v_3$ and $v_4$ and the positive neighbors of $v_2$ are $v_3$ and $v_5$. Suppose $v_3$ and $v_4$ are joined by the fully negative path $P_1$ and that $v_3$ and $v_5$ are joined by the fully negative path $P_2$. Note that $P_1$ and $P_2$ share some common segment containing $v_3$ or else $v_3$ would have negative degree larger than 1. Since $P_1$ and $P_2$ share a common segment, they must also share a common vertex with negative degree at least 3, say $v_6$. Refer to figure 3. In $\Sigma^{v_1}$, the circle $C$ is not fully negative, but the circle $v_1v_3P_1v_1$ is fully negative. In
fact, there could be more negative circles in $\Sigma$ that are not fully negative in $\Sigma$, but they all must contain $v_3$ and $v_6$. But since $v_6$ has negative degree 3, then $\Sigma_1$ has strictly fewer fully negative circles than $\Sigma$ by lemma 9.

**Case 2:** Suppose two vertices $v_1, v_2$ of $C$ share both of their positive neighbors, $v_3$ and $v_4$. If $v_3$ and $v_4$ are positively adjacent, I need only switch $\Sigma$ by $X = \{v_1, v_2, v_3, v_4\}$. In $\Sigma^X$, $C$ is not fully negative, $v_1$ and $v_2$ each have negative degree at most 1 (depending on if $v_3$ and $v_4$ are adjacent or not in $C$), and $v_3$ and $v_4$ will have negative degree 0, thus there are no fully negative circles through any of $v_1, v_2, v_3$, or $v_4$.

If $v_3$ and $v_4$ are negatively adjacent, I must separately consider whether $v_1$ and $v_2$ are adjacent or not in $C$. If $v_1$ and $v_2$ are not adjacent in $C$ then in $\Sigma^v$, $C$ is not fully negative but the triangle $v_1v_2v_4$ is fully negative. In this fully negative triangle, the vertex $v_3$ is positively adjacent to a vertex of negative degree 2. Thus in $\Sigma^{v_1,v_3}$, $d^-(v_2) = 3$ so I may appeal to lemma 9 and conclude this subcase.

Suppose $v_1$ and $v_2$ are adjacent in $C$. Let $X = \{v_1, v_2, v_4\}$. In $\Sigma^X$, $v_1$, $v_2$, and $v_3$ are positively adjacent to (respectively), $v_5$, $v_6$, and $v_7$ where $\{v_5, v_6, v_7\} \cap \{v_1, v_2, v_3, v_4\} = \emptyset$. It is possible that $v_5 = v_6 = v_7$ in which case I must consider two possibilities: either $v_4 \sim v_5$ or $v_4 \not\sim v_5$. I am assuming $d^-(v_4) = d^-(v_5) = 1$ because if not, then I am done by previous remarks. If $v_4 \sim v_5$, then they are negatively adjacent and I have constructed a graph in the switching class of $-K_5$, the one exception to the theorem. If $v_4 \not\sim v_5$ then I may switch $\Sigma^X$ by $Y = \{v_1, v_2, v_3, v_4, v_5\}$. In $\Sigma^X$, the edges in $c(Y, V(\Sigma) - Y)$ are precisely the two negative edges incident with $v_4$ and $v_5$. So in $(\Sigma^X)^Y$, $d^+(v_4) = d^+(v_5) = 4$. Thus I may switch any vertex in the fully negative triangle $v_1v_2v_3$ and conclude this subcase. If $v_5, v_6$ and $v_7$ are not all equal, then two of the vertices in the fully negative triangle share exactly one positive neighbor in common, namely $v_4$, and thus I am done by case 1.

**Case 3:** Assume all the vertices of $C$ have no positive neighbors in common. Recall that I have assumed that for each vertex in $C$, its positive neighbors are joined by a fully negative path. If I switch any vertex in $C$, I am simply shifting the discussion from $C$ to a new fully negative circle which I can assume also falls under case 3. By lemma 12 I may assume all of these circles are induced circles. Choose two of these induced circles, different than $C$, that each share a vertex with $C$, say $C_1$ and $C_2$.

Since $\Sigma$ is 2-connected, I can choose two vertex-disjoint paths between $C_1$ and $C_2$. By appropriate choice of $C_1$ and $C_2$, I may assume one of these paths does not intersect $C$. Denote the vertex shared by $C$ and $C_1$ by $v_1$ and the vertex shared by $C$ and $C_2$ by $v_2$. The circles sharing a single
vertex with $C$ can be assumed to have very special structure. Consider $\Sigma^{v_1}$, where $C$ is not fully negative but $C_1$ is fully negative. If switching $v_1$ results in a net gain in number of negative circles, then $C_1$ must have vertices of negative degree at least 3 which I can switch to eliminate those circles. So I may always assume that when I switch the vertices on $C$, I eliminate exactly one negative circle (namely $C$) and create exactly one negative circle. If the negative circle I create does not have the structure I am examining here in case 3, then I can use what I know about cases 1 and 2 to achieve a switching with strictly fewer negative circles.

So in $\Sigma^{\{v_1,v_2\}}$, $C$ is not fully negative but $C_1$ and $C_2$ are fully negative. Suppose the path between $C_1$ and $C_2$ is $P = w_1w_2\ldots w_n$. The vertex $w_1$ has two positively adjacent neighbors which are joined by a fully negative path. If I switch $w_1$, I will have two fully negative circles joined by a path of length $n - 1$. I proceed until vertices $w_1,\ldots,w_{n-2}$ have all been switched. Then I will have two fully negative circles joined by an edge. The edge from $w_{n-1}$ to $w_n$ must be positive because otherwise the negative circle $C_2$ would have a vertex of negative degree at least 3 in $\Sigma^{v_2}$ and I would be done by previous remarks. Since the edge joining the two fully negative circles must be positive, I can switch both its ends to reduce the number of fully negative circles.

Combining lemma 11 and 13, I achieve the main result of this paper, theorem 14.

**Theorem 14.** Let $\Sigma = (\Gamma, \sigma)$ be a simple signed graph with 4-core not in the switching class of $-K_5$. Then $\Sigma$ has an acyclic negation set.

**Corollary 15.** A connected signed simple graph $\Sigma$ with maximum degree 4 and a vertex of degree less than 4 has an acyclic negation set.

The proof of lemma 13 is constructive and gives us an algorithm for finding such a bipartite negative edge set. I give the algorithm below. Step 8 describes the first case of the proof, steps 9–13 describe case 2, and step 14 describes case 3.

Step 1.) Reduce the signed graph $\Sigma$ to the 4-core. If the 4-core has multiple components, we can execute the rest of the algorithm on each component separately.

Step 2.) Find a fully negative circle $C$.

Step 3.) If $C$ has a vertex with negative degree greater than 2, switch that vertex and go to step 2. Otherwise, continue.
Step 4.) If $C$ has a chord, switch the ends of the chord and go to step 2. Otherwise, continue.

Step 5.) If any vertex $v$ in $C$ has its two positive neighbors not in the same component of the negative subgraph (i.e., the neighbors are not connected by a fully negative path), switch $v$ and go to step 2. Otherwise, continue.

Step 6.) If any positive neighbor of the fully negative circle has negative degree other than 1, go to step 7. Otherwise, go to step 8.

Step 7.) If the negative degree of the positive neighbor is 0, switch the positive neighbor in $C$ and then go to step 2. If the negative degree of the positive neighbor is greater than 1, switch that vertex and one of its neighbors in $C$. Then go to step 2.

Step 8.) (Case 1 of proof) If any two vertices in $C$, say $v_1$ and $v_2$, share exactly 1 positive neighbor, say $v_3$, look for a vertex, say $v_4$, of negative degree at least 3 on the fully negative path connecting the positive neighbors of $v_1$ or on the fully negative path connecting the positive neighbors of $v_2$. If $v_4$ is on the fully negative path connecting the positive neighbors of $v_1$ then switch $\{v_1, v_4\}$ and go to step 2. If $v_4$ is on the fully negative path connecting the positive neighbors of $v_2$ then switch $\{v_2, v_4\}$ and go to step 2. Otherwise, continue to step 9.

Step 9.) (Case 2 of proof) If two vertices in $C$, say $v_1$ and $v_2$ share both of their positive neighbors (say $v_3$ and $v_4$), and those neighbors are not negatively adjacent, then switch $\{v_1, v_2, v_3, v_4\}$ and then go to step 2. If their neighbors, $v_3$ and $v_4$ are negatively adjacent and $v_1$ and $v_2$ are adjacent in $C$ then go to step 10. If $v_3$ and $v_4$ are negatively adjacent and $v_1$ and $v_2$ are not adjacent in $C$, go to step 13. If no two vertices in $C$ share both of their positive neighbors, go to step 14.

Step 10.) Switch $\Sigma$ by $\{v_1, v_2, v_4\}$. Vertices $v_1$, $v_2$ and $v_4$ have positive neighbors $v_5, v_6, v_7$ (distinct from $v_1, v_2, v_3, v_4$). If $v_5 = v_6 = v_7$ go to step 11. Otherwise, go to step 12.

Step 11.) If $v_4$ is adjacent to $v_5$, then we have constructed a graph in the switching class of $-K_5$ and this graph does not have a bipartite negation set. If $v_4$ is not adjacent to $v_5$, then switch $\{v_2, v_3, v_4, v_5\}$ and go to step 2.
Step 12.) We have created a fully negative triangle, $v_1v_2v_3$ and two of them share exactly one positive neighbor in common, namely $v_4$. So set the triangle $v_1v_2v_3$ as $C$ and go to step 8.

Step 13.) If $v_1$ and $v_2$ are not adjacent in $C$, switch $\{v_1, v_2, v_3\}$ (the two vertices in $C$ and one of their common neighbors). Go to step 2.

Step 14.) (Case 3 of Proof) (If this state of the algorithm is reached, $C$ should have no two vertices that share any of their positive neighbors.) If there are any fully negative circles that do not fall into this case, choose that circle as $C$ and go to step 3. Once all fully negative circles in the graph fall under this case, proceed. If no fully negative circles remain, go to step 15. Otherwise, choose two circles $C_1$ and $C_2$, each sharing a vertex with $C$, such that $C_1$ and $C_2$ are vertex disjoint and are joined by a path that does not intersect $C$. Suppose $C_1$ shares vertex $v_1$ with $C$ and $C_2$ shares vertex $v_2$ with $C$. Suppose the path joining $C_1$ to $C_2$ is $P = w_1w_2\ldots w_n$ where $w_1 \in C_1$ and $w_n \in C_2$. Switch $v_1$. Choose a fully negative circle through $v_1$ and $w_1$ as $C$ and go to step 3. If this step of the algorithm is reached again with this choice of $C$, switch the $w_i$ with largest index in $C$ and restart the algorithm with the negative circle containing $w_i$ and $w_{i+1}$ as $C$ (where $i + 1 \leq n$). If, through repeated application of step 14, we achieve a fully negative circle that is adjacent to $w_n$ by a positive edge, then switch $\{v_2, w_{n-1}, w_n\}$.

Step 15.) At this step, we have a switching of the 4-core with an acyclic negation set. Just as the 4-core is achieved by deleting vertices of degree 3 or less repeatedly, we will now add them back in stages and in the reverse order: the last vertices removed are the first added back. After we add back a group of vertices, we may switch them to guarantee that there are no fully negative circles through any vertex in that group. This is possible because of lemma 9. Once the final group of vertices have been added on, we will have a switching of $\Sigma$ with an acyclic negative edge set.

## 5 Packing Negation Sets

For a negation set $B$, the packing number of $B$ is the size of the largest family of disjoint negation sets to which $\{B\}$ can be enlarged. It is denoted by $\pi(B)$. In theorem 16 I find an expression for $\pi(B)$. Theorem 18 describes
Theorem 16. Let $\Sigma$ be an unbalanced signed graph such that $B := E^-(\Sigma)$ is bipartite. Let $D$ be the collection of all stable bipartitions $\{X,Y\}$ of $\Sigma:E^-$. Then $\pi(B) = \max_{\{X,Y\}\in D} d^+(X,Y) + 1$.

Proof. Let $k := \max_{\{X,Y\}\in D} d^+(X,Y)$. I begin by showing that $k + 1$ is an upper bound of $\pi(B)$, and then I construct a family of size $k+1$. Let $\{B_1, B_2\}$ be a stable partition of $\Sigma:E^-$ with $d^+(B_1, B_2) = k$. Let $P = v_0 v_1 v_2 \cdots v_k$ be a fully positive path of length $k$ from $B_1$ to $B_2$.

I claim that any negation set disjoint from $B$ must contain an edge of $P$. Suppose to the contrary that there exists a negation set $C$ disjoint from $B$ with no edge of $P$. Suppose $C = E^-(\Sigma^S)$ for some $S \subseteq V(\Sigma)$. To obtain a negative edge set disjoint from $B$, I must, in each component of $\Sigma:E^-$, switch all the vertices from either $B_1$ or $B_2$. By our original choice of the partition $\{B_1, B_2\}$, I may assume that $B_1 \subseteq S$. I cannot switch any vertices of $B_2$ or else $C$ will not be disjoint from $B$. That is, $S \cap B_2 = \emptyset$. Since $B_1 \subseteq S$, then $v_0 \in S$. If $v_1 \notin S$, then the edge $v_0 v_1 \in E(P)$ will be negative in $\Sigma^S$ and thus it will be an edge of $C$. Since this is not the case, then it must be that $v_1 \in S$. Similarly, if any $v_i \in S$ then $v_{i+1} \in S$, otherwise $C$ would contain an edge of $P$. However, this forces $v_k \in S \cap B_2$. But, this is impossible. So no such $C$ exists. Thus every negation set disjoint from $B$ must contain an edge of $P$. Therefore, $\pi(B) \leq k + 1$.

To see this upper bound is always attainable, define $S_i = \{v \in V(\Sigma) \mid d^+(B_1, v) \leq i\}$. Define $N_i$ to be the negative edge set of $\Sigma^{S_i}$. I claim $\{N_i : 0 \leq i \leq k - 1\} \cup \{B\}$ forms a set of $k + 1$ disjoint negation sets of $\Sigma$. Since each $N_i$ is the negative edge set of a switching of $\Sigma$, they are negation sets. Since $\Sigma^{S_i}$ has all of its negative edges in the cut $c(S_i, S_{i+1})$, and $c(S_i, S_{i+1}) \cap c(S_j, S_{j+1}) = \emptyset$ for $0 \leq i < j \leq k - 1$, then all of the $N_i$ are pairwise disjoint. Furthermore, since each $S_i$ contains $B_1$ and no vertex of $B_2$, then each $N_i$ is disjoint from $B$. So $\{N_i : 0 \leq i \leq k - 1\} \cup \{B\}$ is a family of $k + 1$ disjoint negation sets.

Theorem 16 requires $\Sigma$ to be unbalanced because for a balanced graph $\max_{\{X,Y\}\in D} d^+(X,Y)$ is either undefined (if $E^-(\Sigma) = \emptyset$ and therefore $D = \emptyset$) or infinite (if $E^-(\Sigma)$ is a cut and therefore there are no positive paths from $X$ to $Y$). Moreover, the problem of packing negation sets in a balanced graph becomes equivalent to packing cuts, which is known to be a hard problem.

Though theorem 16 gives us a succinct expression for $\pi(B)$, if $B$ has $m$ components, it demands that we check $2^m$ positive distances. This can
quickly get out of hand. Theorem 18 improves this by providing a fast algorithm. The bulk of the work in the algorithm is calculating the distances between all the vertices in the positive subgraph and checking some signed graphs for balance.

Let \( \Sigma \) be a signed graph such that \( \Sigma: E^- \) is bipartite with components \( C_1, \ldots, C_m \). For each \( C_i \), let \( \{V_{i1}, V_{i2}\} \) be its unique stable bipartition. Let \( D \) be the collection of all stable bipartitions of \( \Sigma: E^- \). Let \( \tau \) be the permutation (12). Since \( \{V_{i\alpha}, V_{i\tau(\alpha)}\} \) is a stable bipartition of \( C_i \), a connected component of \( \Sigma: E^- \), there are negative edges between \( V_{i\alpha} \) and \( V_{i\tau(\alpha)} \). Therefore, every stable bipartition of \( \Sigma: E^- \) will have \( V_{i\alpha} \) and \( V_{i\tau(\alpha)} \) in opposite classes.

Let
\[
E = \{(V_{i\alpha}, V_{j\beta}) \mid i, j \in [m], \alpha, \beta \in [2], i\alpha \neq j\beta\}
\]
be a set of edges. Let \( w_1 < w_2 < \cdots < w_l \) be the distinct real (i.e., exclude infinity) elements of \( \{d^+(V_{i\alpha}, V_{j\beta}) \mid i, j \in [m], \alpha, \beta \in [2], i\alpha \neq j\beta\} \). Let \( w_0 = 0 \). For each \( k \in [l] \) define:
\[
E'_k := \{(V_{i\alpha}, V_{j\beta}) \in E \mid d^+(V_{i\alpha}, V_{j\beta}) \leq w_k\},
\]
\[
E''_k := \{(V_{i\alpha}, V_{j\beta}) \in E \mid d^+(V_{i\alpha}, V_{j\beta}) \leq w_k\},
\]
\[
E_k := E'_k \cup E''_k.
\]

Define signed graphs \( \Phi_1, \ldots, \Phi_l \) where \( V(\Phi_k) = \{V_{i\alpha} \mid i \in [m], \alpha \in [2]\} \), \( E^-(\Phi_k) = \{(V_{i1}, V_{i2}) \mid i \in [m]\} \), and \( E^+(\Phi_k) = E_k \). All of the signed graphs in \( \{\Phi_k\}_{k=1}^l \) have the same vertex set and negative edge set. For \( i < j \), \( E^+(\Phi_i) \subseteq E^+(\Phi_j) \).

Let \( \mu \in \mathbb{Z} \) such that \( w_\mu = \min\{d^+(V_{i1}, V_{i2}) \mid i \in [m]\} \). Then \( \Phi_\mu \) has a negative digon. So not all of the signed graphs in \( \{\Phi_k\}_{k=1}^l \) are balanced. Therefore, there exists a smallest integer \( p \) such that the signed graphs in \( \{\Phi_k\}_{k=1}^{p-1} \) are balanced and the signed graphs in \( \{\Phi_k\}_{k=p}^l \) are unbalanced.

**Lemma 17.** Let \( \Phi_0 \) be a signed graph with vertex set \( \{V_{i1}, V_{i2}\}_{i=1}^m \), and negative edge set \( E^- (\Phi_0) = \{(V_{i1}, V_{i2})\}_{i=1}^m \). Let \( S \) be a set of positive edges on \( V(\Phi_0) \). Let \( \Phi := \Phi_0 \cup S \). Then \( \Phi \) is balanced if and only if there exists a stable bipartition \( \{B_1, B_2\} \) of \( \Sigma: E^- \) such that for all \( V_{i\alpha}, V_{j\beta} \) in \( V(\Phi) \):

1. \( V_{i\alpha} \) and \( V_{j\beta} \) are in the same class of \( \{B_1, B_2\} \) if there exists a positive path from \( V_{i\alpha} \) to \( V_{j\beta} \) in \( \Phi \),
2. \( V_{i\alpha} \) and \( V_{j\beta} \) are in opposite classes of \( \{B_1, B_2\} \) if there exists a negative path from \( V_{i\alpha} \) to \( V_{j\beta} \) in \( \Phi \).
Proof. Let $\phi$ be the sign function of $\Phi$. It suffices to consider the case where $\Phi$ is connected.

Suppose $\Phi$ is balanced. Then $\Phi$ satisfies Harary’s path condition for balance: for any two vertices in $\Phi$ every path connecting them has the same sign. I will construct a bipartition of $V(\Sigma:E^-)$ satisfying conditions $[1]$ and $[2]$. Pick any vertex $X \in \Phi$. Let $P$ be the set of vertices in $\Phi$ that are connected to $X$ by a positive path in $\Phi$ and $X$ itself. Let $N$ be the set of vertices in $\Phi$ that are connected to $X$ by a negative path in $\Phi$. Because of Harary’s path condition, $P \cap N = \emptyset$. Since I assumed $\Phi$ is connected, $P \cup N = V(\Phi)$. Thus $\{P, N\}$ is a bipartition of $V(\Phi)$. Let $B_1 = \bigcup_{V \in P} V$ and $B_2 = \bigcup_{V \in N} V$.

I claim that $\{B_1, B_2\}$ is a stable bipartition of $\Sigma:E^-$. The set $V(\Phi) = \{V_{i\alpha} \mid i \in [m], \alpha \in [2]\}$ is a partition of $V(\Sigma:E^-)$. Since $\{P, N\}$ is a bipartition of $V(\Phi)$, then $\{B_1, B_2\}$ is just a coarsening of the partition $V(\Phi)$ of $V(\Sigma:E^-)$. So $\{B_1, B_2\}$ is a bipartition of $V(\Sigma:E^-)$. In particular, this means $B_1 \cap B_2 = \emptyset$.

To see that the bipartition is stable, consider two vertices $x, y \in B_1$ and suppose by way of contradiction that $x \sim y$ in $\Sigma:E^-$. Then $x$ and $y$ are in the same component of $\Sigma:E^-$. In particular, since they are adjacent in $\Sigma:E^-$, they must be in opposite classes of the stable bipartition of that component. That is, there must exist some $V_{i1}$ and $V_{i2}$ in $V(\Phi)$ with $x \in V_{i1}$ and $y \in V_{i2}$. Without loss of generality, suppose $V_{i1} \in P$. So there exists a positive path from $X$ to $V_{i1}$ in $\Phi$. In $\Phi$, $V_{i1}$ is negatively adjacent to $V_{i2}$ so there exists a negative path from $X$ to $V_{i2}$ in $\Phi$. So $V_{i2} \in N$. Thus $V_{i2} \subseteq B_2$ and hence $y \in B_2$. But this is a contradiction because I assumed $y \in B_1$ and have already established that $B_1 \cap B_2 = \emptyset$. Therefore $\{B_1, B_2\}$ is a stable bipartition of $V(\Phi)$.

I will now show that $\{B_1, B_2\}$ satisfies conditions $[1]$ and $[2]$. By the construction of $\{B_1, B_2\}$, $V_{i\alpha}$ is in the same class as $X$ if they are joined by a positive path and they are in opposite classes if they are joined by a negative path. Suppose $V_{i\alpha}$ and $V_{j\beta}$ are connected by a positive path in $\Phi$. Let $P_1$ be a path in $\Phi$ from $V_{i\alpha}$ to $X$ and $P_2$ be a path in $\Phi$ from $X$ to $V_{j\beta}$. Then the concatenation of these paths, $P_1P_2$, is a path from $V_{i\alpha}$ to $V_{j\beta}$.

Because of Harary’s path condition for balance, $\phi(P_1P_2) = +$. Since $\phi(P_1P_2) = \phi(P_1)\phi(P_2)$, then either $\phi(P_1)$ and $\phi(P_2)$ are both positive or both negative. If $\phi(P_1)$ and $\phi(P_2)$ are both positive then $V_{i\alpha}$ is connected to $X$ by a positive path. Therefore, $V_{i\alpha}$ and $X$ are in the same class of $\{B_1, B_2\}$. Similarly, $V_{j\beta}$ and $X$ are connected by a positive path. Therefore, they are in the same class of $\{B_1, B_2\}$. Since $V_{i\alpha}$ and $V_{j\beta}$ are both in the same class as $X$, then $V_{i\alpha}$ and $V_{j\beta}$ are in the same class. If $\phi(P_1)$ and $\phi(P_2)$ are both negative, then both $V_{i\alpha}$ and $V_{j\beta}$ are in the class not containing $X$, i.e., $V_{i\alpha}$
and $V_{j\beta}$ are in the same class. This shows that condition 1 holds.

Showing that condition 2 holds is similar. Suppose $V_{i\alpha}$ and $V_{j\beta}$ are joined by a negative path in $\Phi$. Let $P_1$ be a path from $V_{i\alpha}$ to $X$ and $P_2$ be a path from $X$ to $V_{j\beta}$. Then the concatenation of these paths, $P_1P_2$, is a path from $V_{i\alpha}$ to $V_{j\beta}$.

Because of Harary’s path condition for balance, $\phi(P_1P_2) = -$. Since $\phi(P_1) = \phi(P_2)$, then $\phi(P_1)$ and $\phi(P_2)$ have opposite signs. Suppose that $\phi(P_1) = +$ and $\phi(P_2) = -$. Then $V_{i\alpha}$ is connected to $X$ by a positive path and therefore they are in the same class of $\{B_1, B_2\}$. Similarly, $V_{j\beta}$ and $X$ are connected by a negative path and therefore they are in opposite classes of $\{B_1, B_2\}$. Thus $V_{i\alpha}$ and $V_{j\beta}$ are in opposite classes of $\{B_1, B_2\}$. So condition 2 holds.

Conversely, if $\Phi$ is unbalanced, I will show that there cannot be a stable bipartition satisfying 1 and 2. By way of contradiction, suppose there exists such a stable bipartition. Since $\Phi$ is unbalanced, there exists $V_{i\alpha}$ and $V_{j\beta}$ connected by both a positive and negative path in $\Phi$. Since $V_{i\alpha}$ and $V_{j\beta}$ are connected by a positive path, then $V_{i\alpha}$ and $V_{j\beta}$ are in the same class of the stable bipartition of $\Sigma:E^-$. Since $V_{i\alpha}$ and $V_{j\beta}$ are connected by a negative path, then they are in opposite classes of the stable bipartition of $\Sigma:E^-$. This is a contradiction. So if $\Phi$ is unbalanced, there is no stable bipartition of $\Sigma:E^-$ satisfying 1 and 2. □

**Theorem 18.** Let $p$ be the smallest integer such that $\Phi_p$ is unbalanced. Then $\max_{x,y \in D} d^+(X,Y) = w_p$.

**Proof.** Let $q \in [m]$. Suppose $\Phi_q$ is balanced. Then by lemma 17 there exists a stable bipartition $\{Q_1, Q_2\}$ of $\Sigma:E^-$ satisfying lemma 17(1) and 17(2). I will show that $d^+(Q_1, Q_2) > w_q$. By way of contradiction, suppose there exists $x \in V_{r\gamma} \subseteq Q_1$ and $y \in V_{s\theta} \subseteq Q_2$ such that $d^+(x,y) \leq w_q$. Then $d^+(V_{r\gamma}, V_{s\theta}) \leq w_q$. So $(V_{r\gamma}, V_{s\theta}) \in E^+(\Phi_q)$. So $V_{r\gamma}$ is positively adjacent to $V_{s\theta}$ in $\Phi_q$. Thus there is a positive path from $V_{r\gamma}$ to $V_{s\theta}$ in $\Phi_q$. So by lemma 17, $V_{r\gamma}$ and $V_{s\theta}$ are in the same class of $\{Q_1, Q_2\}$. So $x$ and $y$ are in the same class of $\{Q_1, Q_2\}$. This is a contradiction because I assumed that $x$ and $y$ were in different classes. Thus $d^+(Q_1, Q_2) > w_q$.

Next I prove that $d^+(Q_1, Q_2) \in \{w_k\}^i_{i=1}$. Suppose $x \in Q_1$ and $y \in Q_2$ such that $d^+(Q_1, Q_2) = d^+(x,y)$. For some $i\alpha$ and $j\beta$, $x \in V_{i\alpha}$ and $y \in V_{j\beta}$. So $V_{i\alpha} \subseteq Q_1$ and $V_{j\beta} \subseteq Q_2$. Clearly, $d^+(x,y) \geq d^+(V_{i\alpha}, V_{j\beta})$. But if $d^+(V_{i\alpha}, V_{j\beta}) < d^+(x,y)$ then $d^+(Q_1, Q_2) < d^+(x,y)$ because $d^+(Q_1, Q_2)$ is bound above by $d^+(V_{i\alpha}, V_{j\beta})$. This is a contradiction, so $d^+(x,y) = d^+(V_{i\alpha}, V_{j\beta}) = d^+(Q_1, Q_2)$. So $d^+(Q_1, Q_2) \in \{w_k\}^i_{k=1}$.
Since $\Phi_{p-1}$ is balanced, there exists a stable bipartition $\{B_1, B_2\}$ of $\Sigma:E^-$ such that $d^+(B_1, B_2) > w_{p-1}$. Thus $d^+(B_1, B_2) \geq w_p$.

Finally, I show that there is no stable bipartition of $\Sigma:E^-$ with distance between its classes larger than $w_p$. By way of contradiction, suppose there exists a stable bipartition $\{B_3, B_4\}$ of $\Sigma:E^-$ with $d^+(B_3, B_4) > w_p$. Recall that any stable bipartition of $\Sigma:E^-$ has $V_{i1}$ and $V_{i2}$ in opposite classes.

Since $d^+(B_3, B_4) > w_p$, any two vertices $V_{r\gamma}, V_{s\theta}$ with $d^+(V_{r\gamma}, V_{s\theta}) \leq w_p$ must be contained in the same class of $\{B_3, B_4\}$. To see this, suppose to the contrary that $V_{r\gamma}$ and $V_{s\theta}$ are in opposite classes. Suppose $V_{r\gamma} \subseteq B_3$ and $V_{s\theta} \subseteq B_4$. Let $x \in V_{r\gamma}$ and $y \in V_{s\theta}$ having $d^+(x, y) = d^+(V_{r\gamma}, V_{s\theta})$. Then since $x \in B_3$ and $y \in B_4$, $d^+(B_3, B_4) \leq d^+(x, y) = d^+(V_{r\gamma}, V_{s\theta}) \leq w_p$. This is a contradiction because I assumed $d^+(B_3, B_4) > w_p$. So any $V_{r\gamma}$ and $V_{s\theta}$ with $d^+(V_{r\gamma}, V_{s\theta}) \leq w_p$ must be in the same class of $\{B_3, B_4\}$.

I will show that the structure of $\Phi_p$ is connected to the structure of $\{B_3, B_4\}$. I will then use lemma 17 to reach a contradiction and conclude the proof. The signed graph $\Phi_p$ has positive edge set

$$E^+(\Phi_p) = \{(V_{i\alpha}, V_{j\beta}) \mid d^+(V_{i\alpha}, V_{j\beta}) \leq w_p\} \cup \{(V_{i\tau(\alpha)}, V_{j\tau(\beta)}) \mid d^+(V_{i\alpha}, V_{j\beta}) \leq w_p\} = E'_p \cup E''_p$$

and negative edge set

$$E^-(\Phi_p) = \{(V_{i1}, V_{i2}) \mid i \in [m]\}.$$

For $(V_{i\alpha}, V_{j\beta}) \in E^+(\Phi_p)$, either $(V_{i\alpha}, V_{j\beta}) \in E'_p$ or $(V_{i\alpha}, V_{j\beta}) \in E''_p$. If $(V_{i\alpha}, V_{j\beta}) \in E'_p$ then $d^+(V_{i\alpha}, V_{j\beta}) \leq w_p$. So $V_{i\alpha}$ and $V_{j\beta}$ are in the same class of $\{B_3, B_4\}$ because of our previous discussion. If $(V_{i\alpha}, V_{j\beta}) \in E''_p$ then $(V_{i\tau(\alpha)}, V_{j\tau(\beta)}) \in E'_p$ and hence $d^+(V_{i\tau(\alpha)}, V_{j\tau(\beta)}) \leq w_p$. So $V_{i\tau(\alpha)}$ and $V_{j\tau(\beta)}$ are in the same class of $\{B_3, B_4\}$ and therefore $V_{i\alpha}$ and $V_{j\beta}$ are in the same class of $\{B_3, B_4\}$.

For $(V_{i\alpha}, V_{j\beta}) \in E^-(\Phi_p)$, $(V_{i\alpha}, V_{j\beta}) = (V_{i1}, V_{i2})$ for some $i$. Since $V_{i1}$ and $V_{i2}$ must be in opposite classes of $\{B_3, B_4\}$ then $V_{i\alpha}$ and $V_{j\beta}$ are in opposite classes of $\{B_3, B_4\}$.

In summary: if $(V_{i\alpha}, V_{j\beta}) \in E^+(\Phi_p)$, then $V_{i\alpha}$ and $V_{j\beta}$ are in the same class of $\{B_3, B_4\}$; if $(V_{i\alpha}, V_{j\beta}) \in E^-(\Phi_p)$ then $V_{i\alpha}$ and $V_{j\beta}$ are in opposite classes of $\{B_3, B_4\}$. By extension, if $V_{i\alpha}$ and $V_{j\beta}$ are joined by a positive path in $\Phi_p$ then $V_{i\alpha}$ and $V_{j\beta}$ are in the same class of $\{B_3, B_4\}$. Similarly, if $V_{i\alpha}$ and $V_{j\beta}$ are joined by a negative path in $\Phi_p$, then $V_{i\alpha}$ and $V_{j\beta}$ are in opposite classes of $\{B_3, B_4\}$. So $\{B_3, B_4\}$ is a stable bipartition of $\Sigma:E^-$ satisfying 1 and 2 of lemma 17 with corresponding signed graph $\Phi_p$. So by lemma 17 $\Phi_p$ should be balanced. But by hypothesis, $\Phi_p$ is unbalanced.
So no stable bipartition $\{B_3, B_4\}$ of $\Sigma; E^-$ with $d^+(B_3, B_4) > w_p$ exists. So $\max_{\{X,Y\}\in D} d^+(X, Y) = w_p$. □
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