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ABSTRACT Software industry is increasingly focusing on the improvement of software quality and team performance to survive in a competitive and rapidly growing environment. Previous studies reveal the importance of social and human factors in software engineering. Despite the importance of these personality factors, only a handful of empirical studies have quantitatively evaluated the impact of personality traits on software quality and effectiveness of software engineering teams. This study quantifies the abstract notion of trait-wise team homogeneity based on the Five-Factor Model (FFM). Additionally, this study also aims to measure its impact on team productivity and software quality. Trait-wise team homogeneity measures the Team Homogeneity Index (THI) for each of the five personality traits of FFM. Therefore, five new metrics i.e. Openness THI (O-THI), Conscientiousness THI (C-THI), Extraversion THI (E-THI), Agreeableness THI (A-THI), and Neuroticism THI (N-THI) are proposed. The utility of these five metrics is evaluated by conducting experiments in academic and industrial environments for three different phases of the Software Development Life Cycle (SDLC) i.e. analysis and design, implementation, and testing. During the analysis and design phase, it was observed that teams (composed of either students or professionals) with greater values of C-THI and A-THI produced better quality design models and teams with greater values of C-THI were more productive. In the implementation phase, teams with higher values of O-THI, C-THI, and E-THI were noticeably more productive and produced better quality code. For the testing phase, teams with greater values of C-THI and A-THI produced better quality test cases and were more productive. Results obtained so far indicate that the newly proposed five metrics – O-THI, C-THI, E-THI, A-THI, and N-THI – appear to have the potential to aid managers and academics alike in building productive teams which can produce better quality software.

INDEX TERMS Personality profiling, personality traits, software quality, team homogeneity, team personality, team productivity, trait-wise team homogeneity.

I. INTRODUCTION

Software development organizations are increasingly focusing on innovative and creative ideas to remain alive in this age of cut-throat competition and rapid growth in the software industry. Due to this competitive environment and pace of growth, software development has become more challenging, complex, and demands diverse competencies from software developers. Qualification and technical skills alone are not enough to guarantee project success [1]. Soft skills also play an important role in influencing software quality and team productivity which are essential ingredients for a successful software development project.

Software quality (i.e. degree to which software meets client’s expectations/requirements [2]) and team performance are heavily influenced by human aspects e.g. cooperation, communication, negotiation, decision making, etc. [3]. Furthermore, software quality and team productivity (i.e.
rate of software produced per unit of cost to produce it [2] can be improved by composing teams with the right people [4], [11].

The value of human factors in software development teams cannot be overlooked. According to Pressman and Maxim [2], software is developed by people, used by people, and needs interaction between people. Similarly, DeMarco and Lister clearly mention that, “Most software development projects fail because of failures with the team running them” [4]. Even COCOMO, which is the most widely used effort estimation model, also takes personnel attributes (i.e. capabilities and experience) into account [5]. However, despite the significance of human aspects, most of the past research has focused on technical factors in software development [6].

Despite their importance, relatively few studies [e.g. 7-12] have investigated the significance of human factors in software engineering. The focus of these studies was mainly on just exploring the impact of team members’ personalities on different aspects of software engineering e.g. decision making, work habits, team satisfaction, work climate, software quality, team productivity, etc. This indicate that a relation exists between personality and team performance. That is why, a deeper understanding of personality and analysis of its impact on team performance and product quality is vital in building an effective team [13].

Personality is one of the most important human factors and, therefore, greatly influences the team’s performance [7], [8], [9], [10], [11], [12], [13]. According to Pervin, personality can be defined as a person’s enduring, idiosyncratic, and distinctive attributes that make a person different from others [14]. Different models have been proposed to assess the personality of an individual. The three most widely used personality assessment models are Myers-Briggs Type Indicator (MBTI) [15], Five-Factor Model (FFM) [16], and Keirsey Temperament Sorter (KTS) [17]. It was reported in 2015 that MBTI (which is the oldest personality model) has been used by 35% of past studies while FFM was used by 11% and KTS by 7% of past studies [18]. MBTI and KTS are based on personality type theory whereas FFM is based on personality trait theory.

Previous research [2], [7], [12], [13] indicate that an effective team with the right people can positively influence team productivity and software quality. Furthermore, all of the team members are not equally effective as some individuals outperform others and are more efficient [14]. Thus, it is important for software development managers to take human aspects into account while building their teams. Assembling a group based on the attributes of its members is called team composition [19]. Attributes of group members incorporate their culture, expertise, demographics, and other aspects concerning their personalities [23]. Past researchers [12], [20], [21], [22], [23] have also discovered the effects of heterogeneous and homogeneous personalities on team performance. Some researchers suggest that homogeneous teams perform better [12], [20], [21] than teams with diverse personalities. Others contend that heterogeneous teams play an important role in improving team performance [22], [23].

Only a limited number of studies have focused on the impact of homogeneity/heterogeneity on team satisfaction, team performance, and software quality [12], [20], [21], [23]. Furthermore, only a couple of studies [11], [20] have quantitatively evaluated the team personality using a measure of central tendency (i.e. mean). Our previous work [12], was the first attempt to quantitatively evaluate the impact of team homogeneity on software quality and team productivity using a new metric called the Team Homogeneity Index (THI) which was based on spread rather than central tendency. Spread is considered a better representation of a dataset as spread focuses on variation or dispersion across the dataset. The mean just takes the central point into account to represent the dataset. For example, the mean of two datasets (1, 25) and (12, 14) is the same even though the range or dispersion in these datasets is different.

In this research, we have quantified (using the variance as a measure of spread) the abstract notion of trait-wise team homogeneity with the help of five new metrics, namely Openness THI (O-THI), Conscientiousness THI (C-THI), Agreeableness THI (A-THI), Extraversion THI (E-THI), and Neuroticism THI (N-THI). Additionally, we have evaluated the utility of these five newly proposed metrics by analyzing their impact on quality and team productivity during three different phases of the software development life cycle (SDLC) i.e. analysis and design, implementation, and testing. Furthermore, we have done a comparative analysis of the impacts of these five metrics to determine which trait correlates more with software quality and team productivity.

Personality is one of the most important human factors and, therefore, greatly influences the team’s performance [7], [8], [9], [10], [11], [12], [13]. According to Pervin, personality can be defined as a person’s enduring, idiosyncratic, and distinctive attributes that make a person different from others [14]. Different models have been proposed to assess the personality of an individual. The three most widely used personality assessment models are Myers-Briggs Type Indicator (MBTI) [15], Five-Factor Model (FFM) [16], and Keirsey Temperament Sorter (KTS) [17]. It was reported in 2015 that MBTI (which is the oldest personality model) has been used by 35% of past studies while FFM was used by 11% and KTS by 7% of past studies [18]. MBTI and KTS are based on personality type theory whereas FFM is based on personality trait theory.

Previous research [2], [7], [12], [13] indicate that an effective team with the right people can positively influence team productivity and software quality. Furthermore, all of the team members are not equally effective as some individuals outperform others and are more efficient [14]. Thus, it is important for software development managers to take human aspects into account while building their teams. Assembling a group based on the attributes of its members is called team composition [19]. Attributes of group members incorporate their culture, expertise, demographics, and other aspects concerning their personalities [23]. Past researchers [12], [20], [21], [22], [23] have also discovered the effects of heterogeneous and homogeneous personalities on team performance. Some researchers suggest that homogeneous teams perform better [12], [20], [21] than teams with diverse personalities. Others contend that heterogeneous teams play an important role in improving team performance [22], [23].

In this research, we have quantified (using the variance as a measure of spread) the abstract notion of trait-wise team homogeneity with the help of five new metrics, namely Openness THI (O-THI), Conscientiousness THI (C-THI), Agreeableness THI (A-THI), Extraversion THI (E-THI), and Neuroticism THI (N-THI). Additionally, we have evaluated the utility of these five newly proposed metrics by analyzing their impact on quality and team productivity during three different phases of the software development life cycle (SDLC) i.e. analysis and design, implementation, and testing. Furthermore, we have done a comparative analysis of the impacts of these five metrics to determine which trait correlates more with software quality and team productivity.

The remaining paper is organized as follows. The next section provides an overview of related work. Section 3 briefly describes the Five-Factor Model (FFM). The process of quantification of trait-wise team homogeneity is presented in Section 4. Section 5 provides the details of our experimentation and Section 6 summarizes the results along with a discussion about our main findings. Section 7 describes some potential threats to the validity of our results and Section 8 states the important implications of our research. Finally, we highlight our main conclusions and present some future research directions in Section 9.

II. RELATED WORK

The effect of personality in software engineering has been evaluated by several researchers in academic and industrial environments [18], [24]. A systematic mapping study of the impact of personality in software engineering was conducted by Cruz et al. in 2015 [18]. The results of this study revealed that, after 2002, 83% of research articles which evaluated the impact of personality in software engineering were based on empirical findings [18]. The main emphasis of previous research was on analyzing the impact of personality on software quality, project success, team effectiveness, job satisfaction, team performance, etc. [1], [6], [18], [24], [62].

Pieterse et al. [23] used KTS to examine the impact of personality on the performance of the team. Their results...
indicated that heterogeneous teams performed better than homogeneous teams, particularly during the earlier phases of team growth. Gulati et al. [25] also used KTS to conduct a study involving 66 students to assess the effect of personality temperaments on programmers’ performance. They found a strong relationship between programmers’ performance and Guardian temperament.

Sfetsos et al. [26] assessed the impact of personality composition on the performance of programmers involved in pair programming. They also used KTS as a personality profiling tool. It was discovered that pairs with diverse personality temperaments showed better pair collaboration, communication, and pair performance as compared to pairs with identical personality temperaments.

Karn et al. [27] evaluated the impact of MBTI personality types on team effectiveness in XP projects. Their results indicated that personality profiling of software engineering teams is very important. They also found that personalities have a significant impact on the performance of teams. Teams with homogeneous personalities were found to be more competitive. Choi et al. [28] used MBTI in their research. They conducted an empirical study by involving 68 undergraduate students and 68 master’s degree graduate students to find out the impact of team homogeneity and heterogeneity on the productivity of teams in pair programming. Their results showed that the pairs with heterogeneous personalities were more effective than the pairs with like personalities.

Gilal et al. [29] conducted a study to evaluate the impact of MBTI personality types on the composition of software teams. They used three classification methods i.e. rough sets theory, decision tree, and logistic regression for the composition of software teams and suggested a model to predict team performance. The predictors used in this model include gender, personality type, and team role. The team composition method’s effectiveness was assessed based on higher precision and reduced complexity. Their results showed that the Johnson Algorithm (JA) of rough set theory is the most effective technique for the team composition. Poonam and Yasser [30] analyzed the impact of MBTI personality types in two different situations involving pair programming. In the first situation, pairs performed tasks at the same location whereas in the second situation pairs worked from different places. Their results showed that personality has a greater influence on the performance of the pair working remotely as compared to pair working at the same location.

Kamangar et al. [31] conducted a study (using MBTI) to find the relationship between the personalities of software testers and the efficiency of testing methods. The outcomes of this study revealed that testers with introvert personality types were more efficient in white box testing, on the other hand, extroverts were more productive in black-box testing. Barroso et al. [32] carried out a study to examine the effect of students’ personality types on software complexity measured with the help of the CK metrics suite [33]. MBTI was used for personality profiling of the students. Results of this study revealed that personality has a noteworthy impact on Depth of Inheritance Tree (DIT). No notable influence was observed for Weighted Methods per Class (WMC) and Response For a Class (RFC) metrics.

Kichuk and Wiesner [20] conducted a study to assess the relationships between FFM personality factors and team performance for product design teams. Teams with higher agreeableness, higher extraversion, higher levels of cognitive ability, and lower neuroticism were found to be more successful. Peeters et al. [21] also conducted a study using FFM to examine the impact of team composition on team performance. Their results indicated that homogeneous teams were better in solving structured tasks whereas heterogeneous teams were more useful in solving unstructured tasks.

Walle and Hannay [34] evaluated the impact of personality traits on the collaboration and efficiency of a pair. Their results indicated that personality might affect pair collaboration and that the impact of personality on pair collaboration was more pronounced as compared to the impact on pair performance. Hannay et al. [35] further evaluated the effect of FFM personality traits on the programming skills of pair programmers. Their results indicated that to determine the connection between personality factors and pair performance more research should be done. Chao and Atli [36] assessed the effect of four different personality traits (i.e. Open-minded, Logical, Responsible, and Attentive) on the success of pair programming. Their results showed no correlation between code quality and the selected four personality traits.

Feldt et al. [37] conducted a study to analyze the relationship between the viewpoints and behavior of 47 professional software developers. They used FFM to assess the personality of the practitioners. Their results showed that software engineers having similar personality attributes have the same viewpoints. Kanij et al. [38] used FFM to assess the effect of personality attributes on software testers’ performance. It was found that testers’ performance had a positive correlation with the conscientiousness and extraversion personality attributes.

Salleh et al. [39] evaluated the impact of FFM personality traits (i.e. conscientiousness, openness to experience, and neuroticism) on pair programmers’ performance by conducting four experiments. It was reported that neuroticism and conscientiousness do not have a significant impact on the pair programmers’ performance. However, openness to experience considerably influenced the pair performance.

Acuña et al. [11] conducted a replicated study involving a large number of subjects to evaluate the impact of team climate and personality on job satisfaction and software quality. Their results revealed that a positive correlation exists between team climate factors and job satisfaction. Furthermore, a positive relationship was observed between extraversion and agreeableness personality traits and software quality.

Lykourentzou et al. [40] investigated the effect of a balanced/imbalanced team on the team’s performance. They also used FFM for personality profiling. Imbalanced teams were composed of individuals with conflicting personalities whereas balanced teams were composed of individuals with harmonious personalities. Their results revealed that balanced
teams' performance was much better with higher cooperation and lower conflicts.

Yilmaz et al. [13] also carried out a survey of professionals. They used FFM as a tool for personality assessment. Their results indicated that a team with agreeableness, emotional stability, higher extraversion, and conscientiousness performed better than other teams.

Shameem et al. [41] recommended a framework by taking team climate and team members’ FFM personality traits into consideration. They reported that with the help of their framework performance of teams can be improved. Furthermore, it was found that teams with individuals having extraversion and conscientiousness personality traits performed better.

Barroso et al. [42] assessed the effect of students’ personality traits on software quality. A positive correlation between the cyclomatic complexity of software and three FFM personality traits (i.e. conscientiousness, openness, and neuroticism) was observed. Furthermore, agreeableness was found to be more significant in influencing the Coupling Between Objects (CBO) whereas neuroticism and extraversion were found to have a significant correlation with Depth of Inheritance Tree (DIT) and Coupling Between Objects (CBO) metrics of the CK metrics suite.

Amin et al. [43] analyzed the impact of the big five personality traits and knowledge collection behavior on a programmer’s creativity intention. Their results revealed that programmer’s personality traits and knowledge collection behavior play a key role in shaping their intention to be creative. Yan et al. [44] presented a novel analytic approach to extract and understand these behavioral patterns and their impact on predicting adaptive and maladaptive personality traits. Their machine learning analysis shows that both traits are associated with passively sensed behavior. Kosan et al. [45] created a personality dataset from twitter and unstructured data were transformed into meaningful and processable data, LSTM-based prediction models were created with the structural analysis, and evaluations were made on both dataset and PAN-2015-EN.

The overwhelming majority of previous studies were qualitative in nature. Only a few [11], [20], [62] evaluated the impact of personality in software engineering quantitatively and that too using the mean (a measure of central tendency). Our previous work [12], [62] filled this research gap by quantitatively evaluating (using the variance as a measure of spread) the impact of team homogeneity on team productivity and software quality. In our first study [12], we proposed a metric called Team Homogeneity Index (THI) and evaluated its impact on software quality and team productivity for two phases (implementation and testing) of the SDLC. In a follow-up study [62], we replicated our experiment on three different phases of the SDLC (i.e. analysis and design, implementation, and testing) and determined the weights for all five personality traits using input from the industry. We proposed an improved version of Team Homogeneity Index (THI) called Weighted Team Homogeneity Index (WTHI). Furthermore, we also conducted a comparative analysis of THI and WTHI to determine whether weights assigned to personality traits make any difference. This research builds on our previous work by proposing five additional metrics each of which is based on one of the traits of FFM (i.e. Openness THI (O-THI), Conscientiousness THI (C-THI), Extraversion THI (E-THI), Agreeableness THI (A-THI), and Neuroticism THI (N-THI)). The calculation process of trait-wise team homogeneity indices is different from that of Team Homogeneity Index (THI). In case of THI, we measure the overall homogeneity within all five traits. In the case of trait-wise team homogeneity, on the other hand, we calculate the homogeneity between team members for each trait. Table 1 provides a summary of the past work related to personality and software teams.

III. FIVE FACTOR MODEL - BACKGROUND

The Five-Factor Model (FFM), which is also called “Big Five” is a classification of personality traits. It consists of five main personality traits i.e. openness, conscientiousness, extraversion, agreeableness, and neuroticism (as shown in Figure 1). These traits provide a structure of human personality by dividing it into five different dimensions [16]. These five traits belong to the trait theory, American Psychiatric Association defines a “trait” as the lasting patterns of perceiving, associating to, and thinking about the surroundings and oneself. Each of the five traits of FFM is defined as follows [16]:

Openness relates to cultural, creative, and intellectual interest. People with a high score in openness are likely to be open-minded, curious, and imaginative, whereas people with low openness score typically show a preference for routine, favoring conservative values, and aesthetic sensibilities.

Conscientiousness focuses on an individual’s success orientation. Individuals having a high score of conscientiousness are likely to be organized, perseverant, hardworking, scrupulous, responsible, and reliable. In contrast, people with low conscientiousness tend to be impulsive, disordered, and irresponsible.

Extraversion refers to the extent of activeness, assertiveness, sociability, talkativeness, and gregariousness. An individual with a high score of extraversion feels comfort in social affiliation, active, friendly, outgoing, and assertive whereas an individual with a low extraversion score tends to be quiet, reserve, passive, and likes to stay alone.

Agreeableness relates to attributes such as trust, cooperativeness, warmth, and kindness. Someone who has a high agreeableness score appears as good-natured, soft-hearted, and cooperative. On the other hand, individuals with low agreeableness scores tend to be hostile, suspicious, selfish, ruthless, and skeptical.

Neuroticism focuses on the state of emotional stability. People with high neuroticism have a habit of being nervous, moody, insecure, and anxious whereas an individual with low neuroticism is inclined to appear confident, secure, comfortable, and calm.

FFM is operationalized using different instruments e.g. NEO Five-Factor Inventory (NEO-FFI) [46], Revised NEO Personality Inventory (NEO-PI-R) [47], International
| Sr# | Author(s) Ref. | Personality Model | Study Type | Subjects (Size) | Outcomes/Results |
|-----|----------------|------------------|------------|-----------------|------------------|
| 1   | Pieterse & Kourie [23] | KTS              | Exp        | Stu (12 Teams)  | Diverse teams performed better than homogeneous teams |
| 2   | Gulati et al. [25]    |                  | Exp        | Stu (66)        | A strong relationship has been found between programmers’ performance and Guardian temperament |
| 3   | Sfetsos et al. [26]   |                  | Exp        | Stu (84)        | Pairs with diverse personalities performed better because they communicated and collaborate more |
| 4   | Karn et al. [27]      | MBTI             | Exp        | Stu (5 Teams)   | Homogeneous teams proved to be highly cohesive and performed better in assigned tasks |
| 5   | Choi et al. [28]      |                  | Exp        | Stu (128)       | The group with diverse pairs was more productive than similar and opposite pair groups |
| 6   | Gilal et al. [29]     |                  | Exp        | Stu (105)       | By using personality, team role, and gender as predictors to formulate an effective team, RST proved to be the best data mining technique |
| 7   | Poonam & Yasser [30]  |                  | Exp        | Stu (80)        | The performance of pairs working remotely was affected by personality traits |
| 8   | Kamangar et al. [31]  |                  | Exp        | Stu (92)        | Testers with introvert personality types were more efficient in white box testing whereas extroverts were more productive in black-box testing |
| 9   | Burroso et al. [32]   |                  | Exp        | Pro (15)        | Personality has a noteworthy impact on Depth of Inheritance Tree (DIT) and no notable influence was observed for Weighted Methods per Class (WMC) and Response For a Class (RFC) metrics |
| 10  | Peeters et al. [21]   | FFM/ Big Five    | Exp        | Pro & Stu (24-88 teams) | Homogeneous teams were better in solving structured tasks whereas heterogeneous teams were more useful in solving unstructured tasks |
| 11  | Walle & Hannay [34]   |                  | Sur        | Pro (88)        | Personality attributes contribute to the collaboration of a team. |
| 12  | Hannay et al. [35]    |                  | Reg        | Pro (196)       | Personality is a moderate predictor for pair performance |
| 13  | Chao and Atli [36]    |                  | Sur & Exp  | Stu (58)        | Pair success is not influenced by the variety in personality traits |
| 14  | Feldt el at. [37]     |                  | Exp        | Pro (47)        | Software engineers having similar personality attributes have the same viewpoints |
| 15  | Kanij et al. [38]     |                  | Exp        | Stu (48)        | Testers’ performance had a positive correlation with the conscientiousness and extraversion personality attributes |
| 16  | Sallch et al. [39]    |                  | Exp        | Stu (453)       | Conscientiousness and Neuroticism traits have no significant impact whereas Openness trait has a positive impact on teams’ performance |
| 17  | Acuña et al. [11]     |                  | Exp        | Stu (136)       | Extraversion has a positive correlation with software product quality and team climate factors affect the level of job satisfaction |
| 18  | Lykourentzou et al. [40] |              | Exp        | Pro (70)        | Balanced teams’ performance was much better with higher cooperation and lower conflicts |
| 19  | M. Yilmaz et al. [13] |                  | Sur        | Pro (216)       | Practitioners were found more extroverts and effective teams were observed to be emotionally more stable |
| 20  | Barroso et al. [42]   |                  | Exp        | Stu (25)        | Agreeableness was found to be more significant in influencing the Coupling Between Objects (CBO) whereas neuroticism and extraversion were found to have a significant correlation with Depth of Inheritance Tree (DIT) and Coupling Between Objects (CBO) metrics of the CK metrics suite |
| 21  | Amin et al. [43]      |                  | Sur        | Pro (294)       | The personality traits and knowledge collection behavior play a key role in shaping their intention to be creative. |
| 22  | Yan et al. [44]       |                  | Reg        | 128             | Adaptive and maladaptive personality traits are associated with passively sensed behavior |
| 23  | Qamar & Malik [12]    |                  | Exp        | Stu (135)       | Teams with higher values of Team Homogeneity Index (THI) were more productive and produced better quality software during the implementation and testing phases |
| 24  | Qamar & Malik [62]    |                  | Exp        | Stu (215) & Pro (35) | A comparative analysis of Team Homogeneity Index and Weighted Team Homogeneity Index was performed and found that Weighted Team Homogeneity Index is more strongly correlated than Team Homogeneity Index for almost all of the teams |

Exp=Experiment, Sur=Survey, Reg=Regression, Pro=Professionals, Stu=Students

Personality Item Pool (IPIP) [48], etc., IPIP is a web-based instrument developed by Goldberg and his fellows [48]. NEO-PI-R and NEO-FFI are proprietary tools while IPIP is readily available in the public domain [48]. Personality psychologists developed IPIP with the help of international research collaboration. The purpose of this research
collaboration was to provide a reliable online automated inventory for personality profiling. Compared to any other paper-based personality instrument, an automated tool (i.e., IPIP) is a lot more effective [48]. Regarding the validity of the scales utilized to measure personality, the IPIP [48] is considered to have excellent reliability as compared to other well-known personality tools. The availability of IPIP in the public domain and its excellent reliability inspired us to use this as a personality measurement tool in our study.

IV. QUANTIFICATION OF TRAIT-WISE TEAM HOMOGENEITY

As indicated in Figure 1, the quantification of trait-wise team homogeneity is the first step of our research methodology followed by experiments conducted to assess the utility of the newly proposed metrics.

The concept of trait-wise team homogeneity is defined as the calculation of Team Homogeneity Index (THI) [12] for each of the five personality traits of FFM (i.e. Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism). The process of quantification of trait-wise homogeneity consists of five steps. The first step is common for all five newly defined metrics (i.e. O-THI, C-THI, E-THI, A-THI, and N-THI). Steps 2 to 5 are different for each metric. The entire five-step process of calculation of one of these five new metrics (i.e. O-THI) is described below. The rest of the metrics are calculated in a similar fashion.

Step 1: Personality profiling of team members based on FFM is the first step in the process of quantification of trait-wise team homogeneity. An International Personality Item Pool (IPIP) based 50-item personality test is used for this purpose [48]. A personality score (measured on an interval scale) for each of the five personality traits is determined for every team member. Next, the personality score is confined to a specific range (i.e. 0-1) using the Min-Max normalization technique [49] as the distribution of personality scores was unknown.

Figure 2 shows an example of openness heterogeneity calculation for a sample five-member team. Four red arrow-lines going out from M1 to all other members indicate how M1 is different from the rest of the team members (i.e. M2, M3, M4, and M5) with respect to the openness trait. Three green arrow-lines go out from M2 to the rest of the team members except M1 (whose heterogeneity with M2 has already been calculated). The same process is repeated for M3 (two orange arrow-lines go out to M4 and M5) and M4 (one blue arrow-line goes out to M5). No further processing is required for the last member (i.e. M5) as this member has already been compared with all the other team members. As a result of this step, a matrix (see Figure 3 – Step 2) is obtained. Lower-diagonal values are used to avoid redundancy.

Step 2: During this step, the calculation of heterogeneity between the score of one team member with every other team member for the openness trait (as demonstrated in Figure 3) takes place using Equation (1). This step will result in the heterogeneity scores for all possible non-duplicated member-pairs (e.g. M1 & M2, M1 & M3, M1 & M4, M1 & M5, M2 & M3, M2 & M4, M2 & M5, M3 & M4, etc.)

\[ H = |x - y| \] (1)

where

- \( H \) = heterogeneity between \( x \) and \( y \)
- \( x \) = score of the one team member for openness trait
- \( y \) = score of another team member for openness trait

Step 3: Calculation of Openness Mean Heterogeneity (OMH) is the third step of this process. The OMH is calculated (using Equation (2)) by taking the average of all member-pairs’ heterogeneity scores (calculated in step 2).

\[ \text{OMH} = \frac{1}{m} \sum_{k=1}^{m} H_k \] (2)

where

- \( \text{OMH} = \) Openness Mean Heterogeneity
- \( H_k = \) heterogeneity of \( k \)th member-pairs
- \( m = \) total number of member-pairs (\( n(n-1)/2 \) => where \( n = \)number of team members)

Step 4: In this step, Openness Mean Absolute Error (OMAE) is computed (using Equation (3)) using the sum of the absolute difference between OMH (calculated in step 3) and \( H \) (calculated in step 2) for all member-pairs and dividing this sum by the total number of member-pairs (e.g. 10 for the five-member team shown in Figures 3 and 4).

\[ \text{OMAE} = \frac{1}{m} \sum_{k=1}^{m} |\text{OMH} - H_k| \] (3)
where

\[ OMAE = \text{Openness Mean Absolute Error} \]

\[ OMH = \text{Openness Mean Heterogeneity} \]

\[ H_k = \text{heterogeneity of the kth member-pair} \]

\[ m = \text{total number of member-pairs} \frac{n(n-1)}{2} \]

Step 5: Lastly, O-THI (which captures the similarity/homogeneity in a team with respect to the openness trait) is calculated by subtracting OMAE (calculated in step 4) from 1 using Equation (4). THI for any trait lies in the range of 0 to 1 where 0 means that the team is completely heterogeneous while 1 means that the team is completely homogeneous.

\[ O-THI = 1 - OMSE \tag{4} \]

A worked-out example of the O-THI calculation using the above-mentioned five-step process is shown in Figure 4. First, the personality scores of team members were captured and normalized. Then, in step 2, heterogeneity of one team member with the rest of the team members was calculated for the openness trait (using Equation (1)). In the next step, Openness Mean Heterogeneity (OMH) was calculated using Equation (2) followed by the calculation of openness mean square error (OMSE) using Equation (3). Finally, O-THI was computed using Equation (4).

V. EXPERIMENTATION

The goals of our experiments were defined by using the goal-question-metric (GQM) framework [50]. The concept of GQM was defined by Basili and Rombach in 1988 [51] to provide a systematic approach to define goals of an empirical study (i.e. experiments) and determine which metrics are appropriate to achieve a specific goal. Table 2 provides the detailed mapping to the GQM framework while the mapping to the structured GQM template is given below:

\begin{tabular}{|c|c|c|}
\hline
\textbf{Goal(s)} & \textbf{Question(s)} & \textbf{Metric(s)} \\
\hline
Evaluate the impact of trait-wise team homogeneity (i.e. O-THI, C-THI, E-THI, A-THI, and N-THI) on team productivity and software quality & Does homogeneity/similarity in personality traits of team members affect software quality? & Metrics for software quality \\
& Does homogeneity/similarity in personality traits of team members affect team productivity? & For analysis and design phase: \\
& & Understandability of Models (Und) \\
& & Correctness of Models (Cor) \\
& & Layout of Models (Lay) \\
& & Appropriately Used Relationships in Models (Rel) \\
& & For implementation phase: \\
& & Weighted Sum of Bugs (WSB) \\
& & Cyclomatic Complexity (CC) \\
& & Defect Density (DD) \\
& & Maintainability Index (MI) \\
& & For testing phase: \\
& & Defects Uncovered (DU) \\
& & Requirements Coverage (RC) \\
& & Test Case Conformity (TCC) \\
& & Metrics for team productivity & For analysis and design phase: \\
& & Models’ Completeness per Person Hour of Effort (MCE/P) \\
& & For implementation phase: \\
& & Project Completeness per Person Hour of Effort (PC/E) \\
& & For testing phase: \\
& & No. of Features Tested per Person Hour of Effort (FT/E) \\
\hline
\end{tabular}

\textbf{With respect to} – team productivity and software quality

\textbf{From the point of view of} – software practitioners and researchers

\textbf{In the context of} – software industry professionals and undergraduate students (enrolled in “Software Engineering”),
An overview of our experimental design [52] for the three different phases of the SDLC is given in Figure 4 and the details are provided in subsequent sections.

A. HYPOTHESES/RESEARCH QUESTIONS FORMULATION

During these experiments, the following hypotheses were tested for the three different phases of SDLC i.e. analysis and design, implementation, and testing. There are five independent (discussed in the next section) and two main dependent variables (discussed in Section 5.3) in our experiments. To find the correlation between them there are $5 \times 2 = 10$ possible combinations. We proposed null and alternate hypotheses for each combination.

$H_{QO0}$: O-THI values have no/negative impact on software quality.

$H_{QO1}$: O-THI values have a positive impact on software quality.

$H_{QC0}$: C-THI values have no/negative impact on software quality.

$H_{QC1}$: C-THI values have a positive impact on software quality.

$H_{QE0}$: E-THI values have no/negative impact on software quality.

$H_{QE1}$: E-THI values have a positive impact on software quality.

$H_{QA0}$: A-THI values have no/negative impact on software quality.

$H_{QA1}$: A-THI values have a positive impact on software quality.

$H_{PN0}$: N-THI values have no/positive impact on software quality.

$H_{PN1}$: N-THI values have a negative impact on software quality.

$H_{PO0}$: O-THI values have no/negative impact on team productivity.

$H_{PO1}$: O-THI values have a positive impact on team productivity.

$H_{PC0}$: C-THI values have no/negative impact on team productivity.

$H_{PC1}$: C-THI values have a positive impact on team productivity.

$H_{PE0}$: E-THI values have no/negative impact on team productivity.

$H_{PE1}$: E-THI values have a positive impact on team productivity.

$H_{PA0}$: A-THI values have no/negative impact on team productivity.

$H_{PA1}$: A-THI values have a positive impact on team productivity.

$H_{PN0}$: N-THI values have no/positive impact on team productivity.

$H_{PN1}$: N-THI values have a negative impact on team productivity.

B. INDEPENDENT VARIABLES’ SELECTION

The concept of trait-wise team homogeneity was quantified using five different metrics. These metrics served as the five independent variables in this research. The definitions of these five metrics are given below:

**Openness THI (O-THI)** – degree of similarity/homogeneity in openness level between team members

**Conscientiousness THI (C-THI)** – degree of similarity/homogeneity in conscientiousness level between team members

**Extraversion THI (E-THI)** – degree of similarity/homogeneity in extraversion level between team members

**Agreeableness THI (A-THI)** – degree of similarity/homogeneity in agreeableness level between team members

**Neuroticism THI (N-THI)** – degree of similarity/homogeneity in neuroticism level between team members
C. DEPENDENT VARIABLES’ SELECTION

Team productivity and software quality were our two main dependent/response variables which were calculated using different metrics. Table 3 describes the details of our dependent variables, metrics used to measure these variables, and formulas for these metrics for the three different phases of SDLC.

For the analysis and design phase, software quality was measured using four metrics (i.e. understandability, correctness, layout, and appropriately used relationships). Each of these metrics was calculated by taking the average of the rating scores of all the models (i.e. class, entity-relationship, data-flow, sequence, and activity diagrams). These scores were awarded on a scale of 1 to 10. 1 represents the least score for any selected metric and 10 represents the highest score for that specific metric. Team productivity was calculated by taking the ratio between models’ completeness and effort taken in person-hours (PH) to design the models. Table 4 provides the details of the analysis and design phase metrics along with their components used to calculate metrics’ scores.

For the implementation phase, software quality was measured in terms of weighted sum of bugs (WSB), cyclomatic complexity (CC), defects density (DD), and maintainability index (MI). To measure WSB, first, we assigned different weights to different levels of severity of bugs. For example, a weight of 5 was assigned to a bug with critical severity, a weight of 4 was assigned to a bug with major severity, and so on. Later, the sum of those weighted bugs was calculated. To calculate DD, the WSB was divided by lines of code (LOC). Cyclomatic Complexity (CC) [53] determines how hard it is to understand a project whereas the Maintainability Index (MI) [54] deals with the ease of making changes in the project. CC and MI were determined using the PHP Metric [55] tool. As far as team productivity of this phase is concerned, it was calculated by taking the ratio between project completeness (PC) and effort in PH PC was calculated by looking at percentage completeness of requirements (e.g. 100% implemented requirements, 50% implemented requirements, etc.).

For the testing phase, software quality was measured using defects uncovered (DU), requirements coverage (RC), and test case conformity (TCC). DU was simply measured by looking at the number of failed test cases. RC was calculated by using the ratio of tested requirements and total requirements specified while TCC was calculated by using the ratio of correct test case attributes and total test case attributes documented by teams. The productivity of testing teams was determined by taking the ratio of the total number of tested features and the effort taken in person-hours (PH) to document the test cases corresponding to these features.

D. SUBJECTS’ SELECTION

These experiments were carried out in academic as well as industrial environments. Therefore, both students and industry professionals were selected to take part in our experiments. Table 5 provides the complete details of the selected subjects.

Thirty-five professionals (33 males and 2 females) and 215 students (197 males and 18 females) participated in these experiments. The recruitment of professionals was based on an agreement with their associated software houses that they will own the copyrights of the developed projects and we will use projects’ data only for research purposes. The selected professionals worked on each of the three phases of SDLC i.e. analysis and design, implementation, and testing. In the case of students, different groups of students were selected for each of the three different phases. A group consisting of fifty students enrolled in the “Software Engineering” course was chosen for the analysis and design phase. Ninety students from the “Web Engineering” course and seventy-five students from the “Software Testing” course took part in the implementation and testing phases, respectively. Both types of subjects (i.e. students and professionals) were neither aware of the actual hypotheses of this research nor were they informed about what we intended to investigate in these experiments.

All of the selected subjects (students and professionals) were divided into teams. Each team consisted of five members. In the case of students, to keep all other factors (other than personality traits) constant, teams were created using the following strategy:

- Students were divided into the following three groups based on their CGPA
  - Group A: 3.00 – 4.00
  - Group B: 2.50 – 2.99
  - Group C: 2.00 – 2.49

Each student team was formulated by choosing one member from “Group A”, two members from each of “Group B” and “Group C”. This selection from different groups was done randomly. The average CGPA of each team was in the range of 2.50-2.80.

- Mean grade of each team in programming subjects was not less than ‘B’
- A maximum of one female member was allowed in each team
- No more than one student with previous work experience (e.g. freelancing, internship, etc.) was allowed in one team

Similarly, in the case of professionals, to keep all other factors constant, the teams were formulated using the following strategy:

- The minimum qualification of each professional was a bachelor’s degree in computing
- The average work experience of each team was in the range of 3-4 years
- The average age of each team was in the range of 24-26 years
- A maximum of one female member was allowed in a single team

E. INSTRUMENTATION AND MATERIALS

There were a total of eleven instruments and materials used in these experiments: i) IPIP 50-item personality test for
### TABLE 3. Details of dependent variables.

| Phase                | Dependent Variable | Metric                                                                 | Formulas/Equations Used for Calculating Metric |
|----------------------|--------------------|------------------------------------------------------------------------|-----------------------------------------------|
| Analysis and Design  | Software Quality   | Understandability of Models (i.e., Class, ER, DF, Sequence, and Activity diagrams) (Und) | Average of all the models’ understandability scores (Score of each model was awarded on a scale of 1-10 where 1=least understandable and 10=most understandable) |
|                      |                    | Correctness of Models (Cor)                                             | Average of all the models’ correctness scores (Score of each model was awarded on a scale of 1-10 where 1=least correct and 10=most correct) |
|                      |                    | Layout of Models (Lay)                                                 | Average of all the models’ layout scores (Score of each model was awarded on a scale of 1-10 where 1=most complex layout and 10=least complex layout) |
|                      |                    | Appropriately Used Relationships in Models (Rel)                       | Average of all the relationships used at appropriate places in each model (Relationships include generalization, aggregation, association, and composition) |
|                      | Team Productivity  | Productivity (Prod)                                                   | Models’ Completeness (MC)=average of percentage completeness of each model |
|                      |                    |                                                                       | Effort(E)=person hours taken to design models |
|                      |                    |                                                                       | Prod=MC/E |
| Implementation       | Software Quality   | Weighted Sum of Bugs (WSB)                                             | WSB=3(# of critical B)+4(# of major B)+3(# of moderate B)+2(# of minor B)+1(# of low B) |
|                      |                    | Cyclomatic Complexity (CC)                                             | CC=E - N + 2P |
|                      |                    |                                                                       | E= no. of edges |
|                      |                    |                                                                       | N= no. of nodes |
|                      |                    |                                                                       | P= no. of connected components |
|                      |                    | Defect Density (DD)                                                   | DD=WSB/Lines of Code (LOC) |
|                      |                    | Maintainability Index (MI)                                            | MI= 171 - 5.2*ln(HV) - 0.25*(CC) - 16.2*ln(LOC) |
|                      |                    |                                                                       | HV= Halstead volume |
|                      | Team Productivity  | Productivity (Prod)                                                   | Project Completeness (PC)= (100(IR1)+75(IR2)+50(IR3)+25(IR4)+0(IR5))/100 |
|                      |                    |                                                                       | IR1= 100% implemented requirements |
|                      |                    |                                                                       | IR2= 75% implemented requirements |
|                      |                    |                                                                       | IR3= 50% implemented requirements |
|                      |                    |                                                                       | IR4= 25% implemented requirements |
|                      |                    |                                                                       | IR5= not implemented requirements |
|                      |                    |                                                                       | Effort(E)=person hours taken to implement the project |
|                      |                    |                                                                       | Prod=PC/E |
| Testing              | Software Quality   | Defects Uncovered (DU)                                                | DU = Failed Test Cases |
|                      | Requirements Coverage (RC) | RC(%)=(Tested Requirements /Total Requirements Specified) * 100 | |
|                      | Test Case Conformity (TCC) | TCC (%) = (CTA/TTA) * 100 | CTA = correct test-case attributes |
|                      | Team Productivity  | Productivity (Prod)                                                   | Tested Features (TF)=Total no. of features tested by teams |
|                      |                    |                                                                       | Effort(E)=person hours taken to document test cases |
|                      |                    |                                                                       | Prod = TF/E |

* DF=Data-Flow, ER=Entity Relationship
personality profiling, ii) Requirements list of MyShop project for students’ teams for analysis and design phase, iii) Software Requirements Specification (SRS) document of MyShop project for students’ teams for the implementation phase, iv) Running online MyShop project for students’ teams for the testing phase, v) Requirements list for Online Job Portal project for professionals’ teams for all three phases, vi) Training manual for professionals for all three phases, vii) Training manual for students’ teams for the analysis and design phase, viii) Training manual for students’ teams for the implementation phase, ix) Training manual for students’ teams for the testing phase, x) Online calculator [56] for trait-wise team homogeneity, and xi) TimeKeeper online tool [57] to log time. All of the raw data generated during these experiments was made available on the web [56], [57].

Myshop project (for students) was composed of 12 modules and Online Job Portal project (for professionals) was composed of 19 modules. There were a total of 51 requirements in SRS document of MyShop project whereas 71 requirements were part of Online Job Portal’s requirements list. MyShop project was written using 547,397 lines of code and Online Job Portal was written using 987,694 lines of code. Both projects were developed using PHP programming language for backend and HTML/CSS/JS for frontend development.

The IPIP 50-item personality test (10 items belong to each personality trait) was conducted before experiments for personality profiling (i.e. getting scores for the five traits of FFM) of the participants. These scores were further used for calculating the five metrics (our independent variables) introduced for quantification of trait-wise team homogeneity (Section 3). The Myshop project was selected for students’ teams and the Online Job Portal project was selected for professionals’ teams as experimental objects. Training manuals were used during training sessions conducted with subjects (students and professionals) before the start of the personality tests and actual experiments. An online calculator (developed by the first author as part of her PhD research) was used to automatically calculate trait-wise team homogeneity (i.e. O-THI, C-THI, E-THI, A-THI, and N-THI).

### TABLE 4. Analysis and design phase metrics and their components.

| Metric                  | Components                                      |
|-------------------------|-------------------------------------------------|
| Understandability       | Easy to ReadTextLabelRelationships Names        | Extra Information |
| Complexity              | No of Classes, Attributes, & Operations         | Class, Attributes, & Operations Names         |
| Correctness             | Correctness of Classes                          | Correctness of Data Flow                      |
|                        | Correctness of Attributes                       | Correctness of Layout                         |
|                        | Correctness of Entities                         | Conformance to the Standards                  |
|                        | Good Class Name                                 | Neat or Chaotic Structure                     |
|                        | Classes with Similar Size                       | Distance between Classes                      |
|                        | Number of Compositions                          | Number of Compositions                        |
|                        | Number of Associations                          | Number of Compositions                        |
| Completeness            | Model Abstraction                               | Strange Relationships                         |
|                        | Functionality                                   | Data Types                                     |
|                        | Missing Classes, Attributes, & Operations       |                                              |
|                        | Functions Parameters                            |                                              |

### TABLE 5. Subjects characteristics.

| Attributes                      | Undergraduate Students | Professionals                              |
|---------------------------------|------------------------|--------------------------------------------|
| Enrolled Semester               | 7th                    | N/A                                         |
| Relevant Registered Course      | Software Engineering   | Software Testing                           |
| No. of Male Participants        | 46                     | 33                                          |
| No. of Female Participants      | 4                      | 2                                           |
| No. of Total Participants       | 50                     | 35                                          |
| No. of Teams                    | 10                     | 7                                           |
| Members in Each Team            | 5                      | 5                                           |
| Task Duration                   | 2 Weeks                | 8 Weeks                                    |
| Overall Experiment Duration     | 6 Weeks                | 12 Weeks                                   |

* A&D = Analysis and Design, Imp. = Implementation
TABLE 6. Training sessions’ details.

| Session                        | Duration | Group                | Participants |
|-------------------------------|----------|----------------------|--------------|
| **Students (Analysis & Design Phase)** |          |                      |              |
| S1 – Before Personality Profiling | ½ hour   | Group 1              | 50           |
| S2 – Before Experiment         | 3 hours  |                      |              |
| **Students (Implementation Phase)** |          |                      |              |
| S3 & S4 – Before Personality Profiling | ½ hour   | Group 1 & Group 2    | 45           |
| S5 & S6 – Before Experiment    | 3 hours  | Group 1 & Group 2    |              |
| **Students (Testing Phase)**   |          |                      |              |
| S7 – Before Personality Profiling | ½ hour   | Group 1              | 75           |
| S8 – Before Experiment         | 3 hours  |                      |              |
| **Professionals (Analysis & Design, Implementation, and Testing Phase)** | |                      |              |
| S9 – Before Personality Profiling | ½ hour   | Group 1              | 35           |
| S10 – Before Experiment        | 3 hours  |                      |              |

F. EXPERIMENTAL TREATMENT

We designed one-factor “between subjects” experiments i.e. the comparison was between different subjects to evaluate the impact of one independent variable (each of the five proposed metrics i.e. O-THI, C-THI, E-THI, A-THI, and N-THI) on team productivity and software quality (dependent variables) in each treatment. Therefore, there were a total of five treatments in our experiments. All the experiments followed the same experimental procedure.

G. EXPERIMENTAL TASKS

The task for students’ teams during the analysis and design phase was to design different models (i.e. class, entity-relationship (ER), data-flow (DF), sequence, and activity diagrams) for MyShop project. For the implementation phase, students’ teams were asked to write the complete code for the MyShop project. For the testing phase, the students’ teams were given the task of black-box testing of the running MyShop project using the equivalence class partitioning (ECP) approach. The professionals’ teams also performed the same tasks as students’ teams but on a relatively bigger and more complex project i.e. Online Job Portal.

H. PREPARATION

To successfully conduct the experiments, we had to prepare the subjects (by providing guidelines, conducting training sessions, etc.), instrumentation, and materials (e.g. documents, projects, training manuals, etc.), and data collection mechanisms (i.e. online personality test and calculator for trait-wise homogeneity.

To prepare the subjects for the experiments, a total of ten training sessions were carried out with different groups of subjects. Table 6 provides the details of these training sessions. These sessions were carried out at two points i.e. 1/2 hour session before the personality profiling and 3-hours session before the experiment) for each group of participants. For analysis and design and testing phases involving students, two training sessions were conducted in each phase - one 1/2 hour session before the personality profiling (S1 and S7) and one 3-hours session (S2 and S8) before starting the experiment. Similarly, two sessions (one 1/2 hour session (S9) and one 3-hours session (S10)) were conducted with professionals. Students’ training sessions were conducted during their weekly lab sessions (3-hours duration) whereas professionals’ training sessions were conducted online using the “Skype” tool.

Only in the implementation phase involving students, due to a larger number of participants, subjects were divided into two groups to maintain the quality of training sessions. Therefore, four training sessions were conducted. Two 1/2 hour sessions (S3 and S4) were carried out before the personality profiling and two 3-hours training sessions (S5 and S6) were conducted before the experiment.

The agenda of the students’ training session conducted before the actual experiment during the analysis and design phase was as follows:

- A comprehensive introduction of MyShop project’s requirements list
- Explanation of the five analysis and design models (class, entity-relationship, data flow, activity, and sequence diagrams) students were expected to produce
- Explanation of the experimental process during the analysis and design phase
- Introduction and demonstration of online tool to record time (i.e. “TimeKeeper” [57])
- Analysis and design guidelines:
  - All the models must be created using “Visio” tool
  - Out of five team members, one will play the role of team lead
  - Teams will have two weeks to submit the task

The agenda of the students’ training sessions conducted before the actual experiment during the implementation phase was as follows:
A comprehensive introduction of SRS document of MyShop project
Explanation of the experimental process during the implementation phase
Implementation guidelines:
- Project architecture must be based on the Model View Controller (MVC) pattern
- The view/front-end part of the app will be created using “HTML4/HTML5” and “Bootstrap” framework will be used for styling
- For client-end scripting, teams will use “JavaScript” programming language
- For back-end/server-end programming, teams will use “PHP” programming language
- For database management, teams will use “MySQL” tool
- Teams will use the “Waterfall” software development process
- One team member will lead the team and the rest will work as team members
- Maximum duration for the project implementation will be four weeks
- Introduction and demonstration of online tool to record time (i.e. “TimeKeeper” [57])

The agenda of the students’ training session conducted before the actual experiment was as follows:
- Demonstration of running MyShop project
- An explanation of SRS document of MyShop project
- Introduction to the test case template to document test cases
- Explanation of the experimental process during the testing phase
- Testing guidelines:
  - Teams will do “Black-Box/Functional” testing
  - Teams will follow the given template [58]
  - Test cases will be documented using the “Equivalence Class Partitioning” technique
  - Test cases will be based on the given SRS document
  - One member will lead the team and the others will perform as team members
  - Teams will have two working days to finish their task
- Introduction and demonstration of online tool to record time (i.e. “TimeKeeper” [57])

The agenda of the online training session (for professionals) conducted before the actual experiment was as follows:
- A comprehensive introduction of the requirements list of the Online Job Portal project
- Explanation of the experimental process during three phases of SDLC (i.e. analysis and design, implementation, and testing)
- Guidelines for analysis and design, implementation, and testing:
  - The project will have three milestones (one at the end of each phase) and teams will have to submit three deliverables: i) document containing analysis and design models, ii) complete code, and iii) test case document
  - Teams will have two weeks for the first deliverable, five weeks for the second deliverable, and one week for the third deliverable
  - One team member will play the role of team lead and rest will serve as team members
  - All other guidelines related to techniques and tools will be the same as for students’ teams (e.g. “Visio” tool for design, MVC, HTML, Bootstrap, MySQL, Waterfall process, Equivalence Class Partitioning, compliance to given template for testing, etc.)
- Introduction and demonstration of online tool to record time (i.e. “TimeKeeper” [57])

I. EXECUTION
After successful completion of training sessions, MyShop’s requirements list was provided to students’ teams who were part of the experiment conducted during the analysis and design phase. Similarly, MyShop’s SRS document was handed over to the teams who participated in the experiment carried out during the implementation phase. Access of a fully developed online MyShop project was given to the teams working for the testing phase. The requirements list of the Online Job Portal project was provided to the professionals’ teams for analysis & design, implementation, and testing purposes.

In the case of students, for the analysis and design phase, teams were given two weeks to complete their analysis and design models. Four weeks were given for implementation and two working days were given for the testing task. Professionals were asked to submit the first deliverable (analysis and design models) after two weeks, second deliverable (implemented project) after five weeks, and the last deliverable (test case document) after one week. Each team member was given access to the “TimeKeeper” tool at the beginning of the projects’ execution. Dropout students were not made a part of any team.

VI. RESULTS AND DISCUSSION
This section provides the results of the experiments we have conducted in three different phases of SDLC i.e. analysis and design, implementation, and testing. The results were evaluated based on the selected criteria (described in Table 3).

A. ANALYSIS AND DESIGN PHASE
Table 7 shows the bivariate (Pearson) correlation [61] between the dependent and independent variables for both types of subjects (i.e. students and professionals). Correlation (r) values range from -1 to +1. An r value of -1 represents a perfect negative correlation, +1 represents a perfect positive correlation, and 0 represents no correlation. Absolute r values between 0.1 and 0.3 indicate a weak correlation, values between 0.3 and 0.7 represent a moderate correlation, and values between 0.7 and 1 indicate a strong correlation [61].
Table 7 highlights the strong correlation values as “bold-underlined” whereas the moderate correlation values are presented in simple “bold”. Weak correlation values, on the other hand, are presented in regular font. It is evident from these correlation results that O-THI (for students only), C-THI, and A-THI have a moderate to strong positive correlation with almost all attributes of software quality. N-THI, on the other hand, has a weak negative correlation with software quality for professionals. Team productivity has a moderate positive correlation with O-THI, C-THI, A-THI, and N-THI in the case of students. For professionals, it has a moderate positive correlation with C-THI and a moderate negative correlation with N-THI.

These correlation results describe that, apart from N-THI (for professionals), higher values of all other trait-wise team homogeneity indices are associated with improved software quality. These results support our hypotheses H_QO1, H_QC1, H_QA1, H_QN1 (for professionals only) H_PO1 (for students only), H_PC1, H_PE1, H_PA1 (for students only), and H_PN1 (for professionals only).

### Table 7. Correlation results of analysis and design phase.

| Subject Type | Trait-Wise Team Homogeneity | Software Quality | Team Prod |
|--------------|-----------------------------|------------------|-----------|
|              | correlation (r)             |                  |           |
|              | Und | Cor | Lay | Rel |           |
| Students     | O-THI | 0.77 | 0.71 | 0.53 | 0.53 | 0.43 |
|              | C-THI | 0.71 | 0.75 | 0.64 | 0.65 | 0.65 |
|              | E-THI | 0.48 | 0.35 | 0.43 | 0.21 | 0.20 |
|              | A-THI | 0.79 | 0.69 | 0.47 | 0.45 | 0.48 |
|              | N-THI | 0.46 | 0.32 | 0.33 | 0.28 | 0.30 |
| Professionals| O-THI | 0.55 | 0.08 | 0.35 | 0.33 | 0.00 |
|              | C-THI | 0.79 | 0.42 | 0.60 | 0.60 | 0.50 |
|              | E-THI | 0.50 | 0.55 | 0.57 | 0.55 | 0.22 |
|              | A-THI | 0.62 | 0.46 | 0.71 | 0.70 | 0.17 |
|              | N-THI | -0.15 | -0.16 | -0.03 | -0.05 | -0.53 |

Und=Understandability, Cor=Correctness, Lay=Layout, Rel=Appropriately Used Relationships, Prod=Productivity

### Table 8. Correlation results of implementation phase.

| Subject Type | Trait-Wise Team Homogeneity | Software Quality | Team Prod |
|--------------|-----------------------------|------------------|-----------|
|              | correlation (r)             |                  |           |
|              | WSB | CC  | DD  | MI |           |
| Students     | O-THI | -0.52 | -0.37 | -0.37 | -0.02 | 0.64 |
|              | C-THI | -0.52 | -0.40 | -0.76 | 0.39 | 0.51 |
|              | E-THI | -0.52 | -0.55 | -0.52 | 0.09 | 0.65 |
|              | A-THI | -0.43 | -0.36 | -0.20 | -0.03 | 0.41 |
|              | N-THI | 0.08 | -0.12 | 0.01 | 0.05 | -0.06 |
| Professionals| O-THI | -0.09 | -0.54 | -0.29 | 0.79 | 0.65 |
|              | C-THI | -0.48 | **-0.80** | -0.68 | **0.82** | 0.51 |
|              | E-THI | -0.34 | -0.36 | -0.56 | 0.48 | 0.33 |
|              | A-THI | -0.45 | 0.10 | -0.37 | -0.18 | 0.16 |
|              | N-THI | 0.08 | 0.64 | 0.26 | **-0.80** | -0.37 |

WSB=Weighted Sum of Bugs, CC=Cyclomatic Complexity, DD=Defect Density, MI=Maintainability Index, Prod=Productivity

Table 8 presents the summary of the correlation between dependent and independent variables for the implementation phase. The first two columns contain the subject type and independent variables. Columns 3-7 provide the correlation between trait-wise team homogeneity and software quality and team productivity.

In the case of students, a low to moderate negative correlation exists between O-THI and A-THI and all attributes of software quality while a moderate to high negative correlation exists between C-THI and E-THI and the first three attributes (i.e. WSB, CC, and DD) of software quality. N-THI has a very weak correlation with all attributes of software quality. These
TABLE 9. Correlation results of testing phase.

| Subject Type | Trait-Wise Team Homogeneity | Software Quality | Team Prod |
|--------------|----------------------------|-----------------|----------|
|              |                            | DU  | RC  | TCC |                |
| Students     | O-THI                      | 0.27| 0.27| -0.18| -0.03          |
|              | C-THI                      | 0.30| 0.45| 0.22| 0.42           |
|              | E-THI                      | 0.10| -0.11| 0.08| -0.17          |
|              | A-THI                      | 0.67| 0.51| 0.32| 0.44           |
|              | N-THI                      | 0.29| 0.51| 0.04| 0.61           |
| Professionals| O-THI                      | 0.69| 0.31| 0.28| 0.36           |
|              | C-THI                      | 0.41| 0.49| 0.51| 0.62           |
|              | E-THI                      | 0.20| 0.60| 0.49| 0.56           |
|              | A-THI                      | 0.26| 0.55| 0.58| 0.27           |
|              | N-THI                      | -0.46| 0.26| -0.09| -0.43          |

DU=Defects Uncovered, RC=Requirements Coverage, TCC=Test Case Conformity, Prod=Productivity

correlation results indicate that, apart from N-THI, higher values of all other trait-wise team homogeneity indices are associated with improved software quality. As far as team productivity is concerned, a moderate positive correlation exists with all trait-wise THIs except N-THI which has a moderate negative correlation implying that higher values of O-THI, C-THI, E-THI, and A-THI are associated with improved productivity. The opposite is true for N-THI.

For professional subjects, C-THI and E-THI have a moderate to strong negative correlation with WSB, CC, and DD while a strong positive correlation exists with MI. This implies that higher values of these two trait-wise THIs are associated with better quality. Correlation results of O-THI imply the same conclusion except for WSB and DD. A-THI and N-THI do not follow the same pattern as O-THI, C-THI, and E-THI. They both have a negative correlation with MI and a positive correlation with CC. As far as team productivity is concerned, the results are similar to the ones for student subjects i.e. higher values of O-THI, C-THI, E-THI, and A-THI are associated with improved productivity while the opposite is true for N-THI.

Even though a number of exceptions exist, the above results indicate that, by and large, higher values of O-THI, C-THI, E-THI, and A-THI have a positive impact on software quality while the opposite is true for N-THI. These results, therefore, support our hypotheses H_QO1 (except MI for students), H_QC1, H_QE1 (except RC and TCC for students), and H_QA1. Hypothesis H_QN1 is not supported for students and partially supported (for DU and TCC) for professionals. As far as team productivity is concerned, hypotheses H_PC1 and H_PA1 are supported for both students and professionals whereas hypotheses H_PO1, H_PE1, and H_PN1 are supported only for professionals.

C. TESTING PHASE

Table 9 presents the results of the correlation between dependent (software quality and team productivity) and independent variables (O-THI, C-THI, E-THI, A-THI, and N-THI) for the testing phase. The information about the subject type and independent variables are provided in the first two columns. Columns 3-5 contain the correlation values between independent variables and software quality whereas the last column contains the correlation values for team productivity.

In the case of students, O-THI has a weak positive correlation with two quality attributes (i.e. DU and RC) and E-THI has a weak positive correlation with one quality attribute (i.e. DU). C-THI, A-THI, and N-THI have a low to moderate positive correlation with all three attributes of software quality. The same three trait-wise THIs have a moderate positive correlation with team productivity. These results imply that higher values of these three THIs are associated with better software quality and improved productivity. In the case of professionals, results show that, higher values of the first four trait-wise team homogeneity indices (i.e. O-THI, C-THI, E-THI, and A-THI) are associated with improved software quality and better productivity. Higher values of N-THI, however, are associated with a negative impact on quality and team productivity.

These results support hypotheses H_QO1 (except TCC for students), H_QC1, H_QE1 (except RC and TCC for students), and H_QA1. Hypothesis H_QN1 is not supported for students and partially supported (for DU and TCC) for professionals. As far as team productivity is concerned, hypotheses H_PC1 and H_PA1 are supported for both students and professionals whereas hypotheses H_PO1, H_PE1, and H_PN1 are supported only for professionals.

The results of this study show that, in the case of professionals, team homogeneity for Openness (O-THI), Conscientiousness (C-THI), and Extraversion (E-THI) traits has a stronger correlation with software quality and team productivity during the implementation phase. These findings are supported by [11], [12], and [13]. A possible reason behind
this could be that more communication and coordination is needed during the implementation phase and professionals having Openness and Extraversion traits are in a better position to coordinate and communicate with each other. The homogeneity in Conscientiousness (C-THI) and Extraversion (E-THI) traits were found to be strongly related to software quality and team productivity for the testing phase. These findings are partially supported by [31] and [38]. The traits that were found to be useful for implementation phase and testing phase are also useful for the analysis and design phase. In the case of students, a strong correlation was observed between O-THI, C-THI, and E-THI and software quality during the implementation phase and between C-THI and A-THI and software quality and team productivity during the testing phase. During the analysis and design phase, C-THI has a stronger correlation with software quality. A possible reason behind this relationship could be that more concentration and Conscientiousness is needed during the analysis and design process.

Table 10 summarizes the trait-wise comparison between the findings of our study and the results of previous studies analyzing the impact of personality traits on team performance. A “+ve” sign indicates a positive correlation between a personality trait and team performance whereas a “-ve” sign represents a negative correlation between a personality trait and team performance. As is clear from this comparison, by and large, the findings of our study match those of past similar studies.

### VII. THREATS TO VALIDITY

The following sections describe the four types of threats [59], [63] that could potentially affect the validity of our results. These sections also describe how these threats were mitigated.

#### A. INTERNAL VALIDITY

The first factor that can affect the internal validity is related to the creativity, intellect, and competence of the student subjects. Some students could be more competent and efficient than other fellow students. In the same way, interest in programming languages, background knowledge, and relevant experience can also influence the overall performance of the students. Moreover, the performance of the student teams could also be affected by gender differences.
To mitigate the above-mentioned threat, we formed students’ teams by dividing students into three CGPA groups (Group A: 3.00 – 4.00, Group B: 2.50 – 2.99, and Group C: 2.00 – 2.49). Teams were formed by selecting one member from “Group A”, two members from “Group B”, and two members from “Group C”. Moreover, we selected these members randomly from different groups. Besides this, we made sure that no more than one member in each team had some previous experience or domain knowledge. It was also decided to include no more than one female member in each
team. Last, but not the least, we also ensured that the average CGPA of each team lied between 2.50-2.80.

In the case of professionals, factors like qualifications, work experience, gender, and age can influence the results of this research. To minimize the impact of difference in qualifications, it was made sure that each team member had at least a bachelor’s degree in Computer Science. It was also decided to select team members in the age range of 21 to 31 years to minimize the impact due to age differences. Furthermore, it was made sure that every team member has work experience in the range of 2 to 6 years. Last, but not the least, the impact of gender differences was minimized by ensuring that no more than one female member is present in a single team.

B. EXTERNAL VALIDITY
To improve the generalizability of our results, we conducted our experiments in both academic as well as industrial environments. Furthermore, these experiments were conducted for three different phases of SDLC i.e. analysis and design, implementation, and testing.

C. CONSTRUCT VALIDITY
We have used an IPIP 50-item personality test for personality traits identification. In this test, the subjects need to select a value for each of the five different factors of personality. A major problem with this kind of test is that participants can give fake responses to hide their true personalities. We mitigated this threat by assuring the participants that their personality profile will be treated as confidential and only be used for research purposes.

The use of the same project for both types of subjects (i.e. students and professionals) could affect the quality of our results. Therefore, we selected a simple project (i.e. MyShop) for students and a relatively large and complex project (i.e. Online Job Portal) for professionals.

Another issue relates to the constructs used to represent the dependent variable (i.e. software quality and team productivity). In our experiments, students’ teams’ performance in their term projects were used as team productivity. The measures of this may also be affected by third party variables such as learning strategies, cognitive ability, or self-motivation. One might presume that there was significant home studying between lab sessions. We believe that this did not really occur and students relied mostly on what they were presented in the tutorials and in the classes. Furthermore, software quality (the other dependent variable) may be compromised as students are in their learning phase. We tried to mitigate the impact of this factor by choosing a relatively simple project for students’ teams (i.e. MyShop).

D. CONCLUSION VALIDITY
The chances of Type 2 error increase when we have low statistical power. Tabachnick and Fidell [64] claim that a sample size of at least 20 in a group should ensure “robustness”. During these experiments, we used a large pool of subjects (with 215 students and 35 professionals) thus reducing the likelihood of committing a Type 2 error and conducted ANOVA and MANOVA tests to ascertain the statistical significance of our results. The use of the dichotomization process on our independent variables may increase the chance of false positive results i.e. type I error. To avoid this threat, we have only considered the values with 95% or above confidence level i.e. p-value >= 0.05.

VIII. IMPLICATIONS OF RESEARCH
Different implications can be drawn from the outcomes of this research. The following sections describe these implications for three different stakeholders i.e. practitioners, educators, and researchers.

A. IMPLICATION FOR PRACTITIONERS
Our research has quantitatively studied and analyzed the impact of trait-wise team homogeneity on team productivity and software quality. Our results reveal that, in the case of professionals, teams with higher values of O-THI, C-THI, E-THI, and A-THI perform better in all three phases of the SDLC. They were not only more productive but were also found to produce better quality analysis and design models, write better quality code, and document better quality test cases. This implies that considering these personality traits while hiring new employees for specific projects and while assigning tasks to existing employees would be beneficial for software development managers.

B. IMPLICATION FOR EDUCATORS
Our results show that the students’ teams with greater values of O-THI, C-THI, and A-THI performed better during the analysis and design phase. Students’ teams with higher values of O-THI, C-THI and E-THI performed better during the implementation phase while those with higher values of C-THI and A-THI performed better in the testing phase. This implies that these metrics can be used as a pedagogical tool for different courses in the software engineering stream. Faculty members can consider personality traits and their corresponding trait-wise THIs while forming student teams for group-based assignments, term projects, and even capstone (i.e. senior year) projects.

C. IMPLICATION FOR RESEARCHERS
This research focused on the broad-level personality traits of the Five-Factor Model (FFM). We did not take lower-level/detailed personality traits (called facets) into consideration. Researchers can do personality profiling using these facets as well to gain more knowledge about personality attributes and their impact on software development. So far, we have also not assessed the impact of trait-wise team homogeneity on factors like conflicts resolution and satisfaction level. Researchers may, therefore, evaluate the impact of trait-wise team homogeneity on these factors. Furthermore, researchers can also study the impact of team homogeneity on other phases of SDLC such as requirements engineering and maintenance.
IX. CONCLUSION AND FUTURE WORK

The main goal of this research was the quantification of the concept of trait-wise team homogeneity. For this purpose, five different metrics i.e., O-THI, C-THI, E-THI, A-THI, and N-THI were introduced. The impact of these five metrics on software quality and team productivity was evaluated quantitatively by conducting experiments in academic as well as industrial environments during three different phases of SDLC i.e., analysis and design, implementation, and testing. Our results reveal that software quality and team productivity are influenced by different combinations of these five trait-wise team homogeneity metrics for different phases of SDLC and for different types of subjects (students or professionals). These results have utility for both practitioners as well as educationists who are involved in team formation and task allocation.

This research is just the first step to quantify the concept of trait-wise team homogeneity and there is a lot of room for future research. For instance, so far, we have used only the IPIP inventory in our research for personality profiling. It would also be worthwhile to use other variants of IPIP i.e., 120-item IPIP NEO-PI-R [47], NEO-PI-R Domains [48], NEO-PI-R Facets [48], etc. Similarly, other personality models/tools (apart from FFM) can also be utilized e.g. MBTI, KTS, 16PF, ACL, etc. Last, but not the least, these experiments may be replicated using teams of different sizes and projects of different scale, domains, and complexity to check the generalizability of our results.
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