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Abstract: We may translate anthropogenic climate change as a reaction of our planet to our unsustainable economic activities. This research explores whether environmental policies have been impacted by extreme climatic events like droughts, floods, storms, tornados, and wildfires. We use yearly panel data from 1990 to 2017 for the OECD (Organization for Economic Cooperation and Development) countries to examine such a relationship. To have an impartial analysis, we control major variables influencing environmental policies such as energy consumption, gross domestic product (GDP), population, technology, head of the state’s political affiliation, carbon emission, and waste generation. The analysis results suggest that policymakers make more stringent environmental decisions as the death rate increases and environmental threats become more imminent putting human life is at risk; this correlation is stronger in the case of European Countries.

Keywords: extreme events; environmental policy; OCED; public health; panel data analysis

1. Introduction

Problems become priorities in the policy-making process when they are critical and can create a sense of urgency in the public eyes [1]. A significant societal dilemma can gain the elites’ attention, turn into a potential focusing event (i.e., a harmful and uncommon event that gets the public and policy-makers’ attention in a focused geographical boundary), and subsequently an institutional plan [2,3]. However, a focusing event should be sudden, periodic, and harmful, revealing the possibility of more significant future harms, to become the center of public interest and policy-makers’ debates [4]. Extreme events can produce a sense of urgency and become a focusing event, creating opportunities for essential policy reforms to address environmental problems overlooked in normal times [5]. Thus, despite their imminent and high costs, extreme natural events can raise a sense of urgency and fear, leading to reduced disaster harm increased resilience of natural-human systems in the long run. Here, we empirically investigate whether extreme natural events—in the OECD countries—have led to the implementation of policy reforms and more stringent regulations to protect the environment. It is worth mentioning that extreme events can directly impact policies for managing and reducing the risk of disasters. Such risks can impact land use, socioeconomic conditions, governance, and environmental and natural resources. In this analysis, due to data limitation, we only focus on the environmental part. The supportive intuition is that if policymakers come to believe that the intensification of climate change and extreme events are due to the emissions from economic activities and fossil fuel energy consumption, they may impose stricter environmental policies to reduce emissions.

To examine the impact of natural events on environmental policies, we include a few relative elements that can influence environmental decisions. By doing so, we con-
trol their effects on environmental policies and, therefore, try to decrease the bias in our estimation. There is strong evidence linking institutional policies to energy efficiencies and reforms [6–8], and the connections between economic activities and environmental pollution due to energy usage have been already established [9]. Another crucial factor is technology. Higher levels of development and technological innovations raise environmental awareness, leading to more environmentally-friendly policies, changing the economy’s composition towards more information-intensive services, which reduce environmental degradation [1,10].

On the other hand, to promote and facilitate environmental innovations, one needs more stringent green policies [11,12]. Horbach et al. [13] believe that eco-innovation can improve environmental performance by increasing material efficiency and reducing energy and waste consumption. They conclude that government policies are the primary motivational elements for the firms to follow that direction.

This analysis explores whether extreme natural events have urged policymakers to shape and redirect the environmental regulations and standards during the past decades by imposing more stringent environmental policies. It is specifically challenging for the politicians with limited access to resources and concerns about getting reelected to focus on critical long-term problems that the public does not recognize as urgent during their political terms [14]. The current crisis brought by COVID-19—which wiped out more than six million lives [15]—is a fitting example of how we redistribute the resources toward the challenge with the highest relative importance and urgency. Extreme environmental phenomena are among the problems that require urgent attention. While people may value sustainable development and environmental conservation for future generations, they generally care more about their current economic and living conditions and basic needs such as income, employment, and housing [16]. Even though allocating resources to deal with extreme natural phenomena is recognized as a critical planning action, policymakers do not consistently allocate much effort and resources to mitigating and adapting to such extreme events, unless they pose high costs (such as casualties) and turn into an urgent issue. This is more evident in weaker economies that struggle with addressing their people’s basic needs [17].

In the first step, we discuss a conceptual model structurally linking extreme events to the environmental policies and economic factors. Our proposed conceptual model—a causal loop diagram—can explain the plausible relationships among the main study variables and their causal flows. We apply the empirical model, a fixed effect panel analysis, to identify the impact of extreme climatic event—such as storms, floods, total number of events, and death rates—on the environmental policy reforms in 38 OECD countries.

2. Methods
2.1. Conceptual Model

Environmental policies are essential to establish and maintain a healthy interaction between humans and nature. First, we discuss a conceptual model that can explain the causal flow from extreme natural events to the environmental policies, including the side effects of the primary components, which play a vital role in shaping these policies. Figure 1 summarizes the general overview of an intuitive flow diagram. We portray that the environmental policies can affect negative externalities via two channels (For simplicity, here, we only consider air pollution and waste generation as examples); First, by incentivizing the improvement of environmental technologies, which could diminish environmental degradation; second, by limiting the total production that uses existing resources (by raising the costs), restricting the externalities. Besides, there are four different internal loops in this causal illustration.
Figure 1. Causal loop impact diagram of the primary elements in this model.

The first is the reinforcing loop between environmental technologies and the production process. Technology can enhance productivity in general, and investment is needed to develop new technology; and the investment itself is a function of income, thus, production. We have two balancing loops. The first one is between environmental technologies and environmental externalities. Environmentally friendly technologies decrease carbon emission and waste production. These externalities, accompanied by enforcement regulation, can motivate firms to develop new technologies. The other balancing loop connects production and negative externalities. The production process, in general, can degrade the environment (or at least create a tradeoff by generating wastes and greenhouse gas emissions). However, when the environment gets contaminated, it makes land less fertile and recreational sites less desirable. Therefore, it decreases productivity and, thus, GDP and income level. The last reinforcing loop is between three elements. Rising externalities incentivize new technologies (and the discovery of new resources), boosting production.

There exists a reverse causality between environmental policies and the environmental externalities. As the environment becomes polluted, policymakers are motivated to impose more stringent environmental standards to mitigate it and reduce its side effects—such as health implications. Extreme natural events (that can induce disasters) are external and independent phenomena that give us an unbiased explanation of the policy changes in the empirical section. To establish a clear identification for the analysis, we need to control the primary elements that impact environmental policy. There is an unclear link between human-made externalities and natural phenomena (as shown in Figure 1). However, we can still rely on extreme event as the only exogenous phenomenon in this model. It must be noted that the primary objective of this analysis is to examine if extreme events have motivated policy makers to make enforce more stringent environmental regulations. So, this analysis does not whether the extreme events were driven by anthropogenic or natural climatic changes.

The sole purpose of this illustration is to highlight the potential connections among the societal-environmental-economic variables. However, we do not seek to present all these linkages in our exploratory analysis. Instead, we aim to justify the urgency for controlling and including these elements in the empirical section.

2.2. Data

We use the OECD database to collect the annual data for 38 countries on carbon emissions and total waste production as environmental externalities. We also utilize the data on GDP as proxy for production, total patents, environmental patents, Environmental Policy Stringency Index (EPS) as a proxy for environmental policies, and total energy consumption, all retrieved from the OECD website. EPS is a degree to which environmental policies put an implicit or explicit price on environmentally harmful behavior such as pollution. This index is aggregated using both market-based and non-market-based ap-
proaches, equally-weighted; procedures such as taxation (on pollutants), trading schemes (on CO₂ and renewable energies), R&D subsidies (on renewable energies), and standards (emission/contamination limits). Even though most of these policies are pollution-related, they directly impact fossil fuel-based energy consumption, which is known as the primary drivers of climate change.

The study period is 1990 to 2017. We collected and merged the data for the extreme climatic extreme events from the international disaster database. Since the information on field patents have been available since 2008, we replaced environmental patents with the total number of patents as a proxy to increase the number of observations and analysis power.

2.3. Empirical Model

This study’s central question is to verify if the natural events induce policymakers to set and impose stricter environmental restrictions on the economic activities to mitigate the environmental externalities that can exacerbate the impact or raise the frequency of the extreme climatic/natural events. We can take advantage of the number of natural events that happened in the past years to study whether policymakers have become more stringent on environmental standards or not. It should be noted that the delicate connection between environmental externalities and natural events has been neglected in this research. We want to detect whether these phenomena have affected environmental regulations in the studied countries. We constructed the following base model for the start:

\[
EPS_{it} = \alpha_i + \gamma_t + \beta EV_{it} + \sum_{j=1}^{6} \theta_j X_{ijt} + \epsilon_{it}
\]  

(1)

In this model, \(\alpha_i\) and \(\gamma_t\) are the country and time fixed effects. Fixed effect models allow us to control the countries’ unobservable and hidden characteristics and structural differences among the studied countries. Suppose country A has an incompatible and unique attribute compared to country B, and that feature is hidden in the dataset. In that case, a fixed dummy variable is created (across the studied years) and added to the model to control such heterogeneity. EV is an extreme natural event variable in each analysis. In total, we analyze four independent variables: total death caused by the extreme event, the cumulative number of incidents, total number of storms, and floods.

\(X_{ijt}\)s are the covariates/mechanisms controlled for such as countries’ production level (GDP), energy use, number of patents, total population, political affiliation, and environmental externalities (air pollution and waste generation). Including the control variables is solely to reduce the omitted variable’s bias in this analysis. We do not seek to estimate the impact of such variables on each other, as we illustrated in Figure 1, but only show the utility of adding them to our estimation to capture the impact of EV (extreme natural events) on EPS (environmental policy stringency). Figure 2 shows the basis of the econometrics model used here.

*Figure 2.* A Directed Acyclic Graph (DAG) showing the relationships of the variables included in the empirical model.
The figure above shows the relationship of different variables of the empirical model. This setup includes control variables to reduce the biases due to omitted variables. Still, capturing their exact impacts is not the purpose of this study and requires a separate investigation and answering different questions than we are looking for in this brief analysis. EPS is the index for environmental policy stringency that shows how strict the countries implement environmental policies. After testing different models and criteria to calibrate the model estimation (such as the Dickey-Fuller unit root test, autocorrelations, partial autocorrelations tests, Ng-Perron, minimum of MC and MAIC criteria, and analysis of the model using different time series functional forms), we use the first difference and the lag of the variables to make the analysis stationary and take care of autocorrelations since the analyzed data is in form of time series. However, we use the second lag only for GDP because of the high correlation of this variable with its previous values.

3. Results

Table 1 summarizes the main analysis results. Column one shows the impact of death, caused by extreme events, on the environmental stringency index. When this number rises, countries impose more rigid environmental standards. Based on this index, for every 10,000 deaths (the death rates range between 1 to 166,000) brought by the complications due to extreme events, the index value increases by almost half a percent on average. In the dataset, the death rates are normalized to 10,000. Thus, when this coefficient increases by one (death rates increase by 10,000), the EPS index increases by 0.02. EPS ranges between 0.2 to 4.1. So, 0.02 translates to half a percent. The second column shows the effect of the total number of major disasters, including drought, flood, storm, tornado, and wildfire, regardless of their severity, on the EPS index. Even though the impact is not statistically significant, its magnitude is positive. Columns three and four show the effect of floods and storms on the index. Table 2 shows the results of the same analysis when the non-European OECD countries were excluded. The results in this Table are in line with the idea that policymakers are forced to step in only when the threat becomes tangible by killing humans. Without a death toll, much action cannot be expected even when the increase if the frequency of extreme events is clear.

| EPS (Environmental Policy Stringency) as the Dependent Variable |
|------------------|------------------|------------------|------------------|
|                  | Total deaths     | Total no. natural events | Total no. floods | Total no. Storms |
| Extreme events (1, 2, 3 & 4) | 0.020 * (0.01)  | 0.002 (0.003) | 0.002 (0.006) | -0.002 (0.006) |
| Control variables | Yes              | Yes              | Yes              | Yes              |
| Lag vars and fixed effects | Yes              | Yes              | Yes              | Yes              |
| No. | 352 | 418 | 534 | 534 |
| R^2  | 0.28 | 0.31 | 0.33 | 0.33 |

Table 1. Result of the analysis 1: all OECD countries.

Standard errors in parentheses, * p < 0.05.  
1 Control variables are carbon emission, waste production, GDP, energy production, total number of patents, total population, and political affiliation. We created a binary variable for the political affiliation, one when a head of state is more liberal, and two when a head of state is more conservative.  
II One lag of all the variables is included in the analysis (except for political affiliation); for the GDP, we included two lags.  
III Time and country fixed effects.
Table 2. Result of the analysis for the: European OECD countries.

|                              | (1)        | (2)        | (3)        | (4)        |
|------------------------------|------------|------------|------------|------------|
| EPS (Environmental Policy Stringency) as the Dependent Variable | Total deaths | Total no. natural events | Total no. floods | Total no. Storms |
| Extreme events (1, 2, 3 & 4) | 0.024 **   | 0.008 ***  | 0.006      | −0.005     |
|                              | (0.008)    | (0.008)    | (0.008)    | (0.018)    |
| Control variables ¹           | Yes        | Yes        | Yes        | Yes        |
| Lag vars ² and fixed effects ³ | Yes        | Yes        | Yes        | Yes        |
| No.                          | 352        | 418        | 534        | 534        |
| R²                           | 0.28       | 0.31       | 0.33       | 0.33       |

Standard errors in parentheses, ** p < 0.01. ¹ Control variables are carbon emission, waste production, GDP, energy production, total patents, total population, and political affiliation. We created a binary variable for the political affiliation, one when a head of state is more liberal, and two when a head of state is more conservative. ² One lag of all the variables is included in the analysis (except political affiliation); for the GDP, we include two lags. ³ Time and country fixed effects.

4. Discussion

Our observation is in line with Scanlon et al.’s [18], argument that policymakers should take an all-hazard plan for dealing with mass death. Their analysis suggests that regardless of the cause of mass death (i.e., disaster, catastrophe, or pandemic) all public agencies need to coordinate to address the mass death crisis. In a recent study, Nohrstedt et al. [19] showed no meaningful association between the frequency of natural hazard events and disaster reduction risk policies. It is essential to point out that during their research period (2007 to 2015) most countries prioritized their focus on addressing the financial crisis, undermining the environmental issues. Their analysis included 85 developed and underdeveloped countries with diverse disaster response strategies, including those which acted progressively and those that were hesitant to develop new environmental policies that could affect economic progress in the short term. When the heterogeneity in the socio-economic conditions of the countries increases, finding a common behavioral trend in policy actions could be harder.

When we repeated the analysis with the OCED countries in Europe, we got the same results (Table 2). But since the number of observations dropped, the policy reaction to the death rates due to climatic extreme events become stricter by 25% with an increased confidence level. This shows that the European countries, compared to other OECD countries in our dataset, are more responsive to climatic events and waste generation. Our analysis results also suggest that as waste generations escalate in the European countries, governments impose stricter environmental standards (this is not the case for air pollution). However, this effect is not statistically significant. Countries’ aggregate energy use levels appear to have negative influences, but not substantial, on the environmental policy index, suggesting nations may prioritize affordable energy choices over environmental protection.

We also conducted an overfitting test which showed 20% overfitting. We used cross-validation (focusing only on European countries) and tested different modeling features (GLM, other control functions) to check the validity of the results. Accordingly, Table 3 shows the robustness check results for more functional forms and GLM estimation validating our initial claim. Under extended scenarios, we can see that the leading coefficient (death rates impact) remains the same. The GLM-panel model gives us much higher confidence (at 99%), confirming that increasing death rates lead to more rigorous environmental policies. In addition, we perform a selection test to measure the impact of unobserved variables on the primary coefficient of this study, proposed by Altonji et al. [20]. The results are shown in Table 4.
Table 3. Robustness check results.

| When extreme events are: | Basic model | Adding other independent variables | Checking for non-linearity | Applying GLM-panel model |
|--------------------------|-------------|-------------------------------------|---------------------------|--------------------------|
| Total deaths             | 0.020 *     | 0.018 *                             | 0.016 *                   | 0.028 ***                |
|                          | (0.010)     | (0.011)                             | (0.010)                   | (0.005)                  |
| Total no. natural events | No          | 0.002                               | No                        | No                       |
| Total no. floods         | No          | −0.001                              | No                        | No                       |
| Total no. storms         | No          | −0.002                              | No                        | No                       |
| Total death square       | No          | No                                  | 0.041                     | No                       |
|                          |             |                                     | (0.131)                  |                          |
| Total death cube         | No          | No                                  | −0.002                    | No                       |
|                          |             |                                     | (0.007)                  |                          |
| Control variables †      | Yes         | Yes                                 | Yes                       | Yes                      |
| Lag vars ‡ and fixed effects ‡| Yes    | Yes                                 | Yes                       | Yes                      |

Table 4 shows when all the control variables are added to the model, the R-square changes much more than the coefficient. This indicates that if we had all the omitted variables, still the impact of death rates on the EPS would not be zero, which gives us more certainty about the existing relationship between extreme events and environmental policies. An absolute value of delta (in Table 4) greater than 1, would have implied a significant impact [21].

5. Conclusions

This primary intention of this basic analysis was to explore whether environmental policies have been affected by rising extreme natural events. More stringent actions can mitigate carbon emission and waste generation—which negatively impact life on the Earth. First, we developed a conceptual model that explains the potential relationships among the study’s primary elements in a causal loop diagram. Using the panel fixed-effect model, we took advantage of the available data to perform a basic statistical analysis testing such a hypothesis in the next step. This abstract analysis aimed to initially validate the existence of such a relationship, not precisely measuring the point estimate between extreme events and environmental policies. We pointed out that imposing more strict environmental policies can reduce growth in the short run while simultaneously diminishing pollution and waste production, paving the way for green production (a more circular economy) and environmental protection in the long run. More strict environmental regulations also...
incentivize investments in green innovation to increase less environmentally harmful production creating a more healthy balance between human activities and the environment.

Our preliminary results suggest that policymakers in more economically advanced nations have a stronger tendency to implement environmental reforms. But these reforms are implemented only when human lives are in imminent danger and the threat is undeniable, not as the result of increased extreme events. In other words, what incentivizes and justifies news decisions is the number of people being killed by extreme events, not the increase in the frequency of extreme events. This is discouraging as unless people are not killed or seriously affected, change of business-as-usual and reforms are unlikely. This means that what kills some of us, makes the rest of us stronger!

Governments’ reactive (as opposed to proactive) environmental decision-making is due to the trade-off between enhancing the environment and the short-term economic costs such as unemployment. Yet, science suggests that enhancing environmental quality and improving the economy are possible with the right compromise and creating harmony between humans and nature. As an example, stricter regulation on waste segregation can induce composting. Composting decreases greenhouse gases, replaces chemical fertilizer (leading to less soil and water contamination), and creates more jobs versus buried or burned approaches: one stone and two birds. In the end, investing in (environmental) innovation/patents reduce the political cost for the legislators to impose more strict environmental policies since new inventions increase productivity, offsetting the possible burden imposed on economic activities due to such policies.

Author Contributions: Conceptualization, F.F., K.M. and R.C.; methodology, F.F.; software, F.F.; validation, F.F., K.M. and R.C.; formal analysis, F.F.; investigation, F.F.; resources, F.F.; data curation, F.F.; writing—original draft preparation, F.F., K.M. and R.C.; writing—review and editing, F.F. and K.M.; visualization, F.F.; supervision, F.F. and K.M.; project administration, F.F.; funding acquisition, F.F. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is publicly available and can be found from OECD website and international disaster database: https://data.oecd.org (access date: 28 April 2021) and https://www.emdat.be (access date: 28 April 2021).

Acknowledgments: We thank Garth Heutel and Ionnis Branikas and the three anonymous reviewers for their constructive comments.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Madani, K. How International Economic Sanctions Harm the Environment. *Earth's Future* 2020, 8, e2020EF001829. [CrossRef]
2. Cobb, R.W.; Elder, C.D. *Participation in American Politics: The Dynamics of Agenda-Building*; Johns Hopkins University Press: Baltimore, MD, USA, 1983.
3. Kingdon, J.W.; Stano, E. *Agendas, Alternatives, and Public Policies*; Little, Brown: Boston, MA, USA, 1984; Volume 45, pp. 165–169.
4. Birkland, T.A. *After Disaster: Agenda Setting, Public Policy, and Focusing Events*; Georgetown University Press: Washington, DC, USA, 1997.
5. Madani, K. The value of extreme events: What doesn’t exterminate your water system makes it more resilient. *J. Hydrol.* 2019, 575, 269–272. [CrossRef]
6. Sun, H.; Edziah, B.K.; Sun, C.; Kporsu, A.K. Institutional quality and its spatial spillover effects on energy efficiency. *Socio-Econ. Plan. Sci.* 2021, 77, 101023. [CrossRef]
7. Farhidi, F. Impact of fossil fuel transition and population expansion on economic growth. *Environ. Dev. Sustain.* 2022, 24, 1–39. [CrossRef]
8. Farhidi, F.; Khiabani, V. The impact of social norms on cross-state energy regime changes. *Energy Policy* 2021, 154, 112257. [CrossRef]
9. Sun, H.; Samuel, C.A.; Amissah, J.C.K.; Taghizadeh-Hesary, F.; Mensah, I.A. Non-linear nexus between CO₂ emissions and economic growth: A comparison of OECD and B&R countries. *Energy* 2020, 212, 118637. [CrossRef]
10. Panayotou, T. *Empirical Tests and Policy Analysis of Environmental Degradation at Different Stages of Economic Development* (No. 99297783402676); International Labour Organization: Genève, Switzerland, 1993.

11. Fischer, C.; Newell, R.G. Environmental and technology policies for climate mitigation. *J. Environ. Econ. Manag.* 2008, 55, 142–162. [CrossRef]

12. Jaffe, A.B.; Newell, R.G.; Stavins, R.N. A tale of two market failures: Technology and environmental policy. *Ecol. Econ.* 2005, 54, 164–174. [CrossRef]

13. Horbach, J.; Rammer, C.; Rennings, K. Determinants of eco-innovations by type of environmental impact—The role of regulatory push/pull, technology push and market pull. *Ecol. Econ.* 2012, 78, 112–122. [CrossRef]

14. Bruce, C.; Madani, K. Successful Collaborative Negotiation over Water Policy: Substance versus Process. *J. Water Resour. Plan. Manag.* 2015, 141, 04015009. [CrossRef]

15. World Health Organization. WHO Coronavirus Disease (COVID-19) Dashboard. Available online: https://covid19.who.int (accessed on 30 December 2020).

16. Lélé, S.M. Sustainable development: A critical review. *World Dev.* 1991, 19, 607–621. [CrossRef]

17. Apergis, N.; Oztürk, I. Testing Environmental Kuznets Curve hypothesis in Asian countries. *Ecol. Indic.* 2015, 52, 16–22. [CrossRef]

18. Scanlon, J.; McMahon, T.; van Haastert, C. Handling Mass Death by Integrating the Management of Disasters and Pandemics: Lessons from the Indian Ocean Tsunami, the Spanish Flu and Other Incidents. *J. Contingencies Crisis Manag.* 2007, 15, 80–94. [CrossRef]

19. Nohrstedt, D.; Mazzoleni, M.; Parker, C.F.; Di Baldassarre, G. Exposure to natural hazard events unassociated with policy change for improved disaster risk reduction. *Nat. Commun.* 2021, 12, 193. [CrossRef] [PubMed]

20. Altonji, J.G.; Elder, T.E.; Taber, C.R. Selection on Observed and Unobserved Variables: Assessing the Effectiveness of Catholic Schools. *J. Political Econ.* 2005, 113, 151–184. [CrossRef]

21. Farhidi, F. *Essays in Environmental and Energy Economics*; GSU Scholarworks: Atlanta, GA, USA, 2018.