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Abstract. In this paper we consider the two-dimensional Schrödinger operator with an attractive potential which is a multiple of the characteristic function of an unbounded strip-shaped region, whose thickness is varying and is determined by the function \( \mathbb{R} \ni x \mapsto d + \varepsilon f(x) \), where \( d > 0 \) is a constant, \( \varepsilon > 0 \) is a small parameter, and \( f \) is a compactly supported continuous function. We prove that if \( \int \mathbb{R} f \, dx > 0 \), then the respective Schrödinger operator has a unique simple eigenvalue below the threshold of the essential spectrum for all sufficiently small \( \varepsilon > 0 \) and we obtain the asymptotic expansion of this eigenvalue in the regime \( \varepsilon \to 0 \). An asymptotic expansion of the respective eigenfunction as \( \varepsilon \to 0 \) is also obtained. In the case that \( \int \mathbb{R} f \, dx < 0 \) we prove that the discrete spectrum is empty for all sufficiently small \( \varepsilon > 0 \). In the critical case \( \int \mathbb{R} f \, dx = 0 \), we derive a sufficient condition for the existence of a unique bound state for all sufficiently small \( \varepsilon > 0 \).

1. Introduction

Spectral analysis of differential operators describing quantum particles confined to tubular shape regions attracted a lot of attention in recent decades. Interesting relations were found linking spectral properties of such systems to their geometry; we refer to [EK15] and the bibliography therein. Two most often investigated models were Dirichlet tubes and ‘leaky wires’, that is, Schrödinger operators with \( \delta \)-interactions supported on curves. Analysis of these models can be applied to the description of numerous systems investigated experimentally such as semiconductor nanowires, cold atom waveguides, and many others.

When regarded as models of real physical systems, both Dirichlet tubes and ‘leaky wires’ include idealizations. In the first case it is the hard wall preventing tunnelling between different parts of the guide, in the second one it is the zero width of such a ‘wire’. This motivated recently interest to another class of models, for which the name soft quantum waveguides was coined, using Schrödinger operators in which the mentioned singular potential is replaced by a regular potential ‘ditch’. Here again a non-trivial geometry may give rise to a non-trivial discrete spectrum. Using the Birman-Schwinger principle, a sufficient condition was derived for the existence of bound states in two-dimensional soft waveguides [Ex20]. Another possible approach is direct use of the variational method; in this way the discrete spectrum existence was established in guides of a particular shape usually labelled as ‘bookcover’ [KKK21]. Furthermore, one can prove a sort of isoperimetric inequality in this setting [EL21], see also [EKP20, WT14] for related results.

Many other questions remain open, cf. [Ex20]. In this paper we address one of them, namely the behaviour of the discrete spectrum in the case of weak geometric perturbations.
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We analyse a particular case when a flat-bottom guide is a weak local deformation of a straight potential channel. Using the Birman-Schwinger principle we prove that such a system has a unique bound state provided that the weak deformation enlarges the potential support area and we derive the first two terms of the eigenvalue asymptotic expansion in terms of the perturbation parameter, together with the corresponding expansion of the eigenfunction. On the contrary, we show that bound states are absent if the interaction support is shrunk under the weak perturbation. Finally, in the critical case when the guide ‘area’ is preserved we prove a sufficient condition for the existence of a unique bound state under weak deformation; it is present, roughly speaking, when the perturbation is sufficiently extended in the longitudinal direction.

Our results are generalizations for soft waveguides of the classical results on Dirichlet tubes obtained in [BGRS97] by Bulla, Gesztesy, Simon, and Regner and in [EV97] by the first author and Vugalter; as in those papers we restrict ourselves to the situation where the deformation is one-sided. The methods employed in the present paper are significantly different. In contrast to locally deformed Dirichlet tubes the underline Hilbert space for soft waveguides is not varying in the course of deformation. In this paper, we are not using the change of coordinates employed in [BGRS97, EV97]. The analysis of the non-critical case reduces to careful inspection of the integral operator involved into the Birman-Schwinger principle and its convenient decomposition. In the critical case, we apply the min-max principle on a suitably chosen trial function.

The employed decomposition of the integral operator in the Birman-Schwinger principle is inspired by the analysis of the attractive δ-interaction supported on weakly deformed straight lines in two dimensions [EK15] and weakly deformed planes in three dimensions [EKL18].

1.1. Geometry of the waveguide and the Hamiltonian. Let $f : \mathbb{R} \rightarrow \mathbb{R}$ be a continuous compactly supported function and let $\varepsilon \in [0, \varepsilon_0)$ with $\varepsilon_0 > 0$ being sufficiently small. As indicated above, the object of our interest is the Schrödinger operator with a flat-bottom ditch-shaped potential, the support of which is a planar strip

$$\Omega_\varepsilon := \{(x_1, x_2) \in \mathbb{R}^2 : 0 < x_2 < d + \varepsilon f(x_1)\}$$

as sketched in Figure 1.1. Clearly, for all sufficiently small $\varepsilon > 0$ the planar strip $\Omega_\varepsilon$ is well defined. Let the interaction strength $\alpha > 0$ be fixed. We are interested in the spectral properties of the self-adjoint Schrödinger operator $H_{\alpha, \varepsilon}$ acting in the Hilbert space $L^2(\mathbb{R}^2)$ and defined by

$$H_{\alpha, \varepsilon} u := -\Delta u - \alpha \chi_{\Omega_\varepsilon} u, \quad \text{dom} H_{\alpha, \varepsilon} := H^2(\mathbb{R}^2),$$

where $\chi_{\Omega_\varepsilon} : \mathbb{R}^2 \rightarrow \mathbb{R}$ is the characteristic function of the open set $\Omega_\varepsilon$, that is, $\chi_{\Omega_\varepsilon}(x) = 1$ for $x \in \Omega_\varepsilon$ and $\chi_{\Omega_\varepsilon}(x) = 0$ for $x \notin \Omega_\varepsilon$. The operator $H_{\alpha, \varepsilon}$ represents the closed, densely defined,
symmetric, and lower-semibounded quadratic form defined in $L^2(\mathbb{R}^2)$ by
\begin{equation}
(1.2) \quad h_{\alpha,\varepsilon}[u] := \int_{\mathbb{R}^2} |\nabla u|^2 \, dx - \alpha \int_{\Omega} |u|^2 \, dx, \quad \text{dom } h_{\alpha,\varepsilon} := H^1(\mathbb{R}^2).
\end{equation}

The free Hamiltonian $H_{\alpha,0}$ (referring to $\varepsilon = 0$) can be analysed easily via separation of variables. In this case the underline planar strip $\Omega_0$ is straight. We introduce auxiliary simple one-dimensional Schrödinger operators in the Hilbert space $L^2(\mathbb{R})$ as
\begin{equation}
(1.3) \quad h_0 \psi := -\psi'' + \alpha \chi_{[0,d]} \psi, \quad \text{dom } h_0 := H^2(\mathbb{R}),
\end{equation}
\begin{equation}
(1.4) \quad h_\alpha \psi := -\psi'' + \alpha \chi_{[0,d]} \psi, \quad \text{dom } h_\alpha := H^2(\mathbb{R}),
\end{equation}
where $\chi_{[0,d]} : \mathbb{R} \to \mathbb{R}$ is the characteristic function of the interval $[0,d]$. Clearly, we have $\sigma(h_0) = \sigma_{\text{ess}}(h_0) = [0,\infty)$. It follows from [Te, Lem. 9.35] that the essential spectrum of $h_\alpha$ coincides with the positive half-line, $\sigma_{\text{ess}}(h_\alpha) = [0,\infty)$: what is important for us is the presence of the discrete spectrum. As a consequence of [Si76, Thm. 2.5] the negative discrete spectrum of $h_\alpha$ is non-empty and by [Z05, Thm. 10.12.1 (8)-(iii)] all the negative eigenvalues of $h_\alpha$ are simple. In view of [Te, Cor. 9.43] the dimension of the spectral subspace of $h_\alpha$ corresponding to the negative spectrum is finite and we denote by $\{\mu_n\}_{n=1}^N, N \in \mathbb{N}$, the sequence of negative eigenvalues of $h_\alpha$, arranged in the ascending order, and by $\{v_n\}_{n=1}^N$ the corresponding real-valued eigenfunctions belonging to $H^2(\mathbb{R})$ and normalized in $L^2(\mathbb{R})$. It is easy to see that all the eigenfunctions $\{v_n\}_{n=1}^N$ are bounded. For the sake of convenience we extend the sequence $\{\mu_n\}_{n=1}^N$ up to an infinite one by setting $0 =: \mu_{N+1} = \mu_{N+2} = \ldots$.

The Hamiltonian $H_{\alpha,0}$ can be represented as the closure of $h_\alpha \otimes 1 + 1 \otimes h_0$, where the tensor products are understood with respect to the decomposition $L^2(\mathbb{R}^2) = L^2(\mathbb{R}) \otimes L^2(\mathbb{R})$ corresponding to the axes $x_1$ and $x_2$. Hence [S12, Cor. 7.25] yields that
\begin{equation}
\sigma(H_{\alpha,0}) = \sigma_{\text{ess}}(H_{\alpha,0}) = [\mu_1,\infty).
\end{equation}

We adopt the notation
\begin{equation}
\lambda_1(\varepsilon) := \inf \sigma(H_{\alpha,\varepsilon})
\end{equation}
for the lowest spectral point of $H_{\alpha,\varepsilon}$. We also denote by $N_\alpha(\varepsilon)$ the dimension of the spectral subspace of $H_{\alpha,\varepsilon}$ corresponding to the interval $(-\infty, \mu_1)$. The essential spectrum of $H_{\alpha,\varepsilon}$ coincides with that of $H_{\alpha,0}$ and can be explicitly characterised as $\sigma_{\text{ess}}(H_{\alpha,\varepsilon}) = [\mu_1,\infty)$ (see Proposition 2.1).

1.2. Main results. As indicated above, the topic of this paper are the spectral properties of $H_{\alpha,\varepsilon}$ in the limit $\varepsilon \to 0$. Our first result concerns the existence and asymptotic properties of the bound state induced by weak deformation in the non-critical regime $\int_{\mathbb{R}} f(x_1) \, dx_1 \neq 0$.

**Theorem 1.1.** Let $\varepsilon \in (0,\varepsilon_0]$ and let the self-adjoint operator $H_{\alpha,\varepsilon}$ in the Hilbert space $L^2(\mathbb{R}^2)$ be defined as in (1.1). Then the following claims hold:

(i) If $\int_{\mathbb{R}} f(x_1) \, dx_1 > 0$, then $N_\alpha(\varepsilon) = 1$ for all sufficiently small $\varepsilon > 0$ and the lowest eigenvalue of $H_{\alpha,\varepsilon}$ admits the asymptotic expansion
\begin{equation}
\lambda_1(\varepsilon) = \mu_1 - \varepsilon^2 \left(\frac{\alpha^2 v_1^4(d)}{4}\right) \left(\int_{\mathbb{R}} f(x_1) \, dx_1\right)^2 + O(\varepsilon^4), \quad \varepsilon \to 0,
\end{equation}
where $v_1(d)$ is the value at the point $x = d$ of the real-valued normalized ground-state eigenfunction of $h_\alpha$ (defined in (1.3)).
(ii) If \( \int_{\mathbb{R}} f(x_1) \, dx_1 < 0 \), then \( N_\alpha(\varepsilon) = 0 \) for all sufficiently small \( \varepsilon > 0 \), that is, for small \( \varepsilon > 0 \) the discrete spectrum of \( H_{\alpha, \varepsilon} \) below \( \mu_1 \) is empty.

**Remark 1.1.** In order to compare the asymptotics in (1.4) with the main result of [BGRS97] assume, in addition, that the function \( f \) satisfying \( \int_{\mathbb{R}} f(x_1) \, dx_1 > 0 \) belongs to \( C_0^\infty(\mathbb{R}) \). Recall that the Dirichlet Laplacian on \( \Omega_\varepsilon \) is defined via the first representation as the unique self-adjoint operator in \( L^2(\Omega_\varepsilon) \) associated with the quadratic form \( H^D_0(\Omega_\varepsilon) \ni u \mapsto \| \nabla u \|_{L^2(\Omega_\varepsilon, \mathbb{C}^2)}^2 \).

It is proved in [BGRS97, Thm. 2] (see also [EK15, Thm. 6.5])\(^1\) that the lowest eigenvalue \( \lambda^D_1(\Omega_\varepsilon) \) of the Dirichlet Laplacian on \( \Omega_\varepsilon \) has the asymptotic expansion

\[
\lambda^D_1(\Omega_\varepsilon) = \left( \frac{\pi}{d} \right)^2 - \varepsilon^2 \left( \frac{\pi}{d} \right)^4 \left( \frac{1}{d} \int_{\mathbb{R}} f(x_1) \, dx_1 \right)^2 + O(\varepsilon^3), \quad \varepsilon \to 0.
\]

It follows from [RSI, Thm. S.14] that \( \alpha + H_{\alpha, \varepsilon} \) converges as \( \alpha \to +\infty \) to the Dirichlet Laplacian on \( \Omega_\varepsilon \) in the generalized strong resolvent sense [W00, §9.3]. Hence one gets that \( \lim_{\alpha \to \infty} (\alpha + \lambda^D_1(\varepsilon)) = \lambda^D_1(\Omega_\varepsilon) \). Although, it is not possible to derive from (1.4) the asymptotics in (1.5) without extra information on the remainder, there is still a formal connection between these two asymptotic expansions. One can check easily that

\[
v_1(d) = \sqrt{\frac{2}{d}} \frac{\pi}{d\sqrt{\alpha}} + O(\alpha^{-1}), \quad \mu_1 = -\alpha + \left( \frac{\pi}{d} \right)^2 + O(\alpha^{-1/2}), \quad \alpha \to +\infty,
\]

and consequently, the first and the second terms in the asymptotic expansion of \( \alpha + \lambda^D_1(\varepsilon) \) in (1.4) (with respect to the small parameter \( \varepsilon \)) converge to the respective terms in the asymptotic expansion of \( \lambda^D_1(\Omega_\varepsilon) \) in (1.5) as \( \alpha \to +\infty \).

**Remark 1.2.** The claim (ii) in Theorem 1.1 holds in the weak deformation regime only. To explain the point let us consider a non-negative function \( f_- \in C_0^\infty(\mathbb{R}) \) (not identically equal to zero) and the Hamiltonian \( H_{\alpha, \varepsilon} \) with the deformation defined by \( \varepsilon f_- \). It follows from Theorem 1.1 (i) that there exists \( \varepsilon_0 > 0 \) such that \( H_{\alpha, \varepsilon} \) admits a unique discrete eigenvalue for all \( \varepsilon \in (0, \varepsilon_0) \). Relying on the min-max principle we conclude that the discrete spectrum is non-empty also for all \( \varepsilon > \varepsilon_0 \) since \( (u, H_{\alpha, \varepsilon} u)_{L^2(\mathbb{R}^2)} \leq (u, H_{\alpha, \varepsilon_0} u)_{L^2(\mathbb{R}^2)} \) for any \( u \in H^2(\mathbb{R}^2) \).

Consider now a non-negative function \( f_+ \in C_0^\infty(\mathbb{R}) \) with max \( f_+ < d \) such that \( \int_{\mathbb{R}} f_+(x_1) \, dx_1 > \int_{\mathbb{R}} f_-(x_1) \, dx_1 \) and the Hamiltonian \( H_{\alpha, 1} \) with the deformation defined by \( f(x) = f_-(x_1) - f_+(x_1 - \rho), \rho > 0 \), which means that the assumption of (ii) in Theorem 1.1 is satisfied. Note that for all \( u \in H^2(\mathbb{R}^2) \) we have

\[
u \left( \Omega_1(\rho) \right) := \{ (x_1, x_2) \in \mathbb{R}^2: 0 < x_2 < d - f_+(x_1 - \rho) \}, \quad \psi \in H^2(\mathbb{R}^2) \text{ stand for the normalized ground state of } H_{\alpha, 1} \text{ corresponding to the eigenvalue } \mu < \mu_1. \text{ Then } (\psi, H_{\alpha, 1} \psi)_{L^2(\mathbb{R}^2)} = \mu + \delta(\rho), \text{ where } \delta(\rho) \to 0 \text{ as } \rho \to \infty \text{ holds in view of (1.6); this shows that the discrete spectrum of } H_{\alpha, 1} \text{ is non-empty.}
\]

While the results for soft and Dirichlet waveguides correspond to each other, though, they are obtained by very different means. The analysis of the Dirichlet waveguide in [BGRS97,\(^1\)In [EK15, Thm. 6.5] one needs to replace \( f \) by \( \frac{1}{2} f \) in the formulation (note a misprint, a missing bracket in eq. (6.17) of the book).]
EK15] relies on the ‘straightening’ of $\Omega_\varepsilon$ using an appropriate change of the coordinate system. Upon this geometric transformation the geometry of the system encoded in the function $f$ enters into coefficients in the differential expression of the Hamiltonian. In contrast, for the soft waveguides considered here we use another technique: to prove Theorem 1.1 we employ a modification of the Birman-Schwinger principle in order to derive an implicit scalar equation for the lowest eigenvalue. The remaining analysis reduces then to the study of this equation.

As our second result we obtain an expansion of the eigenfunction of $H_{\alpha,\varepsilon}$ associated to its lowest eigenvalue in the weak deformation limit of the regime $\int_{\mathbb{R}} f(x_1) \, dx_1 > 0$. In order to formulate this result we introduce the function $V_{\alpha,\varepsilon} = \sqrt{\alpha}(\chi_{\Omega_\varepsilon} - \chi_{\Omega_0})$.

**Theorem 1.2.** Let $\varepsilon \in (0, \varepsilon_0]$ and let the self-adjoint operator $H_{\alpha,\varepsilon}$ in the Hilbert space $L^2(\mathbb{R}^2)$ be defined as in (1.1). Assume that $\int_{\mathbb{R}} f(x_1) \, dx_1 > 0$ holds. For all sufficiently small $\varepsilon > 0$ the eigenfunction corresponding to the unique simple eigenvalue $\lambda_1^\varepsilon(\varepsilon)$ of $H_{\alpha,\varepsilon}$ can be represented as

$$
\psi_\varepsilon(x) = u_\varepsilon(x) + v_\varepsilon(x),
$$

where the leading contribution is

$$
u_\varepsilon(x) := \frac{v_1(x_2)}{\sqrt{\varepsilon}} \int_{\mathbb{R}^2} e^{-\delta(\varepsilon)|x_1-x'_1|} \psi_1^\varepsilon(x'_2)' \sqrt{\varepsilon} V_{\alpha,\varepsilon}(x') \, dx' \quad \text{with} \quad \delta(\varepsilon) := \varepsilon \left( \frac{\alpha v_1^2(d)}{2} \right) \int_{\mathbb{R}} f(x_1) \, dx_1
$$

and the remainder $v_\varepsilon$ is given by (4.20) below. Moreover, the norms of the two terms in the expansion (1.7) are given by

$$
\| u_\varepsilon \|_{L^2(\mathbb{R}^2)} = \sqrt{2} v_1(d) \left( \int_{\mathbb{R}} f(x_1) \, dx_1 \right)^{1/2} + O(\sqrt{\varepsilon}) \quad \text{and} \quad \| v_\varepsilon \|_{L^2(\mathbb{R}^2)} = O(\sqrt{\varepsilon}).
$$

The proof of Theorem 1.2 relies on the Birman-Schwinger principle combined with Theorem 1.1 (i). The main idea is to decompose the Birman-Schwinger operator in a convenient way; this leads to non-trivial technical estimates as we will see in Section 4 below.

In our last result we deal with the critical case, $\int_{\mathbb{R}} f(x_1) \, dx_1 = 0$. We obtain a sufficient condition on the function $f$ in terms of coupling constant $\alpha$ and strip width $d$ under which the bound state of $H_{\alpha,\varepsilon}$ exists for all sufficiently small $\varepsilon > 0$.

**Theorem 1.3.** Let $\varepsilon \in (0, \varepsilon_0]$ and let the self-adjoint operator $H_{\alpha,\varepsilon}$ in the Hilbert space $L^2(\mathbb{R}^2)$ be defined as in (1.1). Assume, in addition, that the compactly supported function $f$ is such that $f \in W^{1,1}(\mathbb{R})$ and that $\int_{\mathbb{R}} f(x_1) \, dx_1 = 0$. If the condition

$$
\frac{\int_{\mathbb{R}} |f'(x_1)|^2 \, dx_1}{\int_{\mathbb{R}} |f(x_1)|^2 \, dx_1} < \frac{\alpha v_1(d)^2}{\sqrt{-\mu_1}}
$$

is satisfied, then the operator $H_{\alpha,\varepsilon}$ has a unique simple eigenvalue below the bottom of the essential spectrum for all sufficiently small $\varepsilon > 0$.

The sufficient condition (1.8) is reminiscent of the one obtained in [EV97, Thm. 2], see also [EK15, Thm. 6.9], for the Dirichlet Laplacian on $\Omega_\varepsilon$ in the critical case and it shares with it the property that one can apply it to perturbations elongated enough: given a non-zero real-valued compactly supported function $f \in W^{1,1}(\mathbb{R})$ with $\int_{\mathbb{R}} f(x_1) \, dx_1 = 0$ one can satisfy the condition (1.8) for perturbations described by $f_\gamma(x) := f(\gamma x)$ with a sufficiently small $\gamma > 0$. On the other hand, a comparison with the sufficient condition in [EV97] analogous to
the one in Remark 1.1 is not possible here; note that the right-hand side of (1.8) is of order of $O(\alpha^{-1/2})$ as $\alpha \to +\infty$.

The proof of Theorem 1.3 given in Section 5 is purely variational. We construct a suitable trial function, which depends on a parameter, taking inspiration in the trial function used in [EV97]; optimizing the obtained condition with respect to the parameter we get (1.8). This result leaves some question open. It concerns not only a sufficient condition allowing for comparison with a critical Dirichlet strip, but also conditions ensuring the absence of the discrete spectrum for a fixed critical $f$ and large $d$ similar to what is known in the Dirichlet case [EV97].

2. Preliminaries

2.1. Essential spectrum. The essential spectrum of $H_{\alpha,\varepsilon}$ can be determined using a compact perturbation argument. In the following we use the function

$$U_{\alpha,\varepsilon} := \alpha(\chi_{\Omega_0} - \chi_0).$$

It is straightforward to see that $H_{\alpha,\varepsilon} = H_{\alpha,0} - U_{\alpha,\varepsilon}$ and that $V_{\alpha,\varepsilon} = \text{sign}(U_{\alpha,\varepsilon})|U_{\alpha,\varepsilon}|^{1/2}$.

Proposition 2.1. Let $\varepsilon \in [0, \varepsilon_0]$ and let the self-adjoint operator $H_{\alpha,\varepsilon}$ in the Hilbert space $L^2(\mathbb{R}^2)$ be defined as in (1.1), then we have $\sigma_{\text{ess}}(H_{\alpha,\varepsilon}) = [\mu_1, \infty)$.

Proof. By [Te, Thm. 10.2], $U_{\alpha,\varepsilon}$ being bounded and compactly supported is relatively compact with respect to the free Laplacian. Since $H_{\alpha,0}$ is a bounded perturbation of the free Laplacian, we conclude that $U_{\alpha,\varepsilon}$ is relatively compact with respect to $H_{\alpha,0}$ as well. Hence it follows by the stability of the essential spectrum under relatively compact perturbations that

$$\sigma_{\text{ess}}(H_{\alpha,\varepsilon}) = \sigma_{\text{ess}}(H_{\alpha,0}) = \sigma(H_{\alpha,0}) = [\mu_1, \infty).$$

\[\Box\]

2.2. Birman-Schwinger principle. Let us turn to the discrete spectrum of $H_{\alpha,\varepsilon}$. As usual, the spectral properties are encoded in its resolvent which we denote as

$$R_{\alpha,\varepsilon}(\kappa) := (H_{\alpha,\varepsilon} + \kappa^2)^{-1}$$

for $-\kappa^2 \in \rho(H_{\alpha,\varepsilon})$. An efficient tool to study the weak coupling behavior of the discrete spectrum is the Birman-Schwinger principle, that is, the following equivalence (see e.g. [B95, Lem. 1], [Si15, Prop. 7.9.2(b)])

$$-\kappa^2 \in \sigma_d(H_{\alpha,\varepsilon}) \iff (1 - \text{sign}(U_{\alpha,\varepsilon})|U_{\alpha,\varepsilon}|^{1/2}R_{\alpha,0}(\kappa)|U_{\alpha,\varepsilon}|^{1/2}) \neq 0,$$

for all $\kappa > \sqrt{-\mu_1}$; moreover, the multiplicities of the eigenvalues on the both sides are the same. It is easy to see that $\text{sign}(U_{\alpha,\varepsilon})|U_{\alpha,\varepsilon}|^{1/2}R_{\alpha,0}(\kappa)|U_{\alpha,\varepsilon}|^{1/2}$ is a compact operator in $L^2(\mathbb{R}^2)$. Moreover, this operator is non-negative provided that the profile function $f$ is non-negative.

2.3. Decomposition of the free resolvent. The key point for the further discussion is a particular decomposition of $R_{\alpha,0}(\kappa)$ which we will construct in this subsection. The operator $H_{\alpha,0}$ admits the following decomposition,

$$H_{\alpha,0} = \overline{h_0} \otimes 1 + 1 \otimes \overline{h_\alpha},$$

where $h_0$ and $h_\alpha$ are defined as in (1.3). Let us introduce the orthogonal projection $p_0\psi := (\psi, v_1)_{L^2(\mathbb{R})}v_1$ in the Hilbert space $L^2(\mathbb{R})$ corresponding to the lowest eigenvalue of $h_\alpha$. We can naturally represent $h_\alpha$ as $\mu_1p_0 \oplus h_\alpha(1-p_0)$ with respect to $L^2(\mathbb{R}) = p_0(L^2(\mathbb{R})) \oplus (1-p_0)(L^2(\mathbb{R}))$. 

\[\text{(1.3)}\]
In its turn, \( p_0 \) induces the orthogonal projection \( P_0 := 1 \otimes p_0 \) acting in the Hilbert space \( L^2(\mathbb{R}^2) = L^2(\mathbb{R}) \otimes L^2(\mathbb{R}) \) as

\[
(P_0 u)(x_1, x_2) = v_1(x_2) \int_{\mathbb{R}} u(x_1, x'_2) v_1(x'_2) \, dx'_2
\]

and the Hilbert space \( L^2(\mathbb{R}^2) \) can be accordingly decomposed into the orthogonal sum

\[
L^2(\mathbb{R}^2) = P_0(L^2(\mathbb{R}^2)) \oplus (1 - P_0)(L^2(\mathbb{R}^2)).
\]

We get \( H_{\alpha,0} = H_{\alpha,0}^I + H_{\alpha,0}^{II} \) with respect to the above decomposition of \( L^2(\mathbb{R}^2) \) where

\[
H_{\alpha,0}^I = h_0 \otimes p_0 + 1 \otimes \mu_1 p_0 \quad \text{and} \quad H_{\alpha,0}^{II} = h_0 \otimes (1 - p_0) + 1 \otimes (h_0(1 - p_0)).
\]

We decompose the resolvent \( R_{\alpha,0}(\kappa) \) into the sum of two self-adjoint operators

\[
(2.2) \quad R_{\alpha,0}(\kappa) = R_{\alpha,0}^I(\kappa) + R_{\alpha,0}^{II}(\kappa), \quad \text{where} \quad R_{\alpha,0}^I(\kappa) := R_{\alpha,0}(\kappa)P_0, \quad R_{\alpha,0}^{II}(\kappa) := R_{\alpha,0}(\kappa)(1 - P_0).
\]

Using the expression in [Te, eq. (7.47)] for the integral kernel of the resolvent of \( h_0 \) we derive the representation of \( R_{\alpha,0}(\kappa) \) as an integral operator

\[
(2.3) \quad (R_{\alpha,0}^I(\kappa)u)(x_1, x_2) = \left( ((h_0 + \kappa^2 + \mu_1)^{-1} \otimes 1) P_0 u \right)(x_1, x_2)
\]

\[
= \frac{1}{2 \sqrt{\mu_1 + \kappa^2}} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\sqrt{\mu_1 + \kappa^2} |x_1 - x'_2|} v_1(x_2) v_1(x'_2) u(x_1, x'_2) \, dx'_2 \, dx_2.
\]

Let us introduce the following new parameter \( \delta := \sqrt{\kappa^2 + \mu_1} > 0 \) for \( \kappa > \sqrt{-\mu_1} \). For the sake of convenience we also introduce the following shorthand notation,

\[
(2.4) \quad \tilde{R}_{\alpha,0}(\delta) := R_{\alpha,0}(\sqrt{\mu_1 + \delta^2}), \quad \tilde{R}_{\alpha,0}^{II}(\delta) := R_{\alpha,0}^{II}(\sqrt{\mu_1 + \delta^2}).
\]

2.4. Reformulation of the Birman-Schwinger principle. Our aim is to analyze the integral operator in the Birman-Schwinger principle (2.1). We begin by inspecting the term \( \text{sign}(U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2} \tilde{R}_{\alpha,0}(\delta) |U_{\alpha,\varepsilon}|^{1/2} \) which is a bounded integral operator in \( L^2(\mathbb{R}^2) \) with the kernel

\[
G_{\delta,\varepsilon}(x, x') = \frac{1}{2\delta} \text{sign}(U_{\alpha,\varepsilon}(x)) |U_{\alpha,\varepsilon}(x)|^{1/2} e^{-\frac{\delta}{2} |x_1 - x'_2|} v_1(x_2) v_1(x'_2) |U_{\alpha,\varepsilon}(x')|^{1/2}.
\]

where \( x = (x_1, x_2) \) and \( x' = (x'_1, x'_2) \). We decompose it into a singular and regular part,

\[
(2.5) \quad \text{sign}(U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2} \tilde{R}_{\alpha,0}(\delta) |U_{\alpha,\varepsilon}|^{1/2} = L_{\varepsilon,\delta} + M_{\varepsilon,\delta},
\]

where the integral kernels of \( L_{\varepsilon,\delta} \) and \( M_{\varepsilon,\delta} \) are of the form

\[
(2.6) \quad L_{\varepsilon,\delta}(x, x') = \frac{1}{2\delta} \text{sign}(U_{\alpha,\varepsilon}(x)) |U_{\alpha,\varepsilon}(x)|^{1/2} v_1(x_2) v_1(x'_2) |U_{\alpha,\varepsilon}(x')|^{1/2}
\]

and

\[
(2.7) \quad M_{\varepsilon,\delta}(x, x') = \text{sign}(U_{\alpha,\varepsilon}(x)) |U_{\alpha,\varepsilon}(x)|^{1/2} m_\delta(x_1, x'_1) v_1(x_2) v_1(x'_2) |U_{\alpha,\varepsilon}(x')|^{1/2},
\]

with

\[
(2.8) \quad m_\delta(x_1, x'_1) := e^{-\frac{\delta}{2} |x_1 - x'_1|} - \frac{1}{2\delta}.
\]

In view of (2.2) and (2.5) we are able to decompose the total Birman-Schwinger operator as
Note that it follows from (2.6) that \( \text{Lemma 2.2.} \) 

where 

\[ \text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2} \hat{R}_{\alpha,0}(\delta) |U_{\alpha,\varepsilon}|^{1/2} = L_{\varepsilon,\delta} + N_{\varepsilon,\delta}, \]

We obtain in the lemma below norm estimates for the non-negative bounded operator \( \hat{R}_{\alpha,0}(\delta) \) and its square root. In the formulation of this lemma we employ the continuous trace map \( \Gamma_{x_2}: H^1(\mathbb{R}^2) \to L^2(\mathbb{R}) \) for \( x_2 \in \mathbb{R} \) defined by \( \Gamma_{x_2} u := u|_{\mathbb{R} \times \{x_2\}} \), where \( u|_{\mathbb{R} \times \{x_2\}} \) is the trace of \( u \) on the straight line \( \mathbb{R} \times \{x_2\} \); (see [McL, Chap. 3]).

**Lemma 2.2.** For all \( \delta > 0 \) the following hold.

(i) There exists a constant \( A_\alpha > 0 \) (independent of \( \delta \)) such that 

\[ \| \hat{R}_{\alpha,0}(\delta) \|_{L^2 \to L^\infty} \leq A_\alpha, \]

where \( \| \cdot \|_{L^2 \to L^\infty} \) denotes the norm of an operator as a mapping from \( L^2(\mathbb{R}^2) \) into \( L^\infty(\mathbb{R}^2) \).

(ii) There exists a constant \( B_\alpha > 0 \) (independent of \( \delta \) and \( x_2 \)) such that 

\[ \| \Gamma_{x_2} (\hat{R}_{\alpha,0}(\delta))^{1/2} \|_{L^2(\mathbb{R}^2) \to L^2(\mathbb{R})} \leq B_\alpha, \quad \forall x_2 \in \mathbb{R}. \]

**Proof.** (i) Recall that 

\[ \| u \|_{H^2(\mathbb{R}^2)}^2 := \| u \|_{L^2(\mathbb{R}^2)}^2 + \| \Delta u \|_{L^2(\mathbb{R}^2)}^2 \]

defines the norm in the Sobolev space \( H^2(\mathbb{R}^2) \). By continuity of the embedding of \( H^2(\mathbb{R}^2) \) into \( L^\infty(\mathbb{R}^2) \) (see e.g. [Br, Cor. 9.13]) there exists a constant \( c > 0 \) such that 

\[ \| u \|_{L^\infty(\mathbb{R}^2)} \leq c \| u \|_{H^2(\mathbb{R}^2)} \]

for any \( u \in H^2(\mathbb{R}^2) \). We aim at estimating the norm of \( \hat{R}_{\alpha,0}(\delta) \) as a mapping from \( L^2(\mathbb{R}^2) \) into \( L^\infty(\mathbb{R}^2) \). For an arbitrary \( u \in L^2(\mathbb{R}^2) \) we get 

\begin{align*}
\| \hat{R}_{\alpha,0}(\delta) u \|_{L^2(\mathbb{R}^2)}^2 &= \| - \Delta \hat{R}_{\alpha,0}(\delta) u \|_{L^2(\mathbb{R}^2)}^2 + \| \hat{R}_{\alpha,0}(\delta) u \|_{L^2(\mathbb{R}^2)}^2 \\
&= \| - \Delta \hat{R}_{\alpha,0}(\delta)(1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 + \| \hat{R}_{\alpha,0}(\delta)(1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 \\
&= \| (\alpha + \kappa^2 + \alpha \chi \Omega_0 - \kappa^2) \hat{R}_{\alpha,0}(\delta)(1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 \\
&\quad + \| \hat{R}_{\alpha,0}(\delta)(1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 \\
&\leq 2 \| (1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 + (2(\alpha + \kappa^2)^2 + 1) \| \hat{R}_{\alpha,0}(\delta)(1 - P_0) u \|_{L^2(\mathbb{R}^2)}^2 \\
&\leq \left( 2 + \frac{2(\alpha + \kappa^2)^2 + 1}{(\mu_2 - \mu_1 + \delta^2)^2} \right) \| u \|_{L^2(\mathbb{R}^2)}^2 \\
&\leq \left( 2 + \frac{2(\alpha - \mu_1)^2 + 1}{(\mu_2 - \mu_1)^2} \right) \| u \|_{L^2(\mathbb{R}^2)}^2,
\end{align*}

where we used the expression (2.10) in the first step, employed in the second step the definition of \( \hat{R}_{\alpha,0} \) given in (2.2)-(2.4), performed simple algebraic manipulations in the third step, applied the triangle inequality for the norm in the fourth step, employed the spectral theorem in the
penultimate step, and finally, used the fact that the pre-factor is maximal for $\delta = 0$ in the last step. Combining the last estimate with (2.11) we obtain that

$$\|\hat{R}_{\alpha,0}^{I}(\delta)\|_{L^2 \to L^\infty} \leq A_\alpha,$$

for $A_\alpha := c \left( 2 + \frac{2(\alpha - \mu_1)^2 + 1}{(\mu_2 - \mu_1)^2} \right)^{1/2}$.

(ii) It follows from the definitions of the operator $\hat{R}_{\alpha,0}^{II}(\delta)$ and the projection $P_0$ that

$$\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} = (H_{\alpha,0} - \mu_1 + \delta^2)^{-1/2}(1 - P_0).$$

In particular, we conclude that $\text{ran}(\hat{R}_{\alpha,0}^{II}(\delta))^{1/2} \subset H^1(\mathbb{R}^2)$. Recall that

$$\|u\|_{H^1(\mathbb{R}^2)}^2 := \|u\|_{L^2(\mathbb{R}^2)}^2 + \|\nabla u\|_{L^2(\mathbb{R}^2;\mathbb{C}^2)}^2$$

defines the norm in the Sobolev space $H^1(\mathbb{R}^2)$. By continuity of the trace mapping $\Gamma_{x_2}$ (see e.g. [McL, Lem. 3.35]) there exists a constant $c' > 0$ such that

$$\|\Gamma_{x_2} u\|_{L^2(\mathbb{R})} \leq c' \|u\|_{H^1(\mathbb{R}^2)}$$

for any $u \in H^1(\mathbb{R}^2)$ and $x_2 \in \mathbb{R}$. For any $u \in L^2(\mathbb{R}^2)$ we find

$$\left\|\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right\|_{H^1(\mathbb{R}^2)}^2 = \left\|\nabla\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right\|_{L^2(\mathbb{R}^2;\mathbb{C}^2)}^2 + \left\|\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right\|_{L^2(\mathbb{R}^2)}^2 \leq b_{\alpha,0}\left[\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right] + (\alpha + 1)\left\|\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right\|_{L^2(\mathbb{R}^2)}^2,$$

where the quadratic form $b_{\alpha,0}$ is defined as in (1.2). Using the second representation theorem [K95, Chap. VI, Thm. 2.23] and the expression (2.12) we obtain that

$$\left\|\left(\hat{R}_{\alpha,0}^{II}(\delta)\right)^{1/2} u\right\|_{H^1(\mathbb{R}^2)}^2 \leq \left\|\left(H_{\alpha,0} - \mu_1 + \delta^2\right)^{-1/2}(1 - P_0)u\right\|_{L^2(\mathbb{R}^2)}^2 \leq \left\|\frac{\lambda + \alpha + 1}{\lambda - \mu_1 + \delta^2}\right\| \|u\|_{L^2(\mathbb{R}^2)}^2 \leq \frac{\mu_2 + \alpha + 1}{\mu_2 - \mu_1} \|u\|_{L^2(\mathbb{R}^2)}^2,$$

where we applied the spectral theorem in between. It follows from the last estimate combined with (2.13) that

$$\|\Gamma_{x_2} (\hat{R}_{\alpha,0}^{II}(\delta))^{1/2}\|_{L^2(\mathbb{R}^2) \to L^2(\mathbb{R})} \leq B_\alpha,$$

for $B_\alpha := c' \left(\frac{\mu_2 + \alpha + 1}{\mu_2 - \mu_1}\right)^{1/2}$.

In the next lemma we get an estimate on the norm of the operator $N_{\varepsilon,\delta}$ and analyze its dependence on $\varepsilon$ and $\delta$.

**Lemma 2.3.** For all $\varepsilon, \delta > 0$ the operator $N_{\varepsilon,\delta} : L^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$ is bounded and its norm satisfies $\|N_{\varepsilon,\delta}\| \leq C \|U_{\alpha,\varepsilon}\|_{L^1(\mathbb{R})}$ with a constant $C > 0$ independent of $\varepsilon$ and $\delta$. In particular, $\|N_{\varepsilon,\delta}\| \to 0$ holds as $\varepsilon \to 0$ uniformly in $\delta$. Moreover, the operator-valued function $(0, \varepsilon_0) \times (0, \infty) \ni (\varepsilon, \delta) \mapsto N_{\varepsilon,\delta}$ is continuous in the operator norm.

**Proof.** **Step 1.** In this step we estimate the norm of $M_{\varepsilon,\delta}$. To this aim, we note that using the inequality $1 - e^{-x} \leq x$ for $x \geq 0$ we find for $(x_1, x_2), (x_1', x_2') \in \text{supp} \, U_{\alpha,\varepsilon}$ the bound

$$|m_{\delta}(x_1, x_1')| \leq M,$$
Therefore, the kernel of $M_{\varepsilon, \delta}$ given by (2.7) admits the pointwise estimate

$$|M_{\varepsilon, \delta}(x, x')| \leq M |U_{\alpha, \varepsilon}(x)|^{1/2} v_1(x_2) v_1(x'_2) |U_{\alpha, \varepsilon}(x')|^{1/2}.$$ 

Since the support of $U_{\alpha, \varepsilon}$ is bounded uniformly for all sufficiently small $\varepsilon > 0$, we obtain that

$$\|M_{\varepsilon, \delta}\| \leq \|M_{\varepsilon, \delta}\|_{HS} \leq M \left( \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} |U_{\alpha, \varepsilon}(x)| v_1^2(x_2) v_1^2(x'_2) |U_{\alpha, \varepsilon}(x')| \, dx \, dx' \right)^{1/2} \leq M \|U_{\alpha, \varepsilon}\|_{L^1(\mathbb{R}^2)} \|v_1\|_{L^2(\mathbb{R};)}^2,$$

(2.15) 

here $\| \cdot \|_{HS}$ stands for the Hilbert–Schmidt norm.

**Step 2.** Our next aim is to estimate the norm of $\text{sign}(U_{\alpha, \varepsilon}) |U_{\alpha, \varepsilon}|^{1/2} \hat{R}^{II}_{\alpha, 0}(\delta) |U_{\alpha, \varepsilon}|^{1/2}$. Using Lemma 2.2 (ii) we get

$$\|\text{sign}(U_{\alpha, \varepsilon}) |U_{\alpha, \varepsilon}|^{1/2} \hat{R}^{II}_{\alpha, 0}(\delta) |U_{\alpha, \varepsilon}|^{1/2}\| \leq \|U_{\alpha, \varepsilon}|^{1/2} \hat{R}^{II}_{\alpha, 0}(\delta) \|^{1/2} \|^2$$

$$\leq \alpha \int_{d+\varepsilon \max f} \left\|T_{x_2}(\hat{R}^{II}_{\alpha, 0}(\delta)) \right\|_{L^2(\mathbb{R}^2) \to L^2(\mathbb{R})}^2 \, dx_2$$

$$\leq \alpha \varepsilon (\max f - \min f) B_{\alpha}^2 = \frac{\max f - \min f}{\|f\|_{L^1(\mathbb{R})}} B_{\alpha}^2 \|U_{\alpha, \varepsilon}\|_{L^1(\mathbb{R}^2)}.$$ 

(2.16) 

The upper bound on the norm of $N_{\varepsilon, \delta}$ follows from (2.15) and (2.16) combined with the triangle inequality.

**Step 3.** In this step we will show that $N_{\varepsilon, \delta}$ is continuous in the operator norm as a function of $\varepsilon$ and $\delta$. Continuity with respect to $\delta$ follows from the representation

$$N_{\varepsilon, \delta} = \text{sign}(U_{\alpha, \varepsilon}) |U_{\alpha, \varepsilon}|^{1/2} \hat{R}_{\alpha, 0}(\delta) |U_{\alpha, \varepsilon}|^{1/2} - L_{\varepsilon, \delta}$$

combined with the continuity in $\delta$ of $L_{\varepsilon, \delta}$ and of the resolvent $\hat{R}_{\alpha, 0}(\delta)$ in the operator norm.

Continuity with respect to $\varepsilon$ is more subtle. Let us take $\varepsilon_1, \varepsilon_2 \in (0, \varepsilon_0)$; our aim is to show that $\|N_{\varepsilon_1, \delta} - N_{\varepsilon_2, \delta}\| \to 0$ holds as $\varepsilon_1 \to \varepsilon_2$. We use the notation

$$V_{\alpha, \varepsilon_1, \varepsilon_2}(x) := \text{sign}(U_{\alpha, \varepsilon_1}(x)) |U_{\alpha, \varepsilon_1}(x)|^{1/2} - \text{sign}(U_{\alpha, \varepsilon_2}(x)) |U_{\alpha, \varepsilon_2}(x)|^{1/2},$$

$$W_{\alpha, \varepsilon_1, \varepsilon_2}(x) := |U_{\alpha, \varepsilon_1}(x)|^{1/2} - |U_{\alpha, \varepsilon_2}(x)|^{1/2};$$

by means of the triangle inequality for the operator norm we then get

$$\|N_{\varepsilon_1, \delta} - N_{\varepsilon_2, \delta}\| \leq \|M_{\varepsilon_1, \delta} - M_{\varepsilon_2, \delta}\| + \|\text{sign}(U_{\alpha, \varepsilon_2}) |U_{\alpha, \varepsilon_2}|^{1/2} \hat{R}^{II}_{\alpha, 0}(\delta) W_{\alpha, \varepsilon_1, \varepsilon_2}\|$$

$$+ \|V_{\alpha, \varepsilon_1, \varepsilon_2} \hat{R}_{\alpha, 0}(\delta) |U_{\alpha, \varepsilon_1}|^{1/2}\|.$$

(2.17)
Let us recall the notation \( V_{\alpha,\varepsilon} = \text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2} \). Estimating the norm of the difference \( M_{\varepsilon_1,\delta} - M_{\varepsilon_2,\delta} \) from above by its Hilbert-Schmidt norm we get

\[
\| M_{\varepsilon_1,\delta} - M_{\varepsilon_2,\delta} \|^2 \leq \| M_{\varepsilon_1,\delta} - M_{\varepsilon_2,\delta} \|^2_{\text{HS}} \leq M^2 \int_{\mathbb{R}} \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon_1}(x) V_{\alpha,\varepsilon_1}(x')| - |V_{\alpha,\varepsilon_2}(x) V_{\alpha,\varepsilon_2}(x')|\, dx \, dx' \leq 4M^2\alpha^2 \| v \|_{L^\infty(\mathbb{R})} |(\Omega_{\varepsilon_1} \times \Omega_{\varepsilon_1}) \Delta (\Omega_{\varepsilon_2} \times \Omega_{\varepsilon_2})| \to 0, \quad \text{as} \; \varepsilon_2 \to \varepsilon_1,
\]

where \( \mathcal{A} \Delta \mathcal{B} = (\mathcal{A} \setminus \mathcal{B}) \cup (\mathcal{B} \setminus \mathcal{A}) \) is the symmetric difference for open sets \( \mathcal{A}, \mathcal{B} \) and \( M \) is as in (2.14). Using Lemma 2.2(i) we get

\[
J_{\varepsilon_1,\varepsilon_2} := \left\| \text{sign} (U_{\alpha,\varepsilon_2}) |U_{\alpha,\varepsilon_2}|^{1/2} \hat{R}_{\alpha,0}^{(H)} (\delta) U_{\alpha,\varepsilon_2} \right\| \\
= \| W_{\alpha,\varepsilon_1,\varepsilon_2} \hat{R}_{\alpha,0}^{(H)} (\delta) \text{sign} (U_{\alpha,\varepsilon_2}) |U_{\alpha,\varepsilon_2}|^{1/2} \| \leq \| W_{\alpha,\varepsilon_1,\varepsilon_2} \|_{L^2(\mathbb{R}^2)} \cdot \| \hat{R}_{\alpha,0}^{(H)} (\delta) \|_{L^2 \to L^\infty} \cdot \| |U_{\alpha,\varepsilon_2}|^{1/2} \|_{L^\infty(\mathbb{R}^2)} \leq \alpha |\Omega_{\varepsilon_1} \Delta \Omega_{\varepsilon_2}|^{1/2} A_\alpha \to 0 \quad \text{as} \; \varepsilon_2 \to \varepsilon_1.
\]

In a similar way, we obtain the following estimate

\[
J_{\varepsilon_1,\varepsilon_2} := \left\| V_{\alpha,\varepsilon_1,\varepsilon_2} \hat{R}_{\alpha,0}^{(H)} (\delta) |U_{\alpha,\varepsilon_1}|^{1/2} \right\| \\
\leq \| V_{\alpha,\varepsilon_1,\varepsilon_2} \|_{L^2(\mathbb{R}^2)} \cdot \| \hat{R}_{\alpha,0}^{(H)} (\delta) \|_{L^2 \to L^\infty} \cdot \| |U_{\alpha,\varepsilon_1}|^{1/2} \|_{L^\infty(\mathbb{R}^2)} \leq 2\alpha |\Omega_{\varepsilon_1} \Delta \Omega_{\varepsilon_2}|^{1/2} A_\alpha \to 0 \quad \text{as} \; \varepsilon_2 \to \varepsilon_1.
\]

Combining (2.17) with (2.18), (2.19), (2.20) we conclude that \( N_{\alpha,\varepsilon} \) is continuous in the operator norm with respect to \( \varepsilon \).

In the next proposition we show that if for all sufficiently small \( \varepsilon > 0 \) the discrete spectrum of \( H_{\alpha,\varepsilon} \) is non-empty for a certain profile function \( f \), then this discrete spectrum necessarily consists of a unique simple eigenvalue.

**Proposition 2.4.** The number of the eigenvalues \( N_{\alpha}(\varepsilon) \), with multiplicities taken into account, of the operator \( H_{\alpha,\varepsilon} \) lying in the interval \(( -\infty, \mu_1 ) \) satisfies the bound \( N_{\alpha}(\varepsilon) \leq 1 \) for all sufficiently small \( \varepsilon > 0 \).

**Proof.** Without loss of generality we may assume that the profile function \( f \) is non-negative. Should \( f \) be sign-changing we can replace \( f \) by a non-negative profile function \( g := \max \{ f, 0 \} \). Upon such a replacement, the essential spectrum of \( H_{\alpha,\varepsilon} \) remains the same, but the modified operator becomes smaller in the form sense, and hence in view of the min-max principle the value \( N_{\alpha}(\varepsilon) \) can not decrease.

By [Si15, Thm. 7.9.4] (see also [FS11, Eq. (1.14)]) we obtain that the dimension of the spectral subspace of the operator \( H_{\alpha,\varepsilon} \) corresponding to the interval \(( -\infty, \mu_1 - \delta^2 ) \) with \( \delta > 0 \) is equal to the dimension \( n_{\alpha,\delta}(\varepsilon) \) of the spectral subspace of the self-adjoint operator \( L_{\varepsilon,\delta} + N_{\varepsilon,\delta} \) corresponding to the interval \(( 1, \infty ) \). For all sufficiently small \( \varepsilon > 0 \) we have by Lemma 2.3 that \( |N_{\alpha,\varepsilon}\delta| < 1 \) for any \( \delta > 0 \). Hence we can conclude from the facts that \( N_{\alpha,\delta} \) is self-adjoint that \( L_{\varepsilon,\delta} \) is a self-adjoint rank-one operator combined with the perturbation result [BS87, §9.3, Thm. 3] that \( n_{\alpha,\delta}(\varepsilon) \leq 1 \) for all sufficiently small \( \varepsilon > 0 \) and any \( \delta > 0 \). In this way, we obtain that \( N_{\alpha}(\varepsilon) \leq 1 \). \( \Box \)
In the next lemma we reformulate the Birman-Schwinger principle (2.1) in a more convenient form for all sufficiently small $\varepsilon > 0$. Moreover, we use this new formulation to derive a scalar equation that the lowest eigenvalue must satisfy.

**Lemma 2.5.** For all sufficiently small $\varepsilon > 0$

$$\dim \ker (H_{\alpha,\varepsilon} - \mu_1 + \delta^2) = \dim \ker (I - (1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}) \leq 1,$$

and,

$$\tag{2.21} \ker (I - (1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}) \neq \{0\}$$

holds if and only if

$$\tag{2.22} F(\varepsilon, \delta) = 1$$

with

$$F(\varepsilon, \delta) := \frac{1}{2\delta} \int_{\mathbb{R}^2} |U_{\alpha,\varepsilon}(x)|^{1/2}v_1(x_2)((1 - N_{\varepsilon,\delta})^{-1}\text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2}v_1)(x) \, dx;$$

where we interpret the second entry of $v_1$ as the function $\mathbb{R}^2 \ni (x_1, x_2) \mapsto v_1(x_2)$. Moreover, the function $F$ is continuous in $\varepsilon$ and $\delta$ for sufficiently small $\varepsilon > 0$ and for $\delta > 0$.

**Proof.** It follows from the decomposition (2.9) in combination with the Birman-Schwinger principle (2.1) that

$$\dim \ker (H_{\alpha,\varepsilon} - \mu_1 + \delta^2) = \dim \ker (I - L_{\varepsilon,\delta} - N_{\varepsilon,\delta}).$$

By Lemma 2.3 the operator $I - N_{\varepsilon,\delta}$ is invertible for all $\varepsilon > 0$ small enough, so that

$$\ker (I - N_{\varepsilon,\delta} - L_{\varepsilon,\delta}) = \ker (I - (1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta})$$

and we have restated the problem of identifying discrete eigenvalues of $H_{\alpha,\varepsilon}$ to the analysis of $\ker (I - (1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta})$.

Note that $L_{\varepsilon,\delta}$ is by (2.6) a rank-one operator, and therefore the same holds for $(1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}$. Consequently, the operator $(1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}$ has one non-zero eigenvalue of multiplicity one, which yields $\dim \ker (1 - (1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}) \leq 1$. Using (2.6) again, we can conclude that the corresponding eigenfunction is (a multiple of) $\phi_0 := (1 - N_{\varepsilon,\delta})^{-1}(\text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2}v_1)$. Moreover, we have

$$(1 - N_{\varepsilon,\delta})^{-1}L_{\varepsilon,\delta}\phi_0 = \frac{1}{2\delta} \left(\int_{\mathbb{R}^2} |U_{\alpha,\varepsilon}(x)|^{1/2}v_1(x_2)((1 - N_{\varepsilon,\delta})^{-1}(\text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2}v_1))(x) \, dx \right)\phi_0.$$ 

The condition (2.21) is satisfied if the mentioned eigenvalue equals one, in other words, if equation (2.22) has a solution.

The function $F$ can be viewed as

$$\tag{2.23} F(\varepsilon, \delta) = \frac{1}{2\delta} \left( |U_{\alpha,\varepsilon}|^{1/2}v_1, (1 - N_{\varepsilon,\delta})^{-1}(\text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2}v_1) \right)_{L^2(\mathbb{R}^2)}.$$

In view of Lemma 2.3 the operator-valued function $(1 - N_{\varepsilon,\delta})^{-1}$ is continuous with respect to $\varepsilon$ and $\delta$ in the operator norm for all $\varepsilon > 0$ sufficiently small. The functions $|U_{\alpha,\varepsilon}|^{1/2}v_1$ and $\text{sign} (U_{\alpha,\varepsilon}) |U_{\alpha,\varepsilon}|^{1/2}v_1$ are obviously continuous in the norm of $L^2(\mathbb{R}^2)$ with respect to variation of the parameter $\varepsilon$. Consequently, it follows from the representation (2.23) that the function $F$ is continuous in $\varepsilon$ and $\delta$ for $\delta > 0$ and sufficiently small $\varepsilon$. \qed
3. Proof of Theorem 1.1

Now we can analyze the spectral equation (2.22). Using Lemma 2.3 we can expand for all sufficiently small \( \varepsilon > 0 \) the inverse into the Neumann series, \((1 - N_{\varepsilon, \delta})^{-1} = 1 + N_{\varepsilon, \delta} + N_{\varepsilon, \delta}^2 + \cdots\), which allows us to write the function \( F \) in the form of a series,

\[
F(\varepsilon, \delta) = \sum_{j=0}^{\infty} \frac{1}{2^j} \left( \int_{\mathbb{R}^2} |U_{\alpha, \varepsilon}(x)|^{1/2} v_1(x_2) \left( (N_{\varepsilon, \delta})^j \text{sign}(U_{\alpha, \varepsilon}) |U_{\alpha, \varepsilon}|^{1/2} v_1 \right)(x) \, dx \right).
\]

For \( j \geq 1 \) we can estimate the integral in the bracket using Lemma 2.3 and the Cauchy-Schwarz inequality

\[
\left| \int_{\mathbb{R}^2} |U_{\alpha, \varepsilon}(x)|^{1/2} v_1(x_2) \left( (N_{\varepsilon, \delta})^j \text{sign}(U_{\alpha, \varepsilon}) |U_{\alpha, \varepsilon}|^{1/2} v_1 \right)(x) \, dx \right|
\leq \left( \|(N_{\varepsilon, \delta})^j \| \cdot \| |U_{\alpha, \varepsilon}|^{1/2} v_1 \|_{L^2(\mathbb{R}^2)} \right)
\leq C^j \| |U_{\alpha, \varepsilon}|^{1/2} v_1 \|_{L^1(\mathbb{R}^2)}^2.
\]

Let us introduce the function \( G(\varepsilon, \delta) := \delta - \delta F(\varepsilon, \delta) \). We get from Lemma 2.5 that \( \mu_1 - \delta^2 \) is an eigenvalue of \( H_{\alpha, \varepsilon} \) if, and only if \( G(\varepsilon, \delta) = 0 \). Observe that \( G \) is continuous for \( \delta > 0 \) and for sufficiently small \( \varepsilon > 0 \). The above estimates allow us to write

\[
G(\varepsilon, \delta) = \delta - \frac{1}{2} \int_{\mathbb{R}^2} U_{\alpha, \varepsilon}(x) v_1^2(x_2) \, dx + O_u\left( \| U_{\alpha, \varepsilon} \|_{L^2(\mathbb{R}^2)}^2 \right), \quad \varepsilon \to 0,
\]

where \( O_u(g(\varepsilon)) \) stands for a function in \( \varepsilon \) and \( \delta \) that can be bounded from above by \( |g(\varepsilon)| \) multiplied by a positive constant, which is independent of \( \delta \). Using that \( v_1 \in H^2(\mathbb{R}) \) and that \( H^2(\mathbb{R}) \) is continuously embedded into \( C^1(\mathbb{R}) \) (see e.g. [Br, Cor. 9.13]) we get \( v_1(d + \varepsilon') = v_1(d) + O(\varepsilon') \) as \( \varepsilon' \to 0 \). In this way, we arrive at the expansion

\[
G(\varepsilon, \delta) = \delta - \frac{\alpha v_1^2(d)}{2} (|\Omega_\varepsilon \setminus \Omega_0| - |\Omega_0 \setminus \Omega_\varepsilon|) + O_u(\varepsilon^2), \quad \varepsilon \to 0.
\]

(3.1)

This asymptotics is equivalent to the fact that there exists a constant \( c' > 0 \) independent of \( \delta > 0 \) and such that

\[
\delta - \frac{\alpha v_1^2(d)}{2} \int_{\mathbb{R}} f(x_1) \, dx_1 - c' \varepsilon^2 \leq G(\varepsilon, \delta) \leq \delta - \frac{\alpha v_1^2(d)}{2} \int_{\mathbb{R}} f(x_1) \, dx_1 + c' \varepsilon^2.
\]

Assume that \( \int_{\mathbb{R}} f(x_1) \, dx_1 > 0 \). Then for sufficiently small \( \varepsilon > 0 \) we define

\[
\delta_{\pm}(\varepsilon) = \frac{\alpha v_1^2(d)}{2} \int_{\mathbb{R}} f(x_1) \, dx_1 \pm 2c' \varepsilon^2 > 0
\]

and we have \( G(\varepsilon, \delta_{+}(\varepsilon)) > 0 \) and \( G(\varepsilon, \delta_{-}(\varepsilon)) < 0 \). Hence by continuity of \( G \) with respect to \( \delta \) we get that there exists \( \delta(\varepsilon) \in (\delta_{-}(\varepsilon), \delta_{+}(\varepsilon)) \) such that \( G(\varepsilon, \delta(\varepsilon)) = 0 \) and it admits the asymptotic expansion

\[
\delta(\varepsilon) = \frac{\alpha v_1^2(d)}{2} \int_{\mathbb{R}} f(x_1) \, dx_1 + O(\varepsilon^2), \quad \varepsilon \to 0.
\]

(3.2)
As a result we get from Proposition 2.4 and Lemma 2.5 that for all sufficiently small \( \varepsilon > 0 \) there is a unique simple eigenvalue \( \lambda_0^\varepsilon(\varepsilon) = \mu_1 - \delta(\varepsilon)^2 \) of \( H_{\alpha,\varepsilon} \) below the threshold of the essential spectrum and this eigenvalue admits the expansion

\[
\lambda_0^\varepsilon(\varepsilon) = \mu_1 - \varepsilon^2 \left( \frac{\alpha^2 v_4^4(d)}{4} \right) \left( \int_{\mathbb{R}} f(x_1) \, dx_1 \right)^2 + O(\varepsilon^3), \quad \varepsilon \to 0,
\]

Thus, the claim of (i) is proved.

In the case that \( \int_{\mathbb{R}} f(x_1) \, dx_1 < 0 \) we immediately conclude from (3.1) that for any sufficiently small \( \varepsilon > 0 \) there is no \( \delta > 0 \) such that \( G(\varepsilon, \delta) = 0 \). By Lemma 2.5 the operator \( H_{\alpha,\varepsilon} \) has then no eigenvalues below \( \mu_1 \) for all sufficiently small \( \varepsilon > 0 \) and hence the claim of (ii) is proved as well.

4. Proof of Theorem 1.2

Recall that by Theorem 1.1(i) under the assumption \( \int_{\mathbb{R}} f(x_1) \, dx_1 > 0 \) the discrete spectrum of \( H_{\alpha,\varepsilon} \) consists of a unique simple eigenvalue \( \lambda_0^\varepsilon(\varepsilon) < \mu_1 \) for all sufficiently small \( \varepsilon > 0 \). Let \( \delta(\varepsilon) > 0 \) be such that \( \lambda_0^\varepsilon(\varepsilon) = \mu_1 - \delta(\varepsilon)^2 \) holds as in the proof of Theorem 1.1. For the sake of brevity we use the notation \( V_{\alpha,\varepsilon} = \text{sign} \left( U_{\alpha,\varepsilon} \right) \left| U_{\alpha,\varepsilon} \right|^{1/2} \) and \( L_\varepsilon := L_{\alpha,\varepsilon}(\varepsilon) \), \( N_\varepsilon := N_{\alpha,\varepsilon}(\varepsilon) \), \( M_\varepsilon := M_{\alpha,\varepsilon}(\varepsilon) \) where the operator-valued functions \( L_{\alpha,\varepsilon}, N_{\alpha,\varepsilon} \) and \( M_{\alpha,\varepsilon} \) are defined as in the beginning of Subsection 2.4. In the course of the proof \( \varepsilon > 0 \) is assumed to be sufficiently small.

Step 1. Let us pick a non-trivial real-valued function \( \phi_\varepsilon \in \ker(1 - V_{\alpha,\varepsilon}\tilde{R}_{\alpha,0}(\delta(\varepsilon))|V_{\alpha,\varepsilon}|) \), which exists by the Birman-Schwinger principle (2.1). According to [B95, Lem. 1],

\[
(4.1) \quad f_\varepsilon := \tilde{R}_{\alpha,0}(\delta(\varepsilon))\phi_\varepsilon
\]

is an eigenfunction of \( H_{\alpha,\varepsilon} \) corresponding to the eigenvalue \( \lambda_0^\varepsilon(\varepsilon) = \mu_1 - \delta(\varepsilon)^2 \). Using Lemma 2.3 we get that \( \|N_\varepsilon\| \to 0 \) as \( \varepsilon \to 0 \). Hence in view of the decomposition performed in Subsection 2.4 we equivalently have that

\[
\phi_\varepsilon \in \ker \left( 1 - (1 - N_\varepsilon)^{-1}L_\varepsilon \right).
\]

Relying on the expansion of \( (1 - N_\varepsilon)^{-1} = I + (1 - N_\varepsilon)^{-1}N_\varepsilon \) we get that

\[
(4.2) \quad \phi_\varepsilon = \left( I + N_\varepsilon (1 - N_\varepsilon)^{-1} \right) L_\varepsilon \phi_\varepsilon,
\]

where one has

\[
(L_\varepsilon \phi_\varepsilon)(x) = \frac{C_{\phi_\varepsilon}}{2\delta(\varepsilon)} \omega_{\alpha,\varepsilon}(x),
\]

with

\[
C_{\phi_\varepsilon} := \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon}(x)| v_1(x_2) \phi_\varepsilon(x) \, dx \quad \text{and} \quad \omega_{\alpha,\varepsilon}(x) := V_{\alpha,\varepsilon}(x)v_1(x_2).
\]

Substituting (4.2) into (4.1) we get

\[
(4.3) \quad f_\varepsilon = \tilde{R}_{\alpha,0}(\delta(\varepsilon))\phi_\varepsilon = \left[ \tilde{R}_{\alpha,0}^I(\delta(\varepsilon)) + \tilde{R}_{\alpha,0}^{II}(\delta(\varepsilon)) \right] \phi_\varepsilon
\]

\[
= \frac{C_{\phi_\varepsilon}}{2\delta(\varepsilon)} \left\{ \tilde{R}_{\alpha,0}^I(\delta(\varepsilon))\omega_{\alpha,\varepsilon} + \tilde{R}_{\alpha,0}^{II}(\delta(\varepsilon))N_\varepsilon(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon} + \tilde{R}_{\alpha,0}^{II}(\delta(\varepsilon))(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon} \right\},
\]
where the operator-valued functions \( \hat{R}_{\alpha,0}^I \) and \( \hat{R}_{\alpha,0}^{II} \) are defined as in (2.4). We may drop the constant factor \( \frac{C_{\alpha,0}}{2\delta(\varepsilon)} \) by changing the normalization and consider the eigenfunction in the form

\[
\psi_\varepsilon := \hat{R}_{\alpha,0}^I(\delta(\varepsilon))\omega_{\alpha,\varepsilon} + \hat{R}_{\alpha,0}^{II}(\delta(\varepsilon))\Omega_{\varepsilon}(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon} + \hat{R}_{\alpha,0}^{II}(\delta(\varepsilon))(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon}.
\]

The remaining analysis reduces to separate consideration of the three terms at the right-hand side of (4.4) which we denote as \( a_\varepsilon, b_\varepsilon, c_\varepsilon \in L^2(\mathbb{R}^2) \).

Step 2. In this step we show an auxiliary asymptotic expansion, special cases of which will be used in the next step of the proof in the estimates for the quantities (4.5). Let \( (g_\varepsilon) \) be a family of arbitrary functions \( g_\varepsilon \in L^2_{\text{loc}}(\mathbb{R}^2) \). Our aim is to show that the norm of \( h_\varepsilon := \hat{R}_{\alpha,0}^I(\delta(\varepsilon))V_{\alpha,\varepsilon}g_\varepsilon \) has the asymptotic expansion

\[
\|h_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1 + O(\varepsilon))}{4\delta(\varepsilon)^3} \left| \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x)g_\varepsilon(x)dx \right|^2, \quad \varepsilon \to 0.
\]

We remark that although the family of functions \( g_\varepsilon \) is not assumed to be in \( L^2(\mathbb{R}^2) \) still the function \( h_\varepsilon \) is well defined if we interpret it as the operator \( \hat{R}_{\alpha,0}^I(\delta(\varepsilon)) \) applied to the product \( V_{\alpha,\varepsilon}g_\varepsilon \), which clearly belongs to the Hilbert space \( L^2(\mathbb{R}^2) \) and also to the Banach space \( L^1(\mathbb{R}^2) \).

Using the definition of \( \hat{R}_{\alpha,0}^I \) and the formula (2.3) we find that

\[
h_\varepsilon(x) = \frac{v_1(x_2)}{2\delta(\varepsilon)} \int_{\mathbb{R}^2} e^{-\delta(\varepsilon)|x_1-x_2|}v_1(x_2)V_{\alpha,\varepsilon}(x')g_\varepsilon(x')dx'.
\]

Using the fact that \( v_1 \) is normalized in \( L^2(\mathbb{R}) \) and replacing \( v_1(x) \) in the neighbourhood of the point \( x = d \) by the expansion \( v_1(x) = v_1(d) + O(|x - d|) \) as \( x \to d \), we get

\[
\|h_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1 + O(\varepsilon))}{4\delta(\varepsilon)^3} \left| \int_{\mathbb{R}^2} e^{-\delta(\varepsilon)|x_1-x_2|}V_{\alpha,\varepsilon}(x')g_\varepsilon(x')dx' \right|^2 dx_1.
\]

Performing the substitution \( t = \delta(\varepsilon)x_1 \) in the outer integral we can rewrite the above formula as

\[
\|h_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1 + O(\varepsilon))}{4\delta(\varepsilon)^3} \left| \int_{\mathbb{R}^2} e^{-|t-x_2|}V_{\alpha,\varepsilon}(x')g_\varepsilon(x')dx' \right|^2 dt.
\]

Since the support of \( V_{\alpha,\varepsilon} \) is compact and one has \( \delta(\varepsilon) = O(\varepsilon) \) as \( \varepsilon \to 0 \) by Theorem 1.1(i), it is not hard to see that there is a constant \( C > 0 \) such that the inequality

\[
|e^{-|t-\delta(\varepsilon)x_2'|} - e^{-|t|}| \leq C\varepsilon
\]

holds for all \( x' = (x'_1, x'_2) \in \text{supp} V_{\alpha,\varepsilon} \) and all \( t \in \mathbb{R} \). Hence we get

\[
\|h_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1 + O(\varepsilon))}{4\delta(\varepsilon)^3} \left| \int_{\mathbb{R}^2} e^{-2|t|} \left| \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x')g_\varepsilon(x')dx' \right|^2 dt \right| = \frac{v_1^2(d)(1 + O(\varepsilon))}{4\delta(\varepsilon)^3} \left| \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x')g_\varepsilon(x')dx' \right|^2. \]
Step 3. In this step we analyze the terms \( a_\varepsilon, b_\varepsilon, \) and \( c_\varepsilon \) in (4.5). First we consider \( a_\varepsilon \); using the definitions of \( \hat{R}_{0,0}^I \) and of \( \omega_{\alpha,\varepsilon} \) we obtain

\[
a_\varepsilon(x) = \frac{v_1(x_2)}{2\delta(\varepsilon)} \int_{\mathbb{R}^2} e^{-\delta(\varepsilon)|x_1-x'_1|} v_1^2(x'_2)V_{\alpha,\varepsilon}(x') \, dx'.
\]

Applying (4.6) with \( g_\varepsilon(x) := v_1(x_2) \in L_{\text{loc}}^2(\mathbb{R}^2) \) we get

\[
\|a_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1+O(\varepsilon))}{4\delta(\varepsilon)^3} \left[ \int_{\mathbb{R}^2} v_1(x_2)V_{\alpha,\varepsilon}(x) \, dx \right]^2
\]

\[
= \frac{\alpha\varepsilon^2 v_1^4(d)(1+O(\varepsilon))}{4\delta(\varepsilon)^3} \left[ \int_{\mathbb{R}} f(x_1) \, dx_1 \right]^2
\]

\[
= \frac{2(1+O(\varepsilon))}{\varepsilon^2 \delta(\varepsilon)} \left[ \int_{\mathbb{R}} f(x_1) \, dx_1 \right]^{-1},
\]

where in the last step we used the expansion of \( \delta(\varepsilon) \) implicitly given in Theorem 1.1(i).

Next we consider the term \( b_\varepsilon \). In view of the decomposition \( N_\varepsilon = M_\varepsilon + V_{\alpha,\varepsilon} \hat{R}_{0,0}^I(\delta(\varepsilon))|V_{\alpha,\varepsilon}| \) the subsequent analysis boils down to separate consideration of the terms

\[
b'_\varepsilon := \hat{R}_{\alpha,0}^I(\delta(\varepsilon))M_\varepsilon(1-N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon}, \quad b''_\varepsilon := \hat{R}_{\alpha,0}^I(\delta(\varepsilon))V_{\alpha,\varepsilon}\hat{R}_{0,0}^I(\delta(\varepsilon))|V_{\alpha,\varepsilon}|(1-N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon}
\]

to which the quantity of interest splits, \( b_\varepsilon = b'_\varepsilon + b''_\varepsilon \). Applying (4.6) to the first of these two terms, setting there \( g_\varepsilon = \alpha^{-1} V_{\alpha,\varepsilon} M_\varepsilon (1-N_\varepsilon)^{-1} \omega_{\alpha,\varepsilon} \in L^2(\mathbb{R}^2) \subset L_{\text{loc}}^2(\mathbb{R}^2) \), we get

\[
\|b'_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1+O(\varepsilon))}{4\delta(\varepsilon)^3} \times \left[ \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x)v_1(x_2) \int_{\mathbb{R}^2} m_{\delta(\varepsilon)}(x_1,x'_1)|V_{\alpha,\varepsilon}(x')|v_1(x'_2)((1-N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon})(x') \, dx' \, dx \right]^2,
\]

where the function \( m_{\delta(\varepsilon)} \) is defined by (2.8) with the bound determined by (2.14). Hence we get

\[
\|b''_\varepsilon\|^2_{L^2(\mathbb{R}^2)} \leq \frac{\alpha v_1^4(d)M^2(1+O(\varepsilon))}{4\delta(\varepsilon)^3} \|1-N_\varepsilon\|^{-2} \left( \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon}(x)| \, dx \right)^4 \leq C_1 \frac{\varepsilon^4}{\delta(\varepsilon)^3} \leq C_2 \varepsilon,
\]

with some constants \( C_1, C_2 > 0 \) independent of \( \varepsilon \); we used Theorem 1.1(i) in the last step.

Applying now (4.6) to \( b''_\varepsilon \) with \( g_\varepsilon = \hat{R}_{\alpha,0}^I(\delta(\varepsilon))|V_{\alpha,\varepsilon}|(1-N_\varepsilon)^{-1} \omega_{\alpha,\varepsilon} \) which belongs to \( L^2(\mathbb{R}^2) \subset L_{\text{loc}}^2(\mathbb{R}) \) we get

\[
\|b''_\varepsilon\|^2_{L^2(\mathbb{R}^2)} = \frac{v_1^2(d)(1+O(\varepsilon))}{4\delta(\varepsilon)^3} \left[ \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x)\hat{R}_{\alpha,0}^I(\delta(\varepsilon))|V_{\alpha,\varepsilon}|(1-N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon} \, dx \right]^2.
\]

Introducing next the notation

\[
A_\varepsilon := \int_{\mathbb{R}^2} V_{\alpha,\varepsilon}(x)\hat{R}_{\alpha,0}^I(\delta(\varepsilon))|V_{\alpha,\varepsilon}|(1-N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon} \, dx
\]
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we infer with the help of the bound in Lemma 2.2 (i) that

\[ |A_\varepsilon| \leq \|\hat{R}_{\alpha,0}(\delta(\varepsilon))V_{\alpha,\varepsilon}(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon}\|_{L^\infty(\mathbb{R}^2)} \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon}(x)| \, dx \]

(4.10)

\[ \leq C_3 \|V_{\alpha,\varepsilon}(1 - N_\varepsilon)^{-1}\omega_{\alpha,\varepsilon}\|_{L^2(\mathbb{R}^2)} \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon}(x)| \, dx \]

\[ \leq C_3 \sqrt{\alpha} \|(1 - N_\varepsilon)^{-1}\| \cdot \|\omega_{\alpha,\varepsilon}\|_{L^2(\mathbb{R}^2)} \int_{\mathbb{R}^2} |V_{\alpha,\varepsilon}(x)| \, dx \leq C_4 \varepsilon^{3/2} \]

holds with some constants \(C_3, C_4 > 0\) independent of \(\varepsilon\). Substituting the estimate (4.10) into (4.9) we arrive at the bound

\[ \|b''_\varepsilon\|_{L^2(\mathbb{R}^2)}^2 \leq C_5 \frac{\varepsilon^3}{\delta(\varepsilon)^3} \leq C_6 \]

(4.11)

with constants \(C_5, C_6 > 0\) independent of \(\varepsilon > 0\); here again we used in the last step the asymptotics of \(\delta(\varepsilon)\) given in Theorem 1.1 (i). Combining the bounds (4.8) and (4.11) we conclude that there exists a constant \(C_7 > 0\) independent of \(\varepsilon > 0\); here again we used in the last step the asymptotics of \(\delta(\varepsilon)\) given in Theorem 1.1 (i). Combining the bounds (4.8) and (4.11) we conclude that there exists a constant \(C_7 > 0\) independent of \(\varepsilon\) such that

\[ \|b_\varepsilon\|_{L^2(\mathbb{R}^2)} \leq C_7, \]

(4.12)

for all sufficiently small \(\varepsilon > 0\).

Finally, we consider the term \(c_\varepsilon\) the analysis of which is rather straightforward. As a consequence of the bound in Lemma 2.2 (i) we infer that there exist constants \(C_7, C_8 > 0\) independent of \(\varepsilon\) such that

\[ \|c_\varepsilon\|_{L^2(\mathbb{R}^2)} \leq C_7 \|(1 - N_\varepsilon)^{-1}\| \cdot \|\omega_{\alpha,\varepsilon}\|_{L^2(\mathbb{R}^2)} \leq C_8 \sqrt{\varepsilon}. \]

(4.13)

Step 4. In the last step we combine the expansion of \(\psi_\varepsilon\) in (4.4) obtained in Step 1 with the estimates of \(a_\varepsilon, b_\varepsilon\) and \(c_\varepsilon\) obtained in Step 3 in order to get an asymptotic expansion of the eigenfunction \(H_{\alpha,\varepsilon}\) corresponding to its unique simple eigenvalue in the limit \(\varepsilon \to 0\). It follows from the expansion in (4.4) that an eigenfunction of \(H_{\alpha,\varepsilon}\) corresponding to this eigenvalue has the expansion

\[ \psi_\varepsilon = a_\varepsilon + b_\varepsilon + c_\varepsilon. \]

(4.14)

Recall that the linear function \(\widehat{\delta}(\varepsilon)\) is defined in the formulation of the theorem as

\[ \widehat{\delta}(\varepsilon) = \varepsilon \left( \frac{\alpha v_1^2(d)}{2} \right) \int_{\mathbb{R}} f(x_1) \, dx_1. \]

We note that the asymptotics (3.2) implies that \(\widehat{\delta}(\varepsilon) = \mathcal{O}(\varepsilon^2)\) holds as \(\varepsilon \to 0\). Let us introduce an auxiliary function,

\[ \widehat{a}_\varepsilon := \hat{R}_{\alpha,0}'(\delta(\varepsilon))\omega_{\alpha,\varepsilon} = \frac{v_1(x_2)}{2\delta(\varepsilon)} \int_{\mathbb{R}^2} e^{-\widehat{\delta}(\varepsilon)|x_1-x_1'|} V_{\alpha,\varepsilon}(x')v_1^2(x_2') \, dx' \in L^2(\mathbb{R}^2). \]
Recall also that the function \( a_\varepsilon \) was defined by \( a_\varepsilon = \hat{R}^\varepsilon_{\alpha,0}(\delta(\varepsilon)) \omega_{\alpha,\varepsilon} \). Next we show that \( \hat{a}_\varepsilon \) is close to \( a_\varepsilon \) in the needed sense. Using the resolvent identity we get

\[
\hat{a}_\varepsilon - a_\varepsilon = \left[ R_{\alpha,0} \left( \sqrt{-\mu_1 + \hat{\delta}(\varepsilon)^2} \right) - R_{\alpha,0} \left( \sqrt{-\mu_1 + \delta(\varepsilon)^2} \right) \right] P_0 \omega_{\alpha,\varepsilon}
\]

\[
= \left[ \delta(\varepsilon)^2 - \hat{\delta}(\varepsilon)^2 \right] R_{\alpha,0} \left( \sqrt{-\mu_1 + \hat{\delta}(\varepsilon)^2} \right) P_0 \omega_{\alpha,\varepsilon}
\]

\[
= \left[ \delta(\varepsilon)^2 - \hat{\delta}(\varepsilon)^2 \right] R_{\alpha,0} \left( \sqrt{-\mu_1 + \delta(\varepsilon)^2} \right) a_\varepsilon.
\]

Clearly, we have

\[
\delta(\varepsilon)^2 - \hat{\delta}(\varepsilon)^2 = O(\varepsilon^3), \quad \varepsilon \to 0.
\]

Applying the spectral theorem and using the fact that \( \mu_1 \) is the lowest spectral point of \( H_{\alpha,0} \) we obtain

\[
\left\| R_{\alpha,0} \left( \sqrt{-\mu_1 + \hat{\delta}(\varepsilon)^2} \right) \right\| = \frac{1}{\delta(\varepsilon)^2} = O(\varepsilon^2), \quad \varepsilon \to 0.
\]

Combining (4.15) with (4.16), (4.17) and with (4.7) we infer that there exists a constant \( C_9 > 0 \) independent of \( \varepsilon > 0 \) such that

\[
\| \hat{a}_\varepsilon - a_\varepsilon \| \leq C_9
\]

for all sufficiently small \( \varepsilon > 0 \). As a consequence of (4.7) and (4.18), we conclude that

\[
\| \hat{a}_\varepsilon \|_{L^2(\mathbb{R}^2)} = \frac{\sqrt{2}}{\sqrt[\varepsilon]{\alpha v_1(d)}} \left[ \int_{\mathbb{R}} f(x_1) \, dx_1 \right]^{-1/2} + O(1), \quad \varepsilon \to 0.
\]

The functions \( u_\varepsilon \) and \( v_\varepsilon \), the leading term and the remainder, in the formulation of the theorem can be now represented as

\[
u_\varepsilon \varepsilon = \frac{2\hat{\delta}(\varepsilon)}{\sqrt{\varepsilon}} a_\varepsilon, \quad v_\varepsilon \varepsilon = \frac{2\hat{\delta}(\varepsilon)}{\sqrt{\varepsilon}} \left( a_\varepsilon - \hat{a}_\varepsilon + b_\varepsilon + c_\varepsilon \right).
\]

In particular, we infer from (4.14) that \( u_\varepsilon + v_\varepsilon \) is an eigenfunction of \( H_{\alpha,\varepsilon} \) for all sufficiently small \( \varepsilon > 0 \) corresponding to the eigenvalue \( \lambda_{1}^\varepsilon(\varepsilon) \). It follows from (4.19) that

\[
\| u_\varepsilon \|_{L^2(\mathbb{R}^2)} = \sqrt{2} v_1(d) \left[ \int_{\mathbb{R}} f(x_1) \, dx_1 \right]^{1/2} + O(\sqrt{\varepsilon}), \quad \varepsilon \to 0.
\]

As a consequence of (4.12), (4.13) and (4.18) we get that

\[
\| v_\varepsilon \|_{L^2(\mathbb{R}^2)} = O(\sqrt{\varepsilon}), \quad \varepsilon \to 0;
\]

by that, the proof of the theorem is concluded.
5. Proof of Theorem 1.3

Let us pick a non-negative real-valued function $\chi \in C_0^\infty (\mathbb{R})$ such that $\chi(x) = 1$ for $x \in [-1, 1]$ and $\text{supp} \chi = [-2, 2]$. Consider the following trial function
\[
\psi_{\lambda, \varepsilon}(x_1, x_2) := \chi(\varepsilon^3 x_1) [1 + \lambda \varepsilon f(x_1)] v_1(x_2),
\]
where the parameter $\lambda > 0$ will be determined at a later stage. Under the regularity assumption $f \in W^{1, \infty}(\mathbb{R})$ it is easy to verify that $\psi_{\lambda, \varepsilon} \in H^1(\mathbb{R}^2)$. If for some $\lambda > 0$ and all sufficiently small $\varepsilon > 0$ the following inequality holds
\[
\mathcal{J}_{\lambda, \varepsilon} := \int_{\mathbb{R}^2} |\nabla \psi_{\lambda, \varepsilon}|^2 \, dx - \alpha \int_{\Omega_{\varepsilon}} |\psi_{\lambda, \varepsilon}|^2 \, dx - \mu_1 \int_{\mathbb{R}^2} |\psi_{\lambda, \varepsilon}|^2 \, dx < 0,
\]
then the operator $H_{\alpha, \varepsilon}$ has by the min-max principle a discrete eigenvalue below $\mu_1$ for all sufficiently small $\varepsilon > 0$. Moreover, in view of Proposition 2.4 the operator $H_{\alpha, \varepsilon}$ has in this case a unique simple eigenvalue for all sufficiently small $\varepsilon > 0$. Let $\varepsilon > 0$ be so small that $\text{supp} \, f \subset [-1/\varepsilon, 1/\varepsilon^3]$. Recall that $v_1 \in H^2(\mathbb{R})$ is the normalized ground-state eigenfunction of the one-dimensional Schrödinger operator $h_\alpha$. It follows from the embedding of $H^2(\mathbb{R})$ into $C^1(\mathbb{R})$ that $v_1 \in C^1(\mathbb{R})$. Moreover, the eigenvalue equation $-v_1'' - \alpha \chi_0 \varepsilon v_1 = \mu_1 v_1$ implies that the second derivative of $v_1$ is continuous on the intervals $(-\infty, 0]$, $[0, d]$ and $[d, \infty)$.

We substitute the expression for $\psi_{\lambda, \varepsilon}$ into the formula for $\mathcal{J}_{\lambda, \varepsilon}$,
\[
\mathcal{J}_{\lambda, \varepsilon} = \varepsilon^6 \int_{\mathbb{R}} |\chi'(\varepsilon^3 x_1)|^2 \, dx_1 + \int_{\mathbb{R}} \lambda^2 \varepsilon^2 |f'(x_1)|^2 \, dx_1 \\
+ \int_{\mathbb{R}} \int_{\mathbb{R}} |\chi(\varepsilon^3 x_1)^2| (1 + \lambda \varepsilon f(x_1))^2 |v_1'(x_2)|^2 \, dx_1 \, dx_2 \\
- \alpha \int_{\mathbb{R}} \int_{0}^{d} |\chi(\varepsilon^3 x_1)|^2 |1 + \lambda \varepsilon f(x_1)|^2 |v_1(x_2)|^2 \, dx_2 \, dx_1 \\
- \alpha \int_{\mathbb{R}} \int_{d}^{d + \varepsilon f(x_1)} |1 + \lambda \varepsilon f(x_1)|^2 |v_1(x_2)|^2 \, dx_2 \, dx_1 \\
- \mu_1 \int_{\mathbb{R}} \int_{\mathbb{R}} |\chi(\varepsilon^3 x_1)|^2 |1 + \lambda \varepsilon f(x_1)|^2 |v_1(x_2)|^2 \, dx_1 \, dx_2 \\
= \varepsilon^3 \int_{\mathbb{R}} |\chi'(x_1)|^2 \, dx_1 + \int_{\mathbb{R}} \lambda^2 \varepsilon^2 |f'(x_1)|^2 \, dx_1 - \alpha \int_{\mathbb{R}} \int_{d}^{d + \varepsilon f(x_1)} |1 + \lambda \varepsilon f(x_1)|^2 |v_1(x_2)|^2 \, dx_2 \, dx_1 \\
= \varepsilon^3 \int_{\mathbb{R}} |\chi'(x_1)|^2 \, dx_1 + \int_{\mathbb{R}} \lambda^2 \varepsilon^2 |f'(x_1)|^2 \, dx_1 \\
- \alpha \int_{\mathbb{R}} |1 + \lambda \varepsilon f(x_1)|^2 \left( \varepsilon f(x_1) v_1(d) + v_1(d) v_1'(d) \varepsilon f'(x_1) + \mathcal{O}(\varepsilon^3) \right) \, dx_1,
\]
where we used in the last step the Taylor expansion of $v_1$ up to the second term with a remainder in the neighbourhood of the point $x_2 = d$; here $\mathcal{O}(\varepsilon^3)$ means a compactly supported function of $x_1$ which can uniformly bounded by a multiple of $\varepsilon^3$.

In this way, we derive the expansion
\[
\mathcal{J}_{\lambda, \varepsilon} = \varepsilon^2 \left[ \lambda^2 \int |f'(x_1)|^2 \, dx_1 - \alpha (2 \lambda |v_1(d)|^2 + v_1(d) v_1'(d)) \int |f(x_1)|^2 \, dx_1 \right] + \mathcal{O}(\varepsilon^3).
\]
It is clear from the eigenvalue equation that \( v_1(x) = Ce^{-\sqrt{-\mu_1}x} \) for all \( x > d \) and some constant \( C > 0 \). Hence we get that \( v_1'(d) = -\sqrt{-\mu_1}v_1(d) \), and we finally end up with the expansion

\[
I_{\lambda, \varepsilon} = \varepsilon^2 \left[ \lambda^2 \int_\mathbb{R} |f'(x_1)|^2 \, dx_1 - \alpha |v_1(d)|^2 \left( 2 \lambda - \sqrt{-\mu_1} \right) \int_\mathbb{R} |f(x_1)|^2 \, dx_1 \right] + O(\varepsilon^3).
\]

The quantity \( I_{\lambda, \varepsilon} \) is negative for all sufficiently small \( \varepsilon > 0 \) provided that

\[
\frac{\int_\mathbb{R} |f'(x_1)|^2 \, dx_1}{\int_\mathbb{R} |f(x_1)|^2 \, dx_1} < \frac{\alpha |v_1(d)|^2}{\sqrt{-\mu_1}}.
\]

Maximizing the right hand side with respect to \( \lambda \) we find that the maximum is positive and is achieved for \( \lambda = \sqrt{-\mu_1} \). The final sufficient condition that we get is

\[
\frac{\int_\mathbb{R} |f'(x_1)|^2 \, dx_1}{\int_\mathbb{R} |f(x_1)|^2 \, dx_1} < \frac{\alpha |v_1(d)|^2}{\sqrt{-\mu_1}},
\]

by which the theorem is proved.
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