Detecting Small Chinese Traffic Signs via Improved YOLOv3 Method
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Abstract
Long-distance detection of traffic signs provides drivers with more reaction time, which is an effective technique to reduce the probability of sudden accidents. It is recognized that the imaging size of far traffic signs is decreasing with distance. Such a fact imposes much challenge on long-distance detection. Aiming to enhance the recognition rate of long-distance small targets, we design a four-scale detection structure based on the three-scale detection structure of YOLOv3 network. In order to reduce the occlusion effects of similar objects, NMS is replaced by soft-NMS. In addition, the datasets are trained and the K-Means method is used to generate the appropriate anchor boxes, so as to speed up the network computing. By using these methods, better experimental results for the recognition of long-distance traffic signs have been obtained. The recognition rate is 43.8 frames per second (FPS), and the recognition accuracy is improved to 98.8%, which is much better than the original YOLOv3.

1. Introduction

In recent years, the research on intelligent driving has attracted increasing attention. An important topic in this field is the detection of traffic signs. This is due to the fact that traffic signs are key facilities guiding smooth passage of vehicles, pedestrians, and regulating traffic behavior [1].

Currently, the traffic sign recognition mainly relies on the extraction of color features, shape features, and other methods [2]. The image is segmented according to various colors. Dai et al. proposed a new solution to improve the recognition rate of traffic signs in different brightness environments via colors, providing 78% accuracy and 11 FPS, respectively [3]. In [4], Miao used an improved K-Means clustering algorithm to segment color images and then used Hough transform to segment traffic signs of different shapes. The accuracy of this method is high, but the FPS is only 4.9. Among the above methods, the highest speed is 11 FPS and the lowest is 1.7 FPS. It is obvious that the speed cannot meet the needs of rapid detection, especially for small targets [5]. Therefore, machine learning methods have recently been introduced into this field, including SPPnet [6], R-CNN [7], Fast R-CNN [8], and Faster R-CNN [9]. In [10], Yao et al. proposed a traffic sign recognition method using histogram of oriented gradient-support vector machine (HOG-SVM) and grid search (GS) to detect traffic signs. The highest mAP of this method is 97.52%. In [11], Zuo et al. used Faster R-CNN to detect traffic signs with a map of 34.49%. In [12], Song et al. proposed a constitutional neural network with a small number of parameters to achieve the detection of traffic signs, and its mAP is 88%.

Research to improve the speed and accuracy of identifying targets is always on the way. Recently, several rapid detection methods based on regression, such as YOLO [13], YOLOv2 [14], and YOLOv3 [15], were developed. YOLOv3 proposed by Redmon can divide the image into $7 \times 7$ grids. The grid containing the center point of the target is responsible for predicting the target [16]. The YOLO method produces an accuracy of 64% for people, bicycles, and cars in traffic scenes. To improve the detection efficiency of YOLO on small targets, YOLOv2 is proposed by setting Darknet-19 as its backbone, while it uses K-Means [17] for clustering to
generate anchor boxes. A new method is proposed in YOLOv2, in which details of low-level features are introduced into high-level features. By using this strategy, the high-level feature graph contains more comprehensive information. Garg et al. used YOLOv2 to detect traffic signs, and its mAP is 77.89% [18]. A further improvement of YOLOv2 is YOLOv3, which is a fast target detection method with Darknet-53 [15]. The computational capacity by Darknet-53 is almost 1.5 times that of the one in Resnet-101 and twice the one in Resnet-152 [15]. Khan et al. proposed a new algorithm to improve the detection rate of traffic signs by using YOLOv3 and image enhancement [19]. The resulted mAP is 98.15% on KTSD and the FPS is 15.9.

As we all know, in intelligent transportation, quickly identifying long-distance traffic signs and fast alarming to drivers can help drivers to handle emergencies with more time. In this paper, we focus on the method of quick recognizing of Chinese traffic signs. There are two factors that affect the recognition of traffic signs by driving vehicles: driving speed and icon size. The size of the image is inversely proportional to the real distance from the target to the camera lens. However, when the traffic sign is too far from the camera, there will be many instances of false detection and missed detection when using YOLOv3. Therefore, we intend to increase the detection layer to YOLOv3 to improve the detection accuracy of small traffic sign images. In addition, to solve the problem that traffic signs are not easily recognized when they are blocked, we replace NMS (c.f. [20]) by soft-NMS (c.f. [21]). Furthermore, NMS (c.f. [20]) will be replaced by soft-NMS (c.f. [21]) to improve the recognition rate of traffic signs blocked. After improved YOLOv3 is trained with dataset, it is found that it has higher detection accuracy for long-distance traffic signs.

2. A Brief Instruction to YOLOv3

As shown in Figure 1, YOLOv3 consists of four parts: the picture preprocessing, theDarknet-53 feature extraction, the multi-scale detection, and the output layer. The image is preprocessed to become 416 × 416 size, and then it enters the feature extraction layer modeled on the Darknet-53. The obtained feature map enters the multi-scale detection network, and three-scale detection layers are extracted. Finally, the best bounding box is output by the output layer of YOLOv3. The image feature information is extracted by YOLOv3 modeling on the Darknet-53 and the multi-scale detection structure, which is superior to the detection accuracy of YOLO and YOLOv2 for small targets.

From the 1st layer to the 74th layer in YOLOv3, the number of convolution layers is 53, and the rest of the layers are residual layers [22]. We illustrate the detailed structure of the Darknet-53 with the feature map of 208 × 208 size, shown in Figure 1, where “× 2” indicates that there are two identical modules connected. The last layer of each size structure represents the feature map obtained by the residual structure. We mark it with purple. And the residual structure can avoid the gradient disappearance in the deep convolution [23]. The detailed residual structure is shown in Figure 2, which is a feature map of 208 × 208 residual structure, where $x$ represents the information of the first 208 × 208 feature map. The image preprocessed is convoluted as the first 208 × 208 feature map $x$, which is filtered by 1 × 1 convolution kernel to obtain the second 208 × 208 feature map. Then, the second 208 × 208 feature map is padded, which is filtered by 3 × 3 convolution kernel to get the third 208 × 208 feature map. Finally, the fourth 208 × 208 feature map with information $H(x)$ is derived from $F(x)$. The connection mode is shown in Figure 2, where $H(x)$ is specified by

$$H(x) = x + F(x).$$

The advantage of this configuration is that when input $F(x)$ is small, $H(x)$ still has a large value, which can effectively avoid the gradient disappearing. Thus, the image can be more fully extracted features by adding residual structure in the feature structure, so the target in the image can be accurately identified and located.

3. Method of This Paper

3.1. Improved Multi-Scale Detection Network. The image is detected by multi-scale detection network when the feature information is extracted. However, multi-scale network is not better for small targets, so that the detection accuracy of small targets is weaker than that of large targets due to the small amount of information. Therefore, we propose an improved traffic sign detection method via YOLOv3, which can accurately identify small targets at a long distance. YOLOv3 has three different prediction boxes: 13 × 13, 26 × 26, and 52 × 52. It extracts image features from three scales, which is similar to the feature pyramid network.

We divide the traffic signs smaller than 32 × 32 pixels into small targets according to the evaluation index of Microsoft COCO [24]. After feature extraction by Darknet-53 in YOLOv3, the image enters the multi-scale detection layer, where the target in the original image is scaled down. For example, if the original image is 1024 × 1024, the small target pixels in the 13 × 13 feature map are given by

$$N_{13} \leq \left(\frac{32 \times 13}{1024}\right) \times \left(\frac{32 \times 13}{1024}\right) < 0.2.$$  \hspace{1cm} (2)

Similarly, the number of pixels of small target in the feature maps of 26 × 26 and 52 × 52 is

$$N_{26} \leq \left(\frac{32 \times 26}{1024}\right) \times \left(\frac{32 \times 26}{1024}\right) < 0.67,$$

$$N_{52} \leq \left(\frac{32 \times 52}{1024}\right) \times \left(\frac{32 \times 52}{1024}\right) < 2.65.$$  \hspace{1cm} (3)

In summary, even in the 52 × 52 detection layer, the number of pixels occupied by small targets is very small, so the information of small targets is also very small, so that it is difficult for the detection layer to accurately detect small targets. And it is greatly reduced for the detection accuracy over long-distance traffic signs. We add 104 × 104 detection layer in multi-scale detection to increase the information of small target traffic signs, so as to improve the detection accuracy and speed. The
The 104 × 104 detection layer is obtained by concatenating the up-sampled 52 × 52 detection layer with the 52 × 52 feature map in Darknet-53. This approach allows the new 104 × 104 detection layer to have more semantic information and local detail information to improve the detection accuracy of the target. And the 104 × 104 detection layer can generate a larger bounding box, which is helpful to detect small targets. It is expressed as (4) for the number of pixels of small target on a 104 × 104 feature graph.

\[ N_{104} \leq \left( 64 \times \frac{1}{9} \right) \times \left( 64 \times \frac{1}{9} \right) < 50 . \]  

(4)

Obviously, the detection layer of 104 × 104 can detect more pixels, which improves the detection accuracy of the small target and helps to reduce the missed detection rate and false detection rate of small targets at long distance.

As shown in Figure 3, the fourth detection layer, an additional 104 × 104 large scale, is added to the multi-scale detection of YOLOv3. When the detection layer detects the target layer with the scale of 104 × 104, a 104 × 104 feature map is generated, and then the feature map is divided into 104 × 104 grid cells, in which the small targets are separated by grid cells. The advantage of the method is that it can detect and locate small targets more accurately. The 104 × 104 detection layer can also generate more predicted bounding boxes to make more accurate predictions of targets. This can avoid the missed detection of small targets. Then, we calculate the iou value of each predicted bounding box with ground truth

\[ \text{iou}(a_m, b_i) = \frac{a_m \cap b_i}{a_m \cup b_i} \]  

(5)

where \( \text{iou}(a_m, b_i) \) is the intersection ratio, \( a_m \cap b_i \) is the overlap area between \( a_m \) and \( b_i \), and \( a_m \cup b_i \) is the total area of \( a_m \) and \( b_i \). Finally, YOLOv3 removes redundant frames based on NMS and selects the best bounding box.

3.2. Soft-NMS. Traditionally, NMS only retains the best-performing bounding box and removes redundant bounding boxes. The scores of the redundant bounding boxes are forced to be settled as 0. The calculation method of the non-maximum suppression method in YOLOv3 is

\[ S_i = \begin{cases} S_i, & \text{iou}(a_m, b_i) < N_t, \\ 0, & \text{iou}(a_m, b_i) \geq N_t, \end{cases} \]  

(6)
where $S_i$ is the score of the $i$-th bounding box, $a_m$ is the bounding box with the highest score, $b_i$ is the currently unselected bounding box, $\text{iou}(a_m, b_i)$ is the intersection-over-union ratio between $a_m$ and $b_i$, and $N_t$ is the threshold.

The disadvantage of this method is that when two similar objects approach each other, the network only retains the boundary box of the objects with higher scores, but ignores the boundary box with lower scores. Therefore, the network output results are likely to regard these two objectives as one object.

As shown in Figure 4, two traffic signs photographed may overlap at a road corner. This will cause the boundary boxes of the two targets to overlap seriously. When the iou of two bounding boxes exceeds 0.5, the score of the bounding box with the lower score will be forced to be 0 by the NMS. This leads to missed targets with lower scores. In intelligent driving, the number of traffic signs on the road section prone to traffic accidents is relatively large, and some traffic signs can cover other traffic signs sometimes. In this case, many phenomena such as the traffic signs in Figure 4 will be blocked and the driver cannot judge the traffic sign accurately, which will bring a lot of psychological pressure on the driver and thus increase the probability of a traffic accident. So, we replace NMS by soft-NMS in YOLOv3 to improve the recognition rate of overlapped targets.

Soft-NMS uses the linear weighting method to make the currently unselected bounding box get a lower score, instead of being directly forced to 0. This method avoids missing detection of the same kind of objects close to each other to a certain extent. We use Figure 5 to illustrate the specific calculation process of soft NMS, and the procedure is as follows. The first step is to sort all bounding boxes, and retain the one with the highest score. The second step is to calculate the iou between the remaining bounding box and the reserved bounding box. Third, we set a threshold of 0.5 and set the score of the remaining bounding boxes with iou greater than 0.5 to be $S_j(1 - \text{iou}(a_m, b_i))$. The fourth step repeats previous steps for all the bounding boxes until the scores of all the bounding boxes are updated. The specific expression of linear weighting can be written as follows:

$$
S_j = \begin{cases} 
S_j, & \text{iou}(a_m, b_i) < N_t, \\
S_j(1 - \text{iou}(a_m, b_i)), & \text{iou}(a_m, b_i) \geq N_t.
\end{cases}
$$

By (7), the remaining bounding box with iou greater than 0.5 will get a lower score, and the score is $S_j(1 - \text{iou}(a_m, b_i))$ instead of 0. Compared with NMS, the suppression degree of the score of the remaining bounding box whose iou is greater than 0.5 in the soft-NMS becomes smaller. Figure 4(a) shows the result obtained through NMS. It can be seen that only one of the two targets is correctly detected, and the other target is missing. This is because the overlap between the second target and the first target is too large. The result of using soft-NMS is shown in Figure 4(b), which indicates that soft-NMS can correctly detect two targets.

4. Experiment and Results

4.1. Dataset. Our dataset comes from CSUST Chinese Traffic Sign Detection Benchmark (CCTSDB) [25, 26]. These images include streets traffic scenes, high-speed
traffic scenes, rainy weather traffic scenes, evening traffic scenes, and backlit traffic scenes. However, CCTSDB only contains three categories of signs: prohibitory, mandatory, and warning. To further subdivide traffic signs, we randomly sampled 6300 images from CCTSDB and then relabel and reclassify the original three categories into ten new categories: prohibitory, mandatory, warning, speed limit, height limit, turn indicator, no sirens, no U-turns, lanes merge, and no parking. By this procedure, the clustered images contain various traffic scenes, which are helpful to improve the robustness of training. We relabeled these images with labelImg. Finally, we formed seven new categories to help improve the safety of assisted driving. And the final dataset contained 5000 training images and 1300 test images.

These images are obtained from CCTSDB and are of different sizes, such as 1000 x 300, 1024 x 768, and 1280 x 720. Moreover, some images had been converted into 513 x 999 and 641 x 936 [24]. However, all the images will be resized to 416 x 416 after entering YOLOv3. As shown in Figure 6, the categories of the new dataset are prohibitory, mandatory, warning, speed limit, height limit, turn indicator, no parking, height limit, no sirens, no U-turns, lanes merge, and turn indicator.

In addition, this dataset contains many small-shaped traffic signs, and the traffic scene is more complicated. In Figure 7, the size of the original image is 1280 x 720, but the pixels of the traffic sign in the figure are 25 x 23 and 26 x 26 (smaller than 32 x 32) which shows that this dataset is suitable for training small targets.
4.2. Experimental Process. The experimental environment is as follows: deep learning open source framework Darknet, Operating system Ubuntu 16.04, Machine learning system TensorFlow 1.3, CPU Intel Xeon E5 2678 V3 processor (×2), GPU GTX 1080 with 8 GB of memory (×4).

The test result is obtained by training the YOLOv3 model with a learning rate of 0.001 and a momentum of 0.09. The number of epochs in this experiment is 640. When training the network, we change the size of the training picture randomly. Compared with the single scale network training, multi-scale training is helpful for the network to predict the detection at different resolutions [12]. And we use K-Means clustering to re-cluster the training set to further improve the learning speed. In the improved YOLOv3, 12 anchor boxes are selected, and the specific parameters are as follows: (6, 11), (8, 20), (12, 19), (14, 30), (20, 34), (26, 39), (32, 53), (44, 60), (52, 178), (72, 98), (97, 129), and (142, 182). Finally, the experiment calculates the final weights over 50,200 iterations. Figure 8 shows the loss curves of the three networks in the iterative process. As can be seen from Figure 8(a), the final loss value of YOLOv2 fluctuates around 1.4. We can also see from Figures 8(b) and 8(c) that the final loss values of YOLOv3 and the improved YOLOv3 both fluctuate around 0.1. However, it is obvious that the floating range of the loss value in Figure 8(c) is lower than that in Figure 8(b). This indicates that the improved loss of YOLOv3 is more stable than the loss of YOLOv3 during training. This also means that the improved YOLOv3 has better detection effect on small targets than YOLOv3. Some specific experimental parameters are shown in Table 1.

4.3. Experimental Results. The improved YOLOv3 is trained and tested on our new dataset. At the same time, the training and testing of HOG + SVM, Faster R-CNN, YOLOv2, YOLOv3, YOLOv3 + fourth detection layer, and YOLOv3 + fourth detection layer + soft-NMS are run in the same environment. In order to further verify that the improved YOLOv3 helps to detect small targets, we also selected 21 categories of targets with a large number of pictures in TTI100 to conduct experiments [27]. TTI 100k is composed of 10,000 images, containing 100 classes of traffic signs with a resolution of 2048 × 2048 [28]. Some experimental results are shown in Figure 9.

The size of all images in Figure 9 is 847 × 635, and the minimum sizes of the target to be detected in the four pictures are 57 × 50, 43 × 39, 18 × 18, and 21 × 20. Figure 9(a) shows that when HOG + SVM is used to detect the six traffic signs in the four pictures, no traffic signs can be detected correctly. And the number of erroneously detected targets is 65. Faster R-CNN detected four traffic signs correctly. It missed 1 traffic sign, and it detected two traffic signs incorrectly (Figure 9(b)). In addition, we used YOLOV1, YOLOV1-tiny, YOLOv2, and YOLOv3 to detect four images. The experimental results show that YOLOV1 did not detect any sign correctly. YOLOV1-tiny
only detected one sign correctly. YOLOv2 can only correctly detect two traffic signs while two signs are missed and incorrectly detected. YOLOv3 can detect three traffic signs correctly, and the numbers of missed and incorrectly detected traffic signs are one and two, respectively. Finally, we used the improved detection method based on YOLOv3 to detect traffic signs. We found that this method can detect six traffic signs in four pictures correctly. Table 2 shows that the mAP of the improved YOLOv3 on our test set is 98.8%, which is 5.7% higher than that of YOLOv3. Moreover, the FPS of the improved YOLOv3 can reach 43.8. This shows that the improved YOLOv3 can detect small traffic signs quickly and accurately for long distances during intelligent driving. However, our method will reduce the detection accuracy in darker environments. This may be solved by methods such as image enhancement. Of course, in addition to traffic signs, the obstacles in the environment must also be taken into consideration during the operation of the vehicle [29]. We will also study these issues in the future.

Figure 8: (a) Loss change process curve of YOLOv2. (b) Loss change process curve of YOLOv3. (c) Loss change process curve of improved YOLOv3.

Table 1: Comparison table.

| Parameter name | Batch | Subdivisions | Width | Height | Momentum | Decay | Learning rate | Saturation | Exposure | Max_batches |
|----------------|-------|--------------|-------|--------|----------|-------|----------------|------------|-----------|-------------|
| Parameter value| 64    | 16           | 416   | 416    | 0.9      | 0.0005| 0.001         | 1.5        | 1.5       | 50200       |
Figure 9: (a) Experimental test pictures of HOG + SVM. (b) Experimental test pictures of Faster R-CNN. (c) Experimental test pictures of YOLOv1. (d) Experimental test pictures of YOLOv1-tiny. (e) Experimental test pictures of YOLOv2. (f) Experimental test pictures of YOLOv3. (g) Experimental test pictures of improved YOLOv3.
5. Conclusions

This paper detected Chinese traffic signs with the improved YOLOv3. We used four detection layers and soft-NMS to increase the accuracy of small target detection. After repeated training of the model through the training set, the improved YOLOv3 has a good detection effect in small traffic sign detection. Compared with the traditional detection method, the method we proposed has high detection speed and high detection precision, meeting the requirements of rapid and accurate detection in intelligent driving. However, compared to the ideal detection requirements, our network is prone to the missed detection of some vague targets. This issue will serve as our main research direction in the future.
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Table 2: Comparison table.

| Names | mAP | FPS | mAP (%) | FPS |
|-------|-----|-----|---------|-----|
| HOG + SVM [10] | 0.1 | 2.2 | 4.9 | 12.4 |
| Faster R-CNN [11] | 50.3 | 3.6 | 74.9 | 6.20 |
| YOLOv1 [13] | 16.9 | 41.0 | 57.8 | 72.0 |
| YOLOv1-tiny | 11.5 | 54.9 | 38.6 | 168.0 |
| YOLOv2 [14] | 19.8 | 31.2 | 65.1 | 93.7 |
| YOLOv3 [15] | 52.9 | 25.6 | 93.1 | 49.2 |
| YOLOv3+ fourth detection layer | 54.2 | 13.3 | 98.6 | 43.9 |
| Improved YOLOv3 (YOLOv3+ fourth detection layer + soft-NMS) | 54.3 | 13.3 | 98.8 | 43.8 |
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