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1. Introduction

An intriguing challenge that attracts mathematicians in recent years is providing a complete description of the solutions to the quantum Yang–Baxter equation, a fundamental equation of Theoretical Physics. The interest in this field of research has arisen from the paper by Drinfel’d [15], where the author suggested the study of set-theoretic solutions. A set-theoretic solution of the Yang–Baxter equation is a pair \((X, r)\) where \(X\) is a non-empty set and \(r\) is a map from \(X \times X\) into itself satisfying the braid relation

\[
(r \times \text{id}_X)(\text{id}_X \times r)(r \times \text{id}_X) = (\text{id}_X \times r)(r \times \text{id}_X)(\text{id}_X \times r).
\]

Writing the map \(r\) as \(r(x, y) = (\lambda_x(y), \rho_y(x))\), for all \(x, y \in X\), where \(\lambda_x\) and \(\rho_y\) are maps from \(X\) into itself, a solution \((X, r)\) is said to be non-degenerate if \(\lambda_x, \rho_y \in \text{Sym}(X)\), for all \(x, y \in X\). A systematic investigation of set-theoretic solutions started in the late 90s, by Gateva-Ivanova and Van den Bergh [17] and Etingof, Schedler, and Soloviev [16] who focused on the special class of non-degenerate involutive solutions, i.e., \(r^2 = \text{id}_{X \times X}\). For convenience,
we call involutive non-degenerate solutions simply solutions throughout the paper.

A conceptually simple but efficacy strategy for determining all solutions consists of constructing solutions starting from smaller ones. To implement this method, it is crucial finding solutions which can not be deconstructed into other ones, the so-called indecomposable solutions. Precisely, a solution \((X, r)\) is said to be decomposable if there exists a partition \(\{Y, Z\}\) of \(X\) such that \(r_{|Y \times Y}\) and \(r_{|Z \times Z}\) are still solutions; otherwise, \((X, r)\) is called indecomposable. In particular, Etingof, Schedler, and Soloviev in [16] proved that every decomposable solution \((X, r)\) can be obtained through two suitable solutions \((Y, s)\) and \((Z, t)\), with \(Y\) and \(Z\) proper subsets of \(X\), \(s = r_{|Y \times Y}\), and \(t = r_{|Z \times Z}\). Moreover, they showed that the unique indecomposable solution having a prime number \(p\) of elements is, up to isomorphism, the pair \((\mathbb{Z}/p\mathbb{Z}, u)\) where \(u(x, y) := (y - 1, x + 1)\), for all \(x, y \in \mathbb{Z}/p\mathbb{Z}\).

In recent years, some authors used the links between solutions and algebraic structures to provide new descriptions of indecomposable solutions, as Chouraqui [10], Rump [29], Smoktunowicz and Smoktunowicz [33], and Pinto together with the first two authors [5]. In particular, Smoktunowicz and Smoktunowicz [33] found a striking connection between these solutions and left braces, a generalization of radical rings, introduced by Rump in [26]. As reformulated in [7], a set \(A\) is said to be a left brace if it is endowed of two operations \(+\) and \(\circ\) such that \((A, +)\) is an abelian group, \((A, \circ)\) a group, and

\[
a \circ (b + c) + a = a \circ b + a \circ c
\]

is satisfied, for all \(a, b, c \in A\). Later, the link between indecomposable solutions and left braces found in [33] has been developed by Rump [29]. Indeed, he showed that a complete description of left braces, on the one hand, and a suitable theory of coverings for solutions, on the other, allows to classify all indecomposable solutions. As a first result of this paper, we show that just Theorem 2 of [29], together with a result of Smocktunowitcz [32, Theorem 19] on left braces with nilpotent multiplicative group, reduces the classification of finite indecomposable solutions with nilpotent regular permutation group to the ones having prime-power size. Alongside these theoretical results, concrete families of indecomposable solutions have been provided by the first two authors together with Pinto [5] using Vendramin’s dynamical cocycles [34].

Following a different approach, some authors studied indecomposable solutions focusing on the associated permutation group, i.e., the group \(G(X, r)\) generated by the set \(\{\lambda_x \mid x \in X\}\). Specifically, one of the main objectives is to describe all indecomposable solutions having a specific permutation group. Actually, Pinto, Rump and the first author [6] developed a method to construct all indecomposable solutions having prime-power size and with cyclic permutation group. In addition, they constructed, distinguishing the isomorphism classes, the indecomposable ones with cardinality \(pq\) (where \(p\) and \(q\) are prime numbers not necessarily distinct) and abelian permutation group. Another remarkable result was recently obtained by Rump, who gave a theoretical classification, via indecomposable cycle sets and cocyclic left braces,
all the solutions (not necessarily indecomposable) having cyclic permutation group [30]. Let us recall that a set $X$ with a binary operation $\cdot$ is called a cycle set if each left multiplication $\sigma_x : X \rightarrow X, y \mapsto x \cdot y$ is bijective and

$$(x \cdot y) \cdot (x \cdot z) = (y \cdot x) \cdot (y \cdot z)$$

holds, for all $x, y, z \in X$. Rump introduced this structure in [24] precisely to investigate solutions. Indeed, he found a one-to-one correspondence between solutions and the class of non-degenerate cycle sets. Up until now, the study of non-degenerate cycle sets has been allowed for obtaining descriptions and constructions of new interesting families of solutions, as one can see in [3,4,28]. However, some authors continued the study of indecomposable solutions without using cycle sets. Cedó, Jespers, and Okniński [8], following a suggestion due to Ballester-Bolinches [20], classified indecomposable solutions with primitive permutation group, showing that this class of solutions coincides with the indecomposable ones having a prime number of elements and extending the partial results obtained by Pinto in [23, Chapter 4]. In a recent work, Jedlička, Pilitowska, and Zamojska-Dzienio [18] concretely classified the indecomposable solutions having abelian permutation group and multipermutation level 2, extending some results contained in [6]. These works naturally open a new perspective on the investigations of all indecomposable solutions. Indeed, one can try to describe the indecomposable solutions which have not prime size using further information coming from the imprimitivity blocks. Besides, since all the multipermutation indecomposable solutions provided in [5,6,8,18] have multipermutation level at most 2, except [6, Example 3], a first step in this sense can be the concrete construction of indecomposable solutions having greater multipermutation level.

In this spirit, the main aim of this paper is to investigate a class of indecomposable solutions obtained by dynamical cocycles of cycle sets. In particular, we study the dynamical extensions $X \times_\alpha S$ for which the complete blocks system $\mathcal{B}_X$ induced by $X$ has an orthogonal system of blocks. For this reason, we call this extensions orthogonal. As one can find in [14, Definition 2.9], given an imprimitive group $G$ acting on a set $X$ of size $mn$, for certain positive integers $n$ and $m$ greater than 1, we say that two systems of blocks $\mathcal{A} = \{A_1, \ldots, A_m\}$ and $\mathcal{B} = \{B_1, \ldots, B_n\}$ of size $m$ and $n$, respectively, are orthogonal if $|A_i \cap B_j| = 1$, for all $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, n\}$ (for some remarkable results involving orthogonal systems of blocks see, for instance, [13,22]). In this context, we pay particular attention to the constant dynamical extensions. This class of extensions was recently investigated by a cohomological point of view by Lebed and Vendramin [21]. Following a different approach, using a property of the orthogonal systems of blocks, we show that orthogonal constant dynamical extensions can be constructed by particular semidirect products of cycle sets, a construction of cycle sets introduced by Rump [27]. As one can expect, orthogonal dynamical extensions are also related to the semidirect product of left braces. In this regard, the powerful of left braces to check this class of cycle sets becomes clear in the further description of these extensions which we provide.
As an application of our results, we give several instances of indecomposable solutions. A lot of these are different from those already contained in [5,6,18,30]. Specifically, we construct indecomposable cycle sets (and so indecomposable solutions) having abelian non-cyclic permutation group and multipermutation level 3. Moreover, we use the class of Latin cycle sets, i.e., the cycle sets that also are quasigroups recently studied in [3], to provide a construction of orthogonal dynamical extensions which give rise to indecomposable irretractable solutions different from the ones obtained in [5].

In the last part of this paper, which is self-contained with respect to the previous ones, we consider the class of one-generator left braces, which are closely related to indecomposable solutions (see [31,33] for more details). Recently, Rump showed several results involving one-generator left braces: in particular, he described one-generator left braces [31, Theorem 2] of multipermutation level at most 2, giving an answer to [33, Question 5.5]. At this end, he introduced a left brace structure over the group ring \( \mathbb{Z}[G] \), where \( G \) is the infinite cyclic group. Following a different approach, we study one-generator left braces of multipermutation level 2 focusing on the map \( \lambda \). We show that, if \( A \) is an arbitrary one-generator left brace of multipermutation level 2, then the group \( \lambda(A) \) is cyclic. As a consequence of this fact, we finally provide a proof of [31, Theorem 2] which does not make use of the structure of the left brace over the group ring \( \mathbb{Z}[G] \).

2. Basic Results

In this section, we mainly recall some basics on cycle sets and left braces that are useful throughout the paper. In addition, using some well-known results on left braces, we describe the structure of uniconnected cycle sets with nilpotent permutation group.

2.1. Solutions of the Yang–Baxter Equation and Cycle Sets

In [24], Rump found a one-to-one correspondence between solutions and a special class of cycle sets, i.e., non-degenerate cycle sets. To illustrate this correspondence, let us first recall the following definition.

**Definition 1.** (p. 45, [24]). A pair \((X, \cdot)\) is said to be a cycle set if each left multiplication \(\sigma_x : X \rightarrow X, y \mapsto x \cdot y\) is invertible and

\[
(x \cdot y) \cdot (x \cdot z) = (y \cdot x) \cdot (y \cdot z),
\]

for all \(x, y, z \in X\). Moreover, a cycle set \((X, \cdot)\) is called non-degenerate if the squaring map \(x \mapsto x \cdot x\) is bijective.

**Convention.** All the cycle sets are non-degenerate throughout the paper.

**Proposition 1.** (Propositions 1-2, [24]). Let \((X, \cdot)\) be a cycle set. Then the pair \((X, r)\), where \(r(x, y) := (\sigma_x^{-1}(y), \sigma_x^{-1}(y) \cdot x)\), for all \(x, y \in X\), is a solution of the Yang–Baxter equation which we call the associated solution to \((X, \cdot)\). Moreover, this correspondence is one-to-one.
Recall that a first useful tool to construct new solutions, introduced in [16], is the so-called retract relation, an equivalence relation on $X$ which we denote by $\sim_r$. Precisely, if $(X, r)$ is a solution, then $x \sim_r y$ if and only if $\lambda_x = \lambda_y$, for all $x, y \in X$. In this way, $(X, r)$ induces another solution, having the quotient $X / \sim_r$ as underlying set, which is named retraction of $(X, r)$ and is denoted by Ret$(X, r)$. As one can expect, the retraction of a solution corresponds to the retraction of a non-degenerate cycle set. Specifically, in [24] Rump showed that the binary relation $\sim_\sigma$ on $X$ given by $x \sim_\sigma y :\iff \sigma x = \sigma y$ for all $x, y \in X$, is a congruence of $(X, \cdot)$ and he proved that the quotient $X / \sim_\sigma$, which we denote by Ret$(X, \cdot)$, is a cycle set whenever $X$ is non-degenerate and he called it the retraction of $(X, \cdot)$. As the name suggests, if $(X, \cdot)$ is the cycle set associated to a solution $(X, r)$, then the retraction Ret$(X)$ is the cycle set associated to Ret$(X, r)$. Besides, a cycle set $X$ is said to be irretractable if Ret$(X) = X$, otherwise it is called retractable.

The following definition is of crucial importance for our scopes.

**Definition 2.** A cycle set $X$ has multipermutation level $n$ if $n$ is the minimal non-negative integer such that Ret$^n(X)$ has cardinality one, where

\[ \text{Ret}^0(X) := X \quad \text{and} \quad \text{Ret}^i(X) := \text{Ret}(\text{Ret}^{i-1}(X)), \quad \text{for} \quad i > 0. \]

Clearly, a cycle set of multipermutation level $n$ is retractable, but the converse is not necessarily true.

For a cycle set $X$, the permutation group generated by the set $\{\sigma_x \mid x \in X\}$ will be denoted by $G(X)$ and we call it the associated permutation group. Obviously, in terms of solutions, the associated permutation group is exactly the permutation group generated by the set $\{\lambda_x \mid x \in X\}$.

Our attention is mainly posed on cycle sets that are indecomposable.

**Definition 3.** A cycle set $(X, \cdot)$ is said to be indecomposable if the permutation group $G(X)$ acts transitively on $X$. Moreover, $X$ is said to be uniconnected if $G(X)$ acts regularly on $X$, i.e., $G(X)$ acts freely and transitively on $X$.

Note that a solution $(X, r)$ is indecomposable if and only if the associated cycle set $(X, \cdot)$ is indecomposable. In the rest of the paper, we will study indecomposable solutions by their associated cycle sets. In every case, all the results involving cycle sets can be translated in terms of solutions by Proposition 1.

A particular family of indecomposable cycle sets that has been considered by some authors (see, for example, [6,16]) is that of cycle sets having cyclic permutation group. In [6], a method to construct all the indecomposable cycle sets of prime-power size with cyclic permutation group and multipermutation level greater than 1 was developed.

**Theorem 2.** (Theorems 8 - 9, [6]). Let $p$ be a prime number, $X := \{0, \ldots, p^k - 1\}$, $n \in \mathbb{N} \setminus \{1\}$, $j_0, \ldots, j_n \in \mathbb{N} \cup \{0\}$ such that $j_0 = 0$, $j_0 = k$, $j_i < j_{i-1}$, for every $i \in \{1, \ldots, n\}$, and $\{f_i\}_{i \in \{1, \ldots, n-1\}}$ a set of maps such that $f_i : \mathbb{Z}/p^i \mathbb{Z} \longrightarrow \{0, \ldots, p^{i-1}/p^i - 1\}$
\[ f_i(0) = 0, \text{ for every } i \in \{1, \ldots, n - 1\}, \text{ and the map} \]
\[ \varphi_i : \{0, \ldots, p^{i+1} - 1\} \longrightarrow \{1, \ldots, p^{i+1} - 1\} \]
\[ l \mapsto 1 + p^{jn-1}f_{n-1}(l) + \cdots + p^if_i(l) \]
\[ \text{is injective, for every } i \in \{1, \ldots, n - 1\}. \]
Moreover, set \( \psi := (0 \ldots p^k - 1) \) and
\[ \sigma_i := \psi^{1+p^{jn-1}f_{n-1}(i)+\cdots+p^if_i(i)} , \quad (2) \]
for every \( i \in X \). Define
\[ K_{j,i} := j + 1 + p^{n-1}f_{n-1}(i) + \cdots + p^{j_2}f_2(i) \]
and
\[ Q_{j,i} := p^{jn-1}f_{n-1}(i) + \cdots + p^j f_1(i) + p^{jn-1}f_{n-1}(K_{j,i}) + \cdots + p^j f_1(K_{j,i}) , \]
for every \( i, j \in X \), and suppose that \( Q_{i,j} \equiv Q_{j,i} \pmod{p^k} \) for every \( i, j \in \{0, \ldots, p^k - 1\} \).
Then \( X \) is an indecomposable cycle set of level \( n \) and cyclic permutation group \(< \psi >\) such that \( |\text{Ret}^i(X)| = p^j \), for every \( i \in \{0, \ldots, n\} \).
Conversely, every indecomposable cycle set with cyclic permutation group arises in this way.

### 2.2. Solutions of the Yang–Baxter Equation and Left Braces

At first, we introduce the following definition that, as observed in [7], is equivalent to the original introduced by Rump in [26].

**Definition 4.** ([7], Definition 1). A set \( A \) endowed of two operations \( + \) and \( \circ \) is said to be a **left brace** if \((A, +)\) is an abelian group, \((A, \circ)\) a group, and
\[ a \circ (b + c) + a = a \circ b + a \circ c , \]
for all \( a, b, c \in A \).

Given a left brace \( A \) and \( a \in A \), let us denote by \( \lambda_a : A \longrightarrow A \) the map from \( A \) into itself defined by
\[ \lambda_a(b) := -a + a \circ b , \quad (3) \]
for all \( b \in A \). As shown in [26, Proposition 2] and [7, Lemma 1], these maps have special properties. We recall them in the following proposition.

**Proposition 3.** Let \( A \) be a left brace. Then the following are satisfied:

1) \( \lambda_a \in \text{Aut}(A, +) \), for every \( a \in A \);  
2) the map \( \lambda : A \longrightarrow \text{Aut}(A, +) \), \( a \mapsto \lambda_a \) is a group homomorphism from \((A, \circ)\) into \( \text{Aut}(A, +) \).

The map \( \lambda \) is of crucial importance to construct solutions of the Yang–Baxter equation using left braces, as one can see in the following proposition.

**Proposition 4.** (Lemma 2, [7]). Let \( A \) be a left brace and \( r : A \times A \longrightarrow A \times A \) the map given by
\[ r(a, b) := (\lambda_a(b), \lambda_{\lambda_a(b)}^{-1}(a)) , \]
for all \( a, b \in A \). Then \((A, r)\) is a solution of the Yang–Baxter equation which we call the associated solution to the left brace \( A \).
For the following definition, we refer the reader to [26, p. 160] and [7, Definition 3].

**Definition 5.** Let $A$ be a left brace. A subset $I$ of $A$ is said to be a **left ideal** if it is a subgroup of the multiplicative group and $\lambda_a(I) \subseteq I$, for every $a \in A$. Moreover, a left ideal is an **ideal** if it is a normal subgroup of the multiplicative group.

Given an ideal $I$, it holds that the structure $A/I$ is a left brace called the **quotient left brace** of $A$ modulo $I$.

More in general, examples of left ideals can be found easily in a finite left brace, as the following proposition shows (see [1, p. 11]).

**Proposition 5.** Let $A$ be a finite left brace and $p$ a prime number dividing $|A|$. Then the $p$-Sylow subgroup $A_p$ of the additive group $(A,+)$ is a left ideal of $A$.

In [26], Rump introduced the special notion of the socle of a left brace that, in the terms of [7, Section 4], is the following.

**Definition 6.** Let $A$ be a left brace. Then the set

$$\text{Soc}(A) := \{ a \in A \mid \forall b \in A \quad a + b = a \circ b \}$$

is named **socle** of $A$.

Clearly, $\text{Soc}(A) := \{ a \in A \mid \lambda_a = \text{id}_A \}$. Moreover, we have that $\text{Soc}(A)$ is an ideal of $A$. In [26], Rump defined the **socle series** of $A$ by setting $\text{Soc}_0(A) := \{0\}$ and

$$\text{Soc}_n(A) := \{ a \mid \forall b \in A \quad a + b - a \circ b \in \text{Soc}_{n-1}(A) \},$$

for every $n \in \mathbb{N}$. Obviously, $\text{Soc}_1(A)$ coincides with $\text{Soc}(A)$.

As highlighted in [26, Proposition 7] and [7, Lemma 3], the socle of a left brace $A$ has a special linkage with the solution associated to $A$.

**Proposition 6.** Let $A$ be a left brace and $(A,r)$ the solution associated to $A$. If $(A/\text{Soc}(A),r)$ is the solution associated to the left brace $A/\text{Soc}(A)$, then $(A/\text{Soc}(A),r)$ coincides with the retraction $\text{Ret}(A,r)$ of $(A,r)$.

**Definition 7.** A left brace $A$ has **finite multipermutation level** if the sequence $S_n$ defined as $S_1 := A$ and $S_{n+1} = S_n/\text{Soc}(S_n)$ for $n \geq 1$ reaches zero.

**Proposition 7.** Let $A$ be a left brace. Then $A$ has finite multipermutation level if and only if $A$ admits an $s$-series, i.e., there exists a positive integer $n$ such that $A = \text{Soc}_n(A)$.

In particular, if $n$ is the smallest positive integer such that $A = \text{Soc}_n(A)$, then $A$ is said to be a **left brace of multipermutation level** $n$. 
2.3. Left Braces and Uniconnected Cycle Sets with Nilpotent Permutation Group

In this subsection, we use some well-known results involving left braces to determine the structure of uniconnected cycle sets with nilpotent permutation group. As a consequence, we use this result and the ones contained in [6] to provide a method for constructing all the indecomposable cycle sets with cyclic permutation group.

Below we recall two results, the first due to Smoktunowicz [32, Theorem 19] and the second to Rump [29], which are of crucial importance for our purposes.

**Lemma 8.** (Theorem 19, [32]). Let \( A \) be a finite left brace such that \((A, \circ)\) is nilpotent and suppose that \( |A| = p_1^{n_1} \cdots p_m^{n_m} \). Then \( A \) and \( \prod_i A_{p_i} \) are isomorphic as left braces.

Before introducing Rump’s Theorem on uniconnected cycle sets, recall that if \( A \) is a left brace, by Proposition 3, the maps \( \lambda_a \) in (3) determines an action of \((A, \circ)\) on \((A, +)\). According to [26,29], a subset \( X \) of \( A \) which is a union of orbits with respect to such an action and generating the additive group \((A, +)\) is called cycle base. Moreover, if a cycle base is a single orbit then is said to be a transitive cycle base.

**Lemma 9.** (Theorem 2, [29]). Let \( A \) be a left brace, \( X \) a transitive cycle base and \( g \in X \). Define on \( A \) the binary operation \( \bullet \)

\[
a \bullet b := (\lambda_a(g))^{-\circ} b,
\]

for all \( a, b \in A \). Then \((A, \bullet)\) is a uniconnected cycle set and \( \mathcal{G}(A) \cong (A, \circ) \). Conversely, every uniconnected cycle set can be constructed in this way.

If \( A \) is a left brace and \((A, \bullet)\) is the uniconnected cycle set constructed as in the previous lemma, from now on we refer to \((A, \bullet)\) as the cycle set associated to the left brace \( A \). Now, we provide the main result of this section, namely we show that the classification of finite indecomposable cycle sets with a nilpotent regular permutation group reduces to the classification of the ones having prime-power size.

**Theorem 10.** Let \( m, n_1, \ldots, n_m \) be natural numbers, \( p_1, \ldots, p_m \) distinct prime numbers and \((X, \cdot)\) an unconnected cycle set of cardinality \( p_1^{n_1} \cdots p_m^{n_m} \) and with nilpotent permutation group \( \mathcal{G}(X) \). Then there exist \( m \) indecomposable cycle sets \((Y_1, \cdot_1), \ldots, (Y_m, \cdot_m)\) such that \( |Y_i| = p_i^{n_i} \) and

\[
(X, \cdot) \cong (Y_1, \cdot_1) \times \cdots \times (Y_m, \cdot_m).
\]

**Proof.** By Lemma 9, there exists a left brace \((A, +, \circ)\) such that the associated cycle set \((A, \bullet)\) is isomorphic to \((X, \cdot)\) and \( \mathcal{G}(A) \cong (A, \circ) \). Now, since \((A, \circ)\) is nilpotent, by Lemma 8 we have that \((A, +, \circ) \cong \prod_i (A_{p_i}, +, \circ)\), where \( A_{p_i} \) is the \( p_i \)-Sylow of \((A, \circ)\). Hence, by a routine computation, it follows that \((A, \bullet)\) is isomorphic to the direct product \( \prod_i (A_{p_i}, \bullet)\), where \((A_{p_i}, \bullet)\) is the unconnected cycle set associated to \((A_{p_i}, +, \circ)\). Setting \((Y_i, \cdot_i) := (A_{p_i}, \bullet)\), for every \( i \in \{1, \ldots, m\} \), the claim follows. \( \square \)
As a first consequence of the previous theorem, we obtain an alternative proof of [30, Proposition 4].

**Corollary 11. (Proposition 4, [30]).** Let \((X, \cdot)\) be an indecomposable cycle sets having cyclic permutation group \(G(X)\). Then \(<\sigma_x >= G(X)\), for every \(x \in X\).

**Proof.** If \(X\) has prime-power size, the claim follows by [6, Lemma 4-5], otherwise, the claim follows by [6, Lemma 4-5] and Theorem 10. □

In the following corollary, we specialize our result to indecomposable cycle sets \(X\) with cyclic permutation group \(G(X)\). Observe that, by this hypothesis together with that of transitivity on \(X\), we have that \(G(X)\) is a nilpotent group that acts regularly on \(X\), i.e., \(X\) is uniconnected.

**Corollary 12.** Let \(m, n_1, \ldots, n_m\) be natural numbers and \(p_1, \ldots, p_m\) distinct prime numbers. Suppose that \((X, \cdot)\) is an indecomposable cycle set of cardinality \(p_1^{n_1} \cdots p_m^{n_m}\) and with cyclic permutation group \(G(X)\). Then there exist \(m\) indecomposable cycle sets \((Y_1, \cdot_1), \ldots, (Y_m, \cdot_m)\) such that \(|Y_i| = p_i^{n_i}\) and

\[ (X, \cdot) \cong (Y_1, \cdot_1) \times \cdots \times (Y_m, \cdot_m). \]

Moreover, \((Y_i, \cdot_i)\) is a cycle set of multipermutation level 1 or a cycle set constructed as in Theorem 2.

**Proof.** Since \(X\) is uniconnected, by the previous theorem, there exist \(m\) indecomposable cycle sets \((Y_1, \cdot_1), \ldots, (Y_m, \cdot_m)\) such that \(|Y_i| = p_i^{n_i}\) and

\[ (X, \cdot) \cong (Y_1, \cdot_1) \times \cdots \times (Y_m, \cdot_m). \]

Since \(G(X)\) is cyclic so \(G(Y_i)\) is, hence \((Y_i, \cdot_i)\) is a cycle set constructed as in Theorem 2. □

We highlight that to classify concretely finite indecomposable cycle sets with nilpotent regular permutation group, by Theorem 10, partial results have been obtained by Theorem 2. However, these results do not consider all cycle sets belonging to this family, as one can see in the following example.

**Example 1.** Let \(X := \{1, 2, 3, 4, 5, 6, 7, 8\}\) be the cycle set given by

\[
\begin{align*}
\sigma_1 &= \sigma_6 := (1\ 4)(2\ 8)(3\ 7)(5\ 6) \\
\sigma_2 &= \sigma_7 := (1\ 7\ 6\ 2)(3\ 4\ 8\ 5) \\
\sigma_3 &= \sigma_8 := (1\ 5)(2\ 3)(4\ 6)(7\ 8) \\
\sigma_4 &= \sigma_5 := (1\ 2\ 6\ 7)(3\ 5\ 8\ 4).
\end{align*}
\]

Then, \(G(X)\) is isomorphic to the dihedral group of order 8 and acts transitively on \(X\).

We conclude this section by showing that the classification of left braces has a great impact on indecomposable cycle sets (and hence on indecomposable solutions) also in the infinite case. To this end, we recall the following result due to Cedó, Smoktunowitz, and Vendramin.

**Lemma 13. ([9], Theorem 5.5).** Let \(A\) be a left brace such that \((A, \circ) \cong (\mathbb{Z}, +)\). Then \(a + b = a \circ b\), for all \(a, b \in A\), i.e., \(A\) is a trivial left brace.
As a consequence of the previous lemma we provide the following significant theorem. One can note that it is essentially contained in the recent preprint by Jedlička, Pilitowska, and Zamojska-Dzienio [18, Proposition 6.2], however here we give an alternative proof of their result.

**Theorem 14.** Let \((X, \cdot)\) be an infinite indecomposable cycle set such that \(G(X) \cong (\mathbb{Z}, +)\). Then up to isomorphism, \((X, \cdot)\) is the cycle set on \(\mathbb{Z}\) given by \(a \cdot b := b + 1\), for all \(a, b \in \mathbb{Z}\).

**Proof.** By Lemma 9, there exists a left brace \(A\) such that the associated cycle set \((A, \bullet)\) is isomorphic to \((X, \cdot)\) and \(G(A) \cong (A, \circ)\), hence \((A, \circ) \cong (\mathbb{Z}, +)\). By the previous lemma, \(A\) is the trivial left brace and, consequently, \(\lambda_a = \text{id}_A\), for every \(a \in A\). In this way, the unique transitive cycle bases of \(A\) are \(\{1\}\) and \(\{-1\}\). By Lemma 9, since \(a \bullet b = (\lambda_a(g))^{-1} \circ b\), for some element \(g\) of a transitive cycle base, we obtain that \(a \bullet b = b + 1\), for all \(a, b \in A\), if \(g = -1\), and \(a \bullet b = b - 1\), for all \(a, b \in A\), if \(g = 1\). Therefore, the claim follows. \(\square\)

### 3. Orthogonal Dynamical Extensions of Cycle Sets

In this section, we consider a particular type of dynamical extensions which we call orthogonal. Specifically, we focus on those that are constant, and we show that, for these extensions, one can simplify the cocycle-condition (4). This result allows for adapting [5, Theorem 7] to characterize them.

Let us begin by recalling some suitable notions (see for instance [12]). If \(G\) is a finite transitive group acting on a set \(X\), then \(G\) is said to be **imprimitive** if there exists a subset \(B\) of \(X\), \(B \neq X\), with at least two elements such that, for each permutation \(g\) of \(G\), either \(g(B) = B\) or \(g(B) \cap B = \emptyset\). The subsets \(g(B)\) of \(X\) are called **blocks** and the set \(\{g(B)\}_{g \in G}\) is said to be a **system of blocks**. In this way, the action of \(G\) on \(X\) induces an action on a system of blocks in a natural way.

Let \(G\) be an imprimitive group acting on a set \(X\) of size \(mn\), for some natural numbers \(n\) and \(m\) greater than 1, and let \(A = \{A_1, \ldots, A_m\}\) and \(B = \{B_1, \ldots, B_n\}\) be two systems of blocks of size \(m\) and \(n\). Referring to [14], we say that two systems of blocks \(A\) and \(B\) are **orthogonal** if \(|A_i \cap B_j| = 1\), for all \(i \in \{1, \ldots, m\}\) and \(j \in \{1, \ldots, n\}\). The following classical lemma involving imprimitive groups is useful for our purpose.

**Lemma 15.** (Lemma 2.2, [13]). Let \(G\) be an imprimitive group acting on a set \(X\) and let \(A\) and \(B\) be two orthogonal systems of blocks. Then the action of \(G\) on \(X\) is equivalent to the action of \(G\) on \(A \times B\) given by \(g(A, B) := (g(A), g(B))\), for all \(A \in A\), \(B \in B\).

Following the paper by Vendramin [34], if \(X\) is a cycle set, \(S\) a set and \(\alpha : X \times X \times S \rightarrow \text{Sym}(S)\), \(\alpha(x, y, s) \mapsto \alpha_{(x,y)}(s, -)\) a function such that

\[
\alpha_{(x,y,x,z)}(\alpha_{(x,y)}(r, s), \alpha_{(x,z)}(r, t)) = \alpha_{(y,x,y,z)}(\alpha_{(y,x)}(s, r), \alpha_{(y,z)}(s, t)),
\]

for all \(x, y, z \in X\) and \(r, s, t \in S\), then \(\alpha\) is said to be a **dynamical cocycle** and the operation \(\cdot\) given by

\[
(x, s) \cdot (y, t) := (x \cdot y, \alpha_{(x,y)}(s, t)),
\]
for all \( x, y \in X \) and \( s, t \in S \) makes \( X \times S \) into a cycle set which we denote by \( X \times_\alpha S \) and we call dynamical extension of \( X \) by \( \alpha \). A dynamical cocycle is said to be constant if \( \alpha(x, y)(s, -) = \alpha(x, y)(t, -) \), for all \( x, y \in X \) and \( s, t \in S \). In this case, \( X \times_\alpha S \) is said to be a constant dynamical extension.

Moreover, a dynamical extension \( X \times_\alpha S \) is called indecomposable if \( X \times_\alpha S \) is an indecomposable cycle set: by [5, Theorem 7], this happens if and only if \( X \) is an indecomposable cycle set and the subgroup of \( G(X \times S) \) generated by \( \{ h \mid \forall s \in S \cdot h(y, s) \in \{ y \} \times S \} \) acts transitively on \( \{ y \} \times S \), for some \( y \in X \). In this case, \( G(X \times S) \) acts imprimitively and the set \( \{ \{ x \} \times S \}_{x \in X} \) is a system of blocks which we call the system of blocks induced by \( X \) and we denote it by \( B_X \).

**Definition 8.** Given a finite indecomposable cycle set \( X \) and \( X \times_\alpha S \) a (constant) indecomposable dynamical extension of \( X \) by \( \alpha \), we say that \( X \times_\alpha S \) is a (constant) orthogonal dynamical extension of \( X \) by \( \alpha \) if the permutation group \( G(X \times S) \) has a system of blocks \( A \) which is orthogonal to \( B_X \).

Let us observe that one can find examples of orthogonal dynamical extensions in [5,6], and [18]. Below, we recall some of them.

**Examples 2.** 1) If \( X \) and \( Y \) are indecomposable cycle sets of multipermutation level 1 and having coprime cardinalities, the direct product \( X \times Y \) coincides with the orthogonal dynamical extension of \( X \) by \( \alpha \), where \( \alpha : X \times X \times Y \rightarrow \text{Sym}(Y) \) is the function given by \( \alpha(x, y)(s, -) := s \), for all \( x, y \in X \) and \( s \in Y \).

2) Let \( p \) be a prime number and \( X = Y := \mathbb{Z}/p\mathbb{Z} \) and consider \( X \) as the cycle set given by \( x \cdot y := y + 1 \), for all \( x, y \in X \). Moreover, let \( \alpha \) be the function from \( X \times X \times Y \) to \( \text{Sym}(Y) \) given by \( \alpha(x, y)(s, t) := t + x \), for all \((x, y), (s, t) \in X \times Y \). Then \( X \times_\alpha Y \) is an orthogonal dynamical extension of \( X \) by \( \alpha \).

However, several examples of dynamical extension that are not orthogonal occur in literature.

**Examples 3.** 1) Every indecomposable dynamical extension having prime-power size and cyclic permutation group can not be obtained as an orthogonal dynamical extension.

2) Let \( k \) be a natural number, \( X := \mathbb{Z}/k\mathbb{Z} \) the cycle set given by \( x \cdot y := y+1 \), for all \( x, y \in X \), \( A = B := \mathbb{Z}/2\mathbb{Z} \), and \( S := A \times B \). Moreover, define \( \beta : A \times A \times X \rightarrow \text{Sym}(B) \) the function given by \( \beta(a, b)(x, -) := \text{id}_B \), if \( a = b \), and \( \beta(a, b)(x, -) := (0, 1) \), otherwise, define \( \gamma : B \rightarrow \text{Sym}(A) \) the function given by \( \gamma(b) := a - b - 1 \), for every \( b \in B \), and let \( \alpha : X \times X \times S \rightarrow \text{Sym}(S) \) be the function given by

\[
\alpha(x, y)((a, b), (c, d)) := \begin{cases} 
(c, \beta(a, c)(x, d)), & \text{if } x = y \\
(\gamma(b)(c), d), & \text{if } x \neq y
\end{cases}
\]

for all \( x, y \in X \), \((a, b), (c, d) \in S \). Then \( X \times_\alpha S \) is a dynamical extension of \( X \) by \( \alpha \) that is not orthogonal. Indeed, if \( A = \{ A_1, \ldots, A_k \} \) is a system of blocks orthogonal to \( B_X \), then every block \( A_i \) is of the form
Proof. Let \( H \) elements \( X \times_{\alpha} S \) such that \( g(1, a_1, b_1) = (1, a_1, b_1) \) and \( g(k, a_k, b_k) = (k, a_g, b_k) \) for an element \( a_g \) different from \( a_k \), a contradiction.

From now on, in the rest of this section we focus on constant orthogonal dynamical extensions. As noted in [34, Section 3], to obtain constant dynamical extensions, the cocycle-condition (4) can be simplified. Now, we show that for constant orthogonal dynamical extensions the condition (4) can be even more simplified.

**Proposition 16.** Let \( X \times_{\alpha} S \) be a constant orthogonal dynamical extension of \( X \) by \( \alpha \). Then after renaming the elements of the set \( S \), the function \( \alpha \) depends only on the first variable, i.e., \( \alpha(x,y)(-r,t) = \alpha(x,y')(−t, t) \), for all \( x, y, y' \in X \) and \( t \in S \).

**Proof.** Let \( q \) be a natural number such that \( A := \{A_1, ..., A_q\} \) is a system of blocks orthogonal to \( B_X \). Thus, we necessarily have that

\[
A_i := \{(1, a_1, b_1), \ldots, (k, a_k, b_k)\}
\]

But one can show that there exists \( g \in G(X \times_{\alpha} \alpha) \) such that \( g(1, a_1, b_1) = (1, a_1, b_1) \) and \( g(k, a_k, b_k) = (k, a_g, b_k) \) for an element \( a_g \) different from \( a_k \), a contradiction.

As a consequence of the previous proposition, we give a characterization for constant orthogonal dynamical extensions \( X \times_{\alpha} S \).

**Theorem 17.** Let \( X \) be a finite indecomposable cycle set. Moreover, let \( S \) be a finite set and \( \alpha : X \rightarrow Sym(S) \) a map from \( X \) to the symmetric group of \( S \) such that \( \alpha(x,y)\alpha(x) = \alpha(y,x)\alpha(y) \), for all \( x, y \in X \). Then the binary operation on \( X \times S \) given by

\[
(x, s) \cdot (y, t) := (x \cdot y, \alpha_x(t)),
\]

makes \( X \times S \) into a constant orthogonal dynamical extension of \( X \) by \( \alpha \) if and only if the subgroup \( H_y \) of \( Sym(X \times S) \) given by

\[
H_y := \{(\sigma^{\epsilon_1}_{x_1} \cdots \sigma^{\epsilon_n}_{x_n}, \alpha^{\epsilon_1}_{x_1} \cdots \alpha^{\epsilon_n}_{x_n}) \mid n \in \mathbb{N}, \epsilon_1, ..., \epsilon_n \in \{-1, 1\}, \sigma^{\epsilon_1}_{x_1} \cdots \sigma^{\epsilon_n}_{x_n}(y) = y\}
\]
acts transitively on \( \{y\} \times S \), for some \( y \in X \). In this case, the set \( \{X \times \{s\}\} \) is a system of blocks orthogonal to \( B_X \).

Moreover, every constant orthogonal dynamical extension can be constructed in this way.

**Proof.** By a long but simple calculation, one can verify that \( (X \times S, \cdot) \) is a dynamical extension of \( X \) by \( \alpha \). Moreover, by [5, Theorem 7], we have that it is indecomposable if and only if \( H_y \) acts transitively on \( \{y\} \times S \), for some \( y \in X \). Now, since \( \sigma_{(x,s)}(y,t) \in X \times \{\alpha_x(t)\} \), for all \( x, y \in X, s, t \in S \), it follows that \( \{X \times \{s\}\} \) is a system of blocks. Obviously, it is orthogonal to \( B_X \).

The rest of the assertion follows by Proposition 16 and [5, Theorem 7]. \( \square \)

**Remark 1.** Given two cycle sets \( X \) and \( S \) and \( \alpha : X \to \text{Aut}(S) \) a function such that \( \alpha_{x,y} \alpha_x = \alpha_{y,x} \alpha_y \), for all \( x, y \in X \), then the binary operation \( \cdot \) on \( X \times S \) given by \( (x,s) \cdot (y,t) := (x \cdot y, \alpha_x(s \cdot t)) \) makes \( X \times S \) into a cycle set. Moreover, it is easy to show that it is isomorphic to the Rump’s semidirect product of the cycle sets \( X \) and \( S \) via \( \alpha \), a construction of cycle sets introduced by Rump in [27]. Since a set \( S \) can be endowed with a cycle set structure by \( x \cdot y := y \), for all \( x, y \in S \), the previous results ensure that every constant orthogonal dynamical extension can be obtained as particular semidirect product of cycle sets. On the other hand, one can show that every semidirect product \( X \ltimes_{\alpha} S \) of two finite cycle sets \( X \) and \( S \) via \( \alpha \) gives rise to orthogonal dynamical extensions whenever \( X \ltimes_{\alpha} S \) is indecomposable.

Theorem 17 turns out to be useful in the investigation of indecomposable cycle sets for which the retraction has an orthogonal system of blocks. Indeed, if \( X \) is a finite indecomposable cycle set, by [5, Proposition 8], \( X \) is isomorphic to a constant dynamical extension of \( \text{Ret}(X) \), hence we have the following corollary.

**Corollary 18.** Let \( X \) be a finite indecomposable cycle set such that \( \mathcal{B}_{\text{Ret}(X)} \) has an orthogonal system of blocks. Then there exist a set \( S \) and a function \( \alpha : \text{Ret}(X) \to \text{Sym}(S) \) such that the operation \( \cdot \) given by

\[
(x,s) \cdot (y,t) := (x \cdot y, \alpha_x(t)),
\]

for all \( x, y \in \text{Ret}(X) \) and \( s, t \in S \) makes \( \text{Ret}(X) \times S \) into a cycle set isomorphic to \( I \).

**Proof.** It follows by [5, Proposition 8] and Theorem 17. \( \square \)

In other words, the previous corollary states that to construct all the finite indecomposable cycle sets having \( X \) as retraction and such that there exists a system of blocks orthogonal to \( \mathcal{B}_X \) one has to classify all the pair \( (S, \alpha) \) where \( S \) is a set, \( \alpha \) is a function from \( X \) to \( \text{Sym}(S) \) such that \( \alpha_{x,y} \alpha_x = \alpha_{y,x} \alpha_y \), for all \( x, y \in X \), and the subgroup \( H_y \) of Theorem 17 acts transitively on \( \{y\} \times S \).
Note that if \( X \times_\alpha S \) is a constant indecomposable dynamical extension, the system of blocks \( \mathcal{B}_{\text{Ret}}(X \times_\alpha S) \) induced by the retraction is in general different from the system of blocks \( \mathcal{B}_X \) induced by \( X \) (see, for instance, Example 6). However, \( \mathcal{B}_{\text{Ret}}(X \times_\alpha S) \) and \( \mathcal{B}_X \) are closely related, as one can see in the simple but useful Proposition 19. Before introducing such a proposition, let us recall that if \( G \) is an imprimitive group acting on a finite set \( X \) and \( A, B \) are system of blocks, then \( A \) is said to be a refinement of \( B \) if there exist \( A \in A, B \in B \) such that \( A \subseteq B \).

**Proposition 19.** Let \( X \times_\alpha S \) be a constant indecomposable dynamical extension. Then \( \mathcal{B}_X \) is a refinement of \( \mathcal{B}_{\text{Ret}}(X \times_\alpha S) \).

**Proof.** By [5, Proposition 2], we have that \((x, s) \cdot (y, t) := (x \cdot y, \alpha_{x,y}(t))\), for all \( x, y \in X \) and \( s, t \in S \). Therefore, if \( B \in \mathcal{B}_{\text{Ret}}(X \times_\alpha S) \) and \((x, s) \in B\), then \( \{x\} \times S \subseteq B \); hence, the claim follows. \( \square \)

4. Description of Constant Orthogonal Dynamical Extensions by Left Braces

The goal of this section is to give a relationship between constant orthogonal dynamical extensions and semidirect product of left braces. This link naturally leads to a description of constant orthogonal dynamical extensions and provides a way to investigate these extensions by left braces.

For our purpose, it is useful to recall the semidirect product of left braces in the same terms used in [7]. Given two left braces \( A \) and \( H \) and a homomorphism \( \alpha : A \rightarrow \text{Aut}(H) \) from the group \((A, \circ)\) to the automorphisms of the left brace \( H \), the semidirect product of \( A \) and \( H \) via \( \alpha \) is the left brace \((A \times H, +, \circ)\), where the sum is the direct sum of the groups \((A, +)\) and \((H, +)\) and the multiplication is the semidirect product of the multiplicative groups \((A, \circ)\) and \((H, \circ)\) via \( \alpha \).

Let \( A \) be a left brace, \( H \) a trivial left brace, and \( X \) (resp. \( S \)) a cycle base of \( A \) (resp. \( H \)). By the results provided in [25, 27], one can easily show that semidirect products of \( A \) and \( H \) and semidirect products of \( X \) and \( S \) are “compatible” in the following sense: if \( A \ltimes_\alpha H \) is a semidirect product such that \( \alpha_a(S) = S \), for every \( a \in A \), then \( \alpha \) induces a semidirect product of the cycle sets \( X \) and \( S \); on the other side, we have that if \( X \) is a cycle set and \( S \) a trivial cycle set, then a semidirect product of the cycle sets \( X \) and \( S \) induces a semidirect product of the left braces \( G_X \) and \( \mathbb{Z}^S \), where \( G_X \) is the left brace having as additive group the free abelian group \( \mathbb{Z}^X \) and as multiplicative group the one generated by the elements of \( X \) subject to the relations \( x \cdot y = \sigma^{-1}_x(y) \cdot (\sigma^{-1}_x(y) \cdot x) \), for all \( x, y \in X \), and \( \mathbb{Z}^S \) is the trivial left brace on the free abelian group \( \mathbb{Z}^S \).

In the previous section, we showed that to obtain a constant orthogonal dynamical extension \( X \times_\alpha S \), it is required the transitivity of a subgroup \( H_y \) of \( \mathcal{G}(X \times_\alpha S) \) on the set \( \{y\} \times S \). Now, using the embedding of \( X \) into a
left brace $A$ as transitive cycle base, we show that the transitivity of $H_y$ on \{y\} $\times$ $S$ can be carried into the richer structure of the left brace $A$.

**Theorem 20.** Let $A$ be a left brace, $S$ a finite set and $\bar{\alpha} : A \to \text{Sym}(S)$ an homomorphism from $(A, \circ)$ to $\text{Sym}(S)$. Moreover, let $X$ be a finite transitive cycle base of $A$ and $e$ an element of $X$ and suppose that the stabilizer $A_e$ of $e$ in $A$ (by the map $\lambda$) acts transitively on $S$ by $\bar{\alpha}$. Then the binary operation $\cdot$ on $X \times S$ given by

$$(x, s) \cdot (y, t) := (\lambda_x^{-1}(y), \alpha_x^{-1}(t))$$

makes $X \times S$ into a constant orthogonal dynamical extension of $X$ by $\bar{\alpha}^{-1}$.

Conversely, any constant orthogonal dynamical extension can be constructed in this way.

**Proof.** Clearly, the binary operation given by $x \cdot y := \lambda_x^{-1}(y)$ makes $X$ into a cycle set. Moreover, we have that

$$\bar{\alpha}_{x+y} \circ \bar{\alpha}_{y+x} \Rightarrow \bar{\alpha}_{x \circ \lambda_x^{-1}(y)} = \bar{\alpha}_{y \circ \lambda_y^{-1}(x)}$$

$$\Rightarrow \bar{\alpha}_{\lambda_x^{-1}(y)}^{-1} \bar{\alpha}_x^{-1} = \bar{\alpha}_{\lambda_y^{-1}(x)}^{-1} \bar{\alpha}_y^{-1}$$

for all $x, y \in X$, hence $(X \times S, \cdot)$ is a cycle set. Clearly, it is a constant dynamical extension of $X$ by $S$ having dynamical cocycle $\alpha := \bar{\alpha}_{|X}$.

Since $X$ is a transitive cycle base of $A$, by [31, Proposition 9] $X$ is an indecomposable cycle set. Therefore, it remains to show that the subgroup $H_e$ defined as in Theorem 17 acts transitively on $\{e\} \times S$. Let $s_1$ and $s_2$ be elements of $S$. Since $A_e$ acts transitively on $S$ by $\bar{\alpha}$, there exists $a_e \in A_e$ such that $\bar{\alpha}(a_e)(s_1) = s_2$. Moreover, by [31, Proposition 8], there exist $g_1, \ldots, g_n \in X$, $\epsilon_1, \ldots, \epsilon_n \in \{-1, 1\}$ such that $b_e = g_1^{\epsilon_1} \circ \cdots \circ g_n^{\epsilon_n}$. Then it follows that

$$\bar{\alpha}(a_e)(s_1) = s_2 \Rightarrow \bar{\alpha}(g_1^{\epsilon_1} \circ \cdots \circ g_n^{\epsilon_n})(s_1) = s_2$$

$$\Rightarrow \bar{\alpha}_{g_1^{\epsilon_1}} \cdots \bar{\alpha}_{g_n^{\epsilon_n}}(s_1) = s_2$$

and since $e = \lambda_{a_e}(e) = \lambda_{g_1^{\epsilon_1}} \cdots \lambda_{g_n^{\epsilon_n}}(e)$ it follows that $H_e$ acts transitively on $\{e\} \times S$, hence $X \times S$ is indecomposable. Clearly, $\{X \times \{s\}\}_{s \in S}$ is a system of blocks orthogonal to $B_X$.

Conversely, suppose that $X \times \alpha$ $S$ is a constant orthogonal dynamical extension. By [31, Proposition 9], $X$ is a transitive cycle base of the left brace $G_X$ having as additive group the free abelian group $\mathbb{Z}^X$ and as multiplicative group the group generated by the elements of $X$ subject to the relation $x \cdot y = \sigma_x^{-1}(y) \cdot (\sigma_y^{-1}(y) \cdot x)$, for all $x, y \in X$. Then since $\alpha_{x \cdot y} \alpha_x = \alpha_{y \cdot x} \alpha_y$, for all $x, y \in X$, replacing $y$ by $\sigma_y^{-1}(y)$ we obtain that $\alpha_{y \cdot x} \alpha_x = \alpha_{\sigma_y^{-1}(y) \cdot x} \alpha_{\sigma_x^{-1}(y)}$ and hence $\alpha_{x \cdot y} \alpha_x^{-1} = \alpha_{\sigma_x^{-1}(y)} \alpha_{\sigma_y^{-1}(y) \cdot x}$. Therefore, the assignment $x \mapsto \alpha_x^{-1}$ can be extended to an action $\bar{\alpha}$ from the multiplicative group of $G_X$ to $\text{Sym}(S)$. Using Theorem 17, by similar computations seen in the previous implication, we obtain that the stabilizer $(G_X)_e$ of an element $e \in X$ acts transitively on $S$ by $\bar{\alpha}$. Moreover, the indecomposable cycle set on $X \times S$ constructed starting from $G_X$ and $\bar{\alpha}$ as in the previous implication is exactly the dynamical extension $X \times \alpha$ $S$. Hence, the proof is complete. \qed
Remarks 1. 1. By Theorem 20, the classification of constant orthogonal dynamical extensions of a finite indecomposable cycle set \( X \) reduces to the classification of the actions \( \bar{\alpha} : A \rightarrow \text{Sym}(S) \), where \( S \) is a finite set and \( A \) is a left brace having \( X \) as transitive cycle base and such that the stabilizer of an element \( e \in X \) (by maps \( \lambda \)) acts transitively on \( S \) by \( \bar{\alpha} \).

2. An action of the multiplicative group \((A, \circ)\) of a left brace \( A \) on a set \( S \) is a particular case of an action of a skew left brace. This algebraic object has been recently introduced and studied by De Commer in [11].

In the following result, we obtain that left braces are a powerful tools to describe constant orthogonal dynamical extensions and to check them by semidirect products.

**Corollary 21.** Let \( A \) be a left brace having \( X \) as a finite transitive cycle base, \( H \) a trivial left brace having \( S \) as a finite cycle base. Assume that \( \alpha : A \rightarrow \text{Aut}(H) \) is a homomorphism from the group \((A, \circ)\) to the automorphisms of the left brace \( H \) such that \( \alpha(a)(S) = S \), for every \( a \in A \), and there exists \( e \in X \) such that the stabilizer \( A_e \) acts transitively on \( S \) by \( \alpha \). Then the semidirect product of the left brace \( A \ltimes_\alpha H \) has the constant dynamical extension \( X \times \bar{\alpha} S \) as transitive cycle base, where \( \bar{\alpha} : X \rightarrow \text{Sym}(S) \) is given by \( \bar{\alpha}(x) := \alpha^{-1}(x) \), for every \( x \in X \). Moreover, \( X \times \bar{\alpha} S \) is a constant orthogonal dynamical extension.

Conversely, every constant orthogonal dynamical extension can be constructed in this way.

**Proof.** Note that the homomorphism \( \alpha : A \rightarrow \text{Aut}(H, +) \) induces a homomorphism \( \alpha^* : A \rightarrow \text{Sym}(S) \) such that \( A_e \) acts transitively on \( S \) by \( \alpha^* \). Then by Theorem 20, \( X \times \bar{\alpha} S \) is a constant orthogonal dynamical extension. Since the additive group of the left brace \( A \ltimes_\alpha H \) is the direct sum of \((A, +)\) and \((H, +)\), it follows that \( X \times \bar{\alpha} S \) is a transitive cycle base.

For the converse part, given a constant orthogonal dynamical extension \( X \times \bar{\alpha} S \), it is sufficient to consider \( X \) as a transitive cycle base of the left brace \( G_X \) and \( S \) as the cycle base of the trivial left brace over the free abelian group \( \mathbb{Z}^S \). In this way, by Theorem 20, the function \( \alpha \) induces an action \( \bar{\alpha} \) of \( G_X \) on \( S \). Again, \( \bar{\alpha} \) induces an action \( \tilde{\alpha} \) by automorphisms of \( G_X \) on the free abelian group \( \mathbb{Z}^S \). Finally, the semidirect product of left braces \( G_X \ltimes_{\tilde{\alpha}} \mathbb{Z}^S \) has the dynamical extension \( X \times \bar{\alpha} S \) as a transitive cycle base. \( \square \)

We conclude this section by giving an example of constant dynamical extensions obtained using Corollary 21.

**Example 4.** Let \( A \) be the left brace having \((\mathbb{Z}/4\mathbb{Z}, +)\) as additive group and with multiplication given by \( a \circ b := a + b + 2ab \), for all \( a, b \in A \), and let \( H \) be the trivial left brace on \((\mathbb{Z}/3\mathbb{Z}, +)\). Consider \( G := A \ltimes_\alpha H \) the semidirect product of the left braces \( A \) and \( H \) where \( \alpha : A \rightarrow \text{Aut}(H) \) is the homomorphism from \((A, \circ)\) to the automorphism group of the left brace \( H \) given by \( \alpha(0) = \alpha(3) := \text{id}_H \) and \( \alpha(1) = \alpha(2) := (1 2) \). Then \( X := \{1, 3\} \) is the unique transitive cycle base of \( A \) and \( S := \{1, 2\} \) is a cycle base of
Moreover, the stabilizer $A_1 := \{0, 2\}$ of 1 is a subgroup of $(A, \circ)$ that acts transitively on $S$. Hence, if $\bar{\alpha}$ is the function defined as in Corollary 21, it follows that $X \times_{\bar{\alpha}} S$ is a constant orthogonal dynamical extension. In particular, it is isomorphic to the that on $\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$ given by

$$(x, s) \cdot (y, t) := (y + 1, t + x),$$

for all $(x, s), (y, t) \in \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$.

5. Orthogonal Dynamical Extensions: Examples and Constructions

In this section, we specialize Theorem 17 to provide examples and constructions of indecomposable cycle sets, giving special attention to the ones having abelian permutation group. Finally, we show that, by semidirect products of cycle sets, one can construct examples of orthogonal dynamical extensions that are not constant.

Let us recall that, if $X$ is a finite indecomposable cycle set with abelian permutation group and $A$ is a finite abelian group, the constant orthogonal dynamical extensions having permutation group isomorphic to $G(X) \times A$ simply correspond to the maps $\alpha : X \to A$ from $X$ to the translations group of $A$ (which we identify with $A$) such that $\alpha(x \cdot y) + \alpha(x) = \alpha(y \cdot x) + \alpha(y)$, for all $x, y \in X$, and the group

$$\mathcal{H}_y := \{\epsilon_1 \alpha(x_1) + \cdots + \epsilon_n \alpha(x_n) | n \in \mathbb{N}, \epsilon_1, ..., \epsilon_n \in \{-1, 1\}\}$$

$$\sigma_{x_1}^{\epsilon_1} \cdots \sigma_{x_n}^{\epsilon_n}(y) = y$$

is equal to $A$, for some $y \in X$.

We underline that the indecomposable cycle sets constructed in this section have not cyclic permutation group, hence they are different from those obtained in [6,30].

At first, we introduce the following example that, in particular, coincides with [5, Example 10].

Example 5. Let $X := \mathbb{Z}/k\mathbb{Z}$ be the cycle set given by $x \cdot y := y + 1$, for all $x, y \in X$. Moreover, let $S := \mathbb{Z}/k\mathbb{Z}$ and $\alpha : X \to \text{Sym}(S)$ the function given by $\alpha_x := t_x$, for every $x \in X$, where $t_x$ is the translation by $x$. Then

$$(x, s) \cdot (y, t) = (y + 1, \alpha_x(t)),$$

for all $x, y \in X, s, t \in S$ and $X \times_\alpha S$ is an orthogonal dynamical extension of $X$ by $\alpha$ having multipermutation level 2 and permutation group isomorphic to $\mathbb{Z}/k\mathbb{Z} \times \mathbb{Z}/k\mathbb{Z}$.

The previous example is an orthogonal dynamical extension $X \times_\alpha S$ for which Ret$(X \times_\alpha S) = X$. However, there exist orthogonal dynamical extensions $X \times_\alpha S$ for which Ret$(X \times_\alpha S)$ is not isomorphic to $X$, as we can see in the following example.
Example 6. Let $X := \mathbb{Z}/p^2\mathbb{Z}$ be the cycle set given by $x \cdot y := y + 1$, for all $x, y \in X$. Moreover, let $H := p\mathbb{Z}/p^2\mathbb{Z}$, $S := X/H$, and $\alpha : X \rightarrow \text{Sym}(S)$ the function given by $\alpha_x := t_{[x]}$, for every $x \in X$, where $[x]$ is the image of $x$ in $X/H$ under the canonical epimorphism and $t_{[x]}$ is the translation by $[x]$. Then

$$(x, s) \cdot (y, t) = (y + 1, t + [x]),$$

for all $x, y \in X$, $s, t \in S$, and $X \times_\alpha S$ is a constant orthogonal dynamical extension of $X$ by $\alpha$ having multipermutation level 2: indeed, $|\text{Ret}(X \times S)| = p$ and $\alpha_{x-y}(\alpha_x t_{[x+y+1]}$, which is symmetric with respect to $x$ and $y$. Moreover, $\sigma_{(0,0)}^{p^2-1}\sigma_{(1,0)} \in H_0$ and $<\sigma_{(0,0)}^{p^2-1}\sigma_{(1,0)}>$ acts transitively on $\{0\} \times S$. Clearly, the permutation group is isomorphic to $\mathbb{Z}/p^2\mathbb{Z} \times \mathbb{Z}/p\mathbb{Z}$.

The indecomposable cycle sets given before are of multipermutation level 2 and with abelian permutation group. This class of cycle sets is studied in detail in [6,18]. Now, we give further examples of indecomposable cycle sets having greater multipermutation level. Such examples are also different from the ones provided in [5]: indeed, the multipermutation cycle sets contained in [5] have multipermutation level less than 2.

Example 7. Let $X := \mathbb{Z}/4\mathbb{Z}$ be the cycle set given by $\sigma_0 = \sigma_2 := t_1$ and $\sigma_1 = \sigma_3 := t_{-1}$, where $t_1$ and $t_{-1}$ are the translations by 1 and $-1$, respectively. Moreover, let $S$ be the group $\mathbb{Z}/2\mathbb{Z}$ and $\alpha : X \rightarrow \text{Sym}(S)$ given by

$$\alpha_0 = \alpha_1 := \text{id}_S \quad \alpha_2 = \alpha_3 := t_1.$$

By a long but easy calculation, one can show that $\alpha_{x-y}(\alpha_x = \alpha_{y-x}\alpha_y$, for all $x, y \in X$, and that the subgroup $<\sigma_{(0,0)}^3\sigma_{(2,0)}>$ of $H_0$ acts transitively on $\{0\} \times S$. Moreover, the function $\theta : X \times S \rightarrow X$, $(x, s) \mapsto x$ induces an isomorphism from $\text{Ret}(X \times S)$ to $X$. Therefore, $X \times_\alpha S$ is a constant orthogonal dynamical extension of $X$ by $S$ of multipermutation level 3 having permutation group isomorphic to $\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. In particular, $X \times_\alpha S$ is isomorphic to the cycle set on $\mathbb{Z}/8\mathbb{Z}$ given by

$$\sigma_0 = \sigma_4 := (0 1 2 3)(4 5 6 7) \quad \sigma_1 = \sigma_5 := (0 3 2 1)(4 7 6 5)$$
$$\sigma_2 = \sigma_6 := (0 5 2 7)(1 6 3 4) \quad \sigma_3 = \sigma_7 := (0 7 2 5)(1 4 3 6).$$

In the following proposition, we construct a family of indecomposable cycle sets of multipermutation level 3 obtained as constant orthogonal dynamical extensions of cycle sets having multipermutation level 2.

Proposition 22. Let $p$ be an odd prime number and $X := \mathbb{Z}/p^{2s}\mathbb{Z}$ the indecomposable cycle set of multipermutation level 2 given by $x \cdot y := y + 1 + xp^s$, for all $x, y \in X$. Let $k$ be a number coprime with $p$ and $f$ the function from $X$ into itself given by

$$f(j) := k(j + \frac{p^sj(j-1)}{2}),$$

for every $j \in X$, where $\frac{p^sj(j-1)}{2}$ is the element $a \in X$ such that $2a = p^sj(j-1)$. Let $\alpha : X \rightarrow \mathbb{Z}/p^{2s}\mathbb{Z}$ be the function given by $\alpha_x := t_{f(x)}$, for all $x \in X$. 

Then \( \times_\alpha \mathbb{Z}/p^{2s}\mathbb{Z} \) is a constant orthogonal dynamical extension of \( X \) by \( \alpha \) having multipermutation level 3. Moreover, \( \text{Ret}(\times \mathbb{Z}/p^{2s}\mathbb{Z}) \cong X \) and \( \mathcal{G}(\times \mathbb{Z}/p^{2s}\mathbb{Z}) \cong \mathbb{Z}/p^{2s}\mathbb{Z} \times \mathbb{Z}/p^{2s}\mathbb{Z} \).

**Proof.** To show that \( \times \mathbb{Z}/p^{2s}\mathbb{Z} \) is a cycle set, it is sufficient to see that \( f(i \cdot j) + f(i) = f(j \cdot i) + f(j) \), for all \( i, j \in X \). Let \( i, j \) be elements of \( X \).

\[
\begin{align*}
f(i \cdot j) + f(i) &= f(j + 1 + p^s i) + f(i) \\
&= k(j + 1 + p^s i + \frac{p^s(j + 1 + p^s i)(j + 1 + p^s i - 1)}{2}) + k(i + \frac{p^s(i - 1)}{2}) \\
&= k(j + 1 + p^s i + \frac{p^s(j + 1)j}{2}) + k(i + \frac{p^s(i - 1)}{2}) \\
&= k(j + i + 1 + \frac{p^s(j + 1)j}{2} + \frac{p^s(i + 1)i}{2})
\end{align*}
\]

and since the expression is symmetric with respect to \( i \) and \( j \) it follows that \( f(i \cdot j) + f(i) = f(j \cdot i) + f(j) \), hence \( \times \mathbb{Z}/p^{2s}\mathbb{Z} \) is a cycle set. Moreover, the subgroup \( < \sigma_{0,0}^{p^s} - \sigma_{1,0} > \mathbb{H}_0 \) acts transitively on \( \{0\} \times \mathbb{Z}/p^{2s}\mathbb{Z} \), hence, by Theorem 17 the cycle set \( \times \mathbb{Z}/p^{2s}\mathbb{Z} \) is indecomposable and \( \mathcal{G}(\times \mathbb{Z}/p^{2s}\mathbb{Z}) \) is isomorphic to \( \mathbb{Z}/p^{2s}\mathbb{Z} \times \mathbb{Z}/p^{2s}\mathbb{Z} \).

Finally, let \( \rho : X \times \mathbb{Z}/p^{2s}\mathbb{Z} \rightarrow X \) be the function given by \( \rho(x, s) := x \), for every \( (x, s) \in X \times \mathbb{Z}/p^{2s}\mathbb{Z} \). Clearly, \( \rho \) is an epimorphism of cycle sets. Moreover, since \( f(j + ap^s) = f(j) + kap^s \), for all \( j, a \in \mathbb{Z}/p^{2s}\mathbb{Z} \), it follows that \( \sigma_{(x,s)} = \sigma_{(y,t)} \) if and only if \( \rho(x) = \rho(y) \), therefore \( \text{Ret}(\times \mathbb{Z}/p^{2s}\mathbb{Z}) \cong X \) and \( X \times \mathbb{Z}/p^{2s}\mathbb{Z} \) has multipermutation level 3. \( \square \)

The following proposition shows that other examples of indecomposable cycle sets that are constant dynamical extensions can be easily obtained by those having cyclic permutation group and arbitrary multipermutation level.

**Proposition 23.** Let \( n, k \in \mathbb{N} \), \( X := \{0, \ldots, p^k - 1\} \) be an indecomposable cycle set of multipermutation level \( n \) and with cyclic permutation group constructed as in Theorem 2. Moreover, let \( j \in \mathbb{N} \) such that \( |\text{Ret}^{n-1}(X)| = p^j \) and \( s \) a natural number in \( \{1, \ldots, j\} \). Let \( \alpha : X \rightarrow \text{Sym}(\mathbb{Z}/p^s\mathbb{Z}) \) be the function given by \( \alpha_x := t_{[x]} \), where \([x]\) is the class of \( x \) modulo \( p^s \). Then \( \times \mathbb{Z}/p^s\mathbb{Z} \) is a constant orthogonal dynamical extension of \( X \) such that \( \mathcal{G}(\times \mathbb{Z}/p^s\mathbb{Z}) \cong \mathbb{Z}/p^s\mathbb{Z} \times \mathbb{Z}/p^s\mathbb{Z} \) and \( \text{Ret}(\times \mathbb{Z}/p^s\mathbb{Z}) \cong \text{Ret}(X) \).

**Proof.** Similarly to Proposition 22, one can show that \( \times \mathbb{Z}/p^s\mathbb{Z} \) is an indecomposable cycle set such that \( \mathcal{G}(\times \mathbb{Z}/p^s\mathbb{Z}) \cong \mathbb{Z}/p^s\mathbb{Z} \times \mathbb{Z}/p^s\mathbb{Z} \). Now, we show that \( \text{Ret}(\times \mathbb{Z}/p^s\mathbb{Z}) \) is isomorphic to \( \text{Ret}(X) \). Let \( \rho : X \times S \rightarrow \text{Ret}(X) \) be the function given by \( \rho(x, s) := \sigma_x \), for all \( x \in X, s \in S \). Clearly, \( \rho \) is an epimorphism of cycle sets. Moreover,

\[
\sigma_x = \sigma_y \Rightarrow |\text{Ret}(X)|, \quad y - x \Rightarrow [x] = [y],
\]

for all \( x, y \in X \); therefore, the equivalence relation induced by \( \rho \) coincides with the retract relation of \( X \times \mathbb{Z}/p^s\mathbb{Z} \), hence the proof is complete. \( \square \)
Example 8. Let $X := \mathbb{Z}/32\mathbb{Z}$ be the cycle set of multipermutation level 3 and cyclic permutation group given by

$$
\sigma_x := \begin{cases}
    t_1 & \text{if } x \equiv 0 \pmod{8} \\
    t_5 & \text{if } x \equiv 1 \pmod{8} \\
    t_2^5 & \text{if } x \equiv 2 \pmod{8} \\
    t_2^9 & \text{if } x \equiv 3 \pmod{8} \\
    t_1^7 & \text{if } x \equiv 4 \pmod{8} \\
    t_4^1 & \text{if } x \equiv 5 \pmod{8} \\
    t_0^9 & \text{if } x \equiv 6 \pmod{8} \\
    t_1^3 & \text{if } x \equiv 7 \pmod{8}
\end{cases}
$$

and $\alpha : X \rightarrow \mathbb{Z}/2\mathbb{Z}$ the function given by $\alpha_x := t_{[x]}$, where $[x]$ is the class of $x$ modulo 2. By Proposition 23, $X \times_\alpha \mathbb{Z}/2\mathbb{Z}$ is a constant orthogonal dynamical extension of $X$ by $\alpha$ having multipermutation level 3 and permutation group isomorphic to $\mathbb{Z}/32\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$.

The following example ensures that the class of constant orthogonal dynamical extensions is not contained in that of cycle sets with abelian permutation group. Furthermore, this example of cycle set is different from the previous ones since it is indecomposable and has not finite multipermutation level.

Example 9. Let $X := \{0, 1, 2, 3\}$ be the irretractable indecomposable cycle set given by $\sigma_0 := (1, 2), \sigma_1 := (0, 3), \sigma_2 := (0, 2, 3, 1)$, and $\sigma_3 := (0, 1, 3, 2)$. Let $S := \mathbb{Z}/4\mathbb{Z}$ and $\alpha : X \rightarrow S$ the function given by $\alpha_0 = \alpha_1 := t_1$ and $\alpha_2 = \alpha_3 := t_3$. Then by Theorem 17, the cycle set $X \times_\alpha S$ is an indecomposable cycle set of size 16: indeed, $\alpha_{x\cdot y} \alpha_x$ is symmetric with respect to $x$ and $y$, $X$ is indecomposable and the subgroup of $H_0$ generated by $\sigma_{(0,0)}$ acts transitively on $\{0\} \times S$. Moreover, since $\text{Ret}(X \times_\alpha S)$ is isomorphic to $X$, $X \times_\alpha S$ has not finite multipermutation level. Since $\mathcal{G}(X)$ is not abelian, $\mathcal{G}(X \times_\alpha S)$ is not.

Providing examples of orthogonal dynamical extensions that are not constant is rather difficult. However, the semidirect product of cycle sets belonging to the class of quasigroups allows for obtaining a family of examples of orthogonal dynamical extensions. We recall that a quasigroup is an algebraic structure for which left and right multiplications are bijective, see [3].

Proposition 24. Let $X, S$ be finite cycle sets and $\alpha : X \rightarrow \text{Aut}(S)$ a function from $X$ to $\text{Aut}(S)$ such that $\alpha_{x\cdot y} \alpha_x = \alpha_{y\cdot x} \alpha_y$, for all $x, y \in X$. Then the semidirect product of $X$ and $S$ via $\alpha$ is a quasigroup if and only if $X$ and $S$ are quasigroups. Moreover, if $X \ltimes_\alpha S$ is a quasigroup, then it is an orthogonal dynamical extension.

Proof. It is a routine computation to check that $X \ltimes_\alpha S$ is a quasigroup if and only if $X$ and $S$ are quasigroups. Clearly, every cycle set that also is a quasigroup is indecomposable. Therefore, if $X \ltimes_\alpha S$ is a quasigroup, by Remark 1, it is an orthogonal dynamical extension. □
Remarks 2. 1. To construct examples of orthogonal dynamical extensions using Proposition 24, one has to provide cycle sets that also are quasigroups. Even if these cycle sets are not easy to compute, several instances have been provided by Bonatto, Kinyon, Stanovský, and Vojtěchovský in [3]. For an exhaustive study of these structures, we refer the reader to the same paper [3].

2. The indecomposable cycle sets given in [5, 6, 18, 30] are not quasigroups: in this sense, Proposition 24 provides different examples of indecomposable cycle sets.

3. Proposition 24 allows for determining “genuine” examples of orthogonal dynamical extension. Indeed, if \( X \bowtie_\alpha S \) is a quasigroup, then it clearly is an irretractable cycle set; hence, it cannot be constructed by a constant orthogonal dynamical extension.

We close this section by showing a concrete example of orthogonal dynamical extension which we construct using Proposition 24.

Example 10. Let \( X := \{0, 1, 2, 3\} \) be the indecomposable cycle set given by 
\[
\sigma_0 := (1, 2), \quad \sigma_1 := (0, 3), \quad \sigma_2 := (0, 2, 3, 1), \quad \text{and} \quad \sigma_3 := (0, 1, 3, 2).
\]
Moreover, let \((S, \cdot)\) be a copy of \( X \) and \( \alpha : X \to \text{Aut}(S) \) the function given by \( \alpha_0 = \alpha_1 := (0, 1)(2, 3) \) and \( \alpha_2 = \alpha_3 := \text{id}_S \). By a long but easy calculation, it follows that \( X \bowtie_\alpha S \) is an orthogonal dynamical extension.

6. One-Generator Left Braces of Multipermutation Level 2

In this section, which is self-contained with respect to the previous ones, we study the class of one-generator left braces, which is closely related to indecomposable cycle sets (see [31, 33] for more details). Specifically, we investigate one-generator left braces of multipermutation level at most 2 focusing our attention on the properties related to the map \( \lambda \). In this way, we will prove [31, Theorem 2] by a different proof. At this purpose, let us recall that a left brace \( A \) is said to be a one-generator left brace if there exists \( x \in A \) such that \( A = A(x) \), where \( A(x) \) is the smallest left sub-brace of \( A \) containing \( x \).

At first, for any subset \( S \) of a left brace \( A \), let us put 
\[
-S := \{-s \mid s \in S\} \quad \text{and} \quad S^- := \{s^- \mid s \in S\}.
\]

Lemma 25. Let \( A \) be a left brace and \( x \in A \). Define inductively \( A_0 := \{x, -x, x^-, 0\} \) and 
\[
A_i = (A_{i-1} + A_{i-1}) \cup (A_{i-1} - A_{i-1}) \cup (A_{i-1} \circ A_{i-1}) \cup (A_{i-1} \circ A_{i-1}^-) \cup (A_{i-1}^- \circ A_{i-1}),
\]
for every \( i \in \mathbb{N} \). Then 
\[
\bigcup_{n \in \mathbb{N}_0} A_n = A(x).
\]

Proof. Let \( U := \bigcup_{n \in \mathbb{N}_0} A_n \). At first, \( U \) is closed under the operations + and \( \circ \). Indeed, if \( a \in A_s \) and \( b \in A_t \), since \( A_k \subseteq A_{k+j} \), for all \( k, j \in \mathbb{N} \), \( a + b, a \circ b \in A_{s+t} \) and \( a \circ b \in A_{s+t} \).
Lemma 26. Let $A$ be a left brace. Then the map $\lambda : A \rightarrow \text{Aut}(A,+)$ is a homomorphism from $(A,+)$ into $\text{Aut}(A,+)$ if and only if $A$ is a trivial left brace or $A$ has multipermutation level 2.

The following result is originally contained in [19, Theorem 9.2]. In particular, it shows that the map $\lambda$ satisfies an additional property with respect to Proposition 3 if the left brace has multipermutation level at most 2.

Lemma 26. Let $A$ be a left brace. Then the map $\lambda : A \rightarrow \text{Aut}(A,+)$ is a homomorphism from $(A,+)$ into $\text{Aut}(A,+)$ if and only if $A$ is a trivial left brace or $A$ has multipermutation level 2.

Following [2], a left brace $A$ is said to be $\lambda$-cyclic if $\lambda(A)$ is a cyclic group. In the following proposition, we show that one-generator left braces of multipermutation level 2 are always $\lambda$-cyclic.

Proposition 27. Let $A$ be a one-generator left brace of multipermutation level 2, $x \in A$, and suppose that $A = A(x)$. Then the subgroup generated by $\lambda(A)$ is equal to the one generated by $\lambda_x$.

Proof. It is sufficient to show that $\lambda_a = \lambda_x^k$, for some $k \in \mathbb{Z}$, for every $a \in A_i$, proceeding by induction on $i$. Since $A_0 = \{0,x,-x,x^-\}$, by Lemma 26 we have that $\lambda_{-x} = \lambda_x \lambda_{-x}$, hence $\lambda_{-x} = \lambda_x^{-1}$ and, by Proposition 3, $\lambda_{x^-} = \lambda_x^{-1}$. Now, suppose that $\lambda_a = \lambda_x^k$, for some $k \in \mathbb{Z}$, for every $a \in A_i$, and let $a_1,a_2$ be elements of $A_i$ and $k_1,k_2 \in \mathbb{Z}$ such that $\lambda_{a_1} = \lambda_x^{k_1}$ and $\lambda_{a_2} = \lambda_x^{k_2}$. Then by Lemma 26, $\lambda_{a_1+a_2} = \lambda_x^{k_1+k_2}$ and $\lambda_{a_1-a_2} = \lambda_x^{k_1-k_2}$. By Proposition 3, we have that $\lambda_{a_1 \circ a_2} = \lambda_x^{k_1+k_2}$ and $\lambda_{a_1 \circ a_2} = \lambda_x^{k_1-k_2}$, hence the claim follows.

In the following lemma, we provide a necessary and sufficient condition that characterizes the trivial one-generator left braces. This result will be of crucial importance to give a precise description of one-generator left braces of multipermutation level 2.

Lemma 28. Let $A$ be a one-generator left brace and $x \in A$ such that $A = A(x)$. Then the following statements are equivalent:

1) the map $\lambda_x$ fixes $x$;
2) $A$ is a trivial left brace with $(A,+)$ the additive subgroup generated by $x$.

Proof. Suppose that 1) holds. At first, we denote by $ka$ the element of $A$ given by $ka := a + \cdots + a$, for all $a \in A$, $k \in \mathbb{N}$. Similarly, let $a^{\circ k}$ be the $k$-times element of $A$ given by $a^{\circ k} := a \circ \cdots \circ a$. Since $\lambda_x$ fixes $x$, it is easy to show by induction on $k$ that $kx = x^{\circ k}$ and $k(-x) = (-x)^{\circ k} = (x^-)^{\circ k}$, for every $k \in \mathbb{N}$. In this way, we obtain that $kx \circ hx = kx + \lambda_{kx}(hx) = kx + hx$, for all $k,h \in \mathbb{Z}$, hence the additive subgroup generated by $x$ is a trivial left brace containing $x$. Since $A = A(x)$, we obtain that 1) implies 2). The converse implication is trivial.
Now, we are able to prove a characterization of one-generator left braces of multipermutation level 2 by means of transitive cycle bases.

**Theorem 29.** Let \( A \) be a left brace. Then the following conditions are equivalent:

1) \( A \) is a one-generator left brace of multipermutation level 2;
2) \( A \) has a transitive cycle base \( X \), with \(|X| > 1\), that is an indecomposable cycle set having multipermutation level 1.

**Proof.** Suppose that \( A \) is a one-generator left brace of multipermutation level 2 and let \( x \) be such that \( A = A(x) \). By Proposition 27, the orbit of \( x \) under the action of \( A \) by \( \lambda \) is equal to \( X := \{ \lambda^k_x(x) \mid k \in \mathbb{Z} \} \). Moreover, since \( A \) has multipermutation level 2, by Lemma 28 it follows that \(|X| > 1\). By [9, Proposition 6.4], the additive subgroup generated by \( X \) is equal to \( A \), hence \( X \) is a transitive cycle base. Moreover, \( X \) is an indecomposable cycle set having permutation group equal to the cyclic subgroup generated by \( \lambda_{x|X} \). Since \( X \) is a cycle base, we have that \( \lambda_x = \lambda_y \) if and only if \( \lambda_{x|X} = \lambda_{y|X} \), hence we can identify \( \text{Ret}(X) \) with \( \{ \lambda^k_x(x) + \text{Soc}(A) \mid k \in \mathbb{Z} \} \). Since \( A \) has multipermutation level 2, we have that \( \lambda_{x|X}^k \text{Soc}(A) = \lambda_x + \text{Soc}(A) = \text{id}_A \text{Soc}(A) \), for every \( k \in \mathbb{N}_0 \), and since \( \text{Ret}(X) \) is again indecomposable it follows that \(|\text{Ret}(X)| = 1\), therefore 2) follows.

Now, suppose that 2) holds and let \( x \) be an element of \( X \). At first, we show that

\[
\lambda_{\epsilon_1 x_1 + \cdots + \epsilon_n x_n} = \lambda_x^{\sum \epsilon_i},
\]

for all \( n \in \mathbb{N}, \epsilon_1, \ldots, \epsilon_n \in \{1, -1\} \), and \( x_1, \ldots, x_n \in X \).

For \( n = 1 \), if \( \epsilon_1 = 1 \), the claim follows because \( X \) has multipermutation level 1, if \( \epsilon_1 = -1 \) and \( x_1 \in X \), we obtain that

\[
\lambda_0 = \lambda_{-x_1 + x_1} = \lambda_{(-x_1) \circ \lambda_{-x_1}}(x_1) = \lambda_{-x_1} \lambda_{\lambda_{-x_1}}(x_1)
\]

and, since \( \lambda_{-x_1}(x_1) \in X \), we have that \( \lambda_{\lambda_{-x_1}}(x_1) = \lambda_x \), hence \( \lambda_{-x_1} = \lambda_x^{-1} \). Now, suppose that \( n \) is a natural number greater than 1. Therefore,

\[
\lambda_{\epsilon_1 x_1 + \cdots + \epsilon_n x_n} = \lambda_{\epsilon_1 x_1 + \cdots + \epsilon_n x_n} = \lambda_{\epsilon_1 x_1} \circ (\lambda_{\epsilon_2 x_2} + \cdots + \lambda_{\epsilon_n x_n})
\]

and, since \( \lambda_{\epsilon_2 x_2 + \cdots + \epsilon_n x_n} = \lambda_x^{\sum \epsilon_i} \), by inductive hypothesis. Then we have that \( X = \{ \lambda^k_x(x) \mid k \in \mathbb{Z} \} \). By induction on \( k \), it is easy to show that \( \lambda^k_x(x) \) and \( \lambda^{-k}_x(x) \) belong to \( A(x) \), for every \( k \in \mathbb{N} \), hence \( A = X_+ \subseteq A(x) \). To show 1), since \(|X| > 1\), by Lemma 26 it is sufficient to see that \( \lambda_{a+b} = \lambda_{a \circ b} \), for all \( a, b \in A \).

Finally, let \( a, b \in A, m, n \in \mathbb{N} \), \( \epsilon_1, \ldots, \epsilon_m, \eta_1, \ldots, \eta_n \in \{-1, 1\} \) and \( x_1, \ldots, x_m, y_1, \ldots, y_n \in X \) such that \( a = \epsilon_1 x_1 + \cdots + \epsilon_m x_m \) and \( b = \eta_1 y_1 + \cdots + \eta_n y_n \).
Then
\[ \lambda_{a+b} = \lambda_{\epsilon_1 x_1 + \cdots + \epsilon_m x_m + \eta_1 y_1 + \cdots + \eta_n y_n} = \lambda_{\sum \epsilon_i} \cdot \lambda_{\sum \eta_j} = \lambda_{a} \cdot \lambda_{b} = \lambda_{a \circ b}; \]

hence, the claim follows. \qed

As a final result of this paper, we give a precise description of one-generator left braces of multipermutation level 2 answering \cite[Question 5.5]{33}. We point out that such a description has already contained in \cite[Theorem 2]{31}; however, here we provide a different proof about it.

**Corollary 30.** A one-generator left brace of multipermutation level 2 is equivalent to an abelian group \((A, +)\) and an automorphism \(\psi\) of \((A, +)\) such that

1. there exists an element \(x\) of \(A\) whose orbit \(\{\psi^z(x) \mid z \in \mathbb{Z}\}\) has size greater than \(1\) and generates \((A, +)\);

2. if \(\sum_{i=1}^{k} a_i \psi^{z_i}(x) = 0\) implies \(\sum_{i=1}^{k} a_i = \text{id}_A\), for all \(k \in \mathbb{N}_0\) and \(a_1, \ldots, a_k, z_1, \ldots, z_k \in \mathbb{Z}\).

**Proof.** Suppose that \(A\) is a one-generator left brace of multipermutation level 2. By Theorem 29, there exists a transitive cycle base \(X\) with \(|X| > 1\). Let \(x \in X\) and \(\psi := \lambda_x\). Then \(\psi\) is an automorphism of \((A, +)\) and the additive group generated by \(X = \{\psi^z(x) \mid z \in \mathbb{Z}\}\) is equal to \(A\). Now, if \(\sum_{i=1}^{k} a_i \psi^{z_i}(x) = 0\), by Theorem 29-2) and Lemma 26, it follows that \(\sum_{i=1}^{k} a_i = \text{id}_A\).

Conversely, suppose that \((A, +)\) is an abelian group and \(\psi\) an automorphism of \(A\) such that 1) and 2) hold and let \(x\) be the element of \(A\) such that its orbit \(X := \{\psi^z(x) \mid z \in \mathbb{Z}\}\) generates \((A, +)\). Now, by 1) and 2), the map \(\lambda' : X \to \text{Aut}(A, +)\) given by \(\lambda'(t) := \psi^t\), for every \(t \in X\), can be extended to a group homomorphism \(\lambda\) from \((A, +)\) into \(\text{Aut}(A, +)\). Now, let \(\circ\) be the binary operation on \(A\) given by \(a \circ b = a + \lambda_a(b)\), for all \(a, b \in A\). To prove that \((A, +, \circ)\) is a left brace, by \cite[Proposition 2]{26} it remains to show that \(\lambda(a \circ b) = \lambda_a \lambda_b\), for all \(a, b \in A\). Therefore, let \(a, b \in A\) and suppose that \(a = \sum a_i \psi^{z_i}(x)\) and \(b = \sum b_i \psi^{z_i}(x)\). Then

\[ \lambda(a \circ b) = \lambda(a + \lambda_a(b)) = \lambda(a) \lambda(\lambda_a(b)) = \lambda(a) \lambda(\sum b_i \psi^{z_i}(x))) = \lambda(a) \lambda(\sum b_i \lambda_a(\psi^{z_i}(x))) = \lambda(a) \psi^{\sum b_i} = \lambda(a) \lambda(b), \]
hence \((A, +, \circ)\) is a left brace.

Finally, since \(X\) generates \(A\) and \(\lambda(s) = \psi\), for every \(s \in X\), by 2) of the previous theorem, we have that \(A\) is a one-generator left brace of multipermutation level 2.

\[\square\]
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