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Abstract

In this paper, we propose an inverse-kinematics controller for a class of multi-robot systems in the scenario of sampled communication. The goal is to make a group of robots perform trajectory tracking in a coordinated way when the sampling time of communications is much larger than the sampling time of low-level controllers, disrupting theoretical convergence guarantees of standard control design in continuous time. Given a desired trajectory in configuration space which is precomputed offline, the proposed controller receives configuration measurements, possibly via wireless, to re-compute velocity references for the robots, which are tracked by a low-level controller. We propose joint design of a sampled proportional feedback plus a novel continuous-time feedforward that linearizes the dynamics around the reference trajectory: this method is amenable to distributed communication implementation where only one broadcast transmission is needed per sample. Also, we provide closed-form expressions for instability and stability regions and convergence rate in terms of proportional gain $k$ and sampling period $T$. We test the proposed control strategy via numerical simulations in the scenario of cooperative aerial manipulation of a cable-suspended load using a realistic simulator (\textit{Fly-Crane}). Finally, we compare our proposed controller with centralized approaches that adapt the feedback gain online through smart heuristics, and show that it achieves comparable performance.
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1 Introduction

Unmanned Aerial Vehicles (UAVs) are used in the context of mobile robotics to perform surveillance, coverage, exploration, and transportation \cite{18}. Generally speaking, a group of robots allows to improve task perfor-

mance with respect to (w.r.t.) the single-robot solution. Multiple robots can mitigate problems such as limited payload and time of flight \cite{2}. However, they require careful consideration of cooperation or coordination strategies to achieve common goals \cite{6}. Consider a group of UAVs that transports a load while avoiding obstacles. In this case, not only each UAV needs to avoid obstacles, but the overall multi-robot system should move in a way such that the load avoids obstacles, as well \cite{4}.

One of the most direct approaches to control multi-robot systems is the centralized kinematic/dynamic inversion \cite{1,16,17,27,32}. Because of its nature, failure of the central unit may cause the whole task to fail. Distributed and decentralized approaches spread computations across the robots, guaranteeing greater robustness and flexibility w.r.t. a centralized one \cite{26}. Although
In this paper, we aim to design a multi-robot distributed communication controller for trajectory tracking when wireless communication induces non-negligible sampling of feedback measurements. In this context, a distributed implementation is preferred because (i) it reduces the overall communication burden and related issues such as packet loss or latency and (ii) it enhances system robustness and scalability. Inspired by previous work \cite{25} where point-stabilization was considered, we propose a novel \textit{Sampled communication-aware Inverse-Kinematic controller for Multi-robot systems} (SIKM) to address the problem of trajectory tracking under sampled communication. Our contributions are summarized as follows.

\begin{itemize}
  \item We develop a distributed SIKM controller for trajectory tracking that receives sampled measurements and re-computes reference robot velocities along the trajectory, exploiting a novel continuous-time feedforward term that allows exact trajectory tracking even in the presence of sampled communication.
  \item We show that, differently from \cite{25}, there is a maximum sampling time $T_{\text{max}}$ and a minimum feedback gain $k_{\text{min}}$ beyond which trajectory tracking cannot be achieved, as graphically depicted in red in Fig. 1.
  \item We provide closed-form expressions, whose coefficients can be numerically computed, for the stability region (depicted in green in Fig. 1) and for the (exponential) convergence rate of the trajectory tracking error norm in terms of communication sampling period $T$ and feedback gain $k$. We consider stability in terms of $\rho$-monotonic contractiveness, which, roughly speaking, ensures that the trajectory monotonically decreases the tracking error overtime in the absence of external disturbances and is bounded away from singularities.
  \item We validated our strategy by testing the controller on a realistic dynamical simulator which replicates with high accuracy the experimental setup available at LAAS-CNRS Lab, \textit{Fly-Crane} \cite{27}, including dynamical inertial terms, motor actuators, sensor noise, and real-time embedded software implementation.
\end{itemize}

\subsection*{1.2 Paper Outline}

In Section 2 we introduce the class of considered multi-robot systems, provide the kinematic model (Section 2.1), and give an example of real system (Section 2.2). In Section 3 we review control architectures for trajectory tracking, and present our proposed SIKM controller in Section 3.1. In Section 4 we derive fundamental stability limitations in terms of feedback gain and sampling time. In Section 5 we compute an upper bound for the convergence rate, outline a numerical procedure to estimate it from data (Section 5.1), and explicitly find controller parameters that yield the fastest convergence (Section 5.2). In Section 6 we test our controller on a realistic simulator of the \textit{Fly-Crane}, showing that it outperforms standard designs under sampled communication. Final remarks are drawn in Section 7.
2 System Model

2.1 Kinematics of Multi-Robot Systems

In this section, we describe the kinematic model of a multi-robot system composed of \( N \) robots that exchange state information with a common pivot, labeled as \( V \), to fulfill a task. As so, robots need not communicate among themselves, but they implicitly coordinate their motions by communicating with the pivot. The pivot may be an object to be manipulated, a robot to be escorted, or a vehicle in the space. The kinematic model is given by

\[
[p_1 \ldots p_N]^\top = h(q) = [h^{(1)}(q_1, q_V) \ldots h^{(N)}(q_N, q_V)]^\top.
\]

Function \( h(\cdot) \) maps the Lagrangian coordinates of the system (measured or desired) \( q = [q_1 \ldots q_N]^\top \in \mathbb{R}^m \) to the vector \( p = [p_1 \ldots p_N]^\top \in \mathbb{R}^n \) gathering robot configurations. In particular, \( p_i \in \mathbb{R}^{n_i} \) is the position of the \( i \)-th robot in space, \( q_i \in \mathbb{R}^{m_i} \), gathers angles and/or distances between the pivot and the \( i \)-th robot, and \( q_V \in \mathbb{R}^{m_V} \) represents the pose (position and orientation) of the pivot. Note that \( m = \sum_{i=1}^N m_i + m_V \) and \( n = \sum_{i=1}^N n_i \). The differential kinematics of the system is

\[
\dot{p} = A_q q_d. \tag{1}
\]

where the Jacobian \( A_q = \frac{\partial h(q)}{\partial q} \in \mathbb{R}^{n \times m} \) has structure

\[
A_q = \begin{bmatrix}
A_q^{(1)} & 0 & A_q^{(2)} \\
\vdots & \ddots & \vdots \\
0 & A_q^{(N)} & A_q^{(N)}
\end{bmatrix}
\tag{2}
\]

\( A_q^{(i)} = \frac{\partial h^{(i)}(q_i, q_V)}{\partial q} \in \mathbb{R}^{n_i \times m_i} \) and \( A_q^{(i)} = \frac{\partial h^{(i)}(q_i, q_V)}{\partial q} \in \mathbb{R}^{n_i \times m_V} \). We focus on the case \( n = m \), corresponding to square systems. Let us make an example to justify this choice. Consider the multi-robot system in Fig. 2a where robots are linked to a platform through rigid cables, and assume that \( A_q \) is invertible and that desired robot velocities \( \dot{p}^d \) are assigned a priori. In this case, there always exists a vector \( \dot{q} = A_q^{-1} \dot{p}^d \) in configuration space that allows the robots to achieve the desired velocity. The next paragraph expands this example more in details. If \( n \neq m \), the Jacobian is not square. In particular, the system is redundant if \( n > m \). If \( n < m \), there exist trajectories \( \dot{q} \) in the configuration space which are infeasible for any input \( \dot{p}^d \). Such cases require a dedicated analysis which goes beyond the scope of this paper. We refer to the preprint [24] for such an analysis, that, with some attention, allows to integrate the control strategy studied here into more general systems.

Furthermore, we consider a cascade control architecture where we designed the proposed SIKM controller at the kinematic level. The latter provides the desired motor velocities which are tracked by low-level dynamics controllers (see Fig. 3), assuming that these have larger closed-loop bandwidth than the SIKM. This assumption is indeed validated by extensive simulations of the proposed architecture on a full dynamical model (including low-level dynamics as well as external disturbances) with a realistic simulator of the testbed Fly-Crane.

2.2 Example of Square Systems

In the literature, we can find several applications of square systems. We now provide an example to showcase relevance of such model. We consider the system depicted in Fig. 2a (Fly-Crane [16]), where three UAVs transport a load linked through rigid cables. The generalized coordinates are chosen as \( q = [q_1 q_2 q_3 q_V]^\top \). The robot positions \( p_i \in \mathbb{R}^3 \) are collected in the vector \( p = [p_1 p_2 p_3]^\top \). Thus, the velocity vectors \( \dot{q}, \dot{p} \in \mathbb{R}^9 \) have the same dimension and \( A_q \in \mathbb{R}^{9 \times 9} \) is a square matrix. However, this is a particular case of a larger class: different square systems can be obtained by simply changing the number of robots transporting the platform or the number of cables linking each robot to it. Notice that if one cable was used instead of two, as shown in Fig. 2b then \( q_i = [q_{i1} q_{i2}]^\top \in \mathbb{R}^2 \) because each cable can move in two directions (assuming that movements about the cable axis are not allowed). In this case, the system is no more guaranteed to be square. In particular, it holds \( n = 3N \) and \( m = 6 + 2N_{1c} + N_{2c} \), where \( N_{1c} \geq 0 \) is the number of robots linked to the load through one cable and \( N_{2c} \geq 0 \) indicates the number of robots linked through two cables. We have that \( N = N_{1c} + N_{2c} \) and, for
Decentralized (no communication) control. A commonly adopted architecture is the following fully decentralized controller,

$$u_i(t) = \kappa_i^{\text{dec}} \left( p_i(t); p_i'(t), \dot{p}_i(t) \right). \quad (4)$$

In this case, each robot needs only local position measurements $p_i(t)$ (no configuration variables $q(t)$ are needed) to implement feedback and follow its reference trajectory $(p_i'(t), \dot{p}_i(t))$, namely, controller $\boxed{4}$ is communication-less and the control design reduces to a distributed planning problem (Fig. 3a). A typical example is $u_i(t) = -k(p_i(t) - p_i'(t)) + \dot{p}_i(t)$. However, lacking communication and coordination, strategy $\boxed{4}$ is not robust against disturbances or robot failures/biases.

Distributed communication control. A distributed controller reads

$$u_i(t) = \kappa_i^{\text{distr}}(q_i(t), q_V(hT); q_i'(t), q_V'(t), \dot{q}_i(t), \dot{q}_V(t)), \quad (5)$$

where $t \in [hT, (h+1)T)$, $h \in \mathbb{N}$. Specifically, $u_i(t)$ depends on the robot’s own configuration $q_i(t)$, which can be measured at all times, and on the load configuration $q_V(hT)$, which is transmitted via wireless and available at discrete time instants $hT$, $T$ being the sampling time. Also, reference trajectories of robot $(q_i'(t), \dot{q}_i(t))$ and load $(q_V'(t), \dot{q}_V(t))$ are continuously available as they are computed offline and pre-stored on robots. Hence, controller $\boxed{5}$ implements a hybrid continuous-sampled control that includes both continuous-time and discrete-time signals, inducing more challenging design (Fig. 3b).

Centralized control. Lastly, the centralized controller

$$u_i(t) = \kappa_i^{\text{centr}}(q(hT); q_i'(t), \dot{q}_i(t)) \quad (6)$$

depends on the full system configuration vector $q(hT)$. Figure 3c shows a possible implementation where the controller, located on the pivot, receives all measurements $q(t)$ and broadcasts the control input $u_i(t)$ to the robots via wireless. In this case, while performance is theoretically maximized, all-to-all communication burden may cause issues through limitations of wireless communication in terms of bandwidth and reliability.

3 Control Architectures

We consider a tracking problem where a multi-robot system is required to follow a sequence of desired configurations assigned a priori. We assume that such reference trajectory is generated offline by a high-level planner that takes into account goals such as obstacle avoidance, singular points, and energy minimization. Also, we assume that robots are equipped with dynamical controllers sufficiently fast w.r.t. the dynamics of the system, such that (s.t.) their velocities are fully controllable,

$$\dot{p}(t) = u(t), \quad (3)$$

where $u = [u_1^\top \cdots u_N^\top]^\top \in \mathbb{R}^n$. We now enumerate possible control architectures to achieve trajectory tracking.

Decentralized (no communication) control. A commonly adopted architecture is the following fully
drives the system configuration $q(t)$ to the desired reference trajectory $q'(t)$ exponentially fast, whereby the tracking error $e(t) \overset{\text{def}}{=} q(t) - q'(t)$ obeys dynamics
\[ \dot{e}(t) = q'(t) - \dot{q}'(t) = -k(q(t) - q'(t)) = -ke(t). \]
Moreover, in light of (2), the centralized controller (7) can be implemented with a distributed architecture,
\[ u_i(t) = -kA_{n_i}(q_i(t) - q_i'(t)) + A_{n_i}(q_i'(t)), \]
which however cannot guarantee perfect tracking under nominal conditions because it lacks feedforward correction (see technical report [23, Appendix B] for details).

A naive attempt to improve (10) is sampling (7),
\[ u(t) = u_k(hT) = -kA_{q_i(hT)}(q(hT) - q_i'(hT)), \]
for $t \in [hT, (h + 1)T]$. A common strategy for trajectory tracking in robotic applications is sampling (9),
\[ u(t) = u_k(hT) = -kA_{q_i(hT)}(q(hT) - q_i'(hT)), \]
which however cannot guarantee perfect tracking under nominal conditions because it lacks feedforward correction (see technical report [23, Appendix B] for details).

Finally, we modify controller (11) as follows,
\[ u_i(hT + \tau) = -kA_{q_i(hT + \tau)}(q(hT) - q_i'(hT)) + A_{q_i(hT + \tau)}\dot{q}_i'(hT + \tau), \quad \tau \in [0, T). \]

Differently from (11), the Jacobian of the feedforward term in (12) is computed at $q'(hT + \tau)$ instead of $q(hT)$. Accordingly, the error dynamics become
\[
\begin{align*}
\dot{e}(hT + \tau) &= -kA_{e_i(hT + \tau)q_i'(hT + \tau)}A_{e_i(hT + \tau)q_i'(hT)}e(hT) + \\
&\quad + (A_{e_i(hT + \tau)q_i'(hT + \tau)}A_{q_i(hT) - 1})\dot{q}'(hT + \tau) \\
&\overset{\text{def}}{=} f(e(hT + \tau), q'(hT + \tau), \dot{q}'(hT + \tau)),
\end{align*}
\]
whereby the reference can be shown to be an equilibrium trajectory (see proofs of this and previous claim in [23]). Also, by virtue of the assumed structure (2) of the Jacobian, controller (12) can be decoupled and is thus amenable of a distributed communication implementation of the form (9),
\[
\begin{align*}
u_i(hT + \tau) &= -kA_{q_i(hT + \tau)}(q_i(hT) - q_i'(hT)) \\
&\quad - kA_{q_i(hT)}(q_V(hT) - q_i'(hT)) + A_{i}(q_i(hT + \tau)\dot{q}_i'(hT) + \tau) \\
&\quad + A_{q_i(hT)q_i'(hT + \tau)}\dot{q}_i'(hT + \tau).
\end{align*}
\]

In the following, we analyze system dynamics under controller (12) to evaluate stability and performance. In view of (14), all results straightly carry over to a distributed architecture. Furthermore, in simulation we will test the centralized controller where the feedback gain $k$ is adaptive: this cannot be decoupled, because computing $k$ online requires the full system configuration.

### 4 Stability Limitations of SIKM

In this section we prove a negative result: perfect nominal tracking cannot be ensured for some values of $(k, T)$. In particular, the gain $k$ needs to be sufficiently large and the sampling time $T$ sufficiently small to avoid instability. To this aim, we state some preliminary assumptions.

**Assumption 1** The following relations hold.

i) The reference trajectory $q'(t) \in Q$ is twice continuously differentiable and $Q$ is a compact set. Moreover, velocities and accelerations are uniformly bounded, i.e., $|q'(t)| \leq v_{\text{max}}$ and $|q''(t)| \leq a_{\text{max}}$.

ii) $A_{q(0)}$ is twice continuously differentiable and invertible.

iii) There exists $d > 0$ such that, for any configuration $q$ at distance smaller than $d$ from the reference trajectory, i.e., $\exists t : |q - q'(t)| < d$, $A_q$ is twice continuously differentiable and invertible.

Assumption (1) are smoothness properties of the reference trajectory needed to derive error bounds. Assumption (1) is required to avoid that the initial condition is a singular point. Assumption (1) further guarantees that all configurations $q'(t)$ belonging to the reference trajectory are distant enough from singular points, ensuring robustness to, e.g., external disturbances, and can be accommodated through an offline high-level planner. We will later show that our proposed control strategies, under such assumptions, also guarantees that the actual trajectory is always bounded away from singular points.

The error flow $f(\cdot, \cdot, \cdot)$ in (14) is discontinuous because the feedback term depends on $e(hT)$ and resets at every sampling instant $t = hT$. Thus, existence of a global
solution based on standard Lipschitz continuity cannot be invoked, in general. However, in view of Assumption 1, the flow is Lipschitz continuous for \( \tau \in [0, T] \).

Hence, if we can show that a solution \( e(hT + \tau) \) exists for any \( \tau \in [0, T] \), and that the limit \( \lim_{\tau \to T} e(hT + \tau) \) exists finite starting from any \( e(hT) \) satisfying Assumption 1, then global existence is guaranteed by patching together those intervals. As so, we study the flow \( f(e(t), q(t), \dot{q}(t); e(hT)) \) for \( t = hT + \tau, \tau \in [0, T) \), where we make the dependence on the “initial condition” \( e(hT) \) explicit. To prove asymptotic stability, we will use the following notion of contraction.

**Definition 1** Given fixed \( T, k, \) and under Assumption 1 the flow \( f(e(t), q(t), \dot{q}(t); e(hT)) \) is \( \rho \)-monotonically contractive if, for any \( \|e(hT)\| < d \), it holds

\[
(1) \|e(hT + \tau)\| \leq \|e(hT)\|, \quad \tau \in [0, T),
(2) \lim_{\tau \to T} \|e(hT + \tau)\| \leq \rho \|e(hT)\|, \quad \rho \in (0, 1).
\]

Given Definition 1, the following lemma easily follows.

**Lemma 2** If the error flow defined in (13) is \( \rho \)-monotonically contractive and under Assumption 1 then

\[
\|q(t) - q^*(t)\| \leq \rho^{\frac{1}{k}} \|q(0) - q^*(0)\|, \quad t \geq 0.
\]

Lemma 2 ensures exponential convergence to the reference trajectory. The property of \( \rho \)-monotonically contractiveness might appear rather strong since it must hold for any segment of the trajectory of length \( T \), however, it is necessary to guarantee that the system avoids singularity configurations at all times. The next result encodes necessary conditions for stability.

**Proposition 3** Under Assumption 1 there exists \( k_{min} > 0 \) such that, if one of the following conditions is satisfied,

\[
(1) \ k < k_{min},
(2) \ k > \frac{2}{\bar{T}},
\]

the error flow (13) is not \( \rho \)-monotonically contractive.

Intuitively, if the gain \( k \) is too small, there exist reference trajectories such that the feedforward term “pushes” the system too much without being suitably balanced by the feedback term. Conversely, if \( k \) is too large, the feedback causes the trajectory to overshoot, possibly amplifying the error of the initial condition.

**Proof.** 1) We will prove the first condition showing that the error norm initially increases for some initial conditions \( e(hT) \) and choice of reference trajectory \( q^*(t) \). Consider the following Lyapunov function

\[
V(\tau) = \frac{1}{2} \|e(hT + \tau)\|^2,
\]

and its time derivative at \( \tau = 0 \) (cf. (13)):

\[
\dot{V}(0) = e(hT)^\top \dot{e}(hT) = -k \|e(hT)\|^2 + e(hT)^\top (A_{e(hT)}^{-1}q + q^*(hT)A_{q^*}(hT) - I)q^*(hT),
\]

\[
def = \phi(e(hT), q^*(hT), \dot{q}^*(hT))
\]

Let us define

\[
c_{max} \defeq \max c
\]

s.t.

\[
\|e(hT)\| \leq d, \quad \|q^*(hT)\| \in Q,
\]

\[
\phi(e(hT), q^*(hT), \dot{q}^*(hT)) \geq c_{max}\|e(hT)\|^2.
\]

The parameter \( c_{max} \) is surely strictly positive because (i) all arguments of \( \phi(\cdot) \) are defined on a compact set (see also Assumption 1-i)) and (ii) \( \phi(\cdot) \) is continuously differentiable. The only case for which \( c_{max} = 0 \) is when \( A_q \) is a constant matrix for all \( q \). This scenario is not admissible since it would imply \( p = A_q \), which is not the case for the problem at hand. This implies that there exist tuples \( (e(hT), q^*(hT), \dot{q}^*(hT)) \) such that

\[
\dot{V}(0) \geq -(k - c_{max}v_{max})\|e(hT)\|^2
\]

Let \( k_{min} \defeq c_{max}v_{max} \), then \( \dot{V}(0) > 0 \) for any \( k < k_{min} \), hence there exists \( 0 < \bar{T} < T \) s.t. \( \|e(hT + \tau)\| > \|e(hT)\| \forall \tau \in (0, \bar{T}) \) and (13) it is not \( \rho \)-monotonically contractive.

2) In order to prove the second condition we first choose \( q^*(t) \equiv q^*, t \geq 0 \), which satisfies Assumption 1. As so, the error dynamics reduce to

\[
\dot{e}(hT + \tau) = -k A_{e(hT)}^{-1}q + A_{e(hT)}q^* e(hT) \defeq g(e(hT + \tau))
\]

The error trajectory can be written in the form

\[
e(hT + \tau) = e(hT) + k \int_{hT}^{hT + \tau} g(e(hT + \tau')) d\tau'.
\]

By using Taylor’s theorem for multivariable functions with integral form of the remainder, it becomes

\[
e(hT + \tau) = e(hT) + k\tau g(e(hT)) + k^2 \tau^2 \int_0^1 (1 - \varepsilon) \frac{\partial g(e(hT + \varepsilon \tau))}{\partial e} g(e(hT + \varepsilon \tau)) d\varepsilon
\]

\[
= (1 - k\tau)e(hT) + k^2 \tau^2 r(e(hT + \tau); e(hT)),
\]

where \( r(\cdot) \) is the second-order reminder where we made explicit the dependence on \( e(hT) \). Under Assumption 1 the functions \( g \) and \( \frac{\partial g}{\partial e} \) are continuously differentiable.
Moreover their arguments are defined in a compact set and have the additional properties that \( g(e(hT + \tau)) = 0, 2k(hT + \tau) = 0, \forall \tau \in [0, T] \) if \( e(hT) = 0 \). Therefore, by applying Lemma A.3 in Appendix A there must exist \( \delta > 0 \) such that
\[
\| r(e(hT + \tau); e(hT)) \| \leq \delta \| e(hT) \|^2, \ \forall \tau \in [0, T), \forall e(hT).
\]

We now use the reverse triangle inequality and the previous inequality to get:
\[
\| e(hT + \tau) \| \geq \max\{0, |1 - k\tau| - k^2\tau^2 \delta \| e(hT) \|\} \| e(hT) \|.
\]

If \( kT > 2 \), there exist \( \varepsilon > 0 \) and \( \bar{\tau} \in (0, T) \) s.t. \( k\bar{\tau} = 2 + \varepsilon \). Then, we can choose \( e(hT) \) s.t. \( \| e(hT) \| = \frac{2k^2\varepsilon}{2} \), hence
\[
\| e(hT + \tau) \| \geq \left( 1 - \frac{\varepsilon}{2} \right) \| e(hT) \| \geq \| e(hT) \|. \quad \Box
\]

**Remark 4 (Stability limitations on \( T \) and \( k \))**

Proposition 2 states that there are choices of \( T \) and \( k \) for which the error flow \( [13] \) is not \( \rho \)-monotonically contractive, implying that the robots may not track the reference trajectory. In particular, there exists a feedback gain \( k_{\text{min}} \) below which the system cannot be \( \rho \)-monotonically contractive. Also, there exists a sampling time \( T_{\text{max}} = \frac{2k^2}{\varepsilon} \) above which the same instability consideration applies, as graphically shown in Fig. 1. This is in stark contrast with the result for position stabilization in [23], where (doubly) exponential stability could be achieved without sharp limitation on sampling time \( T \) or control gain \( k \). This fundamental difference is mainly due to the novel feedforward term considered in this work.

In the next section, we find sufficient conditions for stability in the form of a bounded area in the \( (k, T) \)-space that guarantees \( \rho \)-monotonic contractiveness of \( [13] \), and hence perfect asymptotic tracking under nominal conditions.

## 5 Stability and Convergence Rate for SIKM

In this section, we compute explicit bounds for paramaters \( k \) and \( T \) that ensure decrease of the tracking error. In particular, we show that there exist a continuous function \( \tau_s(k) \) and a scalar \( k_{\text{c}} > 0 \) such that, for any pair \( (k, T) \in \mathcal{U} \), with \( \mathcal{U} := \{ k_{\text{c}} < k < +\infty, 0 < \tau < \tau_s(k) \} \), flow \([13]\) is \( \rho \)-monotonically contractive (pictorially portrayed by the green area in Fig. 1).

The next Proposition bounds the convergence rate through a parametric function \( z(\cdot, \cdot) \) of \( k \) and \( T \), with coefficients depending on system dynamics. A numerical procedure to estimate such coefficients is described in Section 5.1.

**Proposition 5** For system \([13]\), it is possible to upper bound the decrease rate of the error norm \( \| e(\cdot) \| \).
\[
\| e(hT + \tau) \| \leq z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) \cdot \| e(hT) \|, \quad (17)
\]
for \( h \in \mathbb{N}, \tau \in (0, \tau_s(k)) \), and
\[
z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) = |1 - k\tau| + \tau\alpha + \tau^2(k^2\mu + k\gamma_1 + \gamma_2),
\]
where constants \( \alpha, \mu, \gamma_1, \gamma_2 \) depend on the system dynamics and are defined in [23] in the proof.

**PROOF.** The flow defined by \([13]\) can be written as
\[
e(hT + \tau) = e(hT) + \int_{hT}^{hT+\tau} f(e(\cdot), q^\tau(\cdot), \dot{q}^\tau(\cdot)) \, d\tau'.
\]
By using Taylor’s theorem for multivariate functions with integral form of the remainder, we get
\[
e(hT + \tau) = e(hT) + \tau f(e(hT), q^\tau(hT), \dot{q}^\tau(hT)) + \tau^2 \int_0^1 (1 - \varepsilon) \cdot \left[ \frac{\partial f(e(\cdot), q^\tau(\cdot), \dot{q}^\tau(\cdot))}{\partial e(\cdot)} \left| f(e(\cdot), q^\tau(\cdot), \dot{q}^\tau(\cdot)) + \frac{\partial f(e(\cdot), q^\tau(\cdot), \dot{q}^\tau(\cdot))}{\partial q^\tau(\cdot)} \dot{q}^\tau(\cdot) + \frac{\partial f(e(\cdot), q^\tau(\cdot), \dot{q}^\tau(\cdot))}{\partial \dot{q}^\tau(\cdot)} \ddot{q}^\tau(\cdot) \right]_{hT+\tau+\varepsilon} \right] \right) \, d\varepsilon.
\]

The above expression allows to find an upper bound of \( \| e(hT + \tau) \|, \tau \in (0, \tau_s(k)) \), by acting on the single terms of \([13]\). Hence, we can compute a more precise estimate of the convergence rate, i.e., how quickly \( \| e(hT + \tau) \| \), with \( \tau \in (0, \tau_s(k)) \), decreases w.r.t. \( \| e(hT) \| \). Moreover, the following computations will be useful to find values \((k, T) \) s.t. the system is stable and the tracking error converges to zero. First, we observe that
\[
f(e(hT), q^\tau(hT), \dot{q}^\tau(hT)) = -ke(hT) + (A^{-1}_e(hT)+q^\tau(hT)Aq^\tau(hT) - I) \dot{q}^\tau(hT). \quad (19)
\]
By using Lemma A.2 on the second addend, it holds
\[
\| (A^{-1}_e(hT)+q^\tau(hT)Aq^\tau(hT) - I) \dot{q}^\tau(hT) \| \leq \alpha \| e(hT) \|,
\]
where \( \alpha \defeq a v_{\text{max}} \) for some \( a > 0 \) that depends on system dynamics. Moreover, from \([13]\),
\[
\| f(e(hT + \tau), q^\tau(hT + \tau), \dot{q}^\tau(hT + \tau)) \| \leq \| -kA^{-1}_e(hT+\tau)+q^\tau(hT+\tau)A_e(hT)+q^\tau(hT) \| e(hT) \| + \| (A^{-1}_e(hT+\tau)+q^\tau(hT+\tau)Aq^\tau(hT+\tau) - I) \dot{q}^\tau(hT + \tau) \|.
\]

(20)
Both addends in (20) are continuously differentiable functions on a compact set. In addition, they are equal to zero if \( e(hT) = 0 \) and \( e(hT + \tau) = 0 \), respectively. Then, we can apply Lemmas \( A.1, A.2 \) to get 
\[
\| k \mathbf{A}^{-1}_e (hT + \tau) + q'(hT + \tau) \mathbf{A}_e (hT) e(hT) \| \leq \| k \mathbf{A}^{-1}_e (hT + \tau) \| + \| q'(hT + \tau) \mathbf{A}_e (hT) \| \leq \| k \mathbf{A}^{-1}_e (hT + \tau) \| + \| q'(hT + \tau) \mathbf{A}_e (hT) \| 
\]
Thus, we rewrite (20) as
\[
\| f(\cdot), q'\cdot, q'\|_{hT+\tau} \leq (kb + cv_{max})(\| e(hT) \|). \quad (21)
\]
Also, being \( f(\cdot), q'\cdot, q'\cdot \) differentiable w.r.t. all its variables on the compact set \( B_\epsilon(e(\cdot)) \), we can derive the following bounds based on (19),
\[
\begin{align*}
\| \partial f(\cdot), q'\cdot, q'\cdot \|_{hT+\tau} & \leq (k + g v_{max})\| e(hT) \| \\
\| \partial f(\cdot), q'\cdot, q'\cdot \|_{hT+\tau} & \leq (m v_{max})\| e(hT) \| \\
\| \partial f(\cdot), q'\cdot, q'\cdot \|_{hT+\tau} & \leq (k n)\| e(hT) \|
\end{align*}
\]
where again \( g, m, n > 0 \) depend on system dynamics. In light of (19), (21), (22), we then derive the bound in (17),
\[
\| e(hT + \tau) \| \leq \| (1 - k\tau + \alpha\tau + \tau^2(k^2\mu + k\gamma_1 + \gamma_2))\| e(hT) \|, 
\]
where
\[
\begin{align*}
\alpha & \triangleq a v_{max} \\
\mu & \triangleq b\| e(hT) \| \\
\gamma_1 & \triangleq (d + gb)v_{max}\| e(hT) \| + n v_{max} \\
\gamma_2 & \triangleq g d v_{max}\| e(hT) \| + m v_{max}.
\end{align*}
\]

Remark 6 (Constant reference) Consider (17) and suppose a constant reference is assigned, i.e., \( d(\cdot)q'(\cdot) = 0 \), \( a = 1 \). Then, \( \alpha = \gamma_1 = \gamma_2 = 0 \) and \( z(k, \tau; \theta) \) coincides with the function \( g(\tau; \mu) \) for \( k = k \) found in (20).

5.1 Estimating Parameters \( \mu, \alpha, \gamma_1, \gamma_2 \)

We would like to find an estimate of the function \( z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) \) that bounds the convergence rate of the tracking error, and choose the values \( (k, T) \) which yield the fastest convergence. To this aim, we provide a numerical procedure to estimate \( \hat{\theta} \triangleq (\mu, \alpha, \gamma_1, \gamma_2) \). Proposition 5 implies that the following set is nonempty,
\[
\Theta \triangleq \left\{ \theta > 0 \mid \| e(hT + \tau) \| \leq z(k, \tau; \theta)\| e(hT) \|, \quad \forall q'\cdot, q(0) \right\},
\]
where the inequality is componentwise. Ideally, we would like to pick the smallest possible values for the parameters in \( \Theta \) in order to get the largest set of pairs \( (k, T) \) that induce stability. One possibility is choosing
\[
\hat{\theta} \triangleq \arg\min_{\theta \in \Theta} \| \theta \|.
\]
Such \( \hat{\theta} \) surely exists because \( q'(\cdot) \) and \( q(0) \) belong to a compact set. However, it cannot be computed numerically because one would need to check all pairs \( (k, T) \) and points \( q'(t) \) and \( q(0) \). We propose a strategy to estimate \( \hat{\theta} \) by sampling \( q'(t) \) and \( q(0) \) from their domains for different values of \( (k, T) \) and run simulations to get a set of samples \( \{(k_i, T_i, e_{k+i}^{(1)}, e_{k+i}^{(2)})\}_{i=1}^S \), \( S \) being the number of samples. Let us define the following quantities,
\[
\begin{align*}
y_i & \triangleq \| e_{k+i}^{(1)} \| \\
\ell_i & \triangleq \| e_{k+i}^{(2)} \| \\
b_i & \triangleq 1 - k_i T_i \| e_{k+i}^{(2)} \|
\end{align*}
\]
then the inequality \( \| e_{k+i}^{(1)} \| \leq z(k_i, T_i; \theta)\| e_{k+i}^{(1)} \| \) can be written as \( y_i \leq s_i \| e_{k+i}^{(1)} \| + b_i \). Based on such sampled trajectories, we solve the following quadratic programming:
\[
\hat{\theta}_S \triangleq \arg\min_{\theta \in \Theta} \| \theta \|^2 \\
\quad \text{s. t.} \quad \theta \geq 0, \quad \theta \geq 0, \quad y_i \leq s_i \| e_{k+i}^{(1)} \| + b_i, \quad i = 1, \ldots, S.
\]
Unfortunately, it is possible that \( \hat{\theta}_S \notin \Theta \) since we are checking the inequality \( \| e_{k+i}^{(1)} \| \leq z(k_i, T_i; \theta)\| e_{k+i}^{(1)} \| \) over a finite number of points. We expect that \( \lim_{S \to \infty} \hat{\theta}_S = \theta \) if the sampling procedure covers domains of \( q'\cdot \) and \( q(0) \) widely enough. However, formally proving this claim is nontrivial. There might be alternative numerical strategies to compute better estimates of \( \hat{\theta} \) or other parameter choices in the set \( \Theta \). Such comparison goes beyond the scope of this work, however, we will show effectiveness of our proposed strategy through simulations.

5.2 Analysis of the Function \( z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) \)

In this section, we analyze the function \( z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) \) in order to compute the bound \( \tau_s(k) \) of the stability region (green area in Fig. 1), defined as
\[
\mathcal{U} \triangleq \{ (k, \tau) : z(k, \tau) < 1 \}, \quad (25)
\]
and the convergence rate for each point in such region. We also compute the optimal controller gain \( k_o(T) \) for

\footnote{In the following, we use the shorthand notation \( z(k, \tau) \triangleq z(k, \tau; \mu, \alpha, \gamma_1, \gamma_2) \) for the sake of readability.}
fixed sampling time $T$ and the optimal sampling time $T_s(k)$ for fixed gain $k^2$. In the interest of space, proofs of the following propositions are deferred to the technical report [23], Appendix C.

**Proposition 7** The guaranteed stability set of $z(k, \tau)$ is

$$U = \{k_{CR} < k < +\infty, 0 < \tau < \tau_s(k),\}$$

where $k_{CR} = \alpha$ and

$$\tau_s(k) = \begin{cases} \tau_{s_1}(k) & \text{if } \mu > 1 \\ \tau_{s_2}(k) & \text{for } \alpha < k < \bar{k} \text{ if } \mu < 1, \\ \tau_{s_2}(k) & \text{for } k > \bar{k} \text{ if } \mu < 1 \end{cases}$$

where

$$\tau_{s_1}(k) = \frac{k-\alpha}{k^2+\mu+k_{\gamma_1}+\gamma_2}, \quad \tau_{s_2}(k) = \frac{(\alpha+\gamma_1+\sqrt{(\alpha+\gamma_1)^2+4\gamma_2(1-\mu)}}{2(1-\mu)},$$

and the optimal sampling time $\tau_o(k)$ is

$$\tau_o(k) = \arg\min_{\tau} z(k, \tau)$$

and represents the convergence rate of the error $\rho_o$. 

**Proposition 8** With fixed $k$, the optimal sampling time $\tau_o(k)$ is

$$\tau_o(k) = \begin{cases} \tau_{o_1}(k) & \text{if } \mu > \frac{1}{2} \\ \tau_{o_2}(k) & \text{for } \alpha < k < \bar{k} \text{ if } \mu < \frac{1}{2}, \\ \bar{k} & \text{for } k > \bar{k} \text{ if } \mu < \frac{1}{2} \end{cases}$$

where

$$\tau_{o_1}(k) = \frac{k-\alpha}{2(k^2+\mu+k_{\gamma_1}+\gamma_2)}, \quad \tau_{o_2}(k) = \frac{\alpha+\gamma_1+\sqrt{(\alpha+\gamma_1)^2+4\gamma_2(1-\mu)}}{2(1-\mu)}.$$

The corresponding convergence rate $\rho_o(k)$ is

$$\rho_o(k) = \begin{cases} \rho_{o_1}(k) & \text{if } \mu > \frac{1}{2} \\ \rho_{o_2}(k) & \text{for } \alpha < k < \bar{k} \text{ if } \mu < \frac{1}{2}, \\ \rho_{o_2}(k) & \text{for } k > \bar{k} \text{ if } \mu < \frac{1}{2} \end{cases}$$

where

$$\rho_{o_1}(k) = 1 - \frac{(\alpha-\bar{k})^2}{4(k^2+\mu+k_{\gamma_1}+\gamma_2)} \quad \text{and} \quad \rho_{o_2}(k) = \frac{\mu + \frac{1}{2}(\alpha + \gamma_1 + \frac{\gamma_2}{\mu})}{k^2+\mu+k_{\gamma_1}+\gamma_2}.$$ 

Note that, while $T_s(k)$ is the optimal sampling time for given $k$, $\tau_s(k)$ is the stability bound, therefore $T_s(k) < \tau_s(k)$.

The same quantities can be found as functions of $\tau$,

$$k_o(\tau) \equiv \arg\min_{k} z(k, \tau) \quad (28)$$

$$\rho_o(\tau) \equiv z(k_o(\tau), \tau) = \min_{k} z(k, \tau). \quad (29)$$

**Proposition 9** With fixed $\tau$, the optimal gain $k_o(\tau)$ is

$$k_o(\tau) = \begin{cases} \frac{1-\gamma_1}{2\tau \mu} & \text{for } 0 < \tau < \tau_{M_1}, \text{ if } \mu > \frac{1}{2} \\ \frac{1-\gamma_1}{2\tau \mu} & \text{for } \tau_{mk} < \tau < \tau_{M_2}, \text{ if } \mu < \frac{1}{2}, \\ \frac{1}{\tau} & \text{for } 0 < \tau < \tau_{mk}, \text{ if } \mu < \frac{1}{2} \end{cases}$$

where

$$\tau_{mk} = \frac{1-2\mu}{\gamma_1+\gamma_2}, \quad \tau_{M_1} = \min\left\{\frac{1}{\gamma_1+\gamma_2}, \tau_{M_2}\right\},$$

and the optimal gain $k_o(k)$ and represents the convergence rate $\rho_o(\tau)$ is

$$\rho_o(\tau) = \begin{cases} \rho_{o_1}(\tau) & \text{for } 0 < \tau < \tau_{M_1}, \text{ if } \mu > \frac{1}{2} \\ \rho_{o_1}(\tau) & \text{for } \tau_{mk} < \tau < \tau_{M_2}, \text{ if } \mu < \frac{1}{2}, \\ \rho_{o_2}(\tau) & \text{for } 0 < \tau < \tau_{mk}, \text{ if } \mu < \frac{1}{2} \end{cases}$$

where

$$\rho_{o_1}(\tau) = \frac{\gamma_2 \tau^2 + (\alpha + \gamma_1) \tau + \mu}{4(\gamma_2 \tau^2 + 2(\gamma_1 + 2\mu) \tau + 4\mu^{-1})}$$

Figure 1 depicts the quantities defined above, where $\tau(k_o)$ is the inverse function of $k_o(\tau)$ and represents the sampling time for which $k_o$ is the optimal gain. We chose three cases corresponding to $\mu < \frac{1}{2}$ (left box), $\frac{1}{2} < \mu < 1$ (middle box), and $\mu > 1$ (right box), in order to span all cases defined in the propositions. Figure 1 represents the convergence rate $\rho_o$ as a function of $k$ (top box) and $\tau$ (bottom box). The convergence rate is always smaller than one, i.e. $\|e(hT+\tau)\| \leq \|e(hT)\|$, $\tau \in [0, T]$.

**Remark 10** (Sampling time and stabilizability)

**Proposition 3** shows that there exists a maximum sampling time $T_{\max}$ s.t. no feedback gain $k$ can ensure stability if $T > T_{\max}$. Conversely, **Proposition 7** implies that there exists a threshold $\tau_{CR}$, which can be analytically found by setting $\frac{d\tau_o(k)}{dk} = 0$, s.t. a stabilizing gain always exists if $T < \tau_{CR}$ (see Fig. 1). Such values may help to evaluate the communication hardware to be used.

### 6 Simulation Results

In this section, we implement and compare four techniques for trajectory tracking, which are summarized in Table 1. The first one, named SIKM-D, is the distributed controller [14] proposed in this work, where the gain $k = k_{\text{off}}$ is computed offline following the procedure in...
Fig. 4. Representation of the quantities $\tau_s(k)$, $\tau_o(k)$, and $\tau(k_o)$ defined in Propositions 7–9.

Fig. 5. Estimated convergence rate $\rho_0$ as a function of the gain $k$ and of the sampling time $\tau$.

Section 5. The last three, referred to as PS, FF, and SIKM-C, respectively, are inspired by the online control strategy proposed in [25]. In particular, they all adopt a centralized communication architecture and differ only in the feedforward term design. Specifically, at the $h$-th step, $k_{on}$ is the solution to the following optimization problem with initial condition $e_{h} = e_{hT}$,

$$
k_{on}(hT) = \text{argmin}_{k} ||e(hT + T)||
$$

s. t.  
$$
u(\tau) = u_k(hT) + u_{ff}(hT + \tau),
$$

where $\tau \in [hT, hT + T]$. The PS technique corresponds to a simple point-stabilization with no feedforward correction, therefore it is expected to always lag behind the desired trajectory. The FF technique implements the naive controller (11) obtained by discretizing the standard continuous-time feedforward term which evaluates the Jacobian at $q_{hT}$, that was shown insufficient for asymptotic tracking. Even this strategy is expected to perform worse than SIKM-D despite the potential benefit coming from the online design of the feedback gain. Finally, SIKM-C has the same control structure as SIKM-D, but it re-computes the optimal feedback gain $k_{on}$ at each sampling time. This strategy should provide the best possible performance as opposed to SIKM-D, which computes its gain offline solving a worst-case min-max problem as shown in Section 5. However, SIKM-C requires solving an optimization problem and receiving the state of all robots at each sampling time.

Remark 11 (Distributed vs. centralized control)

In contrast with the centralized scheme, a distributed communication control architecture avoids limitations due to all-to-all wireless communication, such as larger latency or packet loss, and is more robust, cheaper and easier to maintain since it does not depend on the number of robots. Specifically, the distributed communication controller requires only one broadcast communication packet from the load/pivot to the robots, while the centralized communication requires in addition to the broadcast packet also the (possibly synchronized) transmission of $N$ packets from robots to load.

We tested the four techniques on the Fly-Crane system [27], whose simulated environment is depicted in Fig. 6. The dynamical model of the system has been developed in a physics-based simulator, simulating cables dynamics as well. Simulations have been performed with software in the loop, including measurement noise.

| Control Strategy | $u_k(hT)$ | $u_{ff}(hT + \tau)$ |
|------------------|-----------|---------------------|
| SIKM-D (Eq. [14]) | $-k_{off}A_{q_h}(q_{hT} - q_{r_h})$ | $A_{q_{hT}+\tau}q_{rT+\tau}$ |
| PS (Eq. [10]) | $-k_{on}A_{q_h}(q_{h} - q_{r_h})$ | 0 |
| FF (Eq. [11]) | $-k_{on}A_{q_h}(q_{h} - q_{r_h})$ | $A_{q_{hT}+\tau}q_{rT+\tau}$ |
| SIKM-C (Eq. [12]) | $-k_{on}A_{q_h}(q_{h} - q_{r_h})$ | $A_{q_{hT}+\tau}q_{rT+\tau}$ |

Table 1

Description of the four strategies used in simulation.
and communication latency. Communication across the system, planning, and sensing are implemented using the middle-ware Pocolibs and the software framework genoM, enabling realistic simulations. The simulator of Fly-Crane has been used as preliminary validation step for several experiments, such as the ones in [13][27], proving excellent adherence to the real testbed. Technical details about the simulation software and realistic numerical experiments can be found in [21].

The used system architecture is represented in Fig. 7. A global planner generates offline the desired trajectory (\(q^*, \dot{q}^*\)) and this information is made available to the SIKM controller, implemented in Matlab-Simulink. The latter generates the desired robot velocities \(u_i\), which are sent to the robots every \(T\) seconds via wireless. Then, the low-level dynamical controller (geometric position controller [14]) of each robot converts these velocities into thrust and torque for the quadrotors. An unscented Kalman filter, running at 1 [kHz], fuses the Motion Capture (MoCap) system measurements (at 120 [Hz]) with the IMU measurements (at 1 [kHz]). The estimated system state is then sent to the SIKM controller.

We first compare the tracking error norm for the four control strategies when \(T = 1.5\) [s] (see Figs. 8–9 and Table 2). Note that the tracking error does not converge to zero because of non-idealities implemented in simulation, such as sensor noise. The desired trajectory was generated in order to stress all components of \(q\), except for \(y\)-translation because of the system symmetry. From Fig. 9 one can see the benefits of the feedback term w.r.t. to point-stabilization (PS), which is slower in tracking the desired trajectory as emphasized in the zoom plot of the component \(z_L\). This is because the desired velocity \(u\) is updated only when a new measurement arrives. As for the three feedback-feedforward techniques, SIKM-C and SIKM-D exhibit the best performance. This is highlighted in the zoomed plot of \(z_L\), where FF causes an overshoot.

More interesting and general is the comparison of the four strategies with different sampling times. To compute the feedback gain \(k_{off}\) used in the SIKM-D, we first estimated the parameters \([\mu, \alpha, \gamma_1, \gamma_2] = [0.02, 0.13, 0.1, 0.2]\) along the desired trajectory depicted in Fig. 9 for different couples of \((k, T)\) as described in Section 5.1, obtaining the stability region depicted in Fig. 10. Then, for each value of \(T\), we chose the gain \(k\) which ensures the fastest highest convergence rate while keeping the system stable, by choosing the \(x\) coordinate corresponding to \(T\) on the curve \(\tau(k)\) in Fig. 10. Table 2 reports the observed mean tracking error norms for each strategy. The resulting feedback gain–sampling time pairs \((k_{off}, T)\) were \((2, 0.5), (1.28, 0.75)\) and \((0.67, 1.5)\). Point-stabilization PS yields the largest error which increases quickly with the sampling time. All feedback-feedforward strategies are comparable for short values of \(T\), while SIKM-C and SIKM-D yield the lowest errors for large \(T\).\n
To further validate our method under realistic conditions, we also performed simulations with high position measurement noise, comparable to a GPS-based positioning system. As expected, the tracking error remains bounded, proving our design robust. Results of such additional simulations are provided in [23] appendix E.

![Diagram](image_url)

Fig. 7. Architecture used to perform simulations: a global planner generates the desired trajectory \(q^*, \dot{q}^*\) and sends it to the local planner which generates the desired robot velocities. The blue rectangle on the right represents a realistic environment where the robotic system is simulated.

![Graph](image_url)

Fig. 8. Tracking error norm \(\|e(t)\| = \|q(t) - q^*(t)\|\) obtained with the tracking strategies described in Table 1 \((T = 1.5\text{[s]})\).

| Sampling time \(T\) [s] | Mean tracking error norm |
|-------------------------|--------------------------|
|                         | SIKM-D | SIKM-C | FF | PS |
| 0.5                     | 0.06   | 0.05   | 0.05 | 0.07 |
| 0.75                    | 0.06   | 0.07   | 0.06 | 0.10 |
| 1.5                     | 0.10   | 0.09   | 0.15 | 0.16 |

Table 2

Mean tracking error norms obtained in simulation (best two results for each sampling time highlighted in bold font).
The sampling time is $T = 1.5 \text{ [s]}$. The first two rows represent respectively the position $x_l, y_l, z_l$ and orientation $\phi_L, \theta_L, \psi_L$ (roll, pitch and yaw) of the load. On the bottom, row the angles $\alpha_i \triangleq q, i = 1, 2, 3$ between cables and load are depicted.

![Fig. 9. Comparison of the variables $q(t)$ in four different simulations, where the tracking strategies described in Table 1 are used. The sampling time is $T = 1.5 \text{ [s]}$. The first two rows represent respectively the position $x_l, y_l, z_l$ and orientation $\phi_L, \theta_L, \psi_L$ (roll, pitch and yaw) of the load. On the bottom, row the angles $\alpha_i \triangleq q, i = 1, 2, 3$ between cables and load are depicted.](image)

![Fig. 10. Stability region, optimal gain $k_o$, and sampling time $\tau_o$ obtained by estimating the parameters $\mu, \alpha, \gamma_1, \gamma_2$ along the trajectory depicted in Fig. 9 for different couples $(k, T)$.](image)

7 Conclusions and Future Work

In this paper, we proposed a controller for multi-robot systems where feedback measurements are transmitted via wireless. We introduced a novel feedforward term and proposed a strategy to compute the feedback gain with convergence guarantees. The more multi-robot systems will be employed for applications, the more sampled-based control strategies will be needed: this work paves the way to future developments and implementations. A natural evolution of this work is performing experiments on a real system. Further, a formal analysis including packets loss and latency, which are typical issues of wireless communication, should be developed.
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