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Abstract: During the past decade, deep learning-based classification methods (e.g., convolutional neural networks—CNN) have demonstrated great success in a variety of vision tasks, including satellite image classification. Deep learning methods, on the other hand, do not preserve the precise edges of the targets of interest and do not extract geometric features such as shape and area. Previous research has attempted to address such issues by combining deep learning with methods such as object-based image analysis (OBIA). Nonetheless, the question of how to integrate those methods into a single framework in such a way that the benefits of each method complement each other remains.

To that end, this study compared four integration frameworks in terms of accuracy, namely OBIA artificial neural network (OBIA ANN), feature fusion, decision fusion, and patch filtering, according to the results. Patch filtering achieved 0.917 OA, whereas decision fusion and feature fusion achieved 0.862 OA and 0.860 OA, respectively. The integration of CNN and OBIA can improve classification accuracy; however, the integration framework plays a significant role in this. Future research should focus on optimizing the existing CNN and OBIA frameworks in terms of architecture, as well as investigate how CNN models should use OBIA outputs for feature extraction and classification of remotely sensed images.
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1. Introduction

Image classification is one of the basic operations in remote sensing. In this operation, image pixels or image objects are clustered and labeled via automatic-learned features or hand-crafted samples. In general, several methods and techniques are employed for remote sensing image classification. In the last decade, deep learning techniques have attracted experts in the field of remote sensing due to their sophisticated architecture, including several learning steps and layers such as convolutional neural networks (CNNs). Deep learning methods, with their hierarchical architecture, learn deep and abstract image features, which are useful for the classification task. Pixel-based classification using ANN lacks efficient learning of spatial and contextual relationships among the image pixels and can lead to an extremely redundant computation. On the other hand, CNNs have outperformed most deep learning methods in terms of computer vision as well as pattern recognition. CNNs have revealed high efficiency for learning spatial, contextual, and textural information from remotely sensed images. However, the patch-wise CNN obtains artifacts on the boundary of the classified patches and usually results in blurred boundaries among ground surface objects [1,2] (Zhang et al. 2017a, 2017b). Consequently, introduces uncertainty during the image classification.
CNNs have excellent capabilities in extracting useful abstract features from remote sensing images; however, they are not directly applicable for performing classification at the object level. CNNs require image patches as input data to make inferences on a pixel’s category label. This data structure is prone to errors when classifying the boundaries of ground objects [3] (Pan and Zhao 2019). Furthermore, the rectangular patch of CNNs is scarcely consistent with the non-homogeneous segment obtained from the OBIA process. Therefore, when applying CNN classifier on a segment at the boundary of a specified land cover, the CNN patch that includes the segment that is to be classified may also contain other segments belonging to a different type of land cover. In addition, these segments that belonged to other land cover categories may exhibit higher band values or notable patterns and texture. As a consequence, they will significantly influence the decision of CNNs. As a result of this inconsistency, classification errors will occur when we directly train the CNNs model on segments resulting from the OBIA method. This kind of error is called a jagged error, which will be seen between land cover borders as a shrink or over-expand forms in the resulting image. This issue has severely restricted the application of CNNs in OBIA classification. Generally, patch-based or pixel-level CNNs methods are not effectively designed respecting computational efficiency or precision to handle the complicated challenges of the classification of remotely sensed images [2] (Zhang 2018).

Unlike using deep learning on image pixels or patches, its use with OBIA is relatively more complex because of the data transformation requirements to specific data structures that deep learning models can be trained on. The literature contains four main frameworks that can be used to combine deep learning and OBIA, including (1) extracting deep and abstract features from OBIA attributes with deep learning, (2) OBIA-deep learning features fusion, (3) decision level fusion, and (4) heterogeneous segments filtering. While there are many research papers on the integration of CNNs and OBIA for remote sensing image classification, there is a significant lack of understanding of how these integration frameworks compare. Thus, this research aims to present a comparison of four common frameworks used to combine CNNs and OBIA for image classification. Our contribution to this research is summarized in some points;

- To the best of our knowledge, this is the first study that compares the common integration frameworks and provides an assessment of each framework by using a high-resolution satellite image dataset (worldview3) that has training and test areas, which could be a guideline for researchers in the field of the integration between deep learning and OBIA methods;
- A custom-made computational framework is developed in Python programming to combine the two main image processing frameworks i.e., (1) OBIA and (2) deep learning, which was necessary to avoid using multiple software that is considered complex and time-consuming.

The remainder of this paper presents related studies (Section 2), a methodology that includes research data, assessed integration frameworks, and the details of each method (Section 3), results and discussions on the main findings (Section 4), and conclusions and recommendations for future works (Section 5).

2. Previous Works

The idea behind integrating OBIA and deep learning for remote sensing image classification is to improve the accuracy and quality of the classification maps. Previous studies have indicated that such integration can improve classification results compared to any individual method [4] (Cui et al. 2018). Several integration frameworks have been proposed to combine OBIA with deep learning. This research groups those methods into four categories, including (1) training deep learning models on OBIA features, (2) OBIA-deep learning features fusion, (3) decision level fusion, and (4) heterogeneous patch filtering. Table 1 summarizes OBIA-CNN integration methods.
Table 1. The summary of OBIA-CNN integration methods.

| OBIA-CNN Integration Method                          | References                                                                 | Dataset                              | Pros                                                                                           | Cons                                                                                          |
|------------------------------------------------------|---------------------------------------------------------------------------|--------------------------------------|-------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| Training Deep Learning Models on OBIA Features       | Jozdani et al. (2019) [5], Abdollahi et al. (2020) [6], Lam et al. (2020) [7] | High-resolution satellite image, aerial photo, unmanned aerial vehicle | It is considered a simple method that easily learns contextual relationships among the OBIA attributes. | This method lacks learning spatial characteristics of the image content (pixels and objects). As well as, it neglects the powerful capability of deep learning for extracting spatial and abstract features from the image data. |
| OBIA-Deep Learning Features Fusion                   | Zhao et al. (2017) [8], Majd et al. (2019) [9], Sutha et al. (2020) [10], Hong et al. (2020) [11], Tang et al. (2020) [12] | High-resolution satellite image, hyperspectral image | This method presents an advanced framework that utilized additional deep features that offer advantages over the first method. | This method requires heavy computations and hardware resources. On the other hand, it includes a duplication in some features extracted by OBIA and CNN, such as shape, texture, and color. |
| Decision Level Fusion                                | Guirado et al. (2021) [13], Lv et al. (2018) [14], Liu et al. (2019) [15], Abdi et al. (2018) [16], Robson et al. (2020) [17], Timilsina et al. (2020) [18], He et al. (2020) [19] | High-resolution satellite image, sentinel-2, LiDAR | It is a simple method in terms of construction and application. | This method does not fully utilize the OBIA method as no features are used for classification. |
| Heterogeneous Patch Filtering                        | Pan et al. (2019) [3], Fu et al. (2019) [20], Liu et al. (2018) [21], Liu et al. (2018) [22], Fu et al. (2019) [23], Ji et al. (2019) [24], Wang et al. (2020) [25] | High-resolution satellite image, unmanned aerial vehicle | It aims to improve the model’s ability to classify the precise edge of ground objects correctly with some filtering methods that can be applied to image patches or image objects. | The challenge remains to best map image objects into image patches. |

2.1. Training Deep Learning Models on OBIA Features

The first method uses any deep learning model such as CNN as a feature extractor to extract deep and abstract features from OBIA attributes. In other words, deep learning is applied to tabular data that contain information about the image segments and their related attributes. This method learns contextual relationships among the OBIA attributes. However, it lacks learning spatial characteristics of the image pixels and image objects. It also neglects the powerful capability of deep learning for extracting spatial and abstract features from the image data. Several studies have used this type of OBIA-CNN integration. Jozdani et al. (2019) [5] showed that such integrated models could outperform traditional machine learning methods for urban land cover classification in the United States. Integrated OBIA and CNN were also used by Abdollahi et al. (2020) [6] for road detection in orthophoto images. They used principal component analysis (PCA) to reduce the computation time of the model. In another study, Lam et al. (2020) [7] presented an integrated OBIA-CNN model for weed species identification and detection in a challenging grassland environment. They demonstrated the potential of such models for a semi- and full classification of weed species. The studies above indicate that such an integration technique could improve upon traditional machine learning or any of the OBIA or CNN...
methods. However, deep learning models, especially CNN and its variants, have proven not suitable for tabular data because the spatial arrangement of the image objects is not considered in the modeling process.

2.2. OBIA-Deep Learning Features Fusion

Feature fusion is another approach to integrating OBIA and deep learning. This method combines attributes of OBIA and deep features of deep learning after extracting each feature set separately. The additional deep features utilized in this technique offer advantages over the first method. This approach is often implemented as a two-branch computational network, which contains a processing chain to perform segmentation and OBIA feature extraction and a network to learn deep and abstract features from the data. After combining the two feature sets, a classifier such as tree-based models or support vector machines (SVM) is used to obtain class labels for the image pixels [8,9] (Zhao 2017, Majd 2019). Sutha et al. (2020) [10] combined SVM and CNN to perform the classification of high-resolution remote sensing images, aiming to improve classification accuracy. Hong et al. (2020) [11] used the common multiscale segmentation algorithm to extract multiscale low-level image features and a CNN to obtain deep features from the low-level features at each scale, respectively. An approach to extract tree plantations from very high-resolution remote sensing images was proposed by Tang et al. (2020) [12]. They used an integrated OBIA-CNN framework to achieve that. They performed image segmentation to obtain OBIA features and a fine-tuned CNN to obtain deep features. To reduce the computation time of the model, they conducted feature selection based on the Gini index. The tea objects were then classified by a random forest (RF). The basic problem of this integration method is the heavy computations and the requirements of hardware resources [13] (Guirado et al. 2021). Other problems associated with this integration method include duplication in some features extracted by OBIA and CNN, such as shape, texture, and color.

2.3. Decision Level Fusion

The third technique depends on the decision of fusion or refining an initial classification map with some post-processing methods. In this integration, deep learning models such as CNNs are first applied to obtain a classification map of the area. Then, the image data is segmented using a segmentation algorithm. Finally, the classification map obtained by the CNN is refined by a majority filtering method or some other post-processing methods [14,15] (Lv 2018, Liu 2019). Abdi et al. (2018) [16] proposed a method to refine a classification map produced by a CNN using image segmentation. They showed a significant improvement in classification accuracy over other traditional classifiers. Robinson et al. (2020) [17] applied a combination of OBIA and CNN to identify rock glaciers in mountainous landscapes. Timilsina et al. (2020) [18] studied urban tree cover changes and their relationship with socioeconomic variables. They used data from satellite, Google Earth imageries, and light detection and ranging (LiDAR). In their approach, OBIA was used to refine and improve the tree heatmap obtained by a CNN. In addition, He et al. (2020) [19] incorporated the multiresolution segmentation into the classification layer of U-net and DenseNet architectures for land cover classification. They also used a voting method is applied to optimize the classification results. While studies have highlighted the significance of the decision level fusion techniques, this method does not fully utilize the OBIA method as no features are used for classification.

2.4. Heterogeneous Patch Filtering

In CNN, image patches often contain mixed land cover types, which affects the decision of the model as the output will reflect the more obvious land cover types. Studies have attempted to filter and refine the image patches or objects to achieve heterogeneous image patches or objects before classification tasks [3,20] (Pan 2019, Fu 2019). Liu et al. (2018) [21] presented a novel approach depending on multi-view unmanned aerial vehicle (UAV) orthophotos and using CNN-based adaptive patch windows and OBIA classification
to improve the classification of wetlands in the United States. Fu et al. (2018) [20] developed a model by integrating their models, namely, multiresolution segmentation, the center of gravity, and CNN. Their results improved the identification of irregular segmented objects from a very high-resolution remote sensing image, where their approach has successfully reduced the uncertainty associated with OBIA during classification in China. Liu et al. (2018) [22] compared CNN-OBIA and traditional machine learning models (i.e., SVM, ANN, and RF) in wetland classification and mapping in the United States. They found that CNN-OBIA achieved an accuracy higher than traditional models. Pan et al. (2019) [3] proposed an object-based heterogeneous filter integrated into a CNN to overcome the limitations of jagged errors at boundaries and the expansion/shrinkage of land cover areas originating from CNN-based models. Fu et al. (2019) [20] developed an approach based on the integration of CNN and OBIA with a majority overlapping region method to label the image segments. Ji et al. (2019) [23] showed that the integration of OBIA and CNN can improve image classification and change detection results compared to OBIA-based classification. Wang et al. (2020) [24] proposed adaptive patch sampling to map the object primitives into image patches along with the object primitive axes. The methods based on image patch filtering or image object filtering aim to improve the model’s ability to classify the precise edge of ground objects correctly with some filtering methods that can be applied to image patches or image objects. While some studies have reported improvement in classification accuracy using this method, the challenge remains to best map image objects into image patches.

2.5. Research Gaps

Integrated deep learning and OBIA classification methods should preserve the capability of each of the individual methods. That is the powerful spatial abstract feature extraction capability of the deep learning models and the ability of OBIA methods to precise model edges of the ground objects. The methods discussed above have attempted to combine the strengths of deep learning and OBIA in single classification frameworks; however, they are still limited in taking full advantage of deep learning for feature extraction. In addition, there is no agreement on how deep learning and OBIA should be combined such that the complementary strengths of each of the individual methods are fully utilized. Future studies should therefore study the architectural design issues of integrating deep learning and OBIA for the classification of remote sensing images.

3. Data and Methodology

3.1. Training and Test Areas

The Worldview-3 (WV-3) satellite image used in this study were obtained over the Universiti Putra Malaysia (UPM) campus in Selangor, Malaysia (3°0’8.0181” N, 101°43’1.2172” E). The training and testing sites were chosen from the UPM site (Figure 1).

The WV-3 image was taken in November 2014 by the Digital Globe (Figure 2). The spatial resolution of the WV-3 image is 0.31 m and 1.24 m for the panchromatic band and multispectral bands, respectively. More specifically, the WV-3 image includes 8 bands as well as the panchromatic band with a radiometric resolution of 11 bits. These bands include (coastal, red, green, blue, yellow, red edge, near-infrared, and near-infrared). Digital Globe has more information on WV3’s characteristics (2020). Two images have been extracted from the WV-3 image to implement the training and testing processes with a similar spatial resolution (0.31 m), where the image used for training covers 39.5 hectares, while the image used for testing covers 21 hectares.
similar spatial resolution (0.31 m), where the image used for training covers 39.5 hectares, while the image used for testing covers 21 hectares.

The ground truth data were acquired as a land use and land cover (LULC) map in Geographic Information System (GIS) file format. The data were prepared by the Department of Survey and Mapping Malaysia (JUPEM) in 2015. The ground truth data of the training and test areas are presented in Figure 2. There are seven LULC types in the area, including grassland, road, urban/built-up, dense vegetation/trees, bare land, and water.

The percentage of ground truth data used in training; grassland (16%), roads (27%), built-up area (26%), dense vegetation/trees (20%), water body (8%), and bare land (2%). On the other hand, the percentage of data used in testing grassland (14.5%), roads (31%), built-up area (24%), dense vegetation/trees (18.5%), water body (9%), and bare land (2.5%).

**Figure 1.** Location of the case study area and the training and test areas selected to develop and assess the proposed classification methods.

**Figure 2.** The ground truth data includes the main land cover types in the study area (Bare land, water body, dense vegetation or trees, grass land, roads, and buildings, (a) represents the training area and (b) represents the testing area.

---

### 3.2. Research Methods

#### 3.2.1. Object-Based Image Analysis (OBIA)

OBIA is a common classification approach in remote sensing that uses image objects through segmentation instead of image pixels for feature extraction. The classification is performed based on the features extracted for each image object with any statistical or machine learning classifiers such as ANN. OBIA has two main components, which are segmentation and classification. The segmentation divides the given image data into a set of image objects that have homogeneous features (including the spectrum, texture, and shape). For each image object, a set of spectral, spatial, and textural features can be extracted and used for the next stage of data processing, i.e., classification. The classification in OBIA is often performed with any statistical or machine learning methods, including SVM, ANN, and decision trees (DT).

- **OBIA features**
  - Several spectral, spatial, geometric, and textural features can be calculated for image objects and used for the classification of the image data. Spectral features such as minimum, maximum, mean, standard deviation, and range spectral information are the most common spectral features used in OBIA. On the other hand, spatial features including object area, object perimeter, elongation index, shape index, density, and rectangular fit are the common spatial/geometric features used in OBIA. In addition, several textural features such as contrast, dissimilarity, homogeneity, energy, correlation, and angular second moment are the most used textural features in OBIA studies.
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3.2. Research Methods

3.2.1. Object-Based Image Analysis (OBIA)

OBIA is a common classification approach in remote sensing that uses image objects through segmentation instead of image pixels for feature extraction. The classification is performed based on the features extracted for each image object with any statistical or machine learning classifiers such as ANN. OBIA has two main components, which are segmentation and classification. The segmentation divides the given image data into a set of image objects that have homogeneous features (including the spectrum, texture, and shape). For each image object, a set of spectral, spatial, and textural features can be extracted and used for the next stage of data processing, i.e., classification. The classification in OBIA is often performed with any statistical or machine learning methods, including SVM, ANN, and decision trees (DT).

- **OBIA features**

  Several spectral, spatial, geometric, and textural features can be calculated for image objects and used for the classification of the image data. Spectral features such as minimum, maximum, mean, standard deviation, and range spectral information are the most common spectral features used in OBIA. On the other hand, spatial features including object area, object perimeter, elongation index, shape index, density, and rectangular fit are the common spatial/geometric features used in OBIA. In addition, several textural features such as contrast, dissimilarity, homogeneity, energy, correlation, and angular second moment are the most used textural features in OBIA studies.

  This research uses the common features described above in the OBIA-related experiments. The feature extraction tool was implemented in Python based on libraries such as SciPy (https://www.scipy.org) (15 September 2022) and scikit-image (https://scikit-image.org) (15 September 2022).

- **Segmentation Algorithm**

  The commonly used multiresolution segmentation algorithm (MRS) [25] (Chen et al. 2006) was utilized in this research to assess the classification methods that use OBIA for feature extraction. MRS generates image objects with greater geographical significance and strong adaptability [26] (Martha et al. 2011).

  MRS acquires image objects by calculating the heterogeneity of the spectral and shape features and weighting the image layers. For image layer $i$, the heterogeneity is calculated as [27] (Chen et al. 2021):

  $$ f_i = w_i h_{\text{shape}} + (1 - w_i) h_{\text{color}} $$

  where $w_i$ is the user-defined weight of the shape heterogeneity of band $i$, $0 \leq w_i \leq 1$. The shape heterogeneity $h_{\text{shape}}$ is calculated from the compactness $h_{cp}$ and smoothness $h_{sm}$ as:

  $$ h_{\text{shape}} = w_{cp} h_{cp} + (1 - w_{cp}) h_{sm} $$

  where $w_{cp}$ refers to the weight of the shape’s compactness. The segmentation scale $S$, shape heterogeneity weight $w_i$, and compactness weight $w_{cp}$ are the main parameters of the MRS algorithm.
3.2.2. Convolutional Neural Networks (CNN)

CNN is the most popular type of neural network that has achieved great success in computer vision tasks, including image classification and object detection [28–31] (Hongtao and Qinchuan 2016; Srinivas et al. 2016; Li et al. 2022, Han et al. 2022). It also achieved excellent results for remote sensing image classification [32–35] (Sharma et al. 2017; Shakya et al. 2021; Boulila et al. 2022, Chand et al. 2022). CNN was applied to solve remote sensing problems utilizing aerial photographs, multispectral images, and hyperspectral images. CNNs combine three basic architectural ideas, including local receptive fields, sharing weights, and subsampling, to achieve properties of the shift, scale, and distortion invariant, which are very important for image feature extraction. In general, local receptive fields provide each neuron within a specified connected convolutional layer with the only nearby region belonging to the previous layer, which assists the network in deriving the basic visual characteristics. Furthermore, the concept of sharing weights refers to the stability of the convolutional kernel’s weight during the process of generating a feature map at a specified layer. Consequently, the number of trained parameters in CNNs will significantly decrease in comparison to the ANN method. Finally, the process of subsampling decreases the feature map’s resolution that integrates with a convolution operator to obtain translation invariance.

The CNN architecture employed for the assessment of the integration of OBIA-CNN methods is shown in Figure 3, which is composed of 7 layers, including the input layer as well as the output layer. The image layer is used as input to the two-dimensional convolutional layers in order to learn the feature map. The extracted features are subjected to the next step, called the 2D max-pooling layer, which aims to repress unwanted information to optimize the computational efficiency of the framework. The extracted features from the learning process are then transformed into an individual feature vector based on the flattened layer. After that, a dense (fully connected) layer is used to learn the contextual information from the features and help the classification layer. The classification is performed with a softmax layer, and the output predictions are used to classify the given image.

Figure 3. CNN architecture used in integrated OBIA-deep learning frameworks.
3.2.3. OBIA-CNN Integration Frameworks

The Theory of OBIA-CNN Integration

The main problem arises from the integration between OBIA-CNN due to the incompatibility between CNN input and OBIA segments, in general, the rectangular shape of CNN patch will never be compatible with the non-homogeneous shape of the segment (S) that resulted from OBIA method. For example, when performing OBIA classification based on patch-based CNN, the non-homogeneous segment is clipped based on a rectangular geometry of CNN patch, then CNN method is used to assign a specific category to this patch, then all pixels within the segment S will be assigned to the same category. Figure 4 shows the standard process of the integration between OBIA and CNN methods, two ideal situations may occur during the process of OBIA-CNN integration, the first situation arises when the segment (S) is larger than CNN patch, the patch is fully contained inside the segment (S), while the second situation arises when the CNN patch is larger than the segment (S) and the patch includes several segments represent the same land cover type, according to these situations, CNN patch is typically consistent with the segment (S), which can improve the accuracy of classification. The problem arises when the CNN patch covers multiple segments with different land cover categories. For example, a segment belongs to a specific type of land cover called (A); however, the CNN decision is mainly influenced by all of the pixels throughout the CNN patch, and the final output will represent the dominant land cover called (B) depending on several factors such as the dominant band value, larger areas, and structured textures. In this case, CNN classifier will make a wrong decision and obtain an incorrect classification for this segment [3]. Figure 4 shows the concept of the integration between OBIA and CNN.

OBIA-CNN Frameworks

Four OBIA-CNN integration frameworks have been identified from the literature review conducted for this research.

Table 2 summarizes the identified frameworks and their architectural concepts. The following subsections briefly describe each one of them:

- **OBIA ANN**
  
  This method is the most basic integration of OBIA and deep learning. In this method, deep learning, i.e., ANN, is used to extract contextual and more abstract features based on OBIA features that are calculated with a typical OBIA procedure (image segmentation and spectral-spatial-textural features calculation) (Figure 4). OBIA features are organized in a tabular data structure, and the ANN is used to learn contextual information that may be present among the features. Finally, the classification is performed with a set of dense (fully connected) layers followed by a softmax layer. However, other classification models, such as SVM and DT, can be utilized to classify the contextual features and obtain the classification map of the given image. The current research uses a typical OBIA procedure, including MRS segmentation and spectral-spatial-textural features for the OBIA step, and an ANN as a classifier (Figure 5).

- **Feature Fusion**
  
  Feature fusion for OBIA-CNN integration is another common framework used for remote sensing classification. In this method, OBIA is used to segment the given image and calculate several spectral, spatial, and textural features. Similarly, CNN is used to extract spatial abstract features from the data. The two obtained feature sets are then combined into a single feature vector. A classification layer is used to obtain the class labels using the feature vector that combines the OBIA and CNN features. See Figure 4 for the illustration of the typical OBIA-CNN feature fusion integration. This method may produce redundant features, such as shape and textural features, as they can be shared among the OBIA and CNN features. However, the problem can be tackled with network regularization or using dimensionality reduction techniques such as PCA.
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- **OBIA ANN**
  This method is the most basic integration of OBIA and deep learning. In this method, deep learning, i.e., ANN, is used to extract contextual and more abstract features based on OBIA features that are calculated with a typical OBIA procedure (image segmentation and spectral-spatial-textural features calculation) (Figure 4). OBIA features are organized in a tabular data structure, and the ANN is used to learn contextual information that may be present among the features. Finally, the classification is performed with a set of dense (fully connected) layers followed by a softmax layer. However, other classification models, such as SVM and DT, can be utilized to classify the contextual features and obtain the classification map of the given image. The current research uses a typical OBIA procedure, including MRS segmentation and spectral-spatial-textural features for the OBIA step, and an ANN as a classifier (Figure 5).

- **Feature Fusion**
  Feature fusion for OBIA-CNN integration is another common framework used for remote sensing classification. In this method, OBIA is used to segment the given image and calculate several spectral, spatial, and textural features. Similarly, CNN is used to extract deep features with a CNN from the data. Then, the obtained features are combined. Finally, ANN is applied to learn contextual features and perform classification.

- **Decision Fusion**
  This framework uses a CNN to obtain an initial classification map. Then, the image is segmented with a segmentation algorithm. Finally, the CNN map is refined based on the segmentation results with majority filtering.

- **Patch Filtering**
  Patch filtering uses image segmentation results to filter each image patch based on the dominant image object in the image patch. First, it produces image patches and image segmentation. Then, applies a variance filter to each image patch using the results of the segmentation. Finally, a CNN is applied to the obtained filtered image patches.

---

**Figure 4.** An example of the integration between OBIA and CNN for satellite image classification.

**Table 2.** Description of the integration frameworks assessed in this research.

| Integration Framework  | Base Models   | Description |
|------------------------|---------------|-------------|
| OBIA ANN               | ANN           | Applies ANN to OBIA features extracted at the image object level. This framework does not require training a CNN. This framework has two computational branches. The first branch extracts OBIA features from the data. The second branch extracts deep features with a CNN from the data. Then, the obtained features are combined. Finally, ANN is applied to learn contextual features and perform classification. |
| Feature Fusion         | ANN + CNN     | Patch filtering uses image segmentation results to filter each image patch based on the dominant image object in the image patch. First, it produces image patches and image segmentation. Then, applies a variance filter to each image patch using the results of the segmentation. Finally, a CNN is applied to the obtained filtered image patches. |
| Decision Fusion        | CNN           | Patch filtering uses image segmentation results to filter each image patch based on the dominant image object in the image patch. First, it produces image patches and image segmentation. Then, applies a variance filter to each image patch using the results of the segmentation. Finally, a CNN is applied to the obtained filtered image patches. |
| Patch Filtering        | CNN           | Patch filtering uses image segmentation results to filter each image patch based on the dominant image object in the image patch. First, it produces image patches and image segmentation. Then, applies a variance filter to each image patch using the results of the segmentation. Finally, a CNN is applied to the obtained filtered image patches. |
• **Decision Fusion**

This type of integration refines a classification map that is produced with a CNN or any other classification method based on the results of image segmentation (Figure 6). A majority filter is applied to make sure that each pixel in the image that belongs to the same image object is classified with the same label. This method is highly dependent on the accuracy of the CNN classification map and the results of the image segmentation. Other types of filtering may also be used, such as median and mean filters instead of the majority filtering.

• **Patch Filtering**

Patch filtering frameworks aim to filter image patches based on OBIA segmentation before using them in CNNs (Figure 4). For example, each image patch can be filtered based on the dominant image object that covers or contains the image patch with some filtering methods, such as variance filtering. The obtained filtered image patches are then used in CNNs as same as they are used with the traditional patch-based CNN methods.

![ANN architecture used in integrated OBIA-deep learning frameworks.](image)

**Figure 5.** ANN architecture used in integrated OBIA-deep learning frameworks.

### 3.2.4. Training Parameters

Training deep learning models such as deep ANN and CNN require several hyperparameters that need to be configured carefully. In this research, the training parameters are set based on empirical experiments conducted on a subset taken from the whole dataset available to this research. The analyses showed some values to be suboptimal for the proposed classification models and the datasets used in the research. Table 3 summarizes the parameters used to train the ANN and CNN base models. For the ANN, the optimizer Nadam is Adam [36] (Kingma et al. 2014) with Nesterov momentum. The learning rate and learning rate decay were set as 0.001 and 0.001/100, respectively. The ANN models were trained for 500 epochs with early stopping criteria set to the patience of 15 epochs monitoring the validation loss. For the CNN, the Adam optimizer was found best with the same learning rate and learning rate decay as used for the ANN. The CNN models were also trained for 500 epochs with early stopping.
Table 3. Parameters used to train the base models.

| Model | Optimization | Learning Rate | Decay       | Epochs |
|-------|--------------|---------------|-------------|--------|
| ANN   | Nadam        | 0.001         | 0.001/100   | 500    |
| CNN   | Adam         | 0.001         | 0.001/100   | 500    |

In addition, Table 4 presents the hyperparameters of the ANN and CNN models used in this research. For the ANN, a dropout with a rate of 0.5 was used after the first dense layer to control the overfitting in the network. The hidden layer’s activation was set as ReLU (rectified linear unit) as it is the common activation function used in many deep learning models for remote sensing applications. The loss function that was used to train the models was categorical cross-entropy. The classification layer was a softmax layer. On the other hand, the CNN model had a few additional hyperparameters that needed to be configured to achieve the best classification results. The patch size of $5 \times 5$ was used as a sliding window size to extract image patches. The pool size in the max-pooling layers was set to $2 \times 2$. The size of the convolutional kernels was $3 \times 3$. The other configurations are the same as they were for the ANN models.
Table 4. Hyperparameters used in the base models.

| Hyperparameter              | Selected Value                     |
|----------------------------|-----------------------------------|
| Patch size                 | $5 \times 5$                      |
| Pool size                  | $2 \times 2$                      |
| Size of kernel filters     | $3 \times 3$                      |
| Dropout rate               | 0.5                               |
| Hidden layer activation    | ReLU                              |
| Loss function              | Categorical cross-entropy          |
| Early stopping patience    | 15 epochs                         |
| Classification layer       | Softmax                           |

3.2.5. Accuracy Assessment Methods

The assessment of the classification accuracy was based on several accuracy metrics, including general assessment, overall accuracy (OA), Kappa index, F1-score and class-specific assessment, confusion matrix, and average class accuracy. For the training area, the accuracy is calculated on 20% of the samples that were not used during the training. For the test area, the models that were trained in the training area were used to generate the maps of the test area, and the assessment was performed using the ground truth data of the test area.

4. Results and Discussions

This section presents the results obtained from several experiments conducted in the current research to compare several integration frameworks for the classification of high-resolution aerial photographs. The accuracy of each classification model is presented and used to compare and assess the models. In addition, the classification maps are discussed regarding the visual quality and the distribution of the land covers in the study area.

4.1. Comparing Integration Frameworks

This research assessed four common OBIA-deep learning integration frameworks, namely, OBIA ANN, decision fusion, feature fusion, and patch filtering. In order to evaluate the feasibility of the integration, this research compared the integrated frameworks with pixel ANN and patch CNN models. This subsection presents the results obtained from the comparative experiments conducted in this research.

4.1.1. Comparing Integrated Models with Single Models (OBIA and CNN)

Two models were used to assess the integration feasibility in this research, including pixel ANN and patch CNN. Figure 1 shows how these models compare based on three accuracy matrices, i.e., OA, Kappa index, and F1-score, for the training and test areas. The results indicate that the patch CNN outperformed the pixel ANN on any accuracy metric and for both the training and test areas. For the training area, the patch CNN achieved 0.897 OA, 0.860 Kappa, and 0.900 F1-score, while the pixel ANN achieved 0.849 OA, 0.818 Kappa, and 0.850 F1-score. The accuracies of the patch CNN for the test area were 0.898 OA, 0.876 Kappa, and 0.890 F1-score. The pixel ANN for the test area achieved accuracies of 0.858 OA, 0.829 Kappa, and 0.860 F1-score.

In addition, Table 5 presents a detailed assessment of the four integration frameworks studied in this research. In general, the results indicate that patch filtering achieved the best classification results for both the training and test areas. Based on OA and Kappa index, the patch filtering achieved the best results for both the training (0.919 OA, 0.868 Kappa, and 0.920 F1-score) and the test areas (0.917 OA, 0.872 Kappa, and 0.910 F1-score). OBIA ANN performed slightly worse than patch CNN and pixel ANN. Using the test dataset, it obtained 0.842 OA, 0.784 Kappa, and 0.830 F1-score, whereas decision fusion and feature fusion achieved 0.862 OA and 0.860 OA, respectively.
Table 5. Accuracy assessment of the classification methods used in this research for the training and test areas.

|                      | Training Area |              | Test Area |              |
|----------------------|---------------|--------------|-----------|--------------|
|                      | OA            | Kappa        | F1-score  | OA           | Kappa        | F1-score  |
| Pixel ANN            | 0.849         | 0.818        | 0.850     | 0.858        | 0.829        | 0.860     |
| Patch CNN            | 0.897         | 0.860        | 0.900     | 0.898        | 0.876        | 0.890     |
| OBIA ANN             | 0.838         | 0.763        | 0.840     | 0.842        | 0.784        | 0.830     |
| Feature Fusion       | 0.869         | 0.807        | 0.870     | 0.860        | 0.788        | 0.850     |
| Patch Filtering      | 0.919         | 0.868        | 0.920     | 0.917        | 0.872        | 0.910     |
| Decision Fusion      | 0.864         | 0.793        | 0.850     | 0.862        | 0.793        | 0.850     |

4.1.2. Comparing the Classification Methods Using Per-Class Accuracies

Tables 6 and 7 present the per-class accuracies obtained for the assessed integration frameworks as well as the pixel ANN and the patch CNN.

Table 6. Per-class accuracies obtained for each classification method using the training area dataset.

| Class Name               | Average Accuracy |
|--------------------------|------------------|
|                          | Pixel ANN | Patch CNN | OBIA ANN | Feature Fusion | Patch Filtering | Decision Fusion |
| Building                 | 0.81       | 0.84      | 0.81      | 0.85          | 0.79             | 0.85          |
| Road                     | 0.75       | 0.82      | 0.72      | 0.78          | 0.76             | 0.75          |
| Grass Land               | 0.90       | 0.93      | 0.75      | 0.65          | 0.88             | 0.70          |
| Dense Vegetation or Trees| 0.85       | 0.92      | 0.72      | 0.74          | 0.89             | 0.64          |
| Water Body               | 0.94       | 0.93      | 0.88      | 0.94          | 0.89             | 0.93          |
| Bare Land                | 0.86       | 0.69      | 0.70      | 0.88          | 0.93             | 0.89          |

Table 7. Per-class accuracies obtained for each classification method using the test area dataset.

| Class Name               | Average Accuracy |
|--------------------------|------------------|
|                          | Pixel ANN | Patch CNN | OBIA ANN | Feature Fusion | Patch Filtering | Decision Fusion |
| Building                 | 0.89       | 0.89      | 0.93      | 0.85          | 0.84             | 0.86          |
| Road                     | 0.80       | 0.88      | 0.79      | 0.74          | 0.84             | 0.79          |
| Grass Land               | 0.78       | 0.88      | 0.55      | 0.71          | 0.82             | 0.60          |
| Dense Vegetation or Trees| 0.85       | 0.91      | 0.81      | 0.60          | 0.87             | 0.71          |
| Water Body               | 0.98       | 0.97      | 0.90      | 0.93          | 0.97             | 0.98          |
| Bare Land                | 0.84       | 0.68      | 0.72      | 0.86          | 0.89             | 0.85          |

For the training area, the grassland was best classified by the patch CNN (0.93), followed by the pixel ANN (0.9) and patch filtering (0.88). Roads were best identified by the patch CNN (0.82). Patch filtering achieved a road classification accuracy of 0.76, which is worse than the methods, i.e., patch CNN and feature fusion. Patch filtering also performed best for the bare land class with an accuracy of 0.93. For the building class, feature fusion and decision fusion (0.85) outperformed the other methods. Patch CNN achieved the best results for dense vegetation or trees (0.92). The water class was best classified by the pixel ANN and feature fusion (0.94).

For the test area, the grassland class was best classified by the patch CNN (0.88) followed by patch filtering (0.82). The OBIA ANN (0.55) and the decision fusion (0.60) achieved the worse results for the grassland class. OBIA ANN achieved the best results for the building class. In addition, bare land (0.89) was best classified by the patch filtering, and water (0.98) was best identified by the pixel ANN and decision fusion, respectively. Dense vegetation or trees were best classified with the patch CNN (0.91) and patch filtering (0.87).

Moreover, each land cover type can be described with certain spectral and spatial features. The integrated frameworks depend either on image segmentation, deep feature
extraction, or both. That is why some methods may perform well on certain land cover types compared to other types. For example, with the feature fusion method, no segmentation effect appears in the classification results. This method, therefore, may not be suitable for urban land cover with the complex geometry of buildings that exist in the area.

4.2. Results of Image Classification

Models such as OBIA ANN and patch CNN, as well as their integration by the four common frameworks, have been utilized to classify the image data of the training and test areas. Figures 7 and 8 show the classification maps obtained for the training and test areas using the assessed methods. The classification maps were produced according to six land cover classes, including grassland, road, building, dense vegetation or trees, and water. The training and test areas are mostly urban/built-up areas. The areas also consist of relatively complex road networks due to parking lots. Water bodies in the areas are mostly artificial small lakes. Both the training and test areas contain dense vegetation (or small trees) and grasslands.

Figure 7. Classification maps obtained for the training area with the pixel ANN, patch CNN, and the four OBIA-CNN integration frameworks assessed in the current research.
Figure 8. Classification maps obtained for the test area with the pixel ANN, patch CNN, and the four OBIA-CNN integration frameworks assessed in the current research.
Some classification maps present salt-and-pepper-like noise, while others contain less random noise, and the maps appear as vector maps. The maps of the pixel ANN contain random noise and misclassification between building and grassland and dense vegetation or tree classes. The maps of the patch CNN have less random noise and misclassifications. It also can be observed that the patch CNN improves the detection of the roads compared to the pixel ANN. The maps of the OBIA ANN contain very little random noise. However, they contain significant misclassification between building and road classes. It seems that the ANN could not learn useful contextual features from the OBIA features, or the latter is not enough to separate the building and road classes. The maps obtained by the patch filtering appear to have less random noise and misclassification compared to the patch CNN. The maps of the decision fusion are better than the OBIA ANN and with less misclassification between building and road classes.

4.3. Comparing with Recent Methods

In recent works on integrating OBIA and deep learning, contextual patches are commonly used. The methods, for example, center object-based CNN (Center OCNN) and random object-based CNN (Random OCNN), contextual patches using object center, or random points within an object, are used to extract patches for CNN feature extraction, respectively. The two methods are used as benchmark methods to compare with the standard integration frameworks used in this paper. The performance of these two methods is presented in Tables 8 and 9. The classification maps are presented in Figures 9 and 10 for the training and test areas, respectively. The OA for the center OCNN and random OCNN for the training area are 0.88 and 0.85, respectively. For the test area, the two methods achieved an OA of 0.9 and 0.89, respectively. The results indicate that the performance of these two recent methods was comparable to the standard integration methods and slightly worse than the best method, i.e., patch filtering.

Table 8. Overall accuracy and per-class accuracies of the proposed and benchmark classification methods based on samples from the training area.

| Class                  | Center OCNN | Random OCNN |
|------------------------|-------------|-------------|
| Buildings              | 0.91        | 0.8         |
| Roads                  | 0.82        | 0.78        |
| Grass Land             | 0.9         | 0.89        |
| Dense Vegetation/Trees | 0.88        | 0.89        |
| Water Body             | 0.93        | 0.93        |
| Bare Land              | 0.93        | 0.93        |
| OA                     | 0.88        | 0.85        |
| Kappa                  | 0.86        | 0.82        |
| F1-score               | 0.88        | 0.85        |

Table 9. Overall accuracy and per-class accuracies of the proposed and benchmark classification methods based on samples from the test area.

| Class                  | Center OCNN | Random OCNN |
|------------------------|-------------|-------------|
| Buildings              | 0.91        | 0.91        |
| Roads                  | 0.88        | 0.89        |
| Grass Land             | 0.89        | 0.84        |
| Dense Vegetation/Trees | 0.91        | 0.88        |
| Water Body             | 0.92        | 0.93        |
| Bare Land              | 0.93        | 0.93        |
| OA                     | 0.9         | 0.89        |
| Kappa                  | 0.89        | 0.85        |
| F1-score               | 0.9         | 0.88        |
4.4. Discussions

Deep learning methods such as CNNs are efficient feature extractors and have shown to be very successful for many computer vision applications, including image classification. In remote sensing, CNNs also achieved significant results compared to the traditional classification methods due to their ability to extract abstract features both from the spectral and the spatial domains. However, the challenges with deep learning, as presented in previous studies, are the problems of the artifacts in the class boundaries and the salt-and-pepper effect. Integration of OBIA and deep learning can solve the mentioned problems. However, the integration of OBIA into deep learning is not straightforward. This research assessed four common integration frameworks, namely, OBIA ANN, feature fusion, decision fusion, and patch filtering, for the classification of aerial photographs.
In deep learning models, pixels that belong to the same object are not enforced to be classified as the same semantic category. This reduces the artifacts in the class boundaries and the salt-and-pepper effect. However, deep learning has great capability in learning abstract features that are generalizable to new areas. It is; therefore, deep learning-based classification models often achieve high overall accuracy. On the other hand, OBIA, through segmentation, offers classification outputs that have few artifacts in the class boundaries and less salt-and-pepper effect. The combination of two methods can complement the strength of each method and result in classification models that have high accuracy and suitable quality.

The integration frameworks assessed in this research each attempt to combine the strength of each method differently. The OBIA ANN, for example, combines the strengths of OBIA, i.e., semantic segmentation and providing detailed spatial and textural features and the ability of ANN to learn contextual features such that the final models have an understanding of the relationship between the features. The main limitation of this approach is that ANN and similar models are not suitable for tabular data. The feature fusion method aims to extract features from each method and use the combined features for classification. This method can lead to redundant information as OBIA, and deep learning may learn the same spatial and textural features from the image data. In order to avoid the negative effects of redundant information in these models, dimensionality reduction techniques may be necessary. Alternatively, adding more layers with strong regularization after the concatenation layer combines the features from the OBIA and deep learning methods. Decision fusion uses only segmentation from OBIA and features from the deep learning method. Thus, there are no impacts of redundant information. However, some features of OBIA that may be useful for classification tasks are neglected. Decision fusion methods are easier to compute and optimize compared to the feature fusion method as there is no calculation of OBIA features. Finally, patch filtering methods are complex due to the requirement of matching between image objects and image patches. Moreover, there are several assumptions and abstractions in this method due to the matching process of the image objects and image patches. In addition, patch filtering methods not utilizing OBIA features as the decision fusion methods. This method uses local semantics based on image patches that may not take full advantage of the OBIA segmentation.

This research presented the advantages of combining OBIA and deep learning for very high-resolution satellite classification. Results showed that integrated frameworks, especially patch filtering, had a better result than the CNN-only methods and pixel-based ANN. Integrated models contributed to the reduction of artifacts in the class boundaries and the salt-and-pepper effect, which resulted in higher-quality classification maps.

5. Conclusions

This research assessed four OBIA-deep learning integration frameworks and compared them with a patch-based convolutional neural network (CNN) and a pixel-based artificial neural network (ANN) for the classification of high-resolution aerial photographs. The evaluated frameworks were OBIA ANN, OBIA-CNN feature fusion, decision fusion, and patch filtering. The best results were obtained by the patch filtering method for both the training and test areas.

Land cover mapping applications play a crucial role in many urban and environmental planning and management tasks. As those maps get more accurate, the plans made by the decision-makers for urban and environmental management can get better and become more efficient. The importance of integrating OBIA into deep learning for a high-resolution satellite image is highlighted in this research. However, there are still several challenges in this research area. For future works, the integration of OBIA-CNN should be more flexible by providing effective ways of combining image objects and image patches. Additional research should be carried out to improve the Patch filtering framework by finding better methods to merge image objects and image patches. Moreover, ensemble frameworks may also be applied. For example, OBIA features can be used in decision fusion methods by
refining with segmentation a classification map produced with an integrated model (e.g., feature fusion).
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