Circular stripe domains and cone state vortices in disk-shaped exchange coupled magnetic heterostructures
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Abstract
Vertically stacked exchange coupled magnetic heterostructures of cylindrical geometry can host complex noncolinear magnetization patterns. By tuning the interlayer exchange coupling between a layer accommodating magnetic vortex state and an out-of-plane magnetized layer, one can efficiently realize new topological chiral textures such as cone state vortices and circular stripe domains. We study how the number of circular stripes can be controlled by both the interlayer exchange coupling and the sample geometrical parameters. By varying geometrical parameters, a continuous phase transition between the homogeneous state, cone state vortex, circular stripe domains, and the imprinted vortex takes place, which is analysed by full scale micromagnetic simulations. The analytical description provides an intuitive pictures of the magnetization textures in each of these phases. The possibility to realize switching between different states allows for engineering magnetic textures with possible applications in spintronic devices.
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1. Introduction

Out-of-plane magnetized thin films can host different topologically protected magnetic textures, which are actively discussed for applications in information storage, magnetic random access memory, sensors, and neuromorphic computing [1–3]. These magnetic textures include topological magnetic solitons such as domain walls, skyrmions, bimerons, skyrmion-bubbles, skyrmionium [4]. There are different ways to realize these objects. In particular, while chiral skyrmions can result from the Dzyaloshinskii–Moriya interaction [5, 6], skyrmion-bubbles are stabilized by a nonlocal magnetostatic interaction [7]. Alternatively, non-collinear magnetic textures can be imprinted relying on the indirect coupling between nanodisks hosting vortex state and out-of-plane magnetization [8, 9]. By tuning the interlayer exchange coupling in the layer stack, e.g. by modifying the thickness of nonmagnetic spacer, topological textures in the out-of-plane magnetized layer can be efficiently manipulated. Still, the description of non-collinear magnetic textures in coupled heterostructures is missing.

Here, we develop a theoretical approach (analytics and simulations) for the description of different magnetization states in a coupled heterostructure consisting of an in-plane ferromagnet in a vortex state/nonmagnetic spacer/out-of-plane ferromagnet with various material and geometrical parameters. A phase diagram of equilibrium magnetization states in a disk is assembled in a wide range of the interlayer exchange coupling parameters for different thicknesses of the layer with out-of-plane easy axis of magnetization. We analyse the transition between different states in the out-of-plane magnetized layer when the coupling strength increases: (a) homogeneous state is realized when the coupling is absent (e.g. the case of a very thick spacer), (b) cone state vortex and circular stripe domain patterns are observed for intermediate coupling strength, and (c) imprinted vortex state for the case of strong coupling. In particular, for the case of intermediate coupling strength, the modulation instability of the cone state vortex triggered by the nonlocal magnetostatic interaction results in the realization of a stable equilibrium magnetization texture in the form of circular stripes domains. The underlying physics is found to be similar to the formation of straight stripe domains in thin out-of-plane magnetized films exposed to an in-plane magnetic field [10]. The density of stripe domains is controlled by the coupling strength and the thickness of the out-of-plane magnetized layer. The variety of magnetization textures with well-defined phases corresponds to the experimentally observed vortex and donut states reported by Streubel et al [8, 9].

2. Micromagnetic simulations of the phase diagram of equilibrium states

We consider a vertically stacked magnetic heterostructure with two magnetic layers separated by a nonmagnetic spacer, see figure 1. The heterostructure is shaped as a disk of radius $R$. The layer with in-plane magnetization is chosen to be appropriately thick to support the magnetic vortex state. The out-of-plane magnetized layer is of thickness $L$ with the perpendicular magnetized ground state. The thickness $d$ of the nonmagnetic spacer is adjusted to tune the interlayer exchange coupling between the two magnetic layers from strong (smaller $d$) to weak (larger $d$). Our model includes the following contributions to the energy of the out-of-plane magnetized layer: $E = E^A + E^C + E^\text{MS}$. Here, $E^A = -A \int (m \cdot \nabla \times m) dV$ describes the exchange contribution with $A$ being the exchange constant, $m = M/M_S$ is the normalized magnetization, $M_S$ is the saturation magnetization, and $V$ is the volume of the layer. The energy $E^C = -K \int (m \cdot \hat{z})^2 dV$ with $K > 0$ corresponds to the uniaxial anisotropy with the easy axis directed along $\hat{z}$ direction. The energy of the interlayer exchange coupling is expressed as $E^\text{MS} = -2\sigma \int (m \cdot m_{\text{fix}}) dS$ with $\sigma$ being a biquadratic coupling coefficient, $m_{\text{fix}}$ is the magnetization of the in-plane magnetized layer with fixed vortex state, and $S$ being the interface area [10]. This coupling, which typically oscillates in sign as function of the thickness of the spacer layer, is closely related to the Ruderman–Kittel–Kasuya–Yosida interaction between magnetic impurities, for a review see [11]. The last energy term is the magnetostatic energy $E^\text{MS} = \frac{1}{2} M^2_S \int dV \int dV' (m(r) \cdot \nabla m(r')) (m(r) \cdot \nabla m(r')) |r - r'|^{-1}$.

The ground state of the in-plane magnetized layer forms the magnetic vortex texture. Such a configuration is characterized by the absence of volume and edge surface magnetostatic charges. The only stray field comes from face surface charges,
which are localized within the vortex core. Far from the vortex core, the magnetization can be described as

\[ \mathbf{m}_{\text{fix}} = \mathcal{E}_{\text{fix}} (-\mathbf{x} \sin \chi + \mathbf{y} \cos \chi) \tag{1} \]

with \( \mathcal{E}_{\text{fix}} = \pm 1 \) being the vortex circulation, which defines counter-clockwise or clockwise direction of the magnetization, \( \tan \chi = y/x; \mathbf{x}, \mathbf{y} \) are the coordinates in the disk plane. We assume that the magnetization state in the in-plane magnetized layer is not affected by the texture of the out-of-plane magnetized layer.

We study equilibrium magnetization states in the out-of-plane magnetized layer of the heterostructure. For this purpose, we perform a series of micromagnetic simulations in a wide range of the thickness of the out-of-plane magnetized layer \( L \in [2, 12] \) nm and coupling constant \( \sigma \in [0, 1.2] \) mJ m\(^{-2}\). For simulations, we use object oriented micromagnetic framework OOMMF [12, 13]. The simulated heterostructure shaped as a disk of \( R = 500 \) nm included: (a) in-plane magnetized layer with parameters of permalloy (Py, Ni\(_{80}\)Fe\(_{20}\); exchange constant \( A = 13 \) pJ m\(^{-1}\); saturation magnetization \( M_s = 860 \) kA m\(^{-1}\)), (b) out-of-plane magnetized layer with parameters typical for Co/Pt multilayers \( (A = 10 \) pJ m\(^{-1}\); \( M_s = 500 \) kA m\(^{-1}\); \( K = 200 \) kJ m\(^{-3}\)), which are separated by (c) a nonmagnetic spacer of varying thickness \( d \). Thermal effects are neglected in simulations. Mesh cells have size of \( 5 \times 5 \times 2 \) nm\(^3\). To decrease the simulation time, we pinned the magnetic texture of the in-plane magnetized layer in a vortex configuration with \( \mathcal{E}_{\text{fix}} = +1 \), using thin Py layer of only 10 nm thick.

Equilibrium states are determined using numerical energy minimization starting from two different configurations: saturated state along the anisotropy axis (\( \hat{z} \)) and multidomain stripe state. By comparing energies of different states, we determine the energetically preferable states for different parameters: thickness of the out-of-plane layer \( L \) and coupling parameter \( \sigma \). Simulations data are shown in figure 2. When coupling is absent (\( \sigma = 0 \)), the free layer is homogeneously magnetized along the anisotropy axis with \( m_z = \pm 1 \). This phase is referred to as the homogeneous phase. The ground state for the case of strong coupling is the imprinted vortex state with the magnetization texture in the out-of-plane magnetized layer corresponding to the texture of the in-plane magnetized layer, \( m_z \approx m_{\text{fix}} \), see figure 2(b). If the coupling is not sufficiently strong to imprint the vortex, the radial symmetry of the texture remains but the perpendicular magnetization decreases with \( |m_z| = \text{const} < 1 \). The magnetization in the ground state is directed along one of the direction of the cone with \( m_z = \text{const} \) or the cone with \( m_z = -\text{const} \). That is why we refer to this phase as a cone state vortex, see figure 2(c). Such a state appears due to the competition between the easy-axis anisotropy and the interlayer exchange coupling of the out-of-plane magnetized layer to the layer hosting a vortex state, see section 3. Furthermore, another multidomain state appears for a moderate coupling strength between the imprinted vortex state and the cone state vortex. The magnetization texture resembles a set of homocentric rings with opposed perpendicular magnetization components, see figure 2(d). We will see below in section 4 that this multidomain state is in many respects similar to straight stripe domains in perpendicular magnetized

Figure 2. Equilibrium magnetization states. (a) Phase diagram of equilibrium magnetization states for a disk with radius \( R = 500 \) nm. Symbols correspond to OOMMF simulations with parameters summarized in appendix D: homogeneous state is indicated with squares, light vortices in a cone state (triangles), circular stripes (rings), vortex state (filled circles). Panels (b)–(d) show the equilibrium magnetization texture for specified parameters. The dashed line describes the boundary of linear instability of the cone state vortex.
multilayers [14, 15]. Therefore, this phase is referred to as a circular stripe domain.

3. Cone state vortex

We put forth a model to gain insight to the mechanism of the formation of different states in a coupled heterostructure. We assume that the out-of-plane magnetized layer is sufficiently thin that the magnetization does not vary with thickness. With this, we limit the thickness $L$ not to exceed the effective magnetic length $\ell = \sqrt{A/K_{\text{ef}}}$ with $K_{\text{ef}} = K - 2\pi M_Z^2$. For typical parameters of Co/Pt multilayers, $\ell \approx 15 \text{ nm}$. We also limit our consideration by the class of radially symmetric solutions:

$$m(r) = z \cos \theta(r) + \mathcal{C} \sin \theta(r) (-x \sin \chi + y \cos \chi),$$

where the perpendicular magnetization component $m_z = \cos \theta(r)$ depends only on the polar radius $r = \sqrt{x^2 + y^2}$, the parameter $\mathcal{C} = \pm 1$ is the circulation of the magnetization texture. The symmetry of the magnetization texture (equation (2)) is supported by the radial symmetry of the vortex magnetization $m_{\text{vs}}$ of the in-plane magnetized layer. Besides, it corresponds to the absence of the volume magnetostatic charges in the out-of-plane magnetized layer. Both assumptions are well confirmed by micromagnetic simulations.

3.1. Model of a thin sample

We start our discussion with the model of a very thin out-of-plane magnetized layer, where the nonlocal magnetostatic energy of surface charges is replaced by the local anisotropy. This results in an effective easy axis anisotropy with the coefficient $K_{\text{ef}} > 0$. While this model does not support stripe domains, it is important for the understanding of the structure of other states. The total energy of the model reads

$$E = E_0 \int_0^1 \mathcal{C} \rho d \rho$$

with the energy density

$$\mathcal{E} = \lambda^2 \left( \theta'^2 + \frac{\sin^2 \theta}{\rho^2} \right) + (\sin \theta - h)^2.$$  (3)

Here, $E_0 = 2\pi LR^2 K_{\text{ef}}$ determines the energy of a uniformly magnetized sample, the parameter $\lambda = \sqrt{A/(R^2 K_{\text{ef}})}$ determines the reduced length scale, and the prime denotes the derivative with respect to the reduced radial distance $\rho = r/R$. The last term in the energy functional (3) describes the interaction with an effective in-plane magnetic field. The amplitude of this effective field $h$ originates from the interlayer exchange coupling, namely $h = \sigma \mathcal{E}_{\text{vs}} \times \mathcal{E}/(L K_{\text{ef}})$. To simplify the description, we suppose that the magnetization of the in-plane magnetized layer is characterized by the planar vortex structure (equation (1)). The interlayer exchange coupling results in the coupling between circulations of both magnetization textures, $\mathcal{E}_{\text{vs}} \times \mathcal{E} = \text{sgn} \sigma$: for the case under consideration with $\sigma > 0$, the circulation of the equilibrium magnetization texture $\mathcal{C}$ coincides with the circulation of the vortex $\mathcal{E}_{\text{vs}}$ in the in-plane magnetized disk. Hence, we get the effective field $h = \sigma/(L K_{\text{ef}})$.

Without the effective magnetic field induced by the interlayer exchange coupling ($\sigma = 0$, $h = 0$), the equilibrium magnetization texture is homogeneous, $m_z = \pm 1$. In the opposite case of a strong coupling, the layer with out-of-plane magnetization acquires the imprinted vortex state with $m_z = 0$. Intermediate cases can be analysed far from the vortex core for $\rho \gg \lambda$:

$$m_z = \begin{cases} \pm \sqrt{1-h^2}, & h < 1 \\ 0, & h \geq 1. \end{cases}$$  (4)

The magnetization texture (equation (4)) supplemented by the radially symmetric distribution (equation (2)) corresponds to the magnetic vortex in the cone phase [16, 17]. The magnetization direction in the centre of the vortex core being up or down, $m_z(0) = p \pm 1$, determines the vortex polarity. In the following discussion, we consider vortices with $p = +1$, which is the same as the polarity of the vortex in the in-plane magnetized disk. Depending on the perpendicular magnetization component far from the vortex core, two types of vortices can be realized: a light vortex with $m_z = \sqrt{1-\mu^2}$ and a heavy vortex with $m_z = -\sqrt{1-\mu^2}$. We are interested in light vortices, which are energetically preferable, see discussion in appendix A. To describe the vortex structure affected by an effective magnetic field, we use a two-parameter ansatz

$$\sin \theta(\rho) = \mu \left[ 1 - f \left( \frac{\rho}{\Delta} \right) \right],$$  (5)

where the amplitude $\mu$ characterizes the absolute value of the equilibrium in-plane magnetization and the width $\Delta$ determines a typical width of the vortex core. To describe the vortex core profile, we use the exponentially localized function $f(\xi) = e^{-\xi^2}$, which is analogous to the Feldkeller ansatz [18].

The ground state of the model can be found by the minimization of energy with respect to variational parameters, which results in $\Delta \approx \lambda \sqrt{2}$ and $\mu \approx h$, see appendix A for details. The magnetization angle $\theta$ out of the vortex core is determined by $\sin \theta_0 = \mu \approx h$. We note that the core size of the cone state vortex is almost independent of the amplitude of the effective field [19]. This behaviour is distinct to the cone phase in easy-plane magnets, where the core of a light vortex spreads with a perpendicular field [16, 17].

3.2. Magnetization textures within the nonlocal model

In the framework of the local model valid for ultrathin samples, we identified three equilibrium magnetization states: homogeneous state, cone state vortex and imprinted vortex state. The existence of these states is confirmed by micromagnetic simulations, see figure 2. However, this model does not describe circular stripe domains. Moreover, the thickness of the out-of-plane magnetized layer $L$ does not enter the model (3). To overcome these limitations, we extend our model to include the effects stemming from the nonlocal magnetostatic interaction and analyse their influence on the formation of magnetization textures in a coupled heterostructure. The radial symmetry (equation (2)) of the magnetization texture allows to...
formed micromagnetic simulations, where the nonlocal magnetostatics. To understand the origin of this edge effect, we performed micromagnetic simulations. Blue solid lines are micromagnetic simulations, where the nonlocal influence of the surface magnetostatic charges. Hence, surface magnetostatic charges remain the only source of the demagnetization.

We start from the cone state vortex using the variational approach described above together with the ansatz (equation (5)). Taking into account the energy of surface magnetostatic charges, the equilibrium values of the width of the vortex core \( \Delta \) and the amplitude \( \mu \) read

\[
\Delta \approx \frac{\lambda \sqrt{2}}{\sqrt{1 + \frac{\eta(\varepsilon)}{\varepsilon^2}}}, \quad \mu \approx \frac{h}{1 + \frac{g(\varepsilon)}{Q^{-1}}},
\]

where \( \varepsilon = L/(2R) \) is the sample aspect ratio, \( Q = K/(2\pi M_s^2) \) is the quality factor, and \( g(\varepsilon) \) is defined in equation (A.9b), see equation (A.12) for more details. The function \( g(\varepsilon) \) vanishes for thin samples, which corresponds to the local model discussed above. In the opposite case of thick sample, \( g(\varepsilon) \) tends to 1 resulting in a modification of the equilibrium parameters.

A typical magnetization texture of a light vortex is shown in figure 3 featuring a pronounced vortex core and the flux-free vortex configuration far from the core. The perpendicular magnetization component \( \cos \theta \) is shown for two different values of an effective magnetic field \( h \). We note that the ansatz (equation (5)) with the equilibrium parameters (equation (6)), which take into account nonlocal magnetostatics, describes the simulations data well. However, it does not capture an increase of the magnetization at the edge of the disk observed in simulations. To understand the origin of this edge effect, we performed micromagnetic simulations, where the nonlocal magnetostatics was replaced by an effective anisotropy. In this case, far from the vortex core the magnetization tends to the equilibrium value. Thus, the edge effect originates from the nonlocal influence of the surface magnetostatic charges.

We note that in our system cone state vortices are realized in magnets with perpendicular easy-axis anisotropy exposed to an effective in-plane magnetic field. It is instructive to mention an important difference with easy-plane magnets, where heavy and light vortices are separated by a large energy barrier (infinite barrier within the continuum model). The switching between these two states involves the appearance of a Bloch point [20, 21]. In contrast, light and heavy vortices in an easy-axis magnet possess comparable energies and can be transformed in one another by stray fields induced by surface magnetostatic charges. This effect leads to the formation of circular stripe domains.

4. Circular stripe domains

Our further analysis is based on the theory of straight stripe domains, which are realized in films with sufficiently strong out-of-plane easy-axis anisotropy, see appendix B. By applying an in-plane magnetic field \( H \), the magnetization can be tilted resulting in the appearance of a bistable state with \( m \sim \pm \sqrt{H_0^2 - H^2} \) with \( H_0 = 2K_{eff}/M_s \), see equation (B.2) for details. In a specific range of parameters (film thickness \( L \), amplitude of the magnetic field \( H \)), this state can experience a modulation instability, which results in the formation of straight stripe domains [10]. When \( H < H_0 \) the density of straight stripe domains is proportional to \((HL)^{2/3}\) for thin films and \((HL)^{5/3}\) for thick films, see appendix B for details.

Figure 3. The magnetization texture of the cone state vortex. (a) 3D representation of a light vortex texture from micromagnetic simulations of a heterostructure with a 5 nm thick out-of-plane magnetized layer and a coupling strength \( \sigma = 0.18 \text{ mJ m}^{-2} \). Other parameters are the same as in appendix D. (b) The profile of the perpendicular magnetization component along the radius of the disk. The data are shown for different coupling constants: \( \sigma = 0.1 \text{ mJ m}^{-2} (h = 0.47) \) and \( \sigma = 0.18 \text{ mJ m}^{-2} (h = 0.84) \). Red solid lines correspond to full scale micromagnetic simulations. Blue solid lines are micromagnetic simulations, where magnetostatic interaction is replaced with an effective anisotropy constant. Black dotted lines correspond to calculations within the theoretical two-parameter ansatz (equation (5)) with parameters (equation (A.4)) (local model). Green dash-dotted lines correspond to calculations within the theoretical ansatz (equation (5)) with parameters (equation (A.12)) (nonlocal model).
We exploit the analogy between the formation of straight stripe domains in a film exposed to an in-plane magnetic field $H$ and stabilization of circular stripe domains in coupled heterostructures driven by an effective in-plane field $h$ stemming from the interlayer exchange coupling. We note that a uniform magnetization texture in out-of-plane magnetized thin films becomes unstable in an in-plane field. Typically, the phase diagram consists of three states: (a) homogeneous tilted state is realized in relatively weak fields; (b) uniform in-plane state appears for strong fields, and (c) straight stripe domains are realized when the strength of the in-plane field is moderate. Similarly, three states are realized in coupled heterostructures. The comparison of phase diagrams for disk-shaped coupled heterostructures and thin films is discussed in appendix C. A clear similarity of the phase diagrams suggests the applicability of the theory of straight stripe domains for the description of circular stripe domains.

We estimate the number of circular stripe domains using the criterion of a modulation instability of a higher symmetry state with respect to the excitation of linear modes. Limiting our consideration by radially symmetric modes with the wave number $k$, we use the boundary conditions $kR = j_{0, \eta}$. Here, $j_{0, \eta}$ defines the continuous generalization of the zeros of the Bessel function enumerated by a positive real number $\eta$, see appendix C for details. The critical wave number is provided by the relation

$$\frac{R}{L} F(\zeta) = j_{0, \eta} $$

with the function $F(\zeta)$ given in equation (B.12) and parameter $\zeta = \hbar^2 L^2 / [2\xi^2 (Q - 1)]$ for $h < 1$ and $\zeta = L^2 / [2\xi^2 (Q - 1)]$ otherwise. Then the number of domains $N$ reads

$$N(\zeta) = \lfloor \eta(\zeta) \rfloor,$$

where $\lfloor \eta(\zeta) \rfloor$ defines the integer closest to $\zeta$ [22]. A comparison with the simulation data is presented in figure 4 revealing a quantitative agreement for small $L$ (figure 4(a)) and a qualitative agreement for thicker samples, where the edge effect is more significant (figure 4(d)). The number of stripes $N$ depends on the geometrical and material parameters and increases with the coupling parameter $\sigma$, see figure 4.

Circular stripe domains are topologically protected textures. Similar to the vortex state [10], circular stripes are characterized by the unit $\pi_1$ topological charge, the vorticity. Besides, these states are also characterized by the circulation (clockwise or counter-clockwise). The magnetic texture of circular stripe domains is in many respects similar to another topological texture, skyrmionium [23, 24] or target skyrmions [25–27]. Both textures consist of concentric rings with different values of the out-of-plane magnetization $m_z$, while the in-plane magnetization have specified circulation. The main difference is that the $m_z$ component of skyrmionium changes

Figure 4. Number of circular stripe domains depending on the thickness of the out-of-plane magnetized layer $L$ and the coupling parameter $\sigma$. Results of simulations (symbols) of stripe domains in disks of different thickness: (a) 5 nm thick and (d) 10 nm thick disks. Other parameters are the same as in appendix D. Red dashed lines correspond to theoretical dependencies (equation (B.14)) for straight stripe domains in infinite samples. Solid blue lines are derived for finite circular stripe domains, see equation (8). The equilibrium magnetization textures are shown for specified parameters: (b) two-domain state for $L = 5$ nm and $\sigma = 0.14 \text{ mJ/m}^2$, (c) three-domain state for $L = 5$ nm and $\sigma = 0.2 \text{ mJ/m}^2$, (e) five-domain state for $L = 10$ nm and $\sigma = 0.5 \text{ mJ/m}^2$, (f) six-domain state for $L = 10$ nm and $\sigma = 0.58 \text{ mJ/m}^2$. 
from \( m_z = -1 \) to \( m_z = +1 \), resulting in specific topological properties. Namely, when the number of rings is odd, the \( \pi_2 \) topological charge (‘skyrmion number’) is unit, \( N_{\text{sky}} = 1 \), while for even number of rings \( N_{\text{sky}} = 0 \). Instead, \( \pi_2 \) topological properties of the circular stripe domains are the same as for the cone state vortex, namely \( N_{\text{sky}} = q(p - \sqrt{1 - \mu^2})/2 \).

5. Conclusion

In conclusion, we studied magnetic states in coupled heterostructures consisting of in-plane and out-of-plane magnetized layers separated by a nonmagnetic spacer. If the in-plane magnetized layer hosts magnetic vortex, this texture can modify the magnetic state of the out-of-plane layer leading to the stabilization of topologically protected domain patterns. We demonstrate that by tuning the interlayer exchange coupling, the out-of-plane magnetized layer can accommodate four different states: homogeneous state, cone state vortex, imprinted vortex state, and circular stripe domains. These states were observed experimentally in a heterostructure \( \text{Py/Pd/[Co/Pd]} \) [8, 9]. With our work, we provide the fundamental understanding of relevant magnetic interactions, which are responsible for the formation of these non-collinear magnetic states. In particular, we demonstrate that nonlocal magnetostatics cannot be neglected in the model as this is the driving force behind the experimentally visualized circular stripe domains. This state is not stable if only local interactions are taken into account. We discuss similarities and differences of the circular stripe domains with the skyrmionium state. The possibility to realize tunable topologically protected states in coupled heterostructures is potentially relevant for prospective spintronic and spinorbitronic devices relying on chiral non-collinear magnetic textures.
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Appendix A. Variational model of a cone state vortex

Light and heavy vortices are known in easy-plane magnets exposed to out-of-plane magnetic fields [17]. They can be excited also in nanodisks [21, 29]. In a heterostructure with an out-of-plane magnetized layer, vortices can be induced by specific magnetic field of vortex structure. The main difference between the cone state vortices in magnets with in-plane anisotropy and vortices in materials with an out-of-plane easy axis can be demonstrated for magnetic rings: (a) a pure planar vortex forms a ground state of a ring with easy-plane anisotropy without magnetic field. When exposed to an out-of-plane magnetic field, the ground state becomes tilted in the direction of the field forming a light vortex in the cone state. The oppositely directed heavy vortex is unstable in a ring geometry. (b) Two uniform states with \( m_z = \pm 1 \) form the ground state of a ring-shaped material with the easy-axis anisotropy. When exposed to an in-plane vortex-type magnetic field, the uniform state is not favourable and two cone states with \( m_z = \pm \sqrt{1 - h^2} \) are realized. As there is no vortex core, both states are energetically equivalent. For the case of a disk of easy-plane magnet, both types of vortices can be realized. But the vortex with the core magnetization oriented along the field direction becomes energetically preferable (mainly due to the magnetization far from the vortex core). The energetically preferred vortex is referred to as the light vortex. In the case of a disk of easy-axis magnet, both types of vortices can coexist in the heterostructure. Nevertheless, one of the vortices has lower energy (mainly due to the vortex core). Similar to the case of an easy-plane magnet, we refer to this vortex as a light vortex. The vortex state with higher energy is referred to as the heavy vortex.

In the following, we present an analytical model for the description of the cone state vortex. We start from a local model with the energy density (3)

\[
E_{\text{loc}} = \lambda^2 \left( \frac{\theta'^2}{\rho^2} + \sin^2\theta \right) + (\sin\theta - h)^2. \tag{A.1}
\]

The structure of the solutions can be found by numerical integration of the boundary value problem:

\[
\begin{align*}
\theta'' + \frac{\theta'}{\rho} - \sin\theta \cos\theta \left( \frac{1}{\lambda^2} + \frac{1}{\rho^2} \right) + \frac{h}{\lambda} \cos\theta &= 0, \\
\theta(0) &= 0, \quad \theta(1) = \arcsin h, \tag{A.2}
\end{align*}
\]

dee see figure (5). Micromagnetic simulations confirm the existence of light and heavy vortices as equilibrium states. The analysis shows that the light vortex is the global minimizer.

The analytical description of the light vortex is based on the variational approach using the magnetization profile described by the two-parameter ansatz (equation (5)). The normalized total energy of the local model reads
Then the normalized magnetostatic energy reads

\[ E^{MS}(\varepsilon) = \frac{1}{2} \frac{1}{\varepsilon (Q - 1)} \int_0^\infty (1 - e^{-2\varepsilon \xi}) \hat{F}(\xi) d\xi. \]  

(A.8)

Here, \( I(\xi) = \int_0^1 m_r(\rho) I_0(\xi \rho) \rho d\rho \), the parameter \( \varepsilon = L/(2R) \) is the sample aspect ratio, \( Q = K/(2\pi M_0^2) \) is the quality factor, and \( J_\alpha(\xi) \) is the Bessel function of the order \( n \) [22]. By neglecting a small extra contribution of the exponentially localized vortex core, we limit our consideration by the surface charges of the sample aspect ratio, \( m_r = \sqrt{1 - \mu^2} \), which results in \( I(\xi) = \sqrt{1 - \mu^2} J_1(\xi)/\xi \). Direct calculations lead to the following expression for the magnetostatic energy:

\[ E^{MS}(\varepsilon) = \frac{(1 - \mu^2) [1 - g(\varepsilon)]}{2(2 - 1)} g(\varepsilon). \]  

(A.9a)

\[ g(\varepsilon) = \frac{4}{3\pi} \left[ (1 + \varepsilon^2) K \left( \frac{i}{\xi} \right) + (1 - \varepsilon^2) E \left( \frac{i}{\xi} \right) - \frac{1}{\xi} \right]. \]  

(A.9b)

where \( K(\xi) \) and \( E(\xi) \) are complete elliptical integrals of the first and second kinds, respectively [22]. Here, \( g(\xi) \) is a well localized monotonic function with the limit values \( g(0) = 0 \) and \( g(\infty) = 1 \). The nonlocal contribution to the magnetostatic energy

\[ E^{MS}(\varepsilon) = E^{MS}(\varepsilon) - \lim_{\varepsilon \to 0} E^{MS}(\varepsilon) = \frac{\mu^2 - 1}{2(2 - 1)} g(\varepsilon). \]  

Finally, the total energy of the light vortex \( E = \delta_{tot} \) reads

\[ E = \left( \frac{\mu - h}{2} \right)^2 + 2\mu h \Delta^2 + \mu^2 \left\{ \frac{g(\varepsilon)}{2(2 - 1)} \right\} - \frac{7}{4} \Delta 
\]  

with \( \alpha(h) \) and \( \beta(h) \) read:

\[ \alpha(h) = 36 - \frac{4c_2 h^2}{(1 - h^2)^2}, \]
\[ \beta(h) = c_2 + c_1 \left[ \ln (1 - h^2) - \frac{h^2 (5 - 3h^2)}{(1 - h^2)^2} \right], \]

(A.5)

with \( c_2 = (39 + \ln 2)/2 - c_0 \approx 19.71 \). Using typical parameters \( \lambda \ll 1 \), we can limit our consideration to the first terms in a series expansion with respect to \( \lambda \), which results in

\[ \Delta_{loc} \approx \lambda \sqrt{2}, \quad \mu_{loc} \approx h. \]  

(A.6)

Now we take into account the magnetostatic energy of face surface charges,

\[ E^{MS} = \frac{M^2}{2} \int \frac{m_r(r)m_r(r')dSdS'}{|r - r'|}. \]  

(A.7)
The cone state vortex can exist in a specific range of parameters. If the effective field is greater than \( h_c \), the imprinted vortex with \( m_c = 0 \) is realized. According to equation (A.12b), the critical field reads

\[
h_c = h(\tilde{\varepsilon}), \quad \tilde{\varepsilon} = g(\varepsilon),
\]

\[
h^{-1}(h) = (Q - 1) \left( h - 1 + \lambda^2 \left[ 2\beta(h) - h\alpha(h) + 2\ln \lambda \right] \right).
\]

We will see below that the same critical picture is valid, when the circular stripe domains are taken into account: the critical field \( h_t \) is determined by the condition \( \mu = 1 \). This statement is in a good agreement with simulations for the case of small enough thicknesses, see figure 7.

### Appendix B. Straight stripe domains

Here, we consider infinitely thin out-of-plane magnetized film of thickness \( L \) exposed to an external in-plane magnetic field \( \mathbf{H} = H\hat{x} \), see figure 8. We assume that the magnetization depends only on two in-film coordinates \((x, y)\) and suppose that the uniaxial anisotropy \( K > 2\pi M^2 \).

We start with a local model of a thin film described by the energy \( E = K_\text{el}\mathcal{L} \) with \( \mathcal{L} = \int \delta\mathcal{E} \, d\mathcal{S} \). The energy density \( \delta \) reads

\[
\delta_{\text{nc}} = \frac{\ell^2}{2} \left[ (\nabla\theta)^2 + \sin^2 \theta (\nabla\phi)^2 \right] - \cos^2 \theta - 2\bar{h} \sin \theta \cos \phi,
\]

cf equation (3). Here, \( K_\text{el} \) is the effective anisotropy, which takes into account the local part of the magnetostatic interaction (see section 3). The reduced magnetic field \( \bar{h} = H/H_0 \) with \( H_0 = 2K_\text{el}/M_S \). The equilibrium homogeneous state \( m_0 = (\sin \theta_0 \cos \phi_0, \sin \theta_0 \sin \phi_0, \cos \theta_0) \) is determined similar to equation (4):

\[
\sin \theta_0 = \begin{cases} \bar{h} & \bar{h} < 1 \\ 1 & \bar{h} \geq 1 \end{cases} \quad \phi = 0.
\]

To describe stripe domains, the nonlocal magnetostatic interaction is essential [10]. It is convenient to rewrite the normalized magnetostatic energy as \( \mathcal{E}_\text{MS} = -\int m \cdot H^\text{MS} \, d\mathcal{V} \). The stray field \( H^\text{MS} = -\nabla \Phi^\text{MS} \) is caused by the magnetostatic potential of surface and volume charges:

\[
\Phi^\text{MS}(r) = \frac{1}{4\pi L(Q-1)} \left[ \int \frac{m(r') \cdot \hat{n}'}{|r - r'|} \, d\mathcal{S}' \right. \\
- \left. \int \frac{\nabla' \cdot m(r')}{|r - r'|} \, d\mathcal{V}' \right].
\]

Here, we propose a new approach to analyse the formation of stripe domains in ferromagnetic films with easy-normal anisotropy. The periodic domain structure arises as a result of the modulation instability of the equilibrium state \( m_0 \); similar approach was used previously for the description of vortex crystals in [30, 31]. For this purpose, it is useful to convert the vector Landau–Lifshitz equation \( \dot{m} = m \times \delta \mathcal{E}/\delta m \) into a scalar form of the Schrödinger equation [30, 31]:

\[
\dot{\psi} = \frac{\delta \mathcal{E}}{\delta \psi^*},
\]

where the overdot indicates the derivative with respect to rescaled time \( \tau = \omega_0 \mathcal{L} \) with \( \omega_0 = \gamma_0 K_\text{el}/M_S \) and \( \gamma_0 \) is the gyromagnetic ratio.
Figure 8. Straight stripe domains. An extended layer of thickness $L$ with out-of-plane easy axis of magnetization possesses thickness stripe domains whose direction is determined by external uniform magnetic field $H$. Yellow arrows show the local direction of magnetization. Colour code indicates variation of the out-of-plane component of magnetization.

Such a transformation can be done using the Holstein–Primakoff–Tyablikov representation \[32, 33\] of the arbitrary magnetization vector

$$m = m_0 \frac{1 - |\psi|^2}{2} + A \psi \sqrt{2 - |\psi|^2} + \text{c.c.},$$

$$A = (A_x, A_y, A_z),$$

$$A_x = \frac{1}{2} (\cos \theta_0 \cos \phi_0 + i \sin \phi_0),$$

$$A_y = \frac{1}{2} (\cos \theta_0 \sin \phi_0 - i \cos \phi_0),$$

$$A_z = -\frac{1}{2} \sin \theta_0.$$  

(B.5)

Since equation (B.4) describes the deviation from a stationary solution, it has a very convenient form for the analysis of stability of the given stationary state. For this purpose, we limit our consideration to the harmonic approximation in the energy, taking into account also the magnetostatic energy. In addition, we proceed to the wave-vector space by using the two-dimensional Fourier transform

$$\hat{\psi}_k = \frac{1}{2\pi} \int_{\mathbb{R}^2} \psi(\rho)e^{-i\rho \cdot k} d\rho, \quad \psi(\rho) = \frac{1}{2\pi} \int_{\mathbb{R}^2} \hat{\psi}_k e^{i\rho \cdot k} dk$$  

(B.6)

with the orthogonality condition

$$\int_{\mathbb{R}^2} e^{i\rho \cdot (k - k')} d\rho = (2\pi)^2 \delta(k - k')$$  

(B.7)

where $\rho = xx + y\hat{y}$ and $k = k_x \hat{x} + k_y \hat{y}$. The normalized energy $E$ can be presented as $E = \int \hat{\mathcal{E}} dk$, with $\hat{\mathcal{E}}$ being the spectral energy density. Cumbersome but direct calculations result in a spectral energy density in the harmonic approximation:

$$\hat{\mathcal{E}} = \mathcal{A}(k)|\hat{\psi}_k|^2 + \frac{1}{2} [\mathcal{B}(k) \hat{\psi}_k \hat{\psi}_{-k} + \text{c.c.}],$$

$$\mathcal{A}(k) = 2\ell^2 k^2 + 2\hbar \sin \theta_0 + 3\cos^2 \theta_0 - 1$$

$$+ G(kL) \left[ 1 - \sin^2 \theta_0 \left( 1 + \frac{k_1^2}{k^2} \right) \right],$$

$$\mathcal{B}(k) = G(kL) \left[ \frac{(k_x \cos \theta_0 - ik_y)^2}{-\sin^2 \theta_0} \right]$$

(B.8)

where the function $G(\xi)$ is defined as

$$G(\xi) = \xi - 1 + e^{-\xi} \frac{(Q - 1)G}{G(kL)}.$$  

(B.9)

where a constant term is omitted. By neglecting all nonlinear terms in equation (B.4), we rewrite equations for complex amplitudes $\hat{\psi}_k$ and $\hat{\psi}_{-k}^\ast$ as a set of two linear equations

$$-i\hat{\psi}_k = \frac{\delta E}{\delta \psi_k^*}, \quad i\hat{\psi}_{-k}^* = \frac{\delta E}{\delta \psi_k}.$$  

(B.10)

Equation (B.10) have the solution $\hat{\psi}_k = \Psi_+ e^{Z_+(k)t}$ and $\hat{\psi}_{-k}^* = \Psi_- e^{Z_-(k)t}$, where $\Psi_+(k)$ and $Z_+(k)$ are time-independent amplitudes and $Z_+(k) = \pm \sqrt{[\mathcal{B}(k)] - \mathcal{A}(k)}$. The last expression determines the stability conditions for the homogeneous equilibrium state $m_0$. For $|\mathcal{B}| < \mathcal{A}$, there is a homogeneous equilibrium state. In the opposite case $|\mathcal{B}| > \mathcal{A}$, the equilibrium state $m_0$ becomes linearly unstable with respect to modes $\hat{\psi}_k$. In particular, for the case $k_z = 0$, which corresponds to stripe domains oriented along the field, the uniform state becomes unstable when $\mathcal{B}(q) < 0$, where $q = kL$ is the dimensionless wave-vector and

$$\mathcal{B}(q) = \begin{cases} 1 - \tilde{h}^2 + \tilde{\rho}^2 - \tilde{h}^2 G(q), & \tilde{h} < 1, \\ \tilde{h} - 1 + \tilde{\rho}^2 - G(q), & \tilde{h} > 1. \end{cases}$$  

(B.11)

It is instructive to discuss how to separate numerically the stripe domain phase and the in-plane phase. The $z$-component of magnetization vanishes in both phases near the boundary, which is why we need to identify a quantity which behaves qualitatively different in these two phases. We use the reduced magnetic differential susceptibility $\chi = -(1/\tilde{E}_0) \partial^2 E^f / \partial \tilde{h}^2$ as such quantity with $E_0$ being the energy in the absence of the field and $E^f$ being the energy of the interaction with the magnetic field in the case of straight stripes and effective field in the case of circular stripe domains in coupled heterostructures. In the saturated in-plane state $\chi = 0$. The stripe state is characterized by a finite value of $\chi$. We define the critical field value $\tilde{h}_c$ as a minimum of the reduced susceptibility, see blue line in figure 9. Similar approach we used to separate circular stripe domains and the vortex state in a coupled heterostructure, see red line in figure 9.

We performed micromagnetic simulations for samples of different radii, see figure 10. A general trend is as follows: the coupling strength, which is needed to realize circular stripe domains, decreases with the sample radius. At the same time, the boundary of the linear instability of the cone state vortex is almost independent of the sample radius. The number of circular stripe domains increases with the system radius in a qualitative agreement with equation (8).
When studying straight stripe domains, we determined that the uniform state becomes linearly unstable when $\mathcal{F}(q) < 0$, see equation (B.11). In the following, we analyse consequences of this instability. The dependence $\mathcal{F}(q)$ is a nonmonotonic one. Hence, we can determine the critical parameters, when the instability starts to develop, from the condition $\mathcal{F}(q_c) = 0$. The critical wave-vector $q_c = F(\zeta)$, where $\zeta = \frac{\sin^2 \theta_0 L^2}{4\ell^2 (Q - 1)}$, with $\theta_0$ determined by equation (B.2), and the inverse function $\zeta = \mathcal{F}^{-1}(q_c)$ is determined as

$$\mathcal{F}^{-1}(q) = \frac{q^3}{1 - e^{-q}(1 + q)}.$$  \hspace{1cm} (B.12)

The function $\mathcal{F}(\zeta)$ has the asymptotic $\mathcal{F}(\zeta) \approx \zeta/2$ when $\zeta \ll 1$ and $\mathcal{F}(\zeta) \approx \sqrt{\zeta}$ when $\zeta \gg 1$.

The wave-vector $q = kL$ determines the linear density of domains. Using the periodic boundary conditions $kL_y = \pi N$ (B.13) with $L_y$ being the linear film size in $\hat{y}$-direction, we can define the reduced density of domains $\nu = NL/y$ as

$$\nu = \frac{q}{\pi} = \frac{1}{\pi} F \left( \frac{\sin^2 \theta_0 L^2}{2\ell^2(Q - 1)} \right).$$ \hspace{1cm} (B.14)

The density of domains has the following asymptotic dependence on the film thickness:

$$\nu \approx \begin{cases} \frac{\sin^2 \theta_0 L^2}{4\pi\ell^2(Q - 1)}, & \text{when } L < \frac{\ell\sqrt{Q - 1}}{\sin \theta_0} \\ \sqrt{\frac{\sin^2 \theta_0 L^2}{2\pi\ell^2(Q - 1)}}, & \text{when } L \gg \frac{\ell\sqrt{Q - 1}}{\sin \theta_0}. \end{cases} \hspace{1cm} (B.15)$$

To verify these analytical predictions, we performed full scale micromagnetic simulations of a square-shaped sample with a lateral size of $1 \times 1 \mu m^2$, see figure 11. The corresponding theoretical curves are shown by dashed green lines. The observed discrepancies between the theoretical results and simulations data are caused by the fact that the theory was constructed for an infinitely extended film. To model infinite system, we performed simulations with the same square sample under the periodic boundary conditions in $\hat{x}$ and $\hat{y}$, see dashed-dotted blue lines. In this case, we obtain a very accurate correspondence with the theoretical predictions.
Figure 11. Straight stripe domains: phase diagram. Lines describe boundaries between different phases: (i) solid red lines correspond to the results of micromagnetic simulations of a square-shaped film with lateral dimensions of $1 \times 1 \mu m^2$. (ii) Dash-dotted blue lines correspond to the results of micromagnetic simulations of the same square sample with periodic boundary conditions. This case mimics an infinite system, which is analysed analytically. (iii) Dashed green lines correspond to the theoretically obtained boundary accordingly to equation (B.11).

Appendix C. Number of domains: straight vs circular stripes

In the following, we apply the above analysis for the straight stripe domains in infinite films to describe the circular stripe domain pattern in disk-shaped coupled heterostructures. For this purpose, we compare results of full scale micromagnetic simulations for the heterostructure (solid red lines in figure 12) with the theoretical analysis of instabilities for the case of straight stripe domains (dashed blue lines in figure 12). The results of simulations and theory agree for relatively thin samples. The discrepancy for thicker samples has several reasons: the influence of the confinement, edge effects, and the interfacial nature of the interlayer exchange coupling. These effects should be studied separately and are not addressed in this work.

To address the number of circular domains, we use an approach, which is similar to procedure described in appendix B. Presence of magnetostatics complicates the boundary conditions. This can be taken into account by the effective boundary pinning of magnetization [34]. For a static problem in cylindrical geometry, it is convenient to find the radially symmetric solution as a linear combination of Bessel and Neumann functions which should be zero at the sample’s boundary. Then, the wave number $k$ can be found from the condition $kR = j_{0,\eta}$, where $\eta$ is a positive real number and $j_{0,\eta}$ is a solution of

$$J_0(j_{0,\eta}) \cos(\pi\{\eta\}) = -Y_0(j_{0,\eta}) \sin(\pi\{\eta\}),$$

(C.1)

c.f. equation (B.13). Here, expressions $\lfloor \eta \rfloor$ and $\{ \eta \}$ denote the integer closest to $\eta$ and the fractional part of $\eta$, respectively, and $Y_0(\bullet)$ is the Neumann function [22]. Then, the reduced wave number reads

$$q = \frac{L}{R}j_{0,\eta} = F(\zeta)$$

(C.2)

Figure 12. Straight vs circular stripe domains: solid red lines correspond to the results of micromagnetic simulations of boundaries between different phases in a disk-shaped heterostructure containing an out-of-plane magnetized layer. Parameters are the same as in appendix D. Dashed blue lines are critical instability curves calculated accordingly to equation (B.11) within the theory of straight stripe domains in an infinite film.

Figure 13. Transition to circular stripe domains: phase diagram. The boundary between the cone state vortex and circular stripe domains is shown with solid line (corresponds to numerical calculations of equation (C.3)) and symbols (corresponds to simulations). Simulation parameters are the same as in appendix D.
with $F(\zeta)$ being implicitly defined by equation (B.12). Finally, this results in the number of circular stripe domains (equation (8)).

We apply the above theoretical analysis to describe the boundary between the cone state vortex and circular stripe domains. Using the condition

$$ \frac{R}{L} F(\zeta) = j_{0,\eta^*}, \quad \zeta = \begin{cases} \frac{h^2L^2}{2\ell^2(Q-1)}, & h < 1 \\ \frac{L^2}{2\ell^2(Q-1)}, & h \geq 1, \end{cases} \quad (C.3) $$

with $\eta^* = 1.5$ [35], we identify the critical curve $h(L)$, see figure 13, which corresponds to the full scale micromagnetic simulations for thin samples.

**Appendix D. Parameters used for OOMMF simulations**

In-plane magnetized disk of radius $R = 500\,\text{nm}$ with magnetic parameters of permalloy (Py, $Ni_{80}Fe_{20}$; exchange constant $A = 13\,\text{pJ}\,\text{m}^{-1}$; saturation magnetization $M_s = 860\,\text{kA}\,\text{m}^{-1}$). Out-of-plane magnetized disk of radius $R = 500\,\text{nm}$ and thickness $L$ with parameters typical for Co/Pt multilayers ($A = 10\,\text{pJ}\,\text{m}^{-1}$, $M_s = 500\,\text{kA}\,\text{m}^{-1}$, $K = 200\,\text{kJ}\,\text{m}^{-3}$) [9]. These two magnetic layers are separated by a nonmagnetic spacer of thickness $d$. Thermal effects are neglected in simulations. Mesh cells have size of $5 \times 5 \times 2\,\text{nm}^3$.
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