DENSE SUSPENSION FLOW IN A PENNY-SHAPED CRACK
PART I : THEORY
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Abstract. We study the dynamics of proppants carried by fluid driven into an evolving penny-shaped fracture. The behaviour of the slurry flow is investigated in two phases: pressurised injection and elastic closure. During injection the slurry is modelled using a frictional rheology that takes into account the shear-induced migration and jamming of the proppants. Making pragmatic assumptions of negligible toughness and cross-fracture fluid slip, we find self-similar solutions supporting a range of proppant concentration profiles. In particular, we define an effective viscosity, which equates the fracture evolution of a slurry flow with a given proppant volume fraction, to a Newtonian flow with a particular viscosity. Using this framework, we are able to make predictions about the geometry of the growing fracture and the significance of tip screen-out. In the closure phase, proppants are modelled as incompressible and radially immobile within the narrowing fracture. The effects of proppant concentration on the geometry of the residual propped fracture are explored in full. The results have important applications to industrial fracking and geological dike formation by hot, intruding magma.

1. Introduction

Receiving a patent for his ‘exploding torpedo’ in 1865, US Civil War veteran Col. Edward Roberts established the practice of fracturing bedrock to stimulate oil wells \cite{1}. A technique, known as hydraulic fracturing, which uses pressurised fluid rather than explosives to develop fracture networks, only came into practice much later, in 1947 \cite{2}, and is the topic of this paper. In particular, we will concentrate on the convective transport of proppants within an evolving cavity. These are small particles added to the fracturing fluid in order to prop open the developed fracture, which closes under far-field stress once the fluid pressure is released. Aside from its use in hydrocarbon recovery, hydraulic fracturing, or fracking, has uses including the measurement of in-situ stresses in rocks \cite{3}, generation of electricity in enhanced geothermal systems \cite{4} and improvement of injection rates in CO\textsubscript{2} sequestration \cite{5}. Hydraulic fracturing processes are also ubiquitous in geology: dikes and sills arise from cracks whose growth is driven by magma, with magmatic crystals taking the place of synthetic proppants. Phenomena such as crystallisation and gas exsolution in the cooling magma mean models of dike propagation vary widely, as is summarised in \cite{6}. Notably, Petford & Koenders \cite{7} utilise granular flow theory to model the ascent of a granitic melt containing solids.

This paper combines two significant, but often disconnected, fields of fracking study, cavity flow and suspension flow:

- The study of (elastohydrodynamic) cavity flow focusses on the interplay between hydrodynamic properties of the fracturing fluid and material properties of the medium being fractured. In the zero-proppant case, the problem of a fluid-driven, penny-shaped crack requires the joint solution of a nonlinear Reynold’s equation, which governs flow within the crack, and a singular integral boundary condition, which takes into account the elastic properties of the surrounding medium. The general strategy used in this paper takes inspiration from the work of Spence & Sharp \cite{8}, who in 1985, restricting to the two-dimensional case, were the first to solve these integro-differential equations. In particular, we will focus on cavities that keep the same shape in some evolving coordinate system, using series expansions to represent both the width and pressure profiles within the fracture. More recently, in 2002, Savitski & Detournay \cite{9} solved similar three-dimensional versions of these equations, allowing them to find fracture evolutions with simple time dependence in both the viscous and toughness dominated regimes. In the
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former, the principal energy dissipation is by viscous flow, and in the latter, energy dissipation is mostly by creating new fracture surfaces. Notably, the same paper [9] verifies that industrial fracturing occurs in the viscous regime; this assumption makes the problem considered in this paper tractable to a semi-analytical approach.

- The mathematical study of suspension flow dates back to 1906, when Einstein used properties of suspensions to estimate the size of a water molecule [10]. In particular, he showed that very dilute particle-laden flows are Newtonian, with a viscosity which increases with the concentration of particles. However, during hydraulic fracturing it is necessary to model a full range of proppant volume fractions, which we denote by \( \phi \). It is typical to have both dilute flow near the crack walls, as well as plug flow at the centre of the cavity, where the slurry behaves as a porous granular medium. More recent experiments by Boyer et al. in 2011 [11] investigate dense suspension rheology. They show that particles in suspension, subject to a constant normal particle pressure that is applied by a porous plate, expand when a shear is applied to the mixture. As a result, it is possible to write \( \phi = \phi(I) \), where the dimensionless parameter, \( I \), is the ratio between the fluid shear stress, which is proportional to the shear rate, and the particle normal stress. Likewise, fixing the solid volume fraction, they showed that the normal particle pressure is proportional to the mixture shear stress. It is also shown that the constant of proportionality, \( \mu \), can be expressed as a decreasing function of \( \phi \). In the same paper [11], forms of the rheological functions \( I \) and \( \mu \) are suggested, showing good agreement with experimental data. Since then, several papers have suggested slightly different rheological models and are reviewed by Donstov et al. in [12]. These all feature a jamming limit, \( \phi_m \), which is the volume fraction at which the flowing slurry transitions into a granular solid. We will utilise the frictional rheology given by Lecampion & Garagash [13], which is unique in allowing packings with \( \phi > \phi_m \). These denser packings form due to ‘in-cage’ particle rearrangements caused by velocity and pressure fluctuations in the surrounding flow.

The endeavours of this paper may be condensed into three main objectives. The first is to establish a mathematical framework that captures the behaviour of the proppant suspension as it interacts with the growing cavity. Here we will utilise a lubrication model, along with the assumption that the proppant flow is fully developed; equivalently, that the transverse fluid slip is negligible. Crucially, we will try to justify these assumptions using typical parameters from industrial fracturing. We will also make a zero-toughness assumption, which is validated in [9]. Once we have developed this framework, an important step will be to compare its features to those derived in the zero-proppant, viscosity dominated case by Savitski & Detournay [9], particularly because we utilise a frictional rheology fitted to the dense regime. The second objective is to find and examine accurate numerical solutions modelling the developing cavity, given a range of proppant concentrations. We will explore the empirical effects of changing proppant concentration on the geometry of the developing fracture, as well as the distribution of proppants. Where possible, we will evaluate the consistency of our model and forecast potential shortfalls such as proppant screen-out near the crack tip. The third, and final, objective is to leverage our results to make predictions about the geometry of the fracture after the fluid pressure is released. By assuming the remaining proppants are immobile and incompressible, we aim to establish simple formulae predicting the width and radius of the developed fracture. Since these relate directly to the conductivity of the formation, this third objective is potentially the most significant.

Aside from the availability of semi-analytical solutions, the problem of proppant flow in a penny-shaped crack is particularly appealing because of the potential of practical verification. Recent experiments by O’Keeffe, Huppert & Linden [14] have explored fluid-driven, penny-shaped fractures in transparent, brittle hydrogels, making use of small particle concentrations to measure in-crack velocities. This paper is the first of two; the second of which will be a practical treatise on slurry driven-fractures in hydrogels, aiming to verify the predictions made here by repeating the experiments of [14] including proppant concentrations.
2. Injection: Problem Formulation

2.1. Fracture Mechanics. We model the propagation of a penny-shaped crack similar to that shown in Figure 1 using the framework of Detournay & Savitski [9]. We will make the following assumptions:

- The crack is axisymmetric and has reflectional symmetry in \( z = 0 \), with half width \( w(r, t) \) and total radius \( R(t) \), so \( w(R, t) = 0 \).
- The fluid is injected from a point source, with the wellbore radius negligible compared to the fracture radius.
- The lag between the fracture tip and the fluid front is negligible compared to the fracture radius.
- The fracture propagates in continuous mobile equilibrium.
- The normal stress on the fracture walls due to proppants is negligible compared to the fluid pressure.

The third assumption is validated by Garagash & Detournay [15] and introduces a negative pressure singularity at the tip of the crack \( (r = R) \). The fourth and fifth assumptions lead to the following integral equations from linear elastic fracture mechanics. These relate the net fluid pressure, \( p(r, t) \), to the opening of the fracture and the toughness of the surrounding rock.

\[
\begin{align*}
    w(r, t) &= \frac{4R}{\pi E'} \int_{r/R}^{1} \frac{y}{\sqrt{y^2 - (r/R)^2}} \int_{0}^{1} \frac{xp(xyR, t)}{\sqrt{1 - x^2}} dx dy, \\
    K_{Ic} &= 2 \frac{p(r, t)r}{\sqrt{R^2 - r^2}} dr,
\end{align*}
\]

where \( E' \) is the plane strain modulus, given by the Young modulus, \( E \), and the Poisson ratio, \( \nu \), as \( E' = E/(1 - \nu^2) \). \( K_{Ic} \) is the material toughness. These equations can be attributed to Sneddon [16] and Rice [17] respectively. We note that \( p \) represents the fluid pressure minus the in-situ stress of the surrounding rock, which is assumed to be isotropic. We write \( p \) with radial spatial dependence only; this will be validated later, along with the fifth assumption, using a lubrication argument.

2.2. Frictional Rheology. We model the injected flow as a Newtonian fluid containing identical spherical particles. Recent approaches in modelling dense slurry flow are characterised by empirical relations originally proposed by Boyer et al. [11]. The first of these relates the fluid shear stress to the normal stress required to confine the particles; the second gives the ratio of the mixture shear stress to the particle confining stress,

\[
I(\phi) = \frac{\eta_f \dot{\gamma}}{\sigma_n^*}, \quad \mu(\phi) = \frac{\tau}{\sigma_n^*}.
\]

Here \( \eta_f \) is the carrying fluid’s dynamic viscosity, \( \phi \) is the volume fraction of the proppants, \( \dot{\gamma} \) is the solid shear rate and \( \sigma_n^* \) is the normal particle stress, which we will sometimes refer to as the particle pressure.
The second ratio is given the symbol $\mu$, not to be confused with dynamic viscosity, because it resembles a friction coefficient. These relations are given a clear experimental grounding in [11], which is discussed in the introduction. Various forms of the dimensionless functions $I(\phi)$ and $\mu(\phi)$ have been compared to experimental results in [12] using the equivalent formulation: $\tau = \eta_s(\phi)\eta_f\gamma$ and $\sigma_n = \eta_s(\phi)\eta_f\gamma$, where $\eta_s = \mu(\phi)/I(\phi)$ and $\eta_n = 1/I(\phi)$.

In our calculations we will utilise the frictional rheology provided by B. Lecampion & D. I. Garagash [13], which is unique in allowing packings with volume concentrations greater than $\phi_m$. Here $I(\phi) = 0$, meaning the proppants have zero shear rate and effectively resemble a permeable solid. Explicitly, we use the expressions

$$\mu = \mu_1 + \frac{\phi_m}{\delta} \left(1 - \frac{\phi}{\phi_m}\right) + \left(I(\phi) + \frac{5}{2} \phi_m + 2\right) I(\phi)^{0.5} \left(1 - \frac{\phi}{\phi_m}\right)^2,$$

$$I(\phi) = \begin{cases} \frac{(\phi_m/\phi - 1)^2}{\phi_m} & \text{if } \phi < \phi_m, \\ 0 & \text{if } \phi \geq \phi_m, \end{cases}$$

where $\phi_m = 0.585$, $\mu_1 = 0.3$ and $\delta = 0.158$; these are plotted in Figure 2. We might have used a different rheology, but this model shows good agreement with the data of Boyer et al. [11] and Dagois-Bohy et al. [18] for $0.4 < \phi < \phi_m$. Furthermore, owing to its linear extension beyond $\phi_m$, $\mu$ is a simple monotonic function, meaning we can invert it easily to find $\phi$. In other models $\phi(\mu)$ is constant for $\mu < \mu(\phi_m)$; this means that $\phi_m$ is the maximum volume fraction, regardless of how small shear stresses in the jammed slurry become. An important observation is that $\mu = 0$ implies $\phi = \phi_m + \delta \mu_1 \approx 0.63 \approx \phi_{rcp}$. Here $\phi_{rcp}$ is the random close packing limit, the maximal observed volume fraction due to random packing. This reflects the fact that, for a given confining stress, as the shear stress tends to zero, the particles pack to this maximal density.

This rheology uses a continuum model that requires particles to be small compared to the size of the fracture. This is in order to well-defined the proppant volume concentration, $\phi$. In our model the relevant ratio is that of the particle diameter to the typical crack width, the smallest cavity length scale. In [13], good results are obtained using the same rheological model, with this ratio taking values as large as 1/10. However, as the ratio approaches unity we have to consider non-local effects, such as proppant bridging across the crack width. This is particularly important near the fracture tip, where $w$ approaches zero. These effects will be discussed in greater detail in Section 7 once we have formed a model of the evolving fracture. We must also be cautious applying these rheological models to dilute flows, since they are fitted to experimental data from the dense regime, where $\phi > 0.4$. This difficulty is somewhat inevitable, since the determination of $I$ and $\mu$ requires measurement of the particle normal stress, or particle pressure, which becomes very small in the dilute regime.

2.3. Fluid Slip. We define $\mathbf{u}$ as the slurry velocity, $\mathbf{v}$ as the particle velocity and $\mathbf{q} = \mathbf{u} - \mathbf{v}$ as the slip velocity. We then employ the slip relation

$$\mathbf{q} = \frac{a^2 \kappa(\phi)}{\eta_f} \nabla \cdot \sigma^f,$$

where $a$ is the particle radius and $\sigma^f$ is the fluid stress tensor. Since fluid and particle shear rates are often similar, we ignore fluid shear stresses and take $\sigma^f = -pI$; this is typical in the analysis of porous media flow. This simplifies [6] to Darcy’s law. However, the effect of fluid shear stress is taken into account in the frictional rheology, where it is included as part of the solid shear stress. $\kappa$ is a normalised form of the permeability of the solid particles; we use the function suggested by Garside & Al-Dibouni [19], which is based on the phenomenology first described by Richardson & Zaki [20]. This choice of permeability function shows excellent agreement with the experimental results of Bacri et al. [21].

2.4. Conservation Equations. We consider the effective Reynolds number,

$$Re_{eff} = \frac{\rho w^2}{\eta_f R},$$

to be negligible. We also neglect the effect of gravity, since we are mainly concerned with small or neutrally buoyant proppants, which settle slowly. Hence, our momentum balance becomes

$$\nabla \cdot \sigma = 0,$$
where \( \sigma = \sigma^s + \sigma^f \) is the mixture stress tensor, composed of the particle and fluid stresses respectively. We also note that, subtracting the hydrostatic pressure term, we write \( \sigma = \tau - pI \). Since we assumed \( \sigma^f = -pI \) in deriving the fluid slip equation, we deduce \( \sigma^s = \tau \). This is a notational quirk arising from the frictional rheology because \( \tau \) does include shear stress originating from the viscous carrier fluid. Herein we will refer to \( \sigma^s_{zz} \) and \( \tau_{rz} \), since the former generally arises from the proppants and the latter stems from both the proppants and the carrier fluid. The assumption of axisymmetry gives

\[
\frac{1}{r} \frac{\partial(r \tau_{rr})}{\partial r} + \frac{\partial \tau_{rz}}{\partial z} - \frac{\partial p}{\partial r} = 0,
\]

\[
\frac{1}{r} \frac{\partial(r \tau_{rz})}{\partial r} + \frac{\partial \sigma^s_{zz}}{\partial z} - \frac{\partial p}{\partial z} = 0.
\]

We also have the continuity equations

\[
\nabla \cdot (\mathbf{v} + \mathbf{q}) = 0,
\]

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot (\phi \mathbf{v}) = 0.
\]

The first of these can be integrated over the fracture volume to give \( Q t = 4\pi \int_0^R r w(r,t) dr \). Here, \( Q \) is the rate at which the slurry is pumped into the crack, which we will assume is constant. We will also assume that the proppants are injected at a constant rate, meaning the average concentration at the wellbore is constant.
3. Injection: Scalings

To help implement the assumptions of a lubrication model, where the crack width is far smaller than the crack radius, we introduce the scaled coordinates,

\[ T = T(t), \quad r = L(t)\Gamma(T)\xi, \quad z = \epsilon(t)L(t)\eta. \]

Here \( T(t) \) is the internal time scale, a monotonic function to be specified later; \( \epsilon(t) \) is a small number; and \( \Gamma(T) \) is the crack radius, measured in the scaled coordinates, so \( \xi = 1 \) implies \( r = R \). We multiply the variables accordingly,

\[ w(r,t) \rightarrow \epsilon Lw(\xi,T), \quad p(r,z,t) \rightarrow \epsilon E'p(\xi,\eta,T), \quad R(t) \rightarrow L\Gamma(T), \]

\[ v_z(r,z,t) \rightarrow -iLv_z(\xi,\eta,T), \quad v_r(r,z,t) \rightarrow \frac{-iL}{\epsilon}v_r(\xi,\eta,T), \]

\[ q_r(r,z,t) \rightarrow \epsilon \frac{a^2E'}{L\eta_f}q_r(\xi,\eta,T), \quad q_z(r,z,t) \rightarrow \frac{1}{L\eta_f}q_z(\xi,\eta,T), \]

\[ \tau(r,z,t) \rightarrow -\frac{i}{\epsilon^2\eta_f}\tau(\xi,\eta,T), \quad \sigma^{s}(r,z,t) \rightarrow -\frac{i}{\epsilon^2\eta_f}\sigma^{s}(\xi,\eta,T). \]

The appearance of minus signs reflects the fact that \( \epsilon \), the ratio of the characteristic radius to the characteristic width of the fracture, is decreasing. We also assume the scaling is suitable so that all the scaled variables are \( \mathcal{O}(1) \). Herein, we will use \( (\cdot) \) for derivatives with respect to \( t \) and \( (\cdot') \) for those with respect to \( T \).

In the new, rescaled coordinates the equations describing the frictional rheology become \( I(\phi) = \gamma/\sigma_n^* \) and \( \mu(\phi) = \tau/\sigma_n^* \). The slip equation becomes \( q = -\kappa(\phi)\nabla p \), where \( \nabla \) is now with respect to \( (\xi,\eta) \). The integral equations become

\[ w(\xi,T) = \frac{4\Gamma}{\pi} \int_0^1 \frac{y}{\sqrt{y^2 - \xi^2}} \int_0^1 xp(x,y,T) \sqrt{1 - x^2} \, dx \, dy, \quad R \equiv \frac{K_{le}}{\epsilon E'\sqrt{L}} = 2\sqrt{\frac{\Gamma}{\pi}} \int_0^1 \frac{p(\xi,T)\xi}{\sqrt{1 - \xi^2}} \, d\xi. \]

The momentum equations are

\[ \frac{\epsilon}{\Gamma \xi} \frac{\partial(\tau_{xz})}{\partial \xi} + \frac{\partial \tau_{xz}}{\partial \eta} + \frac{\epsilon^3 E' t}{\eta_f} \frac{\partial p}{\partial \eta} - \frac{\eta_f}{\epsilon \Gamma} \frac{\partial \sigma_{zz}^*}{\partial \eta} + \epsilon \frac{\partial \sigma_{zz}^*}{\partial \eta} + \epsilon \frac{\epsilon^3 E' t}{\eta_f} \frac{\partial p}{\partial \eta} = 0. \]

Since we expect the radial pressure gradient to be comparable to the shear stress, \( \tau_{xz} \), we choose \( \epsilon \) so that the dimensionless quantity \( \epsilon^3 E' t/\eta_f = 1 \). Finally, the global volume conservation equation then becomes \( \frac{Qt}{(\epsilon L^3)} = 4\pi \int_0^1 \xi w(\xi,T) \, d\xi \), so in a similar manner we choose the dimensionless quantity \( \frac{Qt}{\epsilon L^3} = 1 \). These choices mean

\[ \epsilon(t) = (\eta_f/E')^{1/2} t^{-1/3}, \quad L(t) = (E' Q^3/\eta_f)^{1/4} t^{1/9}. \]

We will repeatedly use the relations \( \dot{t}/\epsilon = -1/3 \) and \( \dot{L}/L = 4/9 \). Using this choice of \( \epsilon \) we note that, before scaling, \( \sigma^*/p = \mathcal{O}(\epsilon) \); this validates the assumption that particle pressure is negligible compared to hydrostatic pressure at the crack walls. Also, by the scaled momentum equations,

\[ \frac{\partial \tau_{xz}}{\partial \eta} = \frac{3}{\Gamma} \frac{\partial p}{\partial \xi} + \mathcal{O}(\epsilon), \quad \frac{\partial p}{\partial \eta} = \frac{\epsilon}{3} \frac{\partial \sigma_{zz}^*}{\partial \eta} + \mathcal{O}(\epsilon^2), \]

the second of which verifies the assumption that \( p \) has spatial dependence in the radial direction only. Because of the \( \eta = 0 \) reflectional symmetry, we note that \( \tau_{xz}(\xi,0) = 0 \). So, ignoring \( \mathcal{O}(\epsilon) \) terms and integrating \( (15.1) \), we see that

\[ \tau_{xz} = \frac{3}{\Gamma} \frac{\partial p}{\partial \xi}, \]

and, using the scaled equations from the frictional rheology,

\[ \sigma_{zz}^* = \frac{3}{\Gamma} \frac{1}{\mu(\phi)} \frac{\partial p}{\partial \xi}, \quad \frac{\partial v_r}{\partial \eta} = \frac{3}{\Gamma} \frac{I(\phi) \partial p}{\mu(\phi)} \frac{\partial \xi}{\partial \eta}. \]

Then, using the condition \( v_r(\xi,\pm w) = 0 \), we deduce that

\[ v_r(\xi,\eta) = \frac{3}{\Gamma} \frac{\partial p}{\partial \xi} \int_0^w \frac{I(\phi) \eta}{\mu(\phi)} \, d\eta. \]
Typical Value

| Constant | Typical Value |
|----------|---------------|
| \(Q\)    | 0.04 m\(^2\) s\(^{-1}\) |
| \(E'\)   | 40 GPa        |
| \(\eta_f\) | 0.01 Pa s    |
| \(\rho_f\) | 1000 kg m\(^{-3}\) |
| \(K_{Ic}\) | 0.5 MPa m\(^{0.5}\) |
| \(a\)    | 5 \times 10\(^{-5}\) m |

Table 1. Typical values of constants, given by Shiozawa & McClure [22], Chen Zhixi et al. [23] and Liang et al. [24].

4. INJECTION: TIME REGIMES

In this choice of scaling, the slurry conservation equation becomes

\[
\frac{1}{3\Gamma \xi} \frac{\partial (\xi v_z)}{\partial \xi} + \frac{1}{3} \frac{\partial v_z}{\partial \eta} + \left( \frac{a}{L} \right)^2 \frac{1}{\varepsilon L} \frac{\partial (\xi q_r)}{\partial \xi} + \left( \frac{a}{L} \right)^2 \frac{1}{\varepsilon L} \frac{\partial q_z}{\partial \eta} = 0.
\]

Combining this with the scaled slip equation, noting (15), we obtain

\[
\frac{1}{3\Gamma \xi} \frac{\partial (\xi v_z)}{\partial \xi} + \frac{1}{3} \frac{\partial v_z}{\partial \eta} - \frac{\varepsilon \lambda}{\Gamma \xi^2} \frac{1}{\varepsilon L} \frac{\xi \kappa(\phi) \partial p}{\partial \xi} - \frac{\lambda}{3} \frac{\partial}{\partial \eta} \left[ \kappa(\phi) \frac{\partial \sigma_{zz}}{\partial \eta} \right] = 0.
\]

Here \(\lambda = a^2/(L^2 \varepsilon^3)\) is a constant; we will later identify it as the ratio of the fracture length scale to the development length scale, over which we expect proppant flow to stabilise.

According to Shiozawa & McClure [22], Chen Zhixi et al. [23] and Liang et al. [24], we utilise the following constants, relevant to hydraulic fracturing, as given in Table 1. The choice of \(a\) represents a typical diameter for the finer proppants commonly used at the initiation of fracturing [24]. This gives us the following estimates

\[
\varepsilon \approx 6 \times 10^{-5} \cdot t^{-1/3}, \quad L \approx 9 \times 10^{0} \cdot t^{4/9},
\]

\[
\text{Re}_{\text{eff}} \approx 1 \times 10^{-2} \cdot t^{-7/9}, \quad R \approx 4 \times 10^{-2} \cdot t^{1/9},
\]

\[
\lambda \approx 1 \times 10^{2} \cdot t^{1/9}, \quad a/(\varepsilon L) \approx 1 \times 10^{-1} \cdot t^{-1/9}.
\]

The value of \(\text{Re}_{\text{eff}}\) is calculated using formula (8), substituting each term with its typical scaling.

Considering the same problem in the zero-proppant case, Detournay & Savitski [9] show that when \(1.68 < 1\), the fracture evolution is well approximated by taking the dimensionless toughness \(R = 0\). Also, the choice \(T = 8\) is taken, reflecting the dependence of the scaled solution on this monotonically increasing parameter; assuming \(R\) is negligible it is possible to neglect any \(T\) dependence. We will also use these assumptions, since toughness plays its greatest role near the fracture tip, where the crack is typically too narrow for proppants to interfere. Given our estimate for \(R\), this means we must take \(t < 1.5 \times 10^7\).

In general we will assume \(t > 250\), so we may ignore \(\varepsilon\) and \(\text{Re}_{\text{eff}}\) terms. This also means \(2a/(\varepsilon L) < 1/10\), so the fracture is typically more than 10 particles wide. Lecampion & Garagash [13], conclude that non-local phenomena such as proppant-bridging aren’t important in such cases; however we can still expect to see these effects near the narrow crack tip. The significance of this behaviour will be discussed in greater detail in Section 7.

We also note that \(\lambda\) is large; so in an effort to remove time dependence from our equations, we may neglect the first three terms in the continuity equation (20),

\[
\frac{\partial}{\partial \eta} \left[ \kappa(\phi) \frac{\partial \sigma_{zz}}{\partial \eta} \right] = 0.
\]

By the assumption of reflectional symmetry, the particle pressure gradient must vanish at \(\eta = 0\). Because \(\kappa\) is generally non-zero, we deduce that the particle pressure is constant with \(\eta\); and, by (17), so is \(|\eta|/\mu(\phi)\).

Hence,

\[
\phi(\xi, \eta) = \mu^{-1} \left( \mu_{\text{w}}(\xi) \frac{|\eta|}{\mu(\xi)} \right),
\]
In scaled coordinates, the governing equation for the conservation of proppant mass becomes

\[
\frac{\xi t}{L} \partial_\xi \phi + \left[ \frac{\xi t}{L} + \frac{\hat{L} t}{L} \right] \frac{\partial \phi}{\partial \eta} - \frac{\partial (\xi \phi v_w)}{\partial \xi} - \frac{\partial \phi v_z}{\partial \eta} = - \frac{\partial \phi}{\partial \eta}.
\]

Then, implementing our choices of \( \epsilon \) and \( L \), we obtain

\[
\frac{4 \xi}{3} \frac{\partial \phi}{\partial \xi} + \frac{\eta}{3} \frac{\partial \phi}{\partial \eta} = \frac{1}{\Gamma} \frac{\partial (\xi \phi v_w)}{\partial \xi} + \frac{\partial (\phi v_z)}{\partial \eta}.
\]

Integrating from \(-w\) to \(w\) with respect to \(\eta\), leaving details to Appendix A for brevity, we obtain

\[
\frac{4 \xi}{3} \frac{\partial \phi}{\partial \xi} \left[ w \Pi \circ \mu_w(\xi) \right] - w \Pi \circ \mu_w(\xi) = - \frac{9}{\Pi^2 \xi} \frac{\partial}{\partial \xi} \left[ \frac{\xi w^3}{\mu_w(\xi)^2} \frac{\partial \rho}{\partial \xi} \Omega \circ \mu_w(\xi) \right].
\]

Here we have defined the rheological functions

\[
\Pi(x) = \frac{1}{x} \int_{0}^{x} \mu^{-1}(u)du, \quad \Omega(x) = \frac{1}{x} \int_{0}^{x} [\Pi(u) \mathcal{I} \circ \mu^{-1}(u)] du,
\]

which we plot in Figure 3.

Multiplying by \(\xi\) and integrating from \(\rho\) to 1, we obtain

\[
\int_{\rho}^{1} \xi w \Pi \circ \mu_w(\xi) d\xi + \frac{4}{9} \rho^2 w \Pi \circ \mu_w(\rho) = - \frac{\rho w^3}{\Gamma^2 \mu_w^2} \frac{\partial \rho}{\partial \rho} \Omega \circ \mu_w(\rho),
\]

which lends itself more easily to computation. Here we have taken \(w^3 \partial p/\partial \xi \to 0\) as \(\xi \to 1\); this is physically motivated by the fact that this term is proportional to the radial flux, which vanishes at the crack tip. Moreover, Spence & Sharp [8] show that, in the zero-proppant, zero-toughness regime, near the crack tip, \(p \propto (1 - \xi)^{-1/3}\) and \(w \propto (1 - \xi)^{2/3}\).

In order to compare this equation to the zero-proppant case, we assume \(\mu_w\) is independent of \(\xi\) and take \(\mu_w \to \infty\), to obtain

\[
\int_{\rho}^{1} \xi w(\xi) d\xi + \frac{4}{9} \rho^2 w = - \frac{\rho w^3}{\Gamma^2} \frac{\partial \rho}{\partial \mu_w \to \infty} \left[ \frac{\Omega(\mu_w)}{\mu_w^2 \Pi(\mu_w)} \right].
\]

From Figure 3(a) we deduce the right hand limit is approximately 2/5, which is confirmed exactly in Appendix B. Modelling the fluid as Newtonian, also leaving the details to Appendix B, we obtain the same equation, with a factor of 1/3 instead. We conclude that the equations governing Newtonian flow are not the same as those in the zero-proppant slurry flow limit. This is clearly a limitation of our approach, which arises from using a dense-fitted rheology in the dilute regime. However, the fact that the equations share a nearly identical form is promising, as we expect the qualitative behaviour of slurry flow to be similar to that of Newtonian flow.
6. Injection: Numerical Solution

We implement the numerical method first used by Spence & Sharp [8], with the adaptations of Detournay & Savitski [9], to solve the equations we have derived so far. It will be useful to introduce \( h(\xi) = w(\xi)/\Gamma \). The lubrication equation derived above, the elasticity equations and the global volume conservation equation become

\[
\int_{\rho}^{1} (\xi h \Pi \circ \mu_w) d\xi + \frac{4}{9} \rho^2 h \Pi \circ \mu_w = -\rho h^3 \frac{\partial p}{\partial \rho} \circ \mu_w, \tag{29}
\]

\[
h(\xi) = \frac{4}{\pi} \int_{\xi}^{1} \frac{y}{\sqrt{y^2 - \xi^2}} \int_{0}^{1} \frac{x p(xy)}{\sqrt{1 - x^2}} dx dy, \tag{30}
\]

\[
0 = \int_{0}^{1} \frac{p(\xi) \xi}{\sqrt{1 - \xi^2}} d\xi, \tag{31}
\]

\[
1 = 4\pi \Gamma^3 \int_{0}^{1} (\xi h) d\xi. \tag{32}
\]

These equations alone do not give unique solutions for \( \{p, h, \mu_w\} \), so we will prescribe \( \mu_w \) as part of the problem data. This allows us to uniquely determine a solution for \( \{p, h\} \). We seek series approximations of the form

\[
p(\xi) = \sum_{i=-1}^{N-1} A_i p_i(\xi), \quad h(\xi) = \sum_{i=-1}^{N} B_i h_i(\xi), \tag{33}
\]
where we define
\[
p_i(\xi) = \begin{cases}
- \ln \xi + \ln 2 - 1 & (i = -1) \\
(1 - \xi)^{-1/3} J_i(\frac{\xi}{3}, 2, \xi) + \omega_i & (i \geq 0)
\end{cases},
\]
\[
h_i(\xi) = \begin{cases}
\frac{4}{5} \left[ (1 - \xi^2)^{1/2} - \xi \cos^{-1}(\xi) \right] & (i = -1) \\
(1 - \xi)^{2/3} J_i(\frac{4}{5}, 2, \xi) & (i \geq 0)
\end{cases}.
\]

Here the \( i = -1 \) terms are used to account for the logarithmic singularity in pressure at the inlet, expected as a result of the point source injection; the other terms allow for a general solution of (30).

Importantly, we note that the \( p_i \) terms have a \((1 - \xi)^{-1/3}\) singularity near the crack tip and the \( h_i \) terms are proportional to \((1 - \xi)^{2/3}\) \((i \geq 0)\). This deliberately matches the asymptotic calculations from Spence & Sharp [8], which arise from the assumptions of zero-lag and zero-toughness in an expanding hydraulic fracture. This allows the numerical method to converge accurately with few terms. The \( J_i(p, q, \xi) \) are Jacobi Polynomials of order \( i \) defined on the interval \([0, 1]\), in the sense defined by Abramowitz & Stegun [26], normalised to satisfy the orthonormality condition,
\[
\int_0^1 (1 - \xi)^{p-q} \xi^{q-1} J_i(p, q, \xi) J_j(p, q, \xi) d\xi = \delta_{ij}.
\]

This means that the \( h_i \) \((i \geq 0)\) are orthonormal with respect to an inner product weighted by \( \xi \). The \( \omega_i \) are simply constants to ensure each of the \( p_i \) obey the zero-toughness equation; adding these constants means that the \( p_i \) lose their orthonormality properties, however this doesn’t affect the solution finding process.

Because of its linearity, these series approximations reduce \((30)\) to a linear equation,
\[
B_i = \sum_{j=-1}^{N-1} P_{ij} A_j.
\]

Here \((P)_{ij}\) is an \((N + 2) \times (N + 1)\) matrix whose entries we only have to calculate once by using the orthogonality relation given above, along with the fact that \(\{p_{-1}, \theta_{-1}\}\) are a solution pair to \((30)\). The entries of \(M\), which can be found in [9], are listed in Appendix C for \(N = 4\). The subtleties of calculating elements of \(P_{ij}\), in the face of strong singular behaviour, are important and described in depth in [9]. Finally, using the values of \(B_i\) given above, we assign a cost to each choice of \(A\) given by
\[
\Delta(A) = \sum_{\xi \in \{0, 1/M, ..., 1\}} \left( \frac{\text{RHS}(\xi; A)}{\text{LHS}(\xi; A)} - 1 \right)^2.
\]

This is calculated by considering the discrepancies between the left and right hand sides of \((29)\), calculated at \(M+1\) equally spaced control points. We then minimise \(\Delta\) with respect to \(A\) using the Nelder-Mead Simplex method [27].

7. Injection: Solutions for a constant \(\mu_w\)

For most monotonic choices of \(\mu_w\), the numerical method above shows good convergence. We see that the coefficients \(A_i\) and \(B_i\) drop off quickly with \(i\), and the final value of \(\Delta\) tends to zero rapidly as we increase \(N\). If \(\mu_w\) is a more complicated function, like in the case of Figure [4] we may need to use a larger value of \(N\), but good convergence is still possible.

This leads us to consider which choices of \(\mu_w\) are most likely to appear in reality. We note that by [22],
\[
\Pi \circ \mu_w(\xi) = \frac{1}{2w} \int_{-w}^{w} \phi(\xi, \eta) d\eta,
\]
so we may view \(\Pi \circ \mu_w(\xi)\) as the average proppant concentration at a given value of \(\xi\). Since \(\Pi \circ \mu_w\) is independent of time, we automatically satisfy the condition that the injection rates of the proppants and the fluid are constant. However this condition also means that the average concentration at the wellbore, \(\Pi \circ \mu_w(0)\), must equal the average concentration taken by integrating over the entire crack volume. For a monotonic choice of \(\mu_w\) this implies that \(\mu_w\) must be independent of \(\xi\). Herein we will make the assumption that \(\mu_w\) is a constant and, as a result, so is \(\Pi = \Pi(\mu_w)\). This is a natural assumption: at early times we don’t expect significant concentration differences along the crack because radial length scales are small.
A great advantage of a constant $\Pi$ is that we can define an ‘effective viscosity’, which we can absorb into our scaled variables the same way as we did with fluid viscosity. Under the assumption that $\mu_w$ is constant, (29) becomes

$$\int_0^1 \xi h(\xi) d\xi + \frac{4}{9} \rho^2 h = -\frac{\rho h^3}{\eta_e} \frac{\partial p}{\partial \rho},$$

where $\eta_e = \mu_w^2 \Pi / \Omega$ is what we call the effective viscosity. It is plotted in Figure 3c, and is best thought of as a function of the average concentration, $\Pi$. Making the transformations

$$h = \eta_e^{1/3} \tilde{h}, \quad p = \eta_e^{1/3} \tilde{p}, \quad \Gamma = \eta_e^{-1/9} \tilde{\Gamma},$$

our governing equations become

$$\int_0^1 \xi \tilde{h} d\xi + \frac{4}{9} \rho^2 \tilde{h} = -\rho \tilde{h}^3 \frac{\partial \tilde{p}}{\partial \rho}, \quad \tilde{h}(\xi) = \frac{4}{\pi} \int_0^1 \frac{y}{\sqrt{y^2 - \xi^2}} \int_0^1 \frac{x \tilde{p}(xy)}{\sqrt{1 - x^2}} dxdy,$$

$$0 = \int_0^1 \frac{\tilde{p}(\xi) \xi}{\sqrt{1 - \xi^2}} d\xi, \quad 1 = 4\pi \tilde{\Gamma}^3 \int_0^1 (\xi \tilde{h}) d\xi.$$

We will solve them using the numerical method described before, except with (40) in the place of (29-32).

Figure 5 plots $\tilde{h}$ and $\tilde{p}$, calculated using $N = 4$ and $M + 1 = 501$ control points. Promisingly, we note that $\tilde{h} > 0$ and $\tilde{p}$ shows the expected asymptotic behaviour. The value $\tilde{h}(0) = 1.36$ will be important in later discussion. The first column of table 3 shows the coefficients $A_i$ and $B_i$, as well as the calculated value of $\tilde{\Gamma} = 0.598$. Significantly, we see that $A_i$ and $B_i$ decrease rapidly with $i$, suggesting that a solution with higher order terms is unnecessary. This is supported by the small value of $\Delta \approx 5 \times 10^{-5}$, with evenly spread contributions from control points along the radius of the crack. This suggests that we have found a genuine solution, and that the tip asymptotics are indeed suitable.

We now focus on finding numerical solutions for different concentrations in order to consider features such as the velocity profile and proppant distribution within the cavity. We consider the case of four different values of the average concentration, $\Pi$. These are given in table 2, along with the corresponding values of $\mu_w$ and $\eta_e$.

The latter columns of table 3 show the values of $A$, $B$ and $\Gamma$ calculated using the exact method suggested in Section 6. Again we use $M + 1 = 501$ control points and $N = 4$. Happily, the same values are observed by using the values of $A$, $B$ and $\Gamma$ listed in the first column, calculated after absorbing the effective viscosity, and using the relations (39) to return to the concentration-specific values. We calculate the same value of $\Delta \approx 5 \times 10^{-5}$ each time; this is to be expected as the equations are equivalent once the solutions have been scaled.
Figure 5. $(\xi, \eta)$ plots of $\tilde{h}$ and $\tilde{p}$, the scaled width and pressure solutions to the absorbed effective viscosity system.

\[
\begin{array}{c|c|c}
\Pi & \mu_w & \eta_e \\
0.05 & 487.3 & 2.74 \\
0.20 & 23.35 & 3.92 \\
0.40 & 3.93 & 10.37 \\
0.55 & 1.06 & 96.60 \\
\end{array}
\]

Table 2. Test values of $\Pi$, $\mu_w$ and $\eta_e$.

\[
\begin{array}{c|c|c|c|c|c}
\Pi & \text{Absorbed} & 0.05 & 0.20 & 0.40 & 0.55 \\
\hline
A_{-1} & 0.14786 & 0.20710 & 0.23326 & 0.32238 & 0.67830 \\
A_0 & 0.53529 & 0.74974 & 0.84444 & 1.16709 & 2.45559 \\
A_1 & 0.01929 & 0.02702 & 0.03043 & 0.04206 & 0.08849 \\
A_2 & 0.00402 & 0.00563 & 0.00634 & 0.00877 & 0.01844 \\
A_3 & 0.00035 & 0.00049 & 0.00055 & 0.00076 & 0.00159 \\
\hline
B_{-1} & 0.14786 & 0.20710 & 0.23326 & 0.32238 & 0.67830 \\
B_0 & 0.53805 & 0.75361 & 0.84879 & 1.17311 & 2.46825 \\
B_1 & 0.05435 & 0.07612 & 0.08573 & 0.11849 & 0.24931 \\
B_2 & 0.00012 & 0.00016 & 0.00019 & 0.00026 & 0.00054 \\
B_3 & 0.00081 & 0.00114 & 0.00128 & 0.00177 & 0.00373 \\
B_4 & 0.00029 & 0.00041 & 0.00046 & 0.00064 & 0.00134 \\
\hline
\Gamma & 0.59812 & 0.534579 & 0.513799 & 0.461261 & 0.359968 \\
\end{array}
\]

Table 3. Values of $A_i$, $B_i$ and $\Gamma$ obtained using (40) with effective viscosity absorbed into the scaling and (29-32) with $\Pi \in \{0.05, 0.20, 0.40, 0.55\}$. We use $M = 500$ and $N = 4$ throughout.

Figure 6 shows the distribution of proppants within the fracture for each value of $\Pi$. They are overlaid with an arrow plot of the proppant velocity profile, $v$, scaled by $\xi$ to show the equivalent two-dimensional flux. The calculation of $v$ is omitted since it is lengthy and similar to the derivation of (25) in Appendix A. As $\Pi$ increases we see a growing disk of plug flow where $\phi > \phi_m$, marked with a magenta contour. We also see a tendency towards proppant velocity across the crack, rather than along it; this is because the shape of the crack becomes shorter and wider as the effective viscosity increases.
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Figure 6. Concentration-specific \((\Gamma\xi,\eta)\) plots of developing fractures with total solid volume fraction, \(\Pi\), taking the values 0.05, 0.20, 0.40 and 0.55. These are presented with filled contours displaying proppant concentration; arrows showing \(\xi\)-scaled velocity; and magenta contours indicating the transition into plug flow at the centre of each cavity.

Drawing on calculations we have made so far, we are now in a position to assess the significance of tip screen-out in our model, something we have neglected so far by adopting a continuum model of proppant transport. This is where, near the crack tip, the narrowing crack aperture causes proppants to jam and block the fracture, significantly affecting the development of the evolving formation and the convective transport of proppants. In [28] this problem is addressed using a ‘blocking function’ which reduces proppant flux to zero in apertures smaller than three times the average particle’s diameter. We will use this threshold to weigh the significance of ignoring screen-out in our model. Figure 7a shows the volume-proportion of proppants predicted in fracture regions of width less than this threshold, dependant on the time, \(t\), and the average proppant concentration, \(\Pi\). We see that for early times and low concentrations, our model predicts a significant proportion of proppants in these regions, where the fracturing fluid is clear in reality. However, in concentrations greater than 0.3 this proportion is relatively small; this means our model, which ignores tip screen-out, is self-consistent. This difference arises from the effective viscosity, which increases with \(\Pi\) and causes the ratio of fracture width to length to decrease.

Lecampion & Garagash [13] conclude that their rheology, which is employed throughout this paper, agrees very well with experimental results when the predicted width of plug flow is greater than a particle’s width. In figure 7a we see this condition holds for moderate times when \(\phi > 0.4\). It does not for \(\phi < 0.4\). Therefore, in this regime we can expect slight mismatches between predicted and practical concentration profiles; this arises from a breakdown of the continuum model in the jammed part of the flow [13].

8. CRACK CLOSURE: PROBLEM FORMULATION

In the zero-proppant case, Lai et al [29] have confirmed experimentally that for late times after the fluid pressure is released, the crack radius is constant and volume scales as \(t^{-1/3}\). It is tempting to repeat our previous work in order to find an asymptotic solution with a generalised total fracture volume \(Qt^\alpha\). We
would then let $\alpha = -1/3$ to model the case of closure. This approach leads us to

$$
\alpha \int_\rho h(\xi) d\xi + \beta \rho^2 h = -\frac{\rho h^3}{\eta_c} \frac{\partial p}{\partial \rho},
$$

in the place of (38). Here $\beta = (3\alpha + 1)/9$ is the exponent for $L$, giving the radial growth of the fracture. However, we see that attempts to solve (41) using the previous numerical method fail as $(\alpha, \beta) \to (-1/3, 0)$, corresponding to the case in [29]. This is because the tip asymptotes $w \propto (1 - \xi)^{2/3}$ and $p \propto (1 - \xi)^{-1/3}$ are a result of an advancing fracture in a zero-toughness medium. Spence & Sharp [8] note that $h \sim C(1 - \xi)^\tau$ implies $p \sim C\tau(\cot \pi\tau)(1 - \xi)^{-1}$. Balancing terms in (41), we are forced with $C \leq 0$ if $\beta \leq 0$ which clearly can’t lead to physical solutions, given the constraint $h \geq 0$. In the same paper, solutions for $\beta = 0$ are shown to exist without the assumption of zero-toughness; these have $h \sim (1 - \xi^{2})^{1/2}$. However, this causes difficulties in the case of an evolving fracture, since a non-zero toughness parameter, $\mathcal{L}$, brings time dependence to the scaled equations we have derived. An alternative solution would be the addition of a non-zero fluid lag, providing a region of negative pressure between the fluid front and the crack tip. Such a region exists in reality, containing either vapour from the fracturing fluid or, if the surrounding medium is permeable, pore fluid [30, 31]. Zero-toughness solutions using this formulation are explored in [32]. Schematics of each possible solution type are shown in Figure 8.

Any model utilising a time independent concentration profile is likely to fail in describing fracture closure at late times. This is because the width of the crack is decreasing as $t^{-1/3}$, so it is bound to become comparable to the proppant diameter. At the point where $\epsilon L/a \approx 6$, the proppants begin to bridge across the fracture, effectively fixing them in position [28]; therein, concentrations will increase as the carrier fluid is forced from the cavity. For this reason, we will instead address the problem of finding the residual crack shape, given some axisymmetric initial distribution of proppants; we will assume these are radially immobile from the moment pressure is released. This method has been used with success to model the closure of a bi-wing fracture by Wang et al. [33, 34].

9. Crack Closure: Residual Width Profiles

We model the residual shape of the fracture using $w_p(r)$, defined as the close packed width of proppants. That is to say, after packing the proppants as tightly as possible in the $z$ direction, so $\phi = \phi_{rcp}$, this is the
residual width. Given some radial distribution of proppants described by the average concentration, \( \Pi \), and un-scaled width profile, \( w \), we deduce that \( w_p = w \Pi / \phi_{cp} \). This description is compatible with the frictional rheology of Lecampion & Garagash \([13]\), used previously, which asserts that a non-zero normal force on the proppants, along with vanishing shear stress, causes compression up to the random close packing limit. We then assume that the surrounding fracture simply collapses around the proppant pack. Our primary interest will be in using proppant distributions, arising from the injection phase described previously, to predict the geometry of the residual formation.

In \([34]\) a more complicated model is offered; this considers stress from the contact of opposing crack asperities, proppant embedment into the fracture walls, and compression of proppants. Since we will be concerned with cases where \( w_p \) is non-zero along the entire crack radius; the contact term arising from the crack asperities, which is significant in the un-propped case, will not be necessary. Furthermore, in the same paper \([34]\) the depth of proppant embedment is shown to be of the order \( K_e = a(3/4E')^2(16mE'^2/9c_p)^{2/3} \). Here, \( m \approx 2\sqrt{3} \) is a constant which depends on the packing of proppants. Using the value of \( c_p = 3.9 \times 10^{-8}\text{Pa}^{-1} \) \([34]\), as well as the typical values of \( a = 50\mu\text{m} \) and \( E' = 40\text{GPa} \) mentioned earlier, we note that \( K_e \approx 1\mu\text{m} \), around 100 times smaller than the given proppant diameter. Since we will generally model proppant packs which are several times the size of the proppant diameter in width, we will ignore this phenomenon. Finally, we note that, according to our previous estimates, more than 10s into the injection phase we should expect pressures of less than 1MPa. In \([34]\) the compressive stress required to reduce the width of the closely packed proppant bed from \( w_p \) to \( w \) is given by \( 1/c_p \ln(w_p/w) \); using this, the same stress would only cause a 4% reduction in width. Since typical stresses involved in the closure phase are much smaller than this, we will model the proppants as incompressible.

This model of crack closure leads to a simple description of the residual crack profile. We have two parameters: one for average concentration, \( \Pi \), and another for the time that injection ceases, \( t_0 \). Herein we will denote \( \{h, \tilde{p}, \tilde{\Gamma}\} \) as the solution to the system of equations given in (40): \( \tilde{h} \) and \( \tilde{p} \) are plotted in Figure 5 and we use the value \( \tilde{\Gamma} = 0.598 \). Then, using (39) and the original scaling arguments, we deduce that
\begin{align}
 w_p(\xi; t_0, \Pi) &= \frac{\Pi}{\phi_{cp}} \epsilon(t_0)L(t_0)\eta_{c}(\Pi)^{2/9}\tilde{h}(\xi), \\
 R(t_0, \Pi) &= L(t_0)\eta_{c}(\Pi)^{-1/9}\tilde{\Gamma}.
\end{align}

From Figure 5 we notice that \( \max(\tilde{h}_1) \approx 1.35 \). Using this, we may plot Figure 9a, which shows the effect of average concentration on the maximum residual width of the formation. It is interesting to note that the propped width doesn’t grow proportional to the proppant concentration, as one may expect from the close packing of the suspended proppants. Instead, the dependance is superlinear, because greater proppant concentrations lead to a higher effective viscosity; this causes the fracture to take a wider shape before the release of injection pressure. We can also see that \( t_0 \) has relatively little effect on the maximum crack width. This is because the \( t_0 \) dependent term, \( \epsilon L \), grows with \( t_0^{1/9} \). By contrast, in Figure 9b we see a greater time dependence in the final radius, which grows with \( L \propto t^{4/9} \). As the proppant concentration increases, with \( t_0 \) fixed, we see a decrease in the final radius of fracture achieved, arising from an increase in the effective viscosity.

10. Conclusions

We have established a mathematical framework that captures the behaviour of a slurry within a pressure driven cavity. Using typical parameters from industrial fracking, we predict that the development length, required to establish stable proppant flow away from the wellbore, is negligible compared to the typical radius of the penny-shaped fracture generated. As a result, we may assume the flow is fully developed, reducing the in-fracture distribution of proppants to a function of the radial distance from the wellbore. A further assumption of constant proppant injection rate allows us to describe the proppant distribution with one parameter, the total solid volume fraction. In the zero-concentration limit, our model becomes similar to one derived using Newtonian flow, with some disagreement arising from our choice of a dense frictional rheology.

Within this framework, we are able to define an effective viscosity, which we may absorb into our equations using a suitable choice of scaling. This is a particularly striking result because it establishes an equivalence between slurry flow of a given solid fraction and simple Newtonian flow with some particular viscosity, at least in the sense of fracture development. Solving the resulting set of equations numerically, we may
then return to our original scaling to investigate concentration-specific solutions. Unsurprisingly, we predict width and pressure profiles with the tip-asymptotic behaviour described in [9]. As the proppant concentration increases we expect shorter and wider fractures with steeper fluid pressure gradients. In the centre of the fracture, where shear rate vanishes, we predict the formation of a disk of plug flow with width, in relation to the crack, increasing with the average proppant concentration. Evaluating our model, we see that the unaccounted effect of tip screen-out is likely to be significant in the low concentration, low effective viscosity case, particularly at early times. Here, the cavity formed is narrow, so near its tip, particle bridging is likely. Moreover, we observe that for typical fracturing timescales, if Π < 0.4, our model predicts plug flow thinner than one particle width: suggesting that our use of a continuum model may not be appropriate. Otherwise, the plug flow is broader than a particle’s width, meaning it is physically realisable and the results of [13] suggest we should have good experimental agreement.

Lastly, we have adopted a simple model of crack closure which regards the remaining proppants to be immobile and incompressible. This allows us to predict the shape of the residual crack, based on two parameters: the average proppant concentration within the injected fluid and the length of time between the initiation of fracking and the release of pressure. Simple formulae show that the residual fracture width increases significantly with proppant concentration, and grows very slowly with time; fracture radius however, decreases with proppant concentration and increases with time.

The results established here have important applications in both contexts of industrial fracking and geological dike formation. Diagnostics of tip screen-out and forecasts of residual fracture geometry are relevant to the formation of conductive fractures, whilst predictions about the shape and particle distribution of a slurry driven crack relate more to a cooling magma. The discovery of an effective viscosity may also provide a foothold in understanding slurry driven fractures, particularly given the bounty of literature surrounding cracks generated by Newtonian fluid. In spite of all this, experimental investigation is necessary to bolster the predictions we have made. We hope this will form the basis of a second article, with tentative title: ‘Proppant flow in a penny-shaped crack. Part II : Experimental Investigation’.
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Appendix A. Integrating the φ,ρhonservation equation over the crack width

In this Appendix we integrate equation (23) over \((-w, w)\) to yield (25); we will take a term-by-term approach. First, we note that by (22),

\[
\int_{-w}^{w} \phi(\xi, \eta) \, d\eta = 2 \int_{0}^{w} \mu^{-1} \left( \frac{w}{w} \right) \eta \, d\eta,
\]

(44)

Hence, we see that

\[
\int_{-w}^{w} \frac{\partial \phi}{\partial \xi} \, d\eta = \frac{2}{\mu} \int_{0}^{w} \phi(\xi, \eta) \frac{\partial w}{\partial \xi} \, d\eta,
\]

(45)

Then, integrating by parts, we find

\[
\int_{-w}^{w} \eta \frac{\partial \phi}{\partial \eta} \, d\eta = 2 [\phi(\xi, w) - wI \circ \mu_{w}(\xi)].
\]

(46)

Furthermore, utilising the expression of \(v_r\) given in (18) and the condition \(v_r(\xi, \pm w) = 0\) we determine

\[
\int_{-w}^{w} \frac{\partial (\xi \phi v_r)}{\partial \xi} \, d\eta = \frac{\partial}{\partial \xi} \left[ \xi \int_{-w}^{w} \phi v_r \, d\eta \right] = 6 \frac{\partial}{\partial \xi} \left[ \frac{\xi \phi v_r}{\mu_{w}(\xi) z} \right],
\]

(47)

(51)

(52)

However, by (22), \(\mu(\phi(\xi, z)) = \mu_{w}z/w\), so

\[
\int_{-w}^{w} \frac{\partial (\xi \phi v_r)}{\partial \xi} \, d\eta = 6 \frac{\partial}{\partial \xi} \left[ \frac{\xi \phi v_r}{\mu_{w}(\xi) z} \right],
\]

(53)

(54)

Finally, we know that

\[
\int_{-w}^{w} \frac{\partial (\phi v_z)}{\partial \eta} \, d\eta = 2 \phi(\xi, w) v_z(\xi, w).
\]

(55)

In the original scaling we have the boundary condition \(v_z(x, w) = \frac{\partial w}{\partial t}\); in the lubrication scaling this becomes

\[
-\epsilon L v_z(\xi, w) = \left[ iL + \epsilon L \right] w(\xi, T) - \epsilon L \xi \left[ \frac{\dot{L}}{L} + \frac{\Gamma' T}{\Gamma} \right] \frac{\partial w}{\partial \xi} + \frac{\partial w}{\partial T}.
\]

(56)

Hence,

\[
v_z(\xi, w) = \frac{w}{3} \frac{4 \xi \partial w}{\partial \xi},
\]

(57)

and so

\[
\int_{-w}^{w} \frac{\partial (\phi v_z)}{\partial \eta} \, d\eta = 2 \phi(\xi, w) \left[ \frac{w}{3} \frac{4 \xi \partial w}{\partial \xi} \right].
\]

(58)

Adding these terms together and making various cancellations, we derive equation (25).
In this Appendix, we will compare the properties of equation (27) to the equivalent zero-proppant equation. Modelling the flow as Newtonian instead, we would have used the relation \( \tau = \eta f \dot{\gamma} \). In our choice of scaling this becomes \( \tau = \dot{\gamma} \). Hence (17.2) is replaced by

\[
\frac{1}{\Gamma \xi} \frac{\partial (\xi v_r)}{\partial \eta} = \frac{3}{\eta} \frac{\partial p}{\partial \xi},
\]

where \( v \) is the fluid velocity. With the assumption that \( \nabla \cdot v = 0 \), our scaled continuity equation is simply

\[
\frac{1}{\Gamma} \xi \frac{\partial}{\partial \xi} \left( \xi v_r \right) = \frac{\partial \xi}{\partial \xi} \frac{\partial (\xi v_r)}{\partial \eta} = 0.
\]

Integrating first over \((-w, w)\) as in Appendix A, making use of (57), (59) and \( \tau = \dot{\gamma} \), we obtain

\[
w^3 - 4 \xi \frac{\partial w}{\partial \xi} = \frac{1}{\xi \Gamma^2} \frac{\partial}{\partial \xi} \left( \frac{\partial p}{\partial \xi} \xi w^3 \right).
\]

Then, multiplying by \( \xi \) and integrating from \( \rho \) to 1, we use the \( w^3 \frac{\partial p}{\partial \xi} \rightarrow 0 \) limit employed to derive (27),

\[
\int_{\rho}^{1} \xi w d\xi + \frac{4}{9} \rho^2 w = - \rho w^3 \frac{\partial p}{\partial \rho}.
\]

In order to compare (27) and (62), we are required to find the limit of \( \Omega/(x^2 \Pi) \) as \( x \rightarrow \infty \). Explicitly we see that

\[
\lim_{x \rightarrow \infty} \frac{\Omega(x)}{x^2 \Pi(x)} = \lim_{x \rightarrow \infty} \frac{1}{x^3 \Pi(x)} \int_{0}^{x} \Pi(u) I \circ \mu^{-1}(u) du,
\]

\[
= \lim_{x \rightarrow \infty} \int_{0}^{1} v^2 \lim_{x \rightarrow \infty} \left[ \frac{\Pi(vx)}{\Pi(x)} \right] dv,
\]

\[
= \int_{0}^{1} v^2 \lim_{x \rightarrow \infty} \left[ \frac{\mu^{-1}(vx)}{\mu^{-1}(x)} \right] dv,
\]

\[
= \int_{0}^{1} v^2 \lim_{x \rightarrow \infty} \left[ \frac{I^{-1}(vx)}{I^{-1}(x)} \right] dv,
\]

\[
= \int_{0}^{1} v^2 \lim_{x \rightarrow \infty} \left[ \frac{1 + \sqrt{v}}{1 + \sqrt{vx}} \right] dv,
\]

\[
= \int_{0}^{1} v^{3/2} dv,
\]

\[
= 2/5.
\]

Here (65) and (68) arise from the fact \( I(\phi) \sim \mu(\phi) \) as \( \phi \rightarrow 0 \), because the fluid shear stress approaches the slurry shear stress. (67) comes from L’Hôpital’s rule. We conclude that the equations governing Newtonian flow are not the same as those in the zero-proppant slurry flow limit.

**Appendix C. Matrix \((P)_{ij}\), when \( N = 4 \)**

The matrix \((P)_{ij}\) for \( N = 4 \), as provided in (9), is given in table 4.
Table 4. Matrix $(P)_{ij}$, for N=4.

|       | -1  | 0   | 1   | 2    | 3    |
|-------|-----|-----|-----|------|------|
| i     |     |     |     |      |      |
| -1    | 1.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0     | 0.0000 | 0.9560 | 1.2730 | 0.4101 | 0.3145 |
| 1     | 0.0000 | 0.0991 | -0.0185 | 0.4068 | 0.0610 |
| 2     | 0.0000 | 0.0018 | -0.0429 | -0.0244 | 0.2293 |
| 3     | 0.0000 | 0.0017 | 0.0039 | -0.0416 | -0.0141 |
| 4     | 0.0000 | 0.0005 | 0.0026 | -0.0032 | -0.0372 |
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