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ABSTRACT. We consider the problem
\[ \varepsilon^2 \text{div}(\nabla a(y)u) - V(y)u + u^p = 0, \quad u > 0 \quad \text{in} \quad \Omega, \quad \nabla a(y)u \cdot \nu = 0 \quad \text{on} \quad \partial\Omega, \]
where \( \Omega \) is a bounded domain in \( \mathbb{R}^2 \) with smooth boundary, the exponent \( p \) is greater than 1, \( \varepsilon > 0 \) is a small parameter, \( V \) is a uniformly positive smooth potential on \( \bar{\Omega} \), and \( \nu \) denotes the outward normal of \( \partial\Omega \).

For two positive smooth functions \( a_1(y), a_2(y) \) on \( \bar{\Omega} \), the operator \( \nabla a(y) \) is given by
\[ \nabla a(y)u = \left( a_1(y) \frac{\partial u}{\partial y_1}, \ a_2(y) \frac{\partial u}{\partial y_2} \right). \]

(1) Let \( \Gamma \subset \bar{\Omega} \) be a smooth curve intersecting orthogonally with \( \partial\Omega \) at exactly two points and dividing \( \Omega \) into two parts. Moreover, \( \Gamma \) is a non-degenerate geodesic embedded in the Riemannian manifold \( \mathbb{R}^2 \) with metric \( V^{2\sigma}(y)[a_2(y)dy_1^2 + a_1(y)dy_2^2] \), where \( \sigma = \frac{p-1}{p-2} = 1 \). By assuming some additional constraints on the functions \( a(y), V(y) \) and the curves \( \Gamma, \partial\Omega \), we prove that there exists a sequence of \( \varepsilon \) such that the problem has solutions \( u_\varepsilon \) with clustering concentration layers directed along \( \Gamma \), exponentially small in \( \varepsilon \) at any positive distance from it.

(2) Let \( \bar{\Gamma} \) be a smooth simple closed curve in \( \Omega \) (not touching the boundary \( \partial\Omega \)), which is also a non-degenerate geodesic embedded in the Riemannian manifold \( \mathbb{R}^2 \) with metric \( V^{2\sigma}(y)[a_2(y)dy_1^2 + a_1(y)dy_2^2] \), then a similar result of concentrated solutions is still true.
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1. INTRODUCTION

We consider the following problem for the existence of solutions with concentration phenomena
\[ \varepsilon^2 \text{div}(\nabla a(y)u) - V(y)u + u^p = 0, \quad u > 0 \quad \text{in} \quad \Omega, \quad \nabla a(y)u \cdot \nu = 0 \quad \text{on} \quad \partial\Omega, \quad (1.1) \]
where \( \Omega \) is a bounded domain in \( \mathbb{R}^d \) with smooth boundary, \( \varepsilon > 0 \) is a small parameter, \( V \) is a uniformly positive, smooth potential on \( \bar{\Omega} \), and \( \nu \) denotes the outward normal of \( \partial\Omega \), the exponent \( p > 1 \). For \( a(y) = (a_1(y), \cdots, a_d(y)) \), the operator is defined in the form
\[ \nabla a(y)u = (a_1(y)u_{y_1}, \cdots, a_d(y)u_{y_d}), \]
where \( a_1(y), \cdots, a_d(y) \) are positive smooth functions on \( \bar{\Omega} \).

• In the case \( a \equiv 1 \) and \( V \equiv 1 \), problem (1.1) takes the form
\[ \varepsilon^2 \Delta u - u + u^p = 0, \quad u > 0 \quad \text{in} \quad \Omega, \quad \nabla u \cdot \nu = 0 \quad \text{on} \quad \partial\Omega, \quad (1.2) \]
which is known as the stationary equation of Koeller-Segel system in chemotaxis \[42\]. It can also be viewed as a limiting stationary equation of Gierer-Meinhardt system in biological pattern formation \[34\].

In the pioneering papers \[42, 51, 52\], under the condition that \( p \) is a subcritical Sobolev exponent, C.-S. Lin, W.-M. Ni and I. Takagi established, for \( \varepsilon \) sufficiently small, the existence of a least-energy solution \( U_\varepsilon \) of (1.2) with only one local maximum point locating at the most curved point of \( \partial\Omega \). Such a solution is called a spike-layer, which has concentration phenomena at interior or boundary points. For the existence of
interior spikes, we refer the reader to the articles [10, 14, 21, 35, 36, 56] and the references therein. On the other hand, boundary spikes related to the mean curvature of $\partial \Omega$ can be found in [11, 13, 20, 38, 41, 55, 58], and the references therein. The coexistence of interior and boundary spikes was due to C. Gui and J. Wei [37]. A good review of the subject up to 2004 can be found in [50].

There is a conjecture on higher-dimensional concentration by W.-M. Ni [49] (see also [50]):

**Conjecture 1.** For any integer $1 \leq k \leq d - 1$, there exists $p_k \in (1, \infty)$ such that for all $1 < p < p_k$, problem (1.2) has a solution $U_\varepsilon$ which concentrates on a $k$-dimensional subset of $\Omega$, provided that $\varepsilon$ is sufficiently small.

We here mention some results for the existence of higher dimensional boundary concentration phenomena in the papers [43, 45, 46, 47, 48]. The papers [59, 60] set up the existence of concentration on an interior line, which connects the boundary $\partial \Omega$ and is non-degenerate in the sense of variation of arc-length. There are also some other results [5, 6, 28, 29, 30] to exhibit concentration phenomena on interior line segments connecting the boundary of $\Omega$. For higher dimensional extension, the reader can refer to [7, 15, 26, 39, 40]. The reader can also refer to the survey paper by J. Wei [57].

\bullet In the case $a \equiv 1$ and $V \not\equiv$ constant, problem (1.1) on the whole space corresponds to the following problem

$$
\varepsilon^2 \Delta u - V(y)u + u^p = 0, \quad u > 0 \quad \text{in } \mathbb{R}^d,
$$

where $\varepsilon > 0$ is a small parameter, the exponent $p > 1$, and $V$ is a smooth function with

$$
\inf_{y \in \mathbb{R}^d} V(y) > 0.
$$

Started by [33], solutions exhibiting concentration around one or more points of space under various assumptions on the potential and the nonlinearity were given by many authors [1, 4, 12, 16, 17, 18, 19, 32, 54]. On the other hand, radially symmetric solutions with concentration on sphere of radius $r_0$ can be constructed in [2], whenever $V$ is a radial function and $r_0 > 0$ is a non-degenerate critical point of the function

$$
M(r) = r^{d-1}V^\sigma(r), \quad \text{where } \sigma = \frac{p+1}{p-1} - \frac{1}{2}.
$$

Based on heuristic arguments, in 2003, A. Ambrosetti, A. Malchiodi and W.-M. Ni raised the following conjecture (p.465, [2]):

**Conjecture 2.** Let $\mathcal{K}$ be a non-degenerate $k$-dimensional stationary manifold of the following functional

$$
\int_{\mathcal{K}} V^{\frac{p+1}{p-1}} - \frac{1}{2}(d-k),
$$

where the exponent $p$ is subcritical w.r.t. $\mathbb{R}^{d-k}$. Then there exists a solution to (1.3) concentrating near $\mathcal{K}$, at least along a subsequence $\varepsilon_j \to 0$.

The validity of this conjecture was confirmed in two-dimensional general case with concentration on stationary and non-degenerate curves for $\varepsilon$ satisfying a gap condition due to the resonance character of the problem, see [22]. More results can be found in [8, 9, 53, 44].

Let us go back to the problem on smooth bounded domains with homogeneous Neumann boundary condition,

$$
\varepsilon^2 \Delta u - V(y)u + u^p = 0, \quad u > 0 \quad \text{in } \Omega, \quad \nabla u \cdot \nu = 0 \quad \text{on } \partial \Omega,
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^d$ with smooth boundary, $\varepsilon > 0$ is a small parameter, $V$ is a uniformly positive, smooth potential on $\bar{\Omega}$, and $\nu$ denotes the outward normal of $\partial \Omega$ and the exponent $p > 1$. If $\Omega$ is a unit ball $B_1(0)$, the existence of radial solutions to (1.4) was shown in [3], where the concentration lying on spheres in $B_1(0)$ will approach the boundary with speed $O(\varepsilon \log \varepsilon)$ as $\varepsilon \to 0$. For the interior concentration phenomena connecting the boundary $\partial \Omega$, there is a conjecture by A. Ambrosetti, A. Malchiodi and W.-M. Ni in 2004 (p. 327, [3]), which can be stated as:

**Conjecture 3.** Let $\mathcal{K}$ be a $k$-dimensional manifold intersecting $\partial \Omega$ perpendicularly, which is also stationary and non-degenerate with respect to the following functional

$$
\int_{\mathcal{K}} V^{\frac{p+1}{p-1}} - \frac{1}{2}(d-k),
$$

where $\varepsilon > 0$ is a small parameter, the exponent $p$ is subcritical w.r.t. $\mathbb{R}^{d-k}$. Then there exists a solution to (1.3) concentrating near $\mathcal{K}$, at least along a subsequence $\varepsilon_j \to 0$.\[\square\]
where the exponent \( p \) is subcritical w.r.t. \( \mathbb{R}^{d-k} \). Then there exists a solution to (1.4) concentrating near \( K \), at least along a subsequence \( \varepsilon_j \to 0 \). □

In [62], S. Wei, B. Xu and J. Yang considered (1.4) and provided an affirmative answer to the mentioned conjecture only in the case: \( d = 2 \) and \( k = 1 \) for the existence of solutions with single concentration layer connecting the boundary \( \partial \Omega \).

• In present paper, we will consider a little bit more general case, i.e., problem (1.4) of the following assumptions:

In the present paper we focus on the two dimensional case of problem (1.4). The competition between a neighbouring layers plus the interaction among the interior concentration layers, the boundary of \( \Omega \) and the existence of clustering phenomena of multiple concentration layers, which connect the boundary \( \partial \Omega \).

We make the following assumptions:

(A1). Let \( \Omega \) be a smooth and bounded domain in \( \mathbb{R}^2 \), \( \Gamma \) be a curve intersecting \( \partial \Omega \) at exactly two points, saying \( P_1, P_2 \), and, at these points \( \Gamma \cap \partial \Omega \). In the small neighborhoods of \( P_1, P_2 \), the boundary \( \partial \Omega \) are two curves, say \( C_1 \) and \( C_2 \), which can be represented by the graphs of two functions respectively:

\[
y_2 = \varphi_1(y_1) \quad \text{with} \quad (0, \varphi_1(0)) = P_1,
\]

\[
y_2 = \varphi_2(y_1) \quad \text{with} \quad (0, \varphi_2(0)) = P_2.
\]

Without loss of generality, we can assume that \( \Gamma \) has length 1, and then denote \( k_1, k_2 \) the signed curvatures of \( C_1 \) and \( C_2 \) respectively, also \( k \) the curvature of \( \Gamma \).

(A2). \( \Gamma \) separates the domain \( \Omega \) into two disjoint components \( \Omega_1 \) and \( \Omega_2 \).

(A3). The functions \( a_1(y) \) and \( a_2(y) \) satisfy the condition

\[
a_1 = a_2 \quad \text{at the points} \quad P_1 \quad \text{and} \quad P_2.
\]

The curve \( \Gamma \) is a non-degenerate geodesic embedded in the Riemannian manifold \( \mathbb{R}^2 \) with the following metric

\[
V^{2\sigma}(y)[a_2(y)dy_1^2 + a_1(y)dy_2^2], \quad \text{with} \quad \sigma = \frac{p+1}{p-1} - \frac{1}{2}.
\]

This will be clarified in the next section (see (2.99) and (2.120)). □

Let \( w \) denote the unique positive solution of the problem

\[
w'' - w + w^p = 0, \quad w > 0 \quad \text{in} \quad \mathbb{R}, \quad w'(0) = 0, \quad w(\pm \infty) = 0.
\]

We can formulate the first result.

**Theorem 1.1.** Let \( d = 2 \), \( p > 1 \) and recall the assumptions in (A1)-(A3) as well as the modified Fermi coordinates \((t, \theta)\) in (2.13). Moreover, we assume that

\[
\tau_2(\theta) = H_2'\theta - H_3\theta + 2\beta'\theta^2 H_1\theta - \frac{\beta''\theta}{\beta\theta} H_1\theta - \frac{\beta'\theta}{\beta\theta} H_1'\theta > 0,
\]

and also the validity of the admissibility conditions

\[
\frac{b_2}{b_1} + \frac{\beta'(0)}{\beta(0)} = 0, \quad \frac{b_7}{b_6} + \frac{\beta'(1)}{\beta(1)} = 0,
\]

where the function \( \beta > 0 \) is defined in (3.24), the functions \( H_1, H_2 \) and \( H_3 \) are given in (2.11)-(2.13), and the constants \( b_1, b_2, b_6, b_7 \) are given in (2.77) and (2.80). Then for each \( N \), there exists a sequence of \( \varepsilon \), say \( \{\varepsilon_l\} \), such that problem (1.1) has a positive solution \( u_{\varepsilon_l} \) with exactly \( N \) concentration layers at mutual distances \( O(\varepsilon_l^{-1}) \) for some small positive constant \( \mu \). More precisely, \( u_{\varepsilon_l} \) has the form

\[
u_{\varepsilon_l}(y_1, y_2) \approx \sum_{j=1}^{N} V(0, \theta) \frac{1}{\varepsilon_l t} \left( \frac{V(0, \theta)(a_1(0, \theta)|n_1(\theta)|^2 + a_2(0, \theta)|n_2(\theta)|^2)}{|a_1(0, \theta)|^2 + |a_2(0, \theta)|^2} \right) \frac{t - \varepsilon_l f_j(\theta)}{\varepsilon_l},
\]
where \( n(\theta) = (n_1(\theta), n_2(\theta)) \) is the unit normal to \( \Gamma \). The functions \( f_j \)'s satisfy
\[
\| f_j \|_\infty \leq C|\ln \varepsilon_i|^2, \quad \sum_{j=1}^{N} f_j = O(\varepsilon_i^\mu) \quad \text{with} \quad \mu > 0,
\]
(1.11)
and solve the Jacobi-Toda system, for \( j = 1, \cdots, N \),
\[
\varepsilon_i^2 \left[ \mathcal{H}_1 f_j'' + \mathcal{H}_1 f_j' + (\mathcal{H}_2 - \mathcal{H}_3) f_j \right] - e^{-\beta(f_j - f_{j-1})} + e^{-\beta(f_{j+1} - f_j)} \approx 0 \quad \text{in} \quad (0, 1),
\]
(1.13)
with boundary conditions
\[
b_0 f_j'(1) - b_1 f_j'(1) = 0, \quad b_1 f_j'(0) - b_2 f_j(0) = 0, \quad \forall \quad j = 1, \cdots, N,
\]
(1.14)
where the function \( \zeta > 0 \) is defined in (5.10) with the conventions \( f_0 = -\infty \), \( f_{N+1} = \infty \).

Here is the second result for the existence of interior clustering concentration layers, which do not touch the boundary \( \partial \Omega \).

**Theorem 1.2.** Let \( d = 2 \) and \( p > 1 \). Suppose that \( (\hat{\iota}, \hat{\theta}) \) are the modified Fermi coordinates given in (2.121). Assume that \( \hat{\Gamma} \) is a simple closed smooth curve with unit length in \( \Omega \), which is also a non-degenerate geodesic embedded in the Riemannian manifold \( \mathbb{R}^2 \) with the following metric
\[
V^{2\sigma}(\hat{y})[a_2(y)dy_1^2 + a_1(y)dy_2^2], \quad \text{with} \quad \sigma = \frac{p+1}{p-1} - \frac{1}{2},
\]
see (2.124) and (2.128). Moreover, we assume that
\[
\hat{\tau}_2(\hat{\theta}) = \hat{\mathcal{H}}_2(\hat{\theta}) - \hat{\mathcal{H}}_3(\hat{\theta}) + 2\frac{\beta''(\hat{\theta})}{\beta'(\hat{\theta})} \hat{\mathcal{H}}_1(\hat{\theta}) - \frac{\beta''(\hat{\theta})}{\beta'(\hat{\theta})} \hat{\mathcal{H}}_1(\hat{\theta}) - \frac{\beta'(\hat{\theta})}{\beta'(\hat{\theta})} \hat{\mathcal{H}}_1(\hat{\theta}) > 0,
\]
(1.16)
where the functions \( \beta > 0 \), \( \hat{\mathcal{H}}_1 \), \( \hat{\mathcal{H}}_2 \) and \( \hat{\mathcal{H}}_3 \) are given in (3.24), (2.125)-(2.127). Then for each \( N \), there exists a sequence of \( \varepsilon \), say \( \{\hat{\varepsilon}_i\} \), such that problem (1.1) has a positive solution \( u_{\hat{\varepsilon}_i} \) with exactly \( N \) concentration layers at mutual distances \( O(\hat{\varepsilon}_i|\ln \hat{\varepsilon}_i|) \). In addition, the center of mass for \( N \) concentration layers collapses to \( \hat{\Gamma} \) at speed \( O(\hat{\varepsilon}_i^{1+\mu}) \) for some small positive constant \( \mu \). More precisely, \( u_{\hat{\varepsilon}_i} \) has the form
\[
u_{\hat{\varepsilon}_i}(y_1, y_2) \approx \sum_{j=1}^{N} V(0, \hat{\theta}) \frac{1}{\sqrt{\frac{V(0, \hat{\theta})[a_1(0, \hat{\theta})n_1(\hat{\theta})]^2 + a_2(0, \hat{\theta})n_2(\hat{\theta})^2}{|a_1(0, \hat{\theta})|^2 + |a_2(0, \hat{\theta})|^2}}} \cdot \frac{\hat{\iota} - \hat{\varepsilon}_i \hat{f}_j(\hat{\theta})}{\hat{\varepsilon}_i},
\]
(1.17)
where \( n(\hat{\theta}) = (n_1(\hat{\theta}), n_2(\hat{\theta})) \) is the unit normal to \( \hat{\Gamma} \). The functions \( \hat{f}_j \)'s satisfy
\[
\| \hat{f}_j \|_\infty \leq C|\ln \hat{\varepsilon}_i|^2, \quad \sum_{j=1}^{N} \hat{f}_j = O(\hat{\varepsilon}_i^\mu) \quad \text{with} \quad \mu > 0,
\]
(1.18)
and solve the Jacobi-Toda system, for \( j = 1, \cdots, N \),
\[
\varepsilon_i^2 \left[ \hat{\mathcal{H}}_1 \hat{f}_j'' + \hat{\mathcal{H}}_1 \hat{f}_j' + (\hat{\mathcal{H}}_2 - \hat{\mathcal{H}}_3) \hat{f}_j \right] - e^{-\beta(\hat{f}_j - \hat{f}_{j-1})} + e^{-\beta(\hat{f}_{j+1} - \hat{f}_j)} \approx 0 \quad \text{in} \quad (0, 1),
\]
(1.20)
with boundary conditions
\[
\hat{f}_j'(0) = \hat{f}_j'(1), \quad \hat{f}_j(0) = \hat{f}_j(1), \quad \forall \quad j = 1, \cdots, N,
\]
where \( \zeta > 0 \) is defined in (5.10) with the conventions \( \hat{f}_0 = -\infty \), \( \hat{f}_{N+1} = \infty \).
Here are some words for further discussions. Since the solutions have exponential decaying as $y$ leaves away the curve $\tilde{\Gamma}$, the proof of Theorem 1.2 is much more simpler than that of Theorem 1.1. Whence, in the present paper, we will only provide the details to show the validity of Theorem 1.1. Based on the same reason, a same result as in Theorem 1.2 also holds for the first equation of (1.1) in the whole space $\mathbb{R}^2$ under the condition $u(y) \to 0$ as $|y| \to \infty$. Whence, Theorems 1.1 and 1.2 for the existence of cluster of multiple concentration layers can be concerned as the extensions of the results in [62] and [22], where solutions with single concentration layer were constructed for partial confirmation of the two dimensional cases of Conjectures 2 and 3.

However, in addition to the interaction between neighbouring layers in the cluster of multiple concentration layers, the new ingredient is the role of the term $a(y) = (a_1(y), a_2(y))$. This is the reason that we shall set up the new local coordinates, see (2.8) together with (2.13) and also (2.121). In the procedure of variational calculus, the deformations of the curves $\Gamma$ and $\tilde{\Gamma}$ are no longer directed along their normal directions, see (2.82)-(2.83) and (2.122)-(2.123). The term $a$ will play an effect in the variational properties of the curves, see the notions of non-degenerate stationary curves in Section 2.4.

**Remark 1.3.** The Toda system was used first in [23] to construct the clustered interfaces for Allen-Cahn model in a two dimensional bounded domain. Later, M. del Pino, M. Kowalczyk, J. Wei and J. Yang [27] used the Jacobi-Toda system in the construction of clustered phase transition layers for Allen-Cahn model on general Riemannian manifolds. The reader can refer to [24, 25, 60, 61, 63, 64, 65] for more results.

For a $d$-dimensional smooth compact Riemannian manifold $(\mathcal{M}, g)$, M. del Pino, M. Kowalczyk, J. Wei and J. Yang [27] considered the singularly perturbed Allen-Cahn equation

$$\varepsilon^2 \Delta_g u + (1 - u^2)u = 0 \quad \text{in } \mathcal{M},$$

where $\varepsilon$ is a small parameter. We let in what follows $\mathcal{K}$ be a minimal $(d-1)$-dimensional embedded submanifold of $\mathcal{M}$, which divides $\mathcal{M}$ into two open components $\mathcal{M}_{\pm}$. (The latter condition is not needed in some cases.) Assume that $\mathcal{K}$ is non-degenerate in the sense that it does not support non-trivial Jacobi fields, and that

$$|\mathcal{A}_\mathcal{K}|^2 + \text{Ric}_g (\nu_\mathcal{K}, \nu_\mathcal{K}) > 0 \quad \text{along } \mathcal{K}. \tag{1.21}$$

Then for each integer $N \geq 2$, they established the existence of a sequence $\varepsilon = \varepsilon_j \to 0$, and solutions $u_\varepsilon$ with $N$-transition layers near $\mathcal{K}$, with mutual distance $O(\varepsilon |\ln \varepsilon|)$.

As the above geometric language, we consider $\mathbb{R}^2$ as a manifold with the metric

$$g = V^{2\sigma}(y) [a_2(y)dy_1^2 + a_1(y)dy_2^2],$$

with $\sigma$ in (1.6) and $\Gamma$ as its submanifold with boundary. In the manifold $(\mathbb{R}^2, \tilde{g})$, $\Gamma$ is a non-degenerate geodesic with endpoints on $\partial \Omega$. In other words, in order to construct the clustering phase transition layers connecting the boundary $\partial \Omega$ in Theorem 1.1, we need the condition (1.8), which is similar as (1.21) in [27].

The reader can refer to Section 6.2.

**Remark 1.4.** At $P_1$ and $P_2$ (the intersection points of $\Gamma$ and $\partial \Omega$), the conditions in (1.9) set up relations between the terms $a$, $V$ and the geometric properties of the curves $\partial \Omega$ and $\Gamma$. For example, by recalling the unit normal $n(\theta) = (n_1(\theta), n_2(\theta))$ to $\Gamma$ and also the curvatures $k_1$ and $k_2$ of $\partial \Omega$ at $P_1$ and $P_2$, the first one in (1.9) can be exactly expressed in the following form

$$\frac{\sqrt{2}}{a_1(0,0)} \left[ h_a a_1(0,0) - h_b a_2(0,0) \right] n_1(0)n_2(0) + \sqrt{2} \left( \tilde{a}_1(0) n_1(0)^2 + \tilde{a}_2(0) n_2(0)^2 \right) + k_1 = \frac{\beta(0)}{\beta(0)}, \tag{1.22}$$

with the conventions

$$\tilde{a}_1(\theta) = \frac{a_1(0,\theta)}{\sqrt{|a_1(0,\theta)|^2 + |a_2(0,\theta)|^2}}, \quad \tilde{a}_2(\theta) = \frac{a_2(0,\theta)}{\sqrt{|a_1(0,\theta)|^2 + |a_2(0,\theta)|^2}},$$

$$\beta(\theta) = \frac{V(0,\theta) (a_1(0,\theta)|n_1(0)|^2 + a_2(0,\theta)|n_2(\theta)|^2)}{|a_1(0,\theta)|^2 + |a_2(0,\theta)|^2},$$

where we have used (2.6), (3.24), (E.26), (E.27). These conditions will be used to decompose the interaction of neighboring layers on the boundary $\partial \Omega$, see Remark 6.3. On the other hand, we still have to deal with the delicate boundary terms for the reduced equations in Section 6.2.
Remark 1.5. We construct solutions with multiple clustering concentration layers only for a sequence of $\varepsilon$ due to the coexistence of two types of resonances, see also the fourth open question in "Concluding Remarks" of [24]. The first one is due to the instability of the profile function $w$, see Proposition 6.1, in which we can impose the following gap condition for $\varepsilon$

$$|\lambda - j^2\varepsilon^2| \geq \tilde{c}\varepsilon, \quad \forall j \in \mathbb{N}, \quad (1.23)$$

where $\tilde{c}$ is a given small positive constant. In the above, $\lambda_\ast$ is a positive constant given by

$$\lambda_\ast = \frac{\lambda_0 \ell^2}{\pi^2}, \quad (1.24)$$

where $\lambda_0$ and $\ell$ are the positive constants given in (3.33) and (3.40). More details about this resonance phenomena were described in [22]. The other one comes from the Jacobi-Toda system which was concerned in [27]. In this case, we shall choose a sequence of $\varepsilon$ from those satisfying (1.23), see Proposition 6.2. \qed

By the rescaling

$$y = \varepsilon \tilde{y} \quad (1.25)$$

in $\mathbb{R}^2$, problem (1.1) will be rewritten as

$$\text{div}(\nabla a(\varepsilon \tilde{y})u) - V(\varepsilon \tilde{y})u + u^p = 0 \quad \text{in } \Omega_\varepsilon, \quad \nabla a(\varepsilon \tilde{y})u \cdot \nu_\varepsilon = 0 \quad \text{on } \partial \Omega_\varepsilon, \quad (1.26)$$

where $\Omega_\varepsilon = \Omega/\varepsilon$ and $\Gamma_\varepsilon = \Gamma/\varepsilon$, $\nu_\varepsilon$ is the unit outer normal of $\partial \Omega_\varepsilon$. The remaining part of this paper is devoted to the proof of Theorem 1.1, which will be organized as follows:

1. In Section 2, we will set up a coordinate system in a neighborhood of $\Gamma$. Next we write down the local form of (1.26), especially the differential operators the differential operators $\text{div}(\nabla a(y)u)$ and $\nabla a(y)u \cdot \nu$. This local coordinate system also help us set up the stationary and non-degeneracy conditions for the curve $\Gamma$, see (2.99) and (2.120).

2. We will set up an outline of the proof in Section 3, which involves the gluing procedure from [22], so that we can transform (1.26) into a projected form, see (3.52)-(3.55).

3. In Section 4, we are devoted to the constructing of a local approximate solution in a way that it solves the nonlinear problem locally up to order $O(\varepsilon^2)$.

4. To get a real solution, the well-known infinite dimensional reduction method [22] will be needed in Sections 5-6. In fact, the reduced problem involves a Toda-Jacobi system and inherits the resonance phenomena, which will be handled by complicated Fourier analysis.

2. Geometric preliminaries

In this section, we will set up a coordinate system in a neighborhood of $\Gamma$. This system is similar to the modified Fermi coordinates in [62]. However, some adaptions should be introduced due to the existence of the term $a$ in (1.1), which make the geometric computations much more complicated. The differential operators in (1.1) will be then derived in the local coordinates. The notion of a stationary and non-degenerate curve $\Gamma$ will be also derived in the last part of this section.

2.1. Modified Fermi coordinates.

Recall the assumptions (A1)-(A3) in Section 1 and notation therein. For basic notions of curves, such as the signed curvature, the reader can refer to the book by do Carmo [31].

**Step 1.** Let the natural parameterization of the curve $\Gamma$ be as follows.

$$\gamma_0 : [0, 1] \to \Gamma \subset \bar{\Omega} \subset \mathbb{R}^2.$$

For some small positive number $\sigma_0$, one can make a smooth extension and define the mapping

$$\gamma = (\gamma_1, \gamma_2) : (-\sigma_0, 1 + \sigma_0) \to \mathbb{R}^2,$$

such that

$$\gamma(\bar{\theta}) = \gamma_0(\bar{\theta}), \quad \forall \bar{\theta} \in [0, 1].$$

There holds the Frenet formula

$$\gamma'' = kn \quad \text{and} \quad n' = -k\gamma'$$.  

(2.1)
where \( k, n = (n_1, n_2) \) are the curvature and the normal of \( \gamma \). The relations

\[
|\gamma'_1(\tilde{\theta})|^2 + |\gamma'_2(\tilde{\theta})|^2 = 1, \quad |n_1(\tilde{\theta})|^2 + |n_2(\tilde{\theta})|^2 = 1, \quad \gamma'_1(\tilde{\theta})n_1(\tilde{\theta}) + \gamma'_2(\tilde{\theta})n_2(\tilde{\theta}) = 0, \quad (2.2)
\]

will give that

\[
(\gamma'_1(\tilde{\theta}), \gamma'_2(\tilde{\theta})) = (-n_2(\tilde{\theta}), n_1(\tilde{\theta})), \quad (2.3)
\]

and

\[
-\gamma'_1(\tilde{\theta})n_2(\tilde{\theta}) + \gamma'_2(\tilde{\theta})n_1(\tilde{\theta}) = 1. \quad (2.4)
\]

Choosing \( \delta_0 > 0 \) very small, and setting

\[
\mathcal{S}_1 = (-\delta_0, \delta_0) \times (-\sigma_0, 1 + \sigma_0),
\]

we construct the following mapping

\[
\hat{\Omega} : \mathcal{S}_1 \rightarrow \hat{\Omega}(\mathcal{S}_1) = \Omega_{\delta_0, \sigma_0} \quad \text{with} \quad \hat{\Omega}(\tilde{t}, \tilde{\theta}) = \gamma(\tilde{\theta}) + \tilde{t}n(\tilde{\theta}). \quad (2.5)
\]

Note that \( \hat{\Omega} \) is a diffeomorphism (locally) and \( \hat{\Omega}(0, \tilde{\theta}) = \gamma(\tilde{\theta}) \). By this, we will write the functions \( a_1, a_2 \) in the forms \( a_1(\tilde{t}, \tilde{\theta}) \) and \( a_2(\tilde{t}, \tilde{\theta}) \) and then set

\[
\hat{a}_1(\tilde{\theta}) = \frac{a_1(0, \tilde{\theta})}{\sqrt{|a_1(0, \tilde{\theta})|^2 + |a_2(0, \tilde{\theta})|^2}}, \quad \hat{a}_2(\tilde{\theta}) = \frac{a_2(0, \tilde{\theta})}{\sqrt{|a_1(0, \tilde{\theta})|^2 + |a_2(0, \tilde{\theta})|^2}}. \quad (2.6)
\]

Note that

\[
\hat{a}_1(0) = \hat{a}_2(0) = \hat{a}_1(1) = \hat{a}_2(1) = \frac{1}{\sqrt{2}}, \quad (2.7)
\]

due to the assumptions in (1.5). After that, we construct another mapping

\[
\hat{\mathbb{H}} : \mathcal{S}_1 \rightarrow \hat{\mathbb{H}}(\mathcal{S}_1) = \Omega_{\delta_0, \sigma_0} \quad \text{with} \quad \hat{\mathbb{H}}(\hat{t}, \hat{\theta}) = \gamma(\hat{\theta}) + \hat{t} \left( \hat{a}_1(\hat{\theta})n_1(\hat{\theta}), \hat{a}_2(\hat{\theta})n_2(\hat{\theta}) \right), \quad (2.8)
\]

in such a way that it is a local diffeomorphism and \( \hat{\mathbb{H}}(0, \hat{\theta}) = \gamma(\hat{\theta}) \). This is due to the fact that \( a_1 \) and \( a_2 \) are positive functions.

**Step 2.** Recall \( C_1, C_2 \) given in the assumptions (A1)-(A3) in Section 1 and then denote the preimages

\[
\hat{C}_1 \equiv \hat{\mathbb{H}}^{-1}(C_1) \quad \text{and} \quad \hat{C}_2 \equiv \hat{\mathbb{H}}^{-1}(C_2),
\]

which are two smooth curves in \((\hat{t}, \hat{\theta})\) coordinates of (2.8) and can be parameterized respectively by \((\hat{t}, \hat{\varphi}_1(\hat{t}))\) and \((\hat{t}, \hat{\varphi}_2(\hat{t}))\) for some smooth functions \( \hat{\varphi}_1(\hat{t}) \) and \( \hat{\varphi}_2(\hat{t}) \) with the properties

\[
\hat{\varphi}_1(0) = 0, \quad \hat{\varphi}_2(0) = 1. \quad (2.9)
\]

We define a mapping

\[
\hat{\mathbb{H}} : \mathcal{S}_1 \rightarrow \mathcal{S}_2 \equiv \hat{\mathbb{H}}(\mathcal{S}_1) \subset \mathbb{R}^2,
\]

such that

\[
t = \hat{t}, \quad \theta = \frac{\hat{\theta} - \hat{\varphi}_1(\hat{t})}{\hat{\varphi}_2(\hat{t}) - \hat{\varphi}_1(\hat{t})}.
\]

This transformation will straighten up the curves \( \hat{C}_1 \) and \( \hat{C}_2 \). It is obvious that

\[
\hat{\mathbb{H}}^{-1}(0, \theta) = (0, \theta), \quad \theta \in [0, 1].
\]

Moreover, we have

**Lemma 2.1.** There hold

\[
\hat{\varphi}'_1(0) = 0, \quad \hat{\varphi}'_2(0) = 0, \quad \hat{\varphi}''_1(0) = \hat{k}_1, \quad \hat{\varphi}''_2(0) = \hat{k}_2, \quad (2.10)
\]

where

\[
\hat{k}_1 = \frac{\left( |\hat{a}_1(0)n_1(0)|^2 + |\hat{a}_2(0)n_2(0)|^2 \right)^{3/2}}{\hat{a}_1(0)|n_1(0)|^2 + \hat{a}_2(0)|n_2(0)|^2} k_1 = \frac{1}{2} k_1, \quad (2.11)
\]

\[
\hat{k}_2 = \frac{\left( |\hat{a}_1(1)n_1(1)|^2 + |\hat{a}_2(1)n_2(1)|^2 \right)^{3/2}}{\hat{a}_1(1)|n_1(1)|^2 + \hat{a}_2(1)|n_2(1)|^2} k_2 = \frac{1}{2} k_2, \quad (2.12)
\]
Proof. In fact, the curves can be expressed in the following forms
\[
C_1 : \mathbb{H}(\tilde{t}, \tilde{\varphi}_1(\tilde{t})) = \gamma(\tilde{\varphi}_1(\tilde{t})) + \tilde{t} \left( \tilde{a}_1(\tilde{\varphi}_1(\tilde{t}))n_1(\tilde{\varphi}_1(\tilde{t})), \tilde{a}_2(\tilde{\varphi}_1(\tilde{t}))n_2(\tilde{\varphi}_1(\tilde{t})) \right),
\]
\[
C_2 : \mathbb{H}(\tilde{t}, \tilde{\varphi}_2(\tilde{t})) = \gamma(\tilde{\varphi}_2(\tilde{t})) + \tilde{t} \left( \tilde{a}_1(\tilde{\varphi}_2(\tilde{t}))n_1(\tilde{\varphi}_2(\tilde{t})), \tilde{a}_2(\tilde{\varphi}_2(\tilde{t}))n_2(\tilde{\varphi}_2(\tilde{t})) \right),
\]
\[
\Gamma : \mathbb{H}(\tilde{\theta}) = \gamma(\tilde{\theta}).
\]
It follows that the tangent vectors of \(C_1\) at \(P_1\) can be written as
\[
\frac{dC_1}{dt}\bigg|_{t=0} = \frac{\partial \gamma}{\partial \theta} \bigg|_{\theta = \tilde{\varphi}(0)} \cdot \frac{d\tilde{\varphi}}{dt}\bigg|_{t=0} + \left( \tilde{a}_1(\tilde{\varphi}_1(\tilde{t}))n_1(\tilde{\varphi}_1(\tilde{t})), \tilde{a}_2(\tilde{\varphi}_1(\tilde{t}))n_2(\tilde{\varphi}_1(\tilde{t})) \right)\bigg|_{t=0}
\]
\[
= \gamma'(0) \tilde{\varphi}_1'(0) + (\tilde{a}_1(0)n_1(0), \tilde{a}_2(0)n_2(0)),
\]
and the tangent vector of \(\Gamma\) at \(P_1\) is \(\gamma'(0)\). According to the condition: \(\Gamma \perp \partial \Omega\) at \(P_1\), we have that
\[
\left\langle \frac{dC_1}{dt}\bigg|_{t=0}, \gamma'(0) \right\rangle = 0.
\]
By (2.2) and (2.7), we have
\[
\tilde{a}_1(0)n_1(0)\gamma_1'(0) + \tilde{a}_2(0)n_2(0)\gamma_2'(0) = 0,
\]
and then drive from the above to get
\[
\tilde{\varphi}_1'(0) = 0.
\]
Similarly, we can show \(\tilde{\varphi}_2'(0) = 0\).

The curve \(C_1\) can be expressed in the following form
\[
C_1 : \mathbb{H}(\tilde{t}, \tilde{\varphi}_1(\tilde{t})) = \left( \gamma_1(\tilde{\varphi}_1(\tilde{t})), \gamma_2(\tilde{\varphi}_1(\tilde{t})), \gamma_2(\tilde{\varphi}_1(\tilde{t})), \gamma_1(\tilde{\varphi}_1(\tilde{t})) \right) = (y_1(\tilde{t}), y_2(\tilde{t})).
\]

The calculations
\[
y_1'(\tilde{t}) = \gamma_1'(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \tilde{a}_1(\tilde{\varphi}_1)n_1(\tilde{\varphi}_1) + \tilde{t} \cdot \tilde{a}_1(\tilde{\varphi}_1) \cdot n_1(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \tilde{t} \cdot \tilde{a}_1'(\tilde{\varphi}_1) \cdot n_1(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt},
\]
\[
y_2'(\tilde{t}) = \gamma_2'(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \tilde{a}_2(\tilde{\varphi}_1)n_2(\tilde{\varphi}_1) + \tilde{t} \cdot \tilde{a}_2(\tilde{\varphi}_1) \cdot n_2(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \tilde{t} \cdot \tilde{a}_2'(\tilde{\varphi}_1) \cdot n_2(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt},
\]
and
\[
y''_1(\tilde{t}) = \gamma''_1(\tilde{\varphi}_1) \cdot \left( \frac{d\tilde{\varphi}_1}{dt} \right)^2 + \gamma'_1(\tilde{\varphi}_1) \cdot \frac{d^2\tilde{\varphi}_1}{dt^2} + 2 \tilde{a}_1'(\tilde{\varphi}_1) \cdot n_1(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \left( \frac{d\tilde{\varphi}_1}{dt} \right)^2 + \tilde{t} \cdot \tilde{a}_1''(\tilde{\varphi}_1) \cdot n_1(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt},
\]
\[
y''_2(\tilde{t}) = \gamma''_2(\tilde{\varphi}_1) \cdot \left( \frac{d\tilde{\varphi}_1}{dt} \right)^2 + \gamma'_2(\tilde{\varphi}_1) \cdot \frac{d^2\tilde{\varphi}_1}{dt^2} + 2 \tilde{a}_2'(\tilde{\varphi}_1) \cdot n_2(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt} + \left( \frac{d\tilde{\varphi}_1}{dt} \right)^2 + \tilde{t} \cdot \tilde{a}_2''(\tilde{\varphi}_1) \cdot n_2(\tilde{\varphi}_1) \cdot \frac{d\tilde{\varphi}_1}{dt},
\]
imply that
\[
|y_1'(0)|^2 + |y_2'(0)|^2 = |\tilde{a}_1(0)n_1(0)|^2 + |\tilde{a}_2(0)n_2(0)|^2,
\]
and
\[
y_1'(0) y_2''(0) - y_2'(0) y_2''(0) = (\tilde{a}_1(0)n_1(0) \gamma_1'(0) - \tilde{a}_2(0)n_2(0) \gamma_1'(0)) \tilde{\varphi}_1''(0).
\]
Therefore, the signed curvature of the curve $C_1$ at the point $P_1$ is
\[
k_1 = \frac{y_1''(0)y_2'(0) - y_1'(0)y_2''(0)}{[y_1'(0)^2 + y_2'(0)^2]^{3/2}} = \frac{\tilde{a}_1(0)|n_1(0)|^2 + \tilde{a}_2(0)|n_2(0)|^2}{(|\tilde{a}_1(0)n_1(0)|^2 + |\tilde{a}_2(0)n_2(0)|^2)^{3/2}} \varphi''_1 (0) = 2 \varphi''_1 (0).
\]
Similarly, we can show
\[
k_2 = \frac{\tilde{a}_1(1)|n_1(1)|^2 + \tilde{a}_2(1)|n_2(1)|^2}{(|\tilde{a}_1(1)n_1(1)|^2 + |\tilde{a}_2(1)n_2(1)|^2)^{3/2}} \varphi''_2 (0) = 2 \varphi''_2 (0).
\]

**Step 3.** We define the modified Fermi coordinates
\[
(y_1, y_2) = F(t, \theta) = H \circ \mathbb{H}^{-1}(t, \theta) : (-\delta_0, \delta_0) \times (-\sigma_0, 1 + \sigma_0) \to \mathbb{R}^2
\]
for given small positive constants $\sigma_0$ and $\delta_0$. More precisely, we write $F(t, \theta) = (F_1(t, \theta), F_2(t, \theta))$ with
\[
F_i(t, \theta) = \gamma_i(\Theta(t, \theta)) + t \tilde{a}_i(\Theta(t, \theta))n_i(\Theta(t, \theta)), \quad i = 1, 2,
\]
where
\[
\Theta(t, \theta) = (\tilde{\varphi}_2(t) - \tilde{\varphi}_1(t))\theta + \tilde{\varphi}_1(t).
\]
From (2.9)-(2.12), we have
\[
\Theta(0, \theta) = \theta, \quad \Theta_t(0, \theta) = 0, \quad \Theta_{\theta\theta}(0, \theta) = 1, \quad \Theta_{\theta t}(0, \theta) = 0,
\]
\[
\Theta_{tt}(0, \theta) = (\tilde{k}_2 - \tilde{k}_1)\theta + \tilde{k}_1, \quad \Theta_{t\theta}(0, \theta) = \tilde{k}_2 - \tilde{k}_1.
\]
These imply that
\[
\frac{\partial F_i}{\partial t}(0, \theta) = \tilde{a}_i(\theta)n_i(\theta),
\]
and
\[
\frac{\partial^2 F_i}{\partial t^2}(0, \theta) = \gamma_i'(\theta) \cdot \Theta_{tt}(0, \theta) = (\tilde{k}_2 - \tilde{k}_1)\theta + \tilde{k}_1 \equiv q_i(\theta).
\]
Hence
\[
\Theta_{tt}(0, \theta) = q_1\gamma'_1 + q_2\gamma'_2 = -q_1n_2 + q_2n_1.
\]
Here comes the derivative of third order
\[
\frac{\partial^3 F_i}{\partial t^3}(0, \theta) = \left[\gamma_i''(\theta) \cdot (\Theta_t)^3 + 3\gamma_i''(\theta) \cdot \Theta_t \cdot \Theta_{tt} + \gamma_i'(\theta) \cdot \Theta_{ttt}
\right.
\]
\[
\quad + 3\tilde{a}_i''(\theta)n_i(\theta) \cdot |\Theta_t|^2 + 8\tilde{a}_i'(\theta)n_i(\theta) \cdot |\Theta_t|^2 + 3\tilde{a}_i'(\theta)n_i(\theta) \cdot \Theta_{tt}
\]
\[
\left. + 3\tilde{a}_i(\theta)n_i''(\theta) \cdot |\Theta_t|^2 + 3\tilde{a}_i(\theta)n_i'(\theta) \cdot \Theta_{tt}\right]_{(t, \theta) = (0, \theta)}
\]
\[
= \gamma_i'(\theta) \cdot \Theta_{ttt}(0, \theta) + 3\tilde{a}_i(\theta)n_i(\theta) \cdot \Theta_{ttt}(0, \theta) + 3\tilde{a}_i(\theta)n_i'(\theta) \cdot \Theta_{ttt}(0, \theta)
\]
\[
\equiv m_i(\theta).
\]
These results will be collected in the following way.

**Lemma 2.2.** The mapping $F$ has the following properties:

1. $F(0, \theta) = \gamma(\theta)$, \quad $\frac{\partial F}{\partial t}(0, \theta) = \left(\tilde{a}_1(\theta)n_1(\theta), \tilde{a}_2(\theta)n_2(\theta)\right)$,

2. $\frac{\partial^2 F}{\partial t^2}(0, \theta) = q(\theta)$ with $q(\theta) = (q_1(\theta), q_2(\theta)) \perp n(\theta)$,

3. $\frac{\partial^3 F}{\partial t^3}(0, \theta) = m(\theta)$ with $m(\theta) = (m_1(\theta), m_2(\theta))$.

Here $m_i$’s and $q_i$’s are given in (2.21)-(2.23).

As a conclusion, as $t$ is small enough, there holds the expansion

$$F(t, \theta) = \gamma(\theta) + t \left(\tilde{a}_1(\theta)n_1(\theta), \tilde{a}_2(\theta)n_2(\theta)\right) + \frac{t^2}{2} q(\theta)$$
$$+ \frac{t^3}{6} m(\theta) + O(t^4), \quad \forall \theta \in [0, 1], t \in (-\delta_0, \delta_0),$$

(2.24)

where $\delta_0 > 0$ is a small constant. This gives us that

$$\frac{\partial F}{\partial t}(t, \theta) = \gamma'_1(\theta) + t\tilde{a}_1'(\theta)n_1(\theta) + tk\tilde{a}_1(\theta)\gamma'_1(\theta) + \frac{t^2}{2} q'_1(\theta) + O(t^3),$$

(2.25)

$$\frac{\partial F_1}{\partial \theta}(t, \theta) = -n_2(\theta) + t\tilde{a}_2'(\theta)n_2(\theta) - tk\tilde{a}_1(\theta)\gamma'_2(\theta) + \frac{t^2}{2} q'_2(\theta) + O(t^3),$$

(2.26)

$$\frac{\partial F_2}{\partial \theta}(t, \theta) = n_1(\theta) + t\tilde{a}_1'(\theta)n_1(\theta) - tk\tilde{a}_1(\theta)n_1(\theta) + \frac{t^2}{2} q'_1(\theta) + O(t^3),$$

(2.27)

where we have used (2.3) and the Frenet formula (2.1). Moreover, there hold

$$q'_1(\theta) = \gamma''_1(\theta) \cdot \Theta_{tt}(0, \theta) + \gamma'_1(\theta)\Theta_{tt\theta}(0, \theta),$$

(2.28)

and specially,

$$q'(0) = \gamma''(0)\tilde{k}_1 + \gamma'(0)(\tilde{k}_2 - \tilde{k}_1),$$

$$q'(1) = \gamma''(1)\tilde{k}_2 + \gamma'(1)(\tilde{k}_2 - \tilde{k}_1).$$

2.2. **The metric.** In the local coordinates $(t, \theta)$ in (2.13), here are the preparing computations for the metric matrix:

$$\frac{\partial^2 F}{\partial t^2} = (\tilde{a}_1)^2|n_1|^2 + 2t \tilde{a}_1 n_1 q_1 + t^2 \tilde{a}_1 n_1 m_1 + t^2|q_1|^2 + O(t^3),$$

(2.29)

$$\frac{\partial^2 F}{\partial t \partial \theta} = \tilde{a}_1 n_1 n_2 + t\tilde{a}_1 \tilde{a}_1'|n_1|^2 + tk\tilde{a}_1^2 n_1 n_2 - t q_1 n_2 + \frac{t^2}{2} \tilde{a}_1 q_1 n_1$$
$$+ t^2\tilde{a}_1' q_1 n_1 + t^2 k \tilde{a}_1 q_1 n_2 - \frac{t^2}{2} m_1 n_2 + O(t^3),$$

(2.30)

$$\frac{\partial^2 F}{\partial \theta^2} = \tilde{a}_2 n_2 n_1 + t\tilde{a}_2 \tilde{a}_2'|n_2|^2 - tk\tilde{a}_2^2 n_2 n_1 + t q_2 n_1 + \frac{t^2}{2} \tilde{a}_2 q_2 n_2$$
$$+ t^2\tilde{a}_2' q_2 n_2 - t^2 k \tilde{a}_2 q_2 n_1 + \frac{t^2}{2} m_2 n_1 + O(t^3),$$

(2.31)

$$\frac{\partial^2 F}{\partial \theta \partial \theta} = |n_2|^2 - 2t \tilde{a}_1' n_1 n_2 - 2tk\tilde{a}_1|n_2|^2 - t^2 q_1 n_2 + t^2(\tilde{a}_1')^2|n_1|^2.$$
\[ + 2t^2 k \tilde{a}_1 \tilde{a}_1' n_1 n_2 + t^2 k^2 (\tilde{a}_1')^2 |n_2|^2 + O(t^3), \tag{2.32} \]

and

\[
\frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} = |n_1|^2 + 2t \tilde{a}_2' n_1 n_2 - 2tk \tilde{a}_2 n_1 n_2 + t^2 q_2' n_1 + t^2 (\tilde{a}_2')^2 |n_2|^2
\]

\[ - 2t^2 k \tilde{a}_2 \tilde{a}_2' n_1 n_2 + t^2 k^2 (\tilde{a}_2')^2 |n_1|^2 + O(t^3). \tag{2.33} \]

The elements of the metric matrix are:

\[
g_{11} = \frac{\partial F_1}{\partial t} \frac{\partial F_1}{\partial t} + \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta}
\]

\[= [\tilde{a}_1^2 |n_1|^2 + \tilde{a}_2^2 |n_2|^2] + 2t [\tilde{a}_1 n_1 q_1 + \tilde{a}_2 q_2]
\]

\[+ t^2 [\tilde{a}_1 n_1 m_1 + \tilde{a}_2 n_2 m_2] + t^2 [|q_1|^2 + |q_2|^2] + O(t^3), \tag{2.34} \]

and

\[
g_{12} = \frac{\partial F_1}{\partial t} \frac{\partial F_1}{\partial t} + \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta}
\]

\[= [-\tilde{a}_1 n_1 n_2 + \tilde{a}_2 n_1 n_2] + t [\tilde{a}_1 \tilde{a}_1' |n_1|^2 + \tilde{a}_2 \tilde{a}_2' |n_2|^2] - tk [\tilde{a}_1 \tilde{a}_1 n_1 n_2 + \tilde{a}_2 \tilde{a}_2 n_1 n_2]
\]

\[+ t \left[ -q_1 n_2 + q_2 n_1 \right] + \frac{t^2}{2} [\tilde{a}_1 q_1 n_1 + \tilde{a}_2 q_2 n_2] + t^2 [\tilde{a}_1 q_1 n_1 + \tilde{a}_2 q_2 n_2]
\]

\[= t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] - 2tk [\tilde{a}_1 |n_2|^2 + \tilde{a}_2 |n_1|^2] + t^2 [\tilde{a}_1 q_1 n_1 + \tilde{a}_2 q_2 n_2]
\]

\[+ t^2 k [\tilde{a}_1 q_1 n_1 + \tilde{a}_2 q_2 n_2] + \frac{t^2}{2} [-m_1 n_2 + m_2 n_1] + O(t^3), \tag{2.35} \]

So the determinant of the metric matrix is

\[ g = g_{11} g_{22} - g_{12} g_{12} \]

where

\[
g_{11} g_{22} = [\tilde{a}_1^2 |n_1|^2 + \tilde{a}_2^2 |n_2|^2] + 2t [\tilde{a}_1 n_1 q_1 + \tilde{a}_2 q_2 n_2] + 2t [\tilde{a}_1 |n_1|^2 + \tilde{a}_2^2 |n_2|^2] [\tilde{a}_1' n_1 n_2 + \tilde{a}_2' n_1 n_2]
\]

\[+ 2tk [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_1|^2] \tilde{a}_1^2 |n_1|^2 + \tilde{a}_2^2 |n_2|^2] + t^2 [\tilde{a}_1 n_1 m_1 + \tilde{a}_2 n_2 m_2] + t^2 [\tilde{a}_1 q_1 n_1 + \tilde{a}_2 q_2 n_2]
\]

\[+ 4t^2 [\tilde{a}_1 n_1 q_1 + \tilde{a}_2 q_2 n_2] [\tilde{a}_1' n_1 n_2 + \tilde{a}_2' n_1 n_2] + t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2^2 |n_2|^2] [-q_1' n_2 + q_2' n_1]
\]

\[+ t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] - 4t^2 k [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_1|^2] [\tilde{a}_1 q_1 + \tilde{a}_2 q_2 n_2]
\]

\[+ t^2 k [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] + O(t^3), \tag{2.36} \]

and

\[
g_{12} g_{12} = [-\tilde{a}_1 n_1 n_2 + \tilde{a}_2 n_1 n_2 + 2t [-\tilde{a}_1 n_1 n_2 + \tilde{a}_2 n_2 n_1] \tilde{a}_1' |n_1|^2 + \tilde{a}_2 |n_2|^2]
\]

\[+ 2t [-\tilde{a}_1 n_1 n_2 + \tilde{a}_2 n_2 n_1] [-q_1 n_2 + q_2 n_1] - 2tk [-\tilde{a}_1 n_1 n_2 + \tilde{a}_2 n_2 n_1] [-\tilde{a}_1' n_1 n_2 + \tilde{a}_2' n_2 n_1]
\]

\[+ t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] + 2t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] [-q_1 n_2 + q_2 n_1] + t^2 [-q_1 n_2 + q_2 n_1]^2 \]

\[+ t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] + t^2 [\tilde{a}_1 |n_1|^2 + \tilde{a}_2 |n_2|^2] [\tilde{a}_1 q_1 + \tilde{a}_2 q_2 n_2] \tag{2.37} \]
\[+ t^2 [\hat{a}_1 q_1 n_1 + \hat{a}_2 q_2 n_2] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1) + 2t^2 [\hat{a}_1 q_1 n_1 + \hat{a}_2 q_2 n_2] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1)
+ t^2 [- m_1 n_2 + m_2 n_1] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1) - 2t^2 k [\hat{a}_1 \hat{a}_1' |n_1|^2 + \hat{a}_2 \hat{a}_2' |n_2|^2] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1)
- 2t^2 k [- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1] (- q_1 n_2 + q_2 n_1) - 2t^2 k [- \hat{a}_1 q_1 n_2 + \hat{a}_2 q_2 n_1] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1)
+ t^2 k^2 [- \hat{a}_1 n_1 + \hat{a}_2 n_2] + O(t^3).
\]

We now make a rearrangement of the terms in \( g \) and then consider the following terms.

\section*{Term 1:}
\[
[\hat{a}_1' |n_1|^2 + \hat{a}_2 |n_2|^2] - [- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1]^2 = [\hat{a}_1 |n_1|^2 + \hat{a}_2 |n_2|^2]^2.
\]

\section*{Term 2:}
\[
2t [\hat{a}_1 n_1 q_1 + \hat{a}_2 n_2 q_2] - t [\hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1] [- q_1 n_2 + q_2 n_1]
= 2t [\hat{a}_1 n_1 (1 - |n_2|^2) + \hat{a}_2 n_2 q_2 (1 - |n_1|^2) + \hat{a}_2 q_1 n_1 n_2^2 + \hat{a}_1 q_2 |n_2|^2]
= 2t [\hat{a}_1 n_1 |n_1|^2 + \hat{a}_2 n_2 q_2 |n_2|^2 + \hat{a}_1 q_2 |n_2|^2 + \hat{a}_1 q_2 |n_2|^2]
= 2t [\hat{a}_1 n_1 |n_1|^2 (q_1 n_1 + q_2 n_2) - \hat{a}_2 |n_2|^2 (- q_2 n_2 - q_1 n_1)] = 0,
\]
due to the fact that \( q \bot n \) given in Lemma 2.2.

\section*{Term 3:}
\[
2t [\hat{a}_1' n_1 n_2 + \hat{a}_2' n_1 n_2] [\hat{a}_1' |n_1|^2 + \hat{a}_2' |n_2|^2] - 2t [\hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1] [\hat{a}_1' |n_1|^2 + \hat{a}_2' |n_2|^2]
= 2t [\hat{a}_2' \hat{a}_1 n_1 n_2 |n_1|^3 - \hat{a}_1' \hat{a}_2 n_1 n_2 |n_1|^3 - \hat{a}_1' \hat{a}_2 n_1 n_2 |n_1|^3 - \hat{a}_1 \hat{a}_2' n_1 n_2 |n_2|^3]
= 2t (\hat{a}_2' \hat{a}_1 n_2 - \hat{a}_1' \hat{a}_2 n_2) (\hat{a}_1 |n_1|^2 + \hat{a}_2 |n_2|^2) n_1 n_2.
\]

\section*{Term 4:}
\[
- 2tk [\hat{a}_1 |n_2|^2 + \hat{a}_2 |n_1|^2] [\hat{a}_1' |n_1|^2 + \hat{a}_2' |n_2|^2] + 2tk [\hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1] [- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1]
= - 2tk [\hat{a}_2' \hat{a}_1 |n_1|^2 |n_2|^2 + \hat{a}_1 \hat{a}_2' |n_1|^2 |n_2|^2 + \hat{a}_1 \hat{a}_2' |n_1|^2 |n_2|^2]
= - 2tk \hat{a}_1 \hat{a}_2' [\hat{a}_1 |n_1|^2 + \hat{a}_2 |n_2|^2].
\]

\section*{Term 5:}
\[
t^2 [\hat{a}_1 n_1 m_1 + \hat{a}_2 n_2 m_1] - t^2 [- m_1 n_2 + m_2 n_1] (- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1)
= t^2 [\hat{a}_1 n_1 (1 - |n_2|^2) + \hat{a}_2 n_2 m_2 (1 - |n_1|^2) + \hat{a}_1 m_1 n_1 n_2 + \hat{a}_2 m_1 n_1 n_2]
= t^2 (m_1 n_1 + m_2 n_2) [\hat{a}_1 |n_1|^2 + \hat{a}_2 |n_2|^2].
\]

\section*{Term 6:}
\[
t^2 (|q_1|^2 + |q_2|^2) - t^2 [- q_1 n_2 + q_2 n_1] = t^2 (|q_1|^2 + |q_2|^2) - t^2 (|q_1|^2 |n_2|^2 - 2q_2 q_1 n_1 n_2 + |q_2|^2 |n_1|^2)
= t^2 (|q_1|^2 (1 - |n_2|^2) + |q_2|^2 (1 - |n_1|^2) + 2q_2 q_1 n_1 n_2]
= t^2 (q_1 n_1 + q_2 n_2)^2 = 0,
\]
due to the fact that \( q \bot n \) given in Lemma 2.2.

\section*{Term 7:}
\[
4t^2 [- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1] [\hat{a}_1 q_1 n_1 + \hat{a}_2 q_2 n_2] - 2t^2 [\hat{a}_1 q_1 n_1 + \hat{a}_2 q_2 n_2] [- \hat{a}_1 n_1 n_2 + \hat{a}_2 n_2 n_1]
- 2t^2 [\hat{a}_1' |n_1|^2 + \hat{a}_2' |n_2|^2] [- q_1 n_2 + q_2 n_1]
= t^2 [2\hat{a}_2 \hat{a}_1 n_1 n_2 (q_1 n_1 + q_2 n_2) - 2\hat{a}_1 \hat{a}_2 n_1 n_2 (q_2 n_2 + q_1 n_1)]
\]
where we have used the fact that $q \perp n$ given in Lemma 2.2.

**Term 8:**
\[
-2t^2 \left[ \tilde{\alpha}_1^2 (n_1^2 + \tilde{\alpha}_2^2 n_2^2) \right] \left[ -q_1 n_2 + q_2 n_1 \right] - t^2 \left[ \tilde{\alpha}_1^2 q_1 n_1 + \tilde{\alpha}_2 q_2 n_2 \right] \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 n_2 n_1 \right]
\]
\[
= t^2 \left[ -\tilde{\alpha}_1^2 q_1 n_1^3 + \tilde{\alpha}_2^2 q_2 n_2^3 + \tilde{\alpha}_1^2 q_1 n_1^3 n_2 - \tilde{\alpha}_2^2 q_2 n_2^3 n_2 \right]
\]
\[
= t^2 \left[ \tilde{\alpha}_1^2 q_1 n_1 - \tilde{\alpha}_2 q_2 n_2 \right] \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right].
\]

**Term 9:**
\[
t^2 \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ (\tilde{\alpha}_1^2 n_1^2 + (\tilde{\alpha}_2^2 n_2^2) \right] - t^2 \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 n_2 n_1 \right]
\]
\[
= t^2 \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 n_2 n_1 \right]
\]
\[
= t^2 \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 n_2 n_1 \right]
\]

**Term 10:**
\[
-4t^2 k \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right] \left[ -\tilde{\alpha}_1 q_1 n_1 + \tilde{\alpha}_2 q_2 n_2 \right] + 2t^2 k \left[ -\tilde{\alpha}_1^2 n_1 n_2 + \tilde{\alpha}_2^2 n_2 n_1 \right] \left[ -q_1 n_2 + q_2 n_1 \right]
\]
\[
+ 2t^2 k \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 q_2 n_1 \right] \left[ -\tilde{\alpha}_1 n_1 n_2 + \tilde{\alpha}_2 n_2 n_1 \right]
\]
\[
= -t^2 k \left[ 2\tilde{\alpha}_1^2 q_1 n_1 \left( n_1^2 + n_2^2 \right) + 2\tilde{\alpha}_1^2 q_2 n_2 \left( n_1^2 + n_2^2 \right) \right]
\]
\[
+ 2\tilde{\alpha}_1 q_1 n_1 \left( \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right) + 2\tilde{\alpha}_1 q_2 n_2 \left( \tilde{\alpha}_2 n_1^2 + \tilde{\alpha}_1 n_2^2 \right)
\]
\[
= -t^2 k \left[ 2\tilde{\alpha}_1 \left( q_1 n_1 + q_2 n_2 \right) + 2\tilde{\alpha}_2 \left( q_1 n_1 + q_2 n_2 \right) \right]
\]
\[
= -t^2 k \left[ 2\tilde{\alpha}_1 n_1 + \tilde{\alpha}_2 n_2 \right] \left( \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right)
\]

where we have used the fact that $q \perp n$ given in Lemma 2.2.

**Term 11:**
\[
-2t^2 k \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ -\tilde{\alpha}_1^2 n_1 n_2 + \tilde{\alpha}_2^2 n_2 n_1 \right] + 2t^2 k \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ -\tilde{\alpha}_1^2 n_1 n_2 + \tilde{\alpha}_2^2 n_2 n_1 \right]
\]
\[
= -2t^2 k \left[ -\tilde{\alpha}_1^2 \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_1^2 \tilde{\alpha}_2 n_1^2 \right] + 2\tilde{\alpha}_1 q_1 n_1 \left( \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right) - 2\tilde{\alpha}_2 q_2 n_2 \left( \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right)
\]
\[
= 2t^2 k \left[ \tilde{\alpha}_1 \tilde{\alpha}_2 \tilde{\alpha}_1 - \tilde{\alpha}_2 \tilde{\alpha}_2 \tilde{\alpha}_2 \right] n_1 n_2.
\]

**Term 12:**
\[
t^2 k^2 \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] \left[ \tilde{\alpha}_1^2 n_1^2 + \tilde{\alpha}_2^2 n_2^2 \right] - t^2 k^2 \left[ -\tilde{\alpha}_1^2 n_1 n_2 + \tilde{\alpha}_2^2 n_2 n_1 \right]^2
\]
\[
= t^2 k^2 \left[ \tilde{\alpha}_1^2 \tilde{\alpha}_2^2 \left( n_1^2 + n_2^2 \right)^2 \right] + 2\tilde{\alpha}_1^2 \tilde{\alpha}_2^2 n_1 n_2 \left( n_1^2 + n_2^2 \right)
\]
\[
= t^2 k^2 \left[ \tilde{\alpha}_1^2 \tilde{\alpha}_2^2 \left( n_1^2 + n_2^2 \right)^2 \right] + t^2 k^2 \left[ \tilde{\alpha}_1^2 \tilde{\alpha}_2^2 \right].
\]

Therefore, we obtain that
\[
g = \det(g_{ij}) = g_{11} g_{22} - g_{12} g_{12}
\]
\[
= \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right]^2 + t^2 \left\{ 2\tilde{\alpha}_2 \tilde{\alpha}_1 - \tilde{\alpha}_2 \tilde{\alpha}_2 \right\} \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right] n_1 n_2 - 2k\tilde{\alpha}_1 \tilde{\alpha}_2 \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right]
\]
\[
+ t^2 \left\{ 2\tilde{\alpha}_2 q_1 n_2 - \tilde{\alpha}_1 q_2 n_1 \right\} \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right] + \left[ \tilde{\alpha}_1 q_2 n_1 - \tilde{\alpha}_2 q_1 n_2 \right] \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right]
\]
\[
+ \left( m_1 n_1 + m_2 n_2 \right) \left[ \tilde{\alpha}_1 n_1^2 + \tilde{\alpha}_2 n_2^2 \right] + \left[ \tilde{\alpha}_1 \tilde{\alpha}_2 - \tilde{\alpha}_1 \tilde{\alpha}_2 \right] \left[ n_1^2 \right] n_2^2
\]
\[ + 2k[\tilde{a}_1^2\tilde{a}_1 - \tilde{a}_2^2\tilde{a}_2]n_1n_2 - 2k(\tilde{a}_2q_1n_1 + \tilde{a}_1q_2n_2)\left[\tilde{a}_1|n_1|^2 + \tilde{a}_2|n_2|^2\right] + k^2\tilde{a}_1^2\tilde{a}_2^2 + O(t^3) \]
\[ \equiv h_1(\theta) + \theta h_2(\theta) + t^2h_3(\theta) + O(t^3). \] (2.36)

We now compute the inverse of the metric matrix. By the formula
\[ [1 + at + bt^2 + O(t^3)]^{-1} = 1 - at + (a^2 - b)t^2 + O(t^3), \]
we have
\[ \frac{1}{g} = \frac{1}{h_1} - \frac{h_2}{h_1^2}t + \left[\frac{b_2}{h_1} - \frac{b_3}{h_1^2}\right]t^2 + O(t^3) \]
\[ \equiv \frac{1}{h_1} + g_1t + g_2t^2 + O(t^3). \] (2.37)

Note that if the function has the following asymptotic expansion
\[ f(s) = 1 + as + bs^2 + O(s^3), \quad f(0) = 1, \]
then for \( s \) close to zero
\[ \sqrt{f(s)} = 1 + \frac{a}{2} + \frac{1}{8}\left(b - \frac{1}{4}a^2\right)s^2 + O(s^3). \]

We can get the following formulas
\[ \sqrt{g} = \sqrt{h_1} + \frac{1}{2}\frac{h_2}{\sqrt{h_1}}t + \left[\frac{1}{2}\frac{h_3}{\sqrt{h_1}}t^2 - \frac{1}{8}\frac{b_2}{(\sqrt{h_1})^3}\right] + O(t^3), \] (2.38)
and also
\[ \frac{1}{\sqrt{g}} = \frac{1}{\sqrt{h_1}} - \frac{1}{2}\frac{h_2}{(\sqrt{h_1})^3}t + \left[\frac{3}{8}\frac{b_2}{(\sqrt{h_1})^3} - \frac{1}{2}\frac{h_3}{(\sqrt{h_1})^3}\right]t^2 + O(t^3) \]
\[ \equiv \frac{1}{\sqrt{h_1}} + v_1t + v_2t^2 + O(t^3). \] (2.39)

Whence
\[ g^{12} = \frac{g_{12}}{g} = \frac{1}{h_1}\left[a_1 - \tilde{a}_2\right]n_1n_2 \]
\[ + t\left\{ - \frac{1}{h_1}\left[a_1\tilde{a}_1^*|n_1|^2 + \tilde{a}_2a_2^*|n_2|^2\right] + k\frac{1}{h_1}\left[-\tilde{a}_1^2 + \tilde{a}_2^2\right]n_1n_2 \]
\[ - \frac{1}{h_1}\left[-q_1n_2 + q_2n_1\right] + g_1\left[a_1 - \tilde{a}_2\right]n_1n_2 \}
\[ + t^2\left\{ - \frac{1}{2}\frac{1}{h_1}\left[a_1q_1n_1 + \tilde{a}_2q_2n_2\right] - \frac{1}{h_1}\left[a_1q_1n_1 + \tilde{a}_2q_2n_2\right] + k\frac{1}{h_1}\left[-a_1q_1n_2 + \tilde{a}_2q_2n_1\right] \]
\[ + \frac{1}{2}\frac{1}{h_1}\left[-m_1n_2 + m_2n_1\right] + g_1\left[a_1\tilde{a}_1^*|n_1|^2 + \tilde{a}_2a_2^*|n_2|^2\right] \]
\[ + k\left[-\tilde{a}_1^2 + \tilde{a}_2^2\right]n_1n_2 - g_1\left[-q_1n_2 + q_2n_1\right] + g_2\left[a_1 - \tilde{a}_2\right]n_1n_2 \} + O(t^3) \]
\[ \equiv g_3 + g_4t + g_5t^2 + O(t^3), \] (2.40)

and
\[ g^{22} = \frac{g_{11}}{g} = \frac{1}{h_1}\left[a_1^2|n_1|^2 + \tilde{a}_2^2|n_2|^2\right] + t\left\{ \frac{1}{h_1}\left[a_1^2|q_1|^2 + \tilde{a}_2^2|q_2|^2\right] + \frac{1}{h_1}\left[q_1|n_1|^2 + |q_2|^2\right] \]
\[ + t^2\left\{ \frac{1}{h_1}\left[a_1n_1m_1 + \tilde{a}_2n_2m_2\right] + \frac{1}{h_1}\left[q_1|n_1|^2 + |q_2|^2\right] \]
\[ + 2g_1 (\tilde{a}_1 n_1 q_1 + \tilde{a}_2 n_2 q_2) + g_2 (\tilde{a}_1^2 |n_1|^2 + \tilde{a}_2^2 |n_2|^2) \bigg] + O(t^3) \]
\[ \equiv g_6 + g_7 t + g_8 t^2 + O(t^3). \]  

(2.41)

Similar asymptotic expression holds for the term \(g^{11} = g_{22}/g\).

2.3. Local forms of the differential operators in (1.1).

In this section, we are devoted to presenting the expressions of the differential operators \(\text{div}(\nabla_{a(y)} u)\) and \(\nabla_{a(y)} u \cdot \nu\) in problem (1.1).

**Part 1: the operator** \(\text{div}(\nabla_{a(y)} u)\)

We recall the relation of (2.13) and then have
\[ dy_1 = \frac{\partial F_1}{\partial t} dt + \frac{\partial F_1}{\partial \theta} d\theta, \quad dy_2 = \frac{\partial F_2}{\partial t} dt + \frac{\partial F_2}{\partial \theta} d\theta. \]

This implies that
\[ dt = \frac{1}{\frac{\partial F_1}{\partial t}, \frac{\partial F_2}{\partial t}} \left[ \frac{\partial F_2}{\partial t} dy_1 - \frac{\partial F_1}{\partial t} dy_2 \right], \quad (2.42) \]
\[ d\theta = \frac{1}{\frac{\partial F_1}{\partial \theta}, \frac{\partial F_2}{\partial \theta}} \left[ \frac{\partial F_1}{\partial \theta} dy_2 - \frac{\partial F_2}{\partial \theta} dy_1 \right]. \quad (2.43) \]

On the other hand, there hold
\[ \frac{\partial u}{\partial t} = \frac{\partial u}{\partial y_1} \frac{\partial F_1}{\partial t} + \frac{\partial u}{\partial y_2} \frac{\partial F_2}{\partial t}, \quad \frac{\partial u}{\partial \theta} = \frac{\partial u}{\partial y_1} \frac{\partial F_1}{\partial \theta} + \frac{\partial u}{\partial y_2} \frac{\partial F_2}{\partial \theta}, \quad (2.44) \]
which give that
\[ \frac{\partial u}{\partial y_1} = \frac{\partial u}{\partial \theta} \left[ \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial \theta} + \frac{\partial F_2}{\partial \theta} \frac{\partial F_1}{\partial \theta} \right] \]
\[ \frac{\partial u}{\partial y_2} = \frac{\partial u}{\partial \theta} \left[ \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial \theta} + \frac{\partial F_2}{\partial \theta} \frac{\partial F_1}{\partial \theta} \right] \]
\[ (2.45) \]
\[ (2.46) \]

We now compute
\[ \nabla_{a(y)} u = a_1 \frac{\partial u}{\partial y_1} \frac{\partial}{\partial y_1} + a_2 \frac{\partial u}{\partial y_2} \frac{\partial}{\partial y_2} \]
\[ = a_1 \frac{\partial u}{\partial y_1} \left[ \frac{\partial t}{\partial y_1} + \frac{\partial \theta}{\partial y_1} \frac{\partial}{\partial \theta} \right] + a_2 \frac{\partial u}{\partial y_2} \left[ \frac{\partial t}{\partial y_2} + \frac{\partial \theta}{\partial y_2} \frac{\partial}{\partial \theta} \right] \]
\[ (2.47) \]
By substituting (2.42), (2.43), (2.45) and (2.46) in (2.47), we obtain
\[ \nabla_{a(y)} u = -\frac{1}{g} \left[ a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta} \right] \frac{\partial u}{\partial \theta} \frac{\partial}{\partial \theta} - \frac{1}{g} \left[ a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta} \right] \frac{\partial u}{\partial \theta} \frac{\partial}{\partial \theta} \]
\[ (2.48) \]

Furthermore, by setting
\[ g^{11} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta} \]
\[ (2.49) \]
\[ g^{21} = g^{12} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta} \]
\[ (2.50) \]
\[ g^{22} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial \theta} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial \theta} \]
\[ (2.51) \]
the definition of div operator will give that
\[
\text{div}(\nabla_a u) = \frac{1}{\sqrt{g}} \frac{\partial}{\partial t} \left[ \frac{1}{\sqrt{g}} g^{11} \frac{\partial u}{\partial t} \right] - \frac{1}{\sqrt{g}} \frac{\partial}{\partial \theta} \left[ \frac{1}{\sqrt{g}} g^{12} \frac{\partial u}{\partial \theta} \right] \\
- \frac{1}{\sqrt{g}} \frac{\partial}{\partial \theta} \left[ \frac{1}{\sqrt{g}} g^{21} \frac{\partial u}{\partial \theta} \right] + \frac{1}{\sqrt{g}} \frac{\partial}{\partial \theta} \left[ \frac{1}{\sqrt{g}} g^{22} \frac{\partial u}{\partial \theta} \right].
\]
(2.52)

Here are the computations of all coefficients in (2.52). By using the Taylor expansion
\[
a_i(t, \theta) = a_i(0, \theta) + t \partial_t a_i(0, \theta) + \frac{t^2}{2} \partial_{tt} a_i(0, \theta) + O(t^3), \quad \forall \theta \in [0, 1], \ t \in (-\delta_0, \delta_0),
\]
and recalling (2.29)-(2.32), we obtain
\[
\tilde{g}^{11} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial t} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial t} \\
= a_1 \left[ n_1|n_1|^2 \right] + 2a_2 \left[ n_2|n_1|^2 - 2tk\tilde{a}_2 n_1 + t^2|n_2|^2 \right] + O(t^2)
\]
(2.53)

Similarly, there hold
\[
\tilde{g}^{12} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial t} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial t} \\
= a_1 \left[ \tilde{a}_2 n_2 n_1 + t\tilde{a}_2 |n_2|^2 \right] + a_2 \left[ \tilde{a}_1 n_1 n_2 - 2k \tilde{a}_2 n_1 + t^2 |n_2|^2 \right] + O(t^2)
\]
(2.54)

and
\[
\tilde{g}^{22} = a_1 \frac{\partial F_2}{\partial \theta} \frac{\partial F_2}{\partial t} + a_2 \frac{\partial F_1}{\partial \theta} \frac{\partial F_1}{\partial t}
\]
\[\begin{align*}
&= a_1 \left[ 2 t \tilde{a}_2 n_2 q_2 + t^2 \tilde{a}_2 n_2 m_2 + t^2 |q_2|^2 \right] \\
&\quad + a_2 \left[ 2 t \tilde{a}_1 n_1 q_1 + t^2 \tilde{a}_1 n_1 m_1 + t^2 |q_1|^2 \right] + O(t^3) \\
&= \left[ a_1(0, \theta) \tilde{a}_2^2 |n_2|^2 + a_2(0, \theta) \tilde{a}_1^2 |n_1|^2 \right] + t \left\{ 2 a_1(0, \theta) \tilde{a}_2 n_2 q_2 + 2 a_2(0, \theta) \tilde{a}_1 n_1 q_1 \\
&\quad + \partial_t a_1(0, \theta) \tilde{a}_2^2 |n_2|^2 + \partial_t a_2(0, \theta) \tilde{a}_1^2 |n_1|^2 \right\} + O(t^3) \\
&= w_0 + t w_1 + O(t^2). \quad (2.56)
\end{align*}\]

By recalling (2.37)-(2.39) and (2.54)-(2.56), we can obtain that

\[\begin{align*}
\frac{\tilde{g}_{11}}{g} &= \left[ \frac{1}{b_1} + g_1 t + g_2 t^2 + O(t^3) \right] \times \left[ f_0 + t f_1 + t^2 f_2 + O(t^3) \right] \\
&= \frac{1}{b_1} f_0 + t \frac{1}{b_1} f_1 + t g_1 f_0 + t^2 \frac{1}{b_1} f_2 + t^2 g_1 f_1 + t^2 g_2 f_0 + O(t^3), \\
\frac{\tilde{g}_{11}}{\sqrt{g}} &= \left[ \frac{1}{b_1} + r_1 t + r_2 t^2 + O(t^3) \right] \times \left[ f_0 + t f_1 + t^2 f_2 + O(t^3) \right] \\
&= \frac{1}{b_1} f_0 + t \frac{1}{b_1} f_1 + t r_1 f_0 + t^2 \frac{1}{b_1} f_2 + t^2 r_1 f_1 + t^2 r_2 f_0 + O(t^3), \\
\frac{\tilde{g}_{22}}{g} &= \left[ \frac{1}{b_1} + g_1 t + g_2 t^2 + O(t^3) \right] \times \left[ w_0 + t w_1 + O(t^2) \right] \\
&= \frac{1}{b_1} w_0 + t \frac{1}{b_1} w_1 + t g_1 w_0 + O(t^2), \\
\frac{\tilde{g}_{22}}{\sqrt{g}} &= \left[ \frac{1}{b_1} + r_1 t + r_2 t^2 + O(t^3) \right] \times \left[ w_0 + t w_1 + O(t^2) \right] \\
&= \frac{1}{b_1} w_0 + t \frac{1}{b_1} w_1 + t r_1 w_0 + O(t^2), \\
\frac{\tilde{g}_{12}}{g} &= \left[ \frac{1}{b_1} + g_1 t + g_2 t^2 + O(t^3) \right] \times \left[ t l_1 + O(t^2) \right] = \frac{1}{b_1} l_1 + O(t^2), \\
\frac{\tilde{g}_{12}}{\sqrt{g}} &= \left[ \frac{1}{b_1} + r_1 t + r_2 t^2 + O(t^3) \right] \times \left[ t l_1 + O(t^2) \right] = \frac{1}{b_1} l_1 + O(t^2). \\
\end{align*}\]

Then, there hold

\[\begin{align*}
\partial_t \left[ \frac{1}{\sqrt{g}} \tilde{g}_{12} \right] &= \frac{1}{\sqrt{b_1}} l_1 + O(t), \\
\partial_\theta \left[ \frac{1}{\sqrt{g}} \tilde{g}_{12} \right] &= t \left[ \frac{1}{\sqrt{b_1}} l_1 \right] + O(t^2),
\end{align*}\]

and

\[\begin{align*}
\partial_t \left[ \frac{1}{\sqrt{g}} \tilde{g}_{11} \right] &= \frac{1}{\sqrt{b_1}} f_1 + r_1 f_0 + 2 t \frac{1}{\sqrt{b_1}} f_2 + 2 t r_1 f_1 + 2 t r_2 f_0 + O(t^2), \\
\partial_\theta \left[ \frac{1}{\sqrt{g}} \tilde{g}_{22} \right] &= \left[ \frac{1}{\sqrt{b_1}} w_0 \right] + t \left[ \frac{1}{\sqrt{b_1}} w_1 \right] + t \left[ r_1 w_0 \right] + O(t^2).
\end{align*}\]

Combining the expression of \((\sqrt{g})^{-1}\) as in (2.39), we can obtain that

\[\frac{1}{\sqrt{g}} \partial_t \left[ \frac{1}{\sqrt{g}} \tilde{g}_{12} \right] = \left[ \frac{1}{\sqrt{b_1}} + r_1 t + r_2 t^2 + O(t^3) \right] \times \left[ \frac{1}{\sqrt{b_1}} l_1 + O(t) \right] = \frac{1}{b_1} l_1 + O(t),\]
\[
\frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{12} \right) = \left[ \frac{1}{\sqrt{f_1}} + \nu_1 t + \nu_2 t^2 + O(t^3) \right] \times \left[ t \left( \frac{1}{\sqrt{f_1}} h_1 \right)' + O(t^2) \right] = t \frac{1}{\sqrt{f_1}} \left[ \frac{1}{\sqrt{f_1}} l_1 \right]' + O(t^2),
\]
and
\[
\frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{11} \right) = \frac{1}{h_1} f_1 + \nu_1 \frac{1}{\sqrt{f_1}} f_0 + 2t \frac{1}{\sqrt{f_1}} f_2 + 3t^2 \frac{1}{\sqrt{f_1}} \nu_1 f_1 + 2t \frac{1}{\sqrt{f_1}} \nu_2 f_0 + \nu_1 \nu_1 f_0 + O(t^2),
\]
\[
\frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{22} \right) = t \frac{1}{\sqrt{f_1}} \left[ \frac{1}{\sqrt{f_1}} w_0 \right]' + t \frac{1}{\sqrt{f_1}} \left[ \frac{1}{\sqrt{f_1}} w_1 \right]' + t \frac{1}{\sqrt{f_1}} \left[ \nu_1 w_0 \right]' + \nu_1 \left[ \frac{1}{\sqrt{f_1}} w_0 \right]' + O(t^2).
\]

**Notation 1:** By collecting all the computations in the above, we set the following conventions.

\[
h_1(\theta) = \frac{f_0(\theta)}{h_1(\theta)} = \frac{|a_1(0, \theta)|^2 + |a_2(0, \theta)|^2}{a_1(0, \theta)|n_1(\theta)|^2 + a_2(0, \theta)|n_2(\theta)|^2}, \quad (2.57)
\]

\[
h_2(\theta) = \frac{w_0(\theta)}{h_1(\theta)} = \frac{a_1(0, \theta)a_2(0, \theta)}{a_1(0, \theta)|n_1(\theta)|^2 + a_2(0, \theta)|n_2(\theta)|^2}, \quad (2.58)
\]

\[
h_3(\theta) = \frac{1}{h_1} f_1 + \nu_1 \frac{1}{\sqrt{f_1}} f_0 = \frac{1}{h_1} f_1 - \frac{1}{2 h_1^2} f_0, \quad h_4(\theta) = \frac{1}{\sqrt{f_1}} \left[ \frac{1}{\sqrt{f_1}} w_0 \right]' - \frac{1}{h_1} l_1, \quad (2.59)
\]

\[
h_5(\theta) = 2 \frac{1}{h_1} f_2 + 3 \nu_1 \frac{1}{\sqrt{f_1}} f_1 + 2 \nu_2 \frac{1}{\sqrt{f_1}} f_0 + \nu_1 \nu_1 f_0 - \frac{1}{\sqrt{f_1}} \left[ \frac{1}{\sqrt{f_1}} l_1 \right]', \quad (2.60)
\]

\[
h_6(\theta) = -2 \frac{1}{h_1} f_1, \quad h_7(\theta) = \frac{1}{h_1} f_2 + g_1 f_1 + g_2 f_0 = \frac{1}{h_1} f_2 - \frac{h_1^2}{h_1^2} f_1 + \left[ \frac{h_2^2}{h_1^2} - \frac{h_3^2}{h_1^2} \right] f_0, \quad (2.61)
\]

\[
h_8(\theta) = \frac{1}{h_1} f_1 + g_1 f_0 = \frac{1}{h_1} f_1 - \frac{h_2}{h_1^2} f_0. \quad (2.62)
\]

Hence, the term \( \text{div}(\nabla_{a(y)} u) \) in (2.52) has the following form in the modified Fermi coordinate system

\[
\text{div}(\nabla_{a(y)} u) = \frac{\tilde{g}^{11}}{g} u_{tt} + \frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{11} \right) u_t - \frac{2 \tilde{g}^{12}}{g} u_{\theta \theta} - \frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{12} \right) u_\theta
\]

\[
- \frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{22} \right) u_t + \frac{\tilde{g}^{22}}{g} u_{\theta \theta} + \frac{1}{\sqrt{g}} \partial_\theta \left( \frac{1}{\sqrt{g}} g^{22} \right) u_\theta
\]

\[
= h_1(\theta) u_{tt} + h_2(\theta) u_{\theta \theta} + h_3(\theta) u_t + h_4(\theta) u_\theta + \tilde{B}_1(u) + \tilde{B}_0(u), \quad (2.63)
\]

where

\[
\tilde{B}_1(u) = h_5(\theta) t u_t + h_6(\theta) t u_\theta + h_7(\theta) t^2 u_{tt} + h_8(\theta) t u_t,
\]

and

\[
\tilde{B}_0(u) = h_9(t, \theta) t u_{\theta \theta} + h_{10}(t, \theta) t^2 u_{\theta \theta} + h_{11}(t, \theta) t^2 u_{tt} + h_{12}(t, \theta) t u_\theta.
\]

Here, \( h_9, \ldots, h_{12} \) are smooth functions.

**Part 2: the operator** \( \nabla_{a(y)} u \cdot \nu \)

We finally show the local expression of \( \nabla_{a(y)} u \cdot \nu \) in (1.1). Suppose that, in the local coordinates \((t, \theta)\) of (2.13), the unit outer normal of \( \partial \Omega \) is expressed in the form

\[
\nu = \sigma_1 \frac{\partial F}{\partial t} + \sigma_2 \frac{\partial F}{\partial \theta}.
\]

If \( \theta = 0 \) or \( \theta = 1 \), the expression of \( F(t, \theta) \) in (2.13) gives the curves \( C_1 \) or \( C_2 \). We then have

\[
\langle \partial F / \partial t, \nu \rangle = 0 \quad \text{at} \quad \theta = 0, 1.
\]
Combining above two equations, one can get

$$\sigma_2 \neq 0, \quad \frac{\partial F}{\partial \theta} \neq 0, \quad \text{and} \quad \sigma_1 g_{11} + \sigma_2 g_{12} = 0.$$ 

On the other hand, \(\langle \nu, \nu \rangle = 1\), that is

$$\left\langle \sigma_1 \frac{\partial F}{\partial t} + \sigma_2 \frac{\partial F}{\partial \theta}, \sigma_1 \frac{\partial F}{\partial t} + \sigma_2 \frac{\partial F}{\partial \theta} \right\rangle = 1,$$

which implies that

$$\sigma_1^2 g_{11} + \sigma_2^2 g_{22} + 2 \sigma_1 \sigma_2 g_{12} = 1.$$

Combining above two equations, one can get

$$\sigma_1 = \frac{\pm \sqrt{g_{11}^2}}{\sqrt{g_{22}}}, \quad \sigma_2 = \pm \sqrt{g_{22}}.$$

By choosing the sign "+" and using (2.40)-(2.41), it is easy to check that

$$\sigma_1 = \left[ g_3 + g_4 t + g_5 t^2 + O(t^3) \right] \times \left\{ \frac{1}{g_6} - \frac{g_7 t}{g_6^2} \left( \frac{1}{2} \frac{g_8}{g_6} - \frac{g_9}{g_6} \right) t^2 + O(t^3) \right\}$$

$$= \frac{g_3}{g_6} + t \left[ \frac{g_4}{g_6} - \frac{g_7 g_3}{g_6^2} \right] + t^2 \left[ \frac{g_5}{g_6} - \frac{g_7 g_4}{g_6^2} + g_3 g_5 \right] + O(t^3)$$

$$= u_1(\theta) + t u_2(\theta) + t^2 u_3(\theta) + O(t^4),$$

and

$$\sigma_2 = \sqrt{g_{22}} = \sqrt{g_6} + \frac{g_7}{2 \sqrt{g_6}} t + \frac{1}{2} \left( \frac{g_8}{\sqrt{g_6}} - \frac{1}{4} \frac{g_8^2}{g_6} \right) t^2 + O(t^3)$$

$$= u_4(\theta) + t u_5(\theta) + t^2 u_6(\theta) + O(t^4).$$

In the modified Fermi coordinates \((t, \theta)\) in (2.13), the normal derivative \(\nabla_{\alpha(y)} u \cdot \nu\) has a local form as follows

$$\nabla_{\alpha(y)} u \cdot \nu = \left( a_1(y) \frac{\partial u}{\partial y_1} \right) \left( a_2(y) \frac{\partial u}{\partial y_2} \right) \left( \sigma_1 \frac{\partial F_1}{\partial t} + \sigma_2 \frac{\partial F_1}{\partial \theta}, \sigma_1 \frac{\partial F_2}{\partial t} + \sigma_2 \frac{\partial F_2}{\partial \theta} \right)$$

$$= a_1(y) \frac{\partial u}{\partial y_1} \left( \sigma_1 \frac{\partial F_1}{\partial t} + \sigma_2 \frac{\partial F_1}{\partial \theta} \right) + a_2(y) \frac{\partial u}{\partial y_2} \left( \sigma_1 \frac{\partial F_2}{\partial t} + \sigma_2 \frac{\partial F_2}{\partial \theta} \right)$$

$$= a_1(y) \frac{1}{\sqrt{g}} \left[ \frac{\partial u}{\partial F_1} \frac{\partial F_1}{\partial \theta} - \frac{\partial u}{\partial F_2} \frac{\partial F_2}{\partial \theta} \right] \left( \sigma_1 \frac{\partial F_1}{\partial t} + \sigma_2 \frac{\partial F_2}{\partial t} \right)$$

$$+ a_2(y) \frac{1}{\sqrt{g}} \left[ \frac{\partial u}{\partial F_1} \frac{\partial F_1}{\partial t} - \frac{\partial u}{\partial F_2} \frac{\partial F_2}{\partial t} \right] \left( \sigma_1 \frac{\partial F_1}{\partial \theta} + \sigma_2 \frac{\partial F_2}{\partial \theta} \right)$$

$$= \frac{\sigma_1}{\sqrt{g}} \left[ a_1(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_2(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} \right] \frac{\partial u}{\partial t} + \frac{\sigma_2}{\sqrt{g}} \left[ a_1(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} - a_2(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} \right] \frac{\partial u}{\partial \theta}$$

According to the expressions of \(\frac{\partial F_1}{\partial t}\) and \(\frac{\partial F_2}{\partial \theta}\) as in (2.25)-(2.27), it is easy to derive that

$$\frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial t} = \tilde{a}_1 \tilde{a}_2 n_1 n_2 + t (\tilde{a}_2 q_1 n_2 + \tilde{a}_1 q_2 n_1) + t^2 q_1 q_2 + \frac{t^2}{2} (\tilde{a}_2 m_1 n_2 + \tilde{a}_1 m_2 n_1) + O(t^3),$$

$$\frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial \theta} = -n_1 n_2 + t (-\tilde{a}_2^2 n_2^2 + \tilde{a}_1 |n_1|^2) + t k (\tilde{a}_1 + \tilde{a}_2) n_1 n_2 + \frac{t^2}{2} (-q_2^2 n_2 + q_1^2 n_1)$$

$$+ t^2 \tilde{a}_1^2 \tilde{a}_2 n_1 n_2 - t^2 k (\tilde{a}_1^2 \tilde{a}_2 |n_1|^2 - \tilde{a}_1 \tilde{a}_2^2 |n_2|^2) - t^2 k^2 \tilde{a}_1 \tilde{a}_2 n_1 n_2 + O(t^3).$$
and
\[
\frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} = \tilde{a}_1|n_1|^2 + t\tilde{a}_1\tilde{a}_2'n_1n_2 - tk\tilde{a}_1\tilde{a}_2|n_1|^2 + tq_1n_1 + t^2q_1\tilde{a}_2n_2
\]
\[- t^2k\tilde{a}_2q_1n_1 + \frac{t^2}{2}\tilde{a}_1n_1q_2' + \frac{t^2}{2}m_1n_1 + O(t^3),
\]
(2.70)
\[
\frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} = -\tilde{a}_2|n_2|^2 + t\tilde{a}_1\tilde{a}_2'n_1n_2 + tk\tilde{a}_1\tilde{a}_2|n_2|^2 - tq_2n_2 + t^2\tilde{a}_1'n_1q_2
\]
\[+ t^2k\tilde{a}_1q_2n_2 + \frac{t^2}{2}\tilde{a}_2n_2q_1' - \frac{t^2}{2}m_2n_2 + O(t^3).
\]
(2.71)

By using the Taylor expansion of \(a_i(y)\) as in (2.53) and (2.68)-(2.71), it is easy to derive that
\[
a_1(y)\frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_2(y)\frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t}
\]
\[= a_1(y)[\tilde{a}_1|n_1|^2 + t\tilde{a}_1\tilde{a}_2'n_1n_2 - tk\tilde{a}_1\tilde{a}_2|n_1|^2 + tq_1n_1 + O(t^2)]
\[- a_2(y)[-\tilde{a}_2|n_2|^2 + t\tilde{a}_1\tilde{a}_2'n_2n_2 + tk\tilde{a}_1\tilde{a}_2|n_2|^2 - tq_2n_2 + O(t^2)]
\[= [a_1(0,\theta)\tilde{a}_1|n_1|^2 + a_2(0,\theta)\tilde{a}_2|n_2|^2]
\[+ t\left\{a_1(0,\theta)\tilde{a}_1\tilde{a}_2'n_1n_2 - a_2(0,\theta)\tilde{a}_1\tilde{a}_2'n_2n_2
\]
\[- k[a_1(0,\theta)\tilde{a}_1\tilde{a}_2|n_1|^2 - a_2(0,\theta)\tilde{a}_1\tilde{a}_2|n_2|^2 + [a_1(0,\theta)q_1n_1 + a_2(0,\theta)q_2n_2]
\[+ [\partial_\theta a_1(0,\theta)\tilde{a}_1|n_1|^2 + \partial_\theta a_2(0,\theta)\tilde{a}_2|n_2|^2] \right\} + O(t^2)
\]
\[= p_1(\theta) + tp_2(\theta) + O(t^2),
\]
(2.72)

\[
a_1(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} - a_2(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta}
\]
\[= [a_1(y) - a_2(y)] \times [\tilde{a}_1|n_1|^2 - \tilde{a}_2'|n_2|^2 + t\tilde{a}_1\tilde{a}_2|n_1|^2] + t\tilde{a}_1\tilde{a}_2|n_2|^2 + t^2\tilde{a}_1\tilde{a}_2'n_1n_2 + O(t^3)
\[+ t^2k(\tilde{a}_1\tilde{a}_2|n_1|^2 - \tilde{a}_1\tilde{a}_2|n_2|^2) - t^2k^2\tilde{a}_1\tilde{a}_2'n_1n_2 + O(t^3)
\[= -[a_1(0,\theta) - a_2(0,\theta)]|n_1n_2
\]
\[+ t\left\{[a_1(0,\theta) - a_2(0,\theta)](-\tilde{a}_2'|n_2|^2 + \tilde{a}_1'||n_1|^2)
\]
\[+ k[a_1(0,\theta) - a_2(0,\theta)](\tilde{a}_1 + \tilde{a}_2)n_1n_2 - [\partial_\theta a_1(0,\theta) - \partial_\theta a_2(0,\theta)]n_1n_2
\]
\[+ t^2\left\{\frac{1}{2}[a_1(0,\theta) - a_2(0,\theta)](q'_1n_1 - q'_2n_2) + [a_1(0,\theta) - a_2(0,\theta)]\tilde{a}_1\tilde{a}_2'n_1n_2
\]
\[+ k[a_1(0,\theta) - a_2(0,\theta)](\tilde{a}_1\tilde{a}_2|n_1|^2 - \tilde{a}_1\tilde{a}_2|n_2|^2) - k^2[a_1(0,\theta) - a_2(0,\theta)]\tilde{a}_1\tilde{a}_2'n_1n_2
\]
\[+ [\partial_\theta a_1(0,\theta) - \partial_\theta a_2(0,\theta)](-\tilde{a}_2'|n_2|^2 + \tilde{a}_1'|n_1|^2)
\]
\[+ k[\partial_\theta a_1(0,\theta) - \partial_\theta a_2(0,\theta)](\tilde{a}_1 + \tilde{a}_2)n_1n_2 \right\} + O(t^3)
\]
\[= p_3(\theta) + tp_4(\theta) + t^2p_5(\theta) + O(t^3),
\]
(2.73)

\[
a_2(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_1(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} = [a_1(0,\theta) - a_2(0,\theta)]\tilde{a}_1\tilde{a}_2'n_1n_2
\]
\[ t \left\{ \left[ a_1(0, \theta) - a_2(0, \theta) \right] (\tilde{a}_2 q_1 n_2 + \tilde{a}_1 q_2 n_1) \\
+ \left[ \partial_\theta a_1(0, \theta) - \partial_\theta a_2(0, \theta) \right] \tilde{a}_1 \tilde{a}_2 n_1 n_2 \right\} + O(t^2) \]
\[ \equiv p_6(\theta) + t p_7(\theta) + O(t^2), \] (2.74)

and
\[ a_2(y) \frac{\partial F_1}{\partial \theta} - a_1(y) \frac{\partial F_1}{\partial \theta} = a_2(y) [\tilde{a}_1 |n_1|^2 + t \tilde{a}_1 \tilde{a}_2 n_1 n_2 - tk \tilde{a}_2 |n_1|^2 + t q_1 n_1 + t^2 \tilde{a}_2 n_1 q_1 \\
- t^2 k \tilde{a}_2 q_1 n_1 + t^2 \tilde{a}_1 n_1 q_2 + t^2 m_1 n_1 + O(t^3)] \\
- a_1(y) [\tilde{a}_2 |n_2|^2 + t \tilde{a}_1 \tilde{a}_2 n_1 n_2 + tk \tilde{a}_1 \tilde{a}_2 |n_2|^2 - t q_2 n_2 + t^2 \tilde{a}_1 n_1 q_2 \\
+ t^2 k \tilde{a}_1 q_2 n_2 + t^2 \tilde{a}_2 n_2 q_1 - t^2 m_2 n_2 + O(t^3)] \\
= \left[ a_2(0, \theta) \tilde{a}_1 |n_1|^2 + a_1(0, \theta) \tilde{a}_2 |n_2|^2 \right] \\
+ t \left\{ \left[ \partial_\theta a_2(0, \theta) \tilde{a}_1 |n_1|^2 + \partial_\theta a_1(0, \theta) \tilde{a}_2 |n_2|^2 \right] + \left[ a_2(0, \theta) \tilde{a}_1 \tilde{a}_2 - a_1(0, \theta) \tilde{a}_1 \tilde{a}_2 \right] n_1 n_2 \\
- k \left[ a_2(0, \theta) \tilde{a}_1 \tilde{a}_2 |n_1|^2 + a_1(0, \theta) \tilde{a}_1 \tilde{a}_2 |n_2|^2 \right] + \left[ a_2(0, \theta) q_1 n_1 + a_1(0, \theta) q_2 n_2 \right]\right\} \\
+ t^2 \left\{ \left[ \partial_\theta a_2(0, \theta) \tilde{a}_1 \tilde{a}_2 - \partial_\theta a_1(0, \theta) \tilde{a}_1 \tilde{a}_2 \right] n_1 n_2 \\
- k \left[ \partial_\theta a_2(0, \theta) \tilde{a}_1 \tilde{a}_2 |n_1|^2 + \partial_\theta a_1(0, \theta) \tilde{a}_1 \tilde{a}_2 |n_2|^2 \right] + \left[ \partial_\theta a_2(0, \theta) q_1 n_1 + \partial_\theta a_1(0, \theta) q_2 n_2 \right] \\
+ \left[ a_2(0, \theta) \tilde{a}_1 q_2 n_1 - a_1(0, \theta) \tilde{a}_2 q_1 n_2 \right] + \left[ a_2(0, \theta) q_1 n_1 - a_1(0, \theta) q_2 n_2 \right] \right\} + O(t^3) \\
\equiv p_8(\theta) + t p_9(\theta) + t^2 p_{10}(\theta) + O(t^3). \] (2.75)

On the other hand, by recalling (2.39), (2.66) and (2.67), we can obtain that
\[ \frac{1}{\sqrt{g}} \sigma_1 = \left[ \frac{1}{\sqrt{\eta_1}} + r_1 t + r_3 t^2 + O(t^3) \right] \times \left[ \eta_1(\theta) + t \eta_2(\theta) + t^2 \eta_3(\theta) + O(t^3) \right] \\
= \frac{1}{\sqrt{\eta_1}} \eta_1(\theta) + t r_1 \eta_1(\theta) + t \frac{1}{\sqrt{\eta_1}} \eta_2(\theta) + t^2 \left[ r_1 \eta_2(\theta) + \frac{1}{\sqrt{\eta_1}} \eta_3(\theta) + \epsilon_1 \eta_1(\theta) \right] + O(t^3) \\
\equiv \frac{1}{\sqrt{\eta_1}} \eta_1(\theta) + t r_1 \eta_1(\theta) + t \frac{1}{\sqrt{\eta_1}} \eta_2(\theta) + t^2 \epsilon_1 + O(t^3), \]

\[ \frac{1}{\sqrt{g}} \sigma_2 = \left[ \frac{1}{\sqrt{\eta_1}} + r_1 t + r_3 t^2 + O(t^3) \right] \times \left[ \eta_4(\theta) + t \eta_5(\theta) + t^2 \eta_6(\theta) + O(t^3) \right] \\
= \frac{1}{\sqrt{\eta_1}} \eta_4(\theta) + t r_1 \eta_4(\theta) + t \frac{1}{\sqrt{\eta_1}} \eta_5(\theta) + t^2 \left[ r_1 \eta_4(\theta) + \eta_5(\theta) \epsilon_1 + \frac{1}{\sqrt{\eta_1}} \eta_6(\theta) \right] + O(t^3) \\
\equiv \frac{1}{\sqrt{\eta_1}} \eta_4(\theta) + t r_1 \eta_4(\theta) + t \frac{1}{\sqrt{\eta_1}} \eta_5(\theta) + t^2 \epsilon_2 + O(t^3). \]
Therefore, we obtain that
\[
\frac{1}{\sqrt{g}} \left[ a_1(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_2(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} \right] u_t + \frac{1}{\sqrt{g}} \left[ a_1(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_2(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} \right] u_t = \left[ \frac{1}{\sqrt{b_1}} \eta_1(\theta) + \tau_1 \eta_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_2(\theta) + t^2 \xi_1 + O(t^3) \right] \left[ p_1(\theta) + t p_2(\theta) + O(t^2) \right] u_t
\]
\[
+ \left[ \frac{1}{\sqrt{b_1}} \eta_4(\theta) + \tau_1 \eta_4(\theta) + \frac{1}{\sqrt{b_1}} \eta_5(\theta) + t^2 \xi_2 + O(t^3) \right] \left[ p_3(\theta) + t p_4(\theta) + t^2 p_5(\theta) + O(t^3) \right] u_t
\]
\[
= \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_1(\theta) u_t + \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_3(\theta) u_t
\]
\[
+ \left[ \tau_1 \eta_1(\theta) p_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_2(\theta) p_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_2(\theta)
\]
\[
+ \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_4(\theta) + \tau_1 \eta_4(\theta) p_3(\theta) + \frac{1}{\sqrt{b_1}} \eta_5(\theta) p_3(\theta) \right] t u_t + b_1(\theta) t^2 u_t + O(t^3),
\]
and
\[
\frac{1}{\sqrt{g}} \left[ a_2(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_1(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} \right] u_\theta + \frac{1}{\sqrt{g}} \left[ a_2(y) \frac{\partial F_1}{\partial t} \frac{\partial F_2}{\partial \theta} - a_1(y) \frac{\partial F_1}{\partial \theta} \frac{\partial F_2}{\partial t} \right] u_\theta = \left[ \frac{1}{\sqrt{b_1}} \eta_1(\theta) + \tau_1 \eta_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_2(\theta) + t^2 \xi_1 + O(t^3) \right] \left[ p_6(\theta) + t p_7(\theta) + O(t^2) \right] u_\theta
\]
\[
+ \left[ \frac{1}{\sqrt{b_1}} \eta_4(\theta) + \tau_1 \eta_4(\theta) + \frac{1}{\sqrt{b_1}} \eta_5(\theta) + t^2 \xi_2 + O(t^3) \right] \left[ p_8(\theta) + t p_9(\theta) + t^2 p_{10}(\theta) + O(t^3) \right] u_\theta
\]
\[
= \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_6(\theta) u_\theta + \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_8(\theta) u_\theta + b_3(\theta) t u_\theta + b_2(\theta) t^2 u_\theta + O(t^3).
\]
Whence, the terms in \( \nabla a(y) u \cdot \nu \) will be rearranged in the form
\[
\nabla a(y) u \cdot \nu = \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_1(\theta) u_t + \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_3(\theta) u_t + \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_6(\theta) u_\theta + \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_8(\theta) u_\theta
\]
\[
+ \left[ \tau_1 \eta_1(\theta) p_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_2(\theta) p_1(\theta) + \frac{1}{\sqrt{b_1}} \eta_1(\theta) p_2(\theta)
\]
\[
+ \frac{1}{\sqrt{b_1}} \eta_4(\theta) p_4(\theta) + \tau_1 \eta_4(\theta) p_3(\theta) + \frac{1}{\sqrt{b_1}} \eta_5(\theta) p_3(\theta) \right] t u_t
\]
\[
+ b_3(\theta) t u_\theta + b_1(\theta) t^2 u_t + b_2(\theta) t^2 u_\theta + O(t^3).
\]
More precisely, we shall derive the boundary operator in the following way. According to (2.7), we can obtain that
\[
\eta_1(0) = \eta_1(1) = 0, \quad p_3(0) = p_3(1) = 0.
\]
For \( \theta = 0 \), the boundary operator becomes
\[
b_1 u_\theta + b_2 t u_t + b_3 t^2 u_t + b_4 t u_\theta + b_5 t^2 u_\theta + \bar{D}_0^\theta(u), \tag{2.76}
\]
where
\[
b_1 = \frac{1}{\sqrt{b_1(0)}} \eta_1(0) p_8(0), \quad b_2 = \frac{1}{\sqrt{b_1(0)}} \left[ \eta_4(0) p_4(0) + \eta_2(0) p_1(0) \right], \tag{2.77}
\]
\[
b_3 = b_1(0), \quad b_4 = b_3(0), \quad b_5 = b_2(0), \quad \bar{D}_0^\theta(u) = \sigma_3(t) u_t + \sigma_4(t) u_\theta. \tag{2.78}
\]
On the other hand, for $\theta = 1$, it has the form
\[ b_6 u_\theta + b_7 t u_t + b_8 t^2 u_t + b_9 t u_\theta + b_{10} t^2 u_\theta + D_0^1(u), \] (2.79)
with the notation
\[ b_6 = \frac{1}{\sqrt{b_1(1)}} p_4(1), \quad b_7 = \frac{1}{\sqrt{b_1(1)}} [p_4(1) + p_2(1)], \] (2.80)
\[ b_8 = b_1(1), \quad b_9 = b_3(1), \quad b_{10} = b_2(1), \quad D_0^1(u) = \sigma_5(t) u_t + \sigma_6(t) u_\theta. \] (2.81)

In the above, the functions $\sigma_3, \ldots, \sigma_6$ are smooth functions of $t$ with the properties
\[ |\sigma_i(t)| \leq C|t|^3, \quad i = 3, 4, 5, 6. \]

### 2.4. Stationary and non-degenerate curves.

In the following, for a simple smooth curve $\Gamma$ connecting the boundary $\partial \Omega$, we will make precisely the notion of a non-degenerate geodesic with respect to the metric $d\sigma^2 = V^{2\sigma}(y) [a_2(y)dy_1^2 + a_1(y)dy_2^2]$. Consider the deformation of $\Gamma$ in the form
\[ \Gamma_t(\theta) = (\Gamma_{t1}(\theta), \Gamma_{t2}(\theta)) : \gamma(\Theta(t(\theta), \theta)) + t(\theta) \left( \tilde{a}_1(\theta)n_1(\Theta(t(\theta), \theta)), \tilde{a}_2(\theta)n_2(\Theta(t(\theta), \theta)) \right), \] (2.82)
where $\theta \in [0, 1]$ and $t$ is a smooth function of $\theta$ with small $L_\infty$-norm. Note that the end points of $\Gamma_t$ stay on $\partial \Omega$. We denote $a_1(F(t, \theta)), a_2(F(t, \theta))$ and $V(F(t, \theta))$ as $a_1(t, \theta), a_2(t, \theta), V(t, \theta)$. The weighted length of the curve $\Gamma_t$ is given by the functional of $t$
\[ J(t) = \int_0^1 V^\sigma(\Gamma_t(\theta)) \sqrt{a_2(\Gamma_t(\theta)) |\Gamma_{t1}(\theta)|^2 + a_1(\Gamma_t(\theta)) |\Gamma_{t2}(\theta)|^2} \, d\theta \]
(2.83)
where we have denoted
\[ W(t(\theta)) = \left( \Theta(t(\theta), \theta) t(\theta) \Theta(\theta(\theta), \theta) \right)^2 \]
\[ \times \left\{ [1 - k(\theta) t(\theta) \tilde{a}_1]^2 a_2(\Gamma_t(\theta)) |\gamma_1'(\Theta(t(\theta), \theta))|^2 \right. \]
\[ \left. + [1 - k(\theta) t(\theta) \tilde{a}_2]^2 a_1(\Gamma_t(\theta)) |\gamma_2'(\Theta(t(\theta), \theta))|^2 \right\} \]
\[ + |t'|^2 \left[ a_2(\Gamma_t(\theta)) |\tilde{a}_1(\theta)|^2 n_1(\Theta(t(\theta), \theta))|^2 + a_1(\Gamma_t(\theta)) |\tilde{a}_2(\theta)|^2 n_2(\Theta(t(\theta), \theta))|^2 \right] \]
\[ + 2t(\theta) t'(\theta) \left[ a_2(\Gamma_t(\theta)) \tilde{a}_1(\theta) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta))|^2 + a_1(\Gamma_t(\theta)) \tilde{a}_2(\theta) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta))|^2 \right] \]
\[ + |t'|^2 \left[ a_2(\Gamma_t(\theta)) |\tilde{a}_1'(\theta)|^2 n_1(\Theta(t(\theta), \theta))|^2 + a_1(\Gamma_t(\theta)) |\tilde{a}_2'(\theta)|^2 n_2(\Theta(t(\theta), \theta))|^2 \right] \]
\[ + 2t(\theta) \left( \Theta(t(\theta), \theta) t'(\theta) + \Theta(\theta(t(\theta), \theta) \right) \]
\[ \times \left\{ [1 - k(\theta) t(\theta) \tilde{a}_1] a_2(\Gamma_t(\theta)) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta)) \gamma_1'(\Theta(t(\theta), \theta)) \right. \]
\[ \left. + [1 - k(\theta) t(\theta) \tilde{a}_2] a_1(\Gamma_t(\theta)) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta)) \gamma_2'(\Theta(t(\theta), \theta)) \right\} \]
\[ + 2t(\theta) \left( \Theta(t(\theta), \theta) t'(\theta) + \Theta(\theta(t(\theta), \theta) \right) \]
\[ \times \left\{ [1 - k(\theta) t(\theta) \tilde{a}_1] a_2(\Gamma_t(\theta)) \tilde{a}_1'(\theta) n_1(\Theta(t(\theta), \theta)) \gamma_1'(\Theta(t(\theta), \theta)) \right. \]
\[ + \left[ 1 - k(\theta) t(\theta) \tilde{a}_2 \right] a_1 (\Gamma_1(\theta)) a_2 (\theta) n_2 (\Theta(t(\theta), \theta)) \gamma'_2 (\Theta(t(\theta), \theta)) \right) \right] \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \right) \r
\[
+ 2t'(\theta) t(\theta) \left\{ \partial_2 a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) \tilde{a}_1'(\theta) \right\} n_1(\Theta(t(\theta), \theta)) + a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) \tilde{a}_1'(\theta) 2n_1(\Theta(t(\theta), \theta)) n_1'(\Theta(t(\theta), \Theta(t(\theta))) \\
+ a_1 (\Gamma(t(\theta))) \tilde{a}_2(\theta) \tilde{a}_2'(\theta) 2n_2(\Theta(t(\theta), \theta)) n_2'(\Theta(t(\theta), \theta)) \Theta_i(t(\theta)) \right\} h,
\]

(2.89)

\[
\mathcal{W}_4(t(\theta))[h] = 2t(\theta) \left\{ a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta))^2 + a_1 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta))^2 \right\} h \\
+ |t(\theta)|^2 \left\{ \partial_2 a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta))^2 + a_1 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta))^2 \right\} h \\
+ a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta)) n_1'(\Theta(t(\theta), \Theta(t(\theta))) \Theta_i(t(\theta), \theta) \\
+ a_1 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta)) n_2'(\Theta(t(\theta), \Theta(t(\theta))) \Theta_i(t(\theta), \theta) \right\} h,
\]

(2.90)

\[
\mathcal{W}_5(t(\theta))[h] = 2 \left\{ \Theta_i(t(\theta), \theta) t'(\theta) + \Theta_\theta(t(\theta), \theta) \right\} \\
\times \left\{ 1 - k(\theta) t(\theta) \tilde{a}_1 \right\} a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta)) \gamma_1(\Theta(t(\theta), \theta)) \\
+ a_2 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta)) \gamma_2(\Theta(t(\theta), \theta)) \Theta_i(t(\theta), \theta) \\
+ 2t'(\theta) \left\{ \Theta_i(t(\theta), \theta) t'(\theta) h + \Theta_\theta(t(\theta), \theta) h' + \Theta_{\theta\theta}(t(\theta), \theta) h \right\} \\
\times \left\{ 1 - k(\theta) t(\theta) \tilde{a}_1 \right\} a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta)) \gamma_1(\Theta(t(\theta), \theta)) \\
+ a_2 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta)) \gamma_2(\Theta(t(\theta), \theta)) \Theta_i(t(\theta), \theta) \\
= 2t'(\theta) \left\{ \Theta_i(t(\theta), \theta) t'(\theta) h + \Theta_\theta(t(\theta), \theta) h' + \Theta_{\theta\theta}(t(\theta), \theta) h \right\}
\]

(2.91)

and

\[
\mathcal{W}_6(t(\theta))[h] = 2 \left\{ \Theta_i(t(\theta), \theta) t'(\theta) + \Theta_\theta(t(\theta), \theta) \right\} \\
\times \left\{ 1 - k(\theta) t(\theta) \tilde{a}_1 \right\} a_2 (\Gamma(t(\theta))) \tilde{a}_1(\theta) n_1(\Theta(t(\theta), \theta)) \gamma_1(\Theta(t(\theta), \theta)) \\
+ a_2 (\Gamma(t(\theta))) \tilde{a}_2(\theta) n_2(\Theta(t(\theta), \theta)) \gamma_2(\Theta(t(\theta), \theta)) \Theta_i(t(\theta), \theta) \\
+ 2t'(\theta) \left\{ \Theta_i(t(\theta), \theta) t'(\theta) h + \Theta_\theta(t(\theta), \theta) h' + \Theta_{\theta\theta}(t(\theta), \theta) h \right\}
\]

(2.92)
\[ + 2t(\theta) \left( \Theta_{tt}(t(\theta), \theta) \cdot \theta' \right) h + \Theta_{t}(t(\theta), \theta) h' + \Theta_{\theta}(t(\theta), \theta) h \right) \\
\times \left\{ \left[ 1 - k(t(\theta) \cdot \tilde{a}_1 \cdot a_2 \left( \Gamma_{t}(\theta) \right) \cdot \tilde{a}_1'(\theta) \cdot n_1 \left( \Theta(t(\theta), \theta) \right) \right] \right. \\
\left. + \left[ 1 - k(t(\theta) \cdot \tilde{a}_2 \cdot a_1 \left( \Gamma_{t}(\theta) \right) \cdot \tilde{a}_2'(\theta) \cdot n_2 \left( \Theta(t(\theta), \theta) \right) \right] \right\} \right\} h. \tag{2.92} \]

By substituting the relations in (2.16)-(2.17) into (2.87)-(2.92), we get
\[ W(0) = a_2(0, \theta) \left| n_1 \right|^2 + a_2(0, \theta) \left| n_2 \right|^2 = f_0(\theta), \tag{2.93} \]
\[ W_1(0)[h] = -2k \left[ \tilde{a}_1 a_2(0, \theta) \left| n_2 \right|^2 + \tilde{a}_2 a_1(0, \theta) \left| n_1 \right|^2 \right] h \]
\[ + \left[ \partial_t a_2(0, \theta) \left| n_2 \right|^2 + \partial_t a_1(0, \theta) \left| n_1 \right|^2 \right] h, \tag{2.94} \]
\[ W_2(0)[h] = 0, \quad W_3(0)[h] = 0, \quad W_4(0)[h] = 0, \tag{2.95} \]
\[ W_5(0)[h] = 2h' \left[ - a_2(0, \theta) \tilde{a}_1(\theta) + a_1(0, \theta) \tilde{a}_2(\theta) \right] n_1 n_2 = 0, \tag{2.96} \]
\[ W_6(0)[h] = 2h \left[ - a_2(0, \theta) \tilde{a}_1'(\theta) + a_1(0, \theta) \tilde{a}_2'(\theta) \right] n_1 n_2. \tag{2.97} \]

From the definitions of \( f_1 \) as in (2.54), we know that
\[ W_1(0)[h] + W_2(0)[h] + W_3(0)[h] + W_4(0)[h] + W_5(0)[h] + W_6(0)[h] = f_1. \]

The above computations give that
\[ \mathcal{J}'(0)[h] = \int_0^1 \left\{ \frac{\sigma V_1(0, \theta)}{V^{1-\sigma}(0, \theta)} \cdot \sqrt{f_0} + \frac{1}{2} \cdot \frac{V^\sigma(0, \theta)}{\sqrt{f_0}} f_1 \right\} h \, d\theta. \tag{2.98} \]

The curve \( \Gamma \) is said to be stationary with respect to the weighted length in (2.83) if the first variation of \( \mathcal{J} \) at \( t = 0 \) is equal to zero. That is, for any smooth function \( h(\theta) \) defined at \( [0, 1] \) there holds
\[ \mathcal{J}'(0)[h] = 0. \]

This is equivalent to the relation
\[ \frac{\sigma V_1(0, \theta)}{V^{1-\sigma}(0, \theta)} \cdot \sqrt{f_0} + \frac{1}{2} \cdot \frac{f_1}{\sqrt{f_0}} V^\sigma(0, \theta) = 0, \quad \forall \theta \in (0, 1), \tag{2.99} \]
where \( f_0 \) and \( f_1 \) are given in (2.54). Specially, if the parameter \( \sigma \) in (2.83) is \( \frac{p+1}{p-1} - \frac{1}{2} \), then (2.99) has the form
\[ \left( \frac{p+1}{p-1} - \frac{1}{2} \right) V_1(0, \theta) \cdot \sqrt{f_0} + \frac{1}{2} \cdot \frac{V(0, \theta)}{\sqrt{f_0}} f_1 = 0, \quad \forall \theta \in (0, 1), \tag{2.100} \]
i.e.,
\[
k = \frac{a_1(0, \theta) \tilde{a}_2 n_1 n_2 - a_2(0, \theta) \tilde{a}_1 n_1 n_2}{a_1(0, \theta) \tilde{a}_2 |n_1|^2 + a_2(0, \theta) \tilde{a}_1 |n_2|^2} + \frac{1}{2} \frac{\partial_t a_1(0, \theta) |n_1|^2 + \partial_t a_2(0, \theta) |n_2|^2}{a_1(0, \theta) \tilde{a}_2 |n_1|^2 + a_2(0, \theta) \tilde{a}_1 |n_2|^2} + \frac{\sigma V_t(0, \theta)}{V(0, \theta)} \frac{a_1(0, \theta) |n_1|^2 + a_2(0, \theta) |n_2|^2}{a_1(0, \theta) \tilde{a}_2 |n_1|^2 + a_2(0, \theta) \tilde{a}_1 |n_2|^2}, \quad \forall \theta \in (0, 1).
\]

(2.101)

**Step 2.** We now consider the second variation of \( \mathcal{J} \)
\[
\mathcal{J}''(0)[h, f] = \frac{d}{ds} \mathcal{J}'(0 + sf)[h] \bigg|_{s=0} = \frac{d}{ds} \mathcal{J}'(0)[h] \bigg|_{s=0} = \frac{d}{ds} \mathcal{J}(0)[h] \bigg|_{s=0} = \int_0^1 \left[ \frac{\sigma V_t(0, \theta)}{V^{1-\sigma}(0, \theta)} + \frac{\sigma(\sigma - 1)}{V^{2-\sigma}(0, \theta)} \right] \mathcal{W}(0) h f d\theta
\]
\[
+ \frac{\sigma}{2} \int_0^1 \frac{V_t(0, \theta) h}{V^{1-\sigma}(0, \theta)} \frac{1}{\mathcal{W}(0)} \frac{d}{ds} \mathcal{W}(sf) \bigg|_{s=0} d\theta
\]
\[
+ \frac{\sigma}{2} \int_0^1 \frac{V_t(0, \theta) f}{V^{1-\sigma}(0, \theta)} \frac{1}{\mathcal{W}(0)} \frac{d}{ds} \mathcal{W}(sh) \bigg|_{s=0} d\theta
\]
\[
- \frac{1}{4} \int_0^1 \frac{V^\sigma(0, \theta)}{\mathcal{W}(0)} \frac{d}{ds} \mathcal{W}(sf) \bigg|_{s=0} \frac{d}{ds} \mathcal{W}(sh) \bigg|_{s=0} d\theta
\]
\[
+ \frac{1}{4} \int_0^1 \frac{V^\sigma(0, \theta)}{\mathcal{W}(0)} \frac{d}{ds} \left[ \sum_{i=1}^6 \mathcal{W}_i(sf)[h] \right] \bigg|_{s=0} d\theta.
\]

(2.102)

From the definitions of \( \mathcal{W}(f) \) and \( f_1 \) in (2.84), (2.54), we can obtain that
\[
\frac{d}{ds} \mathcal{W}(sf) \bigg|_{s=0} = -2k \left[ a_2(0, \theta) \tilde{a}_1 |n_2|^2 + a_1(0, \theta) \tilde{a}_2 |n_1|^2 \right] f + \left[ \partial_t a_2(0, \theta) |n_2|^2 + \partial_t a_1(0, \theta) |n_1|^2 \right] f
\]
\[
+ 2 \left[ a_2(0, \theta) \tilde{a}_1 n_1 \gamma_1' + a_1(0, \theta) \tilde{a}_2 n_2 \gamma_2' \right] f' + 2 \left[ a_2(0, \theta) \tilde{a}_1 n_1 \gamma_1'' + a_1(0, \theta) \tilde{a}_2 n_2 \gamma_2'' \right] f
\]
\[
= -2k \left[ a_2(0, \theta) \tilde{a}_1 |n_2|^2 + a_1(0, \theta) \tilde{a}_2 |n_1|^2 \right] f + \left[ \partial_t a_2(0, \theta) |n_2|^2 + \partial_t a_1(0, \theta) |n_1|^2 \right] f
\]
\[
+ 2 \left[ - a_2(0, \theta) \tilde{a}_1' + a_1(0, \theta) \tilde{a}_2' \right] n_1 n_2 f
\]
\[
= f_1 f.
\]

Moreover,
\[
\frac{d}{ds} \mathcal{W}(sh) \bigg|_{s=0} = f_1 h, \quad \frac{d}{ds} \mathcal{W}(sf) \bigg|_{s=0} \frac{d}{ds} \mathcal{W}(sh) \bigg|_{s=0} = f_1^2 h f.
\]

On the other hand, we use (2.87)-(2.92) together with the relations in (2.16)-(2.17) to derive the following
\[
\frac{d}{ds} \mathcal{W}_1(sf)[h] \bigg|_{s=0} = 2k \left[ a_2(0, \theta) \tilde{a}_1 |n_2|^2 + a_1(0, \theta) \tilde{a}_2 |n_1|^2 \right] f h - 4k \left[ \partial_t a_2(0, \theta) \tilde{a}_1 |n_2|^2 + \partial_t a_1(0, \theta) \tilde{a}_2 |n_1|^2 \right] f h
\]
\[
+ 2 \left[ \Theta_{tt}(0, \theta) f' h + \Theta_{tt}(0, \theta) f h' + \Theta_{tt}(0, \theta) f' h + \Theta_{tt}(0, \theta) f h \right] \left[ a_2(0, \theta) |n_2|^2 + a_1(0, \theta) |n_1|^2 \right]
\]
\[
+ \left[ \partial_t a_2(0, \theta) |n_2|^2 + \partial_t a_1(0, \theta) |n_1|^2 \right] f h + 2 \Theta_{tt}(0, \theta) \left[ a_2(0, \theta) \gamma_1'' + a_1(0, \theta) \gamma_2'' \right] f h,
\]

(2.103)

\[
\frac{d}{ds} \mathcal{W}_2(sf)[h] \bigg|_{s=0} = 2 f' h' \left[ a_1(0, \theta) \tilde{a}_2 |n_2|^2 + a_2(0, \theta) \tilde{a}_1 |n_1|^2 \right] = 2 f' h' \mathbf{w}_0,
\]

(2.104)

\[
\frac{d}{ds} \mathcal{W}_3(sf)[h] \bigg|_{s=0} = 2 \left( h f' + h f' \right) \left[ a_2(0, \theta) \tilde{a}_1 |n_1|^2 + a_1(0, \theta) \tilde{a}_2 |n_2|^2 \right],
\]

(2.105)
\[
\frac{d}{ds} \mathcal{W}_4(sf)[h] \bigg|_{s=0} = 2fh \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right], 
\]
\[
\frac{d}{ds} \mathcal{W}_5(sf)[h] \bigg|_{s=0} = -2k \left( h f' + h' f \right) \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] 
+ 2h f' + h' f \left[ \partial_t a_2(0, \theta) \bar{a}_1' n_1 + \partial_t a_1(0, \theta) \bar{a}_2' n_2 \right] 
= -2k \left( h f' + h' f \right) \left[ -a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] n_1 n_2 
+ 2(h f' + h' f) \left[ -\partial_t a_2(0, \theta) \bar{a}_1 + \partial_t a_1(0, \theta) \bar{a}_2 \right] n_1 n_2, 
\]
and
\[
\frac{d}{ds} \mathcal{W}_6(sf)[h] \bigg|_{s=0} = -4k \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] f h 
+ 4 \left[ \partial_t a_2(0, \theta) \bar{a}_1' n_1 + \partial_t a_1(0, \theta) \bar{a}_2' n_2 \right] f h 
= -4k \left[ -a_2(0, \theta) \bar{a}_1' + a_1(0, \theta) \bar{a}_2' \right] n_1 n_2 f h 
+ 4 \left[ -\partial_t a_2(0, \theta) \bar{a}_1 + \partial_t a_1(0, \theta) \bar{a}_2 \right] n_1 n_2 f h, 
\]
where \( \mathfrak{w}_0 \) is given in (2.56). Hence, we obtain
\[
\left. \frac{d}{ds} \left[ \sum_{i=1}^{6} \mathcal{W}_i(sf)[h] \right] \right|_{s=0} 
= \left\{ -4k \left[ -a_2(0, \theta) \bar{a}_1' + a_1(0, \theta) \bar{a}_2' \right] n_1 n_2 
+ 4 \left[ -\partial_t a_2(0, \theta) \bar{a}_1' + \partial_t a_1(0, \theta) \bar{a}_2' \right] n_1 n_2 
+ 2 \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] 
+ 2k \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] 
- 4k \left[ \partial_t a_2(0, \theta) \bar{a}_1' n_1 + \partial_t a_1(0, \theta) \bar{a}_2' n_2 \right] 
+ 2 \left[ a_2(0, \theta) \bar{a}_1' \right] \Theta_{tt}(0, \theta) + 2k \left[ a_2(0, \theta) \bar{a}_1' n_1 + a_1(0, \theta) \bar{a}_2' n_2 \right] 
- 2k \left[ -a_2(0, \theta) \bar{a}_1' + a_1(0, \theta) \bar{a}_2' \right] n_1 n_2 
+ 2 \left[ -\partial_t a_2(0, \theta) \bar{a}_1 + \partial_t a_1(0, \theta) \bar{a}_2 \right] n_1 n_2 \right\} f h + f' \mathfrak{w}_0 
\equiv f_3 f h + f_4(f' h + f h') + 2f' h' \mathfrak{w}_0. 
\]

The combinations of the above computations together with (2.93)-(2.97) will give that
\[
\mathcal{J}''(h, f) = \int_0^1 \left[ \frac{\sigma V_{tt}(0, \theta)}{V^{1-\sigma}(0, \theta)} + \frac{\sigma(\sigma - 1) V_t(0, \theta)}{V^{2-\sigma}(0, \theta)} \right] \sqrt{t_0} f h d\theta 
+ \sigma \int_0^1 \frac{V_t(0, \theta)}{V^{1-\sigma}(0, \theta)} \frac{1}{\sqrt{t_0}} f h d\theta - \frac{1}{4} \int_0^1 \frac{V^\sigma(0, \theta)}{V^{1/3}} f h d\theta 
+ \frac{1}{2} \int_0^1 \frac{V^\sigma(0, \theta)}{V^{1/3}} \left[ f_3 f h + f_4(f' h + f h') + 2f' h' \mathfrak{w}_0 \right] \bigg|_{s=0} d\theta. 
\]

**Notation 2:** By recalling \( \mathfrak{w}_0, t_1 \) and \( f_0, f_2, f_3 \) in (2.56), (2.55) and (2.54), we introduce following functions:
\[ \mathcal{H}_1(\theta) = \frac{V^\sigma(0, \theta)}{\sqrt{f_0}} w_0, \quad (2.111) \]

\[ \mathcal{H}_2(\theta) = \frac{V^\sigma(0, \theta)}{2\sqrt{f_0}} \left\{ 2[a_2(0, \theta)|n_2|^2 + a_1(0, \theta)|n_1|^2] + 2[a_2(0, \theta)a_1a_1'|n_1|^2 + a_1(0, \theta)a_2a_2'|n_2|^2] \\
- 2k\left[ -a_2(0, \theta)a_1'|^2 + a_1(0, \theta)|a_2|^2 |n_1|^2 \right] + 2\left[ -\partial_\theta a_2(0, \theta)a_1 + \partial_\theta a_1(0, \theta)a_2 \right] |n_1|^2 \right\} \\
= \frac{V^\sigma(0, \theta)}{\sqrt{f_0}} \left\{ f_1 - \left[ a_1(0, \theta)n_1q_2 + a_2(0, \theta)n_2q_1 \right] + \left[ a_2(0, \theta)|n_2|^2 + a_1(0, \theta)|n_1|^2 \right] \Theta_{tt}(0, \theta) \right\} \\
= \frac{V^\sigma(0, \theta)}{\sqrt{f_0}} f_1, \quad (2.112) \]

and

\[ \mathcal{H}_3(\theta) = \frac{V^\sigma(0, \theta)}{2\sqrt{f_0}} \left\{ -4k \left[ a_1(0, \theta)a_2a_2' - a_2(0, \theta)a_1a_1' \right] |n_1|^2 + 4\left[ \partial_\theta a_1(0, \theta)a_2' - \partial_\theta a_2(0, \theta)a_1' \right] |n_2|^2 \right\} \\
+ 2\left[ a_2(0, \theta)a_1'|^2 |n_1|^2 + a_1(0, \theta)|a_2|^2 |n_2|^2 \right] + 2k^2 \left[ a_2(0, \theta)a_1 |n_2|^2 + a_1(0, \theta)a_2 |n_1|^2 \right] \\
- 4k \left[ \partial_\theta a_2(0, \theta)a_1 |n_2|^2 + \partial_\theta a_1(0, \theta)a_2 |n_1|^2 \right] + \left[ \partial_\theta a_2(0, \theta)|n_2|^2 + \partial_\theta a_1(0, \theta)|n_1|^2 \right] \\
+ 2\Theta_{tttt}(0, \theta) \left[ a_2(0, \theta)|n_2|^2 + a_1(0, \theta)|n_1|^2 \right] \\
+ 2\Theta_{ttt}(0, \theta) \left[ a_2(0, \theta)\gamma_1' \gamma_1'' + a_1(0, \theta)\gamma_2' \gamma_2'' \right] \right\} \\
+ \left[ \frac{\sigma V_{ttt}(0, \theta)}{V^{1-\sigma}(0, \theta)} + \frac{\sigma(\sigma - 1)|V_t(0, \theta)|^2}{V^{2-\sigma}(0, \theta)} \right] \sqrt{f_0} + \frac{\sigma}{V^{1-\sigma}(0, \theta)} \frac{1}{\sqrt{f_0}} f_1 - \frac{V^\sigma(0, \theta)}{4 (\sqrt{f_0})^3} f_1^2 \\
= \frac{V^\sigma(0, \theta)}{2\sqrt{f_0}} \left\{ 2f_2 - \left[ a_1(0, \theta)n_1q_2' - a_2(0, \theta)n_2q_1' \right] + 2\Theta_{tttt}(0, \theta) \left[ a_2(0, \theta)|n_2|^2 + a_1(0, \theta)|n_1|^2 \right] \\
+ 2\Theta_{ttt}(0, \theta) \left[ a_2(0, \theta)\gamma_1' \gamma_1'' + a_1(0, \theta)\gamma_2' \gamma_2'' \right] \right\} \\
+ \left[ \frac{\sigma V_{ttt}(0, \theta)}{V^{1-\sigma}(0, \theta)} + \frac{\sigma(\sigma - 1)|V_t(0, \theta)|^2}{V^{2-\sigma}(0, \theta)} \right] \sqrt{f_0} + \frac{\sigma}{V^{1-\sigma}(0, \theta)} \frac{1}{\sqrt{f_0}} f_1 - \frac{V^\sigma(0, \theta)}{4 (\sqrt{f_0})^3} f_1^2 \\
= \frac{V^\sigma(0, \theta)}{\sqrt{f_0}} f_2 + \left[ \frac{\sigma V_{ttt}(0, \theta)}{V^{1-\sigma}(0, \theta)} + \frac{\sigma(\sigma - 1)|V_t(0, \theta)|^2}{V^{2-\sigma}(0, \theta)} \right] \sqrt{f_0} \\
+ \frac{\sigma}{V^{1-\sigma}(0, \theta)} \frac{1}{\sqrt{f_0}} f_1 - \frac{V^\sigma(0, \theta)}{4 (\sqrt{f_0})^3} f_1^2. \quad (2.113) \]

In the above, we have used the facts (2.21) and (2.28).

The terms in (2.110) can be rearranged in the following way

\[ \mathcal{J}'(0)[h, f] = \int_0^1 \left( \mathcal{H}_1 f' + \mathcal{H}_2 f \right) h' d\theta + \int_0^1 \left( \mathcal{H}_2 f' + \mathcal{H}_3 f \right) h d\theta \\
= \left( \mathcal{H}_1 f' + \mathcal{H}_2 f \right) h\bigg|_{\theta=0}^1 - \int_0^1 \left[ \mathcal{H}_1 f'' + \mathcal{H}_2 f' + (\mathcal{H}_2 - \mathcal{H}_3) f \right] h d\theta. \quad (2.114) \]
Note that
\[ H_1(1)f'(1) + H_2(1)f(1) = \frac{V^\sigma (0, 1)}{\sqrt{f_0(1)}} [w_0(1)f'(1) + t_1(1)f(1)] \]  
(2.115)
and
\[ H_1(0)f'(0) + H_2(0)f(0) = \frac{V^\sigma (0, 0)}{\sqrt{f_0(0)}} [w_0(0)f'(0) + t_1(0)f(0)] \]  
(2.117)
For more details of the derivation of the equalities (2.116) and (2.118), the reader can refer to the computations in Appendix E.

For a stationary curve \( \Gamma \), we say that it is non-degenerate in the sense that if
\[ J''(0) [h, f] = 0, \quad \forall h \in H^1(0, 1), \]  
(2.119)
then \( f = 0 \). It is equivalent to that the boundary problem
\[ H_1 f'' + H_2 f' + (H_2 - H_3) f = 0 \]  
in \( (0, 1) \),
\[ b_1 f'(0) - b_2 f(0) = 0, \quad b_1 f'(1) - b_2 f(1) = 0, \]  
(2.120)
has only the trivial solution.

Paralleling with the above arguments, we finally give the following Remark.

**Remark 2.3.** For a simple closed curve \( \Gamma \) in \( \mathbb{R}^2 \) with unit length, we construct another modified Fermi coordinates
\[ y = \gamma (\hat{\theta}) + \hat{t} (\hat{a}_1 (\hat{\theta}) \hat{n}_1 (\hat{\theta}), \hat{a}_2 (\hat{\theta}) \hat{n}_2 (\hat{\theta})) \]  
(2.121)
where \( \gamma (\hat{\theta}) = (\hat{\gamma}_1 (\hat{\theta}), \hat{\gamma}_2 (\hat{\theta})) \) is a natural parametrization of \( \Gamma \) in \( \mathbb{R}^2 \), \( \hat{n}(\hat{\theta}) = (\hat{n}_1 (\hat{\theta}), \hat{n}_2 (\hat{\theta})) \) is the unit normal of \( \hat{\Gamma} \), and the functions \( \hat{a}_1 \) and \( \hat{a}_2 \) have similar expressions as in (2.6) for \( \hat{\theta} \in [0, 1] \). Consider the deformation of \( \hat{\Gamma} \) in the form
\[ \hat{\Gamma}_i (\hat{\theta}) = (\hat{\Gamma}_{i1} (\hat{\theta}), \hat{\Gamma}_{i2} (\hat{\theta})) : \hat{\gamma} (\hat{\theta}) + \hat{t} (\hat{\theta}) (\hat{a}_1 (\hat{\theta}) \hat{n}_1 (\hat{\theta}), \hat{a}_2 (\hat{\theta}) \hat{n}_2 (\hat{\theta})) \]  
(2.122)
where \( \hat{t} \) is a smooth function of \( \hat{\theta} \) with small \( L^\infty \)-norm, and then the length functional
\[ \hat{J}(t) \equiv \int_0^1 V^\sigma (\hat{\Gamma}_i (\hat{\theta})) \sqrt{\hat{a}_2 (\hat{\Gamma}_i (\hat{\theta})) |\hat{\Gamma}'_{i1} (\hat{\theta})|^2 + \hat{a}_1 (\hat{\Gamma}_i (\hat{\theta})) |\hat{\Gamma}'_{i2} (\hat{\theta})|^2} \ d\hat{\theta}. \]  
(2.123)
We can do the same variational calculations to the functional \( \hat{J} \) and then derive the following notions. If the curvature \( \hat{k} \) of \( \Gamma \) satisfies
\[ \hat{k} = \frac{a_1 (0, \hat{\theta}) \hat{a}_2 (0, \hat{\theta}) \hat{n}_2 (0, \hat{\theta})}{a_1 (0, \hat{\theta}) \hat{a}_2 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2 + a_2 (0, \hat{\theta}) \hat{a}_1 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2} \frac{\partial a_1 (0, \hat{\theta}) |\hat{n}_1 (0, \hat{\theta})|^2 + \partial a_2 (0, \hat{\theta}) |\hat{n}_2 (0, \hat{\theta})|^2}{2 [a_1 (0, \hat{\theta}) \hat{a}_2 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2 + a_2 (0, \hat{\theta}) \hat{a}_1 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2]} + \sigma \frac{V^\sigma (0, \hat{\theta}) \hat{a}_1 (0, \hat{\theta}) |\hat{n}_1 (0, \hat{\theta})|^2 + \hat{a}_2 (0, \hat{\theta}) |\hat{n}_2 (0, \hat{\theta})|^2}{V (0, \hat{\theta}) [a_1 (0, \hat{\theta}) \hat{a}_2 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2 + a_2 (0, \hat{\theta}) \hat{a}_1 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2]}, \quad \forall \hat{\theta} \in (0, 1), \]  
(2.124)
then the curve \( \hat{\Gamma} \) is said to be stationary. Set the notation
\[ \hat{H}_1 = \frac{V^\sigma (0, \hat{\theta})}{\sqrt{\hat{f}_0}} [a_1 (0, \hat{\theta}) \hat{a}_2 (0, \hat{\theta}) \hat{n}_2 (0, \hat{\theta})^2 + a_2 (0, \hat{\theta}) \hat{a}_1 (0, \hat{\theta}) \hat{n}_1 (0, \hat{\theta})^2] \]  
(2.125)
\begin{align}
\hat{H}_2 &= \frac{V^{\sigma}(0, \hat{\theta})}{2 \sqrt{\hat{f}_0}} \left\{ 2 \left[ a_2(0, \hat{\theta}) a_1 \hat{a}_1' |\hat{n}_1|^2 + a_1(0, \hat{\theta}) a_2 \hat{a}_2' |\hat{n}_2|^2 \right] - 2 \hat{k} \left[ a_1(0, \hat{\theta}) |\hat{a}_1'|^2 - a_2(0, \hat{\theta}) |\hat{a}_2'|^2 \right] \hat{n}_1 \hat{n}_2 \\
&\quad + 2 \left[ - \partial_t a_2(0, \hat{\theta}) \hat{a}_1 + \partial_t a_1(0, \hat{\theta}) \hat{a}_2 \right] \hat{n}_1 \hat{n}_2 \right\} 
\end{align}

\begin{align}
\hat{H}_3 &= \frac{V^{\sigma}(0, \hat{\theta})}{2 \sqrt{\hat{f}_0}} \left\{ - 4 \hat{k} \left[ a_1(0, \hat{\theta}) a_2 \hat{a}_2' - a_2(0, \hat{\theta}) a_1 \hat{a}_1' \right] \hat{n}_1 \hat{n}_2 + 4 \left[ \partial_t a_1(0, \hat{\theta}) \hat{a}_2 - \partial_t a_2(0, \hat{\theta}) \hat{a}_1 \right] \hat{n}_1 \hat{n}_2 \\
&\quad + 2 \left[ a_2(0, \hat{\theta}) |\hat{a}_1'|^2 |\hat{n}_1|^2 + a_1(0, \hat{\theta}) |\hat{a}_2'|^2 |\hat{n}_2|^2 \right] + 2 \hat{k}^2 \left[ a_2(0, \hat{\theta}) \hat{a}_1 |\hat{n}_2|^2 + a_1(0, \hat{\theta}) \hat{a}_2 |\hat{n}_1|^2 \right] \\
&\quad - 4 \hat{k} \left[ \partial_t a_2(0, \hat{\theta}) \hat{a}_1 |\hat{n}_1|^2 + \partial_t a_1(0, \hat{\theta}) \hat{a}_2 |\hat{n}_1|^2 \right] + \left[ \partial_{tt} a_2(0, \hat{\theta}) |\hat{n}_2|^2 + \partial_{tt} a_1(0, \hat{\theta}) |\hat{n}_1|^2 \right] \right\} \\
&\quad + \frac{\sigma V_{\hat{A}}(0, \hat{\theta})}{V^{1-\sigma}(0, \hat{\theta})} + \frac{\sigma(\sigma-1) |V_{\hat{A}}(0, \hat{\theta})|^2}{V^{2-\sigma}(0, \hat{\theta})} \sqrt{\hat{f}_0} + \frac{\sigma V_{\hat{A}}(0, \hat{\theta})}{V^{1-\sigma}(0, \hat{\theta})} \frac{1}{\sqrt{\hat{f}_0}} - \frac{1}{4} \frac{V^{(0, \hat{\theta})}}{(\sqrt{\hat{f}_0})^3},
\end{align}

where

\begin{align}
\hat{f}_0(\hat{\theta}) &= a_1(0, \hat{\theta}) |\hat{n}_1(\hat{\theta})|^2 + a_2(0, \hat{\theta}) |\hat{n}_2(\hat{\theta})|^2,

\hat{f}_1(\hat{\theta}) &= 2 \left[ a_1(0, \hat{\theta}) \hat{a}_2' \hat{n}_1(\hat{\theta}) \hat{n}_2(\hat{\theta}) - a_2(0, \hat{\theta}) \hat{a}_1' \hat{n}_2(\hat{\theta}) \hat{n}_1(\hat{\theta}) \right] \\
&\quad - 2 \hat{k}(\hat{\theta}) \left[ a_1(0, \hat{\theta}) \hat{a}_2(\hat{\theta}) |\hat{n}_1(\hat{\theta})|^2 + a_2(0, \hat{\theta}) \hat{a}_1(\hat{\theta}) |\hat{n}_2(\hat{\theta})|^2 \right] \\
&\quad + \left[ \partial_t a_1(0, \hat{\theta}) |\hat{n}_1(\hat{\theta})|^2 + \partial_t a_2(0, \hat{\theta}) |\hat{n}_2(\hat{\theta})|^2 \right].
\end{align}

For a simple closed curve \( \hat{\Gamma} \) satisfying the stationary condition, if the boundary problem

\begin{align}
\hat{H}_1 f'' + \hat{H}_1 f' + (\hat{H}_2 - \hat{H}_3) f &= 0 \quad \text{in} \ (0, 1), \\
f'(1) &= f'(0), \quad f(1) = f(0),
\end{align}

has only the trivial solution, we call \( \hat{\Gamma} \) a non-degenerate stationary curve. \( \square \)

### 3. Outline of the proof

Recall that \( w \) is the solution to (1.7). In fact, \( w \) is an even function defined in the form

\begin{equation}
w(x) = C_p \left[ e^{\frac{(p-1)x}{2}} + e^{-\frac{(p-1)x}{2}} \right] - \frac{x^2}{p-1}, \quad \forall \ x \in \mathbb{R}.
\end{equation}

We consider the associated linearized eigenvalue problem,

\begin{equation}
h'' - h + p w^{p-1} h = \lambda h \quad \text{in} \ \mathbb{R}, \quad h(\pm \infty) = 0.
\end{equation}

It is well known that this equation possesses a unique positive eigenvalue \( \lambda_0 \), with associated eigenfunction \( Z' \) (even and positive) in \( H^1(\mathbb{R}) \), which can be normalized so that \( \int_{\mathbb{R}} Z'^2 = 1 \). In fact, a simple computation shows that

\begin{equation}
\lambda_0 = \frac{1}{4} (p-1)(p+3), \quad Z = \frac{1}{\sqrt{\int_{\mathbb{R}} w^{p+1}}} w^{\frac{p+1}{2}}.
\end{equation}

In this section, the strategy to prove Theorem 1.1 will be provided step by step.
3.1. The gluing procedure. Recall that $\delta_{0} > 0$ is a small constant in (2.13) and define a cut-off function $\eta_{\delta_{0}}(s) = \eta_{\delta_{0}}(\varepsilon |s|)$ where $\eta_{\delta}(t)$ is also a smooth cut-off function defined as

$$\eta_{\delta}(t) = 1, \forall 0 \leq t \leq \delta \quad \text{and} \quad \eta_{\delta}(t) = 0, \forall t > 2\delta,$$

for a fixed number $\delta < \delta_{0}/100$. For any given approximate solution $w$ (to be chosen later, cf. (4.59)) and a perturbation term $\hat{\phi}(\hat{y}) = \eta_{\delta_{0}}(s)\phi(\hat{y}) + \hat{\psi}(\hat{y})$ on $\Omega_{\varepsilon}$, the function $u(\hat{y}) = w(\hat{y}) + \hat{\phi}(\hat{y})$ satisfies (1.26) if $(\hat{\phi}, \hat{\psi})$ satisfies the following coupled system:

$$\eta_{\delta_{0}}L(\hat{\psi}) = \eta_{\delta_{0}}[-N(\eta_{\delta_{0}}\hat{\phi} + \hat{\psi}) - E - p\omega^{p-1}\hat{\psi}] \quad \text{in} \ \Omega_{\varepsilon}, \tag{3.4}$$

$$\eta_{\delta_{0}}\nabla_{\alpha(\varepsilon y)}\hat{\phi} \cdot \nu_{\varepsilon} + \eta_{\delta_{0}}\nabla_{\alpha(\varepsilon y)}w \cdot \nu_{\varepsilon} = 0 \quad \text{on} \ \partial\Omega_{\varepsilon}, \tag{3.5}$$

and

$$\sum_{i=1}^{2} \partial_{\hat{y}_{i}}(a_{i}(\varepsilon y)\hat{\psi}_{\hat{y}_{i}}) - V(\varepsilon y)\hat{\psi} + (1 - \eta_{\delta_{0}})p\omega^{p-1}\hat{\psi}$$

$$= -(1 - \eta_{\delta_{0}})E - \sum_{i=1}^{2} a_{i}(\varepsilon y)\hat{\phi}_{\hat{y}_{i}} - \partial_{\hat{y}_{i}}(\eta_{\delta_{0}}(s)) - \sum_{i=1}^{2} \partial_{\hat{y}_{i}}[a_{i}(\varepsilon y)\hat{\phi}_{\hat{y}_{i}}(\eta_{\delta_{0}}(s)))]$$

$$- (1 - \eta_{\delta_{0}})N(\eta_{\delta_{0}}\hat{\phi} + \hat{\psi}) \quad \text{in} \ \Omega_{\varepsilon}, \tag{3.6}$$

$$\nabla_{\alpha(\varepsilon y)}\hat{\psi} \cdot \nu_{\varepsilon} + (1 - \eta_{\delta_{0}})\nabla_{\alpha(\varepsilon y)}w \cdot \nu_{\varepsilon} + \varepsilon\nabla_{\alpha(\varepsilon y)}\eta_{\delta_{0}}\hat{\phi} \cdot \nu_{\varepsilon} = 0 \quad \text{on} \ \partial\Omega_{\varepsilon}, \tag{3.7}$$

where

$$E = \sum_{i=1}^{2} \partial_{\hat{y}_{i}}(a_{i}(\varepsilon y)w_{\hat{y}_{i}}) - V(\varepsilon y)w + \omega^{p}, \tag{3.8}$$

$$L(\hat{\phi}) = \sum_{i=1}^{2} \partial_{\hat{y}_{i}}(a_{i}(\varepsilon y)\hat{\phi}_{\hat{y}_{i}}) - V(\varepsilon y)\hat{\phi} + p\omega^{p-1}\hat{\phi}, \quad N(\hat{\phi}) = (w + \hat{\phi})^{p} - w^{p} - p\omega^{p-1}\hat{\phi}. \tag{3.9}$$

Assume now that $\hat{\phi}$ satisfies the following decay property

$$|\nabla\hat{\phi}(\hat{y})| + |\hat{\phi}(\hat{y})| \leq Ce^{-\rho/\varepsilon} \quad \text{if} \ \text{dist}(\hat{y}, \Gamma_{\varepsilon}) > \delta/\varepsilon, \tag{3.10}$$

for a certain constant $\rho > 0$, and also that

$$w(\hat{y}) \text{ is exponentially small if} \ \text{dist}(\hat{y}, \Gamma_{\varepsilon}) > \delta/\varepsilon. \tag{3.11}$$

Since $N$ is power-like with power greater than one, a direct application of Contraction Mapping Principle yields that (3.6)-(3.7) has a unique (small) solution $\hat{\psi} = \hat{\psi}(\hat{\phi})$ with

$$\|\hat{\psi}(\hat{\phi})\|_{L^{\infty}} \leq Ce \left[ \|\hat{\phi}\|_{L^{\infty}(|s| > \delta/\varepsilon)} + \|\nabla\hat{\phi}\|_{L^{\infty}(|s| > \delta/\varepsilon)} + e^{-\delta/\varepsilon} \right], \tag{3.12}$$

where $|s| > \delta/\varepsilon$ denotes the complement in $\Omega_{\varepsilon}$ of $\delta/\varepsilon$-neighborhood of $\Gamma_{\varepsilon}$. Moreover, the nonlinear operator $\hat{\psi}$ satisfies a Lipschitz condition of the form

$$\|\hat{\psi}(\hat{\phi}_{1}) - \hat{\psi}(\hat{\phi}_{2})\|_{L^{\infty}} \leq Ce \left[ \|\hat{\phi}_{1} - \hat{\phi}_{2}\|_{L^{\infty}(|s| > \delta/\varepsilon)} + \|\nabla\hat{\phi}_{1} - \nabla\hat{\phi}_{2}\|_{L^{\infty}(|s| > \delta/\varepsilon)} \right]. \tag{3.13}$$

The key observation is that, after solving (3.6)-(3.7), we can concern (3.4)-(3.5) as a local nonlinear problem involving $\hat{\psi} = \hat{\psi}(\hat{\phi})$, which can be solved in local coordinates in the sense that we can decompose the interaction among the boundary, the concentration set and the terms $a, V$, and then construct a good approximate solution and also derive the resolution theory of the nonlinear problem by delicate analysis. This whole procedure is called a gluing technique in [22].

3.2. Local formulation of the problem. As described in the above, the next step is to consider (3.4)-(3.5) in the neighbourhood of $\Gamma_{\varepsilon}$ so that by the relation $\hat{y} = y/\varepsilon$ in (1.25) close to $\Gamma_{\varepsilon}$, the variables $y$ can be represented by the modified Fermi coordinates, say $(t, \theta)$ in (2.13), which have been set up in Section 2.
Further changing of variables. A further change of variables in equation \(3.15\) will be chosen in the forms

\[
\hat{\phi}(s, z) = \alpha(\varepsilon z)\phi(x, z), \quad \text{with} \quad x = \beta(\varepsilon z)s,
\]

where

\[
\alpha(\theta) = \frac{V(0, \theta)}{h_1(\theta)}, \quad \beta(\theta) = \sqrt{\frac{V(0, \theta)(a_1(0, \theta)|n_1(\theta)|^2 + a_2(0, \theta)|n_2(\theta)|^2)}{a_1(0, \theta)|^2 + a_2(0, \theta)|^2}}.
\]

It is also convenient to expand

\[
V(\varepsilon s, \varepsilon z) = V(0, \varepsilon z) + V_t(0, \varepsilon z) \cdot \varepsilon s + \frac{1}{2} V_{tt}(0, \varepsilon z) \cdot \varepsilon^2 s^2 + a_0(\varepsilon s, \varepsilon z) \varepsilon^3 s^3,
\]

for a smooth function \(a_0(t, \theta)\). In order to express \(3.16\) and \(3.19\)-(3.20) in terms of these new coordinates, the following identities will be prepared

\[
\hat{\phi}_x = \alpha \beta \phi_x, \quad \hat{\phi}_{ss} = \alpha \beta^2 \phi_{xx}, \quad \hat{\phi}_z = \varepsilon \alpha' \phi + \varepsilon \alpha \frac{\beta'}{\beta} x \phi_x + \alpha \phi_z,
\]

\[
\hat{\phi}_{xz} = \varepsilon \alpha' \beta \phi_x + \varepsilon \alpha \beta' \phi_x + \varepsilon \alpha \beta' x \phi_{xx} + \alpha \beta \phi_{xz},
\]

and

\[
\hat{\phi}_{zz} = \varepsilon^2 \alpha' \phi + 2\varepsilon^2 \alpha' \beta' x \phi_x + \varepsilon^2 \alpha \beta'' x \phi_x
\]
We can deduce that
\[
\frac{1}{\alpha \beta^2} \tilde{L}(\tilde{\phi}) = \frac{h_2}{\beta^2} \phi_{xx} + h_1 \phi_{xx} - h_1 \phi + \beta^{-2} \rho w^{p-1} \phi + B_2(\phi) + B_3(\phi) \equiv L(\phi),
\] (3.26)
where \(B_3(\phi)\) is a linear differential operator defined by
\[
B_3(\phi) = \frac{\varepsilon h_3}{\beta} \phi_x + \frac{\varepsilon h_4}{\alpha \beta^2} \left[ \varepsilon \alpha' \phi + \varepsilon \alpha \frac{\beta'}{\beta} \phi_x + \alpha \phi_z \right]
\]
\[
+ \frac{h_2}{\beta^2} \left[ \varepsilon \beta' x^2 \phi_{xx} + 2 \varepsilon \beta' \phi_x + \varepsilon^2 \beta'' x \phi_x \right]
\]
\[
+ \varepsilon^2 h_2 \frac{\alpha''}{\alpha \beta^2} \phi + \varepsilon^2 h_2 \alpha' x \beta \phi_x + 2 \varepsilon^2 h_2 \alpha' \beta \phi_x + \varepsilon^2 h_3 \phi_x
\]
\[
+ \varepsilon \frac{h_6}{\alpha \beta^2} \left[ \varepsilon \alpha' \phi_\alpha + \varepsilon \alpha' \phi_x + \varepsilon \alpha' \phi_\beta + \varepsilon \alpha' \phi_{xx} + \alpha \phi_z \right] + \varepsilon^2 h_7 \left( \frac{x}{\beta} \right)^2 \phi_{xx}
\]
\[
+ \varepsilon h_s \frac{\beta^2}{\beta} \phi_{xx} - \left[ \frac{\varepsilon}{\beta^2} \frac{V_1(0, \varepsilon z)}{\beta} + \frac{\varepsilon^2}{2} V_{11}(0, \varepsilon z) \beta^{-2} \left( \frac{x}{\beta} \right)^2 \right] \phi.
\] (3.27)
Here
\[
B_2(\phi) = \frac{1}{\alpha \beta^2} \tilde{B}_0(\tilde{\phi}) + \frac{1}{\alpha \beta^2} a_6(\varepsilon s, \varepsilon z) \varepsilon^3 s^3 \alpha \phi,
\] (3.28)
and \(\tilde{B}_0(\tilde{\phi})\) is the operator in (3.17) where derivatives are expressed in terms of \(s\) and \(z\) through (3.23), \(a_6\) is given by (3.25), and \(s\) is replaced by \(\beta^{-1} x\). In the coordinates \((x, z)\), the boundary conditions in (3.19)-(3.20) can be recast in the sequel. For \(z = 0\),
\[
\eta_{\delta \delta} \left[ D^0_3(\phi) + b_1 \phi_z + D^1_2(\phi) \right] = -\frac{1}{\alpha} \eta_{\delta} G_0,
\] (3.29)
where
\[
D^0_3(\phi) = \varepsilon \left[ b_2 + b_1 \frac{\beta'}{\beta} \right] x \phi_x + \varepsilon b_1 \frac{\alpha'}{\alpha} \phi + \varepsilon b_4 \frac{x}{\beta} \phi_z
\]
\[
+ \varepsilon \frac{b_3 \left( \frac{x}{\beta} \right)^2 \beta + b_4 \left( \frac{\beta'}{\beta} \right) \left( \frac{x'}{\beta} \right) \phi_x + \varepsilon^2 \frac{b_5 \alpha'}{\alpha} \left( \frac{x}{\beta} \right) \phi + \varepsilon^2 b_5 \left( \frac{x}{\beta} \right)^2 \phi_z,
\] (3.30)
and
\[
D^1_2(\phi) = \frac{1}{\alpha} \tilde{D}_0^1(\tilde{\phi}) + \varepsilon^3 b_5 \left( \frac{x}{\beta} \right)^2 \alpha' \phi + \varepsilon^3 b_5 \beta' \left( \frac{x}{\beta} \right)^3 \phi_x.
\] (3.31)
Similarly, for \(z = 1/\varepsilon\), we have
\[
\eta_{\delta \delta} \left[ D^0_3(\phi) + b_6 \phi_z + D^1_2(\phi) \right] = -\frac{1}{\alpha} \eta_{\delta} G_1,
\] (3.32)
where
\[
D^0_3(\phi) = \varepsilon \left[ b_7 + b_6 \frac{\beta'}{\beta} \right] x \phi_x + \varepsilon b_6 \frac{\alpha'}{\alpha} \phi + \varepsilon b_9 \frac{x}{\beta} \phi_z
\]
\[
+ \varepsilon^2 \left[ b_8 \left( \frac{x}{\beta} \right)^2 \beta + b_9 \left( \frac{\beta'}{\beta} \right) \left( \frac{x'}{\beta} \right) \phi_x + \varepsilon^2 b_9 \frac{\alpha'}{\alpha} \left( \frac{x}{\beta} \right) \phi + \varepsilon^2 b_10 \left( \frac{x}{\beta} \right)^2 \phi_z,
\] (3.33)
and
\[
D^1_2(\phi) = \frac{1}{\alpha} \tilde{D}_0^1(\tilde{\phi}) + \varepsilon^3 b_10 \left( \frac{x}{\beta} \right)^2 \alpha' \phi + \varepsilon^3 b_10 \beta' \left( \frac{x}{\beta} \right)^3 \phi_x.
\] (3.34)
As a conclusion, in local coordinates \((x, z)\), (3.4)-(3.5) become
\[
\eta_{\delta \delta} L(\phi) = (\alpha \beta^{-2})^{-1} \eta_{\delta} \left[ -N(\phi_z + \tilde{\psi}) - E - p w^{p-1} \tilde{\psi} \right],
\] (3.35)
Accordingly, we define
\[ \eta_0^\delta \left[ D_0^3(\phi) + b_1\phi_z + D_2^2(\phi) \right] = -\frac{1}{\alpha} \eta_0^\delta G_0, \] (3.36)
\[ \eta_0^\delta \left[ D_0^1(\phi) + b_2\phi_z + D_2^2(\phi) \right] = -\frac{1}{\alpha} \eta_0^\delta G_1. \] (3.37)

3.3. The projected problem. For the convenience of presentation, we pause here to give some notation.

**Notation 3:** Observe that all functions involved in (3.35)-(3.37) are expressed in \((x, z)\)-variables, and the natural domain for those variables can be extended to the infinite strip
\[ S = \{ (x, z) : -\infty < x < \infty, 0 < z < 1/\varepsilon \}, \] (3.38)
\[ \partial_0 S = \{ (x, z) : -\infty < x < \infty, z = 0 \}, \quad \partial_1 S = \{ (x, z) : -\infty < x < \infty, z = 1/\varepsilon \}. \]

Accordingly, we define
\[ \hat{S} = \{ (x, \hat{z}) : -\infty < x < \infty, 0 < \hat{z} < \ell/\varepsilon \}, \] (3.39)
\[ \partial_0 \hat{S} = \{ (x, \hat{z}) : -\infty < x < \infty, \hat{z} = 0 \}, \quad \partial_1 \hat{S} = \{ (x, \hat{z}) : -\infty < x < \infty, \hat{z} = \ell/\varepsilon \}, \]
where \( \ell \) is a constant defined as
\[ \ell = \int_0^1 Q(\theta) d\theta, \quad \text{with} \quad Q(\theta) = \sqrt{\frac{V(0, \theta)}{h_2(\theta)}} = \sqrt{\frac{V(0, \theta) (a_1(0, \theta) |n_1(\theta)|^2 + a_2(0, \theta) |n_2(\theta)|^2)}{a_1(0, \theta)a_2(0, \theta)}}. \] (3.40)

In all what follows, we will introduce some parameters \( \{f_j\}_{j=1}^N \) and \( \{e_j\}_{j=1}^N \) and assume the validity of the following constraints, for \( j = 1, \ldots, N, \)
\[ \|f_j\|_{H^2(0,1)} < C |\ln \varepsilon|^2, \quad f_{j+1}(\theta) - f_j(\theta) > 2 |\ln \varepsilon| - 4 \ln |\ln \varepsilon|, \] (3.41)
\[ \|e_j\|_{\ast\ast} \equiv \|e_j\|_{L^\infty(0,1)} + \varepsilon \|e_j'\|_{L^2(0,1)} + \varepsilon^2 \|e_j''\|_{L^2(0,1)} \leq \varepsilon^{1/2}, \] (3.42)
where we have used the convention \( f_0 = -\infty \) and \( f_{N+1} = \infty \). Set
\[ f = (f_1, \ldots, f_N), \quad f_j \text{'s satisfy bounds (3.41)}, \]
\[ e = (e_1, \ldots, e_N), \quad e_j \text{'s satisfy bounds (3.42)}, \]
\[ c = (c_1, \ldots, c_N), \quad d = (d_1, \ldots, d_N), \quad c_j \text{'s and } d_j \text{'s are in } L^2(0,1), \]
\[ l_0 = (l_{0,1}, \ldots, l_{0,N}), \quad l_1 = (l_{1,1}, \ldots, l_{1,N}), \quad l_{0,j} \text{'s and } l_{1,j} \text{'s are constants}, \]
\[ m_0 = (m_{0,1}, \ldots, m_{0,N}), \quad m_1 = (m_{1,1}, \ldots, m_{1,N}), \quad m_{0,j} \text{'s and } m_{1,j} \text{'s are constants}, \]
and
\[ \mathcal{F} = \{ (f, e) : \{f_j\}_{j=1}^N \text{ and } \{e_j\}_{j=1}^N \text{ satisfy (3.41) and (3.42) respectively} \}. \] (3.43)

One of the left jobs is to find the local forms of the approximate solution \( w \) with the constraint (3.11) and also of the error \( E \). We recall the transformation in (3.23)-(3.24), and then define the local form of the approximate solution \( w \) by the relation
\[ \eta_0^\delta(s) w = \eta_0^\delta(s) \alpha(\varepsilon z) v(x, z) \quad \text{with} \quad x = \beta(\varepsilon z)s. \] (3.44)

The error \( E \) can be locally recast in \((x, z)\) coordinate system by the relation
\[ \frac{1}{\alpha \beta^2} \eta_0^\delta(s) E = \eta_0^\delta(s) \mathcal{E}, \] (3.45)
where
\[ \mathcal{E} = S(v) \quad \text{with} \quad S(v) = \frac{h_2}{\beta^2} v_{zz} + h_1 [v_{xx} - v + v^p] + B_2(v) + B_3(v), \] (3.46)
Moreover, and also for \( z = 1/\varepsilon \),
\[
\frac{1}{\alpha} \eta^\delta(s) \mathbf{G}_1 = \eta^\delta(s) g_1 \quad \text{with} \quad g_1 = D^1_3(v) + b_1 v_z + D^0_2(v),
\]
(3.48)
It is of importance that (3.45), (3.47) and (3.48) hold only in a small neighbourhood of \( \Gamma_z \). Hence we will consider \( v, S(v) \) as functions of the variables \( x \) and \( z \) on \( \mathcal{S} \), and also \( g_0, g_1 \) on \( \partial_0 \mathcal{S} \) and \( \partial_1 \mathcal{S} \) in the sequel. We will find \( v = v_4 \) in (4.58) step by step in Section 4, so that \( w \) will be given in (4.59) with the property in (3.11). In fact, to deal with the resonance, in addition to the parameters \( f \) and \( h \), we shall add one more parameter, say \( e \), in the approximate solution \( v_4 \). The exact forms of the error terms \( S(v_4), g_0 \) and \( g_1 \) will be given in (4.62) and (4.63).

To make suitable extension of (3.35)-(3.37), we define an operator on the whole strip \( \mathcal{S} \) in the form
\[
\mathcal{L}(\phi) \equiv \frac{h^2}{B^2} \phi_{zz} + h_1 [\phi_{xx} - \phi + p v^p - 1 \phi] + \chi(\varepsilon|x|) B_3(\phi) - h_1 (1 - \eta^\delta(s)) pv^p - 1 \phi \quad \text{in} \quad \mathcal{S},
\]
(3.49)
and also the operators
\[
\mathcal{D}_1(\phi) = \chi(\varepsilon|x|) D^1_2(\phi) + b_1 v_z + \chi(\varepsilon|x|) D^0_2(\phi) \quad \text{on} \quad \partial_1 \mathcal{S},
\]
(3.50)
\[
\mathcal{D}_0(\phi) = \chi(\varepsilon|x|) D^0_2(\phi) + b_1 v_z + \chi(\varepsilon|x|) D^0_2(\phi) \quad \text{on} \quad \partial_0 \mathcal{S},
\]
(3.51)
where \( \chi(r) \) is a smooth cut-off function which equals 1 for \( 0 \leq r < 10 \delta \) that vanishes identically for \( r > 20 \delta \).

Rather than solving problem (3.35)-(3.37) directly, we deal with the following projected problem: for each pair of parameters \( f \) and \( e \) in \( \mathcal{F} \), finding functions \( \phi \in H^2(\mathcal{S}), \quad e, d \in L^2(0,1) \) and constants \( l_0, l_1, m_0, m_1 \) such that
\[
\mathcal{L}(\phi) = \eta^\delta(s) \left[ -E - N(\phi) \right] + \sum_{j=1}^{N} c_j(\varepsilon z) \chi(\varepsilon|x|) w_{j,x} + \sum_{j=1}^{N} d_j(\varepsilon z) \chi(\varepsilon|x|) Z_j \quad \text{in} \quad \mathcal{S},
\]
(3.52)
\[
\mathcal{D}_1(\phi) = \eta^\delta(s) g_1 + \sum_{j=1}^{N} l_{1,j} \chi(\varepsilon|x|) w_{j,x} + \sum_{j=1}^{N} m_{1,j} \chi(\varepsilon|x|) Z_j \quad \text{on} \quad \partial_1 \mathcal{S},
\]
(3.53)
\[
\mathcal{D}_0(\phi) = \eta^\delta(s) g_0 + \sum_{j=1}^{N} l_{0,j} \chi(\varepsilon|x|) w_{j,x} + \sum_{j=1}^{N} m_{0,j} \chi(\varepsilon|x|) Z_j \quad \text{on} \quad \partial_0 \mathcal{S},
\]
(3.54)
\[
\int_{\mathbb{R}} \phi(x,z) w_{j,x} \, dx = \int_{\mathbb{R}} \phi(x,z) Z_j \, dx = 0, \quad 0 < z < \frac{1}{\varepsilon}, \quad \forall \, j = 1, \cdots, N,
\]
(3.55)
where we have denoted
\[
N(\phi) = [v_4 + \phi + \psi(\phi)]^p - v_4^p - pv_4^{p-1} \phi.
\]
(3.56)
The functions \( w_j, Z_j, j = 1, \cdots, N \) are given in (4.2). This problem has a unique solution \( \tilde{\phi} \) such that \( \tilde{\phi} \) satisfies (3.10).

**Proposition 3.1.** There is a number \( \hat{\tau} > 0 \) such that for all \( \varepsilon \) small enough and all parameters \( (f,e) \) in \( \mathcal{F} \), problem (3.52)-(3.55) has a unique solution \( \tilde{\phi} = \tilde{\phi}(f,e) \) which satisfies
\[
\| \tilde{\phi} \|_{H^2(\mathcal{S})} \leq \hat{\tau} \varepsilon^{3/2} |\ln \varepsilon|^q,
\]
\[
\| \tilde{\phi} \|_{L^\infty(|x| > \delta/\varepsilon)} + \| \nabla \tilde{\phi} \|_{L^\infty(|x| > \delta/\varepsilon)} \leq e^{-\rho \delta}/\varepsilon.
\]
Moreover, \( \tilde{\phi} \) depends Lipschitz-continuously on the parameters \( f \) and \( e \) in the sense of the estimate
\[
\| \tilde{\phi}(f_1, e_1) - \tilde{\phi}(f_2, e_2) \|_{H^2(\mathcal{S})} \leq C \varepsilon^{3/2} |\ln \varepsilon|^q \left[ \| f_1 - f_2 \|_{H^2(0,1)} + \| e_1 - e_2 \|_{\infty} \right].
\]
(3.57)
Proof. The proof is similar as that for Proposition 5.1 in [22], which will be omitted here. □

We conclude this section by stating the following announcements:
• As we have said in the above, we shall construct the approximate solution in Section 4.
• To find a real solution to (1.26), the reduction procedure will be carried out in Sections 5 and 6 to kill the Langrange multipliers in (3.52)-(3.55). This can be done by suitable choice of the parameters \( f = (f_1, \cdots, f_N) \) and \( e = (e_1, \cdots, e_N) \). We will first derive the equations involving the parameters \( f_1, \cdots, f_N \) and \( e_1, \cdots, e_N \) in Section 5, and then solve the coupled system involving the equations in Section 6.

4. The local approximate solutions

The main objective of this section is to construct the local form \( v \) of the approximation \( w \) (cf. (4.59)) and then evaluate its error \( \mathcal{E} \), \( g_0 \), \( g_1 \) in the coordinate system \((x, z)\).

4.1. The first approximate solution. Recall the notation in Section 3.3. For a fixed integer \( N > 1 \), we assume that the locations of \( N \) concentration layers are characterized by sets

\[
\{ (x, z) : x = \beta(xz)j_j(xz) + \beta(xz) h(xz) \}, \quad j = 1, \cdots, N,
\]

in the coordinates \((x, z)\). The function \( h \) satisfies

\[
\begin{align*}
&b_1 h'(0) - b_2 h(0) = 0, \\
&b_6 h'(1) - b_7 h(1) = 0.
\end{align*}
\]

(4.1)

In fact, \( h \) will be chosen by solving (4.57) and \( f_j \)'s can be determined in the reduction procedure.

By recalling \( w \) given in (1.7) and \( Z \) in (3.3), we set

\[
w_j(x) = w(x_j), \quad Z_j(x) = Z(x_j),
\]

(4.2)

with

\[
x_j = x - \beta(xz) f_j(xz) - \beta(xz) h(xz),
\]

and then define the first approximate solution by

\[
v_1(x, z) = \sum_{j=1}^{N} w_j(x).
\]

(4.3)

For every fixed \( n \) with \( 1 \leq n \leq N \), we consider the following set

\[
\mathfrak{A}_n = \left\{ (x, z) \in S : \frac{\beta f_{n-1}(xz) + \beta f_n(xz)}{2} \leq x - \beta h \leq \frac{\beta f_n(xz) + \beta f_{n+1}(xz)}{2} \right\}.
\]

(4.4)

For \((x, z) \in \mathfrak{A}_n\), we expand \( S(v_1) \) by gathering terms of \( \varepsilon \) and those of order \( \varepsilon^2 \):

\[
\begin{align*}
S(v_1) &= \sum_{j=1}^{N} \varepsilon \left[ h_6(f_j + h)w_j,xx - \frac{V_4(0, \varepsilon z)}{\beta^2} (f_j + h)w_j \right] \\
&+ \sum_{j=1}^{N} \varepsilon \left[ h_3 w_{j,x} - \frac{V_4(0, \varepsilon z)}{\beta^2} x_j w_j + h_8 x_j w_{j,xx} \right] \\
&- \sum_{j=1}^{N} \varepsilon^2 \left[ \left( - \frac{h_z}{\beta} f_j + h_2 \frac{f_j''}{\beta} + h_2 \frac{2\beta'}{\beta^2} f_j' + h_2 \frac{2\alpha'}{\alpha \beta} f_j' \right) w_{j,x} \\
&+ h_2 \frac{2\beta'}{\beta^2} f_j' w_{j,xx} - \frac{2h_z}{\beta} f_j x_j w_{j,xx} + \frac{V_4(0, \varepsilon z)}{\beta^3} f_j x_j w_j \right] \\
&+ \sum_{j=1}^{N} \varepsilon^2 \left[ \left( h_2 f_j'^2 + 2h_2 f_j' h - h_6 f_j f_j' - h_6 f_j'^2 + h_7 f_j'^2 \right) w_{j,xx} - \frac{1}{2} \beta^{-2} V_4(0, \varepsilon z) f_j'^2 w_j \right] \\
&+ \sum_{j=1}^{N} \frac{\varepsilon^2}{\alpha \beta^2} \left[ h_6 \left( - \alpha \beta f_j' + \alpha \beta' f_j \right) x_j w_{j,xx} + h_6 \left( \alpha \beta f_j + \alpha \beta' f_j \right) w_{j,x} - h_4 \alpha \beta f_j' w_{j,x} \right]
\end{align*}
\]
\[
\begin{align*}
+ & \sum_{j=1}^{N} \frac{\varepsilon^2}{\alpha^2} \left[ \left( h_5 + h_2 \frac{\beta^2}{\beta} + h_2 \frac{2\alpha\beta}{\alpha \beta} \right) x_j w_{j,x} + h_2 \left| \frac{\beta^2}{\beta} \right|^2 x_j^2 w_{j,xx} + h_2 \alpha^2 w_{j} \right] \\
& - \frac{1}{2} V_{44}(0, \varepsilon) x_j^2 w_j - \frac{1}{2} V_{44}(0, \varepsilon) (2f_j h + h^2) w_j + h_7 \beta^2 (2f_j h + h^2) + h_7 x^2 w_{j,xx}
\end{align*}
\]

\[
- \sum_{j=1}^{N} \varepsilon^2 \left[ - \frac{h_5}{\beta} + h_2 \frac{\beta^2}{\beta} + h_2 \frac{2\alpha\beta}{\alpha \beta} \right] w_{j,x} \\
+ h_2 \frac{2\beta^2}{\beta} h^* x_j w_{j,xx} - \frac{2h_2}{\beta} h x_j w_{j,xx} + V_{44}(0, \varepsilon) h x_j w_j
\]

\[
+ \sum_{j=1}^{N} \varepsilon^2 \left[ \left( \frac{h_6 \left( \alpha' + \frac{\alpha'\beta}{\beta} \right) x_j w_{j,x} + h_6 \frac{\alpha'\beta}{\beta} x_j^2 w_{j,xx} - h_6 \alpha \beta^2 (f_j h' + hh') w_{j,xx} + h_4 \alpha' w_j \right) \right]
\]

\[
+ \sum_{j=1}^{N} \varepsilon^2 \left[ h_6 \left( - \alpha \beta h' + \alpha \beta h \right) x_j w_{j,xx} + h_6 \left( \alpha' \beta h + \alpha \beta h' \right) w_{j,x} - h_4 \alpha \beta h' w_{j,x} \right] + B_4(v_1)
\]

\[\equiv \varepsilon \sum_{j=1}^{N} S_{1,j} + \varepsilon \sum_{j=1}^{N} S_{2,j} + \varepsilon^2 \sum_{j=1}^{N} S_{3,j} + \varepsilon^2 \sum_{j=1}^{N} S_{4,j} + \varepsilon^2 \sum_{j=1}^{N} S_{5,j} + \varepsilon^2 \sum_{j=1}^{N} S_{6,j} + \varepsilon^2 \sum_{j=1}^{N} S_{7,j} + \varepsilon^2 \sum_{j=1}^{N} S_{8,j} + \varepsilon^2 \sum_{j=1}^{N} S_{9,j} + B_4(v_1), \tag{4.5}\]

where

\[
B_4(v_1) = \frac{1}{\alpha^2} \left[ \tilde{B}_0(v_1) + a_6(\varepsilon s, \varepsilon z) \varepsilon^3 s^3 v_1 \right]
\]

\[+ h_1 \left[ w_j \left( \frac{w_j^{p-1}}{p} - w_n \right) - \frac{1}{2} \rho(p - 1) w_j^{p-2} (v_1 - w_n)^2 \right] + \max_{j \neq n} O(e^{-3|\beta f_j - x|}) \tag{4.6}\]

Here \(B_4(v_1)\) turns out to be of size \((\varepsilon^3 + \varepsilon^2) \ln |\varepsilon|^9\). Let us observe that the quantities \(S_{1,j}, S_{3,j}, S_{5,j}, S_{7,j}\) and \(S_{9,j}\) are odd functions of \(x_j\), while \(S_{2,j}, S_{4,j}, S_{6,j}\) and \(S_{8,j}\) are even functions of \(x_j\).

Using the assumptions of \(h\) in (4.1), the boundary errors can be formulated as follows. For \(z = 0\), the error terms have the expressions

\[
\begin{align*}
& \varepsilon \sum_{j=1}^{N} \beta \left[ b_2 f_j - b_1 f'_j \right] w_{j,x} + \varepsilon \left[ b_2 + b_1 \frac{\beta'}{\beta} \right] \sum_{j=1}^{N} x_j w_{j,x} + \varepsilon \left[ \frac{\alpha'}{\alpha} \right] \sum_{j=1}^{N} w_j \\
& + \varepsilon^2 b_4 \sum_{j=1}^{N} \left( - \beta' f_j - \beta f'_j - \beta' h - \beta h' \right) \left( \frac{x_j}{\beta} + f_j + h \right) w_{j,x} \\
& + \varepsilon^2 b_4 \left( \frac{x_j}{\beta} + f_j + h \right)^2 \beta + b_4 \left( \frac{x_j}{\beta} + f_j + h \right)^2 \beta' w_{j,x} \\
& + \varepsilon^2 b_4 \left( \frac{x_j}{\beta} + f_j + h \right) w_j \\
& + \varepsilon^3 b_5 \sum_{j=1}^{N} \left( - \beta' f_j - \beta f'_j - \beta' h - \beta h' \right) \left( \frac{x_j}{\beta} + f_j + h \right)^2 w_{j,x} + D_2^0(v_1). \tag{4.7}\end{align*}
\]
Similarly, for \( z = 1/\varepsilon \), we have the terms
\[
\varepsilon \sum_{j=1}^{N} \beta [b_{7} f_{j} - b_{6} f'_{j}] w_{j,x} + \varepsilon \left[ \frac{b_{7} + b_{6} \beta'}{\beta} \right] \sum_{j=1}^{N} x_{j} w_{j,x} + \varepsilon b_{6} \sum_{j=1}^{N} w_{j} \\
+ \varepsilon^{2} b_{9} \sum_{j=1}^{N} \left( - \beta' f_{j} - \beta f'_{j} - \beta h - \beta h' \right) \left( \frac{x_{j}}{\beta} + f_{j} + h \right) w_{j,x} \\
+ \varepsilon^{2} \sum_{j=1}^{N} \left[ b_{8} \left( \frac{x_{j}}{\beta} + f_{j} + h \right)^{2} + b_{9} \left( \frac{x_{j}}{\beta} + f_{j} + h \right)^{2} \right] w_{j,x} \\
+ \varepsilon^{2} b_{10} \sum_{j=1}^{N} \left( - \beta' f_{j} - \beta f'_{j} - \beta h - \beta h' \right) \left( \frac{x_{j}}{\beta} + f_{j} + h \right)^{2} w_{j,x} + D_{2}^{1}(v_{1}).
\] (4.8)

4.2. Interior correction layers. We now want to construct correction terms and establish a further approximation to a real solution that eliminates the terms of order \( \varepsilon \) in the errors. Inspired by the method in Section 2 of [22], for fixed \( z \), we need a solution of
\[
- \phi_{1,xx} + \phi_{1} - pw^{-1} \phi_{1} = \sum_{j=1}^{N} S_{1,j} + \sum_{j=1}^{N} S_{2,j}, \quad \phi_{1}(\pm \infty) = 0.
\] (4.9)

As it is well known, this problem is solvable provided that
\[
\int_{\mathbb{R}} (S_{1,j} + S_{2,j}) w_{j,x} dx = 0.
\] (4.10)

Furthermore, the solution is unique under the constrain
\[
\int_{\mathbb{R}} \phi_{1} w_{j,x} dx = 0.
\] (4.11)

Since \( S_{1,j} \) is odd in the variable \( x_{j} \), we have
\[
\int_{\mathbb{R}} (S_{1,j} + S_{2,j}) w_{j,x} dx = \int_{\mathbb{R}} S_{2,j} w_{j,x} dx \\
= \frac{1}{\beta} [h_{3} \int_{\mathbb{R}} w^{2}_{j,x} dx - V_{i}(0, \varepsilon z) \beta^{-2} \int_{\mathbb{R}} x_{j} w_{j,x} w_{j,x} dx + h_{8} \int_{\mathbb{R}} x_{j} w_{j,x,x} w_{j,x} dx] \\
= \frac{1}{\beta} [h_{3} + \sigma V_{i}(0, \varepsilon z) \beta^{-2} - \frac{1}{2} h_{8}] \int_{\mathbb{R}} w^{2}_{j,x} dx,
\]
where we have used the fact
\[
-2 \int_{\mathbb{R}} x w_{x} w_{x} dx = \int_{\mathbb{R}} w^{2} dx = 2 \sigma \int_{\mathbb{R}} w^{2} dx, \quad \int_{\mathbb{R}} w^{2} dx = -2 \int_{\mathbb{R}} x w_{x} w_{x} dx.
\] (4.12)

Thanks to the stationary condition (2.100), then we obtain
\[
h_{3} = \frac{1}{2} h_{8} - \sigma V_{i}(0, \varepsilon z) \beta^{-2}.
\] (4.13)

For more details, the reader can refer the computations in Appendix A. Therefore, we have verified the condition (4.10).

Then the solution \( \varepsilon \phi_{1} \) can be written in the form
\[
\varepsilon \phi_{1} = \varepsilon \sum_{j=1}^{N} \phi_{1,j} = \varepsilon \sum_{j=1}^{N} (\phi_{10,j} + \phi_{11,j} + \phi_{12,j} + \phi_{13,j}),
\] (4.14)
where
\[ \phi_{10,j}(x,z) = a_{10}(\varepsilon z)\omega_{0,j}(x) = a_{10}(\varepsilon z)\omega_0(x_j), \] (4.15)
\[ \phi_{11,j}(x,z) = a_{11}(\varepsilon z)\omega_{1,j}(x) = a_{11}(\varepsilon z)\omega_1(x_j), \] (4.16)
\[ \phi_{12,j}(x,z) = \left[f_j(\varepsilon z) + h(\varepsilon z)\right]a_{12}(\varepsilon z)\omega_{2,j}(x) = \left[f_j(\varepsilon z) + h(\varepsilon z)\right]a_{12}(\varepsilon z)\omega_2(x_j), \] (4.17)
\[ \phi_{13,j}(x,z) = \left[f_j(\varepsilon z) + h(\varepsilon z)\right]a_{13}(\varepsilon z)\omega_{3,j}(x) = \left[f_j(\varepsilon z) + h(\varepsilon z)\right]a_{13}(\varepsilon z)\omega_3(x_j), \] (4.18)
with
\[ a_{10}(\theta) = \frac{h_3(\theta)}{\beta(\theta)h_1(\theta)}, \quad a_{11}(\theta) = \frac{h_8(\theta)}{\beta(\theta)h_1(\theta)}, \] (4.19)
\[ a_{12}(\theta) = -\frac{V_0(0,\theta)}{\beta^2(\theta)h_1(\theta)}, \quad a_{13}(\theta) = \frac{h_8(\theta)}{h_1(\theta)}. \] (4.20)
The functions \( \omega_0, \omega_1 \) are respectively the unique odd solutions to
\[ -\omega_{0,xx} + \omega_0 - pw^{p-1}\omega_0 = w_x + \sigma^{-1}xw, \quad \int_R \omega_0 w_x \, dx = 0, \] (4.21)
\[ -\omega_{1,xx} + \omega_1 - pw^{p-1}\omega_1 = -\frac{1}{2\sigma}xw + xw_{xx}, \quad \int_R \omega_1 w_x \, dx = 0, \] (4.22)
and \( \omega_2, \omega_3 \) are respectively the unique even functions satisfying
\[ -\omega_{2,xx} + \omega_2 - pw^{p-1}\omega_2 = w, \quad \int_R \omega_2 w_x \, dx = 0, \] (4.23)
\[ -\omega_{3,xx} + \omega_3 - pw^{p-1}\omega_3 = w_{xx}, \quad \int_R \omega_3 w_x \, dx = 0. \] (4.24)
Observe that \( \varepsilon \phi_1 \) is of size \( O(\varepsilon) \).

4.3. Boundary corrections. In the following, we want to cancel the boundary error terms of first order in \( \varepsilon \) given in (4.7) and (4.8), i.e.,
\[ \varepsilon \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] x_j w_{j,x} + \varepsilon b_1 \frac{\alpha'(0)}{\alpha(0)} w_j, \]
and
\[ \varepsilon \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] x_j w_{j,x} + \varepsilon b_6 \frac{\alpha'(1)}{\alpha(1)} w_j. \]
On the other hand, the boundary terms
\[ \varepsilon \left[ b_2 f_j(1) - b_6 f'_j(1) \right] w_{j,x} \quad \text{and} \quad \varepsilon \left[ b_2 f_j(0) - b_1 f'_j(0) \right] w_{j,x} \]
will be dealt with by the standard reduction procedure in Sections 5-6.

This can be done by the methods in Section 2.2 of [59]. By defining two constants
\[ c_1 = \left[ b_2 + b_6 \frac{\beta'(0)}{\beta(0)} \right] \int_R x \, w_z \, Z \, dx + b_6 \frac{\alpha'(1)}{\alpha(1)} \int_R w \, Z \, dx, \]
\[ c_0 = \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] \int_R x \, w_z \, Z \, dx + b_1 \frac{\alpha'(0)}{\alpha(0)} \int_R w \, Z \, dx, \]
and also a function
\[ A(\tilde{\theta}) = \frac{c_0 \cos \left( \sqrt{\lambda_0} \ell/\varepsilon \right) - c_1}{\sqrt{\lambda_0} \sin \left( \sqrt{\lambda_0} \ell/\varepsilon \right)} \cos \left( \varepsilon^{-1} \lambda_0 \tilde{\theta} \right) + \frac{c_0}{\sqrt{\lambda_0}} \sin \left( \varepsilon^{-1} \lambda_0 \tilde{\theta} \right), \] (4.25)
where the constant \( \ell \) is given in (3.40), we choose
\[ \phi_{21,j}(x,z) = A(\tilde{d}(\varepsilon z))Z_j = A(\tilde{d}(\varepsilon z))Z(x_j), \quad \text{with} \quad \tilde{d}(\theta) = \int_0^\theta Q(r) \, dr, \] (4.26)
where $Q$ is the function given in (3.40). On the other hand, by Corollary 2.4 in [59], we then find a unique solution $\phi_\ast$ of the following problem:

$$
\Delta \phi_\ast - \phi_\ast + pu^{p-1}\phi_\ast = 0 \quad \text{in } \hat{S},
$$

$$
\frac{\partial \phi_\ast}{\partial z} = \left[ b_7 + b_6 \frac{\beta'(1)}{\beta(1)} \right] x w_x + b_6 \frac{\alpha'(1)}{\alpha(1)} w - c_1 Z \quad \text{on } \partial_1 \hat{S},
$$

$$
\frac{\partial \phi_\ast}{\partial z} = \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] x w_x + b_1 \frac{\alpha'(0)}{\alpha(0)} w - c_0 Z \quad \text{on } \partial_0 \hat{S},
$$

where $\hat{S}$, $\partial_0 \hat{S}$ and $\partial_1 \hat{S}$ are defined in (3.39). Moreover, $\phi_\ast$ is even in $x$. By the diffeomorphism

$$
\Upsilon : [0, 1/\varepsilon] \to [0, \ell/\varepsilon], \quad \Upsilon(z) = \varepsilon^{-1} \int_0^z Q(\theta)d\theta,
$$

(4.27)

where $Q$ is the function given in (3.40), we define

$$
\phi_{22,j}(x, z) = \phi_{\ast,j}(x_j, \Upsilon(z)).
$$

Hence, $\phi_{22,j}$ satisfies the following problem:

$$
\frac{h_2}{\beta^2} \frac{\partial_z^2 \phi_{22,j}}{\beta} + h_1 \left[ \frac{\partial_x \phi_{22,j} - \phi_{22,j} + pw_j^{p-1}\phi_{22,j}}{\beta} \right] = \varepsilon \frac{h_2}{\beta^2} Q(\phi_{\ast,j}(x_j, \Upsilon(z))) \quad \text{in } S,
$$

$$
\frac{\partial \phi_{22,j}}{\partial z} = - \frac{Q(1)}{b_6} \left\{ \left[ b_7 + b_6 \frac{\beta'(1)}{\beta(1)} \right] x_j w_{j,x} + b_6 \frac{\alpha'(1)}{\alpha(1)} w_j - c_1 Z_j \right\} \quad \text{on } \partial_1 S,
$$

(4.28)

$$
\frac{\partial \phi_{22,j}}{\partial z} = - \frac{Q(0)}{b_1} \left\{ \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] x_j w_{j,x} + b_1 \frac{\alpha'(0)}{\alpha(0)} w_j - c_0 Z_j \right\} \quad \text{on } \partial_0 S,
$$

where $S$, $\partial_0 S$ and $\partial_1 S$ are defined in (3.38). We finally set the boundary correction term

$$
\varepsilon \phi_2(x, z) = \varepsilon \sum_{j=1}^N \phi_{2,j}(x, z) = \varepsilon \sum_{j=1}^N \xi(\varepsilon z) \left[ \phi_{21,j}(x, z) + \phi_{22,j}(x, z) \right],
$$

(4.29)

where

$$
\xi(\theta) = \frac{\chi_0(\theta)}{Q(0)} + \frac{1 - \chi_0(\theta)}{Q(1)},
$$

and the smooth cut-off function $\chi_0$ is defined by

$$
\chi_0(\theta) = 1 \quad \text{if } |\theta| < \frac{1}{8}, \quad \text{and} \quad \chi_0(\theta) = 0 \quad \text{if } |\theta| > \frac{3}{8}.
$$

Note that $\varepsilon \phi_2(x, z)$ is of size $O(\varepsilon)$ under the gap condition (1.23).

Let $v_2(x, z) = v_1 + \varepsilon \phi_1 + \varepsilon \phi_2$ be the second approximate solution. A careful computation can indicate that the new boundary error takes the following form

$$
\varepsilon \sum_{j=1}^N \left[ b_2 \beta f_j - b_1 \beta f_j' \right] w_{j,x} + \varepsilon^2 \left[ b_2 + b_1 \frac{\beta'}{\beta} \right] \sum_{j=1}^N \frac{x_j}{\beta} f_{j,x} + f_j + h \left[ a_{10} \omega_{0,j,x} + a_{11} \omega_{1,j,x} + (f_j + h)(a_{12} \omega_{2,j,x} + a_{13} \omega_{3,j,x}) \right.
$$

$$
+ Q^{-1} (A(0) Z_{j,x} + \phi_{22,j,x}) \right]
$$

$$
+ \varepsilon^2 \sum_{j=1}^N b_1 \left[ a_{10}' \omega_{0,j} + a_{11}' \omega_{1,j} + (a_{12}' \omega_{2,j} + a_{13}' \omega_{3,j})(f_j + h) + (a_{12} \omega_{2,j} + a_{13} \omega_{3,j})(f_j' + h') \right]
$$
\[-\varepsilon^2 \sum_{j=1}^{N} b_1 \left( \beta' f_j + \beta f_j' + \beta h + \beta h' \right) a_{10} \omega_{0,j,x} + a_{11} \omega_{1,j,x} + (f_j + h)(a_{12} \omega_{2,j,x} + a_{13} \omega_{3,j,x}) + Q^{-1}(A(0)Z_{j,x} + \phi_{22,j,x}) \]

\[-\varepsilon^2 \sum_{j=1}^{N} b_4 \left( \beta' f_j + \beta f_j' + \beta h + \beta h' \right) \left( \frac{x_j}{\beta} + f_j + h \right) w_{j,x} + \varepsilon \sum_{j=1}^{N} b_4 \frac{\omega'}{\alpha} \left( \frac{x_j}{\beta} + f_j + h \right) w_{j,x} \]

\[+ \varepsilon^2 \sum_{j=1}^{N} b_4 \left( \frac{x_j}{\beta} + f_j + h \right) ^2 + b_4 \left( \frac{x_j}{\beta} + f_j + h \right) \left( \frac{\beta'}{\beta} x_j + \beta f_j + \beta h' \right) w_{j,x} \]

\[+ \varepsilon^2 \sum_{j=1}^{N} b_4 \left( \frac{x_j}{\beta} + f_j + h \right) Q^{-1}(\varepsilon \alpha' \alpha) QZ_{j,x} + \phi_{22,j,x} \]

\[+ D^0(v_1 + \phi_1 + \phi_2) + O(\varepsilon^3) \quad \text{on } \partial_0 \mathcal{S}, \quad (4.30)\]

where the functions are evaluated at $\theta = 0$. Similar estimate holds on $\partial_1 \mathcal{S}$.

4.4. The second improvement. To deal with the resonance phenomena, which were described in Section 1 of [22], and improve the approximation for a solution still keeping the term of $\varepsilon^2$, we need to introduce new parameters $\{e_j\}_{j=1}^{N}$. In other words, as the methods in [22] we shall set an improved approximate solution as follows

\[v_1 + \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j(\varepsilon z)Z_j(x).\]

To decompose the coupling of the parameters $\{f_j\}_{j=1}^{N}$ and $\{e_j\}_{j=1}^{N}$ on the boundary of $\mathcal{S}$ (in the sense of projection against $Z$ in $L^2$), by Lemma 2.2 in [59], we introduce a new term $\phi^*$ (even in $x$) defined by the following problem

\[\Delta \phi^* - K \phi^* + p w^{p-1} \phi^* = 0 \quad \text{in } \mathcal{S}, \quad \Delta \phi^*_z = H_1(x) \quad \text{on } \partial_0 \mathcal{S}, \quad \phi^*_z = H_2(x) \quad \text{on } \partial_1 \mathcal{S}, \quad (4.31)\]

where $K$ is a large positive constant, and the function $H_1(x)$ is given by the following

\[H_1(x) = \left[ b_2 + b_1 \frac{\beta'(0)}{\beta(0)} \right] (f(0) + h(0)) \left[ a_{10} \omega_{0,x} + a_{11} \omega_{1,x} \right] \]

\[+ x \left[ a_{12} \omega_{2,x} + a_{13} \omega_{3,x} \right] + x \frac{1}{\beta(0)} Q[\alpha A(0)Z_{x} + \phi_{22,x}] \]

\[+ 2b_4 \left( f(0) + h(0) \right) w_{x} + b_4 \left[ \frac{\beta'(0)}{\beta(0)} (f(0) + h(0)) + \left( f'(0) + \frac{\beta'(0)}{\beta(0)} f(0) \right) \right] x w_x \]

\[+ b_4 \left[ \beta'(0) f(0) + \beta(0) f'(0) + \beta'(0) h(0) + \beta(0) h'(0) \right] \left[ a_{10} \omega_{0,x} + a_{11} \omega_{1,x} \right] \]

\[+ b_4 \frac{\omega'(0)}{\alpha(0)} \left[ (f(0) + h(0)) (a_{12} \omega_{2} + a_{13} \omega_{3}) + \frac{1}{\beta(0)} (A(0)Z + \phi_{22}(x,0)) \right] \]

\[+ b_4 \left[ f'(0) + h'(0) \right] \left[ a_{12} \omega_{2} + a_{13} \omega_{3} \right] + b_1 \left[ f(0) + h(0) \right] \left[ a_{12}' \omega_{2} + a_{13}' \omega_{3} \right] \]
\[ + b_4 \frac{1}{\beta(0)} \left[ f(0) + h(0) \right] \varepsilon A'(0) \beta(0) Z + \phi_{22,z}(x,0) \right] + b_3 \left[ f(0) + h(0) \right] \frac{\alpha'(0)}{\alpha(0)} w. \] (4.32)

The function \( H_2(x) \) has a similar expression. We define a boundary correction term again

\[ \varepsilon^2 \phi_3(x,z) = \varepsilon^2 \sum_{j=1}^{N} \phi_{3,j}(x,z) = \varepsilon^2 \sum_{j=1}^{N} \xi(\varepsilon z) \phi^*(x_j, Y(z)). \] (4.33)

Note that for \( j = 1, \cdots, N \), \( \varepsilon^2 \phi_{3,j} \) is an exponential decaying function which is of order \( \varepsilon^2 \) and even in the variable \( x_j \). Then define the third approximate solution to the problem near \( \Gamma_z \) as

\[ v_3(x,z) = v_1 + \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j(\varepsilon z) Z_j(x) + \varepsilon^2 \phi_3. \] (4.34)

### 4.5. The third improvement.

By choosing \( b \), we will construct a further approximation that eliminates the even terms (in \( x_j \)'s) in the error \( S(v_3) \). This can be fulfilled by adding a term \( \Phi = \sum_{j=1}^{N} \Phi_j \) and then considering the following term

\[ S(v_3 + \Phi) = S(v_1) + L_0(\varepsilon \phi_1) + L_0(\varepsilon \phi_2) + L_0(\varepsilon \phi_3) + L_0(\Phi) \]

\[ + B_3(\varepsilon \phi_1) + B_3(\varepsilon \phi_2) + B_3(\varepsilon \phi_3) + B_3(\Phi) \]

\[ + N_0(\varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \Phi). \] (4.35)

where

\[ L_0(\phi) = \frac{h_2}{\beta^2} \phi_{zz} + h_1 \left[ \phi_{xx} - \phi + p v_1^{p-1} \phi \right], \quad N_0(\phi) = h_1 \left[ (v_1 + \phi)^p - v_1^p - p v_1^{p-1} \phi \right]. \] (4.36)

The details will be given in the sequel.

#### 4.5.1. Rearrangements of the error components.

The first objective of this part is to given the details to compute the terms in formula (4.35).

- It is easy to compute that

\[ L_0(\varepsilon \phi_1) = \varepsilon \left[ \frac{h_2}{\beta^2} \phi_{1,zz} + h_1 \left( \phi_{1,xx} - \phi_1 + p v_1^{p-1} \phi_1 \right) \right] \]

\[ = -\varepsilon \sum_{j=1}^{N} (S_{1,j} + S_{2,j}) + \varepsilon \frac{h_2}{\beta^2} \phi_{1,zz} + \varepsilon h_1 \left( p v_1^{p-1} \phi_1 - \sum_{j=1}^{N} p w_j^{p-1} \phi_{1,j} \right). \] (4.37)

- Recall the expression of \( \varepsilon \phi_2 \) and \( A(\tilde{\theta}) \) defined in (4.29) and (4.25). By using the equation of \( \phi_{22,j} \) in (4.28) and the equation of \( Z \) in (3.2), we get

\[ L_0(\varepsilon \phi_2) = \varepsilon \left[ \frac{h_2}{\beta^2} \phi_{2,zz} + h_1 \left( \phi_{2,xx} - \phi_2 + p v_1^{p-1} \phi_2 \right) \right] \]

\[ = \sum_{j=1}^{N} M_{11,j}(x,z) + M_{12}(x,z) + \varepsilon h_1 \left( p v_1^{p-1} \phi_2 - \sum_{j=1}^{N} p w_j^{p-1} \phi_{2,j} \right), \] (4.38)

where

\[ M_{11,j}(x,z) = \varepsilon^2 h_2 \left[ 2 \xi'(\varepsilon z) [\varepsilon A'(\tilde{d}(\varepsilon z)) Q Z_j + \phi_{22,j,z}] + Q' \xi(\varepsilon z) [\varepsilon A'(\tilde{d}(\varepsilon z)) Z_j + \phi_{s,j,z}] \right], \] (4.39)

and

\[ M_{12}(x,z) = \sum_{j=1}^{N} \varepsilon^3 h_2 \xi''(\varepsilon z) [A'(\tilde{d}(\varepsilon z)) Z_j + \phi_{22,j}]. \] (4.40)
• According to the equation of $Z$, we obtain

$$L_0(\varepsilon \sum_{j=1}^{N} e_j Z_j) = \varepsilon \sum_{j=1}^{N} \left\{ \frac{h_2}{\beta^2}(e_j Z_j)_{zz} + h_1 [(e_j Z_j)_{xx} - e_j Z_j + pv_1^{p-1} e_j Z_j] \right\}$$

$$= \varepsilon \sum_{j=1}^{N} \left\{ \varepsilon^2 \frac{h_2}{\beta^2} e_j'' Z_j + h_1 \lambda_0 e_j Z_j \right\} + \varepsilon h_1 pv_1^{p-1} \sum_{j=1}^{N} e_j Z_j$$

$$- \varepsilon h_1 \sum_{j=1}^{N} p w_j^{p-1} e_j Z_j + \varepsilon^3 a_7(\varepsilon, \varepsilon z).$$

• Recalling the expression of $\varepsilon^2 \phi_3$ defined in (4.33) and the equation of $\phi^*$ in (4.31), it follows that

$$L_0(\varepsilon^2 \phi_3) = \varepsilon^2 \left\{ \frac{h_2}{\beta^2} \phi_{3,zz} + h_1 (\phi_{3,xx} - \phi_3 + pv_1^{p-1} \phi_3) \right\}$$

$$= \sum_{j=1}^{N} \varepsilon^2 h_1 (\tilde{\kappa} - 1) \phi_{3,j} + \varepsilon^2 \left\{ \frac{h_2}{\beta^2} \phi_{3,j,zz} + h_1 (\phi_{3,j,xx} - \tilde{\kappa} \phi_{3,j} + pv_1^{p-1} \phi_{3,j}) \right\}$$

$$= \sum_{j=1}^{N} M_{21,j}(x, z) + M_{22}(x, z) + \varepsilon^2 h_1 \left( pv_1^{p-1} \phi_3 - \sum_{j=1}^{N} p w_j^{p-1} \phi_{3,j} \right),$$

(4.41)

where

$$M_{21,j}(x, z) \equiv \varepsilon^2 h_1 (\tilde{\kappa} - 1) \phi_{3,j},$$

(4.42)

and

$$M_{22}(x, z) = \sum_{j=1}^{N} \frac{h_2}{\beta^2} \left[ \varepsilon^4 \xi''(\varepsilon z) \phi^*(x_j, \Upsilon(z)) + 2\varepsilon^3 \xi'(\varepsilon z) \phi^*_z(x_j, \Upsilon(z)) Q(\varepsilon z) \right.$$ 

$$+ \varepsilon^3 \xi(\varepsilon z) \phi^*_z(x_j, \Upsilon(z)) Q'(\varepsilon z) \left. \right].$$

(4.43)

• Recall the expression of $B_3$ in (3.27), we obtain that

$$B_3(\varepsilon \phi_1) = \varepsilon^2 \frac{h_3}{\beta} \sum_{j=1}^{N} \phi_{1,j,xx} + \varepsilon^2 h_8 \sum_{j=1}^{N} x_j \beta \phi_{1,j,xx} + \varepsilon^2 h_8 \sum_{j=1}^{N} (f_j + h) \phi_{1,j,xx}$$

$$- \varepsilon^2 \frac{V_1(0, \varepsilon z)}{\beta^2} \sum_{j=1}^{N} x_j \beta \phi_{1,j} - \varepsilon^2 \frac{V_1(0, \varepsilon z)}{\beta^2} \sum_{j=1}^{N} (f_j + h) \phi_{1,j} + \varepsilon^3 a_8(\varepsilon, \varepsilon z)$$

$$= \sum_{j=1}^{N} M_{31,j}(x, z) + M_{32}(x, z),$$

(4.44)

where

$$M_{31,j}(x, z) \equiv \varepsilon^2 \left\{ \frac{h_3}{\beta} \left[ a_{10} \omega_{0,j,xx} + a_{11} \omega_{1,j,xx} + a_{12} h \omega_{2,j,xx} + a_{13} h \omega_{3,j,xx} \right] \right.$$ 

$$+ \frac{h_8}{\beta} \left[ a_{10} x_j \omega_{0,j,xx} + a_{11} x_j \omega_{1,j,xx} + a_{12} h x_j \omega_{2,j,xx} + a_{13} h x_j \omega_{3,j,xx} \right]$$

$$+ h_8 \left[ a_{12} f_j h \omega_{2,j,xx} + a_{13} f_j h \omega_{3,j,xx} \right]$$

$$+ h_8 \left[ a_{10} f_j h \omega_{1,j,xx} + a_{12} (f_j h + h^2) \omega_{2,j,xx} + a_{13} (f_j h + h^2) \omega_{3,j,xx} \right]$$

$$- \frac{V_1(0, \varepsilon z)}{\beta^2} \frac{1}{\beta} \left[ a_{10} x_j \omega_{0,j} + a_{11} x_j \omega_{1,j} + a_{12} h x_j \omega_{2,j} + a_{13} h x_j \omega_{3,j} \right]$$

$$M_{32}(x, z) \equiv \varepsilon^2 \left\{ \frac{h_3}{\beta} \left[ a_{10} \omega_{0,j} + a_{11} \omega_{1,j} + a_{12} h \omega_{2,j} + a_{13} h \omega_{3,j} \right] \right.$$ 

$$+ \frac{h_8}{\beta} \left[ a_{10} x_j \omega_{0,j} + a_{11} x_j \omega_{1,j} + a_{12} h x_j \omega_{2,j} + a_{13} h x_j \omega_{3,j} \right]$$

$$+ h_8 \left[ a_{12} f_j h \omega_{2,j} + a_{13} f_j h \omega_{3,j} \right]$$

$$+ h_8 \left[ a_{10} f_j h \omega_{1,j} + a_{12} (f_j h + h^2) \omega_{2,j} + a_{13} (f_j h + h^2) \omega_{3,j} \right]$$

$$- \frac{V_1(0, \varepsilon z)}{\beta^2} \frac{1}{\beta} \left[ a_{10} x_j \omega_{0} + a_{11} x_j \omega_{1} + a_{12} h x_j \omega_{2} + a_{13} h x_j \omega_{3} \right].$$
Moreover, we can decompose

\[ B_3(x, z) = \sum_{j=1}^{N} \varepsilon^2 \left\{ \frac{h_3}{\beta} f_j (a_1 x_j \omega_3, x_j + a_1 \omega_3, x_j, x_j) + 2 \varepsilon^2 h_2 \frac{\beta}{\beta^2} \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_{2, j, x} \right\}, \]

and

\[ M_{42}(x, z) = \sum_{j=1}^{N} \varepsilon^3 \left\{ -V_j(0, \varepsilon) \left[ \phi_{2, j, z} + a_1 x_j \omega_3, j + a_1 \omega_3, j, j \right] \right\} + \varepsilon^3 a_9(\varepsilon s, \varepsilon z). \]

Moreover, we can decompose \( B_3(\varepsilon \phi_2) \) as follows

\[ B_3(\varepsilon \phi_2) = \varepsilon^2 \frac{h_3}{\beta} \sum_{j=1}^{N} \phi_{2, j, x} + \varepsilon^2 \frac{h_3}{\beta} \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_{2, j, x} \]

\[ + 2 \varepsilon^2 \frac{h_2}{\alpha \beta^2} \sum_{j=1}^{N} \phi_{2, j, z} + \varepsilon^2 \frac{h_6}{\beta} \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_{2, j, x} \]

\[ + \varepsilon^2 h_8 \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_{2, j, x} - \varepsilon^2 \frac{V_j(0, \varepsilon)}{\beta^2} \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_{2, j} + \varepsilon^3 a_9(\varepsilon s, \varepsilon z) \]

\[ = \sum_{j=1}^{N} M_{41, j}(x, z) + M_{42}(x, z), \]

where

\[ M_{41, j}(x, z) = \varepsilon^2 \frac{\xi(\varepsilon z)}{\beta} \left\{ h_3 [A(\tilde{d}(\varepsilon z)) Z_{j, x} + \phi_{22, j, x}] + \frac{h_3}{\beta} [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_j + \phi_{22, j, z}] \right. \]

\[ + 2 \varepsilon^2 \frac{h_2}{\alpha \beta^2} \left( \frac{x_j}{\beta} + f_j + h \right) [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_{j, x} + \phi_{22, j, xx}] + \frac{h_6}{\beta} [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_j + \phi_{22, j, z}] \]

\[ + h_6 \left( \frac{x_j}{\beta} + f_j + h \right) [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_{j, x} + \phi_{22, j, x} + \phi_{22, j, xx}] \]

\[ - \frac{V_j(0, \varepsilon)}{\beta} \left( \frac{x_j}{\beta} + h \right) [A'(\tilde{d}(\varepsilon z)) Z_{j, x} + \phi_{22, j} \right\}, \]

and

\[ M_{42}(x, z) = \sum_{j=1}^{N} \varepsilon^2 \xi(\varepsilon z) f_j \frac{1}{\beta} \left\{ 2 \varepsilon^2 \frac{h_2}{\beta} [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_{j, x} + \phi_{22, j, x}] + h_6 [A'(\tilde{d}(\varepsilon z)) \varepsilon Q Z_j + \phi_{22, j, z}] \right\} \]

\[ + \frac{h_8}{\beta} [A'(\tilde{d}(\varepsilon z)) Z_{j, x} + \phi_{22, j, x}] - \frac{V_j(0, \varepsilon)}{\beta} [A'(\tilde{d}(\varepsilon z)) Z_j + \phi_{22, j} \right\} + \varepsilon^3 a_9(\varepsilon s, \varepsilon z). \]
• The computations for next term is the following:

\[
B_3 \left( \varepsilon \sum_{j=1}^{N} e_j Z_j \right) = \varepsilon^2 h_3 \frac{1}{\beta} \sum_{j=1}^{N} e_j Z_{j,x} + \varepsilon^2 h_8 \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) Z_{j,xx} \\
- \varepsilon^2 \frac{V_i(0, \varepsilon \varepsilon)}{\beta^2} \sum_{j=1}^{N} \left( \frac{x_j}{\beta} + f_j + h \right) e_j Z_j + \varepsilon^3 a_{10}(\varepsilon s, \varepsilon \varepsilon) \\
= \sum_{j=1}^{N} M_{51,j}(x, z) + M_{52}(x, z),
\]

where

\[
M_{51,j}(x, z) \equiv \varepsilon^2 (f_j + h) e_j \left[ h_8 Z_{j,xx} - \frac{V_i(0, \varepsilon \varepsilon)}{\beta^2} Z_j \right], \tag{4.49}
\]

\[
M_{52}(x, z) \equiv \sum_{j=1}^{N} \frac{\varepsilon^2}{\beta} e_j \left[ h_3 Z_{j,x} + h_8 x_j Z_{j,x} - \frac{V_i(0, \varepsilon \varepsilon)}{\beta^2} x_j Z_j \right] + \varepsilon^3 a_{10}(\varepsilon s, \varepsilon \varepsilon). \tag{4.50}
\]

• The main order of the nonlinear term \( N_0 \left( \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \Phi \right) \) is in the following

\[
\frac{p(p-1)}{2} \nu_1 p^{-2} \left( \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \Phi \right)^2,
\]

which can be decomposed in the form

\[
\frac{p(p-1)}{2} \nu_1 p^{-2} \left( \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \Phi \right)^2 = M_{61}(x, z) + M_{62}(x, z) + O(\varepsilon^2),
\]

where

\[
M_{61}(x, z) = \sum_{j=1}^{N} M_{61,j}(x, z)
\]

\[
\equiv \sum_{j=1}^{N} \varepsilon^2 h_i \frac{p(p-1)}{2} \omega_j p^{-2} \left\{ a_{10}^{2} \omega_{0,j}^2 + a_{11}^{2} \omega_{1,j}^2 + 2a_{10}a_{11} \omega_{0,j} \omega_{1,j} + 2h_3 h \left[ a_{10}a_{12} \omega_{0,j} \omega_{2,j} + a_{10}a_{13} \omega_{0,j} \omega_{3,j} \right] + 2h_3 h \left[ a_{11}a_{12} \omega_{1,j} \omega_{2,j} + a_{11}a_{13} \omega_{1,j} \omega_{3,j} \right] + (2f_j h + h^2) \left[ a_{12}^{2} \omega_{2,j}^2 + a_{13}^{2} \omega_{3,j}^2 + 2a_{12}a_{13} \omega_{2,j} \omega_{3,j} \right] + \varepsilon^2 Z_j^2 + \xi^2 (\varepsilon \varepsilon) \left[ A(\tilde{d}(\varepsilon \varepsilon)) Z_j + \phi_{22,j} \right]^2 \\
+ 2(a_{10} \omega_{0,j} + a_{11} \omega_{1,j}) \xi (\varepsilon \varepsilon) \left[ A(\tilde{d}(\varepsilon \varepsilon)) Z_j + \phi_{22,j} \right] + 2(a_{12} \omega_{2,j} + a_{13} \omega_{3,j})(f_j + h) \left[ e_j Z_j + \xi (\varepsilon \varepsilon) \left( A(\tilde{d}(\varepsilon \varepsilon)) Z_j + \phi_{22,j} \right) \right] \\
+ 2 \xi (\varepsilon \varepsilon) \left[ A(\tilde{d}(\varepsilon \varepsilon)) Z_j + \phi_{22,j} \right] e_j Z_j \right}\}, \tag{4.51}
\]

and

\[
M_{62}(x, z) = \sum_{j=1}^{N} M_{62,j}(x, z)
\]
Finding new correction terms and defining the basic approximation. Whence, according to the above rearrangements, we rewrite (4.53) in terms of

\[
M_{63}(x, z) = N_0 \left( \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \Phi \right) - M_{61}(x, z) - M_{62}(x, z).
\]

(4.53)

Whence, according to the above rearrangements, we rewrite (4.35) in terms of

\[
S(v_3 + \Phi) = \sum_{j=1}^{N} \left( \varepsilon^2 S_{6,j} + \varepsilon^2 S_{7,j} + \varepsilon^2 S_{8,j} + \varepsilon^2 S_{9,j} + h_1(\Phi, x, z) - \Phi + p w_j p^{-1} \Phi_j + M_{11,j}(x, z) + M_{21,j}(x, z) + M_{31,j}(x, z) + M_{41,j}(x, z) + M_{51,j}(x, z) + M_{61,j}(x, z) \right)
\]

\[
+ \sum_{j=1}^{N} \varepsilon^2 \left( S_{3,j} + S_{4,j} + S_{5,j} \right) + \sum_{j=1}^{N} \varepsilon \left( \varepsilon^2 \frac{h_2}{\beta^2} \varepsilon_j Z_j + h_1 \varepsilon_0 e_j Z_j \right) + B_4(v_1) + \varepsilon \frac{h_2}{\beta^2} \phi_{1,zz} + h_2 \phi_{2z} + M_{12}(x, z) + M_{22}(x, z) + M_{32}(x, z) + M_{42}(x, z) + M_{52}(x, z)
\]

\[
+ M_{62}(x, z) + M_{63}(x, z) + B_3(\varepsilon^2 \phi_3) + B_3(\Phi) + \varepsilon h_1 \left( p v_1 p^{-1} \phi_1 - \sum_{j=1}^{N} p w_j p^{-1} \phi_{1,j} \right)
\]

\[
+ \varepsilon h_1 \left( p v_1 p^{-1} \sum_{j=1}^{N} e_j Z_j - \sum_{j=1}^{N} p w_j p^{-1} e_j Z_j \right) + \varepsilon h_1 \left( p v_1 p^{-1} \phi_2 - \sum_{j=1}^{N} p w_j p^{-1} \phi_{2,j} \right)
\]

\[
+ \varepsilon^2 h_1 \left( p v_1 p^{-1} \phi_3 - \sum_{j=1}^{N} p w_j p^{-1} \phi_{3,j} \right) + h_1 \left( p v_1 p^{-1} \Phi - \sum_{j=1}^{N} p w_j p^{-1} \Phi \right).
\]

(4.54)

4.5.2. Finding new correction terms and defining the basic approximation. In order to eliminate the terms between the first brackets in (4.54), for fixed \( z \), we need a solution to the problem

\[
h_1(-\Phi, x + \Phi_j - p w_j p^{-1} \Phi_j) = \varepsilon^2 S_{6,j} + \varepsilon^2 S_{7,j} + \varepsilon^2 S_{8,j} + \varepsilon^2 S_{9,j}
\]

\[
+ M_{11,j}(x, z) + M_{21,j}(x, z) + M_{31,j}(x, z)
\]

\[
+ M_{41,j}(x, z) + M_{51,j}(x, z) + M_{61,j}(x, z), \quad \forall x \in \mathbb{R}.
\]

(4.55)

It is well-known that the above problem is solvable provided that

\[
\int_{\mathbb{R}} \left[ \varepsilon^2 S_{6,j} + \varepsilon^2 S_{7,j} + \varepsilon^2 S_{8,j} + \varepsilon^2 S_{9,j} + M_{11,j}(x, z) + M_{21,j}(x, z) + M_{31,j}(x, z) + M_{41,j}(x, z) + M_{51,j}(x, z) + M_{61,j}(x, z) \right] w_{j,x} \, dx = 0.
\]

(4.56)

The computations in Appendix A give that the validity of (4.56) holds if the following problem

\[
\mathcal{H}_1(\varepsilon z) h'' + \mathcal{H}_1'(\varepsilon z) h' + \left[ \mathcal{H}_2(\varepsilon z) - \mathcal{H}_3(\varepsilon z) + \frac{\alpha_1(z)}{\zeta(\varepsilon z)} \right] h = \frac{1}{\zeta(\varepsilon z)} \left[ G_1(z) + G_3(z) \right],
\]

\[
b_1 h'(0) - b_2 h(0) = 0, \quad b_6 h'(1) - b_7 h(1) = 0,
\]

(4.57)
has a solution. Here the functions $\mathcal{H}_1$, $\mathcal{H}_2$, $\mathcal{H}_3$, $\zeta$, $\alpha_1$, $G_1$ and $G_2$ are given in (2.111)-(2.113), (A.19), (A.6), (A.7) and (A.9). In fact, for the solvability of problem (4.57) the reader can refer to Lemma 6.1 in [62]. Moreover, $h$ has the following estimate

$$
||h||_{H^2(0,1)} \leq C\varepsilon^4.
$$

Now, we can find a function defined by $\Phi = \varepsilon^2 \phi_4(x, \varepsilon z)$, such that the terms between the first brackets in (4.54) disappear. Finally, our basic approximate solution to the problem near the curve $\Gamma_\varepsilon$ is

$$
v_4 = v_1 + \varepsilon \phi_1 + \varepsilon \phi_2 + \varepsilon \sum_{j=1}^{N} e_j Z_j + \varepsilon^2 \phi_3 + \varepsilon^3 \phi_4.
$$

### 4.6. The Global Approximate Solution and Errors

Recall the coordinates $(s, z)$ in (3.14), $(t, \theta)$ in (2.13), and also the local approximate solution $v_4(s, z)$ in (4.58), which is constructed near the curve $\Gamma_\varepsilon$ in the coordinates $(s, z)$. By the relations in (3.23), we then make an extension and simply define the approximate solution to (1.26) in the form

$$
\mathbf{w}(\tilde{y}) = \eta_{\delta_3}(s) \alpha(\varepsilon z) v_4(x, z).
$$

Note that, in the coordinates $(\tilde{y}_1, \tilde{y}_2)$ introduced in (1.25), $\mathbf{w}$ is a function defined on $\Omega_\varepsilon$ which is extended globally as 0 beyond the $6\delta/\varepsilon$-neighborhood of $\Gamma_\varepsilon$. The interior error can be arranged as follows

$$
E = S(v_4) = \varepsilon^2 \sum_{j=1}^{N} (S_{3,j} + S_{4,j} + S_{5,j}) + B_4(v_1) + \varepsilon \sum_{j=1}^{N} \left[ \varepsilon^3 \frac{h_2}{\beta^2} \phi''_j Z_j + \varepsilon h_1 \lambda_0 e_j Z_j \right]
$$

$$
+ \varepsilon \frac{h_2}{\beta^2} \phi_{1,zz} + \varepsilon^2 \frac{h_2}{\beta^2} \phi_{4,zz} + M_{12}(x, z) + M_{22}(x, z) + M_{32}(x, z) + M_{42}(x, z) + M_{52}(x, z) + M_{62}(x, z) + M_{63}(x, z) + B_3(\varepsilon^2 \phi_3) + B_3(\varepsilon^2 \phi_4)
$$

$$
+ \varepsilon h_1 \left( p v_1^{p-1} \phi_1 - \sum_{j=1}^{N} p w_j^{p-1} \phi_{1,j} \right) + \varepsilon h_1 \left( p v_1^{p-1} \phi_2 - \sum_{j=1}^{N} p w_j^{p-1} \phi_{2,j} \right)
$$

$$
+ \varepsilon^2 h_1 \left( p v_1^{p-1} \phi_3 - \varepsilon \sum_{j=1}^{N} p w_j^{p-1} \phi_{3,j} \right) + \varepsilon^2 h_1 \left( p v_1^{p-1} \phi_4 - \varepsilon \sum_{j=1}^{N} p w_j^{p-1} \phi_{4,j} \right),
$$

where we have used (4.54) and the equation of $\phi_4$ in (4.55). The boundary error term $g_0$ has the form

$$
g_0(x) = \varepsilon \sum_{j=1}^{N} \left[ b_2 \beta f_j - b_1 \beta f'_j \right] w_{j,x}
$$

$$
+ \varepsilon^2 \left[ b_2 + b_1 \frac{\beta'}{\beta} \right] \sum_{j=1}^{N} (f_j + h) \left( a_{12} \omega_{2,j,x} + a_{13} \omega_{3,j,x} + Q^{-1} (A(0) Z_{j,x} + \phi_{22,j,x}) \right)
$$

$$
+ \varepsilon^2 \left[ b_2 + b_1 \frac{\beta'}{\beta} \right] \sum_{j=1}^{N} \left( \frac{x_j}{\beta} \right) \left[ a_{10} \omega_{0,j,x} + a_{11} \omega_{1,j,x} \right]
$$

$$
- \varepsilon^2 \sum_{j=1}^{N} b_1 \left( \beta' f_j + \beta f'_j + \beta h + \beta h' \right) \left( a_{12} \omega_{2,j,x} + a_{13} \omega_{3,j,x} \right) (f_j + h)
$$

$$
- \varepsilon^2 b_1 \left( a_{10} \omega_{0,j} + a_{11} \omega_{1,j} \right) + e_j Z_{j,x} \right] + \varepsilon^2 b_1 \frac{\alpha'}{\alpha} \frac{x_j}{\beta} w_j
$$

$$
- \varepsilon^2 \sum_{j=1}^{N} b_1 \beta \left( \frac{x_j^2}{\beta^2} + f_j^2 + h^2 + 2f_j h \right) + b_4 \left[ \frac{\beta'}{\beta} x_j^2 + \beta (f_j + h)^2 \right] w_{j,x} \right].
$$
Similarly, we obtain

The term $g_1$ has a similar expression.

We decompose

$$\mathcal{E} = \mathcal{E}_{11} + \mathcal{E}_{12}, \quad g_0 = g_{01} + g_{02}, \quad g_1 = g_{11} + g_{12},$$

with

$$\mathcal{E}_{11} = \sum_{j=1}^{N} \mathcal{E}_{11,j} = \sum_{j=1}^{N} \left( \varepsilon^2 \frac{h_2}{\beta^2} \varepsilon \varepsilon Z_j + \varepsilon h_1 \lambda_0 \varepsilon_j Z_j \right), \quad \text{and} \quad \mathcal{E}_{12} = \mathcal{E} - \mathcal{E}_{11},$$

$$g_{01} = \varepsilon \sum_{j=1}^{N} \beta(0) \left[ b_2 f_j - b_1 f_j^2 \right] w_{j,x} + \sum_{j=1}^{N} \varepsilon^2 b_1 \varepsilon_j^2 Z_j, \quad \text{and} \quad g_{02} = g_0 - g_{01},$$

$$g_{11} = \varepsilon \sum_{j=1}^{N} \beta(0) \left[ b_7 f_j - b_6 f_j^2 \right] w_{j,x} + \sum_{j=1}^{N} \varepsilon^2 b_6 \varepsilon_j^2 Z_j, \quad \text{and} \quad g_{12} = g_1 - g_{11}.$$

For further references, it is useful to estimate the $L^2(\mathcal{S})$ norm of $\mathcal{E}$. From the uniform bound of $e_1, \ldots, e_N$ in (3.42), it is easy to see that

$$\|\mathcal{E}_{11}\|_{L^2(\mathcal{S})} \leq C \varepsilon^{1/2} \ln \varepsilon^g. \quad (4.64)$$

Since $\varepsilon \phi_1, \varepsilon \phi_2$ and $\varepsilon \varepsilon_j Z_j$ are of size $O(\varepsilon)$, all terms in $\mathcal{E}_{12}$ carry $\varepsilon^2$ in front. We claim that

$$\|\mathcal{E}_{12}\|_{L^2(\mathcal{S})} \leq C \varepsilon^{3/2} \ln \varepsilon^g. \quad (4.65)$$

Similarly, we have the following estimate

$$\|g_{02}\|_{L^2(\mathcal{R})} + \|g_{12}\|_{L^2(\mathcal{R})} \leq C \varepsilon^{3/2} \ln \varepsilon^g. \quad (4.66)$$

Moreover, for the Lipschitz dependence of the term of error $\mathcal{E}_{12}$ on the parameters $f$ and $e$ for the norm defined in (3.41) and (3.42), we have the validity of the estimate

$$\|\mathcal{E}_{12}(f_1, e_1) - \mathcal{E}_{12}(f_2, e_2)\|_{L^2(\mathcal{S})} \leq C \varepsilon^{3/2} \ln \varepsilon^g \left[ \|f_1 - f_2\|_{H^2(0,1)} + \|e_1 - e_2\|_{*} \right]. \quad (4.67)$$

Similarly, we obtain

$$\|g_{02}(f_1, e_1) - g_{02}(f_2, e_2)\|_{L^2(\mathcal{R})} + \|g_{12}(f_1, e_1) - g_{12}(f_2, e_2)\|_{L^2(\mathcal{R})} \leq C \varepsilon^{3/2} \ln \varepsilon^g \left[ \|f_1 - f_2\|_{H^2(0,1)} + \|e_1 - e_2\|_{*} \right]. \quad (4.68)$$

5. Derivation of the reduced equations: Toda system

In this section, we will set up equations for the parameters $f$ and $e$ which are equivalent to making $c(\varepsilon z), d(\varepsilon z), l_1, l_0, m_1$ and $m_0$ are identically zero in the system (3.52)-(3.55). The equations

$$c(\varepsilon z) = 0, \quad l_1 = 0, \quad l_0 = 0,$$

are then equivalent to the relations, for $n = 1, \ldots, N$,

$$\int_{\mathcal{R}} \left[ \eta^5(s) \mathcal{E} + \eta^5(s) \mathcal{N}(\phi) + \chi(\varepsilon |x|) B_3(\phi) + h_1 p(\beta^{-2} \chi(\varepsilon |x|) w^{p-1} - w^{p-1}) \phi \right] w_{n,x} \, dx = 0, \quad (5.1)$$

$$\int_{\mathcal{R}} \left[ \eta^5(s) g_{1} - \chi(\varepsilon |x|) D_{1}^3(\phi) + \chi(\varepsilon |x|) D_{1}^1(\phi) \right] w_{n,x} \, dx = 0, \quad z = 1/\varepsilon, \quad (5.2)$$

$$\int_{\mathcal{R}} \left[ \eta^5(s) g_{0} - \chi(\varepsilon |x|) D_{0}^3(\phi) + \chi(\varepsilon |x|) D_{0}^0(\phi) \right] w_{n,x} \, dx = 0, \quad z = 0. \quad (5.3)$$

Similarly,

$$d(\varepsilon z) = 0, \quad m_1 = 0, \quad m_0 = 0,$$
if and only if for \( n = 1, \ldots, N \),
\[
\int \left[ \eta_0(s) \mathcal{E} + \eta_0(s) \mathcal{N}(\phi) + \chi(\varepsilon|x|)B_3(\phi) + h_1 p(\beta^{-2} \chi(\varepsilon|x|) w^{n_1 - 1} - v_1^{n_1 - 1}) \phi \right] Z_n \, dx = 0, \tag{5.4}
\]
\[
\int \left[ \eta_0(s) g_1 - \chi(\varepsilon|x|) D_1^1(\phi) + \chi(\varepsilon|x|) D_1^1(\phi) \right] Z_n \, dx = 0, \quad z = 1/\varepsilon, \tag{5.5}
\]
\[
\int \left[ \eta_0(s) g_0 - \chi(\varepsilon|x|) D_0^0(\phi) + \chi(\varepsilon|x|) D_0^0(\phi) \right] Z_n \, dx = 0, \quad z = 0. \tag{5.6}
\]

5.1. Estimates for projections of the error. For the pair \((f, e)\) satisfying (3.41) and (3.42), we denote \( b_{1^\varepsilon} \) and \( b_{2^\varepsilon} \), generic, uniformly bounded continuous functions of the form
\[
b_{i_{\varepsilon j}} = b_{i_{\varepsilon j}}(z, f(\varepsilon z), e(\varepsilon z), f'(\varepsilon z), e(\varepsilon z)), \quad l = 1, 2,
\]
where \( b_{1^\varepsilon j} \) is uniformly Lipschitz in its four last arguments, and introduce the notation
\[
\mathcal{G} = \{ x \in \mathbb{R} : (x, z) \in \mathcal{S} \}, \quad \mathcal{G}_n = \{ x \in \mathbb{R} : (x, z) \in \mathcal{A}_n \} \quad n = 1, \ldots, N. \tag{5.7}
\]
The computations in Appendix B lead to the estimate, for \( n = 1, \ldots, N, \)
\[
\int_{\mathcal{G}} \mathcal{E} w_{n, \varepsilon} \, dx = -\varrho_2 h_1 \left\{ \varepsilon^2 \left[ \mathcal{H}_1 f''_n + \mathcal{H}_1' f'_n + (\mathcal{H}_2' - \mathcal{H}_3 + \alpha_2(z)) f_n \right] + e^{-\beta(f_n - f_{n-1})} - e^{-\beta(f_{n+1} - f_n)} \right\} + P_n(\varepsilon z), \tag{5.8}
\]
where
\[
\gamma_1(\theta) = \frac{\varrho_1}{\beta(\theta)}, \quad \zeta(\theta) = \frac{\gamma_1(\theta)}{\varrho_2 h_1(\theta)}, \quad \alpha_2(z) = \frac{\alpha_1(z)}{\zeta(\varepsilon z)}, \tag{5.9}
\]
\[
P_n(\varepsilon z) = \varepsilon^2 \gamma_1(\theta) \left[ h_3(\varepsilon z) e_n + \varepsilon^2 h_4(\varepsilon z) e''_n + e^{\mu_1} \max \left\{ e^{-\beta(f_n - f_{n-1})} \right\} \right]
\]
\[
+ \varepsilon^2 (j_{1^\varepsilon j} e'_j + b_{1^\varepsilon j} e''_j + b_{2^\varepsilon j}) + O(\varepsilon^3) \sum_{j=1}^N (f_j + f'_j + f''_j + f''_j),
\]
where the functions \( \mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3 \) are defined in (2.111)-(2.113), and \( \zeta \) in (A.19), \( \alpha_1(z) \) in (A.6), \( \varrho_1 \) and \( \varrho_2 \) in (A.2)-(B.6), \( h_3(\varepsilon z) \) and \( h_4(\varepsilon z) \) in (B.11)-(B.12), \( h_1 \) in (2.57). For further references we observe that
\[
\|P_n\|_{L^2(0,1)} \leq C \varepsilon^{2+\mu_2}, \quad \text{for some } \mu_2 > 0, n = 1, \ldots, N. \tag{5.10}
\]
On the other hand, the computations in Appendix C lead to the estimate, for \( n = 1, \ldots, N, \)
\[
\int_{\mathcal{G}_n} \mathcal{E} Z_n \, dx = \varepsilon^3 \frac{h_2}{\beta^2} e''_n + \varepsilon \lambda_0 h_1 e_n + \varepsilon^3 h_5 e'_n + \varrho_4 h_1 \left[ e^{-\beta(f_n - f_{n-1})} - e^{-\beta(f_{n+1} - f_n)} \right]
\]
\[
+ \varepsilon^2 \varrho_3 \left( f_n f'_n \right)^2 + \varepsilon^3 \rho_1(\varepsilon z) + \varepsilon^2 \rho_2(\varepsilon z) + \varepsilon^2 \rho_3(\varepsilon z) + R_n(\varepsilon z), \tag{5.11}
\]
where
\[
R_n(\varepsilon z) = \varepsilon^4 f_n \beta^{-2} h_6(\varepsilon z) e''_n + 2 \varepsilon^2 \varrho_3 (f'_n h' + f_n h') + \varepsilon^3 \beta^{-2} \varepsilon(\varepsilon z) A'(d(\varepsilon z))
\]
\[
+ O(\varepsilon^3) \sum_{j=1}^N (f'_j + f''_j) + O(\varepsilon^5) \sum_{j=1}^N e''_j + \varepsilon^2 \max \left\{ e^{-\beta(f_j - f_{n-1})} \right\}
\]
\[
+ \varepsilon^3 \sum_{j=1}^N (b_{1^\varepsilon j} f'_j + b_{2^\varepsilon j} e'_j + b_{2^\varepsilon j}) + O(\varepsilon^3),
\]
where the constants \( \lambda_0, \varrho_3, h_4 \) are given (3.3), (C.3) and (C.5), while the functions \( h_1, h_2, h_5, h_6, \rho_1, \rho_2 \) and \( \rho_3 \) are given in (2.57), (2.58), (C.17), (C.18), (C.7), (C.12) and (C.14). For further references we observe that
\[
\|R_n\|_{L^2(0,1)} \leq C \varepsilon^{-2+\mu_3}, \quad \text{for some } \mu_3 > 0, n = 1, \ldots, N. \tag{5.12}
\]
5.2. Projection of errors on the boundary. In this section, we compute the projection of errors on the boundary. Without loss of generality, only the projections of the error components on $\partial_0 S$ will be given. According to the expression of $g_0$ as in (4.61), the main errors on the boundary integrated against $w_{n,x}$ and $Z_n$ in the variable $x$ can be computed as the following:

$$
\int_{\mathbb{R}} g_0(x) w_{n,x} \, dx = \varepsilon \sum_{j=1}^{N} \beta(0) \left[ b_2 f_j - b_1 f_j^2 \right] \int_{\mathbb{R}} w_{j,x} w_{n,x} \, dx + \varepsilon^2 \mathcal{M}_{\theta_n} (f, e) + O(\varepsilon^3).
$$

Using the following formulas

$$
\int_{\mathbb{R}} Z^2 \, dx = -2 \int_{\mathbb{R}} x Z \, dx = 1,
$$

we get the following two estimates

$$
\int_{\mathbb{R}} g_0(x) Z_n \, dx = \varepsilon^2 b_1 \left[ e_1'(0) + \frac{\alpha'(0)}{\alpha(0)} e_n(0) \right] + O(\varepsilon^3).
$$

Higher order errors can be proceeded as follows:

$$
\int_{\mathbb{R}} D_3^0 (\phi(x,0)) w_{n,x} \, dx
$$

$$
= \sum_{j=1}^{N} \varepsilon \left[ b_2 + b_1 \frac{\beta^j}{\beta} \right] \int_{\mathbb{R}} x \phi_x(x,0) w_{n,x} \, dx - \sum_{j=1}^{N} \varepsilon \frac{\alpha'}{\alpha} \int_{\mathbb{R}} \phi(x,0) w_{n,x} \, dx
\quad + \sum_{j=1}^{N} \varepsilon b_4 \int_{\mathbb{R}} \left( \frac{x_j}{\beta} + f_j + h \right) \phi_z(x,0) w_{n,x} \, dx
\quad + \sum_{j=1}^{N} \varepsilon^2 \int_{\mathbb{R}} \left[ b_1 \left( \frac{x_j}{\beta} + f_j + h \right)^2 + b_4 \left( \frac{x_j}{\beta} + f_j + h \right) \right] \phi_z(x,0) w_{n,x} \, dx
\quad + \sum_{j=1}^{N} \varepsilon^2 b_5 \int_{\mathbb{R}} \left( \frac{x_j}{\beta} + f_j + h \right)^2 \phi_z(x,0) w_{n,x} \, dx
\quad = O(\varepsilon^{2+\mu}),
$$

and also

$$
\int_{\mathbb{R}} D_3^0 (\phi(x,0)) Z_n \, dx = O(\varepsilon^{2+\mu}).
$$

The term $D_3^0 (\phi)$ on the boundary integrated against $w_{n,x}$ and $Z_n$ in the variable $x$ are of size of order $O(\varepsilon^3)$.

5.3. The system involving $(f, e)$. As done in [22] and [23], we can estimate the terms that involve $\phi$ in (5.1) and (5.4) integrated against the functions $w_{n,x}$ and $Z_n$ in the variable $x$ in the similar ways. As a conclusion, for $n = 1, \cdots, N$, there holds the following estimate

$$
-\varepsilon^2 \left[ \mathcal{H}_1' f_n'' + \mathcal{H}_1' f_n'' + \left( \mathcal{H}_2' - \mathcal{H}_4 + \alpha_2 (z) \right) f_n \right] + e^{-\beta (f_n-f_{n-1})} - e^{-\beta (f_{n+1}-f_n)} + M_n = 0.
$$

Moreover, $M_n$ can be decomposed in the following way

$$
M_n = M_{n1} (\theta, f, f', e, e', e'') + M_{n2} (\theta, f, f', e, e'),
$$

where $M_{n1}$ and $M_{n2}$ are continuous of their arguments. Functions $M_{n1}$ and $M_{n2}$ satisfy the following properties for $n = 1, \cdots, N$

$$
\|M_{n1}\|_{L^2(0,1)} \leq C \varepsilon^{2+\mu}, \quad \|M_{n2}\|_{L^2(0,1)} \leq C \varepsilon^{-2+\mu_0},
$$

where $\mu_0$ is a positive constant. For $n = 1, \cdots, N$, there also holds the following estimate

$$
\varepsilon^3 \frac{h_0}{\beta^2} e'' + \varepsilon h_1 \lambda_0 e_n + \varepsilon^3 h_5 e'_n + h_1 \varphi_4 \left[ e^{-\beta (f_n-f_{n-1})} - e^{-\beta (f_{n+1}-f_n)} \right]
\quad + \varepsilon^2 \varphi_3 (f_n')^2 + \varepsilon^3 \rho_1 + \varepsilon^2 \rho_2 + \varepsilon^2 \rho_3 + M_n = 0.
$$

(5.16)
Moreover, $M_n$ can be decomposed in the following way
\begin{equation}
M_n = M_{n1}(\theta, f, f', e, e', e'') + M_{n2}(\theta, f, f', e, e'), \tag{5.17}
\end{equation}
where $M_{n1}$ and $M_{n2}$ are continuous of their arguments. Functions $M_{n1}$ and $M_{n2}$ satisfy the following properties for $n = 1, \ldots, N$
\begin{equation}
\|M_{n1}\|_{L^2(0,1)} \leq C \varepsilon^{2+\tilde{\tau}_0}, \quad \|M_{n2}\|_{L^2(0,1)} \leq C \varepsilon^{2+\tilde{\tau}_0},
\end{equation}
where $\tilde{\tau}_0$ is a positive constant.

Therefore, using $\theta = \varepsilon z$ and defining the operators
\begin{equation}
\mathbb{L}_n(f) \equiv \varepsilon^2 \zeta(\theta) \left[ H_1(\theta) f''_n + H'_1(\theta) f'_n + \left( H'_2(\theta) - H_3(\theta) + \alpha_2(\theta/\varepsilon) \right) f_n \right] - e^{-\beta(\theta)(f_n-f_{n-1})} + e^{-\beta(\theta)(f_{n+1}-f_n)}, \quad n = 1, \ldots, N,
\end{equation}
and
\begin{equation}
\mathbb{L}(e) \equiv - \varepsilon^2 h_2(\theta) e'' - \varepsilon^2 \tilde{\alpha}(\theta) e' - |\beta(\theta)|^2 h_1(\theta) \lambda_0 e,
\end{equation}
we derive the following nonlinear system of differential equations for the parameters $f$ and $e$
\begin{equation}
\mathbb{L}_n(f) = M_{n1}, \quad n = 1, \ldots, N,
\end{equation}
\begin{equation}
\mathbb{L}(e) = M_{n2}, \quad n = 1, \ldots, N,
\end{equation}
with the boundary conditions, $n = 1, \ldots, N$,
\begin{equation}
b_0 f'_n(1) - b_7 f_n(1) + M^1_{n1}(f, e) = 0, \quad b_1 f'_n(0) - b_2 f_n(0) + M^2_{n1}(f, e) = 0, \tag{5.22}
\end{equation}
\begin{equation}
e'_n(1) + \tilde{b}_6 e_n(1) + M^1_{n2}(f, e) = 0, \quad e'_n(0) + \tilde{b}_5 e_n(0) + M^2_{n2}(f, e) = 0. \tag{5.23}
\end{equation}
The constants $\tilde{b}_6$ and $\tilde{b}_5$ are given by
\begin{equation}
\tilde{b}_6 = \frac{\alpha'(0)}{\alpha(0)}, \quad \tilde{b}_5 = \frac{\alpha'(1)}{\alpha(1)},
\end{equation}
where $M^j_{n1}$’s are some terms of order $O(\varepsilon^{1/2})$. The functions $\zeta(\theta) = \frac{\gamma_1(\theta)}{\gamma_2 h_1(\theta)} > 0$, and $\alpha_2(\theta/\varepsilon)$ are defined in (5.10) by the relation $\theta = \varepsilon z$. Moreover, we have denoted
\begin{equation}
\tilde{\alpha}(\theta) = \beta^2(\theta) h_5(\theta),
\end{equation}
\begin{equation}
\alpha_5(\theta) = \beta^2(\theta) \left[ \varepsilon^2 \rho_1(\theta) + \varepsilon \rho_2(\theta) + \varepsilon \rho_3(\theta) \right],
\end{equation}
\begin{equation}
\alpha_{6,n}(\theta) = \varepsilon \gamma_2 \beta^2(\theta) |f'_n(\theta)|^2 + \varepsilon^{-1} \gamma_4 \beta^2(\theta) h_1(\theta) \left[ e^{-\beta(\theta)(f_n-f_{n-1})} - e^{-\beta(\theta)(f_{n+1}-f_n)} \right],
\end{equation}
where $h_5(\theta)$, $\rho_1(\theta)$, $\rho_2(\theta)$, $\rho_3(\theta)$ are defined in (C.17), (C.7), (C.12), (C.14).

6. Suitable choosing of parameters

6.1. Solving the system of reduced equations. Before solving (5.20)-(5.23), some basic facts about the invertibility of corresponding operators will be derived.

Firstly, we consider the following problem
\begin{equation}
\mathbb{L}(e) = \tilde{g}(\theta), \quad \forall 0 < \theta < 1, \quad e'(1) + \tilde{b}_6 e(1) = 0, \quad e'(0) + \tilde{b}_5 e(0) = 0. \tag{6.1}
\end{equation}

**Proposition 6.1.** If $\tilde{g} \in L^2(0,1)$, then for all small $\varepsilon$ satisfying (1.23) there is a unique solution $e \in H^2(0,1)$ to problem (6.1), which satisfies
\begin{equation}
\|e\|_{H^2} \leq C \varepsilon^{-1} \|\tilde{g}\|_{L^2(0,1)}.
\end{equation}

Moreover, if $\tilde{g} \in H^2(0,1)$, then
\begin{equation}
\varepsilon^2 \|e''\|_{L^2(0,1)} + \varepsilon \|e'\|_{L^2(0,1)} + \|e\|_{L^\infty(0,1)} \leq C \|\tilde{g}\|_{H^2(0,1)}. \tag{6.2}
\end{equation}

**Proof.** The proof is similar as that for Lemma 8.1 in [22].
Secondly, we consider the following problem
\[
\ell_n(f) = \varepsilon^2 \tilde{h}_n, \quad \varepsilon \to 0, \label{eq:6.3}
\]
for \( n = 1, \ldots, N \), where \( f_0 = -\infty \), \( f_{N+1} = \infty \).

**Proposition 6.2.** For given \( \mathbf{h} = (\tilde{h}_1, \ldots, \tilde{h}_N)^T \in L^2(0, 1) \), there exists a sequence \( \{\varepsilon_l : l \in \mathbb{N}\} \) from those \( \varepsilon \) satisfying the gap condition (1.25) and approaching 0 such that problem (6.3)-(6.4) admits a solution \( f = (f_1, \ldots, f_N)^T \) with the form:
\[
f = \frac{1}{\beta} \left\{ \rho_{\varepsilon_l} \left( 1 - \frac{N + 1}{2}, 2 - \frac{N + 1}{2}, \ldots, N - \frac{N + 1}{2} \right) + \tilde{f} + \mathbf{P} \tilde{u} + \mathbf{P} \tilde{w} + \mathbf{P} \tilde{\mathbf{u}} \right\}, \quad \varepsilon \to 0, \label{eq:6.5}
\]
where the invertible matrix \( \mathbf{P} \) is defined in (6.33) and the function \( \rho_{\varepsilon_l}(\theta) \) satisfies

\[
e^{-\rho_{\varepsilon_l}(\theta)} = \varepsilon^2 \frac{\zeta(\theta)}{\beta(\theta)} \tau_2(\theta) \rho_{\varepsilon_l}(\theta), \quad \varepsilon \to 0, \label{eq:6.6}
\]
with \( \tau_2 \) given in (6.17), and in particular
\[
\rho_{\varepsilon_l}(\theta) = 2 \left\{ \ln \varepsilon_l - \ln(2 \varepsilon_l) \right\} - \ln \left( \frac{\beta(\theta)}{\zeta(\theta) \tau_2(\theta)} \right) + O \left( \frac{\ln \varepsilon_l}{\ln|\varepsilon_l|} \right). 
\]

The vectors \( \tilde{f} = (\tilde{f}_1, \ldots, \tilde{f}_N)^T \) defined in Lemma 6.4, \( \tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_N)^T \) defined by (6.40) and \( \tilde{w} = (\tilde{w}_1, \ldots, \tilde{w}_N)^T \) in (6.53)-(6.55) do not depend on \( \mathbf{h} \). There hold the estimates
\[
\tilde{f}_j = O(1), \quad \tilde{u}_j(\theta) = O \left( \frac{1}{\ln \varepsilon_l} \right), \quad j = 1, \ldots, N, \label{eq:6.7}
\]
and
\[
\frac{1}{\ln \varepsilon_l} \| \tilde{w}_j^* \|_{L^2(0, 1)} + \| \tilde{w}_j \|_{L^2(0, 1)} \leq C, \quad j = 1, \ldots, N, \label{eq:6.8}
\]
For the vector \( \tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_N)^T \), we have
\[
\frac{1}{\ln \varepsilon_l} \| \tilde{u}'' \|_{L^2(0, 1)} + \frac{1}{\sqrt{\ln \varepsilon_l}} \| \tilde{u}' \|_{L^2(0, 1)} + \| \tilde{u} \|_{L^2(0, 1)} \leq C \varepsilon^\mu \| \tilde{h} \|_{L^2(0, 1)} + \frac{C}{\ln \varepsilon_l}. \]

The proof of Proposition 6.2 will be provided in Section 6.2. By accepting this, we here want to finish the proof of Theorem 1.1.

**Proof of Theorem 1.1.** The profile of the solution given in (1.10) can be determined by the approximate solution given in Section 4, see (4.59). The properties of the parameters \( f_j \)’s in (1.11)-(1.12) can be derived from Proposition 6.2.

As we have stated in Section 3, we shall complete the last step of suitable choosing the parameters \( \mathbf{f} \) and \( \mathbf{e} \) by solving (5.20)-(5.23). If \( \varepsilon \) solves
\[
\mathcal{L}(\varepsilon) = \alpha_5(\theta), \quad \forall 0 < \theta < 1, \label{eq:6.9}
\]
\[
\varepsilon'(1) + \tilde{b}_6 \varepsilon(1) = 0, \quad \varepsilon'(0) + \tilde{b}_5 \varepsilon(0) = 0,
\]
from the definition of \( \alpha_5(\theta) \) in (5.25), we get
\[
\| \varepsilon \|_{H^2(0, 1)} \leq C \varepsilon^2. \]
Replacing \( \varepsilon_n \) by \( \varepsilon + \varepsilon_n \), the system (5.20)-(5.23) keeps the same form except that the term \( \alpha_5(\theta) \) disappear. Moreover, let \( \varepsilon_n \) solves
\[
\mathcal{L}_2(\varepsilon_n) = \alpha_{6, n}(\theta), \quad \forall 0 < \theta < 1, \label{eq:6.10}
\]
\[
\varepsilon_n'(1) + \tilde{b}_6 \varepsilon_n(1) = 0, \quad \varepsilon_n'(0) + \tilde{b}_5 \varepsilon_n(0) = 0,
\]
then it derives
\[
\| \varepsilon_n \|_{H^2(0, 1)} \leq C \varepsilon^\mu. \]
Define the set
\[ D = \{ (f, e) \in H^2(S) : \|f\|_{H^2(0,1)} \leq D|\ln z|^2, \|e\|_{\text{H}0} \leq Cz^\mu \} . \]

For \((\tilde{f}, \tilde{e}) \in D\), we can set for \(n = 1, \ldots, N\)
\[ \tilde{h}_n(f, e) = \varepsilon^{-2}M_{n1}(f, f', f'', e, e') + \varepsilon^{-2}M_{n2}(\tilde{f}, \tilde{f}', \tilde{e}, \tilde{e}'), \]
\[ \tilde{g}_n(f, e) = \varepsilon^{-1}\beta^2M_{n1}(f, f', f'', e, e') + \varepsilon^{-1}\beta^2M_{n2}(\tilde{f}, \tilde{f}', \tilde{e}, \tilde{e}'). \]

We now use Contraction Mapping Principle and Schauder Fixed Point Theorem to solve \((5.20)-(5.23)\) with the right hand replacing by \(\tilde{h}_n\) and \(\tilde{g}_n\). Whence, by the fact that \(M_{n1}, M_{n2}\) are contractions on \(D\), making use of the argument developed in Propositions 6.1 and 6.2, and the Contraction Mapping Principle, we find \(f\) and \(e\) for a fixed \(\tilde{f}\) and \(\tilde{e}\). In this way, we define a mapping \(Z(\tilde{f}, \tilde{e}) = (f, e)\) and the solution of our problem is simply a fixed point of \(Z\). Continuity of \(M_{n2}\) and \(M_{n2}\), \(n = 1, \ldots, N\), with respect to its parameters and a standard regularity argument allows us to conclude that \(Z\) is compact as mapping from \(H^2(0,1)\) into itself. The Schauder Fixed Point Theorem applies to yield the existence of a fixed point of \(Z\) as required. This ends the proof of Theorem 1.1.

6.2. Proof of Proposition 6.2. Note that \((6.3)-(6.4)\) can be concerned as a small perturbation of a simpler problem in the form, for \(n = 1, \ldots, N\),
\[ \varepsilon^2\chi \left[ H_1 f_n'' + h_1 f_n' + (H_2 - H_3) f_n \right] - e^{-\beta(f_n-f_{n-1})} + e^{-\beta(f_{n+1}-f_n)} = \varepsilon^{2+\mu} \tilde{h}_n, \]
\[ b_1 f_n'(1) - b_7 f_n(1) = 0, \quad b_1 f_n'(0) - b_2 f_n(0) = 0, \]
where \(H_1, H_2, H_3\) are functions defined in \((2.111)-(2.113)\). By similar arguments as done in Section 6 of [62], we can finish the proof of Proposition 6.2 if we can solve \((6.11)-(6.12)\).

We now focus on the resolution theory for \((6.11)-(6.12)\), whose proof basically follows the methods in [27] and [65]. However, in this paper, the homogeneous boundary conditions in \((6.12)\) make the procedure much more complicated, which will be divided into three steps. In the first step, we will find an approximate solution by solving an algebraic system and then derive the improved equivalent nonlinear system of \((6.11)-(6.12)\), see \((6.26)-(6.27)\). In step 2, by the decomposition method, the problem can be further transformed into \((6.38)-(6.39)\). To cancel the boundary error terms \(\tilde{G}_1\) and \(\tilde{G}_2\) (see \((6.39)\)), we need to find more boundary correction terms \(u_n, n = 1, \ldots, N\) (see \((6.40)\)) in the expansions of \(u_n\)'s, which directly leads to the system \((6.43)-(6.44)\). Finally, after giving the linear resolution theory in Lemma 6.5, the proof can be finished by the Contraction Mapping Principle in Step 3.

Step 1: By setting
\[ \tilde{f}_n(\theta) = \beta(\theta) f_n(\theta), \]
we get
\[ \varepsilon^2 \chi \left[ H_1 \tilde{f}_n'' + \tau_1 \tilde{f}_n' + \tau_2 \tilde{f}_n \right] - e^{-\beta(f_n-f_{n-1})} + e^{-\beta(f_{n+1}-f_n)} = \varepsilon^{2+\mu} \tilde{h}_n, \]
\[ \tilde{f}_n'(1) + K_2 \tilde{f}_n(1) = 0, \quad \tilde{f}_n'(0) + K_1 \tilde{f}_n(0) = 0, \]
where \(\tilde{f}_0 = -\infty, \tilde{f}_{N+1} = \infty\). Here we have denoted
\[ \tau_1(\theta) = H_1'(\theta) - 2\frac{\beta'(\theta)}{\beta(\theta)} H_1(\theta), \]
\[ \tau_2(\theta) = H_2'(\theta) - H_3(\theta) + 2\left[\frac{\beta'(\theta)}{\beta^2(\theta)} H_1(\theta) - \frac{\beta''(\theta)}{\beta(\theta)} H_1(\theta) - \frac{\beta'(\theta)}{\beta(\theta)} H_1'(\theta) \right], \]
\[ K_1 = \frac{\beta'(0)}{\beta(0)} + \frac{b_2}{b_1}, \quad K_2 = \frac{\beta'(1)}{\beta(1)} + \frac{b_7}{b_6}, \]
so that
\[ \tau_2(\theta) > 0, \quad K_1 = K_2 = 0, \]
due to the assumptions in \((1.8)-(1.9)\).
Recall that the assumption (1.8) implies that $\zeta(\theta)/\beta(\theta) > 0$. Let us define two positive functions $\rho_\varepsilon(\theta)$ and $\delta(\theta)$ by

$$e^{-\rho_\varepsilon(\theta)} = \varepsilon^2 \frac{\zeta(\theta)}{\beta(\theta)} \tau_2(\theta) \rho_\varepsilon(\theta), \quad \frac{1}{\delta^2(\theta)} = \tau_2(\theta) \rho_\varepsilon(\theta). \quad (6.19)$$

We can easily obtain that

$$\rho_\varepsilon(\theta) = 2|\ln \varepsilon| - \ln (2|\ln \varepsilon|) - \ln \left(\frac{\zeta(\theta)\tau_2(\theta)}{\beta(\theta)}\right) + O\left(\frac{\ln (2|\ln \varepsilon|)}{|\ln \varepsilon|}\right), \quad (6.20)$$

$$\frac{1}{\delta^2(\theta)} = \tau_2(\theta) \left[2|\ln \varepsilon| - \ln (2|\ln \varepsilon|) - \ln \left(\frac{\zeta(\theta)\tau_2(\theta)}{\beta(\theta)}\right) + O\left(\frac{\ln (2|\ln \varepsilon|)}{|\ln \varepsilon|}\right)\right]. \quad (6.21)$$

Then multiplying equation (6.14) by $\varepsilon^{-2}\delta^2(\theta)$ and setting

$$\dot{f}_n(\theta) = \left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon(\theta) + \tilde{f}_n(\theta), \quad n = 1, \ldots, N,$$

we get an equivalent system, for $n = 1, \ldots, N$,

$$\delta^2 \left[\mathcal{H}_1 \dot{f}_n'' + \tau_1 \dot{f}_n' + \tau_2 \dot{f}_n\right] = e^{-(\tilde{f}_n - \dot{f}_{n-1})} + e^{-(\tilde{f}_{n+1} - \dot{f}_n)}$$

$$\delta^2 \left[h_n - \delta^2 \left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'' - \delta^2 \tau_1 \left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon' - \left(n - \frac{N}{2} - \frac{1}{2}\right)\right], \quad (6.22)$$

where $\dot{f}_0 = -\infty$, $\dot{f}_{N+1} = \infty$. The boundary conditions become

$$\dot{f}_n(1) = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'(1), \quad \dot{f}_n(0) = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'(0). \quad (6.23)$$

**Remark 6.3.** Note that the terms of order $O(|\ln \varepsilon|)$ in the right hand sides of the equations in (6.23) disappear so that they are of $O(1)$ due to the assumptions $K_1 = K_2 = 0$ which are exactly given in (1.9).

First, we want to cancel the terms of $O(1)$ in right hand side of (6.22). To this end, we will introduce the following lemma

**Lemma 6.4.** There exists a solution $\tilde{f} = (\tilde{f}_1, \ldots, \tilde{f}_N)^T$ to the following nonlinear algebraic system

$$-e^{-(\tilde{f}_n - \dot{f}_{n-1})} + e^{-(\tilde{f}_{n+1} - \dot{f}_n)} = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \quad (6.24)$$

with $n$ running from 1 to $N$, where $\tilde{f}_0 = -\infty$, $\tilde{f}_{N+1} = \infty$.

**Proof.** By setting

$$a_0 = a_N = 0, \quad a_n = e^{-(\tilde{f}_{n+1} - \dot{f}_n)}, \quad n = 1, \ldots, N - 1, \quad (6.25)$$

the proof can be found in the solving method for equation (7.10) in [65].

We set $\tilde{f}_n = \tilde{f}_n + \tilde{f}_n$, $n = 1, \ldots, N$, where $\tilde{f}_n = O(1)$ satisfies the system (6.24). It is obvious that system (6.22)-(6.23) is equivalent to the following nonlinear system of equations,

$$\delta^2 \left[\mathcal{H}_1 \tilde{f}_n'' + \tau_1 \tilde{f}_n' + \tau_2 \tilde{f}_n\right] + a_{n-1} (\tilde{f}_n - \tilde{f}_{n-1})$$

$$- a_n (\tilde{f}_{n+1} - \tilde{f}_n) = \delta^2 \varepsilon^2 \tilde{h}_n + \delta^2 \tilde{g}_n + \mathcal{G}_1(\tilde{f}), \quad (6.26)$$

with boundary conditions

$$\tilde{f}_n(0) = G_{1,n}, \quad \tilde{f}_n(1) = G_{2,n}, \quad (6.27)$$

where we have denoted

$$\tilde{g}_n = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'' - \tau_1 \left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon' - \tau_2 \tilde{f}_n, \quad (6.28)$$

$$G_{1,n} = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'(0), \quad G_{2,n} = -\left(n - \frac{N}{2} - \frac{1}{2}\right) \rho_\varepsilon'(1). \quad (6.29)$$
Moreover, the nonlinear terms \( \mathfrak{N}_n \), \( n = 1, \cdots, N \), are given by

\[
\mathfrak{N}_n(\tilde{\mathbf{f}}) = a_{n-1}[e^{-(\tilde{f}_n-\tilde{f}_{n-1})} - 1 + (\tilde{f}_n - \tilde{f}_{n-1})] - a_n[e^{-(\tilde{f}_{n+1}-\tilde{f}_n)} - 1 + (\tilde{f}_{n+1} - \tilde{f}_n)],
\]

and \( \tilde{f}_0 = -\infty, \tilde{f}_{N+1} = \infty \).

**Step 2:** The first try is to decompose the above system. We will denote:

\[
\tilde{\mathbf{f}} = (\tilde{f}_1, \cdots, \tilde{f}_N)^T, \quad \tilde{\mathbf{h}} = (\tilde{h}_1, \cdots, \tilde{h}_N)^T, \quad \tilde{\mathbf{g}} = (\tilde{g}_1, \cdots, \tilde{g}_N)^T,
\]

\[
\mathfrak{N}(\tilde{\mathbf{f}}) = (\mathfrak{N}_1(\tilde{\mathbf{f}}), \cdots, \mathfrak{N}_N(\tilde{\mathbf{f}}))^T, \quad \mathcal{G}_1 = (G_{1,1}, \cdots, G_{1,N})^T, \quad \mathcal{G}_2 = (G_{2,1}, \cdots, G_{2,N})^T.
\]

Then system (6.26) becomes:

\[
\delta^2 \mathbf{I} \left[ \mathcal{H}_1 \frac{d^2}{d\theta^2} + \tau_1 \frac{d}{d\theta} + \tau_2 \right] \tilde{\mathbf{f}} + A \tilde{\mathbf{f}} = \delta^2 \varepsilon^{\mu} \frac{\beta}{\kappa} \tilde{\mathbf{h}} + \delta^2 \tilde{\mathbf{g}} + \mathfrak{N}(\tilde{\mathbf{f}}),
\]

where \( \mathbf{I} \) is a \( N \times N \) unit matrix and the matrix \( A \) defined as

\[
A = \begin{pmatrix}
    a_1 & -a_1 & 0 & 0 & \cdots & 0 & 0 \\
    -a_1 & (a_1 + a_2) & -a_2 & 0 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & 0 & \cdots & -a_{N-2} & (a_{N-2} + a_{N-1}) \\
    0 & 0 & 0 & 0 & \cdots & 0 & -a_{N-1} \\
\end{pmatrix}.
\]

For the symmetric matrix \( A \), using elementary matrix operations it is easy to prove that there exists an invertible matrix \( Q \) such that

\[
Q \mathcal{A} Q^T = \text{diag}(a_1, \cdots, a_{N-1}, 0).
\]

Since \( a_1, \cdots, a_{N-1} \) are positive constants defined in (6.25), then all eigenvalues of the matrix \( A \) are

\[
\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{N-1} > \lambda_N = 0.
\]

Moreover, since \( A \) is a symmetric matrix, there exists another invertible matrix \( P \) independent of \( \theta \) with the form

\[
P P^T = \mathbf{I}, \quad P = \begin{pmatrix}
    \frac{p_{11}}{\sqrt{N}} & \cdots & \frac{p_{1N-1}}{\sqrt{N}} \\
    \frac{p_{21}}{\sqrt{N}} & \cdots & \frac{p_{2N-1}}{\sqrt{N}} \\
    \vdots & \vdots & \vdots \\
    \frac{p_{N1}}{\sqrt{N}} & \cdots & \frac{p_{NN-1}}{\sqrt{N}} \\
\end{pmatrix},
\]

in such a way that

\[
P^T A P = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_{N-1}, \lambda_N).
\]

We denote

\[
\kappa = \frac{1}{2[\ln \varepsilon] - \ln(2[\ln \varepsilon])}, \quad \frac{\delta^{-2}(\theta)}{\kappa} = \tau_2(\theta) + \bar{\sigma}(\theta).
\]

By (6.21) we have

\[
\bar{\sigma}(\theta) = O\left(\frac{1}{[\ln \varepsilon]}\right).
\]

Multiplying (6.31) by \( \tau_2(\theta) + \bar{\sigma}(\theta) \), we get the following system

\[
\kappa \mathbf{I} \left[ \mathcal{H}_1 \frac{d^2}{d\theta^2} + \tau_1 \frac{d}{d\theta} + \tau_2 \right] \tilde{\mathbf{f}} + (\tau_2 + \bar{\sigma}) A \tilde{\mathbf{f}} = \kappa \varepsilon^{\mu} \frac{\beta}{\kappa} \tilde{\mathbf{h}} + \kappa \tilde{\mathbf{g}} + (\tau_2 + \bar{\sigma}) \mathfrak{N}(\tilde{\mathbf{f}}).
\]

Now, define six new vectors

\[
u = (u_1, \cdots, u_N)^T = P^T \tilde{\mathbf{f}}, \quad \tilde{\mathbf{h}} = (\tilde{h}_1, \cdots, \tilde{h}_N)^T = \frac{\beta}{\kappa} P^T \tilde{\mathbf{h}}, \quad \tilde{\mathbf{g}} = (\tilde{g}_1, \cdots, \tilde{g}_N)^T = P^T \tilde{\mathbf{g}}.
\]

\[
\mathfrak{N}(u) = (\mathfrak{N}_1(u), \cdots, \mathfrak{N}_N(u))^T = (\tau_2 + \bar{\sigma}) P^T \mathfrak{N}(P \mathbf{u}),
\]
\[ \mathcal{G}_1 = (\mathcal{G}_{1,1}, \cdots, \mathcal{G}_{1,N})^T = P^T \mathcal{G}_1, \quad \mathcal{G}_2 = (\mathcal{G}_{2,1}, \cdots, \mathcal{G}_{2,N})^T = P^T \mathcal{G}_2. \]

Note that the form of \( P \) in (6.33) and the expressions of \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) in (6.29) imply that
\[ \mathcal{G}_{1,N} = \mathcal{G}_{2,N} = 0. \]

Therefore (6.26)-(6.27) become
\[ \kappa \left[ \mathcal{H}_1 u'' + \tau_1 u' + \tau_2 u \right] + \text{diag}(\lambda_1, \cdots, \lambda_N) (\tau_2 + \tilde{\sigma})u = \kappa \varepsilon^{\mu} \tilde{h} + \kappa \tilde{g} + \tilde{\Theta}(u), \quad (6.38) \]

with boundary conditions
\[ u'(0) = \tilde{c}_1, \quad u'(1) = \tilde{c}_2. \quad (6.39) \]

For the convenience of notation, we denote
\[ \ell_n = \left( \frac{\kappa}{\lambda_n} \right)^{\frac{1}{2}}, \quad \Pi(s) = \tau_2(s) + \tilde{\sigma}(s), \]
\[ \vartheta(\theta) = \int_0^\theta \Pi(s)^{\frac{1}{2}} \, ds, \quad l_0 = \int_0^1 \Pi(s)^{\frac{1}{2}} \, ds. \]

In order to cancel the error terms on the boundary in (6.39), we introduce the following functions
\[ \hat{u}_n(\theta) = \chi(\theta) \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \sin \left( \frac{\vartheta(\theta)}{\ell_n} \right) + (1 - \chi(\theta)) \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \sin \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right), \quad n = 1, \cdots, N - 1, \]

and
\[ \hat{u}_N(\theta) = 0. \]

In the above, \( \chi \) is a smooth cut-off function with the properties
\[ \chi(\theta) = 1 \quad \text{if } |\theta| < 1/8 \quad \text{and} \quad \chi(\theta) = 0 \quad \text{if } |\theta| > 2/8. \]

It is easy to show
\[ \|\hat{u}_n\|_{L^2(0,1)} \leq \frac{C}{\sqrt{\ln \varepsilon}}. \quad (6.40) \]

For later use, we compute, for \( n = 1, \cdots, N - 1, \)
\[ \hat{u}_n'(\theta) = \chi(\theta) \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \sqrt{\Pi(\theta)} \cos \left( \frac{\vartheta(\theta)}{\ell_n} \right) + (1 - \chi(\theta)) \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \sqrt{\Pi(\theta)} \cos \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right) \]
\[ + \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \chi'(\theta) \sin \left( \frac{\vartheta(\theta)}{\ell_n} \right) + \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \chi'(\theta) \sin \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right). \]

This implies that \( \hat{u}_n \) satisfies the following boundary conditions
\[ \hat{u}_n'(0) = \mathcal{G}_{1,n}, \quad \hat{u}_n'(1) = \mathcal{G}_{2,n}, \quad n = 1, \cdots, N. \quad (6.41) \]

For \( n = 1, \cdots, N - 1, \) there holds
\[ \hat{u}_n''(\theta) = - \chi(\theta) \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \Pi(\theta) \cos \left( \frac{\vartheta(\theta)}{\ell_n} \right) + (1 - \chi(\theta)) \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \Pi(\theta) \cos \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right) \]
\[ + \chi'(\theta) \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \Pi'(\theta) \cos \left( \frac{\vartheta(\theta)}{\ell_n} \right) - \chi'(\theta) \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \Pi'(\theta) \cos \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right) \]
\[ + \chi''(\theta) \frac{\mathcal{G}_{1,n} \ell_n}{\sqrt{\Pi(0)}} \sin \left( \frac{\vartheta(\theta)}{\ell_n} \right) + \chi''(\theta) \frac{\mathcal{G}_{2,n} \ell_n}{\sqrt{\Pi(1)}} \sin \left( \frac{l_0 - \vartheta(\theta)}{\ell_n} \right). \]

Whence, we obtain, for \( n = 1, \cdots, N, \)
\[ \left\| \kappa \left[ \mathcal{H}_1 \hat{u}_n'' + \tau_1 \hat{u}_n' + \tau_2 \hat{u}_n \right] + \lambda_n (\tau_2 + \tilde{\sigma}) \hat{u}_n \right\|_{L^2(0,1)} \leq \frac{C}{\sqrt{\ln \varepsilon}}. \quad (6.42) \]
Letting \( u = \tilde{u} + \hat{u} \) with \( \hat{u} = (\hat{u}_1, \cdots, \hat{u}_N)^T \), the system (6.38)-(6.39) is equivalent to the following system, for \( n = 1, \cdots, N \),

\[
\kappa \left[ \mathcal{H}_1 \hat{u}_n'' + \tau_1 \hat{u}_n' + \tau_2 \tilde{u}_n \right] + \lambda_n (\tau_2 + \hat{d}) \hat{u}_n = \kappa \varepsilon \mathfrak{A} \hat{h}_n + \kappa \mathfrak{g} \gamma_n + \mathfrak{g} \mathfrak{n} \hat{u} + \hat{u},
\]

(6.43)

with boundary conditions

\[
\hat{u}_n'(0) = 0, \quad \hat{u}_n'(1) = 0,
\]

(6.44)

where

\[
\hat{g} = -\kappa \left[ \mathcal{H}_1 \hat{u}_n'' + \tau_1 \hat{u}_n' + \tau_2 \tilde{u}_n \right] - \lambda_n (\tau_2 + \hat{d}) \hat{u}_n, \quad n = 1, \cdots, N - 1,
\]

and also

\[
\hat{g}_N = 0.
\]

For later use, we will estimate the terms in the right hand of (6.43). For \( n = 1, \cdots, N - 1 \), there hold

\[
\mathfrak{g} \mathfrak{n} (\hat{u} + \hat{v}) = (\tau_2 + \hat{d}) \left( \mathfrak{P}^T \mathfrak{n} (\mathfrak{P} (\hat{u} + \hat{v})) \right)_n = (\tau_2 + \hat{d}) \sum_{i=1}^{N} \mu_n \mathfrak{n} \mathfrak{i} (\mathfrak{P} (\hat{u} + \hat{v})),
\]

and also

\[
\hat{h}_N = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \hat{h}_i, \quad \hat{g}_N = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \hat{g}_i,
\]

\[
\mathfrak{g} \mathfrak{n} (\hat{u} + \hat{v}) = (\tau_2 + \hat{d}) \left( \mathfrak{P}^T \mathfrak{n} (\mathfrak{P} (\hat{u} + \hat{v})) \right)_N = (\tau_2 + \hat{d}) \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \mathfrak{n} \mathfrak{i} (\mathfrak{P} (\hat{u} + \hat{v})) = 0.
\]

According to the definitions of \( \hat{h}_n \)'s and \( \hat{g}_n \)'s, we can easily get

\[
\|
\hat{h}_n \|_{L^2(0, 1)} \leq C, \quad \|
\hat{g}_n \|_{L^2(0, 1)} \leq C, \quad n = 1, \cdots, N.
\]

(6.45)

**Step 3:** For the purpose of using a fixed point argument to solve (6.43)-(6.44), we concern the following resolution theory for the linear differential equations.

**Lemma 6.5.** (1) Assume that the non-degeneracy condition (2.120) holds. For any small \( \varepsilon \), there exists a unique solution \( v \) to the equation

\[
\left[ \mathcal{H}_1 \frac{d^2}{d\theta^2} + \tau_1 \frac{d}{d\theta} + \tau_2 \right] v = \hat{h}, \quad v'(0) = 0, \quad v'(1) = 0,
\]

(6.46)

with the estimate

\[
\|v\|_{H^2(0, 1)} \leq C \|\hat{h}\|_{L^2(0, 1)}.
\]

(6.47)

(2) Consider the following system, for \( n = 1, \cdots, N - 1 \),

\[
\kappa \left[ \mathcal{H}_1 \frac{d^2}{d\theta^2} + \tau_1 \frac{d}{d\theta} + \tau_2 \right] v_n + \lambda_n (\tau_2 + \hat{d}) v_n = \mu_n,
\]

\[
v_n'(0) = 0, \quad v_n'(1) = 0.
\]

(6.48)

There exists a sequence \( \{\varepsilon_l, l \in \mathbb{N}\} \) approaching 0 and satisfying the gap condition (1.23) such that problem (6.48) has a unique solution \( v = v(p) \) and

\[
\frac{1}{|\ln \varepsilon_l|} \|v''\|_{L^2(0, 1)} + \frac{1}{|\ln \varepsilon_l|} \|v'\|_{L^2(0, 1)} + \|v\|_{L^2(0, 1)} \leq C \sqrt{|\ln \varepsilon_l|} \|p\|_{L^2(0, 1)},
\]

(6.49)

where \( v = (v_1, \cdots, v_{N-1})^T \) and \( p = (p_1, \cdots, p_{N-1})^T \). Moreover, if \( p \in H^2(0, 1) \) then

\[
\frac{1}{|\ln \varepsilon_l|} \|v''\|_{L^2(0, 1)} + \|v'\|_{L^2(0, 1)} + \|v\|_{L^2(0, 1)} \leq C \|p\|_{H^2(0, 1)}.
\]

(6.50)
Proof. We can use the inverse of the transformation in (6.13), i.e., $v = \beta(\theta) \tilde{v}$, and then obtain
\[ \frac{d}{d\theta} v = \beta' \tilde{v} + \beta \frac{d}{d\theta} \tilde{v}, \quad \frac{d^2}{d\theta^2} v = \beta'' \tilde{v} + 2\beta' \frac{d}{d\theta} \tilde{v} + \beta \frac{d^2}{d\theta^2} \tilde{v}. \] (6.51)
Therefore, we get an equivalent problem of (6.46)
\[ \mathcal{H}_1 \tilde{v}_\theta + \mathcal{H}_1' \tilde{v}_\theta + (\mathcal{H}_2 - \mathcal{H}_3) \tilde{v} = \frac{1}{\beta} h, \] (6.52)
\[ b_1 \tilde{v}'(0) - b_2 \tilde{v}(0) = 0, \quad b_0 \tilde{v}'(1) - b_1 \tilde{v}(1) = 0. \]
Recalling the definition of $\mathcal{H}_1$, $\mathcal{H}_2$ and $\mathcal{H}_3$ in (2.111)-(2.113) and applying the non-degeneracy condition (2.120), we can solve (6.52) directly. The proof of the second part is similar as that for Claim 1 and Claim 2 in [65]. The details are omitted here. \hfill \Box

In order to solve (6.43)-(6.44), we first concern the system, for $n = 1, \cdots, N - 1$
\[ \kappa \left[ \mathcal{H}_1 \tilde{w}_n'' + \tau_1 \tilde{w}_n' + \tau_2 \tilde{w}_n \right] + \lambda_n (\tau_2 + \tilde{\sigma}) \tilde{w}_n = \kappa \tilde{g}_n + \tilde{\eta}_n, \] (6.53)
with boundary conditions
\[ \tilde{w}_n'(0) = 0, \quad \tilde{w}_n'(1) = 0, \quad n = 1, \cdots, N. \] (6.55)
Using Lemma 6.5, we can solve the above system and get the estimates as in (6.7)-(6.8). The substituting \[ \tilde{u}_n = \tilde{w}_n + \tilde{u}_n, \quad n = 1, \cdots, N, \]
will then imply that the nonlinear problem (6.43)-(6.44) can be transformed into the following system for $n = 1, \cdots, N$
\[ \kappa \left[ \mathcal{H}_1 \tilde{u}_n'' + \tau_1 \tilde{u}_n' + \tau_2 \tilde{u}_n \right] + \lambda_n (\tau_2 + \tilde{\sigma}) \tilde{u}_n = \kappa \tilde{e}^n \tilde{h}_n + \tilde{\eta}_n (\tilde{u} + \tilde{\bar{w}} + \tilde{u}), \] (6.56)
with boundary conditions
\[ \tilde{u}_n'(0) = 0, \quad \tilde{u}_n'(1) = 0 \quad n = 1, \cdots, N. \] (6.57)

Finally, we claim that problem (6.56)-(6.57) can be solved by using Lemma 6.5 and a Contraction Mapping Principle in the set
\[ \mathcal{X} = \left\{ \tilde{u} \in H^2(0, 1) : \frac{1}{\ln \varepsilon} \| \tilde{w}' \|_{L^2(0, 1)} + \frac{1}{\sqrt{\ln \varepsilon}} \| \tilde{w}'' \|_{L^2(0, 1)} + \| \tilde{u} \|_{L^2(0, 1)} \leq \frac{C}{\sqrt{\ln \varepsilon}} \right\}. \]
In fact, this can be done in the following way. According to the definition of $\tilde{\eta}_n$, we obtain, for any $\tilde{u}^0 \in \mathcal{X}$
\[ \tilde{\eta}_n (\tilde{u}^0 + \tilde{w} + \tilde{u}) = (\tau_2 + \tilde{\sigma}) \mathcal{P}_n \left( \begin{array}{c} \mathcal{H}_1 (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u})) \\ \vdots \\ \mathcal{H}_N (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u})) \end{array} \right). \]
This implies that
\[ \| \tilde{\eta}_n (\tilde{u}^0 + \tilde{w} + \tilde{u}) \|_{L^2(0, 1)} \leq C \sum_{n=1}^{N} \| \tilde{\eta}_n (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u})) \|_{L^2(0, 1)}, \]
where the expression of $\tilde{\eta}_n$ is
\[ \tilde{\eta}_n (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u})) = a_{n-1} \left\{ e^{-\left[ (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_n - (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_{n-1} \right] - 1} ight. \]
\[ + \left. \left[ (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_n - (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_{n-1} \right] \right\} \]
\[ - a_n \left\{ e^{-\left[ (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_{n+1} - (\mathcal{P}(\tilde{u}^0 + \tilde{w} + \tilde{u}))_n \right] - 1}. \]
\[
\begin{aligned}
&\left( (P(\hat{u}^0 + \bar{w} + \hat{u}))_{n+1} - (P(\hat{u}^0 + \bar{w} + \hat{u}))_n \right) \\
= &O\left( \left( (P(\hat{u}^0 + \bar{w} + \hat{u})_n - (P(\hat{u}^0 + \bar{w} + \hat{u}))_{n-1} \right)^2 \right) \\
&+ O\left( \left( (P(\hat{u}^0 + \bar{w} + \hat{u}))_{n+1} - (P(\hat{u}^0 + \bar{w} + \hat{u}))_n \right)^2 \right).
\end{aligned}
\]

The definitions of \( \hat{u} \) in (6.40) and \( P \) in (6.33) will imply that
\[
\| (P(\hat{u})_n )^2 \|_{L^2(0,1)} \leq \frac{C}{\ln \varepsilon}, \quad \| (P(\hat{u})_n )^2 \|_{L^2(0,1)} \leq \frac{C}{\ln \varepsilon}, \quad n = 1, \ldots, N.
\]

Gathering the above estimates, we get the following estimate
\[
\| \hat{\delta}(\hat{u}^0 + \bar{w} + \hat{u}) \|_{L^2(0,1)} \leq \frac{C}{\ln \varepsilon}.
\]

Therefore, for any \( n = 1, \ldots, N - 1 \), using (6.45) and Lemma 6.5, we can get a solution \( \bar{u}_n \) to
\[
\kappa \left[ \mathcal{H}_1 \bar{u}_n'' + \tau_1 \bar{u}_n' + \tau_2 \bar{u}_n \right] + \lambda_n \left( \tau_2 + \sigma \right) \bar{u}_n = \kappa \varepsilon \mu \bar{h}_n + \hat{\delta}_n(\bar{u}^0 + \bar{w} + \hat{u}),
\]
\[
\bar{u}_n(0) = 0, \quad \bar{u}_n'(1) = 0,
\]
with the following estimate
\[
\frac{1}{\ln \varepsilon} \| \bar{u}_n'' \|_{L^2(0,1)} + \frac{1}{\ln \varepsilon} \| \bar{u}_n' \|_{L^2(0,1)} + \| \bar{u}_n \|_{L^2(0,1)} \leq C \frac{\varepsilon \mu \bar{h}_n + \hat{\delta}_n(\bar{u}^0 + \bar{w} + \hat{u})}{\ln \varepsilon} \leq C \frac{\varepsilon \mu \bar{h}_n}{\ln \varepsilon}.
\]

Concerning the \( N \)-th equation in (6.43)-(6.44), i.e.,
\[
\mathcal{H}_1 \bar{u}_N'' + \tau_1 \bar{u}_N' + \tau_2 \bar{u}_N = \varepsilon \mu \bar{h}_N, \quad \bar{u}_N(0) = 0, \quad \bar{u}_N'(1) = 0,
\]
using (6.45) and Lemma 6.5, we can also find a solution satisfying
\[
\| \bar{u}_N \|_{H^2(0,1)} \leq \varepsilon \mu \| \bar{h}_N \|_{L^2(0,1)} \leq C \frac{\varepsilon \mu \bar{h}_n}{\ln \varepsilon}.
\]

Now, the result follows by a straightforward application of Contraction Mapping Principle and Lemma 6.5. The proof of Proposition 6.2 is complete.  \( \Box \)
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**Appendices**

**A. The derivation of the equation for \( h \)**

The computations of (4.56) can be showed as follows. Since \( S_{8,j}, S_{8,j}, M_{11,j}(x, z), M_{21,j}(x, z), M_{51,j}(x, z) \) are even functions of \( x_j \), then integration against \( u_{j,x} \) therefore just vanish. This gives that
\[
\text{LHS of (4.56)} = \int_R \left[ \varepsilon^2 S_{7,j} + \varepsilon^2 S_{8,j} + M_{31,j}(x, z) + M_{41,j}(x, z) + M_{61,j}(x, z) \right] u_{j,x} dx
\]
\[
\equiv J_1 + J_2 + J_3 + J_4 + J_5.
\]
These terms can be computed in the sequel.

- Recalling the expression of $S_{7,j}$ in (4.5), direct computation leads to

$$
J_1 = -\varepsilon^2 \left( -\frac{h_5}{\beta} h + h_2 \frac{h''}{\beta} + h_2 \frac{2\beta''}{\beta^2} h' + h_2 \frac{2\alpha'}{\alpha\beta} h' \right) \int_R w_{j,x}^2 \, dx \\
- \varepsilon^2 h_2 \frac{2\beta''}{\beta^2} h' \int_R x_j w_{j,x} w_{j,xx} \, dx + \varepsilon^2 \frac{h_7}{\beta} h \int_R x_j w_{j,x} w_{j,xx} \, dx - \varepsilon^2 \frac{V_4 (0, \varepsilon z)}{\beta^3} h \int_R x_j w_{j,x} \, dx \\
= \varepsilon^2 \frac{\varrho_1}{\beta} \left[ -h_2 h'' - h_2 \left( \frac{\beta''}{\beta} + \frac{2\alpha'}{\alpha} \right) h' + (h_5 - h_7 + \sigma V_4 (0, \varepsilon z) \beta^{-2}) h \right],
$$

(A.1)

where we have used the relations (4.12) and

$$
\varrho_1 = \int_R w_{j,x}^2 \, dx = -2 \int_R x_j w_{j,xx} \, dx.
$$

(A.2)

- According to the definition of $S_{9,j}$ in (4.5) and (A.2), it follows that

$$
J_2 = \varepsilon^2 \int_R \left[ h_6 \left( -\alpha \beta h' + \alpha \beta h' \right) x_j w_{j,xx} + h_6 \left( \alpha' \beta h + \alpha \beta h' \right) w_{j,x} - h_4 \alpha \beta h' w_{j,x} \right] w_{j,x} \, dx \\
= \varepsilon^2 \left[ \frac{h_6}{\beta} \left( \frac{1}{2} \beta'' + \frac{\alpha'}{\alpha} \right) h + \frac{1}{2} h_6 h' - h_4 h' \right].
$$

(A.3)

- By the definition of $M_{31,j}(x, z)$ in (4.45), the facts $\omega_{0,j}, \omega_{1,j}, w_{j,x}$ are odd functions of $x_j$ and $\omega_{2,j}, \omega_{3,j}$ are even functions of $x_j$, we obtain

$$
J_3 = \varepsilon^2 h \int_R \left\{ \frac{h_3}{\beta} \left( a_1 \omega_{2,j,x} + a_3 \omega_{3,j,x} \right) + \frac{h_8}{\beta} \left( a_1 x_j \omega_{2,j,xx} + a_3 x_j \omega_{3,j,xx} \right) \\
- \frac{V_4 (0, \varepsilon z)}{\beta^3} \left( a_1 x_j \omega_{2,j} + a_3 x_j \omega_{3,j} \right) \\
+ h_8 \left( a_1 \omega_{0,j,xx} + a_1 \omega_{1,j,xx} \right) - \frac{V_4 (0, \varepsilon z)}{\beta^2} \left( a_1 \omega_{0,j} + a_1 \omega_{1,j} \right) \right\} w_{j,x} \, dx \\
= \varepsilon^2 h \int_R \left\{ h_1 a_{10} \left( a_1 \omega_{2,j,x} + a_3 \omega_{3,j,x} \right) + h_1 a_{11} \left( a_1 x_j \omega_{2,j,xx} + a_3 x_j \omega_{3,j,xx} \right) \\
+ h_1 (a_{10} - \frac{1}{2} a_{11}) \left( a_1 \sigma^{-1} x_j \omega_{2,j} + a_3 \sigma^{-1} x_j \omega_{3,j} \right) \right\} w_{j,x} \, dx \\
+ \varepsilon^2 h \int_R \left\{ h_1 a_{13} \left( a_1 \omega_{0,j,xx} + a_1 \omega_{1,j,xx} \right) + h_1 a_{14} \left( a_1 \omega_{0,j} + a_1 \omega_{1,j} \right) \right\} w_{j,x} \, dx.
$$

(A.4)

Here, we have used the (4.13) and the definitions of $a_{10}, a_{11}, a_{12}, a_{13}$ as in (4.19)-(4.20).

- By the definition of $M_{41,j}(x, z)$ in (4.47), we get

$$
J_4 = \varepsilon^2 \frac{\xi (\varepsilon z)}{\beta} h \int_R \left( 2 h_2 \frac{\beta'}{\beta} + h_6 \right) \left[ A' \left( \bar{d} (\varepsilon z) \right) \varepsilon Q Z_{j,xx} + \phi_{22,j,xx} \right] w_{j,x} \, dx \\
+ \varepsilon^2 \frac{\xi (\varepsilon z)}{\beta} \int_R \left\{ h_3 \left[ A \left( \bar{d} (\varepsilon z) \right) Z_{j,x} + \phi_{22,j,x} \right] + \frac{h_8}{\beta} \left( \frac{x_j}{\beta} \right) \left[ A \left( \bar{d} (\varepsilon z) \right) Z_{j,xx} + \phi_{22,j,xx} \right] \\
- \frac{V_4 (0, \varepsilon z)}{\beta} \left( \frac{x_j}{\beta} \right) \left[ A \left( \bar{d} (\varepsilon z) \right) Z_{j,x} + \phi_{22,j,x} \right] \right\} w_{j,x} \, dx \\
= \varepsilon^2 \frac{\varrho_1}{\beta} \alpha_1 (z) h + \varepsilon^2 \frac{\varrho_1}{\beta} G_1 (z),
$$

(A.5)

where

$$
\alpha_1 (z) = 2 \frac{\xi (\varepsilon z)}{\varrho_1} \int_R \left[ \varepsilon A' \left( \bar{d} (\varepsilon z) \right) \beta (\varepsilon z) Z_{j,x} + \phi_{22,j,x} (x, z) \right] w_{j,x} \, dx,
$$

(A.6)

$$
G_1 (z) = \varepsilon^2 \frac{\xi (\varepsilon z)}{\varrho_1} \int_R \left\{ h_3 \left[ A \left( \bar{d} (\varepsilon z) \right) Z_{j,x} + \phi_{22,j,x} \right] + \frac{h_8}{\beta} \left( \frac{x_j}{\beta} \right) \left[ A \left( \bar{d} (\varepsilon z) \right) Z_{j,xx} + \phi_{22,j,xx} \right] \right\} w_{j,x} \, dx.
$$
\[ - \frac{V_i(0, \varepsilon z)}{\beta} \left( \frac{x_j^0}{\beta} \right) \left[ A(\hat{d}(\varepsilon z))Z_j + \phi_{22,j} \right] \right) w_{j,x} \, dx. \]  

(A.7)

- The definition of \( M_{01,j} \) is given in (4.51). Since \( \omega_{0,j}, \omega_{1,j} \) and \( w_{j,x} \) are odd functions of \( x_j \), while \( \omega_{2,j}, \omega_{3,j}, \phi_{21,j} \) and \( \phi_{22,j} \) are even functions of \( x_j \), we then obtain that

\[
J_5 = \varepsilon^2 h_1 \int_{\mathbb{R}} p(p-1) \frac{1}{2} w_{j,x} w_{j,\omega_2,j} = \int_{\mathbb{R}} w_{j,x} w_{j,\omega_2,j} \, dx + \int_{\mathbb{R}} \left[ w_{j,x} + \frac{1}{\sigma} x_j \right] w_{j,\omega_2,j} \, dx.
\]

(A.10)

Similarly, by differentiating the equation (4.22) and using equations (4.23), (4.24), we obtain

\[
J_3 + J_5 = \varepsilon^2 h_1 \left\{ a_{01} a_{12} \int_{\mathbb{R}} w_{j,x} w_{\omega_2,j} \, dx - a_{01} a_{12} \int_{\mathbb{R}} w_{j,x} w_{\omega_3,j} \, dx - a_{11} a_{13} \frac{1}{\sigma} \int_{\mathbb{R}} w_{j,x} w_{\omega_3,j} \, dx + a_{11} a_{13} \frac{1}{\sigma} \int_{\mathbb{R}} w_{j,x} w_{\omega_3,j} \, dx \right\}
\]

(A.11)

Adding (A.4), (A.8) and using (A.10)-(A.13), we have

\[
\int p(p-1) w_{j,x} w_{j,x} w_{\omega_2,j} \, dx = \int w_{j,x} w_{j,x} w_{\omega_2,j} \, dx + \int \left[ - \frac{1}{2\sigma} x_j w_{j,x} + x_j w_{j,x} \right] w_{j,x} w_{\omega_2,j} \, dx.
\]

(A.12)

\[
\int p(p-1) w_{j,x} w_{j,x} w_{\omega_2,j} \, dx = \int w_{j,x} w_{j,x} w_{\omega_3,j} \, dx + \int \left[ - \frac{1}{2\sigma} x_j w_{j,x} + x_j w_{j,x} \right] w_{j,x} w_{\omega_3,j} \, dx.
\]

(A.13)

where we have used (2.99) and the following integral identities

\[
2 \int_{\mathbb{R}} \omega_{2,j,x} w_{j,x} \, dx = - \sigma \int_{\mathbb{R}} (w_{j,x})^2 \, dx = - \sigma \int_{\mathbb{R}} w_{j}^2 \, dx.
\]

(A.15)
\[
\begin{align*}
\sigma^{-1} \int_R \omega_{2,j} w_j \, dx &= \left( \frac{1}{2} - \frac{2}{p - 1} \right) \int_R (w_{j,x})^2 \, dx = \left( \frac{1}{2} - \frac{2}{p - 1} \right) \int_R w_{x}^2 \, dx, \\
2 \int_R \omega_{3,j} x \, w_{j,x} \, dx &= -\frac{1}{2} \int_R w_{j,x}^2 \, dx = \frac{1}{2} \int_R w_{x}^2 \, dx, \\
\int_R \omega_{3,j} w_j \, dx &= \left( \frac{1}{p - 1} + \frac{1}{4} \right) \int_R w_{j,x}^2 \, dx = \frac{\sigma}{2} \int_R w_{x}^2 \, dx.
\end{align*}
\]

Finally, denote
\[
\zeta(\theta) = \frac{1}{\alpha^2 \beta \sqrt{b_1}},
\]
\[
h_1(\theta) = h_2 \left[ \frac{\beta'}{\beta} + \frac{2 \alpha'}{\alpha} \right] + \frac{1}{2} h_6 = \zeta(\theta) H_1' (\theta),
\]
and
\[
h_2(\theta) = - \left[ h_5 - h_7 + \sigma \frac{V_4(0, \theta)}{\beta^2} \right] - h_6 \left( \frac{1}{2} \beta' \frac{\alpha'}{\alpha} + \sigma \frac{V_4(0, \theta)}{\beta^2} \right) \left( \frac{V_4(0, \theta)}{V(0, \theta)} - \frac{h_8}{h_1} \right)
= \zeta(\theta) \left[ H_2' (\theta) - H_3 (\theta) \right],
\]
where the last equalities in (A.20) and (A.21) will be verified in Appendix D. We infer that equation (4.56) becomes

LHS of (4.56) = \(-\varepsilon^2 \frac{\theta_1}{\beta} \left[ h_2 h'' + h_1 (\varepsilon z) h' + (h_2 (\varepsilon z) + \alpha_1 (z)) h - G_1 (z) - G_2 (z) \right] \)
\[
= -\varepsilon^2 \frac{\theta_1}{\beta} \zeta(\varepsilon z) \left\{ H_1 (\varepsilon z) h'' + H_1' (\varepsilon z) h' + \left[ (H_2' (\varepsilon z) - H_3 (\varepsilon z)) + \frac{\alpha_1 (z)}{\zeta (\varepsilon z)} \right] h - \frac{G_1 (z) + G_2 (z)}{\zeta (\varepsilon z)} \right\}
\]
\[
= 0.
\]

B. The first projection of error

We do estimates for the term \( \int_\Theta \mathcal{E} w_{n,x} \, dx \) given in Section 5, where \( \mathcal{E} \) is defined in (4.60) and \( w_{n,x} \) is an odd function of \( x_n \). Integration against all even terms of \( x_n \), say \( \mathcal{E}_{11,n}, M_{12,n}, M_{22,n} \) in \( \mathcal{E}_{12} \), therefore just vanish. We have

\[
\int_\Theta \mathcal{E} w_{n,x} \, dx = \left\{ \int_{\Theta_n} + \int_{\Theta \setminus \Theta_n} \right\} \mathcal{E} w_{n,x} \, dx.
\]

We begin with

\[
\int_{\Theta_n} \mathcal{E}_{12} w_{n,x} \, dx = \sum_{j=1}^N \int_{\Theta_n} \varepsilon^2 S_{3,j} w_{n,x} \, dx + \sum_{j=1}^N \int_{\Theta_n} \varepsilon^2 S_{5,j} w_{n,x} \, dx + \int_{\Theta_n} B_4 (v_1) w_{n,x} \, dx
+ \int_{\Theta_n} \varepsilon^2 h_2 \phi_{1,zz} w_{n,x} \, dx + \int_{\Theta_n} \varepsilon^2 \frac{h_2}{\beta^2} \phi_{4,zz} w_{n,x} \, dx + \int_{\Theta_n} M_{32} (x, z) w_{n,x} \, dx
+ \int_{\Theta_n} M_{42} (x, z) w_{n,x} \, dx + \int_{\Theta_n} M_{52} (x, z) w_{n,x} \, dx + \int_{\Theta_n} M_{62} (x, z) w_{n,x} \, dx
+ \int_{\Theta_n} M_{63} (x, z) w_{n,x} \, dx + \int_{\Theta_n} \left[ B_3 (\varepsilon^2 \phi_4) + B_3 (\varepsilon^2 \phi_4) \right] w_{n,x} \, dx + O(\varepsilon^3)
\equiv I_1 + I_2 + I_3 + I_4 + I_5 + I_6 + I_7 + I_8 + I_9 + I_{10} + I_{11} + O(\varepsilon^3).
\]

These terms will be estimated as follows.

- By repeating the same computation used in (A.1) and (A.3), we get

\[
I_1 = \varepsilon^2 \frac{\theta_1}{\beta} \left\{ -h_2 f'' - h_2 \left[ \frac{\beta'}{\beta} + \frac{2 \alpha'}{\alpha} \right] f' + \left[ h_5 - h_7 + \sigma \frac{V_4(0, \varepsilon z)}{\beta^2} \right] f \right\} + O(\varepsilon^3) \sum_{j=1}^N (f_j + f''_j + f'_j),
\]

where \( \theta_1 \) is a positive constant defined in (A.2).
• There also holds
\[
I_2 = \varepsilon^2 \frac{\varrho_1}{\beta} \left[ h_n \left( \frac{1}{2} \beta^2 + \frac{\alpha'}{\alpha} \right) f_n + \frac{1}{2} h_0 f_n' - h_4 f_n'' \right] + O(\varepsilon^3) \sum_{j=1}^{N} (f_j + f_j').
\] (B.4)

• Recall the expression of \( B_4(v_1) \) in (4.6), then
\[
I_3 = \int_{\mathcal{S}_n} \left\{ \frac{1}{\alpha_2^2} \left[ B_0(v_1) + a_6(\varepsilon, x, \varepsilon) \varepsilon^3 s^3 v_1 \right] + h_1 p(w_n)^{p-1} \right\} w_{n,x} \, dx
\]
\[
= \varepsilon h_1 \left[ e^{-\beta(f_n-f_n-1)} - e^{-\beta(f_n+1-f_n)} \right] + \varepsilon^{\mu_1} \max_{j \neq n} O(e^{-\beta|f_j-f_n|}) + O(\varepsilon^3) \sum_{j=1}^{N} (b_{1+j} f_j'' + b_{2+j}),
\] (B.5)

where \( \mu_1 \) is a small positive constant, and \( \varrho_2 \) is a positive constant given by
\[
\varrho_2 = p C_p \int_0^\infty w^{p-1} x(e^{-x} - e^x) \, dx.
\] (B.6)

• Recall the expression of \( \varepsilon \phi_1 \) in (4.14), then
\[
I_4 = \int_{\mathcal{S}_n} \varepsilon \frac{h_2}{\beta^2} \phi_{1,zz} w_{n,x} \, dx = \varepsilon^3 \sum_{j=1}^{N} (b_{1+j} f_j'' + b_{2+j}).
\] (B.7)

• It can be derived that
\[
I_5 = \int_{\mathcal{S}_n} \varepsilon^2 \frac{h_2}{\beta^2} \phi_{4,zz} w_{n,x} \, dx = O(\varepsilon^4).
\] (B.8)

• From the definition of \( M_{42}(x, z) \) in (4.48), we can estimate the term \( I_7 \) as the following
\[
I_7 = \varepsilon^2 \xi(\varepsilon) \frac{1}{\beta} f_n \int_{\mathcal{S}_n} \left( 2h_2 \beta^2 + h_6 \right) \left[ A'(\varepsilon) \varepsilon Q Z_{n,x} + \phi_{22,zz} \right] w_{n,x} \, dx
\]
\[
+ \varepsilon^{\mu_1} \max_{j \neq n} O(e^{-\beta|f_j-f_n|}) + O(\varepsilon^3) \sum_{j=1}^{N} (f_j + f_j'),
\] (B.9)

where \( \mu_1 \) is defined in (A.2).

• From the definition of \( M_{52}(x, z) \) in (4.50), we need only consider the odd terms and the higher order terms involving \( e_j' \) and \( e_j'' \), so we get
\[
I_8 = \sum_{j=1}^{N} \varepsilon^2 \frac{h_2}{\beta} \left[ h_3 Z_{j,xx} + h_8 x_j Z_{j,xx} - \frac{V_i(0, \varepsilon)}{\beta^2} x_j Z_j \right] w_{n,x} \, dx
\]
\[
+ \sum_{j=1}^{N} \varepsilon^4 \frac{1}{\alpha_2^2} h_9 e_j''(\varepsilon) \int_{\mathcal{S}_n} x_j w_{n,x} Z_j \, dx + \varepsilon^3 \sum_{j=1}^{N} (b_{1+j} e_j' + b_{1+j} f_j' + b_{2+j})
\]
\[
= \varepsilon^2 \frac{\varrho_1}{\beta} h_3(\varepsilon) e_n + \varepsilon^2 \varrho_4(\varepsilon) e_n'' + \varepsilon^3 \sum_{j=1}^{N} (b_{1+j} e_j' + b_{1+j} f_j' + b_{2+j}),
\] (B.10)

where \( \varrho_3(\varepsilon) \) and \( \varrho_4(\varepsilon) \) are defined like the following
\[
h_3(\varepsilon) = -\varrho_1 \int_{\mathbb{R}} \left[ h_3 Z_x + h_8 x Z_{xx} - V_i \beta^{-2} x Z \right] w_x \, dx,
\] (B.11)
\[
h_4(\varepsilon) = -\frac{1}{\varrho_4(\varepsilon) h_9} \int_{\mathbb{R}} x w_x Z \, dx.
\] (B.12)
• Recalling the definitions of $M_{32}(x, z)$ and $M_{62}(x, z)$ as in (4.46), (4.52), we can get

$$I_6 + I_9 = \varepsilon^2 \rho_1 \left[ - \sigma \frac{\partial}{\partial z} \left( \frac{V_1(0, \varepsilon z)}{V(0, \varepsilon z)} - \frac{h_s}{k_1} \right) \right] f_n + \varepsilon^3 \sum_{j=1}^{N} (b_{1ej} f_j'' + b_{2ej}).$$

• According to the fact that the terms in $B_2(\varepsilon^2 \varphi_3)$ and $B_2(\varepsilon^2 \varphi_4)$ are of order $O(\varepsilon^3)$, it follows that

$$I_{10} + I_{11} = \varepsilon^3 \sum_{j=1}^{N} (b_{1ej} f_j'' + b_{2ej}). \tag{B.13}$$

The above computations lead to the estimate

$$\int_{\mathfrak{E}_n} \mathcal{E} w_{n,x} dx = -\varepsilon^2 \frac{\partial}{\partial z} \zeta(\varepsilon z) \left\{ H_1(\varepsilon z) f''_n + H_1'(\varepsilon z) f'_n + [H_2'(\varepsilon z) - H_3(\varepsilon z) + H_1(\varepsilon z) / \zeta(\varepsilon z)] f_n \right\}$$

$$+ \varepsilon^2 \frac{\partial}{\partial z} \left[ h_4(\varepsilon z) c_n + \varepsilon^2 h_4(\varepsilon z) e_n'' + h_1 \varphi_2 \left( e^{-\beta(f_n-f_{n-1})} - e^{-\beta(f_{n+1}-f_n)} \right) \right]$$

$$+ \varepsilon^3 \max_{j \neq n} O(\varepsilon^{1/2}) (f_j + f_j' + f_j'' + f_j'^2) + O(\varepsilon^3) \sum_{j=1}^{N} (b_{1ej} e_j' + b_{1ej}^2 f_j'' + b_{2ej}). \tag{B.14}$$

On the other hand, to compute $\int_{\mathfrak{E}_n} \mathcal{E} w_{n,x} dx$ for fixed $n = 1, \ldots, N$, we notice that for $(x, z) \in S_{\delta/\varepsilon} \setminus \mathfrak{A}_n$ with

$$S_{\delta/\varepsilon} = \left\{ -\delta/\varepsilon < x < \delta/\varepsilon, \ 0 < z < 1/\varepsilon \right\},$$

there holds

$$w_{n,x} = \max_{j \neq n} O(\varepsilon^{1/2} |f_j - f_{n}|).$$

Thus we can estimate

$$\int_{\mathfrak{E}_n} \mathcal{E} w_{n,x} dx = \varepsilon^{3/2} \max_{j \neq n} O(\varepsilon^{1/2} |f_j - f_{n}|) + O(\varepsilon^{3/2}) \sum_{i=1}^{11} I_i. \tag{B.15}$$

C. THE SECOND PROJECTION OF ERROR

We estimate the term $\int_{\mathfrak{E}} \mathcal{E} Z_n dx$ in Section 5, where $\mathcal{E}$ and its decomposition are defined in (4.60) and (4.62), and $Z_n$ is an odd function of $x_n$. We have

$$\int_{\mathfrak{E}} \mathcal{E} Z_n dx = \int_{\mathfrak{E}} \mathcal{E}_{11} Z_n dx + \int_{\mathfrak{E}} \mathcal{E}_{12} Z_n dx,$$

where

$$\int_{\mathfrak{E}} \mathcal{E}_{11} Z_n dx = \varepsilon^3 \frac{h_x}{\beta^2} e_n'' + \varepsilon h_1 \lambda_0 e_n + O(\varepsilon),$$

and

$$\int_{\mathfrak{E}} \mathcal{E}_{12} Z_n dx = \left\{ \int_{\mathfrak{E}_n} + \int_{\mathfrak{E} \setminus \mathfrak{E}_n} \right\} \mathcal{E}_{12} Z_n dx. \tag{C.16}$$

Since $S_{6, j}$, $S_{8, j}$, $M_{11, j}(x, z)$, $M_{21, j}(x, z)$, $M_{51, j}(x, z)$ are even functions of $x_j$, then integration against $w_{j, x}$ just vanish. This gives that

$$\int_{\mathfrak{E}_n} \mathcal{E}_{12} Z_n dx = \sum_{j=1}^{N} \int_{\mathfrak{E}_n} \varepsilon^2 S_{4, j} Z_n dx + \int_{\mathfrak{E}_n} B_4(v_1) Z_n dx + \int_{\mathfrak{E}_n} \varepsilon \frac{h_x}{\beta^2} \phi_{1, zz} Z_n dx$$

$$+ \int_{\mathfrak{E}_n} \varepsilon^2 \frac{h_x}{\beta^2} \phi_{4, zz} Z_n dx + \int_{\mathfrak{E}_n} M_{12}(x, z) Z_n dx + \int_{\mathfrak{E}_n} M_{22}(x, z) Z_n dx$$

$$+ \int_{\mathfrak{E}_n} M_{32}(x, z) Z_n dx + \int_{\mathfrak{E}_n} M_{42}(x, z) Z_n dx + \int_{\mathfrak{E}_n} M_{52}(x, z) Z_n dx.$$
\begin{equation}
\sum_{j=1}^{N} z_{n} \left( h_{2} f_{j}^{2} + 2 h a_{j} f_{j} h' - h_{6} f_{j} f_{j}' - h_{6} f_{j} h + h \tau f_{j} \right) w_{n,xx} \left. - \frac{1}{2} \beta^{-2} V_{n}(0, \varepsilon z) f_{n}^{2} w_{n} \right] Z_{n} \text{d}x
\end{equation}

\begin{equation}
= \varepsilon^{3} \varrho_{3} (h_{2} f_{n}^{2} + 2 h a_{j} f_{n} h' - h_{6} f_{n} f_{n}' - h_{6} f_{n} h + h \tau f_{n}^{2}) + O(\varepsilon^{3}) \sum_{j=1}^{N} (f_{j}^{2} + f_{j}'^{2} + f_{j} f_{j}'),
\end{equation}

where

\begin{equation}
\varrho_{3} = 2 \int_{\mathbb{R}} w_{xx} Z \text{d}x.
\end{equation}

- According to the expression of \(B_{4}(v_{1})\) in (4.6), then

\begin{equation}
\Pi_{2} = \int_{\mathbb{R}} \left\{ \frac{1}{\alpha \beta^{2}} \left[ \hat{B}_{4}(v_{1}) + a_{6}(\varepsilon, \varepsilon z) \varepsilon^{3} s^{3} v_{1} \right] + h_{1} p(w_{n}) w_{n} - h_{1} \sum_{j \neq n} w_{j} \right\} Z_{n} \text{d}x
\end{equation}

\begin{equation}
= \varrho_{4} h_{1} \left[ e^{-\beta(f_{n} - f_{n-1})} - e^{-\beta(f_{n+1} - f_{n})} \right] + \varepsilon^{\tilde{\tau}_{1}} \max_{j \neq n} O(e^{-3|\beta f_{j} - x|}) + \varepsilon^{3} \sum_{j=1}^{N} (b_{1zj} f_{j}'' + b_{2zj}),
\end{equation}

where \(\tilde{\tau}_{1}\) is a small positive constant with \(\frac{1}{2} < \tilde{\tau}_{1} < 1\) and \(\varrho_{4}\) is positive constant given by

\begin{equation}
\varrho_{4} = p C_{p} \int_{0}^{\infty} w^{p-1}(x) Z(x)[e^{-x} - e^{\varepsilon}] \text{d}x.
\end{equation}

- According to the definition of \(\varepsilon \phi_{1}(x, z)\) as in (4.14), we obtain

\begin{equation}
\Pi_{3} = \sum_{j=1}^{N} \left[ \varepsilon^{3} \beta^{-2} a_{12}(\varepsilon) f_{j}'' \int_{\mathbb{R}} \omega_{2,j} Z_{n} \text{d}x + \varepsilon^{3} \beta^{-2} a_{13}(\varepsilon) Z_{n} \text{d}x + \varepsilon^{3} \theta_{2zj} \right]
\end{equation}

\begin{equation}
= \varepsilon^{3} \beta^{-2} f_{n}'' \int_{\mathbb{R}} \left[ a_{12}(\varepsilon) \omega_{2,n} + a_{13}(\varepsilon) \omega_{3,n} \right] Z_{n} \text{d}x + \varepsilon^{3} \sum_{j=1}^{N} (b_{1zj} f_{j}'' + b_{2zj})
\end{equation}

\begin{equation}
= \varepsilon^{3} \rho_{1}(\varepsilon z) + \varepsilon^{3} \sum_{j=1}^{N} (b_{1zj} f_{j}'' + b_{2zj}),
\end{equation}

where

\begin{equation}
\rho_{1}(\varepsilon z) = \beta^{-2} f_{n}'' \int_{\mathbb{R}} \left[ a_{12}(\varepsilon) \omega_{2,n} + a_{13}(\varepsilon) \omega_{3,n} \right] Z_{n} \text{d}x.
\end{equation}

- It is easy to prove that

\begin{equation}
\Pi_{4} = \varepsilon^{2} \beta^{-2} h_{2} \int_{\mathbb{R}} \phi_{4zz} Z_{n} \text{d}x = O(\varepsilon^{4}).
\end{equation}

- According to the expression of \(M_{12}(x, z)\) and \(M_{22}(x, z)\) as in (4.40) and (4.43), hence, it is easy to obtain that

\begin{equation}
\Pi_{5} = \sum_{j=1}^{N} \varepsilon^{3} \beta^{-2} h_{2} \dot{\xi}_{j}(\varepsilon z) \int_{\mathbb{R}} \left[ \phi_{4zz}(\varepsilon z) + \dot{\phi}_{22zz} \right] Z_{n} \text{d}x
\end{equation}

\begin{equation}
= \varepsilon^{3} \frac{h_{2}}{\beta^{2}} \xi_{j}(\varepsilon z) A'(\ddot{d}(\varepsilon z)) + O(\varepsilon^{3}).
\end{equation}
• Similarly, there holds
\[ \Pi_0 = \int_{\mathcal{E}_n} M_{22}(x, z) \, Z_n \, dx = O(\varepsilon^3). \] (C.10)

• The estimate of \( \Pi_7 \) can be proved by the same way, i.e.,
\[ \Pi_7 = \varepsilon^2 f_n^2 \int_{\mathcal{E}_n} \left[ h_8(a_{12}\omega_{2,n,xx} + a_{13}\omega_{3,n,xx}) - \frac{V_j(0, \varepsilon z)}{\beta^2} (a_{12}\omega_{2,n} + a_{13}\omega_{3,n}) \right] Z_n \, dx + \varepsilon^3 \sum_{j=1}^N (b_{1\varepsilon_j} f_j'' + b_{2\varepsilon_j}) \]
\[ = \varepsilon^2 \rho_2(\varepsilon z) + \varepsilon^3 \sum_{j=1}^N (b_{1\varepsilon_j} f_j'' + b_{2\varepsilon_j}), \] (C.11)
where
\[ \rho_2(\varepsilon z) = f_n^2 \int_{\mathbb{R}} \left[ h_8(a_{12}\omega_{2,n,xx} + a_{13}\omega_{3,n,xx}) - \frac{V_j(0, \varepsilon z)}{\beta^2} (a_{12}\omega_{2} + a_{13}\omega_{3}) \right] Z \, dx. \] (C.12)

• On the other hand, from the definition of \( M_{42}(x, z) \) in (4.48), we can compute that
\[ \Pi_8 = \sum_{j=1}^N \varepsilon^2 \frac{1}{\beta} f_j \xi(\varepsilon z) \int_{\mathcal{E}_n} \left\{ \frac{h_8}{\beta} [A(\tilde{d}(\varepsilon z))Z_{j,xx} + \phi_{22,j,xx}] - \frac{V_j(0, \varepsilon z)}{\beta} [A(\tilde{d}(\varepsilon z))Z_j + \phi_{22,j}] \right\} Z_n \, dx + O(\varepsilon^3) \]
\[ = \varepsilon^2 \rho_3(\varepsilon z) + O(\varepsilon^3), \] (C.13)
where
\[ \rho_3(\varepsilon z) = \frac{1}{\beta} f_n \xi(\varepsilon z) \int_{\mathbb{R}} \left\{ \frac{h_8}{\beta} [A(\tilde{d}(\varepsilon z))Z_{xx} + \phi_{22,xx}] - \frac{V_j(0, \varepsilon z)}{\beta} [A(\tilde{d}(\varepsilon z))Z + \phi_{22}] \right\} Z \, dx. \] (C.14)

• We need only to compute those parts of \( M_{52}(x, z) \) in (4.50), which are even in \( x_n \). It is easy to check that
\[ \Pi_9 = \sum_{j=1}^N \varepsilon^2 \beta_j \int_{\mathcal{E}_n} \left[ h_3 Z_{j,n} + h_8 x_j Z_{j,xx} - \frac{V_j(0, \varepsilon z)}{\beta^2} x_j Z_j \right] Z_n \, dx + O(\varepsilon^3) = O(\varepsilon^3). \] (C.15)

Additionally, we also need to consider some higher order terms in \( \Pi_9 \). The ones involving first derivative of \( e_j \) are
\[ \varepsilon^3 \sum_{j=1}^N e_j' \left( \frac{h_2\beta'}{\alpha^2} + \frac{h_6}{\beta^2} \right) \int_{\mathcal{E}_n} x_j Z_{j,n} \, dx + \varepsilon^3 \sum_{j=1}^N e_j' \left( \frac{2\alpha'}{\alpha\beta^2} + \frac{h_4}{\beta^2} \right) \int_{\mathcal{E}_n} Z_j Z_n \, dx \]
\[ = \varepsilon^3 \left[ \left( \frac{2\alpha'}{\alpha\beta^2} + \frac{h_4}{\beta^2} \right) - \frac{1}{2} \frac{h_3\beta'}{\beta^3} + \frac{h_6}{\beta^2} \right] e_j' + \varepsilon^3 \sum_{j=1}^N b_{2\varepsilon_j} e_j'(\varepsilon z) \]
\[ \equiv \varepsilon^3 h_5(\varepsilon z) e_j' + \varepsilon^3 \sum_{j=1}^N b_{2\varepsilon_j} e_j'(\varepsilon z), \] (C.16)
where
\[ h_5(\varepsilon z) = \left( \frac{2\alpha'}{\alpha\beta^2} + \frac{h_4}{\beta^2} \right) - \frac{1}{2} \frac{h_3\beta'}{\beta^3} + \frac{h_6}{\beta^2}. \] (C.17)

Moreover, the ones involving second derivative of \( e_j \) in \( \Pi_9 \) are
\[ \varepsilon^4 f_n \beta^{-2} h_6(\varepsilon z) e_j''(\varepsilon z) + O(\varepsilon^5) \sum_{j=1}^N e_j''(\varepsilon z), \] (C.18)
with \( O(\varepsilon^2) \) uniform in \( \varepsilon \) and \( h_6(\varepsilon z) \) is a smooth functions of their argument.
• In the terms of $\Pi_{10}$ and $\Pi_{12}$, we need only to consider those parts which are even in $x$. It is good that the even (in $x$) terms in $\Pi_{10}$ and $\Pi_{12}$ are of order $O(\varepsilon^3)$. Moreover, the terms in $B_3(\varepsilon^2 \phi_3)$ are of order $O(\varepsilon^3)$. Consequently, we deduce that

$$\Pi_{10} + \Pi_{11} + \Pi_{12} = O(\varepsilon^3).$$

(C.19)

To compute $\int_{\mathcal{O}\setminus\mathcal{A}_n} \mathcal{E}_{12} Z_n \, dx$, we notice that for $(x, z) \in \mathcal{S}_{\delta_\varepsilon} \setminus \mathcal{A}_n$,

$$Z(x_n) = \max_{j \neq n} O(e^{-\frac{\delta}{\varepsilon}|f_j-f_n|}),$$

and thus we can estimate

$$\int_{\mathcal{O}\setminus\mathcal{A}_n} \mathcal{E}_{12} Z_n \, dx = \varepsilon \frac{\delta}{\varepsilon} \max_{j \neq n} O(e^{-\frac{\delta}{\varepsilon}|f_j-f_n|}) + O(\varepsilon^2) \sum_{i=1}^{12} \Pi_i.$$  

(C.20)

D. THE COMPUTATIONS OF (4.13), (A.20) AND (A.21)

We first show the validity of (4.13) under the assumption of stationary condition for $\Gamma$ in (A3) of Section 1. In fact, the stationary assumption means that (c.f. (2.100)), i.e.,

$$\frac{1}{2}f_1 = -\sigma \frac{V_0(0, \theta)}{V(0, \theta)} f_0.$$  

(D.21)

This gives that

$$\frac{1}{b_1} f_1 \beta - \frac{1}{2} b_2 f_0 \beta = \frac{1}{2} \frac{1}{b_1} f_1 \beta - \frac{1}{2} \frac{b_2}{b_1} f_0 \beta - \frac{V_0(0, \theta)}{\beta}. $$

According to the expressions of $h_3, h_8$ as in (2.59) and (2.62), we can obtain that

$$h_3 \beta = \frac{1}{2} h_8 \beta - \frac{V_0(0, \theta)}{\beta},$$

which is exactly the formula (4.13).

Recalling the expression as in (2.57)-(2.58), we then have

$$\mathcal{H}_1(\theta) = V^\frac{\frac{\beta'}{\beta}}{\sqrt{f_0}} \sqrt{V(0, \theta)} \frac{\sqrt{V(0, \theta)}}{\sqrt{f_0}} \mathbf{a}_0 = \alpha^2 \beta \sqrt{\frac{1}{b_1}} h_2.$$  

(D.22)

This gives that

$$\mathcal{H}_1'(\theta) = \alpha^2 \beta \sqrt{\frac{1}{b_1}} [h_2 \frac{\beta'}{\beta} + \frac{1}{\sqrt{b_1}} \left( \frac{1}{\beta} \mathbf{a}_0 \right)' + 2 \frac{\alpha'}{\alpha} h_2].$$

Recalling the definitions of $h_2, h_4, h_5$ as in (2.57)-(2.58), (2.59) and (2.60), the coefficient of $f'$ is

$$h_2 \left[ \frac{\beta'}{\beta} + \frac{2 \alpha'}{\alpha} \right] + h_4 - \frac{1}{2} h_6 = h_2 \left[ \frac{\beta'}{\beta} + \frac{2 \alpha'}{\alpha} \right] + \frac{1}{\sqrt{b_1}} \left( \frac{1}{\sqrt{b_1}} \beta \right)'$$

$$= \frac{1}{\alpha^2 \beta \sqrt{b_1}} \mathcal{H}_1',$$

which is exactly the formula (A.20).

According to the definition of $\beta$ in (3.24) and $\sigma = \frac{\beta'}{\beta} - \frac{1}{2}$, then there holds

$$\mathcal{H}_2(\theta) = \sqrt{\frac{\alpha}{f_0}} \mathcal{H}_1 = \alpha^2 \beta \frac{1}{\sqrt{b_1}} l_1.$$  

This implies that

$$\mathcal{H}_2'(\theta) = \alpha^2 \left[ \frac{\beta'}{\sqrt{b_1}} l_1 + \frac{1}{\sqrt{b_1}} \beta_0 l_1 - \frac{1}{2} \left( \frac{1}{\sqrt{b_1}} \beta \right)' \beta_1 l_1 \right] + 2 \alpha \beta \frac{1}{\sqrt{b_1}} l_1.$$

Using the fact (D.21) and (2.57)-(2.58), then

$$\mathcal{H}_2'(\theta) - \mathcal{H}_3(\theta) = \alpha^2 \left[ \frac{\beta'}{\sqrt{b_1}} l_1 + \frac{1}{\sqrt{b_1}} \beta_0 l_1 - \frac{1}{2} \left( \frac{1}{\sqrt{b_1}} \beta \right)' \beta_1 l_1 \right] + 2 \alpha \beta \frac{1}{\sqrt{b_1}} l_1.$$
Using the above facts and expressions of \( h \) and \( \alpha \), we obtain
\[
\begin{align*}
- \alpha^2 \frac{V^\frac{1}{2}(0, \theta)}{\sqrt{t_0}} f_2 - \alpha^2 \sigma \frac{V_{tt}(0, \theta)}{V^\frac{1}{2}(0, \theta)} \sqrt{t_0} - \alpha^2 \sigma (\sigma - 1) \frac{|V_t(0, \theta)|^2}{V^\frac{1}{2}(0, \theta)} \sqrt{t_0} \\
- \alpha^2 \sigma \frac{V_t(0, \theta)}{V^\frac{1}{2}(0, \theta)} \frac{1}{\sqrt{t_0}} f_1 + \alpha^2 \frac{1}{4} \frac{1}{(\sqrt{t_0})^2} f_1.
\end{align*}
\]

Due to the assumptions in (2.57), we have
\[
\begin{align*}
= \alpha^2 \beta \sqrt{h_1} \left( \frac{\beta'}{\beta} \frac{1}{\alpha} h_1 f_2 + \frac{1}{\alpha} \partial_\theta h_1 l_1 - \frac{1}{2} \frac{\beta'}{\beta} \partial_\theta h_1 l_1 + 2 \frac{\alpha'}{\alpha} \frac{1}{\alpha} h_1 l_1 \\
- \frac{1}{\alpha} f_1 - \alpha \frac{V_t(0, \theta)}{\beta^2} - \sigma \frac{|V_t(0, \theta)|^2}{V^{\beta^2}} - \sigma \frac{V_t(0, \theta) f_1}{f_0} \right).
\end{align*}
\]

On the other hand, according to the definitions of \( h_1, h_5, h_6, h_7, h_8 \) as in (2.57)-(2.58), (2.60), (2.61), and (2.62), the coefficient of \( f \) is
\[
- \left[ h_5 - h_7 + \sigma \frac{V_{tt}(0, \theta)}{\beta^2} \right] - h_6 \left( \frac{1}{2} \beta' + \frac{\alpha'}{\alpha} \right) + \sigma \frac{V_t(0, \theta)}{\beta^2} \left( \frac{V_t(0, \theta)}{V(0, \theta)} - \frac{h_8(\theta)}{h_2(\theta)} \right)
\]
\[
= - \frac{1}{\beta} \frac{h_2}{h_1} f_2 + \frac{3}{\beta} \frac{h_2}{h_1} f_0 - \frac{h_2}{h_1} f_0 + \frac{1}{\sqrt{h_1}} \left[ \frac{1}{\beta} \frac{1}{h_1} f_1 \right]' + \left[ \frac{1}{\beta} \frac{1}{h_1} f_2 + \frac{h_2}{h_1} f_1 - \left( \frac{h_2}{h_1} \frac{1}{h_1} f_0 \right) \right]
\]
\[
- \sigma \frac{V_t(0, \theta)}{\beta} - \frac{1}{\beta} + 2 \frac{1}{h_1} l_1 \left( \frac{\beta'}{\beta} + \frac{\alpha'}{\alpha} \right) - \sigma \frac{V_t(0, \theta)}{\beta^2} \left[ \frac{V_t(0, \theta)}{V(0, \theta)} - \frac{f_1}{f_0} + \frac{h_2}{h_1} \right]
\]
\[
= - \frac{1}{\beta} \frac{h_2}{h_1} f_2 - \frac{1}{\alpha} \frac{1}{\beta} \partial_\theta h_1 l_1 + \frac{1}{\alpha} \partial_\theta l_1 + \frac{1}{\beta} \frac{1}{\alpha} h_1 l_1 + 2 \frac{\alpha'}{\alpha} \frac{1}{\alpha} h_1 l_1 - \sigma \frac{V_t(0, \theta)}{\beta^2} + \sigma \frac{|V_t(0, \theta)|^2}{V(0, \theta)} - \sigma \frac{V_t(0, \theta) f_1}{f_0}. \tag{D.23}
\]

Therefore, we obtain that
\[
\left[ h_5 - h_7 + \sigma \frac{V_{tt}(0, \theta)}{\beta^2} \right] + h_6 \left( \frac{1}{2} \beta' + \frac{\alpha'}{\alpha} \right) - \sigma \frac{V_t(0, \theta)}{\beta^2} \left[ \frac{V_t(0, \theta)}{V(0, \theta)} - \frac{h_8}{h_2} \right] = \frac{\mathcal{H}_2}{\beta^2 \sqrt{h_1}},
\]

which is exactly the formula (A.21).

E. The Computations of (2.116) and (2.118)

Due to the assumptions in (1.5), we obtain
\[
a_1(0, 0) = a_2(0, 0), \quad a_1(0, 1) = a_2(0, 1), \quad \hat{a}_1(0) = \hat{a}_2(0) = \hat{a}_1(1) = \hat{a}_2(1) = \frac{1}{\sqrt{2}},
\]

and
\[
-a_2(0, 0)|\hat{a}_1(0)|^2 + a_1(0, 0)|\hat{a}_2(0)|^2 = 0, \quad -a_2(0, 1)|\hat{a}_1(1)|^2 + a_1(0, 1)|\hat{a}_2(1)|^2 = 0.
\]

Using the above facts and expressions of \( w_0, l_1 \) as in (2.56), (2.55), we can derive that
\[
w_0(0) = a_1(0, 0)\hat{a}_2(0)|n_2(0)|^2 + a_2(0, 0)\hat{a}_2(0)|n_1(0)|^2 = \frac{a_1(0, 0)}{2}, \tag{E.24}
\]

and
\[
l_1(0) = \left[ a_2(0, 0)|n_2(0)|^2 + a_1(0, 0)|n_1(0)|^2 \right] \Theta_{tt}(0, 0) + \left[ a_2(0, 0)\hat{a}_1(0)\hat{a}_1(0)|n_1(0)|^2 + a_1(0, 0)\hat{a}_2(0)\hat{a}_2(0)|n_2(0)|^2 \right]
\]
\[
- k \left[ - a_2(0, 0)|\hat{a}_1(0)|^2 + a_1(0, 0)|\hat{a}_2(0)|^2 \right] n_1(0) n_2(0) + \left[ - \partial_t a_2(0, 0)\hat{a}_1(0) + \partial_t a_1(0, 0)\hat{a}_2(0) \right] n_1(0) n_2(0)
\]
\[
= a_1(0, 0) \frac{k_1}{2} + \frac{a_1(0, 0)}{\sqrt{2}} \left[ \hat{a}_1(0)|n_1(0)|^2 + \hat{a}_2(0)|n_2(0)|^2 \right]
\]
\[
+ \frac{1}{\sqrt{2}} \left[ - \partial_t a_2(0, 0) + \partial_t a_1(0, 0) \right] n_1(0) n_2(0), \tag{E.25}
\]

where we have used (2.16)-(2.17) and (2.11).
The formulas (2.36), (2.40) and (2.41) imply that

\[ b_1(0) = \left[ \hat{a}_1(0) n_1(0) - \hat{a}_2(0) n_2(0) \right]^2 = \hat{a}_1^2(0) = \frac{1}{2}, \]

\[ g_3(0) = \frac{1}{b_1(0)} \left[ \hat{a}_1(0) - \hat{a}_2(0) \right] n_1(0) n_2(0) = 0, \]

\[ g_6(0) = \frac{1}{b_1(0)} \left[ \hat{a}_1^2(0) n_1(0) + \hat{a}_2^2(0) n_2(0) \right] = 1, \]

\[ g_4(0) = -\frac{1}{b_1(0)} \left[ \hat{a}_1(0) \hat{a}_1'(0) n_1(0) + \hat{a}_2(0) \hat{a}_2'(0) n_2(0) \right] + \frac{1}{b_1(0)} \left[ -\hat{a}_1^2(0) + \hat{a}_2^2(0) \right] n_1(0) n_2(0) \]
\[ - \frac{1}{b_1(0)} \left[ - q_1(0) n_2(0) + q_2(0) n_1(0) \right] + g_1 \left[ \hat{a}_1(0) - \hat{a}_2(0) \right] n_1(0) n_2(0) \]
\[ = - \sqrt{2} \left( \hat{a}_1'(0) n_1(0)^2 + \hat{a}_2'(0) n_2(0)^2 \right) - k_1, \]

where we have used (2.22), (2.16)-(2.17) and (2.11). Recalling the definition of \( \eta_4, p_8 \) as in (2.67), (2.75), it is easy to obtain

\[ \eta_4(0) = \sqrt{g_6(0)} = 1, \]

\[ p_8(0) = a_2(0,0) \hat{a}_1(0) n_1(0)^2 + a_1(0,0) \hat{a}_2(0) n_2(0)^2 = a_1(0,0) \hat{a}_1(0) = \frac{a_1(0,0)}{\sqrt{2}}. \]

Then by using (E.24), we get

\[ b_1 = \frac{1}{\sqrt{b_1(0)}} \eta_4(0) p_8(0) = a_1(0,0) = 2w_0(0). \]

On the other hand, recalling the definition of \( p_1, p_4, \) as in (2.72), (2.73), it is easy to obtain

\[ p_1(0) = a_1(0,0) \hat{a}_1(0) n_1(0)^2 + a_2(0,0) \hat{a}_2(0) n_2(0)^2 = a_1(0,0) \hat{a}_1(0) = \frac{a_1(0,0)}{\sqrt{2}}, \]

\[ p_4(0) = - \left[ \partial_1 a_1(0,0) - \partial_1 a_2(0,0) \right] n_1(0) n_2(0). \]

The term \( \eta_2 \) given in (2.66) will be evaluated as the following

\[ \eta_2(0) = \frac{\eta_4}{g_6} - \frac{\eta_4}{g_6} = - \sqrt{2} \left( \hat{a}_1'(0) n_1(0)^2 + \hat{a}_2'(0) n_2(0)^2 \right) - k_1. \]

Then by using (E.25), we have

\[ b_2 = \frac{1}{\sqrt{b_1(0)}} \eta_4(0) p_4(0) + \frac{1}{\sqrt{b_1(0)}} \eta_2(0) p_1(0) \]
\[ = - \sqrt{2} \left[ \partial_1 a_1(0,0) - \partial_1 a_2(0,0) \right] n_1(0) n_2(0) - \sqrt{2} \left( \hat{a}_1'(0) n_1(0)^2 + \hat{a}_2'(0) n_2(0)^2 \right) a_1(0,0) - k_1 a_1(0,0) \]
\[ = - 2t_1(0). \]

The formulas (E.26) and (E.27) will lead to

\[ \frac{V^\sigma(0, \theta)}{\sqrt{t_0}} \left[ w_0(0) f'(0) + t_1(0) f(0) \right] = \frac{V^\sigma(0, \theta)}{2\sqrt{t_0}} \left[ b_1 f'(0) - b_2 f(0) \right]. \]

This is the formula (2.118). Formula (2.116) can be verified in the identically same way.
[65] J. Yang and X. Yang, *Clustered interior phase transition layers for an inhomogeneous Allen-Cahn equation in higher dimensional domains*, Commun. Pure Appl. Anal. 12 (2013), no. 1, 303-340.