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1 Introduction

A function $f : \mathbb{R} \to \mathbb{C}$ is said to be positive definite if

$$\sum_{j,k=1}^{n} f(x_j - x_k)c_j c_k \geq 0 \quad (1.1)$$

holds for all finite sets of complex numbers $c_1, \ldots, c_n$ and points $x_1, \ldots, x_n \in \mathbb{R}$. A survey about positive definite functions and its generalizations can be found in [9]. The Bochner theorem states that a continuous function $f$ on $\mathbb{R}$ is positive definite if and only if it is the Fourier transform of a finite nonnegative measure $\mu$ on $\mathbb{R}$, i.e.

$$f(x) = \hat{\mu}(x) = \int_{-\infty}^{\infty} e^{-ixt} d\mu(t),$$

$x \in \mathbb{R}$. We define the inverse Fourier transform as

$$\hat{\mu}(\xi) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\xi t} d\mu(t). \quad (1.2)$$

In the case of integrable functions $\varphi$ on $\mathbb{R}$ the Fourier transform and its inverse are defined similarly. By our normalization in (1.2), the following inversion formula $(\hat{\varphi}) = \varphi$ holds for suitable functions $\varphi$.

For many purposes it is convenient to replace (1.1) by its integrable analogue

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x - y)\varphi(x)\varphi(y) dx dy \geq 0, \quad (1.3)$$

where $\varphi$ ranges over $L^1(\mathbb{R})$ or over the space $C_c(\mathbb{R})$ of continuous functions with compact support. If $f$ is continuous, then (1.3) is equivalent to (1.1) (see [9, p. 420]). Note that (1.3) can be rewritten in the form

$$\int_{-\infty}^{\infty} f(x)(\varphi * \varphi^*)(x) dx \geq 0, \quad (1.4)$$
where $\phi^*(x) := \overline{\phi(-x)}$, and $*$ denotes the convolution operation
\[
  u * v(x) = \int_{-\infty}^{\infty} u(x-t)v(t) \, dt.
\]
The property (1.4) can be taken as the basis for defining positive definite distributions (or generalized functions). Let us recall some notion. We shall follow [10].

Let $C^m(\mathbb{R})$ denote the set of complex-valued function on $\mathbb{R}$ with continuous derivatives of order $m \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$, and let $C^\infty(\mathbb{R}) = \cap_{m \in \mathbb{N}_0} C^m(\mathbb{R})$. The Schwartz space $S(\mathbb{R})$ of test functions can be defined as the set of $\phi \in C^\infty(\mathbb{R})$ satisfying
\[
  \|\phi\|_m := \sup_{\{x \in \mathbb{R}, 0 \leq p \leq m\}} (1 + |x|)^m |\phi^{(p)}(x)| < \infty
\]
for all $m \in \mathbb{N}_0$. These seminorms turn $S(\mathbb{R})$ into a Fréchet space. The elements of the dual space $S'(\mathbb{R})$ are called tempered distributions on $\mathbb{R}$. Let $D(\mathbb{R})$ denote the subspace of $C^\infty(\mathbb{R})$ consisting of functions with compact support. The topology on $D(\mathbb{R})$ is introduced as usual (see [3] or [10]). Since the convergence in $D(\mathbb{R})$ implies convergence in $S(\mathbb{R})$, it follows that $S'(\mathbb{R}) \subset D'(\mathbb{R})$. The elements $F$ in $D'(\mathbb{R})$ are called distributions on $\mathbb{R}$, and their action on test functions $\phi \in D(\mathbb{R})$ is written as $(F, \phi)$.

Note that a nonnegative $\sigma$-additive measure $\eta$ on the Borel subsets of $\mathbb{R}$ such that $\eta(A) < \infty$ for all bounded $A$, defines via the formula
\[
  (F_\eta, \phi) = \int_{-\infty}^{\infty} \phi(x) \, d\eta(x), \quad \phi \in S(\mathbb{R}),
\]
the element $F_\eta$ in $S'(\mathbb{R})$ if and only if $\eta$ is a tempered measure, i.e.
\[
  \int_{-\infty}^{\infty} (1 + |x|)^{-m} \, d\eta(x) < \infty
\]
for some $m \in \mathbb{N}_0$ (see [10, p. 78]).

Let us denote by $S_m(\mathbb{R})$ the completion of $S(\mathbb{R})$ (as metric space) in the $m$-th norm (1.5). The following lemma gives an exact characterization of $S_m(\mathbb{R})$.

**Lemma 1.1** [10, p. 75]. Let $m \in \mathbb{N}_0$. A function $u : \mathbb{R} \to \mathbb{C}$ is an element of $S_m(\mathbb{R})$ if and only if $u \in C^m(\mathbb{R})$ and $x^m u^{(p)}(x) \to 0$ for $|x| \to \infty$ and all $p \leq m$.

Since
\[
  \|\phi\|_0 \leq \|\phi\|_1 \leq \|\phi\|_2 \leq \ldots, \quad \phi \in S(\mathbb{R}),
\]
we see that a linear functional $F$ on $S(\mathbb{R})$ is continuous if and only if there exist $A > 0$ and $m \in \mathbb{N}_0$ such that
\[
  |(F, \phi)| \leq A \|\phi\|_m
\]
for all $\phi \in S(\mathbb{R})$ (see [7, p. 74]). We will call the smallest $m \in \mathbb{N}_0$ for which (1.7) holds true for certain $A$, the $S'$-order of $F \in S'(\mathbb{R})$. In the sequel, $\rho_S(F)$ denotes this order. Note that each $F \in S'(\mathbb{R})$ can be extended to a continuous linear functional on $S_m(\mathbb{R})$ for all $m \geq \rho_S(F)$. Our definition of $\rho_S(F)$ is different from the standard definition of order in $D'(\mathbb{R})$. The usual order can be defined in various equivalent ways: for example, $P \in D'(\mathbb{R})$ is a distribution of finite order if there exists an $m \in \mathbb{N}_0$ such that $P$ can be continued to a continuous linear functional on $C^\infty_c(\mathbb{R})$ [3, p. 41]. The smallest such $m$ is called the order of $P \in D'(\mathbb{R})$. We call this order as the $D'$-order of $P$, and denote it by $\rho_D(P)$. If $F \in S'(\mathbb{R})$, then it is easy to see that
\[
  \rho_D(F) \leq \rho_S(F) < \infty.
\]
In the case where \( F \) is a distribution with compact support, we have \( \rho_D(F) = \rho_S(F) \). Suppose that \( q \) is a polynomial of degree \( k \) and \( F_q \) is the following regular tempered distribution

\[
(F_q, \varphi) = \int_{-\infty}^{\infty} q(x) \varphi(x) \, dx, \quad \varphi \in S(\mathbb{R})
\]

associated with \( q \). It is obvious that \( \rho_D(F_q) = 0 \). On the other hand, by Lemma 1.1, we see that \( \rho_S(F_q) = k + 2 \).

Let \( a \in \mathbb{R} \). The operator \( E_a : F \rightarrow e^{iat} F \), where \( (e^{iat} F, \varphi) = (e^{iat} F_1, \varphi(t)) = (F_1, e^{iat} \varphi(t)) \), \( \varphi \in S(\mathbb{R}) \), is continuous and invertible on \( S(\mathbb{R}) \). Moreover, this operator acts continuously on each \( S_m(\mathbb{R}) \), \( m \in \mathbb{N}_0 \), and is not difficult to show that \( \| E_a \|_{S_m(\mathbb{R})}, \| (E_a)^{-1} \|_{S_m(\mathbb{R})} \leq (1 + |a|)^m \). Therefore, we get

\[
\rho_S(e^{iat} F) = \rho_S(F), \quad (1.8)
\]

Let \( F \in S'(\mathbb{R}) \). If \( m \in \mathbb{N}_0 \) and \( m \geq \rho_S(F) \), then the relation (1.8) and Lemma 1.1 show that for any fixed \( a \in \mathbb{R} \), the following generalized Cauchy transform of \( F \)

\[
\tilde{F}(z) = \frac{i}{\pi} \left( e^{iat} F_1, \frac{1}{(z - i)^{m+1}} \right)
\]

is well-defined for \( z \in \mathbb{C} \setminus \mathbb{R} \). This Cauchy transform was considered in [2, Ch. 6] (with \( a = 0 \)) for the purposes of analytic representation of distributions \( F \in \mathcal{O}_a^\prime \), where \( \mathcal{O}_a^\prime \) is the space of \( \varphi \in \mathcal{C}^\infty(\mathbb{R}) \) such that \( \varphi^{(k)}(x) = O(|x|^\alpha) \) as \( |x| \to \infty \) for all \( k \in \mathbb{N}_0 \), with a suitably topology defined in terms of convergent sequences.

A distribution \( F \in D'(\mathbb{R}) \) is said to be positive definite if \( (F, \varphi \ast \varphi^*) \geq 0 \) for all \( \varphi \in D(\mathbb{R}) \). The Bochner-Schwartz theorem states that \( F \in D'(\mathbb{R}) \) is positive definite if and only if \( F \) is the Fourier transform of a nonnegative tempered measure on \( \mathbb{R} \) [10, p. 125]. In particular, this theorem implies that any positive definite distribution lies in \( S'(\mathbb{R}) \). An important problem with practical implication is to find conditions on \( F \in S'(\mathbb{R}) \) under which \( F \) is positive definite. There are many characterizations of continuous positive definite functions (see, for example, [5, p.p. 70-83]). As far as we known, it is perhaps surprising that there are almost no such results in the case of distributions. In this paper, we will consider the characterization of positive definiteness for \( F \in S'(\mathbb{R}) \) by means of some properties of the numerical function (1.9). A similar problem for continuous positive definite functions \( f \) on \( \mathbb{R} \) was studied in [6] by using the Poisson transform

\[
u_f(z) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{y}{(x-t)^2 + y^2} f(t) \, dt,
\]

\( z = x + iy \in \mathbb{C} \setminus \mathbb{R} \). Note that this Poisson transform is the real part of the usual Cauchy transform of \( f \). Recall that a function \( \omega : (a, b) \to \mathbb{R} \) is said to be completely monotonic if \( \omega \) is infinitely differentiable and \( (-1)^k \omega^{(k)}(x) \geq 0 \) for any \( x \in (a, b) \) and all \( k \in \mathbb{N}_0 \). A function \( \omega : [a, b] \to \mathbb{R} \) is called completely monotonic on \([a, b]\) if \( \omega \) is there continuous and completely monotonic on \((a, b)\).

**Theorem 1.2** [6, Theorem 2]. Suppose that \( f : \mathbb{R} \to \mathbb{R} \) is a bounded continuous even function. If \( f(0) = 1 \), then \( f \) is a characteristic function of a probability measure on \( \mathbb{R} \) if and only if the function \( y \to u_f(0, y) \) is completely monotonic on \([0, \infty)\).

In the case where \( f \) is absolutely integrable and infinitely differentiable on \( \mathbb{R} \), some theorem of this kind (in other terms) has been shown by Egorov in [4].

A function \( \omega(x) \) is said to be absolutely monotonic on \((a, b)\) if \( \omega(-x) \) is completely monotonic on \((-b, -a)\). It is obvious that such a function \( \omega(x) \) can be characterized by the property that \( \omega^{(k)}(x) \geq 0 \) for any \( x \in (a, b) \) and all \( k \in \mathbb{N}_0 \).
The main result is the following.

**Theorem 1.3** Let \( F \in \mathcal{S}'(\mathbb{R}) \), and suppose \( n \in \mathbb{N}_0 \) be such that \( 2n \geq \rho_0(F) \). Let \( a_1, a_2 \in \mathbb{R} \), where \( a_1 \neq a_2 \), and let

\[
\tilde{F}_j(z) = (-1)^n \frac{i}{\pi} \left( e^{iF} \frac{1}{(z-i)^{2n+1}} \right)
\]

for \( z \in \mathbb{C} \setminus \mathbb{R} \) and \( j = 1, 2 \). Then \( F \) is positive definite if and only if:

(i) \( \tilde{F}_j(\imath y) \), \( j = 1, 2 \) are completely monotonic functions for \( y \in (0, \infty) \);
(ii) \( -\tilde{F}_j(\imath y) \), \( j = 1, 2 \) are absolutely monotonic functions for \( y \in (-\infty, 0) \).

It is quite possible that such a characterization of positive definite distributions on \( \mathbb{R}^n \) is also valid. In this case, we could study the Cauchy-Bochner transform (instead of (1.9)) and its generalization in the tube domain \( \mathcal{T}^\Lambda = \mathbb{R}^n + i\Lambda \subset \mathbb{C}^n \), where \( \Lambda \) is an open cone in \( \mathbb{R}^n \) (see, for example, [10, p. 144]). On the other hand, the class of completely monotonic functions on the \( n \)-dimensional algebraic structures is also studied in detail (see [1]). We also see some technical monotonic functions that may arise in the case of several variables.

## 2 Preliminaries and Proofs

Let us start with the observation that if \( \varphi \in \mathcal{C}^{m+1}(\mathbb{R}) \) and \( \varphi \) has finite \((m+1)\)th norm (1.5), then by Lemma 1.1, \( \varphi \) belongs to \( S_m(\mathbb{R}) \) but not necessarily to \( S_{m+1}(\mathbb{R}) \). For example, we have such a case if

\[
\varphi(x) = \frac{1}{(1+x)^{m+1}}.
\]

**Lemma 2.1** Let \( F \in \mathcal{S}'(\mathbb{R}) \), and suppose \( m \in \mathbb{N}_0 \) be such that that \( m \geq \rho_0(F) \). Let \( \varphi \in \mathcal{C}^m(\mathbb{R}) \) be a positive definite function such that \( \| \varphi \|_{m+1} < \infty \). If \( F \) is positive definite, then \( \langle F, \varphi \rangle \geq 0 \).

**Proof 1** We first claim that there exists a sequence \( (\varphi_n)_{n=1}^{\infty} \) of positive definite functions \( \varphi_n \) in \( D(\mathbb{R}) \) such that \( \varphi_n \to \varphi \) in the \( S_m(\mathbb{R}) \) norm. To see this, fix any \( a_1 \in D(\mathbb{R}) \) such that \( \| a_1 \|_{L^2(\mathbb{R})} = 1 \). Let \( a = a_1 \ast a_1^* \). Then \( a \in D(\mathbb{R}) \), \( a(0) = \| a_1 \|_{L^2(\mathbb{R})}^2 = 1 \), and \( \tilde{a} = |\tilde{a}_1|^2 \). Therefore, \( a \) is positive definite. Define the family of continuous positive definite functions

\[
A = \{ \varphi_\varepsilon(x) := a(\varepsilon x) \varphi(x), \ \varepsilon \in (0, 1] \}.
\]

Since \( \| \varphi \|_{m+1} < \infty \) and \( \varepsilon \leq 1 \), it is easy to verify that

\[
\| \varphi_\varepsilon \|_{m+1} \leq \sigma \| \varphi \|_{m+1}
\]

for all \( \varphi_\varepsilon \in A \), where

\[
\sigma = \max_{0 \leq p \leq m+1} \sum_{k=0}^{p} \binom{p}{k} \| a^{(k)} \|_{L^\infty(\mathbb{R})} < \infty.
\]

Hence \( A \) is a bounded subset of \( S_{m+1}(\mathbb{R}) \). The natural imbedding \( T_{m+1} : S_{m+1}(\mathbb{R}) \to S_m(\mathbb{R}) \) is a compact operator [10, p. 75]. Therefore, \( A = T_{m+1}(A) \) is totally bounded (precompact) in the \( S_m(\mathbb{R}) \) topology. Also, there is a sequence \( (\varepsilon_n)_{n=1}^{\infty} \) of positive numbers, \( \lim_{n \to \infty} \varepsilon_n = 0 \), and a sequence

\[
\varphi_n(x) := a(\varepsilon_n x) \varphi(x), \ n = 1, 2, \ldots,
\]
Lemma 2.2

Let \( F \) be a nonnegative tempered measure on \( \mathbb{R} \) and \( a \in \mathbb{R} \), and let \( m \geq \rho_S(F) \). The function

\[
\tilde{F}(z) = \left( e^{izt} F, \frac{1}{(z-t)^{m+1}} \right)
\]

is analytic in \( \mathbb{C} \setminus \mathbb{R} \). Moreover, for any \( s \in \mathbb{N} \),

\[
\frac{d^s}{dz^s} \tilde{F}(z) = \left( e^{izt} F, \frac{1}{(z-t)^{m+1}} \right).
\]

Proof 2

Fix \( z \in \mathbb{C} \setminus \mathbb{R} \). Take any \( h \in \mathbb{C} \setminus \{0\} \) such that \( z - h \in \mathbb{C} \setminus \mathbb{R} \). Since

\[
\frac{1}{h} \left[ \tilde{F}(z+h) - \tilde{F}(z) \right] = \left( e^{izt} F, \frac{1}{h} \left[ (z+h-t)^{m+1} - (z-t)^{m+1} \right] \right)
\]

and \( \rho_S(e^{izt} F) \leq m \), we see that \( \tilde{F} \) is analytic at \( z \) if and only if

\[
\frac{1}{h} \left[ (z+h-t)^{m+1} - (z-t)^{m+1} \right] \to -\frac{(m+1)}{(z-t)^{m+2}}
\]

as \( h \to 0 \) in the sense of convergence in \( S_m(\mathbb{R}) \), i.e. as functions of \( t \in \mathbb{R} \) in the \( m \)-th norm (1.5). Define

\[
E_m(t) = \frac{1}{h} \left[ \frac{1}{(z+h-t)^{m+1}} - \frac{1}{(z-t)^{m+1}} \right], \quad t \in \mathbb{R}.
\]

Then \( E_m \in S_{m+1}(\mathbb{R}) \subset S_m(\mathbb{R}) \) and

\[
\frac{d^p}{dt^p} E_m(t) = \frac{(m+p)!}{m!} E_{m+p}(t)
\]

for each \( p \in \mathbb{N} \). Hence

\[
\left\| E_m(t) + \frac{m+1}{(z-t)^{m+2}} \right\|_{S_m(\mathbb{R})} = \left( \frac{m+p}{m!} \right) \sup_{t \in \mathbb{R}, 0 \leq p \leq m} \left( (1+|t|)^m \left[ E_{m+p}(t) + \frac{m+p+1}{(z-t)^{m+p+2}} \right] \right).
\]

Now a straightforward calculation leads to the identity

\[
\left\| E_m(t) + \frac{m+1}{(z-t)^{m+2}} \right\|_{S_m(\mathbb{R})} = \left( \frac{m+p}{m!} \right) \sup_{t \in \mathbb{R}, 0 \leq p \leq m} \left( (1+|t|)^m \left[ \sum_{j=1}^{m+p+1} a_j(m,p) \frac{h^j}{(z-t)^j} \right] \right),
\]

where the coefficients \( a_j(m,p) \) depend only on \( m \) and \( p \). Clearly, if \( h \to 0 \), then using (2.3) we obtain (2.2). This shows (2.1) in the case \( s = 1 \). Therefore, \( \tilde{F} \) is analytic in \( \mathbb{C} \setminus \mathbb{R} \). The cases of higher \( s \in \mathbb{N} \) can be obtained by induction. This is a standard procedure and we omit the details.
Proof of Theorem 1.3 (Necessity) 1 Fix any \( j = 1, 2 \). Using Lemma 2.2 and having in mind that \((-1)^n i = (i)^{2n+1}\), we get

\[
\frac{d^s}{dy^s} \bar{F}_j(iy) = \frac{1}{\pi} \left( e^{is\phi_j} \frac{1}{\sqrt{y}} \frac{1}{(y + it)^{2n+1}} \right) = \frac{(-1)^s}{\pi} \left( \frac{2n+s}{2n+1} \right) \left( e^{is\phi_j} \frac{1}{(y + it)^{2n+s+1}} \right)
\]

for all \( s \in \mathbb{N}_0 \).

Suppose that \( y > 0 \). By direct calculation, we have

\[
\int_0^\infty x^{2n+s} e^{-yx} e^{-ist} dx = \frac{(2n+s)!}{(y + it)^{2n+s+1}}.
\]

Bochner’s theorem shows that the right side of this equality is positive definite as a function of \( t \) in \( \mathbb{R} \). Furthermore, since the product of positive definite functions is also positive definite, it follows that the function

\[
\phi_j(t) = \frac{e^{is\phi_j}}{(y + it)^{2n+s+1}}
\]

satisfies the conditions of Lemma 2.1 for \( m = 2n + s \). Therefore, using (2.4) we obtain that

\[
(-1)^s \frac{d^s}{dy^s} \bar{F}_j(iy) = \frac{(2n+s)!}{(2n)!\pi} (F, \phi_j) \geq 0
\]

for all \( s \in \mathbb{N}_0 \). This shows that the function \( y \to \bar{F}_j(iy) \) are completely monotonic on \((0, \infty)\).

Let now \( y < 0 \). Since

\[
\int_{-\infty}^0 x^{2n+s} e^{-yx} e^{-ist} dx = (-1)^{s+1} \frac{(2n+s)!}{(y + it)^{2n+s+1}},
\]

we see that in this case

\[
\phi_j(t) = (-1)^s \frac{e^{is\phi_j}}{(y + it)^{2n+s+1}}
\]

satisfies the conditions of Lemma 2.1 for \( m = 2n + s \). Again, by (2.4), we get

\[
- \frac{d^s}{dy^s} \bar{F}_j(iy) = \frac{(2n+s)!}{(2n)!\pi} (F, \phi_j) \geq 0
\]

for all \( s \in \mathbb{N}_0 \). This means that \( y \to -\bar{F}_j(iy) \) is absolute monotonic on \((0, \infty)\). The necessity of Theorem 1.3 is proved.

To prove the next lemma we require the concept of the Bochner integral. For precise details we refer to [8, Ch. 1]. Let \((X, \mathcal{B}, m)\) be a measurable space and let \( E \) be a Banach space. A function \( \zeta : X \to E \) is called finite-valued if

\[
\zeta(x) = \sum_{k=1}^n a_k \chi_{E_k}(x),
\]

where \( a_k \in E, k = 1, \ldots, n, E_k \) are disjoint subsets of \( X \) with \( m(E_k) < \infty \), and \( \chi_{E_k} \) is the indicator function of \( E_k \).

A function \( \zeta(x) : X \to E \) is said to be Bochner \( m \)-integrable, if there exists a sequence of finite-valued functions \( (\zeta_n(x))_{n=1}^\infty \) such that \( \lim_{n \to \infty} \| \zeta_n(x) - \zeta(x) \|_E = 0 \) almost everywhere with respect to \( m \) on \( X \) and

\[
\lim_{n \to \infty} \int_X \| \zeta_n(x) - \zeta(x) \|_E dm(x) = 0.
\]
For any $I \in \mathcal{B}$, the Bochner integral of $\zeta(x)$ on $I$ is defined by

$$\int_I \zeta(x) \, dm(x) = \lim_{n \to \infty} \int_X \zeta(x) \chi_I(x) \, dm(x).$$

The Bochner theorem for such vector-valued integrals states that a measurable function $\zeta(x)$ is Bochner integrable if and only if $\|\zeta(x)\|_E$ is $m$-integrable. A corollary of this theorem says that

$$F \left( \int_I \zeta(x) \, dm(x) \right) = \int_I F(\zeta(x)) \, dm(x)$$

for any $F \in E'$. Recall that a function $\zeta : X \to E$ is called weakly measurable if, for any $F \in E'$, the numerical function $F(\zeta(x))$ of $x \in X$ is $\mathcal{B}$-measurable. Finally we note that if $E$ is a separable Banach space, then $\zeta$ is measurable if and only if $\zeta$ is weakly measurable.

**Lemma 2.3** Let $u \in C(\mathbb{R}) \cap L^1(\mathbb{R})$, $m \in \mathbb{N}_0$, and let $y \in \mathbb{R} \setminus \{0\}$. Then

$$u_\pi(t, y) = \frac{i}{\pi} \int_{-\infty}^\infty \left( \frac{1}{(x + iy - t)^{m+1}} \right) u(x) \, dx$$

is as function of $t \in \mathbb{R}$ an element of $S_m(\mathbb{R})$. Furthermore, if $F \in S'_m(\mathbb{R})$, then

$$\langle F, u \rangle = \frac{i}{\pi} \int_{-\infty}^\infty \left( F, \frac{1}{(x + iy - t)^{m+1}} \right) u(x) \, dx.$$  

**Proof 3** Since $u \in L^1(\mathbb{R})$, we have that $u$ defines by

$$\langle U, \varphi \rangle = \int_{-\infty}^\infty u(x) \varphi(x) \, dx, \quad \varphi \in S_m(\mathbb{R}),$$

a functional $U \in S'_m(\mathbb{R})$. Then

$$u_\pi(t, y) = \frac{i}{\pi} \left( U, \frac{1}{(x + iy - t)^{m+1}} \right),$$

$t \in \mathbb{R}$. In a manner similar to the proof of Lemma 2.2, we obtain that $u_\pi$ is infinitely differentiable in $t$ and

$$\frac{d^s}{dt^s} u_\pi(t, y) = \frac{i}{\pi} \left( U, \frac{d^s}{dt^s} \left( \frac{1}{(x + iy - t)^{m+1}} \right) \right)$$

for any $s \in \mathbb{N}$. Now it is easy to verify that $\|u_\pi\|_{m+1} < \infty$. This shows that $u_\pi \in S_m(\mathbb{R})$.

We claim that the integral (2.6) can be considered as a Bochner integral on $\mathbb{R}$

$$\int_{-\infty}^\infty \zeta(t, x) \, dx,$$

with the usual Lebesgue measure on $\mathbb{R}$ and functions

$$\zeta(t, x) = \frac{i}{\pi} \frac{u(x)}{(x + iy - t)^{m+1}}$$

with values in $S_m(\mathbb{R})$. Indeed, if $F \in S'_m(\mathbb{R})$, then

$$F \left( \zeta(t, x) \right) = \frac{i}{\pi} \left( F, \frac{1}{(x + iy - t)^{m+1}} \right) u(x).$$

The condition $u \in C(\mathbb{R})$ and Lemma 2.2 yield that this function is continuous as a function of $x \in \mathbb{R}$. Hence $\zeta$ is weakly measurable. But, since $S_m(\mathbb{R})$ is the completion of the separable space $S(\mathbb{R})$ in $m$th norm (1.5), we get
that $S_m(\mathbb{R})$ is also separable. Therefore, the function $t \to \zeta(x,t)$, which acts from $\mathbb{R}$ into $S_m(\mathbb{R})$, is measurable. Further, it is obvious that the norm

$$\sup_{\{t \in \mathbb{R}, 0 \leq p \leq m\}} (1 + |t|)^m \left| \frac{d^m}{dt^m} \left( \frac{1}{(x + iy - t)^{m+1}} \right) \right| < \infty$$

of the function

$$t \to \frac{1}{(x + iy - t)^{m+1}}$$

depends only on $y$ and not on $x$. Denote this norm by $\theta_y$. Then

$$\int_{-\infty}^{\infty} \|\zeta(t,x)\|_{S_m(\mathbb{R})} dx = \frac{\theta_y}{\pi} \|u\|_{L^1(\mathbb{R})} < \infty.$$ 

By the Bochner theorem for vector-valued integrals, we obtain that (2.6) exists as a Bochner integral on $\mathbb{R}$.

Next, it is obvious that any linear functional $F_a(\varphi) = \varphi(a)$, where $a \in \mathbb{R}$, is continuous on $S_m(\mathbb{R})$. Hence, (2.6) gives the same element $\tilde{u}$ in $S_m(\mathbb{R})$ as the Bochner integral and as the usual numerical Lebesgue integral depending on the parameters $t$ and $y$. Finally, the property (2.5) shows (2.7) and the lemma is proved.

In the following lemma we give a Plemelj type relation in $S_m(\mathbb{R})$. The Plemelj formulas for the other spaces of test functions and distributions are discussed in [2, Ch. 5-6].

**Lemma 2.4** Let $u \in D(\mathbb{R})$, $m \in \mathbb{N}_0$, $y > 0$, and let $\tilde{u}(t,y)$ be the function defined by (2.6). If $y \to 0$, then

$$\frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \to \frac{1}{m!} u^{(m)}(t)$$

in the $S_m(\mathbb{R})$ norm.

**Proof 4** Fix $\varepsilon > 0$. First, we claim that there is an $A > 0$ such that

$$I_1 := \sup_{\{|t| \geq A, 0 \leq p \leq m\}} (1 + |t|)^m \left| \frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) - \frac{1}{m!} u^{(m)}(t) \right) \right| < \varepsilon$$

(2.11)

for all $y > 0$. Indeed, if $u$ is supported on $[-a,a]$, $a > 0$, then for every $A > a$ we have

$$I_1 = \sup_{\{|t| \geq A, 0 \leq p \leq m\}} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \left| \frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \right|$$

$$\leq \frac{(m+p)!}{\pi^m} \sup_{\{|t| \geq A, 0 \leq p \leq m\}} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \left| \frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \right|$$

$$\leq \frac{(m+p)!}{\pi^m} \sup_{\{|t| \geq A, 0 \leq p \leq m\}} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \left| \frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) \right|$$

Now it is easy to see that there exists a number $A_0 > 0$ such that (2.11) is satisfied for each $A > A_0$ and all $y > 0$. Fix any such $A$ to the end of the proof.

Second, we will show that there is an $y_0 > 0$ such that if $y \in (0,y_0)$, then

$$\sup_{|t| \leq A_0, 0 \leq p \leq m} (1 + |t|)^m \left| \frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) \right) - \frac{1}{m!} u^{(m)}(t) \right| < \varepsilon$$

(2.12)

To this end, we will transform $\tilde{u}(t,y) - \tilde{u}(t,-y)$. Denote

$$\alpha(x) = \frac{1}{x - iy - t} - \frac{1}{x + iy - t} = \frac{1}{(x + iy - t)(x - iy - t)}.$$
Then \( \alpha \in L^1(\mathbb{R}) \) and
\[
\alpha(x) = \int_{-\infty}^{\infty} \alpha(x)e^{-ix}\,dx = 2\pi i e^{-y|\xi|} e^{-i\xi t}.
\]

Integrating by parts in (2.6) and applying the Parseval formula
\[
\int_{-\infty}^{\infty} \alpha(x) \beta(x) \,dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} \alpha(\xi) \beta(\xi) \,d\xi.
\]
for \( \beta(t) = u^{(m)}(x) \), we have
\[
\tilde{u}(t,y) - \tilde{u}(t,-y) = \frac{i}{\pi m!} \int_{-\infty}^{\infty} \left( \frac{1}{x+iy-t} - \frac{1}{x-iy-t} \right) u^{(m)}(x) \,dx
\]
\[
= \frac{1}{\pi m!} \int_{-\infty}^{\infty} e^{-\xi|\xi|} e^{i\xi t} u^{(m)}(\xi) \,d\xi.
\]
(2.13)

Since \( u \in D(\mathbb{R}) \), we may conclude that
\[
u^{(m)}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\xi t} u^{(m)}(\xi) \,d\xi.
\]
Now, by (2.13),
\[
\frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) - \frac{1}{m!} u^{(m)}(t) = \frac{1}{2\pi m!} \int_{-\infty}^{\infty} \left( e^{-\xi|\xi|} - 1 \right) e^{i\xi t} u^{(m)}(\xi) \,d\xi.
\]
Hence,
\[
\frac{d^p}{dt^p} \left( \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) - \frac{1}{m!} u^{(m)}(t) \right) = \frac{1}{2\pi m^!} \int_{-\infty}^{\infty} \left( e^{-\xi|\xi|} - 1 \right) (i\xi)^p e^{i\xi t} u^{(m)}(\xi) \,d\xi.
\]
(2.14)

Here the term \( \chi(\xi) = (i\xi)^p e^{i\xi t} u^{(m)}(\xi) \) belongs to \( S(\mathbb{R}) \). Therefore, with the relation (2.14) in mind, we can deduce that there exists \( y_0 > 0 \) such that the inequality (2.12) is satisfied for all \( y \in (0, y_0) \).

Finally, combining (2.11) with (2.12), we obtain that
\[
\left\| \frac{1}{2} \left( \tilde{u}(t,y) - \tilde{u}(t,-y) \right) - \frac{1}{m!} u^{(m)}(t) \right\|_{S_m(\mathbb{R})} < \varepsilon
\]
for all \( y \in (0, y_0) \). This proves (2.10).

Proof of Theorem 1.3 (Sufficiency) 1 Fix any \( j = 1, 2 \), and suppose that \( \bar{F}_j(iy) \) is completely monotonic for \( y \in (0, \infty) \). This means that for any \( \tau > 0 \), the function \( u_\varepsilon(iy) := \bar{F}_j(i(\tau + y)) \) is continuous and completely monotonic on \([0, \infty)\). By the Bernstein-Widder theorem (see [1, p. 135]), there is a nonnegative finite measure \( \mu_\tau \) on \([0, \infty)\) such that
\[
u_\varepsilon(iy) = \int_0^\infty e^{-\gamma t} \,d\mu_\tau(t)
\]
for \( y \in [0, \infty) \). This function can be continued analytically to the open upper complex half-plane \( \mathbb{C}^+ \) as the Laplace transform of a finite measure by
\[
u_\varepsilon(z) = \int_0^\infty e^{\gamma t} \,d\mu_\tau(t), \quad z \in \mathbb{C}^+.
\]
(2.15)

Since \( \mu_\tau \) is nonnegative, Bochner’s theorem shows that for any fixed \( y \geq 0 \) in (2.15), the function \( x \mapsto u_\varepsilon(x + iy) \) is continuous positive definite for \( x \in \mathbb{R} \). On the other hand, according to Lemma 2.2, the function \( \bar{F}_j \) is analytic on \( \mathbb{C} \setminus \mathbb{R} \). The uniqueness theorem for the analytic functions (2.15) and \( \bar{F}_j \) yields \( \bar{F}_j(z) = u_\varepsilon(z - i\tau) \) for all \( \Im z \geq \tau \).
Since $\tau$ is arbitrary positive, we see, in particular, that for any fixed $y > 0$, the function $x \rightarrow \tilde{F}(x + iy)$ is also continuous positive definite for $x \in \mathbb{R}$. This means that

$$
\int_{-\infty}^{\infty} \tilde{F}(x + iy)u(x)\,dx \geq 0
$$

(2.16)

holds for any $y > 0$ and all positive definite functions $u \in D(\mathbb{R})$.

Suppose now that $-\tilde{F}(iy)$ is absolutely monotonic for $y \in (-\infty, 0)$. Then the function $-\tilde{F}(-iy)$ is completely monotonic on $(0, \infty)$. Using the same argument as before, we have

$$
\int_{-\infty}^{\infty} \tilde{F}(x - iy)u(x)\,dx \leq 0
$$

(2.17)

for any $y > 0$ and all positive definite $u \in D(\mathbb{R})$.

Let $y > 0$ and suppose that $u \in D(\mathbb{R})$. Having in mind the definition (1.10) of $\tilde{F}$ and Lemma 2.3 in the case $m = 2n$, we get

$$
(-1)^n \frac{2}{(2n)!} \left( e^{ia_j t^j F} \right) \left( \left( e^{ia_j t} F \right)^{(2n)} \cdot u(t) \right) = \lim_{y \to 0} \int_{-\infty}^{\infty} \left( \tilde{F}(x + iy) - \tilde{F}(x - iy) \right) u(x)\,dx \geq 0.
$$

(2.18)

Note that by the definition of derivatives in $S'(\mathbb{R})$,

$$
\left( e^{ia_j t} F, u^{(2n)}(t) \right) = \left( \left( e^{ia_j t} F \right)^{(2n)} \cdot u(t) \right).
$$

If we combining this with (2.18), we conclude that $(-1)^n \left( e^{ia_j t} F \right)^{(2n)}$ is a positive definite distribution in $S'(\mathbb{R})$. Therefore, its Fourier transform

$$
\left( (-1)^n \left( e^{ia_j t} F \right)^{(2n)} \right)^{-} = \xi^{2n} \tilde{F}(\xi - a_j)
$$

is a nonnegative tempered measure on $\mathbb{R}$, by the Bochner-Schwartz theorem. In particular, we see that $\tilde{F}$ is a nonnegative distribution on $\mathbb{R} \setminus \{-a_j\}$.

Now, if we recall that $a_1 \neq a_2$, we conclude that $\tilde{F}$ is a nonnegative distribution on the whole $\mathbb{R}$. Therefore, $\tilde{F}$ is a nonnegative tempered measure on $\mathbb{R}$ (see [10, p. 17]). Finally, the Bochner-Schwartz theorem shows that $F$ is positive definite. The theorem is completely proved.
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