Article

Optimization of Traffic Detector Layout Based on Complex Network Theory

Shi An, Lina Ma,* and Jian Wang

School of Management, Harbin Institute of Technology, Harbin 150001, China; anshi@hit.edu.cn (S.A.); wang_jian@hit.edu.cn (J.W.)

* Correspondence: 13b910003@hit.edu.cn

Received: 7 February 2020; Accepted: 4 March 2020; Published: 6 March 2020

Abstract: With the recent development of traffic networks, traffic detector layout has become very complicated, due to the complexity of traffic network structures and states. Thus, this paper presents an optimal method for traffic detector layout based on network centrality using complex network theory. It mainly depends on the topology of the traffic network, and does not depend on preconditions (e.g., OD (Origin Destination)) traffic, path traffic, prior matrix, and so on) or consider route-choosing behavior too much. Considering the travel time, OD demand, observation demand of urban managers, dynamic characteristic of the traffic network, detector failure, and so on, an optimization model for traffic detector layout is established, which is called the Traffic Network Centrality Model (TNCM). Numerical experiments are conducted, based on data from the Sioux Falls network, which demonstrate that the model has a strong practical value. TNCM is not only helpful in reducing the traffic detector layout cost, but also improves the monitoring revenue of the traffic network in complex scenarios, which offers a promising way of thinking about the optimization of traffic detector layout schemes.
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1. Introduction

With the rapid development of urban society, "urban diseases" (traffic congestion, accidents, environmental pollution, energy shortage, and so on) have become increasingly prominent, which have been considered as a global urban problem. These "urban diseases" lead to negative social influence, economic loss, and environmental damage, as well as challenging the sustainable development of urban cities. At present, many countries have taken measures against these challenges, leading to the emergence of smart cities. A smart city utilizes advanced information technologies to solve these "urban diseases" and realize the intelligent management and operation of the city. This creates a better life for people and promotes the harmonious and sustainable development of the city. As transportation plays an important role in urban social and economic systems, the sustainable development of transport provides a basis for the sustainable development of a city. Therefore, the United States, Japan, Australia, Europe, and other parts of the world have advocated for sustainable transportation. As one key component of the Intelligent Transportation System, the traffic information collecting system provides real-time traffic data to the traffic network. Traffic detectors form the basis of the traffic information collecting system and play a key role in the efficient operation of an Intelligent Transportation System. Meanwhile, the accuracy and timeliness of traffic data are closely related to the traffic detector layout scheme.

With the rapid development of intelligent transportation, the quality of traffic data has been unable to meet increasing traffic demands and, so, traffic information collection systems are facing a tremendous challenge. At present, the traffic detector is still one of the key means of acquiring traffic data; thus, investing in building more traffic detectors has been considered in many large-
medium-sized cities. However, due to the high-density traffic networks present, it has been assumed that detectors must be located at every intersection, ideally. However, the cost of such a large-scale layout is high. Therefore, there is a conflict between minimizing the traffic detector deployment cost and maximizing the amount of obtained traffic information. The layout strategy for the traffic detectors will directly influence the quantity and quality of traffic data collected by a traffic detector. On one hand, more traffic data can be obtained under a reasonable detector layout strategy and achieve better traffic management. On the other hand, due to the constant enlargement of the scale of the actual road network and the construction cost requirements for the transport infrastructure, the layout scale of the actual road network detector is restricted. Therefore, studies on the optimal layout of traffic detectors have profound implications.

More and more scholars have been paying attention to complex network theory in recent years. Complex network theory provides effective methods and measures for scholars to study the structures and networks of real-world systems and the relationships between entities. In studies related to complex networks, various quantitative indicators to analyze and compare the nodes and edges, and to evaluate their status and function, have been developed. The idea of a complex network has penetrated into many fields, among which a traffic network is also a kind of complex network. Based on complex network theory, modeling of traffic networks has been conducted, following which the characteristics and topology of the traffic network have been analyzed. A traffic detector network is the foundation of a traffic network and, so, the optimization of the traffic detector layout is key in traffic network planning.

In the light of the above, an optimization model—TNCM (Traffic Network Centrality Model)—based on complex network theory for traffic detector layout is presented in this paper. The network centrality can objectively reflect the topological characteristics and complexity of the traffic network. TNCM can find a suitable detector layout scheme to monitor the traffic status of the traffic network under fewer pre-conditions. Moreover, it is proved that TNCM can be applied to small, medium, and large networks. To the best of our knowledge, few scholars have used the centrality theory of complex network to solve the problem of traffic detector optimization layout before. A new method is proposed in this paper, which is expected to help traffic planners and managers in decision-making, as well as promote the harmonious and sustainable development of cities.

The rest of the paper is structured as follows. Section 2 describes the literature related to traffic detector layout and the centrality theory of complex networks. Section 3 introduces the research methodology and presents the model formulation. Section 4 analyzes the layout results under different scenarios, such as static networks, dynamic networks, and detector failure. Section 5 further discusses our key findings and, thus, proposes the implications of our research. Section 6 concludes the study and presents our research limitations and directions for future research.

2. Literature Review

2.1. Optimization of Traffic Detector Layout

Scholars have undertaken numerous studies on the optimal layout of traffic detectors and have made many achievements. These studies can be classified into statistical analysis, integer planning, dynamic programming, graph theory, artificial intelligence, simulation analysis, transportation planning, and so on, according to different technological research route used [1]. Hu et al. [2] established a model based on linear algebra under a stable traffic network, in order to find a minimal set of detector positions and, then, to estimate the traffic flow in the network. Based on mixed integer linear programming, Danczyk et al. [3] developed a method for the optimization of traffic detector layout. A bi-level programming method was proposed to estimate the real-time OD (Origin Destination) matrix by Gómez et al. [4], based on fuzzy logic theory. Li et al. [5] simplified the traffic network optimization problem into a multi-section optimization problem by sectioning and proposed a minimum investment model, considering the characteristics of traffic information spatial distribution, the location uniformity of link, and the total cost. Based on graph theory and matrix theory, Zhang et al. [6] presented a traffic detector layout method to estimate the traffic flow in each
road section. Bartin et al. [7] proposed a method based on road monitoring technology, which accurately estimates the travel time. Zheng et al. [8] developed a method under an abnormal scenario, using fuzzy clustering analysis, regression analysis, and similar methods. Zhang et al. [9] studied the optimal layout spacing of highway traffic detectors based on a deviation threshold traffic event detection algorithm, and analyzed the trend of traffic parameters by VISSIM simulation software under the condition of whether or not an event occurred. A multi-objective model was presented by Wang et al. [10], based on the flow correlation between road sections, in which diverse influencing factors were comprehensively considered.

According to the different research purposes, the existing studies can be classified into OD estimation, travel time estimation, event detection, and traffic flow estimation. Yim et al. [11] evaluated different detector location selection methods aimed at estimated OD. According to the theory of maximum possible relative error, Yang et al. [12] proposed four rules for traffic detector location optimization using OD estimation, including an OD coverage rule, a maximum flow rule, a maximum interception flow rule, and a road independent rule. A two-stage model was presented for the purpose of OD estimation by Bianco et al. [13]. Chootinan et al. [14] developed a bi-objective location optimization model to estimate OD, and solved it using a distance-based genetic algorithm. Ehler et al. [15] studied two kinds of extended models: One considered existing traffic detectors, while the other considered prior information of OD flow. Fei et al. [16] presented a model to maximize the efficiency of data collection and OD demand in a traffic network under the condition of minimizing the uncertainty of the OD demand matrix. Bertini et al. [17] focused on highway travel time estimation for display on roadside variable message signs and described a concept developed from first principles of traffic flow, in order to establish optimal sensor density. Minguez et al. [18] proposed an optimal vehicle license plate recognition detector layout model based on given prior OD demands. In 2010, Zhou et al. [19] established an optimal distribution model for single-point and point-to-point detectors to estimate the OD matrix based on information theory; and Xing and Zhou et al. [20] considered various sources of error in estimation and prediction. Ban et al. [21] discretized the two dimensions of time and space and proposed a dynamic programming model aiming at highway travel time estimation. Zhang et al. [22] took the minimum travel time estimation error as the optimization objective and studied the optimization of a highway traffic detector layout. Castillo et al. [23] calculated the OD matrix and road flow through traffic data obtained from observation points and solved seven kinds of observation point problems in a traffic network. A new placement configuration for departure detectors was proposed and named the mid-intersection detector by Gholami [24], in which departure detectors can be activated by more than one movement at different times.

In addition, due to the complexity and uncertainty of traffic situations [25], the uncertainty of a traffic detector layout should be considered. A multi-objective detector deployment model based on the minimization of demand uncertainty was proposed by Fei et al. [26], which considered the information acquisition and coverage of OD pairs. Li and Ouyang analyzed the reliability of optimal deployment of a traffic sensor network in 2010 in [27], presented a method to simultaneously estimate the travel time and the OD matrix in 2011 in [28], and established a reliable optimal deployment model for traffic detectors based on mixed integer programming in 2012 in [29], in which an effective measure (including flow coverage, vehicle mile coverage, square error reduction, and so on) and alternative schemes under traffic detector failure were proposed. Zhu et al. [30] established a new two-stage random model, considering uncertain detector failure factors.

To address the problem of traffic detector optimal layout, scholars have carried out a series of studies in terms of the research object, research content, research purpose, research technical route, research angle, application scenario, and so on. The existing studies can be classified into highway and urban roads, according to the research context. Furthermore, they can be classified as considering detector number, detector location, detector density, data accuracy, and so one, according to the research object; or classified into OD estimation, travel time estimation, event detection, and traffic flow estimation, according to different research purpose. Finally, they can also be classified as using mathematical methods, computer methods, transportation planning methods, and so on, according
to the research technology route used. Although the principles and methods in the literature radically vary, the common aim is to find the best traffic detector layout, in order to maximize the revenue and minimize the cost. From a literature review on the optimization of traffic detector layout, preconditions or assumptions have been essential for some studies; however, it is hard to collect enough data for analysis in a complex traffic network. The models presented in some studies are highly complex; however, this is more of theoretical significance than of practical significance in actual engineering. It is undeniable that the above research has made a variety of breakthroughs; however, most studies have only focused on one aspect related to traffic detector layout (e.g., traffic parameters or OD). Furthermore, there is little information about observation of the real-time state of a traffic network from a global perspective. Traffic networks may be complex, either statically or dynamically, but the existing research has focused mainly on static traffic network scenarios. For that reason, based on the complex network theory, the TNCM model is proposed in this paper, with the aim of observing a traffic network with applicability to multiple scenarios.

2.2 Network Centrality

Network centrality has been widely used in various fields (e.g., urban planning, urban geography, economic geography, and so on) in developed countries (e.g., the United States and U.K.), in applications such as urban crime, network monitoring design, community planning, residential area planning, urban spatial structure analysis, urban land use density, among others. As network centrality reflects the importance of the location of a node or link in the network, the results are helpful to determine the key points in a network. Network centrality plays an important role in complex network topology analysis. Linton et al. [31] introduced the concept and measurement standard of network centrality, which is the key to complex networks. Chang et al. [32] indicated that the centrality analysis of traffic networks is of great significance in transport planning and transportation construction.

There are four kinds of network centrality: point centrality, eigenvector centrality, betweenness centrality, and closeness centrality. Point centrality is defined as the number of other nodes linked to a node. Eigenvector centrality means that the eigenvector centrality of a node is proportional to the sum of the relative index values of all nodes connected to it when all nodes have relative index values. Betweenness centrality includes point betweenness centrality and the edge betweenness centrality: point betweenness centrality is the proportion of the number of paths passing through a node in the shortest path of all node pairs in the network compared to the total number of shortest paths, while edge betweenness centrality is the proportion of the number of paths passing through an edge in the shortest path of all nodes in the network compared to the total number of shortest paths. Closeness centrality refers to the average distance of the shortest path from a node to all other nodes.

The above four network centralities have different emphases. Point centrality focuses on the measurement of the local importance of nodes, which is simple and of low computational complexity. Considering the quality and quantity of each node, eigenvector centrality can evaluate the relative importance of a node more objectively, which is also simple and of low computational complexity. As an important global geometric quantity, betweenness centrality can reflect the control of a node or link to the network flow in terms of congestion, and the influence of the corresponding node or edge in the whole network, which is relatively complex and of high computational complexity. Closeness centrality can evaluate the degree to which a node disseminating information is independent of other nodes. The closer the node is to other nodes, the more independent it is in disseminating information. As a non-core node should pass through other nodes to spread information, it is easily subject to other nodes. Therefore, a node is the center of network if it has minimal distance to other nodes.

Considering the above analysis of network centrality, point centrality and eigenvector centrality can only analyze the local importance of nodes. This paper analyzes the network from an overall perspective and, thus, modifies the betweenness centrality to provide an optimal selection of links.
3. Materials and Methods

This paper focuses on traffic networks and proposes a centrality model to optimize the layout of traffic detectors in different scenarios. The purpose of this is to generate a traffic detector layout covering as many important links as possible. Traffic flow is not the only factor that influences a link’s importance: many other factors, such as network topology, manager preference weight, road network status, and so on, can also play a role. In addition, the detector failure factor also needs to be considered. So, the problem can be described as: under the given constraints, which links should be installed with traffic detectors to monitor the traffic network better and obtain more valuable traffic information, as measured by the covered path’s importance. According to the centrality model, the first step is to analyze the network and determine link centrality and path centrality, followed by solving the optimization model using a genetic algorithm.

3.1 Description of the Traffic Network

A traffic network is composed of several links (roads) and nodes (intersections). In this paper, it is considered as a weighted directed graph. In general, a typical traffic network can be expressed as \( G(V,E) \), where:

\( V \) represents the set of all nodes, \( V = \{ v_1, v_2, \cdots, v_n \} \), and \( N = |V| \) is the number of nodes;

\( E \) represents the set of all links, \( E = \{ e_1, e_2, \cdots, e_m \} \), and \( M = |E| \) is the number of links;

\( W \) represents the set of OD pairs, \( W = \{ w_1, w_2, \cdots, w_z \} \), and \( Z = |W| \) is the number of OD pairs; and

\( R \) represents the set of efficient paths between all OD pairs, \( R = \{ r_1, r_2, \cdots, r_h \} \), and \( H = |R| \) is the number of OD pairs. The efficient paths defined here are all simple paths; that is, each node in a path’s node sequence appears only once.

3.2 Centrality of Static Network

This section will discuss the key concepts of links and paths for describing the static network used in TNCM.

3.2.1. Link Centrality of an Unweighted Network

Link centrality, based on betweenness centrality, is the numerical representation of how important a link is in a network.

**Definition 1:** Link centrality in an unweighted network, \( c_b(a) \).

The link centrality of a link is the proportion of the shortest paths that pass through the link, compared to all shortest paths in the network:

\[
 c_b(a) = \frac{\sigma(i,j|a)}{\sigma(i,j)} ,
\]

where \( \sigma(i,j) \) is the number of shortest paths between \( i \) and \( j \), and \( \sigma(i,j|a) \) is the number of shortest paths between \( i \) and \( j \) that pass through link \( a \).

The route choice of a user travelling is closely related to their travel time; thus, the link centrality of a link is positively related to its traffic flow. In particular, if the number of efficient paths between an OD pair is limited to 1 and the travel strategy is based on the shortest travel time, then the link centrality is the proportion of traffic flow in the total traffic flow.

According to the definition of link centrality, the higher the link centrality of a link, the greater its connectivity and influence in the traffic network. The probability of selecting this link is also higher when a user travels and is more significant to observe. Under the same path or traffic coverage, covering important links and important paths is better.

Take the Fishbone network as an example (as shown as Figure 1), in which each section has equal travel time. There are 66 shortest paths in total, and the link centrality of link 14 and link 16 are the largest, with a value of 0.273 and passed by 18 shortest paths. The link centrality of links 9, 10, 17,
and 18 rank second, with a value of 0.197 and passed by 13 shortest paths. Links 14 and 16 are, thus, the most important links of the network, with the largest traffic observation revenue.

![Fishbone network diagram](image)

**Figure 1.** Link centrality of Fishbone network (unweighted).

### 3.2.2. Link Centrality of Weighted Network

The link centrality of an unweighted network quantifies the importance of the link from the perspective of the network topology. However, in an actual traffic network, a link’s weight is also affected by many other factors, such as OD demand, design planning, and decision-maker’s preferences. Take the OD demand as an example, which indicates travel demand between origin and destination, represented as traffic flow. When the OD demand is known, the travel flow of users in each OD pair may be different and, consequently, the link’s importance changes. A link with high flow should have a higher link centrality. Therefore, the weight of a link is introduced to fix the link centrality in a weighted network in which the link centrality is determined by network topology, traffic flow, and other factors.

**Definition 2:** Link centrality in a weighted network, \( c_{BW}(a) \).

\[
\begin{align*}
    c_{BW}(a) &= \rho(a) \cdot c_B(a) \\
    \rho(a) &= \frac{w(a) \cdot |A|}{\sum_{b \in A} w(b)}
\end{align*}
\]

(2)

where \( \rho(a) \) is the gain coefficient of the link centrality of link \( a \) in the weighted network. In particular, \( \rho(a) \) is equal to 1 if all link weights are equal. In this case, the link centrality of the weighted network is equivalent to that of the unweighted network; that is, \( c_{BW}(a) \) is equal to \( c_B(a) \).

The weight of a link can be specified manually or calculated using the traffic flow. Taking the Fishbone network as an example, the travel time and capacity of each link are equal, and the specific parameters are shown in Table 1.

| Table 1. Basic parameters of network topology and traffic demand. |
|---------------------------------------------------------------|
| Link travel time: 10                                           |
| Link capacity: 7800                                            |
| O: [3,5]                                                      |
| D: [9,10]                                                     |
| OD demand: (3,9,7500), (3,10,7300), (5,9,1000), (5,10,1200)   |

Based on the OD demand, a traffic network that prefers to use the “upper half” is constructed. As the network has a symmetrical structure, the importance of the upper half is higher than that of the lower half. In the results of traffic assignment, although the flow of link 14 is 1,0536 as that of link 6, the centrality of link 14 is higher than that of link 6, as it handles more traffic demand.
Taking the traffic flow as the link weight, we can calculate the link centrality. The results are shown in Figure 2. The numbers in brackets after the link ID are the link centralities in the unweighted network and the weighted network, respectively. It can be seen that the link centrality in the upper half generally increases, while the link centrality in the lower half decreases or increases only slightly.

![Figure 2. Link centrality of Fishbone network (weighted).](image)

The link centrality of a weighted network evaluates the importance of a link by considering various factors comprehensively, which maximizes the influence of the link when the network changes and has good adaptability to change.

3.2.3. Path Centrality

In the monitoring of a traffic network, priority should be given to links with a large link centrality, in order to cover the most important links. However, there may be a strong correlation between links. If only link centrality is the priority strategy, resource waste will occur.

A special observation network is shown in Figure 3. The number on the link represents the link centrality, where nodes 1, 2, 3, 4, and 5 are the origin and nodes 9 and 10 are the destination.

![Figure 3. A special example of an observation network.](image)

If the number of traffic detectors is 3, then the layout solution with the road centrality as the priority strategy is (6,7), (7,8), and (8,10). Obviously, (6,7) and (7,8) are duplicate arrangements.

Therefore, it is necessary to consider the path, instead of the link, to reduce the strong correlation between links and maximize the overall observation revenue. Path centrality is used to represent the
importance of a path and the detector is deployed to cover more important paths, eliminating the impact of link correlation.

**Definition 3: Path centrality, \( c_{BW}(r) \).**

The path centrality represents the importance of a path, which is calculated by the weighted average of the centrality of all links on the path. Among them, the weight of each link is the link centrality, which can reduce the influence attenuation of important links in the path:

\[
c_{BW}(r) = \sum_{a \in r} \frac{c_{BW}(a) \cdot c_{BW}(a)}{\sum_{b \in r} c_{BW}(b)}
\]

(3)

In Figure 3, there are eight shortest paths between nodes 1, 2, 3, and 4 and nodes 9 and 10, where \( c_{BW}(r) \) is 0.673. There are two paths from node 5 to nodes 9 and 10, where \( c_{BW}(r) \) is 0.1. In order to cover more important paths, links (6,7), (5,9), and (5,10) are selected for the detector layout, in order to cover more travel routes. Obviously, this is an optimal solution under the current conditions.

3.3. Dynamic Network Centrality

From the above analysis, it is clear that the two key factors of link centrality are the link weight and link travel time, which are both fixed values in a static network. However, in a real traffic network, changes in conditions, such as traffic jams, accidents, traffic control, road maintenance, and special weather conditions, are inevitable.

A typical dynamic network change is shown in Figure 4. The weight and the travel time of a link change with time. At the time \( t = 2 \), traffic along the link (2,4) is heavy and the travel time increases from \( T \) to 5\( T \); while the traffic flow demand along link (3,4) decreases, the weight drops to 0.5, and the traffic time decreases to 0.9\( T \), as the road is smooth. At the time \( t = n \), the congestion along link (2,4) is relieved, the travel time is reduced to 2\( T \), and the traffic time and weight of link (3,4) are restored to that at \( t = 1 \).

For such networks, a static representation will lead to the loss of a lot of valuable information. Therefore, it is necessary to consider the influence of network changes on centrality.

**Definition 4: Network sequence diagram.**

A dynamic traffic network is sampled, according to the time, in order to obtain the corresponding static traffic network at different times. The static network at each sampling time is called a snapshot network. For example, the snapshot obtained at the first time is \( G_1 \), the snapshot obtained at the second time is \( G_2 \), and so on. A series of snapshots, such as \( G_1, G_2, \ldots, G_{T-1}, G_T \), are obtained. The snapshot sequence \( G_1, G_2, \ldots, G_{T-1}, G_T \) is used to represent the dynamic network from time 1 to time \( T \), where \( G_i = (V, E_i) \) is the snapshot at the time \( t(t = 1, 2, \ldots, T-1, T) \). Call \( G_{ts} = \{G_1, G_2, \ldots, G_{T-1}, G_T\} \) the network sequence diagram of the traffic network.

Then, \( w_t(e) \) is a non-negative function defined on a link \( e \), which represents the weight of a link \( e \) at time \( t \), and \( t_t(e) \) is a non-negative function defined on a link \( e \), which represents the travel time of link \( e \) at time \( t \).
The link centrality of link $a$ under the network sequence diagram $G_{ts}$ is a fitting result of the link centrality of link $a$ at all times. Here, the weighted average method is adopted, which is defined as follows:

$$c_{bw}(a) = \frac{\theta(t) \cdot c_i^t(a)}{\sum_{j=1}^{\tau} \theta_a(j)},$$  

where $c_i^t(a)$ represents the centrality of link $a$ in $G_t$ and $\theta_a(i)$ represents the sampling weight of link $a$ at time $i$. The greater the sampling weight, the greater the observation value and observation preference of the link at this time.

Using $c_{bw}(a)$ to describe the centrality of link $a$ in $G_{ts}$ will produce a large error if the network changes a lot, as the sample distribution is too scattered and we are unable to obtain a good fitting result. In this paper, the centrality distance of the traffic network is used to describe the change.

**Definition 5: Network centrality distance.**

$$d(G_i, G_j) = \sqrt{\sum_{a \in G} (c_{bw}(a) - c_{bw}^j(a))^2}.$$  

The function $d(G_i, G_j)$ is a function defined on $G_{ts}$. The traffic network at any time is regarded as a multi-dimensional vector composed of all link centralities, and the network centrality distance between traffic networks is the standard Euclidean distance between these vectors.

### 3.4. Detector Failure Scenario

In an actual traffic network, a detector may break down and affect the acquisition of traffic information. Therefore, the impact of detector failure should be taken into account when obtaining a detector layout.

There may be many failure states in a detector. For the sake of simplification, this paper assumes that there are only two states in the detector: 0 for normal state and 1 for failure state. The failure probability of each detector is independent and distributed in $[0,1]$. It is assumed that the failure probability of each detector is a fixed value $p$. For a layout solution using $n$ detectors, there are $2^n$ failure scenarios in $\xi$:

$$\xi = \{\xi_1, \xi_2, \ldots, \xi_{2^n}\}.$$  

Any failure scenario $\xi_k$, $\xi_k \in \xi$, is an $n$-dimensional vector, where the value of each dimension is the state of the corresponding deployed detector, 0 or 1. Let $m$ be the number of detectors in failure state in scenario $\xi_k$; then, the probability of occurrence of $\xi_k$ is $p^m(1-p)^{1-m}$.

The relationship between the solution $l$, the failure scenario $\xi_k$, and the traffic information state vector $s$ can be described as follows:

$$s_a(l_a, \xi_{ka}) = l_a(1 - \xi_{ka}),$$  

where $l_a$ represents whether there is a traffic detector at link $a$, $l_a = 1$ indicates that link $a$ is covered by the detector, and $l_a = 0$ indicates the opposite; $\xi_{ka}$ represents the failure state of the detector at road $a$ when $\xi_k$ occurs, $\xi_{ka} = 1$ indicates that the detector installed at road $a$ is in failure state, $\xi_{ka} = 0$ indicates that the detector installed at road $a$ work normally, and $\xi_{ka}$ does not exist for roads with no detector; and $s_a$ represents whether real-time traffic information can be obtained at link $a$; if $s_a = 1$, traffic information at link $a$ can be obtained, while $s_a = 0$ indicates the opposite.

### 3.5. Traffic Network Centrality Model (TNCM)

Based on the above discussion and considering the dynamic characteristics of a traffic network and detector failure scenario, this paper proposes an optimal traffic detector layout model based on network centrality, which is called TNCM (Traffic Network Centrality Model). The relevant definitions are as follows:
The objective function and constraints of TNCM are as follows:

\[
\max E \left( \sum_{r \in R} y_r f_r \right),
\]

(8)

subject to \( l_a \in \{0, 1\}, \forall a \in A \),

(9)

\[ l_a = 1 \text{ when } g_a = 1, \forall a \in A, \]

(10)

\[ \sum_{a \in A} l_a = l^*. \]

(11)

Equation (8) is the objective function of the model, indicating the maximum expected value of path centrality covered. For a layout scheme using \( n \) detectors, there are \( 2^n \) failure scenarios in \( \xi \). The total expected value of path centrality covered is the sum of expected values under all failure scenarios.

Constraint (9) indicates that the number of detectors installed on any road meets the 0–1 variable constraint, constraint (10) indicates that detectors must be deployed at the specified links, and constraint (11) indicates that the number of detectors must be equal to the budget constraints.

The TNCM is solved by a genetic algorithm, which directly operates the structural object without limitations in terms of derivation and function continuity, and has inherent implicit parallelism and better global optimization ability. The probabilistic optimization method can automatically obtain and guide the optimized search space without definite rules, as well as adjusting the search direction adaptively.

The detailed steps followed in this study using TNCM are shown as Figure 5. There are two main stages, listed as follows:

**Figure 5.** Data Flow Diagram of TNCM (Traffic Network Centrality Model).
1. Stage 1: Traffic Network analysis. There are two scenarios for TNCM: static and dynamic. For the dynamic scenario, samples should be taken according to the requirements (P1-1) to construct a dynamic network diagram. Each sequence item is a static network. In particular, a static scenario is equivalent to a dynamic scenario where the number of items in the sequence is 1. When calculating the link centrality for a static network, the UE (Users Equilibrium) model (P1-3-1) performs the traffic assignment to generate the gain coefficient of each link, if the OD matrix is given. Finally, based on the observation weights, P1-4 fits a static network with link centrality to represent the dynamic network diagram. This static network is the key output of stage 1.

2. Stage 2: Optimization problem. This stage deals with a single-target optimization problem (P2-1) with inputs, such as a static network with link centrality, and constraints, including specified links with a detector installed, detector number limit, and detector failure probabilities. By solving this problem with the genetic algorithm (P2-2), the optimal layout solution is obtained.

In this paper, the OD matrix is optional. If the OD matrix is given, the classic user equilibrium model is used to obtain the link flow, which is used as the input for calculating link weight and validating model results. Otherwise, a default OD matrix is used. In this case, there is an OD demand between each node and the weight of each link is set equal to 1.

4. Data and Results

In this paper, the traffic network of Sioux Falls, South Dakota, USA is used for a case study, where the data were obtained from [33]. The network consists of 24 nodes and 76 links. Link travel times and capacities are known.

4.1. Analysis of Traffic Network

Assuming that the link weights were equal to 1, links 16 and 19 had the highest link centrality ($c_{bw}(16) = c_{bw}(19) = 0.094118$) and link 30 had the lowest link centrality ($c_{bw}(30) = 0.008403$). The key links in the traffic network can be judged by the importance of the links. Taking the link centrality as the evaluating standard, the links are divided into 8 grades, L1–L8, as shown in Figure 6.

It can be seen that links 16 and 19 were the most important links, while links 30 and 51 were the least important links. The higher the level of a link, the more important the link’s traffic information. Monitoring paths that pass through important links will get the maximum observation benefit.

Figure 6. Link level of static network.
4.2. Case Study

The following content will analyze a static network case, a dynamic network case, and a detector failure case, respectively.

4.2.1. Case Study of Static Network

In the static network case, it was assumed that there was an OD demand between each node, the weight of each link was equal to 1, the paths chosen by users between OD pairs were the shortest three paths, and that the detector failure probability was \( p = 0 \).

Let the number of detectors be 18, then the detector layout solution is as shown in Figure 7. The path centrality of the optimal solution was 70.613619 and the coverage rate was 85%. The links installed with detectors tended to be links with high link centrality.

![Detector layout solution for static network (detector count = 18).](image)

To compare the layout schemes with different detector number constraints, different numbers of detectors were evaluated \([8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]\). The layout solutions are shown in Table 2.

As the number of detectors increased, the covered path centrality increased. The analysis of layout solutions under the limitation of different detector count is shown in Figure 8 and described as follows.

- (a) The shortest \( k \) path coverage: with an increase in the number of detectors, coverage of the efficient paths between OD—that is, the shortest \( k \) paths—increased gradually. The coverage rate with \( k = 3 \) was the highest and that with \( k = 1 \) was the lowest. In the traffic network, the path centrality of the shortest path was the largest, as well as the coverage difficulty.
- (b) OD pair coverage: when the number of detectors increased between 8 and 15, the OD pair coverage increased rapidly, after which the growth flattened. When the number was 18 or more, the coverage rate was larger than 95%. For a static network with OD demand in all nodes, this coverage rate is effective in monitoring the traffic network.
- (c) Link coverage: A link is called a complete coverage link if all efficient paths passing through it are covered. The results show that, when the number of detectors was 20 or more, the proportion of complete coverage links in all links reached about 90%. When the number of
detectors was 12 or more, the proportion of 60% coverage links was maintained at 100%. From another point of view, the layout solution can effectively observe the traffic network.

- (d) Average revenue: As the number of detectors increased, the average revenue obtained by a single detector gradually decreased, but was still larger than the minimum revenue of the whole network.

### Table 2. Detector layout solution with different number limit.

| Number of Detectors | Selected Links | Covered Path Centrality |
|---------------------|----------------|-------------------------|
| 8                   | 9,11,16,19,34,53,56,75 | 47.351126               |
| 9                   | 9,11,16,19,34,40,53,56,75 | 51.004284               |
| 10                  | 9,11,16,19,34,40,53,58,60,74 | 54.251402               |
| 11                  | 9,11,16,19,34,39,40,53,56,58,60 | 57.317377               |
| 12                  | 9,11,16,19,34,39,40,53,56,58,60,74 | 60.372557               |
| 13                  | 9,11,16,19,25,34,39,40,53,56,58,60,74,75,76 | 62.877637               |
| 14                  | 9,11,16,19,25,26,34,39,40,53,56,58,60,74,75,76,77 | 65.37485                |
| 15                  | 8,9,16,19,25,26,33,34,35,36,40,46,53,56,58,60,74,75,76,77 | 66.90546               |
| 16                  | 8,9,16,19,25,26,33,34,35,36,53,56,58,60,74,75,76,77,78 | 68.36545               |
| 17                  | 8,9,16,19,25,26,33,34,35,54,55,56,58,74,75,76,77,78 | 69.59772               |
| 18                  | 7,9,11,16,19,25,26,34,40,46,53,54,55,56,58,72,74,75,76 | 70.61362               |
| 19                  | 6,11,16,19,25,26,27,36,39,40,46,53,54,55,56,58,72,74,75 | 71.73135               |
| 20                  | 7,9,11,16,19,25,26,33,34,38,40,46,53,54,55,56,58,66,72,75 | 72.66843               |
| 21                  | 5,6,11,12,19,20,22,25,26,27,36,39,40,46,53,56,58,60,66,67,73 | 73.53472               |
| 22                  | 6,9,11,16,17,24,25,26,27,35,36,39,40,46,47,53,56,58,60,66,67,73 | 74.19581               |
| 23                  | 2,8,9,15,19,20,21,22,25,26,32,33,34,35,39,52,53,56,60,66,70,75 | 74.64359               |
| 24                  | 6,7,11,14,16,17,24,25,26,27,29,36,40,41,46,52,53,55,56,64,67,72,74,75 | 75.06599               |

Figure 8. Analysis of detector layout solutions for static network: (a) Coverage ratio of k shortest paths, with k in {1, 2, 3}; (b) Covered OD pairs with different numbers of detectors; (c) Coverage ratio of links with different coverage proportion; and (d) Average revenue of detectors, compared to minimum revenue.
As shown in Figure 9, when the number of detectors increased to 22, the revenue obtained by adding detectors became small, and the detector layout reached a stable state.

![Figure 9. Total covered path centrality with different number of detectors.](image)

Figure 10 shows the link-level distribution of links with detectors installed under the restriction of the different numbers of detectors. When the number of detectors was small (e.g., 8 or 12), all L8 links were selected. When the number of detectors was large (e.g., 16 or 24), there was a certain probability that L8 and L7 links were not selected, instead being replaced by several links with a lower level. This shows that, when the number of detectors is large, correlation is more likely to exist between the selected links. TNCM tries to minimize the impact of correlation and increase the observation revenue of the whole network.

![Figure 10. Distribution of selected links: (a) case where detector count is 8; (b) case where detector count is 12; (c) case where detector count is 16; (d) case where detector count is 20; (e) case where detector count is 24; and (f) overview of all cases.](image)
The selection probability of each link-level in all cases is shown in Table 3, which shows that the links where detectors were installed were more inclined to be links with high link centrality.

Table 3. Selection probability (detector count = all cases).

| Level | L8  | L7  | L6  | L5  | L4  | L3  | L2  | L1  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| Selected Ratio | 88.23% | 79.41% | 28.59% | 44.34% | 10.08% | 7.16% | 0.84% | 0  |
| Total    | 2   | 2   | 13  | 13  | 14  | 23  | 7   | 2   |

4.2.2. Case Study of Dynamic Network

The case discussed in this section is the dynamic sequential network corresponding to the static network of the previous section. The traffic network was sampled over a day and simulated at different times, which were divided into 12 time periods: {0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22}; that is, \( G_{ts} = \{G_0, G_2, G_4, G_6, G_8, G_{10}, G_{12}, G_{14}, G_{16}, G_{18}, G_{20}, G_{22}\} \), where the time 0 represents the sampling results between times 0 and 2, and so on.

The differences in sampling at different times were reflected in the aspects of travel time, OD traffic volume, decision-maker preference weight, and observation weight, which are explained as follows:

- When \( T = 4 \), links 39, 71, and 76 needed to be observed, so the decision-maker preference weight of the link was increased.
- When \( T = \{6, 8\} \), the traffic was in the morning peak period, and the traffic demand at links 2, 4, 10, 13, 16, 35, 38, 40, 43, 58, 52, and 60 increased. Due to different degrees of congestion, the average travel time of these links increased.
- When \( T = \{10, 12, 14, 16, 20, 22\} \), the traffic conditions were relatively stable and the traffic demand of all sections fell back to an unsaturated state (i.e., without obvious congestion); thus, the links were passed smoothly.
- When \( T = 18 \), the traffic was in the evening peak period, and the traffic demand in links 5, 14, 31, 23, 19, 7, 37, 34, 28, 49, and 56 increased. Due to different degrees of congestion, the average travel time of these links increased.
- The observation weights of the dynamic network at different times are shown in Table 4. The morning peak and evening peak are the key observation periods and, so, the observation weights of these two periods were larger.

Table 4. Observation weight for dynamic network (comparing to uniform weight).

| Time | Uniform weight | Observation weight |
|------|----------------|--------------------|
| 0    | 1/12           | 0.03               |
| 2    | 1/12           | 0.03               |
| 4    | 1/12           | 0.04               |
| 6    | 1/12           | 0.14               |
| 8    | 1/12           | 0.14               |
| 10   | 1/12           | 0.07               |
| 12   | 1/12           | 0.07               |
| 14   | 1/12           | 0.08               |
| 16   | 1/12           | 0.08               |
| 18   | 1/12           | 0.18               |
| 20   | 1/12           | 0.08               |
| 22   | 1/12           | 0.06               |

According to the parameters given above, the network sequence diagram \( G_{ts} \) with uniform weight and observation weight was constructed. The distance between the networks in \( G_{ts} \) at different times and the fitted network are shown in Figure 11.
Figure 11. Distance of network in different weight case.

It can be seen from the comparison that, compared to $G_{10}$ with uniform weight, the distance between $G_{13}$ with observation weight at times $\{6, 8, 18\}$ and the fitted network was significantly reduced, as the observation network increased the observation weight at those times.

With the number of detectors limited to 10, the detector layout solution of the dynamic network is shown in Table 5.

Table 5. Detector layout solution for dynamic network (sensor count = 10).

| Number of Detectors | Selected Links | Layout Revenue | Coverage Ratio |
|---------------------|----------------|---------------|---------------|
| 10                  | 11, 16, 19, 25, 38, 40, 53, 56, 60, 75 | 61.875303 | 66.58% |

Figure 12 shows the level and layout results of the dynamic network. Compared with Figures 5 and 6 (of the static network), the levels and layout solution of the dynamic network were changed greatly.

Figure 12. Link level and detector layout solution for dynamic network.
Comparing the dynamic network solution’s performance on $G_t$ with the optimal solution of $G_t$, the benefit loss of covered path centrality is shown in Figure 13.

![Figure 13. Decrease of total covered path centrality.](image)

Time 6 showed the smallest decline (0.18%) and time 20 showed the greatest decline (5.76%). Overall, the layout of the dynamic network achieved good performance for all time periods. Therefore, it is effective to use a network sequence diagram to deal with the detector layout problem of a dynamic network.

4.2.3. Case Study of Detector Failure

The detector layouts for the static and dynamic network cases were found under the assumption that the detector failure probability was 0. In fact, the whole observation network revenue is affected by detector breakdown during operations. As the detector layout for the dynamic network will eventually be transformed into the layout of its fitting static network, this section will analyze the impact of detector failure on the observation network revenue and layout solution in a static network.

As Figure 14 shows, for any number of detectors, the higher the probability of detector failure, the lower the path centrality covered; that is, the lower the revenue of the observation network.

![Figure 14. Analysis of detector layout in failure scenario: (a) Covered path centrality with different number of detectors in multi scenarios, where $p$ is in {0, 0.05, 0.1, 0.15, 0.2, 0.25}; and (b) Total covered path centrality in different failure probability scenarios, where the detector count is 11.](image)

Let the number of detectors be limited to 11. The layout solution of detectors in two scenarios of failure probability ($p = 0$ and $p = 0.25$) are shown in Table 6. There were differences in the optimal
solution, and only eight of the same links were selected. Therefore, the detector failure probability affects the selected links, as well as the revenue of the observation network.

| Failure Probability | Detector Layout Solution | Total Covered Path Centrality |
|---------------------|--------------------------|------------------------------|
| $p = 0$             | 9,11,16,19,34,39,40,53,56,58,60 | 57.317377                    |
| $p = 0.25$          | 9,11,16,18,19,25,34,40,58,60,74 | 46.070461                    |

5. Discussion

With the continuous development of traffic networks, traffic information is of great significance for both long-term planning and short-term prediction. The effective acquisition of traffic information forms the basis of traffic management and control. Due to the complexity and changeability of a traffic network, the traffic demands and road conditions are in a state of dynamic change. Consequently, monitoring also has a biased demand, which causes traffic detector layout design to become a very complex problem. Traditional methods, such as traffic flow estimation, travel time estimation, and so on, have achieved good results; however, they cannot represent the real-time state of a traffic network from a global perspective.

Therefore, TNCM was proposed in this paper, which is based on the traffic network topology and considers the travel time between links, OD traffic demand, observation demand of urban managers, dynamic characteristics of traffic network, detector failure, and other factors. With the path centrality covered by the detectors as the optimization goal, it is expected to monitor the more important links in the network and solve the complex layout problem of traffic detectors. The research results of this paper as follows:

1. Based on complex network theory, traffic networks are abstracted as directed weighted networks. Link centrality is introduced to describe the importance of links, and path centrality is introduced to describe the importance of an effective path in traffic flow and to effectively reduce the impact of correlation between links. The link centrality in the weighted network comprehensively considers the factors of network topology, preference weight, traffic flow, and other factors, describing the traffic network more comprehensively.

2. The network sequence diagram is used to describe the dynamic changes in a traffic network. Considering the network over a period of time truly reflects the traffic status at each sampled moment. According to the observation weight, the dynamic network is fitted to a static network, and the detector layout is based on the fitted network. The centrality distance can effectively indicate the difference between networks at different times. Adjusting the observation weight can dynamically adjust the similarity between the traffic networks at different times and the fitted network.

3. In a static network, when the OD demand is known, the user equilibrium model is used to allocate traffic flow for links and paths. In this paper, the gain coefficient $\rho$ is used to represent the influences of traffic flow, manager's preference, traffic state, and other factors on link centrality. In addition, detector failure is considered, in order to optimize the layout solution and minimize the influence of failure on the detector layout.

We used the network of Sioux Falls as an example to analyze the traffic detector layout solution under three different scenarios—static network, dynamic network, and detector failure—following which the TNCM was solved by a genetic algorithm. Compared with the correlation method [33], more practical constraints are incorporated. Compared with the two-stage traffic detector stochastic placement model [30], TNCM does not rely on OD. Without prior knowledge, the model can cover the common constraints in the static network (e.g., cost constraints, specified links, detector failure, and so on) and effectively process the dynamic scenario.
In the case of a static network, under the condition that the number of different detectors is limited, the layout solution of TNCM has better performance in path coverage, OD coverage, link coverage, and link revenue, which demonstrates the effectiveness of the solution. The link-level distribution of selected links indicates that the more important links are, the more likely they are to be selected for detector installation. After a certain number of detectors is reached, the model may select some sub-important links, instead of the more important links, to eliminate the correlation between links.

In the case of a dynamic network, a network sequence diagram was constructed for 12 time periods of a day, according to the real traffic conditions. The observation preference at different times is reflected in the observation weight parameter. The network sequence diagram effectively describes the real traffic changes. It was seen, by comparison of the final layout solution and the optimal solution at each time, that the revenue loss caused by a dynamic change was relatively small and that the maximum loss was not more than 5.8%, which indicates a reasonable layout solution.

6. Conclusions

Based on complex network theory, TNCM was proposed in this paper, which utilizes the idea of network centrality. It was proved that TNCM is effective and operable in the case of the Sioux Falls network and, so, it is not only suitable for small and medium networks, but also large networks. Therefore, TNCM can be widely used for practical applications. It is mainly dependent on the traffic network topology and is independent of pre-conditions such as OD traffic, prior matrix, and so on. It was demonstrated that TNCM can be effectively applied to actual road networks, considering cost, road section, detector failure, and so on, while paying less attention to route choice behavior. It provides an effective solution for the traffic detector layout under the demand for complex traffic network monitoring, which contributes to finding the minimum amount of detectors to achieve a given coverage of path centrality, thus reducing traffic detector layout cost.

The aim of this paper was to monitor a traffic network effectively by considering the traffic detector layout. An innovative method was put forward, which offers a new idea for the optimization of traffic detector layout. It not only provides a valuable reference for practical engineering, but also provides a scientific decision-making basis for traffic managers. Furthermore, it provides practical guidance for the construction of intelligent transportation and smart cities. Furthermore, it promotes the sustainable development of cities. Based on the TNCM, a traffic detector layout solution for a typical road network, composed of one expressway and several major roads in Hefei of China’s Anhui Province, is provided for relevant departments.

This study also exhibits several limitations: (1) considering detector failure, collecting multiple detectors in a single link can raise the monitoring availability of the link. However, in TNCM, each link can only have one detector at a time, which may prevent us from finding the optimal solution; and (2) there are other valuable layout objectives, such as the most covered links of interest, the minimum detector layout amount, and so on, while the single objective considered by TNCM is the path centrality with the maximum coverage, which limits the available scenarios. Future research may be conducted in a few directions, considering these deficiencies: multiple detectors could be installed in the same link, and the single-objective optimization model may be extended to a multi-objective optimization model to increase the number of available scenarios. Furthermore, the gain factor describes the influence of different factors on the link centrality; therefore, how to introduce multiple factors into TNCM reasonably should be investigated.
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