Partial lifting of degeneracy in the $J_1 - J_2 - J_3$ Ising antiferromagnet on the kagome lattice
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Motivated by dipolar-coupled artificial spin systems, we present a theoretical study of the classical $J_1 - J_2 - J_3$ Ising antiferromagnet on the kagome lattice. We establish the ground-state phase diagram of this model for $J_1 > |J_2|, |J_3|$ based on exact results for the ground-state energies. When all the couplings are antiferromagnetic, the model has three macroscopically degenerate ground-state phases, and using tensor networks, we can calculate the entropies of these phases and of their boundaries very accurately. In two cases, the entropy appears to be a fraction of that of the triangular lattice Ising antiferromagnet, and we provide analytical arguments to support this observation. We also notice that, surprisingly enough, the dipolar ground state is not a ground state of the truncated model, but of the model with smaller $J_3$ interactions, an indication of a very strong competition between low-energy states in this model.

I. INTRODUCTION

In condensed matter physics, geometrical frustration characterizes those systems where a certain type of local order cannot propagate through space [1]. In frustrated systems, even a simple, local rule characterizing the ground states can give rise to complex low-energy configurations and often to a macroscopic ground-state degeneracy supporting emergent physics [2]. Two archetypal examples are the nearest-neighbor classical Ising antiferromagnets on the triangular (TIAFM) and kagome (KIAFM) lattices; both have a macroscopic ground-state degeneracy $W_{G,S}$ characterized by a finite residual entropy per site, for which analytical expressions were obtained in the 1950’s by diagonalizing the appropriate transfer matrices following Onsager and Kaufman’s approach [3–7] (Appendix A),

$$S_{\text{TIAFM}} = \lim_{N \to \infty} \frac{1}{N} \ln(W_{G,S}) = 0.32306...$$  \hspace{1cm} (1)

$$S_{\text{kagome}} = 0.50183...$$  \hspace{1cm} (2)

While the former has a critical point at $T = 0$, with algebraically decaying spin-spin correlations, the latter has exponentially decaying correlations with a very short correlation length $\xi = 1.2506...$ [8, 9].

One generally assumes that the presence of a macroscopic degeneracy in the ground state of frustrated classical models is highly sensitive to perturbations. Simple examples of this sensitivity are the well-known mechanism of order-by-disorder, whereby thermal or quantum fluctuations select an ordered state over a classical macroscopically degenerate ground state, or the numerous cases where the macroscopic ground-state degeneracy in a certain model is completely lifted by farther-neighbor interactions. Although in three dimension there is a notable exception to this rule-of-thumb (the pyrochlore spin ice, which respects the ice rules down to very low temperatures because of the dipolar interactions [11–14]), in two-dimensional systems, the intuition that farther-neighbor...
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interactions select a long-range ordered ground state is supported by a number of examples.

Such longer-range interactions arise naturally in artificial spin systems. These lithographically-patterned arrays of mesoscopic nanomagnets (fifty to a few hundred nanometers, either connected or not) allow a direct probing of the individual moments using magnetic microscopy techniques [15, 16], and can come in a wide variety of designs, making them particularly well suited to the study of frustration in two-dimensional systems and of celebrated models of statistical mechanics (see [17–19] for recent reviews). The moments of the single-domain nanomagnets are well modeled by using Ising spins, with the axis of the Ising spins being parallel to the magnetic easy axis of the nanomagnet which is (typically) due to the shape anisotropy. In the first artificial spin systems that have been designed [15, 16, 20], this easy axis was set parallel to the plane of the lattice (“in-plane”), but in the last ten years there has been growing interest for systems with an easy axis perpendicular to the plane of the lattice (“out-of-plane”) [18, 21–24].

When the magnets are not connected, the magneto statically interactions are well approximated by a Hamiltonian with long-range, dipolar interactions [22, 25, 26]. In two dimensions, this can be considered as a fast decay (in the sense that the sum of the couplings at large distance is convergent). As a result, in general, the lifting of the ground-state degeneracy of frustrated models by the dipolar couplings, selecting a long-range ordered ground state, is already understood from the Hamiltonian truncated to short-range couplings. For instance, adding second-neighbor antiferromagnetic interactions to the TIAFM immediately reduces the residual entropy to zero and selects the stripe state [27–32]. Such antiferromagnetic second-neighbor interactions arise naturally in the case of an artificial array of nanomagnets with out-of-plane magnetic anisotropy (i.e. the effective Ising spins’ axis is perpendicular to the plane of the triangular lattice); and the stripe state indeed corresponds to the ground-state of the dipolar Ising model with an out-of-plane easy axis [33, 34]. Similarly, the in-plane kagome artificial spin systems are modeled by dipolar interactions with ferromagnetic second-neighbor couplings [16, 25, 35], which completely lift the macroscopic ground-state degeneracy of the KIAFM and select the $\sqrt{3} \times \sqrt{3}$ ordered state [36–38]. Therefore, the ground state in these models is readily understood from a Hamiltonian truncated to second-neighbor interactions. In the kagome lattice case, the long-range interactions still play a significant role, by changing the nature of the finite-temperature phase transitions [35, 37, 39].

In this paper, motivated by the physics of the dipolar out-of-plane kagome-lattice Ising antiferromagnet (DKIAFM), we study the kagome-lattice Ising antiferromagnet with up to third-neighbor interactions. In sharp contrast to the above examples, we find that large regions of the ground-state phase diagram have a macroscopic degeneracy. This is illustrated in Fig. 1, which gives an overview of our results for the ground-state phase diagram of this model. It is already well-known that the $J_1 - J_2$ Ising antiferromagnet on the kagome lattice with antiferromagnetic $J_2$ has a macroscopic ground-state degeneracy [36, 40]. However, the fact that the spin-spin correlations in that ground state are long-ranged [36] makes it all the more surprising that a macroscopic degeneracy survives in a wide range of values of a third neighbor interactions, a result which is also in contrast to simple Pauling estimates that yield a negative residual entropy, suggesting an ordered ground-state [41]. Furthermore, we show that the DKIAFM Hamiltonian truncated to third neighbors selects a ground-state manifold that does not contain the long-range dipolar ground state. Exact results for the ground-state energies are accessible thanks to a method of inequalities developed by Kanamori in the 1960s [10, 42], while very precise numerical results for the residual entropy are obtained using a recently introduced tensor-network approach. The latter is based on ground-state local rules [43] to construct contractible tensor networks, allowing us to study frustrated models exhibiting macroscopic ground-state degeneracies [44, 45].

The rest of the paper is organized as follows: In Sec. II, we introduce the model. We give an overview of its ground-state phase diagram with exact results for the ground-state energies in Sec. III; we then give a short reminder of the tensor network approach introduced in Ref. 45 and an overview of our results for the entropy of the various ground-state phases. In Sec. IV we give detailed discussions of the three main ground-state phases. We particularly focus on the phase corresponding to the dipolar model truncated to third-neighbor interactions, and we discuss its relation to the ground-state phase of the nearest-neighbor triangular-lattice Ising antiferromagnet (TIAFM). In Sec. V we summarize our findings and put the results in perspective.

II. DKIAFM AND TRUNCATED HAMILTONIAN

The DKIAFM Hamiltonian is motivated by artificial spin systems of nanomagnets on a kagome lattice, with out-of-plane Ising anisotropy. Developed by Zhang et al. [21], these systems were originally believed to show some “universality” between out-of-plane and in-plane artificial spin systems, since at the nearest-neighbor level both systems are described by the KIAFM Hamiltonian. However, it was soon shown that the configurations of the longer-range magnetostatic interactions must be taken into account when modeling these systems. A dipolar approximation with a correction to the nearest-neighbor interactions due to the finite-size of the nanomagnets and the effect of proximity which break the dipolar approximation seems to be sufficient [22]. In the out-of-plane
The ground-state phase has been provided by a mean-field approach, which also gave arguments to interpret the dynamical slowing down of the model near the first order transition based on a spin-glass transition occurring at the mean-field level [46].

It is well-known that the second-neighbor Ising antiferromagnet on the kagome lattice has a macroscopic ground-state degeneracy [36, 40, 41]. This motivated an attempt by Hamp et al. [41] to understand the lifting of the ground-state degeneracy from the nearest-neighbor case to the DKIAFM ground state. However, a simple Pauling-like estimate, assuming that the nearest-, second-, and third-neighbor triangles all satisfy a "two-ups one-down /two-downs one-up" rule, yields a negative residual entropy $S_{\Delta}$ rules, perhaps suggesting that the system orders when third-neighbor interactions are considered. The authors also attempted single-spin-flip Monte Carlo simulations, which fall out of equilibrium even on small system sizes but show a non zero value of the order parameter of the DKIAFM ground state at low temperature, suggesting a possible ordering compatible with this ground state. Yet, no definitive information about the exact ground state was obtained for the dipolar Hamiltonian truncated to third-neighbor couplings.

At the same time, it is known that at carefully selected couplings, Ising antiferromagnets on the kagome lattice with up to third-neighbor interactions either across the hexagons or along the bonds of the lattice, but not both, can be written as a perfect sum of squares or mapped onto a charge Hamiltonian [41, 47]. At these specific points, a finite residual entropy is recovered, for instance in the $J_1 - J_2 - J_3$ model when $J_2 = J_3 ||$ [47, 48]. This line was thoroughly studied, be it for the Ising model [47–49], the classical and the quantum Heisenberg models ([50–53] and references therein), and the macroscopic degeneracy on this fine-tuned line has been showed to be particularly stable. In a different context, it was also recently noticed that the macroscopic ground-state degeneracy in the Ising model is not completely lifted when $J_2 < J_3 ||$ [40]. Furthermore, in the $J_1 - J_2 - J_3$ model, when $J_1$ is ferromagnetic, there is a phase with a macroscopic ground-state degeneracy [45].

Together with the puzzling results for the truncated dipolar Hamiltonian, the survival of such properties related to frustration motivates us to study the following Hamiltonian for arbitrary $J_2, J_3$ with antiferromagnetic nearest-neighbor interactions such that $J_1 \gg |J_2|, |J_3|$: 

$$H = J_1 \sum_{\langle i,j \rangle} \sigma_i \sigma_j + J_2 \sum_{\langle i,j \rangle_2} \sigma_i \sigma_j + J_3 || \sum_{\langle i,j \rangle_3 ||} \sigma_i \sigma_j, \tag{5}$$

Overall, our results are valid for $J_2^2 + J_3^2 \lesssim J_1/2$. We also note that a similar Hamiltonian was studied in Ref. [38], with $J_3 || \neq J_3 \star$, but considering the case of $J_2 < 0$ relevant for in-plane artificial spin ice; the ground states in those cases are long-range ordered.
where \(\langle \cdot , \cdot \rangle_k\) indicates \(k\)-th neighbors (Fig. 2) and where we take \(J_{3*} = J_{3||} =: J_3\) corresponding to the fact that the interactions in the dipolar model only depend on the distance.

III. OVERVIEW OF THE GROUND-STATE PHASE DIAGRAM

A. Ground-state energies

To study the model in Eq. 5 and establish exact results for the ground-state energies, we use Kanamori’s method of inequalities (also known as the configurational polytope method), a technique introduced in Ref. 10 and later reformulated and modified by several authors [42, 48, 54, 55]. The purpose of this approach is to obtain ground-state energy lower bounds by finding inequalities, imposed by the lattice structure and the nature of the local degree-of-freedom, that constrain the convex set of possible correlations of the model.

For our purposes, the method consists in using small clusters with \(n\) sites \((n = 3, \ldots, 8)\) to construct inequalities of the form

\[
\text{mod} (n, 2) \leq \left( \sum_{i=1}^{n} s_i \sigma_i \right)^2 \leq n^2 \tag{6}
\]

(where \(s_i\) are arbitrary signs). With these inequalities, one can constrain the possible values of the (disconnected) spin-spin correlations

\[
c_k := \frac{1}{2N} \sum_{(i,j)_{k}} \sigma_i \sigma_j, \tag{7}
\]

where \(k\) stands for type of neighbor pairs and \(N\) for the total number of sites in the system.

On the kagome lattice, there are two first-neighbor bonds per site, implying that \(-1 \leq c_1 \leq 1\). Similarly, there are two \(k\)-th neighbor bonds per site for \(k = 2\) and \(k = 3\parallel\) (Fig. 2), and therefore \(-1 \leq c_k \leq 1\); there is only one third-neighbor bond of the star type per site, and therefore \(-1/2 \leq c_{3*} \leq 1/2\).

Associating the inequalities in Eq. 6 with a cluster of sites on the lattice and translating/rotating that cluster yields stronger inequalities for the correlations. Considering all clusters which only include up to third neighbor spin pairs, one gets a set of inequalities defining a polytope in the \((c_1, c_2, c_{3||}, c_{3*})\) space which further constrains the possible values of the correlations. Note that the inequalities might be redundant and only a few of them are the main, most constraining ones.

Since, for given values of the \(J_3\)'s, Eq. 5 corresponds to a hyperplane in the correlation space whose offset along the vector \(\vec{J} := (J_1, J_2, J_{3||}, J_{3*})\) changes with the energy per site, the minimal energy is reached at the boundaries of the polytope. This straightforwardly provides lower bounds for the ground-state energy per site as a function of the couplings. If one can prove that a given corner of the polytope is realized (namely, there exists a configurations whose correlations correspond to the coordinates of the corner), the associated ground-state energy is not just a lower bound but an exact result. Since a range of \(\vec{J}\) share the same corner as an extremal point, a validated corner corresponds to a ground-state phase; similarly, the edges of the polytope correspond to phase boundaries between two phases.

Applying this to the Hamiltonian of Eq. 5 yields a list of 17 main inequalities corresponding to a polytope in the four-dimensional \((c_1, c_2, c_{3||}, c_{3*})\) space. Being interested in the \(J_{3*} = J_{3||}\) case, we can reduce it to a three-dimensional polytope in the space \((c_1, c_2, c_{3||} + c_{3*})\) by taking the convex hull of the set

\[
\left\{ \left( c_1^{(i)}, c_2^{(i)}, c_{3||}^{(i)} + c_{3*}^{(i)} : (0, 0, 1, 1) \right) \right\}_{i \in \text{corners}}. \tag{8}
\]

A further simplification can be obtained by considering large enough \(J_1\), which corresponds to minimizing the nearest-neighbor correlations \(c_1\); in practice, because \(c_1 \geq -1/3\), we can focus on the section of the three-dimensional polytope that lies in the \(c_1 = -1/3\) plane. This gives the polygon illustrated in Fig. 4.

The corners of the Kanamori polytope directly correspond to ground-state energy lower bounds. Yet, one has to check that these corners can be realized; to this end, we perform small-scale Monte Carlo simulations using the dual worm algorithm of Ref. 57. Importantly, we use periodic boundary conditions, which means that if we find a state realizing the spin-spin correlations of the corner, these correlations can also be realized in the infinite-size limit. The Monte Carlo updates rely on a mapping from the spin model on the kagome lattice to a (classical) dimer model on the (dual) dice lattice. A

---

2 Ref. 42 (Ch. 3, p. 109) gives a list of all papers using the Kanamori method until 1990. See also [56].
Figure 4. (a) Polytope from Kanamori’s method of inequalities reduced for $J_1 \gg J_2, J_3, J_1 > 0$. For reference, the dashed lines give the inequalities corresponding to minimizing the energy on all the $J_3$ or all the $J_2$ triangles respectively. For each corner we show one Monte Carlo snapshot which has these correlations. In all cases $c_1 = -\frac{1}{3}$. The correlations correspond to states as follows. (b) $(c_2, c_3) = (-1/3, 3/2)$; long-range ordered Stripe states; (c) $(c_2, c_3) = (1, -1/2)$: long-range ordered $\sqrt{3} \times \sqrt{3}$ states; (d) $(c_2, c_3) = (-1/3, 1/2)$: a phase where pair of dimers form chevrons; (e) $(c_2, c_3) = (0, -1/6)$: a phase where dimers rotate clockwise or counter-clockwise around empty hexagons as pinwheels (highlighted); (f) $(c_2, c_3) = (1/3, -1/2)$: a phase characterized by strings of crosses spanning the system. The corresponding ground-state phase diagram is shown in Fig. 1.

The dimer variable is defined by

$$d_{b_{i,j}} = \sigma_i \sigma_j = \begin{cases} 1 & \text{if } \sigma_i = \sigma_j \\ -1 & \text{if } \sigma_i = -\sigma_j \end{cases} \quad (9)$$

if $b_{i,j}$ is the bond of the dual graph lying between nearest-neighbor sites $i$ and $j$ of the original lattice; we put a dimer on $b_{i,j}$ if $d_{b_{i,j}} = 1$, otherwise we do not (see e.g. Fig. 3). We name the phases as indicated in Fig. 4, according to the typical Monte Carlo configuration in spin or dimer language. Note that although the Kanamori approach provides exact results for the ground-state energy, in principle it does not say anything about the degeneracy of the ground states.

Two of these phases, the $\sqrt{3} \times \sqrt{3}$ phase and the stripes phase, are long-range ordered and correspond to ferromagnetic second-neighbor sublattices and ferromagnetic third-neighbor sublattices, respectively. They are also present in the related $J_1 - J_2 - J_{3\parallel}$ model on the kagome lattice studied by Wolf and Schotte [48], where $J_{3\parallel} = 0$. Note that the presence of a non zero $J_{3\parallel}$ coupling in our model creates three triangular third-neighbor sublattices, instead of square sublattices in the model of Wolf and Schotte, meaning that the main differences between the ground states of the two models arise when $J_3$ is antiferromagnetic. Because they correspond to ferromagnetic order on the $J_2$ or the $J_3$ sublattices, these phases have the same periodicity as the ground-state phases occuring in similar parameter ranges in the Heisenberg version of the $J_1 - J_2 - J_3$ model [58–61]; the main difference between the Ising model and its Heisenberg counterpart is the way of accommodating the frustration and minimizing the energy on a nearest-neighbor triangle.

We turn to antiferromagnetic $J_2$ and $J_3$ couplings, where the ground-state energy is obtained by minimizing the second- and third-neighbor correlations. In Fig. 4, we indicated by dashed lines the corner formed by the two inequalities $c_2 \geq -1/3$ and $c_3 \geq -1/2$ that correspond to satisfying the rules (2-ups 1-down, 2-downs 1-up) on each $J_2$ triangle and each $J_3$ triangle, respectively. We find more restrictive inequalities that cut this corner, which shows that there is no state satisfying simultaneously the rule on all nearest, second-nearest and third-nearest neighbor triangles at once. This explains the negative results from Hamp et. al. [41] for the Pauling-like estimate based on this assumption. Instead, we find three corners, i.e. three ground-state phases which, to the best of our knowledge, have not been reported before (Figs. 4(d), 4(e) and 4(f)).

At small values of $J_3$, we find a phase characterized by chevrons (pair of dimers at a $120^\circ$ angle), whose ground-state manifold contains the 7-shaped ground state of the DKA FM. With small system sizes (144 sites), the Monte Carlo simulations stay in equilibrium and we find configurations that match the ground-state energy lower bound.
from the Kanamori method:

$$E_{\text{Chevrons}} = -\frac{2}{3}J_1 - \frac{2}{3}J_2 + J_3.$$ (10)

Going back to the three-dimensional Kanamori polytope, one can check that the chevrons phase is the ground state for arbitrary antiferromagnetic $J_2$, with $J_3 < \min(J_2/2, J_1/4)$. Furthermore, the phase seems to have a sub-extensive entropy in the sense that we find only non local, torus-winding updates between the ground states. However, for larger system sizes the Monte Carlo simulations fall out-of-equilibrium despite the worm update and the parallel tempering, and fail to reach the ground state. This means that it would be extremely challenging to use the Monte Carlo simulations to determine whether there is a finite or a zero residual entropy per site in this phase.

For $J_2/2 < J_3 < J_2$ and for $J_3 + 2/3J_2 < J_1$, the ground states are characterized by a triangular lattice of empty hexagons (hexagons without any dimers), around which the dimers rotate either clockwise or counterclockwise like the wings of a pinwheel. As can be seen in Fig. 4(e), the Monte Carlo results give hints that these pinwheels correspond to emergent Ising degrees of freedom which seem to respect a “two-rights one-left/two-lefts one-right” rule (three neighboring pinwheels cannot all have the same chirality), suggesting a macroscopic ground-state degeneracy that we can conjecture is $S \cong S_\Delta/12$. In this phase, both second- and third-neighbor ferromagnetic triangles can be found, in agreement with the ground-state energy

$$E_{\text{Pinwheels}} = -\frac{2}{3}J_1 - \frac{1}{3}J_3.$$ (11)

Here, the Monte Carlo update is efficient enough and we can perform thermodynamic integration to try and verify the postulate for the value of the residual entropy. This is illustrated in Fig. 5 and the challenge is quite clear: Although we do find a finite residual entropy in the Monte Carlo simulations which is compatible with our prediction (Fig. 5(a)), the size of the error bars and the lack of control over the finite-size scaling means that we do not have a very high control on the accuracy of the residual entropy (Figs. 5(b) and 5(c)).

Finally, for arbitrarily large $J_3$ and for $J_2 < \min(J_3, 2J_1/5)$, all third-neighbor triangles respect a “two-ups one-down /two-downs one-up” rule and the ground-state energy is given by

$$E_{\text{Strings}} = -\frac{2}{3}J_1 + \frac{2}{3}J_2 - J_3.$$ (12)

In the dimer picture, the ground states in this phase are characterized by directed strings of crosses spanning the system. We will see that these strings play a crucial role to understand the entropy of this phase, so we name it the strings phase. A simple sketch allows one to find a lower bound for the residual entropy per site: it is easy to construct a state with the energy of Eq. 12 and such that one spin every nine sites can be set up or down at random, which gives

$$S_{\text{Strings}} \geq \frac{1}{9} \ln(2) \cong 0.077 \ldots.$$ (13)

On top of proving the ground-state energy exactly, we also find that all three ground-state phases have a non trivial ground-state degeneracy. Therefore, we now focus on obtaining precise results for the residual entropy in these phases.

B. Residual entropy from tensor networks

As well evidenced by the chevrons and pinwheels phases, obtaining a few ground-state configurations with small-scale Monte Carlo simulations is far less challenging than obtaining a precise result for the residual entropy per site, which requires a good control over the whole temperature range to allow for the thermodynamic integration, as well as a good understanding of the expected finite-size scaling [62, 63]. Furthermore, in all these phases, we expect the residual entropy to be very small, if not zero.

Therefore, we turn to a different technique to evaluate the residual entropy: tensor networks\(^3\). However, it is now well-known that in the presence of frustration and macroscopic degeneracy, standard contraction algorithms (VUMPS [66–69], CTMRG [66, 70, 71], TRG/TNR [72, 73], ...) fail to converge when applied to the usual formulation of the partition function in terms of a tensor network of on-bond Boltzmann weight tensors and on-site delta tensors [45, 74–77]. This problem is at

\(^3\) See e.g. Refs. [64, 65] for recent reviews on tensor networks.
least partially due to the imperfect numerical cancellation of very small and very large numbers \[75, 77\]. Since increasing the numerical precision for the computations is, in general, not viable, one must find an alternative approach. In Ref. \[77\], it was shown that working with the logarithm of the Boltzmann weights (the “tropical algebra”) solves the problem in the case of exact, finite-size contractions. It is however not clear how to use this tropical algebra in the case of approximate contraction algorithms such as VUMPS or CTMRG, which are very powerful to study translation invariant problems. Some of us have shown that the contraction issue can be circumvented by finding alternative formulations of the partition function based on a ground-state local rule encoded at the level of the tensor, yielding contractible tensor networks for frustrated Ising models \[44, 45\].

Here, we follow this second approach, described in Ref. \[45\], where the problem is solved by making sure that the frustration is dealt with at the level of the tensor. In this method, and when the local rule is not already known, the first step is to split the Hamiltonian into a sum of local Hamiltonians on small clusters, with weights describing how each bond is shared between the local cluster Hamiltonians \[43\]. For any weights, the ground-state energy of the local Hamiltonian on the cluster gives a lower bound on the global ground-state energy (assuming periodic boundary conditions); this lower bound can be maximized over the set of weights (MAX-MIN approach, see \[43\]). The point is that if the cluster is such that this optimal lower bound matches the exact ground-state energy, then this implies that we can minimize the energy of all the cluster Hamiltonians simultaneously, i.e. the local ground-state configurations can be arranged together in a compatible manner to construct a global ground state \[45\]. We then say that the frustration is relieved. In this case, all the ground states are described as a tiling of the local ground-state configurations on the cluster, with these ground-state “tiles” corresponding to a local rule. Indeed, considering a state on the periodic lattice that is not an arrangement of these tiles, by definition, there is at least one cluster where the local configuration does not have the local ground-state energy, and this energy cannot be gained elsewhere; therefore it is not a ground-state of the full Hamiltonian. In all the ground-state phases of interest here, we find that a star-shaped cluster is sufficient to relieve the frustration.

An important finding of Ref. \[45\] is that the weights have to be selected carefully so as to have as little spurious tiles as possible. These tiles correspond to spin configurations on the selected reference cluster that have the ground-state energy but that cannot be used together with other ground-state tiles to cover the lattice. In some cases, the incompatibility of these spurious tiles with other ground-state tiles might be immediately detected, e.g. when it is not possible to find a compatible set of tiles in the immediate neighborhood of one of these tiles. In other cases, however, the impossibility to cover the lattice might only appear in a non local way. In the presence of a macroscopic ground-state degeneracy, this can make the convergence of the approximate contraction algorithm much more difficult, or even prevent it altogether.

Once the weights have been carefully selected according to the procedure described in Ref. \[45\], using the ground-state tiles to build a tensor network on the square lattice is straightforward. As illustrated in Fig. 6, the kagome lattice can be constructed as a square-lattice tiling of overlapping clusters. To each square-lattice site, i.e. to each star-shaped cluster, we associate a Δ-tensor \(G\) whose indices label the allowed local ground-state configurations (or ground-state tiles). To each horizontal (vertical) square lattice bond we associate a tensor \(P_h\) \((P_v)\) which imposes that two neighboring ground-state tiles have the same spin configuration on the sites that they share. By performing a truncated singular-value decomposition (SVD) on these sparse bond tensors and grouping them with the on-site \(G\) tensor, the bond dimension can be reduced to at most \(2^{n_s}\), where \(n_s\) is the number of shared sites (here, \(n_s = 5\)).

The residual entropy per site is related to the leading eigenvalue of the row-to-row transfer matrix associated with the tensor network we just described \[44, 45, 66, 70\], and can be obtained efficiently using the VUMPS or the multi-site VUMPS algorithms \[66–69, 79\] as appropriate.

A remark has to be made about the transfer matrix. We are considering problems on the kagome lattice with farther-neighbor interactions, and to use the VUMPS algorithm, we map them to a tensor network on the square

---

4 A method partially inspired from this approach was also successfully applied to the fully frustrated XY model \[78\].
lattice. In such cases, the standard formulation of the partition function typically gives rise to non Hermitian 1D transfer matrices; our alternative construction also tends to yield non Hermitian transfer matrices. However, even though the VUMPS algorithm applied to such transfer matrices is not justified by a variational principle anymore, it is still valid from the point of view of the tangent space projection [56, 79–81]. Furthermore, if problems are encountered, one can turn the algorithm into a sequential optimization of the normalized fidelity.

Performing the approximate contraction for increasing bond dimensions of the boundary MPS, we find more and more precise values of the residual entropy. For each bond dimension, we get an error estimate as

$$\delta S = \log \left( \sqrt{\lambda^{(2)}} \right) - \log (\lambda)$$

(14)

where $\lambda$ is the leading eigenvalue (for one site) of the one-row transfer matrix, whereas $\lambda^{(2)}$ is evaluated as the leading eigenvalue of the two-row transfer matrix, where the second row transfer matrix is transposed (to ensure positivity), and we re-use the same VUMPS environment. This quantity is the conceptual equivalent of the energy variance in the context of quantum spin chains, and quantifies how close the MPS is to an exact eigenstate of the transfer matrix. In order to estimate the value in the infinite bond dimension limit and to obtain a reasonable error bar in that limit, we perform a simple linear extrapolation based on a few of the largest bond dimensions, and we compare this extrapolated result to the maximal entropy obtained over all the finite bond dimensions that we have computed\(^5\).

This yields the results summarized in Figs. 1 and 7, and Table I. Most importantly, in all the phases when $J_2$ and $J_3$ are antiferromagnetic, we find a reduced but non zero residual entropy. The chevrons phase shows a finite residual entropy that we did not detect in our (small-scale) Monte Carlo simulations. The pinwheels and strings phases have a residual entropy related to that of the triangular lattice Ising antiferromagnet (TIAFM). At the phase boundaries, several scenarios can occur, depending on whether it is possible to tessellate the plane with tiles from the two neighboring phases, and with the possibly new tiles that might belong to the ground state only at the phase boundary. At the boundary between the chevrons and the pinwheels phases and at the boundary between the stripes and the $\sqrt{3} \times \sqrt{3}$ phases, there are no such new tiles. In the former case, the tiles from the pinwheels and the chevrons phases can be matched together to cover the lattice, and the residual entropy at the boundary is larger than in those two phases. In the latter case, the tiles from the two ordered phases are not compatible, i.e. we cannot cover the lattice with a combination of tiles from both phases, and the residual entropy is zero (in general, in such a case it would be given by the maximum of the entropies in the two neighboring phases). At all the other phase boundaries, there are new tiles which belong to the ground state only at the boundary, and these new tiles together with tiles from both neighboring phases can be used to tessellate the lattice, yielding a larger residual entropy.

IV. CHARACTERIZING THE MACROSCOPICALLY DEGENERATE PHASES

We now discuss some interesting features of the three phases for antiferromagnetic $J_2$, $J_3$. We first study the pinwheels phase, which corresponds to the DKIAFM truncated to third neighbors. Using the ground-state tiles, we demonstrate rigorously the existence of a mapping to the TIAFM ground-state manifold, allowing us to show that this phase exhibits a mixture of long-range, algebraic, and random spin-spin correlations. We then observe that the dipolar ground state does not belong to this phase and instead is a ground state in the chevrons phase. Finally, we show that the residual entropy of the strings phase, which is one third of that of the TIAFM, can be understood in terms of strings living on a honeycomb lattice, a picture qualitatively very different from that of other phases on the kagome lattice which have this residual entropy [45, 48, 83].

---

\(^5\) One can see from the pinwheels phase in Sec. IV where the numerical result can be compared to an exact result that this is a reasonable approach.
Table I. Overview of the results. We indicate the following references for known results: (a) See Refs. [36, 37, 41, 48, 82] (b) see Refs. [41, 82], (c) see Ref. 40, and (d) see Ref. 48 (\(J_1 - J_2 - J_3\) model) where these two ordered phases are also present. To the best of our knowledge, the rest of the results were not previously known. The last column specifies what size of unit cell was used in the VUMPS algorithm.

A. Pinwheels phase

One can easily check that the first three largest couplings in Eq. 3 are given by

\[
\frac{J_2}{J_1} = \frac{2}{9\sqrt{3}} \approx 0.128... , \quad \frac{J_3}{J_1} = \frac{1}{12} \approx 0.083... \quad (15)
\]

and that therefore, this truncated Hamiltonian corresponds to the pinwheels phase\(^6\) (see Fig. 1).

\(\)

\(^6\) This corresponds to \(J_1 = 1.5, \ J_2 = 3^{-3/2} \approx 0.192 \text{ and } J_3 = 1/8 = 0.125\), namely setting \(J_0 = 0.5\) and \(D = 1\) in Eq. 3. In Appendix A of Ref. 41, it seems that the the couplings are \(J_1 = 1.5, \ J_2' \approx 0.692\) and \(J_3' \approx 0.625\), which corresponds to adding a 0.5 term also for the \(J_2\) and the \(J_3\) couplings. Although this does not affect the ratio between \(J_2\) and \(J_3\), both couplings are too large compared to \(J_1\) and correspond to a different ground-state phase of the \(J_1-J_2-J_3\) model. However, comparing the behavior of the specific heat in the \(J_1-J_2\) model (Fig. 9b in Ref. 41) to known results (Fig. 8a in Ref. 36 and Fig. 26d in Ref. 40), it seems that the couplings announced in Ref. 41 result from a typo; the results of the simulations seem more compatible with the couplings of Eq. 15.

1. Numerical results

In this phase, we have seen that the Monte Carlo results for \(J_2/2 < J_3 < J_2\) suggest that the ground states could be characterized by a triangular lattice of empty hexagons surrounded by clockwise/counter-clockwise rotating dimers. These pinwheels behave like effective Ising degrees of freedom respecting a “two-ups one-down/two-downs one-up” rule. This intuition is further validated by the residual entropy results in this phase based on the tensor-network contraction (Fig. 8):

\[
S_{\text{Pinwheels}} = 0.026922 \pm 3 \times 10^{-6} \cong \frac{S_{\text{TIAFM}}}{12}. \quad (16)
\]

To obtain this result, we need to allow for two-by-two translation symmetry breaking (using a multi-site
Figure 8. Residual entropy in the pinwheels phase: tensor-networks result for bond dimensions ranging from $\chi = 18$ to $\chi = 78$. As suggested in Ref. 45, removing the tiles that we can identify as spurious (Type IV tiles in Fig. 9, see main text) makes it much easier to get convergence at any bond dimension; the results with these spurious tiles are however also consistent with a residual entropy of $S = \frac{1}{12} S_{TIAFM}$, indicated by the red dashed line. The insets show (a) a zoom on the data and (b) the difference to $S_{TIAFM}/12$ in logarithmic scale. In the latter, the error bars are omitted for readability.

VUMPS implementation). We understand this as a consequence of the translation symmetry breaking corresponding to the triangular lattice of empty hexagons. Indeed, the snapshot in Fig. 4(e) presents some translation symmetry breaking in terms of the location of the hexagons that do not have any dimer on them (empty hexagons).

2. Link with the TIAFM ground states

This numerical result and the intuitive picture of a link with the TIAFM ground states based on the Monte Carlo snapshot can actually be confirmed rigorously by relying on the ground-state tiles in that phase, illustrated in Fig. 9. In this Figure, there are four tiles corresponding to our tentative Ising degrees of freedom; the other tiles either bear a cross or a chevron, confirming the observations from the Monte Carlo snapshots. All these tiles have in common the constraint that there must be exactly three spins up and three spins down around a hexagon. The empty hexagons (Fig. 9a) correspond to ferromagnetic second-neighbor triangles, while the chevrons (Fig. 9b) and the crosses (Fig. 9c and d) correspond to second-neighbor triangles that respect a “two-ups one-down /two-downs one-up” rule.

With this, we can prove that

1. Any ground state in the pinwheels phase corresponds to a triangular lattice of pinwheels whose chirality respects a “two-rights one-left/two-lefts one-right” rule on each triangle. There are eight pinwheels phase ground states mapping to the same TIAFM ground state.

2. Any configuration of the TIAFM ground state maps to eight ground states of the pinwheels phase.

To prove the first statement, we first show that in any ground state of the pinwheels phase, the ratio of hexagons of each type is exactly

$$r_{\text{pinwheel}} = \frac{1}{4}, \quad r_{\text{cross}} = \frac{1}{4}, \quad r_{\text{chevron}} = \frac{1}{2}. \quad (17)$$

Indeed, the ground-state energy of the pinwheels phase [Eq. (11)] shows that $3/4$ of the second-neighbor triangles are in their ground state and $1/4$ are ferromagnetic. With the ground-state tiles, this implies that $1/4$ of all tiles in a ground-state must be of type I, while $3/4$ must be of another type (cross or chevron). One can check with Fig. 9 that the cross tiles are only compatible with chevron tiles in the cross’s acute angle directions (i.e. on the left and right of type III and type IV tiles with the cross put horizontally, we can only put type II tiles, and not type I, III or IV). Furthermore, once a chevron has been matched with a cross tile, one cannot match another cross tile with this chevron. Therefore, for each cross there must be at least two chevrons. At the same time, the tiles show that one can only put a chevron tile on the lattice if there is also at least one cross as a
nearest-neighbor tile. Therefore, the ratios of crosses and chevrons are fixed to $1/4$ and $1/2$, respectively.

As a second step, we show that each “occupied hexagon” tile (type II, III, IV) must overlap with exactly two pinwheels tiles. Indeed, the fact that two pinwheel tiles cannot overlap (i.e. empty hexagons cannot be nearest neighbors) limits the number of pinwheels tiles overlapping with each occupied hexagon tile to at most two. Since a pinwheel tile can only overlap with occupied hexagon tiles, the overall ratio $r_{\text{pinwheels}} = 1/4$ can only be obtained if each occupied tile is overlapping with exactly two pinwheel tiles.

We still have to show that two empty hexagons cannot be second-neighbors. The impossibility of tiling the plane when starting from two pinwheel stars sharing only one site is not immediate, and we illustrate it in Fig. 10. First, one can check that the two pinwheels must have the same chirality, implying that they are separated by two chevrons. The type II tiles then enforce the existence of an occupied tile (highlighted in red, labeled $A$) which is already overlapping with three occupied tiles on one side. This fixes the position of the two pinwheel tiles that tile $A$ has to overlap with. With these constraints, it is not possible to find tiles fitting on hexagons $A$ and $B$ in Fig. 10(a).

Thus, we have proven that all the pinwheels must be third neighbors; with the ratios in Eq. 17, the only possibility is that they have to form a triangular lattice.

At the same time, the tiling rules imply that three pinwheel stars arranged in a triangle cannot have the same chirality. This is shown in Fig. 10(b): the only way to have three empty hexagons on a triangle with the same chirality would be to have three straight dimers; in the pinwheels phase, these have to belong to crosses, and there would be a triangle with three dimers meeting, which is forbidden. In contrast, Fig. 10(c) shows that it is possible to have three empty hexagons forming a third-neighbors triangle if one of them has chirality opposing the two others. In the end, this yields a “two-rights one-left/two-lefts one-right” rule for these effective Ising degrees of freedom.

Once the triangular sublattice supporting the pinwheels is selected (four-fold translation symmetry breaking), the spin configuration is fixed by the pinwheels chirality, up to a global spin flip (two-fold $Z_2$ symmetry breaking). This shows that all ground states in the pinwheels phase map to TIAFM ground states, and that eight pinwheels states map to the same TIAFM ground state.

We have yet to show that any TIAFM configuration is realized by the pinwheels (i.e. that there are no additional constraints on the pinwheels arrangement besides the “two-rights one-left/two-lefts one-right” rule). To prove this second statement, we rely on the two-to-one mapping from the TIAFM ground states to the hardcore dimer configurations on the honeycomb lattice (see e.g. Refs. [84, 85]), and the direct mapping between hardcore dimer configurations and tilings of the triangular lattice with rhombi (introduced in the context of solid-on-solid models [86, 87]). Indeed, to each pair of triangles sharing a bond with aligned spins in the original TIAFM ground state, one can associate a dimer on the (dual) honeycomb lattice, as well as a rhombus tile made of these two triangles. Thus, there is a two-to-one mapping between TIAFM configurations and rhombus tilings.

Therefore, it is sufficient to show that (a) the two types of rhombi (up or down effective Ising on the shared bond) can be realized and (b) they can overlap without addi-
Figure 11. The two possible effective Ising d.o.f (TIAFM) configurations on a rhombus, associated honeycomb lattice dimer, and corresponding dimer configurations as set by the pinwheels. One can obtain all ground states of the original TIAFM model by using rotations of the rhombi shown in black. The fact that the associated dimer configurations on the dice lattice do not create additional constraints for tiling with the rhombi implies that all the TIAFM ground states have a related pinwheels ground state.

Figure 12. Horizontal spin-spin correlations in the pinwheels phase in a given translation symmetry-broken sector, as analytically predicted from the properties of the ground-state tiles and the result of Stephenson [88]. The correlations depend on the specific site chosen as the origin and we show the four possible set of correlations, with the red dot in the insets signaling the site selected as the origin, and the location of the pinwheels centers highlighted in gray. We show with blue dots the correlations between sites in the center of the pinwheels, with green triangles the correlations between sites in the branches of the pinwheels, and with orange crosses the mixed correlations.

3. Spin-spin correlations

An immediate consequence of the mapping between the pinwheels states and the TIAFM ground states is that we can make an analytical prediction for the spin-spin correlations. We discuss the calculation in detail in Appendix B, and illustrate the results in Fig. 12. The essential argument relies on describing the spin configuration in translation-symmetry and $\mathbb{Z}_2$-symmetry broken sectors using the stars corresponding to the pinwheels. With this, one finds that

1. The long-range order associated with the location of the pinwheels centers translates into a long-range order for the correlations between spins located on the interior hexagons of the pinwheels (blue dots in Figs. 12(a) and 12(c));

2. There is an algebraic decay of the correlations between the pinwheels orientations, corresponding to the algebraic decay of the spin-spin correlations in the TIAFM ground-state manifold [88]

   \[ \langle s_i s_j \rangle = c_0 \frac{\cos (\vec{q} \cdot \vec{r})}{\sqrt{|\vec{r}|}}, \quad \vec{r} = \vec{r}_j - \vec{r}_i, \quad (18) \]

   where we denoted by $s_i$ the Ising spins, and where the structure factor is characterized by $\vec{q} = (\pm \frac{2\pi}{3}, \frac{2\pi}{3})$.

3. This algebraic decay results in an algebraic decay for the correlations between spins on the branches of pinwheels with a decay exponent $\eta = 1/2$ (green triangles in Figs. 12(b) and 12(d));

4. The correlations between a spin on the central hexagon of a pinwheel and one on the branches of a pinwheel are strictly zero on average (orange crosses in Figs. 12(a) and 12(b)).
Figure 13. The 48 ground-state tiles of the chevrons phase. The blue and yellow dots correspond to up and down spins, respectively. The dashed lines and white site describe the fact that one can set the spin to be either up or down on the white site, and correspondingly put a dimer on one of the two dashed bonds at the exclusion of the other. Note that these tiles restrict how neighboring chevrons can be arranged.

Figure 14. Extracting the residual entropy in the chevrons phase. We use a multi-site VUMPS algorithm with 1-by-2 translation symmetry breaking Ansatz.

B. Chevrons phase

Either from the exact mapping, or more immediately from the tiling rules, it is quite clear that the ground state of the dipolar model (Fig. 3) is not a ground state in the pinwheels phase. Instead, the Monte Carlo samples suggest that the dipolar ground state might be one of the ground states of the chevrons phase.

This is a somewhat surprising result since the couplings of the DKIAFM truncated to third neighbor couplings correspond to the pinwheels phase. Instead, the Monte Carlo samples suggest that the dipolar ground state might be one of the ground states of the chevrons phase.

The ground-state tiles confirm the intuitive insight from the Monte Carlo simulations that the phase at \( J_3 < J_2/2 \) is characterized by dimers at a 120°-angle (chevrons). Furthermore, they indicate constraints on the way the chevrons can be arranged: there are dimer configurations only made of chevrons which do not respect the constraints given by the tiles in Fig. 13.

It is easy to check that the ground state of the DKIAFM corresponds to a tiling using the chevrons phase tiles, and therefore we can prove that it is one of the ground states of this phase. Yet, the ground-state degeneracy is not completely lifted. Comparing this phase with the ground-state phase of the \( J_1 - J_2 - J_3\parallel \) model (where \( J_{3\parallel} = 0 \)) underlines again the determinant role of the \( J_{3\parallel} \) interaction in this ground-state phase diagram: as compared to the latter \( (S \approx 0.1439... \) [40]), the residual entropy in the chevrons phase (Fig. 14, Table I) is reduced by almost a factor 8:

\[
S_{\text{Chevrons}} = 0.01920 \pm 3 \times 10^{-5}. \tag{19}
\]

C. Strings phase

In the strings phase, we find a residual entropy corresponding to a third of the TIAFM residual entropy (Fig. 15). This is a result that seems to be often found in kagome Ising models. The typical example is the kagome ice phase, which occurs both in the \( J_1 - J_2 - J_3\parallel \) model when \( J_2 = J_3\parallel < 0 \) and in the nearest-neighbor model in a longitudinal field, and where all the nearest-neighbor triangles respect a 2-up 1-down rule which allows a mapping from the spin configurations to hard-core dimers on the honeycomb lattice [47, 48, 83, 89]. A different example is the phase at large antiferromagnetic \( J_2, J_3\parallel \) and small ferromagnetic \( J_1 \), where the ground-state manifold is mainly understood in terms of effective Ising degrees of freedom formed by three spins on up or down nearest-neighbor triangles [45].

In the strings phase, the simplest approach to understand the residual entropy of the phase relies on the fact that the TIAFM ground-state manifold is in two-to-one correspondence with directed strings on the honeycomb...
Figure 16. The 200 ground-state tiles of the strings phase, in the dimer picture and in the charge picture. The type I tiles (a and b) are characterized by empty hexagons and dimer configurations such that the charges on either all three up or all three down triangles (or both) all have the same sign, while in the type II tiles the charges respect a “two-ups one-down, two-downs one-up” rule. The type III tiles correspond to arrows while the type IV tiles correspond to crosses. We argue that the residual entropy is due to the strings formed by the type IV tiles. See Fig. 3 for the legend for the charges.

(a) Type Ia - 52 tiles  (b) Type Ib - 4 tiles

(c) Type IIa - 24 tiles  (d) Type IIb - 48 tiles

(e) Type III - 48 tiles  (f) Type IV - 24 tiles

1. The tiling rules (Fig. 16) imply that tiles bearing crosses (Fig. 16(f)) have to form strings.

2. One can take as reference configuration a state made of arrows pointing all in the same direction (Fig. 16(e)).

3. Periodic boundary conditions and the ground-state energy Eq. 12 imply that the number of empty hexagons and the number of crosses has to be the same.

4. To each string of arrows, one can associate a pair of directed, independent strings on the honeycomb lattice.

5. Contracting the tensor network without the tiles bearing crosses (Fig. 16(f)) yields a zero residual entropy.

6. Several ground states of the strings phase are related to the same strings configuration on honeycomb.

With this, we understand that the residual entropy of the strings phase is essentially explained by the crosses forming strings that are related to strings configurations on the honeycomb lattice. However, there must be corrections corresponding to the fact that the relation between the strings phase ground states and strings on honeycomb is not a strict mapping. For some particular configurations, we can show that these corrections are at least subextensive. Yet the contraction of the tensor network without the cross tiles yields a zero residual entropy, strongly suggesting that the corrections are indeed only subextensive, and do not contribute in the thermodynamic limit.

V. DISCUSSION AND OUTLOOK

In this paper, we have used a method based on ground-state local rules to construct contractible tensor networks, enabling a detailed study of the macroscopic ground-state degeneracy in several phases of the $J_1 - J_2 - J_3$ Ising antiferromagnet on the kagome lattice. Together with Kanamori’s method of inequalities and small-scale Monte Carlo simulations, this method provides exact results for the ground-state energies of the model when $J_1 > |J_2|, |J_3|$ and very precise numerical results for the residual entropy of the model, as summarized in Figs. 4(a), 7 and Table I.

In studying the results, we observed that the DKIAFM ground state (Fig. 3) is a ground state in the $J_1 - J_2$ model, but does not belong to the pinwheels phase, which corresponds to the ground state of the DKIAFM Hamiltonian truncated to third-neighbor interactions. This seems also to be a consequence of the strong competition between the various frustrated couplings. It is also reminiscent of what happens in the case of the dipolar model on the triangular lattice, where the model truncated to

\footnote{We considered other relations to the TIAFM. An approach based on explaining the residual entropy using the charge degrees-of-freedom as effective Ising degrees-of-freedom proves challenging due to the type Ia and type Ib tiles. By building the dimer mapping starting from the strings mapping, one can see that the direct mapping between the ground states of the strings phase and dimers on honeycomb is a highly non intuitive approach.}
second-neighbor couplings has the long-range stripe order corresponding to the dipolar ground state, but where the dipolar model truncated to third neighbors has a zig-zag ground state [32]; however, in our case, both truncated models still have a macroscopic ground-state degeneracy.

To gain some insight into this competition, we have computed the energy of a few states of interest as a function of the range of farther-neighbor interactions included in the truncated DKIAFM Hamiltonian. In Fig. 17(a), we compare the truncated energies for the following states:

1. the ground state of the DKIAFM (Fig. 17(b)),
2. another ground state in the chevrons phase (Fig. 17(c)),
3. a ground state of the pinwheels phase, i.e. for the couplings corresponding to Eq. 15 (Fig. 17(d))
4. a state obtained at low temperature for the couplings in Eq. 15 and \( J_3 = \frac{2}{3} J_1 J_2 \) (Fig. 17(e)); we did not prove that it is the ground-state for the model up to fourth-neighbors, but the important point is that it has a lower energy than the other states we consider here.

Using this approach it seems that a range of at least nine neighbors is required to reach the point where the DKIAFM ground state systematically has the lowest energy. For even further ranges it is also occasionally still degenerate with the other selected ground state of the chevron phase. This strong competition suggests that a large range of neighbors would have to be taken into account to fully understand how the long-range interactions progressively lift the degeneracy and eventually select the long-range ordered 12-site DKIAFM ground state. It also suggests that a lot more states than those described by the approach in Appendix A of Ref. 41 lie in a narrow region of energy above the dipolar ground state; and it is somewhat reminiscent of the high number of low-lying excited states found in a related model [38].

More broadly, our results reveal a surprising feature of the kagome lattice Ising antiferromagnet, that ought to be contrasted with other two-dimensional frustrated models: in most phases, a small but finite residual entropy survives even when \( J_3 \neq 0 \), and not only at fine-tuned points but in extended regions of the phase diagram. In this model, a macroscopic ground-state degeneracy seems almost to be the norm rather than the exception.

Such small residual entropies would be extremely challenging to evaluate with Monte Carlo simulations. In contrast, thanks to the tensor network approach, the results can be obtained down to the fifth decimal without an excessive investment of computational resources. Instead of requiring a detailed prior understanding of the model, which is typically needed to design good, ad-hoc Monte Carlo updates, the systematic approach to obtain the ground-state tiles and to evaluate the residual entropy from the tensor network construction are a crucial first step to understand important properties of the model. The description based on a ground-state local rule in the form of tiles provides a good framework to obtain a deeper understanding of the result. Sometimes, like in the pinwheels phase, we can even obtain rigorously a relation between the ground-state phase of the \( J_1 - J_2 - J_3 \) model and the triangular Ising antiferromagnet. We also find that the results of the strings phase are particularly interesting: indeed, if one would obtain such strings in an experimental setting, the first intuition might be that one is looking at excitations and that the system has not reached the ground state. Yet, here, the strings of crosses are a fundamental feature of the ground-state phase. One
should therefore be careful and not immediately interpret the presence of such apparent domain walls as a failure of the system to reach its ground-state manifold.

Finally, let us discuss the implications of the present results for experiments. Artificial spin systems allow one to directly visualize the spin configurations in real space, and our predictions can be used to see which phase a given spin configuration might belong to. However, to check that one is dealing with a degenerate ground-state manifold, one needs to systematically compute the spin-spin correlations averaged over all ground states, and to compare it to experimental averages. Evaluating general spin-spin correlation functions can in principle be done with tensor networks (see e.g. [81, 92, 93]): the complexity is similar to computing dynamical correlation functions for one-dimensional quantum systems in imaginary time. The construction based on tiles, however, requires a specific implementation, in particular in the case of VUMPS if the 1D transfer matrix is not Hermitian. In that case, as suggested in Ref. 67 the top and bottom uniform MPSs can be computed independently, just as in the iTEBD approach, but one has to be particularly careful in the cases where some symmetries are broken. This work is left for future investigation.

In addition, it can be experimentally difficult to reach low effective temperatures in artificial spin systems, although some significant recent progress has been made in the case of in-plane artificial spin systems (see e.g. Refs. [18, 95–97]). In the case of the DKIAFM, Monte Carlo simulations have shown that the first-order transition is accompanied by a slowing down of the spin dynamics [41] that realistically should make the long-range-ordered ground state unreachable in artificial spin-ice experiments (see for instance the effective temperatures reached in Refs. [21, 22]). It would thus be interesting to extend the tensor-network results to finite temperature, and to compare the spin structure factor from the truncated Hamiltonian at these finite effective temperatures to the results for the full dipolar Hamiltonian [23]. Work is in progress along these lines.
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Appendix A: Analytical expressions for the residual entropies of the nearest-neighbors models

Following in the steps of the pioneering work on Onsager and Kaufman [3, 4], a series of papers in the 1950s and 1960s established analytical results for planar Ising models (see [85]). In particular, expressions for the residual entropy of frustrated nearest-neighbor Ising models (Eqs. 1,2) were obtained by Wannier [5, 6] and Houtappel [98] for the triangular lattice:

$$S = \frac{2}{\pi} \int_0^{\pi/3} \ln (2 \cos \omega) \, d\omega$$  \hspace{1cm} (A1)

and by Kano and Naya [7] for the kagome lattice:

$$S = \frac{1}{24\pi^2} \int_0^{2\pi} \int_0^{2\pi} [\ln(21 - 4(\cos \omega_1 + \cos \omega_2 + \cos \omega_1 + \omega_2))] \, d\omega_1 \, d\omega_2.$$  \hspace{1cm} (A2)

Appendix B: Spin-spin correlations in the pinwheels phase

By describing the spin configurations based on the David stars corresponding to pinwheels, we can show that there is a long-range order for the spins on the hexagons at the center of the pinwheels and an algebraic decay for the spin-spin correlations between spins on the branches of the pinwheels. In the following, we label by $\vec{r}_i$ the positions of the spins, by $\vec{R}_k$ the positions of the hexagon centers, and by $\vec{u}_k$ ($k = 1, 2, 3$) the positions of the spins in the unit cell, such that $\vec{r}_{k,a} = \vec{R}_a + \vec{u}_k$. We take the original kagome lattice spacing to be 1, so the basis vectors of the triangular lattice supporting the kagome lattice are $\vec{a}_1 = (2, 0)$ and $\vec{a}_2 = (1, \sqrt{3})$ (Fig. 18).

a. Pinwheel centers The location of the pinwheels is characterized by the presence of an empty hexagon, which corresponds to two second-neighbor triangles where the “two-ups one-down /two-downs one-up” rule is not respected. We can introduce an operator on the hexagons

$$P_O = \frac{1}{4} \left( \sum_{\alpha \in \Omega} (\sigma_i \sigma_j + \sigma_j \sigma_k + \sigma_k \sigma_i) - 2 \right)$$  \hspace{1cm} (B1)

or equivalently, in terms of dimers,

$$P_O = \frac{1}{4} \left( \sum_{i=0}^{5} (d_i d_{i+1}) - 2 \right),$$  \hspace{1cm} (B2)

where $i$ goes through the dimers bonds touching the hexagon center and where $d_0 = d_9$. This operator has clearly long-range order in any of the four translation-symmetry-broken sectors of the pinwheel phase, since:

$$\langle P_\alpha P_\beta \rangle = \begin{cases} 1 & \text{if } (\vec{R}_\alpha - \vec{R}_\beta) = 2n\vec{a}_1 + 2m\vec{a}_2 \\ -1 & \text{otherwise} \end{cases}$$  \hspace{1cm} (B3)

Note that the correlations averaged over the four translation-symmetry-broken sectors give zero if $(\vec{R}_\alpha - \vec{R}_\beta) \neq 2n\vec{a}_1 + 2m\vec{a}_2$.

We can adjust the notation to work directly in a translation-symmetry-broken sector. Instead of labeling the sites based on $\vec{u}_i$ taking three possible values, we label the sites based on an empty star center $\vec{X}_i = 2n\vec{a}_1 + 2m\vec{a}_2$ and a 12-sites motif describing the star $\vec{x}_i$, $i = 1, \ldots, 12$. We take the convention that $i = 1, \ldots, 6$ describes the hexagon sites, and $i = 7, \ldots, 12$ describes the branches of the star (Fig. 18).
b. Pinwheel correlations

Only looking at pinwheels in the ground state, since around an empty hexagon the chirality is fixed once we know a single dimer position, we can easily evaluate the chirality as

\[ C_\alpha = \sigma_{\bar{x}_a + \bar{x}_i} \sigma_{\bar{x}_a + \bar{x}_t} = \begin{cases} 1 & \text{if clockwise} \\ -1 & \text{otherwise} \end{cases} \]  

(B4)

In the ground-state manifold of the TIAFM, the spin-spin correlations decay asymptotically as [34, 88]

\[ \langle s_i s_j \rangle = \epsilon_0 \frac{\cos \left( \frac{q \cdot \vec{r}}{\sqrt{r^2}} \right)}{\sqrt{r^2}}, \quad \vec{r} = \vec{r}_j - \vec{r}_i, \]  

(B5)

where we denoted by \( s_i \) the effective (emergent) Ising spins, and where the structure factor is characterized by \( \vec{q} = (\pm \frac{2\pi}{3}, \frac{2\pi}{3}) \). It has been argued using numerical evidence [88] that along a row of the triangular lattice, the proportionality factor \( \epsilon_0 \) related to the decay amplitude \( E_0^T \) of the pair correlations at the critical point of the triangular ferromagnet as

\[ \epsilon_0 = \sqrt{2} (E_0^T)^2 \approx 0.6322608\ldots \]  

(B6)

(This can be checked directly using a tensor network contraction.)

This implies that in the pinwheels ground-state manifold, in a given symmetry-broken sector, the pinwheel chirality correlations decay as

\[ \langle C_\alpha C_\beta \rangle = \epsilon_0 \delta_{P_{\alpha,1}} \delta_{P_{\beta,1}} \frac{\cos \left( \frac{q \cdot X}{\sqrt{|X|^2}} \right)}{\sqrt{|X|^2}/4}, \quad \vec{X} = \vec{X}_\beta - \vec{X}_\alpha, \]  

(B7)

where we used \( \vec{X}_\beta - \vec{X}_\alpha = 2n \bar{a}_1 + 2m \bar{a}_2 \).

c. Partial long-range order and critical correlations

The pinwheels correlations imply spin-spin correlations which we now explore, and summarize in Fig. 12. An empty hexagon corresponding to a pinwheel center has two possible associated spin configurations for a given chirality, corresponding to having a spin up or a spin down on \( \bar{u}_1 \). We now argue that, together with the long-range order in the pinwheel center locations, there comes a long-range order in the spins living on the empty hexagons. First, fixing the spin on \( \bar{u}_1 \) in a given empty hexagon (center of a pinwheel) fixes all the other spins on that hexagon. Second, one can see that a spin \( \sigma_1 \) on \( \bar{r}_1 \) is \( \bar{X}_a + \bar{u}_i \), and another \( \sigma_2 \) in \( \bar{r}_2 = \bar{X}_a + \bar{a}_i + \bar{u}_i \), where \( i = 1, 2, 3 \) and \( \bar{a}_3 = -\bar{a}_1 + \bar{a}_2 \), must have opposite values \( \sigma_2 = -\sigma_1 \). Indeed, they are separated by a hexagon bearing either a cross or a chevron, and the path connecting them must cross either the two branches of the cross or chevron, or no branches. Thus we must have \( \sigma_3 = \sigma_1 \) if \( \bar{r}_3 = \bar{X}_a + 2\bar{a}_1 + \bar{u}_i \).

This implies that two nearest-neighbor empty hexagons have the same spin configuration. Therefore, by simple extension,

\[ \sigma_{\bar{x}_i + \bar{x}_j} \sigma_{\bar{x}_a + \bar{x}_t} = \begin{cases} 1 & \text{if } \text{mod}(i, 2) = \text{mod}(j, 2) \\ -1 & \text{otherwise} \end{cases}, \]  

\[ i, j = 1, \ldots, 6, \]  

(B8)

where \( \bar{X}_\beta = \bar{X}_a + 2n \bar{a}_1 + 2m \bar{a}_2 \), and the long-range order in the pinwheel centers translates into a long-range order in the spins living on the empty hexagons (Figs. 12a and 12c).

For the product of spins belonging to the branches of a pinwheel we have

\[ \sigma_{\bar{x}_i + \bar{x}_j} \sigma_{\bar{x}_a + \bar{x}_t} = \begin{cases} C_\alpha C_\beta & \text{if } \text{mod}(i, 2) = \text{mod}(j, 2) \\ -C_\alpha C_\beta & \text{otherwise} \end{cases}, \]  

\[ i, j = 7, \ldots, 12, \]  

(B9)

where \( \vec{X}_\beta = \vec{X}_a + 2n \bar{a}_1 + 2m \bar{a}_2 \). Therefore, the algebraic decay of the spin-spin correlations in the TIAFM must translate into an algebraic decay of the spin-spin correlations for spins on the branches of the pinwheels in the pinwheels phase (Figs. 12b and 12d).

Finally,

\[ \sigma_{\bar{x}_i + \bar{x}_j} \sigma_{\bar{x}_a + \bar{x}_t} = \begin{cases} -C_\beta & \text{if } \text{mod}(i, 2) = \text{mod}(j, 2) \\ C_\beta & \text{otherwise} \end{cases}, \]  

\[ i = 1, \ldots, 6 \quad j = 7, \ldots, 12. \]  

(B10)

Since \( \langle C_\beta \rangle = 0 \), these correlations are identically zero in the ground-state (Figs. 12a and 12b).

Appendix C: Strings phase

In this Appendix we give a detailed discussion to explain the residual entropy of the strings phase.

1. Any string configuration on the honeycomb lattice maps to at least one ground state of the strings phase

a. An ordered ground state of the strings phase

As shown in Fig. 16, there are 200 tiles that can \emph{a priori} be used to construct ground states in the strings phase. In particular, these tiles can be differentiated based on their contribution to the second-neighbor correlations. Indeed, the tiles of Types I and II (Fig. 16(d) to 16(d)) correspond to two ferromagnetic second-neighbor triangles; the tiles of Type III to one second-neighbor triangle respecting the “two-ups one-down / two-downs one-up” rule and one ferromagnetic second-neighbor triangle; and
(a) Reference configuration

(b) Creating a pair of strings

(c) Moving the left string to the left

(d) Moving the right string to the right

(e) A second pair of strings is easily created.

(f) Several configurations map on the same string configuration

Figure 19. Creating and moving strings in the strings phase. The dark orange dimers are the ones which are modified with respect to the preceding panel, while the light-orange dimers are left untouched. In panel (b) the flipped spins are depicted differently to highlight the need of creating two strings of rotated arrows.

the tiles of Type IV to two second-neighbor triangles respecting the “two-ups one-down /two-downs one-up” rule.

At the same time, because there are two second-neighbor triangles for three sites, the factor \( \frac{2}{3} \) in front of \( J_2 \) in the ground-state energy of this phase [Eq. (12)] implies that half of the second-neighbor triangles must be ferromagnetic and half must be in their ground state. An easy way to satisfy this constraint together with the tiling constraints is to make a long-range ordered configuration as shown in Fig. 19(a). It is easy to check that all the nearest-neighbor triangles as well as all the third-neighbor triangles are in their ground state in this state, which proves that it is a ground state of the strings phase. This ground state will be of crucial importance in our discussion because we are going to use it as a reference configuration.

b. Creating and moving pairs of strings

To prove that any string configuration on the honeycomb lattice maps to at least one ground state of the strings phase, we are going to explicitly show how to construct ground states associated with given string configurations.

First, we notice that flipping a column of arrows compared to the reference configuration does not change the energy, since all the tiles in the resulting configuration belong to the ground state (also, the total number of ferromagnetic \( J_2 \) triangles is conserved by this move). This allows one to create a pair of strings: as depicted in Fig. 19(b), we adopt the convention that a red string runs along the right ends of crosses, and that the corresponding green string runs along the left ends of crosses or of the leftmost right-pointing arrows from a column of crosses. This means that the green string can be moved to the left by flipping a left-pointing arrow which stands to its left, as in Fig. 19(c), without changing the energy. Similarly, the red string can be moved to the right by flipping a left-pointing arrow which stands to its left (destroying a cross and creating a new one), as in Fig. 19(d). This implies that any valid configuration of two pairs of strings on honeycomb maps to at least one ground state of the small \( J_2 \) phase.

For completeness we now want to show that without changing the reference configuration we can have a green string to the right of a red string. The same prescription as in Fig. 19(b) allows one to create a new pair of strings next to the already existing one. The red string in this new pair can be moved all the way to the right, leaving behind a trail of right-pointing arrows. The green string can also be moved to the right by flipping these arrows again (Fig. 19(e)).

Finally, we show in Fig. 19(f) how trying to rotate an arrow creates a string of arrows spanning the whole system and following the neighboring string of crosses. It also imposes a global spin flip to the left that can only be “absorbed” by another string of rotated arrows. This suggests that there is a sub-extensive number of configurations that map onto the same string configuration. To convince ourselves that this number is growing exponentially only with the linear system size, we compute the residual entropy per site associated with the set of ground-state tiles without the tiles containing crosses. In that case, VUMPS tends to struggle to converge but systematically eventually gives an eigenvalue of one, and thus a zero residual entropy (Note that this corresponds to working with open boundary conditions and thus the absence of crosses in the bulk does not remove the possibility of non local moves due to the presence of empty hexagons on the boundary). Although this is not a rig-
There, only a matter of convention. String on the right. There is no fundamental asymmetry right, but not between a green string on the left and a red string on the left and a green string on the right.

Notice also that it is because of the initial choice of reference configuration that such global updates can be made between a red string on the left and a green string on the right, but not between a green string on the left and a red string on the right. There is no fundamental asymmetry there, only a matter of convention.

2. Any ground-state configuration of the strings phase maps to a string configuration on the honeycomb lattice

We have thus shown that any valid string configuration on the honeycomb lattice maps to a ground state of the strings phase. The converse still has to be proven, however. First, we consider ground-state configurations which do not have any crosses or empty hexagons. With periodic boundary conditions, there are 12 such ground states, all rotations or global spin flip with respect to our reference configuration in Fig. 19(a). These ground states all map to the configuration with no strings. We now must take care of showing that all the other ground states - which have crosses and empty hexagons - map to a valid string configuration.

a. Crosses have to form strings

We start by showing that crosses have to form strings. For this, we consider the tiles in Fig. 16, and in particular the tiles of Type IV. These are the only tiles which bear crosses. Given such a tile, with the cross oriented horizontally, it has two lower nearest-neighbor tiles, of which at least one has to bear a dimer. From looking at the tiles of Types III and IV, it is obvious that this dimer has to belong to a cross, since no tile of Type III can fit there. Thus, one of the nearest-neighbor tiles below a cross has to be another cross. It is obvious that only one of these two tiles can be a cross, and thus crosses have to form strings on a triangular lattice of hexagons. It is also immediately clear that, given the orientation of the first cross, these strings can then only progress in one direction. According to the mapping we introduced in Appendix C1b, a string of crosses immediately defines a string on the honeycomb lattice: one only needs to connect the right ends of the crosses. Thus, we have shown how to find the configuration of “red strings” associated with a ground state of the strings phase. But this is only half of the description of the associated string configuration.

b. Finding the second string

As we have seen above, in the case of periodic boundary conditions, strings have to come in pairs; and we still have to show how to associate a “green strings” configuration to a given ground state of the strings phase. For this, it is sufficient to show how to build the green string that runs to the left of a string of crosses.

In spirit, the prescription to find the location of the green string to the left of a string of crosses is simple: start from the string of crosses, and push the green string to the left until it meets a hexagon which is not a right-pointing arrow. We only have to prove that this way, the green string is always well-constructed; more precisely, that a situation like in Figure 20a, where the green string has a “jump” and does not live on the honeycomb lattice, is prevented.

This is easily seen from the following procedure: at any point in the process of pushing the green string to the left, one finds the situation depicted in Fig. 20b (or its vertical mirror), where one has to see if the green string can be pushed past the hexagon in blue. There are two possibilities. One is that the blue hexagon contains a right-pointing arrow, and the process has to be repeated with a new hexagon (highlighted in yellow in Fig. 20b). The other is that it corresponds to a tile which leaves empty the triangle highlighted in red. In this case the green string cannot be pushed further to the left. As illustrated in Fig. 20d, the green string is then well-constructed: indeed, the red triangle can be occupied only in two ways (dotted line) which both forbid a right-pointing arrow in the triangle highlighted in yellow. Thus, iterat-
ing the procedure, one gets a well-defined green string. This shows that any ground state of the strings phase corresponds to a well-defined configuration of directed strings on the honeycomb lattice, and explain the residual entropy that we obtain.