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Abstract

Properties of the pure solitonic $\tau$-function and potential of the heat equation are studied in detail. We describe the asymptotic behavior of the potential and identify the ray structure of this asymptotic behavior on the $x$-plane in dependence on the parameters of the potential.

1 Introduction

The Kadomtsev–Petviashvili (KP) equation was derived as a model for small-amplitude, long-wavelength, weakly two-dimensional waves in a weakly dispersive medium [1]. This equation is a (2+1)-dimensional generalization of the celebrated Korteweg–de Vries (KdV) equation, and from the beginning of the 1970s [2, 3] it is known to be integrable. There are two inequivalent versions of the KP equation: KPI and KPII. Here we consider KPII equation

$$ (u_t - 6uu_{x_1} + u_{x_1x_1x_1})_{x_1} = -3u_{x_2x_2} $$

(KPII)

(1.1)

(the KPI equation has an opposite sign in the r.h.s.), where $u = u(x,t)$, $x = (x_1, x_2)$ and subscripts $x_1$, $x_2$ and $t$ denote partial derivatives. The KPII equation is integrable since it can be expressed as compatibility condition $[\mathcal{L}, \mathcal{T}] = 0$ of the Lax pair $\mathcal{L}$ and $\mathcal{T}$, where operator

$$ \mathcal{L}(x, \partial_x) = -\partial_{x_2} + \partial^2_{x_1} - u(x) $$

(heatop)

(1.2)

defines the well known equation of heat conduction, or heat equation for short, and

$$ \mathcal{T}(x, \partial_x, \partial_t) = \partial_t + 4\partial^3_{x_1} - 6u\partial_{x_1} - 3u_{x_1} - 3\partial^{-1}_{x_1} u_{x_2}. $$

(Lax)

(1.3)

The spectral theory of the operator (1.2) was developed in [4–7] in the case of a real potential $u(x)$ rapidly decaying at spatial infinity, which, however, is not the most interesting case, since the KPII equation was just proposed in [1] in order to deal with two dimensional weak transverse perturbation of the one soliton solution of the KdV. In fact, if $u_1(t, x_1)$ obeys KdV, then $u(t, x_1, x_2) = u_1(t, x_1 + \mu x_2 - 3\mu^2 t)$ solves KPII for an arbitrary constant $\mu \in \mathbb{R}$. In particular, KPII admits a one soliton solution of the form

$$ u(x, t) = -\frac{(\kappa_1 - \kappa_2)^2}{2} \text{sech}^2 \left[ \frac{\kappa_1 - \kappa_2}{2} x_1 + \frac{\kappa_1^3 - \kappa_2^3}{2} x_2 - 2(\kappa_1^3 - \kappa_2^3)t \right], $$

(1-sol)

(1.4)

where $\kappa_1$ and $\kappa_2$ are real, arbitrary constants.
A spectral theory of the heat operator \(1.2\) that also includes so litons has to be built. In the case of a potential \(u(x)\) rapidly decaying at spatial infinity, according to \([4–7]\), the main tools in building the spectral theory of the operator \(1.2\), as in the one dimensional case, are the integral equations defining the Jost solutions. However, if the potential \(u(x)\) does not decay at spatial infinity, as it is the case when line soliton solutions are considered (see, e.g., \([1,4]\)), these integral equations are ill-defined and one needs a more general approach.

In solving the analogous problem for the nonstationary Schrödinger operator, associated to the KPI equation, the extended resolvent approach was introduced \([8]\). Accordingly, a spectral theory of the KPII equation that also includes solitons has to be investigated using the resolvent approach. In this framework it was possible to develop the inverse scattering transform for a solution describing one soliton on a generic, rapidly decaying background \([9]\), and to study the existence of the (extended) resolvent for (some) multisoliton solutions \([10]\).

However, the general case of \(N\) solitons is still open. In particular this is motivated by a complicated asymptotic behavior of the pure solitonic potential on the \(x\)-plane. Here we give a detailed description of this behavior in terms of the soliton parameters. The general form of the multisoliton potential was derived in \([11]\) by means of the rational transformations of the scattering data and in \([10]\) by means of the twisting transformation. In \([12]\) we proved that results of both these constructions coincide one with another and also with the form of the multisoliton potential given in terms of the \(\tau\)-function by Biondini, Kodama et al, see review article \([13]\) and references therein.

The paper is organized as follows. In Sec. 2 we write down the multisoliton potential. They are labeled by the two numbers (topological charges), \(N_a\) and \(N_b\), that obey condition

\[ N_a, N_b \geq 1, \quad (1.5) \]

and showing at large spaces \(N_b\) “ingoing” rays and \(N_a\) “outgoing” rays. By using notations of \([12]\), we give for these potentials two dual representations in terms of \(\tau\)-functions, which depend on

\[ \mathcal{N} = N_a + N_b, \quad (1.6) \]

(so that \(\mathcal{N} \geq 2\)) real parameters \(\kappa_n\) and on a \(N_a \times N_b\) constant matrix \(d\). In Sec. 3 we study the asymptotic behavior at large \(x\) of the multisoliton potential in details and show that the round angle at the origin can be divided in \(\mathcal{N}\) angular sectors such that along the directions of their bordering rays the potential has constant soliton like behavior, while along directions inside the sectors the potential has an exponential decaying behavior, which we derive explicitly. In particular, for a special subclass of the solitonic potentials we present explicitly the ray structure in terms of the parameters \(\kappa_n\).

## 2 Multisoliton potentials

Let we have \(\mathcal{N}\) real parameters

\[ \kappa_1 < \kappa_2 < \ldots < \kappa_{\mathcal{N}}, \quad (2.1) \]

and introduce the functions

\[ K_n(x) = \kappa_n x_1 + \kappa_n^2 x_2, \quad n = 1, \ldots, \mathcal{N}. \quad (2.2) \]

Let

\[ e^{K(x)} = \text{diag}\{e^{K_n(x)}\}_{n=1}^{\mathcal{N}}, \quad (2.3) \]
be a diagonal $\mathcal{N} \times \mathcal{N}$-matrix, $\mathcal{D}$ a $\mathcal{N} \times \mathcal{N}_b$ constant real matrix with at least two nonzero maximal minors, and let $\mathcal{V}$ be an “incomplete Vandermonde matrices,” i.e., the $\mathcal{N}_b \times \mathcal{N}$-matrix
\[
\mathcal{V} = \begin{pmatrix}
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
\kappa_1^{N_b-1} & \ldots & \kappa_{\mathcal{N}_b}^{N_b-1}
\end{pmatrix}.
\]
Then, the soliton potential is given by
\[
u(x) = -2\partial_x^2 \log \tau(x),
\]
where the $\tau$-function can be expressed as
\[
\tau(x) = \det(\mathcal{V} e^{K(x)} \mathcal{D}),
\]
see the review paper [13], references therein, and [12] where the same notations have been used.

There exists (see [13], [10], and [12]) a dual representation for the potential in terms of the $\tau$-function
\[
\tau'(x) = \det(\mathcal{D}' e^{-K(x)} \gamma \mathcal{V}'),
\]
where $\mathcal{D}'$ is a constant real $\mathcal{N}_a \times \mathcal{N}$-matrix that like the matrix $\mathcal{D}$ has at least two nonzero maximal minors and that is orthogonal to the matrix $\mathcal{D}$ in the sense that
\[
\mathcal{D}' \mathcal{D} = 0,
\]
being the zero in the r.h.s. a $\mathcal{N}_a \times \mathcal{N}_b$-matrix, and where $\mathcal{V}'$ is the $\mathcal{N} \times \mathcal{N}_b$-matrix
\[
\mathcal{V}' = \begin{pmatrix}
1 & \ldots & \kappa_1^{N_a-1} \\
\vdots & \ddots & \vdots \\
1 & \ldots & \kappa_{\mathcal{N}_a}^{N_a-1}
\end{pmatrix},
\]
and $\gamma$ the constant, diagonal, real $\mathcal{N} \times \mathcal{N}$-matrix
\[
\gamma = \text{diag}\{\gamma_n\}_{n=1}^{\mathcal{N}}, \quad \gamma_n = \prod_{n' = 1, n' \neq n}^{\mathcal{N}} (\kappa_n - \kappa_{n'})^{-1}.
\]
This dual representation follows if one notices that
\[
\tau(x) = (-1)^{N_a N_b + \mathcal{N}_a (N_b - 1)/2} \left( \prod_{n=1}^{\mathcal{N}} e^{K_n(x)} \right) V(\kappa_1, \ldots, \kappa_{\mathcal{N}_a+N_b}) \tau'(x),
\]
where $V$ denotes the Vandermonde determinant
\[
V(\kappa_1, \ldots, \kappa_{\mathcal{N}}) = \prod_{1 \leq m < n \leq \mathcal{N}} (\kappa_n - \kappa_m).
\]
Matrices $\mathcal{D}$ and $\mathcal{D}'$ obey rather interesting properties [12]. Taking into account that the matrix $\mathcal{D}$ has nonzero maximal minors we can always write it in the form
\[
\mathcal{D} = \pi \begin{pmatrix}
d_1 \\
d_2
\end{pmatrix},
\]
where \( \pi \) is a \( \mathcal{N} \times \mathcal{N} \)-permutation matrix such that the \( N_b \times N_b \)-matrix \( d_2 \) is nonsingular. Then, we can rewrite this equality in the form

\[
\mathcal{D} = \pi \begin{pmatrix} d \\ E_{N_b} \end{pmatrix} d_2
\]  

(2.14)

where \( d = d_1 d_2^{-1} \) is a constant real \( N_a \times N_a \)-matrix and \( E_{N_b} \) the \( N_b \times N_b \) unity matrix.

Now, we notice (see [13]) that the expression for the potential in (2.2), as well as condition (2.8), are left unchanged if in (2.6) and (2.7), respectively, we multiply the \( \mathcal{N} \times N_b \)-matrix \( \mathcal{D} \) from the right by a nonsingular constant \( N_b \times N_b \)-matrix and the \( N_a \times \mathcal{N} \)-matrix \( \mathcal{D}' \) from the left by a nonsingular constant \( N_a \times N_a \)-matrix. We conclude that the matrix \( d_2 \) is unessential and that the matrix \( \mathcal{D} \) can be chosen to have a simple block structure. It is clear, however, that choice of matrixes \( \pi \) and \( d \) is not unique as the matrix \( \mathcal{D} \) can have different nonzero maximal minors.

Let us write now \( \mathcal{D}' \pi = (d_1', d_2') \), where \( d_1' \) is \( N_a \times N_a \)-matrix and \( d_2' \) is \( N_a \times N_b \)-matrix. Then by (2.8) we get \( d_2' = -d_1' d \), where \( d \) is the same \( N_a \times N_b \) matrix as in (2.14). Thus, for \( \mathcal{D}' \) we get the block structure

\[
\mathcal{D}' = d_1'(E_{N_a} - d)\pi^1,
\]  

(2.15)

and thanks to equivalence of \( \tau \) and \( \tau' \) we get that \( \det d_1' \neq 0 \) and, then, also \( \mathcal{D}' \) can be chosen to have a simple block structure.

Moreover, by means of the block structures given in (2.14) and (2.15) we get

\[
\mathcal{D}^\dagger \mathcal{D} = d_1^d(E_{N_a} + d^d d_2), \quad \mathcal{D}' \mathcal{D}'^\dagger = d_1'(E_{N_a} + dd')d_1^\dagger,
\]  

(2.16)

where \( \dagger \) denotes the Hermitian conjugation of a matrix (in fact, transposition here). So both matrices \( \mathcal{D}^\dagger \mathcal{D} \) and \( \mathcal{D}' \mathcal{D}'^\dagger \) are positive and then \( \mathcal{D} \) and \( \mathcal{D}' \) admit, respectively, left and right inverse (see [15]). Precisely, we have

\[
(\mathcal{D})^{-1} \mathcal{D} = E_{N_a}, \quad \mathcal{D}'(\mathcal{D}')^{-1} = E_{N_a},
\]  

(2.17)

with

\[
(\mathcal{D})^{-1} = (\mathcal{D}^\dagger \mathcal{D})^{-1} \mathcal{D}^\dagger, \quad (\mathcal{D}')^{-1} = \mathcal{D}'^\dagger (\mathcal{D}' \mathcal{D}'^\dagger)^{-1}.
\]  

(2.18)

Products of these matrices in the opposite order give the real Hermitian \( \mathcal{N} \times \mathcal{N} \)-matrices

\[
P = \mathcal{D}(\mathcal{D})^{-1} = \mathcal{D}(\mathcal{D}^\dagger \mathcal{D})^{-1} \mathcal{D}^\dagger,
\]  

(2.19)

\[
P' = (\mathcal{D}')^{-1} \mathcal{D}' = (\mathcal{D}')^\dagger (\mathcal{D}' \mathcal{D}'^\dagger)^{-1} \mathcal{D}',
\]  

(2.20)

which are orthogonal projectors, i.e.,

\[
P^2 = P, \quad (P')^2 = P', \quad PP' = 0 = P'P,
\]  

(2.21)

and complementary in the sense that

\[
P + P' = E_{\mathcal{N}}.
\]  

(2.22)

Orthogonality of the projectors follows from (2.8) and the last equality from obvious relations of the kind \( (E_{N_a} + d^d d) \mathcal{D} = d^d (E_{N_a} + dd')^{-1} \).
Finally, let us mention that if all maximal minors of the matrix $D$ are nonzero, the permutation $\pi$ in (2.14) and (2.15) can be arbitrarily chosen. Then, we can choose it equal to the identity, getting the simplified representations

$$D = \begin{pmatrix} d & \cdot & \cdot & \cdot \\ E_{N_b} & & & \\ \cdot & & \cdot & \\ \cdot & \cdot & \cdot & \cdot \end{pmatrix} d_2, \quad D' = d'_1(E_{N_a}, -d),$$

so that in this special case without loss of generality we choose

$$D = \begin{pmatrix} d & \cdot & \cdot & \cdot \\ E_{N_b} & & & \\ \cdot & & \cdot & \\ \cdot & \cdot & \cdot & \cdot \end{pmatrix}, \quad D' = (E_{N_a}, -d).$$

(2.24)

In order to study the properties of the potential, it is convenient to use an explicit representation for the determinant (2.6). By using the Binet–Cauchy formula for the determinant of a product of matrices we get

$$\tau(x) = \sum_{1 \leq n_1 < n_2 < \cdots < n_{N_b} \leq N} f_{n_1, \ldots, n_{N_b}} \prod_{l=1}^{N_b} e^{K_{n_l}(x)},$$

(2.25)

with coefficients $f_{n_1, n_2, \ldots, n_{N_b}}$ given by

$$f_{n_1, n_2, \ldots, n_{N_b}} = V(\kappa_{n_1}, \ldots, \kappa_{n_{N_b}}) \mathcal{D}(n_1, \ldots, n_{N_b}).$$

(2.26)

Here we used notation (2.12) for the Vandermonde determinant and notation

$$\mathcal{D}(n_1, \ldots, n_{N_b}) = \det \begin{pmatrix} D_{n_1,1} & \cdots & D_{n_1,N_b} \\ \vdots & & \vdots \\ D_{n_{N_b},1} & \cdots & D_{n_{N_b},N_b} \end{pmatrix},$$

(2.27)

for the maximal minors of the matrix $D$. Notice that these coefficients are invariant under permutations of the indices.

From (2.25) it follows directly that condition

$$f_{n_1, \ldots, n_{N_b}} \geq 0, \quad \text{for all } 1 \leq n_1 < n_2 < \cdots < n_{N_b} \leq N,$$

(2.28)

is sufficient (see [13]) for the regularity of the potential $u(x)$, i.e., for the absence of zeros of $\tau(x)$ on the $x$-plane. Thanks to (2.4), (2.12) and (2.26) this condition is equivalent to the condition that all maximal minors of the matrix $D$ are non-negative. In [12] it was mentioned that condition (2.28) is also necessary for the regularity of a potential under evolution with respect to an arbitrary number of higher times of the KP hierarchy. In [13] it is suggested to decompose soliton solutions of KPII into subclasses, associated to the Schubert cell on Grassmanian. It is proved there that condition (2.28) is necessary for the regularity of all solutions associated to a cell. However, problem of finding of the conditions necessary for the regularity of the many soliton solutions under evolution with respect to KPII only is still opened.

If the matrix $D$ can be chosen as in (2.24), then introducing new $N_a \times N_b$-matrix $\tilde{d}$ as

$$\tilde{d}_{n,l} = d_{N_a+1-n,l}(-1)^{l+1}, \quad n = 1, \ldots, N_a, \quad l = 1, \ldots, N_b,$$

(2.29)

we easily get by (2.27) that

$$\mathcal{D}(n_1, \ldots, n_{N_b}) = \det ||\tilde{d}_{n_i,l}||,$$

(2.29)
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and where number \( k, 1 \leq k \leq N_b \) is defined by a condition \( n_k \leq N_a < n_{k+1} \). This proves that if we require condition (2.28) on coefficients \( f_{n_1, \ldots, n_{N_b}} \), then the matrix \( \bar{d} \) is a totally nonegative (positive, if all inequalities in (2.28) are strict) one (see (16,17).

In what follows it is convenient to continue indexes of \( \kappa_n, f_{n_1, \ldots, n_{N_b}}, \) etc, periodically by \( \mathcal{N} \) on the whole \( \mathbb{Z} \) by means of condition:

\[
n \to n (\text{mod} \mathcal{N}).
\]  

Then Eq. (2.25) can be written as

\[
\tau(x) = \sum_{n \leq n_1 < n_2 < \cdots < n_{N_b} \leq N+n-1} f_{n_1, \ldots, n_{N_b}} \prod_{l=1}^{N_b} e^{K_{\kappa_l}(x)},
\]

where the r.h.s. is independent of \( n \), and where coefficients \( f_{n_1, \ldots, n_{N_b}} \) are defined by (2.26) taking (2.31) into account. Thanks to (2.1) and (2.31) we can prove the following lemma.

**Lemma 2.1** Let

\[
g_{l,m,n} = (\kappa_l - \kappa_m)(\kappa_n - \kappa_{n+N_b})(\kappa_l + \kappa_m - \kappa_n - \kappa_{n+N_b}).
\]

Then

\[
g_{l,m,n} \geq 0 \quad \text{for any} \quad n \in \mathbb{Z}, \quad l = n, \ldots, n + N_b, \quad m = n + N_b, \ldots, \mathcal{N} + n,
\]

and equality takes place only when \( l \) and \( m \) independently take values \( n \) or \( n + N_b \) by \( \text{mod} \mathcal{N} \).

**Proof.** Thanks to (2.31) it is enough to prove the lemma for \( n = 1, \ldots, \mathcal{N} \). For these values of \( n \) the \( \kappa_n \)'s are ordered as in (2.1). For other values the ordering is obtained by coming back by means of (2.31) to values belonging to the interval \( n = 1, \ldots, \mathcal{N} \). Thus, when \( n = 1, \ldots, N_a \) then \( n, n + N_b \) and \( l \) are not more than \( \mathcal{N} \) (see (16,6)), but instead of the interval for \( m \) given in (2.31) we get two intervals: \( m = n + N_b, \ldots, \mathcal{N} \) and \( m = 1, \ldots, n \). Then for given values of \( n, l \) and \( m \) in the first interval lemma follows because the first factor in (2.33) is nonpositive, the second one negative and the third one nonnegative. Zero of the first factor is possible only for \( l = m \) and then \( l = m = n + N_b \) and of the third factor only when both \( l = n \) and \( m = n + N_b \) (all equalities by \( \text{mod} \mathcal{N} \)). In the second case the first factor is nonnegative (zero only at \( l = m = n \) (mod\( \mathcal{N} \)), the second one is negative and the third one is nonpositive (zero only at \( l = n + N_b, m = n \)). In the interval \( n = N_a + 1, \ldots, \mathcal{N} \) we write by (2.31) \( \kappa_{n+N_b} = \kappa_{n-N_a} \), so that again \( n \) and \( n - N_a \) belong to the interval \( 1, \ldots, \mathcal{N} \). Now the interval of \( l \) given in (2.31) decouples in two intervals \( n, \ldots, \mathcal{N} \) and \( 1, \ldots, n - N_a \), while \( m = n - N_a, \ldots, n \), so it is positive and less than \( \mathcal{N} \). Then for these values of \( n, m \) and \( l \) in the first interval thanks to (2.31) the first factor in (2.33) is nonnegative (zero only when \( l = m = n \) (mod\( \mathcal{N} \)), the second factor is positive, and the third one is nonnegative (zero only when \( l = n \) and \( m = n + N_b \)). In the case of the second interval the first factor is nonpositive (zero only when \( l = m = n - N_a = n + N_b \) (mod\( \mathcal{N} \)), the second factor is positive and the third factor is nonpositive (zero only when \( l = n - N_a = n + N_b \) (mod\( \mathcal{N} \)) and \( m = n \)).
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Figure 1: Sector $\sigma_n$ corresponds to $N_a + 2 \leq n \leq N - 1$.

3 Asymptotic behavior of the $\tau$-function and potential $u(x)$

Here we study the asymptotic behavior of the function $\tau(x)$ that by (2.25) is determined by interrelations between functions $K_n(x)$ for different $n$. Since by (2.2)

$$K_l(x) - K_m(x) = (\kappa_l - \kappa_m)(x_1 + (\kappa_l + \kappa_m)x_2), \quad \text{for any } l, m \in \mathbb{Z},$$

that is, these differences are linear with respect to the space variables, the asymptotic behavior must have sectorial structure on the $x$-plane. In order to describe this structure we introduce rays $r_n$ given by

$$r_n = \{x : x_1 + (\kappa_n + N_b + \kappa_n)x_2 = 0, (\kappa_n + N_b - \kappa_n)x_2 < 0\}, \quad n = 1, \ldots, N,$$

that intersect the lines $x_2 = \pm 1$, respectively, at the points

$$(\kappa_n + N_b + \kappa_n, -1) \quad \text{for } n = 1, \ldots, N_a,$$
$$(-\kappa_n + N_b - \kappa_n, 1) \quad \text{for } n = N_a + 1, \ldots, N.$$  \hfill (3.3)

Thanks to (2.1) and (2.31),

$$\kappa_n + N_b - \kappa_n > 0, \quad n = 1, \ldots, N_a,$$
$$\kappa_n + N_b - \kappa_n < 0, \quad n = N_a + 1, \ldots, N,$$

therefore, increasing $n$ from 1 to $N_a$ the ray rotates anticlockwise in the lower half $x$-plane, crosses the positive part of the $x_1$-axis in coming to $n = N_a + 1$ and, then, rotates anticlockwise in the upper half $x$-plane up to $n = N$ and, finally, crossing the negative part of the $x_1$-axis, for $n = N + 1$ comes back to the ray $r_1$ thanks to (2.31), see Fig. 1.

Let us assume that some rays, say, $r_m$ and $r_n$, where for definiteness $m < n$, are parallel. By (3.2) this means that $\kappa_m + N_b + \kappa_m = \kappa_n + N_b + \kappa_n$, i.e., that $\kappa_n - \kappa_m = \kappa_m + N_b - \kappa_n + N_b,$
where the l.h.s. is positive thanks to \((2.1)\). Then, because of \((2.3)\), it is easy to see that the r.h.s. can be positive only if \(1 \leq m \leq N_a < n \leq N\), so that by \((2.2)\) ray \(r_m\) is in the bottom half-plane and \(r_n\) in the upper one. Thus rays can be parallel only if they belong to different half-planes, but in the case \(N_a \neq N_b\) this is possible for a special choice of the parameters \(\kappa_a\) only. On the contrary, in the case \(N_a = N_b\) all pairs \(r_n\) and \(r_{n+N_a}\), \(n = 1, \ldots, N_a\), and only these pairs give parallel rays. In the special case \(N_a = N_b = 1\) we get two rays producing the straight line \(x_1 + (\kappa_1 + \kappa_2)x_2 = 0\) that divides the \(x\)-plane in two half-planes.

Now we introduce sectors \(\sigma_n\), which are subsets of the \(x\)-plane characterized as

\[
\sigma_n = \{x : K_{n-1}(x) < K_{n+N_b-1}(x) \text{ and } K_n(x) > K_{n+N_b}(x)\}, \quad n = 1, \ldots, N.
\]

(3.6) sigman

Thanks to \((3.1)\) and the discussion above it follows that the sectors \(\sigma_n\) are sharp (for \(N > 2\)) angular sectors with vertexes at the origin of the coordinates bounded from the right (looking from the origin) by the ray \(r_{n-1}\) and from the left (looking from the origin) by the ray \(r_n\).

With the increasing of \(n\) sectors \(\sigma_n\) are ordered anticlockwise, starting “from the left” with the sector \(\sigma_1\), that includes the negative part of the \(x_1\)-axis, and, then, with the sectors \(\sigma_n\) \((n = 2, \ldots, N_a)\) in the bottom half-plane, the sector \(\sigma_{N_a+1}\) “to the right”, that includes the positive part of the \(x_1\)-axis, and the sectors \(\sigma_n\) \((n = N_a + 2, \ldots, N)\) on the upper half-plane, finishing with the sector \(\sigma_N\) tangent to the sector \(\sigma_1\), covering in this way the whole \(x\)-plane with the exception of the bordering rays \(r_n\). Therefore, the sectors \(\sigma_n\) define a \(N\)-fold discretization of the round angle at the origin, with \(n\) playing the role of a discrete angular variable, see Fig. 1. It is clear that in the study of asymptotic behavior of \(\tau\)-function we consider \(x\)-plane as vector space, as finite part of \(x\) when \(x \to \infty\) is irrelevant. For determining the directions of rays \(r_n\) and sectors \(\sigma_n\), we introduce the vectors

\[
y_n = (\kappa_n^2 - \kappa_n^2, \kappa_n - \kappa_{n+N_b}), \quad n = 1, \ldots, N,
\]

(3.7) pointn'

that enables us to give the following definition.

**Definition 3.1** We say that \(x \to \infty\) along the ray \(r_n\) if \(x \to \infty\) and there exists such function \(\alpha(x) \to +\infty\) that \(x - \alpha(x)y_n\) is bounded. This will be denoted as \(x \xrightarrow{r_n} \infty\).

We say that \(x \to \infty\) in the sector \(\sigma_n\), \(n = 1, \ldots, N\), if \(x \to \infty\) and there exist such functions \(\alpha(x) \to +\infty\) and \(\beta(x) \to +\infty\) that \(x - \alpha(x)y_n - \beta(x)y_n\) is bounded. This will be denoted as \(x \xrightarrow{\sigma_n} \infty\).

Notice that for \(x \xrightarrow{r_n} \infty\)

\[
K_n(x) - K_{n+N_b}(x) \quad \text{is bounded and} \quad (\kappa_n + \kappa_{n+N_b})x_2 \to -\infty,
\]

(3.8) def12

and for \(x \xrightarrow{\sigma_n} \infty\)

\[
K_{n+N_b-1}(x) - K_{n-1}(x) \to +\infty, \quad K_n(x) - K_{n+N_b}(x) \to +\infty,
\]

(3.9) def11

as follows directly from the definition. In fact we can prove a more general statement.

**Lemma 3.1** Let \(N_a, N_b \geq 1\), and \(n \in \mathbb{Z}\) arbitrary. Then

1. if \(x \xrightarrow{r_n} \infty\) then \(K_l(x) - K_m(x) \to +\infty\) or bounded for any \(l = n, \ldots, n + N_b\) and \(m = n + N_b, \ldots, N + n\), where boundedness takes place if and only if \((l, m) = (n, n), (n, n + N_b), (n + N_b, n), (n + N_b, n + N_b);\)

2. if \(x \xrightarrow{\sigma_n} \infty\) then \(K_l(x) - K_m(x) \to +\infty\) for any \(l = n, \ldots, n + N_b - 1\) and \(m = n + N_b, \ldots, N + n - 1;\)

8
where summation in indexes is always understood by mod \( \mathcal{N} \).

\textbf{Proof.} Thanks to (3.1) and (3.7), we have that \( K_i(y_n) - K_m(y_n) = g_{i,m,n} \). Then the first statement of the lemma follows directly from Definition (3.1) and Lemma (2.1). In the same way we get that \( K_i(x) - K_m(x) = \alpha g_{i,m,n-1} + \beta g_{i,m,n} \) under substitution \( x = \alpha y_{n-1} + \beta y_n \). Then the second statement of the lemma follows from the second statement of the Lemma (2.1) while intervals for \( l \) and \( m \) appear as intersections of the corresponding intervals in (2.34) for \( n \) and \( n \to n-1 \).

Now we can prove the following Theorem.

\begin{theorem}

The asymptotic behavior of \( \tau(x) \) for \( x \to \infty \) is given by

\begin{align*}
\tau(x) &= (z_n + z_{n+1} e^{K_{n+1}(x) - K_n(x)} + o(1)) \exp \left( \sum_{j=n}^{n+N_b-1} K_j(x) \right), \quad (3.10) \\
\tau(x) &= (z_n + o(1)) \exp \left( \sum_{l=n}^{n+N_b-1} K_l(x) \right), \quad (3.11)
\end{align*}

for any \( n \in \mathbb{Z} \), where coefficients \( z_n \) are defined as

\[ z_n = f_{n,n+1,...,n+N_b-1} \equiv V(\kappa_n,...,\kappa_n+K_b-1)D(n,...,n+N_b-1), \quad (3.12) \]

(cf. (2.22)). Terms \( o(1) \) are decaying exponentially.

\textbf{Proof.} Using representation (2.32), we can write

\[ \exp \left( - \sum_{l=n}^{n+N_b-1} K_l(x) \right) \tau(x) = \]

\[ = \sum_{n \leq n_1 < n_2 < \cdots < n_{N_b} \leq N + n - 1} f_{n_1,...,n_{N_b}} \exp \left( \sum_{j=1}^{N_b} K_{n_j}(x) - \sum_{l=n}^{n+N_b-1} K_l(x) \right), \quad (3.13) \]

Let us consider first the asymptotics when \( x \to \infty \). Then each term \( K_{n_j}(x) \) either cancels with some term in the last sum, when the index \( n_j \) equals by mod \( \mathcal{N} \) one index \( l \) in the interval \( \{n,...,n + N_b - 1\} \), i.e., an interval of the index \( l \) in Lemma (3.1), or belong to the interval \( \{n + N_b,...,N + n - 1\} \). Thus by Lemma (3.1) all these exponents at infinity are negative with the only exception of the case where \( \{n_1,...,n_{N_b}\} = \{n,...,n + N_b - 1\}(\text{mod } \mathcal{N}) \). This proves (3.11). Proof of (3.10) goes in the same way with the only difference that we use the first statement of the Lemma (3.1). Statement on the asymptotic behavior of the terms of \( o(1) \) kind is obvious by construction.

As we see from (3.10) and (3.11), the leading asymptotic behavior is fixed by this theorem only if all

\[ z_n > 0, \quad n = 1,...,N. \quad (3.14) \]

This condition is a sufficient for the regularity of the potential at large \( x \), while specific examples show that it is not sufficient for the regularity of the potential in all the \( x \)-plane. We also see that the asymptotics along the ray direction \( r_n \) is given by the sum of the leading terms obtained for \( x \to \infty \) and \( x \to \infty \). Since the exponential factor cancels out when expansion (3.10) of \( \tau(x) \) is inserted in (2.32), the factor in parenthesis gives the ray behavior of the potential \( u(x) \) at infinity. Thus, if condition (3.14) is imposed potential \( u(x) \) has
exactly \( N \) rays \( r_n \), obeying nontrivial asymptotic behavior of onesoliton potential (cf. (1.4)) with parameters \( \kappa_n \) and \( \kappa_n + N_b \). Explicitly, taking into account (2.31) we get the following ray structure and asymptotic behavior of the potential along rays:

\[
x_2 \to -\infty, \quad x_1 + (\kappa_n + \kappa_n + N_b) x_2 \text{ being bounded:}
\]

\[
u(x) \approx -2\partial^2_{x_1} \log(z_n + z_{n+1} e^{K_n + K_n + N_b(x)}) , \quad n = 1, \ldots, N_a.
\]

(3.15) down

and

\[
x_2 \to +\infty, \quad x_1 + (\kappa_n + \kappa_n + N_a) x_2 \text{ being bounded:}
\]

\[
u(x) \approx -2\partial^2_{x_1} \log(z_{n+N_a} + z_{n+N_a+1} e^{K_n(x) - K_n(x)}) , \quad n = 1, \ldots, N_b.
\]

(3.16) up

i.e., \( N_a \) asymptotic rays in the bottom half plane and \( N_b \) asymptotic rays in the upper half-plane. Asymptotic behavior inside sectors \( \sigma_n \) is given by (3.11) where the only \( x \)-dependent term is the exponential factor. Taking into account its linear dependence on \( x \) and (3.14) we get that \( \nu(x) \) decays exponentially in all directions inside all sectors.

4 Concluding remarks

Asymptotic behavior of the \( \tau \)-function and potential derived here is based on condition (3.14) allowing vanishing or negative values of coefficients in (2.25) different from \( z_n \) (see (3.12)). Thanks to (3.14) we were able to find explicitly that the ray directions are given by the sums \( \kappa_n + \kappa_n + N_b \), with \( n = 1, \ldots, N \), and to derive the exact asymptotic behavior of the \( \tau \)-function on the \( x \)-plane. Let us mention that analogous result was derived in [18] for a very special subclass of solitonic potentials, given by matrix \( D \) in (2.6) equal to a product of a diagonal matrix by the matrix transpose to \( V \). As we mentioned above, condition (3.14) does not guarantee (in contrast to (2.28)) absence of singularities of the potential \( \nu(x) \).

But (3.10) and (3.11) prove that thanks to (3.14) singularities of the potential (2.5) cannot appear in asymptotics, as inside sectors \( \nu(x) \) \( \to 0 \) and along rays \( r_n \) it is given by (3.15) and (3.16), that is also finite thanks to (3.14). Let us emphasize that parameters \( N_a \) and \( N_b \) giving numbers of rays of the \( \tau \)-function and potential in the bottom and upper half-planes, correspondingly, appeared in [10] as numbers of poles of the Jost and dual Jost solutions.

And, finally, we mention that Theorem (3.1) is also valid when all inequalities in the regularity requirement (2.28) are strict, i.e., all maximal minors of the matrix \( D \) are positive, as this condition is stronger than (3.14) that was enough to prove the theorem.

5 Acknowledgments

This work is supported in part by the grant RFBR \# 08-01-00501, grant RFBR–CE \# 09-01-92433, Scientific Schools 8265.2010.1, by the Program of RAS “Mathematical Methods of the Nonlinear Dynamics,” by INFN, by the grant PRIN 2008 “Geometrical methods in the theory of nonlinear integrable systems,” and by Consortium E.I.N.S.T.E.I.N. AKP thanks Department of Physics of the University of Salento (Lecce) for kind hospitality.

References

[1] B. B. Kadomtsev and V. I. Petviashvili, “On the stability of solitary waves in weakly dispersive media,” Sov. Phys. Dokl. 192 (1970) 539–541
[2] V. S. Dryuma, “Analytic solution of the two-dimensional Korteweg–de Vries (KdV) equation,” *Sov. JETP Lett.* **19** (1974) 387–388

[3] V. E. Zakharov and A. B. Shabat, “A scheme for integrating the non-linear equations of mathematical physics by the method of the inverse scattering problem,” *Func. Anal. Appl.* **8** (1974) 226–235

[4] M. J. Ablowitz, D. Bar Yacoov and A. S. Fokas, “On the inverse scattering transform for the Kadomtsev-Petviashvili equation,” *Stud. Appl. Math.* **69** (1983) 135–143

[5] V. G. Lipovsky, “Hamiltonian structure of the Kadomtsev–Petviashvili–II equation in the class of decreasing Cauchy data,” *Funct. Anal. Appl.* **20** (1986) 282–291

[6] M. V. Wickerhauser, “Inverse scattering for the heat operator and evolutions in 2+1 variables,” *Commun. Math. Phys.* **108** (1987) 67–89

[7] P. G. Grinevich and S. P. Novikov, “Two-dimensional inverse scattering problem at negative energy and generalized analytic functions. I. Energy below a ground state,” *Funct. Anal. Appl.* **22** (1988) 19–27

[8] M. Boiti, F. Pempinelli and A. K. Pogrebkov, “Scattering Transform for the nonstationary Schrödinger equation with a bidimensionally perturbed N-soliton potential,” *J. Math. Phys.* **47** 123510 (2006) 1–43

[9] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “Inverse scattering theory of the heat equation for the perturbed 1-soliton potential,” *J. Math. Phys* **43** (2002) 1044–1062

[10] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “Building extended resolvent of heat operator via twisting transformations,” *Theor. Math. Phys.* **159** (2009) 721–733

[11] M. Boiti, F. Pempinelli, A. Pogrebkov and B. Prinari, “Towards an Inverse Scattering theory for non decaying potentials of the heat equation,” *Inverse Problems* **17** (2001) 937–957

[12] M. Boiti, F. Pempinelli, A.K. Pogrebkov and B. Prinari, “The equivalence of different approaches for generating multisoliton solutions of the KPII equation,” *Theor. Math. Phys.* **165** (2010) 1237–1255

[13] Y. Kodama, “KP solitons in shallow water,” *J. Phys. A: Math. Theor.* **43** (2010) 434004 (54pp)

[14] G. Biondini and S. Chakravarty, “Elastic and inelastic line-soliton solutions of the Kadomtsev–Petviashvili II equation,” *Math. Comp. Simul.* **74** (2007) 237–250

[15] F. R. Gantmacher, *Théorie des matrices*, Editions Jacques Gabay (1990)

[16] T. Ando, “Totally Positive Matrices,” *Linear Algebra and Its Applications* **90** (1987) 165–219

[17] F.R. Gantmacher and M.G. Krein, *Oscillation Matrices and Kernels and Small Vibrations of Mechanical Systems*, AMS, Providence (2002). *Oszillationsmatrizen, Oszillationskerne und kleine Schwingungen Mechanischer Systeme*, Akademie-Verlag, Berlin (1960)
[18] G. Biondini and Y. Kodama, “On a family of solutions of the Kadomtsev–Petviashvili equation which also satisfy the Toda lattice hierarchy,” J. Phys. A: Math. Gen. 36 (2003) 10519–10536