COUNTING DEGENERATE POLYNOMIALS OF FIXED DEGREE AND BOUNDED HEIGHT

ARTŪRAS DUBICKAS AND MIN SHA

Abstract. In this paper, we give sharp upper and lower bounds for the number of degenerate monic (and arbitrary, not necessarily monic) polynomials with integer coefficients of fixed degree \( n \geq 2 \) and height bounded by \( H \geq 2 \). The polynomial is called degenerate if it has two distinct roots whose quotient is a root of unity. In particular, our bounds imply that non-degenerate linear recurrence sequences can be generated randomly.

1. Introduction

Recall that every linear recurrence sequence \( s_0, s_1, s_2, \ldots \) of order \( n \geq 2 \) satisfies the linear relation

\[
 s_{k+n} = a_1 s_{k+n-1} + \cdots + a_n s_k \quad (k = 0, 1, 2, \ldots).
\]

Here, we suppose that the coefficients \( a_1, \ldots, a_n \) and the initial values \( s_0, \ldots, s_{n-1} \) of the sequence are some elements of a number field \( K \), where \( a_n \neq 0 \) and \( s_j \neq 0 \) for at least one \( j \) in the range \( 0 \leq j \leq n - 1 \). The characteristic polynomial of this linear recurrence sequence is

\[
 f(X) = X^n - a_1 X^{n-1} - \cdots - a_n \in K[X].
\]

The sequence (1.1) is called degenerate if \( f \) has a pair of distinct roots whose quotient is a root of unity; otherwise the sequence (1.1) is called non-degenerate. It is well-known that the sequence (1.1) may have infinitely many zero terms only if it is degenerate, whereas the non-degenerate sequences contain only finitely many zero terms. See, for instance, [13, Section 2.1] for more details and more references.

Since non-degenerate linear recurrence sequences have much more applications in practice, it is important to investigate how often they occur. If we choose \( a_1, \ldots, a_n \) as rational integers (or rational numbers), the results of this paper imply that almost every linear recurrence sequence generated randomly is non-degenerate.
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By adopting this terminology, we say that a polynomial \( f \in \mathbb{C}[X] \) is *degenerate* if it has a pair of distinct roots whose quotient is a root of unity. Note that there already exist some methods for testing whether a given polynomial with integer coefficients is degenerate or not, see, e.g., [7]. In the sequel, all the polynomials we consider have integer coefficients except in few cases when this will be indicated explicitly.

We first define the set \( S_n(H) \) of degenerate monic polynomials with integer coefficients of degree \( n \geq 2 \) and of height at most \( H \), that is,

\[
S_n(H) = \{ f(X) = X^n + a_1X^{n-1} + \cdots + a_n \in \mathbb{Z}[X] : \\
\text{f is degenerate, } |a_j| \leq H, j = 1, \ldots, n \}.
\]

Throughout, the height of a polynomial is defined to be the largest modulus of its coefficients. Then, we define

\[
D_n(H) = |S_n(H)|,
\]

where \( |A| \) is the cardinality of the set \( A \).

To state our results we shall use the following standard notation. Throughout the paper, we use the Landau symbol \( O \) and the Vinogradov symbol \( \ll \). Recall that the assertions \( U = O(V) \) and \( U \ll V \) (sometimes we will write this also as \( V \gg U \) are both equivalent to the inequality \( |U| \leq CV \) with some constant \( C > 0 \). In this paper, the constants implied in the symbols \( O, \ll \) and in the phrase “up to some constant” only depend on the degree \( n \); also, when we say “finitely many”, this means that the exact quantity also depends on the degree \( n \) only. In the sequel, we always assume that \( H \) is a positive integer (greater than 1 if there is the factor \( \log H \) in the corresponding formula), and \( n \) is an integer greater than 1.

The main result of this paper is the following:

**Theorem 1.1.** For any integers \( n \geq 2 \) and \( H \geq 2 \), we have the following sharp bounds for \( D_n(H) \):

\[
H \ll D_2(H) \ll H, \\
H \log H \ll D_3(H) \ll H \log H, \\
H^{n-2} \ll D_n(H) \ll H^{n-2} \quad (n \geq 4).
\]

When \( n \) is fixed, Theorem 1.1 says that the proportion of degenerate monic polynomials among the monic polynomials of degree \( n \) and height at most \( H \) tends to zero as \( H \to \infty \). So, degenerate polynomials cannot be efficiently constructed by a random generation. It is easy to construct reducible degenerate polynomials. But it is not easy to construct irreducible degenerate polynomials of high degree \( n \) other than polynomials of the form \( g(X^\ell) \) or \( \prod_{j=1}^\ell g(\xi_jX) \) with irreducible (and
satisfying some further restrictions) \( g \in \mathbb{Z}[X] \) of degree \( n/\ell \), where \( \xi_1, \ldots, \xi_\ell \) are the conjugates of a root of unity \( \xi_1 \) of degree \( \ell \). Several other examples can be found in [7].

In order to obtain lower and upper bounds on the number \( D_n(H) \), we define \( I_n(H) \) and \( R_n(H) \) as the numbers of irreducible and reducible polynomials \( f \in S_n(H) \), respectively, so that

\[
D_n(H) = I_n(H) + R_n(H).
\]

In fact, by an explicit construction, it is quite easy to obtain the claimed lower bound for \( D_n(H) \), whereas all the difficulties lie in getting the claimed upper bound for \( D_n(H) \). Our approach is to first estimate \( I_n(H) \) and \( R_n(H) \), respectively, and then sum them up.

Now, we state the following sharp estimates for \( I_n(H) \) and \( R_n(H) \), and, furthermore, we discover an interesting phenomenon.

**Theorem 1.2.** Let \( n \geq 2 \) and \( H \geq 1 \) be two integers, and let \( p \) be the smallest prime divisor of \( n \). Then

\[
H^{n/p} \ll I_n(H) \ll H^{n/p}.
\]

For \( R_n(H) \), our bounds are the following:

**Theorem 1.3.** For integers \( n \geq 2 \) and \( H \geq 2 \), we have

\[
R_2(H) = \lfloor \sqrt{H} \rfloor,
\]

\[
H \log H \ll R_3(H) \ll H \log H,
\]

\[
H^{n-2} \ll R_n(H) \ll H^{n-2} \quad (n \geq 4).
\]

From Theorems 1.2 and 1.3, for each \( n \geq 5 \), we have \( H I_n(H) \ll R_n(H) \). Roughly speaking, most of the degenerate monic polynomials of degree \( n \geq 5 \) are reducible. The reason why this is of interest is that the proportion of reducible monic polynomials of degree \( n \geq 2 \) among all the monic polynomials of degree \( n \) and height at most \( H \) tends to zero as \( H \to \infty \). However, in the set \( S_n(H) \), \( n \geq 5 \), the proportion of irreducible polynomials tends to zero as \( H \to \infty \).

It is easy to see that Theorem 1.1 is a direct corollary of Theorems 1.2 and 1.3. We will prove Theorems 1.2 and 1.3 in Sections 3 and 4, respectively.

Actually, in a similar way we can count the number of degenerate (not necessarily monic) polynomials with integer coefficients of fixed degree and bounded height. Consider the set

\[
S_n^*(H) = \{ f(X) = a_0 X^n + a_1 X^{n-1} + \cdots + a_n \in \mathbb{Z}[X] : a_0 \neq 0, f \text{ is degenerate, } |a_j| \leq H, j = 0, 1, \ldots, n \}.
\]
Put \( D_n^*(H) = |S_n^*(H)| \). As above, define \( I_n^*(H) \) and \( R_n^*(H) \) as the numbers of irreducible and reducible polynomials \( f \in S_n^*(H) \), respectively, so that
\[
D_n^*(H) = I_n^*(H) + R_n^*(H).
\]

To make these definitions precise, we recall that, in general, a non-zero non-unit element of a commutative ring \( R \) is said to be irreducible if it is not a product of two non-units and reducible otherwise. In this paper, the polynomials in \( \mathbb{Z}[x] \) are called irreducible if they are irreducible in the ring \( \mathbb{Q}[x] \). Note that there is a slight difference between the irreducibility of a polynomial with integer coefficients in the rings \( \mathbb{Z}[x] \) and \( \mathbb{Q}[x] \). For example, any linear polynomial is irreducible in \( \mathbb{Q}[x] \), but, e.g., \( ax + a \) with integer \( a \geq 2 \), is reducible in \( \mathbb{Z}[x] \), whereas the polynomial \( x^2 - 1 \) is reducible in both rings \( \mathbb{Z}[x] \) and \( \mathbb{Q}[x] \).

The analogue of Theorem 1.1 can be stated as follows:

**Theorem 1.4.** For any integers \( n \geq 2 \) and \( H \geq 2 \), we have
\[
H^2 \ll D_2^*(H) \ll H^2,
\]
\[
H^2 \log H \ll D_3^*(H) \ll H^2 \log H,
\]
\[
H^{n-1} \ll D_n^*(H) \ll H^{n-1} \quad (n \geq 4).
\]

Comparing Theorems 1.1 with 1.4, we see that in Theorem 1.4 there is an extra factor of \( H \). This phenomenon occurs naturally in this kind of problems: compare, for instance, [5] (monic case) with [12] and [18] (general case), or [10] (monic case) with [16] (both cases; see also [15]).

In Section 5 we shall state Theorems 5.1 and 5.2 that are analogues of Theorems 1.2 and 1.3 with an extra factor of \( H \) (except for reducible quadratic polynomials when the bounds in monic and arbitrary cases are different, \( \sqrt{H} \) and \( H \log H \), respectively).

In the next section we give some preliminaries. In Sections 3 and 4 we obtain sharp bounds for \( I_n(H) \) (proving Theorem 1.2) and for \( R_n(H) \) (proving Theorem 1.3), respectively. In Section 5 we will complete the proof of Theorem 1.4. Finally, in Section 6 we will give some explicit formulas and evaluate some constants in our formulas for polynomials of low degree.

2. Preliminaries

In this section, we gather some preliminaries that will be useful later on.

Given a polynomial
\[
f(X) = a_0X^n + a_1X^{n-1} + \cdots + a_n = a_0(X - \alpha_1) \cdots (X - \alpha_n) \in \mathbb{C}[x],
\]
where $a_0 \neq 0$, its \textit{height} is defined by $H(f) = \max_{0 \leq j \leq n} |a_j|$, and its \textit{Mahler measure} by

$$M(f) = |a_0| \prod_{j=1}^{n} \max\{1, |a_j|\}.$$ 

For each $f \in \mathbb{C}[x]$ of degree $n$, these quantities are related by the following well-known inequality

$$H(f)^2 - n \leq M(f) \leq H(f) \sqrt{n+1},$$

for instance, see [26, (3.12)]. So, for fixed $n$, we have

$(2.1)$

$$H(f) \ll M(f) \ll H(f).$$

Let $\rho_k(n, H)$ be the number of monic polynomials

$$f(X) = X^n + a_1 X^{n-1} + \cdots + a_n \in \mathbb{Z}[X], \quad n \geq 2,$$

which are reducible in $\mathbb{Z}[X]$ with an irreducible factor of degree $k$, $1 \leq k < n/2$, satisfying

$$H(f) \leq H.$$

In [25], van der Waerden proved the following sharp lower and upper bounds for $\rho_k(n, H)$; see also [5].

\textbf{Lemma 2.1.} For integers $n \geq 3$ and $k \geq 1$, we have

$$H^{n-k} \ll \rho_k(n, H) \ll H^{n-k} \text{ if } 1 \leq k < n/2,$$

$$H^{n-k} \log H \ll \rho_k(n, H) \ll H^{n-k} \log H \text{ if } k = n/2.$$

This yields the following corollary.

\textbf{Corollary 2.2.} The number of reducible monic integer polynomials of degree $n \geq 3$ and height at most $H$ is $O(H^{n-1})$.

The asymptotical formula for the number of such polynomials was given by Chela in [5].

Similarly, if $\rho_k^*(n, H)$ is the number of polynomials

$$f(X) = a_0 X^n + a_1 X^{n-1} + \cdots + a_n \in \mathbb{Z}[X], \quad a_0 \neq 0, n \geq 2,$$

which are reducible in $\mathbb{Q}[X]$ with an irreducible factor of degree $k$, $1 \leq k < n/2$, and satisfy $H(f) \leq H$, then, by Theorem 4 of [18], we have the following:

\textbf{Lemma 2.3.} For integers $n \geq 3$ and $k \geq 1$, we have

$$H^{n-k+1} \ll \rho_k^*(n, H) \ll H^{n-k+1} \text{ if } 1 \leq k < n/2.$$

Furthermore, the number of reducible integer polynomials of degree $n \geq 3$ and height at most $H$ is $O(H^n)$. 


The asymptotical formula for the number of reducible integer polynomials of degree \( n \geq 2 \) and height at most \( H \) with a quite complicated constant was recently given in [12] (see [22, Example 266], [8] and [18] for some previous bounds in this problem). Many results and asymptotic formulas counting algebraic numbers of fixed degree and bounded heights (but other than naive height) have been obtained in [6] (Mahler measure), [19], [21] (multiplicative height) and in some very recent papers [1], [2].

Some special forms of polynomials will play an important role in getting lower and upper bounds. The one below is nontrivial. It was obtained by Ferguson [14]; see also the previous result of Boyd [3].

**Lemma 2.4.** If \( f \in \mathbb{Z}[X] \) is an irreducible polynomial which has \( m \) roots on a circle \( |z| = c \), at least one of which is real, then one has \( f(X) = g(X^m) \), where the polynomial \( g \in \mathbb{Z}[X] \) has at most one real root on any circle in the plane.

The following lemma concerning the upper bound of the moduli of roots of polynomials is a classical result due to Cauchy [4] (see also [20, Theorem 2.5.1] or [23, Theorem 1.1.3]).

**Lemma 2.5.** All the roots of the polynomial of degree \( n \geq 1 \)

\[
f(X) = a_0X^n + a_1X^{n-1} + \cdots + a_n \in \mathbb{C}[X],
\]

where \( a_0 \neq 0 \) and \((a_1, \ldots, a_n) \neq (0, \ldots, 0)\), are contained in the disc \( |z| \leq R \), where \( R \) is the unique positive solution of the equation

\[
|a_0|X^n - |a_1|X^{n-1} - \cdots - |a_{n-1}|X - |a_n| = 0.
\]

In particular, when \( f \in \mathbb{R}[X] \) is the left-hand side of (2.2), then \( X = R \) is the unique positive root of \( f \).

This lemma will assist us in constructing irreducible degenerate polynomials explicitly.

We also need the next result about the resultant of the polynomials \( f(X) \) and \( f(\eta X) \), where \( \eta \neq 1 \).

**Lemma 2.6.** Let \( f(X) = a_0X^n + a_1X^{n-1} + \cdots + a_n \) be a polynomial of degree \( n \geq 2 \) and with unknown integer coefficients, and let \( \eta \neq 1 \) be a complex number. Assume that \( f(X) \neq f(\eta X) \). Then, for any fixed \( a_0, a_1, \ldots, a_{n-1} \), the resultant \( \text{Res}(f(X), f(\eta X)) \) is a non-zero polynomial in \( a_n \) of degree at most \( n \).

**Proof.** Assume that \( x \) is a common root of \( f(X) \) and \( f(\eta X) \). Then, \( x \) is also a root of \( f(X) - f(\eta X) \). Since \( f(X) - f(\eta X) \) is a non-zero polynomial, there are at most \( n \) values of \( x \) for which \( f(x) - f(\eta x) = 0 \).
Now, let us fix $a_0, a_1, \ldots, a_{n-1}$. Suppose that $\operatorname{Res}(f(X), f(\eta X))$ is zero identically. Then, for any $a_n \in \mathbb{Z}$, $f(X)$ and $f(\eta X)$ have common roots. Since there are at most $n$ values for those possible common roots, there exist $a_n, a'_n \in \mathbb{Z}$, $a_n \neq a'_n$, such that the two polynomials $a_0 X^n + a_1 X^{n-1} + \cdots + a_{n-1} X + a_n$ and $a_0 X^n + a_1 X^{n-1} + \cdots + a_{n-1} X + a'_n$ have common roots. But this is possible only if $a_n = a'_n$, which leads to a contradiction. In addition, by the definition of the resultant by a Sylvester matrix, it is easy to see that the degree of the polynomial $\operatorname{Res}(f(X), f(\eta X))$ in $a_n$ is at most $n$.

This gives the next upper bounds for $D_n(H)$ (and $D^*_n(H)$), which (although they are not sharp for $n > 2$) will be useful afterwards.

**Proposition 2.7.** For each integer $n \geq 2$, we have $D_n(H) = O(H^{n-1})$ and $D^*_n(H) = O(H^n)$.

**Proof.** Notice that, for fixed $n \geq 2$, there are only finitely many roots of unity which are ratios of two algebraic numbers of degree at most $n$. (See, e.g., [17] or [9], Corollary 1.3] for a more precise result asserting that $\deg(\alpha/\alpha') \leq \deg \alpha$ whenever $\alpha, \alpha'$ are two conjugate algebraic numbers whose quotient $\alpha/\alpha'$ is a root of unity.)

If $f(X) = a_0 X^n + a_1 X^{n-1} + \cdots + a_n \in \mathbb{Z}[X]$ is degenerate, then there exists a root of unity $\eta \neq 1$ which is the ratio of two distinct roots of $f$ (note that there are only finitely many values for such $\eta$). So, $f(X)$ and $f(\eta X)$ have a common root. Hence, the resultant

$$R_\eta(a_0, a_1, \ldots, a_n) = \operatorname{Res}(f(X), f(\eta X))$$

vanishes. Furthermore, viewing $R_\eta(a_0, a_1, \ldots, a_n)$ as a polynomial with respect to $a_0, a_1, \ldots, a_n$, every point $(a_0, a_1, \ldots, a_n)$ at which $R_\eta$ vanishes corresponds to a degenerate polynomial $f$.

Clearly, the number of such polynomials $f$ with $a_{n-1} = 0$ is $O(H^n)$. Now, let us assume that $a_{n-1} \neq 0$. Then $f(X) \neq f(\eta X)$. By Lemma 2.6, if we fix $a_0, a_1, \ldots, a_{n-1}$, $R_\eta(a_0, a_1, \ldots, a_n)$ is a non-zero polynomial in $a_n$ of degree at most $n$. Thus, there are at most $n$ values of $a_n$. Hence, the equation $R_\eta(a_0, a_1, \ldots, a_n) = 0$ has $O(H^n)$ integer solutions in variables $a_0, a_1, \ldots, a_n$ with $|a_0|, |a_1|, \ldots, |a_n| \leq H$. Finally, by summing up the number of these integer solutions running through all possible values of $\eta$, we get $D^*_n(H) = O(H^n)$.

In the monic case, the value of $a_0$ is fixed, $a_0 = 1$, so, for $D_n(H)$, we obtain $D_n(H) = O(H^{n-1})$. □

3. **Sharp bounds for $I_n(H)$**

In this section, we will obtain sharp bounds for $I_n(H)$ (this is perhaps the most difficult part of the paper).
Let \( f \in \mathbb{Z}[X] \) be an irreducible polynomial of degree \( n \geq 2 \). We say that two of its roots \( \alpha \) and \( \beta \) belong to the same equivalence class if their quotient is a root of unity. Suppose that there are \( s(f) \) distinct equivalence classes. Using the Galois action on the roots of \( f \), it is easy to see that each equivalence class contains the same number of elements, say, \( \ell(f) \) roots of \( f \). Thus, as in [11] (see also [24]), we have

\[
(3.1) \quad n = s(f)\ell(f).
\]

Clearly, any irreducible polynomial \( f \in \mathbb{Z}[X] \) is degenerate if and only if \( \ell(f) \geq 2 \). From now on, we will concentrate on monic polynomials and then explain in Section 5 the differences in the general (non-monic) case.

For integers \( n \geq 2, \ell \geq 2 \), we define the set

\[
S_{n,\ell}(H) = \{ f \in S_n(H) : f \text{ is irreducible, } \ell(f) = \ell \}.
\]

Then, putting \( I_{n,\ell}(H) = |S_{n,\ell}(H)| \), we have

\[
I_n(H) = \sum_{\ell=2}^n I_{n,\ell}(H).
\]

Evidently, by (3.1), we have \( I_{n,\ell}(H) = 0 \) when \( \ell \) does not divide \( n \). If \( n \) is an integer greater than 1 and \( \ell | n \), we can get the following sharp bounds for \( I_{n,\ell}(H) \):

**Proposition 3.1.** For any integer \( n \geq 2 \) and its any divisor \( \ell \geq 2 \), we have

\[
H^{n/\ell} \ll I_{n,\ell}(H) \ll H^{n/\ell}.
\]

*Proof.* Take any polynomial \( f \in S_{n,\ell}(H) \). Denote, for brevity, \( \ell(f) = \ell \) and \( s(f) = s \). Suppose that the \( s \) equivalence classes of roots of \( f \) are \( C_1, \ldots, C_s \). Let \( \beta_j \) be the product of all the elements of \( C_j \), \( 1 \leq j \leq s \). Then, every automorphism of the Galois group of \( \text{Gal}(K/\mathbb{Q}) \), where \( K \) is the splitting field of \( f \), which maps an element of \( C_i \) into an element of \( C_j \), maps a root of unity into a root of unity, so it maps all \( \ell \) elements of \( C_i \) into \( \ell \) elements of \( C_j \). Thus, \( \beta_1, \ldots, \beta_s \) are conjugate algebraic numbers. Hence,

\[
(3.2) \quad g(X) = (X - \beta_1) \cdots (X - \beta_s) \in \mathbb{Z}[X].
\]

We claim that there are only finitely many polynomials \( f \) corresponding to the same \( g \). Indeed, for \( 1 \leq j \leq s \), since the quotient of any two elements of \( C_j \) is a root of unity, we have \( \beta_j = \alpha_j \eta_j \) for some \( \alpha_j \in C_j \) and some root of unity \( \eta_j \), where the degree of \( \eta_j \) is bounded above by a constant depending only on \( n \). This implies that \( \beta_1, \ldots, \beta_s \) are distinct. Now, for every fixed \( \beta_j \), where \( 1 \leq j \leq s \), there are only
finitely many possible $\eta_j$, so there are also finitely many $\alpha_j$. Thus, if we fix $g$ (that is, fix $\beta_1, \ldots, \beta_s$), then there are only finitely many of such representatives in each equivalence class $\alpha_1 \in C_1, \ldots, \alpha_s \in C_s$. Since other roots of $f$ have the form $\alpha_j \xi_i$ with $1 \leq j \leq s$ and a root of unity $\xi_i$ of degree at most $n$, there are only finitely many such degenerate polynomials $f \in \mathbb{Z}[X]$. This completes the proof of the claim.

Note that $M(f) = M(g)$, so

$$H(f) \ll H(g) \ll H(f)$$

in view of (2.1). It follows that the number of such polynomials $f \in S_{n,\ell}(H)$ is bounded above by the number of those corresponding monic polynomials $g \in \mathbb{Z}[X]$ of degree $s = n/\ell$ and height at most $H$ (up to some constant), which is $O(H^{n/\ell})$. This proves the upper bound $I_{n,\ell}(H) \ll H^{n/\ell}$.

We remark that, for $n$ odd (but only for $n$ odd!), another proof of the inequality $I_{n,\ell}(H) \ll H^{n/\ell}$ can be given, by applying Lemma 2.4. Indeed, take a polynomial $f \in S_{n,\ell}(H)$. Since $n$ is odd, $f$ has at least one real root. Pick one equivalence class $C$ which has been defined above such that there is a real root $\alpha$ of $f$ contained in $C$. Notice that these $\ell$ roots in $C$ all have the same modulus $|\alpha|$. Assume that this circle contains $t \geq 1$ equivalence classes. (In general, $t$ can be greater than 1.) Then there are exactly $t\ell$ conjugates of $\alpha$ lying on the circle $|z| = |\alpha|$ and $\alpha$ is a real conjugate lying on $|z| = |\alpha|$. Hence, by Lemma 2.4, we must have $f(X) = g(X^{\ell})$ for some $g \in \mathbb{Z}[X]$. In particular, this means that the coefficient for any term $X^k$ of the polynomial $f$ with $\ell \nmid k$ is zero. So, as above, we obtain $I_{n,\ell}(H) \ll H^{n/\ell}$ (for $n$ odd).

For the lower bound, without restriction of generality we may assume that $H \geq 4$. Consider monic polynomials $g$ of degree $m = n/\ell$ of the form

$$g(X) = X^m - 2b_1X^{m-1} - \cdots - 2b_{m-1}X - 2(2b_m - 1),$$

where $1 \leq b_1, \ldots, b_{m-1} \leq \lfloor H/2 \rfloor$ and $1 \leq b_m \leq \lfloor H/4 \rfloor$. There are at least $\lfloor H/4 \rfloor^m$ of such polynomials $g$. They are all irreducible, by Eisenstein’s criterion with respect to the prime 2. Note that if $g$ is as above, then the polynomial $f(X) = g(X^\ell) \in \mathbb{Z}[X]$ has degree $n$ and height $H(f) = H(g) \leq H$. To complete the proof of the lower bound of the proposition, it remains to show that $f \in S_{n,\ell}(H)$.

By Lemma 2.5, let $\gamma = \gamma_1$ be the unique positive root of $g$. By the choice of coefficients in (3.3) and in view of Lemma 2.4, the polynomial $g$ has all its other roots $\gamma_2, \ldots, \gamma_m$ in the disc $|z| < \gamma$, so $g$ is non-degenerate. Hence, none of the quotients $\gamma_k/\gamma_j$, where $k \neq j$, is a root of unity. Since the $m\ell = n$ roots of $f$ are exactly $e^{2\pi i (k-1)/\ell \gamma_j^{1/\ell}}$, where
\(i = \sqrt{-1}, 1 \leq j \leq m \) and \(1 \leq k \leq \ell\), we must have \(f \in S_{n,\ell}(H)\) if \(f\) is irreducible.

Assume that \(f\) is reducible and that its irreducible factor \(f_1 \in \mathbb{Z}[X]\) has, say, \(t \geq 1\) roots on the circle \(|z| = \gamma_1^{1/\ell}\) including the root \(\gamma_1^{1/\ell}\).

Let \(K\) be the splitting field of \(f\) over \(\mathbb{Q}\). Since \(g\) is irreducible, for any \(2 \leq j \leq m\), there exists an automorphism of \(\text{Gal}(K/\mathbb{Q})\) that maps \(\gamma_1\) to \(\gamma_j\). It follows that \(\gamma_1^{1/\ell}\) has exactly \(t\) conjugates in each set \(e^{2\pi i (k-1)/\ell} \gamma_1^{1/\ell}\), where \(i = \sqrt{-1}\), \(j \geq 2\) is fixed and \(k = 1, \ldots, \ell\). Thus, as \(\deg f_1 < \deg f\), we have \(1 \leq t < \ell\) and the modulus of the product of all the conjugates of \(\gamma_1^{1/\ell}\) is equal to

\[
|f_1(0)| = |\gamma_1^{t/\ell} \gamma_2^{t/\ell} \cdots \gamma_m^{t/\ell}| = |g(0)|^{t/\ell} = 2^{t/\ell}(2b_m - 1)^{t/\ell} \in \mathbb{Z}.
\]

Now, it is easy to see that this is impossible, because the number \(2^{t/\ell}(2b_m - 1)^{t/\ell}\) is irrational in view of \(t < \ell\). \(\square\)

Now, we are ready to prove Theorem 1.2 which gives sharp bounds for the quantity \(I_n(H)\).

**Proof of Theorem 1.2.** Since \(I_{n,\ell}(H) = 0\) when \(\ell\) does not divide \(n\), we have

\[
I_n(H) = \sum_{\ell=2,\ell|n} I_{n,\ell}(H).
\]

The desired result follows immediately from Proposition 3.1, since the largest contribution comes from the term \(I_{n,p}(H)\), where \(p\) is the smallest prime divisor of \(n\). \(\square\)

4. **Sharp bounds for \(R_n(H)\)**

In order to get an upper bound for \(R_n(H)\), we need the following lemma, which may be of independent interest.

**Lemma 4.1.** For each integer \(n \geq 4\), the number of polynomials, contained in \(S_n(H)\) and having a linear factor, is bounded above by \(O(H^{n-2})\).

**Proof.** Every polynomial \(f\) we consider has the following form

\[f = g(X)h(X) \in S_n(H),\]

where \(g(X) = X + a\) for some \(a \in \mathbb{Z}\), and \(h(X)\) is a monic integer polynomial of degree \(n - 1\). Since \(M(f) = M(g)M(h)\), we have

\[H(f) \ll H(g)H(h) \ll H(f)\]

Note that the implied constants depend only on the degree \(n\), and are independent of \(f, g\) and \(h\). If \(H(g) = k \leq H\) (that is, \(a = \pm k\) for
k ≥ 2, and a = 0, ±1 for k = 1), then we have H(h) ≪ H/k for each
k = 1, \ldots, H.

Since f is degenerate, h is either degenerate or it has the linear
factor X − a (and so a ≠ 0, and h of degree n − 1 is reducible). In
both cases, either by Proposition 2.7 or by Corollary 2.2, the number of
such polynomials h is \(O((H/k)^{n-2})\). Notice that the constants implied
in the symbols ≪ and \(O\) depend only on \(n\) and are independent of \(k\)
and \(H\), so we can sum them up. Then, the number of such polynomials
\(h\) can be bounded above by

\[
\sum_{k=1}^{H} \frac{(H/k)^{n-2}}{\zeta(n-2) H^{n-2}}
\]

up to some constant, where \(\zeta\) is the Riemann zeta function. Note that
\(\zeta(m) \leq \zeta(2) = \pi^2/6\) for any integer \(m \geq 2\). Since \(n \geq 4\), we finally get
the desired upper bound \(O(H^{n-2})\).

In fact, for \(n \geq 4\), notice that any polynomial \((X^2 - 1)g(X)\), where
\(g\) is a monic polynomial with integer coefficients of degree \(n - 2\) and
height \(\leq \lfloor H/2 \rfloor\), is contained in \(S_n(H)\) and has a linear factor. Hence,
the number of reducible polynomials, contained in \(S_n(H)\) and having
a linear factor, is bounded below by \(H^{n-2}\) up to some constant. Thus,
combining with Lemma 4.1, we get sharp bounds for the number of
such polynomials.

Below, we first deduce an upper bound for \(R_n(H)\), \(n \geq 5\), and then
deal with the exceptional cases \(n = 3, 4\). These exceptional cases will
be treated in a more general way that can be easily extended to count
non-monic degenerate polynomials in Section 5.

**Proposition 4.2.** For \(n \geq 5\), we have \(R_n(H) \ll H^{n-2}\).

**Proof.** Since \(n \geq 5\), by Lemma 2.1, the number of reducible polynomials
\(f \in S_n(H)\) whose irreducible factor with smallest degree has degree
greater than 1 is \(O(H^{n-2})\). So, we only need to consider those reducible
polynomials \(f \in S_n(H)\) which have a linear factor. Then, the desired
result follows directly from Lemma 4.1. \(\square\)

**Proposition 4.3.** We have \(R_3(H) \ll H \log H\).

**Proof.** Note that any reducible polynomial \(f \in S_3(H)\) must have the
form

\[f(X) = g(X)h(X) \in S_3(H),\]

where \(g(X) = X + a\) for some \(a \in \mathbb{Z}\), and \(h(X)\) is a quadratic degenerate
monic polynomial. (In case \(h\) is not degenerate it must be of the
form \(h(X) = (X - a)(X + b)\) with \(a, b \in \mathbb{Z}\). Then, we can simply
replace the pair \((g(X), h(X)) = (X + a, (X - a)(X + b))\) by the pair \((g(X), h(X)) = (X + b, (X - a)(X + a))\).

As the proof of Lemma 4.1, using Proposition 2.7, we see that the number of such polynomials \(f\) can be bounded above by
\[
\sum_{k=1}^{H} \frac{H}{k} = H \sum_{k=1}^{H} \frac{1}{k} \ll H \log H
\]
up to some constant. \(\square\)

**Proposition 4.4.** We have \(R_4(H) \ll H^2\).

**Proof.** By Lemma 4.1, the number of polynomials contained in \(S_4(H)\) and having a linear factor is bounded above by \(O(H^2)\). So, we only need to count those polynomials which can be factored into the product of two irreducible quadratic polynomials. Let
\[
f(X) = g(X)h(X) \in S_4(H),
\]
where \(g\) and \(h\) are irreducible quadratic monic polynomials.

Suppose first that both \(g\) and \(h\) are non-degenerate with roots \(\alpha, \alpha'\) and \(\beta, \beta'\), respectively. Since \(f\) is degenerate, there exist a root, say \(\alpha\), of \(g\) and a root, say \(\beta\), of \(h\) such that \(\alpha/\beta = \eta\) is a root of unity. Then, mapping \(\alpha\) to \(\alpha'\) we obtain \(\alpha' = \beta'\eta'\) with a root of unity \(\eta'\). (If \(\alpha' = \beta\eta'\), then the quotient \(\alpha/\alpha' = \beta/\eta'\) is a root of unity, which is not the case.)

From \(\alpha\alpha' = \beta\beta'\eta\eta'\) we deduce that \(\eta\eta' = \pm 1\), since \(\alpha\alpha', \beta\beta' \in \mathbb{Z}\). Thus, \(g(X) = X^2 + uX + v \in \mathbb{Z}[X]\) and \(h(X) = X^2 + wX \pm v \in \mathbb{Z}[X]\). From \(v^2 \leq H\) and \(\max(|uw|, |2v + uw|) \leq H\), we derive that \(|v| \leq \sqrt{H}\) and \(|uw| \leq H + 2\sqrt{H}\). Hence, for \(H\) large enough, the number of such integer triplets \((u, w, v)\) is bounded above by \(O(H^{3/2}\log H) = O(H^2)\).

From now on, we assume that at least one of \(g\) and \(h\) is degenerate.

Without loss of generality, we assume that \(g\) is degenerate. Here, we briefly follow the proof of Lemma 4.1. Notice that \(M(f) = M(g)M(h)\). Thus,
\[
H(f) \ll H(g)H(h) \ll H(f).
\]
If \(H(g) = k \leq H\), where \(k \in \mathbb{N}\), then \(H(h) \ll H/k\), so the number of such polynomials \(h\) is \(O((H/k)^2)\), and, as the proof of Proposition 2.7, there are finitely many choices of \(g\) (since we choose one coefficient to be \(\pm k\)). Then, the number of such polynomials \(f\) can be bounded above by
\[
\sum_{k=1}^{H} (H/k)^2 < H^2 \sum_{k=1}^{\infty} 1/k^2 = \zeta(2)H^2
\]
up to some constant.
Summarizing, we obtain $R_4(H) \ll H^2$. □

Finally, as an application of the above results, we complete the proof of Theorem 1.3.

*Proof of Theorem 1.3.* Evidently, each reducible polynomial $f \in S_2(H)$ must have the form $f(X) = X^2 - a^2$ for some $a \in \mathbb{N}$ satisfying $a^2 \leq H$. Hence, $R_2(H) = \lceil \sqrt{H} \rceil$.

Note that Propositions 4.2, 4.3 and 4.4 give the required upper bounds, so we only need to prove the lower bounds on $R_n(H)$ for $n \geq 3$.

Notice that, for any $a, b \in \mathbb{N}$, the polynomial $f(X) = (X + a)(X^2 + b) = X^3 + aX^2 + bX + ab$ is reducible and degenerate. Since different pairs $(a, b)$ give different polynomials, and $f \in S_3(H)$ when $ab \leq H$, we find that

$$R_3(H) \geq \sum_{k=1}^{H} \lceil H/k \rceil.$$

By the properties of harmonic series, we obtain $R_3(H) \gg H \log H$.

Similarly, for $n \geq 4$, we consider

$$f(X) = (X^2 + 1)g(X) \in \mathbb{Z}[X]$$

with $g(X) = X^{n-2} + b_1X^{n-3} + \cdots + b_{n-2} \in \mathbb{Z}[X]$ whose coefficients satisfy $1 \leq b_1, \ldots, b_{n-2} \leq \lfloor H/2 \rfloor$. Obviously, such $f$ is reducible, degenerate and of height at most $H$. There are exactly $\lfloor H/2 \rfloor^{n-2}$ of such polynomials. Consequently, $R_n(H) \gg H^{n-2}$. □

5. Proof of Theorem 1.4

In order to prove Theorem 1.4, we first state the following sharp bounds for $I_n^*(H)$ and $R_n^*(H)$, respectively.

**Theorem 5.1.** Let $n \geq 2$ and $H \geq 1$ be two integers, and let $p$ be the smallest prime divisor of $n$. Then

$$H^{1+n/p} \ll I_n^*(H) \ll H^{1+n/p}.$$

**Theorem 5.2.** For integers $n \geq 2$ and $H \geq 2$, we have

$$H \log H \ll R_2^*(H) \ll H \log H;$$

$$H^2 \log H \ll R_3^*(H) \ll H^2 \log H,$$

$$H^{n-1} \ll R_n^*(H) \ll H^{n-1} \quad (n \geq 4).$$
We remark that, unlike in all formulas of Theorems 5.1 and 5.2, the size of $R_2^*(H)$ is not related to $R_2(H) = \lfloor \sqrt{H} \rfloor$ by adding an extra power of $H$.

In the following, we want to briefly follow the deductions in the previous sections to prove Theorems 5.1 and 5.2. Then, Theorem 1.4 follows directly.

**Proof of Theorem 5.1.** We define $I^*_n,\ell(H)$ as the number of irreducible polynomials $f \in S^*_n(H)$ such that $\ell(f) = \ell$, and write $s(f)$ as $s$, where $\ell(f)$ and $s(f)$ have been defined in (3.1). Obviously,

$$I^*_n,\ell(H) = \sum_{\ell=2, \ell | n} n \sum_{\ell=2, \ell | n} I^*_n,\ell(H).$$

As Section 3, following the proof of Proposition 3.1, we replace the $g(X)$ given in (3.2) by

$$g(X) = a_0(X - \beta_1) \cdots (X - \beta_s) \in \mathbb{Z}[X],$$

where $a_0$ is the leading coefficient of the corresponding polynomial $f$. Here, $g \in \mathbb{Z}[X]$, since any product $a_0 \prod_{j \in I} \alpha_j$, where $\alpha_1, \ldots, \alpha_n$ are the roots of $f$ and $I$ is a subset of the set $\{1, 2, \ldots, n\}$, is an algebraic integer. Now, as in Proposition 3.1, this gives the upper bound

$$I^*_n(H) \ll H^{1+n/\ell}.$$  

For the lower bound, instead of (3.3), we consider

$$g(X) = (2b_0 - 1)X^m - 2b_1X^{m-1} - \cdots - 2b_{m-1}X - 2(2b_m - 1) \in \mathbb{Z}[X],$$

where $1 \leq b_0, b_1, \ldots, b_{m-1} \leq \lfloor H/2 \rfloor$, $1 \leq b_m \leq \lfloor H/4 \rfloor$. There are at least $\lfloor H/4 \rfloor^{m+1}$ of such polynomials $g$ for $H \geq 4$. As before, by Lemmas 2.4 and 2.5, let $\gamma$ be the unique positive root of $g$, its other roots $\gamma_2, \ldots, \gamma_m$ lie in the disc $|z| < \gamma$, so $g$ is non-degenerate. Since $m = n/\ell$, for $\ell|n$ (and $\ell \geq 2$), as in the proof of Proposition 3.1, we deduce that

$$H^{1+n/\ell} \ll I^*_n,\ell(H) \ll H^{1+n/\ell},$$

which implies Theorem 5.1. \hfill \Box

**Proof of Theorem 5.2.** To get an analogue of Lemma 4.1, we note that the form of $f$ of degree $n \geq 4$ becomes

$$f(X) = g(X)h(X) \in S^*_n(H),$$

where $g(X) = a_0X + a_1$, and $h(X)$ is an integer polynomial of degree $n-1$. Fix an integer $k$ with $1 \leq k \leq H$, let $H(g) = k$, then the number of such polynomials $g$ with $H(g) = k$ is $O(k)$, and as before, we have $H(h) \ll H/k$. Since $f$ is degenerate, $h$ is either degenerate or it has the linear factor $a_0X - a_1$ (and so $a_1 \neq 0$, and $h$ of degree $n-1$ is
reducible). In both cases, either by Proposition 2.7 or, this time, by Lemma 2.3, the number of such polynomials \( h \) is \( O((H/k)^{n-1}) \). Then, the bound in (4.1) becomes
\[
\sum_{k=1}^{H} k(H/k)^{n-1} < H^{n-1} \sum_{k=1}^{\infty} (1/k)^{n-2} = \zeta(n-2)H^{n-1},
\]
which implies the desired upper bound \( O(H^{n-1}) \) for \( n \geq 4 \). Then as the proof of Proposition 4.2 (this time, applying Lemma 2.3), we get the analogue of Proposition 4.2
\[
R^*_n(H) \ll H^{n-1} \quad \text{for each} \quad n \geq 5.
\]
Following the proof of Proposition 4.3, we replace the form of \( f \) by \( f = g(X)h(X) \in S^*_n(H) \), where \( g(X) = a_0X + a_1 \), and \( h(X) \) is a quadratic degenerate polynomial. Note that the number of such polynomials \( g \) with \( H(g) = k \) is \( O(k) \) for every \( k \in \mathbb{N} \). Using Proposition 2.7, we see that the bound in (4.2) becomes
\[
\sum_{k=1}^{H} k(H/k)^{2} = H^2 \sum_{k=1}^{H} 1/k \ll H^2 \log H.
\]
Consequently,
\[
R^*_3(H) \ll H^2 \log H,
\]
which is the analogue of Proposition 4.3.

To get an upper bound for \( R^*_4(H) \), we should change the form of \( f \) in the proof of Proposition 4.4 to be
\[
f(X) = g(X)h(X) \in S^*_n(H),
\]
where \( g \) and \( h \) are irreducible quadratic polynomials.

Assume that both \( g \) and \( h \) are non-degenerate. We also borrow the notation from the proof of Proposition 4.4. Since \( f \) is degenerate, there exist a root \( \alpha \) of \( g \) and a root \( \beta \) of \( h \) such that \( \alpha/\beta = \eta \) is a root of unity. Multiplying with \( \alpha' = \beta'\eta' \), we find that \( \alpha\alpha' = \beta\beta'\eta\eta' \). Hence, \( \eta\eta' = \pm 1 \), since \( \alpha\alpha', \beta\beta' \in \mathbb{Q} \). Thus, \( g(X) = tX^2 + uX + v \in \mathbb{Z}[X] \) and \( h(X) = t_1X^2 + wX + v_1 \in \mathbb{Z}[X] \), where
\[
|v/t| = |v_1/t_1|.
\]
Without restriction of generality, we may assume that \( g \) is primitive, namely, no prime \( p \) divides all three coefficients \( t, u, v \) of \( g \).

Suppose first that both pairs \( \alpha, \alpha' \) and \( \beta, \beta' \) are real. Then \( \eta = \alpha/\beta = -1 \) and \( \eta' = \alpha'/\beta' = -1 \). So, if \( g(X) = tX^2 + uX + v \in \mathbb{Z}[X] \), then \( h(X) = c(tX^2 - uX + v) \) with some non-zero \( c \in \mathbb{Z} \). Since the Mahler measures of \( g \) and \( h/c \) are the same, we have \( H(g) \ll
\[ M(g) \ll \sqrt{H/|c|}. \] This gives the following upper bound for the number of \((t, u, v, c) \in \mathbb{Z}^4\)

\[
\sum_{|c|=1}^{H} |c|(H/|c|)^{3/2} = H^{3/2} \sum_{|c|=1}^{H} |c|^{-1/2} \ll H^2
\]

up to some constant.

Suppose next that at least one pair of conjugates, say \(\beta, \beta',\) are complex (non-real) numbers. Then they are complex conjugates. Moreover, the conjugates \(\alpha\) and \(\alpha'\) have the same moduli. Since \(\alpha/\alpha' \neq -1,\) the numbers \(\alpha, \alpha'\) are also complex conjugate numbers. From

\[ |\alpha| = |\alpha'| = |\beta| = |\beta'| = R > 0 \]

and

\[ g(X)h(X) = (tX^2 + uX + v)(t_1X^2 + wX + v_1), \]

we find that \(|vv_1| \leq H\) and \(|tt_1| \leq H\). Consider irreducible rational fraction \(a/b\) with \(a, b \in \mathbb{N}\) satisfying \(ab \leq H\). Let \((v_1, v, t_1, t) \in \mathbb{Z}^4\) be a vector satisfying \(|v_1|/|v| = |t_1|/|t| = a/b\) (see (5.1)), where \(1 \leq ab, |tt_1|, |vv_1| \leq H\). Then, for some \(s, s_1 \in \mathbb{N}\), we must have

\[ |v_1| = sa, |v| = sb, |t_1| = s_1a, |t| = s_1b, \]

so that \(s, s_1 \leq \sqrt{H/ab}\). This gives at most \(ss_1 \leq H/ab\) vectors \((|v_1|, |v|, |t_1|, |t|) \in \mathbb{N}^4\) corresponding to the fixed fraction \(a/b\). Therefore, the number of such vectors \((v_1, v, t_1, t) \in \mathbb{Z}^4\) is bounded from above (up to some constant) by

\[
\sum_{a=1}^{H/a} \sum_{b=1}^{H/ab} \frac{H}{ab} = O(H(\log H)^2).
\]

Also, \(u = -t(\alpha + \alpha')\), so

\[ |u| \leq |t|(|\alpha| + |\alpha'|) = 2|t|R = 2|t|\sqrt{|v|/t} = 2\sqrt{|vt|}. \]

Similarly, \(|w| \leq 2\sqrt{|v_1t_1|}\). Thus, \(|uw| \leq 4\sqrt{|vtv_1t_1|} \leq 4H\). Clearly, there are \(O(H \log H)\) of such pairs \((u, w) \in \mathbb{Z}^2\). Therefore, in case \(\beta, \beta'\) are complex (non-real) numbers, we bound the number of vectors \((v_1, v, t_1, t, u, w) \in \mathbb{Z}^6\) from above by \(O(H^2(\log H)^3)\).

Summarizing, when none of the quadratic factors \(g\) and \(h\) is degenerate, the bound is \(O(H^2(\log H)^3)\), which is better than the required bound \(O(H^3)\).

It remains to consider the case when at least one of the factors \(g, h\), say \(g\), is degenerate. Then, in view of Proposition 2.7, the bound in
(4.3) becomes
\[
\sum_{k=1}^{H} k(H/k)^3 < H^3 \sum_{k=1}^{\infty} 1/k^2 = \zeta(2) H^3.
\]
This yields the required analogue of Proposition 4.4, namely,
\[
R_4^*(H) \ll H^3.
\]

Now, we will complete the proof of Theorem 5.2. It is easy to see that each reducible polynomial \( f \in S_2^*(H) \) must be of the form
\[
f(X) = \pm c(a^2 X^2 - b^2)
\]
for some \( a, b \in \mathbb{N} \) and some square-free \( c \in \mathbb{N} \). From \( 1 \leq c \leq H \) and \( 1 \leq a, b \leq \lfloor \sqrt{H/c} \rfloor \), we obtain
\[
R_2^*(H) = 2 \sum_{c=1, c - \text{square-free}}^{H} \lfloor \sqrt{H/c} \rfloor.
\]

Using the fact that the sum \( \sum' 1/c \) taken over square-free \( c \) in the range \( 1 \leq c \leq H \) satisfies \( \log H \ll \sum' 1/c \ll \log H \), we obtain the required bounds \( H \log H \ll R_2^*(H) \ll H \log H \).

To get a lower bound for \( R_3^*(H) \) observe that, for any \( a, b, c, d \in \mathbb{N} \), the polynomial
\[
f(X) = (aX + b)(cX^2 + d) = acX^3 + bcX^2 + adX + bd
\]
is reducible and degenerate. Moreover, if \( c \) and \( d \) are coprime, then different integer vectors \( (a, b, c, d) \in \mathbb{Z}^4 \) give different \( f \). By counting all the vectors \( (a, b, c, d) \in \mathbb{N}^4 \) satisfying \( 1 \leq a \leq b \leq H, 1 \leq c, d \leq H/b \), we find that there are exactly
\[
\sum_{b=1}^{H} b[H/b]^2 \gg H^2 \log H
\]
of them. The probability that two integers are coprime is \( 1/\zeta(2) \). So, taking into account only coprime pairs \( (c, d) \) in the above sum, we will still get \( \gg H^2 \log H \) of such vectors \( (a, b, c, d) \) (with another constant implied in \( \gg \) and not depending on \( H \)). Consequently, we obtain \( R_3^*(H) \gg H^2 \log H \).

Finally, for \( n \geq 4 \), let us consider
\[
f(X) = (X^2 + 1)g(X) \in \mathbb{Z}[X],
\]
where \( g(X) = b_0 X^{n-2} + b_1 X^{n-3} + \cdots + b_{n-2} \in \mathbb{Z}[X] \) with coefficients \( 1 \leq b_0, \ldots, b_{n-2} \leq [H/2] \). Obviously, such \( f \) are all reducible, degenerate and have height at most \( H \). There are exactly \( [H/2]^{n-1} \) of such vectors.
and each of them gives a different polynomial $f$. This yields $R^*_n(H) \gg H^{n-1}$, and completes the proof of Theorem 5.2.

6. SOME ASYMPTOTIC FORMULAS

It would be of interest to find out whether there exist asymptotic (or exact) formulas for all the quantities we consider, especially for $D_n(H)$ and $D^*_n(H)$. In general, this seems to be a difficult problem, even though it is very likely that both the limits $\lim_{H \to \infty} D_n(H)/H^{n-2}$ and $\lim_{H \to \infty} D^*_n(H)/H^{n-1}$ exist for any $n \geq 4$. However, as the results of [12] indicate, one should not expect any nice formulas for the constants involved in the main terms of $R_n(H)$ and $R^*_n(H)$ for $n \geq 4$.

Here, we will consider some special cases and let the reader taste where the difficulties may come for other values of $n$.

**Theorem 6.1.** For each $H \geq 1$ we have $R_2(H) = \lfloor \sqrt{H} \rfloor$,

$$I_2(H) = 2H + \lfloor \sqrt{H} \rfloor + 2\lfloor \sqrt{H}/2 \rfloor + 2\lfloor \sqrt{H}/3 \rfloor.$$  

$$D_2(H) = 2H + 2\lfloor \sqrt{H} \rfloor + 2\lfloor \sqrt{H}/2 \rfloor + 2\lfloor \sqrt{H}/3 \rfloor.$$  

**Proof.** By Theorem 1.3 and $D_2(H) = I_2(H) + R_2(H)$, we see that it suffices to prove the formula for $I_2(H)$.

For any irreducible polynomial $f \in S_2(H)$, let $\alpha \neq \beta$ be its roots. Then, the degree of the root of unity $\alpha/\beta$ must be at most 2, so $\alpha/\beta = -1, \pm i, (-1 \pm i\sqrt{3})/2$ or $(1 \pm i\sqrt{3})/2$, where $i = \sqrt{-1}$.

If $\alpha/\beta = -1$, we must have $f(X) = X^2 - a$, where $a$ is not a perfect square and $1 \leq |a| \leq H$. So, the number of such polynomials $f$ is $2H - \lfloor \sqrt{H} \rfloor$.

If $\alpha/\beta = \pm i$, we have $f(X) = X^2 + 2aX + a^2$, where $a \in \mathbb{Z}$ and $1 \leq |a| \leq \lfloor \sqrt{H}/2 \rfloor$. Note that each $a$ corresponds to a different $f$. Clearly, the number of these polynomials $f$ is $2\lfloor \sqrt{H}/2 \rfloor$.

If $\alpha/\beta = (-1 \pm i\sqrt{3})/2$, we have $f(X) = X^2 + aX + a^2$, where $a \in \mathbb{Z}, 1 \leq |a| \leq \lfloor \sqrt{H} \rfloor$. The number of these polynomials $f$ is $2\lfloor \sqrt{H} \rfloor$.

Finally, if $\alpha/\beta = (1 \pm i\sqrt{3})/2$, we have $f(X) = X^2 + 3aX + 3a^2$, where $a \in \mathbb{Z}$ and $1 \leq |a| \leq \lfloor \sqrt{H}/3 \rfloor$. The number of such polynomials $f$ is $2\lfloor \sqrt{H}/3 \rfloor$.

Summarizing the above results, we obtain exactly $2H + \lfloor \sqrt{H} \rfloor + 2\lfloor \sqrt{H}/2 \rfloor + 2\lfloor \sqrt{H}/3 \rfloor$ irreducible polynomials contained in $S_2(H)$. \(\square\)

**Theorem 6.2.** We have $\lim_{H \to \infty} D_3(H)/(H \log H) = 4$.

**Proof.** By Theorems 1.2 and 1.3, it is equivalent to prove that

$$\lim_{H \to \infty} R_3(H)/(H \log H) = 4.$$  


As the proof of Proposition 4.3, any reducible polynomial \( f \in S_3(H) \) must have the form
\[
f(X) = g(X)h(X) \in S_3(H),
\]
where \( g(X) = X + a \) for some \( a \in \mathbb{Z} \), and \( h(X) \) is a quadratic degenerate monic polynomial.

Let \( \alpha, \beta \) be the two distinct roots of \( h \). Then, as above, \( \frac{\alpha}{\beta} = -1, \pm i, \frac{-1 \pm i\sqrt{3}}{2} \) or \( \frac{1 \pm i\sqrt{3}}{2} \). If \( \frac{\alpha}{\beta} = -1 \), we have \( f(X) = (X + a)(X^2 + b) \), where \( 1 \leq |b| \leq H \). Note that each pair \((a, b)\) corresponds to a different \( f \). So, the number of these polynomials \( f \) is exactly
\[
(6.1) \quad 2 \sum_{|b|=1}^{H} (2 |H/|b| | + 1).
\]

If \( \frac{\alpha}{\beta} \) takes other values, then \( h \) is irreducible. Using the forms of polynomials just considered in the proof of Theorem 6.1, we can see that the number of such polynomials \( f \) is bounded above by the number of integer pairs \((a, b)\) with \( ab^2 \leq H \) (up to some constant), which gives the term \( O(H) \). Hence, as the main term in (6.1) is \( 4H \log H \), we obtain \( \lim_{H \to \infty} R_3(H)/(H \log H) = 4 \).

\[\square\]

**Theorem 6.3.** We have
\[
\lim_{H \to \infty} I_2^*(H)/H^2 = 4,
\]
\[
\lim_{H \to \infty} R_2^*(H)/(H \log H) = 2/\zeta(2) = 12/\pi^2.
\]
In particular, we have \( \lim_{H \to \infty} D_2^*(H)/H^2 = 4 \).

**Proof.** Let \( f \in S_2^*(H) \) be an irreducible polynomial, and let \( \alpha, \beta \) be its two distinct roots. Then, as before, \( \alpha/\beta = -1, \pm i, \frac{-1 \pm i\sqrt{3}}{2} \) or \( \frac{1 \pm i\sqrt{3}}{2} \). Applying the same argument as the proof of Theorem 6.1, we can see that the main contribution to \( I_2^*(H) \) comes from those irreducible polynomials \( f \) with \( \alpha/\beta = -1 \), that is, \( f = aX^2 + b \), where \( 1 \leq |a|, |b| \leq H \), \( (a, -b) \neq \pm c(a', b') \), \( c \in \mathbb{N} \) is square-free, and \( a', b' \) are perfect squares. Thus,
\[
\lim_{H \to \infty} I_2^*(H)/H^2 = 4.
\]

Recall that, by (5.2),
\[
R_2^*(H) = 2 \sum_{k=1, k \text{ is square-free}}^{H} \left| \sqrt{H/k} \right|^2.
\]
Since every positive integer can be uniquely expressed as the product of a perfect square and a square-free integer, we have
\[
\lim_{H \to \infty} \sum_{k=1}^H \frac{1}{k} = 1
\]
\[
\sum_{j=1}^{\infty} \frac{1}{j^2} = \frac{\pi^2}{6}
\]
Then, we obtain \(\lim_{H \to \infty} R_2^*(H)/(H \log H) = 2/\zeta(2)\). The last statement of the theorem follows from \(D_2^*(H) = I_2^*(H) + R_2^*(H)\).

**Theorem 6.4.** We have \(\lim_{H \to \infty} D_3^*(H)/(H^2 \log H) = 96/\pi^2\).

**Proof.** By Theorems 5.1 and 5.2, it is equivalent to prove that \(\lim_{H \to \infty} R_3^*(H)/(H^2 \log H) = 96/\pi^2\).

Recall that, any reducible polynomial \(f \in S_3^*(H)\) must have the form
\[
f(X) = g(X)h(X) \in S_3^*(H),
\]
where \(g(X) = aX + b\) for some \(a, b \in \mathbb{Z}\), and \(h(X)\) is a quadratic degenerate polynomial.

As before, the main contribution to \(R_3^*(H)\) comes from those polynomials \(f\) such that the quotient of the two roots of \(h\) is \(-1\), that is, \(f(X) = (aX + b)(cX^2 + d)\) with \(c > 0\) and \(d \neq 0\). Without loss of generality, we may assume that \((c, d) = 1\), by putting their common factor into the linear factor \(aX + b\). Note that the number of these polynomials \(f\) with \(b = 0\) is \(O(H^2)\), so in the sequel we assume that \(b \neq 0\).

Now, as \(1 \leq |a|, |b| \leq \min(H/c, H/|d|)\) we consider two cases \(1 \leq c < |d|\) and \(c > |d| \geq 1\) (there are two other cases with \(c = |d| = 1\), but they only give \(O(H^2)\) of such polynomials). In the first case, \(\min(H/c, H/|d|) = H/|d|\), the number of vectors \((a, b, c, d)\) is
\[
8 \sum_{|d|=2}^H \frac{|H/|d||^2}{|d|} \sum_{c=1,(c,|d|)=1}^{[d]-1} \varphi(|d|)/|d|^2
\]
\[
= -8H^2 + 8H^2 \sum_{|d|=1}^H \varphi(|d|)/|d|^2
\]
\[
\sim (48/\pi^2)H^2 \log H,
\]
where \(\varphi\) is Euler’s totient function, \(\sim\) is the standard asymptotic notation. (Here, we use the standard formula \(\sum_{j=1}^H \varphi(j)/j^2 \sim (6/\pi^2) \log H\), whereas the factor 8 comes, since we have three moduli \(|a|, |b|, |d|\).)

By exactly the same argument, we can see that the same contribution \((48/\pi^2)H^2 \log H\) comes from the case \(c > |d| \geq 1\). Therefore, \(\lim_{H \to \infty} R_3^*(H)/(H^2 \log H) = 96/\pi^2\), as claimed.
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