Automated GI tract segmentation using deep learning
Track organs in medical scans to improve cancer treatment
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Abstract. The job of Radiation oncologists is to deliver x-ray beams pointed towards the tumor and at the same time avoid the stomach and intestines. With newer technologies such as MR-Linacs, oncologists can visualize the position of the tumor and allow for precise dose according to tumor cell presence which can vary from day to day. The current job of outlining the position of the stomach and intestines to adjust the X-ray beam’s direction for the dose delivery to the tumor while avoiding the organs. This is a time-consuming and labor-intensive process that can easily prolong treatments from 15 minutes to an hour a day unless deep learning methods can automate the segmentation process. This paper studies semantic segmentation on the GI Tract scans using deep learning to make this process faster and allow more patients to get effective treatment.
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1 Introduction

In 2019, an estimated 5 million people were diagnosed with cancer of the gastrointestinal tract worldwide [1]. Radiation therapy (RT) has the potential to improve the rates of cure of 3.5 million people and provide palliative relief for an additional 3.5 million people [2]. The Radiation oncologists deliver x-ray beams pointed toward the tumor and at the same time avoid the stomach and intestines. With MR-Linacs (magnetic resonance imaging and linear accelerator systems) [3], oncologists can visualize the position of the tumor and monitor for precise dose according to tumor cell presence which can vary from day to day. The current job is to manually outline the position of the stomach and intestines for adjustments to the X-ray beam’s direction to increase the dose delivery to the tumor while avoiding the organs. This is a time-consuming and labor-intensive process that can easily prolong treatments from 15 minutes to an hour a day unless deep learning methods can be applied and could help automate the segmentation process.

Deep learning can help by automating the segmentation process to reduce manual labor and help more patients to get effective treatment. In this paper, we study the segmentation task on GI Tract scans using different backbones for the UNet architecture. Our best model yielded an IoU score of 85.3% using the Efficientnet backbone.

2 Related work

Many researchers have used different deep learning architectures in medical imaging to create both semantic and instance segmentation and achieved excellent results. For instance, in medical images, deep learning approaches have been applied for brain tumor segmentation [4], colon polyp segmentation [5] and pancreas segmentation [6]. In 2016, V-Net [7] network architecture was
proposed with the aim of segmenting volumetric data such as 3D MRI scans. This approach was similar to U-Net network architecture which was proposed in 2015 [8] for biomedical image segmentation. U-Net relied on the strong use of data augmentation due to the fact that data in biomedical applications is not present in abundance. The effectiveness of U-Net architecture has led to the development of different architectures like U-Net++ [9] and TMD-Net [10] which have reported significant performance gains over U-Net in different biomedical segmentation tasks.

The aim of this study is to use the existing knowledge and apply it to the problem of GI tract segmentation. There is a lack of research done on the segmentation of GI tract organs. This study aims to provide a new baseline using different backbones of U-Net architectures in order to segment organs such as stomach, large Bowel and small Bowel (Fig. 1). The task of this research is to find the best architecture to create masks for a scan that highlights the Large Bowel, Small Bowel, and Stomach. Generally, the process of applying deep learning to such tasks starts with collecting the data and effectively preprocessing the data to be fed into the model to create useful predictions. The next section discusses the dataset used in this research.
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### 3 Dataset and Preprocessing

The dataset used in this research is available on the Kaggle platform for free. This dataset uses anonymized scans of patients provided by the UWMadison Carbone Cancer Center. The recent competition "UW-Madison GI Tract Image
Segmentation hosted on Kaggle challenges researchers to apply Deep learning models to perform semantic segmentation of the GI tract scans. These scans are taken over a period of six days and the masks for training are provided as Run-length encoding to save memory and bandwidth. The input images are the float16 PNG slices of the scans.

The problem with these scans is the inconsistent widths and heights (Fig. 3). Few images are square and while others are rectangular. To match the input shape of the model (288x288), zero padding is done where the length is less than 288, and pixel trimming was done where the length is greater than 288. The cropping was done in such a way that the black/empty pixels were trimmed first. Same pre-processing was done for the masks as well.

![Padding](image)

**Fig. 2.** Rectangle/smaller scans to (288x288)

Resizing was not considered as this can create abnormal artifacts which can hinder the correct mask of the organ (this is crucial as the organs can be very close to each other).

The same padding step will be done for the test image lower than 288x288 and then the sliding window patches of 288x288 will be generated for each image for images larger in size to make patch-wise predictions. The predicted patches will be stitched to get the image mask. The input images were converted into tensors before being fed to the network and each image was also normalized to help the model in learning the patterns [11].

![Imbalanced scans dimensions](image)

**Fig. 3.** Shows imbalanced scans dimensions
4 Structure of Model

A convolutional neural network or CNN consists of a stack of three main neural layers: convolutional layer, pooling layer, and fully connected layer [12][13]. The U-NET is a deep learning convolutional network that create segmentation masks from an input image. The U-Net consist of an encoder part that converts \( n_x \)-channel image to a dense encoding and a decoder part that converts the dense encoding back to the \( n_y \)-channel output [8]. In this paper, we used different encoders (ResNet [14], EfficientNet [15], VGG16 [16], MobileNet [17]) for U-Net having 1 input channel and 3 output channel and compare the results. Each of the 3 output channels corresponds to a different segmentation mask. Each channel in the output tensor is a mask for one of the three classes (Large Bowl, Small Bowel, and Stomach).

The encoder part of the U-Net classifies each pixel in the image into a particular class. The information is compressed using a down-sampling (max-pooling) approach and the resulting segmentation masks are reconstructed by using up-sampling (Up convolution/Convolution transpose) instead of pooling layers to improve the resolution of the output. A successive convolution layer in the decoder part can then learn to assemble a more precise output based on this information [8].
5 Performance Metrics

There are many performance metrics that can be applied to segmentation models to measure their prediction performance. The performance metric used in this research for measuring accuracy is "Intersection over Union" and the loss functions are derived from the combinations of "Intersection over Union Loss [18]", "Binary Cross Entropy Loss", "Tversky Loss [19]".

Performance Metric (For single sample) :

$$\text{IoU}(A, B) = \frac{A \cap B}{A \cup B}$$  \hspace{1cm} (1)

Loss functions used :

$$\text{BCE Loss} + \text{Tversky Loss} = 0.4 \ast (\text{Tversky Loss}) + 0.6 \ast (\text{BCE Loss})$$  \hspace{1cm} (2)

$$\text{IoULoss} + \text{Tversky Loss} = 0.4 \ast (\text{Tversky Loss}) + 0.6 \ast (1 - \text{IoU})$$  \hspace{1cm} (3)

$$\text{IoULoss} = 1 - \text{IoU}$$  \hspace{1cm} (4)

6 Training

The input images along with their segmentation masks are used to train the network with the Adam optimizer [20] implementation of PyTorch with initial learning rate of $5 \times 10^{-3}$. Consine Annealing [21] was used to decay the learning rate as after 30 epochs the model loss was not decreasing and was fluctuating within the $e$ range. To minimize the overhead and make maximum use of the GPU memory, we used 288x288 image for input with borders cropped as the borders held no information for training. For similar reasons the batch size of 32 was used and the models were trained for 80 epochs. The dataset was divided into training data and validation data using 80/20 split. The models were trained using training data and the performance was evaluated using validation data.

The output of the model was passed through a sigmoid unit and the output was clamped to 0 for values less than 0.5 and 1 otherwise.

$$\sigma(x) = \begin{cases} 
1, & \text{if } x \geq 0.5 \\
0, & \text{otherwise}
\end{cases}$$

7 Experimentation Results

The results of the experimentations are very clear from the table 1. The Efficientnet encoders outperformed all the other other encoders. The models were trained for 80 epochs. No data augmentation other than Horizontal flipping
and vertical flipping were used. Different augmentation techniques like ElasticTransform and ShiftScaleRotate were tried but they had no visible effect on the performance of the model. Although VGG16 was the least performing encoder among other encoders, yet it managed to achieve over 80% accuracy using (Tversky + BCE) Loss function. Upon experimentations it is clear that the best choice of loss function for this task is (BCE + Tversky) Loss (Fig. 7).
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Fig. 5. Final Predictions after training

| Encoder        | IoU Loss  | BCE + Tversky Loss | IoU + Tversky Loss |
|----------------|-----------|--------------------|--------------------|
| Efficientnet-B3| 84.9%     | 85.3%              | 84.8%              |
| Efficientnet-B1| 84.3%     | 85%                | 84.5%              |
| Resnet34       | 84.6%     | 85.2%              | 83.9%              |
| Resnet50       | 83.7%     | 84.9%              | 83.5%              |
| Mobilenet V2   | 81.6%     | 84.1%              | 83.7%              |
| VGG16          | 79.5%     | 82.7%              | 65.7%              |

Table 1. List of encoders used along with the results achieved
8 Conclusion

This research used classic U-Net architecture with different encoder. There are more advanced algorithms available that have achieved excellent results in different classification tasks. These algorithms can be applied as an encoder to create a new U-Net flavor and achieve better results. Though the loss functions used in this research are IoU Loss, (BCE + Tversky) Loss, (IoU + Tversky) Loss, different loss functions can be applied to experiment with the results. A few of them are Binary cross entropy Loss, Dice Loss, and Focal Loss (For imbalanced masks) and combination of these to create new loss functions. This research can serve as a baseline for new research in the same criteria. Also, scans for the same patients on the same day can be stacked to make a high channel input and predict the mask based on the $n+1^{th}$ channel. $0-n$ channels can serve as past history for the $n+1^{th}$ prediction.
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