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Abstract. There are no direct observational methods for determining the total rate at which energy is extracted from the solar wind by the magnetosphere. In the absence of such a direct measurement, alternative means of estimating the energy available to drive the magnetospheric system have been developed using different ionospheric and magnetospheric indices as proxies for energy consumption and dissipation and thus the input. The so-called coupling functions are constructed from the parameters of the interplanetary medium, as either theoretical or empirical estimates of energy transfer, and the effectiveness of these coupling functions has been evaluated in terms of their correlation with the chosen index. A number of coupling functions have been studied in the past with various criteria governing event selection and timescale. The present paper contains an exhaustive survey of the correlation between geomagnetic activity and the near-Earth solar wind and two of the planetary indices at a wide variety of timescales. Various combinations of interplanetary parameters are evaluated with careful allowance for the effects of data gaps in the interplanetary data. We show that the theoretical coupling, $P_\alpha$, function first proposed by Vasyliunas et al. is superior at all timescales from 1-day to 1-year.
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1 Introduction

Studies of correlations between individual parameters (and combinations of parameters) of the solar wind and geophysical indices have been conducted since in-situ measurements of the solar wind first became available. An early study was conducted by Snyder et al. (1963) who found a correlation between solar wind velocity and the $K_p$ index at daily timescales. Further correlation studies have been conducted at a number of timescales, from minutes (Meng et al., 1973; Burton et al., 1975; Baker et al., 1981), to years (Crooker et al., 1977; Stamper et al., 1999). Studies have used a variety of geomagnetic indices, the previously mentioned studies using $AE$, $DST$, $Ap$ and $aa$, respectively.

A review of the coupling functions that have been previously investigated has been given by Baker (1986), while a more detailed analysis of the relationship between many of these functions was presented by Gonzalez (1990). We here use approximately the same set as that selected by Stamper et al. (1999) (but have added two additional coupling functions, $|B|$ and $v_{sw}^2|B|$, where $|B|$ is the IMF magnitude and $v_{sw}$ is the solar wind speed). The origin and physical meaning, if any, of these coupling functions is examined in more detail in Sect. 3 of this paper. In Table 1 we compare our correlation results at the averaging timescale of one year, as used by Stamper et al., and find that our results are in line with theirs. We here extend the work of Stamper et al. by systematically studying the dependence on timescale.

We expect a study at a particular timescale to be most sensitive to mechanisms and events with appropriate characteristic timescales, e.g. a study with weekly resolution would be sensitive to recurrent storms due to solar rotation but will not detect features due to minute-level turbulence. We are not aware of any other studies which have been made over such a wide range of timescales or that have looked in detail at coupling function correlations at timescales between 1-day and 1-year.

Baker (1986) discusses the types of phenomena that are revealed by correlation studies at a given timescale. According to his survey the highest temporal resolution considered here (1 day) will give access to storm timescales, and although this temporal resolution can reveal gross coupling relationships it is insufficient to study directly the physical
mechanisms producing that coupling. We note that some important timescales, such as ring current growth and decay and radiation belt diffusion were not included in Baker’s analysis but are within the range of timescales we study here.

### 2 Data used

We have selected the related planetary geomagnetic activity indices $aa$ and $am$ to correlate with the solar wind coupling functions. Both indices are available continuously since the International Polar Year (IPY) in 1957, and the $aa$ index is available continuously since 1868. Also described is the available solar wind data, which is only available from spacecraft located outside the magnetopause and thus since the beginning of the space age. This data must be treated with caution as it is discontinuous and subject to some intercalibration issues. We demonstrate, and show how to mitigate, the large errors that result from naïve handling of the solar wind data.

#### 2.1 Geophysical indices

The $am$ index is a planetary geophysical activity range-based index constructed using the $K$ data from a number of mid-latitude magnetometer stations. Mayaud (1980), the originator of the $am$ index, describes it as “the average 3-h range observed, in each hemisphere, within a band close to a $50^\circ$ corrected geomagnetic latitude”. In practice the index is constructed from the $K$ index values of a number of longitudinally-separated geomagnetic stations which are not perfectly located at $50^\circ$ geomagnetic latitude. The $K$ indices are derived from the difference between the maximum and minimum value of the horizontal field (the range) in each 3-h interval. A simple latitudinal correction is applied to the $K$ value of each station and these corrected indices are then grouped into longitudinal sectors. This grouping allows for small differences in the $K$ scalings at observatories within the group and reduces the effect of changes in station site within each group. In the Northern Hemisphere 5 groups, approximately equally spaced in latitude are averaged to form the $an$ index. In the Southern Hemisphere the large proportion of ocean at $50^\circ$ geomagnetic latitude means that only 3 groups contribute to the $as$ index and coverage of a large portion of the southern Pacific is not possible. The two indices, $an$ and $as$, are then averaged together to form the overall $am$ planetary index.

The $am$ index is available continuously from 1957, the first International Polar Year, at 3-hourly resolution. The fact that the index is constructed from data from a large number of longitudinally-separated magnetometer stations makes it relatively immune to seasonal and diurnal effects, such as those due to changes in ionospheric conductivity, which do not originate in the solar wind or from its coupling to the terrestrial magnetosphere.

The $aa$ index is constructed in the same way as the $am$ index but uses only two roughly antipodal sites, a Northern Hemisphere site in southern England and a Southern Hemisphere site in south-eastern Australia. (The position of each site has been moved a number of times, with periods of intercalibration between new and old site, during the interval for which the index is available.) Although the use of two sites introduces some minor seasonal and more important diurnal effects in the index, it has the principle advantage of being one of the longest-running continuous geophysical data sets, extending back to 1868. Since it is not possible to remove all diurnal variations from the index, its originator Mayaud (1972) advised caution in using it at its highest resolution and suggested that appropriate $24$ h, or longer, interval averages should be used.

#### 2.2 OMNI 2 data set

The OMNI 2 data set (King and Papitashvili, 2005) is produced at hourly resolution from solar wind data collected by

| Interplanetary coupling function | Correlation Coefficient, $r$ ($aa$) | Correlation coefficient, $r$ ($aa$) | Correlation coefficient, $r$ ($am$) | $r$ $am_w$ and OMNI 2 |
|----------------------------------|-------------------------------------|-------------------------------------|-------------------------------------|------------------------|
| $<B_S>$                          | 0.519                               | 0.43                                | 0.488                               | 0.392                  |
| $<|B|>$                           | 0.663                               | 0.745                               | 0.697                               | 0.756                  |
| $<v_{sw}>$                       | 0.743                               | 0.521                               | 0.533                               | 0.532                  |
| $<v_{sw}B>^2$                    | 0.869                               | 0.856                               | 0.879                               | 0.83                   |
| $<r> = <v_{sw}B^2sin^4(\theta/2)>$ | 0.781                               | 0.742                               | 0.786                               | 0.738                  |
| $<P_m>$                          | 0.938                               | 0.942                               | 0.954                               | 0.958                  |

Table 1. Correlations of Annual Means of Interplanetary Coupling Functions with Geophysical Indices $aa$ and $am$. The interplanetary parameters are: $B_S$, the southward IMF component (in the GSM frame); $|B|$, the magnitude of the IMF; $v_{sw}$, the solar wind velocity; $P_{sw}$, the solar wind dynamic pressure $= m N_{sw} v_{sw}^2$, where $m$ is the mean ion mass and $N_{sw}$ is the solar wind plasma density; $\epsilon$, Akasofu’s epsilon parameter ($\epsilon v_{sw} |B|^2 sin^4 (\theta/2)$), where $\theta$ is the IMF clock angle in the GSM frame; and $P_\alpha$, Vasyliunas’ parameter described in Sect. 3.
Fig. 1. Frequency of occurrence of data gaps, and the percentage of data lost from a notional ideal continuous data set for the OMNI 2 data after 1 January 1974. The grey histogram is the frequency at which data gaps of a particular length occur, while the solid black line is the cumulative percentage of missing data that the data gaps represent; for example data gaps of length less than 24 h represent approximately 10% loss from a notional continuous data set and data gaps of less than 176 h (i.e. all data gaps) represent a 33% loss.

spacecraft in geocentric orbit and in orbit around the L1 Sun-Earth Lagrange point. Over the interval of the OMNI 2 data set, since the first record available taken in 1963, data has been collected from 15 geocentric satellites and 3 upstream spacecraft. The data set is comprised of a large number of parameters, though in this study we largely restrict attention to the number density, \( N_{sw} \), bulk flow speed, \( v_{sw} \), and interplanetary magnetic field (IMF) strength, \( |B| \). Data from each spacecraft is lagged at a higher temporal resolution (1–5 min), assuming planar structures propagating radially away from the Sun and orientated along the ideal Parker spiral, and then averaged in “Earth time”. Each hourly average point in each solar wind parameter may itself have been created from a variable number of data points depending on the spacecraft data available, with a requirement that only a single sample be available to define an hourly average.

A key part of compiling the OMNI 2 data set is the intercalibration of the various instruments used. The original compilers (Couzens and King, 1986; King, 1977) noted large uncertainties in this respect for the earliest (pre-1974) data. Recently Rouillard and Lockwood (2004) showed that the IMF data from the OMNI data set that had been high-pass filtered to remove the solar cycle variation showed a strong 1.68 year variation, which was highly anti-correlated with observed cosmic ray fluxes that had been similarly filtered. This correlation was found for all the filtered data, including that from before 1974. The unfiltered data was also highly anti-correlated with the same regression slope and correlation coefficient, but this was only true for post-1974 data.

The inference is that there were calibration drifts and discontinuities in the earliest IMF data. Here we only use data including and after 1974 to avoid any such problems.

2.2.1 Gaps in the OMNI 2 data set – frequency and distribution

The OMNI 2 data set is not continuous, as demonstrated by Fig. 1. Data gaps with a length of 1-h, the temporal resolution of the OMNI 2 data set, are the most frequent, with the frequency of data gaps declining logarithmically as their length increases to about 24 h. Data gaps of 24 h in length or less account for approximately 10% of the total data that would exist for a continuous hourly-resolution data set covering the same period, as shown by the solid line on Fig. 1. Data gaps of length between 24 h and 96 h are infrequent and account for approximately a further 3% reduction from ideal continuous data. A large number of data gaps of length between 96 h and 144 h make up the majority of “missing” data however, accounting for a 20% reduction from ideal continuous data. The longest data gap present in the OMNI 2 data set after 1974 has a duration of 176 h. In total, approximately 33% of data is unavailable between 1974 and 2003, as compared to an ideal continuous solar wind data set.

The existence of these data gaps will introduce sampling errors and biases in any study based on the OMNI 2 data set. To investigate the statistical effects of these data gaps we define a new index, \( am_w \), based on the \( am \) index and the availability of matching OMNI 2 data. Each \( am \) data point is three hours in extent, starting on hour boundaries wholly divisible by 3 (i.e. 00:00, 03:00, 06:00, 09:00... UT), and each OMNI 2 data point is one hour long starting on the hour (i.e. 00:00, 01:00, 02:00, 03:00... UT). A point is included in the \( am_w \) index, taken directly from the \( am \) index, if there are three matching OMNI 2 data points covering the same time period. The \( am_w \) index is therefore a discontinuous index with values, where present, identical to those of \( am \). The absence of values in the \( am_w \) index is controlled by gaps in the OMNI 2 data set. This is illustrated in Fig. 2.
2.2.2 Gaps in the OMNI 2 data set – effects on temporal averages

In Fig. 3 we plot the distributions of values of the am and amw indices, as grey and black histograms, respectively. The two distributions appear extremely similar in form, indicating that the gaps in amw are distributed randomly with respect to am. However, in the next section we study the effects of averaging the indices over a variety of timescales and find nevertheless significant effects.

Fig. 4. Illustration of the construction of averages from identical non-overlapping periods of am and amw of increasing duration. Illustrative values of am and amw are given and the consequent averages of am and amw for 6- and 15-h averaging intervals.

In order to examine the effect of data gaps, we here divide am and amw into identical non-overlapping periods of increasing duration, from 3 h to 365 days (note that each period must be a whole multiple of 3-h), and average within each period for each index. Since am is continuous the same amount of data is averaged to form each bin of the same temporal duration. The discontinuous index amw on the other hand, means that, in general, it will have a different amount of data averaged to form each bin of the same duration. In some cases there will be no amw data to average for a period and the bin will be empty.

We can now examine the standard distribution of the ratio between amw to am for these timescales to see how much averaged amw deviates from the corresponding averaged am over the range of averaging timescales studied. (If an averaged amw period contains no amw data we discard both the averaged amw and am for that period and it does not enter the set used to construct the standard deviation.)

The result of this evaluation is given in Fig. 5, which shows the standard deviation σ in the distribution of averaged amw as a ratio of the corresponding am average, as a function of the averaging timescale. The difference between am and amw is zero, by definition, at timescales of 3 hours and low at timescales of 1-year. There is a significant difference between the average values of the two indices at timescales of approximately 1-week, the difference being a maximum at 4.5 days. These differences are entirely due to the existence of the data gaps in the OMNI 2 data set, since these gaps are the only source of difference between am and amw.

To develop deeper understanding of the reasons for this timescale-dependent variation in the difference between amw and am, in Fig. 6 we present (in black) the ratio of amw to am between 1974 and 2003 for three different timescales alongside (in red) the “coverage” of amw (and hence the OMNI 2 data set). Coverage is here defined as the ratio of points in

![Figure 3](https://example.com/fig3.png)

**Figure 3.** Distributions of hourly values of the geomagnetic am (grey histogram) and amw (black histogram) indices for 1974–2003. The final bin is for all samples with am or amw > 150 nT. The solid black line is the distribution of the amw values scaled by the overall ratio between all am and amw sample numbers.
the $am_w$ averaging period to those in the $am$ period, i.e. if the number of $am_w$ points matches the number of $am$ points in an averaging period then the coverage ratio is 1 whereas if there are half as many $am_w$ points compared to $am$ points in a period then the coverage ratio is 0.5. It can be seen, as expected, that the ratio of $am_w$ to $am$ only deviates from 1 when the coverage <1. However, the effect of less than full coverage is more significant at shorter timescales. This is because at longer timescales, as shown by Fig. 5, $am_w$ and $am$ tend toward long-term averages which can be approximated with fewer data points. Note that even in the period after 1995, in which the ACE satellite provides almost continuous reporting of the solar wind parameters, those data gaps that do exist can have a significant effect at short timescales.

### 3 Coupling functions

Solar wind parameters used as, or used to construct, the coupling functions in this study are: $|\mathbf{B}|$ – the magnitude of the interplanetary magnetic field (IMF), $B_z$ – the southward component of the IMF in the GSM frame, $v_{sw}$ – the solar wind speed, $m_{sw}$ – the mean ion mass and $N_{sw}$ – the solar wind number density. Additionally we study various combinations including the coupling functions of Vasyliunas et al. (1982) derived through dimensional analysis, and here labelled $P_\alpha$, and the $\varepsilon$ parameter (Perreault and Akasofu, 1978; Akasofu, 1979, 1981; Koskinen and Taskanen, 2002). The former is the only coupling function with allowance for variability in $M_E$ – the magnetic moment of the Earth.

The first attempt to study the correlation between a geomagnetic index and one of the solar wind parameters measured by spacecraft was made by Snyder et al. (1963) using data obtained from the Mariner 2 spacecraft. They found a positive correlation between the $K_p$ index and the velocity of the solar wind. Later work by Hirshberg and Colburn (1969) established a connection between the southward component of the interplanetary magnetic field (IMF) and geomagnetic activity. Arnoldy (1971) introduced a half-wave rectified parameter $B_S$, with the definition $B_S = B_z$ for $B_z < 0$ and $B_S = 0$ for $B_z > 0$, and found a linear relationship between $B_S$ and the geomagnetic index $AE$. Because a relationship was also established between the solar wind velocity, $v_{sw}$, and geomagnetic disturbances a number of authors (Garrett et al., 1974; Murayama and Hakamada, 1975; Burton et al., 1975) established improved correlations using $B_S$ and $v_{sw}$ in combination.
Burton et al. used the coupling function \( B_S v_{sw} \) (which equals the half-wave rectified dawn-to-dusk component of the interplanetary electric field) to predict the time profile of the \( D_E \) index and obtained good agreement between the predicted and observed values. Murayama and Hakamada used the empirical formula \( B_S v_{sw}^2 \) to establish a correlation with the \( AE \) index. Garrett et al. selected the formula \( B_S v_{sw} + k_1 \sigma v_{sw} + k_2 \) to correlate with the \( Ap \) and \( AE \) indices, where \( k_1 \) and \( k_2 \) are constants and \( \sigma^2 \) is the total variance of the IMF. They found this produced a correlation equal to that of \( B_S v_{sw}^2 \) and preferred the latter because of the clearer physical meaning of \( B_S v_{sw} \). Svalgaard (1977) was the first to incorporate the solar wind dynamic pressure \( P_{sw} \) in his correlation study with the \( am \) index, using a coupling function of the form \( |B| v_{sw}(N_{sw} v_{sw}^2) \).

Subsequent studies focused more on theoretical derivations of expected power transfer to the magnetosphere. Prime amongst these were the studies of Perreault and Akasofu (1978) and Vasyliunas et al. (1982). The coupling function, \( P_\alpha \), developed by Vasyliunas et al using dimensional analysis, is a physics-based estimate of the power extracted from the solar wind. \( P_\alpha \), and the product of three terms:

\[
P_\alpha = \left( \pi l_0^2 \right) \times \left( m_{sw} N_{sw} v_{sw}^3 / 2 \right) \times (t_r) \tag{1}
\]

The first term in brackets on the right-hand side is the area (a circle of radius \( l_0 \)) that the magnetosphere presents to the solar wind flow. The second term in brackets is the flux of the kinetic energy density in the solar wind flow. The third term is the “transfer function”, \( t_r \), which is the fraction of the power incident on the magnetosphere that is extracted.

A hemispherical shape for the dayside magnetosphere is assumed, for which \( l_0 \) is the stand-off distance of the nose of the magnetosphere and can be computed from the pressure balance between the magnetic pressure of the terrestrial field and the solar wind dynamic pressure \( P_{sw} \) (Schield, 1969). This yields a value of \( l_0 \) proportional to \( (M_E^2 / P_{sw} m_0)^{1/6} \), i.e.

\[
l_0 = k \left( M_E^2 / P_{sw} m_0 \right)^{1/6}
\]

The dimensionless form of the transfer function adopted by Vasyliunas et al., has a \( \sin^4(\theta / 2) \) dependence on the IMF clock angle \( \theta \) (in the GSM reference frame):

\[
t_r = k_1 \left( 1 / M_A^2 \right) \sin^4(\theta / 2)
\]

where \( k_1 \) is a dimensionless constant, \( M_A \) is the solar wind Alfvén Mach number (equal to \( \sqrt{\mu_0 P_{sw} / \mu_s} \)), and \( \alpha \) is called the coupling exponent. Aoki (2005) found that the \( |B| \sin^4(\theta / 2) \) function does not correlate as highly as \( B_S \) with geomagnetic activity, but the former has the advantage of being continuous in slope. In the theory of Vasyliunas et al., the transfer function must be dimensionless and we note that Aoki did not include a term of the form \( |B| \sin^4(\theta / 2) \), as actually used by Vasyliunas et al, in his study.

Substituting Eqs. (2) and (3) into (1), we get:

\[
P_\alpha = \left( k \pi / 2 \mu_0 \right) \left( 1 / 3 + \alpha \right) m_{sw} N_{sw} v_{sw}^3 \left( M_E^2 / N_{sw} v_{sw} \right)^{13/6} \times |B|^{2\alpha} \sin^4(\theta / 2)
\]

We here fix the value of \( \alpha \) at 0.3, ensuring that \( P_\alpha \) has no more free parameters than any of the other coupling functions. Figure 7 analyses the dependence of the correlation coefficient \( r \), on the timescale \( T \) and the value of \( \alpha \). (We explain our choice to plot timescale \( T \) logarithmically in Sect. 4). The value of \( r \), as a ratio of its peak value at that \( T \), \( r_p \), is contoured as a function of \( T \) and \( \alpha \). Note that the correlation is only a weak function of \( \alpha \) for any one \( T \) with values of \( |B| r_p \) exceeding 0.9 for much of the phase space shown. The black line is for \( r=r_p \) and it can be seen that the optimum \( \alpha \) is 0.3 for all \( T \) exceeding 28 days. At lower \( T \), there is a slight rise in the optimum \( \alpha \), such that it is near 0.4 at \( T=3 \) h. We can compare this to previous estimates: Murayama (1982) found \( \alpha=0.4 \) for \( T \) near 1 day, Bargatze et al. (1986) found \( \alpha=0.5 \) for \( T<1 \) h and Stamper et al. (1999) found \( \alpha=0.38 \) for \( T=1 \) year. We note the differences between all of these results and \( \alpha=0.3 \) are not significant and that the earlier studies had smaller (with much less continuous data) datasets available and any differences are almost exclusively due to this.

Physically, Vasyliunas et al. stress that \( \alpha \) is an empirical fit parameter that is constrained by dimensional analysis. As discussed below, \( \alpha=1 \), with a fixed \( l_0 \) value, reduces \( P_\alpha \) to the epsilon parameter. Vasyliunas et al. point out that \( \alpha=1 \) yields a \( P_\alpha \) dependence on \( |B|^2 \) and \( \alpha=0.5 \) yields a linear dependence on \( |B| \). It is useful to note that Eq. (4) also shows
that $\alpha=0$ would mean that there was no dependence on $|\mathbf{B}|$ and that $\alpha=2/3$ would mean there was no dependence on solar wind density, $m_{sw}N_{sw}$ (and $P_u$ would vary as $v_{sw}|\mathbf{B}|^{4/3}$; i.e. the compression effect on the magnetospheric cross sectional area would happen to counter-balance exactly any rise in solar wind kinetic energy density) and that $\alpha=7/6$ would mean there was no dependence on solar wind speed, $v_{sw}$ (and $P_u$ would vary as $|\mathbf{B}|^{7/3}(m_{sw}N_{sw})^{-1/3}$). A value of $\alpha=0.33$ yields a $P_u$ that varies as $(m_{sw}N_{sw})^{1/3}v_{sw}^{4/3}|\mathbf{B}|^{2/3}$ and thus increases with all these solar wind parameters.

The epsilon factor described by Perreault and Akasofu (1978), on the other hand uses the Poynting vector in the solar wind $S=E\times B/\mu_0$. Given $E=-v_{sw}\times B$ this yields a magnitude of the solar wind Poynting vector of $S=|\mathbf{B}|^2$ and

$$\varepsilon = \frac{4\pi l_0^2 \left| v_{sw} \right| |\mathbf{B}|^2 \sin(\theta/2)}{\mu_0}$$

where the effective magnetosphere radius $l_0$ is here fixed at $7\,R_E$. Physically the problem with $\varepsilon$ is that the energy brought by the solar wind to the magnetosphere is not in the form of Poynting vector but rather in the form of particle kinetic energy which is converted to Poynting vector by current density $\mathbf{J}$ in the bow shock, magnetosheath and magnetopause where $\mathbf{J}E=0$ (Cowley, 1991; Lockwood, 2004) according to Poynting’s theorem. Kan and Akasofu (1982) showed that $\varepsilon$ does reduce to $P_u$ if $\alpha=1$ and $l_0$ is constant; however, this is not the optimum $\alpha$ and hence although $\varepsilon$ is quite similar to $P_u$ it does not have a firm theoretical basis and is not expected to perform as well as $P_u$. We note that the $\varepsilon$ parameter remains in frequent use, for example Alex et al. (2006); Wu and Lepping (2005); Partamies et al. (2003); Tanskanen et al. (2002), as a direct proxy for input power to the magnetospheric system. We note too that it is often used at timescales of between 1 min and 1 h, which is outside the scope of this study, but as shown in the following discussion $\varepsilon$ is an inferior proxy to $P_u$ of geomagnetic activity at all timescales greater than 3-h.

4 Correlation at a variety of timescales

In Fig. 8 we present a plot of the correlation coefficients at zero lag between the $am$ index and a number of the previously defined coupling functions. The upper and lower panels show the same results; in the upper panel the timescale is plotted linearly while in the lower it is plotted logarithmically. It may be seen that for all coupling functions, apart possibly from $P_{sw}$, the overall trend is for a steady decline in correlation as the length of the averaging interval drops from 365 days towards 90 days. As the averaging interval shortens further, the correlations decline much more rapidly, with a rapid drop and then recovery in correlation apparent between 7 days and 3 h. These trends are more easily seen in the logarithmic plot and, since similar trends are present in all correlations between the solar wind coupling functions and geomagnetic indices in this paper, we choose to present all further graphs with averaging timescales plotted logarithmically.

There is considerable variability overlaying these trends. The variability increases at longer averaging intervals, which indicates that it is connected to the decreasing number of data points in the correlations as the averaging interval lengthens. (We have a finite data period to divide). Additionally, variability from the trend is greater at lower correlation coefficients, so that $P_{sw}$ shows considerably more variability than $P_u$.

![Fig. 8.](image-url)
**Fig. 9.** Correlations between the $am$ index and a number of coupling functions illustrating the effect of data gaps. Correlations are evaluated every 3 h for averaging periods of 3 h to 2 days, every 12 h for averaging periods from 2 days to 10 days and every 24 h for averaging periods from 10 days to 365 days. Point-to-point variability has been reduced using a 6-point smoothing in timescale. From upper to lower:

1. Correlation functions are identical to those shown in Fig. 7, aside from the mentioned smoothing (i.e. for coincident OMNI 2 data to all $am$ data). The lines use the same colour coding as Fig. 7. The grey area is $r_{\text{perfect}}$ and cannot be exceeded by even a perfect coupling function because of data gaps.

2. Correlation functions in (a) divided by $r_{\text{perfect}}$.

3. Correlation coefficients between the OMNI data and the $am_w$ index.

We expect correlation coefficients to be high at longer averaging timescales as both the $am$ index and the solar wind parameters from which the coupling functions are computed will tend towards their long-term averages. Evidence for this can be seen in Fig. 6 where the coverage for the monthly and annual timescales are not greatly different, but the deviation from unity of the $am_w$ to $am$ ratio is significantly greater at the shorter averaging interval. We then expect correlation coefficients to decrease as timescales shorten since we expect there to be a storage-and-release component to the energy entering the magnetospheric system which none of the studied coupling functions account for. Additionally all solar wind measurements are point measurements, often on solar wind streamlines that do not impinge on the magnetosphere, and spatial structure in the solar wind means they may differ somewhat from the average solar wind parameters at the magnetosphere. As we reduce the averaging interval, individual turbulent events and spatial structures will become relatively more important and so these differences are more significant at shorter timescales.

We emphasise here that no pairwise removal of missing data has been conducted, that the averages constructed from the continuous $am$ data set are being correlated with averages constructed from the coupling functions of the discontinuous solar wind data. This appears to be how previous studies have been conducted and so we include these results for comparative purposes.

Minima in the correlation coefficients of the solar wind coupling functions occur at averaging intervals of between 5 and 6 days. If the solar wind data were continuous these minima in the coupling functions would reflect a geophysical process, for example storm timescales are of a similar magnitude. However, if we refer to Fig. 5, we see that the minima coincide with the maximum in the standard deviation of the ratio between $am_w$ and $am$. This indicates that the minimum is at least partially due to sampling issues in the data set rather than any physical process.

The data gaps are an additional source of decorrelation. This is clear if we consider the correlation between $am_w$ and $am$. Without any temporal averaging these two indices are identical except for the gaps in $am_w$ and, if a pairwise removal of missing data points is conducted, must have a correlation coefficient of 1. If we conduct a temporal averaging as described previously, and illustrated in Fig. 4, the correlation is immediately reduced from unity. Correlation studies make the implicit assumption that there exists a linear function relating the two parameters being correlated. If this is true then no other data series with the same gaps as are present in the OMNI 2 data set can produce a correlation with $am$ better than that for $am_w$.

To develop an understanding of how the missing data are affecting the correlation of the coupling functions at all timescales, we examine the effects of using $am_w$ instead of $am$ in Fig. 9. The uppermost panel of Fig. 9 simply repeats the lower panel of Fig. 8 for comparative purposes. In this
case however we apply a 6 point running mean in order to emphasise the trend in the correlation coefficient at different timescales rather than the point-to-point variability on top of those trends that can be seen in Fig. 8.

In this uppermost panel the bottom of the shaded region is the correlation coefficient between $am_w$ and $am$ at the relevant timescale, discussed above. We label this correlation $r_{\text{perfect}}$, as it is the best correlation possible between $am$ and another variable with the same data gaps as the OMNI 2 data set. The only way it would be possible for the correlation of any coupling function to extend into the shaded area would be if the data gaps were not random in their effect. Figure 3 shows that they are random with respect to $am$ and so we can regard $r_{\text{perfect}}$ as the maximum $r$ possible at that T. The closer to the $r_{\text{perfect}}$ line that a correlation reaches, the nearer to “perfect” (given the effect of data gaps) it really is. Note how closely the lowest point of $r_{\text{perfect}}$ matches the minima in the correlations for the coupling functions. Since all deviations from a correlation of 1 between $am$ and $am_w$ are due to the data gaps in OMNI 2, this is strong evidence that this is also the source of the minima in the coupling functions.

Panel (b) of Fig. 9 shows the coupling functions from panel (a) divided by $r_{\text{perfect}}$ as a simple way of allowing for the effects of the gaps in the OMNI 2 data set. Finally in panel (c) we conduct the correlation analysis using $am_w$ instead of $am$. This means that matching gaps are present in both the coupling functions and geomagnetic index data, hence a pairwise removal of missing data. This is the correct way to deal with missing data and produces a set of coupling function correlations in line with those seen in panel (b).

For the majority of the coupling functions, again excluding $|B|$, we see that the minimum at 5 days is greatly reduced in relative importance in Figs. 9b and c where allowance is made for the data gaps. Note that many coupling functions still have a weak minimum correlation coefficient at around 7 days in Figs. 9b and c. Given that these plots have made allowance for data gaps this could be a reflection of energy storage and release on storm timescales or of effects from sector structure. We demonstrate that the true reason is the effects of gaps in the coverage of the underlying data sets.

However, even with the rigorous use of only pairwise data, we may not be comparing like with like as we average intervals. Each averaging bin will potentially contain a different number of data points depending on the presence of data gaps within it. The coverage parameter we defined previously allows us to control this variation in the number of average data points. In Fig. 10 we show the result of setting thresholds on the coverage required before including a bin in our correlation analysis and Fig. 11 gives the significance levels of these correlations. Requiring a coverage of greater than 25% is sufficient to produce a notable improvement in correlation coefficients between timescales of 1 day and 1 week. Requiring stricter coverage conditions does further improve coupling coefficients but the changes are largely marginal after this initial improvement. Note too that the significance of

Fig. 10. Correlations between the $am_w$ index and a number of coupling functions, illustrating the importance of considering how much data contributes to each data point in the correlation. The corresponding significance levels are shown in Fig. 10.

1. Identical to Fig. 9c, included for easier comparison. (Coincident OMNI data to coincident $am_w$ data.) Each point need only have a single 3-hourly OMNI and am data point.
2. Coincident OMNI and $am_w$ data, each point must contain at least 25% of its period in data.
3. Coincident OMNI and $am_w$ data, each point must contain at least 50% of its period in data.
4. Coincident OMNI and $am_w$ data, each point must contain at least 75% of its period in data. See significance levels of $|B|$ and $P_{sw}$ in panel (d).
Fig. 11. Significance levels (p-values) of correlations from Fig. 10. The scale chosen means that values are only shown where they are below the 6σ level \(p \sim 10^{-8}\).

At a coverage of greater than 25\% \(P_x\) has the highest or joint highest correlation coefficient at all timescales. Its correlation coefficient is greater than 0.9 at timescales longer than 28 days and remains better than 0.8 at all timescales of over a day. At a coverage of greater than 75\% then the
correlation exceeds 0.85 at all timescales greater than 1 day. Although not shown, under a coverage criteria of 100% the correlation coefficients of the \( P_a \) coupling function exceed 0.9 at all timescales between 2 and 28 days. (Lack of data points means that results at timescales longer than 28 days are no longer significant at \( p < 0.05 \), i.e. at the 2\( \sigma \) level)

Note that in Figs. 10b to d the minimum at \( \sim 7 \) days has disappeared for all but the worst-performing coupling functions. We conclude that there is no evidence here for energy storage and release on storm timescales when data gaps are fully accounted for.

Almost all the coupling functions improve in their correlation with \( am_{sw} \) as we make the coverage criteria stricter, the exceptions being \(|B|\) and \( P_{sw} \). The correlation of \(|B|\) is largely independent of coverage, while that of \( P_{sw} \) is actually decreased by stricter coverage criteria. If we examine Fig. 11, which shows the significance levels (p-values) of the correlations of the coupling functions including the effect of self-correlation, then it becomes clear why these two coupling functions’ correlations are exceptional. As the coverage criteria is made stricter the significance level of all coupling function correlations falls. \( P_{sw} \) begins to fail a significance test of \( p < 0.05 \) at timescales longer than 180 days for coverage >50%. The situation for \(|B|\) is somewhat better but requiring a coverage of 75% still means that it fails to be significant at timescales greater than \( \sim 260 \) days and may be unreliable at timescales shorter than that.

Due to the large number of data samples available, all coupling function correlations are significant at greater than the 5-\( \sigma \) level at timescales shorter than 28 days at all coverage level requirements shown (up to 75%). The significance of all coupling function correlations decrease as timescale lengths since the number of data samples is reduced. Similarly tighter coverage criteria reduce the number of data points at each timescale, reducing the correlation. However even for a coverage threshold of 75% and a timescale of 365 days, correlations are significant at greater than the 4-\( \sigma \) level for all coupling functions, except \( P_{sww} \), \(|B|\), \( \varepsilon \) and \( v_{sw}^2 \). The low correlations at longer timescale, with reduced numbers of samples due to stricter coverage criteria cause the significance of the correlations for (in order) \( P_{sww} \), \(|B|\), \( \varepsilon \) and \( v_{sw}^2 \) to become considerably lower than for \( P_a \) and \( v_{sw}^2 \) \(|B|\) which remain at better than the 5-sigma level, even for 75% coverage and a timescale of one year.

We also note that increasingly strict coverage criteria have a very large effect on those coupling functions most dependent of \( v_{sw} \), the velocity of the solar wind. \( v_{sw}^2 \) and \( v_{sw}B_s \) both show significant improvements in their correlations at longer timescales as coverage criteria are made stricter. At 365 days this means that between coverage >0% and coverage >75% there is an improvement of 0.2 in the correlation coefficient for \( v_{sw}^2 \). Although \( v_{sw} \) is an important component of \( P_a \), \( v_{sw}^2 \) \(|B|\) and \( \varepsilon \), these parameters do not appear to be affected in the same way. The correlations of these three coupling functions appear to be largely independent of coverage at timescales longer than 90 days.

Finally, we can prepare an \( aa_{sw} \) index in exactly the same way as the \( am_{sw} \) index, again removing data points for which there are not 3-h of matching OMNI 2 data. Using this with the same coverage requirements as previously described results in Fig. 12. The results here are very similar to those from Fig. 10 (and thus for \( am_{sw} \)), with the possible exception of the correlation coefficient of \( v_{sw}^2 \) which seems to be improved even more strongly at longer timescales as the coverage criteria is made stricter. The matching significance levels for Fig. 12 are not given as they are almost identical to those given in Fig. 11. At long timescales the correlations are almost exactly as for the \( am_{sw} \) index and, as expected, the only differences arise at timescales near one day for which the correlations with the \( aa_{sw} \) index are all slightly lower than the corresponding correlations with \( am_{sw} \). We conclude that \( aa \) is as good a proxy of energy input into the magnetosphere as the more extensive \( am \) index on annual timescales and is only marginally inferior at daily timescales.

5 Conclusions

We have clearly demonstrated the importance of correctly dealing with the presence of data gaps in the existing solar wind data set when comparing solar wind magnetosphere coupling functions. These data gaps can have an important influence on correlations in a way that depends on timescale and which may be mistaken for physical effects. We note in particular that after correcting for the presence of these data gaps that we are left with no evidence of storage-release affecting the solar wind magnetosphere correlations at storm timescales.

At all timescales, and with all coverage criteria, \( P_a \) consistently provides the best correlation with geomagnetic indices. \( v_{sw}^2 \) \(|B|\) is almost identical in performance at timescales longer than 1 month but significantly less good for timescales shorter than a week. This reflects the fact that \( \sin^2 (\theta/2) \), \( B_s \) and \(|B|\) all tend towards constants at longer timescales. We emphasise again that \( P_a \) performs significantly better than \( \varepsilon \) at all timescales and has a firmer theoretical basis.
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