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ABSTRACT Due to aggressive urbanization (with population size), waste increases exponentially, resulting in environmental damage. Even though it looks challenging, such an issue can be controlled if we can reuse them. To handle this, in our work, we design a machine learning and blockchain-oriented system that identifies the waste objects/products and recommends to the user multiple ‘Do-It-Yourself’ (DIY) ideas to reuse or recycle. Blockchain records every transaction in the shared ledger to enable transaction verifiability and supports better decision-making. In this study, a Deep Neural Network (DNN) trained on about 11700 images is developed using ResNet50 architecture for object recognition (training accuracy of 94%). We deploy several smart contracts in the Hyperledger Fabric (HF) blockchain platform to validate recommended DIY ideas by blockchain network members. HF is a decentralized ledger technology platform that executes the deployed smart contracts in a secured Docker container to initialize and manage the ledger state. The complete model is delivered on a web platform using Flask, where our recommendation system works on a web scraping script written using Python. Fetching DIY ideas using web-scraping takes nearly 1 second on a desktop machine with an Intel Core-i7 processor with 8 cores, 16 GB RAM, installed with Ubuntu 18.04 64-bit operating system, and Python 3.6 package. Further, we evaluate blockchain-based smart contracts’ latencies and throughput performances using the hyperledger caliper benchmark. To the best of our knowledge, this is the first work that integrates blockchain technology and deep learning for the DIY recommender system.

INDEX TERMS Deep learning, image recognition, municipal solid waste, blockchain, smart contract, hyperledger fabric, hyperledger caliper, recycle.

I. INTRODUCTION

According to a World Bank report, [1], approximately 2.01 billion metric tons of Municipal Solid Waste (MSW) is produced annually worldwide. The World Bank estimates that waste generation will increase to 3.40 billion metric tons by 2050. Out of total waste produced, it is estimated that 13.5% of it is recycled, while 5.5% is composted. The report also shows that 33% to 40% of waste generated worldwide is not appropriately managed and instead dumped or openly burned. This calls for responsible measures to manage waste properly. It is a challenging problem because, with urbanization, the easy availability and low cost of products have increased every individual’s carbon footprint. There is a tremendous increase expected in global waste production in the coming years. This will be a considerable challenge to various environmental bodies, scientific communities, governments, and humans in general, as it will affect all of us.
The less we manage our waste, the more risk we put our planet in. Climate change is real, and it is affected by all factors that pose a disturbance to the ecological balance. In this regard, the proposed work attempts to curb the problem early by suggesting various DIY ideas to reuse the waste to the users.

The conventional waste management systems are doing well up to a certain level; however, we have wastes that can be efficiently reused or recycled. Therefore, there is a need for a more practical rather out-of-the-box approach. The rate at which we discard used products has increased directly in proportion to new products’ availability. When a new design of shoes comes up, we usually discard the old ones even when they have not been used to their fullest. Suffice to say that the rate of discarding products directly generates more waste. More waste generation, combined with ineffective waste management methods (i.e., improper disposal of the waste causing pollution), has become one of the biggest threats to our planet today. A few solutions recognize the waste objects into various classes; however, they do not focus on what to do with the objects or how to reuse them [2]. The issue is the lack of focus on how to handle the problem of waste generation. Another issue is the number of classes that the objects are classified into. The waste generated can be classified into a wide variety of classes; however, it was observed that the object’s output classes are less in number [3], [4], [5].

We developed a convincing notion to decrease waste generation as the current recommendation systems lack machine learning-based object recognition and correctness verification. The idea of recycling an item before discarding it has been around for decades, but the execution has been limited. To boost that implementation, we devised a simple recommendation system for Reusing Ideas specific to any particular object.

The mantra to combat resource scarcity is REUSE rather than labeling the waste as True Waste and finding effective ways to recycle it. The reason is very straightforward; recycling requires more resources than reusing. Recycling should be done when the reuse policy is hard to follow. In cases where reusing can not be done, the economic impact of waste is best known when the waste products are segregated. There are currently few effective systems used to segregate waste into various types at a household level. Nowadays, researchers utilize advantages (i.e., transparency, trust, non-repudiation, fairness) of blockchain technology in diverse applications such as payment system [6], cloud storage [7], file sharing [8], supply chain management (product traceability) [9], and healthcare [10]. Thus we utilized this technology in our proposed system. Our work aims to make a user-friendly, trusted recommendation and segregation system for households. This system recommends DIY reusing Ideas and suggests to the users what segregation class the waste belongs to segregate it themselves before discarding it to the municipal waste collection system. This encourages resource reuse and a helping hand in saving the environment by reducing the amount of waste going to be dumped. It gives suggestions about the processes that can be performed on the waste object. It also provides a proper analysis of the waste product. For better understanding, we have divided our approach into two main modules.

1) Image Recognition Module (IRM): This machine learning (deep learning) module focuses on recognizing the object into a wide variety of classes using ResNet50 [11], a Deep Neural Network (DNN) trained on a huge image dataset [12], [13], [14].
2) Web Scrapping Module (WSM): WSM scraps the reuse recommendation ideas from the internet based on the IRM output, and these ideas are then presented to the user.

IRM recognizes the object in a user’s submitted image, and WSM advises on how to reuse it. To enable verification of suggested recommendations in a trusted manner, we utilized blockchain technology in our work.

Blockchain is record-keeping technology that collects every transaction in the distributed and immutable ledger. Immutability limits record modification and establish trust in a blockchain network. The distributed network allows every network member to audit the existing transactions. In this work, blockchain transactions are verified collaboratively by the expert members/ auditors of Blockchain Network (BCN) to improve recommendation quality and maximize user trust. The Hyperledger Fabric (HF) blockchain platform is designed to serve as a foundation for developing modular applications or solutions. This HF platform provides exceptional levels of confidentiality, scalability, and resiliency. We use the HF platform to implement and test the proposed business logic written in the smart contracts. The Smart Contract (SC) is automatically executed when a particular event is initiated. We designed several smart contracts in the proposed work and deployed them on the Hyperledger Fabric blockchain platform. Expert members interact with BCN using smart contracts such as register, view, delete, and disable members. The DIY instance record deals with BCN using SCs to create, verify, and invalidate the DIY instance record.

The main contributions to the paper are as follows:
1) The proposed approach works on a variety of daily use objects (12 classes). It recognizes the object in a given image and recommends ways to reuse the objects using DIY reusing ideas.
2) We designed and deployed the novel smart contracts that support verifying the DIY recommendations. Further, we captured and demonstrated the performance of smart contracts.
3) We performed extensive experiments in real-time. This was achieved through the Python library OpenCV, which uses the system’s webcam to recognize the objects. We used 11,700 images collected from different sources to train the IRM model. Our model performs satisfactorily in the recognition and suggestions. Additionally, we present a comparative analysis with existing approaches.
The rest of the paper is organized as follows. Section II reviewed the related work. The proposed framework and smart contracts are presented in Section III. We present the description of the dataset, the experimental setting, and the results in Section IV. Finally, we conclude the paper in Section V.

II. RELATED WORKS

Deep learning with Convolutional Neural Network (CNN) has been used in a variety of applications including image classification [2], [3], detection [16], and identification [17]. This section reviews the existing works that aim to recognize waste objects. In a study by Srinita et al. [2], a system for waste segregation is developed using various transfer learning models like DenseNet-121, ResNet-50, MobileNet, and VGG-16. The dataset consists of about 9200 Municipal Solid Waste images collected from multiple sources. All the transfer learning models yield an accuracy of more than 80%. Waste items with different physical appearances can still fall into the same class because of the way these items are processed. For example, paper and glass are recyclable, so they can end up in the same class. One of the previous works lays the groundwork for how resnet50 performed better in classifying waste objects as compared to VGG-16, MobileNet V2, and DenseNet-121 classifiers [2]. Similarly, Aral et al. [3] classify the TrashNet dataset using various Deep Learning Models. TrashNet [13] is a very popular dataset released by Yang and Thung in 2016. It consists of 6 classes: paper, glass, cardboard, plastic, metal, and trash. This study uses various transfer learning models like Xception [18], MobileNet [16], DenseNet [19], and Inception V4 [20], where DenseNet-121 and DenseNet-169 [19] yield a recognition rate of nearly 95%. Rabano et al. [4] develop a Common Garbage Classification system using the TrashNet dataset. MobileNets [16] are used due to their capability for faster and more efficient computation. The models do many tasks, including classification and detection. The baseline model has an accuracy of 87.2%. In another study, Sreelakshmi et al. [5] segregate Plastic and Non-Plastic Wastes using Capsule Neural Networks. A system to segregate waste like plastic and non-plastic is of utmost importance, with huge waste being produced daily. Capsule-Net analyzes two datasets derived from public and private areas. It recognizes the objects placed on the conveyor belt. The accuracy achieved is 96.3% in Dataset 1 and 95.7% in Dataset 2.

The pollution caused by road transportation of the MSW collection system is a crucial source of environmental pollution which can result in lung cancer, asthma, allergies, and various breathing problems along with severe and irreparable damage. Therefore, Amal et al. [21] investigate an efficient computerized method for optimizing MSW collection that minimizes the environmental and other factors. Chen et al. [22] introduce an integrated transportation and storage system for radioactive waste processing in nuclear power plant decommissioning. This research used the technology of Radio Frequency Identification for detection and information system. This further leads to adequate monitoring of the storage status. Later, Moslehi et al. [23] applies a Scenario-based Stochastic Programming (SSP) approach to deal with the uncertainties such as parameters of demand and Waste Electrical and Electronic Equipment (WEEE) return rate, which is obtained from the consumer. It solves the model using a nominal approach and an SSP approach via the epsilon-constraint and augmented epsilon-constraint methods to obtain optimal Pareto solutions and compare them.

The recent studies [24], [25], [26], [27], [28] provide blockchain-based solutions of waste management. França et al. [24] develop an information system to tackle integrity and quality assurance of information in a business model. The information system uses blockchain for solid waste management in a municipality using social currency. A solid waste management system was designed for people to earn Green coins in exchange for the solid household wastes that people take to the city hall. These Green Coins have a monetary value using which people can buy products from registered bakeries, supermarkets, drugstores, and grocery stores. The Municipality sells the waste to recycling companies completing the cycle. Falazi et al. [25] aim to provide a uniform way to deal with heterogeneous smart contracts by defining and creating the Smart Contract Invocation Protocol (SCIP). It helps invoke smart contract functions and to query past and future smart contract-related events uniformly, irrespective of the underlying blockchain technology. This paper aims to develop an abstract layer as a wrapper around blockchains, exposing a consistent unified set of operations that allow external applications to interact with smart contracts. This would eliminate the need to adapt to different protocols and heterogeneous Application Programming Interfaces (APIs). Recently, Mahapatra et al. [27] introduced an e-waste optimization solution based on the Hyperledger Fabric platform to recover precious metals from waste circuit materials. They use microwave heat treatment on electronic wastes to extract the most precious metals. Transfer learning models like ResNet [11], DenseNet [19], VGG [29], Inception [20] and other similar models provide deep architectures with pre-trained weights on Imagenet dataset, which make the task of object recognition relatively easier. Smart systems can be built upon them.

In contrast, the primary purpose of the proposed work is the waste classification and recommendation that provides ways to deal with the waste objects. In this work, we incorporated 12 classes with images collected and classified from various sources. The number of output classes is more than the existing approaches [2], [3], [4], [5]. Additionally, we have demonstrated in Table 1 that compares the proposed method with the existing works.

III. PROPOSED APPROACH

In this section, an elaborated plan is designed to come up with the desired blockchain-oriented framework. This framework consists of a DIY application divided into two modules-IRM and WSM. A representative system model of the proposed
TABLE 1. Comparison with existing approaches on waste recognition models.

| Approach                                      | # of Images | Architecture        | Classes | Accuracy  |
|-----------------------------------------------|-------------|---------------------|---------|-----------|
| 1. Proposed work                              | 11696       | ResNet50            | 12      | 94.17%    |
| 2. Municipal Solid Waste Segregation with CNN [2] | 9200        | DenseNet/ResNet     | 4       | 91.30%    |
| 3. Classification of TrashNet                 | 2527        | DenseNet            | 5       | 95%       |
| 4. Dataset Based on Deep Learning Models [3]  |             | Hardware based project, Arduino Mega |         |           |
| 5. Material Classification of Waste          |             | Database created for size of objects, Microcontroller used for detecting dimensions |         |           |
| 6. Recyclable Waste using the Weight and Size of Waste [15] | 2527        | MobileNet           | 5       | 87.2%     |

blockchain-oriented framework is illustrated in Figure 1. In this framework, the DIY Blockchain Network (DBN) consists of several peer nodes, distributed applications, and smart contracts. DIY App is a distributed application that runs on a peer-to-peer DBN, and a smart contract consists of business logic that are auto-triggered when a particular event is invoked. Our application provides an interface where a user can either upload an image or display the object through the webcam. The object image is then fed as an input to the Image Recognition model (IRM) to make an identification. The predicted class is then further fed to the Web Scraper, which fetches recommendations on reusing the object using DIY ideas. This is user-friendly as it can be used as a web application. The object recognition with the idea recommendation is demonstrated in Figure 2, where WSM uses the results from IRM to retrieve probable recommendations.

The deep architectures such as ResNet-50 trained over the ImageNet dataset can learn distinguishable representations of the input images without any handcrafted features. They have been proven efficient in handling images with background clutter and poor lighting conditions compared to traditional non-deep learning approaches. Such an architecture can be fine-tuned by training with task-specific images without much effort; it may be an obvious choice for further research. In the image recognition phase, ResNet-50 CNN architecture is used [11]. As a DNN consists of many layers, using a sigmoid activation function can lead to the vanishing gradient problem, thereby causing poor learning for deep networks. This problem can be solved using Residual Networks with a ReLU activation function. The residual blocks allow us to train many DNNs. Due to the effectiveness of the ResNet-50 (Residual Network) architecture, it is used as the base model, trained on the ImageNet dataset. The weights are retained; however, the output layer can be changed. Such a framework can be used with other networks. A dense layer is added with ReLU used as the activation function to overcome the vanishing gradient problem. This layer is followed by the drop-out layer, which helped overcome the problem of over-fitting. After some hyperparameter tuning, the drop-out rate was set as 0.2. The Softmax function in the last layer produces the output between 0 and 1 so that it can be interpreted as probabilities. As there are 12 output classes, there will be a probability value corresponding to every class, and probabilities for all 12 classes add to 1. Adam is used for stochastic optimization [30]. Due to this algorithm’s adaptive learning rate, the model could achieve a stable model swiftly. With hyperparameter tuning, the learning rate of 0.0001 worked the best for our model.

In the initial phase of data pre-processing, data augmentation is performed to create more images in the training phase. Data augmentation helps deal with the problem of fewer data [31]. The images are first resized into 224 × 224 RGB channel and then normalized. The images’ orientation is changed using various pre-processing techniques like horizontal and vertical flip, zoom in and zoom out, cropping, and rotating the images. During the training phase, these images are fed to the model.

The testing is done in real-time using OpenCV [32]. It is a library that aims at handling real-time computer vision problems. A mask is created enclosing the waste object, for which the prediction result is fetched and displayed on the screen itself, as shown in Figure 3. The result of the object recognition CNN model is used in the Web Scraping Module.

The next phase is the recommendation system. Web scraping is performed on the results obtained from IRM using a Python script. The recommendations suggested DIY ideas to reuse the waste object instead of disposing of them, as shown in Figure 4.

The two modules are combined together in a Flask web application [33], where it is possible for a user to either upload an image or directly input the image frame from the webcam and obtain prediction followed by reusing DIY recommendations.

A. SMART CONTRACTS

A transaction protocol that is particularly invoked based on predefined specific execution policies. It will perform specific actions according to the input arguments. However, we cannot update the installed smart contract (chaincode) for a dedicated channel. Instead, we can try the chaincode version to identify the difference between the currently upgraded chaincode and the previous chaincode. A smart contract is a domain-specific program linked to certain business operations, whereas a chaincode is a technical container that holds a collection of related smart contracts. With transactions contributed by applications, chaincode initializes and controls the ledger state. The world state of a chaincode can be kept isolated from the world state of other chaincodes by using a namespace. However, smart contracts in the same chaincode have shared direct access to the same world state, whereas
smart contracts in other chaincodes do not. The fabric passes
the stub parameter when a chaincode’s initialize, invoke,
or query functions are called. This stub can be used to access
ledger services, and transaction context and invoke another
chaincode by calling APIs.

We designed and deployed several Smart Contracts (SC) in
the blockchain platform, such as registering, viewing, delet-
ing, and disabling expert members and creating, verifying,
and invalidating instance records. We represent three essential
contracts to deal with recommended ideas, i.e., insert DIY
instance details, verify the DIY record, and invalidate the
record.

The ‘create instance record’ contract creates an instance
record with Instance Identity (IID), image data, number of
ideas, and validity status. Then, it is inserted into the decen-
tralized blockchain described in Algorithm 1. It takes an
argument as an input and a particular chaincode (smart con-
tract) stub interface, and it returns a corresponding response.
This contact first defines the number of input DIY ideas
(ideas_count). Then it appends all the ideas into the DIY list.
Later, the ‘input’ instance structure is defined and initialized
with the required information. The default validity status is
set to true for the suggested ideas. The experts will verify it.
Then it checks whether the instance record exists and returns
Algorithm 1 Smart Contract: Create and Insert Instance Record for Recommending Ideas

Input : stub ChaincodeStubInterface, args []string  
Output: Response  
1 begin  
2 ideas_count := args[2]  
3 var diylist DiyIdeas  
4 for i := 0; i < ideas_count; i++ do  
5 /* Diy ideas start from the third index of the arguments list */  
6 Append(diyList.Ideas, args[i+3])  
7 end  
8 /* Initializing Instance structure */  
9 var input Instance  
10 input.IID := InitStructValue(args[0])  
11 input.ImageData := GetImageData(args[1])  
12 input.DiyList := getDiyList  
13 input.Validity := true  
14 /* Check if instance record already exists */  
15 if IsDiyRecordExist(stub, input.IID) then  
16 return Error(“This instance record” + input.IID + “is already exists.”)  
17 end  
18 /* Putting state in block */  
19 PutState(input.IID, Marshal(input))  
20 /* diy instance record has been entered */  
21 return Success(“diy instance record has been stored”)  
22 end

Algorithm 2 Smart Contract: Verify Recommended Ideas

Input : stub ChaincodeStubInterface, args []string  
Output: Response  
1 begin  
2 iid := args[0]  
3 diyRecordAsBytes, err := stub.GetState(iid)  
4 if err != nil then  
5 jsonResp := “{\“Error\”:\n\“Failed to get state for\”+ iid + “\”}”  
6 return Error(jsonResp)  
7 end  
8 var diyrecord Instance  
9 Unmarshal(diyRecordAsBytes, &diyrecord)  
10 validitystatus := ViewRecord(diyrecord)  
11 if validitystatus == false then  
12 jsonResp := “{\“Error\”:\n\“This diy recommendation is wrong -- for\”+ iid + “\”}”  
13 InvalidateInstanceRecord(stub, diyrecord.IID)  
14 return Error(jsonResp)  
15 end  
16 return Success(diyRecordAsBytes)  
17 end

The ‘invalidate instance record’ contract invalidates the stored record’s correctness for the recommended DIY recommendation, exhibited in Algorithm 3. This contract takes an argument as an input and a particular chaincode stub.

FIGURE 3. Prediction of a sample image – plastic bag.

FIGURE 4. DIY recommendation on reusing recognized waste object – plastic bag.
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Algorithm 3 Smart Contract: Invalidate Instance Record

| Line | Code |
|------|------|
| 1 | begin |
| 2 | "iid" := args[0] |
| 3 | diyRecordAsBytes, err := stub.GetState("iid") |
| 4 | if err != nil then |
| 5 | jsonResp := "{\"Error\": \\
| 6 | "Failed to find record by\" + iid + \"\""} |
| 7 | return Error(jsonResp) |
| 8 | end |
| 9 | var diyrecord Instance |
| 10 | Unmarshal(diyRecordAsBytes, &diyrecord) |
| 11 | diyrecord.Validity := false |
| 12 | /* updating instance record */ |
| 13 | /* Putting state in block */ |
| 14 | PutState(diyrecord.IID, Marshal(diyrecord)) |
| 15 | /* diy instance record has been updated */ |
| 16 | return Success("diy instance record has been updated") |

interface and returns a corresponding response. This contact initializes the variable instance id (iid) by the input argument. First, it invokes the ‘GetState’ method of the blockchain to retrieve stored information as a ‘diyRecordAsBytes’ if the record information exists; otherwise, it fails to get state and returns an error response. Next, the ‘diyrecord’ instance is built to store the unmarshal information of ‘diyRecordAsBytes’. Then it resets the validity status of the stored record to false. After, it marshals the ‘diyrecord’ instance and stores them into the blockchain corresponding to the key IID. Finally, it returns a success response, including a message ‘diy instance record has been updated’.

The Hyperledger Fabric (HF) blockchain platform has been adapted to deploy smart contracts. The Linux Foundation launched hyperledger – an enterprise-grade – open-source distributed ledger system. HF is a modular blockchain architecture that serves as a platform for developing blockchain-based goods, solutions, and applications. It supports plug-and-play components such as consensus and membership services. Its modular and adaptable design caters to a wide range of business use cases. It also provides a novel approach to a consensus that enables performance at scale while maintaining privacy. Some of its benefits include channel privacy and confidentiality, modular design, efficient data transmission processing, chaincode functionality, and identity management. The HF component Membership Service Provider (MSP) provides an abstraction of membership operations. This membership identity service keeps track of user identities and authenticates all participants. The following are the essential characteristics that distinguish HF as a comprehensive and configurable Blockchain solution:

- **Assets**: It enables the network to exchange nearly anything with a monetary value.
- **Chaincode**: A set of programs implement the business logic governing how applications interact with the ledger. The execution of chaincode is partitioned from transaction ordering and verification across node types, as well as network scalability and performance optimization.

**Ledger features**: The shared ledger is immutable and stores the whole transaction history for each channel, as well as SQL-like querying capabilities for quick auditing and dispute resolution.

**Channel privacy**: It competes with businesses and regulates industries that exchange assets on common network leverage channels and private data collectors to enable private and confidential multi-lateral transactions.

**Members’ security and services**: Permission-based membership creates a trusted blockchain network in which participants are certain that all transactions can be detected and observed by authorized regulators and auditors.

**Consensus**: A unique consensus procedure provides the organization with the flexibility and scalability it requires.

### IV. EXPERIMENTS

This section presents the description of the dataset, implementation details, and the results obtained. Results are specified in terms of the accuracy obtained by the Image Recognition model, the time taken to recommend DIY ideas’ and smart contracts’ performance metrics.

#### A. DATASET DESCRIPTION

The dataset for the study contains around 11700 images and is collected from multiple sources. The dataset is a combination of images from ImageNet [12], TrashNet [13] and a Kaggle Dataset [14] also containing images with complex shapes and image background. These images are divided into 12 output classes, based on which recommendations will be made.

For the experiments, the dataset is split into training and validation data, which contains 80% and 20% data, respectively. The testing of the model is done in real-time, using OpenCV. The webcam captures the frame and converts it into a grid of 224 × 224 RGB format; the model predicts the result for this frame and displays it on the screen.

Data preparation is a delicate technique, more like an art that deals with incorrect labels, missing values, incorrectly formatted data, and sometimes even corrupted data. We have classified our dataset into 12 classes. The data distribution has been shown in Figure 5.

A screenshot of images used in the class “cardboard” is presented in Figure 6. The size of each image in our dataset is converted to a 224 × 224, including the three color (red, green, blue) channels RGB. This means that each pixel in a grid of 224 × 224 is represented by a 1D array containing three elements, each representing the three channels RGB. Consider the following representation for the input image as a grid of 224 × 224 as shown in Figure 7.
B. IMPLEMENTATION DETAILS

The experimental setup comprises a desktop machine with Intel Core-i7 10510U with eight cores, 16 GB RAM, installed with ubuntu 18.04 64-bit operating system, and Python 3.6 package as it is compatible with Tensorflow. We have employed the SCs on the hyperledger fabric blockchain platform, and the performance is evaluated using the hyperledger caliper benchmark tool. Layers are added with Keras’ help to existing ResNet architecture, with pre-trained weights on ImageNet [12]. The following prerequisites are installed and configured before running the hyperledger fabric development:

- **Git client**: open-source version management system focused on speed and performance for small-scale and large-scale projects;
- **Docker engine**: docker components and services are used to build and run containers, which is a fundamental client-server technology;
- **Docker compose**: a tool for setting up and executing multi-container Docker applications. Python: a high-level programming language that is interpreted, interactive, and object-oriented;
- **npm**: an online repository of JavaScript modules, many of which are particularly drafted for node; and
- **Node**: a JavaScript-based framework for developing real-time applications in a short amount of time.

Data augmentation is performed to increase the dataset, which results in a better generalized model that prevents overfitting. Hyperparameter tuning is done for the learning rate, drop-out rate, optimizer, and the number of epochs. Adam is the finalized optimizer used with a learning rate equal to 0.0001 and a drop-out rate equal to 0.2. The model yields the best performance after 15 epochs. Beyond that, it starts
C. RESULTS

This section provides a quantitative evaluation of the proposed model’s accuracy and the average time taken to fetch recommendations. As mentioned above, the dataset has been collected from various sources like TrashNet, Kaggle, and ImageNet. This dataset was then classified into 12 classes according to the requirement of our project. There are about 11700 images in the dataset. The training is done on 15 epochs.

The model yields a training and validation accuracy of 94.17% and 86.18%, respectively, on the entire dataset. The accuracy graph is shown in Figure 8. The graph shown in Figure 8 demonstrates how well the predicted class performs against the actual class (ground truth). As the accuracy curve keeps increasing with every epoch, the model is learning well. The gap between the training and validation accuracy indicates the level of overfitting. As this gap is less in this graph, it implies that the model does not overfit.

The objective of the experiments is to check whether the object is being recognized correctly. This is done by using the system’s webcam and displaying the object in front of it, which then identifies this image. This helps us to check how well our model is performing in real-time. We tested our model in real-time by showing various objects such as plastic bottles, newspapers, magazines, plastic bags, cardboards, and papers. It was able to predict the classes correctly, and then it redirected us to various DIY reusing ideas.

In the next phase of experimentation, the Image Recognition system results are used further for obtaining reusing and recycling DIY idea recommendations. This process of fetching recommendations takes about 1 second on average. Also, there is a wide variety of output classes, due to which the recommendations are more precise and object-based.

We tested our model on the test data (Table 2) taken from open images dataset v6.1 Further, we demonstrated the

1https://storage.googleapis.com/openimages/web/index.html
confusion matrix and our results in Tables 3 and 4, respectively. The performance of the IRM can be improved by training the model with more images for object classes with less Precision, Recall, and F1-score.

D. PERFORMANCE OF SMART CONTRACTS

The caliper benchmark captured the performance of deployed smart contracts for 20 to 100 transactions per second. The performance is measured based on transaction latencies and throughputs. Latency performance metrics are grouped into three sets, i.e., minimum, average, and maximum. The latencies of initialization contacts (i.e., member registration and insert recommended idea) and instance verification contract are shown in Figure 9. As noted from the graph, the optimal latencies take the least 1.25s, an average of 8.81s, and the highest at 12.07s. Then the reading and removing operations latencies of smart contracts are disclosed in Figure 10. The optimal latencies of these contracts are consistent, ranging between 0.01-0.13. Reading and removing operations are more reliable than other operations because it does not involve other complex operations. Besides, Figure 11 illustrates the throughputs of the deployed contracts. The throughput performance metrics are grouped into two sets: (a) Initialization and Verification operations latencies of smart contracts, and (b) Reading and removing operations latencies of smart contracts. As seen from Figure 11(a), the throughput of initialization and verification contracts varies between 3.7-6.7tps. However, the maximum throughputs are achieved at 20.2-100.5tps, shown in Figure 11(b), because the throughputs of reading and removing operations are more efficient than other operations since they only execute lightweight query operations to the databases.

V. CONCLUSION

Resources are scarce. Reusing and recycling not only save our limited resources, but they also save the environment from pollution. The proposed work does exactly that by giving
recommendations to the users. In this paper, we proposed a deep neural network to identify the waste object and a blockchain-oriented recommendation system to suggest the user DIY reusing and recycling ideas. We have employed ResNet50 as a base architecture, and its performance has been enhanced by implementing several different techniques. On a dataset of size approximately 11700 images that were collected from various sources (12 classes), we have obtained results from the ‘Image Recognition Model’ that could potentially be used to obtain reusing ideas in the recommendation system. In our study, blockchain technology has enabled transaction verifiability and assisted in better and more realistic decision-making.

Increasing classes and dataset size is our immediate plan to avoid similarity issues among objects. To avoid possible misclassification, we also intend to do more analytical work on the waste objects the user wants to discard. It would include analyzing various markings, texts, or symbols available in objects. Additionally, trusted stored recommendation records will be utilized to minimize decision-making efforts and maximize trustworthy accuracy. This work can be extended to a global scale to reuse the items by other people. However, to make it on a global scale, there is a need for awareness among the public and connecting different technologies to make it a circular system. In such a system, there should be the opportunity to connect municipal corporations, recycling facilities, and second-hand stores to make reusable waste readily available to people who may need it. On another note, as future work, we aim at integrating our application with social media platforms where users can share their “Green Profiles”. The more the users share their reused objects, the “Greener” their profile will be. Our reward-based system attracts more users to reuse more waste objects/products, which will positively impacting the universe.
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