Abstract. We introduce a new Partition of Unity Method for the numerical homogenization of elliptic partial differential equations with arbitrarily rough coefficients. We do not restrict to a particular ansatz space or the existence of a finite element mesh. The method modifies a given partition of unity such that optimal convergence is achieved independent of oscillation or discontinuities of the diffusion coefficient. The modification is based on an orthogonal decomposition of the solution space while preserving the partition of unity property. This precomputation involves the solution of independent problems on local subdomains of selectable size. We deduce quantitative error estimates for the method that account for the chosen amount of localization. Numerical experiments illustrate the high approximation properties even for ‘cheap’ parameter choices.
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1 Introduction

In this paper, we present a novel Multiscale Partition of Unity Method for reliable numerical homogenization in the meshfree context.

The Partition of Unity Method (PUM) was introduced by Babuška and Melenk in [6, 29], with the motivation that known singularities of the solution of a given PDE can be embedded into the ansatz space. Examples of Partition of Unity Methods can be found in [11, 16, 17, 21, 25, 31, 36]. Specific realizations of methods that fit into the general PUM framework but which are formulated in the context of finite element methods are the Extended Finite Element Method (XFEM, cf. [7, 30]), the Generalized Finite Element Method (GFEM, cf. [9, 10, 12, 24, 34, 35]) and the Stable GFEM presented in [18]. More general surveys on XFEM and GFEM can be found in [3, 14, 33].

In contrast to local singularities (usually due to the shape of the domain), multiscale problems consider the issue of very rough coefficients all over the domain. In order to obtain a reliable numerical approximation to the solution of the multiscale problem, it is typically necessary to ‘resolve the coefficient’, whereas a simple local averaging of the coefficient leads to wrong approximations. This
means that the discrete solution space in which we seek an adequate Galerkin approximation must be able to fully capture the fine structures of the coefficient. Practically, this often leads to very large spaces and therefore to tremendous computational efforts. One approach to overcome this difficulty is to construct a special low dimensional space that incorporates the relevant fine scale features in its basis functions and that exhibits high approximation properties. A locally supported basis of this space can be computed in parallel by solving fine scale problems in small patches. This approach has been studied extensively for Finite Elements in [19, 20, 28, 27].

Other numerical multiscale methods can be found in [1, 4, 13, 15, 22, 23, 26]. In the context of meshfree methods we refer to recent papers [5, 32] where elliptic problems with rough coefficients are treated by introducing special non-polynomial shape functions, i.e., local eigenfunctions in [5] and rough polyharmonic splines in [32].

This paper aims to generalize the mesh-based approach of [19, 20, 28, 27] to general ansatz spaces without the requirement of underlying finite element meshes.

Throughout the paper, our model problem consists of finding a stationary heat distribution in some heterogenous media. Let \( A \in L^\infty(\Omega, \mathbb{R}^{d \times d}_{\text{sym}}) \) be a symmetric coefficient with uniform spectral bounds \( \beta \geq \alpha > 0 \) in some bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d \) for \( d = 1, 2, 3 \), i.e.,

\[
0 < \alpha := \essinf_{x \in \Omega} \inf_{v \in \mathbb{R}^d \setminus \{0\}} \frac{(A(x)v, v)}{(v, v)},
\]

\[
\infty > \beta := \esssup_{x \in \Omega} \sup_{v \in \mathbb{R}^d \setminus \{0\}} \frac{(A(x)v, v)}{(v, v)}.
\]

This coefficient \( A \) may be strongly heterogenous and arbitrarily rough. We consider the prototypical second-order linear elliptic PDE

\[
- \text{div } A \nabla u = g
\]

with homogeneous Neumann boundary condition

\[
A \nabla u \cdot \nu = 0 \quad \text{on } \partial \Omega,
\]

given the exterior normal vector \( \nu \) on \( \partial \Omega \) and compatible right-hand side \( g \in L^2(\Omega) \) such that

\[
\int_{\Omega} g \, dx = 0.
\]

We are looking for the unique (up to a constant) weak solution of problem (1a–b). This is, for \( V := H^1(\Omega) \), find \( u \in V/\mathbb{R} = \{v \in V \mid \int_{\Omega} v \, dx = 0\} \) with

\[
a(u, \phi) := \int_{\Omega} A \nabla u \cdot \nabla \phi \, dx = \int_{\Omega} g \phi \, dx \quad \text{for all } \phi \in V/\mathbb{R}.
\]

2 Abstract Multiscale Partition of Unity

In this section, we propose a Multiscale Partition of Unity Method without restriction to a particular ansatz space or even the existence of a mesh. This method is built upon two abstract (and possibly equal) partitions of unity that will be introduced in Section 2.1. Another crucial tool for the design of the method and its error analysis is a quasi-interpolation operator presented in Section 2.2. In the third and last subsection, we finally define the novel multiscale partition of unity method based on a localized orthogonal decomposition of \( V \).
2.1 Two Partitions of Unity

The subsequent derivation of the multiscale method is based upon two standard partitions of unity. One partition is regular and spans a coarse space $V_c$. The other partition may be discontinuous and is solely used for the localization of the corrector problems in Section 2.3.

**Definition 1** (Partitions of Unity).

(PU 1) Let $\mathcal{J}$ denote a finite index set and $\{\varphi_j \mid j \in \mathcal{J}\}$ a linearly independent Lipschitz partition of unity on $\Omega$, i.e.

$$\sum_{j \in \mathcal{J}} \varphi_j = 1 \quad \text{with} \quad \forall j \in \mathcal{J} : \quad 0 \leq \varphi_j \in W^{1,\infty}(\Omega),$$

s.t. for any $\lambda \in \mathbb{R}^\mathcal{J}$,

$$\sum_{j \in \mathcal{J}} \lambda_j \varphi_j = 0 \quad \Leftrightarrow \quad \forall j \in \mathcal{J} : \quad \lambda_j = 0.$$

We define $\omega_j := \text{supp}(\varphi_j)$ and $H_j := \text{diam}(\omega_j)$ for all $j \in \mathcal{J}$. The partition of unity functions span a finite dimensional coarse space $V_c := \text{span}\{\varphi_j \mid j \in \mathcal{J}\}$.

(PU 2) Let $\hat{\mathcal{J}}$ denote a finite index set and $\{\hat{\varphi}_{\hat{j}} \mid \hat{j} \in \hat{\mathcal{J}}\} \subseteq L^\infty(\Omega)$ a bounded and positive partition of unity on $\Omega$, i.e.

$$\sum_{\hat{j} \in \hat{\mathcal{J}}} \hat{\varphi}_{\hat{j}} = 1 \quad \text{on} \quad \Omega \quad \text{and} \quad \hat{\varphi}_{\hat{j}} \geq 0.$$

We define $\hat{\omega}_{\hat{j}} := \text{supp}(\hat{\varphi}_{\hat{j}})$ and $\hat{H}_{\hat{j}} := \text{diam}(\hat{\omega}_{\hat{j}})$ for all $\hat{j} \in \hat{\mathcal{J}}$. The maximum over all $\hat{H}_{\hat{j}}$ is denoted by $\hat{H}$.

**Example 1.** The abstract definitions of (PU 1) and (PU 2) include the following special cases.

a) (PU 2) equals (PU 1).

b) Given some regular simplicial mesh $\mathcal{T}$ with vertices $\mathcal{N} = \mathcal{J}$, the partition (PU 1) is the continuous piecewise affine nodal basis functions $\varphi_z$, associated with vertices $z \in \mathcal{N}$. Recall that $\varphi_z$ is defined by its values $\varphi_z(y) = \begin{cases} 1 & \text{if } y = z \\ 0 & \text{else}\end{cases}$ for vertices $y \in \mathcal{N}$. (PU 2) may be chosen as the characteristic (or ‘indicator’) functions of the triangles, i.e.

$$\hat{\mathcal{J}} = \mathcal{T} \quad \text{and} \quad \hat{\varphi}_T = \chi_T \quad \text{for all } T \in \mathcal{T}.$$  

**Definition 2** (extension patch). For any patch $\omega_j$ in (PU 1) and $k \in \mathbb{N}$, we define the $k$-th order extension patch $\omega_j^k$ by

$$\omega_j^k := \bigcup_{x \in \omega_j} B_{k \cdot H_j}(x) = \{ x \in \overline{\Omega} \mid \text{dist}(x, \omega_j) \leq k \cdot H_j \}.$$

where $B_{k \cdot H_j}(x)$ denotes the ball with radius $k \cdot H_j$ around $x$ and where “dist” denotes the set distance

$$\text{dist}(x, B) := \inf_{b \in B} ||x - b||.$$

For (PU 2), the extension patches $\hat{\omega}_{\hat{j}}^k$, $k \in \mathbb{N}$ are defined analogously.

The subsequent definition serves only for the proofs. It has no practical relevance for the proposed method.
**Definition 3** (quasi-inclusion). Given two sets $B, C \subseteq \Omega$, the set $B$ is $n$-quasi-included in $C$ (shorthand notation: $B \subset^{n} C$) if

$$\forall j_1, \ldots, j_m \in J, \; k_1, \ldots, k_m \in \mathbb{N} : \; C \subseteq \bigcup_{i=1}^{m} \omega_{j_i}^{k_i} \Rightarrow B \subseteq \bigcup_{i=1}^{m} \omega_{j_i}^{k_i+n}.$$ 

Note that the shorthand notation allows for quantified transitivity

$$B \subset^{n_1} C \subset^{n_2} D \Rightarrow B \subset^{n_1+n_2} D.$$

**2.2 Abstract Quasi-Interpolation**

**Definition 4** (quasi-interpolation operator). Throughout this paper, let $I : V \rightarrow V_c$ denote an abstract quasi-interpolation operator which fulfills the following properties.

(I1) $I$ is linear and continuous.

(I2) $I|_{V_c} : V_c \rightarrow V_c$ is an isomorphism with $H^1$-stable inverse.

(I3) There exists a constant $C_1$ only depending on $\Omega$ and the shape of the patches $\omega_j$ such that for all $u \in H^1(\Omega)$ and all $j \in J$

$$\|u - I(u)\|_{L^2(\omega_j)} \leq C_1 \|\nabla u\|_{L^2(\omega_j)},$$

and a constant $C_2$ that further depends on $\max_{j \in J} (H_j \|\varphi_j\|_{W^{1,\infty}(\Omega)})$ such that

$$\|\nabla I(u)\|_{L^2(\omega_j)} \leq C_2 \|\nabla u\|_{L^2(\omega_j)}.$$

(I4) There exists a constant $C_3$ with same dependencies as $C_2$ and some $\kappa \in \mathbb{N}$ depending on the overlapping of the supports $\{\omega_j\}_{j \in J}$ such that for all $v_c \in V_c$ there exists $v \in V$ such that

$$I(v) = v_c, \quad \|\nabla v\|_{L^2(\Omega)} \leq C_3 \|\nabla v_c\|_{L^2(\Omega)}, \text{ and } \text{supp}(v) \subset^{\kappa} \text{supp}(v_c),$$

with the quasi-inclusion $\subset^{\kappa}$ defined above.

A particular quasi-interpolation operator $I$ is given in the subsequent definition.

**Example 2** (Clement-type quasi-interpolation [8]). Define a weighted Clément-type quasi-interpolation operator

$$I : V \rightarrow V_c, \quad v \mapsto I(v) := \sum_{j \in J} v_j \varphi_j \quad \text{with} \quad v_j := \frac{(v, \varphi_j)_{L^2(\Omega)}}{(1, \varphi_j)_{L^2(\Omega)}}$$

This operator obviously satisfies (I1) and (I2). The properties (I3) have been shown in [8] in the abstract setting of (PU 1). We verify that (I4) is satisfied for a particular choice of basis functions. The following result is similar to [28, Lemma 2.1].

**Lemma 1.** For a given regular triangulation $T$ with vertices $N = J$ and nodal basis functions $\{\varphi_j\}_{j \in J}$ as in Example 1b), the quasi-interpolation operator from Example 2 satisfies (I4) with $\kappa = 1$. 
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Figure 1: Sketch of a so-called red refinement of a single triangle in 2d. In general, the red refinement is based on the bisection of all edges and yields at least \( d + 1 \) simplices of same shape and half diameter.

**Proof.** For any basis function \( \varphi_z \), we want to find \( b_z \in H^1(\Omega) \) with

\[
I(b_z) = \varphi_z, \quad |\nabla b_z| \leq C|\nabla \varphi_z| \text{ a.e. in } \Omega \text{ and } \text{supp}(b_z) \subseteq \text{supp}(\varphi_z).
\]

Consider the red refinement \( T_{\text{red}} \) of \( T \) (cf. Figure 1) with nodal basis functions \( \varphi_z^r \). If \( \text{nb}(z) \) denotes the set of all neighboring nodes of \( z \) in \( T_{\text{red}} \) it can be verified that

\[
b_z = (2^{d+1} - 1)\varphi_z^r - \frac{1}{2} \sum_{y \in \text{nb}(z)} \varphi_y^r
\]

satisfies the desired conditions.

To conclude the proof, set

\[
w := \sum_{z \in N} (v_c(z) - I(v_c)(z)) b_z
\]

and observe that \( v := v_c + w \) satisfies \( v_c = I(v) \), with \( \text{supp}(v) \subseteq \text{supp}(v_c) \) and

\[
\|\nabla v\| \leq (1 + C + C_2 C) \|\nabla v_c\|.
\]

\( \square \)

### 2.3 Definition of the method

The goal is the construction of a space \( V^m_c \) that is of the same dimension as the discrete coarse space \( V^c_c = \text{span}\{\varphi_j \mid j \in J\} \) (cf. Definition 1) but which exhibits high \( H^1 \)-approximations that are inherited from the \( L^2 \)-approximation properties of \( V_c \). Furthermore, we wish to explicitly construct a partition of unity basis for \( V^m_c \).

Under the conditions (I1) and (I2) on the abstract quasi-interpolation operator, the space \( V \) can be written as the direct sum

\[
V = V_c \oplus V_f, \quad \text{with } V_f := \{ v \in V \mid I(v) = 0 \}.
\]

The subspace \( V_f \) contains the fine scale features in \( V \) that cannot be captured by the coarse space \( V_c \).
**Definition 5** (corrector). For \( j \in J \) and \( m \in \mathbb{N} \), define the local corrector \( Q^m_j : V_c \rightarrow V_\hat{f}(\hat{w})^m \) as the mapping of a given \( v_c \in V_c \) onto the solution \( Q^m_j(v_c) \in V_\hat{f}(\hat{w})^m := \{ v \in V_\hat{f} \mid v = 0 \text{ in } \Omega \setminus \hat{w}_j^m \} \) of
\[
\int_{\hat{w}_j^m} A \nabla Q^m_j(v_c) \cdot \nabla w \, dx = -\int_{\hat{w}_j^m} \hat{\varphi}_j A \nabla v_c \cdot \nabla w \, dx \quad \text{for all } w \in V_\hat{f}(\hat{w})^m. \tag{4}
\]

The global corrector is given by
\[
Q^m(v_c) := \sum_{j \in J} Q^m_j(v_c).
\]

For sufficiently large \( m \) such that \( \hat{w}_j^m = \hat{Q} \) for all \( j \in J \), we call \( Q^\Omega := Q^m \) the **ideal corrector**.

The parameter \( m \) in Definition 5 reflects the locality of the method. The computational cost grows polynomially with \( m \), while the error decays exponentially towards the error of the ideal (not localized) method.

Observe that the corrector problem (4) always yields a unique solution. Existence is clear by the Lax-Milgram theorem, because the zero function is the only constant function in \( V_\hat{f} \). For any \( m \in \mathbb{N} \), the operator \( Q^m \) is linear and we denote the corrected discrete space
\[
V^m_c := \{ v_c + Q^m(v_c) \mid v_c \in V_c \}, \quad V^\Omega_c := \{ v_c + Q^\Omega(v_c) \mid v_c \in V_c \}. \tag{5}
\]

Note that \( V^m_c \) (and also \( V^\Omega_c \)) satisfies
\[
V = V^m_c \oplus V_\hat{f}
\]
and that \( \{ \varphi_j + Q^m(\varphi_j) \mid j \in J \} \) is a basis of \( V^m_c \). Moreover, the ideal method comes with \( a \)-orthogonality of \( V_c \) onto \( V_\hat{f} \), i.e.
\[
a(V^\Omega_c, V_\hat{f}) = 0. \tag{6}
\]

**Remark 1.** The partition of unity property is preserved under correction. To prove this, it suffices to show \( \sum_{j \in J} Q^m(\varphi_j) = 0 \). We compute
\[
\sum_{j \in J} Q^m(\varphi_j) = \sum_{j \in J} \sum_{j \in J} Q^m_j(\varphi_j) = \sum_{j \in J} Q^m_j(\sum_{j \in J} \varphi_j) = \sum_{j \in J} Q^m_j(1) = 0.
\]

Hence \( \{ \varphi_j + Q^m(\varphi_j) \mid j \in J \} \) is a partition of unity. This also holds for the ideal corrector \( Q^\Omega \).

The Galerkin discretization of (2) with respect to the corrected space \( V^m_c, m \in \mathbb{N} \) reads as follows.

**Definition 6** (Multiscale Partition of Unity Method). Find \( u^m_c \in V^m_c / \mathbb{R} \) such that
\[
\int_{\Omega} A \nabla u^m_c \cdot \nabla v_c \, dx = \int_{\Omega} g v_c \, dx \quad \text{for all } v_c \in V^m_c / \mathbb{R}. \tag{7}
\]

The **ideal problem** seeks \( u^\Omega_c \in V^\Omega_c / \mathbb{R} \) such that
\[
\int_{\Omega} A \nabla u^\Omega_c \cdot \nabla v_c \, dx = \int_{\Omega} g v_c \, dx \quad \text{for all } v_c \in V^\Omega_c / \mathbb{R}. \tag{8}
\]
3 A priori error analysis

In this section, we prove error estimates for the discrete solution of (7). In the first subsection, we consider the ideal case with ansatz space \( V_c^Q \) (cf. (5)). The second subsection yields an error estimate for the localized problem. We will use the notation “\( a \leq b \)” to state the existence of \( C > 0 \) such that \( a \leq C b \). The hidden constant \( C \) may depend on the Poincaré constant \( C_{\text{Poinc}}(\Omega) \), on the ratio \( \hat{H}/H \), on the constants \( C_1, C_2, C_3 \) and \( \kappa \) from (11)–(14) in Definition 4, and on the operator norms of \( I \) and \( (I|_{V_c})^{-1} \) that result from (11) and (12). The hidden constant does not depend on the data \( A \) and \( g \), the spectral bounds \( \alpha \) and \( \beta \) (in particular the contrast \( \frac{\beta}{\alpha} \)) or the patch sizes \( H \) and \( \hat{H} \).

3.1 Error estimate for global basis functions

We consider the ideal (but expensive) case of no localization (i.e. \( \hat{\omega}_j^m = \Omega \)) and observe that the proposed method inherits the optimal approximation properties. This estimate is also important in the analysis of the localized method in Section 3.2.

**Theorem 1** (A priori error estimate for the ideal case). Let \( u \) be the solution of (2). Then the discrete solution \( u_c^Q \) of (8) satisfies

\[
\alpha^{1/2} \|\nabla(u_c^Q - u)\|_{L^2(\Omega)} \leq \|A^{1/2} \nabla(u_c^Q - u)\|_{L^2(\Omega)} \leq \alpha^{-1/2} H \|g\|_{L^2(\Omega)}.
\]

**Proof.** Observe that we can replace the test function space \( V_c^Q \) by \( V_c^Q \), since we subsequently only consider gradients. Galerkin orthogonality, i.e.

\[
a \left( u - u_c^Q, v_c \right) = 0 \quad \text{for all } v_c \in V_c^Q \quad (9)
\]

and (6) imply that \( e := u - u_c^Q \in V \) and therefore \( I(e) = 0 \). We get

\[
\|A^{1/2} \nabla e\|_{L^2(\Omega)}^2 = a(e, e)
\]

\[
= a(e, u) = a(u, e)
\]

\[
= \int_{\Omega} g(e - I(e)) \, dx
\]

\[
\leq H \|g\|_{L^2(\Omega)} \|\nabla e\|_{L^2(\Omega)}
\]

\[
\leq \alpha^{-1/2} H \|g\|_{L^2(\Omega)} \|A^{1/2} \nabla e\|_{L^2(\Omega)}.
\]

\( \square \)

3.2 Error estimate for local basis functions

In this final subsection, we give error estimates for the localized method. The main result is presented below.

**Theorem 2** (A priori error estimates for the localized method). Assume that \( u \in V \) solves (2), then the discrete solution \( u_c^m \in V_c^m \) of (7) satisfies

\[
\|\nabla u - \nabla u_c^m\|_{L^2(\Omega)} \leq \alpha^{-1}(H + \beta m^{d/2}\bar{g}^m)\|g\|_{L^2(\Omega)},
\]

\[
\|u - u_c^m\|_{L^2(\Omega)} \leq \alpha^{-2}(H + \beta m^{d/2}\bar{g}^m)^2\|g\|_{L^2(\Omega)},
\]

with some generic constant \( 0 < \bar{\theta} = \bar{g}H/H < 1 \) and \( \theta \) depending on the contrast \( \frac{\beta}{\alpha} \) (cf. Lemma 4 and 5 below).
**Proof.** Let \( u^Q_c \) be the solution of the ideal problem with correction operator \( Q^Q \), and \( u_c \in V_c / \mathbb{R} \) such that \( u^Q_c = u_c + Q^Q u_c \). As a consequence of (13), all functions \( v \in V_t \) satisfy \( \int_\Omega v \, dx = 0 \). With \( Q^m v_c \in V_t \), we get

\[
\| \nabla u - \nabla u^m_c \|_{L^2(\Omega)} \leq \min_{v^m \in V^m_t / \mathbb{R}} \| \nabla u - \nabla v^m \|_{L^2(\Omega)}
\leq \| \nabla u - \nabla (u_c + Q^m u_c) \|_{L^2(\Omega)}
\leq \| \nabla u - \nabla u^m_c \|_{L^2(\Omega)} + \| \nabla Q^m u_c \|_{L^2(\Omega)}.
\]

Lemma 5 will quantify the localization error

\[
\| \nabla Q^m u_c - \nabla Q^m u_c \|_{L^2(\Omega)} \leq \frac{g}{\alpha} \eta^{d/2} (\sum_{j \in J} \| \nabla Q^m u_c \|_{L^2(\Omega)}^2)^{1/2}.
\]

This, Theorem 1 and the estimates

\[
\sum_{j \in J} \| \nabla Q^m u_c \|_{L^2(\Omega)}^2 \leq \sum_{j \in J} \| \varphi_j \nabla u_c \|_{L^2(\Omega)}^2 \leq \| \nabla u_c \|_{L^2(\Omega)}^2
\]

\[
= \| \nabla (I_{V_t})^{-1} I(u^Q_c) \|_{L^2(\Omega)} \leq \| \nabla u^Q_c \|_{L^2(\Omega)}^2 \leq \alpha^{-1} C_{\text{Poinc}}(\Omega) \| g \|_{L^2(\Omega)}^2
\]

yield the \( H^1 \)-error estimate. The \( L^2 \)-error estimate is obtained by a standard Aubin-Nitsche argument. \( \Box \)

To prove Lemma 5, several tools are needed in addition to the preceding results. They will be discussed below.

**Lemma 2** (quasi-inclusion of intersecting patches). Let \( i, j \in J \) and \( \ell, k, m \in \mathbb{N} \) with \( k \geq \ell \geq 2 \). Then

if \( \omega^m \cap (\omega^k_j \setminus \omega^\ell_j) \neq \emptyset \) then \( \omega_i \subseteq \omega^{k+m+1}_j \setminus \omega^{\ell-m-1}_j \).

**Proof.** Consider \( x \in \omega^m \cap (\omega^k_j \setminus \omega^\ell_j) \) and observe

\[
\omega_i \subseteq \overline{B}_{m+1} \eta(\omega) \subseteq \omega^{k+m+1}_j \setminus \omega^{\ell-m-1}_j.
\]

**Definition 7** (cut-off functions). For all \( j \in J \) and \( \ell, k \in \mathbb{N} \) with \( k > \ell \), we define the cut-off function

\[
\eta^{k,\ell}_j(x) = \frac{\text{dist}(x, \omega^k_j)}{\text{dist}(x, \omega^k_j) + \text{dist}(x, \Omega \setminus \omega^k_j)}.
\]

For \( \Omega \setminus \omega^k_j = \emptyset \), we set \( \eta^{k,\ell}_j \equiv 0 \). Note that \( \eta^{k,\ell}_j \equiv 0 \) in \( \omega^{k+\ell}_j \) and \( \eta^{k,\ell}_j = 1 \) in \( \Omega \setminus \omega^k_j \). Moreover, \( \eta^{k,\ell}_j \) is bounded between 0 and 1 and Lipschitz continuous with

\[
\| \nabla \eta^{k,\ell}_j \|_{L^\infty(\Omega)} \leq \frac{1}{\ell H}.
\]

See [2, Theorem 8.5] for existence and boundedness of the weak derivative of Lipschitz-continuous functions.
Remark 2. The Lipschitz bound is shown as follows. For \( x \in \mathbb{R}^d \) we have the triangle inequality
\[
\text{dist}(x, \omega_j^{k-\ell}) + \text{dist}(x, \Omega \setminus \omega_j^k) \geq \text{dist}(\omega_j^{k-\ell}, \Omega \setminus \omega_j^k) = \ell H.
\]

Moreover, any nonempty set \( B \) in a metric space satisfies Lipschitz continuity of the distance function \( \text{dist}(\cdot, B) \) in the sense
\[
|\text{dist}(x, B) - \text{dist}(y, B)| \leq \text{dist}(x, y) \quad \text{for } x, y \in \mathbb{R}^d.
\]

Altogether,
\[
\left| \frac{\eta_j^{k\ell}(x) - \eta_j^{k\ell}(y)}{\text{dist}(x, y)} \right| \leq \frac{1}{\text{dist}(x, y)} \cdot \frac{|\text{dist}(x, \omega_j^{k-\ell}) - \text{dist}(y, \omega_j^{k-\ell})|}{\ell H} \leq \frac{1}{\ell H}.
\]

A technical issue in our error analysis is that \( V_\ell \) is not invariant under multiplication by such cut-off functions. However, the product \( \eta_j^{k\ell} w \) for \( w \in V_\ell \) is close to \( V_\ell \) in the following sense.

**Lemma 3** (quasi-invariance of \( V_\ell \) under multiplication by cut-off functions). Recall \( \kappa \) from (I4). For any given \( w \in V_\ell \) and cutoff function \( \eta_j^{k\ell} \) with \( k > \ell > 0 \), there exists \( \tilde{w} \in V_\ell (\Omega \setminus \omega_j^{k-\ell-2}) \subseteq V_\ell \) such that
\[
\| \nabla (\eta_j^{k\ell} w - \tilde{w}) \|_{L^2(\Omega)} \leq \ell^{-1} \| \nabla w \|_{L^2(\omega_j^{k-\ell-2} \setminus \omega_j^{k-\ell-2})}.
\]

**Proof.** We fix the \( j \in J \) and \( k \in \mathbb{N} \) and denote \( \eta_\ell := \eta_j^{k\ell} \) and \( c_i^\ell := \frac{1}{|\omega_i^\ell|} \int_{\omega_i^\ell} \eta_\ell \, dx \) for \( i \in J \). The property (I4), applied to \( \eta_\ell w \in V_\ell \), yields \( v \in V \) with
\[
\begin{align*}
I(v) = I(\eta_\ell w), \quad \| \nabla v \|_{L^2(\Omega)} &\leq \| \nabla I(\eta_\ell w) \|_{L^2(\Omega)}, \quad \text{(11)} \\
\text{and } \quad \text{supp}(v) \subseteq \text{supp}(I(\eta_\ell w)) = \text{supp}(\eta_\ell w) \subseteq \Omega \setminus \omega_j^{k-\ell},
\end{align*}
\]
which yields
\[
\text{supp}(v) \subseteq \Omega \setminus \omega_j^{k-\ell-2} \Rightarrow \text{supp}(v) \subseteq \Omega \setminus \omega_j^{k-\ell-2}.
\]

Note that \( \text{supp}(I(\eta_\ell w)) \subseteq \text{supp}(\eta_\ell w) \) is a consequence of (I3), and that (11) implies \( I(v - \eta_\ell w) = 0 \).

We define \( \tilde{w} := \eta_\ell w - v \in V_\ell (\Omega \setminus \omega_j^{k-\ell-2}) \). Using \( I(w) = 0 \), we obtain for any \( i \in J \)
\[
\| \nabla I(\eta_\ell w) \|_{L^2(\omega_i^\ell)} \overset{(11)}{=} \| \nabla I((\eta_\ell - c_i^\ell) w) \|_{L^2(\omega_i^\ell)} \overset{(13)}{=} \| \nabla ((\eta_\ell - c_i^\ell) w) \|_{L^2(\omega_i^\ell)}.
\]
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This gives us
\[
\|\nabla I(\eta_\ell w)\|^2_{L^2(\Omega)} \leq \sum_{\ell \notin J} \|\nabla I(\eta_\ell w)\|^2_{L^2(\omega_0)}
\]
\[
\overset{(13)}{=} \sum_{\ell \in J} \|\nabla((\eta_\ell - c_j^\ell)w)\|^2_{L^2(\omega_0)}
\]
\[
= \sum_{\ell \in J, \omega_\ell \cap (\omega_j^{k-\ell} \setminus \omega_j^{k-\ell-1}) \neq \emptyset} \|\nabla((\eta_\ell - c_j^\ell)w)\|^2_{L^2(\omega_0)}
\]
\[
\overset{(2)}{\leq} \sum_{\ell \in J, \omega_\ell \subseteq \omega_j^{k-\ell+1}, \omega_j^{k-\ell-2}} \|\nabla((\eta_\ell - c_j^\ell)w)\|^2_{L^2(\omega_0)}
\]
\[
\leq \sum_{\ell \in J, \omega_\ell \subseteq \omega_j^{k-\ell+1}, \omega_j^{k-\ell-2}} \|\nabla((\eta_\ell - I)w - Iw)\|^2_{L^2(\omega_0)} + \|((\eta_\ell - c_j^\ell)\nabla w)\|^2_{L^2(\omega_0)}.
\]

Since \( \nabla \eta_\ell \neq 0 \) only in \( \omega_j^k \setminus \omega_j^{k-\ell} \) and \( (\eta_\ell - c_j^\ell)|_{\omega_j^k} \neq 0 \) only if \( \omega_\ell \) intersects with \( \omega_j^k \setminus \omega_j^{k-\ell} \), we have
\[
\leq \sum_{\ell \in J, \omega_\ell \subseteq \omega_j^{k-\ell+1}, \omega_j^{k-\ell-1}} \|((\nabla \eta_\ell)(w - Iw))\|^2_{L^2(\omega_0)} + \sum_{\ell \in J, \omega_\ell \subseteq \omega_j^{k-\ell+1}, \omega_j^{k-\ell-1}} \|((\eta_\ell - c_j^\ell)\nabla w)\|^2_{L^2(\omega_0)}
\]
\[
\leq H^2\|\nabla \eta_\ell\|^2_{L^\infty(\Omega)}\|\nabla w\|^2_{L^2(\omega_j^{k-\ell+1}, \omega_j^{k-\ell-1})}
\]
\[
+ \sum_{\ell \in J, \omega_\ell \subseteq \omega_j^{k-\ell+1}, \omega_j^{k-\ell-1}} \|((\eta_\ell - c_j^\ell)\nabla w)\|^2_{L^2(\omega_0)}
\]
\[
\overset{(10)}{\leq} \ell^{-2}\|\nabla w\|^2_{L^2(\omega_j^{k+1}, \omega_j^{k-\ell-2})},
\]
where we used the Lipschitz bound \( \|\eta_\ell - c_j^\ell\|_{L^\infty(\omega_j^k)} \leq H\|\nabla \eta\|_{L^\infty(\omega_0)} \). The combination of (11) and (14) readily yields the assertion,
\[
\|\nabla(\eta_\ell w - \bar{w})\|^2_{L^2(\Omega)} \leq \|\nabla \bar{w}\|^2_{L^2(\Omega)} \overset{(11)}{\leq} \|\nabla I(\eta_\ell w)\|^2_{L^2(\Omega)} \overset{(14)}{\leq} \ell^{-2}\|\nabla w\|^2_{L^2(\omega_j^{k+1}, \omega_j^{k-\ell-2})}.
\]

A key result is the following.

**Lemma 4** (Exponential decay in the fine scale space). Consider some fixed \( j \in J \) and let \( F \in (V_1)' \) satisfy \( F(w) = 0 \) for all \( w \in V_1(\Omega \setminus \omega_j^k) \) with \( \varphi := [H/\ell] \). Let \( p \in V_1 \) be the solution of
\[
a(p, w) = F(w) \quad \text{for all } w \in V_1.
\]
Then there exists \( 0 < \theta < 1 \) depending on the contrast \( \varphi \) such that for all positive \( k \in \mathbb{N} \) it holds
\[
\|\nabla p\|_{L^2(\omega_j^k)} \leq \theta^k \|\nabla p\|_{L^2(\Omega)}.
\]
Lemma 5 (localization error). For \( u_c \in V_c \), the correction operators \( Q^m \) and \( Q^0 \) satisfy
\[
\| \nabla(Q^0 u_c - Q^m u_c) \|_{L^2(\Omega)} \leq \frac{\beta}{\alpha^m} m^{\alpha/2} \| Q^0 u_c \|_{L^2(\Omega)}
\]
with \( \tilde{\theta} := \theta \tilde{H}/|H| < 1 \) and \( \theta \) from Lemma 4.

Proof. Recall the definition \( Q^m u_c := \sum_{j \in \hat{J}} Q^m_j(u_c) \) with
\[
\int_{\hat{\omega}_j^m} A \nabla Q^m_j(u_c) \cdot \nabla w \, dx = - \int_{\Omega} \hat{\phi}_j A \nabla u_c \cdot \nabla w \, dx \quad \text{for all } w \in V_1(\hat{\omega}_j^m), \ j \in \hat{J}.
\]
We bound the term \( I \) by

\[
\text{Combining the estimates for } I \text{ and } II \text{ finally yields }
\]

\[
\text{It follows that }
\]

Note that the right-hand side of the inequality is zero for \( w \in V_I(\Omega \setminus \hat{\omega}_j) \). Consider some fixed \( j \in \hat{J} \) and choose \( j \in J \) such that \( \omega_j \cap \hat{\omega}_j \neq \emptyset \). Recall \( \varrho = \lceil \frac{k}{H} \rceil \), then we have \( \hat{\omega}_j \subseteq \omega_j \) and thus \( V_I(\Omega \setminus \omega_j) \subseteq V_I(\Omega \setminus \hat{\omega}_j) \). Hence \( F_j \) satisfies the conditions from Lemma 4.

Moreover, we get \( \omega_k^j \subseteq \omega_\varrho^j \) for \( k \) satisfying

\[
m = \lceil \frac{kH}{H} \rceil \leq k \lceil \frac{H}{H} \rceil.
\]

Denote \( v := Q^\varrho u_c - Q^\varrho u_c \in V_I \) and note that \( I(v) = 0 \). Using the cut-off functions \( \eta_j^{k,1} \) from Definition 7, we obtain

\[
a \|
\nabla v\|^2_{L^2(\Omega)} \leq \sum_{j \in J} \left( (A \nabla (Q_j^\varrho u_c - Q_j^\varrho u_c), \nabla (v(1 - \eta_j^{k,1})))_{L^2(\Omega)} \right)
\]

\[
+ (A \nabla (Q_j^\varrho u_c - Q_j^\varrho u_c), \nabla (v\eta_j^{k,1}))_{L^2(\Omega)} \right).
\]

We bound the term \( I \) by

\[
I \leq \beta \left( \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \|
\nabla (v(1 - \eta_j^{k,1}))\|_{L^2(\omega_j^\varrho)} \right)
\]

\[
\leq \beta \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \left( \|
\nabla v\|_{L^2(\omega_j^\varrho)} + \| v \nabla (1 - \eta_j^{k,1}) \|_{L^2(\omega_j^\varrho)} \right)
\]

\[
\leq \beta \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \left( \|
\nabla v\|_{L^2(\omega_j^\varrho)} + H^{-1} \| v - I(v) \|_{L^2(\omega_j^\varrho)} \right)
\]

\[
\leq \beta \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \|
\nabla v\|_{L^2(\omega_j^\varrho)}.
\]

Lemma 3 yields the existence of \( \tilde{v} \in V_I(\Omega \setminus \omega_j^{k-3}) \) with

\[
\|
\nabla (v\eta_j^{k,1} - \tilde{v})\|_{L^2(\Omega)} \leq \|
\nabla v\|_{L^2(\omega_j^{k+2})}.
\]

We assume that \( m \) is large enough such that \( k \geq \varrho + \kappa + 3 \), then \( \tilde{v} \in V_I(\Omega \setminus \hat{\omega}_j) \) and hence

\[
\int_\Omega A \nabla (Q_j^\varrho u_c - Q_j^\varrho u_c) \cdot \nabla \tilde{v} \, dx = 0.
\]

It follows that

\[
\text{II } = (A \nabla (Q_j^\varrho u_c - Q_j^\varrho u_c), \nabla (v\eta_j^{k,1} - \tilde{v}))_{L^2(\Omega)}
\]

\[
\leq \beta \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \|
\nabla v\|_{L^2(\omega_j^{k+2})}.
\]

Combining the estimates for I and II finally yields

\[
\|
\nabla v\|^2_{L^2(\Omega)} \leq \frac{\beta}{\alpha} \sum_{j \in J} \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)} \|
\nabla v\|_{L^2(\omega_j^{k+2})}^2
\]

\[
\leq \frac{\beta}{\alpha} k^{d/2} \left( \sum_{j \in J} \|
\nabla (Q_j^\varrho u_c - Q_j^\varrho u_c)\|_{L^2(\Omega)}^2 \right)^{1/2} \|
\nabla v\|_{L^2(\Omega)}
\]

provided that \(| i \in J | \omega_i \subseteq \omega_j^{k+2} | \leq k^{d/2} \).
In order to bound \( \| \nabla (Q^2_J u_c - Q^m_J u_c) \|^2_{L^2(\Omega)} \), we use Galerkin orthogonality for the local problems, which is
\[
\| \nabla (Q^2_J u_c - Q^m_J u_c) \|^2_{L^2(\Omega)} \leq \inf_{q \in V} \| \nabla (Q^2_J u_c - q) \|^2_{L^2(\Omega)}.
\] (20)

(14) yields the existence of \( \tilde{w} \in V \) such that
\[
I(\tilde{w}) = I((1 - \eta^{k,1}_j)Q^2_J u_c), \quad \| \nabla \tilde{w} \|^2_{L^2(\Omega)} \leq \| \nabla I((1 - \eta^{k,1}_j)Q^2_J u_c) \|^2_{L^2(\Omega)},
\]
and \( \supp(\tilde{w}) \subseteq \supp((1 - \eta^{k,1}_j)Q^2_J u_c) \subseteq \omega_j^k \).

We observe
\[
\| \nabla I((1 - \eta^{k,1}_j)Q^2_J u_c) \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)} = \| \nabla I((1 - \eta^{k,1}_j)Q^2_J u_c) \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}.
\] (21)

With \( p_j := (1 - \eta^{k,1}_j)Q^2_J u_c - \tilde{w} \in V \), we obtain
\[
\| \nabla (Q^2_J u_c - Q^m_J u_c) \|^2_{L^2(\Omega)} \leq \| \nabla (\eta^{k,1}_j Q^2_J u_c + (1 - \eta^{k,1}_j)Q^2_J u_c - p_j) \|^2_{L^2(\Omega)}
\]
\[
= \| \nabla (\eta^{k,1}_j Q^2_J u_c - \tilde{w}) \|^2_{L^2(\Omega)}
\]
\[
\leq \| \nabla Q^2_J u_c \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)} + \| \nabla \tilde{w} \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\]
\[
\leq \| \nabla Q^2_J u_c \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\]
\[
+ \| \nabla I((1 - \eta^{k,1}_j)Q^2_J u_c) \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\] (21)
\[
\leq \| \nabla Q^2_J u_c \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\]
\[
+ \| \nabla I((1 - \eta^{k,1}_j)Q^2_J u_c) \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\]
\[
(13)
\]
\[
\leq \| \nabla Q^2_J u_c \|^2_{L^2(\omega_j^{k+1} \setminus \omega_j^k)}
\]
\[
\leq \| \nabla Q^2_J u_c \|^2_{L^2(\Omega)}
\]
\[
(18)
\]

Combining (19) and (22) proves the lemma.

4 Numerical Experiment

In this section, we present numerical results for a special realization of the Multiscale Partition of Unity Method. We consider a “coarse” regular triangulation \( T_H \) of \( \Omega \), where \( H \) denotes the maximum diameter of an element of \( T_H \). By \( N_H \) we denote the set of vertices of the triangulation. We choose the basis functions \( \varphi_z \) as in Example 1b), i.e., the continuous and piecewise affine nodal basis functions associated with vertices \( z \in N = \mathcal{F} \). The second partition of unity (PU 2) is given by the indicator functions of the elements of the triangulation, i.e. \( \{ \chi_T \mid T \in T_H \} := \{ \chi_T \mid T \in T_H \} \). The corrector problems given by (4) are solved with a \( P_1 \) Finite Element method on a fine grid with resolution \( h = 2^{-8} \). The reference solution \( u_h \) is therefore the \( P_1 \) Finite Element approximation in a space with mesh size \( h = 2^{-8} \).
In order to estimate the accuracy of \( u_h \) itself, we performed a second computation for the mesh size \( h = 2^{-10} \). The relative \( L^2 \)-error between the Finite Element approximation on a uniform mesh with resolution \( h = 2^{-8} \) and the Finite Element approximation on a uniform mesh with resolution \( h = 2^{-10} \) is 0.023. The relative \( H^1 \)-error is 0.3204. However, we only compute the errors of \( u_m^c \) with respect to the reference solution (i.e. for \( h = 2^{-8} \)), since this is the relevant error for investigating the effect of the coarse grid resolution and the decay of the multiscale basis functions on \( u_m^c \).

The extension patches \( \hat{\omega}_j^m \) can be defined by using the structure of the coarse grid by setting

\[
\begin{align*}
\hat{\omega}_j^0 & := T_j \in \mathcal{T}_H, \\
\hat{\omega}_j^m & := \cup \{ T \in \mathcal{T}_H \mid T \cap \hat{\omega}_j^{m-1} \neq \emptyset \} \quad m = 1, 2, \ldots
\end{align*}
\]

(23)

The structure is disturbed by an isolating arc (purple) of thickness 0.05 and with conductivity \( 10^{-3} \).

We consider the following model problem. Let \( \Omega := ]0, 1[^2 \) and \( \varepsilon := 0.05 \). Find \( u_\varepsilon \in V \) with

\[
\begin{align*}
- \text{div}(a_\varepsilon(x) \nabla u_\varepsilon(x)) &= x_1 - \frac{1}{2} \quad \text{in } \Omega \\
\nabla u_\varepsilon(x) \cdot \nu &= 0 \quad \text{on } \partial\Omega.
\end{align*}
\]

(24)

The scalar diffusion coefficient \( a_\varepsilon \) in equation (24) is depicted in Figure 2. It has a contrast of order \( 10^3 \) and is constructed from the highly heterogeneous distribution

\[
c_\varepsilon(x_1, x_2) := 1 + \frac{1}{10} \sum_{j=0}^4 \sum_{i=0}^i \left( \frac{2}{j+1} \cos \left( i x_2 - \frac{\pi}{j+1} \right) + \left| \frac{i x_2}{\pi} \right| + \left| \frac{x_2}{\varepsilon} \right| \right)
\]
and an isolating arc of radius $r := 0.9$, thickness $\frac{\varepsilon}{2}$ and center $c_0 := (1 - \varepsilon, \varepsilon)$. The coefficient $a_\varepsilon$ is then given by

$$a_\varepsilon(x) := \begin{cases} 10^{-3} & \text{if } |x - c_0| - r < \frac{\varepsilon}{2}, \; x_2 > \varepsilon \; \text{and} \; x_1 < 1 - \varepsilon \\ (h \circ c_\varepsilon)(x) & \text{else}, \end{cases}$$

with $h(t) := \begin{cases} t^4 & \text{for } \frac{1}{2} < t < 1 \\ t^2 & \text{for } 1 < t < \frac{3}{2} \\ t & \text{else.} \end{cases}$

Figure 3: The top picture shows the $P_1$ finite element reference solution $u_h$ for $h = 2^{-8}$. The left bottom picture shows the multiscale approximation $u^m_{c_\varepsilon}$ for $(H, m) = (2^{-2}, 1)$ together with the corresponding coarse grid. This solution already shows the essential features of $u_h$. The right bottom picture shows the multiscale approximation $u^m_{c_\varepsilon}$ for $(H, m) = (2^{-3}, 2)$ together with the corresponding coarse grid.

In our computation, we picked the truncation parameter $m$ (according to (23)) to be in the span between 0 and 2 and the coarse mesh size $H$ to be in the span between $2^{-1}$ (i.e. $h = H^2$) and $2^{-4}$ (i.e. $h = H^2$). The results are depicted in Table 1. We observe that error stagnates if we decrease only $H$, without increasing $m$ at the same time. However, already the modification $(H, m) = (2^{-m-1}, m) \mapsto (2^{-m-2}, m + 1)$ leads to a dramatic error reduction. Despite the high contrast of order $10^3$, we already
Table 1: Results for the relative error between the Multiscale Partition of Unity approximation \( u^m_c \) and a reference solution \( u_h \) on a fine grid of mesh size \( h = 2^{-8} \approx 0.0039 \ll \varepsilon \) which fully resolves the micro structure of the coefficient \( a_\varepsilon \). We use the notation

\[
\| u^m_c - u_h \|_{rel}^{L^2(\Omega)} := \frac{\| u^m_c - u_h \|_{L^2(\Omega)}}{\| u_h \|_{L^2(\Omega)}}
\]

and analogously the same for \( \| u^m_c - u_h \|_{rel}^{H^1(\Omega)} \). The truncation parameter \( m \) determines the patch size and is given by (23).

| \( H \) | \( m \) | \( \| u^m_c - u_h \|_{rel}^{L^2(\Omega)} \) | \( \| u^m_c - u_h \|_{rel}^{H^1(\Omega)} \) |
|---|---|---|---|
| \( 2^{-1} \) | 0 | 0.867827 | 0.93475 |
| \( 2^{-2} \) | 0 | 0.865630 | 0.96525 |
| \( 2^{-2} \) | 1 | 0.167501 | 0.37387 |
| \( 2^{-3} \) | 1 | 0.257826 | 0.61681 |
| \( 2^{-3} \) | 2 | 0.037841 | 0.16525 |
| \( 2^{-4} \) | 2 | 0.063645 | 0.25613 |

obtain a highly accurate approximation for \((H, m) = (2^{-3}, 2)\). In this case, the multiscale approximation looks almost identical to the FEM reference solution for \( h = 2^{-8} \) (see Figure 3). Further numerical experiments can be found in [19, 20, 28].
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