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Abstract. We deal with a planar differential system of the form
\[
\begin{align*}
    u' &= h(t, v), \\
    v' &= -\lambda a(t)g(u),
\end{align*}
\]
where \( h \) is \( T \)-periodic in the first variable and strictly increasing in the second variable, \( \lambda > 0 \), \( a \) is a sign-changing \( T \)-periodic weight function and \( g \) is superlinear. Based on the coincidence degree theory, in dependence of \( \lambda \), we prove the existence of \( T \)-periodic solutions \( (u, v) \) such that \( u(t) > 0 \) for all \( t \in \mathbb{R} \). Our results generalize and unify previous contributions about Butler’s problem on positive periodic solutions for second-order differential equations (involving linear or \( \phi \)-Laplacian-type differential operators).
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1. Introduction

In this paper, we investigate the problem of existence of $T$-periodic solutions $(u, v)$, with $u(t) > 0$ for all $t \in \mathbb{R}$, of the planar system

$$
\begin{cases}
u' = h(t, v), \\
v' = k(t, u),
\end{cases}
$$

(1.1)

where $h, k : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ are $T$-periodic functions in the first variable.

The main motivation for this problem comes from the study of positive $T$-periodic solutions for the strongly nonlinear scalar differential equation

$$
Lu = F(t, u),
$$

(1.2)

where $L$ is a nonlinear differential operator of the form $Lu := -(\Phi(t, u'))'$ and $F$ is $T$-periodic in the first variable. When $\Phi(t, s) = \xi$ is invertible to $s = h(t, \xi)$, then we can rewrite equation (1.2) equivalently as

$$
\begin{cases}
u' = h(t, v), \\
v' = -F(t, u).
\end{cases}
$$

(1.3)

In this article we are interested in nonlinearities of the form

$$
F(t, u) = a(t)g(u),
$$

(1.4)

where $a : \mathbb{R} \to \mathbb{R}$ is a $T$-periodic function and $g : [0, +\infty[ \to [0, +\infty[$ is such that

$$
g(0) = 0, \quad g(s) > 0, \quad \text{for every } s \in ]0, +\infty[.
$$

If we look for non-trivial $T$-periodic solutions $(u, v)$ of (1.3), then

$$
\int_0^T F(t, u(t)) \, dt = 0
$$

and thus in the special case (1.4) a necessary condition for the existence of a $T$-periodic solution $(u, v)$ of (1.3) which is positive in the $u$-component is that the weight $a$ changes its sign. Accordingly to a terminology which is of common use after [40], the associated periodic boundary value problem enters in the class of indefinite problems. In the last decades this kind of differential problems has been widely studied, both in the ODE and in the PDE setting. Concerning the case of second-order differential equations with $Lu = -u''$ (or $Lu = -\Delta u$) we refer the reader to the classical papers [2, 4, 5, 10, 11, 38, 44, 45], till to very recent contributions [19, 25, 26, 30, 42, 46, 50, 59] and the references therein; see also [24] for a wide bibliography on the subject.

One of the first attempts in the study of the periodic solutions to the second-order superlinear equation with indefinite weight $-u'' = a(t)g(u)$ was given by G. J. Butler in [17]. Besides proving the existence of infinitely many $T$-periodic solutions which oscillate, Butler also raised the question of the existence of non-oscillatory/positive $T$-periodic solutions when $g(s) = |s|^\alpha \text{sign}(s)$ for $\alpha > 1$ and $\int_0^T a(t) \, dt < 0$. Such a problem was solved in the affirmative in [28] using a topological degree approach, namely Mawhin’s coincidence degree. Previous solutions to Butler’s conjecture for the Neumann problem can be found in [10, 11].
There is a large literature concerning the existence of nontrivial solutions to superlinear Hamiltonian systems with sign-changing coefficients, see for instance [14, 58] and the references therein. However, fewer results about positive solutions are available for equations generalizing Butler’s model. Other works in this area, like [39, 60], provided the existence of positive periodic solutions for nonlinear perturbation of the linear differential operator $\mathcal{L}(u) = -u'' + \rho(t)u$, by exploiting the properties of the associated Green’s function and fixed point theorems on positive cones of Banach spaces. However, we stress that for the Butler’s example the geometry is completely different.

The aim of this article is to show the effectiveness of the coincidence degree approach to study the planar system (1.1) in order to generalize and unify some previous results to a wide class of quasi-linear ODEs of the form (1.2). In doing so, we will also introduce a new concept of superlinearity at zero and at infinity for planar systems which generalizes the previously known conditions when $\mathcal{L}$ is a $\phi$-Laplacian operator.

When (1.2) takes the form

$$-(\phi(u'))' = \mathcal{F}(t, u),$$

where $\phi: I \to J$ is an increasing homeomorphism between two open intervals $I$ and $J$, a topological framework has been proposed in [8, 9, 34, 48]. This requires a preliminary analysis of the strongly nonlinear equation $-(\phi(u'))' = h(t)$ in suitable function spaces. Here, we present a related but slightly different approach which consists in inverting $\phi$ on the real line and subsequently in studying the associated planar system (1.3) for $h(t, v) := \phi^{-1}(v)$. Clearly, in this manner, we can set in the framework of system (1.3) also more general nonlinear differential operators of $\phi$-Laplacian type. Such an approach was already considered in [29] and, more recently, in [21, 50] with respect to the study of oscillatory solutions, and in [31, 32] to generalize the concept of upper and lower solutions in the frame of planar systems.

Following the above premises and motivations, we are lead now to study the problem of positive $T$-periodic solutions to the planar system (1.3) with $h(t, \cdot)$ a strictly increasing function (as it will be the inverse of a suitable homeomorphism $\phi$). More precisely, recalling (1.2) and (1.4), we consider the parameter-dependent system

$$\begin{cases}
u' = h(t, v), \\v' = -\lambda a(t)g(u).
\end{cases}$$

The choice to introduce a parameter $\lambda > 0$ is made convenient in order to present some general results for a broader class of $h$ and $g$. This will be clear from the statement of the main results. Moreover, it will be also useful to embed (1.5) into a system of the form

$$\begin{cases}
u' = h(t, v), \\v' = -f(t, u),
\end{cases}$$

with $f(t, u) = \lambda a(t)g(u)$ for $u \geq 0$ and $f(t, u) < 0$ for $u < 0$.

The strategy to find the periodic solutions $(u, v)$ of (1.5) with $u > 0$ is based on the following steps.
First step. Transform the periodic problem associated with system (1.6) into an equivalent fixed point problem in function spaces.

Second step. Prove that there is a nonzero degree on a small ball centered at the origin.

Third step. Prove that the degree is zero on a larger ball centered at the origin.

Fourth step. Prove that a non-trivial $T$-periodic solution $(u, v)$ of system (1.6) is positive in the $u$-component.

The first step is provided by an application of coincidence degree theory, by transforming the $T$-periodic problem for system (1.6) into an equivalent operator equation

$$Lz = Nz, \quad z = (u, v) \in X,$$

where $X = C_T$ is the Banach space of continuous $T$-periodic functions with range in $\mathbb{R}^2$. See Section 3 for the details.

The second and the third step follow a classical technique introduced by Nussbaum [55], see also [3, 20], which is commonly used in the search of positive solutions using the Krasnosel’skii–Amann approach of nonlinear operators defined in positive cones in Banach spaces. In our case we do not apply the theory of positive operators, since it is sufficient to produce a non-trivial $T$-periodic solution $(u, v)$. In more detail, for the second step we rely on an approach similar to the one considered in [28] which requires some mild extra assumptions on $g$ in a right neighborhood of the origin (like smoothness or a condition of “slowly oscillation”). We also need to introduce a condition of “superlinear/below linear” growth at zero which extends the classical hypothesis $g(s)/s \to 0$ as $s \to 0^+$. More specifically, our assumption reads as

$$\lim_{s \to 0^+} \frac{h(t, Kg(s))}{s} = 0, \quad \text{uniformly in } t, \text{ for every } K \in \mathbb{R}. \quad (1.7)$$

The third step appears to be more delicate from the technical point of view because, due to the general nature of $h$, some eigenvalue-type estimates obtained in [28] are no more available. Nonetheless we can provide the required estimates into two different cases: $\lambda > 0$ large (this allows to cover also the case in which $b$ is bounded) and $\lambda > 0$ arbitrary, by adding a new condition of superlinear growth at infinity, which extends the classical hypothesis $g(s)/s \to +\infty$ as $s \to +\infty$. Such new condition reads as

$$\lim_{s \to +\infty} \frac{\text{sign}(K) h(t, Kg(s))}{s} = +\infty, \quad \text{uniformly in } t, \text{ for every } K \in \mathbb{R} \setminus \{0\}. \quad (1.8)$$

The abstract degree framework for the second and third steps is illustrated in Section 3, while the technical estimates are given in Section 4.

As a consequence of the second and third step, and the additivity property of the degree, we deduce that the degree is non zero on an annular domain, thus a non-trivial $T$-periodic solution $(u, v)$ of the planar system (1.6) exists.

Finally, the crucial step is the last one, which requires to check that $u(t) > 0$ for all $t$. For this we need a maximum principle for (1.6) suitably adapted to the case of periodic boundary value problem. The weak form of the maximum principle (leading to $u(t) \geq 0$ for all $t \in \mathbb{R}$) is almost obvious, while the strong form requires a more delicate analysis. We propose two versions of such strong maximum principle:
one which fits with the case \( a \in L^1 \) and extends to system (1.6) a previous result from [49] (see Proposition 2.1), and a second sharper version (along the line of [56] and [47]) which deals better with \( a \in L^\infty \) (see Proposition 2.2). We believe that such results may have some independent interest also with respect to possible future applications to different boundary value problems for planar systems. However, we have collected these results in the appendix since they appear to be of auxiliary type and are not related to the main core of the present paper (see also Section 2.1).

As a consequence of the above procedure, we can state and prove the following result.

**Theorem 1.1.** Let \( h: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, with \( h(t,0) \equiv 0 \), and such that \( h(t,\cdot) \) is strictly monotone increasing. Let \( a: \mathbb{R} \rightarrow \mathbb{R} \) be a sign-changing (piecewise) continuous \( T \)-periodic function with a finite number of zeros such that \( \int_0^T a(t) \, dt < 0 \). Let \( g: [0, +\infty[ \rightarrow [0, +\infty[ \) be a continuous function, regularly oscillating at zero, with \( g(0) = 0 \), \( g(s) > 0 \) for \( s > 0 \). Then, the following conclusions hold.

(i) If the pair \((h,g)\) satisfies (1.7), then system (1.5) has at least one \( T \)-periodic solution \((u,v)\) with \( u > 0 \), provided that \( \lambda > 0 \) is sufficiently large.

(ii) If the pair \((h,g)\) satisfies (1.7) and (1.8), then system (1.5) has at least one \( T \)-periodic solution \((u,v)\) with \( u > 0 \), for every \( \lambda > 0 \).

Theorem 1.1 is a simplified version of our main results in Section 2 (see Theorem 2.1 and Theorem 2.2 for the general statements). Actually, we can assume \( a \in L^1_{\text{loc}} \) and such that it even eventually vanish in some subintervals of its domain. The precise technical sign hypothesis on \( a \) is given in \((a_*)\) in Section 2.

The assumption of regular oscillation of \( g \) at zero is always satisfied when \( g(s) \) has a power growth as \( s \to 0^+ \). Such condition also includes many other possible behaviours of \( g(s) \) as \( s \to 0^+ \). Regular oscillation hypotheses are commonly found in the qualitative theory of ODEs and are related to the famous Karamata-type conditions (cf. [57] and the references therein). Alternatively we can also impose a suitable smoothness hypothesis for \( g \) in a neighborhood of zero (see Remark 2.2).

In order to better clarify the meaning of our generalized superlinear conditions at zero and at infinity, let us consider the special case

\[
\begin{cases}
  u' = b(t)|v|^\alpha - 1 v, \\
  v' = -a(t)|u|^\beta - 1 u,
\end{cases}
\]

with \( \alpha, \beta > 0 \) and \( b(t) > 0 \) for all \( t \in \mathbb{R} \). Then, both (1.7) and (1.8) are satisfied provided that \( \alpha \beta > 1 \). Applying the results in [18], one can check that the condition \( \alpha \beta > 1 \) implies that the autonomous planar system

\[
\begin{cases}
  u' = B|v|^\alpha - 1 v, \\
  v' = -A|u|^\beta - 1 u,
\end{cases}
\]

with \( A, B \) positive real numbers, defines a global center at the origin with the period map \( \tau(E) \) of the orbits at energy level \( E \) satisfying

\[
\lim_{E \to 0^+} \tau(E) = +\infty, \quad \lim_{E \to +\infty} \tau(E) = 0,
\]
which is the typical dynamical property associated with the superlinear systems. Observe also that for (1.9) we have $g(s) = s^\beta$ for $s > 0$, so that $g$ is strictly increasing and therefore the average hypothesis $\int_0^T a(t) \, dt < 0$ turns out to be a necessary condition for the existence of solutions positive in the $u$-component. Hence, the example given by (1.9), although elementary, shows that our assumptions in Theorem 1.1 are sharp. We also remark that the Hamiltonian associated to (1.10) is

$$H(u, v) = A \frac{|u|^{\beta+1}}{\beta + 1} + B \frac{|v|^{\alpha+1}}{\alpha + 1}$$

and, according to the terminology used in [62], it is called $(q, p)$-quasi homogenous of quasi-degree $pq$ for $p = \beta + 1$, $q = \alpha + 1$, due to the fact that $H(\lambda^q u, \lambda^p v) = \lambda^{pq} H(u, v)$ for every $\lambda > 0$. Notice that the superlinear condition $\mu := 1 - p^{-1} - q^{-1} > 0$ considered in [22, p. 1039] is equivalent to our assumption $\alpha \beta > 1$. For system (1.9) conditions for stability/instability of the origin were studied in [43], under additional hypotheses on $\alpha, \beta$ and on the weight coefficients $a, b$. It is interesting to mention that our condition $b(t) > 0$ for every $t$ and $\int_0^T a(t) \, dt < 0$ are consistent with the instability result obtained in [43].

The main existence theorems for system (1.5) allow an immediate application to $\phi$-Laplacian differential equations of the form

$$(\phi(u'))' + \lambda a(t) g(u) = 0. \quad (1.11)$$

Here, possible different kind of $\phi$ are given by the $p$-Laplacian $\phi(s) = \phi_p(s) := |s|^{p-2} s$ (with $p > 1$), the $(p, q)$-Laplacian $\phi(s) = |s|^{p-2} s + |s|^{q-2} s$ (with $1 < q < p < +\infty$), or the differential operator associated with the relativistic acceleration

$$\phi(s) = \frac{s}{\sqrt{1 - s^2}}$$

just to mention a few more commonly studied examples (see [7, 15, 16, 27, 36, 37, 41, 48, 61] for previous studies on this kind of equations). The fact that we allow a time-dependence in the function $h$ permits to consider differential operators

$$u \mapsto -(\phi(t, u'))'$$

and consequently we can deal also with $p(t)$-Laplacian equations like

$$(|u'|^{p(t)-2} u')' + \lambda a(t) g(u) = 0$$

(see also [6, 12, 23] for recent contributions in this framework). A non-exhaustive choice of these examples is given in Section 5, just to show the wide range of applicability of our results. In any case, it may be interesting to observe that the new superlinear conditions at zero and at infinity can be expressed in the setting of equation (1.11) as

$$\limsup_{s \to 0} \frac{g(s)}{\phi(s)} = 0, \quad \limsup_{s \to +\infty} \frac{g(s)}{\phi(s)} = +\infty,$$

for $\phi: \mathbb{R} \to \mathbb{R}$ an odd increasing homeomorphism satisfying the $\sigma$-conditions at zero and at infinity (cf. [37]). We refer to Section 5 for all the applications and details.

As a final remark, we observe that even if we investigate system (1.6) which is a planar Hamiltonian system, we stress that our method based on the topological
degree theory applies to non-Hamiltonian systems as well. Actually, as in [28], we could deal with the planar system
\[
\begin{aligned}
u' &= h(t, u, v), \\
v' &= -f(t, u),
\end{aligned}
\]
with \( h(t, u, \cdot) \) having the same kind of properties as \( h(t, \cdot) \) in system (1.6). In order to avoid unnecessarily burdening of the technical parts, we do not examine this general problem.

As a final observation, we stress that all the results of this paper extend to the Neumann boundary value problem (see Remark 2.3). We do not consider here this case in order to avoid unnecessary repetitions.

2. Hypotheses and statement of the main result

In this section, we introduce the differential problem we deal with and we state the main result obtained. We consider the planar system
\[
\begin{aligned}
u' &= h(t, v), \\
v' &= -\lambda a(t) g(u).
\end{aligned}
\]
We proceed by listing some technical assumptions on the functions \( h, g, \) and \( a. \)

**Hypotheses on \( h. \)** We assume that \( h: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is continuous, \( T \)-periodic in the first variable, and such that
\[
\begin{aligned}
(h_0) & \; h(t, 0) = 0, \text{ for every } t \in \mathbb{R}; \\
(h_1) & \; \text{for every } t \in \mathbb{R}, \text{ the function } s \mapsto h(t, s) \text{ is strictly increasing.}
\end{aligned}
\]
As a consequence of \((h_0) \) and \((h_1) \), we deduce that
\[
h(t, s)s > 0, \quad \text{for every } t \in \mathbb{R} \text{ and } s \in \mathbb{R} \setminus \{0\}. \tag{2.1}
\]
For future consideration, thanks to the \( T \)-periodicity of \( h \) in the \( t \)-variable, we fix two strictly increasing functions \( \underline{h}, \overline{h}: \mathbb{R} \to \mathbb{R} \) such that
\[
\underline{h}(0) = \overline{h}(0) = 0, \quad 0 \leq \underline{h}(s) s \leq h(t, s) s \leq \overline{h}(s) s, \quad \text{for all } s \in \mathbb{R}.
\]
Accordingly, we define
\[
\underline{h}(s) := \min_{t \in [0,T]} h(t, s), \quad \overline{h}(s) := \max_{t \in [0,T]} h(t, s), \quad \text{for } s \geq 0,
\]
and
\[
\underline{a}(s) := \max_{t \in [0,T]} a(t, s), \quad \overline{a}(s) := \min_{t \in [0,T]} a(t, s), \quad \text{for } s < 0.
\]
Incidentally, notice that the conditions on \( h \) are quite natural if we think that \( h \) can be considered as the inverse of an invertible map \( \phi(t, \cdot). \)

**Hypotheses on \( g. \)** We assume that \( g: [0, +\infty[ \to [0, +\infty[ \) is continuous and such that
\[
(g_*) \quad g(0) = 0, \quad g(s) > 0, \quad \text{for every } s \in ]0, +\infty[.
\]
Moreover, we introduce the function \( g: [0, +\infty[ \to [0, +\infty[ \) defined by
\[
g(s) := \max_{\xi \in [0, s]} g(\xi).
\]
Similarly, we introduce the function \( \underline{g}: [0, +\infty[ \to [0, +\infty[ \) defined by
\[
\underline{g}(s) := \min_{\xi \in [s, \infty]} g(\xi).
\]
We also recall that a function \( g: [0, +\infty[ \to [0, +\infty[ \) satisfying \((g)\) is said to be regularly oscillating at zero if
\[
\lim_{s \to 0^+} \frac{g(\omega s)}{g(s)} = 1.
\]
We refer the reader to [13, 28, 57] for a discussion on this concept and its relevance in real analysis.

**Hypotheses on \( a \).** We assume that \( a: \mathbb{R} \to \mathbb{R} \) is a locally integrable \( T \)-periodic function such that
\[
(a_\#) \quad \int_0^T a(t) \, dt < 0.
\]
Furthermore, we assume that
\[
(a_*) \quad \text{there exist } N \geq 1 \text{ closed and pairwise disjoint intervals } J_n \text{ in the quotient space } \mathbb{R}/T\mathbb{Z} \text{ such that }
\]
\[
a > 0, \quad \text{for a.e. } t \in J_n,
\]
for every \( n = 1, \ldots, N \).
As a consequence, \( a \leq 0 \) for a.e. \( t \in (\mathbb{R}/T\mathbb{Z}) \setminus \bigcup_{n=1}^N J_n \). To simplify the exposition, we set
\[
J_n = [\sigma_n, \tau_n], \quad n = 1, \ldots, N,
\]
where \( \sigma_1 < \tau_1 < \sigma_2 < \tau_2 < \ldots < \sigma_N < \tau_N < \sigma_{N+1} = \sigma_1 + T \).
For future consideration, we introduce the constant
\[
\gamma := \min_{n=1, \ldots, N} |J_n| \tag{2.2}
\]
and, for each \( \delta \in [0, \gamma] \), the function
\[
A^*(\delta) := \inf \left\{ \int_J a(t) \, dt : J \text{ interval, } J \subseteq \bigcup_{n=1}^N J_n, |J| = \delta \right\}. \tag{2.3}
\]
We stress that \( A^*(\delta) > 0 \). Indeed, if \( J = [\omega, \omega + \delta] \) (for some \( \omega \in \mathbb{R} \)) with \( J \subseteq J_n = [\sigma_n, \tau_n] \) for some \( n \in \{1, \ldots, N\} \), then the continuous map
\[
[\sigma_n, \tau_n - \delta] \ni \omega \mapsto A_n(\omega + \delta) - A_n(\omega) = \int_J a(t) \, dt > 0
\]
achieves a positive minimum \( a^*_n(\delta) \), where \( A_n(\xi) := \int_{\sigma_n}^\xi a(t) \, dt, \xi \in J_n \), is the primitive of the weight \( a \) on \( J_n \). Then, we have \( A^*(\delta) = \min_n a^*_n(\delta) > 0 \).
We say that the couple \((u, v)\) is a \( T \)-periodic solution of \((S)\) if \( u \) and \( v \) are absolutely continuous functions, \( T \)-periodic, and solve the two differential equations
in (S) almost everywhere in \( \mathbb{R} \). Moreover, we notice that if \((u, v)\) is a solution of (S), then \( u \in C^1(\mathbb{R}) \), due to the continuity of the function \( h \).

**Remark 2.1.** We notice that condition \((a_\#)\) is a natural assumption, since if we deal with a continuously differentiable increasing function \( g \), then \((a_\#)\) is necessary for the existence of solutions \((u, v)\) of (S) with \( u > 0 \). Indeed, an integration leads to

\[
\lambda \int_0^T a(t) \, dt = -\int_0^T \frac{v'(t)}{g(u(t))} \, dt = \left[ \frac{v(t)}{g(u(t))} \right]_{t=0}^{t=T} - \int_0^T \frac{v(t)g'(u(t))u'(t)}{(g(u(t)))^2} \, dt
\]

where the last inequality follow by (2.1) and the monotonicity of \( a \).

The main results of this paper read as follows.

**Theorem 2.1.** Let \( h: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty) \to [0, +\infty] \) be a continuous function, regularly oscillating at zero, satisfying \((g_*)\) and

\[
\lim_{s \to 0^+} \frac{h(t, Kg(s))}{s} = 0, \quad \text{uniformly in } t, \text{ for every } K \in \mathbb{R}. \tag{2.4}
\]

Then, there exists \( \lambda^* > 0 \) such that for every \( \lambda > \lambda^* \), system (S) has at least one \( T \)-periodic solution \((u, v)\) with \( u(t) > 0 \) for all \( t \in \mathbb{R} \).

**Theorem 2.2.** Let \( h: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty) \to [0, +\infty] \) be a continuous function, regularly oscillating at zero, satisfying \((g_*)\), (2.4) and

\[
\lim_{s \to +\infty} \frac{\text{sign}(K) h(t, Kg(s))}{s} = +\infty, \quad \text{uniformly in } t, \text{ for every } K \in \mathbb{R} \setminus \{0\}. \tag{2.5}
\]

Then, for every \( \lambda > 0 \), system (S) has at least one \( T \)-periodic solution \((u, v)\) with \( u(t) > 0 \) for all \( t \in \mathbb{R} \).

**Remark 2.2.** Theorem 2.1 and Theorem 2.2 remain valid if we replace the hypothesis that \( g \) is regularly oscillating with the hypothesis that \( g \) is continuously differentiable and such that

\[
\limsup_{s \to 0^+} \frac{g'(s)s}{g(s)} \leq C_g, \quad \text{for some } C_g \geq 0.
\]

This will become clear in Section 4.1.

**Remark 2.3 (Neumann boundary conditions).** We observe that the existence results stated in Theorem 2.1 and Theorem 2.2 are also valid when dealing with system (S) associated with the boundary conditions \( v(0) = v(T) = 0 \) (or equivalently \( u'(0) = u'(T) = 0 \)). The analysis in the present paper can be adapted to this case following the same strategy by fixing the technicalities as in [24, Chapter 3]. Concerning the related maximum principles we also refer to Remark A.1.
2.1. Maximum principles

The proofs of Theorem 2.1 and its variants are based on the topological degree theory and accordingly we will introduce operators defined in Banach spaces. With this aim, we extend the nonlinear functions in \((\mathcal{S})\) on the whole real line. Accordingly, we define \(f: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\)

\[
f(t, s) := \begin{cases} 
\lambda a(t)g(s), & \text{if } s \in [0, +\infty[, \\
-s, & \text{if } s \in ]-\infty, 0[, 
\end{cases}
\]

and consider the planar system

\[
(\tilde{\mathcal{S}}) \quad \begin{cases} 
u' = h(t, \nu), \\
\nu' = -f(t, \nu).
\end{cases}
\]

By the weak maximum principle (cf. Proposition A.1), since \(-f(t, s) < 0\) for a.e. \(t \in \mathbb{R}\) and for all \(s \in ]-\infty, 0[,\) we have that a \(T\)-periodic solution \((u, \nu)\) of \((\tilde{\mathcal{S}})\) is such that \(u(t) \geq 0\) for all \(t \in \mathbb{R}\) and thus \((u, \nu)\) is also a \(T\)-periodic solution of \((\mathcal{S})\).

Now, we present a strong maximum principle which ensures that the first component of a non-trivial \(T\)-periodic solution of \((\tilde{\mathcal{S}})\) is a positive function.

**Proposition 2.1.** Let \(h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) be a continuous function, \(T\)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \(a: \mathbb{R} \to \mathbb{R}\) be a locally integrable \(T\)-periodic function satisfying \((a_*)\). Let \(g: [0, +\infty[ \to [0, +\infty[\) be a continuous function satisfying \((g_+)\). Assume that for every constant \(K > 0\) there exists \(\varepsilon > 0\) and \(\beta > 0\) such that

\[
h(t, Kg(s)) \leq \beta s, \quad \text{for all } t \in \mathbb{R} \text{ and } s \in [0, \varepsilon]. \tag{2.6}
\]

If \((u, \nu)\) is a non-trivial \(T\)-periodic solution of \((\tilde{\mathcal{S}})\), then \(u(t) > 0\) for all \(t \in \mathbb{R}\).

**Proof.** Let \((u, \nu)\) be a non-trivial \(T\)-periodic solution of \((\tilde{\mathcal{S}})\). By Proposition A.1, we have that \(u(t) \geq 0\) for all \(t \in \mathbb{R}\) and thus \((u, \nu)\) solves \((\mathcal{S})\). By contradiction, we suppose that there exists \(t^* \in \mathbb{R}\) such that \(u(t^*) = 0\). We notice that \(u'(t^*) = 0\) and consequently \(h(t^*, v(t^*)) = 0\) (by exploiting the first equation in \((\tilde{\mathcal{S}})\)) and \(v(t^*) = 0\) (by \((h_0)\) and \((h_1)\)). Since \(u \neq 0\) (otherwise \((u, \nu) \equiv (0, 0))\), we have that there exists \(t_1 \in \mathbb{R}\) with \(t_1 > t^*\) and \(u(t_1) > 0\). We define \(t_0 := \max\{t \in [t^*, t_1]: u(t) = 0\}\). Therefore, \(u(t_0) = u'(t_0) = v(t_0) = 0\) and \(u(t) > 0\) for all \(t \in [t_0, t_1]\). Thus, we have

\[
v(t) = v(t_0) - \lambda \int_{t_0}^{t} a(\xi)g(u(\xi)) \, d\xi \leq \lambda \int_{t_0}^{t} a^{-}(\xi)g(u(\xi)) \, d\xi, \quad \text{for all } t \in [t_0, t_1],
\]

and, by \((h_1)\),

\[
u(t) = \nu(t_0) + \int_{t_0}^{t} h(\xi, \nu(\xi)) \, d\xi \\
\leq \int_{t_0}^{t} h\left(\xi, \lambda \int_{t_0}^{\xi} a^{-}(s)g(u(s)) \, ds\right) \, d\xi, \quad \text{for all } t \in [t_0, t_1].
\]

Choose \(K := \lambda ||a^-||_{L^1(t_0, t_1)}\) and consider \(\varepsilon, \beta > 0\) satisfying inequality (2.6). Let \(\delta > 0\) be such that \(t_0 + \delta < t_1, \delta \beta < 1,\) and \(u(t) < \varepsilon\) for each \(t \in [t_0, t_0 + \delta]\). Let \(\hat{t}\) be
a maximum point of $u$ in $[t_0, t_0 + \delta]$ and $\bar{t}$ a maximum point of $g \circ u$ in $[t_0, t_0 + \delta]$. Then, we deduce
\[
 u(\bar{t}) \leq \int_{t_0}^{t_0 + \delta} h(\xi, \lambda \int_{t_0}^{t_0 + \delta} a^{-}(s)g(u(s)) \, ds) \, d\xi
\leq \int_{t_0}^{t_0 + \delta} h(\xi, \lambda \|a^{-}\|_{L^1(t_0, t_1)}g(u(\bar{t}))) \, d\xi \leq \int_{t_0}^{t_0 + \delta} \beta u(\bar{t}) \, d\xi \leq \delta \beta u(\bar{t}) < u(\bar{t}),
\]
a contradiction. The proof is complete. \hfill \Box

When $a$ is essentially bounded (at least in the intervals where it is negative), a different version of the above strong maximum principle can be stated by exploiting Proposition A.2. Preliminarily, let us introduce the primitives $H$ and $G$ of $\hat{h}$ and $g$, respectively, that is
\[
 H(s) := \int_{0}^{s} h(\xi) \, d\xi, \quad G(s) := \int_{0}^{s} g(\xi) \, d\xi,
\]
and denote by $H^{-1}$ and $H^{-1}_\epsilon$ the left and right inverse of $H$, respectively.

\textbf{Proposition 2.2.} Let $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be a continuous function, $T$-periodic in the first variable, and satisfying $(h_0)$ and $(h_1)$. Let $a \in L^1_{\text{loc}}(\mathbb{R}) \cap L^\infty(\mathbb{R})$ be $T$-periodic function satisfying $(a_*)$. Let $g: [0, +\infty[ \to [0, +\infty]$ be a continuous function satisfying $(g_*)$. If at least one of the integrals
\[
 \int_{0}^{\epsilon} \frac{ds}{h(H^{-1}(\lambda \|a^{-}\|_{\infty}G(s)))}, \quad \int_{0}^{\epsilon} \frac{ds}{h(H^{-1}_\epsilon(\lambda \|a^{-}\|_{\infty}G(s)))}
\]
diverges (for every $\epsilon > 0$ sufficiently small), then every non-trivial $T$-periodic solution $(u, v)$ of $(\bar{S})$ is such that $u(t) > 0$ for all $t \in \mathbb{R}$.

\textbf{Proof.} Let $(u, v)$ be a non-trivial $T$-periodic solution of $(\bar{S})$. By Proposition A.1, we have that $u(t) \geq 0$ for all $t \in \mathbb{R}$ and thus $(u, v)$ solves $(S)$. By contradiction, we suppose that there exists $t_0 \in \mathbb{R}$ such that $u(t_0) = 0$. Without loss of generality we can suppose that $t_0$ is such that $u(t) > 0$ in $[t_0, t_0 + \delta]$ or in $[t_0 - \delta, t_0]$, for some $\delta > 0$. Let us consider the first alternative (the other is analogous reasoning backwards). Recalling hypothesis $(a_*)$, we prove that we can take $\delta > 0$ sufficiently small such that $a \leq 0$ a.e. in $[t_0, t_0 + \delta]$. Indeed, if $a > 0$ a.e. in $[t_0, t_0 + \delta]$ (for all $\delta > 0$ small), then $v(t) = -\lambda \int_{t_0}^{t} a(\xi)g(u(\xi)) \, d\xi < 0$, for all $t \in [t_0, t_0 + \delta]$, and so $u'(t) < 0$ (by (2.1) and the first equation in $(\bar{S})$) and $u(t) < 0$ for all $t \in [t_0, t_0 + \delta]$ (since $u(t_0) = 0$), a contradiction. Notice also that $a \neq 0$ in $[t_0, t_0 + \delta]$, otherwise $u \equiv 0$ in $[t_0, t_0 + \delta]$ (since $u(t_0) = 0$), contradicting the assumptions.

We conclude that $0 \leq -\lambda a(t)g(u(t)) = \lambda a^{-}(t)g(u(t)) \leq \lambda \|a^{-}\|_{\infty}G(u(t))$ for a.e. $t \in [t_0, t_0 + \delta]$. We can now apply Proposition A.2, with $k(t, s) = -\lambda a(t)g(s)$ and $\overline{k}(s) = \lambda \|a^{-}\|_{\infty}G(s)$, to complete the proof. \hfill \Box

In Appendix A we give a more general version of the maximum principles which may have an independent interest. The simplified form given in Proposition 2.1 is however enough for our applications in the next sections.
3. Abstract setting and strategy of the proof

We start by defining the suitable spaces and operators for the application of the coincidence degree theory by Mawhin (we refer the reader to [33, 53, 54] for more details).

Given \( T > 0 \), let \( X := C_T \) be the Banach space of continuous \( T \)-periodic functions \((u, v): \mathbb{R} \to \mathbb{R}^2\), endowed with the norm
\[
\|(u, v)\|_\infty := \max \{\|u\|_\infty, \|v\|_\infty\}, \quad \text{where } \|w\|_\infty := \max_{t \in \mathbb{R}} |w(t)|,
\]
and let \( Z := L^1_T \) be the Banach space of locally integrable and \( T \)-periodic functions \((x, y): \mathbb{R} \to \mathbb{R}^2\) with the \( L^1 \)-norm
\[
\|(x, y)\|_{L^1_T} := \max \left\{ \int_0^T |x(t)| \, dt, \int_0^T |y(t)| \, dt \right\}.
\]

On the set
\[
\text{dom } L := \{(u, v) \in X : (u, v) \text{ is absolutely continuous}\}
\]
we define the linear operator \( L: \text{dom } L \to Z \) as
\[
[L(u, v)](t) := (u'(t), v'(t)), \quad t \in \mathbb{R}.
\]
We observe that \( \ker L \equiv \mathbb{R}^2 \) is made up of the constant functions \((u, v)\) and
\[
\text{Im } L = \{(x, y) \in Z : \int_0^T x(t) \, dt = 0, \int_0^T y(t) \, dt = 0\}.
\]
Next, we introduce the projections \( P: X \to \ker L \) and \( Q: Z \to \text{coker } L \) as
\[
P, Q: (u, v) \mapsto \left( \frac{1}{T} \int_0^T u(t) \, dt, \frac{1}{T} \int_0^T v(t) \, dt \right).
\]
Hence, \( \ker L \equiv \mathbb{R}^2 \) and \( \ker P \) is made up of the periodic functions \((u, v)\) with mean value zero. Moreover, the right inverse linear operator \( K_P \) is the map which, to every \((x, y) \in \text{Im } L\), associates the unique solution \((u, v)\) of
\[
\begin{cases}
u'(t) = x(t), \\\nu'(t) = y(t),
\end{cases}
\begin{cases}u(0) = u(T), \\v(0) = v(T),\end{cases} \quad \int_0^T u(t) \, dt = 0, \int_0^T v(t) \, dt = 0.
\]
At last, we fix the identity vector field in \( \mathbb{R}^2 \) as a linear isomorphism \( J: \text{coker } L \to \ker L \).

Let us denote by \( N: X \to Z \) the Nemytskii operator induced by \( h \) and \(-f\), that is
\[
[N(u, v)](t) := (h(t, v(t)), -f(t, u(t))), \quad t \in \mathbb{R}.
\]

All the structural assumptions required by Mawhin’s theory (that is \( L \) is Fredholm of index zero and \( N \) is \( L \)-completely continuous) are satisfied by standard facts. As a consequence, all the solution of \((\mathcal{S})\) are solutions of the coincidence equation
\[
L(u, v) = N(u, v), \quad (u, v) \in \text{dom } L, \quad (3.1)
\]
and viceversa; moreover \((3.1)\) is equivalent to the fixed point problem
\[
(u, v) = \Phi(u, v) := P(u, v) + JQN(u, v) + K_P(\text{Id} - Q)N(u, v), \quad (u, v) \in X, \quad (3.2)
\]
and we can apply the Leray–Schauder degree theory to the operator equation (3.2). We recall that, for an open and bounded set $\Omega \subseteq X$ such that

$$L(u, v) \neq N(u, v), \quad \text{for all } (u, v) \in \text{dom } L \cap \partial \Omega,$$

the coincidence degree of $L$ and $N$ in $\Omega$ is defined as

$$D_L(L - N, \Omega) := \deg_{LS}(\text{Id} - \Phi, \Omega, 0),$$

where "deg$_{LS}$" denotes the Leray–Schauder degree; in the sequel we also denote by "deg$_B$" the Brouwer degree. Notice that $D_L$ is independent on the choice of $P$ and $Q$, and also of $J$, provided that we have fixed an orientation on $\ker L$ and $\coker L$ and considered for $J$ only orientation-preserving isomorphisms. The coincidence degree has all the standard properties of the Leray–Schauder degree, in particular, if it holds that $D_L(L - N, \Omega) \neq 0$, then (3.1) has at least one solution in $\Omega$.

In the sequel, we will make use of the following two results regarding the computation of the degree via the homotopy invariance property of $D_L$ (cf. [28, 51, 52]).

**Lemma 3.1 (Mawhin, 1972).** Let $L$ and $N$ be as above and let $\Omega \subseteq X$ be an open and bounded set. Suppose that

$$L(u, v) \neq \vartheta N(u, v), \quad \text{for all } (u, v) \in \text{dom } L \cap \partial \Omega \text{ and } \vartheta \in [0, 1],$$

and

$$QN(u, v) \neq 0, \quad \text{for all } (u, v) \in \partial \Omega \cap \ker L.$$

Then

$$D_L(L - N, \Omega) = \deg_B(-JQN|_{\ker L}, \Omega \cap \ker L, 0).$$

**Lemma 3.2.** Let $L$ and $N$ be as above and let $\Omega \subseteq X$ be an open and bounded set. Suppose that $(w_1, w_2) \neq 0$ is a vector such that

$$L(u, v) \neq N(u, v) + \alpha(w_1, w_2), \quad \text{for all } (u, v) \in \text{dom } L \cap \partial \Omega \text{ and } \alpha \geq 0.$$

Then

$$D_L(L - N, \Omega) = 0.$$

Given this abstract setting, we can now present the strategy of the proof of Theorem 2.1 and Theorem 2.2. Let us first consider the parameter-dependent coincidence equation

$$L(u, v) = \vartheta N(u, v), \quad (u, v) \in \text{dom } L, \quad \vartheta \in [0, 1],$$

which is equivalent to the $T$-periodic problem associated with

$$\begin{cases}
  u' = \vartheta h(t, v), \\
  v' = -\vartheta f(t, u).
\end{cases} \quad (3.3)$$

Let $(u, v)$ be a $T$-periodic solution of (3.4) for some $\vartheta \in [0, 1]$. By the weak maximum principle (cf. Proposition A.1), since $-f(t, s) < 0$ for a.e. $t \in \mathbb{R}$ and for all $s \in ]-\infty, 0[, we have that $u(t) \geq 0$ for every $t \in \mathbb{R}$. Moreover, by hypothesis (2.4), from
the strong maximum principle (cf. Proposition 2.1), it follows that \( u(t) > 0 \) for all \( t \in \mathbb{R} \). Therefore, we can focus our attention on the \( T \)-periodic solutions \( (u, v) \) of

\[
\begin{aligned}
u' &= \partial h(t, v), \\
v' &= -\partial a(t)g(u),
\end{aligned}
\tag{3.4}
\]

with \( u(t) > 0 \) for all \( t \in \mathbb{R} \).

In Section 4.1, we show that the hypothesis (2.4) of Theorem 2.1 (and of Theorem 2.2) ensures the following crucial property for the application of Lemma 3.1. 

(\( \mathcal{H}_{r_0} \)) There exists \( r_0 > 0 \) such that for all \( r \in [0, r_0] \) and for all \( \vartheta \in [0, 1] \) there is no \( T \)-periodic solution \( (u, v) \) of (3.4) such that \( u(t) > 0 \) for all \( t \in \mathbb{R} \) and \( \|u\|_{\infty} = r \).

As a consequence, for the open and bounded set

\[ \Omega_{r_0} := \{ (u, v) \in X : \| (u, v) \|_{\infty} < r_0 \}, \]

it holds that

\[ L(u, v) \neq \partial N(u, v), \quad \text{for all } (u, v) \in \text{dom } L \cap \partial \Omega_{r_0} \text{ and } \vartheta \in [0, 1]. \]

Consider now \( (u, v) \in \partial \Omega_{r_0} \cap \ker L \). In this case, \( (u, v) \equiv (U, V) \in \mathbb{R}^2 \), with \( |U| = r_0 \) or \( |V| = r_0 \), and

\[ -JQN(U, V) = \left( -\frac{1}{T} \int_0^T h(t, V) \, dt, \frac{1}{T} \int_0^T f(t, U) \, dt \right) =: (-h^\#, f^\#(U)). \]

Notice also that \( \Omega_{r_0} \cap \ker L = ]-r_0, r_0[ \times ]-r_0, r_0[ \). By the definition of \( f \), we have that

\[ f^\#(s) = \frac{1}{T} \int_0^T f(t, s) \, dt = \begin{cases} -\frac{g(s)}{T} \int_0^T a(t) \, dt, & \text{if } s > 0; \\ s, & \text{if } s \leq 0. \end{cases} \]

Therefore, by hypotheses \((h_1), (g_\star)\) and \((a_\#)\), it follows that \( QN_u \neq 0 \) for each \( u \in \partial \Omega_{r_0} \cap \ker L \) and, moreover,

\[ \deg_B((-h^\#, f^\#), ]-r_0, r_0[ \times ]-r_0, r_0[,]_0) = -1, \]

by a careful study of the signs of \((-h^\#, f^\#)\) in each of the four quadrants. By Lemma 3.1 we conclude that

\[ D_L(L - N, \Omega_{r_0}) = -1. \tag{3.5} \]

Secondly we study the parameter-dependent operator equation

\[ L(u, v) = N(u, v) - \alpha(0, w), \quad (u, v) \in \text{dom } L, \tag{3.6} \]

for \( \alpha \geq 0 \) and a non-negative locally integrable \( T \)-periodic function \( w \) with \( w \equiv 0 \) in \( \mathbb{R}/TZ \) \( \setminus \bigcup_{n=1}^N J_n \). Equation (3.6) is equivalent to the \( T \)-periodic problem associated with

\[
\begin{aligned}
u' &= h(t, v), \\
v' &= -\lambda f(t, u(t)) - \alpha w(t),
\end{aligned}
\tag{3.7}
\]

Let \( (u, v) \) be a \( T \)-periodic solution of (3.7) for some \( \alpha \in [0, +\infty[. \) Observing that \(-f(t, s) - \alpha w(t) = s - \alpha w(t) < 0 \) for a.e. \( t \in \mathbb{R} \) and for all \( s \in ]-\infty, 0[ \), by the weak
maximum principle, we deduce that \( u(t) \geq 0 \) for all \( t \in \mathbb{R} \). Hence, we can deal with the \( T \)-periodic solutions \((u, v)\) of

\[
\begin{aligned}
u' &= h(t, v), \\
v' &= -\lambda a(t)g(u(t)) - \alpha w(t),
\end{aligned}
\]

with \( u(t) \geq 0 \) for all \( t \in \mathbb{R} \). We stress that in this case we do not exploit the strong maximum principle, but we just need the weak version.

The main results of Section 4.2 assure the application of Lemma 3.2. Indeed, in Section 4.2 we prove that under the hypotheses of Theorem 2.1 we can choose \( R > r_0 \) such that:

\[ (\mathcal{H}^R_{\lambda^*}) \quad \text{There exists } \lambda^* = \lambda^*(R) \text{ such that, for every } \alpha \geq 0, \text{ for every non-negative locally integrable } T \text{-periodic function } w \text{ with } w \equiv 0 \text{ in } (\mathbb{R}/T\mathbb{Z}) \setminus \bigcup_{n=1}^N J_n, \text{ for every } \lambda > \lambda^*, \text{ there are no } T \text{-periodic solutions } (u, v) \text{ of system (3.8) with } 0 \leq u(t) \leq \|u\|_{\infty} = R \text{ for all } t \in \mathbb{R}; \]

while under the hypotheses of Theorem 2.2 we have the following:

\[ (\mathcal{H}^\lambda) \quad \text{For every } \lambda > 0, \text{ there exists } R > 0 \text{ such that, for every } \alpha \geq 0, \text{ for every non-negative locally integrable } T \text{-periodic function } w \text{ with } w \equiv 0 \text{ in } (\mathbb{R}/T\mathbb{Z}) \setminus \bigcup_{n=1}^N J_n, \text{ there are no } T \text{-periodic solutions } (u, v) \text{ of system (3.8) with } 0 \leq u(t) \leq \|u\|_{\infty} = R \text{ for all } t \in \mathbb{R}. \]

For now on, we fix \( R \) and \( \lambda \) as above. An integration in \([0, T]\) of the second equation in (3.8) leads to

\[ \lambda \int_0^T a(t) g(u(t)) \, dt = -\alpha \int_0^T w(t) \, dt = -\alpha \|w\|_{L^1}. \]

Therefore, we deduce that there are no \( T \)-periodic solutions \((u, v)\) of (3.8) with \( \|u\|_{\infty} \leq R \) if \( \alpha \geq \alpha_0 \), where

\[ \alpha_0 > \frac{\lambda\|a\|_{L^1} \bar{f}(R)}{\|w\|_{L^1}}. \]

Moreover, for \( \alpha \in [0, \alpha_0] \), let \((u, v)\) be a \( T \)-periodic solutions of (3.8) with \( \|u\|_{\infty} \leq R \) and denote by \( t^* \in \mathbb{R} \) a maximum point of \( u \). Clearly \( u'(t^*) = 0 \) and thus \( v(t^*) = 0 \), by hypotheses \((h_0)\) and \((h_1)\). Integrating again the second equation in (3.8), we have

\[ |v(t)| = |v(t^*) + \lambda \int_{t^*}^t a(\xi) g(u(\xi)) \, d\xi + \alpha \int_{t^*}^t w(\xi) \, d\xi| \leq \lambda\|a\|_{L^1} \bar{f}(R) + \alpha_0\|w\|_{L^1}, \]

for all \( t \in \mathbb{R} \). Let

\[ R' > \max\{r_0, \lambda\|a\|_{L^1} \bar{f}(R) + \alpha_0\|w\|_{L^1}\}. \]

Hence, for the open and bounded set

\[ \Omega_{R, R'} := \{(u, v) \in X : \|u\|_{\infty} < R, \|v\|_{\infty} < R'\}, \]

it holds that

\[ L(u, v) \neq N(u, v) - \alpha(0, w), \quad \text{for all } (u, v) \in \text{dom } L \cap \partial \Omega_{R, R'} \text{ and } \alpha \geq 0. \]
According to Lemma 3.2 we have that
\[ D_L(L-N, \Omega_{R,R'}) = 0. \] (3.9)
In conclusion, from (3.5), (3.9), and the additivity property of the coincidence degree, we find that
\[ D_L(L-N, \Omega_{R,R'} \setminus \text{cl}(\Omega_{r_0})) = 1. \]
This ensures the existence of a solution \((\tilde{u}, \tilde{v})\) to (3.1) with \((\tilde{u}, \tilde{v}) \in \Omega_{R,R'} \setminus \text{cl}(\Omega_{r_0})\). Hence, \((\tilde{u}, \tilde{v})\) is a non-trivial solution of system \((S)\). Since \((\tilde{u}, \tilde{v}) \not\equiv (0,0)\), by the strong maximum principle we have that \(\tilde{u}(t) > 0\) for all \(t \in \mathbb{R}\). The proofs of Theorem 2.1 and of Theorem 2.2 are complete.  \(\square\)

4. Qualitative results

In this section, we present some qualitative results concerning “small” and “large” solutions to (3.4) and (3.8), respectively. As illustrated in Section 3, these results are essential for the application of the coincidence degree theory to obtain the existence of periodic solutions to \((S)\).

4.1. Small solutions

The following result shows that the “superlinear condition” (2.4) of Theorem 2.1 guarantees the non-existence of “small” \(T\)-periodic solutions \((u, v)\) of the planar system \((S)\) with \(u(t) > 0\) for all \(t \in \mathbb{R}\), more precisely the validity of \((H_{r_0})\). Notice that condition \((a^\ast)\) is not needed.

**Lemma 4.1.** Let \(h : \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) be a continuous function, \(T\)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \(a : \mathbb{R} \to \mathbb{R}\) be a locally integrable \(T\)-periodic function satisfying \((a^\#)\). Let \(g : [0, +\infty[ \to [0, +\infty[\) be a continuous function, regularly oscillating at zero, satisfying \((g^\ast)\) and
\[ \lim_{s \to 0^+} \frac{h(t, \pm\|a\|_{L^1}g(s))}{s} = 0, \quad \text{uniformly in } t. \] (4.1)
Then, \((H_{r_0})\) holds.

**Proof.** The proof follows a similar scheme of the one of [28, Theorem 3.1]. By contradiction, we suppose that for all \(n \in \mathbb{N} \setminus \{0\}\) there exist \(r_n \in ]0, \frac{1}{n}[, \vartheta_n \in ]0, 1[,\) and a \(T\)-periodic solution \((u_n, v_n)\) of (3.4) (with \(\vartheta = \vartheta_n\)) such that \(u_n(t) > 0\) for all \(t \in \mathbb{R}\) and \(\|u_n\|_{\infty} = r_n\). We define
\[ w_n(t) := \frac{u_n(t)}{\|u_n\|_{\infty}}, \quad t \in \mathbb{R}, \]
and claim that
\[ \lim_{n \to +\infty} w_n(t) = 1, \quad \text{uniformly in } t. \] (4.2)
By Rolle’s theorem, let \(\hat{t}_n \in \mathbb{R}\) be such that \(u_n'(\hat{t}_n) = 0\). Therefore, by \((h_0)\), \((h_1)\), and the first equation in (3.4), \(v_n(\hat{t}_n) = 0\). Then
\[ v_n(t) = v_n(\hat{t}_n) - \int_{\hat{t}_n}^{t} \vartheta_n a(\xi)g(u_n(\xi)) \, d\xi = -\vartheta_n \int_{\hat{t}_n}^{t} a(\xi)g(u_n(\xi)) \, d\xi, \quad \text{for all } t \in \mathbb{R}, \]
and so
\[ w'_n(t) = \frac{u'_n(t)}{\|u_n\|_\infty} = \vartheta_n \frac{h(t, v_n(t))}{\|u_n\|_\infty} = \vartheta_n \frac{h(t, -\vartheta_n \int_{\tilde{t}_n}^t a(\xi)g(u_n(\xi)) \, d\xi)}{\|u_n\|_\infty}, \quad \text{for all } t \in \mathbb{R}. \]

As a consequence, if \( \tilde{t}_n \in \mathbb{R} \) denotes the maximum of \( g \circ u_n \), we obtain
\[
\|w'_n\|_\infty \leq \max_{t \in \mathbb{R}} \frac{|h(t, -\vartheta_n \int_{\tilde{t}_n}^t a(\xi)g(u_n(\xi)) \, d\xi)|}{\|u_n\|_\infty}
\leq \max_{t \in \mathbb{R}} \left\{ \frac{h(t, \|a\|_{L_a} g(u_n(\tilde{t}_n)))}{r_n} - \frac{h(t, -\|a\|_{L_a} g(u_n(\tilde{t}_n)))}{r_n} \right\}
\leq \max_{t \in \mathbb{R}} \left\{ \frac{h(t, \|a\|_{L_a} g(u_n(\tilde{t}_n)))}{u_n(\tilde{t}_n)} - \frac{h(t, -\|a\|_{L_a} g(u_n(\tilde{t}_n)))}{u_n(\tilde{t}_n)} \right\},
\]

since \( u_n(\tilde{t}_n) \leq r_n = \|u_n\|_\infty \). Therefore, by (4.1), we have
\[
\lim_{n \to +\infty} w'_n(t) = 0, \quad \text{uniformly in } t.
\]

Next, since \( \|w_n\|_\infty = 1 \), there exists \( \tilde{t}_n \in \mathbb{R} \) such that \( w_n(\tilde{t}_n) = 1 \) and thus
\[
w_n(t) = w_n(\tilde{t}_n) + \int_{\tilde{t}_n}^t w_n(\xi) \, d\xi = 1 + \int_{\tilde{t}_n}^t w'_n(\xi) \, d\xi, \quad \text{for all } t \in \mathbb{R},
\]
and, since \( w'_n(t) \to 0 \) uniformly as \( n \to +\infty \), (4.2) is proved.

Next, since \( \vartheta_n > 0 \), we observe that
\[
0 = -\frac{1}{\vartheta_n} \int_0^T v'_n(t) \, dt = \int_0^T a(t)g(u_n(t)) \, dt
= \int_0^T \left[ a(t)g(r_n) + a(t) \left( g(r_n w_n(t)) - g(r_n) \right) \right] \, dt.
\]
Since \( g(r_n) > 0 \), from \( (a_{\#}) \) we deduce that
\[
0 < -\int_0^T a(t) \, dt = \int_0^T a(t) \frac{g(r_n w_n(t)) - g(r_n)}{g(r_n)} \, dt
\leq \|a\|_{L^1} \max_{t \in \mathbb{R}} \left| \frac{g(r_n w_n(t))}{g(r_n)} - 1 \right| = \|a\|_{L^1} \left| \frac{g(r_n \hat{w}_n)}{g(r_n)} - 1 \right|,
\]
where \( \hat{w}_n := w_n(t_n) \) for some \( t_n \in \mathbb{R} \). A contradiction is obtained for \( n \) sufficiently large, since \( g \) is regularly oscillating at zero. The proof is complete.

We can give an analogous result without assuming the regular oscillation at zero on \( g \). In fact, this condition can be replaced just by asking \( g \) to be continuously differentiable in a right neighborhood of zero and such that
\[
\limsup_{s \to 0^+} \frac{g'(s)s}{g(s)} \leq C_g, \quad \text{for some } C_g \geq 0. \quad (4.3)
\]
The precise result is the following.
Lemma 4.2. Let \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \( a : \mathbb{R} \to \mathbb{R} \) be a continuous \( T \)-periodic function satisfying \((a_{\#})\). Let \( g : [0, +\infty[ \to [0, +\infty[ \) be continuously differentiable in a right neighborhood of zero and satisfying \((g_{\#})\), \((4.3)\) and

\[
\lim_{s \to 0^+} \frac{h(t, Kg(s))}{s} = 0, \quad \text{uniformly in } t, \text{ for every } K \in \mathbb{R}. \tag{4.4}
\]

Then, \((\mathcal{H}_{r_0})\) holds.

Proof. By contradiction, we suppose that for all \( n \in \mathbb{N} \setminus \{0\} \) there exist \( r_n \in ]0, \frac{1}{n}[, \vartheta_n \in ]0, 1[, \) and a \( T \)-periodic solution \((u_n, v_n)\) of \((3.4)\) (with \( \vartheta = \vartheta_n \)) such that \( u_n(t) > 0 \) for all \( t \in \mathbb{R} \) and \( \| u_n \|_{\infty} = r_n \). Let \( \bar{n} \in \mathbb{N} \setminus \{0\} \) be such that \( g \in C^1([0, 1/\bar{n}]) \) and consider \( n \geq \bar{n} \). We define

\[
z_n(t) := \frac{v_n(t)}{\vartheta_n g(u_n(t))}, \quad t \in \mathbb{R},
\]

then

\[
z_n'(t) = \frac{v_n'(t)}{\vartheta_n g(u_n(t))} - \frac{v_n(t)}{\vartheta_n g(u_n(t))^2} g'(u_n(t)) u_n'(t),
\]

\[
= -a(t) - \frac{\vartheta_n h(t, v_n(t)) v_n(t)}{\vartheta_n g(u_n(t))^2} g'(u_n(t))
\]

\[
= -a(t) - \frac{\vartheta_n h(t, \vartheta_n g(u_n(t))) z_n(t)}{g(u_n(t))} g'(u_n(t)) z_n(t), \tag{4.5}
\]

for almost every \( t \in \mathbb{R} \). By Rolle’s theorem, let \( \hat{t}_n \in \mathbb{R} \) be such that \( u_n'(\hat{t}_n) = 0 \). Therefore, by \((h_0)\), \((h_1)\), and the first equation in \((3.4)\), \( v_n(\hat{t}_n) = 0 \). Then \( z_n(\hat{t}_n) = 0 \). Let \( M \) and \( \delta \) be such that

\[
M > \| a \|_{L^1}, \quad 0 < \delta < \frac{M - \| a \|_{L^1}}{TM(C_g + 1)}.
\]

By \((4.4)\), we fix \( \varepsilon > 0 \) such that

\[
\frac{|h(t, \pm Mg(s))|}{s} < \delta, \quad \text{for all } t \in \mathbb{R} \text{ and } s \in ]0, \varepsilon].
\]

and

\[
\frac{g'(s)s}{g(s)} \leq C_g + 1, \quad \text{for all } s \in ]0, \varepsilon].
\]

Let \( n > 1/\varepsilon \) and thus \( u_n(t) \in ]0, \varepsilon[ \) for all \( t \in \mathbb{R} \). We claim that

\[
\| z_n \|_{\infty} \leq M. \tag{4.6}
\]

By contradiction, if it is not true, let \( I_n \) be the maximal interval of the form \([\hat{t}_n, \tau_n]\) where \( |z_n(t)| \leq M \). Then, \( z_n(\hat{t}_n) = 0 \) and \( |z_n(\tau_n)| = M \). Integrating \((4.5)\) on \( I_n \) and
passing to the absolute value, we have

\[ M = |z_n(\tau_n)| \leq \|a\|_{L^1} + \vartheta_n \left| \int_{I_n} h(t, \vartheta_n g(u_n(t)) z_n(t)) \frac{g'(u_n(t)) z_n(t)}{g(u_n(t))} \right| dt \]

\[ = \|a\|_{L^1} + \left| \int_{I_n} h(t, \vartheta_n g(u_n(t)) z_n(t)) \frac{g'(u_n(t)) u_n(t)}{g(u_n(t))} z_n(t) dt \right| \]

\[ \leq \|a\|_{L^1} + \delta TM(C_g + 1) < M, \]

a contradiction. The claim (4.6) is proved.

Next, integrating (4.5) on \([0, T]\), we obtain

\[ 0 < - \int_0^T a(t) dt = \vartheta_n \int_0^T h(t, \vartheta_n g(u_n(t)) z_n(t)) \frac{g'(u_n(t)) u_n(t)}{g(u_n(t))} z_n(t) dt, \]

\[ \leq M(C_g + 1) \max_{s \in [0, r_n]} \int_0^T |h(t, \pm M g(s))| dt, \]

and, using (4.4), a contradiction is reached for \(n \to +\infty\). \(\square\)

### 4.2. Large solutions

Preliminarily we show that the maximum of a non-trivial \(T\)-periodic solution of (S) is reached in a positivity interval \(J_n\).

**Lemma 4.3.** Let \(h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) be a continuous function, \(T\)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \(a: \mathbb{R} \to \mathbb{R}\) be a locally integrable \(T\)-periodic function satisfying \((a_*)\). Let \(g: [0, +\infty[ \to [0, +\infty[\) be a continuous function satisfying \((g_*)\). Let \((u, v)\) be a non-trivial \(T\)-periodic solution of (S) with \(u(t) \geq 0\) for each \(t \in \mathbb{R}\). Then, there exist an index \(n \in \{1, \ldots, N\}\) and a point \(t^* \in J_n\) such that \(u(t^*) = \|u\|_{\infty}\).

**Proof.** Let \(t^*\) be a maximum point, i.e. \(u(t^*) = \max_{t \in \mathbb{R}} u(t)\). Since \(u(t^*) > 0\), there exists \(\delta > 0\) such that \(u(t) > 0\) in \([t^*, t^* + \delta]\). Moreover, we observe that \(u'(t^*) = 0\) and hence \(v(t^*) = 0\). If \(t^* \in \bigcup_{n=1}^N J_n\), the thesis is reached. Suppose that \(t^* \notin \bigcup_{n=1}^N J_n\). Let us start by assuming that

\[ a(t) \leq 0, \quad \text{for a.e. } t \in [t^*, t^* + \delta], \quad a \neq 0, \quad \text{in } [t^*, t^* + \delta]. \]

Integrating the second equation in (S) we have

\[ v(t) = v(t^*) - \lambda \int_{t^*}^t a(\xi) g(u(\xi)) \, d\xi \geq 0, \quad \text{for every } t \in [t^*, t^* + \delta], \quad (4.7) \]

and also

\[ v(t^* + \delta) = -\lambda \int_{t^*}^{t^* + \delta} a(t) g(u(t)) \, dt > 0. \]

Therefore, by the first equation in (S), it follows that \(u'(t^* + \delta) = h(t^* + \delta, v(t^* + \delta)) > 0\). Finally, recalling (4.7), from \(u'(t) = h(t, v(t)) \geq 0\) and \(u' \neq 0\) in \([t^*, t^* + \delta]\) (since \(u'(t^* + \delta) > 0\), we have

\[ \|u\|_{\infty} \geq u(t^* + \delta) = u(t^*) + \int_{t^*}^{t^* + \delta} u'(t) \, dt > u(t^*) = \|u\|_{\infty}. \]
a contradiction. On the other hand, if
\[ a \equiv 0, \quad \text{in } [t^*, t^* + \delta], \]
then \( v' \equiv 0 \) in \([t^*, t^* + \delta]\) and then \( v \equiv 0 \) in \([t^*, t^* + \delta]\), since \( v(t^*) = 0 \). And so \( u' \equiv 0 \) in \([t^*, t^* + \delta]\), then \( u \equiv \|u\|_\infty \). As a consequence, let
\[ t^{**} = \sup\{t \in [t^*, t^* + T] : a \equiv 0 \text{ in } [t^*, t]\}. \]
Since by hypothesis \( a \not\equiv 0 \) on \( \mathbb{R} \), it follows that \( t^* < t^{**} < +\infty \). If \( t^{**} \in J_n \) for some \( n = 1, \ldots, N \), we reach the thesis by replacing \( t^* \) with \( t^{**} \). If not, there exists \( \delta' > 0 \) such that
\[ a(t) \leq 0, \quad \text{for a.e. } t \in [t^{**}, t^{**} + \delta'], \quad a \not\equiv 0, \quad \text{in } [t^{**}, t^{**} + \delta'], \]
and we can repeat the previous arguments to reach a contradiction. The proof is complete. \( \square \)

Now we provide an upper bound for the \( T \)-periodic solutions \((u, v)\) of (3.7), namely the validity of \((\mathcal{H}^*_R, R^*)\) for some \( R > 0 \).

**Theorem 4.1.** Let \( h: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying \((h_0)\) and \((h_1)\). Let \( a: \mathbb{R} \rightarrow \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_*)\). Let \( g: [0, +\infty[ \rightarrow [0, +\infty[ \) be a continuous function satisfying \((g_*)\). Then, there exists \( R > 0 \) such that \((\mathcal{H}^*_R, R^*)\) holds.

**Proof.** By \((h_0), (h_1)\), let \( h^\pm_\infty \in \mathbb{R} \) and \( s^\pm_\ast \in \mathbb{R} \) be such that
\[
\begin{align*}
&h(t, s) \geq h^+_\infty > 0, \quad \text{for all } t \in \mathbb{R}, \text{for all } s > s^+_\ast > 0, \\
&h(t, s) \leq h^-_\infty < 0, \quad \text{for all } t \in \mathbb{R}, \text{for all } s < s^-_\ast < 0.
\end{align*}
\]
First, recalling (2.2), we fix \( R > 0 \) such that
\[
\frac{-\gamma}{4} h^-_\infty > \frac{R}{2} \quad \text{and} \quad \frac{\gamma}{4} h^+_\infty > \frac{R}{2}.
\]
(4.8)
Let \( \eta = \eta(R) > 0 \) be such that
\[
\begin{align*}
&\frac{-\gamma}{4} h(-\eta) > \frac{R}{2} \quad \text{and} \quad \frac{\gamma}{4} h(\eta) > \frac{R}{2}.
\end{align*}
\]
(4.9)
Notice that \( \eta \) exists since \( h \) is a strictly increasing function and
\[
\limsup_{s \rightarrow -\infty} h(s) \leq h^-_\infty, \quad \liminf_{s \rightarrow +\infty} h(s) \geq h^+_\infty.
\]
Let
\[
\begin{align*}
\lambda^*_1, - &= \lambda^*_1, -(R) := \inf \left\{ \lambda > 0 : -\frac{\gamma}{8} \left( -\lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right) > \frac{R}{2} \right\}, \\
\lambda^*_1, + &= \lambda^*_1, +(R) := \inf \left\{ \lambda > 0 : \frac{\gamma}{8} h \left( \lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right) > \frac{R}{2} \right\}, \\
\lambda^*_2, - &= \lambda^*_2, -(R) := \eta \left[ g(R) A^* \left( -\frac{R}{2h(-\eta)} \right) \right]^{-1}, \\
\lambda^*_2, + &= \lambda^*_2, +(R) := \eta \left[ g(R) A^* \left( \frac{R}{2h(\eta)} \right) \right]^{-1},
\end{align*}
\]
and define
\[ \lambda^* := \max\{\lambda^*_1, -\lambda^*_1, \lambda^*_2, -\lambda^*_2\}. \]
Notice that the sets in the definitions of \(\lambda^*_1, \pm\) are not empty and hence the infima are non-negative real numbers. Indeed, if the set in the definition of \(\lambda^*_1, -\) were empty (for the other we reason analogously), we would have
\[ -\frac{\gamma R}{8} \left( -\lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right) < \frac{R}{2}, \quad \text{for all } \lambda > 0. \] (4.10)
Taking \(\lambda \to +\infty\) in (4.10) we obtain a contradiction from (4.8) and
\[ \limsup_{s \to -\infty} h(s) \leq h^-_{\infty}, \quad \liminf_{s \to +\infty} h(s) \geq h^+_{\infty}. \]
Moreover, \(\lambda^*_1, \pm \neq 0\) since
\[ (0, \varepsilon) \cap \left\{ \lambda > 0 : -\frac{\gamma R}{8} \left( -\lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right) > \frac{R}{2} \right\} = \emptyset, \]
for sufficiently small \(\varepsilon > 0\).

Let \(\lambda > \lambda^*, \alpha \geq 0\), and \(w\) be as in the statement. By contradiction, we suppose that there exists a \(T\)-periodic solution \((u, v)\) of (3.8) with \(0 \leq u(t) \leq \|u\|_{\infty} = R\) for all \(t \in \mathbb{R}\). Reasoning as in Lemma 4.3 and recalling that \(w \equiv 0\) on \((\mathbb{R}/T\mathbb{Z}) \setminus \bigcup_{n=1}^{N} J_n\), we know that there exist an index \(n \in \{1, \ldots, N\}\) and a point \(t^* \in J_n := [\sigma_n, \tau_n]\) such that \(u(t^*) = \|u\|_{\infty} = R\).

Two non-exclusive situations can occur
\[ t^* \in [\sigma_n, \tau_n - \frac{\gamma}{2}], \quad \text{or} \quad t^* \in [\sigma_n + \frac{\gamma}{2}, \tau_n]. \]
For the first alternative, it will be used the first inequality in (4.9), while for the second alternative, the second inequality in (4.9). Let us consider the first alternative (the other is analogous reasoning backwards). In particular, observe that
\[ \int_{t^*}^{t^* + \frac{\gamma}{4}} a(t) \, dt > 0. \]
We claim that there exists \(\tilde{t} \in [t^*, t^* + \frac{\gamma}{4}] \subseteq [\sigma_n, \tau_n]\) such that \(u(\tilde{t}) = R/2\). By contradiction, we suppose that
\[ \frac{R}{2} < u(t) \leq R, \quad \text{for every } t \in [t^*, t^* + \frac{\gamma}{4}]. \]
Since \(u'(t^*) = 0\) and so \(v(t^*) = 0\), integrating the second equation in (3.8) we get
\[ v(t) = v(t^*) - \lambda \int_{t^*}^{t} a(\xi) g(u(\xi)) \, d\xi - \alpha \int_{t^*}^{t} w(\xi) \, d\xi \leq -\lambda g(R) \int_{t^*}^{t} a(\xi) \, d\xi \leq 0, \quad \text{for all } t \in [t^*, t^* + \frac{\gamma}{4}], \]
and, recalling (2.3), we obtain

\[ v(t) \leq -\lambda g(R) \int_{t^*}^{t^* + \frac{\gamma}{8}} a(\xi) d\xi \leq -\lambda g(R) A^* \left( \frac{\gamma}{8} \right), \text{ for all } t \in \left[ t^* + \frac{\gamma}{8}, t^* + \frac{\gamma}{4} \right]. \]

Next, integrating the first equation in (3.8) we have

\[
\frac{R}{2} \geq \left| u \left( t^* + \frac{\gamma}{4} \right) - u \left( t^* + \frac{\gamma}{8} \right) \right| = \left| \int_{t^* + \frac{\gamma}{8}}^{t^* + \frac{\gamma}{4}} h(t, v(t)) \, dt \right|
\]

\[
\geq - \int_{t^* + \frac{\gamma}{8}}^{t^* + \frac{\gamma}{4}} h \left( t, -\lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right) \, dt
\]

\[
\geq - \frac{\gamma}{8} h \left( -\lambda g(R) A^* \left( \frac{\gamma}{8} \right) \right).
\]  

(4.11)

Then, a contradiction is reached since \( \lambda > \lambda^* \geq \lambda_{1,-}^*. \)

Therefore, let \( \hat{t} \in ]t^*, t^* + \frac{\gamma}{4}[ \) be such that \( u(\hat{t}) = R/2. \) Due to the fact that \( u'(t) < 0 \) in \( ]t^*, \tau_n[ \) (since \( v(t) < 0 \) therein), we have that

\[
\frac{R}{2} \leq u(t) \leq R, \text{ for all } t \in [t^*, \hat{t}],
\]

\[
0 \leq u(t) \leq \frac{R}{2}, \text{ for all } t \in ]\hat{t}, \tau_n[.
\]

We claim that \( v(\hat{t}) < -\eta. \) Assume by contradiction that \( v(\hat{t}) \geq -\eta. \) Observing that \( v(t) \geq v(\hat{t}) \geq -\eta \) for all \( t \in [t^*, \hat{t}] \) (since \( v'(t) \leq 0 \) therein), we have

\[
u'(t) = h(t, v(t)) \geq h(t, -\eta) \geq \overline{h}(\eta), \text{ for all } t \in [t^*, \hat{t}].
\]

Therefore, we obtain that

\[
-\frac{R}{2} = u(\hat{t}) - u(t^*) = \int_{t^*}^{\hat{t}} u'(t) \, dt \geq (\hat{t} - t^*) \overline{h}(\eta)
\]

and so (since \( \overline{h}(\eta) < 0 \))

\[
\hat{t} \geq t^* - \frac{R}{2 \overline{h}(\eta)} = t^* + \frac{R}{2 \overline{h}(\eta)}.
\]

We deduce that

\[
-\eta \leq v(\hat{t}) = v(t^*) - \lambda \int_{t^*}^{\hat{t}} a(t) g(u(t)) \, dt - \alpha \int_{t^*}^{\hat{t}} w(t) \, dt
\]

\[
\leq -\lambda g(R) A^* \left( \frac{R}{2 \overline{h}(\eta)} \right) < -\eta,
\]  

(4.12)

a contradiction in the election of \( \lambda \) since \( \lambda > \lambda^* \geq \lambda_{2,-}^*. \) Then, an integration of the first equation in (3.8), the first inequality in (4.9), and the fact that \( \hat{t} \leq t^* + \frac{\gamma}{4} \leq \tau_n - \frac{\gamma}{4} \) yield

\[
u(\tau_n) = u(\hat{t}) + \int_{\hat{t}}^{\tau_n} h(t, v(t)) \, dt \leq \frac{R}{2} + \int_{\tau_n - \frac{\gamma}{4}}^{\tau_n} h(t, v(t)) \, dt < \frac{R}{2} + \frac{\gamma}{4} \overline{h}(\eta) = 0,
\]

a contradiction with the fact that \( u \) is a non-negative function. □
As a final result, we introduce a condition at infinity ensuring the validity of \( (\mathcal{H}^\lambda) \), so the existence of a priori bounds for every \( \lambda > 0 \).

**Theorem 4.2.** Let \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying (\( h_0 \)) and (\( h_1 \)). Let \( a : \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying (\( a_s \)). Let \( \lambda > 0 \). Let \( g : [0, +\infty[ \to [0, +\infty[ \) be a continuous function satisfying (\( g_s \)) and

\[
\lim_{s \to +\infty} \frac{\text{sign}(K)h(t, Kg(s))}{s} = +\infty, \text{ uniformly in } t, \text{ for every } K \in \mathbb{R} \setminus \{0\}. \tag{4.13}
\]

Then, \( (\mathcal{H}^\lambda) \) holds.

**Proof.** Let \( \lambda > 0 \). For every \( R > 0 \) we define \( \eta = \eta(R) > 0 \) such that

\[
-\frac{\gamma}{8}h(-\eta) = \frac{R}{2} \quad \text{and} \quad \frac{\gamma}{8}h(\eta) = \frac{R}{2},
\]

so that (4.9) holds. The proof follows exactly the same scheme of the one of Theorem 4.1. The only modifications are in the way we reach the contradictions in (4.11) and in (4.12). In the present situation \( \lambda \) is fixed and the contradictions are reached taking \( R \) sufficiently large, exploiting

\[
\lim_{s \to +\infty} \frac{\text{sign}(K)h(t, Kg(s))}{s} = +\infty, \text{ uniformly in } t, \text{ for every } K \in \mathbb{R} \setminus \{0\}. \tag{4.14}
\]

To conclude, we just observe that condition (4.14) follows from (4.13). Indeed, let \( C_s \in [s/2, s] \) be such that \( g(C_s) = g(s) \), then \( h(t, Kg(s))/s = h(t, Kg(C_s))/C_s \cdot C_s/s \) and so \( \text{sign}(K)h(t, Kg(s))/s \geq 1/2 \cdot \text{sign}(K)h(t, Kg(C_s))/C_s \), and from this clearly (4.14) follows from (4.13). We omit the other details since they require only minor modifications of the proof of Theorem 4.1. \( \square \)

5. Examples

In this final section, we present some applications of our existence results to second-order differential equations.

### 5.1. \( \phi \)-Laplacian operator

We consider the \( \phi \)-Laplacian differential equation

\[
(\phi(u'))' + \lambda a(t)g(u) = 0, \tag{5.1}
\]

where \( \phi : \mathbb{R} \to \mathbb{R} \) is an increasing homeomorphism with \( \phi(0) = 0 \) (for the readers convenience, we stress that \( \phi(\mathbb{R}) = \mathbb{R} \)). We notice that equation (5.1) can be written as a planar system of the form

\[
\begin{cases}
  u' = \phi^{-1}(v), \\
  v' = -\lambda a(t)g(u),
\end{cases}
\]

which corresponds to system \((S)\) with \( h(t, s) = \phi^{-1}(s) \). Thus, hypotheses (\( h_0 \)) and (\( h_1 \)) are trivially satisfied.

We can now present the following existence result for \( T \)-periodic solutions of the \( \phi \)-Laplacian equation (5.1), as a direct application of Theorem 2.1.
Theorem 5.1. Let $\phi: \mathbb{R} \to \mathbb{R}$ be an increasing homeomorphism with $\phi(0) = 0$ satisfying the upper $\sigma$-condition at zero, that is
\[
\limsup_{s \to 0^+} \frac{\phi(\sigma s)}{\phi(s)} < +\infty, \quad \text{for every } |\sigma| > 1.
\] (5.2)

Let $a: \mathbb{R} \to \mathbb{R}$ be a locally integrable $T$-periodic function satisfying $(a_\#)$ and $(a^*)$.

Let $g: [0, +\infty[ \to [0, +\infty[$ be a continuous function, regularly oscillating at zero, satisfying $(g_*)$ and
\[
\lim_{s \to 0^+} \frac{g(s)}{\phi(s)} = 0.
\] (5.3)

Then, there exists $\lambda^*>0$ such that for every $\lambda > \lambda^*$, (5.1) has at least one positive $T$-periodic solution.

Proof. We are going to show that the hypotheses of Theorem 2.1 are satisfied. We prove that hypotheses (5.2) and (5.3) implies that (2.4) holds, that is
\[
\lim_{s \to 0^+} \frac{\phi^{-1}(Kg(s))}{s} = 0, \quad \text{for every } K \in \mathbb{R}.
\] (5.4)

The case $K = 0$ is trivial since $\phi^{-1}(0) = 0$. Let $K > 0$ and $\varepsilon \in ]0, 1[$, then there exists some $\delta > 0$ such that
\[
0 < \frac{\phi(s)}{\phi(\varepsilon s)} \frac{g(s)}{\phi(s)} < \frac{1}{K}, \quad \text{for every } 0 < s < \delta,
\] (5.5)
due to (5.3) and the fact that (5.2) implies that
\[
\limsup_{s \to 0^+} \frac{\phi(s)}{\phi(\sigma s)} < +\infty, \quad \text{for every } 0 < |\sigma| < 1.
\]

Therefore, from (5.5) we deduce that
\[
0 < Kg(s) < \phi(\varepsilon s), \quad \text{for every } 0 < s < \delta,
\]
and thus, by applying $\phi^{-1}$, (5.4) and so (2.4) hold. If $K < 0$, we proceed similarly by considering
\[
\frac{1}{K} < \frac{\phi(s)}{\phi(-\varepsilon s)} \frac{g(s)}{\phi(s)} < 0, \quad \text{for every } 0 < s < \delta,
\]
instead of (5.5) and repeating the same argument. Then, the result follows by a direct application of Theorem 2.1. □

The following existence result is a consequence of Theorem 2.2. We omit the proof since it is analogous to the one of Theorem 5.1.

Theorem 5.2. Let $\phi: \mathbb{R} \to \mathbb{R}$ be an increasing homeomorphism with $\phi(0) = 0$ satisfying the upper $\sigma$-condition at zero (5.2) and the lower $\sigma$-condition at infinity
\[
\limsup_{s \to \pm\infty} \frac{\phi(\sigma s)}{\phi(s)} < +\infty, \quad \text{for every } \sigma > 1.
\]
Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty[ \to [0, +\infty[ \) be a continuous function, regularly oscillating at zero, satisfying \((g_*)\), (5.3) and
\[
\lim_{s \to \pm \infty} \frac{g(|s|)}{|\phi(s)|} = +\infty.
\]
Then, for every \( \lambda \) positive, (5.1) has at least one positive \( T \)-periodic solution.

**Remark 5.1.** The terminology for the \( \sigma \)-conditions at zero and at infinity are taken from [37]. Actually, the upper and lower \( \sigma \)-conditions at infinity were previously introduced and applied in [34, 35] for an odd homeomorphism \( \phi \). As observed in [34], the upper \( \sigma \)-condition at infinity is related to the classical \( \Delta_2 \)-condition considered in theory of Orlicz spaces (see [1, Chapter 8]); more precisely the \( \Delta_2 \)-condition near infinity is expressed by the fact that \( \phi(\sigma s)/\phi(s) \) is bounded from above in a neighborhood of infinity. Here we use the same kind of upper bound in a neighborhood of zero.

A corollary of Theorem 5.2 can be given for the \((p,q)\)-Laplacian operator, namely
\[
\phi(s) = |s|^{p-2}s + |s|^{q-2}s, \quad \text{with} \quad 1 < q < p < +\infty.
\]
We omit the straightforward proof.

**Theorem 5.3.** Let \( 1 \leq q < p < +\infty \). Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty[ \to [0, +\infty[ \) be a continuous function, regularly oscillating at zero, satisfying
\[
\lim_{s \to 0^+} \frac{g(s)s}{s^q} = 0 \quad \text{and} \quad \lim_{s \to +\infty} \frac{g(s)s}{s^p} = +\infty.
\]
Then, for every \( \lambda > 0 \), the differential equation
\[
(|u'|^{p-2}u')' + \lambda a(t)g(u) = 0
\]
has at least one positive \( T \)-periodic solution.

### 5.2. \( p(t) \)-Laplacian operator

We study the \( p(t) \)-Laplacian differential equation
\[
(|u'|^{p(t)-2}u')' + \lambda a(t)g(u) = 0, \tag{5.6}
\]
where \( p: \mathbb{R} \to ]1, +\infty[ \) is a continuous \( T \)-periodic function. Then, there exist \( p_-, p_+ \in \mathbb{R} \) such that
\[
1 < p_- \leq p(t) \leq p_+ < +\infty, \quad \text{for all} \quad t \in \mathbb{R}. \tag{5.7}
\]
Equation (5.6) corresponds to the planar system
\[
\begin{cases}
|u'|^{p(t)-2}u' = v, \\
v' = -\lambda a(t)g(u).
\end{cases}
\]
From the first equation we obtain
\[
u' = h(t, v) = |v|^{\frac{2}{p(t)-1}}v = |v|^{\frac{1}{p(t)-1}}\text{sign}(v)
\]
and thus \( h \) satisfies hypotheses \((h_0)\) and \((h_1)\).

We can thus state the following result.
Theorem 5.4. Let \( p: \mathbb{R} \to ]1, +\infty[ \) be a continuous \( T \)-periodic function. Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty[ \to [0, +\infty[ \) be a continuous function, regularly oscillating at zero, satisfying

\[
\limsup_{s \to 0^+} \frac{g(s)s}{sp} < +\infty
\] (5.8)

and

\[
\liminf_{s \to +\infty} \frac{g(s)s}{sp} > 0,
\] (5.9)

where \( p \) is defined as in (5.7). Then, for every \( \lambda > 0 \), (5.6) has at least one positive \( T \)-periodic solution.

Proof. In order to verify hypothesis (2.4) we are going to show that

\[
\lim_{s \to 0^+} \frac{g(s)p(t) - 1}{s} = 0, \quad \text{uniformly in } t.
\]

This is a consequence of (5.8) and

\[
\frac{g(s)p(t) - 1}{s} = \left( \frac{g(s)s}{sp} \right) \frac{p(t) - 1}{s^{p(t)-1}}, \quad \text{for all } s > 0.
\]

Analogously, from (5.9) and the above equality, we have

\[
\lim_{s \to +\infty} \frac{g(s)p(t) - 1}{s} = +\infty, \quad \text{uniformly in } t,
\]

thus hypothesis (2.5) is verified. Then, we can apply Theorem 2.2 to reach the thesis.

\[ \square \]

5.3. Minkowski curvature operator

As a last example, we investigate the positive \( T \)-periodic solutions of the Minkowski curvature equation

\[
\left( \frac{u'}{\sqrt{1-(u')^2}} \right)' + \lambda a(t) g(u) = 0,
\] (5.10)

which corresponds to the planar system

\[
\begin{cases}
u' = \frac{\nu}{\sqrt{1+v^2}}, \\
v' = -\lambda a(t) g(u).
\end{cases}
\]

In this case, \( h(t, s) = s/\sqrt{1+s^2} \), thus \((h_0)\) and \((h_1)\) are trivially satisfied.

Then, we have the following corollary of Theorem 2.1.

Theorem 5.5. Let \( a: \mathbb{R} \to \mathbb{R} \) be a locally integrable \( T \)-periodic function satisfying \((a_\#)\) and \((a_*)\). Let \( g: [0, +\infty[ \to [0, +\infty[ \) be a continuous function, regularly oscillating at zero, satisfying \((g_*)\) and

\[
\lim_{s \to 0^+} \frac{g(s)}{s} = 0.
\] (5.11)

Then, there exists \( \lambda^* > 0 \) such that for every \( \lambda > \lambda^* \) equation (5.10) has at least one positive \( T \)-periodic solution.
Proof. We notice that hypothesis (5.11) implies that
\[ \lim_{s \to 0^+} \frac{Kg(s)}{s \sqrt{1 + (Kg(s))^2}} = 0, \] for every \( K \in \mathbb{R} \),
which is exactly (2.4). Then, Theorem 2.1 applies and the proof is concluded. \( \square \)

Appendix A. Maximum principles for planar systems

In this section, we present some maximum principles for the planar system
\[
\begin{cases}
u' = h(t, v), \quad & (A.1) \\
v' = k(t, u),
\end{cases}
\]
where \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is a continuous function, \( T \)-periodic in the first variable, and such that

(i) \( h(t, 0) = 0 \) for every \( t \in \mathbb{R} \);

(ii) there exist \( h, \overline{h} : \mathbb{R} \to \mathbb{R} \) continuous, with \( \overline{h} \) monotone increasing, and such that
\[ 0 \leq h(s)s \leq h(t, s)s \leq \overline{h}(s)s, \]
for almost every \( t \in \mathbb{R} \) and for all \( |s| \leq \eta \), for some \( \eta > 0 \);

Let \( H(s) := \int_0^s \eta(\xi) \, d\xi \) and denote by \( H^{-1} \) and \( H^{-1} \) the left and right inverse of \( H \), respectively.

We assume that \( k : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function, \( T \)-periodic in the first variable.

We first present a weak maximum principle.

Proposition A.1 (Weak maximum principle). Let \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying (i). Let \( k : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function, \( T \)-periodic in the first variable, and such that
\[ k(t, s) < 0, \quad \text{for a.e. } t \in \mathbb{R}, \quad \text{for all } s \in ]-\infty, 0[. \]
If \((u, v)\) is a \( T \)-periodic solution of (A.1), then \( u(t) \geq 0 \) for all \( t \in \mathbb{R} \).

Proof. Let \((u, v)\) be a \( T \)-periodic solution of (A.1). By contradiction, we suppose that there exists \( t^* \in \mathbb{R} \) such that \( u(t^*) < 0 \). First of all, we observe that, if \( u(t) < 0 \) for all \( t \in \mathbb{R} \), then
\[ 0 = v(T) - v(0) = \int_0^T v'(t) \, dt = \int_0^T k(t, u(t)) \, dt < 0, \]
which is a contradiction. Therefore, \( u \) is non-negative in some points. Let \([t_0, t_1[ \subseteq \mathbb{R} \) be the maximal interval containing \( t^* \) such that \( u(t) < 0 \) for all \( t \in ]t_0, t_1[ \). By the \( T \)-periodicity, we observe that the interval is bounded and, by the continuity of \( u \) and \( u' \), we have \( u(t_0) = u(t_1) = 0 \) and \( u'(t_0) \leq 0 \leq u'(t_1) \). From the first equation in (A.1) we deduce that \( h(t_0, v(t_0)) = u'(t_0) \leq 0 \) and \( h(t_1, v(t_1)) = u'(t_1) \geq 0 \), therefore by (i) we have \( v(t_0) \leq 0 \leq v(t_1) \). As a consequence, we have
\[ 0 \leq v(t_1) - v(t_0) = \int_{t_0}^{t_1} v'(t) \, dt = \int_{t_0}^{t_1} k(t, u(t)) \, dt < 0, \]
a contradiction. The proof is complete. \( \square \)
Secondly we present the following strong maximum principle.

**Proposition A.2 (Strong maximum principle).** Let \( h : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a continuous function, \( T \)-periodic in the first variable, and satisfying (i) and (ii). Let \( k : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function, \( T \)-periodic in the first variable. Assume that

(iii) there exists \( \overline{K} : [0, \gamma] \to [0, +\infty] \) continuous and such that \( 0 \leq k(t, s) \leq \overline{k}(s) \), for almost every \( t \in \mathbb{R} \) and for all \( s \in [0, \gamma] \), for some \( \gamma > 0 \), and moreover \( \overline{K}(u) := \int_0^u \overline{k}(s) \, ds > 0 \), for all \( u \in [0, \gamma] \).

If at least one of the integrals

\[
\int_0^\varepsilon \frac{du}{h(H^{-1}(\overline{K}(u)))}, \quad \int_0^\varepsilon \frac{du}{h(H^{-1}(\overline{K}(u)))}
\]

diverges (for every \( \varepsilon > 0 \) sufficiently small), then every non-trivial \( T \)-periodic solution \((u, v)\) of (A.1) with \( u(t) \geq 0 \) for all \( t \in \mathbb{R} \), satisfies \( u(t) > 0 \) for all \( t \in \mathbb{R} \).

Observe that the function \( H \) is strictly decreasing on \([-\eta, 0]\) and strictly increasing on \([0, \eta]\), then for \( c := \min\{H(-\eta), H(\eta)\} \) the left and right inverse \( H^{-1} \) and \( \overline{H}^{-1} \) are defined on \([0, c]\) with range contained in \([-\eta, 0]\) and in \([0, \eta]\), respectively. Hence, for \( \varepsilon \leq \gamma \) sufficiently small such that \( \overline{K}(\varepsilon) \leq c \), we have

\[
\overline{h}(\overline{H}^{-1}(\overline{K}(s))) < 0 < \overline{h}(\overline{H}^{-1}(\overline{K}(s))), \quad \text{for all } s \in [0, \varepsilon]. \quad \text{(A.2)}
\]

**Proof.** By contradiction, we suppose that \((u, v)\) is a non-trivial \( T \)-periodic solution of (A.1) with \( u(t) \geq 0 \) for all \( t \in \mathbb{R} \) and such that \( u \) vanishes somewhere. Let \( t_0 \in \mathbb{R} \) be such that \( u(t_0) = 0 \). Without loss of generality, by the periodicity of \( u \), we can suppose that \( t_0 \) is such that \( u(t) > 0 \) in \([t_0, t_0 + \delta]\) or in \([t_0 - \delta, t_0]\), for some \( \delta > 0 \) with \( u(t_0 \pm \delta) \leq \varepsilon \) and \( |v(t_0 \pm \delta)| \leq \eta \).

Assume that the first situation occurs. We observe that \( u'(t_0) = 0 \) (since \( u \) is non-negative), \( v(t_0) = 0 \) (by (i), (ii), and the first equation in (A.1)). Moreover, \( v'(t) = k(t, u(t)) \geq 0 \) for a.e. \( t \in [t_0, t_0 + \delta] \) and so \( 0 \leq v(t) \leq v(t_0 + \delta) \) for all \( t \in [t_0, t_0 + \delta] \). Furthermore, recalling hypothesis (iii), we deduce that

\[
\overline{h}(v(t))v'(t) - \overline{H}(u(t))u'(t) = \overline{h}(v(t))k(t, u(t)) - \overline{K}(u(t))\overline{h}(t, v(t)) \leq -\overline{K}(u(t))\left(\overline{h}(t, v(t)) - \overline{h}(v(t))\right) \leq 0,
\]

for almost every \( t \in [t_0, t_0 + \delta] \), where the last inequality follows from (ii). Therefore, we have

\[
\frac{d}{dt} \left( \overline{H}(v(t)) - \overline{K}(u(t)) \right) \leq 0, \quad \text{for a.e. } t \in [t_0, t_0 + \delta],
\]

and so

\[
\overline{H}(v(t)) - \overline{K}(u(t)) \leq \overline{H}(v(t_0)) - \overline{K}(u(t_0)) = 0, \quad \text{for all } t \in [t_0, t_0 + \delta].
\]

Since \( \overline{H} \) is strictly increasing on a right neighborhood of zero, we find

\[
0 \leq v(t) \leq \overline{H}^{-1}(\overline{K}(u(t))), \quad \text{for all } t \in [t_0, t_0 + \delta],
\]

and hence, by the monotonicity of \( \overline{K} \), we find

\[
u'(t) = \overline{h}(t, v(t)) \leq \overline{K}(v(t)) \leq \overline{H}^{-1}(\overline{K}(u(t))), \quad \text{for all } t \in [t_0, t_0 + \delta]. \]
Observe that $H^{-1}(K(u(t)))) > 0$ on $[t_0, t_0 + \delta]$ since $u(t) > 0$ in the same interval. Next, dividing by $H^{-1}(K(u(t))))$, an integration leads to

$$\int_{t}^{t_0 + \delta} \frac{u'(\xi)}{h(H^{-1}(K(u(\xi))))} d\xi \leq t_0 + \delta - t,$$

for all $t \in ]t_0, t_0 + \delta]$, and, by a change of variable, we have

$$\int_{u(t)}^{u(t_0 + \delta)} \frac{ds}{h(H^{-1}(K(s))))} \leq t_0 + \delta - t,$$

for all $t \in ]t_0, t_0 + \delta]$. At last, passing to the limit as $t \to (t_0)^+$, we obtain

$$\int_{0}^{u(t_0 + \delta)} \frac{ds}{H^{-1}(K(s))} \leq \delta,$$

a contradiction with respect to the hypothesis of the divergence of the integral at $0^+$. If $u(t) > 0$ in $[t_0 - \delta, t_0]$, we reach a contradiction following a similar argument. The proof is complete.

Remark A.1. From an inspection of the proof, it is apparent the fact that if we assume by contradiction that a non-trivial $T$-periodic solution $(u, v)$ with $u \geq 0$ is such that $u$ vanishes at some point, then there are at least two points $t_0, t_1$ such that $u(t) > 0$ in $[t_0, t_0 + \delta_0]$ and $u(t) > 0$ in $[t_1 - \delta_1, t_1]$, for some $\delta_0, \delta_1 > 0$. Hence, the divergence of at least one of the two improper integrals in (A.2) is sufficient to achieve a contradiction. This is not the case for other boundary value problems, for instance the Neumann one, where the divergence of both improper integrals would be required.

Remark A.2. The condition expressed in (A.2) is sharp, as one can see from an analysis of the autonomous planar system

$$\begin{cases}
  u' = h(v), \\
  v' = k(u),
\end{cases}$$

with $h: \mathbb{R} \to \mathbb{R}$ a strictly increasing continuous function such that $h(0) = 0$, and $k: [0, +\infty[ \to [0, +\infty[ a continuous function such that $k(0) = 0$ and $k(s) > 0$ for $s > 0$. We observe that $h = \overline{h} = \underline{h}$ and $k = \overline{k} = \underline{k}$. In this case, we have a Hamiltonian system with a geometry of saddle point at the origin and the level line $H(v) - K(u) = 0$ splits as the union of the origin (equilibrium point), a stable manifold entering in the fourth quadrant and an unstable one in the first quadrant. In this case, the divergence of the integrals means that the solutions on the two manifolds do not hit the origin in finite time. The above autonomous system is related to the quasilinear second-order equation

$$(\phi(u'))' = k(u)$$

for $\phi = h^{-1}$. In this case our condition turns out to be equivalent to the one involving the Legendre transform in [56, Theorem 1.1.1], that is

$$\int_{0+} ds \frac{ds}{H^{-1}(K(s))} = \infty,$$
where \( \mathcal{H}(s) = s\phi(s) - \int_0^s \phi(\xi) \, d\xi \) (with the additional assumption in [56] of monotonicity of \( k \) in a right neighborhood of zero, an assumption which is not required in Proposition A.2).

References

[1] R. A. Adams, J. J. F. Fournier, Sobolev spaces, vol. 140 of Pure and Applied Mathematics (Amsterdam), 2nd ed., Elsevier/Academic Press, Amsterdam, 2003.
[2] S. Alama, G. Tarantello, Elliptic problems with nonlinearities indefinite in sign, J. Funct. Anal. 141 (1996) 159–215.
[3] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, SIAM Rev. 18 (1976) 620–709.
[4] H. Amann, J. López-Gómez, A priori bounds and multiple solutions for superlinear indefinite elliptic problems, J. Differential Equations 146 (1998) 336–374.
[5] C. Bandle, M. A. Pozio, A. Tesei, Existence and uniqueness of solutions of nonlinear Neumann problems, Math. Z. 199 (1988) 257–278.
[6] G. Barletta, A. Chinnì, Existence of solutions for a Neumann problem involving the \( p(x) \)-Laplacian, Electron. J. Differential Equations (2013) No. 158, 12 pp.
[7] G. Barletta, G. D’Agui, N. S. Papageorgiou, Nonlinear nonhomogeneous periodic problems, NoDEA Nonlinear Differential Equations Appl. 23 (2016) Art. 18, 23 pp.
[8] P. Benevieri, J. M. do Ó, E. S. de Medeiros, Periodic solutions for nonlinear systems with mean curvature-like operators, Nonlinear Anal. 65 (2006) 1462–1475.
[9] C. Bereanu, J. Mawhin, Existence and multiplicity results for some nonlinear problems with singular \( \phi \)-Laplacian, J. Differential Equations 243 (2007) 536–557.
[10] H. Berestycki, I. Capuzzo-Dolcetta, L. Nirenberg, Superlinear indefinite elliptic problems and nonlinear Liouville theorems, Topol. Methods Nonlinear Anal. 4 (1994) 59–78.
[11] H. Berestycki, I. Capuzzo-Dolcetta, L. Nirenberg, Variational methods for indefinite superlinear homogeneous elliptic problems, NoDEA Nonlinear Differential Equations Appl. 2 (1995) 553–572.
[12] S. Biagi, A. Calamai, C. Marcelli, F. Papalini, Boundary value problems associated with singular strongly nonlinear equations with functional terms, Adv. Nonlinear Anal. 10 (2021) 684–706.
[13] N. H. Bingham, C. M. Goldie, J. L. Teugels, Regular variation, vol. 27 of Encyclopedia of Mathematics and its Applications, Cambridge University Press, Cambridge, 1987.
[14] G. Bonanno, R. Livrea, M. Schechter, Some notes on a superlinear second order Hamiltonian system, Manuscripta Math. 154 (2017) 59–77.
[15] A. Boscaggin, G. Feltrin, Positive periodic solutions to an indefinite Minkowski-curvature equation, J. Differential Equations 269 (2020) 5595–5645.
[16] A. Boscaggin, G. Feltrin, F. Zanolin, Uniqueness of positive solutions for boundary value problems associated with indefinite \( \phi \)-Laplacian-type equations, Open Math. 19 (2021) 163–183.
[17] G. J. Butler, Rapid oscillation, nonextendability, and the existence of periodic solutions to second order nonlinear ordinary differential equations, J. Differential Equations 22 (1976) 467–477.
[18] A. Cima, A. Gasull, F. Mañosas, Period function for a class of Hamiltonian systems, J. Differential Equations 168 (2000) 180–199.
[19] M. Clapp, A. Szulkin, Solutions to indefinite weakly coupled cooperative elliptic systems, Topol. Methods Nonlinear Anal. 59 (2022) 553–568.
[20] D. G. de Figueiredo, Positive solutions of semilinear elliptic problems, in: Differential equations (São Paulo, 1981), vol. 957 of Lecture Notes in Math., Springer, Berlin-New York, 1982, pp. 34–87.
[21] T. Dondè, F. Zanolin, Multiple periodic solutions for one-sided sublinear systems: a refinement of the Poincaré-Birkhoff approach, Topol. Methods Nonlinear Anal. 55 (2020) 565–581.
[22] C. Fabry, A. Fonda, A systematic approach to nonresonance conditions for periodically forced planar Hamiltonian systems, Ann. Mat. Pura Appl. 201 (2022) 1033–1074.
[23] X.-L. Fan, X. Fan, A Knobloch-type result for $p(t)$-Laplacian systems, J. Math. Anal. Appl. 282 (2003) 453–464.
[24] G. Feltrin, Positive solutions to indefinite problems. A topological approach, Frontiers in Mathematics, Birkhäuser/Springer, Cham, 2018.
[25] G. Feltrin, P. Gidoni, Multiplicity of clines for systems of indefinite differential equations arising from a multilocus population genetics model, Nonlinear Anal. Real World Appl. 54 (2020) 103108, 19 pp.
[26] G. Feltrin, E. Sovrano, A. Tellini, On the number of positive solutions to an indefinite parameter-dependent Neumann problem, Discrete Contin. Dyn. Syst. 42 (2022) 21–71.
[27] G. Feltrin, E. Sovrano, F. Zanolin, Periodic solutions to parameter-dependent equations with a $\phi$-Laplacian type operator, NoDEA Nonlinear Differential Equations Appl. 26 (2019) Paper No. 38, 27 pp.
[28] G. Feltrin, F. Zanolin, Existence of positive solutions in the superlinear case via coincidence degree: the Neumann and the periodic boundary value problems, Adv. Differential Equations 20 (2015) 937–982.
[29] G. Feltrin, F. Zanolin, An application of coincidence degree theory to cyclic feedback type systems associated with nonlinear differential operators, Topol. Methods Nonlinear Anal. 50 (2017) 683–726.
[30] M. Fencl, J. López Gómez, Global bifurcation diagrams of positive solutions for a class of 1D superlinear indefinite problems, Nonlinearity 35 (2022) 1213–1248.
[31] A. Fonda, G. Klun, A. Sfecci, Well-ordered and non-well-ordered lower and upper solutions for periodic planar systems, Adv. Nonlinear Stud. 21 (2021) 397–419.
[32] A. Fonda, R. Toader, A dynamical approach to lower and upper solutions for planar systems, Discrete Contin. Dyn. Syst. 41 (2021) 3683–3708.
[33] R. E. Gaines, J. L. Mawhin, Coincidence degree, and nonlinear differential equations, vol. 568 of Lecture Notes in Math., Springer-Verlag, Berlin-New York, 1977.
[34] M. García-Huidobro, R. Manásevich, F. Zanolin, Strongly nonlinear second-order ODEs with unilateral conditions, Differential Integral Equations 6 (1993) 1057–1078.
[35] M. García-Huidobro, R. Manásevich, F. Zanolin, Strongly nonlinear second-order ODEs with rapidly growing terms, J. Math. Anal. Appl. 202 (1996) 1–26.
[36] M. García-Huidobro, R. Manásevich, F. Zanolin, Infinitely many solutions for a Dirichlet problem with a nonhomogeneous $p$-Laplacian-like operator in a ball, Adv. Differential Equations 2 (1997) 203–230.
[37] M. García-Huidobro, R. Manásevich, F. Zanolin, Splitting the Fučík spectrum and the number of solutions to a quasilinear ODE, Rend. Istit. Mat. Univ. Trieste 43 (2011) 111–145.
[38] R. Gómez-Reñasco, J. López-Gómez, The effect of varying coefficients on the dynamics of a class of superlinear indefinite reaction-diffusion equations, J. Differential Equations 167 (2000) 36–72.

[39] J. R. Graef, L. Kong, H. Wang, Existence, multiplicity, and dependence on a parameter for a periodic boundary value problem, J. Differential Equations 245 (2008) 1185–1197.

[40] P. Hess, T. Kato, On some linear and nonlinear eigenvalue problems with an indefinite weight function, Comm. Partial Differential Equations 5 (1980) 999–1030.

[41] H. G. Kaper, M. Knaap, M. K. Kwong, Existence theorems for second order boundary value problems, Differential Integral Equations 4 (1991) 543–554.

[42] U. Kaufmann, H. Ramos Quoirin, K. Umezu, Uniqueness and positivity issues in a quasilinear indefinite problem, Calc. Var. Partial Differential Equations 60 (2021) Paper No. 187, 21.

[43] B. Liu, The stability of the equilibrium of planar Hamiltonian and reversible systems, J. Dynam. Differential Equations 18 (2006) 975–990.

[44] J. López-Gómez, On the existence of positive solutions for some indefinite superlinear elliptic problems, Comm. Partial Differential Equations 22 (1997) 1787–1804.

[45] J. López-Gómez, Varying bifurcation diagrams of positive solutions for a class of indefinite superlinear boundary value problems, Trans. Amer. Math. Soc. 352 (2000) 1825–1858.

[46] J. López-Gómez, P. Omari, Branches of positive solutions of a superlinear indefinite problem driven by the one-dimensional curvature operator, Appl. Math. Lett. 126 (2022) Paper No. 107807, 10 pp.

[47] J. López-Gómez, P. Omari, Optimal regularity results for the one-dimensional prescribed curvature equation via the strong maximum principle, J. Math. Anal. Appl. 518 (2023) Paper No. 126719, 22 pp.

[48] R. Manásevich, J. Mawhin, Periodic solutions for nonlinear systems with $p$-Laplacian-like operators, J. Differential Equations 145 (1998) 367–393.

[49] R. Manásevich, F. I. Njoku, F. Zanolin, Positive solutions for the one-dimensional $p$-Laplacian, Differential Integral Equations 8 (1995) 213–222.

[50] A. Margheri, C. Rebelo, F. Zanolin, Fixed points for planar maps with multiple twists, with application to nonlinear equations with indefinite weight, Philos. Trans. Roy. Soc. A 379 (2021) Paper No. 20190385, 28 pp.

[51] J. Mawhin, Équations intégrales et solutions périodiques des systèmes différentiels non linéaires, Acad. Roy. Belg. Bull. Cl. Sci. (5) 55 (1969) 934–947.

[52] J. Mawhin, Equivalence theorems for nonlinear operator equations and coincidence degree theory for some mappings in locally convex topological vector spaces, J. Differential Equations 12 (1972) 610–636.

[53] J. Mawhin, Topological degree methods in nonlinear boundary value problems, vol. 40 of CBMS Regional Conference Series in Mathematics, American Mathematical Society, Providence, R.I., 1979.

[54] J. Mawhin, Topological degree and boundary value problems for nonlinear differential equations, in: Topological methods for ordinary differential equations (Montecatini Terme, 1991), vol. 1537 of Lecture Notes in Math., Springer, Berlin, 1993, pp. 74–142.

[55] R. Nussbaum, Positive solutions of nonlinear elliptic boundary value problems, J. Math. Anal. Appl. 51 (1975) 461–482.
Periodic solutions to superlinear indefinite planar systems

[56] P. Pucci, J. Serrin, The maximum principle, vol. 73 of Progress in Nonlinear Differential Equations and their Applications, Birkhäuser Verlag, Basel, 2007.

[57] E. Seneta, Regularly varying functions, Lecture Notes in Mathematics, Vol. 508, Springer-Verlag, Berlin-New York, 1976.

[58] C.-L. Tang, X.-P. Wu, Periodic solutions for second order Hamiltonian systems with a change sign potential, J. Math. Anal. Appl. 292 (2004) 506–516.

[59] A. Tellini, Numerical global bifurcation diagrams for a superlinear indefinite problem with a parameter appearing in the domain, Rend. Istit. Mat. Univ. Trieste 52 (2020) 289–309.

[60] P. J. Torres, Existence of one-signed periodic solutions of some second-order differential equations via a Krasnoselskii fixed point theorem, J. Differential Equations 190 (2003) 643–662.

[61] P. J. Torres, M. Zamora, On the planar $L_p$ Minkowski problem with sign-changing data, Proc. Amer. Math. Soc. 149 (2021) 3077–3088.

[62] X. Yang, K. Lo, Unboundedness of solutions of a class of planar Hamiltonian systems, Math. Nachr. 280 (2007) 1317–1331.

Guglielmo Feltrin
Department of Mathematics, Computer Science and Physics, University of Udine
Via delle Scienze 206, 33100 Udine, Italy
e-mail: guglielmo.feltrin@uniud.it

Juan Carlos Sampedro
Institute of Interdisciplinary Mathematics,
Department of Mathematical Analysis and Applied Mathematics,
Complutense University of Madrid,
Plaza de las Ciencias 3, 28040 Madrid, Spain
e-mail: juancsam@ucm.es

Fabio Zanolin
Department of Mathematics, Computer Science and Physics, University of Udine
Via delle Scienze 206, 33100 Udine, Italy
e-mail: fabio.zanolin@uniud.it