SPECIAL $L$-VALUES AND SHTUKA FUNCTIONS FOR DRINFELD MODULES ON ELLIPTIC CURVES
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Abstract. We make a detailed account of sign-normalized rank 1 Drinfeld $A$-modules, for $A$ the coordinate ring of an elliptic curve over a finite field, in order to provide a parallel theory to the Carlitz module for $F_q[t]$. Using precise formulas for the shtuka function for $A$, we obtain a product formula for the fundamental period of the Drinfeld module. Using the shtuka function we find identities for deformations of reciprocal sums and as a result prove special value formulas for Pellarin $L$-series in terms of an Anderson-Thakur function. We also give a new proof of a log-algebraicity theorem of Anderson.
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1. INTRODUCTION

We let $\theta$ and $t$ be independent variables over a finite field $F_q$ of $q$ elements. Based on the notion of rigid analytic trivialization of Anderson [1], Anderson and Thakur [5, §2] introduced the function

\begin{equation}
\omega_C = (-\theta)^{1/(q-1)} \prod_{i=0}^{\infty} \left(1 - \frac{t}{\theta^q}\right)^{-1},
\end{equation}

which converges in the Tate algebra $\mathbb{T}$ of rigid analytic functions in $t$ on the closed unit disk of $\mathbb{C}_\infty$, where $\mathbb{C}_\infty$ is the completion of an algebraic closure of the Laurent series field.
$F_q((1/\theta))$. The function $\omega_C$ is meromorphic on all of $\mathbb{C}_\infty$ in the rigid analytic sense, and it satisfies the difference equation

$$\omega_C^{(1)} - (t - \theta)\omega_C = 0,$$

where the twisting $\omega_C^{(1)}$ is defined to be the element of $\mathbb{T}$ obtained by raising the coefficients of $\omega_C$, as a power series in $t$, to the $q$-th power. Anderson and Thakur [5] showed that $\omega_C$ is central to the theory of the Carlitz module and its tensor powers, and moreover,

$$\text{Res}_{t=\theta}(\omega_C) = -\tilde{\pi} = (-\theta)^{q/(q-1)} \prod_{i=1}^{\infty} \left(1 - \theta^{1-q^i}\right)^{-1},$$

where $\tilde{\pi}$ is the period of the Carlitz module. Sinha [40, §4] demonstrated that the theory of $\omega_C$ could be extended to certain $t$-modules with complex multiplication and that, more generally, logarithms on these $t$-modules could be obtained essentially through Anderson generating functions (see §5 and also [19], [34, §4.2]).

More recently Pellarin [35] introduced a new class of $L$-series for $F_q[t]$. We define a quasi-character $\chi : F_q[\theta] \to F_q[t]$ by setting $\chi(a) = a(t)$, where $a(t)$ means the polynomial $a \in F_q[\theta]$ evaluated at $\theta = t$, and then for $s \in \mathbb{Z}_+$ we set

$$L(F_q[t]; s) = \sum_{a \in F_q[\theta]_+} \frac{\chi(a)}{a^s} = \sum_{a \in F_q[\theta]_+} \frac{a(t)}{a(\theta)^s}.$$ 

Pellarin proved a number of remarkable facts about $L(F_q[t]; s)$, including that for fixed $s$ the function $L(F_q[t]; s)$ is an element of $\mathbb{T}$ and extends to an entire function on $\mathbb{C}_\infty$. He proved a special value formula at $s = 1$ in terms of $\omega_C$ [35 Thm. 1], namely

$$L(F_q[t]; 1) = -\frac{\tilde{\pi}}{(t - \theta)\omega_C},$$

which serves to interpolate values of Goss $L$-series of Dirichlet type as well as Carlitz zeta values at some negative integers. There has been an abundance of research in recent years on Pellarin $L$-series, including special value formulas and multivariable generalizations (e.g., see [7, 9–12, 23, 36, 38]).

In the present paper we undertake a comprehensive study of sign normalized rank 1 Drinfeld $A$-modules for rings $A$ that are coordinate rings of elliptic curves over finite fields. We let $E$ be an elliptic curve over $F_q$ and let $A = F_q[t, y]$ be its coordinate ring via a cubic Weierstrass equation. For an isomorphic copy of $A$, which we label $A = F_q[\theta, \eta]$ with fraction field $K = F_q(\theta, \eta)$, we consider a particular rank 1 Drinfeld $A$-module

$$\rho : A \to H[\tau],$$

where $H$ is the Hilbert class field of $K$ and $H[\tau]$ is the ring of twisted polynomials in the $q$-th power Frobenius endomorphism $\tau$. The Drinfeld module $\rho$ is sign-normalized in the sense of Hayes [27], [28], thus definable over $H$. The construction of $\rho$, due to Thakur [44] and based on work of Drinfeld and Mumford (see [24 Ch. 6], [31]), is rooted in the shtuka function $f$ for $E$. We have a natural point $\Xi = (\theta, \eta) \in E(K)$, and we can find a point $V = (\alpha, \beta) \in E(H)$ so that the function $f \in H(t, y)$ has divisor on $E$ given by

$$\text{div}(f) = (V^{(1)}) - (V) + (\Xi) - (\infty),$$

where $V^{(1)}$ is the image of $V$ under the $q$-th power Frobenius. We specify that $V$ be chosen to be in the formal group of $E$ at the infinite place of $K$ and that $f$ have sign 1 (see §2 for
details on signs), and in this way $f$ is uniquely determined. In [18] we write $f = \nu/\delta$ for explicit $\nu$, $\delta \in H[t, y]$. See [3] for the precise ways one uses $f$ to construct $\rho$, as well as its exponential and logarithm functions $\exp_\rho$ and $\log_\rho$.

To determine the period lattice $\Lambda_\rho = \ker(\exp_\rho)$ contained in $\mathbb{C}_\infty$ we construct $\omega_\rho$, which is an analogue of the Anderson-Thakur function $\omega_C$, via the infinite product

$$
\omega_\rho = \xi^{1/(q-1)} \prod_{i=0}^{\infty} \xi^{q^i}_{f(i)},
$$

where $f(i)$ is the $i$-th Frobenius twist of $f$ (see [2] and $\xi = -(m + \beta/\alpha)$ (see [17]) for the definition of $m$). The product for $\omega_\rho$ converges in the Tate algebra $T[y]$, and it extends to an entire function on $E \setminus \{\infty\}$. By comparison to (2) we find that

$$
\omega_\rho(1) - f \cdot \omega_\rho = 0,
$$

and using the theory of Anderson generating functions we prove the following theorem.

**Theorem 4.6.** We have $\Lambda_\rho = A\pi_\rho$. Setting $\xi = -(m + \beta/\alpha)$ and $\lambda = dt/(2y + a_1t + a_3)$,

$$
\pi_\rho = -\text{Res}_\Xi(\omega_\rho \lambda) = - \frac{\xi^{q/(q-1)}}{\delta^{(1)}(\Xi)} \prod_{i=1}^{\infty} \frac{\xi^{q^i}}{f(i)(\Xi)}.
$$

One of the subtle problems in proving Theorem 4.6, which does not arise in the $\mathbb{F}_q[t]$ case, is the need to work around the pole of $f$ at $V$. Indeed in the $\mathbb{F}_q[t]$ case the shtuka function is simply $t - \theta$, whereas here $f$ is a bit more complicated (see [18]). Work of Sinha [40] shows ways to overcome these problems, but we use Anderson generating functions to devise a more streamlined approach of identifying logarithms of algebraic points in terms of residues of functions satisfying Frobenius difference equations (see Theorem 5.1), of which Theorem 4.6 is a special case. A similar approach for defining such functions $\omega_\rho$ for all genera has been devised independently by Anglès, Ngo Dac, and Tavares Ribeiro [6].

We define two types of Pellarin $L$-series for $A$, the first of which is

$$
L(A; s) = \sum_{a \in A_+} \frac{\chi(a)}{a^s} = \sum_{a \in A_+} \frac{a(t, y)}{a(\theta, \eta)^s},
$$

where $A_+$ denotes the elements of $A$ of sign 1. For fixed $s \in \mathbb{Z}_+$, the sum $L(A; s)$ converges in $T[y]$. We then prove the following result, which provides a version of [4] for the value of $L(A; s)$ at $s = 1$.

**Theorem 7.1.** As elements of $T[y]$,

$$
L(A; 1) = -\frac{\delta^{(1)}(\pi_\rho)}{f \omega_\rho}.
$$

For the second type of Pellarin $L$-series, we recall an extension of $\rho$ to integral ideals of $A$ due to Hayes [27] (see [7]), where for non-zero $a \subseteq A$, we have $\rho_a \in H[\tau]$, and we set

$$
\chi(a) = \frac{\rho_a(\omega_\rho)}{\omega_\rho},
$$

which is shown to be an element of $H(t, y)$ (see Lemma 7.9) and extends $\chi$ above. We set

$$
LL(A; s) = \sum_{a \subseteq A} \frac{\chi(a)}{\partial(\rho_a)^s},
$$
where \(\partial(\rho_a)\) is the constant term of \(\rho_a\) with respect to \(\tau\) and where by convention we sum only over \(a \neq 0\). We note that historically \(\partial(\rho_a)\) has been difficult to compute, even when knowing \(\rho\) exactly (cf. Hayes [27, §10–11]), but the utility of the shtuka function leads to precise formulas (see Lemmas 7.8 and 7.9). We then prove an extended version of Theorem 7.1.

**Theorem 7.3.** As elements of \(T[y]\),

\[
L(A; 1) = - \sum_{\sigma \in \text{Gal}(H/K)} \left( \frac{\delta^{(1)}}{f} \right)^{\sigma} \frac{\pi_{\rho}}{\omega_{\rho}},
\]

where \(H\) is the Hilbert class field of \(K\).

Using different methods, more recently Anglès, Ngo Dac, and Tavares Ribeiro [6] have also shown that similar sums are rational multiples of \(\pi_{\rho}/\omega_{\rho}\), but although their arguments work for all genera, they do not obtain precise formulas.

By evaluating at \(\Xi\) we obtain the following corollary that relates the value of \(L(A; 1)\) to the class number of \(A\) itself (as elements of \(\mathbb{F}_q\)).

**Corollary 7.4.** Let \(h(A) = \#E(\mathbb{F}_q)\) be the class number of \(A\). Then

\[
L(A; 1)\bigg|_{\Xi} = h(A).
\]

The primary tools for proving Theorems 7.1 and 7.3 are results on interpolations of reciprocal sums in [6] which generalize work of Anglès, Pellarin, and Simon [9], [10], [13], and of Thakur [43]. Namely for \(i \geq 0\), we consider sums

\[
S_i = \sum_{a \in A_{i+}} \frac{1}{a}, \quad S_{p,i} = \sum_{a \in p_{i+}} \frac{1}{a},
\]

where \(p \subseteq A\) is a prime ideal of degree 1 corresponding to an \(\mathbb{F}_q\)-rational point on \(E\) and where \(A_{i+}, p_{i+}\) denote subsets of elements of degree \(i\) and sign 1. We consider also deformations in \(t, y\) given by functions on \(E\),

\[
S_i = \sum_{a \in A_{i+}} a(t, y), \quad S_{p,i} = \sum_{a \in p_{i+}} a(t, y) \in K[t, y].
\]

We apply the methods of Anglès, Pellarin, and Simon to find exact formulas for each of these quantities. For example, in Proposition 6.4 we find for \(i \geq 2\),

\[
(6) \quad S_i = S_i \cdot g_i \cdot f^{(i-1)} \cdot \ldots \cdot f^{(1)},
\]

where \(\nu\) is the numerator of the shtuka function in [13] and \(g_i\) is given by a specific linear polynomial in \(t, y\) in [81]. We further determine a formula for \(S_i\) itself in Theorem 6.5, namely for \(i \geq 2\),

\[
(7) \quad S_i = S_i \cdot \left. \frac{\nu^{(i)}}{g_i^{(1)} \cdot f^{(1)} \cdot \ldots \cdot f^{(i)}} \right|_{\Xi},
\]

which provides a functional interpretation of a previous formula of Thakur [43, Thm. IV]. We should also compare (7) with older results of Carlitz [15, Eq. (9.09)] on reciprocal sums for \(\mathbb{F}_q[\theta]\) (see [75]). Similar formulas for \(S_{p,i}\) and \(S_{p,i}\) are obtained in Proposition 6.4 and Theorem 6.5.
In [2], [3], Anderson introduced the notion of log-algebraic power series identities for Drinfeld modules of rank 1 and connected these identities to the theory of Goss $L$-series and special zeta values. The results on reciprocal sums and their interpolations from §6 also yield a new function theoretic proof of a theorem of Anderson [2, Thm. 5.1.1] in [8] (see Theorem 8.1). The approach is similar to a proof of Thakur [45, §8.10] for the $F_q[t]$ case, but it is somewhat more involved due to the intricacies of the formulas for $S_i$ and $S_{p,i}$ in Theorem 6.5. Nevertheless, as a result we obtain precise information about the special polynomials in Anderson’s theorem in terms of decompositions via the shtuka function (see Remark 8.8). It would be interesting to work out the connections between these identities and the corresponding class modules of Taelman [41] and more recently of Anglès, Ngo Dac, and Tavares Ribeiro [8], though we do not pursue an investigation here. In §9 we provide examples of the various techniques found in the paper.

One of our overriding goals has been to develop a theory for $\rho$ that is as explicit as the one now well-established for the Carlitz module [24, Ch. 3], [45, Ch. 2]. It is natural to ask whether the current methods can be extended to rings $A$ associated to curves of genus $\geq 2$. Thakur’s construction of the Drinfeld module $\rho$ in [44] does not require genus 1, but in higher genus cases the point $V$ now becomes an effective divisor of degree equal to the genus, making the construction of the shtuka function $f$ more difficult. Furthermore, here we make frequent use of the group law on the elliptic curve $E$, and we imagine in higher genus similar constructions will require additional study of the Jacobian of the curve. It is also natural to consider how our techniques can be used to investigate tensor powers $\rho^\otimes n$ over $A$ as in [5], which will be the subject of future work.

Acknowledgments. The authors thank B. Anglès, C.-Y. Chang, D. Goss, U. Hartl, and F. Pellarin for advice and comments on previous versions of this paper. We also thank the referees for several helpful suggestions.

2. Setting and notation

Let $q$ be a fixed power of a prime $p$, and let $\mathbb{F}_q$ be the field with $q$ elements. We let $E$ be an elliptic curve defined over $\mathbb{F}_q$, given by the equation

$$E : y^2 + a_1ty + a_3y = t^3 + a_2t^2 + a_4t + a_6, \quad a_i \in \mathbb{F}_q,$$

with point at infinity set to be $\infty$. We let $A = \mathbb{F}_q[t, y]$ be the coordinate ring of functions on $E$ regular away from $\infty$, and we let $K = \mathbb{F}_q(t, y)$ be its fraction field. We let

$$\lambda = \frac{dt}{2y + a_1t + a_3}$$

be the invariant differential on $E$.

We also fix other variables $\theta, \eta$, with $\theta$ independent from $t$ and $\eta$ independent from $y$ over $\mathbb{F}_q$ so that $A = \mathbb{F}_q[\theta, \eta]$ and $K = \mathbb{F}_q(\theta, \eta)$ are isomorphic copies of $A$ and $K$, together with canonical isomorphisms,

$$\chi : K \to K, \quad \iota : K \to K.$$

For $a \in K$ we will also write $\overline{a} = \chi(a) \in K$. We let $\operatorname{ord}_\infty$ denote the valuation of $K$ at the infinite place, and we set $\deg = -\operatorname{ord}_\infty$. They are normalized so that

$$\deg(\theta) = 2, \quad \deg(\eta) = 3,$$
and as such we have an absolute value on \( K \) defined by \(|g| = q^\deg(g), g \in K\). When needed we will also define \( \text{ord}_\infty \) and \( \deg \) on \( K \) in the same way. We set \( K_\infty \) to be the completion of \( K \) at the infinite place, and we take \( \mathbb{C}_\infty \) to be the completion of an algebraic closure of \( K_\infty \). We note that by design

\[
\Xi = (\theta, \eta)
\]

is a \( K \)-rational point of \( E \) and further that \( \Xi \) is an element of the formal group \( \hat{E}(\mathfrak{m}_\infty) \), where \( \mathfrak{m}_\infty \) is the maximal ideal of the valuation ring of \( K_\infty \).

As an \( \mathbb{F}_q \)-vector space, \( A \) has a basis

\[
A = \text{Span}_{\mathbb{F}_q}(t^i, t^j : i \geq 0, j \geq 0),
\]

and since the monomials listed have distinct degrees, we can define the notion of the leading term of a non-zero element \( a \in A \). From this we define a sign function \( \text{sgn} : A \setminus \{0\} \to \mathbb{F}_q^\times \), by setting \( \text{sgn}(a) \in \mathbb{F}_q^\times \) to be the leading coefficient of \( a \in A \setminus \{0\} \). This definition then extends to a group homomorphism on the completion \( K_\infty^\times \),

\[
\text{sgn} : K_\infty^\times \to \mathbb{F}_q^\times.
\]

We say that an element of \( A \) (or more generally of \( K_\infty \)) is monic if it has sign 1. In exactly the same way we define \( \text{sgn} : K_\infty^\times \to \mathbb{F}_q^\times \) and monic elements of \( A \):

\[
A_+ = \{ a \in A \mid \text{sgn}(a) = 1 \}, \quad A_{i+} = \{ a \in A_+ \mid \deg a = i \}, \quad i \geq 0.
\]

Finally, if \( L/\mathbb{F}_q \) is any field extension, then \( L[t, y] = L \otimes_{\mathbb{F}_q} A \) is the coordinate ring of \( E \) over \( L \), and we can define a group homomorphism

\[
\text{sgn} : (L(t, y))^\times \to L^\times,
\]

which extends \( \text{sgn} \) on \( K \), by setting \( \text{sgn}(g) \in L^\times \) to be the leading coefficient of non-zero \( g \in L[t, y] \), with respect to \( t \) and \( y \), and then extending to quotients.

Let \( L/\mathbb{F}_q \) be an extension of fields, with \( L \) algebraically closed. Let \( \tau : L \to L \) be the \( q \)-th power Frobenius, and let \( L[\tau] \) be the ring of twisted polynomials in \( \tau \), subject to the relation \( \tau^c = c^q \tau \) for \( c \in L \). For \( \Delta = \sum c_i \tau^i \in L[\tau], \) we set \( \partial(\Delta) = c_0 \) to be its constant term.

We define the Frobenius twisting automorphism of \( L(t, y) \) by

\[
g \mapsto g^{(1)} : \sum_{i,j} c_{ij} t^i y^j \mapsto \sum_{i,j} c_{ij} t^i y^j.
\]

As usual for \( i \in \mathbb{Z} \) we set \( g^{(i)} \) to be the \( i \)-th iterate of \( g \mapsto g^{(1)} \). As an automorphism of \( L(t, y) \), Frobenius twisting has fixed field \( K \). We also extend \( L[\tau] \) to a ring of operators \( L(t, y)[\tau] \), which for \( g \in L(t, y) \) we have \( \tau g = g^{(1)} \tau \). In this way \( L(t, y) \) becomes a left \( L(t, y)[\tau] \)-module by setting for \( \Delta = \sum_i g_i \tau^i \),

\[
\Delta(h) = \sum_i g_i h^{(i)}.
\]

If \( X \) is a point on \( E \), then we let \( X^{(i)} = \text{Fr}^i(X) \) where \( \text{Fr} : E \to E \) is the \( q \)-th power Frobenius isogeny, and we can then extend Frobenius twisting to divisors. We see then that

\[
\text{div}(g^{(i)}) = (\text{div}(g))^{(i)}, \quad g \in L(t, y), \quad i \in \mathbb{Z}.
\]

We will make frequent and often implicit use of the fact that a divisor on \( E \) is principal if and only if the sum of the divisor is trivial on \( E \) [39 Cor. III.3.5].
We consider two Tate algebras,

\[(12) \quad T = \left\{ \sum_{n=0}^{\infty} c_n t^n \in \mathbb{C}_\infty[[t]] \mid |c_n| \to 0 \right\}, \quad T_\theta = \left\{ \sum_{n=0}^{\infty} c_n t^n \in \mathbb{C}_\infty[[t]] \mid \theta^n c_n \to 0 \right\},\]

where \( T \) consists of functions that converge on the closed unit disk of \( \mathbb{C}_\infty \) and likewise functions in \( T_\theta \) converge on the closed disk of radius \( |\theta| \). We have natural embeddings \( \mathbb{A} \to T_\theta[y] \to T[y] \), where the variables \( t \) and \( y \) satisfy equation \((8)\). The ring \( T \) is complete with respect to the Gauss norm \( || \cdot || \), where for \( g = \sum c_n t^n \in T \),

\[ ||g|| = \max_n (|c_n|).\]

The ring \( T[y] \) is complete under the extension of \( || \cdot || \) defined by \( ||g + hy|| = \max(||g||, ||h||) \) for \( g, h \in T \). In the sense of \cite{20} Chs. 3–4, the rings \( T[y] \) and \( T_\theta[y] \) are affinoid algebras corresponding to rigid analytic affinoid subspaces of \( E/\mathbb{C}_\infty \). In the spirit of Sinha \cite{40} (§4.2), if we let \( E \) denote the rigid analytic variety associated to \( E \) and we let \( \mathcal{U} \subseteq \mathcal{E} \) be the inverse image under \( t \) of the closed disk in \( \mathbb{C}_\infty \) of radius \( |\theta| \) centered at 0, then \( \mathcal{U} \) is the affinoid subvariety of \( \mathcal{E} \) associated to \( T_\theta[y] \). Frobenius twisting extends to both \( T \) and \( T[y] \), and their fraction fields. The rings \( T \) and \( T[y] \) have \( \mathbb{F}_q[t] \) and \( \mathbb{A} \) as their respective fixed rings under twisting (cf. \cite{32} Lem. 3.3.2)).

3. Drinfeld modules, \( \mathbb{A} \)-motives, and dual \( \mathbb{A} \)-motives

Let \( L/K \) be a field extension. A Drinfeld \( \mathbb{A} \)-module, or simply Drinfeld module, over \( L \) is an \( \mathbb{F}_q \)-algebra homomorphism

\[ \rho : \mathbb{A} \to L[\tau], \]

such that for all \( a \in \mathbb{A} \),

\[ \rho_a = \iota(a) + b_1 \tau + \cdots + b_n \tau^n. \]

That is, we require \( \partial(\rho_a) = \iota(a) \). The rank \( r \) of \( \rho \) is the unique integer such that \( n = r \deg a \) for all \( a \). For more information about Drinfeld modules, see \cite{24} Ch. 4, \cite{45} Ch. 2.

Our main objects of study are Drinfeld modules of rank 1 that are sign normalized in the sense of Hayes \cite{27} (or see \cite{24} §7.2), which we will call Drinfeld-Hayes modules. That is,

\[ \rho_a = \iota(a) + b_1 \tau + \cdots + \mathrm{sgn}(a) \tau^{\deg a}. \]

The construction we will use is due to Thakur \cite{44} by way of the shtuka function, which we now define (see also \cite{24} §7.11, \cite{45} §7.7).

The isogeny \( 1 - \mathrm{Fr} : E \to E \) is separable and \( (1 - \mathrm{Fr})^* \lambda = \lambda \), and furthermore, it induces an isomorphism of formal groups \( 1 - \mathrm{Fr} : \widehat{E}((\mathfrak{M}_\infty)) \simeq \widehat{E}((\mathfrak{M}_\infty)) \) (see \cite{39} Cor. III.5.5, Cor. IV.4.3)). Therefore, we can pick a unique point \( V \in \widehat{E}((\mathfrak{M}_\infty)) \) so that

\[ (1 - \mathrm{Fr})(V) = V - V^{(1)} = \Xi, \]

and moreover, \( (1 - \mathrm{Fr})^{-1}(\Xi) = \{ V + P \mid P \in E(\mathbb{F}_q) \} \). If we set

\[ V = (\alpha, \beta), \]

then \( \deg(\alpha) = \deg(\theta) = 2 \) and \( \deg(\beta) = \deg(\eta) = 3 \). In order to determine the signs of the coordinates of \( V \) we use the coordinate \( z = -t/y \) on the formal group \( \widehat{E}((\mathfrak{M}_\infty)) \), and in terms of \( z \) we have \cite{39} Cor. III.5.5, Cor. IV.4.3]

\[ (1 - \mathrm{Fr})(z) = z + O(z^2) \in \mathbb{F}_q[[z]], \]
and thus
\[(1 - \text{Fr})(z(V)) = z(V) + O(z(V)^2) = z(\Xi).\]
Therefore, \(\text{sgn}(z(V)) = -1\), since \(\text{sgn}(z(\Xi)) = -1\) and \(\deg(z(V)^2) < \deg(z(V))\). Then, switching back to \(t\) and \(y\) coordinates [39, §IV.1], we find that
\[
\text{sgn}(\alpha) = \text{sgn} \left( \frac{1}{z(V)^2} \right) = 1, \quad \text{sgn}(\beta) = \text{sgn} \left( \frac{-1}{z(V)^3} \right) = 1.
\]

Define \(H = K(\alpha, \beta)\). Then there is a unique function \(f \in H(t, y)\) with \(\tilde{\text{sgn}}(f) = 1\) so that
\[
\text{div}(f) = (V^{(1)}) - (V) + (\Xi) - (\infty).
\]
The function \(f\) is called the shtuka function for \(A\). The points \(V^{(1)}, -V,\) and \(\Xi\) are collinear, and we take \(m\) to be the slope of the line connecting them:
\[
m = \frac{\eta - \beta y}{\theta - \alpha^4} = \frac{\eta + \beta + a_1 \alpha + a_3}{\theta - \alpha} = \frac{\beta^4 + \beta + a_1 \alpha + a_3}{\alpha^4 - \alpha}.
\]
We then write
\[
f = \frac{\nu(t, y)}{\delta(t)} = \frac{y - \eta - m(t - \theta)}{t - \alpha} = \frac{y + \beta + a_1 \alpha + a_3 - m(t - \alpha)}{t - \alpha},
\]
where we see that
\[
\text{div}(\nu) = (V^{(1)}) + (-V) + (\Xi) - 3(\infty),
\]
\[
\text{div}(\delta) = (V) + (-V) - 2(\infty).
\]
This construction of the shtuka function \(f\) is originally due to Thakur [44], and the reader is directed to [45, §8.2] for an expanded treatment.

As in [44], we now define an \(A\)-motive \(M\), which we will use to define a Drinfeld-Hayes module \(\rho\). For our purposes \(M\) will simply be a module over a particular non-commutative ring, and we will not need the general theory of \(A\)-motives (see [1], [26] for additional properties of \(A\)-motives). Let \(L/K\) be an algebraically closed field, and let \(U = \text{Spec } L[t, y]\) be the affine curve \((L \times_{\mathbb{Q}} E) \setminus \{\infty\}\). We let
\[
M = \Gamma(U, \mathcal{O}_E(V)) = \bigcup_{i \geq 0} \mathcal{L}((V) + i(\infty)),
\]
where \(\mathcal{L}((V) + i(\infty))\) is the \(L\)-vector space of functions \(g\) on \(E\) with \(\text{div}(g) \geq -(V) - i(\infty)\). We see easily that
\[
\text{div}(ff^{(1)} \cdots f^{(i-1)}) = (V^{(i)}) - (V) + (\Xi) + (\Xi^{(1)}) + \cdots + (\Xi^{(i-1)}) - i(\infty),
\]
and so by the Riemann-Roch theorem
\[
\mathcal{L}((V) + i(\infty)) = \text{Span}_L(1, f, ff^{(1)}, \ldots, ff^{(1)} \cdots f^{(i-1)}).
\]
We make \(M\) into a left \(L[t, y, \tau]\)-module by setting
\[
\tau g = fg^{(1)}, \quad g \in M,
\]
and we find that \(M\) is a projective \(L[t, y]\)-module of rank 1 as well as a free \(L[\tau]\)-module of rank 1 with basis \(\{1\}\). For \(a(t, y) \in A\), \(\deg a = i\), we see that \(a \in \mathcal{L}((V) + i(\infty))\) and that we have an expression
\[
a(t, y) = b_0 + b_1 f + \cdots + b_i f f^{(1)} \cdots f^{(i-1)}, \quad b_j \in L, \ b_i \neq 0.
\]
The coefficient $b_0$ equals $a(\theta, \eta) = a(\Xi)$, since the basis elements $f, \ldots, f f^{(1)} \cdots f^{(i-1)}$ all vanish at $\Xi$. Using this construction we thus define a function

$$\rho : A \rightarrow L[\tau], \quad a(t, y) \mapsto a(\theta, \eta) + b_1 \tau + \cdots + b_i \tau^i.$$  

**Proposition 3.1** (Thakur [44, §0.3.5]). The function $\rho : A \rightarrow L[\tau]$ is a Drinfeld-Hayes module defined over $H = K(\alpha, \beta)$.

Thakur notes that this construction is a special case of more general results of Drinfeld on shtukas (see [24, Ch. 6]) and can be proved using methods of Mumford [31]. To see that $\rho$ is sign normalized, we observe by (21) that

$$\text{sgn}(a(t, y)) = \text{sgn}(b_i f f^{(1)} \cdots f^{(i-1)}) = b_i,$$

since each of $f, \ldots, f^{(i-1)}$ has sign 1. Since each of the functions $f, \ldots, f^{(i-1)}$ is defined over $H$, as is $a(t, y)$, it follows that each of the coefficients $b_j \in H$. To find $\rho$ functorially as an $A$-module from $M$, one can argue as in Sinha [40, §3.1.8] that we have an isomorphism of $A$-modules,

$$\rho(L) \cong \text{Ext}^1_{L[t, y, \tau]}(M, L[t, y]),$$

where $\rho(L)$ is a copy of $L$ with $A$-module structure given by $\rho$. We provide a more direct construction of $\rho$, due to Anderson, using dual $A$-motives later in this section.

The Drinfeld module $\rho$ is completely determined by $\rho_t$ and $\rho_y$, which we denote as

$$\rho_t = \theta + x_1 \tau + \tau^2, \quad t = \theta + x_1 f + f f^{(1)},$$

$$\rho_y = \eta + y_1 \tau + y_2 \tau^2 + \tau^3, \quad y = \eta + y_1 f + y_2 f f^{(1)} + f f^{(1)} f^{(2)}.$$  

The values of $x_1, y_1, y_2$ are determined by the relation $\rho_t \rho_y = \rho_y \rho_t$, and in fact $y_1$ and $y_2$ are determined by $x_1$ alone, as we see in the following theorem.

**Theorem 3.2** (Dummit-Hayes [18 Thm. 2], [28 §14–15]). The coefficients $x_1, y_1, y_2$ satisfy the equations

$$\theta y_1 + x_1 y^\eta = x_1 \eta + y_1 \theta^q, \quad \theta y_2 + x_1 y^\eta + \eta \theta^q = \eta + y_1 x^q + y_2 \theta^q,$$

$$\theta + x_1 y^q + y^q_1 = y_1 + y_2 x^q + \theta^q, \quad x_1 + y^q_2 = y_2 + x^q_1.$$  

We have $K(x_1) = K(x_1, y_1, y_2)$, and $K(x_1)$ is the Hilbert class field of $K$. That is, $K(x_1)$ is the maximal unramified abelian extension of $K$ in which $\infty$ splits completely. Moreover, $x_1, y_1, y_2$ are all integral over $A$.

**Proof.** The four equations arise by equating coefficients of powers of $\tau$ in $\rho_t \rho_y = \rho_y \rho_t$. The first two equations yield

$$y_1 = \frac{x_1 (\eta^q - \eta)}{\theta^q - \theta}, \quad y_2 = \frac{\eta^q - \eta + x_1 y^q_1 - y_1 x^q_1}{\theta^q - \theta},$$

and so $y_1$ and $y_2$ can be determined successively from $x_1$. Since $\rho$ is a sign normalized module, it follows from Hayes [28 Thm. 15.6] that the coefficients of $\rho$ generate the Hilbert class field of $K$ and are integral over $A$ [27 §14].

As $H \supseteq K(x_1)$, we see that $H$ contains the Hilbert class field. In fact they are equal.
Proposition 3.3. With notation as above,

\begin{align*}
(24) & \quad m = y_2 - x_1^q, \\
(25) & \quad x_1 = m + m^q + a_1.
\end{align*}

Moreover, \( H = K(\alpha, \beta) = K(x_1) \), and so \( H \) is the Hilbert class field of \( K \).

Proof. We note from the definitions of \( \rho_t \) and \( \rho_y \) that

\[ 0 = \theta - t + x_1 f + f f^{(1)}, \quad 0 = \eta - y + y_1 f + y_2 f f^{(1)} + f f^{(1)} f^{(2)}. \]

If we let \( g_t \) and \( g_y \) denote the right-hand sides of these two equations, then

\[ 0 = g_y - f g_t^{(1)} - (y_2 - x_1^q) g_t = \eta - y - (y_2 - x_1^q) (\theta - t) + (y_1 + t - \theta q - x_1 (y_2 - x_1^q)) f. \]

Thus

\[ f = \frac{y - \eta - (y_2 - x_1^q) (t - \theta)}{t - \theta q + y_1 - x_1 (y_2 - x_1^q)}. \]

If we compare with (18), we see that

\[ (26) \quad m = y_2 - x_1^q, \quad \alpha = \theta q - y_1 + x_1 (y_2 - x_1^q). \]

This proves (24). Moreover, we see that \( m, \alpha \in K(x_1) \) by Theorem 3.2. By (17), we see that \( \beta \) is expressible in terms of \( m \) and \( \alpha \), so \( \beta \in K(x_1) \). This proves the last part of the statement. To prove (25) we observe that if we expand

\[ \rho_{y^2 + a_1 y + a_3 y} - \rho_{t^3 + a_2 t^2 + a_4 t + a_6} = 0, \]

then the coefficient of \( t^5 \) yields

\[ (28) \quad y_2^q + y_2 + a_1 - x_1^q - x_1^q - x_1 = 0. \]

If we raise the last equation of Theorem 3.2 to the \( q \)-th power and subtract, we find

\[ x_1 = y_2 - x_1^q + y_2^q - x_1^{q^2} + a_1 = m + m^q + a_1, \]

which completes the proof. \( \square \)

As noted by Anderson and Thakur [44, §0.3], the exponential and logarithm functions of \( \rho \) are determined by the shtuka function \( f \). We specialize the above discussion to the case \( L = \mathbb{C}_\infty \). The exponential function is the unique \( \mathbb{F}_q \)-linear power series, which we denote with reciprocal coefficients (which are nonzero by Theorem 3.4) as

\[ \exp_\rho(z) = \sum_{i=0}^{\infty} \frac{z^q}{d_i} \in H[[z]], \quad d_0 = 1, \]

satisfying the functional equation

\[ \exp_\rho(\iota(a)z) = \rho_a(\exp_\rho(z)), \quad a \in A. \]

Then \( \exp_\rho : \mathbb{C}_\infty \to \mathbb{C}_\infty \) is entire and surjective, and we denote its kernel by \( \Lambda_\rho \), which is a discrete \( A \)-submodule of \( \mathbb{C}_\infty \) of projective rank 1 (see [24, Ch. 4]). The logarithm

\[ \log_\rho(z) = \sum_{i=0}^{\infty} \frac{z^q}{\ell_i} \in H[[z]], \quad \ell_0 = 1, \]
is the formal inverse of $\exp_\rho$, and it converges on a disk of finite radius in $\mathbb{C}_\infty$. Using the functional equation of $\exp_\rho$, we see that $\log_\rho$ must satisfy,

$$i(a) \log_\rho(z) = \log_\rho(\rho_a(z)).$$

The quantities $d_i$ and $\ell_i$ are indeed non-zero, as we see in the following theorem and its corollary.

**Theorem 3.4.** The functions $\exp_\rho(z)$ and $\log_\rho(z)$ are given by the following formulas.

(a) (Thakur [44, Prop. 0.3.6])

$$\exp_\rho(z) = \sum_{i=0}^{\infty} \frac{z^{q_i}}{(f f^{(1)} \cdots f^{(i-1)})_{|\Xi(i)}}.$$

(b) (Anderson [44, Prop. 0.3.8]) Let $\tilde{\lambda} \in \Omega^1_{E/H}(-(V) + 2(\infty))$ be the unique differential 1-form such that we have residue $\text{Res}_\Xi(\tilde{\lambda}/f) = 1$. Then

$$\log_\rho(z) = \sum_{i=0}^{\infty} \text{Res}_\Xi \left( \frac{\tilde{\lambda}(i+1)}{f f^{(1)} \cdots f^{(i)}} \right) z^{q_i}.$$

Anderson’s and Thakur’s results work equally well for rings $\mathcal{A}$ that arise from curves of higher genus. In our genus 1 case, part (b) of this theorem simplifies to a direct evaluation in terms of $\delta$ and $f$.

**Corollary 3.5.** The function $\log_\rho(z)$ has the expression

$$\log_\rho(z) = \sum_{i=0}^{\infty} \left( \frac{\delta^{(i+1)}}{\delta^{(1)} f^{(1)} \cdots f^{(i)}} \right) z^{q_i}.$$

**Proof.** We claim that

$$\tilde{\lambda} = \delta \lambda = \frac{\delta dt}{2y + a_1 t + a_3}.$$

Certainly $\delta \lambda \in \Omega^1_{E/H}(-(V) + 2(\infty))$ by (20). From (22) we see that

$$\frac{t - \theta}{f} = x_1 + f^{(1)},$$

and using that $t - \theta$ is a uniformizer at $\Xi$, we calculate the residue

$$\text{Res}_\Xi \left( \frac{\delta^{(1)} \lambda^{(1)}}{f} \right) = \frac{\delta^{(1)}(t - \theta)}{f(2y + a_1 t + a_3)} \bigg|_{\Xi} = \frac{\theta - \alpha q \cdot (x_1 + f^{(1)})}{2\eta + a_1 \theta + a_3}.$$

Using (17), (18), and (25), a reasonably straightforward calculation yields

$$\frac{(\theta - \alpha q)(x_1 + f^{(1)}(\Xi))}{2\eta + a_1 \theta + a_3},$$

and so the residue in (32) is 1 and $\tilde{\lambda} = \delta \lambda$ as claimed. Thus we see that for $i \geq 0,$

$$\text{Res}_\Xi \left( \frac{\tilde{\lambda}(i+1)}{f f^{(1)} \cdots f^{(i)}} \right) = \frac{(t - \theta)}{(2y + a_1 t + a_3)} \bigg|_{\Xi} = \frac{1}{\theta - \alpha q} \cdot \frac{\delta^{(i+1)}}{f^{(1)} \cdots f^{(i)}} \bigg|_{\Xi},$$

and the result follows since $\delta^{(1)} = t - \alpha q.$
We record for later use formulas for \(d_i, \ell_i\), derived from the preceding results:

\[
\begin{align*}
  d_i &= f f^{(1)} \cdots f^{(i-1)}|_{\mathcal{E}(i)}, \quad i \geq 1, \\
  \ell_i &= \frac{\delta^{(1)}}{\delta^{(i+1)}} \cdot f^{(1)} \cdots f^{(i)}|_{\mathcal{E}}, \quad i \geq 1.
\end{align*}
\]

In \(\text{[26, §1]}\), Thakur defines quantities \(f_i, g_i\) by \(f_0 = g_0 = 1\) and

\[
  f_i = \frac{d_i}{d_{i-1}}, \quad g_i = \frac{\ell_i}{\ell_{i-1}}, \quad i \geq 1,
\]

and uses them to find formulas for reciprocal sums. We will interpolate such reciprocal sum formulas in \(\text{[26]}\) but we see right away that

\[
  f_i = f(\mathcal{E}(i)), \quad g_i = \frac{\delta^{(i)} f^{(i)}}{\delta^{(i+1)}|_{\mathcal{E}}}, \quad i \geq 1.
\]

Thakur \(\text{[26, Thm. V]}\) finds exact formulas for \(f_i, g_i\), using different methods, but by comparison using \(\text{[26]}\) we find that our formula for \(f_i\) agrees with Thakur’s. Using the dual \(\mathbf{A}\)-motive below we recover Thakur’s formula for \(g_i\) as well.

We now discuss the dual \(\mathbf{A}\)-motive associated to \(\rho\), which leads to additional identities for \(\rho\) involving the shtuka function. The notion of dual \(t\)-motives is due to Anderson and was introduced in \(\text{[26, §4]}\). Further properties of dual \(\mathbf{A}\)-motives, including Anderson’s constructions for connecting them with Drinfeld modules and Anderson \(\mathbf{A}\)-modules, can be found in \(\text{[26, §4–5]}\). As before, we let \(L/K\) be an algebraically closed field, and we let

\[
  N = \Gamma(U, \mathcal{O}_E(-V^{(1)})) \subseteq L[t, y].
\]

From the Riemann-Roch theorem, we have an \(L\)-basis for \(N\),

\[
  N = \text{Span}_L \left\{ \delta^{(1)}, \delta f, \delta f^{(1)}, \delta^{(2)} f f^{(1)}, \delta f^{(2)} f^{(1)}, \ldots \right\}.
\]

If we let \(\sigma = t^{-1}\), then we can define a left \(L[t, y, \sigma]\)-module structure on \(N\) by setting

\[
  \sigma h = fh^{(-1)}.
\]

With this action \(N\) is a dual \(\mathbf{A}\)-motive in the sense of Anderson \(\text{[26, §4]}\), and we note that \(N\) is an ideal of \(L[t, y]\) and that it is a free left \(L[\sigma]\)-module of rank 1 generated by \(\delta^{(1)}\).

As in the situation of the \(\mathbf{A}\)-motive, we can use \(N\) to construct a Drinfeld module, though in a more direct way (see \(\text{[26, §5.2]}\)). We define an \(\mathbb{F}_q\)-linear homomorphism \(\varepsilon : N \to L\) by setting

\[
  \varepsilon(c_0 \delta^{(1)} + c_1 \delta f + \cdots + c_i \delta f^{(1)} \cdots f^{(i+1)}) = c_0 + c_1^q + \cdots + c_i^{q^i}, \quad c_j \in L.
\]

**Lemma 3.6.** The map \(\varepsilon : N \to L\) is surjective and \(\ker(\varepsilon) = (1 - \sigma)N = \left\{ g \in N \mid g = h^{(1)} - fh \text{ for some } h \in \Gamma(U, \mathcal{O}_E(-V^{(1)})) \right\}\). Thus \(\varepsilon\) induces an isomorphism of \(\mathbb{F}_q\)-vector spaces, \(\varepsilon : N/(1 - \sigma)N \cong L\).

**Proof.** For \(h \in \Gamma(U, \mathcal{O}_E(-V^{(1)}))\), we have \(h^{(1)} \in N\) and \(\sigma(h^{(1)}) = fh\), so the two objects on the right are the same. Also,

\[
  h^{(1)} = \sum_{i=0}^{\ell} c_i \delta^{(i+1)} f f^{(1)} \cdots f^{(i+1)} \quad \Rightarrow \quad fh = \sum_{i=1}^{\ell+1} c_i^{1/q} \delta^{(i+1)} f f^{(1)} \cdots f^{(i+1)},
\]
and it follows that \( \varepsilon(h^{(1)}) = \varepsilon(fh) \). Thus \((1-\sigma)N \subseteq \ker(\varepsilon) \). To show that \( \ker(\varepsilon) \subseteq (1-\sigma)N \), one shows that, for \( g \in \ker(\varepsilon) \), the proposed relation \( g = h^{(1)} - fh \) induces relations on the coefficients of \( h \) that uniquely determine it. We omit the details. \( \square \)

Since elements of \( \mathbb{A} \) commute with \( \sigma \), there is an induced \( \mathbb{A} \)-module structure on \( N/(1-\sigma)N \) and on \( L \). For \( a \in \mathbb{A} \), \( \deg a = i \), if we write
\[
\begin{align*}
a(t, y)\delta^{(1)} &= a(\theta, \eta)\delta^{(1)} + c_1\delta f + c_2\delta^{(-1)}ff^{-1} + \cdots + c_i\delta^{(-i+1)}ff^{-i} + \cdots f^{-i+1},
\end{align*}
\]
then for any \( x \in L \),
\[
\varepsilon(ax\delta^{(1)}) = a(\theta, \eta)x + c_1^q x^q + \cdots + c_i^q x^q.
\]
Thus if we define \( \rho' : \mathbb{A} \to L[\tau] \) by
\[
\rho'_a = a(\theta, \eta) + c_1^q \tau + \cdots + c_i^q \tau^i,
\]
then one verifies that \( \rho' \) is a Drinfeld module of rank 1 \([26, \S 5.2]\), and moreover the map
\[
\varepsilon : \frac{N}{(1-\sigma)N} \to \rho'(L)
\]
is an isomorphism of left \( \mathbb{A} \)-modules, thus exemplifying the connection of Anderson between dual \( \mathbb{A} \)-motives and Anderson \( \mathbb{A} \)-modules (see \([26, \S 5]\)). Again the action of \( \rho' \) is determined by \( \rho'_t \) and \( \rho'_y \), and so we can find \( z_1, w_1, w_2 \in L \) so that
\[
\begin{align*}
t\delta^{(1)} &= \theta\delta^{(1)} + z_1\delta f + \delta^{(-1)}ff^{-1},
y\delta^{(1)} &= \eta\delta^{(1)} + w_1\delta f + w_2\delta^{(-1)}ff^{-1} + \delta^{(-2)}ff^{-2},
\end{align*}
\]
and thus
\[
\begin{align*}
\rho'_t &= \theta + z_1^q \tau + \tau^2, \quad \rho'_y = \eta + w_1^q \tau + w_2^q \tau^2 + \tau^3.
\end{align*}
\]
The question of how \( \rho \) and \( \rho' \) are related is natural.

**Proposition 3.7.** The Drinfeld modules \( \rho \) and \( \rho' \) are equal.

**Proof.** This amounts to showing that \( z_1^q = x_1, w_1^q = y_1, \) and \( w_2^q = y_2, \) and by Theorem 3.2 it suffices to check that \( z_1^q = x_1. \) Twisting \((10)\) and multiplying \((22)\) through by \( \delta \), we obtain
\[
\begin{align*}
\delta^{(2)}t &= \theta\delta^{(2)} + z_1^q\delta^{(1)}ff^{(1)}, \quad \delta t = \theta\delta + x_1\delta f + \delta ff^{(1)},
\end{align*}
\]
Equating the \( \delta f f^{(1)} \) terms from these equations, we obtain the equality
\[
0 = \delta(t - \theta) - \delta^{(2)}(t - \theta^q) - x_1\nu + z_1^q\nu^{(1)}.
\]
Recalling that \( \delta = t - \alpha \), we see that the term \( \delta(t - \theta) - \delta^{(2)}(t - \theta^q) \) has a pole of order at most 2 at \( \infty \). On the other hand, \( \nu \) and \( \nu^{(1)} \) have poles of order 3 at \( \infty \). Since \( \text{sgn}(\nu) = \text{sgn}(\nu^{(1)}) = 1, \) in order for the poles to cancel we must have \( x_1 = z_1^q. \) \( \square \)

**Corollary 3.8.** For any \( a \in \mathbb{A} \) and \( h \in N \),
\[
\varepsilon(ah) = \rho_a(\varepsilon(h)).
\]

It turns out that different information about \( \rho \) is contained in both the \( \mathbb{A} \)-motive \( M \) and the dual \( \mathbb{A} \)-motive \( N \). For example, arguing as in the proof of Proposition 3.3, we can use \((40)-(41)\) to show that for \( i \geq 0, \)
\[
\begin{align*}
\delta^{(i)}f^{(i)} &= \frac{y - \eta^q - (y_2 - x_1)^{q^{-2}}(t - \theta^q)}{t - \theta^q + y_1^{q^{-1}} - x_1^{q^{-1}}(y_2 - x_1)^{q^{-2}}}.
\end{align*}
\]
which is a companion formula to (26). Using (43) to calculate \( g_i = (\delta(i)f(i))/\delta(i+1) \) \( \xi \) from (36) and comparing the result with Thakur’s formula for \( g_i, \) we find that they are the same. As companion formulas to (27), we find by taking \( i = 2 \) in (43), that
\[
mq^2 = y_2 - x_1, \quad \alpha q^3 = \theta q^3 - y_1 q^3 + x_1 q^3(y_2 - x_1).
\]

4. The function \( \omega_\rho \) and the period \( \pi_\rho \)

In this section and the next we take on the considerations of Anderson, Sinha, and Thakur, regarding the function \( \omega_C \) of (11), the Carlitz period \( \tilde{\eta} \) of (3), and Anderson generating functions, in the context of our Drinfeld \( \mathbf{A} \)-module \( \rho \) from (33). Although the constructions of Sinha would likely succeed in this case, because our situation is completely concrete we can take a more direct route that relies less on homological algebra and rigid analysis. Sinha’s constructions use \( t \)-motives, but for us it is somewhat more convenient to use the dual \( \mathbf{A} \)-motive \( N = \Gamma(U, \mathcal{O}_E(-V(1))) \) of \( \rho \) from (37). The notation of previous sections is maintained throughout, with \( L = \mathbb{C}_\infty \).

Recalling the Tate algebra \( \mathbb{T}_0 \) from (12), its extension \( \mathbb{T}_\theta[y] \), and the associated rigid analytic space \( \mathcal{U} \) of points on the curve \( E \), we let
\[
\mathbb{B} := \Gamma(\mathcal{U}, \mathcal{O}_E(\mathcal{V} + (\Xi))),
\]
which is a \( \mathbb{C}_\infty \{t, y\} \)-module of rigid analytic functions on \( \mathcal{U} \) that vanish at \( V \) and have at most a simple pole at \( \Xi \) (see [20, Chs. 3-4] for precise definitions). We then define a space of functions on \( \mathcal{U} \) that satisfy certain difference properties,
\[
\Omega := \{ h \in \mathbb{B} \mid h^{(1)} - fh \in N \},
\]
which is naturally an \( \mathbf{A} \)-module. Of particular importance is the subspace
\[
\Omega_0 := \{ h \in \Omega \mid h^{(1)} - fh = 0 \}.
\]

We view functions \( h \in \Omega \) as being mapped to rational functions in \( N \) under the difference operator \( \tau - f \in H(t, y)[\tau] \), which is similar to operators appearing elsewhere (e.g., see [41 §3], [32 §4], [35 §2], [40 §4.2]). We define two further difference operators in \( H(t, y)[\tau] \),
\[
D_t = \rho_t - t = \theta - t + x_1 \tau + \tau^2,
\]
\[
D_y = \rho_y - y = \eta - y + y_1 \tau + y_2 \tau^2 + \tau^3.
\]

We note that for \( h \in \Omega_0 \), by (22) we have
\[
D_t(h) = (\theta - t)h + x_1 h^{(1)} + h^{(2)} = (\theta - t)h + x_1 hf + hf f^{(1)} = 0,
\]
and we similarly find from (23) that \( D_y(h) = 0 \). If a function vanishes under \( D_t \) and \( D_y \), then it vanishes under \( \tau - f \) as well, as we see from the following proposition.

**Proposition 4.1.** As an element of \( H(t, y)[\tau] \), the operator \( \tau - f \) can be decomposed as
\[
\tau - f = \frac{1}{t - \alpha}(D_y - (\tau + \alpha)D_t).
\]

**Proof.** We observe that the operators \( D_t \) and \( D_y \) factor as
\[
D_t = \rho_t - t = \left( \tau + \frac{t - \theta}{f} \right)(\tau - f),
\]
\[
D_y = \rho_y - y = \left( \tau^2 + (f^{(2)} + y_2)\tau + \frac{y - \eta}{f} \right)(\tau - f),
\]
so that $D_t, D_y$ have $\tau - f$ as a right divisor. We compute that
\[
\tau^2 + (f^{(2)} + y_2)x + \frac{y - \eta}{f} = (\tau + y_2 - x_1^2)(\tau + \frac{t - \theta}{f}) + t - \alpha,
\]
and using (24), (13), and (19), the decomposition for $\tau - f$ follows. In essence we have shown that $\tau - f$ is a right greatest common divisor of $D_t$ and $D_y$ in $H(t, y)[\tau]$.

\[\square\]

In order to determine $\Omega_0$ exactly we define $\omega_0 \in \Omega_0$, similar to $\omega_C$ in (11). We begin by fixing $(q - 1)$-st roots of $-\alpha$ and $m\theta - \eta$, and then we set
\[
\delta_\rho := (-\alpha)^{1/(q - 1)} \prod_{i=0}^{\infty} \left(1 - \frac{t}{\alpha^i}\right)^{-1},
\]
\[
\nu_\rho := (m\theta - \eta)^{1/(q - 1)} \prod_{i=0}^{\infty} \left(1 - \left(\frac{m}{m\theta - \eta}\right)^i \frac{t}{q^i} \right)^{-1}.
\]

Since $\deg(\alpha) = 2$, it follows that the product for $\delta_\rho$ converges in $\mathbb{T}$ with respect to the Gauss norm $\| \cdot \|$ and that $\delta_\rho \in \mathbb{T}^\times$. Moreover $\delta_\rho \in \Gamma(\mathbb{U}, \mathcal{O}_E((V) + (-V)))$. By (17) $\deg(m) = q$, and so it similarly follows that $\nu_\rho \in \mathbb{T}[y]^{\times}$, and furthermore $\nu_\rho \in \Gamma(\mathbb{U}, \mathcal{O}_E((-V) + (\Xi)))$.

(The constructions of $\delta_\rho, \nu_\rho$ should be compared with [12, Eq. (20)].) Applying twists,
\[
\delta_\rho^{(1)} = \delta \cdot \delta_\rho, \quad \nu_\rho^{(1)} = \nu \cdot \nu_\rho,
\]
and thus setting
\[
(50) \quad \omega_0 := \frac{\nu_\rho}{\delta_\rho} \in \mathbb{T}[y]^{\times},
\]
we have that $\omega_0 \in \mathbb{B} = \Gamma(\mathbb{U}, \mathcal{O}_E((-V) + (\Xi)))$ and that
\[
(51) \quad \omega_0 = \xi^{1/(q - 1)} \prod_{i=0}^{\infty} \xi^i \frac{f^{(i)}}{f^{(i+1)}}, \quad \xi = \left(\frac{m\theta - \eta}{\alpha}\right), \quad \xi = -\left(\frac{m + \beta}{\alpha}\right).
\]
Moreover by (13),
\[
(52) \quad \omega_0^{(1)} = f \cdot \omega_0.
\]
We have thus proved the following lemma.

**Lemma 4.2.** With notation as above, $\omega_0$ is an element of $\Omega_0$.

For other approaches to defining Anderson-Thakur functions for rank one Drinfeld modules on curves of arbitrary genera, the reader is directed to [3].

It is also apparent that $\omega_0$ extends meromorphically to all of $U$, with simple poles at $\Xi^{(i)}$, $i \geq 0$. The following proposition is fundamental.

**Proposition 4.3.** The function $\omega_0$ generates $\Omega_0$ as a free $A$-module.

**Proof.** This is an adaptation of a result of Anderson and Thakur [5, Lemma 2.5.4] and its proof. As noted above, $\omega_0 \in \mathbb{T}[y]^{\times}$, since all of its zeros and poles lie outside the inverse image under $t$ of the closed unit disk in $\mathbb{C}_{\infty}$. Now for any $h \in \Omega_0$, we can let $g = h/\omega_0$, and it follows that $g^{(1)} = g$. Therefore, $g \in A$, which is the fixed ring of $\mathbb{T}[y]$ under twisting. Thus $h \in A\omega_0$, and we are done. \[\square\]
The function $\omega_\rho$ is an example of an Anderson generating function, which we will see in the course of the proof of Theorem 4.5 below, and indeed the situation is similar to that of $\omega_C$ (see [5, Prop. 2.2.5], [19, §4]). We review here briefly some necessary facts about Anderson generating functions, but we note that they will be investigated more fully in §5.

For $u \in \mathbb{C}_\infty$ we set

$$E_u(t) := \sum_{n=0}^{\infty} \exp\left(\frac{u}{\theta^{n+1}}\right) t^n \in \mathbb{T},$$

and viewing $\rho$ as a rank 2 Drinfeld $\mathbb{F}_q[t]$-module, we see from [34, §4.2] (or see [19, Prop. 3.2]) that $E_u$ extends meromorphically to all of $\mathbb{C}_\infty$ with simple poles at $t = \theta^i, i \geq 0$, via the partial fraction decomposition,

$$E_u = \sum_{i=0}^{\infty} \frac{u^{q^i}}{d_i (\theta^{q^i} - t)}.$$

In particular we have

$$\text{Res}_{t=\theta^i}(E_u dt) = -u, \quad \text{Res}_{t=\theta^q^i}(E_u dt) = -\frac{u^{q^i}}{d_i}.$$

Furthermore, we recall from [34, §4.2] (or see [19, Prop. 6.2]) that

$$D_t(E_u) = \exp_\rho(u).$$

We define the Anderson generating function for $u$ associated to $\rho$ to be the function

$$G_u := E_{\eta u} + (y + a_1 t + a_3) E_u \in \mathbb{T}[y],$$

which extends meromorphically to all of $U$. It has simple poles at $\Xi^{(i)}, i \geq 0$, with residues

$$\text{Res}_{\Xi^{(i)}}(G_u \lambda) = -\frac{(\eta u)^{q^i} + (\eta^{q^i} + a_1 \theta^{q^i} + a_3)(-u^{q^i})}{(2\eta u + a_1 \theta^{q^i} + a_3)d_i} = -\frac{u^{q^i}}{d_i},$$

and in particular

$$\text{Res}_{\Xi}(G_u \lambda) = -u.$$

One calculates that $\text{Res}_{-\Xi^{(i)}}(G_u \lambda) = 0$ for $i \geq 0$, and so $G_u$ is regular at $-\Xi^{(i)}$ and moreover its only poles on $U$ are at $\Xi^{(i)}, i \geq 0$. Now using (56) we see that

$$D_t(G_u) = \exp_\rho(\eta u) + (y + a_1 t + a_3) \exp_\rho(u),$$

and after some calculation we find that

$$D_y(G_u) = -a_1 \exp_\rho(\eta u) + \exp_\rho(\theta^2 u) + (t + a_2) \exp_\rho(\theta u) + (t^2 + a_2 t + a_4) \exp_\rho(u).$$
Notably we see that \( D_t(G_u) , D_y(G_u) \in \mathbb{C}_\infty[t,y] \). Finally, we calculate \( G_u(V) \), and we see from (64) that

\[
G_u(V) = \sum_{i=0}^{\infty} \eta^i u^i + (\beta + a_1 \alpha + a_3) u^i \frac{1}{\theta^i - \alpha}
\]

Similarly, since \( D_y(h) = (\rho_y - y)(h) = 0 \), we obtain further identities for \( n \geq 0 \),

\[
\rho_y(c_{n+1}) = b_{n+1}.
\]
Since \(|b_n|, |c_n| \to 0\) as \(n \to \infty\), there is some \(n_0 > 0\) such that \(b_{n+1}\) and \(c_{n+1}\) both lie within the radius of convergence of \(\log_\rho\) for \(n > n_0\). Thus by (65), for \(n > n_0\) we have
\[
\theta^n \log_\rho(b_n) = \theta^{n+1} \log_\rho(b_{n+1}), \quad \theta^n \log_\rho(c_n) = \theta^{n+1} \log_\rho(c_{n+1}),
\]
and just as in the proof of [3, Prop. 2.2.5] we note that the two quantities are independent of \(n\). We set
\[
\pi := \theta^n \log_\rho(c_n), \quad \text{any } n > n_0,
\]
and note that
\[
\eta \pi = \eta \theta^n \log_\rho(c_n) = \theta^n \log_\rho(\rho_y(c_n)) = \theta^n \log_\rho(b_n).
\]
Since \(\pi\) is independent of \(n > n_0\), we see that
\[
\exp_\rho(\pi) = \exp_\rho(\theta^n \log_\rho(c_n)) = \rho_{\ell^n}(c_n) = \rho_\ell(c_1) = c_0 = 0,
\]
which implies that \(\pi \in \Lambda_\rho\). Our calculations imply that
\[
b_n = \exp_\rho\left(\frac{\eta \pi}{\theta^n}\right), \quad c_n = \exp_\rho\left(\frac{\pi}{\theta^n}\right),
\]
and thus
\[
h = G_\pi = E_{\eta \pi} + (y + a_1 t + a_3) E_{\pi}.
\]
By Proposition 4.4, we see that \(\text{Res}(h) = -\pi\), and thus \(\text{Res}(\Omega_0) \subseteq \Lambda_\rho\). Furthermore, we have shown that \(\Omega_0\) is exactly the set of all Anderson generating functions \(G_\pi, \pi \in \Lambda_\rho\), and so Proposition 4.4 implies that \(\text{Res}(\Omega_0) = \Lambda_\rho\). Since \(G_\pi = G_{\pi'}\) if and only if \(\pi = \pi'\), it is also injective. \(\square\)

From the preceding developments on \(\omega_\rho\), if we let
\[
(66) \quad \pi_\rho := -\text{Res}(\omega_\rho) = -\text{Res}_\Xi(\omega_\rho \lambda),
\]
then \(\Lambda_\rho = A \pi_\rho\) and \(\omega_\rho = G_{\pi_\rho}\). Furthermore we obtain a product expansion for \(\pi_\rho\), which provides a presentation of \(\pi_\rho\) which is distinct from earlier ones of Gekeler [21, §III] (see [24, §7.10], [30, Ex. 4.15], and see Thakur [12, §3] for further discussion and connections with \(\Gamma\)-functions). This formula should also be compared with the one for \(\pi\) in (3).

**Theorem 4.6.** We have \(\Lambda_\rho = A \pi_\rho\), and setting \(\xi = -(m + \beta/\alpha)\),
\[
\pi_\rho = - \frac{\xi^{q/(q-1)}}{\delta(1)(\Xi)} \prod_{i=1}^{\infty} \frac{\xi^{q^i}}{f^{(i)}(\Xi)}.
\]

**Proof.** We substitute into (31) and then apply (31) to obtain
\[
\pi_\rho = \frac{- (t - \theta)}{2y + a_1 t + a_3} \cdot \omega_\rho \bigg|_{\Xi} = - \frac{\xi^{q/(q-1)}}{\delta(1)(\Xi)} \cdot \frac{x_1 + f^{(1)}(\Xi)}{2r + a_1 r + a_3} \cdot \prod_{i=1}^{\infty} \frac{\xi^{q^i}}{f^{(i)}(\Xi)}.
\]
Using (33) we arrive at the desired formula. \(\square\)

**Remark 4.7.** The formula for \(\pi_\rho\) can be made completely explicit, and after some calculation,
\[
\pi_\rho = - \frac{\xi^{q/(q-1)}}{\theta - \alpha^q} \prod_{i=1}^{\infty} \left( \frac{1 - \frac{\theta}{\alpha^q}}{1 - \left(\frac{m}{m \theta - \eta}\right)^{q^i} \cdot \theta + \left(\frac{1}{m \theta - \eta}\right)^{q^i} \cdot \eta} \right).
\]
Similar to the Carlitz period, by observing that \(\text{sgn}(\xi) = -\text{sgn}(m) = -1\) from (15) and (17), we conclude that \(\pi_{\rho} \in K_{\infty} \cdot \xi^{1/(q-1)}\) and moreover \(\pi_{\rho}^j \in K_{\infty}\) if and only if \((q - 1) | j\).

5. Applications of Anderson generating functions

The theory of Anderson generating functions was originated by Anderson [11, §3.2] in his characterization of the uniformizability of \(t\)-modules in terms of rigid analytic trivializations. As introduced in [5] the Anderson-Thakur function \(\omega_{\mathcal{C}}\) of (1) provides a fundamental example of the utility of these generating series. Subsequently they have been central in the study of periods, quasi-periods, \(L\)-series, and motivic Galois groups of Drinfeld modules and \(t\)-modules (e.g., see [16], [17], [34], [35], [36]).

In the present section we investigate applications of Anderson generating functions for our Drinfeld-Hayes module \(\rho\) of §3. Inspired by Anderson and Thakur [5], Sinha [40, §4.2.3, §4.6.6] used Anderson generating functions to give a formula for the exponential functions of certain rank 1 Anderson \(t\)-modules in terms of residues, and one of the goals of this section is to provide a version of Sinha’s “main diagram” for \(\rho\) [40, §4.2.3, §4.6.6]. The Anderson generating functions we define provide explicit solutions of constructions of Anderson for \(\exp_{\rho}(u)\) via dual \(A\)-motives (see [26, §5.2]). Although we do not expressly need Theorem 5.1 in later sections, we feel it completes the picture for the exponential function in terms of difference equations started by \(\omega_{\rho}\) and is of independent interest.

**Theorem 5.1.** Let \(h \in \Omega = \{h \in \mathbb{B} \mid h^{(1)} - fh \in N\}\), where \(N = \Gamma(U, \mathcal{O}_E(-V^{(1)}))) \subseteq \mathbb{C}_{\infty}[t, y]\), and denote

\[
u = -\text{Res}_{\Xi}(h\lambda).
\]

Let \(g = (\tau - f)(h) \in N\). Then

\[
\exp_{\rho}(u) = \varepsilon(g),
\]

where \(\varepsilon\) is given in (39).

The Anderson generating functions \(E_u\) and \(G_u\) of (53) and (57) are the main tools for proving this theorem. We recall from (60) and (61) that

\[
D_t(G_u), D_y(G_u) \in \mathbb{C}_{\infty}[t, y],
\]

and thus from (17)

\[
(\tau - f)(G_u) \in \frac{1}{t - \alpha} \cdot \mathbb{C}_{\infty}[t, y].
\]

Now \((\tau - f)(G_u)\) is nearly a polynomial, and this leads us to expect that we can use \(G_u\) to manufacture a function in \(\Omega\). By (62), \(G_u(V)\) need not be 0, so we define

\[
J_u := G_u - G_u(V).
\]

We note that \(J_u(V) = 0\), and so \(J_u \in \mathbb{B} = \Gamma(U, \mathcal{O}_E(-(V) + (\Xi)))\).

**Proposition 5.2.** Let \(z = \exp_{\rho}(u)\). For \(J_u \in \mathbb{B}\) as defined above, we have

\[
(\tau - f)(J_u) = (t - \alpha^q)z,
\]

and thus \(J_u \in \Omega\).
Proof. From \( (62) \) we have \( G_u(V) = z^q + mz \), from which we calculate that
\[
(\tau - f)(G_u(V)) = z^q + (m^q - f)z^q - fzm.
\]
Using \( (47), (60), \) and \( (61) \), we find after a fairly straightforward computation that
\[
(\tau - f)(G_u) = \frac{1}{t - \alpha} \left[ \left( \theta^2 + \theta t + t^2 - m((y + a_1 t + a_3) + \eta) + a_4 \right.ight.
\]
\[
+ a_2(\theta + t) - a_1 \eta)z
\]
\[
\left. + (x_1(\theta + \theta^q + t) - \eta^q - y_1 m - (y + a_1 t + a_3) + a_2 x_1 - a_1 y_1)z^q \right]
\]
\[
+ (x_1^q + \theta + \theta^q + t - y_1^q - y_2 m + a_2 - a_1 y_2)z^{q^2}
\]
\[
\left. + (x_1 + x_1^q x_1^q - y_2 - y_2^q - a_1)z^{q^3} \right].
\]
Note that \( (70) \) is a rational function in \( C^\infty_\infty(t, y) \). The highest degree term in the numerator is \( zt^2 \) and the denominator is \( t - \alpha = \delta \). Thus \( (\tau - f)(G_u) \) has degree 2 and \( \tilde{\pi}((\tau - f)(G_u)) = z \).

Its only possible poles away from \( \infty \) occur at the zeros of \( \delta \), namely \( \pm V \). We also observe from \( (69) \) that \( (\tau - f)(G_u(V)) \in \Xi^{(1)}(t, y) \) has degree 1 and only a single possible simple pole away from \( \infty \) at \( V \). Thus \( (\tau - f)(J_u) \in \Xi^{(1)}(t, y) \) has degree 2 with \( \tilde{\pi}((\tau - f)(J_u)) = z \), and it has at most simple poles at \( \pm V \).

Recall from the discussion following \( (57) \) that \( G_u \) extends to a meromorphic function on all of \( U \) with simple poles only at \( T^{(1)} \) for \( i \geq 0 \), and from \( (68) \) that \( J_u \) vanishes at \( V \). Using \( (10) \), these facts imply that \( (\tau - f)(J_u) \) is regular at the points \( \pm V \) and vanishes at \( V^{(1)} \).

Thus it is a rational function of degree 2 which is regular away from \( \infty \) and hence is a degree 2 element of \( C^\infty[\Xi^{(1)}] \). The Riemann-Roch theorem then implies that \( (\tau - f)(J_u) \) is a \( C^\infty \)-multiple of \( t - \alpha^q \), and the fact that \( \tilde{\pi}((\tau - f)(J_u)) = z \) finishes the proof. \( \square \)

Proof of Theorem 5.7. Let \( h \in \Omega \) and let \( g = h^{(1)} - fh \in N \). As in Proposition 5.2 we set \( z = \exp_\rho(u) \). We write \( g \) in terms of the basis for the dual \( A \)-motive \( N \) from \( (38) \),
\[
(71) \quad g = b_0 \delta^{(1)} + b_1^{(1)} \delta f + b_2^{(1)} \delta f f + \cdots + b_r^{(1)} \delta^{(r+1)} f f f \cdots f^{(-r+1)},
\]
where \( b_i \in \mathbb{C}^\infty \) and \( r = \deg g \). We note that we have chosen to write the coefficients of \( (71) \) “pre-twisted” because then by \( (39) \),
\[
(72) \quad \varepsilon(g) = b_0 + b_1 + \cdots + b_r.
\]

Now the right-hand side of the formula in Proposition 5.2, namely \( (t - \alpha^q)z = z \delta^{(1)} \), is a constant multiple of the first basis element of \( (38) \). Note that \( f^{(-1)} J_u^{-1} \in \mathbb{B} \) and that
\[
(73) \quad (\tau - f)(f^{(-1)} J_u^{-1}) = (f^{-1})(\tau - f)(J_u) = (f^{-1})\left( \delta^{(1)} z \right) = \exp_\rho(u)^{1/q} \cdot \delta f,
\]
where \( \delta f \) is the second basis element in \( (38) \). In like manner, \( f^{-i} f^{(-i+1)} \cdots f^{(-1)} J_u^{-i} \in \mathbb{B} \) and
\[
(74) \quad J := J_{u_0} + f^{(-1)} J_{u_1}^{-1} + \cdots + f^{(-r)} f^{(-r+1)} \cdots f^{(-1)} J_{u_r}^{-1} \in \mathbb{B}.
\]
Then by Proposition 5.2 and the preceding developments,
\[(\tau - f)(h - J) = 0,
\]
and so \(h - J \in \Omega_0\). Thus, by Proposition 4.3 there is some \(a \in A\) so that
\[h - J = a \omega_p = a(t, y)\omega_p.\]

We also calculate the residue of an arbitrary term of \(J\) at \(\Xi\) by observing
\[
\left(\text{Res}_\Xi\left(f^{(-i)} f^{(-i+1)} \cdots f^{(-1)} J^{(-i)}_{u_i}\lambda\right)\right)^{q^i} = \text{Res}_\Xi\left(f f^{(1)} \cdots f^{(i-1)} J_{u_i}\lambda\right)
= \left(f f^{(1)} \cdots f^{(i-1)}\right|_{\Xi(i)} \cdot \text{Res}_\Xi\left(J_{u_i}\lambda\right)
= d_i \cdot \text{Res}_\Xi\left(J_{u_i}\lambda\right),
\]
where in the last equality we have used (34). Using (58) we see that
\[\text{Res}_\Xi\left(f^{(-i)} f^{(-i+1)} \cdots f^{(-1)} J^{(-i)}_{u_i}\lambda\right) = -u_i,
\]
and so by the above calculations and (66),
\[u = -\text{Res}_\Xi(h\lambda) = -\text{Res}_\Xi((J + a\omega_p)\lambda) = u_0 + u_1 + \cdots + u_r + a\pi_p.\]

Therefore, \(\exp_{\rho}(u) = \exp_{\rho}(u_0 + u_1 + \cdots + u_r) = b_0 + b_1 + \cdots + b_r = \varepsilon(g)\) by (72). 

6. Deformation and interpolation of reciprocal sums

A classic result of Carlitz [15, Eq. (9.09)] is a formula for the sum of reciprocals of monic polynomials of fixed degree,
\[(75) \sum_{a \in \mathcal{F}_q[\theta]_+ \atop \deg a = i} \frac{1}{a} = \frac{1}{(\theta - \theta_1)(\theta - \theta_2^s) \cdots (\theta - \theta^{i+1})}.\]

These sums are intertwined with values of the Carlitz zeta function and Carlitz logarithms. Pellarin [35] discovered deformation formulas for these sums in the process of proving results on his now eponymous \(L\)-functions. Further deformations and other related sums have been studied in [9], [10], [13], [37], [38], among other sources.

In [43], Thakur initiated the study of reciprocal sums over more general rings \(A\) and deduced formulas by pursuing the methods of Carlitz in the context of Drinfeld-Hayes modules. However, Thakur discovered that there were some significant differences from the \(\mathcal{F}_q[\theta]\) case and that the relationship with Drinfeld logarithms was especially subtle. Anderson [2] shed additional light on these matters in proving his first log-algebraicity results (see [8]).

In this section we investigate deformations and interpolations of reciprocal sums over \(A = \mathcal{F}_q[\theta, \eta]\) and also over prime ideals of \(A\), as precursors to investigations of Pellarin \(L\)-series in [47]. Throughout we fix a non-zero prime ideal \(p \subseteq A\), to which there is an associated point \(P = (t_0, y_0) \in E(\mathcal{F}_q)\) such that \(p = (\theta - t_0, \eta - y_0)\). We let \(p_+\) denote its monic elements and similarly \(p_{i+} = p \cap A_{i+}\). We define reciprocal sums
\[(76) S_i = \sum_{a \in A_{i+}} \frac{1}{a}, \quad S_{p,i} = \sum_{a \in p_{i+}} \frac{1}{a},\]
and the main result of this section (Theorem 6.3) provides explicit interpolation formulas for \(S_i\) and \(S_{p,i}\) in terms of the shtuka function \(f\).
Before proving our main results we have the following lemma, the first part of which is due to Thakur. We observe first that as in (11), we can find an $F$-basis for $p$,

$$p = \text{Span}_{F_q}\{(\theta - t_0)^j(\eta - y_0)^k \mid j \geq 0, k \in \{0, 1\}, (j, k) \neq (0, 0)\},$$

from which it follows that

$$p_{0^+} = p_{1^+} = \emptyset, \quad p_{2^+} = \{\theta - t_0\}, \quad p_{3^+} = \{\eta - y_0 + c(\theta - t_0) \mid c \in F_q\},$$

and so on. In particular, $S_{p,0} = S_{p,1} = 0$ and $S_{p,2} = 1/(\theta - t_0)$.

**Lemma 6.1.** For $i \geq 0$, let $D_i = \prod_{a \in A_{i+}} a$, and let $D_{p,i} = \prod_{a \in p_{i+}} a$.

(a) (Thakur [43, §1]) For $i \geq 2$,

$$S_i = (-1)^{i-1} \frac{(D_0D_2D_3\cdots D_{i-2}D_{i-1})^{q-1}}{D_i}.$$

(b) For $i \geq 2$,

$$S_{p,i} = (-1)^i \frac{(D_{p,2}D_{p,3}\cdots D_{p,i-1})^{q-1}}{D_{p,i}},$$

where the in the case $i = 2$ the product in the numerator is empty.

**Proof.** Observe that the lemma implies that for $i \geq 2$, $S_i \neq 0$ and $S_{p,i} \neq 0$. The proofs of (a) and (b) are similar, and part (a) can be found in [43, Eqs. (15), (19)]. We include the proof of (b) for completeness. Checking the case of $S_{p,2} = 1/(\theta - t_0)$ is immediate. For $i \geq 3$, let $z$ be an independent variable, and define the polynomial

$$e_i(z) = \prod_{a \in p_{i+}} (z - a) \in A[z],$$

and as the zero set of $e_i$ is an $F_q$-vector space it follows that $e_i(z)$ is an $F_q$-linear polynomial, $e_i(z) = B_0z + B_1z^q + \cdots$. We see that

$$B_0 = \prod_{\deg a < i, a \neq 0} (-a) = \prod_{j=0}^{i-1} \prod_{a \in p_{j+} \cup \{\theta\} \cup \{\eta\}} ca = (-1)^{i-2} (D_{p,2}\cdots D_{p,i-1})^{q-1}.$$

Using (77), we choose $\kappa_i \in p_{i+}$ of degree $i$, and certainly $e_i(\kappa_i) = D_{p,i}$. This implies that $e_i(z - \kappa_i) = e_i(z) - D_{p,i}$, and so

$$1 - \frac{e_i(z)}{D_{p,i}} = -\frac{e_i(z - \kappa_i)}{D_{p,i}} = -\frac{1}{D_{p,i}} \prod_{a \in p_{i+}} (z - a).$$

If we take logarithmic derivatives with respect to $z$ and compare constant terms, we see that $B_0/D_{p,i} = S_{p,i}$, and the result follows from (78). \hfill $\Box$

Thakur [43, Thm. IV] obtained another formula for $S_i$ in terms of $\ell_i$, $f_i$, and $g_i$ (see [35] and [36]), but we determine new formulas by investigating deformations of $S_i$ and $S_{p,i}$, inspired by work on $F_{q}[\theta]$ of Anglès, Pellarín, and Simon [9, 13]. We define functions on $E$ in $K[t, y]$ by

$$s_i(t, y) = \sum_{a \in A_{i+}} \frac{\chi(a)}{a} = \sum_{a \in A_{i+}} \frac{a(t, y)}{a(\theta, \eta)}, \quad s_{p,i}(t, y) = \sum_{a \in p_{i+}} \frac{\chi(a)}{a} = \sum_{a \in p_{i+}} \frac{a(t, y)}{a(\theta, \eta)}.$$
In Proposition 6.4 we obtain product formulas for $S_i$ and $S_{p,i}$, and the main tool is a version of a lemma of Simon for $A$ (see [9, Lem. 4]). Let $t_1, \ldots, t_s$ be variables independent from $t$, and choose variables $y_j$ so that $t_j$ and $y_j$ satisfy the defining equation of $E$ in \([\mathbf{S}]\).

**Lemma 6.2.** Let $s \geq 1$ and $i \geq 2$.

(a) Define

$$T_{i,s}(t_1, y_1, \ldots, t_s, y_s) = \sum_{a \in \mathbb{A}_{i+s}} a(t_1, y_1) a(t_2, y_2) \cdots a(t_s, y_s) \in \mathbb{F}_q[t_1, y_1, \ldots, t_s, y_s].$$

Then $T_{i,s} = 0$ if and only if $s < (i - 1)(q - 1)$.

(b) Define

$$T'_{i,s}(t_1, y_1, \ldots, t_s, y_s) = \sum_{a \in \mathbb{P}_{i+s}} a(t_1, y_1) a(t_2, y_2) \cdots a(t_s, y_s) \in \mathbb{F}_q[t_1, y_1, \ldots, t_s, y_s].$$

Then $T'_{i,s} = 0$ if and only if $s < (i - 2)(q - 1)$.

**Proof.** (cf. [9, Lem. 4]) For $j = 0$ and $j \geq 2$, let $\kappa_j$ be the unique monomial in $t$ and $y$ from \([\mathbf{T}]\) of degree $j$, so that

$$T_{i,s} = \sum_{c_0, c_2, \ldots, c_{i-1} \in \mathbb{F}_q} \prod_{r=1}^s (\kappa_i(t_r, y_r) + c_{i-1} \kappa_{i-1}(t_r, y_r) + \cdots + c_2 \kappa_2(t_r, y_r) + c_0).$$

Each term in this expanded product has the form

$$C_{j_1, \ldots, j_s} \cdot \kappa_{j_1}(t_1, y_1) \cdots \kappa_{j_s}(t_s, y_s), \quad 0 \leq j_r \leq i, \quad j_r \neq 1,$$

where

$$C_{j_1, \ldots, j_s} = \sum_{c_0, c_2, \ldots, c_{i-1} \in \mathbb{F}_q} c_0^{\lambda_0} c_2^{\lambda_2} \cdots c_{i-1}^{\lambda_{i-1}}$$

and $\lambda_j = \#\{r \mid j_r = j\}$. Now $\sum_j \lambda_j = s - \#\{r \mid j_r = i\} \leq s$. If $s < (i - 1)(q - 1)$, then for any $j_1, \ldots, j_s$, at least one of $\lambda_0, \lambda_2, \ldots, \lambda_{i-1}$ must be $< q - 1$, from which it follows that the corresponding coefficient $C_{j_1, \ldots, j_s}$ must be $0$. Thus $T_{i,s} = 0$. On the other hand, if $s \geq (i - 1)(q - 1)$, then let $j_1 = \cdots = j_{q-1} = 0$; $j_q = \cdots = j_{2q-2} = 2$; and so on $j_{(i-2)(q-1)+1} = \cdots = j_{(i-1)(q-1)} = i - 1$; and let $j_{(i-1)(q-1)+1} = \cdots = j_s = i$. In this case $\lambda_0 = \lambda_2 = \cdots = \lambda_{i-1} = q - 1$, and so $C_{j_1, \ldots, j_s} \neq 0$, providing a non-zero term in $T_{i,s}$. This proves (a).

For part (b), when $i = 2$, we see that $T_{2,s} = (t_1 - t_0) \cdots (t_s - t_0)$, which is never zero. When $i \geq 3$, the rest of the proof is similar to (a), but instead we now set $\kappa_j, j \geq 2$, to be the unique monomial of degree $j$ in \([\mathbf{T}]\). Then

$$\mathcal{T}'_{i,s} = \sum_{c_2, \ldots, c_{i-1} \in \mathbb{F}_q} \prod_{r=1}^s (\kappa_i(t_r, y_r) + c_{i-1} \kappa_{i-1}(t_r, y_r) + \cdots + c_2 \kappa_2(t_r, y_r)).$$

From here the proof is the same as for $T_{i,s}$, noting that the sum is now over $i - 2$ terms instead of $i - 1$.

**Proposition 6.3.** As functions on $E$ we have the following equalities of divisors.

(a) For $i \geq 2$, $\text{div}(S_i) = (\Xi) + (\Xi^{(1)}) + \cdots + (\Xi^{(i-2)}) + (V^{(i-1)} - V) - i(\infty)$.

(b) For $i \geq 3$, $\text{div}(S_{p,i}) = (\Xi) + (\Xi^{(1)}) + \cdots + (\Xi^{(i-3)}) + (V^{(i-2)} - V - P) + (P) - i(\infty)$. 
Proof. Let \( i \geq 2 \). By Lemma \( \ref{lem:6.1} \)(a), we see that \( \widetilde{sgn}(S_i) = S_i \) and moreover that \( \deg(S_i) = i \). We observe that for \( j \geq 0 \),

\[
S_i(\Xi(j)) = \sum_{a \in A_i} a(\theta, \eta)^{q_i-1} = \sum_{a \in A_i} a(q_j-1)(q_j^{i-1}+q_j^{i-2}+\cdots+1)
\]

\[
= \mathcal{I}_{i,j}(q_j-1)(\theta^{q_j-1}, \eta^{q_j-1}, \cdots, \theta^{q_j-1}, \eta^{q_j-1}, \cdots, \theta, \eta, \cdots, \theta, \eta),
\]

where each pair \( \theta^{q_j-k}, \eta^{q_j-k} \) in the last line occurs \( q-1 \) times. By Lemma \( \ref{lem:6.2} \)(a), we see that the above sum vanishes for \( 0 \leq j \leq i - 2 \). Now \( S_i \) is regular on all of \( U \) and has a single pole of order \( i \) at \( \infty \). Since the induced sum on \( E \) of the divisor of \( S_i \) must be trivial, it follows that the zeros at \( \Xi(\cdot) \), \( 0 \leq j \leq i - 2 \), must be simple and that \( S_i \) has another simple zero at \( -\Xi - \Xi^{(1)} - \cdots - \Xi^{(i-2)} = V^{(i-1)} - V \) (see \( \ref{eq:13} \)).

Similarly for \( i \geq 3 \), Lemma \( \ref{lem:6.1} \)(b) implies that \( \widetilde{sgn}(S_{p,i}) = S_{p,i} \) and that \( \deg(S_{p,i}) = i \). Using Lemma \( \ref{lem:6.2} \)(b), we see that \( S_{p,i}(\Xi(j)) = 0 \) for \( 0 \leq j \leq i - 3 \). We also have \( S_{p,i}(P) = 0 \). The rest follows easily as in the previous paragraph using \( \ref{eq:13} \). \( \square \)

We also have \( \text{div}(S_{p,2}) = (-P) + (P) - 2(\infty) \), which fits in with Proposition \( \ref{prop:6.3} \)(b). Let \( \{g_i\}_{i=2}^{\infty} \) be the sequence of linear functions with \( \widetilde{sgn}(g_i) = 1 \) and divisor

\[
\text{div}(g_i) = (V^{(i-1)} - V) + (V^{(i-1)}) + (V) - 3(\infty),
\]

and let \( \{g_{p,i}\}_{i=2}^{\infty} \) be the sequence of functions with \( \widetilde{sgn}(g_{p,i}) = 1 \) and divisor

\[
\text{div}(g_{p,i}) = (V^{(i-2)} - V - P) + (V^{(i-2)}) + (V) + (P) - 4(\infty).
\]

By \( \ref{eq:18} \), \( \ref{eq:19} \), and Proposition \( \ref{prop:6.3} \) we obtain the following proposition and its corollary by comparing divisors and leading terms.

**Proposition 6.4.** For \( i \geq 2 \), we have the following equalities in \( H(t, y) \).

1. \( S_i = S_i \cdot \frac{g_i}{\nu^{(i-1)}} \cdot f f^{(1)} \cdots f^{(i-1)} \).

2. \( S_{p,i} = S_{p,i} \cdot \frac{g_{p,i}}{\nu^{(i-2)}} \cdot f f^{(1)} \cdots f^{(i-2)} \).

The function \( g_i \) can be written explicitly as

\[
g_i = y - \beta + \frac{\beta^{q_i-1} + a_1 \beta^{q_i-1} + a_3 + \beta}{\alpha^{q_i-1} - \alpha} \cdot (t - \alpha).
\]

We will find it more convenient to deal with \( g_i \) after dividing by \( \delta \), so we define

\[
\lambda_i := \frac{g_i}{\delta} = \frac{y - \beta + \beta^{q_i-1} + a_1 \beta^{q_i-1} + a_3 + \beta}{\alpha^{q_i-1} - \alpha},
\]

and record that

\[
\text{div} (\lambda_i) = (-V^{(i-1)}) - (-V) + (V^{(i-1)} - V) - (\infty).
\]

To write \( g_{p,i} \) explicitly we define functions \( \lambda_{p,i} \) and \( G_p \) to have \( \widetilde{sgn} = 1 \) and divisors

\[
\text{div}(\lambda_{p,i}) = (-V^{(i-2)}) - (-V - P) + (V^{(i-2)} - V - P) - (\infty),
\]

\[
\text{div}(G_p) = -(-V) + (P) + (-V - P) - (\infty).
\]

(The function \( G_p \) should not be confused with the function \( G_u \) in \( \ref{eq:51} \).) We find that

\[
\frac{g_{p,i}}{\delta} = \lambda_{p,i} \cdot G_p.
\]
Just as we derived for $\lambda_i$ in [82], we can write $\lambda_{p,i}$ as
\begin{equation}
\lambda_{p,i} = \frac{y - y(V + P)}{t - t(V + P)} + \frac{\beta q^{i-2} + a_1 \alpha q^{i-2} + a_3 + y(V + P)}{\alpha q^{i-2} - t(V + P)}
\end{equation}
(as part of verifying that the right-hand side has the correct divisor from [84]) we note that $V + P$ is not a 2-torsion point since $V$ is transcendental over the field of definition $\mathbb{F}_q$ of $E$).

If we take $\nu_p(t, y)$ to be the linear polynomial connecting the collinear points $V, P, -(V + P)$ and denote its slope as $m_p$, then we can write $G_p$ as
\begin{equation}
G_p = \frac{\nu_p(t, y)}{\delta(t)} = \frac{(y - y_0) - m_p(t - t_0)}{t - \alpha}.
\end{equation}
Using (86–88), we find formulas for $S_i$ and $S_{p,i}$ will be important in §7.5 but it remains to prove formulas for $S_i$ and $S_{p,i}$ themselves. We derive such formulas as specializations of products of twists of shtuka functions, and our results complement a formula of Thakur [43, Thm. IV] for $S_i$.

(87) For $i \geq 2$ and $\nu_p(t, y)$ as in Lemma 6.2, and define $G_p$ as
\begin{equation}
G_p = \frac{\nu_p(t, y)}{\delta(t)} = \frac{(y - y_0) - m_p(t - t_0)}{t - \alpha}.
\end{equation}
Using (86)–(88), we find $g_{p,i} = \lambda_{p,i} \cdot \nu_p$ explicitly.

The formulas for $S_i$ and $S_{p,i}$ will be important in §7.5 but it remains to prove formulas for $S_i$ and $S_{p,i}$ themselves. We derive such formulas as specializations of products of twists of shtuka functions, and our results complement a formula of Thakur [43, Thm. IV] for $S_i$.

(88) The advantage of these formulas over those in Lemma 6.1 is that we do not have closed formulas for $D_i$ and $D_{p,i}$.)

Theorem 6.5. For $S_i = \sum_{a \in A_i} 1/a$ and $S_{p,i} = \sum_{a \in P_i} 1/a$, the following formulas hold.

(a) For $i \geq 2$,
\begin{equation}
S_i = \frac{\nu^{(i)}}{g^{(1)}_i \cdot f^{(1)} \ldots f^{(i)}_{\Xi}}.
\end{equation}

(b) For $i \geq 2$,
\begin{equation}
S_{p,i} = \frac{\nu^{(i-1)}}{g^{(1)}_{p,i} \cdot f^{(1)} \ldots f^{(i-1)}_{\Xi}}.
\end{equation}

Proof. Again we adapt methods of Anglès, Pellarin, and Simon (see [9, §2], [13], [33, Thm. 5.2.6]). For $1 \leq s \leq q - 1$, choose variables $t_1, y_1, \ldots, t_s, y_s$ as in Lemma 6.2 and define a multivariable deformation of $S_i$,
\begin{equation}
Q_{i,s}(t_1, y_1, \ldots, t_s, y_s) = \sum_{a \in A_i} a(t_1, y_1) \ldots a(t_s, y_s)
\end{equation}
For $j \geq 0$, evaluating the final $(t_s, y_s)$ variables of $Q_{i,s}$ at $\Xi^{(j)}$ gives
\begin{equation}
Q_{i,s}(t_1, y_1, t_2, y_2, \ldots, \theta^{q^j}, \eta^{q^j}) = \sum_{a \in A_i} a(t_1, y_1) \ldots a(t_{s-1}, y_{s-1}) a(\theta, \eta)^{q^{j-1}}
\end{equation}
\begin{equation}
= \mathfrak{T}_{i,s-1+j(q-1)}(t_1, y_1, \ldots, t_{s-1}, y_{s-1}, \theta^{q^{j-1}}, \eta^{q^{j-1}}, \ldots, \theta, \eta, \ldots, \theta, \eta),
\end{equation}
where, similar to the proof of Proposition 6.3, the last line has $q - 1$ entries of each pair $\theta^{q^{j-k}}, \eta^{q^{j-k}}$. By Lemma 6.2(a), as $s \leq q - 1$ we find that the above quantity vanishes for $j \leq i - 2$. By symmetry, we find that $Q_{i,s}(t_1, y_1, \ldots, t_s, y_s)$ vanishes at $\Xi^{(j)}$ for $j \leq i - 2$ and for each of the $s$ pairs of variables. We claim that
\begin{equation}
Q_{i,s} = S_i \left|_{t_s=y_s} \prod_{r=1}^{s} \frac{g_r}{\nu^{(i-1)}} \cdot f^{(1)} \ldots f^{(i-1)}_{(t_r, y_r)} \right|
\end{equation}
We consider \( Q_{i,s} \) to be a function on the \( s \)-fold product \( E \times \cdots \times E \). Using the same analysis as in the proofs of Propositions 6.3 and 6.4 we see that
\[
G := Q_{i,s} \Bigg/ \left( \frac{g_i}{\nu(i-1)} \cdot f^{(1)} \cdots f^{(i-1)} \right) \bigg|_{(t_1,y_1)} \in K(t_1,y_1,\ldots,t_s,y_s)
\]
must be independent of \( t_1 \) and \( y_1 \). That is, \( G \in K(t_2,\ldots,t_s,y_s) \). Proceeding by induction it follows that
\[
Q_{i,s} \Bigg/ \left( \prod_{r=1}^{s} \frac{g_i}{\nu(r-1)} \cdot f^{(1)} \cdots f^{(r-1)} \right) \bigg|_{(t_r,y_r)} \in K,
\]
and by comparing leading coefficients this quotient must be \( S_i \), thus verifying (89). Now setting \( t_1 = \cdots = t_s = t \) and \( y_1 = \cdots = y_s = y \), we define
\[
R_{i,s}(t,y) = Q_{i,s}(t,y,\ldots,t,y) = \sum_{a \in A_i} \frac{a(t,y)^s}{a(\theta,\eta)} \in K[t,y],
\]
and using (89) we see that
\[
R_{i,s}(t,y) = S_i \left( \frac{g_i}{\nu(i-1)} \cdot f^{(1)} \cdots f^{(i-1)} \right)^s.
\]
Taking \( s = q - 1 \) and twisting, we find
\[
R_{i,q-1}(t,y) = \sum_{a \in A_i} \frac{a(t,y)^{q-1}}{a(\theta,\eta)^q} = S_i^q \left( \frac{g_i^{(1)}}{\nu^{(i)}} \cdot f^{(1)} \cdots f^{(i)} \right)^{q-1},
\]
and evaluating at \( \Xi \), we have
\[
S_i = S_i^q \left( \frac{g_i^{(1)}}{\nu^{(i)}} \cdot f^{(1)} \cdots f^{(i)} \right)^{q-1} \bigg|_{\Xi}.
\]
Solving for \( S_i \), for some \( \zeta \in F_q^\times \), we have
\[
S_i = \zeta \cdot \frac{\nu^{(i)}}{g_i^{(1)} \cdot f^{(1)} \cdots f^{(i)}} \bigg|_{\Xi}.
\]
The proof for part (a) will be complete once we show that \( \zeta = 1 \). We analyze the signs of the terms on the right-hand side. From (18),
\[
\nu^{(j)}(\Xi) = \eta - \eta^{q^j} - m^{q^j}(\theta - \theta^{q^j}), \quad \delta^{(j)}(\Xi) = \theta - \alpha^{q^j}.
\]
By (17) we see that
\[
\text{sgn}(m) = \frac{\text{sgn}(\beta^q)}{\text{sgn}(\alpha^q)} = 1,
\]
since \( \text{sgn}(\alpha) = \text{sgn}(\beta) = 1 \) by (15). For \( j \geq 1 \), the term in \( \nu^{(j)}(\Xi) \) of highest degree is \( m^{q^j} \theta^{q^j} \), and thus
\[
\text{sgn}(\nu^{(j)}(\Xi)) = \text{sgn}(m^{q^j} \theta^{q^j}) = 1, \quad \text{sgn}(\delta^{(j)}(\Xi)) = \text{sgn}(-\alpha^{q^j}) = -1.
\]
Finally, using (81) we see from a similar analysis that \( \text{sgn}(g_i^{(1)}(\Xi)) = -1 \). Therefore,
\[
\text{sgn} \left( \frac{\nu^{(i)}}{g_i^{(1)} \cdot f^{(1)} \cdots f^{(i)}} \bigg|_{\Xi} \right) = (-1)^{i-1} = \text{sgn}(S_i),
\]
where the last equality follows from Lemma 6.1(a).

For (b), we note first that \( S_{p,2} = 1/(\theta - t_0) \), and since \( g_{p,2} = (t - t_0)\delta \) by (80), the result for \( S_{p,2} \) follows. For \( i \geq 3 \), the rest of the proof of (b) is similar to (a). We use Lemma 6.2(b) to analyze an analogous function

\[
Q'_{i,s}(t_1, y_1, \ldots, t_s, y_s) = \sum_{a \in p_i + a} \frac{a(t_1, y_1) \cdots a(t_s, y_s)}{a(\theta, \eta)},
\]

and through a comparable argument we arrive at the identity

\[
S_{p,i} = \zeta \cdot \frac{\nu^{(i-1)}_{g_{p,i}}(\delta) \cdots f^{(i)}(1)}{\Xi},
\]

for some \( \zeta \in \mathbb{F}_q^\times \). By Lemma 6.1(b), \( \text{sgn}(S_{p,i}) = (-1)^i \), and we show this agrees with the sign of the right-hand side when \( \zeta = 1 \). To do this we must also use (86)–(88) to observe that \( \text{sgn}(\lambda_{p,i}(\Xi)) = 1 \) and that \( \text{sgn}(G^{(1)}_{p,i}(\Xi)) = \text{sgn}(\delta^{(1)}(\Xi)) = -1 \), from which we confirm that \( \text{sgn}(g^{(1)}_{p,i}(\Xi)) = -1 \). For the sake of brevity we leave the remaining details to the reader. \( \square \)

7. Pellarin \( L \)-series

In this section we investigate two types of Pellarin \( L \)-series for \( A \), and we prove versions of Pellarin’s identity (4) for them in terms of \( \omega_\rho \) and \( \pi_\rho \). For \( s \in \mathbb{Z}_+ \) and \( \chi \) as defined in (9), we set

\[
L(A; s) = \sum_{a \in A_+} \frac{\chi(a)}{a^s},
\]

and it is easily seen that, for fixed \( s \), \( L(A; s) \) is an element of \( \mathbb{T}[y] \). However, one can use the methods of [7, §5.3] and [25] to show that \( L(A; s) \) extends to an entire function on \( U \). We have the following identity.

**Theorem 7.1.** As elements of \( \mathbb{T}[y] \),

\[
L(A; 1) = -\frac{\delta^{(1)}_f}{f\omega_\rho} \pi_\rho.
\]

**Remark 7.2.** Pellarin [35, Thm. 2] proved special value results for \( L(\mathbb{F}_q[t]; s) \) for \( s \equiv 1 \pmod{q-1} \) along the lines of (4), and these results were extended to multivariable versions of \( L(\mathbb{F}_q[t]; s) \) in [9], [11], [12], [36], [37]. For the sake of space we do not pursue analogous results for \( L(A; s) \) here, though we expect such questions to lead to interesting investigations.

To define the second type of Pellarin \( L \)-series, we recall the action of non-zero ideals \( a \subseteq A \) on the isomorphism classes of the Drinfeld-Hayes module \( \rho : A \to H[\tau] \), as defined by Hayes [27]. For \( a \subseteq A \), we define the left ideal of \( H[\tau] \) by

\[
J_a = \langle \rho_a \mid a \in a \rangle \subseteq H[\tau].
\]

As \( H[\tau] \) is a left principal ideal domain [24, Cor. 1.6.3], there is a unique monic generator \( \rho_a \) of \( J_a \), and we have \( \deg_\tau \rho_a = \deg a = \dim_{\mathbb{F}_q}(A/a) \). Hayes proved [27, Prop. 3.2] that for \( a \neq 0 \) there is a unique Drinfeld-Hayes module \( a \ast \rho : A \to H[\tau] \) with the property for \( b \subseteq A \),

\[
\rho_{ab} = (a \ast \rho)_b \rho_a.
\]
We note that if \( a \in A_+ \), then \( \rho(a) = \rho \). If we let \( \sigma_a \in \text{Gal}(H/K) \) denote the Artin automorphism associated to \( a \), then Hayes proved \([27, \text{Thm. 8.5}]\) that
\[
a * \rho = \rho \sigma_a,
\]
where \( \rho^\sigma : A \to H[\tau] \) is the Drinfeld-Hayes module defined by letting \( \sigma_a \) act on the coefficients of \( \rho \). Furthermore, if we let \( B \subseteq H \) be the integral closure of \( A \) in \( H \), then \( \rho_a \in B[\tau] \) and \( B \mathfrak{a} = B \partial(\rho_a) \), where \( \partial(\rho_a) \) is the constant term of \( \rho_a \) with respect to \( \tau \) \([28, \text{Thm. 15.9}]\).

For an ideal \( \mathfrak{a} \subseteq A \), we set
\[
\chi(\mathfrak{a}) := \frac{\rho_a(\omega\rho)}{\omega\rho}.
\]
A priori we see that \( \chi(\mathfrak{a}) \in \mathbb{T}[y] \), but we will show in Lemma \( 7.9 \) that \( \chi(\mathfrak{a}) \in H(t, y) \). We note right away, from the discussion after (45)–(46) and from Lemma \( 4.2 \) that
\[
\chi((a)) = \bar{a} = a(t, y) = \chi(a), \quad a \in A_+,
\]
and so the definition of \( \chi \) is consistent with the one on \( A_+ \) used earlier in this section. For integers \( s \geq 1 \), we define the Pellarin \( L \)-series,
\[
\mathbb{L}(A; s) := \sum_{\mathfrak{a} \subseteq A} \frac{\chi(\mathfrak{a})}{\partial(\rho_a)^s},
\]
where again we adopt the convention that such sums will always be over non-zero ideals \( \mathfrak{a} \subseteq A \). We will see that \( \mathbb{L}(A; s) \) is an element of \( \mathbb{T}[y] \). Since \( \partial(\rho(a)) = \partial(\rho \tau) = a \), it follows that the subsum of \( \mathbb{L}(A; s) \) over principal ideals is exactly \( L(A; s) \). Our second main result is the following.

**Theorem 7.3.** As elements of \( \mathbb{T}[y] \),
\[
\mathbb{L}(A; 1) = - \sum_{\sigma \in \text{Gal}(H/K)} \left( \frac{\delta^{(1)}}{f} \right)^{\sigma} \frac{\pi_\rho}{\omega_\rho},
\]
where \( H \) is the Hilbert class field of \( K \).

In the interim, Anglès, Ngo Dac, and Tavares Ribeiro \([6]\) have proved that a function similar to \( \mathbb{L}(A; 1) \) is a rational multiple of \( \pi_\rho/\omega_\rho \) using different methods. However, although their methods work for arbitrary genera, they do not obtain a precise formula for this multiple.

We also prove the following class number identity in \( \mathbb{F}_q \) upon evaluation at \( \Xi \).

**Corollary 7.4.** Let \( h(A) = \# E(\mathbb{F}_q) \) be the class number of \( A \). Then
\[
\mathbb{L}(A; 1)|_\Xi = h(A).
\]

**Remark 7.5.** It would be interesting to make a comparison between \( \mathbb{L}(A; s) \) and similar Goss \( L \)-series obtained through exponentiation of ideals (see \([22, 23, 24, \text{Ch. 8}]\)).

The proofs of Theorems \( 7.1 \) and \( 7.3 \) require a few preliminary results, but the primary underlying tool is the following proposition. Recall from \([6]\) the definition of \( S_i \) and, for a prime ideal \( \mathfrak{p} \subseteq A \) of degree 1, the definition of \( S_{\mathfrak{p}, i} \).

**Proposition 7.6.** We have the following partial sums in \( H[t, y] \),
(a) For \( i \geq 2, \)
\[
\sum_{j=0}^{i} S_j = \frac{f^{(1)} \cdots f^{(i)} \cdot g_i^{(1)}}{f^{(1)} \cdots f^{(i)} \cdot g_i^{(1)}_{\nu(i)}}.
\]

(b) For a prime ideal \( \mathfrak{p} \subseteq A \) of degree 1 and for \( i \geq 2, \)
\[
\sum_{j=0}^{i} S_{\mathfrak{p},j} = \frac{f^{(1)} \cdots f^{(i-1)} \cdot g_{\mathfrak{p},i}^{(1)}}{f^{(1)} \cdots f^{(i-1)} \cdot g_{\mathfrak{p},i}^{(1)}_{\nu(i-1)}}
\]

Proof. Combining Proposition 6.4(a) and Theorem 6.5(a) we have
\[
S_i = S_i \cdot f f^{(1)} \cdots f^{(i-1)} \cdot g_i \nu^{(i-1)} = \frac{f f^{(1)} \cdots f^{(i-1)} \cdot g_i}{f^{(1)} f^{(2)} \cdots f^{(i)} \cdot g_i}\nu^{(i)}
\]

We then argue by induction on \( i \). We use \( S_0 = 1 \) and \( S_1 = 0 \) to establish the base case for \( i = 2 \). Examining the divisors given in (16), (19), and (79), we claim that
\[
\left. f^{(1)} f^{(2)} \frac{g_2^{(1)}}{\nu^{(2)}} - \left( f^{(1)} f^{(2)} \frac{g_2^{(1)}}{\nu^{(2)}} \right) \right|_\Xi = f f^{(1)} \frac{g_2^{(1)}}{\nu^{(1)}}
\]

Indeed both sides vanish at \( \Xi \) and have polar divisor \(-2(\infty)\), which implies that the two sides share the same divisor. Both sides have \( \text{sgn} = 1 \), and so they must be equal to each other (and incidentally to \( t - \Theta \)). This implies that

\[
S_0 + S_1 + S_2 = 1 + \frac{f f^{(1)} \frac{g_2^{(1)}}{\nu^{(1)}}}{f f^{(1)} \frac{g_2^{(1)}}{\nu^{(2)}}} = \frac{f f^{(1)} \frac{g_2^{(1)}}{\nu^{(1)}}}{f f^{(1)} \frac{g_2^{(1)}}{\nu^{(2)}}}
\]

and establishes case \( i = 2 \). For the induction step, examining divisors and signs shows that for \( i \geq 3, \)
\[
\left. f^{(1)} f^{(2)} \cdots f^{(i)} \frac{g_i^{(1)}}{\nu^{(i)}} - \left( f^{(i)} \frac{g_i^{(1)}}{\nu^{(i)}} \cdot \frac{\nu^{(i-1)}}{g_i^{(1)}_{\nu(i)}} \right) \right|_\Xi \cdot f f^{(1)} \frac{g_i^{(1)}}{\nu^{(i-1)}} = f f^{(1)} \cdots f^{(i-1)} \frac{g_i}{\nu^{(i-1)}}
\]

Applying the induction hypothesis and then substituting in this identity, we find
\[
S_0 + S_1 + \cdots + S_{i-1} + S_i = \frac{f f^{(1)} \cdots f^{(i)} \frac{g_{i-1}^{(1)}}{\nu^{(i-1)}}}{f f^{(1)} \cdots f^{(i)} \frac{g_{i-1}^{(1)}}{\nu^{(i-1)}}} + \frac{f f^{(1)} \cdots f^{(i-1)} \frac{g_i}{\nu^{(i-1)}}}{f f^{(1)} \cdots f^{(i-1)} \frac{g_i}{\nu^{(i-1)}}}
\]
which establishes part (a).

For part (b) we know that \( S_{p,0} = S_{p,1} = 0 \) and that \( S_{p,2} = (t - t_0)/(\theta - t_0) \). Using that \( g_{p,2} = (t - t_0)\delta \), the case \( i = 2 \) follows from direct calculation. To illustrate the induction step we consider the \( i = 3 \) case. Analyzing the divisors in (16), (19), and (80) as above, we claim that

\[
\frac{f^{(1)} f^{(2)} \cdots f^{(i)} \cdot g^{(1)}_i}{\nu^{(i)}} \bigg| \Xi
\]

To prove the claim we see that the divisor of the right-hand side is \((\Xi) + (\eta) + (\theta)(1)\), whereas the left-hand side has polar divisor \(-3(\infty)\) and vanishes at both \( \Xi \) and \( \theta \). Since both sides have \( \text{sgn} = 1 \), they are equal. The case \( i = 3 \) then follows. The general induction is similar to this case and to part (a), and we omit the details. \( \square \)

To prove Theorem 7.1 we then combine Proposition 7.6(a) with the following proposition.

**Proposition 7.7.** The following limits hold in \( \mathbb{T}[y] \) with respect to the Gauss norm \( \| \cdot \| \).

(a) \( \lim_{i \to \infty} \frac{\nu^{(i)}}{\nu^{(i)}(\Xi)} = 1 \).

(b) \( \lim_{i \to \infty} \frac{g_1^{(1)}(\Xi)}{g_1^{(1)}(\Xi)} = \frac{\delta^{(1)}}{\delta^{(1)}(\Xi)} \).

(c) \( \lim_{i \to \infty} \frac{f^{(1)} \cdots f^{(i)}}{f^{(1)} \cdots f^{(i)}|\Xi} = -\frac{\delta^{(1)}(\Xi) \cdot \pi_\rho}{f\omega_\rho} \).

**Proof.** For (a), we see from (18) that

\[
\frac{\nu^{(i)}}{\nu^{(i)}(\Xi)} = \frac{(m\theta - \eta)^q + y - m^q t}{(m\theta - \eta)^q + y - m^q \theta},
\]

and that \((m\theta - \eta)^q\), which has degree \((q + 2)q^i\), dominates both the numerator and denominator. Therefore, dividing through top and bottom by \((m\theta - \eta)^q\), we find that the limit goes to 1. For (b), we note from (51) that

\[
\frac{g_1^{(1)}}{g_1^{(1)}(\Xi)} = \frac{(\alpha^q - \alpha^q)(y - \beta^q) + (\beta^q + a_1\alpha^q + a_3 + \beta^q)(t - \alpha^q)}{(\alpha^q - \alpha^q)(\eta - \beta^q) + (\beta^q + a_1\alpha^q + a_3 + \beta^q)(\theta - \alpha^q)}.
\]

The \( \beta^q + a_1\alpha^q + a_3 + \beta^q \) factors dominate the numerator and denominator, and so the limit goes to \((t - \alpha^q)/(\theta - \alpha^q) = \delta^{(1)} / \delta^{(1)}(\Xi)\) as desired. As for (c), we recall the product formulas for \( \omega_\rho \) and \( \pi_\rho \) in (51) and Theorem 4.6, from which we see that

\[
\lim_{i \to \infty} \frac{f^{(1)} \cdots f^{(i)}}{f^{(1)} \cdots f^{(i)}|\Xi} = \lim_{i \to \infty} \frac{\prod_{j=1}^i f^{(j)} / \xi^{q^j}}{\prod_{j=1}^i f^{(j)}(\Xi) / \xi^{q^j}} = -\frac{\delta^{(1)}(\Xi) \cdot \pi_\rho}{f\omega_\rho},
\]

and we are done. \( \square \)
Proof of Theorem 7.1. By definition \( L(A; 1) = \sum_{j=0}^{\infty} S_j \), and so by Proposition 7.6(a) we see that
\[
L(A; 1) = \lim_{i \to \infty} \frac{\nu_{(i)}(\Xi)}{\nu_{(i)}} \cdot \frac{g_1^{(i)}(\Xi)}{g_i^{(i)}(\Xi)} \cdot \frac{f(1) \cdots f(i)}{f(1) \cdots f(i)|\Xi} = -\delta^{(1)} \pi_{\rho},
\]
where the last equality follows from Proposition 7.7. \( \square \)

We now turn to the proof of Theorem 7.3. Although it is similar to the proof of Theorem 7.1 we need to make the precise connections between \( L \), and thus \( \pi \), and \( \tau \) at \( P \), which are both right divisible by \( \tau - f \) in \( H(t, y) / \tau \) by (48)–(49). Consider the function \( \varphi : R_p[\tau] \to H[\tau] \) defined by evaluating the coefficients of a polynomial in \( R_p[\tau] \) at \( P \). Since \( P \) is \( \mathbb{F}_q \)-rational, one checks that for any \( g \in R_p \) and \( i \geq 0 \),
\[
g^{(i)}(P) = g(P)^i \cdot \varphi(t - f) = \tau - f(P) = \frac{1}{\delta(P)} \cdot (\rho_{y-y_0} - (y_0 - y_0) - (\tau + m)(\rho_{t-t_0} - (t_0 - t_0)))
\]
and thus \( \tau - f(P) \in J_p \). Since it is monic of least possible positive degree in \( J_p \) it must be a generator, and so \( \rho_p = \tau - f(P) \). \( \square \)

In order to simplify \( L(A; 1) \), we next outline properties of \( \chi(a) \), which we recall from (93). One can also use this lemma to show that \( L(A; s) \in \mathbb{T}[y] \) for any \( s \in \mathbb{Z}_+ \).

Lemma 7.9. The function \( \chi \) on non-zero ideals \( a \subseteq A \) satisfies the following properties.
(a) For \( a \in A \), \( \chi((a)) = \overline{a} \).
(b) If \( c \in K \), with \( \text{sgn}(c) = 1 \), and \( a \subseteq A \) satisfy \( ca \subseteq A \), then \( \chi(ca) = \overline{c} \chi(a) \).
(c) For a degree 1 prime \( p \subseteq A \) corresponding to a point \( P \in E(\mathbb{F}_q) \),
\[
\chi(p) = f - f(P).
\]
In particular for all \( a \subseteq A \), we have \( \chi(a) \in H(t, y) \).

**Proof.** Part (a) was observed in (94). For (b), if \( c \in A_+ \), then by (92), \( \rho_{ca} = \rho_a \rho_c \), and so

\[
\rho_{ca}(\omega_\rho) = \rho_a(c \omega_\rho) = \rho_a(\overline{\tau} \omega_\rho) = \overline{\tau} \rho_a(\omega_\rho) = \overline{\tau} \chi(a) \omega_\rho,
\]

and so \( \chi(c a) = \overline{\tau} \chi(a) \). On the other hand if \( c = a/b \) with \( a, b \in A_+ \), then \( a a = (bc) a = b(c a) \), and so by the previous argument we have \( \overline{\tau} \chi(a) = \overline{\tau} \chi(c a) \) as desired. For (c), Lemmas 4.2 and 7.8 imply that

\[
\gamma \text{ is independent of the choice of } \Lambda_a \subseteq \Lambda A.
\]

For the final part we note that every non-zero ideal \( a \subseteq A \) is either principal or equivalent to a prime ideal of degree 1, and so \( \chi(a) \in H(t, y) \) by (a)–(c). \( \square \)

For a fixed non-zero ideal \( b \subseteq A \), we now introduce the sum

\[
\Lambda_b = \sum_{a \sim b} \chi(b)/\partial(\rho_a),
\]

where the sum is over all integral ideals equivalent to \( b \). We note that the function

\[
c \mapsto c b : (b^{-1})_+ \to \{ a \subseteq A \mid a \sim b \}
\]

is a bijection. Using (92) and arguing similarly to Lemma 7.9(b), we have

\[
\partial(\rho_{cb}) = c \partial(\rho_b), \quad c \in b^{-1}.
\]

Taking these together with Lemma 7.9 we see that

\[
\Lambda_b = \sum_{c \in (b^{-1})_+} \chi(b)/\partial(\rho_b) \cdot \sum_{c \in (b^{-1})_+} c(t, y)/(c(\theta, \eta)),
\]

By definition, if \( b' \sim b \), then \( \Lambda_{b'} = \Lambda_b \), and if \( b_1, \ldots, b_h \subseteq A \) represent the ideal classes of \( A \), then \( \mathbb{L}(A; 1) = \Lambda_{b_1} + \cdots + \Lambda_{b_h} \).

On the other hand in order to work with sums over elements of ideals themselves, so as to appeal to Proposition 7.6(b), we change our point of view on \( \Lambda_b \) slightly. Suppose that \( a \subseteq A \) is an integral ideal with \( a \sim b^{-1} \). Then there is a unique \( \gamma \in A_+ \) so that \( ab = (\gamma) \) and thus the function

\[
a \mapsto \frac{a}{\gamma} : a \to b^{-1},
\]

is a bijection. By (98)

\[
\Lambda_b = \sum_{a \in A_+} \chi(b)/\partial(\rho_b) \cdot \sum_{a \in A_+} \chi(\gamma a^{-1})/\partial(\rho_{\gamma a^{-1}})/\gamma \cdot \sum_{a \in A_+} a(t, y)/a(\theta, \eta).
\]

This prompts a definition for any non-zero ideal \( a \subseteq A \): pick any \( \gamma \in A_+ \) so that \( \gamma a^{-1} \subseteq A \) and set

\[
\Lambda_a := \sum_{a \in A_+} \chi(\gamma a^{-1})/\partial(\rho_{\gamma a^{-1}})/\gamma \cdot \sum_{a \in A_+} a(t, y)/a(\theta, \eta).
\]

In this way \( \Lambda_a = \Lambda_{\gamma a^{-1}} \), and since \( \Lambda_b \) depends only on the ideal class of \( b \), we see that \( \Lambda_a \) is independent of the choice of \( \gamma \). Thus if we take \( p_2, \ldots, p_h \subseteq A \) to be the prime ideals of degree 1, which represent the non-trivial ideal classes of \( A \), then

\[
\mathbb{L}(A; 1) = \Lambda_{(1)} + \Lambda_{p_2} + \cdots + \Lambda_{p_h}.
\]
This necessitates the study of the quantities $\partial(\rho_{\gamma P^{-1}})$ and $\chi(\gamma P^{-1})$ for our fixed prime ideal $p$ and corresponding point $P \in E(F_q)$ of order $r$.

**Lemma 7.10.** Let $\gamma \in A_+$ be chosen uniquely so that $p^r = (\gamma)$. For $\sigma = \sigma_p \in \text{Gal}(H/K)$, we have

$$\frac{\gamma}{\partial(\rho_{\gamma P^{-1}})} = \frac{\gamma}{\partial(\rho_{\gamma^p P^{-1}})} = -f(P)^{-1}.$$

**Proof.** The first equality is immediate since $\gamma P^{-1} = p^{r-1}$. From (92),

$$\rho_{\gamma P^{-1}} = \rho_{P^{r-1}} \cdot \rho_{p^{r-1}},$$

and so $\gamma = \partial(\rho_{\gamma P^{-1}}) = \partial(\rho_{P^{r-1}}) \cdot \partial(\rho_{p^{r-1}})$. Thus we see that

$$\frac{\gamma}{\partial(\rho_{\gamma P^{-1}})} = \partial(\rho_{\gamma P^{-1}}) = -f(P)^{\sigma-1} = -f(P)^{-1}$$

by Lemma 7.8.

**Lemma 7.11.** For $P \in E(F_q)$, with corresponding ideal $p \subseteq A$, and Galois automorphism $\sigma = \sigma_p \in \text{Gal}(H/K)$, the following hold.

(a) $V^\sigma = V - P$.

(b) $f(P) = f(V^\sigma)$ and $f(-P) = f(V^{\sigma-1})$.

(c) $f(V^\sigma) f^\sigma(V) = f(P) f(-P)^{\sigma} = \sigma - t_0$.

**Proof.** We observe first that $V^\sigma$ also satisfies equation (13), namely $(1 - \text{Fr})(V^\sigma) = \Xi$, and thus $V^\sigma$ is equal to $V + P'$ for some $P' \in E(F_q)$. Coordinate-wise we have the identity $\Xi \equiv P (\mod \ p)$, and therefore from (13) we have $V - P \equiv V^{(1)} (\mod \ p)$. It follows that

$$t(V - P) \equiv a^\sigma (\mod \ p), \quad y(V - P) \equiv \beta^q (\mod \ p).$$

Since $H = K(\alpha, \beta)$, the definition of the Artin automorphism $\sigma_p$ implies that $t(V - P) = t(V^\sigma)$ and $y(V - P) = y(V^\sigma)$, confirming that $P' = -P$ and proving (a).

For (b) we see from (18) that

$$f(P) = -m + \frac{y + \beta + a_1 \alpha + a_3}{t_0 - \alpha},$$

and we notice that the fraction on the right-hand side is the slope of the line connecting the three points $P$, $-V$, and $V - P$. However, since $V - P = V^\sigma$ we observe that

$$f(P) = -m + \frac{y(V^\sigma) + \beta + a_1 \alpha + a_3}{t(V^\sigma) - \alpha} = f(V^\sigma).$$

Arguing analogously we find that $f(-P) = f(V^{\sigma-1})$.

Now, (b) implies $f(V^\sigma) f^\sigma(V) = f(P) f(-P)^{\sigma}$, which is the first part of (c). To prove the other equality in (c), we let $q = (\theta - t_0, \eta + y_0 + a_1 t_0 + a_3)$ be the ideal corresponding to $-P$. Since $pq = (\theta - t_0)$, we apply (92) to find

$$\rho_{t - t_0} = \rho_{pq} = \rho_{q^\sigma} \rho_{p^\sigma},$$

which implies $\theta - t_0 = \partial(\rho_{q^\sigma}) \partial(\rho_{p^\sigma})$. By Lemma 7.8, $\partial(\rho_{q^\sigma}) = f(P)$ and $\partial(\rho_{p^\sigma}) = f(-P)^{\sigma}$. □

Consider the function $f - f(P)$. We see that it has simple poles at $V$ and $\infty$ and no other poles, and it vanishes at $P$. It follows that

$$(101) \quad \text{div}(f - f(P)) = (P) + (V - P) - (V) - (\infty).$$
Recall also the function $G_p$ from (88). The following lemma gives a description of $G_p^{(1)}$ evaluated at $\Xi$.

**Lemma 7.12.** Let $P \in E(\mathbb{F}_q)$, with corresponding ideal $p \subseteq A$, and Galois automorphism $\sigma = \sigma_p \in \text{Gal}(H/K)$. For the function $G_p$ defined in (88),

$$G_p^{(1)}(\Xi) = -\frac{f(P)\delta(P)}{\delta^{(1)}(P)} = -f^{\sigma^{-1}}(P).$$

**Proof.** We see that $\text{div}(G_p^{(1)}) = (P) + (-V^{(1)} - P) - (-V^{(1)}) - (\infty)$. Let $\Gamma := G_p^{(1)} - G_p^{(1)}(\Xi)$. Now just as in the analysis of (101), we deduce that

$$\text{div}(\Gamma) = (-V) + (\Xi) - (-V^{(1)}) - (\infty) = \text{div}\left(\frac{f\delta}{\delta^{(1)}}\right),$$

where the last equality is checked directly. Also $\widetilde{\text{sgn}}(\Gamma) = 1 = \widetilde{\text{sgn}}(f\delta/\delta^{(1)})$, and so

$$G_p^{(1)} - G_p^{(1)}(\Xi) = f\delta/\delta^{(1)}.$$

Evaluating both sides at $P$ yields

$$G_p^{(1)}(\Xi) = -\frac{f(P)\delta(P)}{\delta^{(1)}(P)},$$

which is the first equality. Now by Lemma (7.11(a)), $\text{div}(f^{\sigma^{-1}}) = (V^{(1)} + P) - (V + P) + (\Xi) - (\infty)$, and thus by (101),

$$\text{div}\left(\frac{f^{\sigma^{-1}} \cdot (f - f(-P))}{f^{(1)} - f^{(1)}(-P)}\right) = (V^{(1)}) - (V) + (\Xi) - (\infty) = \text{div}(f).$$

The functions have the same sign, so

$$f^{\sigma^{-1}} \cdot (f - f(-P)) = f \cdot f^{(1)} - f^{(1)}(-P).$$

A quick calculation from (18) reveals that

$$f(P) - f(-P) = \frac{2y_0 + a_1t_0 + a_3}{\delta(P)},$$

and moreover, $f^{(1)}(P) - f^{(1)}(-P) = (f(P) - f(-P))^{(1)} = (2y_0 + a_1t_0 + a_3)/\delta^{(1)}(P)$, since $P$ is $\mathbb{F}_q$-rational. Therefore, evaluating both sides of (102) at $P$ yields the second equality in the statement of the lemma. \qed

**Proof of Theorem 7.3.** If we take $a = (1)$ in (99), then we quickly see that $\Lambda_{(1)} = L(A; 1)$. By Theorem 7.1 and (100), we are done if we can show that for a prime ideal $p = (\theta - t_0, \eta - y_0) \subseteq A$, with corresponding point $P = (t_0, y_0) \in E(\mathbb{F}_q)$ and Artin automorphism $\sigma = \sigma_p \in \text{Gal}(H/K)$,

$$\Lambda_p = -\left(\frac{\delta^{(1)}}{f}\right)^{\sigma^{-1}} \frac{\pi_p}{\omega_p}.$$

(103)
We calculate \( \Lambda_p \) by starting with \((99)\). Choose \( \gamma \in A_+ \) so that \( p^r = (\gamma) \), where \( r \) is the order of \( p \) in \( \text{Cl}(A) \). Let \( q = (\theta - t_0, \eta + y_0 + a_1 t_0 + a_3) \) correspond to \(-P\), so that \( p q = (\theta - t_0) \) and therefore \((\theta - t_0) p^{-1} = \gamma q \). By Lemma \((7.9)\)

\[
\chi(\gamma q) = \gamma \chi(q) = \gamma (f - f(-P)),
\]

but on the other hand \( \chi(\gamma q) = \chi((\theta - t_0) \gamma p^{-1}) = (t-t_0) \chi(\gamma p^{-1}) \). Combining these equations,

\[
(104) \quad \chi(\gamma p^{-1}) = \frac{\gamma (f - f(-P))}{t-t_0}.
\]

Substituting this equation and the formula from Lemma \((7.10)\) into \((99)\), we have

\[
(105) \quad \Lambda_p = -\frac{f^\sigma(P)(f - f(-P))}{t-t_0} \sum_{a \in p_+} \frac{a(t, y)}{a(\theta, \eta)}.
\]

By Proposition \((7.8)\)(b), we see that

\[
(106) \quad \sum_{a \in p_+} \frac{a(t, y)}{a(\theta, \eta)} = \lim_{i \to \infty} \sum_{j=0}^{i+1} S_{p, j} = \lim_{i \to \infty} \frac{v^{(i)}(\Xi)}{\nu^{(i)}} \cdot \frac{g_{p, i+1}^{(1)}}{g_{p, i+1}^{(1)}(\Xi)} \cdot \frac{f^{(1)} \cdots f^{(i)}}{f^{(1)} \cdots f^{(i)}|\Xi}}.
\]

We recall from \((86)\) that \( g_{p, i+1} = \delta \cdot \lambda_{p, i+1} \cdot G_p \), and in a similar manner to the proof of Proposition \((7.7)\)(b), we verify that in \( \mathbb{T}[y] \) we have \( \lim_{i \to \infty} \lambda_{p, i+1}^{(1)} = 1 \), and so

\[
\lim_{i \to \infty} \frac{g_{p, i+1}^{(1)}}{g_{p, i+1}^{(1)}(\Xi)} = \frac{\delta^{(1)}(\Xi)}{\delta^{(1)}(\Xi)} \cdot \frac{G_p^{(1)}}{G_p^{(1)}(\Xi)}.
\]

Thus using this limit and Proposition \((7.7)\) in \((106)\), we find

\[
\sum_{a \in p_+} \frac{a(t, y)}{a(\theta, \eta)} = - \frac{G_p^{(1)}}{G_p^{(1)}(\Xi)} \cdot \frac{\delta^{(1)} \cdot \pi_\rho}{f \omega_\rho},
\]

and substituting this into \((105)\) and using Lemma \((7.12)\), we obtain

\[
(107) \quad \Lambda_p = -\frac{(f - f(-P))G_p^{(1)}}{t-t_0} \cdot \frac{\delta^{(1)} \cdot \pi_\rho}{f \omega_\rho}.
\]

Now by \((85)\) and \((101)\),

\[
\text{div} \left( \frac{(f - f(-P))G_p^{(1)}}{t-t_0} \right) = (V + P) - (V) + (-V^{(1)} - P) - (-V^{(1)})
\]

\[
= (-(-V^{(1)}) - (V) + (\Xi) + (\infty))
\]

\[
+ ((-V^{(1)} - P) + (V + P) - (\Xi) - (\infty))
\]

\[
= \text{div} \left( \frac{f}{\delta^{(1)}} \cdot \left( \frac{\delta^{(1)}}{f} \right)^{\sigma^{-1}} \right),
\]

where the last equality follows from Lemma \((7.11)\)(a). Since both functions have \( \text{sgn} = 1 \), they are equal. Substituting into \((107)\) we obtain \((103)\), which concludes the proof. \( \square \)
Proof of Corollary 7.4. By Theorem 4.6 and its proof we see that \((\sigma^{(1)} \pi \rho/ f \omega)|_{\Xi} = -1\), and so by Theorem 7.3
\[
L(A; 1)_{\Xi} = \sum_{\sigma \in \text{Gal}(H/K)} \frac{f}{\sigma^{(1)}} \cdot \left(\frac{\sigma^{(1)}}{f}\right)^{\sigma^{-1}}|_{\Xi}.
\]
By (108), since \(f(\Xi) = 0\), for each \(\sigma \in \text{Gal}(H/K)\) we have
\[
\frac{f}{\sigma^{(1)}} \cdot \left(\frac{\sigma^{(1)}}{f}\right)^{\sigma^{-1}}|_{\Xi} = -\frac{f(-P) G^{(1)}_{\rho}(\Xi)}{\theta - t_0} = \frac{f(-P) f^{\sigma^{-1}}(P)}{\theta - t_0} = 1,
\]
where the second equality follows from Lemma 7.12 and the third from Lemma 7.11(c).

8. PROOF OF A THEOREM OF ANDERSON

In this section we use the techniques of [3, 7] to give a new proof of one of the main results of Anderson [2] for our Drinfeld module \(\rho\).

Theorem 8.1 (Anderson [2 Thm. 5.1.1]). Let \(B\) be the integral closure of \(A\) in \(H\). For any \(b \in B\), the power series
\[
E(b; z) := \exp_\rho\left(\sum_{a \subseteq A} \frac{b^a}{\partial(\rho_a)} z^{q^a} a\right) \in H[[z]]
\]
is in fact a polynomial in \(H[z]\) of degree equal to \(q^{a-1+\deg b}\). Moreover, if we let \(r = q - 1 + \deg b\), then we can find \(b_1, \ldots, b_{r-1} \in H\) so that \(E(b; z) = bz + b_1 z^q + \cdots + b_{r-1} z^{q^{r-1}} + z^{q^r}\).

Remark 8.2. Anderson proved that \(E(b; z)\) is actually an element of \(B[z]\), and it would be interesting to see how the methods here can be used to establish the \(B\)-integrality of \(E(b; z)\), which is not immediately apparent. Anderson subsequently proved a more general result in [3 Thm. 3], which includes an additional twisting parameter in a second variable. We suspect the methods of this section could be used to approach this result as well, but we do not pursue it here. Recently Anglèès, Ngo Doc, and Tavares Ribeiro [8] have given another proof of [3 Thm. 3] using class module formulas and Stark units.

Remark 8.3. Our methods do achieve a slight improvement over Anderson’s original theorem. Anderson proved that the degree in \(z\) of \(E(b; z)\) is bounded above by \(q^{\max \deg b}\), but we find the exact value and show that the leading term of \(E(b; z)\) is in fact \(z^{q^{\max -1+\deg b}}\) with coefficient 1.

Originally Theorem 8.1 was inspired by work of Thakur [43] that expressed Goss zeta values for \(A\) at \(s = 1\) in terms of \(\log_\rho\) evaluated at algebraic arguments when the class number of \(A\) is 1. Later Thakur [45] §8.10 gave a proof of Anderson’s main theorem of [3] in the case \(A = \mathbb{F}_q[\theta]\), using formulas for power sums and reciprocal sums of polynomials due to Carlitz, Gekeler, and Lee. Our methods here are similar to Thakur’s (who incidentally also encountered obstacles on \(\mathbb{F}_q[\theta]\)-integrality in some cases). Broadly, our main tools in proving Theorem 8.1 are the summation formulas of [10] combined with evaluation properties of the shtuka function from [7]

For \(b \in B\), we define \(L(b; z)\) so that \(E(b; z) = \exp_\rho(L(b; z)))\),
\[
L(b; z) := \sum_{a \subseteq A} \frac{b^a}{\partial(\rho_a)} z^{q^a} a = \sum_{i=0}^\infty c_i z^{q^i} \in H[[z]],
\]
and
We remark that this quantity is the same as \(1/\mu\) and at the same time fix the sequence of coefficients \(\{c_i\} \subseteq H\). For a non-zero ideal \(a \subseteq A\) we pick \(\gamma \in A_+\) so that \(\gamma a^{-1} \subseteq A\), and we set
\[
(110) \quad \mathcal{L}_a(b; z) := \frac{\gamma \cdot b^\sigma a^{-1}}{\partial(\rho_{\gamma a^{-1}})} \sum_{a \in A_+} \frac{z^{q^{\deg a - \deg a}}}{a} \in H[[z]].
\]

**Lemma 8.4.** Let \(b \in B\).

(a) For a non-zero ideal \(a \subseteq A\), the series \(\mathcal{L}_a(b; z)\) in (110) is independent of the choice of \(\gamma \in A_+\) and depends only on the ideal class of \(a\) in \(\text{Cl}(A)\).

(b) If \(a_1, \ldots, a_h \subseteq A\) represent the ideal classes of \(A\), then
\[
\mathcal{L}(b; z) = \mathcal{L}_{a_1}(b; z) + \cdots + \mathcal{L}_{a_h}(b; z).
\]

**Proof.** This formulation for \(\mathcal{L}(b; z)\) is due to Lutes [29, §V], and the arguments are similar to the definition of \(\Lambda_a\) in [19] and the sum for \(\mathcal{L}(A; 1)\) in (100). The independence from the choice of \(\gamma\) is shown using (97): if \(b = \gamma a^{-1}\) and \(c = \gamma' a^{-1}\) are both integral ideals with \(\gamma, \gamma' \in A_+\), then \(\gamma b = \gamma c\) and so by (97), \(\gamma' \cdot \partial(\rho_a) = \gamma \cdot \partial(\rho_c)\), which yields the desired result. Showing that \(\mathcal{L}_a(b; z)\) depends only on the ideal class of \(a\) involves a similar calculation and we skip the details. For (b), we note that if \(c\) is an integral ideal and \(c \in A_+\) is chosen so that \(b := \gamma c^{-1} \subseteq A\), then the sum \(\mathcal{L}(b; z)\) from (110) taken only over ideals \(a \neq 0\) equivalent to \(c\) equals
\[
(111) \quad \sum_{a \sim c} b^\sigma a \cdot z^{q^{\deg a}} \frac{1}{\partial(\rho_a)} = \sum_{v \in (\mathcal{C}^{-1})_+} b^\sigma a \cdot z^{q^{\deg v - \deg c}} \frac{1}{\partial(\rho_v)} = \sum_{u \in B_+} b^\sigma a \cdot z^{q^{\deg u - \deg b}} \frac{1}{\partial(\rho(u/c)\gamma)}.
\]

Pick \(\gamma \in A_+\) so that \(\gamma b^{-1} \subseteq A\), and so
\[
\partial(\rho(u/c)\gamma) = \frac{\partial(\rho(u/c)\gamma)}{\gamma} = \frac{u \cdot \partial(\rho_{\gamma b^{-1}})}{\gamma}.
\]

It follows from this that the sum in (111) is \(\mathcal{L}_b(b; z)\), and then (b) follows from (a). \(\square\)

**Proposition 8.5.** Let \(b \in B\), and recall that \(\mathcal{L}(b; z) = \sum c_i z^{q^i} \in H[[z]]\) as defined in (109). Then for \(i \geq 1\),
\[
c_i \ell_i = \frac{f(i)}{\delta(i+1)} \sum_{\sigma \in \text{Gal}(H/K)} b^\sigma f(\nu(\sigma V))\]
where \(\ell_i\) is the denominator of the \(i\)-th coefficient of \(\log_p\) in (35).

**Proof.** Let \(p_2, \ldots, p_h\) be the prime ideals of degree 1, as in (100). By Lemma 8.4(b), we can write \(\mathcal{L}(b; z) = \mathcal{L}_{(1)}(b; z) + \mathcal{L}_{p_2}(b; z) + \cdots + \mathcal{L}_{p_h}(b; z)\), and by (110), we see that
\[
(112) \quad \mathcal{L}_{(1)}(b; z) = b \cdot \sum_{i=0}^\infty S_i z^{q^i}.
\]
Combining (35), (82), and Theorem 5.5(a), we have for \(i \geq 2\),
\[
(113) \quad S_i \ell_i = \frac{\nu(i)}{\delta(i+1)\lambda_i^{(1)}} \sum_{\sigma \in \text{Gal}(H/K)} b^\sigma f(\nu(\sigma V))\]
We remark that this quantity is the same as \(1/\mu_i\) in Thakur [43, Thm. IV].
 Likewise, if we temporarily fix $p := p_k$ to be any one of the primes of degree 1 with corresponding $\mathbb{F}_q$-rational point $P$ and Galois automorphism $\sigma$ and fix $\gamma \in A_+$ such that $p^r = (\gamma)$, then by Lemma 7.10 and (110),

$$
(114) \quad \mathcal{L}_p(b; z) = -b^{\sigma^{-1}} \cdot f(P)^{\sigma^{-1}} \cdot \sum_{i=0}^{\infty} S_{p,i+1} z^{-i}.
$$

Combining (35), (86)—(88), Theorem 6.5(b), and Lemma 7.12, we find for $i \geq 1$,

$$
(115) \quad -f(P)^{\sigma^{-1}} \cdot S_{p,i+1} \ell_i = -f(P)^{\sigma^{-1}} \cdot \frac{\nu(i)}{\delta(i+1) \lambda^{(1)}_{p,i+1} G^{(1)}_p} \bigg|_\Xi = \frac{\nu(i)}{\delta(i+1) \lambda^{(1)}_{p,i+1}} \bigg|_\Xi.
$$

Taking (112)–(115) together, we see that for $i \geq 2$,

$$
(116) \quad c_i \ell_i = \frac{\nu(i)}{\delta(i+1)} \left( b \left( \frac{b^{\sigma^{-1}}}{\lambda^{(1)}_{p,i+1}} \right) \right) \bigg|_\Xi,
$$

where the sum is over all prime ideals $p \subseteq A$ of degree 1. Now, evaluating $\lambda^{(1)}_i$ at $\Xi$, we see from (17), (18), and (82) that for $i \geq 2$,

$$
\lambda^{(1)}_i(\Xi) = m + \frac{\alpha^q + a_1 \alpha^q + a_3 + \beta^q}{\alpha^{q^i} - \alpha^q} = m + q^i + a_1 + f^{(1)}(V^{(i)}).
$$

However, using (22) and (25), we then find that

$$
(117) \quad \lambda^{(1)}_i(\Xi) = \frac{t - \theta}{f} \bigg|_{V^{(i)}}.
$$

Similarly, we see from (17), (18), and (87) that for $i \geq 1$,

$$
\lambda^{(1)}_{p,i+1}(\Xi) = m^{\sigma^{-1}} + (m^{\sigma^{-1}})^q + a_1 + (f^{\sigma^{-1}})^{p(i)}(V^{(i)}),
$$

and again from (22) and (25) we have

$$
(118) \quad \lambda^{(1)}_{p,i+1}(\Xi) = \frac{t - \theta}{f^{\sigma^{-1}}} \bigg|_{V^{(i)}}.
$$

Now $\left( t - \theta \right)_{V^{(i)}} = -\delta^{(i)}(\Xi)$, and so (116)–(118) imply that for $i \geq 2$,

$$
(119) \quad c_i \ell_i = \frac{f^{(i)}}{\delta(i+1)} \bigg|_\Xi \cdot \sum_{\sigma \in \text{Gal}(H/K)} b^\sigma \cdot f^\sigma(V^{(i)}),
$$

as desired. It remains to verify the proposition when $i = 1$, but this follows from (115), (118), and the fact that $f(V^{(1)}) = 0$. \qed

Consider now the isogeny $1 - Fr : E \to E$. If we use coordinates $(t, y)$ on the second copy of $E$ and new coordinates $(\phi, \psi)$ on the first copy of $E$, then we have an induced embedding of fields

$$
(1 - Fr)^* : \mathbb{F}_q(t, y) \hookrightarrow \mathbb{F}_q(\phi, \psi).
$$

It will be convenient to let $\widetilde{E}$ be the copy of $E$ in $(\phi, \psi)$-coordinates. We let $H := \mathbb{F}_q(\widetilde{E}) = \mathbb{F}_q(\phi, \psi)$, and we identify $K$ as a subfield of $H$ via $(1 - Fr)^*$. Now $H/K$ is an abelian unramified extension that is completely split at $\infty$, and so $H$ is contained in the Hilbert class field of $K$, but since $[H : K] = \#E(\mathbb{F}_q)$, by maximality $H$ is in fact equal to the Hilbert class field of $K$. 


For $g \in K$ and $Q \in \tilde{E}$, since $g \in H$, we can evaluate $g$ at $Q$. Since $E$ and $\tilde{E}$ are in fact the same, this can lead to confusion, so we will sometimes let $\tilde{g} \in H$ denote the image of $g$ in $H$ via $(1 - Fr)^\ast$. Having done this we then have
\begin{equation}
\tilde{g}(Q) = g((1 - Fr)(Q)) = g(Q - (1)).
\end{equation}
In particular,
\begin{equation}
\tilde{g}(V) = g(V - (1)) = g(\Xi).
\end{equation}
From this we also see that $\phi$, $\psi$ satisfy the equations in $H$,
\begin{equation}
\tilde{I}((\phi, \psi)) = I((\phi, \psi) - (\phi, \psi)^{(1)}) = t, \quad \tilde{g}((\phi, \psi)) = y((\phi, \psi) - (\phi, \psi)^{(1)}) = y,
\end{equation}
where the left-hand sides are rational functions in $\phi$, $\psi$ given by the first and second coordinates of the point $(\phi, \psi) - (\phi, \psi)^{(1)} \in E$, whereas the right-hand sides are the functions $t$, $y \in K \subset H$. Thus if we extend the evaluation isomorphism $\iota : K \xrightarrow{\sim} K$ to $\iota : H \xrightarrow{\sim} H$, we see that $(\iota(\phi), \iota(\psi)) \in E(H)$ satisfies (13). In this way we choose an isomorphism $\iota : H \xrightarrow{\sim} H$ so that $(\iota(\phi), \iota(\psi)) = V$, i.e.,
\begin{equation}
\iota(\phi) = \phi(V) = \alpha, \quad \iota(\psi) = \phi(V) = \beta.
\end{equation}
We denote the inverse of $\iota$ by $\chi : H \xrightarrow{\sim} H$, which is an extension of the canonical isomorphism $\chi : K \xrightarrow{\sim} K$. As previously, for $c \in H$ we will also denote $\chi(c) = \overline{c}$. There is then a natural isomorphism
\begin{equation}
\sigma \mapsto \overline{\sigma} : \text{Gal}(H/K) \to \text{Gal}(H/K)
\end{equation}
for which
\begin{equation}
\overline{\sigma}(c) = \overline{\sigma}(\overline{c}), \quad c \in H,
\end{equation}
thus making the two bar operations compatible. Furthermore,
\begin{equation}
\phi = \overline{\alpha}, \quad \psi = \overline{\beta}.
\end{equation}
For $\sigma \in \text{Gal}(H/K)$, we can pick $P_\sigma \in E(\mathbb{F}_q)$ so that as in Lemma 7.11 we have $V^\sigma = V - P_\sigma$, and moreover we find that
\begin{equation}
\phi^\sigma = t(V - P_\sigma), \quad \psi^\sigma = y(V - P_\sigma).
\end{equation}
Thus on $\tilde{E}$ we have the identity,
\begin{equation}
(\phi^\sigma, \psi^\sigma) = (\phi, \psi) - P_\sigma, \quad \sigma \in \text{Gal}(H/K),
\end{equation}
and in particular for $V \in \tilde{E}$,
\begin{equation}
\phi^\sigma(V) = t(V - P_\sigma) = \alpha^\sigma, \quad \psi^\sigma(V) = y(V - P_\sigma) = \beta^\sigma.
\end{equation}
If we consider the field $H(\tilde{E}) = H(\phi, \psi) = \mathbb{F}_q(\theta, \eta, \alpha, \beta, t, y, \phi, \psi)$ (the compositum of $H$ and $H$), for $g \in H(t, y)$ we can define $\tilde{g} \in H(\phi, \psi)$ as above with the same meaning as in (120).

We now fix the following function in $H(\phi, \psi)$,
\begin{equation}
\mathcal{F} := \frac{\beta + \psi + a_1 \phi + a_3}{\alpha - \phi} - \frac{\psi^a + \psi + a_1 \phi + a_3}{\phi^a - \phi}.
\end{equation}
Returning to the sum in Proposition 8.3, we see that for $\sigma \in \text{Gal}(H/K)$ and $i \geq 1$,
\begin{equation}
f^\sigma(V^{(i)}) = (\mathcal{F}^\sigma)^{(i)}(V),
\end{equation}
where $\mathcal{F}$ acts only on elements of $H$ leaving elements from $H$ fixed. We note that in this equation, $V^{(i)}$ on the left is in $E$ whereas $V$ on the right is in $\tilde{E}$. For fixed $b \in B$ if we let

$$g_b := \sum_{\sigma \in \text{Gal}(H/K)} (\tilde{b} \cdot \mathcal{F})^\sigma \in H(t, y),$$

then by (121),

$$\sum_{\sigma \in \text{Gal}(H/K)} b^\sigma \cdot f^\sigma (V^{(i)}) = \tilde{g}_b^{(i)}(V) = g_b^{(i)}(\xi).$$

Our intermediate goal is to determine information about the divisor of $g_b$ as a function on $E$ with respect to our original $(t, y)$-coordinates.

**Lemma 8.6.** Let $L/\mathbb{F}_q$ be an algebraically closed field, and let $R \in E(L) \setminus E(\mathbb{F}_q)$. Let

$$\kappa_R = \frac{y(R) + y + a_1t + a_3}{t(R) - t} - \frac{y^q + y + a_1t + a_3}{t^q - t} \in L(t, y),$$

and fix $Q_0 \in E(L)$ with $Q_0 - Q_0^{(1)} = R$. Then

$$\text{div}(\kappa_R) = (Q_0) + q(R^{(-1)}) - (R) - q(\infty) + \sum_{P \in E(\mathbb{F}_q), P \neq \infty} ((Q_0 + P) - (P)).$$

**Proof.** We first consider the poles of $\kappa_R$. Let $\kappa_1 = (y(R) + y + a_1t + a_3)/(t(R) - t)$, and let $\kappa_2 = (y^q + y + a_1t + a_3)/(t^q - t)$. Away from $\infty$, $\kappa_1$ has a simple pole at $R$ and no other poles, and $\kappa_2$ has simple poles at each point in $E(\mathbb{F}_q) \setminus \{\infty\}$ and no other poles. The degree of $\kappa_R$ is $q$, and since $R \notin E(\mathbb{F}_q)$, we see that the divisor of poles of $\kappa_R$ is as desired.

For zeros, certainly $\kappa_R$ vanishes at $R^{(-1)}$. Combining the two terms of $\kappa_R$ together and adding and substracting $t(R)y(R)$ in the numerator, we obtain

$$\kappa_R = \frac{t(y^q - y(R)) + (y + a_1t + a_3)(t^q - t(R)) + y(R)(t^q - t(R)) - t(R)(y^q - y(R))}{(t^q - t)(t(R) - t)},$$

from which it follows that the order of vanishing of $\kappa_R$ at $R^{(-1)}$ is at least $q$. If we let $Q = (t, y)$, then $\kappa_1$ is the slope between $R$ and $-Q$ and $\kappa_2$ is the slope between $Q^{(1)}$ and $-Q$. If $Q \neq R^{(-1)}$, then $\kappa_R$ vanishes when $Q^{(1)}$, $-Q$, and $R$ are collinear, i.e., when $R = Q - Q^{(1)}$.

Fix any $Q_0 \in E(L)$ satisfying $Q_0 - Q_0^{(1)} = R$. Since $R \notin E(\mathbb{F}_q)$, we have that $Q_0 \notin E(\mathbb{F}_q)$ and that the three points $R$, $-Q_0$, and $Q_0^{(1)}$ must be distinct. We see that $\kappa_R$ has zeros at each of the distinct points $Q_0 + P$, $P \in E(\mathbb{F}_q)$. Since the degree of the polar divisor is $-q - \#E(\mathbb{F}_q)$, we see that the order of vanishing at $R^{(-1)}$ is exactly $q$ and that each zero at $Q_0 + P$ is simple as desired. \qed

**Proposition 8.7.** For $b \in B$, let $g_b \in H(E) = H(t, y)$ be given as in (126);

(a) The divisor of poles of $g_b$ is precisely $-(\xi) - (q + \deg b)(\infty)$.
(b) $g_b(V) = 0$.
(c) We have $f \cdot g_b \in N = \Gamma(U, O_E(-(V^{(1)})))$, the dual $A$-motive of $\rho$.

**Proof.** The function $\mathcal{F} \in H(\phi, \psi)$ from (126) is the same as $\kappa_V$ from Lemma 8.6 with respect to $(\phi, \psi)$-coordinates and with $R = V$. Letting $\text{div}_\infty(\mathcal{F})$ denote the polar divisor of $\mathcal{F}$, Lemma 8.6 implies

$$\text{div}_\infty(\mathcal{F}) = -(V) - (q - 1)(\infty) - \sum_{P \in E(\mathbb{F}_q)} (P).$$
For $\sigma \in \text{Gal}(H/K)$, it follows from \([124]\) and \([125]\) that $\mathcal{F}_\sigma = \kappa_V(X - P_\sigma)$, i.e., the pullback of $\kappa_V$ by translation by $-P_\sigma$. Therefore by Lemma \([8.6]\)

$$\text{div}_\infty(\mathcal{F}_\sigma) = -(V + P_\sigma) - (q - 1)(P_\sigma) - \sum_{P \in E(F_q)} (P).$$

Now for $b \in B$, we see that

$$\text{div}_\infty(\tilde{g}_b) = \text{div}_\infty\left(\sum_{\sigma \in \text{Gal}(H/K)} (\tilde{b} \cdot \mathcal{F}_\sigma)\right) \geq - \sum_{P \in E(F_q)} ((V + P) + (q + \deg b)(P)).$$

Since $\tilde{g}_b = (1 - Fr)^*(g_b)$, we see that on $E$ with respect to $(t, y)$-coordinates,

$$\text{div}_\infty(g_b) \geq -(1 - Fr)(V) - (q + \deg b)((1 - Fr)(\infty)) = -(\Xi) - (q + \deg b)(\infty).$$

To prove part (a) we need to show that this is an equality. However, $(\tilde{b} \cdot \mathcal{F})^\sigma$ has a simple pole at $V + P_\sigma$ and is regular at $V + P$ for all $P \in E(F_q) \setminus \{P_\sigma\}$. Therefore the sum over all $\sigma \in \text{Gal}(H/K)$ has exactly simple poles at each of $V + P$, $P \in E(F_q)$, and so when descending to $(t, y)$-coordinates, we see that $g_b$ must have a simple pole at $(1 - Fr)(V) = \Xi$. By a similar argument we find that $g_b$ has a pole of order $q + \deg b$ at $\infty$.

To prove part (b) we fix $Q_0 \in \mathcal{E}$ with $Q_0 - Q_0^{(1)} = V$, and we note by Lemma \([8.6]\) that $\mathcal{F}$ vanishes at each $Q_0 + P$, $P \in E(F_q)$. As in the previous paragraph we find that for each $\sigma \in \text{Gal}(H/K)$, the function $\mathcal{F}_\sigma$ also vanishes at each $Q_0 + P$, $P \in E(F_q)$. Therefore, $\tilde{g}_b = \sum_{\sigma}(\tilde{b} \cdot \mathcal{F})^\sigma$ vanishes at these same translates of $Q_0$. It follows that with respect to $(t, y)$-coordinates, $g_b$ vanishes at $(1 - Fr)(Q_0) = V$. Part (c) then follows from (a) and (b).

**Proof of Theorem \([8.7]\)** By Proposition \([8.5]\) and \([127]\), if we let $L(b ; z) = \sum c_i z^{q_i} \in H[[z]]$, then for $i \geq 1$,

$$c_i = -\left(\frac{\text{div}_\infty(f \cdot g_b)}{\delta^{(i)}}\right)_{\Xi}^{(i)}.$$

By Proposition \([8.7]\) we know that $f \cdot g_b \in N$ and that $\text{ord}_\infty(f \cdot g_b) = -(q + 1 + \deg b)$. Thus letting $r = q - 1 + \deg b$, by \([38]\) we can find $e_0, \ldots, e_r \in K$ so that

$$f \cdot g_b = e_0 \delta^{(1)}_f + e_1 \delta f + e_2 \delta^{(1)}_f f f^{(-1)} + \cdots + e_r \delta^{(r+1)} f f^{(-1)} \cdots f^{(-r+1)},$$

and $e_r \neq 0$. We calculate $e_0$ by evaluating at $\Xi$ and find $e_0 = -(f \cdot g_b/\delta^{(1)})(\Xi)$. We note by \([121]\) that $(f \cdot g_b)_{\Xi} = (\tilde{f} \cdot \tilde{g}_b)_{V}$, and on the other hand by \([125]\) and \([126]\),

$$-f \cdot g_b = \tilde{f} \cdot \sum_{\sigma \in \text{Gal}(H/K)} \tilde{b}^\sigma \left(\frac{\psi^\sigma + a_1 \phi^\sigma + a_3 + \beta}{\phi^\sigma - \alpha} + \frac{(\psi^\sigma)^q + \psi^\sigma + a_3 \phi^\sigma + a_3}{(\phi^\sigma)^q - \phi^\sigma}\right),$$

as elements of $H(\phi, \psi)$. Since $\tilde{f}(V) = 0$ and $\phi^\sigma(V) = \alpha^\sigma$, we see that only a single term in this sum is non-zero when we evaluate at $V$, namely

$$-(f \cdot g_b)_{\Xi} = (\tilde{f} \cdot \tilde{g}_b)_{V} = \left(\tilde{f} \cdot \tilde{b} \cdot \frac{\psi + a_1 \phi + a_3 + \beta}{\phi - \alpha}\right)_{V}.$$

Combining with \([31]\)–\([33]\), we have

$$e_0 = -\left(\frac{f \cdot g_b}{\delta^{(1)}}\right)_{\Xi} = b(2 \beta + a_1 \alpha + a_3) \cdot \left(\frac{f}{t - \theta}\right)_{\Xi} \cdot \left(\frac{\tilde{t} - \theta}{\phi - \alpha}\right)_{V}.$$
\[
\frac{b(2\beta + a_1\alpha + a_3)}{2\eta + a_1\theta + a_3} \cdot \left( \frac{\tilde{t} - \theta}{\phi - \alpha} \right) \bigg|_V \\
= \frac{b(2\beta + a_1\alpha + a_3)}{2\eta + a_1\theta + a_3} \cdot \left( \frac{d\tilde{t}}{d\phi} \right) \bigg|_V.
\]

Now \((1 - Fr)^{*(dt/(2y + a_1t + a_3))} = d\phi/(2\psi + a_1\phi + a_3)\), and so
\[
\left( \frac{d\tilde{t}}{d\phi} \right) \bigg|_V = \frac{2\eta + a_1\theta + a_3}{2\beta + a_1\alpha + a_3}.
\]

Thus \(e_0 = b\), and using (109) we see that \(c_0 = b\). Combining this with Proposition 8.5 and (126), we have
\[
\mathcal{L}(b; z) = \sum_{i=0}^{\infty} c_i z^{q^i} = bz - \sum_{i=1}^{\infty} \frac{1}{\ell_i} \left( f \cdot g_b \delta^{(1)} \right)^{(i)} \bigg|_\Xi \cdot z^{q^i}
\]
\[
= bz + \sum_{i=1}^{\infty} \frac{1}{\ell_i \delta^{(i+1)}(\Xi)} \left( \delta^{(i+1)}(\Xi) + \sum_{j=1}^{r} e_j \delta^{(-j+1)} f f^{(-1)} \cdots f^{(-j+1)} \right)^{(i)} \bigg|_\Xi \cdot z^{q^i}.
\]

By (35) (and using that \(f(\Xi) = 0\)), we obtain
\[
\mathcal{L}(b; z) = bz + \sum_{i=1}^{\infty} \frac{1}{\delta^{(1)} f(i) \cdots f(i)} \left( \delta^{(i+1)}(\Xi) + \sum_{j=1}^{r} e_j^{q^i} \delta^{(-j+1)} f^{(i)} \cdots f^{(i-j+1)} \right) \bigg|_\Xi \cdot z^{q^i}
\]
\[
= bz + \sum_{i=1}^{\infty} \left( \frac{b z^{q^i} \ell_i}{\ell_i} + \sum_{j=1}^{\min(i,r)} \left( \frac{e_j^{q^i} z^{q^j}}{\ell_{i-j}} \right) \right)
\]
\[
= \log_b(bz + e_1 z^q + \cdots + e_r^{q^r} z^{q^r}).
\]

Using (129) we can show that \(\tilde{g_b}(f) = 1\), and so by (128) we must have \(e_r = 1\). Therefore
\[
(130) \quad \mathcal{E}(b; z) = bz + e_1 z^q + \cdots + e_r^{q^r-1} z^{q^r-1} + z^{q^r},
\]
as desired. We note that each \(e_j^{q^r} \in H\), since a priori \(\mathcal{E}(b; z) \in H[[z]]\). \qed

Remark 8.8. By the proof above, we can calculate \(\mathcal{E}(b; z)\) explicitly via the decomposition of \(-f \cdot g_b\) as an element of the dual \(A\)-motive \(N\) as in (128). See [9] for examples.

9. Examples

Example 9.1 (Class Number 1). We take \(E_1 : y^2 = t^3 - t - 1\) over \(\mathbb{F}_3\) so that \(E_1(\mathbb{F}_3) = \{\infty\}\). Much of this example has been worked out by Thakur [43 Thm. VI], [44 §2.3(c)]. Thakur shows in the notation of [33] that \(V = (\theta + 1, \eta), m = \eta, \text{ and } x_1 = \eta^3 + \eta, \text{ and moreover,}\)
\[
f = \frac{y - \eta - \eta(t - \theta)}{t - \theta - 1}.
\]

If we fix \(\sqrt{-1} \in \mathbb{F}_9\) and let \(Q = (0, \sqrt{-1}) \in E(\mathbb{F}_9)\), then we can define a Dirichlet character \(\chi_Q : A \to \mathbb{F}_9\) given by \(\chi_Q(a) = a(Q)\). We form the Dirichlet \(L\)-value,
\[
L(\chi_Q, 1) = \sum_{a \in A} \frac{\chi_Q(a)}{a} = L(A; 1)\bigg|_{Q}.
\]
The quantity \( \xi \) in \((51)\) and Theorem 4.6 is \( \xi = -(m + \beta/\alpha) = -\eta(\theta - 1)/(\theta + 1) \), and evaluating the identity in Theorem 7.1 at \( Q \), we find

\[
L(\chi_Q, 1) = -\frac{\sqrt{-1}(\theta^2 + 1)^{1/2}}{\eta^{3/2}(\theta^3 - 1)^{1/2}} \cdot \left(1 + \frac{\sqrt{-1}}{\eta^3(\theta^3 - 1)}\right)^{-1/8} \cdot \left(1 + \frac{\sqrt{-1}}{\eta^3(\theta^3 - 1)}\right)^{-1/8} \cdot \pi_\rho,
\]
thus providing a new formula from the one in [29, Ex. VIII.4].

As an example of the construction in Theorem 8.1, following the exposition in [16] we have \( H = \mathbb{F}_3(\phi, \psi) = K = \mathbb{F}_3(t, y) \), since \( \#E(\mathbb{F}_3) = 1 \), and we find that

\[
\phi = \overline{\theta} + 1 = t + 1, \quad \psi = \overline{\eta} = y.
\]

We then have from \((125)\)

\[
\mathcal{F} = \frac{\eta + y}{\theta - t} - \frac{y^3 + y}{t^3 - t} = \frac{\eta + y}{\theta - t} - y.
\]

One verifies that by taking \( b = 1 \) in \((126)\),

\[
g_1 = -f \cdot \mathcal{F} = \delta^{(1)} + \eta^{1/3} \delta f + \delta^{(-1)} f f^{(-1)},
\]
which by \((130)\) then implies that as power series in \( K[[z]] \),

\[
\sum_{a \in A_+} \frac{z^{3\deg a}}{a} = \log_\rho(z + \eta z^3 + z^9),
\]
thus confirming a formula of Anderson [21, p. 492].

**Example 9.2** (Class Number 2). We take \( E_2 : y^2 = t^3 - t^2 - t \) over \( \mathbb{F}_3 \) so that \( E_2(\mathbb{F}_3) = \{(0, 0), \infty\} \) (cf. Hayes [27, Ex. 11.7], Lutes [29, Exs. VIII.5–6]). We let \( P = (0, 0) \) and \( a = (\theta, \eta) \). We find that \( H = K(\sqrt{\theta}) \), that \( a^2 = (\theta) \), and that

\[
V = (\alpha, \beta) = \left(-\theta - 1 - \frac{\eta}{\sqrt{\theta}}, -\eta - \theta \sqrt{\theta} - \sqrt{\theta}\right).
\]

Of some use is that \( \alpha \) is a fundamental unit for \( B \subset H \), and in spite of appearances one checks that \( \text{sgn}(\alpha) = \text{sgn}(\beta) = 1 \) as in \((15)\). We calculate that \( m = -\eta - \theta \sqrt{\theta} + \sqrt{\theta} \), and so

\[
f = \frac{y - \eta - (-\eta - \theta \sqrt{\theta} + \sqrt{\theta})(t - \theta)}{t + \theta + 1 + (\eta/\sqrt{\theta})}.
\]

We find that \( f(P) = \xi \) in \((51)\), and moreover that \( \xi = \eta + \theta \sqrt{\theta} + \theta = -\beta = -\sqrt{\theta} \alpha \), and thus \( \rho_\tau = \tau + \sqrt{\theta} \alpha \). We also calculate that the coefficient \( x_1 \) in \( \rho_t \) from \((22)\) is

\[
x_1 = \sqrt{\theta} - \theta^4 \cdot \sqrt{\theta} - \eta - \eta^3.
\]

We let \( \chi_P : A \to \mathbb{F}_3 \) be the Dirichlet character defined by \( \chi_P(a) = a(P) \), which peels off the constant term of \( a \), and evaluating the identity in Theorem 7.1 at \( P \) we find

\[
L(\chi_P, 1) = \sum_{a \in A_+} \frac{\chi_P(a)}{a} = L(A; 1)|_P = \frac{\sqrt{-1} \cdot \alpha^{3/2}}{\theta^{3/4}} \cdot \pi_\rho,
\]
noting that \( \omega_P(P) = (-\sqrt{\theta} \alpha)^{1/2} \). (The choice of \( \sqrt{-1} \) is made to be consistent with the one taken in \((51)\).) By way of an application of Theorem 7.3 we calculate

\[
L(A; 1)|_P = \frac{\sqrt{-1} \cdot (a^2 - (\alpha^\sigma)^2)}{\theta^{3/4} \cdot \sqrt{\alpha}} \cdot \pi_\rho = \frac{\sqrt{-1} \cdot \eta(\theta + 1)}{\theta^{5/4} \cdot \sqrt{\alpha}} \cdot \pi_\rho.
\]
Then taking $\gamma = \theta$ for $\Lambda_p$ in (99), we obtain
\[
\Lambda_p = \frac{\chi(p)}{\partial(p)} \sum_{a \in \mathbb{P}_+} \frac{a(t, y)}{\alpha} = \frac{\sqrt{\theta}}{\alpha} \cdot \frac{f - f(P)}{t} \cdot \sum_{a \in \mathbb{P}_+} \frac{a(t, y)}{\alpha}.
\]
We find that $a \in p$, then
\[
\frac{(f - f(P)) \cdot a(t, y)}{t} = \frac{(a(t, y)/y)(P)}{\alpha},
\]
where if we write $a(t, y) = b(t) + c(t)y$ with $b, c \in \mathbb{F}_3[t]$, then $(a(t, y)/y)(P) = c(0)$. Thus if we define $\tilde{\chi}_P : p \to \mathbb{F}_3$ by $\tilde{\chi}_P(a) = (a(t, y)/y)(P)$ with corresponding Dirichlet series $L(\tilde{\chi}_P, s)$, then by (100) and (131),
\[
L(\mathbf{A}; 1) \mid_p = L(\chi_P, 1) + \frac{\sqrt{\theta}}{\alpha^2} \cdot L(\tilde{\chi}_P, 1) = \frac{\sqrt{-1}}{\theta^{5/4}} \cdot \frac{\eta(\theta + 1)}{\sqrt{\alpha}} \cdot \pi_p.
\]
For the construction in Theorem 8.1 we observe that $H(\phi, \psi) = \mathbb{F}_3(\sqrt{\theta}, \eta, \sqrt{t}, y)$. We see that $\phi, \psi$ satisfy the equations $\phi^2 - (t + 1)\phi - 1 = 0$ and $\psi^2 - t\phi^2 = 0$. Moreover,
\[
\begin{align*}
\phi &= \sigma = -t - 1 - \frac{y}{\sqrt{t}} \\
\psi &= \beta = -y - t\sqrt{t} - \sqrt{t}, \\
\phi^\sigma &= \sigma^\sigma = -t - 1 + \frac{y}{\sqrt{t}} \\
\psi^\sigma &= \beta^\sigma = -y + t\sqrt{t} + \sqrt{t},
\end{align*}
\]
where $\sigma$ is the element of order 2 in $\text{Gal}(H/K)$. Then using $b = 1$ in (126) one computes
\[
-f \cdot g_1 = -f \cdot (3 + 3^\sigma) = \delta^{(1)} + m^{1/3} \delta f + \delta^{(-1)} f f^{(-1)},
\]
which combined with (130) gives
\[
\sum_{a \in A} \frac{z^{q^{\log a}}}{\partial(p_a)} = \log_p(z + m z^3 + z^9).
\]
On the other hand, using $b = \sqrt{\theta}$ in (126), we have $g_{\sqrt{\theta}} = \sqrt{\theta} \cdot 3 - \sqrt{t} \cdot 3^\sigma$, and we verify
\[
-f \cdot g_{\sqrt{\theta}} = \delta^{(1)} - \left( \theta - \frac{\alpha \eta}{\theta} \right)^{1/3} \delta f + x_1^3 \delta f^{(-1)} + x_1 \delta f^{(-1)} + \delta^{(-2)} f f^{(-1)}.
\]
If for an ideal $a \subseteq A$ we let $\epsilon(a) = \pm 1$ depending on whether $a$ is or is not principal, then (130) yields the identity in $H[[z]]$,
\[
\sum_{a \subseteq A} \frac{\epsilon(a) \sqrt{\theta} \cdot z^{q^{\log a}}}{\partial(p_a)} = \log_p\left( \sqrt{\theta} z - \left( \theta - \frac{\alpha \eta}{\theta} \right) z^3 + x_1 z^9 + z^{27} \right).
\]
We note that (133) and (134) agree with previous calculations of Lutes [29, p. 125].
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