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Abstract

In this work we examine quantum states which have non-negative amplitudes (in a fixed basis) and the channels which preserve them. These states include the ground states of stoquastic Hamiltonians and they are of interest since they avoid the Sign Problem and can thus be efficiently simulated. In optimization theory, the convex cone generated by such states is called the set of completely positive (CP) matrices (not be confused with completely positive superoperators). We introduce quantum channels which preserve these states and call them completely positive completely positive. To study these states and channels, we use the framework of resource theories and investigate how to measure and quantify this resource.
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1 Introduction

There are several notions of what it means for a Hermitian matrix $X$ to be “non-negative”. For instance, we could require that $X$ has non-negative eigenvalues; such matrices are called positive semidefinite (PSD) and we denote the set of them by $\mathcal{PSD}$. If we further wish the entries to be non-negative (in some fixed basis), then such matrices are called doubly non-negative (DNN), the set of which is denoted $\mathcal{DNN}$. There are, however, many other useful definitions of non-negativity. For example, the set of completely positive (CP) matrices, denoted $\mathcal{CP}$, is defined as

$$\mathcal{CP} \equiv \text{conv}\{xx^\top : x \geq 0\}$$

where, again, entrywise non-negativity of the vector $x$ is with respect to a fixed basis, as is the transpose $x^\top$. It is straightforward to see that we have the inclusions

$$\mathcal{CP} \subseteq \mathcal{DNN} \subseteq \mathcal{PSD}.$$  

Moreover, it can be shown that $\mathcal{CP}$ and $\mathcal{DNN}$ are the same if and only if the matrices are of size $4 \times 4$ or smaller [1].
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Optimizing over the set of doubly non-negative matrices can be done efficiently using semidefinite programming, but, on the other hand, optimizing over $CP$ is NP-hard [2]. Many natural NP-hard problems can be modelled via an optimization over the set of CP matrices as a cone program, and its relaxation to the set of DNN matrices gives a semidefinite programming relaxation to such problems which, as mentioned above, can be solved efficiently.

Although CP matrices are well-studied in the optimization community [3, 4], they have seen only a few applications in the quantum information theory literature. Some examples of such applications include the fact that a mixed Dicke state is separable if and only if a certain associated matrix is CP [5, 6], the related fact that copositive matrices (which are dual to CP matrices) can be used to construct symmetric entanglement witnesses [7], and the use of completely positive matrices in determining separability or entanglement of quantum states with diagonal unitary symmetries [8, 9]. CP matrices also arise in the study of classical correlations with respect to a non-local game [10].

Indeed, when one utters the words “completely positive”, a quantum information theorist is almost surely going to think of superoperators. A superoperator $\Phi$ is said to be positive if it maps PSD matrices to PSD matrices (not necessarily of the same dimension) and is said to be completely positive \footnote{We use $CP$ to denote the set of completely positive matrices and avoid using any notation for completely positive superoperators to avoid confusion.} if $(I_k \otimes \Phi)$ is positive for all $k \in \mathbb{N}$, where $I_k$ is the identity map on $k \times k$ matrices. This notion of complete positivity is one of two ingredients in the definition of a quantum channel (the other being trace-preservation).

In this paper, we combine the two notions of complete positivity and look at superoperators which map CP matrices to CP matrices (not necessarily of the same dimension) as in the following (informal) definition. (A formal definition can be found in Section 2).

**Definition 1.** A superoperator $\Phi$ is said to be a completely positive completely positive (CPCP) map if, for all $k \in \mathbb{N}$, we have

$$\begin{align*}
(I_k \otimes \Phi)(X) \text{ is CP whenever } X \text{ is CP.}
\end{align*}$$

We denote the set of completely positive completely positive maps by $CPCP$.

We show that CPCP maps are also completely positive, and are thus valid quantum channels as long as they are also trace-preserving. This paper studies CPCP quantum channels and how they act on particular quantum states, most notably the states that are represented by a CP density matrix, which we now discuss.

A density matrix is a positive semidefinite matrix with unit trace. Density matrices are the most general description of a quantum state, and we identify quantum states with their density matrices. If a quantum state $\rho$ has rank 1 then it can be written as $xx^*$ for some column vector $x$ satisfying $\|x\|_2 = 1$. In this case, we identify the quantum state with $x$ itself and it is called a pure state. In this paper we use Dirac notation for pure states, i.e., the notation $|v\rangle$ refers to a column vector/pure quantum state with $\||v\rangle\|_2 = 1$, and we only use this notation for vectors with unit norm. The notation $\langle v|$ is defined as $\langle v| \overset{\text{def}}{=} |v\rangle^*$, the conjugate transpose of $|v\rangle$. Notice that $|v\rangle \langle v|$ is a rank-1 density matrix.

When we say that a quantum state $\rho$ is CP, we mean that $\rho \in C\mathbb{P}$ and $\text{Tr}(\rho) = 1$. Indeed, every CP quantum state can be decomposed as

$$\begin{align*}
\sum_{i=1}^{n} \lambda_i |v_i\rangle \langle v_i|,
\end{align*}$$

where $|v_1\rangle, \ldots, |v_n\rangle \geq 0$ (with this inequality being meant entrywise), and $\lambda_1, \ldots, \lambda_n \geq 0$ satisfy $\sum_{i=1}^{n} \lambda_i = 1$. We see that $|v\rangle \geq 0$ means that $|v\rangle$ can be written as a non-negative linear combination of the fixed basis vectors, or in quantum terms, has non-negative amplitudes. Such quantum states are obviously preserved under CPCP quantum channels.
One reason that CP quantum states are interesting is because they are ground states of *stoquastic Hamiltonians*. A Hamiltonian is represented by a Hermitian matrix $H$ and a quantum state $\rho$ is in its ground space if it satisfies

$$\text{Tr}(H\rho) = \lambda_{\text{min}}(H),$$

(5)

where $\lambda_{\text{min}}$ denotes the minimum eigenvalue. The Hamiltonian $H$ is said to be *stoquastic* if all of its off-diagonal matrix elements (in a fixed basis) are real and non-positive. It follows from the Perron-Frobenius theorem that there exists a ground state of such a Hamiltonian that is CP. These quantum states are well-suited to Quantum Monte Carlo methods since they avoid the so-called *Sign Problem* and can thus be efficiently simulated [11]. Dealing with the Sign Problem is one of the biggest challenges in the study of many-body quantum systems. Therefore, deciding whether a quantum state is CP (in some basis) is very closely related to the task of deciding whether it can be simulated efficiently using Quantum Monte Carlo methods.

To give a framework for studying CP quantum states and CPCP quantum channels, we examine them from the perspective of a resource theory. Resource theories [12] have been very effective for studying other interesting notions in quantum mechanics such as entanglement [13], coherence [14], and quantum computation with stabilizer states and operations [15], to name a few. Briefly, a resource theory has a set of *free resources* (in our context, CP quantum states) and a set of *free operations* which preserve the free states (in our context, CPCP quantum channels). A quantum state which is not free is said to be *resourceful*. In this paper, we introduce and explore the resource theory for non-negativity of quantum amplitudes that arises from considering these sets of free states and free operations. In particular, we investigate questions such as:

- How resourceful is a particular state?
- What is the most resourceful state?
- Can we experimentally witness non-freeness of a state?
- Are free operations physically or operationally motivated?

The resource theory we develop in this paper has close connections to other possible and existing resource theories. Another definition of a pure CP quantum state $|\psi\rangle$ is that each of its entries has the same relative phase, i.e., there exists $\theta \in [0, 2\pi)$ such that $e^{i\theta}|\psi\rangle \geq 0$. This is because this phase does not appear in the outer product $|\psi\rangle\langle \psi|$. So, the resource theory of non-negative amplitudes could equivalently be considered as a resource theory of “phaseyness”, which is closely related to the already-investigated resource theory of “imaginarity” [16, 17]. Also, since CP quantum states are efficiently simulatable, this resource theory is closely related the resource theory of efficient simulatable quantum states. Towards the end of the paper, we compare the resource theory of non-negative amplitudes to the resource theory of coherence.

**Paper organization.** We introduce our notation and mathematical preliminaries needed for our results in Section 2. We then start building up our resource theory by exploring its set of free states in Section 3, which as mentioned earlier are the CP quantum states. In Section 4 we explore the cone dual to the set of free states, which act for witnesses of this resource. In Section 5 we introduce various families of quantum channels that preserve these free states and thus act as free operations in this resource theory. We then explore various ways of measuring how resourceful a state is in Section 6 and discuss the most resourceful state. We then close in Section 7 with some remarks about how this resource theory relates to the resource theory of coherence, and in Section 8 with some open questions.
2 Mathematical preliminaries and notation

Our notation and terminology is mostly standard in quantum information theory, so we direct the reader to the books [18, 19] for a more thorough introduction. We use “kets” like $|\psi\rangle, |\varphi\rangle \in \mathbb{C}^n$ to denote complex column vectors with (Euclidean) norm 1, which represent pure quantum states, and we use boldface lowercase letters like $\mathbf{v}, \mathbf{w} \in \mathbb{C}^n$ to denote column vectors whose norms perhaps differ from 1. The standard (computational) basis of $\mathbb{C}^n$ is $\{|j\rangle\}_{j=0}^{n-1}$. We use $M_{m,n}$ to denote the set of $m \times n$ complex matrices, $M_n = M_{n,n}$, and $\mathcal{D}_n \subset M_n$ to denote the set of $n \times n$ density matrices (i.e., positive semidefinite matrices with trace 1, which represent mixed quantum states).

Standard inequality signs are meant entrywise, so that $|\psi\rangle \geq 0$ means that every entry of $|\psi\rangle \in \mathbb{C}^n$ is real and non-negative, and $A \geq 0$ means the same for the entries of $A \in M_n$. On the other hand, we use alternative inequality signs, as in $A \geq 0$ and $A \preceq B$, to refer to the Loewner partial order, i.e., they mean that $A$ and $B - A$ are Hermitian positive semidefinite, respectively.

The set of linear maps from $M_n$ to $M_m$ is denoted by $\mathcal{L}(M_n, M_m)$. Of particular interest are the linear maps $\Phi \in \mathcal{L}(M_n, M_m)$ that are both completely positive, i.e.,

$$\Phi(X) \succeq 0 \text{ whenever } 0 \preceq X \in M_k \otimes M_n \text{ and } k \in \mathbb{N},$$

(6)

where $\mathbb{1}_k \in \mathcal{L}(M_k, M_k)$ is the identity map, and trace-preserving, i.e.,

$$\text{Tr}(\Phi(X)) = \text{Tr}(X) \text{ for all } X \in M_n.$$  

(7)

Linear maps with these two properties represent quantum channels, and some particularly important examples include the partial traces

$$\text{Tr}_1 : M_m \otimes M_n \to M_n \text{ defined by } \text{Tr}_1(A \otimes B) = \text{Tr}(A)B \text{ for all } A \in M_m, B \in M_n;$$

$$\text{Tr}_2 : M_m \otimes M_n \to M_m \text{ defined by } \text{Tr}_2(A \otimes B) = \text{Tr}(B)A \text{ for all } A \in M_m, B \in M_n.$$  

(8)

(9)

A linear map $\Phi \in \mathcal{L}(M_n, M_m)$ is completely positive if and only if its Choi matrix

$$J(\Phi) \overset{\text{def}}{=} \sum_{i,j=0}^{n-1} |i\rangle \langle j| \otimes \Phi(|i\rangle \langle j|)$$

(10)

is positive semidefinite [20], and trace-preservation of $\Phi$ is equivalent to $\text{Tr}_2(J(\Phi)) = I_n$, where $I_n \in M_n$ is the $n \times n$ identity matrix. Equivalently, $\Phi$ is completely positive if and only if it can be written in the form $\Phi(X) = \sum_{j=1}^k A_j X A_j^*$ for some family of matrices $\{A_1, \ldots, A_k\} \subset M_{m,n}$ called Kraus operators, and trace-preservation of $\Phi$ is equivalent to $\sum_{j=1}^k A_j^* A_j = I_n$.

3 Free states: Normalized completely positive matrices

Every quantum resource theory consists of two components: a subset $\mathcal{F}_n \subseteq \mathcal{D}_n$ consisting of free states, which are the states that are “useless” at the particular task(s) considered by the resource theory, and a set of quantum channels that send $\mathcal{F}_n$ to $\mathcal{F}_n$ (called free operations) [12, 21].

For the present resource theory, the free pure states are simply those that have non-negative amplitudes with respect to some fixed basis of $\mathbb{C}^n$ (which we assume is simply the computational basis for convenience). Equivalently, since pure states are only defined up to global phase, these are the pure states in which all entries have the same phase as each other. In other words, $|\psi\rangle$ is free if and only if there exists
\[ \theta \in [0, 2\pi) \text{ such that } e^{i\theta} |\psi\rangle \text{ has real and non-negative amplitudes. For mixed states, the free states are simply the convex combinations of (projections onto) these pure states:} \]

\[
CP_n \overset{\text{def}}{=} \left\{ \sum_{j=1}^{m} p_j |v_j\rangle \langle v_j| \in D_n : |v_1\rangle, \ldots, |v_m\rangle \geq 0, p_1, \ldots, p_m \geq 0, \sum_{j=1}^{m} p_j = 1, m \in \mathbb{N} \right\}. \tag{11}
\]

Equivalently, the set \( CP_n \) consists of the reduced states that are obtainable after tracing out one half of a pure state with non-negative amplitudes:

\[
CP_n = \left\{ \Tr_1(|\psi\rangle \langle \psi|) \in D_n : 0 \leq |\psi\rangle \in \mathbb{C}^m \otimes \mathbb{C}^n, m \in \mathbb{N} \right\}. \tag{12}
\]

Indeed, this equivalence follows immediately from that fact that we can write every \( 0 \leq |\psi\rangle \in \mathbb{C}^m \otimes \mathbb{C}^n \) as \( |\psi\rangle = \sum_{j=0}^{m-1} |j\rangle \otimes \sqrt{p_j} |v_j\rangle \) for some non-negative \( \{p_j\} \) and entrywise non-negative \( \{|v_j\rangle\} \). A pure state \( |\psi\rangle \in \mathbb{C}^m \otimes \mathbb{C}^n \) for which \( \Tr_1(|\psi\rangle \langle \psi|) = \rho \) is called a purification of \( \rho \), so Equation (12) says that \( CP_n \) consists exactly of the density matrices that have an entrywise non-negative purification.

Determining whether or not a particular mixed state \( \rho \) is free (i.e., determining if \( \rho \in CP_n \)) is NP-hard [2], so we sometimes work with the set of doubly non-negative density matrices instead:

\[
\mathcal{DNN}_n \overset{\text{def}}{=} \{ \rho \in D_n : \rho \geq 0 \}. \tag{13}
\]

Membership in \( \mathcal{DNN}_n \) can be determined straightforwardly, which makes it much easier to work with in many settings. It is straightforward to see that \( CP_n \subseteq \mathcal{DNN}_n \), and it is true (but not straightforward to see) that equality holds if and only if \( n \leq 4 \) [1]. When \( n \geq 5 \), there are density matrices with non-negative entries that nonetheless are not completely positive (and thus not free in this resource theory), with one simple example [22] being

\[
\rho = \frac{1}{9} \begin{bmatrix}
1 & 1 & 0 & 0 & 1 \\
1 & 2 & 1 & 0 & 0 \\
0 & 1 & 2 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 3
\end{bmatrix} \in \mathcal{DNN}_5 \setminus CP_5. \tag{14}
\]

In particular, the fact that this mixed state is not completely positive means that, despite its entries all being real and non-negative, it does not have a purification with real and non-negative entries. We verify that the state (14) is not completely positive in Section 4 (though this example is well-known in the literature of completely positive matrices).

### 3.1 The completely positive rank

It is worth emphasizing that the number of terms required in the convex sum in Equation (11) (or equivalently, the dimension \( m \) needed in Equation (12)) is indeed finite, and we can choose \( m \leq n^2 + 1 \) by Carathéodory’s Theorem. The minimum number of terms \( m \) needed to represent a particular state \( \rho \in CP_n \) in this way is called its completely positive rank (CP-rank), and the argument we just provided shows that the CP-rank of every CP state is no greater than \( n^2 + 1 \). In fact, this bound can be reduced by roughly a factor of 2: it was shown in [23] that the CP-rank of every CP state is at most \( n(n+1)/2 - 1 \), but the best possible upper bound is not known in general (for example, when \( n = 5 \), the maximum CP-rank is 6 [24], which is smaller than the general upper bound of \( 5(5+1)/2 - 1 = 14 \)).

The central problem investigated in [25] was whether or not a given pure quantum state in a tensor product space could be transformed via local unitary operations into one that has non-negative entries.
The Schmidt decomposition tells us that for every pure state $|v\rangle \in \mathbb{C}^n \otimes \mathbb{C}^n$, there exist unitary matrices $U_1 \in M_n$ and $U_2 \in M_n$ such that $(U_1 \otimes U_2)|v\rangle = \sum_j \lambda_j |j\rangle \otimes |j\rangle \geq 0$, where $\{\lambda_j\}$ are the (non-negative) Schmidt coefficients of $|v\rangle$. The following proposition uses the CP-rank to answer the variant of this question where we only have unitary freedom on one half of the state, rather than both halves.

**Proposition 1.** Suppose $|v\rangle \in \mathbb{C}^m \otimes \mathbb{C}^n$ is a pure state. There exists a unitary matrix $U \in M_m$ such that $(U \otimes I_n)|v\rangle \geq 0$ if and only if $\text{Tr}_1(|v\rangle \langle v|)$ is completely positive with CP-rank $\leq m$.

**Proof.** For the “only if” direction, suppose that there is a unitary matrix $U$ such that $|w\rangle := (U \otimes I_n)|v\rangle \geq 0$. If we write $|w\rangle = \sum_{j=0}^{m-1} |j\rangle \otimes w_j$, then $w_j \geq 0$ for each $j$, then

$$\text{Tr}_1(|v\rangle \langle v|) = \text{Tr}_1(|w\rangle \langle w|) = \sum_{j=0}^{m-1} w_j w_j^*,$$

which is completely positive with CP-rank $\leq m$.

The “if” direction follows by reversing the above argument and noting that given two pure states $|v\rangle, |w\rangle \in \mathbb{C}^m \otimes \mathbb{C}^n$, they satisfy $\text{Tr}_1(|v\rangle \langle v|) = \text{Tr}_1(|w\rangle \langle w|)$ if and only if there exists a unitary matrix $U \in M_m$ such that $|w\rangle = (U \otimes I_n)|v\rangle$ [18, Theorem 2.12].

However, determining whether or not such a local unitary transformation exists in the multipartite case (i.e., where we have three or more tensor factors, rather than just two) seems much more difficult.

## 4 Witnesses: Copositive matrices

A real symmetric matrix $W \in M_n$ is called copositive if $\langle v|W|v\rangle \geq 0$ whenever $|v\rangle \geq 0$, or equivalently, if $\text{Tr}(W\rho) \geq 0$ whenever $\rho \in \mathcal{C}\mathcal{P}_n$. In other words, copositive matrices are the members of the dual cone of $\mathcal{C}\mathcal{P}_n$, if we think of $\mathcal{C}\mathcal{P}_n$ as a subset of the vector space of real symmetric $n \times n$ matrices. However, in our setting of quantum information theory, it is much more natural to regard $\mathcal{C}\mathcal{P}_n$ as a subset of the complex Hermitian $n \times n$ matrices. When we do this, the dual cone $\mathcal{C}\mathcal{P}_n^\circ$ actually consists not only of copositive matrices, but also any Hermitian matrix $W$ whose entrywise real part\(^3\) $\Re(W)$ is copositive:

$$\mathcal{C}\mathcal{P}_n^\circ = \{W = W^* \in M_n : \Re(W) \text{ is copositive}\}.$$  

(16)

In other words, $\mathcal{C}\mathcal{P}_n^\circ$ consists of the copositive matrices plus arbitrary imaginary part (subject to Hermiticity). Indeed, if $W$ is such a matrix then $\text{Tr}(W\rho) = \text{Tr}(\Re(W)\rho) \geq 0$ whenever $\rho \in \mathcal{C}\mathcal{P}_n$ thanks to Hermiticity of $W$ and realness of $\rho$. Note that unlike the members of $\mathcal{C}\mathcal{P}_n$, we do not place any normalization condition on the members of $\mathcal{C}\mathcal{P}_n^\circ$, as it is a cone.

A standard separating hyperplane argument shows that for every density matrix $\rho \notin \mathcal{C}\mathcal{P}_n$, there exists $W \in \mathcal{C}\mathcal{P}_n^\circ$ for which $\text{Tr}(W\rho) < 0$. In fact, $W$ can always be chosen to be real, if desired, and hence a copositive matrix. For this reason, we think of copositive matrices as witnesses for the resourcefulness of the non-free state $\rho$ (just like every entangled state can be verified to be entangled via some entanglement witness). Furthermore, this method provides a way of demonstrating the resourcefulness of a state that is directly measurable in a lab—$W$ can be thought of as an observable that we measure in a system with state $\rho$, and Born’s rule tells us that $\text{Tr}(W\rho) \leq 0$ is the average result of that measurement.

It is clear that if a symmetric matrix $W \in M_n$ can be written as the sum of a positive semidefinite matrix and an entrywise non-negative matrix then it is copositive, since $\text{Tr}(W\rho) \geq 0$ for all $\rho \in \mathcal{C}\mathcal{P}_n$.

\(^3\)We mean “real part” entrywise, not in the sense of the Hermitian + skew-Hermitian Cartesian decomposition.
In fact, the matrices of this form are exactly the real parts of the members of the dual cone of the doubly non-negative density matrices:

$$\mathcal{D}\mathcal{N}_n = \{ W = W^* \in M_n : \Re(W) = X + Y, X \succeq 0, Y \succeq 0 \}.$$

(17)

Since $\mathcal{CP}_n \subseteq \mathcal{D}\mathcal{N}_n$ with equality if and only if $n \leq 4$, it follows immediately from standard results about dual cones (see [26], for example) that $\mathcal{D}\mathcal{N}_n \subseteq \mathcal{CP}_n$ with equality if and only if $n \leq 4$ as well.

The most well-known matrix that is copositive but not a member of $\mathcal{D}\mathcal{N}_n$ is the Horn matrix [22] $W_1$, where for $x \geq 1$ we define

$$W_x = \begin{bmatrix}
1 & -1 & x & x & -1
\-1 & 1 & -1 & x
x & -1 & 1 & -1 & x
x & x & -1 & 1 & -1
-1 & x & x & -1 & 1
\end{bmatrix}.$$

(18)

In fact, the Horn matrix $W_1$ verifies that the density matrix $\rho$ from Equation (14) is indeed not completely positive as we claimed earlier, since $\text{Tr}(W_1 \rho) = -1/9 < 0$.

To confirm that $W_x \notin \mathcal{D}\mathcal{N}_n$ for all $x \geq 1$, we can simply use semidefinite programming. To verify that $W_1$ is indeed copositive, we compute

$$v^T W_1 v = \frac{\sum_{j=1}^{5} v_j (v_j - v_{j+1} + v_{j+2} + v_{j+3} - v_{j+4})^2 + 4 \sum_{j=1}^{5} v_j v_{j+1} v_{j+3}}{v_1 + v_2 + v_3 + v_4 + v_5} \geq 0$$

(19)

whenever $0 \neq v \geq 0$, where the subscripts above are taken modulo 5. Copositivity of $W_x$ when $x > 1$ then also follows by just noting that $W_x$ is the sum of $W_1$ and an entrywise non-negative matrix. More generally, to show that a matrix is (or is not) copositive or completely positive, we can make use of semidefinite programming hierarchies like the one introduced in [27].

## 5 Free operations: Completely positive-preserving and completely positive completely positive maps

The free operations in this resource theory are the quantum channels $\Phi \in \mathcal{L}(M_n, M_m)$ that preserve complete positivity. We refer to such channels as CP-preserving, and they satisfy

$$\Phi(X) \in \mathcal{CP}_m \text{ whenever } X \in \mathcal{CP}_n.$$

(20)

It is natural to ask which CP-preserving channels remain CP-preserving upon tensoring them with an identity channel of arbitrary size (i.e., when they act on just part of a quantum state rather than the whole state). For this reason, we call a linear map $\Phi \in \mathcal{L}(M_n, M_m)$ a completely positive completely positive (CPCP) map if it satisfies

$$(1_k \otimes \Phi)(X) \in \mathcal{CP}_{km} \text{ whenever } X \in \mathcal{CP}_{kn}.$$  

(21)

Equivalently, a linear map is CPCP if $1_k \otimes \Phi$ is CP-preserving for all $k \geq 1$. If we instead regard CPCP channels as the free operations then, in the terminology of [12], it gives this resource theory a tensor product structure.

---

3Again, we are considering $\mathcal{D}\mathcal{N}_N$ as a subset of the set of complex Hermitian matrices. If we considered it as a subset of real symmetric matrices, its dual cone $\mathcal{D}\mathcal{N}_N^\circ$ would be the same, except its members would all be real.
The first result of this section characterizes CPCP maps in a few other ways that are analogous to the various well-known characterizations of completely positive maps.

**Theorem 1.** Suppose \( \Phi \in \mathcal{L}(M_n, M_m) \). The following are equivalent:

(a) \( \Phi \) is CPCP.

(b) \( J(\Phi) \) is completely positive (as a matrix).

(c) \( \Phi \) is completely positive (as a linear map) and has a family of real entrywise non-negative Kraus operators.

Furthermore, the CP-rank of \( J(\Phi) \) is the minimal number of entrywise non-negative Kraus operators possible in (c).

**Proof.** The fact that (a) implies (b) follows simply from the fact that \( \sum_{i,j=0}^{n-1} |i\rangle \langle j| \otimes |i\rangle \langle j| \) is completely positive, so \( J(\Phi) = (I_n \otimes \Phi)(\sum_{i,j=0}^{n-1} |i\rangle \langle j| \otimes |i\rangle \langle j|) \) is also completely positive.

The fact that (b) implies (c) can be seen by noting that if \( J(\Phi) \) is CP then we can write \( J(\Phi) = \sum_{j=1}^{m} v_j v_j^* \) for some entrywise non-negative column vectors \( \{v_1, \ldots, v_m\} \). Then \( \Phi(X) = \sum_{j=1}^{m} A_j X A_j^* \), where \( A_j = \text{mat}(v_j) \) is the column-by-column matricization of \( v_j \). Since each \( v_j \) is entrywise non-negative, so is each \( A_j \). The “furthermore” part of the theorem can be seen by reversing the previous argument: if \( m \) is the least integer for which we can write \( \Phi(X) = \sum_{j=1}^{m} A_j X A_j^* \) with each \( A_j \) entrywise non-negative, then letting \( v_j = \text{vec}(A_j) \) be their vectorizations shows that \( J(\Phi) = \sum_{j=1}^{m} v_j v_j^* \) has CP-ranking equal to \( m \).

Finally, to see that (c) implies (a) just notice that if \( X = \sum_{i=1}^{\ell} v_i v_i^* \) is completely positive (with \( v_i \geq 0 \) for all \( i \)) and \( \{A_1, \ldots, A_m\} \) are the entrywise non-negative Kraus operators of \( \Phi \), then \( (I_k \otimes A_j) v_i \) is also entrywise non-negative, so

\[
(1_k \otimes \Phi)(X) = \sum_{j=1}^{m} (I_k \otimes A_j) \left( \sum_{i=1}^{\ell} v_i v_i^* \right) (I_k \otimes A_j)^* = \sum_{j=1}^{m} \sum_{i=1}^{\ell} ((I_k \otimes A_j) v_i) ((I_k \otimes A_j) v_i)^* \quad (22)
\]

is also completely positive for all \( k \in \mathbb{N} \). \( \square \)

The above characterization of the Kraus operators of CPCP maps shows that CPCP maps are exactly the same as the maps that are positively factorizable via an abelian algebra, as concurrently investigated in [28, Theorem 3.2]. It also immediately gives us the following corollary.

**Corollary 1.** The set \( \mathcal{CPCP} \) is a convex cone and is closed under composition (when the composition is well-defined).

**Proof.** The fact that \( \mathcal{CPCP} \) is a convex cone follows immediately using Theorem 1(c). To see that it is closed under composition, notice that if we have a CPCP map \( \Phi_1 \) with Kraus operators \( \{A_1, \ldots, A_m\} \) (where each have entrywise non-negative entries) and another CPCP map \( \Phi_2 \) with Kraus operators \( \{B_1, \ldots, B_\ell\} \) (where each has entrywise non-negative entries), then the composition \( \Phi_2 \circ \Phi_1 \) has Kraus operators

\[
\{B_j A_k : j \in \{1, \ldots, \ell\}, k \in \{1, \ldots, m\}\}
\]

and each of these clearly have non-negative entries as well, so \( \Phi_2 \circ \Phi_1 \) is thus CPCP. \( \square \)

We also have the following corollary concerning CPCP *quantum channels* (i.e., members of \( \mathcal{CPCP} \) that are trace-preserving), which follows via the same argument used to prove Corollary 1.
Corollary 2. The set of CPCP channels is convex and closed under composition (when the composition is well-defined).

While we are not aware of a simple characterization of CP-preserving maps that is analogous to the one for CPCP maps above, we can at least see that these two sets are different (in all dimensions) by noting that if \( \{ |v_0\rangle , |v_1\rangle , \ldots , |v_{n-1}\rangle \} \) is any orthonormal basis of \( \mathbb{C}^n \) other than the standard basis, then at least one entry of at least one of \( |v_0\rangle \langle v_0| , |v_1\rangle \langle v_1| , \ldots , |v_{n-1}\rangle \langle v_{n-1}| \) must not be real and non-negative (after all, they add up to the identity matrix, which has all off-diagonal entries equal to 0). It follows that the measure-and-prepare channel \( \Phi \in \mathcal{L}(M_n, M_n) \) defined by

\[
\Phi(X) = \sum_{j=0}^{n-1} (|v_j\rangle \langle v_j|) |j\rangle \langle j|
\]

is CP-preserving (after all, if \( X \succeq 0 \) then \( \langle v_j| X|v_j\rangle \succeq 0 \) for all \( j \in \{0, \ldots, n-1\} \), so \( \Phi(X) \) is completely positive), but is not CPCP (its Choi matrix is \( J(\Phi) = \sum_{j=0}^{n-1} |v_j\rangle \langle v_j| \otimes |j\rangle \langle j| \), which does not have all non-negative real entries, so \( J(\Phi) \) is not completely positive).

If we consider only CPCP quantum channels (i.e., we add in the trace-preservation requirement) then CPCP maps simplify considerably.

Theorem 2. Suppose \( \Phi \in \mathcal{L}(M_n, M_m) \) is a quantum channel. The following are equivalent:

(a) \( \Phi \) is CPCP.

(b) \( \Phi \) has a family of entrywise non-negative Kraus operators with at most 1 non-zero entry in each row.

Proof. Theorem 1 gives us all parts of this theorem except for the fact that the entrywise non-negative Kraus operators of \( \Phi \) have at most one non-zero entry in each row. To see why this is the case, note that if \( \Phi \) is trace-preserving then its Kraus operators \( \{ A_k \} \) satisfy \( \sum_k A_k^* A_k = I \). If we denote the \( i \)-th column of \( A_k \) by \( a_{i,k} \) then this is equivalent to

\[
\sum_k a_{i,k} \cdot a_{i,k} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{otherwise}. \end{cases}
\]

Since \( a_{i,k} \cdot a_{i,k} \geq 0 \) for all \( i, j, \) and \( k \), this implies \( a_{i,k} \cdot a_{i,k} = 0 \) whenever \( i \neq j \). By again using the fact that \( a_{i,k} \cdot a_{i,k} \geq 0 \), this then implies that, for each \( \ell \), either the \( \ell \)-th entry of \( a_{i,k} \) equals 0 or the \( \ell \)-th entry of \( a_{j,k} \) equals 0. Since \( i \) and \( j \) were arbitrary, this simply means that the \( \ell \)-th row of \( A_k \) contains at most one non-zero entry, as claimed. \( \square \)

When a CPCP quantum channel is furthermore unital (i.e., has \( \Phi(I) = I \)), it has an even simpler form that can be expressed in terms of Schur maps, which are maps of the form

\[
\Phi_A(\rho) = A \otimes \rho,
\]

where “\( \otimes \)” denotes entrywise multiplication. Such a map \( \Phi_A \) is completely positive if and only if \( A \succeq 0 \) [29], and it is trace-preserving if and only if it is unital if and only if the diagonal entries of \( A \) all equal 1. We also say that \( \Psi \in \mathcal{L}(M_n, M_n) \) is a permutation channel if it can be written in the form

\[
\Psi(\rho) = P \rho P^*,
\]

where \( P \) is a permutation matrix. Equivalently, there is a permutation \( \sigma \) such that, for all \( i \) and \( j \), the \((i,j)\)-entry of \( \Psi(\rho) \) equals \( \rho_{\sigma(i), \sigma(j)} \).
**Theorem 3.** Suppose $\Phi \in \mathcal{L}(M_n, M_n)$ is a unital quantum channel. The following are equivalent:

(a) $\Phi$ is CPCP.

(b) $\Phi$ has a family of entrywise non-negative Kraus operators with at most 1 non-zero entry in each row and in each column.

(c) $\Phi$ is a convex combination of maps of the form $\Psi \circ \Phi_A$, where $\Phi_A$ is a Schur channel, $\Psi$ is a permutation channel, and $A$ is completely positive.

**Proof.** The equivalence of (a) and (b) follows almost immediately from Theorem 2: we showed in the proof of that theorem that if the entrywise non-negative Kraus operators $\{A_k\}$ of $\Phi$ satisfy $\sum_k A_k^* A_k = I$ then each of them has at most one non-zero entry in each row, and a similar argument shows that if $\Phi$ is unital then $\sum_k A_k A_k^* = I$, so each $A_k$ has at most one non-zero entry in each column as well.

To see that (b) and (c) are equivalent, notice that part (b) is equivalent to saying that $\Phi$ has a family of Kraus operators of the form $A_k = P_k D_k$, where $P_k$ is a permutation matrix and $D_k$ is an entrywise non-negative diagonal matrix. If $d_k = \text{diag}(D_k)$ then it is straightforward to check that

$$D_k \rho D_k^* = (d_k d_k^*) \circ \rho, \tag{28}$$

where $d_k d_k^*$ is completely positive, and this argument can be reversed by writing $A$ as a convex combination of rank-1 non-negative matrices like $d_k d_k^*$.

In particular, the above result shows that every unital CPCP quantum channel is a “strictly incoherent operation” [30]. Such channels are one of the natural choices of free operations in the resource theory of coherence [31].

### 5.1 Examples of CPCP channels

In this subsection, we present several popular types of channels that are CPCP.

- **Identity, Pauli-X, and classical error channels:** The identity channel is

$$
\Phi(\rho) = \rho, \tag{29}
$$

the bit-flip channel, or Pauli-X channel, is

$$
\Phi(\rho) = X \rho X, \tag{30}
$$

where $X$ is the Pauli X matrix (see the upcoming Equation (45)). The classical error channel is its convex combination

$$
\Phi(\rho) = p \rho + (1 - p) X \rho X \text{ for } p \in [0, 1], \tag{31}
$$

which is CPCP since the set of CPCP maps is convex.

- **Measure (in computational basis)-and-prepare (a CP state) channel:**

$$
\Phi(\rho) = \sum_{j=0}^{m-1} (\langle j | \rho | j \rangle) \sigma_j, \tag{32}
$$

where $\sigma_0, \ldots, \sigma_{m-1} \in \mathcal{C}P_n$. 
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• The partially dephasing channel:
\[
\Phi(\rho) = p\rho + (1-p)\text{Tr}(\rho)\frac{I_n}{n}
\] for \( p \in [0,1] \), (33)
which is CPCP by convexity.

• The partial trace:
\[
\Phi(\rho) = \text{Tr}_1(\rho)
\] (34)
since it has family of entrywise nonnegative Kraus operators with at most 1 non-zero entry in each row.

• Tensor/prepare channels: For a fixed \( \sigma \in \mathcal{C}\mathcal{P} \),
\[
\Phi(\rho) = \rho \otimes \sigma.
\] (35)
This is because the identity channel is CPCP and \( \mathcal{C}\mathcal{P}_m \otimes \mathcal{C}\mathcal{P}_n \subseteq \mathcal{C}\mathcal{P}_{mn} \). To see this, notice that \( xx^\top \otimes yy^\top = (x \otimes y)(x \otimes y)^\top \).

• Stochastic, permutation, and SWAP channels:
\[
\Phi(\rho) = S\rho S^\top,
\] (36)
where \( S \) is a stochastic matrix (which includes permutations and doubly stochastic matrices as special cases). The SWAP channel: This channel is defined on product states as
\[
\Phi(\rho \otimes \sigma) = \sigma \otimes \rho
\] (37)
and is extended linearly. As this is a special case of a permutation channel, it is also CPCP.

• Schur maps and fully decohering channels: For \( A \in \mathcal{C}\mathcal{P} \) with diagonal entries equal to 1,
\[
\Phi_A(\rho) = A \otimes \rho.
\] (38)
This case is detailed earlier in Theorem 3 and the preceding discussion. A special case is the fully decohering map
\[
\Phi_I(\rho) = \text{Diag}(\rho),
\] (39)
where \( \text{Diag}(\rho) \) zeroes off the off-diagonal entries of \( \rho \) and leaves the diagonal entries alone.

• Projections onto symmetric subspaces: The projection onto the symmetric subspace of \( n \times n \) Hermitian matrices is defined as
\[
S_n = \frac{1}{2} \mathds{1} \otimes \mathds{1} + \frac{1}{2} \left( \sum_{j,k=0}^{n-1} |k\rangle \langle l| \otimes |l\rangle \langle k| \right).
\] (40)
Thus, the quantum subchannel\(^4\) which projects onto the symmetric subspace
\[
\Phi(\rho) = S_n \rho S_n
\] (41)
is CPCP (since it has a single Kraus operator which is entrywise non-negative).

As mentioned in Corollary 2, one can take the convex combination and/or compositions of any of these channels to create other CPCP channels.

\(^4\)Note this map is not trace-preserving, but is nonetheless interesting in the study of quantum information.
5.2 Doubly non-negative maps

It is difficult to determine whether or not a linear map is CPCP (since it is NP-hard to determine whether or not its Choi matrix is CP), so it may be useful to instead consider the maps \( \Phi \in \mathcal{L}(M_n, M_m) \) with the property that \((1_k \otimes \Phi)(\rho) \in \mathcal{D}\mathcal{N}\mathcal{N}\) whenever \(\rho \in \mathcal{D}\mathcal{N}\mathcal{N}\), for all \(k \in \mathbb{N}\). We call such a map completely positive doubly non-negative, and denote the set of such maps as \(\mathcal{C}\mathcal{P}\mathcal{D}\mathcal{N}\mathcal{N}\). The following theorem (which is directly analogous to Theorem 1 for CPCP maps) tells us that it is simple to determine whether or not a map is \(\mathcal{C}\mathcal{P}\mathcal{D}\mathcal{N}\mathcal{N}\).

\[ \text{Theorem 4.} \quad \text{Suppose } \Phi \in \mathcal{L}(M_n, M_m). \text{ The following are equivalent:} \]

(a) \(\Phi\) is \(\mathcal{C}\mathcal{P}\mathcal{D}\mathcal{N}\mathcal{N}\).

(b) \(J(\Phi)\) is doubly non-negative (as a matrix).

\[ \text{Proof.} \quad \text{The fact that (a) implies (b) follows simply from the fact that } \sum_{i,j=0}^{n-1} |i\rangle \langle j| \otimes |i\rangle \langle j| \text{ is doubly non-negative, so } J(\Phi) = (I_n \otimes \Phi)(\sum_{i,j=0}^{n-1} |i\rangle \langle j| \otimes |i\rangle \langle j|) \text{ is doubly non-negative as well.} \]

For the reverse implication, recall the formula \(\Phi(\rho) = \text{Tr}_1 ((\rho^\top \otimes I_m)J(\Phi))\). If \(J(\Phi)\) and \(\rho\) are both doubly non-negative then it follows immediately that \(\Phi(\rho)\) is as well. \[ \square \]

If \(n = m = 2\) then the set of CPDNN maps coincides with the set of CPCP maps simply because their Choi matrices are \(4 \times 4\) in this case, and \(\mathcal{C}\mathcal{P}_4 = \mathcal{D}\mathcal{N}\mathcal{N}_4\). However, in all other cases there are maps that are CPDNN but not CPCP, as first demonstrated by the quantum channel \(\Phi \in \mathcal{L}(M_2, M_3)\) with Choi matrix

\[ J(\Phi) = \frac{1}{6} \begin{bmatrix} 3 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 2 & 1 \\ 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 \end{bmatrix}, \tag{42} \]

which is doubly non-negative but not completely positive. Indeed, the bottom-right \(5 \times 5\) submatrix of this Choi matrix is the same (up to scaling) as the density matrix (14), and is thus DNN but not CP for the same reasons. In particular, this means that this channel does not have a family of real entrywise non-negative Kraus operators. Note that one can add diagonal blocks with \(|0\rangle \langle 0|\) to construct such examples of channels with a larger input dimension and pad each block with rows and columns of 0s if one were to increase the output dimension. The only remaining case is for \(\mathcal{L}(M_3, M_2)\). For this, consider the same Choi matrix above, but with a different partitioning:

\[ J(\Phi) = \frac{1}{6} \begin{bmatrix} 3 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 2 & 1 \\ 0 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 \end{bmatrix}, \tag{43} \]

This Choi matrix is DNN but not CP as previously discussed. Note, however, that this is not a quantum channel as it does not satisfy trace-preservation. We leave it as an open question whether one can find a CPDNN quantum channel that is not CPCP for this specific choice of input and output dimension. Indeed, the difficulty is that there is no way to permute the rows and columns of this \(J(\Phi)\) so as to create a trace-preserving map, and there are only a few other known choices for matrices in the set \(\mathcal{D}\mathcal{N}\mathcal{N} \setminus \mathcal{C}\mathcal{P}\).
5.3 Maps on qubits

The structure of CP-preserving and CPCP maps simplifies quite a bit in the qubit-input qubit-output (i.e., $m = n = 2$) case. We call such maps qubit channels, for convenience. Part of the reason for this is that, as noted earlier, they are simply the $\mathcal{C}P\mathcal{D}N N$ maps in this case. Much more is known about this set in these small dimensions too. For example, the maximal CP-rank of a $4 \times 4$ matrix is 4, so every such CPCP map has a set of 4 (or fewer) entrywise non-negative Kraus operators.

To help illuminate the structure of the sets of CP-preserving and CPCP channels acting on qubits even further, recall [19] that every density matrix $\rho \in \mathcal{D}_2$ can be written in the form

$$\rho = \frac{1}{2}(I + \rho_x X + \rho_y Y + \rho_z Z),$$

where

$$X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad Y = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, \quad \text{and} \quad Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$$

are the Pauli matrices and $\rho_x$, $\rho_y$, and $\rho_z$ are the corresponding (real) coefficients of $\rho$ in the Pauli basis $\{I, X, Y, Z\}$. Positive semidefiniteness of $\rho$ is equivalent to $\rho_x^2 + \rho_y^2 + \rho_z^2 \leq 1$, so when written in this way, the set of qubit density matrices naturally form a ball of radius at most 1, called the Bloch ball. It is straightforward to see that $\rho \in \mathcal{C}P_2 = \mathcal{D}N N_2$ if and only if we further impose $\rho_y = 0$ and $\rho_x \geq 0$, so $\mathcal{C}P_2$ makes up the 2-dimensional “wedge” of the Bloch ball containing the z-axis and the positive half of the x-axis, as shown in Figure 1.

$$\begin{align*}
|0\rangle\langle 0| &= \frac{1}{2}(I + Z) \\
|+\rangle\langle +| &= \frac{1}{2}(I + X) \\
|1\rangle\langle 1| &= \frac{1}{2}(I - Z) \\
|\rangle\langle \!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!angle &= \frac{1}{2}(I - X)
\end{align*}$$

Figure 1: The set of completely positive qubit density matrices forms the 2D “wedge” of the Bloch ball (cross-hashed on the right here) containing $|0\rangle\langle 0|$, $|1\rangle\langle 1|$, and $|+\rangle\langle +|$.  

Since every quantum channel is a linear transformation acting on the vector space $M_2$, we can represent it as a matrix with respect to any basis of $M_2$ of our choosing. If we represent it with respect to the Pauli basis $\{I, X, Y, Z\}$ then its standard matrix has the form

$$\begin{bmatrix} 1 & 0 & 0 & 0 \\ t_x & T_{x,x} & T_{x,y} & T_{x,z} \\ t_y & T_{y,x} & T_{y,y} & T_{y,z} \\ t_z & T_{z,x} & T_{z,y} & T_{z,z} \end{bmatrix},$$

$$\Phi = \frac{1}{2}(I + X)$$
where the entries in this matrix keep track of how $\Phi$ acts on the different Pauli matrices. For example, $\Phi(I) = I + t_xX + t_yY + t_zZ$ and $\Phi(X) = T_{x,x}X + T_{y,x}Y + T_{z,x}Z$, and the coefficients of $\Phi(Y)$ and $\Phi(Z)$ similarly come from the third and fourth columns, respectively, of $[\Phi]$. The fact that $\{I, X, Y, Z\}$ is a basis of $M_2$ guarantees that $[\Phi]$ completely determines $\Phi$, and the special form of the first row of $[\Phi]$ comes from trace-preservation of $\Phi$ (recall that each of $X$, $Y$, and $Z$ are traceless, so they must be mapped to traceless matrices). Furthermore, since $\{I, X, Y, Z\}$ is a basis of the real vector space of $2 \times 2$ Hermitian matrices, the entries of $[\Phi]$ are necessarily real whenever $\Phi$ is Hermiticity-preserving (which will always be the case for us).

The following theorem characterizes what CP-preserving and CPCP qubit channels look like when represented in this way.

**Theorem 5.** Suppose $\Phi \in \mathcal{L}(M_2, M_2)$ is a quantum channel with standard matrix $[\Phi]$ as in (46). Then

(a) $\Phi$ is CP-preserving if and only if

$$[\Phi] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
t_x & T_{x,x} & T_{x,y} & T_{x,z} \\
0 & T_{y,y} & 0 & 0 \\
t_z & T_{z,x} & T_{z,y} & T_{z,z}
\end{bmatrix},$$

where $t_x \geq |T_{x,z}|$ and $T_{x,x} \geq -\sqrt{t_x^2 - T_{x,z}^2}$, and

(b) $\Phi$ is CPCP if and only if it is CPDNN, if and only if

$$[\Phi] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
t_x & T_{x,x} & 0 & T_{x,z} \\
0 & T_{y,y} & 0 & 0 \\
t_z & 0 & 0 & T_{z,z}
\end{bmatrix},$$

where $t_x \geq |T_{x,z}|$, $T_{x,x} \geq |T_{y,y}|$, and $t_z \geq |T_{z,z}| - 1$.

**Proof.** For part (a), we can see that $\Phi$ being CP-preserving implies the indicated restrictions on $[\Phi]$ by plugging certain specific free states $\rho \in CP_2$ into $\Phi$. In particular, if $\rho = I/2$ then

$$\Phi(\rho) = (I + t_xX + t_yY + t_zZ)/2 \in CP_2,$$

(49)

so $t_y = 0$ and $t_x \geq 0$. If $\rho = (I \pm Z)/2$ then

$$\Phi(\rho) = \frac{1}{2}((I + t_x \pm T_{x,z})X \pm T_{y,z}Y + (t_z \pm T_{z,z})Z) \in CP_2,$$

(50)

so $T_{y,z} = 0$ and $t_x \pm T_{x,z} \geq 0$ (i.e., $|T_{x,z}| \leq t_x$). Finally, if $\rho = (I + \rho_xX + \rho_zZ)/2$, where $\rho_z = -T_{x,z}/t_x$ (if $t_x = 0$ and/or $|T_{x,z}| = t_x$ then choose $\rho = (I + \rho_xX)/2$ with $\rho_x > 0$ arbitrary instead to avoid division by 0 and make this argument work) and $\rho_x = \sqrt{1 - \rho_z^2}$ then

$$\Phi(\rho) = \frac{1}{2}((I + (t_x + \rho_xT_{x,x} + \rho_zT_{x,z})X + \rho_xT_{y,x}Y + (t_x + \rho_xT_{z,x} + \rho_zT_{z,z})Z) \in CP_2,$$

(51)

so $T_{y,x} = 0$ and the coefficient of $X$ in $\Phi(\rho)$ is

$$t_x + \rho_xT_{x,x} + \rho_zT_{x,z} = t_x + \sqrt{1 - \frac{T_{x,z}^2}{t_x^2}} T_{x,x} - \frac{T_{x,z}}{t_x} T_{x,z},$$

(52)
which we can see (by multiplying through by $t_x$) is non-negative if and only if
\[ t_x^2 - T_{x,z}^2 + \sqrt{t_x^2 - T_{x,z}^2} T_{x,x} \geq 0, \tag{53} \]
which is equivalent to $T_{x,x} \geq -\sqrt{t_x^2 - T_{x,z}^2}$, as claimed.

In the other direction, to see that $[\Phi]$ having the form described in part (a) of the theorem implies that $\Phi$ is CP-preserving, we note that every $\rho \in CP_2$ has $[\rho] = (1, \rho_x, 0, \rho_z)$ for some $\rho_x \geq 0$ and $\rho_x^2 + \rho_z^2 \leq 1$. Then
\[
[\Phi][\rho] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
t_x & T_{x,x} & T_{x,y} & T_{x,z} \\
0 & 0 & T_{y,y} & 0 \\
t_z & T_{z,x} & T_{z,y} & T_{z,z}
\end{bmatrix}
\begin{bmatrix}
1 \\
\rho_x \\
0 \\
\rho_z
\end{bmatrix}
= \begin{bmatrix}
1 \\
t_x + T_{x,x}\rho_x + T_{x,z}\rho_z \\
0 \\
t_z + T_{z,x}\rho_x + T_{z,z}\rho_z
\end{bmatrix}. \tag{54}
\]
To see that $\Phi(\rho) \in CP_2$ (and thus $\Phi$ is CP-preserving) we thus just need to check that
\[ t_x + T_{x,x}\rho_x + T_{x,z}\rho_z \geq 0 \text{ whenever } \rho_x \geq 0, \rho_x^2 + \rho_z^2 \leq 1. \tag{55} \]
To this end, just notice that if $t_x \geq 0$ and $|T_{x,z}| \leq t_x$ then the inequality $T_{x,x} \geq -\sqrt{t_x^2 - T_{x,z}^2}$ is equivalent to $T_{x,x} \geq 0$ or $\sqrt{T_{x,x}^2 + T_{x,z}^2} \leq t_x$. Each of these inequalities straightforwardly imply Inequality (55), which completes the proof of part (a).

For part (b), we note that the Choi matrix $J(\Phi)$ of $\Phi$ is $4 \times 4$ and thus completely positive if and only if it is doubly non-negative, so Theorems 1 and 4 tell us that $\Phi$ is CP-CP if and only if it is doubly non-negative. To determine the form of $[\Phi]$, we use Theorem 4 to see that $\Phi$ being doubly non-negative is equivalent to $J(\Phi)$ being doubly non-negative. By using trace-preservation of $\Phi$, we see that this is equivalent to $J(\Phi)$ having the form
\[
J(\Phi) = \begin{bmatrix}
a & b & 0 & c \\
b & 1-a & d & 0 \\
0 & d & e & f \\
c & 0 & f & 1-e
\end{bmatrix}, \tag{56}
\]
where $a, b, c, d, e, f \geq 0$ and $a, e \leq 1$. Straightforward (but tedious and ugly) linear algebra shows that this is equivalent to the standard matrix of $\Phi$ having the form
\[
[\Phi] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
b + f & c + d & 0 & b - f \\
0 & 0 & c - d & 0 \\
a + e - 1 & 0 & 0 & a - e
\end{bmatrix}. \tag{57}
\]
By making the change of variables $t_x = b + f$, $T_{x,z} = b - f$, $T_{x,x} = c + d$, $T_{y,y} = c - d$, and $t_z = a + e - 1$, $T_{z,z} = a - e$, we see that non-negativity of $a, b, c, d, e, f$ and $f$ is equivalent to $t_x \geq 0$, $|T_{x,z}| \leq t_x$, $T_{x,x} \geq 0$, $|T_{y,y}| \leq T_{x,x}$, $t_z \geq -1$, and $|T_{z,z}| \leq t_z + 1$. We can discard the inequality $t_z \geq -1$ since it follows for free from complete positivity of $\Phi$ (if $t_z < -1$ then the $(1,1)$-entry of $\Phi(I)$ is $(1 + t_z)/2 < 0$), which completes the proof.

If we restrict our attention slightly further to unital CP-CP qubit channels, we get the following simplification of the previous theorem.
Corollary 3. Suppose $\Phi \in \mathcal{L}(M_2, M_2)$ is a unital quantum channel with standard matrix $[\Phi]$ as in Equation (46). Then $\Phi$ is CPCP if and only if it is CPDNN, if and only if

$$[\Phi] = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & T_{x,x} & 0 & 0 \\
0 & 0 & T_{y,y} & 0 \\
0 & 0 & 0 & T_{z,z}
\end{bmatrix},$$

where $T_{x,x} \geq |T_{y,y}|$.

Proof. $\Phi$ being unital is equivalent to its standard matrix (46) having $t_x = t_y = t_z = 0$. When combined with Theorem 5, the result follows immediately. \qed

In other words, the above corollary says that every unital CPCP qubit channel $\Phi$ acts on the Pauli $X$, $Y$, and $Z$ matrices independently:

$$\Phi(I + \rho_x X + \rho_y Y + \rho_z Z) = I + \rho_x T_{x,x} X + \rho_y T_{y,y} Y + \rho_z T_{z,z} Z,$$

where $T_{x,x}, T_{y,y}, T_{z,z} \in \mathbb{R}$ satisfy $|T_{y,y}| \leq T_{x,x} \leq 1$ and $|T_{z,z}| \leq 1$ (with the final two inequalities being equivalent to complete positivity of $\Phi$).

This representation of a unital CPCP qubit channel of course agrees with Theorem 3, since if we use part (c) of that theorem, we can write

$$\Phi(\rho) = pA \otimes \rho + (1 - p)X(B \otimes \rho)X,$$

where $A$ and $B$ are CP with diagonal entries equal to 1 and $p \in [0, 1]$ is a scalar. Then by just rewriting things appropriately, we can show that

$$\Phi(I + \rho_x X + \rho_y Y + \rho_z Z) = I + \rho_x (pa_{1,2} + (1 - p)b_{1,2}) X + \rho_y (pa_{1,2} - (1 - p)b_{1,2}) Y + \rho_z (2p - 1) Z.$$

In particular, we have $T_{x,x} = pa_{1,2} + (1 - p)b_{1,2}, T_{y,y} = pa_{1,2} - (1 - p)b_{1,2}$ (which satisfies $|T_{y,y}| \leq T_{x,x}$), and $T_{z,z} = 2p - 1$.

### 5.4 The most resourceful state

We now ask whether there is a “most resourceful state”, which in this context translates into determining which state is the “most non-non-negative”. Note that we did not say “most positive”, for reasons that follow from the below discussion. There are a few ways to quantify this; one way is to find a state which maps to any other state using some definition of a free operation (this is analogous to how pure quantum states with all of their Schmidt coefficients equal to each other are considered “maximally entangled” since they can be converted to any other quantum state via LOCC operations). Since we have a nice characterization of the free operations for qubit channels, we can characterize the most resourceful qubit state, below.

**Lemma 1.** For any qubit state $\rho$, there exists a CP-preserving quantum channel $\Phi$ such that

$$\Phi(\sigma) = \rho$$

where $\sigma$ is the density matrix

$$\sigma := \frac{I + Y}{2}.$$
Proof. Define a linear map $\Phi \in \mathcal{L}(M_2, M_2)$ which acts on the standard basis matrices in the following way:

$$\Phi(\langle 0 \rangle) = \frac{1}{2}$$

$$\Phi(\langle 0 \rangle) = i \frac{aX + bY + cZ}{2}$$

$$\Phi(\langle 1 \rangle) = -i \frac{aX + bY + cZ}{2}$$

$$\Phi(\langle 1 \rangle) = \frac{1}{2}$$

for real parameters $a, b, c$ satisfying $a^2 + b^2 + c^2 \leq 1$, and extend linearly. Its Choi matrix is, in block form,

$$\frac{1}{2}
\begin{pmatrix}
I & i(aX + bY + cZ) \\
-i(aX + bY + cZ) & I
\end{pmatrix},$$

which can be checked to be positive semidefinite using Schur complements. Thus, $\Phi$ is completely positive. Representing this channel in the Pauli basis, we have

$$[\Phi] = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & a & 0 \\ 0 & 0 & b & 0 \\ 0 & 0 & c & 0 \end{bmatrix}$$

and thus it is also trace-preserving. From Theorem 5, we see that this channel is CP-preserving. Since for fixed $a, b, c$, the channel satisfies

$$\Phi(\sigma) = \frac{I + aX + bY + cZ}{2},$$

and every qubit state is of this form with $a^2 + b^2 + c^2 \leq 1$, we see that we can choose $a, b, c$ such that this represents any qubit we want. 

The above lemma says that the quantum state $\sigma = (I + Y)/2$ is maximally resourceful in this resource theory. In fact, the proof of the lemma shows that $\sigma$ is essentially unique—the only other maximally resourceful state is $(I - Y)/2$. To verify that $(I - Y)/2$ is also maximally resourceful, note that the only part of the proof of Lemma 1 that changes in this case is that $b$ changes to $-b$ in Equation (70).

To see that no other states are maximally resourceful, we just note that complete positivity (in the linear map sense) forces the coefficient $T_{y,y}$ in Theorem 5(a) to satisfy $|T_{y,y}| \leq 1$, since otherwise $\Phi(I \pm Y) = I + (t_x \pm T_{x,y})X \pm T_{y,y}Y + (t_z \pm T_{z,y})Z$ would not be positive semidefinite (e.g., if $|v\rangle = (1, i)/\sqrt{2}$ then $\langle v | \Phi(I \pm Y) | v \rangle = 1 \pm T_{y,y}$ is less than zero for one of the two choices of sign). Since Theorem 5(a) tells us that a general qubit state $\rho = (I + \rho_xX + \rho_yY + \rho_zZ)/2$ is such that

$$\Phi(\rho) = \frac{1}{2}(I + (t_x + T_{x,y}\rho_x + T_{x,y}\rho_y + T_{x,z}\rho_z)X + T_{y,y}\rho_yY + (t_z + T_{z,y}\rho_x + T_{z,y}\rho_y + T_{z,z}\rho_z)Z),$$

we conclude that the only way that a qubit CP-preserving $\Phi$ can satisfy $\Phi(\rho) = (I + Y)/2$ is if $T_{y,y}\rho_y = \pm 1$, which forces $\rho_y = \pm 1$, so $\rho = (I \pm Y)/2$.

This furthermore tells us that we cannot use CPCP quantum channels to map $\sigma = (I + Y)/2$ or any other state to arbitrary qubits. To see this, Theorem 5 says that if $\Phi$ is a CPCP quantum channel, then

$$\Phi(\sigma) = \frac{I + t_xX + T_{y,y}Y + t_zZ}{2},$$
where the constraints on $t_x$, $T_y$, and $t_z$ are as in part (b) of that theorem. In particular, since $t_x \geq 0$, this tells us that we cannot get any qubits with a negative weight on the $X$ matrix, so $\sigma$ cannot be mapped to arbitrary qubits in this way (and a similar argument works for $(I - Y)/2$). Since we already showed that no other state can be mapped by CP-preserving channels to arbitrary qubits, they certainly cannot be mapped by CPCP channels to arbitrary qubits. We thus conclude that there is no maximally resourceful state in this resource theory if we consider only CPCP channels as the free operations.

6 Measures of non-negativity

We now investigate some ways of quantifying how close to free (i.e., pure and non-negative, or mixed and completely positive) a non-free state is. That is, we define and investigate measures that are analogous in this resource theory to entanglement monotones [13] for the resource theory of entanglement and to coherence monotones [14] for the resource theory of coherence.

Throughout this section (and the remainder of this paper), we omit subscripts on sets like $D_n$, $CP_n$, and $DN\overline{N}_n$, and instead simply note that $n$ denotes the dimensionality of the states in question in all cases. We say that a function $N : D \to [0, \infty]$ is a non-negativity monotone if it satisfies the following three properties:

(C1) **Freeness**: $N(\rho) = 0$ whenever $\rho \in CP$,

(C2) **Monotonicity**: $N(\Phi(\rho)) \leq N(\rho)$ for all CP-preserving channels $\Phi$ and all $\rho \in D$, and

(C3) **Convexity**: $N(\sum_{i=1}^k p_i \rho_i) \leq \sum_{i=1}^k p_i N(\rho_i)$ whenever $\{\rho_1, \ldots, \rho_k\} \subset D$, $p_i \geq 0$ for all $i \in \{1, \ldots, k\}$, and $\sum_{i=1}^k p_i = 1$.

Optionally, either or both of the following properties may be enforced as well:

(C1b) **Faithfulness**: $N(\rho) = 0$ if and only if $\rho \in CP$, and/or

(C2b) **Strong monotonicity**: $\sum_{i=1}^k p_i N(\Phi_i(\rho)/p_i) \leq N(\rho)$, where $p_i = \text{Tr}(\Phi_i(\rho))$ for all $i \in \{1, \ldots, k\}$, whenever each $\Phi_i$ is CP-preserving and $\sum_{i=1}^k \Phi_i$ is trace-preserving (i.e., a quantum channel).

We note that faithfulness (C1b) trivially implies freeness (C1). Similarly, strong monotonicity (C2b) trivially implies monotonicity (C2), and physically corresponds to the function $N$ being monotonic not just under the free quantum operations, but also under subchannels or measurements.

Since the set of CP-preserving maps is somewhat unwieldy, it is typically easier to check the monotonicity and strong monotonicity properties (C2) and (C2b) if we instead only consider CPCP channels. We note that in this case strong monotonicity (C2b) is equivalent (via Theorem 2) to the requirement that

$$\sum_{i=1}^k p_i N(A_i \rho A_i^*) / p_i \leq N(\rho),$$

(73)

where $p_i = \text{Tr}(A_i \rho A_i^*)$ for all $i \in \{1, \ldots, k\}$, whenever each $A_i$ is entrywise non-negative and also $\sum_{i=1}^k A_i^* A_i = I$ (and thus in particular has at most one non-zero entry in each row).
6.1 The 1-norm of non-negativity for pure states

Before investigating any proper non-negativity monotoines, we first introduce and explore a non-standard vector norm that will be of use to us later. We will see that we can roughly think of this norm as providing a measure of non-negativity of pure states.

**Definition 2.** Suppose \( v \in \mathbb{C}^n \). The **1-norm of non-negativity** is the quantity

\[
\|v\|_1^N \overset{\text{def}}{=} \inf \left\{ \sum_j \|v_j\| : v = \sum_j c_j v_j, \; v_j \geq 0, \; |c_j| = 1 \; \forall j \right\},
\]

where the infimum is taken over all such finite decompositions of \( v \).

While this quantity perhaps look quite strange at first, it is the natural analog of well-known quantities from the resource theories of coherence and entanglement. For example, if we replace the free states \( \{v_j\} \) in this definition by incoherent states (i.e., states with just one non-zero entry) then the resulting norm is just the usual 1-norm \( \|v\|_1 = \sum_i |v_i| \). On the other hand, if we replace those free states by separable (pure) states then the resulting norm is the sum of Schmidt coefficients of \( v \).

We also note that it is straightforward to see that if \( |v\rangle \in \mathbb{C}^n \) is a pure state (i.e., has \( \|\langle v|\| = 1 \) then \( \|\langle v|\|_1^N \geq 1 \), and furthermore equality holds if and only if every entry of \( |v\rangle \) has the same phase (i.e., if and only if \( |v\rangle \in CP_n \)). The following theorem establishes some less trivial bounds on this norm.

**Theorem 6.** If \( |v\rangle \in \mathbb{C}^n \) is a pure state then \( \|\langle v|\|_1^N \leq \min\{\sqrt{n}, 2\} \).

**Proof.** The \( \sqrt{n} \) upper bound follows from the bound \( \|\langle v|\|_1^N \leq \|\langle v|\|_1 \leq \sqrt{n} \). The (dimension-independent!) upper bound of 2 follows from the fact that we can write

\[
\|\langle v|\|_1^N \leq \max(\Re(\langle v|), 0) + (-1) \min(\Re(\langle v|), 0) + i \max(\Im(\langle v|), 0) + (-i) \min(\Im(\langle v|), 0),
\]

where \( \Re(\langle v|) \) and \( \Im(\langle v|) \) are the (entry-wise) real and imaginary parts of \( |v\rangle \), respectively, and each maximization and minimization is also meant entry-wise. This is a decomposition of the type from Definition 2, so

\[
\|\langle v|\|_1^N \leq \max(\Re(\langle v|), 0) + \min(\Re(\langle v|), 0) + \max(\Im(\langle v|), 0) + \min(\Im(\langle v|), 0)) \]

\[
\leq \sqrt{2}(\|\Re(\langle v|)\| + \|\Im(\langle v|)\|) \]

\[
\leq 2\|\langle v|\| = 2
\]

completing the proof. \( \square \)

When \( n = 2 \), we will see shortly (by combining the upcoming Theorems 8 and 9) that we have the explicit formula

\[
\|\langle v|\|_1^N = \sqrt{2} \min\{\Re(\langle v_1|v_2\rangle), 0\} + i \Im(\langle v_1|v_2\rangle) + 1.
\]

In particular, this tells us that the bound of Theorem 6 can be tight when \( n = 2 \), since \( \|\langle v|\|_1^N = \sqrt{2} \) when \( |v\rangle = \frac{1}{\sqrt{2}}(1, -1)^\top \).

We will furthermore see that \( \|\langle v|\|_1^N \) can be computed via semidefinite programming when \( n \leq 4 \), and this can be quickly used to show that the bound provided by Theorem 6 can be tight in all dimensions. For example,

\[
\|\frac{1}{\sqrt{3}}(1, -1, i)^\top \|_1^N = \sqrt{3} \quad \text{and} \quad \|\frac{1}{\sqrt{n}}(1, -1, i, -i, 0, \ldots, 0)^\top \|_1^N = 2 \quad \text{for all} \quad n \geq 4.
\]
In general, it is not clear that there is a simple way to compute \( \|v\|_N \) via standard techniques like semidefinite programming, but we can approximate it very well in practice by making use of nets. In particular, if we let \( k \geq 1 \) be a large integer and choose the scalars \( \{c_j\} \) in Definition 2 to be equally spaced around the unit circle in the complex plane, then we can find the corresponding optimal vectors \( \{v_j\} \) via the following semidefinite program:

\[
\begin{align*}
\text{minimize:} & \quad \|v_0\| + \|v_1\| + \cdots + \|v_{k-1}\| \\
\text{subject to:} & \quad v = v_0 + e^{2\pi i/k}v_1 + e^{4\pi i/k}v_2 + \cdots + e^{2(k-1)i\pi/k}v_{k-1}, \\
& \quad v_j \geq 0 \text{ for all } 0 \leq j < k.
\end{align*}
\]

(79)

The following theorem provides a bound on the error of this semidefinite program.

**Theorem 7.** Suppose \( k \) is a positive multiple of \( 4 \) and \( v \in \mathbb{C}^n \). The optimal value \( \alpha_k \) of the semidefinite program (79) satisfies

\[
\frac{\alpha_k}{1 + 10 \sin \left( \frac{\pi}{2k} \right)} \leq \|v\|_N \leq \alpha_k.
\]

(80)

**Proof.** The inequality \( \|v\|_N \leq \alpha_k \) comes from the fact that \( \alpha_k \) arises from a particular decomposition of the type that we minimize over in the definition of \( \|v\|_N \).

For the other inequality, let \( \alpha_k(v) \) denote the optimal value of the semidefinite program (79) when applied to the vector \( v \). We need two facts: (a) \( \alpha_k(v + w) \leq \alpha_k(v) + \alpha_k(w) \), which follows immediately from the triangle inequality for the usual Euclidean norm \( \| \cdot \| \), and (b) \( \alpha_k(cv) \leq 2|c - |c||v\| + |c| \alpha_k(v) \), which we now demonstrate:

\[
\alpha_k(cv) - |c| \alpha_k(v) \leq \alpha_k(cv - |c|v) \leq 2\|cv - |c|v\| = 2|c - |c||\|v\|, 
\]

(81)

(82)

where the first inequality above comes from fact (a), and the second inequality comes from the fact that \( k \) is a multiple of \( 4 \) so we can use the argument from the proof of Theorem 6. Rearranging gives \( \alpha_k(cv) \leq 2|c - |c||\|v\| + |c| \alpha_k(v) \), as desired.

Now let \( \epsilon > 0 \) be small and suppose that

\[
v = \sum_j c_j v_j
\]

(83)

is a decomposition which almost attains the infimum in Definition 2: \( \sum_j \|v_j\| < \|v\|_N + \epsilon \). Also let \( d_j \) be the closest \( k \)-th root of unity to \( c_j \) in the complex plane. Some straightforward geometry shows that the angle between \( c_j \) and \( d_j \) in the complex plane is no larger than \( \pi/k \), so \( |c_j - d_j| \leq 2 \sin \left( \pi / (2k) \right) \). If we define \( w = \sum_j d_j v_j \) then

\[
\alpha_k(w) \leq \sum_j \|v_j\| < \|v\|_N + \epsilon,
\]

(84)
and the fact that \( v_j \geq 0 \) for all \( j \) tells us that \( \|v_j\| = \|v_j\|_1 = \alpha_k(v_j) \). This implies

\[
\alpha_k(v - w) = \alpha_k \left( \sum_j (c_j - d_j)v_j \right) \leq \sum_j \alpha_k((c_j - d_j)v_j) \leq \sum_j \left( 2|c_j - d_j| + |c_j - d_j|\alpha_k(v_j) \right) \leq 5 \sum j |c_j - d_j|\|v_j\| \leq 10 \sum j \sin \left( \frac{\pi}{2k} \right) \|v_j\| < 10 \sin \left( \frac{\pi}{2k} \right) (\|v\|_1 + \varepsilon),
\]

(88)

where the first inequality comes from property (a) above, the second inequality comes from property (b) above, and the third inequality comes from applying the triangle inequality to the absolute value and using the fact that \( \|v_j\| = \alpha_k(v_j) \).

This inequality, together with the triangle inequality for \( \alpha_k \) (i.e., property (a) above), and letting \( \varepsilon \to 0^+ \), then shows that

\[
\alpha_k(v) = \alpha_k(w + (v - w)) \leq \alpha_k(w) + \alpha_k(v - w) \leq \left( 1 + 10 \sin \left( \frac{\pi}{2k} \right) \right) \|v\|_1^N,
\]

(89)

completing the proof.

MATLAB code that implements the semidefinite program \( (79) \) and all bounds that we have seen for this norm is provided at [32], and in practice it can compute this norm to 4 decimal places when \( n = 50 \) in about 10 seconds on a standard desktop computer.

### 6.2 The robustness of non-negativity

We define the robustness of non-negativity as follows (in analogy with the robustnesses of entanglement [33] and coherence [34]):

\[
N_{CP}^R(\rho) \overset{\text{def}}{=} \min_{s \geq 0} \left\{ \frac{\rho + s\sigma}{1 + s} \in CP \right\}.
\]

(90)

We note that it follows from [21, Theorems 14, 15, and 18] that \( N_{CP}^R \) is a non-negativity monotone in the strongest possible sense: it satisfies properties (C1), (C2), and (C3) from earlier, as well as the stronger properties (C1b) and (C2b).

While this quantity can naturally be expressed as a conic optimization problem, optimizing over the set \( CP \) is NP-hard, so it is useful to be able to get explicitly computable bounds on it. For this reason, we note that duality theory for conic optimization (see [26] for details) says that we can rewrite \( N_{CP}^R(\rho) \) as the following optimization over the dual cone \( CP^\circ \):

\[
N_{CP}^R(\rho) = \max_{W \in CP^\circ} \left\{ -\text{Tr}(W\rho) : W \preceq I \right\}.
\]

(91)

We recall from Section 4 that \( CP^\circ \) is the set of matrices whose entrywise real part is copositive.

This dual formulation of \( N_{CP}^R \) is useful because we can use any copositive matrix (many of which are known in the literature) to get a lower bound on \( N_{CP}^R(\rho) \). Furthermore, this lower bound is measurable since we can treat that copositive matrix as an observable that we measure on the state \( \rho \), and the quantity \(-\text{Tr}(W\rho)\) that lower bounds \( N_{CP}^R(\rho) \) is simply the negative of the average value of this
measurement. For example, we noted earlier that if \( W_1 \) is the Horn matrix (18) and \( \rho \) is the doubly non-negative but not completely positive density matrix (14) then \( \text{Tr}(W_1 \rho) = -1/9 \). If we set \( W = W_1 / \lambda_{\max}(W_1) = W_1 / ((\sqrt{5} + 1) \) so that \( W \preceq I \), then we see that

\[
N_{\text{CP}}^R(\rho) \geq - \text{Tr}(W \rho) = 1/(9\sqrt{5} + 9) \approx 0.0343. 
\]  

(92)

To further help us bound \( N_{\text{CP}}^R \), we also introduce the robustnesses with respect to the sets \( \mathcal{D} \mathcal{N} \mathcal{N} \) of doubly non-negative and \( \mathcal{D} \mathcal{D} \) of entrywise non-negative diagonally dominant density matrices:

\[
\mathcal{D} \mathcal{D} \overset{\text{def}}{=} \{ \rho \in \mathcal{D} \mathcal{N} \mathcal{N} : \rho_{ij} \geq \sum_{i \neq j} \rho_{ij} \text{ for all } j \}. 
\]  

(93)

These sets have the desirable property that we can optimize over them via semidefinite programming, so the following variants of \( N_{\text{CP}}^R \) are efficiently computable:

\[
N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(\rho) \overset{\text{def}}{=} \min_{s \in \mathcal{D}} \left\{ s \geq 0 : \frac{\rho + s \sigma}{1 + s} \in \mathcal{D} \mathcal{N} \mathcal{N} \right\} 
\]  

(94)

and

\[
N_{\mathcal{D} \mathcal{D}}^R(\rho) \overset{\text{def}}{=} \min_{s \in \mathcal{D}} \left\{ s \geq 0 : \frac{\rho + s \sigma}{1 + s} \in \mathcal{D} \mathcal{D} \right\}. 
\]  

(95)

Furthermore, these sets provide inner and outer approximations of the set of completely positive density matrices in the sense that

\[
\mathcal{D} \mathcal{D} \subseteq \mathcal{C} \mathcal{P} \subseteq \mathcal{D} \mathcal{N} \mathcal{N} 
\]  

(96)

(with the first inclusion being the main result of [35]), so it immediately follows that

\[
N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(\rho) \leq N_{\text{CP}}^R(\rho) \leq N_{\mathcal{D} \mathcal{D}}^R(\rho) 
\]  

(97)

for all \( \rho \in \mathcal{D} \). We furthermore have equality on the left when \( n \leq 4 \). It is perhaps worth making it clear, however, that \( N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(\rho) \) and \( N_{\text{CP}}^R(\rho) \) do not typically equal each other when \( n \geq 5 \), even if we restrict them to pure states, as demonstrated by the following example.

**Example 1.** Let \( \omega = e^{2\pi i/5} \) be the primitive fifth root of unity and consider the pure state

\[
|\psi\rangle = (1, \omega, \omega^2, \omega^3, \omega^4) / \sqrt{5}. 
\]  

(98)

We claim that

\[
N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(|\psi\rangle \langle \psi|) = (3 + \sqrt{5})/2 \approx 2.6180 < 2.8197 \approx 14 - 5\sqrt{5} = N_{\text{CP}}^R(|\psi\rangle \langle \psi|). 
\]  

(99)

This value of \( N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(|\psi\rangle \langle \psi|) \) can be found numerically via standard semidefinite programming software like CVX [36] and can be proved analytically via standard semidefinite programming duality techniques (see [18], for example).

The fact that \( N_{\mathcal{D} \mathcal{N} \mathcal{N}}^R(|\psi\rangle \langle \psi|) \leq 14 - 5\sqrt{5} \) follows from the fact that \( N_{\mathcal{D} \mathcal{D}}^R(|\psi\rangle \langle \psi|) = 14 - 5\sqrt{5} \) (which can again be proved via standard semidefinite programming techniques). Finally, the fact that \( N_{\text{CP}}^R(|\psi\rangle \langle \psi|) \geq 14 - 5\sqrt{5} \) can be seen by letting \( W = I - 5(3 - \sqrt{5})|\psi\rangle \langle \psi| \) in the dual optimization problem (91). In particular, it is then the case that \( - \text{Tr}(W|\psi\rangle \langle \psi|) = 14 - 5\sqrt{5} \), and \( W \) is a feasible point of that optimization problem because \( W \preceq I \) trivially and the real part of \( W \) is a non-negative scalar multiple of a Horn-like copositive matrix from Equation (18): \( \Re(W) = (\sqrt{5} - 2)W_{(3, \sqrt{5})}/2 \). It follows that \( W \in \mathcal{C} \mathcal{P}^0 \) by our discussion in Section 4. Note that \( W \) is complex—no real member \( W \) of \( \mathcal{C} \mathcal{P}^0 \) attains this same objective value of \( - \text{Tr}(W|\psi\rangle \langle \psi|) = 14 - 5\sqrt{5} \).
It is worth emphasizing that the above example is somewhat surprising and contrasts with the robustness of entanglement, where for pure states the robustness with respect to the set of separable states coincides with the robustness with respect to the set of PPT states [33, Appendix B] (and both can be computed by a simple function of that pure state’s Schmidt coefficients). It thus seems natural to ask whether or not $N_{CP}^R$ simplifies in any meaningful way when applied to pure states. The following theorem shows that it can be computed in terms of the 1-norm of non-negativity.

**Theorem 8.** For all pure states $|v\rangle \in \mathbb{C}^n$ we have $N_{CP}^R(|v\rangle \langle v|) = (|||v|||_1^2)^2 - 1$.

**Proof.** This result follows immediately from [21, Theorem 10]. In particular, we choose (in the notation of that paper) $\mathcal{V}$ to be the set of all pure states whose entries have equal phases as each other. $\square$

In particular, the above result, together with convexity (property (C3)) of $N_{CP}^R$, immediately implies $N_{CP}^R(\rho) \leq \min\{n-1,3\}$ for all $\rho \in D_n$, and this bound is tight in all dimensions for the exact same reason that the bound of Theorem 6 is tight. The dimension-independence of this bound also contrasts with the robustnesses of coherence and entanglement, which can become arbitrarily large as the dimension $n$ increases.

The following theorem shows that the robustness of non-negativity simplifies even further, right down to an explicit formula, when applied to qubits.

**Theorem 9.** If $\rho \in D_2$ then $N_{DN,N}^R(\rho) = N_{CP}^R(\rho) = N_{DD}^R(\rho) = 2\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2})$.

**Proof.** Since we have $N_{DN,N}^R(\rho) \leq N_{CP}^R(\rho) \leq N_{DD}^R(\rho)$ for all $\rho \in D$, it suffices to show that
\[
N_{DD}^R(\rho) \leq 2\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2}) \leq N_{DN,N}^R(\rho).
\]

(100)

For the left inequality, we simply note that we can choose
\[
\sigma = \begin{bmatrix}
\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2}) & \min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2}) \\
\min\{\Re(\rho_{1,2}),0\} - i\Im(\rho_{1,2}) & \min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2})
\end{bmatrix}
\]

(101)

so that the (1,2) and (2,1)-entries of $\rho + \sigma$ both equal $\max\{\Re(\rho_{1,2}),0\}$. Then $(\rho + \sigma)/(1+s) \in D\mathcal{D}_2$ and $s = \text{Tr}(\sigma) = 2\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2})$, so
\[
N_{DD}^R(\rho) \leq 2\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2}).
\]

(102)

For the right inequality, we just note that it is clear that the (1,2)-entry of the $\sigma$ in Equation (101) is as small as possible (in absolute value) subject to the constraint that $(\rho + \sigma)/(1+s) \in D\mathcal{N}\mathcal{N}_2$, and if we fix the (1,2)-entry of a positive semidefinite matrix then its trace is minimized when its diagonal entries are both equal to the absolute value of that (1,2)-entry. It follows that
\[
N_{DN,N}^R(\rho) \geq 2\min\{\Re(\rho_{1,2}),0\} + i\Im(\rho_{1,2}),
\]

(103)

which completes the proof. $\square$

The above theorem perhaps suggests defining an easy-to-compute measure of non-negativity $N_{\ell_1}$ via
\[
N_{\ell_1}(\rho) \overset{\text{def}}{=} \sum_{i,j=1}^n \min\{\Re(\rho_{i,j}),0\} + i\Im(\rho_{i,j}),
\]

(104)

in analogy with the $\ell_1$-norm of coherence [14]. While this measure equals the robustness of non-negativity when $n = 2$, it is not faithful (C1b) when $n \geq 5$, and it is not monotone (C2) even just under CPCP.
channels when \( n \geq 3 \). To see why, consider the channel \( \Phi(X) = A_1 X A_1^\dagger + A_2 X A_2^* \) and state \( \rho \in \mathcal{D}_3 \) given by
\[
A_1 = \begin{bmatrix} 1/\sqrt{2} & 0 & 0 \\ 1/\sqrt{2} & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \text{and} \quad \rho = \frac{1}{2} \begin{bmatrix} 1 & -1 & 0 \\ -1 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \tag{105}
\]
It is straightforward to verify that \( \Phi \) is a CPCP channel (after all, its Kraus operators are entrywise non-negative), but \( N^\text{f}_1(\Phi(\rho)) = \sqrt{2} > 1 = N^\text{f}_1(\rho) \).

### 6.3 The trace distance of non-negativity

We now introduce a somewhat more geometrically-motivated measure of non-negativity, which asks how close the given density matrix is to the set \( \mathcal{CP}_n \) of free density matrices. We define the trace distance of non-negativity (in analogy with the trace distances of entanglement [37] and coherence [38]) by
\[
N^\text{tr}_{\mathcal{CP}}(\rho) \overset{\text{def}}{=} \min_{\sigma \in \mathcal{CP}} \{ \| \rho - \sigma \|_\text{tr} \}, \tag{106}
\]
where \( \| \rho - \sigma \|_\text{tr} \) is the trace norm of \( \rho - \sigma \) (i.e., the sum of the singular values of \( \rho - \sigma \)).

The fact that \( N^\text{tr}_{\mathcal{CP}} \) satisfies properties freeness (C1), faithfulness (C1b), and convexity (C3) are all straightforward to see. To see that it is monotonic (C2), we just note that if \( \Phi \) is CP-preserving quantum channel and \( \tilde{\sigma} \in \mathcal{CP} \) attains the minimum in Equation (106) then
\[
N^\text{tr}_{\mathcal{CP}}(\Phi(\rho)) = \min_{\sigma \in \mathcal{CP}} \{ \| \Phi(\rho) - \sigma \|_\text{tr} \} \leq \| \Phi(\rho) - \Phi(\tilde{\sigma}) \|_\text{tr} \leq \| \rho - \tilde{\sigma} \|_\text{tr} = N^\text{tr}_{\mathcal{CP}}(\rho), \tag{107}
\]
with the second inequality coming from the fact that quantum channels cannot increase the trace norm.

The only remaining property of \( N^\text{tr}_{\mathcal{CP}} \) that remains to be determined is strong monotonicity (C2b). While we do not have an explicit counter-example to this property, it seems unlikely to hold, as the trace distances of coherence and entanglement are known to not be strongly monotonic [39]. However, the following modification of \( N^\text{tr}_{\mathcal{CP}} \) where we instead consider the closest unnormalized completely positive matrix to \( \rho \) is indeed strongly monotonic (and also satisfies properties (C1b) and (C3) for the same reasons that \( N^\text{tr}_{\mathcal{CP}} \) does). Indeed, this was shown in [21], where the upcoming quantity \( N^\text{tr}_{\lambda CP}(\rho) \) that we introduce equals the quantity that they called \( T^\rho_{\lambda^+} \), in the special case when \( S = \mathcal{CP} \):
\[
N^\text{tr}_{\lambda CP}(\rho) \overset{\text{def}}{=} \min_{\sigma \in \mathcal{CP}, \lambda \geq 0} \{ \| \rho - \lambda \sigma \|_\text{tr} \}. \tag{108}
\]

We now show that the trace distance of non-negativity and its modification both satisfy the same formula as the robustness of non-negativity when restricted to the 2-dimensional case of qubits (refer back to Theorem 9).

**Theorem 10.** If \( \rho \in \mathcal{D}_2 \) then \( N^\text{tr}_{\mathcal{CP}}(\rho) = N^\text{tr}_{\lambda CP}(\rho) = 2 \left| \min \{ \Re(\rho_{1,2}), 0 \} + i \Im(\rho_{1,2}) \right| \).

**Proof.** It is clear that \( N^\text{tr}_{\mathcal{CP}}(\rho) \geq N^\text{tr}_{\lambda CP}(\rho) \) in all dimensions, so it suffices to prove that
\[
N^\text{tr}_{\lambda CP}(\rho) \geq 2 \left| \min \{ \Re(\rho_{1,2}), 0 \} + i \Im(\rho_{1,2}) \right| \geq N^\text{tr}_{\mathcal{CP}}(\rho). \tag{109}
\]
For the right inequality, we simply note that we can choose
\[
\sigma = \begin{bmatrix} \rho_{1,1} & \max \{ \Re(\rho_{1,2}), 0 \} \\ \max \{ \Re(\rho_{1,2}), 0 \} & \rho_{2,2} \end{bmatrix} \tag{110}
\]
so that
\[
\rho - \sigma = \begin{bmatrix} 0 & \min\{\Re(\rho_{1,2}), 0\} + i\Im(\rho_{1,2}) \\ \min\{\Re(\rho_{1,2}), 0\} - i\Im(\rho_{1,2}) & 0 \end{bmatrix},
\]
which has
\[
N^R_{\text{CP}}(\rho) \leq \|\rho - \sigma\|_u = 2\left|\min\{\Re(\rho_{1,2}), 0\} + i\Im(\rho_{1,2})\right|.
\]
(112)

For the left inequality, we just note that it is clear that the \((1, 2)\)-entry of \(\rho - \lambda \sigma\) from Equation (111) (with \(\lambda = 1\)) is as small as possible (in absolute value) subject to the constraint that \(\lambda \sigma \in \mathcal{CP}_2\), and if we fix the \((1, 2)\)-entry of a \(2 \times 2\) matrix then its trace norm is minimized when its diagonal entries are both equal to each other and smaller in absolute value than that of the \((1, 2)\)-entry. It follows that
\[
N^R_{\lambda \text{CP}}(\rho) \geq 2\left|\min\{\Re(\rho_{1,2}), 0\} + i\Im(\rho_{1,2})\right|,
\]
which completes the proof.

As with the robustness of non-negativity, we can get efficiently-computable upper and lower bounds on \(N^R_{\text{CP}}(\rho)\) and \(N^R_{\lambda \text{CP}}(\rho)\) by instead minimizing the trace distance to the sets \(\mathcal{D}\mathcal{D}\mathcal{N}\) and \(\mathcal{D}\mathcal{D}\). Alternatively, the semidefinite programming hierarchy of [27], for example, can be used to construct semidefinite programs that compute any of these measures to as much accuracy as we like (though the size of those semidefinite programs grows quickly with the desired accuracy).

### 7 Relationship with coherence

This resource theory is analogous to the resource theory of coherence [14] in many ways. In that resource theory, the free states are those that are “incoherent”, which simply means that they are diagonal when represented in the computational basis. We denote this set of states by \(\mathcal{I}\), and we note that it is trivially the case that \(\mathcal{I} \subset \mathcal{CP}\). That is, every density matrix that is free in the resource theory of coherence is necessarily free in this resource theory of non-negativity as well. For this reason, we can think of the present resource as a sub-resource of coherence.

As a consequence of the inclusion \(\mathcal{I} \subset \mathcal{CP}\), most of the properties of the resource theory of non-negativity are naturally bounded by an analogous property of the resource theory of coherence. For example, the measures of non-negativity that we introduced in the previous section all have analogous measures of coherence that are defined simply with the set \(\mathcal{CP}\) replaced by \(\mathcal{I}\). In particular, the robustness of coherence \(C^R\) [34], trace distance of coherence \(C_t\) [38], modified trace distance of coherence \(C'_t\) [39], and \(\ell_1\)-norm of coherence \(C^{\ell_1}\) [14] satisfy the (trivial) bounds
\[
N^R_{\text{CP}}(\rho) \leq C^R(\rho) \quad \quad N^R_{\lambda \text{CP}}(\rho) \leq C_t(\rho)
\]
(114)
\[
N^{\ell_1}(\rho) \leq C^{\ell_1}(\rho) \quad \quad N^R_{\lambda \text{CP}}(\rho) \leq C'_t(\rho).
\]
(115)

These coherence measures have the advantage of being efficiently computable by semidefinite programming, as well as having numerous theoretic results known about them (see [40, 41, 42, 43] and the references therein, for example), so all of these results immediately provide bounds on the corresponding quantities concerning non-negativity.
8 Conclusions and open questions

In this work, we introduce a resource theory for non-negativity of amplitudes of quantum states, motivated by the Sign Problem and stoquastic Hamiltonians. We showed that the free states in this resource theory are the well-studied completely positive matrices from linear algebra and convex optimization, and we characterized the accompanying witnesses and free operations.

We also introduced numerous ways of measuring how resourceful a quantum state is in this resource theory. Most of these measures are difficult to compute, so we also proved numerous bounds, and presented a method of approximating these measures via semidefinite programming.

Our work leaves numerous questions unanswered, and opens the door to many possible directions of future research, including:

• The set of doubly non-negative density matrices that are not completely positive are mathematically directly analogous to the set of entangled density matrices with positive partial transpose (see [5, 6] for a way of making this relationship explicit). Since PPT states are bound entangled, it seems natural to guess that DNN-but-not-CP states are “bound” in some sense for this resource theory as well, and this seems worth exploring.

• Is there a nice operational interpretation of the set of CPCP channels? For instance, it is known that \( J(\Phi) \) is separable if and only if \( \Phi \) is a measure-and-prepare channel. Is there an analogous statement that can be made if \( J(\Phi) \) is instead completely positive?

• We showed that the states \( (I \pm Y)/2 \) are maximally non-non-negative in the sense that they can be mapped via CP-preserving channels to arbitrary qubit states. Are there states that are similarly maximally non-non-negative in higher dimensions, and if so, what are they?

• We mentioned that the trace distance of coherence \( N_{\text{tr}}^{\text{CP}} \) is monotonic, but probably not strongly monotonic. Can an explicit example be constructed to show that it indeed is not strongly monotonic?

• There are numerous other natural measures of non-negativity that could be defined and explored. For example, we could define the relative entropy of non-negativity by

\[
N_{\text{r.e.}}^{\text{CP}}(\rho) \overset{\text{def}}{=} \min_{\sigma \in \text{CP}} \{ S(\rho\|\sigma) : \text{range}(\rho) \subseteq \text{range}(\sigma) \},
\]

(116)

where \( S(\rho\|\sigma) = \text{Tr}(\rho \log(\rho)) - \text{Tr}(\rho \log(\sigma)) \) is the relative entropy of \( \rho \) with respect to \( \sigma \), and explore what properties and interpretations it has.
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