Evaluation of Nearshore and Offshore Water Quality Assessment Using UAV Multispectral Imagery
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Abstract: A cost-effective technology has emerged which combines multispectral sensors mounted on Unmanned Aerial Vehicles (UAVs). This technology has a promising potential for monitoring water quality in coastal environments. Our study aimed at evaluating this technology to infer the spatial distribution of chlorophyll a concentration [Chl-a] (in µg·L⁻¹) and turbidity (FNU) in surface waters. The multispectral sensor measured reflectance at 4 distinct wavelength bands centered on 448 nm, 494 nm, 550 nm and 675 nm, hence providing 4 datasets {R(448), R(494), R(550), R(675)}. We investigated the potential of estimating [Chl-a] and turbidity based on reflectance ratios and indexes calculated from two different wavelength bands. The calibration functions were formulated based on the property that any of the reflectance measurements was linearly correlated to any other one. The calibration was performed from 35 measurements of reflectance, [Chl-a] and turbidity collected in seven sites in the U.K. between May and August 2017. Two calibration functions derived from the index δ=(R(550) - R(448))/(R(550) + R(448)) presented the best fit and explained 78% of the total variance for [Chl-a] and 74% for turbidity measurements, respectively. Calibration functions were then inversed to estimate [Chl-a] and turbidity from reflectance measurements. Finally, we performed a validation test using independent measurements from three sites in France, in July 2017. The resulting maps show a pattern with higher [Chl-a] in lower turbidity areas. However, discrepancies between the observed and re-calculated values and difficulties in validating low turbidity values suggest that site-specific calibrations should be performed at each investigated location.
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1. Introduction

The need to monitor water quality in coastal regions is becoming increasingly important as populations and associated development continue to increase. The increasing demands on land use including the proliferation of housing developments, increased agricultural production, and changes in forestry management practices, impact nearby aquatic ecosystems. The increased productivity of pelagic primary producers and decreased water column transparency are known to be the first consequences of eutrophication in both freshwater and coastal ecosystems [1]. The increase of overland flow due to impervious surfaces increases nutrient and sediment loads in receiving coastal watersheds [2,3]. In an effort to promote sustainable use of the seas and the conservation of marine ecosystems the European Union has outlined a framework directive for its members, which requires them to monitor the health of marine ecosystems, including specifically, turbidity and phytoplankton [4]. Developing cost effective methods and tools to monitor water quality is essential to control ecosystem health on a long-term time scale and is crucial to implement sustainable management practices for coastal aquatic ecosystems. The use of unmanned aerial vehicles mounted with multispectral sensors
for water quality monitoring offers a possible economical solution for monitoring water quality in coastal areas.

Remote sensing of the earth’s surface by satellites has provided a way to quantify changes in the ocean in recent decades. These multi-decade satellite records have also opened-up opportunities to improve upon and find new ways of measuring water quality parameters throughout the world’s oceans. Most remote sensing methods use optical properties of water to assess water quality, mainly by two variables, turbidity which generally refers to a measure of reduced water clarity and chlorophyll a concentration [Chl-a] which is used as a proxy to estimate phytoplankton biomass. The methods to measure ocean water quality parameters using satellite-based remote sensing technology has been studied for many decades. Obtaining water quality estimates through remote sensing is typically accomplished using empirical formulas based on statistical regression analysis of reflectance values at the location of in-situ measurements [5–8]. The evolution of NASA’s Ocean Color algorithms are a great example of the achievements made in satellite-based remote sensing capabilities over the years. O’Reilly et al. [9] in 1998 used in-situ measurements from 919 stations to analyze 17 different algorithms using reflectance values derived from SeaWiFS wavebands. Of these, the best performing algorithms became known as the Ocean Color (OC) algorithms, often referred to as OCx (x being an index indicating the sensor, algorithm and wavelengths used to fit polynomial functions). The basis of these algorithms is the logarithm of the ratio of 2 different bands. Retrieval algorithms for both turbidity and [Chl-a] are readily available. Scientists continue to bring in new data, environmental factors and technology to modify the existing algorithms and develop new models.

The use of satellite imagery, however, is limited by its lack of an adequate spatial resolution in-land and coastal features [10–12]. Unmanned Aerial Vehicles (UAVs), have become a cost-effective tool for the collection of high-resolution aerial imagery [13–15], which includes possible applications, for monitoring water quality [16–19] and sea-ice [20]. Current advances in digital camera technology have allowed for the development of small, lightweight and affordable multispectral cameras that can be mounted on UAVs. In contrast to the multiple narrow wavebands of hyperspectral technology, multispectral sensors use broader wavebands to collect imagery from multiple wavebands in the visible and near-infrared spectrums. These sensors deployed in lower altitude exhibit higher resolutions than satellite multi-spectral cameras [21]. Primarily they have been used by farmers to monitor crop production and plant health [22]. Their applications in the marine environment, however, are minimally documented.

The objective of our study is to provide an initial assessment of the use of this new technology to investigate water quality of coastal ecosystem. We proposed to evaluate the use of a multispectral sensor mounted on a small UAV for estimating the spatial distribution of both turbidity and chlorophyll a concentration [Chl-a] as proxies of water quality. For this, a series of surveys were first performed in nearshore and offshore marine environments on the south coast of England; they were used to test the methodology and to develop a calibration algorithm to calculate estimators. Algorithms were constructed mathematically by examining how reflectance measurements varied relative to each other. Calibration functions were formulated, and the variability of parameter estimates were quantified as a mean to evaluate the methodology (i.e., how dispersion influences the precision of the estimators). In a second step, this methodology was implemented on independent sets of data collected along the coast of Western Brittany, France. These reflectance datasets were used to reconstruct the spatial distribution of the resulting [Chl-a] and turbidity estimates.

2. Materials and Methods

2.1. Study Area

This study collected both in-situ and multispectral imagery data from three main regions (Figure 1): two regions are located in Southern England, U.K. encompassing three nearshore sites near Southampton, and four offshore sites off the coast of Plymouth. The second region is located in
Western Brittany, France, and encompasses three nearshore sites around Brest. The U.K. sites were sampled between the 9th of May and the 6th of August 2017. The three nearshore sites in France were each surveyed one time from the 12th to the 16th of June 2017.

2.2. Sampling Strategy

In-situ measurements were collected using two different methods based on location: (1) At the U.K. sites, samples were collected at three to six discrete locations, which were surveyed a total of 11 times over the course of the study. The four offshore sites in the U.K. were surveyed once during a water quality research cruise on June 19th–21st, 2017, with the University of Southampton onboard R/V Callista; (2) The in-situ measurements collected in France utilized a boat to tow the water quality probe and measure continuous water quality and GPS measurements along transects, instead of a single, discrete point location. The data collected in France was used to validate the models developed from data collected at the U.K. sites.

2.3. Methods

2.3.1. In-Situ Measurements

A YSI (Yellow Springs Instruments) EXO1 water quality probe was used to measure in-situ data for [Chl-a] and turbidity. Turbidity was measured in Formazin Nephelemotric Units (FNU) by an optical sensor installed on the probe which emits light at 860 nm (±15 nm) and detects 90° scatter. [Chl-a] was measured by an optical sensor that excites chlorophyll a with light emitted at 470 nm (±15 nm) and measures fluorescence at 685 nm (±20 nm). [Chl-a] was expressed in micrograms per liter (µg.L-1) after calibration in the laboratory. Both fluorescence and turbidity sensors were factory calibrated.
liter ($\mu g \cdot L^{-1}$) after calibration in the laboratory. Both fluorescence and turbidity sensors were factory calibrated before the project. A handheld display unit with an internal GPS (±2.5 m accuracy) was connected to the EXO1 probe for real-time readings of water quality parameters (Figure 2b). In-situ measurements at the nearshore sites in the U.K. were sampled by wading out into the water to a depth of approximately 1 m and filling a 5-gallon sample bucket of undisturbed water, then marking a location with the handheld GPS device. Once back as shore, the EXO1 was placed into the sample bucket to collect the measurements. For offshore sites, in-situ measurements were collected from an approximate depth of 3 m with Niskin bottles mounted on a CTD rosette. Additionally, water samples were collected at all U.K. sites to analyze [Chl-a] by fluorometry in the laboratory, in order to calibrate the YSI EXO1 handheld probe. A Turner Designs 10-AU Fluorometer was used to measure [Chl-a] of the water samples, according to the methods described by Welschmeyer (1994) [23].
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**Figure 2.** Relationships between reflectance measurements performed at different wavelength bands (448 nm (blue), 494 nm (cyan), 550 nm (green), 675 nm (red)) and environmental variables. From left to right and top to down are represented Reflectance values (in %) as a function of (a) Temperature (°C), (b) Salinity (psu), (c) Turbidity (FNU), (d) Chlorophyll a concentration ($\mu g \cdot L^{-1}$) and (e) Incident light ($W \cdot m^{-2}$). The last figure ((f), lower-right) shows the relationship between Turbidity and Chlorophyll a concentration. Linear regressions did not exhibit slopes significantly different from zero (t-tests, d.o.f. = 33, $p = 0.05$), suggesting both low dependencies and large dispersion of the data.
2.3.2. UAV Multispectral Surveys

The UAV used in this study was a DJI Phantom 3 Professional. The built-in GPS was used for positioning with a horizontal accuracy range of ±1.5 m and a vertical accuracy range of ±0.5 m. The UAV was equipped with a multispectral sensor system built by Sentera in Minneapolis, Minnesota, U.S.A. The multispectral sensor consists of four different wave band sensors in the visible spectrum (Table 1). Each sensor collects 1.2-megapixel (1248 × 950) images at user defined intervals. The approximate footprint for each image at 75 m in altitude was 60 m × 45 m, hence the resolution was equal to 4.8 cm/pixel. Autonomous operation of the UAV survey was performed utilizing Sentera software application called AgVault™. All UAV surveys for this study were designed to have a minimum sidelap of 70% on all transects. The maximum flight speed was 8 ms⁻¹. The multispectral system was configured to capture one image for each waveband every 20 m of distance flown. All UAV flights and in-situ measurements were carried out during daylight, between 12:00 and 19:30. Each survey began and ended by imaging a 20 cm × 15 cm radiometric calibration target to calibrate images to the light conditions available at the time of the flight. The global meteorological conditions varied between sunny and cloudy weather. Flights were always performed below the cloud cover. No flights were conducted in rain, wind speeds higher than 15 kts or wave heights higher than 1 m due to the risk of measuring unusable data and losing or damaging the UAV. In-situ measurements were collected within 30 min of each UAV flight.

| Color  | Center Wavelength (nm) | Wavelength Range (nm) |
|--------|------------------------|-----------------------|
| Blue   | 448                    | 438.0–458.0           |
| Blue   | 494                    | 484.0–504.0           |
| Green  | 550                    | 537.5–652.5           |
| Red    | 675                    | 662.5–687.5           |

2.4. Data Processing

2.4.1. Image Reflectance Correction

To convert the raw pixel values from each multispectral image into a quantifiable reflectance value, a reflectance correction process (Equation (1)) was developed with guidance from the sensor manufacturer and executed in a 2-step process. The first step is to calculate a constant that represents the available light conditions at the time of each survey. This process uses the images of the radiometric calibration target to calculate a reflectance constant for each waveband, k (FPA counts/µs⁻¹). The Focal Plane Array (FPA), the array of light detectors which are located in the focal plane of the sensor, is parameterized by Tₑ (microseconds, µs), the analog gain, Gₐ (unitless) and the digital gain, G₃ (unitless). Each image has unique settings (Tₑ,Gₐ,G₃), which are recorded in a separate log file by the sensor on every flight.

The aperture, filter width and quantum efficiency for each image are integrated into the calibration constant (k). The second step of the process uses the calculated reflectance constant (k) and converts each pixel’s digital number (N₃) ranging from 0 to 255, into digital reflectance values, R₃ (in digital number):

$$R₃ = \frac{N₃}{k \times Tₑ \times Gₐ \times G₃}$$

(1)
which is converted into relative reflectance, \( R \) (in \%), by:

\[
R = 100 \frac{R_D}{256}
\]  

(2)

2.4.2. Image Mosaics

Multispectral images taken nearshore sites were processed to create georeferenced mosaics using the software Pix4D™. The creation of mosaics for each waveband was performed by Pix4Dmapper using image stitching techniques based on tie points identification [24] and correction of images from variations in the camera angle and distance from the ground. The algorithm is used to sequentially stitch images from an initial pair to produce a seamless orthomosaic [25].

2.4.3. Reflectance Value Extraction

A total of 35 measurements, from the U.K sites, were used for developing calibration algorithms. Data collected from in-situ samples were compared to the multispectral mosaics with a 1 × 1 m, 3 × 3 m and 5 × 5 m averaged reflectance value calculated at the same location. The applied averaging accounts for the accuracy of the GPS and the time lag between the collection of the UAV data and the in-situ measurements. In-situ sample locations were selected to keep only points with homogeneous bottom types (e.g., sandy bottom), avoiding seagrass beds or other areas with strong local variability. Regarding the offshore sites, the averaging area was performed at 25 × 25 m assuming that the field is quite homogeneous regarding the explored variable, [Chl-a] and turbidity. No mosaic was created in this case, hence a single image was used because there was no stationary objects available to guide the merging program.

3. Results

3.1. In-Situ Data Analysis

We have first investigated the relationship between each of the wavelength band reflectance measurements and environmental variables. Temperature and Salinity are variables used to characterize differences in water masses, and as they varied extensively (12 °C to 26 °C and 4 to 36 psu respectively), they may differ in optical properties. Ambient Light Energy (estimated as total incident light irradiance at the sea surface) is one factor that affects the most reflectance measurements. Even if there was a systematic calibration of the measurements using standards with known reflectance values, ambient light energy may affect reflectance measurements. Chlorophyll a concentration and turbidity are the two variables that we targeted to infer water quality. Temperature, salinity, turbidity and chlorophyll a concentration were measured, hence calibrated, by the sensor manufacturer or by us. On the contrary, the total incident light irradiance was calculated from the geographical position of the sampling stations, and the date and time of each of the sampling according to Frouin et al. 1989 [26].

Figure 2 represents the variations of reflectance according to the environmental variables (temperature, salinity, turbidity, chlorophyll a and light energy). The slopes were different from one reflectance to another, but none of them were significantly different from zero in any of the cases (\( t \)-test performed with degrees of freedom (d.o.f), equal to 33 and a first-type error threshold fixed at 0.05). This indicates that none of the reflectance measurement was sensitive to variations of these environmental variations, i.e. their intrinsic variability (random dispersion around the mean value) is much larger than variations induced by environmental variability.

The relationship between the two environmental variables of interest (chlorophyll a concentration and turbidity) were investigated by means of orthogonal regression. [Chl-a] measurements were distributed close to the mean of 1.02 ± 0.52 SD \( \mu \text{g} \cdot \text{L}^{-1} \). The distribution of turbidity measurements was right-skewed with a mean of 7.23 ± 7.94 FNU. The orthogonal linear regression between in-situ measurements of turbidity and [Chl-a] resulted in a positive linear relationship, but the proportion of variance explained by the linear regression is low (\( R^2 = 0.17 \)). In addition, it did not reveal any
significant correlation since the slope was not significantly different from zero, \((t\text{-tests, d.o.f.} = 33, p = 0.05)\), because of high dispersion of the values. Therefore, they can be assumed to be independent of each other.

3.2. Multispectral Data Analysis

Orthogonal regressions between the reflectance data shows that each of the waveband measurements are strongly linearly correlated to any other (Figure 3, Table 2); the percentage of variance explained by the regression varied between 0.69 (reflectance measured at 494 vs. 675 nm) and 0.96 (reflectance measured at 550 vs. 675 nm). The slopes varied from 0.92 (reflectance measured at 550 vs. 675 nm) to 1.60 (reflectance measured at 448 vs. 550 nm), and corresponding intercepts varied from \(-1.35\%\) (reflectance measured at 494 vs. 675 nm) to \(0.13\%\) (reflectance measured at 448 vs. 494 nm). Correlation between reflectance from each of the single wave bands compared to the measured in-situ values for both [Chl-a] and turbidity, were not significant. However, the level of reflectance varied from one waveband to another, \(7.45 \pm 1.69\) SD at 448 nm, \(9.59 \pm 3.10\) SD at 494 nm, \(12.02 \pm 3.67\) SD at 550 nm and \(8.52 \pm 3.22\) SD at 675 nm.

![Graphs](image)

**Figure 3.** Orthogonal linear regressions between reflectance measurements performed at different wavelength band combinations using 448 nm, 494 nm, 550 nm and 675 nm respectively, (a-f). The regression line is represented by the solid lines and the line \(y = x\) (first bisector) is represented by the dashed lines. Parameters (slope and intersect), along with the respective determination coefficients \((R^2)\) are provided for all graphs (a to f) in Table 2.
Table 2. Band value comparison from the in-situ data collected with all 4 multispectral sensors from orthogonal regression taking wavelength bands 2 by 2 and providing slope, intercept and \(R^2\). The corresponding plots in Figure 2 are indicated for references.

| Plot in Figure 2 | \(\lambda_1\) (nm) | \(\lambda_2\) (nm) | Slope | Intercept | \(R^2\) |
|------------------|---------------------|---------------------|-------|-----------|---------|
| a                | 448                 | 494                 | 1.17  | 0.13      | 0.86    |
| b                | 448                 | 550                 | 1.60  | -0.08     | 0.86    |
| c                | 448                 | 675                 | 1.33  | -0.54     | 0.86    |
| d                | 494                 | 550                 | 1.40  | -0.40     | 0.73    |
| e                | 494                 | 675                 | 1.29  | -1.35     | 0.69    |
| f                | 550                 | 675                 | 0.92  | -1.00     | 0.96    |

3.3. Algorithm Development

The covariations between reflectance measurements performed at one wavelength, \(R_1\), and measurements performed at any other wavelength band, \(R_2\), both being interchangeable, are expressed by \(R_1 = aR_2 + b\), where \(a\) is the slope and \(b\) the intercept of the orthogonal regression between \(R_1\) and \(R_2\). To combine differences in the level of reflectance between two wavelength bands and the variables of interest ([Chl-a] and turbidity), we first calculated indices based on the ratios between these two wavelengths. This ratio, \(\rho_{12}\) (dimensionless) was developed as the following:

\[
\rho_{12} = \frac{R_1}{R_2} = \frac{aR_2 + b}{R_2} = a + \frac{b}{R_2} \quad (3)
\]

Therefore, the ratio \(\rho_{12}\) has structurally the shape of a hyperbolic function. The minimum calibration function that links environmental variables, \(E\) (chlorophyll a concentration or turbidity), to the ratio \(\rho_{12}\) can then be expressed as:

\[
\rho_{12} = x_1 + x_2 E^{-1} \quad (4)
\]

where \(x_1\) and \(x_2\) are two parameters to estimate. The exponent of the environmental variable, \(E\), is equal to \((-1)\), 1 being a particular value of a parameter \(x_3\), \(\{x_3 \in \mathbb{R}\}\), hence (4) can be generalized as:

\[
\rho_{12} = x_1 + x_2 E^{-x_3} \quad (5)
\]

with the constraint that \(x_2\) is negative and represents the relative asymmetry between the distributions of the reflectance ratio, \(\rho_{12}\) and the environmental variable, \(E\) ([Chl-a] or turbidity).

The reciprocal function, allowing to estimate \(E\) (\(\hat{E}\) is an estimator of \(E\)) from the ratio \(\rho_{12}\) (calculated from measurements of reflectance) can then be expressed as:

\[
\hat{E} = \left(\frac{x_2}{(\rho_{12} - x_1)}\right) \quad (6)
\]

generalized as:

\[
\hat{E} = \left(\frac{x_2}{(\rho_{12} - x_1)}\right)^{1/x_3} \quad (7)
\]

The reasoning is the same for NDV or NDW-type indexes, \(\delta_{12}\) (dimensionless):

\[
\delta_{12} = \frac{R_1 - R_2}{R_1 + R_2} = \frac{(a - 1)R_2}{(a + 1)R_2 + b} + \frac{b}{(a + 1)R_2 + b} \quad (8)
\]

which again has structurally the same shape of a hyperbolic curve and converges to \((a - 1)/(a + 1)\) when \(R_2\) increases. Considering that \(b\) is negligible in the denominator, the minimum function of linking environmental variables, \(E\) (chlorophyll a concentration or turbidity), to the index \(\delta_{12}\) is:
\[
\delta_{12} = \left( \frac{x_1 - 1}{x_1 + 1} \right) + \frac{x_2}{(x_1 + 1)E} \tag{9}
\]

with the reciprocal function being used to estimate \(E\) from the reflectance measurements:

\[
\hat{E} = \left( x_2 / \left( \left( \delta_{12} - \left( \frac{x_1 - 1}{x_1 + 1} \right) \right) (x_1 + 1) \right) \right) \tag{10}
\]

Or, when an additional parameter \(x_3\) is added:

\[
\delta_{12} = \left( \frac{x_1 - 1}{x_1 + 1} \right) + \frac{x_2}{(x_1 + 1)E^{x_3}} \tag{11}
\]

with the reciprocal function, estimating \(E\) from reflectance measurements:

\[
\hat{E} = \left( x_2 / \left( \left( \delta_{12} - \left( \frac{x_1 - 1}{x_1 + 1} \right) \right) (x_1 + 1) \right) \right)^{1/x_3} \tag{12}
\]

The calibration functions and their reciprocal are empirical functions based on the observed relationships between variables that were measured in this study. Mainly they took advantage of the fact the reflectance measurement sets are strongly correlated two by two. Therefore, the parameter sets \(\{x_1, x_2\}\) or \(\{x_1, x_2, x_3\}\) must be identified. The parameter identifications were performed by optimization of an ordinary least square criterion, using a simplex algorithm [27], well adapted for a function with few parameters. The variance-covariance matrices of the parameter estimates were computed by resampling the centered residuals according to the Bootstrap method applied in a context of non-linear regression [28].

The complete results of the optimization of functions correlating calculated reflectance ratios \(\{R(550)/R(448), R(550)/R(494), R(675)/R(448), R(675)/R(494)\}\) or related indexes \(\{(\text{numerator-denominator})/(\text{numerator+denominator})\}\) to chlorophyll a concentration or turbidity are provided in Table 3; values for parameter estimates, their variance and their correlation matrix are presented with the percentage of variance explained by each fit, expressed as \(R^2\). The best fits (represented by higher \(R^2\)) were obtained in all cases with the ratio \((R(550)/R(448))\) and the index \((R(550) - R(448))/(R(550) + R(448))\); Figure 4 presents the fitted curves for these optimal cases. Regarding the case of the chlorophyll a concentration, the performances of the 2-parameter models (4 and 9) were similar to the performances of the 3-parameters models (5 and 11), i.e. fittings resulted to similar \(R^2\) values. This was not the case for the turbidity for which \(R^2\) doubled from the 2-parameter to the 3-parameter model fitting. It can be seen as well on Figure 4, showing that in the case of the 2-parameter turbidity model (3rd row), the curves did not fit well to the data; they were indeed characterized by a sharp increased followed by a flat curve on most of the turbidity range, hence tending to let turbidity variations being independent from the reflectance ratios and index calculations.

### 3.4. Calibration Results

The best fit of the 2-parameter model (Equation (10)) for the index \((R(550) - R(448))/(R(550) + R(448))\) was used for further calculations on [Chl-a] estimates. The 3-parameter equivalent (Equation (12)) was used for further calculations on the turbidity estimates. The best fits for the 3-parameter model was stable but the calculations of the means and the variance-covariance matrices were very unstable, due to a combination of a very high correlation between \(x_1\) and \(x_2\) (close to 1), a large dispersion of data, and the implemented bootstrap method, which theoretically requires no dependency between the error and the explanatory variable.
Table 3. Parameter estimates for the calibration models (2 and 3 parameters) applied to the Reflectance ratios and indexes, as functions of concentration of chlorophyll a concentration (µg·L⁻¹) and Turbidity (FNU). Between brackets are ratios or indices combining reflectance measured at 4 different wavelength bands centered on 448, 494, 550 and 675 nm. Mean and covariance were calculated from 200 bootstrap pseudo-replicates.

| [Chl-a] (2 parameters) | [550/448] | ([550 − 448)/(550 + 448)] | ([675 − 448)/(675 + 448)] | ([550 − 494)/(550 + 494)] | ([675 − 494)/(675 + 494)] | ([675 − 448)/(675 + 448)] |
|------------------------|-----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Best(x₁)              | 2.03      | 2.02                     | 1.53                     | 1.50                     | 1.67                     | 1.69                     |
| Best(x₂)              | -0.32     | -0.32                    | -0.28                    | -0.27                    | -0.26                    | -0.28                    |
| R²                    | 0.70      | 0.78                     | 0.65                     | 0.65                     | 0.68                     | 0.74                     |
| Mean(x₁)              | 2.03      | 2.02                     | 1.53                     | 1.51                     | 1.68                     | 1.69                     |
| Mean(x₂)              | -0.32     | -0.32                    | -0.29                    | -0.28                    | -0.27                    | -0.28                    |
| Var(x₁)               | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
| Var(x₂)               | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
| Corr(x₁,x₂)           | -0.84     | -0.87                    | -0.83                    | -0.84                    | -0.77                    | -0.82                    |

| [Chl-a] (3 parameters) | [550/448] | ([550 − 448)/(550 + 448)] | ([675 − 448)/(675 + 448)] | ([550 − 494)/(550 + 494)] | ([675 − 494)/(675 + 494)] | ([675 − 448)/(675 + 448)] |
|------------------------|-----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Best(x₁)              | 2.05      | 1.93                     | 2.26                     | 1.70                     | 1.55                     | 1.50                     |
| Best(x₂)              | -0.34     | -0.17                    | -1.04                    | -0.44                    | -0.13                    | -0.07                    |
| R²                    | 0.70      | 0.78                     | 0.67                     | 0.66                     | 0.69                     | 0.75                     |
| Mean(x₁)              | 2.29      | 1.96                     | 2.53                     | 2.44                     | 1.63                     | 1.53                     |
| Mean(x₂)              | -0.59     | -0.19                    | -1.29                    | -1.11                    | -0.21                    | -0.09                    |
| Mean(x₃)              | 1.04      | 1.56                     | 0.59                     | 1.04                     | 1.56                     | 2.11                     |
| Var(x₁)               | 0.84      | 0.03                     | 2.94                     | 10.06                    | 0.19                     | 0.01                     |
| Var(x₂)               | 0.86      | 0.02                     | 2.96                     | 8.78                     | 0.20                     | 0.01                     |
| Var(x₃)               | 0.26      | 0.20                     | 0.15                     | 0.25                     | 0.40                     | 0.36                     |
| Corr(x₁,x₂)           | -1.00     | -0.97                    | -1.00                    | -1.00                    | -0.91                    | -1.00                    |
| Corr(x₁,x₃)           | -0.61     | -0.83                    | -0.60                    | -0.39                    | -0.46                    | -0.75                    |
| Corr(x₂,x₃)           | 0.62      | 0.87                     | 0.61                     | 0.39                     | 0.48                     | 0.84                     |

| Turbidity (2 parameters) | [550/448] | ([550 − 448)/(550 + 448)] | ([675 − 448)/(675 + 448)] | ([550 − 494)/(550 + 494)] | ([675 − 494)/(675 + 494)] | ([675 − 448)/(675 + 448)] |
|--------------------------|-----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Best(x₁)                | 1.65      | 1.60                     | 1.19                     | 1.12                     | 1.36                     | 1.32                     |
| Best(x₂)                | -0.02     | -0.02                    | -0.02                    | -0.01                    | -0.01                    | -0.01                    |
| R²                      | 0.31      | 0.34                     | 0.25                     | 0.25                     | 0.19                     | 0.15                     |
| Mean(x₁)                | 1.66      | 1.59                     | 1.19                     | 1.11                     | 1.36                     | 1.32                     |
| Mean(x₂)                | -0.02     | -0.02                    | -0.02                    | -0.01                    | -0.01                    | -0.01                    |
| Var(x₁)                 | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
| Var(x₂)                 | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
| Corr(x₁,x₂)             | -0.17     | -0.46                    | -0.18                    | -0.42                    | -0.31                    | -0.41                    |
| Corr(x₁,x₃)             | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |

| Turbidity (3 parameters) | [550/448] | ([550 − 448)/(550 + 448)] | ([675 − 448)/(675 + 448)] | ([550 − 494)/(550 + 494)] | ([675 − 494)/(675 + 494)] | ([675 − 448)/(675 + 448)] |
|--------------------------|-----------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Best(x₁)                | -2.25     | -2.26                    | -1.56                    | -1.08                    | -0.82                    | -1.20                    |
| Best(x₂)                | 3.59      | 3.10                     | 2.50                     | 2.08                     | 9.98                     | 2.19                     |
| Best(x₃)                | -0.05     | 0.03                     | -0.06                    | 0.00                     | -0.01                    | 0.01                     |
| R²                      | 0.68      | 0.74                     | 0.56                     | 0.58                     | 0.51                     | 0.53                     |
| Mean(x₁)                | -1.41     | -4.19                    | -0.86                    | -1.20                    | -1.17                    | -1.59                    |
| Mean(x₂)                | 2.73      | 4.76                     | 1.78                     | 2.21                     | 2.30                     | 2.56                     |
| Mean(x₃)                | -0.11     | 0.02                     | -0.14                    | 0.00                     | -0.13                    | 0.00                     |
| Var(x₁)                 | 6.49      | 77.14                    | 2.92                     | 1.08                     | 8.39                     | 5.78                     |
| Var(x₂)                 | 6.51      | 57.83                    | 2.93                     | 1.21                     | 8.45                     | 5.21                     |
| Var(x₃)                 | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
| Corr(x₁,x₂)             | -0.70     | -0.64                    | -0.68                    | -0.58                    | -0.61                    | -0.53                    |
| Corr(x₁,x₃)             | 0.70      | 0.64                     | 0.68                     | 0.59                     | 0.61                     | 0.53                     |
| Corr(x₂,x₃)             | 0.00      | 0.00                     | 0.00                     | 0.00                     | 0.00                     | 0.00                     |
Figure 4. Calibration functions linking [Chl-a] and Turbidity to reflectance ratios and indexes calculated from reflectance measured at $\lambda = 448$ nm and $\lambda = 550$ nm. From left to right: calibration curve for the $R(550)/R(448)$ ratio, the inversed curve to reconstruct chlorophyll a concentration and Turbidity from the reflectance ratio (grey background), calibration curve for $(R(550) - R_{448})/(R_{550} + R_{448})$ index and inversed curve to reconstruct chlorophyll a concentration and Turbidity from the reflectance index (grey background). From top to down, fit of the 2-parameters functions involving [Chl-a] (a–d) and turbidity (e–h) as explanatory variable, fit of the 3-parameters functions involving [Chl-a] (i–l) and turbidity (m–p) as explanatory variable.

3.5. Model Validation

The ranges of chlorophyll a concentrations [Chl-a] were different between the 3 French sites used for validation: Site 1 in France produced the highest range in observed [Chl-a] (0.31–2.63 $\mu$g·L$^{-1}$), with an average equal to 1.10 $\mu$g·L$^{-1}$ (104 points). Sites 2 and 3 had smaller ranges of in-situ measured values of [Chl-a] (0.10–0.24 $\mu$g·L$^{-1}$ and 0.15–0.65 $\mu$g·L$^{-1}$, with averages being equal to 0.18 and 0.29 $\mu$g·L$^{-1}$ for 77 and 115 points for sites 2 and 3 respectively). The calculation of the model (10) was applied to indices of reflectance measured at the French sites. The model under-estimated [Chl-a] for site 1 while overestimating values for site 3 and was quite accurate for site 2. Model results for site 1 showed the range of observed values was larger than the range of calculated values (ranging between 0.5 to 1.2 $\mu$g·L$^{-1}$). It was the contrary for Site 3 (The calculated values varied between 0.3 and 2.2 $\mu$g·L$^{-1}$). For site 2, the calculated values were slightly comparable in range (between 0.3 and 0.5 $\mu$g·L$^{-1}$) but slightly higher in average than the observed values. For Turbidity, the values observed in France were...
much smaller (by almost two orders of magnitude) than values observed in the U.K., which made the validation evaluation difficult.

Applying inversed calibration curves of indices on the measured reflectance values led to estimates of the spatial distribution of chlorophyll a concentration and turbidity. Results are displayed in Figure 5. In the 3 cases, there is an inverse pattern of higher concentration of chlorophyll a in areas with lower turbidity. It can be seen that transects for the validation were mainly performed in areas with low turbidity.

Figure 5. Spatial distribution of the chlorophyll a concentration [Chl-a] (left column) and turbidity (right column) calculated from the multispectral imagery collected from the UAV at the validation sites in France, using inversed calibration function parameterized for UK sites: [Chl-a] was calculated using the 2-parameter index equation (Equation (10)) and turbidity was calculated using the 3-parameter index equation (Equation (12)). The solid black lines show the track of the in-situ measurements collected with the EXO-1 sensor towed by a boat, beginning at A and finishing at B.
4. Discussion

Reflectance ratios are standard proxies of environmental variables for most satellite sensor algorithms (such as OCx) while normalizing indices (such as Normalized Difference Vegetation Index, NDVI) are standard proxies of environmental variables for multispectral sensors used in the agricultural industry. Agriculture has mainly used NDVI [29] to monitor field productivity [30]. This index uses $R_{\text{NIR}}$, which is the reflectance measured in a wavelength band between 0.750 nm and 1.100 nm (Near Infrared), and $R_{\text{red}}$, which is the reflectance measured in a wavelength band between 0.550 nm and 0.750 nm; NDVI is calculated as $(R_{\text{NIR}} - R_{\text{red}})/(R_{\text{NIR}} + R_{\text{red}})$. Infrared light does not penetrate more than a meter in water masses, hence are useless for most marine applications; conversely, McKinnon and Hoff, [31] have shown that indexes based on visible spectrum, as used for water masses, cannot be applied reliably in cases of agricultural fields.

In waterbodies, there is typically stronger absorption (lower reflectance) in the lower wavelength bands, mainly centered around 448 nm (blue), but also covering a part of the 494nm wavelength band (cyan) than at 550 nm (green) and 675 nm (red). This implies that a higher reflectivity should be observed in the green and red wavebands. In addition, the minimum and maximum of reflectance in phytoplankton productive waters are around 400 nm and 550 nm respectively [32]. Our calibration results are in good agreement with the basic reflectance pattern of phytoplankton productive waters, since the best fits were achieved with a ratio and index that involved reflectance measured at wavelength bands centered around 448 nm and 550 nm. In addition, the index $(R(550) - R(448))/(R(550) + R(448))$ is always positive, confirming that reflectance is always higher at 550nm than at 448 nm.

The sample size used to develop the [Chl-a] algorithm was small compared to standard remote sensing studies ($n = 35$), but they are sufficient to produce a calibration relationship between reflectance ratios or indexes and in-situ measurements mainly for two reasons. First, to fit a 2 or 3 parameter curve requires only a minimum of 4 or 5 data points, respectively. Second, the percentage of variance explained by the fitted functions reached 78% for [Chl-a] (with a 2-parameters function) and 74% for turbidity (with a 3-parameters function). This good score is due to the fact that there are strong linear correlations between reflectance measured at any two wavelength bands; this makes the fit structurally robust. A significant non-linear correlation between multispectral measurements and in-situ turbidity measurements was found with a 3-parameters model and not with a two parameters model, suggesting that the relative distribution of the reflectance ratio or index and turbidity are skewed. This was not a problem for best parameter estimates, but the calculation of variance should be explored further since the method we implemented is sensitive to high dispersion [28].

The multispectral results from all the [Chl-a] models at the validation data at Site 1 in France revealed a “bloom” or “spike” of higher [Chl-a] that was also observed in the in-situ measurements (Figure 5). This provides strong evidence that the UAV multispectral sensors have the ability to detect changes in water quality parameters. The modeled values tend to overestimate low concentrations and underestimate high concentrations, which suggests that localized adjustments and calibrations to algorithms should be performed at each site may in order to improve [Chl-a] retrieval estimates. The poorer estimates (for sites 2 and 3) coincided with low [Chl-a] concentrations, suggesting that this technology with our methodology might be better suited for areas of higher concentrations or where large ranges in concentrations are expected.

The results from site 2 in France showed a lag in peaks of modeled and in-situ measurements. It could be explained by the time difference between the UAV survey and the in-situ measurements (approx. 30 min), together with fast changing local hydrodynamic conditions, such as induced by tides. Site 2 is located in a small estuary with a narrow channel exposed to the open ocean, and therefore changes in water quality are expected with tidal cycles. However, this explanation is weakened by the fact that correlations between simulations and observations are not significant. Overall, the distribution patterns of chlorophyll a concentration and turbidity were inverted on French sites, suggesting that production was higher in less turbid zones, but this is not in agreement with the absence of relationship that was assessed in U.K., suggesting that the link between [Chl-a] and Turbidity is complex. [Chl-a] in
Site 3 in France has shown no concordance between simulations and observations. The reflectance data from this site were disturbed by the presence of shadows due to boats anchored in the bay. This artifact in the data shows up as “spots” or “bubbles” in the water quality map (site 3, Figure 5). This study did not explore the process of correcting the data biases introduced by bottom reflectance from the seabed as we determined this issue deviated too much from the initial goals of this study, which is to make an initial assessment of using multispectral sensors on UAVs to map water quality parameters.

Limitations and Future Applications

This study proposed a [Chl-a] model that can be used to detect signals and changes in water quality as seen by the results obtained from the nearshore sites in France, but localized discrepancies suggest site-specific adjustments (i.e., site-specific parameters identification) are needed. One of the major limitations for measuring water quality with UAV multispectral sensors is the issue with bottom reflectance as suggested by the results at the validation site 3. Many studies based on satellite data [33–38] have attempted to solve this problem, but there were no easy solutions proposed to remove the reflectance influence of the seabed in optically complex, shallow water environments. This issue not only will need to be addressed in future studies but requires extensive examination by many researchers in order for this application of multispectral sensor technology to be more accurate and reliable.

A comprehensive understanding of the physical and biological processes at each site is essential to grasp optical complexity of remote sensing in shallow, nearshore environments. This requires more efforts than those developed here, however, UAVs have the potential to offer benefits of low cost, high resolution data acquisition to existing and future water quality monitoring projects. This research illustrates, that to estimate water quality parameters using UAV multispectral sensors, developing site-specific algorithms or specific calibration parameters is required for surveying optically complex, nearshore waters. As Dekker, et al. [39] explains, there is no “best practice” for selecting algorithms to map water quality in optically shallow coastal waters. However, we feel that the models proposed here, based on basic properties of relationships between reflectance measurements (here strong linear correlations), are crucial steps to converge toward classes of robust models. Future studies might expand on the work presented here and not only try different algorithms for water quality estimates, but also use different sensors and experiment with different depths. This study used four wavebands to estimate water quality, 448 nm, 494 nm, 550 nm and 675 nm, and these were chosen based on common wavebands used by satellites for water quality retrievals. There is evidence that water quality estimates in very shallow waters can also be retrieved at higher wave band ranges of 700 nm–900 nm [7,18,40,41]. A specific study can be conducted making vertical profiles and estimating the vertical distribution of variables according to different combination of wavelength bands measurements.

5. Conclusions

Many technological developments are still necessary for considering the future application of water quality mapping with UAV multispectral sensors. Bottom reflectance and depth will be one of the dominating issues that should drive development of UAV multispectral imagery water quality estimations in the nearshore environment. Remote sensing studies at all scales share this problem. The ability to map water quality on a small scale would nevertheless greatly benefit impact assessment projects, including monitoring effluent from an outfall pipe, and measuring plumes from small, shallow dredging operations, or other port and harbor construction activities. Not only can a UAV be used to calculate the magnitude and spatial-temporal extents of changes in water properties in the nearshore environment, but this study illustrated that UAV mounted multispectral sensors can be used to quantify concentrations of water quality parameters as well. This study does not however, conclude that the UAV multispectral system can be used as a standalone monitoring solution, but it has shown that they can improve existing and future nearshore water quality monitoring projects in conjunction with the use of in-situ instruments.
This study attempted to measure water quality from UAV multispectral sensors using the technology that was developed originally for the agriculture industry and applied methods adapted from satellite remote sensing applications. Both fields have had decades to develop technology, tools, and methods tailored to the specific application. As the applications of UAV multispectral water quality mapping grows, so will the technology and ad hoc methods. Development is completely driven by the need for better cost-effective tools to monitor water quality. UAV multispectral sensors have the potential to collect many acres of data in the nearshore environment from a single 20-min UAV flight. This study provides a foundation to begin the development of a potentially powerful tool for environmental scientists.
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