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1 Introduction

The use of wireless communication between sensors, actuators and controllers can create large savings by avoiding costly wiring and hardware. Depending on locations and external conditions, however, it can be difficult to ensure reliable communication. This raises numerous issues for control and estimation, as discussed in [4].

LQG control (optimized state feedback control for linear systems with Gaussian disturbance and quadratic cost) is a well established method applicable to MIMO systems. It was introduced already in the sixties and remains one of the most implemented type of controllers. Consequently, it is important to examine how to determine an LQG controller when communication channels are unreliable.

When dealing with LQ control over unreliable links there are several different aspects to consider (see Table 1), each implying different solutions.

First of all there are two basic ways a channel can be unreliable, one being packet drops and the other packet delays. LQG control in the case of packet losses has been examined in [5, 3, 11, 9]. Then the cost can be over a finite or infinite time horizon. Infinite horizon LQG control for the delayed case has been examined in [7] and [12], where it is shown that the optimal solution will not only depend on the states but also on the previous control signals. In [13] and [7] infinite horizon control for the case of a system with both random time delays and packet dropouts is investigated. However, no explicit way to derive the solution is presented. In [6] and [8] finite horizon LQ control is examined for the case of packet losses and constant delays.

When there is an unreliable channel between the controller and the actuator this means that the latest signal sent might not yet have arrived when the

Table 1: LQG control over unreliable links—problem formulations. Here we will examine finite-horizon control in the TCP like case using hold-input with both packet losses and delays.

| Type      | Packet loss | Packet delays |
|-----------|-------------|---------------|
| Control   | Finite-Horizon | Infinite-Horizon |
| Strategy  | Zero-Input  | Hold-Input    |
| Signal    | No acknowledgments(UDP) | Acknowledgments(TCP) |
actuator needs to execute a new control action. When this occurs there are two basic strategies the actuator can adopt [15, 10]. One is to apply the last input received until a more recent one arrives, which is known as hold-input. In the other one, the input is set to zero if the latest control signal sent is delayed or lost, which is known as zero-input. Zero-input treats delayed and lost signals the same way and zero-input optimizing control for a system with a lossy channel has been derived in [5]. The focus here though is on designing a hold-input control strategy for a system subject to a random unbounded delay and to packet losses.

Finally, there are two basic types of unreliable communication links. In one the sender does not know if the sent packet has arrived, which is known as the UDP-like case. In the other one there is a system of acknowledgment that ensures that the sender knows if the sent packet has arrived. This is referred to as the TCP-like case. In this article we will focus on the TCP-like case. Furthermore we will assume the acknowledgments arrive without losses or delays. In previous work LQG control for this case was examined [2], but only for a specific probability function for the delay. Moreover, the knowledge whether the sent packet has arrived or not was then only used to facilitate the estimation of the states. Here, this knowledge is also used to optimize the control scheme, yielding a more optimal solution. This optimality, though, comes at the price of increased complexity of the solution and increased computational cost.

As mentioned, we will examine a system that can be affected both by random unbounded delays and packet losses, and derive an explicit solution for finite horizon optimal LQG control. The assumption will be that the probability functions of the delays and packet losses are known. If the probability functions are unknown Q-learning can be used to derive solutions as discussed in [14]. The focus is to present a detailed and complete derivation of a implementable solution to the discussed optimal control problem.

2 Problem formulation

The plant considered is assumed to be an LTI system on the form

\[ x_{k+1} = Ax_k + Bu_k + w_k, \]  

(1)

where \( x \in \mathbb{R}^n \) is the state vector, \( w \in \mathbb{R}^n \) is white Gaussian noise, and \( u_k \in \mathbb{R}^m \) is the control signal applied by the actuator at time \( k \) (for hold-input control this will be the latest control signal that has arrived). As the noise is white, and the LQG cost criterion is with respect to expectation, the noise will not impact the optimal control scheme and therefore we will disregard it from now on.

The communication between the controller and the actuator is subject to a random delay. This delay is assumed to be described by a known probability function \( p(d) \), where \( d \) is the number of samples the packet is delayed. Note that there are no requirements on \( p(d) \): it can be of both finite or infinite length.
Furthermore, $p(d)$ can be used to describe systems with both delays and packet losses. In the latter case $\{p(d)\}_{d=0}^{\infty}$ will simply sum up to less than one.

The delays between consecutive steps are assumed to be independent. From this assumption the probability that the latest control signal that has arrived is the signal sent $i$ time units before can be derived as

$$p_d(i) = P(i) \prod_{j=0}^{i-1} \bar{P}(j),$$

where $P(i) = \sum_{k=0}^{i} p(k)$ denotes the cumulative probability and $\bar{P}(i)$ denotes the complementary probability to $P(i)$, i.e. $\bar{P}(i)=1-P(i)$, which is the probability that none of the latest $i$ signals have arrived.

Another way to express $p_d(i)$ is

$$p_d(i) = P(i) \bar{P}_d(i-1),$$

where $\bar{P}_d(i-1)$ is the complementary probability of the cumulative probability $P_d(i-1) = \sum_{k=0}^{i-1} p_d(k)$.

Now, the goal is to design a controller that determines the control signals $v$, sent from the controller, which minimizes the quadratic criterion

$$J_N = E\left[ \sum_{i=0}^{N} u_i^T R u_i + \sum_{i=0}^{N} x_i^T Q x_i + x_{N+1}^T S_{N+1} x_{N+1} \right],$$

where $R$ is a positive definite symmetric matrix and $Q$ and $S_{N+1}$ are positive semi-definite symmetric matrices.

As previously mentioned, we will examine the TCP-like case, where the controller knows if a signal has reached the actuator or not. To handle this we use a variable size controller state $\zeta_k$ holding all issued control signals since the last one acknowledged, defined by

$$\zeta_k = \begin{bmatrix} v_k \\ \vdots \\ v_{\tau_k} \\ x_{k+1} \end{bmatrix},$$

where $u_k = v_{\tau_k}$ is the control signal sent at time $\tau_k$. The update $\zeta_{k+1}$ of the state $\zeta_k$ follows from the update of $\tau_k$, i.e.

$$\tau_{k+1} = \begin{cases} \tau, & \text{if } v_{\tau}, \tau > \tau_k, \text{ is the most recently acknowledged signal} \\ \tau_k, & \text{if no, more recent, } v \text{ is acknowledged} \end{cases}$$

Note that in the update of $\tau_k$, obsolete acknowledgements are always discarded.
3 Full proof

In this section we will present the solution and describe how it is derived. As for the derivation of the standard LQG solution we will use dynamic programming. This means that we will start by finding the last optimal control signal \( v_N \) that minimizes the cost function (4), expressed in terms of states and previous control signals available at that time i.e. \( \zeta_{N-1} \). For the remaining cost we will then find the control signal \( v_{N-1} \) that minimizes this cost expressed in signals available at that time, \( \zeta_{N-2} \). After this, \( v_{N-2} \) is found to minimize the now remaining cost. Repeating this once more reveals a pattern of induction such that all the remaining \( v_k \) can be calculated.

We start by noting that

\[
E \left[ u_i^T Ru_i \right] = \sum_{j=0}^{i} p_d(i - j)v_j^T R v_j.
\]

From this, the first term in (4) becomes

\[
E \left[ \sum_{i=0}^{N} u_i^T Ru_i \right] = E \left[ \sum_{i=0}^{N} \sum_{j=0}^{i} p_d(i - j)v_j^T R v_j \right] = E \left[ \sum_{i=0}^{N} \sum_{j=0}^{N-i} p_d(j)v_i^T R v_i \right] = E \left[ \sum_{i=0}^{N} p_d(N - i)v_i^T R v_i \right] = E \left[ \sum_{i=0}^{N} u_i^T R_i v_i \right],
\]

where

\[
R_i \equiv P_d(N - i)R.
\]

The term \( x_{N+1}^T S_{N+1} x_{N+1} \) we wish to express in terms of signals available at time \( N \), so using the state equation (1),

\[
E \left[ x_{N+1}^T S_{N+1} x_{N+1} \right] = E \left[ u_N^T B^T S_{N+1} Bu_N \right. + 2u_N^T B^T S_{N+1} A x_N + x_N^T A^T S_{N+1} A x_N \right]
\]
where

\[
E \left[ u_T^N B^T S_{N+1} B u_N \right] = \sum_{i=0}^{N} p_d(N - i) v_i^T B^T S_{N+1} B v_i \\
E \left[ u_T^N B^T S_{N+1} A x_N \right] = E \left[ p_d(0) v_T^N B^T S_{N+1} A x_N \right] \\
+ \bar{P}_d(0) u_{N|u_N \neq v_N}^T B^T S_{N+1} A x_N
\]

and \( E \left[ u_{N|u_N \neq v_N} \right] \) is the expected value of the actuated control signal at time \( N \) given that the control signal that was sent at time \( N \) has not yet arrived. Thus

\[
E \left[ x_T^{N+1} S_{N+1} x_{N+1} \right] = E \left[ \sum_{i=0}^{N} p_d(N - i) v_i^T B^T S_{N+1} B v_i \right] \\
+ 2p_d(0) v_T^N B^T S_{N+1} A x_N \\
+ 2\bar{P}_d(0) u_{N|u_N \neq v_N}^T B^T S_{N+1} A x_N \\
+ x_T^N A^T S_{N+1} A x_N
\]

Now, define

\[
T(0, b) \triangleq \sum_{i=0}^{N+1-b} v_i^T R_i v_i + \sum_{i=0}^{N+1-b} p_d(N - i) v_i^T B^T S_{N+1} B v_i \\
+ x_T^N A^T S_{N+1} A x_N,
\]

where \( b \) is a counter. Increasing it by one removes the latest control signal from the expression. The first argument \( (0) \), is used in conjunction with \( b \) to specify which is the latest control signal contained in the expression. For example, in this case the latest control signal \( T(0, b) \) contains is at \( N + 1 - b - 0 \). The criterion (4) can then be written as

\[
J_N = E \left[ T(0, 1) + 2p_d(0) v_T^N B^T S_{N+1} A x_N \right] \\
+ 2\bar{P}_d(0) u_{N|u_N \neq v_N}^T B^T S_{N+1} A x_N + \sum_{i=0}^{N} x_i^T Q x_i
\]

To extract the parts of the cost that depend on the latest control signal we first note that

\[
T(0, b) = T(0, b + 1) + v_{N+1-b}^T T_c(0, b) v_{N+1-b},
\]

where
\[ T_c(0, b) \triangleq R_{N+1-b} + p_d(b-1)B^T S_{N+1}B. \] (10)

The cost (9) can then be expressed as

\[
J_N = E\left[ v_N^T A_{11}(N)v_N + 2v_N^T A_{12}(N)x_N + 2\tilde{P}_d(0)u_N^{T|u_N\neq v_N}B^T S_{N+1}Ax_N + T(0, 2) + \sum_{i=0}^{N} x_i^T Qx_i \right], \]

where

\[
A_{11}(N) = T_c(0, 1) \quad A_{12}(N) = p_d(0)B^T S_{N+1}A
\]

Only the first two terms in (11) depend on \( v_N \) and as \( A_{11} \) is positive definite the optimal \( v_N \) that minimizes (11) is

\[
v_N = -A_{11}^{-1}(N)A_{12}(N)x_N, \]

which results in a minimum cost

\[
J^*_N = E\left[ -x_N^T (A_{12}(N)A_{11}^{-1}(N)A_{12}(N))x_N + T(0, 2) + 2\tilde{P}_d(0)u_N^{T|u_N\neq v_N}B^T S_{N+1}Ax_N + \sum_{i=0}^{N} x_i^T Qx_i \right]. \] (13)

The next step is to find the control signal \( v_{N-1} \) that minimizes (13). Let us start by examining

\[
E \left[ T(0, 2) - x_N^T (A_{12}(N)A_{11}^{-1}(N)A_{12}(N))x_N + \sum_{i=0}^{N} x_i^T Qx_i \right], \]

from which we want to extract the part that depends on the latest state \( x_N \), such that we can use the state equation to eliminate \( x_N \). Therefore, we split the function \( T \), defined by (8), as

\[
T(0, 2) = T_{noX}(0, 2) + x_N^T T_X(0)x_N, \]

where

\[
T_X(0) = A^T S_{N+1}A
\]
and

\[ T_{noX}(0, b) = \sum_{i=0}^{N+1-b} v_i^T R_i v_i + \sum_{i=0}^{N+1-b} p_d(N - i)v_i^T B^T S_{N+1} Bv_i. \]

The expression (14) then becomes

\[ E \left[ T_{noX}(0, 2) + x_N S_N x_N + \sum_{i=0}^{N-1} x_i^T Q x_i \right], \]

where

\[ S_N = T_X(0) - A_{12}^T(N) A_{11}^{-1}(N) A_{12}(N) + Q. \]

By expanding \( x_N S_N x_N \) using the state equation, in the same way as was done when deriving (7) we get

\[ E \left[ x_N S_N x_N \right] = E \left[ 2p_d(0)v_{N-1}^T B^T S_N A x_{N-1} + 2\bar{P}_d(0)u_{N-1}^T v_{N-1} B^T S_N A x_{N-1} \right. \]

\[ + \sum_{i=0}^{N-1} p_d(N - 1 - i)v_i^T B^T S_N Bv_i + x_{N-1}^T A^T S_N A x_{N-1} \]

for \( k > 0 \), we define

\[ T(k, b) = T_{noX}(k-1, b+1) + \sum_{i=0}^{N-k+1-b} p_d(N - k - i)v_i^T B^T S_{N-k+1} Bv_i \]

\[ + x_{N-k}^T A^T S_{N-k+1} A x_{N-k} \] (16)

and thus (14) becomes

\[ E \left[ T(1, 1) + 2p_d(0)v_{N-1}^T B^T S_N A x_{N-1} \right. \]

\[ + 2\bar{P}_d(0)u_{N-1}^T v_{N-1} B^T S_N A x_{N-1} + \sum_{i=0}^{N-1} x_i^T Q x_i \] ,

From this (13), can be expressed as

\[ J_N^* = E \left[ T(1, 1) + 2\bar{P}_d(0)u_{N-1}^T v_{N-1} B^T S_N A x_{N-1} + \sum_{i=0}^{N-1} x_i^T Q x_i \right. \]

\[ + 2p_d(0)v_{N-1}^T B^T S_N A x_{N-1} + 2\bar{P}_d(0)u_{N-1}^T v_{N-1} B^T S_{N+1} A x_N \] . (17)
Having eliminated \( x_N \) in (14), we still have one term that depends on \( x_N \) in (13), namely

\[
E \left[ \bar{P}_d(0) u_N^T | u_N \neq v_N \right] B^T S_{N+1} A x_N \right] = E \left[ \bar{P}_d(0) u_N^T | u_N \neq v_N \right] B^T S_{N+1} A (Ax_{N-1} + B u_{N-1}) \]

\[
= E \left[ \bar{P}_d(0) u_N^T | u_N \neq v_N \right] B^T S_{N+1} A B u_{N-1} \]

\[
+ \bar{P}_d(0) u_N^T | u_N \neq v_N \right] B^T S_{N+1} A^2 x_{N-1} \right].
\]

To evaluate \( E \left[ u_N^T | u_N \neq v_N \right] B^T S_{N+1} A B u_{N-1} \) we use a general expression which is derived in 3.1

\[
E \left[ u_N^T | u_N \neq v_N, \ldots, N_{-i} Q u_{N-k} | u_{N-k} \neq v_{N-k}, \ldots, N_{-i} \right]
\]

\[
= E \left[ P(i-k+1) v_{N-i}^T Q v_{N-i-1} + v_{N-i-1}^T Q (P(i+1) - P(i-k+1)) \right]
\]

\[
\times \left( \sum_{j=1}^{N-i-\tau_{N-i-2}} \frac{P(i-k+j+1) - P(j-1)}{P(j-1)} \prod_{h=2}^{j} \left( \frac{P(i-k+h)}{P(h-2)} \right) v_{N-i-j-1} \right)
\]

\[
+ \prod_{h=1}^{N-i-\tau_{N-i-2}} \left( \frac{P(i-k+h+1)}{P(h-1)} \right) v_{\tau_{N-i-2}} \right)
\]

\[
+ \bar{P}(i+1) u_N^T | u_N \neq v_N, \ldots, v_{N-i} Q u_{N-k} | u_{N-k} \neq v_{N-k}, \ldots, v_{N-i} \right].
\]

Note that by definition \( \prod_{h}^{g} = 1 \) if \( h > g \). With \( i = 0 \), \( k = 1 \) and \( Q = B^T S_{N+1} A B \) we get
\[
E \left[ \tilde{P}_d(0)u_{N|u_N \neq v_N}^T B^T S_{N+1} A B u_{N-1} \right]
\]
\[
= E \left[ \tilde{P}_d(0)P(0)v_{N-1} B^T S_{N+1} A B v_{N-1} + \tilde{P}_d(0)p(1)v_{N-1} B^T S_{N+1} A B 
\times \left( \sum_{j=1}^{N-\tau_{N-2}-2} \frac{p(j)}{P(0)} v_{N-j-1}^T + \frac{P(N-\tau_{N-2}-2)}{P(0)} v_{N}^T \right) 
+ \tilde{P}_d(1)u_{N|u_N \neq v_N, v_{N-1}}^T B^T S_{N+1} A B u_{N-1|u_{N-1} \neq v_{N-1}} \right].
\]
Inserting this in (18), we have now completely eliminated \( x_N \) from (11) and thus derived \( J_{N-1} \)
\[
J_{N-1} = E \left[ v_{N-1}^T \tau_c(1,1)v_{N-1} + 2\tilde{P}_d(0)P(0)v_{N-1}^T B^T S_{N+1} A B v_{N-1} 
+ 2v_{N-1}^T M(N-1)x_{N-1} + 2\tilde{P}_d(0)u_{N-1|u_N \neq v_N}^T S_N A x_{N-1}^T 
+ 2\tilde{P}_d(1)u_{N|u_N \neq v_N, v_{N-1}}^T B^T S_{N+1} A^2 x_{N-1} 
+ 2\tilde{P}_d(1)u_{N|u_N \neq v_N, v_{N-1}}^T B^T S_{N+1} A B u_{N-1|u_{N-1} \neq v_{N-1}} 
+ T(1,2) + \sum_{i=0}^{N-1} x_i^T Q x_i \right],
\]
(20)
where
\[
M(N - k) = \sum_{i=N-k}^{N} p_d(i - (N - k)) B^T S_{i+1} (A)^{i-(N-k)+1}
\]
\[
K_\zeta(k, \tau, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1)) B^T S_{i+1} A^{i-j+1} 
\times B(P(i - N + k) - P(k + j - N - 1)) 
\times \left( \sum_{t=b}^{N-k-1-\tau} \frac{P(k + j - N - 1 + t) - P(t - 1)}{P(t - 1)} \right) 
\times \prod_{h=2}^{t} \left( \frac{P(k + j - N + h - 2)}{P(h - 2)} \right)^{u_{N-k-t}} 
\times \prod_{h=3}^{N-k-1-\tau} \left( \frac{P(k + j - N + h - 1)}{P(h - 1)} \right)^{u_{\tau}}
\]
(21)
and we have removed the parts that contain \( v_{N-1} \) from \( T(1,1) \) using

\[
T(k, b) = T(k, b + 1) + v_{N+1-b}^{T} T_{c}(k, b) v_{N+1-b}
\]
\[
T_{c}(k, b) = T_{c}(k - 1, b + 1) + p_{d}(b - 1) B^{T} S_{N-k+1} B
\]

with \( T_{c}(0, b) \) defined in (10).

The task is now to find the \( v_{N-1} \) that minimizes (20). By grouping the parts that depend on \( v_{N-1} \) (20) can now be written as

\[
J_{N-1} = E \left[ v_{N-1}^{T} A_{11}(N - 1) v_{N-1} + 2 v_{N-1}^{T} A_{12}(N - 1, \tau_{N-2}) \zeta_{N-2} + 2 \tilde{P}_{d}(0) u_{N-1|u_{N-1} \neq v_{N-1}}^{T} B^{T} S_{N} A x_{N-1}^{T} + 2 \tilde{P}_{d}(1) u_{N|u_{N} \neq v_{N-1}, v_{N-1}}^{T} B^{T} S_{N+1} A^{2} x_{N-1} + T(1, 2) \right]
\]

\[
+ 2 \tilde{P}_{d}(1) u_{N|u_{N} \neq v_{N-1}, v_{N-1}}^{T} B^{T} S_{N+1} A B u_{N-1|u_{N-1} \neq v_{N-1}} + E \sum_{i=0}^{N-1} x_{i}^{T} Q x_{i} \right]
\]

(22)

where

\[
A_{11}(N - 1) = 2 \tilde{P}_{d}(0) P(0) B^{T} S_{N+1} A B + T_{c}(1, 1)
\]

\[
A_{12}(N - 1, \tau_{N-2}) \zeta_{N-2} = M(N - 1) x_{N-1} + K_{\zeta}(1, \tau_{N-2}, 1)
\]

\[
\zeta_{N-2} = \begin{bmatrix}
v_{N-2} \\
v_{N-3} \\
\vdots \\
v_{\tau_{N-2}} \\
x_{N-1}
\end{bmatrix}
\]

This is minimized by

\[
v_{N-1} = -A_{11}^{-1}(N - 1) A_{12} \zeta_{N-2}.
\]

Having inserted this into this into (22), what then remains to minimize is

\[
J'_{N-1} = E \left[ - \zeta_{N-2}^{T} A_{12}^{T}(N - 1) A_{11}^{-1}(N - 1) A_{12}(N - 1) \zeta_{N-2} + 2 \tilde{P}_{d}(0) u_{N-1|u_{N-1} \neq v_{N-1}}^{T} B^{T} S_{N} A x_{N-1}^{T} + 2 \tilde{P}_{d}(1) u_{N|u_{N} \neq v_{N-1}, v_{N-1}}^{T} B^{T} S_{N+1} A^{2} x_{N-1} + T(1, 2) \right]
\]

\[
+ 2 \tilde{P}_{d}(1) u_{N|u_{N} \neq v_{N-1}, v_{N-1}}^{T} B^{T} S_{N+1} A B u_{N-1|u_{N-1} \neq v_{N-1}} + E \sum_{i=0}^{N-1} x_{i}^{T} Q x_{i} \right]
\]

(23)
which we now want to express in terms of variables known at time \(N - 2\), i.e. we wish to find \(J_{N-2}\).

We start by examining

\[
E \left[ \zeta_{N-2}^T A_{12}^T (N-1) A_{11}^{-1} A_{12} (N-1) \zeta_{N-2} \right]
\]

\[
= E \left[ (K_\eta(1, \tau_{N-2}, 1) + M(N-1)x_{N-1})^T \right.
\times \left. A_{12}^T (N-1) (K_\eta(1, \tau_{N-2}, 1) + M(N-1)x_{N-1}) \right]
\]

\[
= E \left[ K_\eta^T (1, \tau_{N-2}, 1) A_{11}^{-1} (N-1) K_\eta(1, \tau_{N-2}, 1) \right.
\times \left. x_{N-1}^T M^T (N-1) A_{11}^{-1} (N-1) M(N-1)x_{N-1} + 2K_\theta(1, \tau_{N-2}, 1)x_{N-1} \right]
, \tag{24}
\]

where

\[
K_\eta(1, \tau, 1) = K_\zeta(1, \tau, 1)
\]

\[
K_\theta(1, \tau, 1) = K_\theta^T (1, \tau, 1) A_{11}^{-1} (N-1) M(N-1).
\]

Now \(K_\eta\), \(K_\theta\) and \(K_\zeta\) are part of a set of functions \(\{K(\cdot)\}\), which will all have certain properties and sub-functions. These sub-functions will be presented here for \(K_\zeta(k, \tau, b)\), but similar functions exist for all \(K\) functions, which can be found in [4].

Now \(K_\zeta(k, \tau, b)\) is defined as

\[
K_\zeta(k, \tau, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \bar{P}_d(i - (N - k + 1)) B^T S_{i+1} A^{i-j+1} B
\]

\[
\times (P(i - N + k) - P(k + j - N - 1))
\times \left( \sum_{t=b}^{N-k-1-\tau} \frac{P(k + j - N - 1 + t) - P(t - 1)}{P(t - 1)} \right)
\times \prod_{h=2}^{t} \left( \frac{P(k + j - N + h - 2)}{P(h - 2)} \right)^{v_{N-k-t}}
\times \prod_{h=1}^{N-k-1-\tau} \left( \frac{P(k + j - N + h - 1)}{P(h - 1)} \right)^{v_r}.
\]

As can be seen, the function contains control signals from \(\tau\) to \(N - k - b\). Now if \(\tau = N - k - b\), all that remains in front of \(v_{N-k-b}\) is what we name the RL sub-function
\[ K_{\zeta RL}(k, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_{d}(i - (N - k + 1))B^{T}S_{i+1}A^{i-j+1}B \]
\[ \times (P(i - N + k) - P(k + j - N - 1)) \prod_{h=1}^{b-1} \left( \frac{\tilde{P}(k + j - N + h - 1)}{P(h - 1)} \right). \]

(25)

If \( \tau < N - k - b \) the terms affecting the last control signal can be extracted using sub-functions with subscripts ending with a \( C \). For example,

\[ K_{\zeta}(k, \tau, b) = K_{\zeta}(k, \tau, b+1) + K_{\zeta C}(k, b)v_{N-k-b} \]
\[ K_{\zeta C}(k, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_{d}(i - (N - k + 1))B^{T}S_{i+1}A^{i-j+1} \]
\[ \times B(P(i - N + k) - P(k + j - N - 1)) \]
\[ \times \frac{P(k + j - N - 1 + b) - P(b - 1)}{P(b - 1)} \]
\[ \times \prod_{h=2}^{b} \left( \frac{\tilde{P}(k + j - N + h - 2)}{P(h - 2)} \right)v_{N-k-b}, \]

where \( K_{\zeta}(k, \tau, b+1) \) now contains control signals between \( v_{N-k-b-1} \) and \( v_{\tau} \) but does not contain the control signal \( v_{N-k-b} \). As previously mentioned, these sub-functions exist for all \( K \) functions. For example, for \( K_{\eta} \) we have

\[ K_{\eta}(k, \tau, b) = K_{\eta}(k, \tau, b+1) + K_{\eta C}(k, b)v_{N-k-b} \]

(26)

when \( \tau < N - k - b \), and since \( K_{\eta}(1, \tau, 1) = K_{\zeta}(1, \tau, 1) \) we have

\[ K_{\eta C}(1, 1) = K_{\zeta C}(1, 1) \]
\[ K_{\eta RL}(1, 1) = K_{\zeta RL}(1, 1). \]

(27)

So returning to (24) this can be expressed in signals available at time \( N - 2 \) using the general expression (53), with \( k = 1 \), derived in 3.2,

\[
\begin{aligned}
&[K_{\eta}^{T}(1, \tau_{N-2}, 1)A_{11}^{-1}(N - 1)K_{\eta}(1, \tau_{N-2}, 1) + \\
&x_{N-1}^{T}M^{T}(N - 1)A_{11}^{-1}(N - 1)M(N - 1)x_{N-1} + 2K_{\theta}(1, \tau_{N-2}, 1)x_{N-1}] = \\
&E[x_{N-1}^{T}M^{T}(N - 1)A_{11}^{-1}(N - 1)M(N - 1)x_{N-1} + 2K_{uu}(2, \tau_{N-3}, 1)x_{N-2} + \\
+ 2v_{N-2}^{T}K_{gu}(2, \tau_{N-3}, 1) + 2v_{N-2}^{T}K_{gu}(2, \tau_{N-3}, 1)x_{N-2} + \\
+ 2v_{N-2}^{T}K_{gu}(2, \tau_{N-3}, 1) + K_{\alpha}(2, \tau_{N-3}, 1) + \\
+ v_{N-2}^{T}K_{\theta RL}(1, 1)Bv_{N-2}].
\end{aligned}
\]

(28)
where

\[ K_{uu}(2, \tau, 1) = \sum_{j=\tau+1}^{N-3} p(N-2-j)K_\theta(1,j,2)Bv_j \]
\[ + \bar{P}(N-3-\tau)K_\theta(1,\tau,2)Bv_{\tau} \]
\[ K_{ux}(2, \tau, 1) = \sum_{j=\tau+1}^{N-3} p(N-2-j)K_\theta(1,j,2)A \]
\[ + \bar{P}(N-3-\tau)K_\theta(1,\tau,2)A \]
\[ K_{gx}(2, 1) = \bar{p}(0)K_\theta C(1,1)A + p(0)K_\theta RL(1,1)A \]
\[ K_{gu}(2, \tau, 1, 1) = \sum_{j=\tau+1}^{N-3} p(N-2-j)K_\theta C(1,1)Bv_j \]
\[ + \bar{P}(N-3-\tau)K_\theta C(1,\tau,2)Bv_{\tau} \]
\[ + K_\beta(2, \tau, 1) \]
\[ K_\alpha(2, \tau, 1) = \sum_{j=\tau+1}^{N-3} p(N-2-j)K_\eta^T(1,j,2) \]
\[ \times A_{11}^{-1}(N-1)K_\eta(1,j,2) \]
\[ + \bar{P}(N-3-\tau)K_\eta^T(1,\tau,2) \]
\[ \times A_{11}^{-1}(N-1)K_\eta(1,\tau,2) \]
\[ K_{yy}(2) = p(0)K_\eta RL(1,1)A_{11}^{-1}(N-1)K_\eta RL(1,1) \]
\[ + \bar{p}(0)K_\eta C(1,1)A_{11}^{-1}(N-1)K_\eta C(1,1) \]
\[ K_\beta(2, \tau, 1) = \left( \sum_{j=\tau+1}^{N-3} p(N-2-j)K_\eta(1,j,2) \right)^T \]
\[ + \bar{P}(N-3-\tau)K_\eta(1,\tau,2) \]
\[ \times A_{11}^{-1}(N-1)K_\eta C(1,1) \]

That finishes (24) and consequently the first term in (23) can be calculated based on signals available at time \( N - 2 \), except for \( x_{N-1}^T M(N-1)A_{11}^{-1}(N-1)M^T(N-1)x_{N-1} \) which will be considered later. The next terms in (23) we will examine are

\[
2\bar{P}_d(0)u_{N-1|u_{N-1}\neq v_{N-1}}^T B^T S_N A x_{N-1}^T
\]
\[ + 2\bar{P}_d(1)u_{N|u_{N}\neq v_{N}, v_{N-1}}^T B^T S_{N+1} A^2 x_{N-1} \]
\[ + 2\bar{P}_d(1)u_{N|u_{N}\neq v_{N}, v_{N-1}}^T B^T S_{N+1} A B u_{N-1|u_{N-1}\neq v_{N-1}} \quad (29) \]
which we will express as

\[
E \left[ 2F(N - 1) + 2 \tilde{P}_d(1)u_{N|u_N \neq v_{N-1}}^T B^T S_{N+1} AB u_{N-1|v_{N-1}} \right]
\]

where \( F \) is defined by

\[
F(N - k) = \sum_{i=N-k}^{N} \tilde{P}_d(i - (N - k))u_{i|u_i \neq v_i, \ldots v_{N-k}}^T B^T S_{i+1}(A)^{i+1-(N-k)} x_{N-k}.
\]

(30)

Now in (3.3) it is shown that

\[
E \left[ F(N - k) \right] = E \left[ \sum_{i=N-k}^{N} \tilde{P}_d(i - (N - k))u_{i|u_i \neq v_i, \ldots v_{N-k}}^T \times B^T S_{i+1}(A)^{i+1-(N-k)} Bu_{N-k-1} \right]
\]

\[
+ \sum_{i=N-k}^{N} p_d(i + 1 - (N - k)) \times v_{N-k-1}^T B^T S_{i+1}(A)^{i+2-(N-k)} x_{N-k-1} \]

\[
+ \sum_{i=N-k}^{N} \tilde{P}_d(i + 1 - (N - k))u_{i|u_i \neq v_i, \ldots v_{N-k-1}}^T \times B^T S_{i+1}(A)^{i+2-(N-k)} x_{N-k-1} \right].
\]

(31)

From this (29) becomes:

\[
E \left[ 2H(2) + 2 \sum_{i=N-1}^{N} p_d(i + 1 - (N - 1))v_{N-2}^T B^T S_{i+1}(A)^{i+2-(N-1)} x_{N-2} \right]
\]

\[
+ 2 \sum_{i=N-1}^{N} \tilde{P}_d(i + 1 - (N - 1))u_{i|u_i \neq v_i, \ldots v_{N-2}}^T B^T S_{i+1}(A)^{i+2-(N-1)} x_{N-2} \right].
\]

(32)

where the last term in (29) is included in \( H(2) \)

\[
H(k) = \sum_{i=N-k+1}^{N} \tilde{P}_d(i - (N - k + 1))u_{i|u_i \neq v_i, \ldots v_{N-k+1}}^T \times B^T S_{i+1} \sum_{j=N-k+1}^{i} A^{i-j+1} B u_{j-1|v_{j-1}, \ldots v_{N-k+1}}
\]
This expression have products of inputs we recognize from (19). Using variable substitution (19) can be rewritten as

\[
E \left[ u_T^{i|u_i \neq v_i, \ldots, N_k + 1} Q u_j - 1|u_{j-1} \neq v_{j-1}, \ldots, N_k + 1 \right]
\]

\[
= E \left[ P(k + j - N - 1)v_{N-k}^T Q v_{N-k} + v_{N-k}^T Q (P(i - k) - P(k + j - N - 1)) \right]
\]

\[
\times \left( \sum_{i=1}^{N-k-1-\tau_{N-k-1}} \frac{P(k + j - N - 1 + t) - P(t - 1)}{P(t - 1)} \right)
\]

\[
\times \prod_{h=2}^{N-k-1-\tau_{N-k-1}} \left( \frac{\tilde{P}(k + j - N + h - 2)}{P(h - 2)} \right) v_{N-k-t}
\]

\[
\quad+ \prod_{h=1}^{N-k-1-\tau_{N-k-1}} \left( \frac{\tilde{P}(k + j - N + h - 1)}{P(h - 1)} \right) v_{\tau_{N-k-1-1}}
\]

\[
\quad+ \tilde{P}(i - N + k) u_T^{i|u_i \neq v_i, \ldots, N_k} Q u_j - 1|u_{j-1} \neq v_{j-1}, \ldots, N_k \right)
\]

which allows us to derive the following expression for $H$, where we utilise that $\tau_{N-k-1}$ is known at time $N - k$,
\[ H(k) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1)) \]
\[ \times P(k + j - N - 1)v_{N-k}^T B_{i+1} A^{i-j+1} B v_{N-k} \]
\[ + \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1)) v_{N-k}^T B_{i+1} A^{i-j+1} \]
\[ \times B(P(i - N + k) - P(k + j - N - 1)) \]
\[ \times \left( \sum_{t=1}^{N-k-1} \frac{P(k + j - N - 1 + t) - P(t - 1)}{P(t - 1)} \right) \]
\[ \times \prod_{h=2}^{t} \left( \frac{P(k + j - N + h - 2)}{P(h - 2)} \right)^{v_{N-k-t}} \]
\[ \times \prod_{h=1}^{N-k-1} \left( \frac{P(k + j - N + h - 1)}{P(h - 1)} \right)^{v_{\tau_{N-k-1}}} \]
\[ + \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1)) \tilde{P}(i - N + k) \]
\[ \times u_{i_j \neq v_{j_1}, \ldots, v_{N-k}}^T B_{i+1} A^{i-j+1} B u_{j-1_j \neq v_{j-1_1}, \ldots, v_{N-k}} \]

which we can rewrite as

\[ H(k) = v_{N-k}^T K_v(k) v_{N-k} + v_{N-k}^T K_{\tau}(k, \tau_{N-k-1}, 1) \]
\[ + K_u(k), \]

where
\[ K_e(k) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \bar{P}_d(i - (N - k + 1))P(k + j - N - 1) \times B^T S_{i+1} A^{i-j+1} B \]

\[ K_c(k, \tau_{N-k-1}, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \bar{P}_d(i - (N - k + 1))B^T S_{i+1} A^{i-j+1} \times B(P(i - N + k) - P(k + j - N - 1)) \times \left( \sum_{t=b}^{N-k-1-\tau_{N-k-1}} \frac{P(k + j - N - 1 + t) - P(t - 1)}{P(t - 1)} \times \prod_{h=2}^{N-k-1-\tau_{N-k-1}} \left( \frac{\bar{P}(k + j - N + h - 2)}{P(h - 2)} \right)^{1/N-h-1} + \prod_{h=1}^{N-k-1-\tau_{N-k-1}} \left( \frac{\bar{P}(k + j - N + h - 1)}{P(h - 1)} \right)^{1/N-h-1} \right) \]

\[ K_a(k) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \bar{P}_d(i - (N - k + 1))\bar{P}(i - N + k) \times u_i^T u_i \neq v_i, ..., v_{N-k} B^T S_{i+1} A^{i-j+1} u_{j-1} \neq v_{j-1}, ..., v_{N-k}. \]

What remains to examine is the last parts of (23) and a term from (28), i.e.

\[ E \left[ T(1, 2) - x_{N-1}^T M^T (N-1) A_{11}^{-1} (N-1) M (N-1) x_{N-1} + E \sum_{i=0}^{N-1} x_i^T Q x_i \right]. \]

(34)

By extracting the part of \( T(1, 2) \) that contains \( x_{N-1} \), in the same way as \( x_N \) was extracted from \( T(0, 2) \) in (15), (34) becomes

\[ E \left[ T_{noX}(1, 2) + x_{N-1}^T S_{N-1} x_{N-1} + E \sum_{i=0}^{N-2} x_i^T Q x_i \right] \]

with

\[ S_{N-1} = T_X(1) - M^T (N-1) A_{11}^{-1} (N-1) M (N-1) + Q \]

and for \( k > 0 \), using (16)

\[ T_{noX}(k, b) = T_{noX}(k-1, b+1) + \sum_{i=0}^{N-k+b+1} p_d(N-k-i) v_i^T B^T S_{N-k+1} B v_i \]

\[ T_X(k) = A^T S_{N-k+1} A. \]
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Furthermore as shown by (7),

\[
E[x_{N-1}S_{N-1}x_{N-1}] = E\left[2p_d(0)u_{N-2}^T B^T S_{N-1}Ax_{N-2} + x_{N-2}^T A^T S_{N-1}Ax_{N-2} + 2\bar{P}_d(0)u_{N-2}^T B^T S_{N-1}Ax_{N-2} + \sum_{i=0}^{N-2} p_d(N - 2 - i)v_i^T B^T S_{N-1}Bv_i\right]
\]

From this (34) becomes

\[
E\left[T(2,1) + 2v_{N-2}^T B^T S_{N-1}Ax_{N-2} + 2\bar{P}_d(0)u_{N-2}^T B^T S_{N-1}Ax_{N-2} + E\sum_{i=0}^{N-2} x_i^T Qx_i\right].
\]

(35)

We can combine this with terms from (32) namely,

\[
2\sum_{i=N-1}^{N} \tilde{P}_d(i + 1 - (N - 1))u_{i+1}^T B^T S_{i+1}(A)^{i+2-(N-1)}x_{N-2} + 2\sum_{i=N-1}^{N} P(i + 1 - (N - 1))\tilde{P}_d(i - (N - 1))u_{N-2}^T B^T S_{i+1}(A)^{i+2-(N-1)}x_{N-2}
\]

(36)

to get

\[
E\left[T(2,1) + 2v_{N-2}^T M(N - 2)x_{N-2} + 2F(N - 2)\right]
\]

where

\[
M(N - k) = \sum_{i=N-k}^{N} p_d(i - N - k)B^T S_{i+1}(A)^{i-(N-k)+1}
\]

and \(F(k)\) is defined in (51).

Finally, (23) can be entirely expressed in variables available at time \(N - 2\), i.e
\[ J_{N-2} = E \left[ -v_{N-2}^T K_{gg}(2)v_{N-2} - 2p(0)v_{N-2}^T K_{RL}(1,1)Bv_{N-2} \\ + v_{N-2}^T T_c(2,1)v_{N-2} + 2v_{N-2}^T K_{c}(2)v_{N-2} \\ + 2v_{N-2}^T K_{C}(2,\tau_{N-3},1) + 2v_{N-2}^T M(N-2)v_{N-2} \\ - 2v_{N-2}^T K_{g}(2,1)x_{N-2} - 2v_{N-2}^T K_{u}(2,\tau_{N-3},1,1) \\ - 2K_{ux}(2,\tau_{N-3},1)x_{N-2} - 2K_{uu}(2,\tau_{N-3},1) - K_\alpha(2,\tau_{N-3},1) \\ + 2F(N-2) + T(2,2) + 2K_\alpha(2) + \sum_{i=0}^{N-2} x_i^T Q x_i \right]. \]

Now, this can all be minimized with
\[ v_{N-2} = -A_{11}^{-1}(N-2)A_{12}(N-2,\tau_{N-3}) \zeta_{N-3}, \]
where
\[ A_{11}(N-2) = -K_{gg}(2) - 2p(0)K_{RL}(1,1)B \\ + T_c(2,1) + 2K_{c}(2) \]
and
\[ A_{12}(N-2,\tau_{N-3}) \zeta_{N-3} = K_{C}(2,\tau_{N-3},1) - K_{g}(2,1)x_{N-2} \\ - K_{u}(2,\tau_{N-3},1,1) + M(N-2)x_{N-2}. \]

This leaves to minimize
\[ J_{N-2}^* = E \left[ -\zeta_{N-3}^T A_{12}^T(N-2)A_{11}^{-1}(N-2)A_{12}(N-2)\zeta_{N-3} \\ - 2K_{ux}(2,\tau_{N-3},1)x_{N-2} - 2K_{uu}(2,\tau_{N-3},1) \\ - K_\alpha(2,\tau_{N-3},1) + 2F(N-2) \\ + T(2,2) + \sum_{i=0}^{N-2} x_i^T Q x_i + 2K_\alpha(2) \right]. \] (37)

Now we need to eliminate terms not available at time \( N - 3 \). We start by examining
\[ 2K_{uu}(2,\tau_{N-3},1) + K_\alpha(2,\tau_{N-3},1) \]
and introducing the function \( K_r \) which satisfies
\[ K_r(2,\tau_{N-3},1) = K_\alpha(2,\tau_{N-3},1) \]
this becomes

\[ 2K_{uu}(2, \tau_{N-3}, 1) + K_r(2, \tau_{N-3}, 1). \]  

(38)

Now, the functions \( K_{uu} \) and \( K_r \) differ a bit from most other \( K \) functions when extracting the latest control signal (see Section for details about the sub-functions):

\[
K_r(k, \tau, b) = K_r(k, \tau, b + 1) + v_{N-k-b}^T K_{rCs}(k, \tau, b)v_{N-k-b} + 2K_{rCd}(N - k, \tau, b + 1, b)v_{N-k-b}
\]

\[
K_{uu}(k, \tau, b) = K_{uu}(k, \tau, b + 1) + v_{N-k-b}^T K_{uuCs}(k, b)v_{N-k-b} + K_{uuCd}(k, \tau, b + 1, b + 1)v_{N-k-b}.
\]

When resolving (38) we note that on time \( N-3, \tau_{N-3} \) is unknown. However, we can use the fact that we will at this time know which control signal was applied at time \( N - 4 \), i.e \( \tau_{N-4} \) to get an expression of the expected value.
\[
E [2K_{uu}(2, \tau_{N-3}, 1) + K_r(2, \tau_{N-3}, 1)] =
\]
\[
E \left[ \sum_{j=\tau_{N-4}+1}^{N-3} p(N - 3 - j)(2K_{uu}(2, j, 1) + K_r(2, j, 1)) + \bar{P}(N - 4 - \tau_{N-4})(2K_{uu}(2, \tau_{N-4}, 1) + K_r(2, \tau_{N-4}, 1)) \right]
\]
\[
= E \left[ \sum_{j=\tau_{N-4}+1}^{N-4} p(N - 3 - j)(2K_{uu}(2, j, 1) + K_r(2, j, 1)) + p(0)v_{N-3}^T (2K_{uuRL}(2, 1) + K_{rRL}(2, 1))v_{N-3} + \bar{P}(N - 4 - \tau_{N-4})(2K_{uu}(2, \tau_{N-4}, 1) + K_r(2, \tau_{N-4}, 1)) \right]
\]
\[
= E \left[ 2 \sum_{j=\tau_{N-4}+1}^{N-4} p(N - 3 - j)K_{uu}(2, j, 2) + 2p(0)v_{N-3}^T K_{uuCs}(2, 1)v_{N-3} + 2\bar{P}(N - 4 - \tau_{N-4})K_{uu}(2, \tau_{N-4}, 2) \right]
\]
\[
+ \sum_{j=\tau_{N-4}+1}^{N-4} p(N - 3 - j)(K_r(2, j, 2) + 2K_{rCd}(2, j, 2, 1)) + \bar{P}(N - 4 - \tau_{N-4})(K_r(2, \tau_{N-4}, 2) + 2K_{rCd}(2, \tau_{N-4}, 2, 1))v_{N-3}^T \right]
\]
\[
(39)
\]

By this, the terms with \( K_{uu} \) and \( K_\alpha \) can be expressed in terms of signals available at time \( N - 3 \). The first two terms in (37)

\[
E \left[ \xi_{N-2} A_{12}^T (N - 2, \tau_{N-3}) A_{11}^{-1} (N - 2) A_{12} (N - 2, \tau_{N-3}) \xi_{N-2}
\right.
\]
\[
- 2K_{ux}(2, \tau_{N-3}, 1)x_{N-2},
\]

can be expressed as
\[ E \left[ (\zeta_2, \tau_{N-3}, 1) - K_{gx}(2, 1)x_{N-2} - K_{gu}(2, \tau_{N-3}, 1, 1) + M(N-2)x_{N-2}\right]^T \]
\[ \times A_{11}^{-1}(N-2)(\zeta_2, \tau_{N-3}, 1) - K_{gx}(2, 1)x_{N-2} - K_{gu}(2, \tau_{N-3}, 1, 1) + M(N-2)x_{N-2} - 2K_{ux}(2, \tau_{N-3}, 1)x_{N-2} \].

By defining for \( k > 1 \)
\[
\begin{align*}
K_\eta(k, \tau, b) &= \zeta_2(k, \tau, b) - K_{gu}(k, \tau, b, 1) \\
K_\theta(k, \tau, b) &= K_\eta(k, \tau, b)^T A_{11}^{-1}(N-k)(-K_{gx}(k, 1) + M(N-k)) + K_{ux}(k, \tau, b)
\end{align*}
\]
this can be written in a similar form as before, i.e

\[
E \left[ K_\eta^T(2, \tau_{N-3}, 1)A_{11}^{-1}(N-2)K_\eta(2, \tau_{N-3}, 1) \\
+ x_{N-2}^T(M(N-2) - K_{gx}(2, 1))^T A_{11}^{-1}(N-2)(M(N-2) - K_{gx}(2, 1))x_{N-2} + 2K_\theta(2, \tau_{N-3}, 1)x_{N-2} \right].
\]

This can be rewritten so it only depends on signals available at \( N-3 \) using the derivations shown in 3.2 and if it is combined with (39) we get

\[
E \left[ \zeta_{N-2}A_{12}^T(2, \tau_{N-3})A_{11}^{-1}(N-2)A_{12}(2, \tau_{N-3})\zeta_{N-2} + 2K_{ux}(2, \tau_{N-3}, 1) \\
+ 2K_{uu}(2, \tau_{N-3}, 1) + K_r(2, \tau_{N-3}, 1) \right] =
\]

\[
E \left[ x_{N-2}^T(-K_{gx}(2, 1) + M(N-2))A_{11}^{-1}(-K_{gx}(2, 1) + M(N-2))x_{N-2} \\
+ 2K_{ux}(3, \tau_{N-4}, 1)x_{N-3} + 2K_{uu}(3, \tau_{N-4}, 1) + 2x_{N-3}^TK_{gx}(3, 1)x_{N-3} \\
+ 2v_{N-3}^TK_{gu}(3, \tau_{N-4}, 1, 1) + 2p(0)v_{N-3}^TK_{\theta RL}(2, 1)Bv_{N-3} \\
+ v_{N-3}^TK_{gg}(3)v_{N-3} + K_r(3, \tau_{N-4}, 1) \right],
\]

\[(40)\]
with for $k > 2$

\[
K_\alpha(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K^T_\alpha(k-1, j, b+1) \\
\times A^{-1}_{11}(N-k+1)K_\eta(k-1, j, b+1) \\
+ \bar{P}(N-k-1-\tau)K^T_\eta(k-1, \tau, b+1) \\
\times A^{-1}_{11}(N-k+1)K_\eta(k-1, \tau, b+1)
\]

\[
K_{gg}(k) = p(0)K^T_{\eta RL}(k-1, 1)A^{-1}_{11}(N-k+1)K_{\eta RL}(k-1, 1) \\
+ \bar{p}(0)K^T_{\eta C}(k-1, 1)A^{-1}_{11}(N-k+1)K_{\eta C}(k-1, 1) \\
+ 2\bar{p}(0)K_{uu C s}(k-1, 1) + \bar{p}(0)K_{r C s}(k-1, 1) \\
+ p(0)(2K_{uu RL}(k-1, 1) + K_{r RL}(k-1, 1))
\]

\[
K_\beta(k, \tau, b) = \left(\sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_\eta(k-1, j, b+1) \\
+ \bar{P}(N-k-1-\tau_{N-3})K_\eta(k-1, \tau, b+1)\right)^T \\
\times A^{-1}_{11}(N-k+1)K_{\eta C}(k-1, 1)
\]

\[
K_{uu}(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_\theta(k-1, j, b+1)Bv_j \\
+ \bar{P}(N-k-1-\tau)K_\theta(k-1, \tau, b+1)Bv_\tau \\
+ \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{uu}(k-1, j, b+1) \\
+ \bar{P}(N-k-1-\tau)K_{uu}(k-1, \tau, b+1)
\]

\[
K_{gu}(k, \tau, b, h) = \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{\theta C}(k-1, h)Bv_j \\
+ \bar{P}(N-k-1-\tau)K_{\theta C}(k-1, h)Bv_\tau \\
+ K_\beta(k, \tau, b) \\
+ \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{uuCd}(k-1, j, b+1, h+1) \\
+ \bar{P}(N-k-1-\tau)K_{uuCd}(k-1, \tau, b+1, h+1) \\
+ \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{r Cd}(k-1, j, b+1) \\
+ \bar{P}(N-k-1-\tau)K_{r Cd}(k-1, \tau, b+1, h)
\]
\[ K_{ux}(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_\theta(k - 1, j, b + 1)A \]
\[ + \bar{P}(N - k - 1 - \tau_{N-3})K_\theta(k - 1, \tau, b + 1)A \]
\[ K_{gx}(k, b) = \bar{\theta}(0)K_{\theta_C}(k - 1, b)A + p(0)K_{\theta_R L}(k - 1, b)A \]
\[ K_r(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_r(k - 1, j, b + 1) \]
\[ + \bar{P}(N - k - 1 - \tau)K_r(k - 1, \tau, b + 1) + K_a(k, \tau, b) \]

Now, for

\[ E\left[ -x_{N-2}^T(M(N - 2) - K_{gx}(2, 1))A_1^{-1}(M(N - 2) - K_{gx}(2, 1))x_{N-2} \right. \]
\[ T(2, 2) + \sum_{i=0}^{N-2} x_i^TQx_i \left. \right] \]

from (37) and (40). Doing the same calculations as to get (35) this becomes

\[ E\left[ +2P_d(0)v_{N-3}^TB^TS_{N-2}Ax_{N-3} + 2\bar{P}_d(0)v_{N-3}^TB^TS_{N-2}Ax_{N-3} \right. \]
\[ T(3, 1) + E\sum_{i=0}^{N-3} x_i^TQx_i \left. \right] \]

where for \( k > 1 \)

\[ S_{N-k} = -(M(N - k) - K_{gx}(k, \tau_{N-k-1}))^TA_1^{-1}(N - k)(M(N - k) - K_{gx}(k, \tau_{N-k-1})) \]
\[ + T_X(k) + Q \]

Now adding \( 2F(N - 2) + 2K_a(2) \), from (37) to (41) and using the same calculations as those previously done on \( H(2) \), we get

\[ E\left[ T(3, 1) + 2v_{N-3}^TM(N - 3)x_{N-3} + 2v_{N-3}^TK_c(3)v_{N-3} \right. \]
\[ + 2K_c(3, \tau_{N-4}, 1)v_{N-3} + 2K_a(3) + 2F(N - 3) + E\sum_{i=0}^{N-3} x_i^TQx_i \left. \right] \]

Now we have rewritten all the terms in (37) so they only depend on signals available at time \( N - 3 \), so if we put them together we get:
\[ J_{N-3} = E \left[ -v_{N-3}^T K_{gg}(3) v_{N-3} ight. \\
-2p(0)v_{N-3}^T K_{\theta RL}(2, 1) B v_{N-3} \\
\left. + v_{N-3}^T T_c(3, 1) v_{N-3} + 2v_{N-3}^T K_c(3) v_{N-3} ight. \\
+2K_c(3, \tau_{N-4}, 1) v_{N-3} - 2v_{N-3}^T K_{gg}(3, 1) x_{N-3} \\
-2K_{gu}(3, \tau_{N-4}, 1, 1) v_{N-3} + 2v_{N-3}^T M(N - 3) x_{N-3} \\
-2K_{ux}(3, \tau_{N-4}, 1, 1) x_{N-3} - 2K_{uu}(3, \tau_{N-4}, 1) \\
-K_r(3, \tau_{N-4}, 1) + 2F(N - 3) \\
+T(3, 2) + 2K_a(3) + E \sum_{i=0}^{N-3} x_i^T Q x_i \right]. \]

From this the control signal for time \( N - 3 \) can be derived, i.e.
\[ v_{N-3} = A_{11}^{-1}(N - 3) A_{12}(N - 3, \tau_{N-4}) \zeta_{N-k-1}, \]
where
\[ A_{11}(N - 3) = -K_{gg}(3) - 2p(0)K_{\theta RL}(2, 1)B + T_c(N - 3) + 2K_c(3) \]
\[ A_{12}(N - 3, \tau_{N-4}) \zeta_{N-4} = K_c(3, \tau_{N-4}, 1) - K_{gx}(3, 1) x_{N-3} - K_{gu}(3, \tau_{N-4}, 1, 1) + M(N - k) x_{N-3} \]

By repeating the previous calculations an expression for \( A_{11}(N - k) \) and \( A_{12}(N - k) \) can be found for \( k > 2 \), i.e.
\[ A_{11}(N - k) = -K_{gg}(k, 1) - 2p(0)K_{\theta RL}(k - 1, 1)B + T_c(k) + 2K_c(k) \]
\[ A_{12}(N - k, \tau_{N-k-1}) \zeta_{N-k-1} = K_c(k, \tau_{N-k-1}, 1) - K_{gx}(k, 1) x_{N-k} - K_{gu}(k, \tau_{N-k-1}, 1, 1) + M(N - k) x_{N-k} \]

and a consequent optimal feedback control
\[ v_{N-k} = A_{11}^{-1}(N - k) A_{12}(N - k, \tau_{N-k-1}) \zeta_{N-k-1}. \]

### 3.1 Proof for \((19)\)

We wish to find an expression for the expected value of
\[ u_{N \mid u_{N \neq N-1}, \ldots, u_{N-k} \neq u_{N-k-1}, \ldots, u_{N-1}} E_{u_{N-k} \neq u_{N-k-1}, \ldots, u_{N-1}} Q u_{N-k} \mid u_{N-k} \neq u_{N-k-1}, \ldots, u_{N-1} \] in the case where the actuator signal \( u_{N-1} \) is known. We start by examining the probability that the control signal applied at time \( N - k \) is \( v_{N-1} \). As we know no later signal has arrived, the
probability of this signal being applied is simply the probability it has arrived by this time, i.e. \( P(i - k + 1) \). If this signal is applied at time \( N - k \) it will also be applied at time \( N \) since no later signal has reached the actuator at this time. So

\[
E \left[ u_N^T | u_N \neq v_{N-k}, ..., v_{N-i-1} \right] = \sum_{\text{all possible signals}} E \left[ P(i - k + 1) v_{N-i-1}^T Q u_{N-k} \right] + \sum_{\text{all possible signals}} E \left[ P(i - k + 1) u_{N-k}^T Q u_{N-k} \right]
\]

(42)

Next we examine the probability that the control signal applied at time \( N \) is \( v_{N-i-1} \) given that this signal was not been applied at time \( N - k \), i.e

\[
p(u_N = v_{N-i-1} | u_N \neq v_{N}, ..., v_{N-i-1} | u_N \neq v_{N-k}, ..., v_{N-i-1})
\]

Now this can be seen to be the probability that \( v_{N-i-1} \) has arrived at time \( N \) given that it has not yet arrived at time \( N - k \), i.e the probability that the delay of \( v_{N-i-1} \) is less or equal to \( i + 1 \) given that it is greater then \( i + 1 - k \). This probability can be calculated as

\[
P(i + 1) - P(i - k + 1) \over P(i - k + 1).
\]

(43)

Using this, the second term of (42) can be written as

\[
P(i - k + 1) u_{N-k}^T Q u_{N-k} | u_{N-k} \neq v_{N-k}, ..., v_{N-i-1}
\]

(44)

Now we will evaluate, \( E \left[ u_{N-k}^T | u_{N-k} \neq v_{N-k}, ..., v_{N-i-1} \right] \) using the fact that we know the actuator signal at time \( N - i - 2 \), and consequently know which possible signals may be applied at time \( N - i - 1 \). For a signal to be applied at time \( N - i - 1 \) the signal must have arrived, this probability can be calculated the same way as was done in (43). Furthermore no later signal must have arrived by this time. As the delays between signals is independent this can be taken into account by taking the complimentary probability of each later control signal arriving. Combining these two requirements yields,
where $\tau_{N-i-2}$ is the sample of the control signal that is applied at time $N-i-2$.

Finally, combining (42), (44), and (45)

$$
E \left[ u_{N-k|u_{N-k} \neq v_{N-k},...,v_{N-i-1},u_{N-i-2}=v_{N-i-2}} \right]
$$

$$
=E \left[ \sum_{j=1}^{N-i-\tau_{N-i-2}-2} \frac{P(i-k+j+1)-P(j-1)}{P(j-1)} \right.
$$

$$
\times \prod_{h=2}^{N-i-\tau_{N-i-2}-2} \frac{P(i-k+h)-P(h-2)}{P(h-2)}v_{N-i-j-1} + \prod_{h=1}^{N-i-\tau_{N-i-2}-2} (1 - \frac{P(i-k+h+1)-P(h-1)}{P(h-1)})v_{\tau_{N-i-2}}
$$

$$
= \sum_{j=1}^{N-i-\tau_{N-i-2}-2} \frac{P(i-k+j+1)-P(j-1)}{P(j-1)} \prod_{h=2}^{j} \left( \frac{P(i-k+h)}{P(h-2)} \right)v_{N-i-j-1} + \prod_{h=1}^{N-i-\tau_{N-i-2}-2} \frac{P(i-k+h+1)}{P(h-1)}v_{\tau_{N-i-2}},
$$

(45)

3.2 General proof used for (28)

We wish to find an expression for

$$
E \left[ K_{11}^{T}(k, \tau_{N-k-1}, 1)A_{11}^{-1}(N-k)K_{1}(k, \tau_{N-k-1}, 1) + 2K_{0}(k, \tau_{N-k-1}, 1)x_{N-k} \right]
$$

(47)
expressed in signals available at time \( N - k - 1 \) and the control signal \( e_{N - k - 1} \). To start, we examine \( E(K_\eta(k, \tau_{N - k - 1}, 1)) \). At time \( N - k - 1, \tau_{N - k - 1} \) is unknown. However, we can use the fact that we will at this time know which control signal was applied at time \( N - k - 2 \), i.e. \( \tau_{N - k - 2} \), to get an expression of the expected value. This is a similar problem to that of (45), and by applying the same reasoning as was done there, this expected value can be derived as

\[
E(K_\eta(k, \tau_{N - k - 1}, 1)) = \sum_{j=\tau_{N - k - 2}+1}^{N-k-1} \frac{p(N - k - 1 - j)}{P(N - k - 2 - j)} \prod_{h=1}^{N-k-1-j} \left(1 - \frac{p(h - 1)}{P(h - 2)}\right) K_\eta(k, j, 1) \\
+ \prod_{h=1}^{N-k-1} \left(1 - \frac{p(h - 1)}{P(h - 2)}\right) K_\eta(k, \tau_{N - k - 2}, 1) \\
= \sum_{j=\tau_{N - k - 2}+1}^{N-k-1} \frac{p(N - k - 1 - j)}{P(N - k - 2 - j)} \prod_{h=1}^{N-k-1-j} \left(\frac{\hat{P}(h - 2)}{P(h - 2)} - \frac{p(h - 1)}{P(h - 2)}\right) K_\eta(k, j, 1) \\
+ \prod_{h=1}^{N-k-1} \left(\frac{\hat{P}(h - 2)}{P(h - 2)} - \frac{p(h - 1)}{P(h - 2)}\right) K_\eta(k, \tau_{N - k - 2}, 1) \\
= \sum_{j=\tau_{N - k - 2}+1}^{N-k-1} \frac{p(N - k - 1 - j)}{P(N - k - 2 - j)} \prod_{h=1}^{N-k-1-j} \left(\frac{\hat{P}(h - 1)}{P(h - 2)}\right) K_\eta(k, \tau_{N - k - 2}, 1) \\
+ \prod_{h=1}^{N-k-1} \left(\frac{\hat{P}(h - 1)}{P(h - 2)}\right) K_\eta(k, \tau_{N - k - 2}, 1) \\
= \sum_{j=\tau_{N - k - 2}+1}^{N-k-1} \frac{p(N - k - 1 - j)}{P(N - k - 2 - j)} \hat{P}(N - k - 2 - j) K_\eta(k, j, 1) \\
+ \hat{P}(N - k - 2 - \tau_{N - k - 2}) K_\eta(k, \tau_{N - k - 2}, 1) \\
= \sum_{j=\tau_{N - k - 2}+1}^{N-k-1} p(N - k - 1 - j) K_\eta(k, j, 1) \\
+ \hat{P}(N - k - 2 - \tau_{N - k - 2}) K_\eta(k, \tau_{N - k - 2}, 1). \tag{48}
\]

From this and using the \( K \) subfunctions as expressed in (26) and the definition of RL-functions as defined above (25), the first term in (47) becomes
\[
E \left[ \sum_{j=\tau_N-k-2+1}^{N-k-2} p(N - k - 1 - j) \left((K_\eta(k, j, 2) + K_{\eta C}(k, 1)v_{N-k-1})^T A_{11}^{-1} (N - k) \right) \right.
\]
\[
\times (K_\eta(k, j, 2) + K_{\eta C}(k, 1)v_{N-k-1}))
\]
\[
+ p(0)v_{N-k-1}^T K_{\eta RL}(k, 1)A_{11}^{-1} (N - k)K_{\eta RL}(k, 1)v_{N-k-1} + \bar{P}(N - k - 2 - \tau_{N-k-2})(K_\eta(k, \tau_{N-k-2}, 2) + K_{\eta C}(k, 1)v_{N-k-1})^T A_{11}^{-1} (N - k) \times (K_\eta(k, \tau_{N-k-2}, 2) + K_{\eta C}(k, 1)v_{N-k-1}) \bigg],
\]
\[
= E \left[ \sum_{j=\tau_N-k-2+1}^{N-k-2} p(N - k - 1 - j)K_\eta^T(k, j, 2)A_{11}^{-1} (N - k)K_\eta(k, j, 2)
\right.
\]
\[
+ \bar{P}(N - k - 2 - \tau_{N-k-2})K_\eta^T(k, \tau_{N-k-2}, 2)A_{11}^{-1} (N - k)K_\eta(k, \tau_{N-k-2}, 2)
\]
\[
+ p(0)v_{N-k-1}^T K_{\eta RL}(k, 1)A_{11}^{-1} (N - k)K_{\eta RL}(k, 1)v_{N-k-1}
\]
\[
+ \bar{p}(0)v_{N-k-1}^T K_{\eta C}(k, 1)A_{11}^{-1} (N - k)K_{\eta C}(k, 1)v_{N-k-1}
\]
\[
+ 2 \left( \sum_{j=\tau_N-k-2+1}^{N-k-2} p(N - k - 1 - j)K_\eta(k, j, 2)
\right.
\]
\[
\left. + \bar{P}(N - k - 2 - \tau_{N-k-2})K_\eta(k, \tau_{N-k-2}, 2) \right)^T A_{11}^{-1} (N - k)K_{\eta C}(k, 1)v_{N-k-1} \bigg].
\]
\[
(49)
\]
Now, for \( E[2K_\theta(k, \tau_{N-k-1}, 1)x_{N-k}] \) in (47), we have,
\[
K_\theta(k, \tau_{N-k-1}, 1)x_{N-k} = K_\theta(k, \tau_{N-k-1}, 1)Ax_{N-k-1}
\]
\[
+ K_\theta(k, \tau_{N-k-1}, 1)Bu_{N-k-1}.
\]
\[
(50)
\]
For \( E(K_\theta(k, \tau_{N-k-1}, 1)Bu_{N-k-1}) \) we will first do the same calculations as in (48) using the fact that we know which control signals were applied at time \( N - k - 2 \), which yields
\[ E(K_\theta(k, \tau_{N-k-1}, 1) Bu_{N-k-1}) \]

\[
= E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-1} p(N - k - 1 - j)K_\theta(k, j, 1)Bv_j \right.
\]
\[
+ \hat{P}(N - k - 2 - \tau_{N-k-2})K_\theta(k, \tau_{N-k-2}, 1)Bv_{\tau_{N-k-2}} \right]
\]

\[
= E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N - k - 1 - j)K_\theta(k, j, 1)Bv_j \right.
\]
\[
+ \hat{P}(N - k - 2 - \tau_{N-k-2})K_\theta(k, \tau_{N-k-2}, 1)Bv_{\tau_{N-k-2}} + p(0)v_{N-k-1}^T K_{\theta RL}(k, 1)Bv_{N-k-1} \right]
\]

\[
= E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N - k - 1 - j)K_\theta(k, j, 2)Bv_j \right.
\]
\[
+ \hat{P}(N - k - 2 - \tau_{N-k-2})K_\theta(k, \tau_{N-k-2}, 2)Bv_{\tau_{N-k-2}} + \hat{P}(N - k - 2 - \tau_{N-k-2})v_{N-k-1}^T K_{\theta C}(k, 1)Bv_{\tau_{N-k-2}} \right)
\]
\[
+ \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N - k - 1 - j)v_{N-k-1}^T K_{\theta C}(k, 1)Bv_j \right.
\]
\[
+ p(0)v_{N-k-1}^T K_{\theta RL}(k, 1)Bv_{N-k-1} \right]
\]

\[ (51) \]

Now if we do the same for \( E[K_\theta(k, \tau_{N-k-1}, 1) Ax_{N-k-1}] \) and use that \( \hat{P}(N - k - 2 - \tau_{N-k-2}) = 1 - \sum_{j=0}^{N-k-2-\tau_{N-k-2}} p(j) \), it becomes,
\[ E[K_\theta(k, \tau_{N-k-1}, 1)A_{x_{N-k-1}}] \]

\[
= E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-1} p(N - k - 1 - j)K_\theta(k, j, 1)A_{x_{N-k-1}} \right] \\
+ \bar{P}(N - k - 2 - \tau_{N-k-2})K_\theta(k, \tau_{N-k-2}, 1)A_{x_{N-k-1}} \\
= E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N - k - 1 - j)K_\theta(k, j, 2)A_{x_{N-k-1}} \right] \\
+ \bar{P}(0)v_{N-k-1}^T K_{\theta RL}(k, 1)A_{x_{N-k-1}} \\
+ \tilde{p}(0)v_{N-k-1}^T K_{\theta C}(k, 1)A_{x_{N-k-1}} \\
+ \bar{P}(N - k - 2 - \tau_{N-k-2})K_\theta(k, \tau_{N-k-2}, 2)A_{x_{N-k-1}} \right]. \quad (52)
\]

So, from (49), (51) and (52), (47) can be expressed in signals available at time \( N - k - 1 \).
The definition of $E$ is

$$\begin{align*}
= & E \left[ \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N-k-1-j)K_\eta^T(k,j,2)A_{11}^{-1}K_\eta(k,j,2) \\
+ & \tilde{P}(N-k-2-\tau_{N-k-2})K_\eta^T(k,\tau_{N-k-2},2)A_{11}^{-1}K_\eta(k,\tau_{N-k-2},2) \\
+ & p(0)v_{N-k-1}^T K_\eta^T_{RL}(k,1)A_{11}^{-1}K_{\eta RL}(k,1)v_{N-k-1} \\
+ & \tilde{p}(0)v_{N-k-1}^T K_\eta^T_{C}(k,1)A_{11}^{-1}K_{\eta C}(k,1)v_{N-k-1} \\
+ & 2 \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N-k-1-j)K_\theta(k,j,2)Bv_j \\
+ & 2 \tilde{P}(N-k-2-\tau_{N-k-2})K_\theta(k,\tau_{N-k-2},2)Bv_{\tau_{N-k-2}} \\
+ & 2 \tilde{P}(N-k-2-\tau_{N-k-2})v_{N-k-1}^T K_\theta C(k,1)Bv_{\tau_{N-k-2}} \\
+ & 2 \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N-k-1-j)v_{N-k-1}^T K_\theta C(k,1)Bv_j \\
+ & 2p(0)v_{N-k-1}^T K_{\theta RL}(k,1)v_{N-k-1} \\
+ & 2p(0)v_{N-k-1}^T K_{\theta RL}(k,1)Ax_{N-k-1} \\
+ & 2 \sum_{j=\tau_{N-k-2}+1}^{N-k-2} p(N-k-1-j)K_\theta(k,j,2)Ax_{N-k-1} \\
+ & 2\tilde{p}(0)v_{N-k-1}^T K_{\theta C}(k,1)Ax_{N-k-1} \\
+ & 2 \tilde{P}(N-k-2-\tau_{N-k-2})K_\theta(k,\tau_{N-k-2},2)Ax_{N-k-1} \right] \\
& \text{(53)}
\end{align*}$$

### 3.3 Proof for (31)

The definition of $F$ is

$$F(N-k) = \sum_{i=N-k}^{N} \tilde{P}_d(i-(N-k))u_{i[j\neq i,..,v_{N-k}]}B^TS_{i+1}(A)^{i+1-(N-k)}x_{N-k}$$

and we wish to derive an expression for $E[F(N-k)]$, not dependant on the state $x_{N-k}$. 
\[ E[F(N-k)] = E \left[ \sum_{i=N-k}^{N} \bar{P}_d(i - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k}} B^T S_{i+1} \right. \\
\times (A)^{i+1-(N-k)}(A x_{N-k-1} + Bu_{N-k-1}) \right] \\
= E \left[ \sum_{i=N-k}^{N} \bar{P}_d(i - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k}} B^T S_{i+1} (A)^{i+1-(N-k)}Bu_{N-k-1} \\
+ \sum_{i=N-k}^{N} \bar{P}_d(i - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k-1}} B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \right]. \\
\] (54)

where
\[ E \left[ \sum_{i=N-k}^{N} \bar{P}_d(i - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k}} B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \right] \]
\[ = E \left[ \sum_{i=N-k}^{N} P(i + 1 - (N-k))\bar{P}_d(i - (N-k))v^T_{N-k-1} B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \\
+ \sum_{i=N-k}^{N} \bar{P}(i + 1 - (N-k))\bar{P}_d(i - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k-1}} \\
\times B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \right]. \\
\] (55)

Furthermore,
\[ \bar{P}(i + 1 - (N-k))\bar{P}_d(i - (N-k)) = \bar{P}_d(i - (N-k)) - P(i + 1 - (N-k))\bar{P}_d(i - (N-k)) \]
\[ = \bar{P}_d(i - (N-k)) - p_d(i + 1 - (N-k)) \]
\[ = \bar{P}_d(i + 1 - (N-k)) \]

using this and (3), (55) simplifies to
\[ E \left[ \sum_{i=N-k}^{N} p_d(i + 1 - (N-k))v^T_{N-k-1} B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \\
+ \sum_{i=N-k}^{N} \bar{P}_d(i + 1 - (N-k))u^T_{i|u_i \neq v_i \ldots v_{N-k-1}} B^T S_{i+1} (A)^{i+2-(N-k)}x_{N-k-1} \right], \\
\]
So,

\[
E[F(N - k)] = E \left[ \sum_{i=N-k}^{N} \tilde{P}_d(i - (N - k)) u_{i[u_i \neq v_1, \ldots, v_{N-k}]}^T B^T S_{i+1} A^{i+1-(N-k)} B u_{N-k-1} \right] \\
+ \sum_{i=N-k}^{N} p_d(i + 1 - (N - k)) u_{N-k-1}^T B^T S_{i+1} A^{i+2-(N-k)} x_{N-k-1} \\
+ \sum_{i=N-k}^{N} \tilde{P}_d(i + 1 - (N - k)) u_{i[u_i \neq v_1, v_{N-k-1}]}^T B^T S_{i+1} A^{i+2-(N-k)} x_{N-k-1} 
\]

4 Implementation summary

The formulas needed to calculate the optimal control are here summarized to facilitate an easy implementation.

Note that the only information not known prior to implementation are the previous delays \( \tau(\cdot) \). Thus all calculations not including \( \tau(\cdot) \) can be done offline or beforehand.

\[
v_{N-k} = A_{11}^{-1}(N - k) A_{12}(N - k) \zeta_{N-k-1}.
A_{11}(N) = T_c(0,1)
A_{12}(N) = \begin{bmatrix} 0 & \cdots & 0 & p_d(0) B^T S_{N+1} A \end{bmatrix}
A_{11}(N-1) = 2 \tilde{P}_d(0) P(0) B^T S_{N+1} A B + T_c(1,1)
A_{12}(N-1, \tau_{N-2}) \zeta_{N-2} = M(N-1) x_{N-1} + K \zeta(1, \tau_{N-2}, 1)
\]

For \( k > 1 \)

\[
A_{11}(N - k) = -K_{gp}(k) - 2p(0) K_{\theta RL}(k - 1,1) B \\
+ T_c(k,1) + 2K_e(k)
A_{12}(N - k, \tau_{N-k-1}) \zeta_{N-k-1} = K \zeta(k, \tau_{N-k-1}, 1) - K_{\theta RL}(k,1) x_{N-k} \\
- K_{gu}(k, \tau_{N-k-1}, 1, 1) + M(N - k) x_{N-k} 
\]

\[
\zeta_{N-k-1} = \begin{bmatrix} v_{N-k-1} \\
\vdots \\
v_{\tau_{N-k-1}} \\
\vdots \\
x_{N-k} \end{bmatrix}
\]
Expressions for \( T \)

\[
T(0, b) = \sum_{i=0}^{N+1-b} v_i^T R_i v_i + x_N^T A^T S_{N+1} A x_N + \sum_{i=0}^{N+1-b} p_d(N - i) v_i^T B^T S_{N+1} B v_i \\
R_i = P_d(N - i) R
\]

\[
T(k, b) = T_{noX}(k, b) + x_N^T T X(k, b) x_{N-k}
\]

\[
T(k, b) = T(k, b + 1) + v_{N+1-b}^T T_c(k, b) v_{N+1-b}
\]

\[
T_c(0, b) = R_{N+1-b} + p_d(b - 1) B^T S_{N+1} B
\]

\[
T_{noX}(0, b) = \sum_{i=0}^{N+1-b} v_i^T R_i v_i + \sum_{i=0}^{N+1-b} p_d(N - i) v_i^T B^T S_{N+1} B v_i
\]

\[
T_X(0) = A^T S_{N+1} A
\]

For \( k > 0 \)

\[
T(k, b) = T_{noX}(k - 1, b + 1) + \sum_{i=0}^{N-k+1-b} p_d(N - k - i) v_i^T B^T S_{N-k+1} B v_i \\
+ x_N^T T X(k, b) x_{N-k}
\]

\[
T_c(k, b) = T_c(k - 1, b + 1) + p_d(b - 1) B^T S_{N-k+1} B
\]

\[
T_{noX}(k, b) = T_{noX}(k - 1, b + 1) + \sum_{i=0}^{N-k+1-b} p_d(N - k - i) v_i^T B^T S_{N-k+1} B v_i
\]

\[
T_X(k) = A^T S_{N-k+1} A
\]

Expressions for \( S_N \)

If \( k \leq 1 \)

\[
S_{N-k} = T_X(k) - M(N - k)^T A_{11}^{-1}(N - k) M(N - k) + Q
\]

If \( k > 1 \)

\[
S_{N-k} = -(M(N - k) - K_{gx}(k, \tau_{N-k-1}))^T A_{11}^{-1}(N - k)(M(N - k) - K_{gx}(k, \tau_{N-k-1})) \\
+ T_X(k) + Q
\]

Expressions for \( M \)

\[
M(N - k) = \sum_{i=N-k}^{N} p_d(i - (N - k)) B^T S_{i+1} (A)^{-i-(N-k)+1}
\]
Expressions for $K_e$ 

$$K_e(k) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1)) \times P(k + j - N - 1)B^T S_{i+1} A^{i-j+1} B$$

Expressions for $K_{gg}$

For $k < 3$

$$K_{gg}(k) = p(0)K_{\eta RL}^T(k - 1, 1)A_{11}^{-1}(N - k + 1)K_{\eta RL}(k - 1, 1)$$

$$+ \bar{p}(0)K_{\eta C}^T(k - 1, 1)A_{11}^{-1}(N - k + 1)K_{\eta C}(k - 1, 1)$$

For $k \geq 3$

$$K_{gg}(k) = p(0)K_{\eta RL}^T(k - 1, 1)A_{11}^{-1}(N - k + 1)K_{\eta RL}(k - 1, 1)$$

$$+ \bar{p}(0)K_{\eta C}^T(k - 1, 1)A_{11}^{-1}(N - k + 1)K_{\eta C}(k - 1, 1)$$

$$+ 2\bar{p}(0)K_{uuCs}(k - 1, 1) + \bar{p}(0)K_{\tau Cs}(k - 1, 1)$$

$$+ p(0)(2K_{uuRL}(k - 1, 1) + K_{\tau RL}(k - 1, 1))$$

Expressions for $K_\alpha$

$$K_\alpha(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_{\eta}^T(k - 1, j, b + 1)$$

$$\times A_{11}^{-1}(N - k + 1)K_{\eta}(k - 1, j, b + 1)$$

$$+ \bar{P}(N - k - 1 - \tau)K_{\eta}^T(k - 1, \tau, b + 1)$$

$$\times A_{11}^{-1}(N - k + 1)K_{\eta}(k - 1, \tau, b + 1)$$

In the case when $\tau < N - k - b$ then

$$K_\alpha(k, \tau, b) = v_{N-k-b}^T K_{\alpha Cs}(k, b)v_{N-k-b}$$

$$+ K_{\alpha Cd}^T(k, \tau, b + 1, b)v_{N-k-b}$$

$$+ v_{N-k-b}^T K_{\alpha Cd}(k, \tau, b + 1, b)$$

$$+ K_\alpha(k, \tau, b + 1).$$
The subfunctions above are given by

\[ K_{\alpha C}(k, b) = p(b) K_{\eta RL}^T(k - 1, b + 1) A_{11}^{-1}(N - k + 1) \]
\[ \times K_{\eta RL}(k - 1, b + 1) \]
\[ + \bar{P}(b) K_{\eta C}^T(k - 1, b + 1) A_{11}^{-1}(N - k + 1) \]
\[ \times K_{\eta C}(k - 1, b + 1) \]

\[ K_{\alpha RL}(k, b) = \bar{P}(b - 1) K_{\eta RL}^T(k - 1, b + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta RL}(k - 1, b + 1) \]

\[ K_{\alpha Cd}(k, \tau, b, h) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j) K_{\eta C}^T(k - 1, h + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta}(k - 1, j, b + 1) \]
\[ + \bar{P}(N - k - 1 - \tau) K_{\eta C}^T(k - 1, h + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta}(k - 1, \tau, b + 1) \]

In the case when \( \tau < N - k - b \)

\[ K_{\alpha Cd}(k, \tau, b, h) = K_{\alpha Cd}(k, \tau, b + 1, h) \]
\[ + K_{\alpha Cd}(k, b, h) v_{N-k-b} \]

Furthermore,

\[ K_{\alpha CdC}(k, b, h) = \bar{P}(b) K_{\eta C}^T(k - 1, h + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta C}(k - 1, b + 1) \]
\[ + p(b) K_{\eta C}^T(k - 1, h + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta RL}(k - 1, b + 1) \]

\[ K_{\alpha CdRL}(k, b, h) = \bar{P}(b - 1) K_{\eta C}^T(k - 1, h + 1) \]
\[ \times A_{11}^{-1}(N - k + 1) K_{\eta RL}(k - 1, b + 1). \]
Expressions for $K_\beta$

$$K_\beta(k, \tau, b) = \left( \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_\eta(k-1,j,b+1) \right)^T$$

$$\times A_{11}^{-1}(N-k+1)K_\eta C(k-1,1)$$

$$K_\beta C(k, b) = (p(b)K_\eta RL(k-1,b+1)$$

$$+ P(b)K_\eta C(k-1,b+1))^T$$

$$\times A_{11}^{-1}(N-k+1)K_\eta C(k-1,1)$$

$$K_\beta RL(k, b) = P(b-1)K_\eta RL(k-1,b+1)$$

$$\times A_{11}^{-1}(N-k+1)K_\eta C(k-1,1).$$

For $\tau < N-k-b$

$$K_\beta(k, \tau, b) = v_{N-k-b}^T K_\beta C(k, b)$$

$$+ K_\beta(k, \tau, b+1)$$

Expressions for $K_r$

$$K_r(2, \tau, 1) = K_\alpha(2, \tau, 1)$$

For $k > 2$

$$K_r(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_r(k-1,j,b+1)$$

$$+ P(N-k-1-\tau)K_r(k-1,\tau,b+1)$$

$$+ K_\alpha(k, \tau, b)$$

For $\tau < N-k-b$

$$K_r(k, \tau, b) = K_r(k, \tau, b+1)$$

$$+ v_{N-k-b}^T K_r C_s(k,b)v_{N-k-b}$$

$$+ 2v_{N-k-b}^T K_r C_d(k,\tau,b+1,b)$$

Moreover,
\[K_{RC_s}(k, b) = \bar{P}(b)K_{RC_s}(k - 1, b + 1) + p(b)K_{RL}(k - 1, b + 1) + K_{aC_s}(k, b)\]
\[K_{RL}(k, b) = \bar{P}(b - 1)K_{RL}(k - 1, b + 1) + K_{aRL}(k, b)\]
\[K_{Cd}(k, \tau, b, h) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j) \times K_{Cd}(k - 1, j, b + 1, h + 1) + \bar{P}(N - k - 1 - \tau_{N-4}) \times K_{Cd}(k - 1, \tau, b + 1, h + 1) + K_{aCd}(k, \tau, b, h)\]

For \(\tau < N - k - b\)
\[K_{Cd}(k, \tau, b, h) = K_{Cd}(k, \tau, b + 1, h) + K_{aCdC}(k, b, h)v_{N-k-b}\]

Furthermore,
\[K_{CdC}(k, b, h) = \bar{P}(b)K_{CdC}(k - 1, b + 1, h) + p(b)K_{CdRL}(k - 1, b + 1, h)\]
\[K_{CdRL}(k, b, h) = \bar{P}(b - 1)K_{CdRL}(k - 1, b + 1, h) + K_{aCdRL}(k, b, h)\]

**Expressions for** \(K_\eta\)

\[K_\eta(1, \tau, b) = K_\zeta(1, \tau, b)\]
\[K_{\eta C}(1, b) = K_{\zeta C}(1, b)\]
\[K_{\eta RL}(1, b) = K_{\zeta RL}(1, b)\]

For \(k > 1\)
\[K_\eta(k, \tau, b) = K_\zeta(k, \tau, b) - K_{gu}(k, \tau, b, 1)\]
\[K_{\eta C}(k, b) = K_{\zeta C}(k, b) - K_{guC}(k, b)\]
\[K_{\eta RL}(k, b) = K_{\zeta RL}(k, b) - K_{guRL}(k, b)\]
For \( \tau < N - k - b \)

\[
K_\eta(k, \tau, b) = K_\eta(k, \tau, b + 1) + K_{\eta C}(k, b)v_{N-k-b}
\]

\( K_\zeta \)

\[
K_\zeta(k, \tau, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1))B^T S_{i+1} A^{i-j+1} \\
\times B(P(i - N + k) - P(k + j - N - 1)) \\
\times \left( \sum_{t=b}^{N-k-1-\tau} P(k + j - N - 1 + t) - P(t - 1) \right) \\
\times \left( \prod_{h=2}^{t} \left( \frac{\tilde{P}(k + j - N + h - 2)}{P(h - 2)} \right)v_{N-k-t} + \prod_{h=1}^{N-k-1-\tau} \left( \frac{\tilde{P}(k + j - N + h - 1)}{P(h - 1)} \right)v_\tau \right)
\]

For \( \tau < N - k - b \)

\[
K_\zeta(k, \tau, b) = K_\zeta(k, \tau, b + 1) + K_{\zeta C}(k, b)v_{N-k-b}
\]

\[
K_{\zeta C}(k, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1))B^T S_{i+1} \\
\times A^{i-j+1}B(P(i - N + k) - P(k + j - N - 1)) \\
\times \left( \frac{P(k + j - N - 1 + b) - P(b - 1)}{P(b - 1)} \right) \\
\times \left( \prod_{h=2}^{b} \left( \frac{\tilde{P}(k + j - N + h - 2)}{P(h - 2)} \right)v_{N-k-b} \right)
\]

\[
K_{\zeta RL}(k, b) = \sum_{i=N-k+1}^{N} \sum_{j=N-k+1}^{i} \tilde{P}_d(i - (N - k + 1))B^T S_{i+1} \\
\times A^{i-j+1}B(P(i - N + k) - P(k + j - N - 1)) \\
\times \left( \prod_{h=1}^{b-1} \left( \frac{\tilde{P}(k + j - N + h - 1)}{P(h - 1)} \right) \right)
\]

Expressions for \( K_\theta \)

For \( k = 1 \)
\[ K_\theta(1, \tau, b) = K_\theta(1, \tau, b)A_{11}^{-1}(N - 1)M(N - 1) \]
\[ K_{\theta C}(1, b) = K_{\theta C}(1, b)A_{11}^{-1}(N - 1)M(N - 1) \]
\[ K_{\theta RL}(1, b) = K_{\theta RL}(1, b)A_{11}^{-1}(N - 1)M(N - 1) \]

If \( \tau < N - k - b \)

\[ K_\theta(1, \tau, b) = K_\theta(1, \tau, b + 1) + v_{N-k-b}^T K_{\theta C}(1, b) \]

For \( k > 1 \)

\[ K_\theta(k, \tau, b) = K_\theta(k, \tau, b)A_{11}^{-1}(N - k) \times (-K_{gx}(k, 1) + M(N - k)) + K_{ux}(k, \tau, b) \]
\[ K_{\theta C}(k, b) = K_{\theta C}(k, b)A_{11}^{-1}(N - k) \times ((-K_{gx}(k, 1) + M(N - k)) + K_{ux C}(k, b) \]
\[ K_{\theta RL}(k, b) = K_{\theta RL}(k, b)A_{11}^{-1}(N - k) \times ((-K_{gx}(k, 1) + M(N - 2)) + K_{ux RL}(k, b) \]

If \( \tau < N - k - b \)

\[ K_\theta(k, \tau, b) = K_\theta(k, \tau, b + 1) + v_{N-k-b}^T K_{\theta C}(k, b) \]

**Expressions for** \( K_{ux} \)

\[ K_{ux}(k, \tau, b) = \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_\theta(k - 1, j, b + 1)A \]
\[ + \bar{P}(N - k - 1 - \tau N - 3)K_\theta(k - 1, \tau, b + 1)A \]
\[ K_{ux C}(k, b) = \bar{P}(b)K_{\theta C}(k - 1, b + 1)A \]
\[ + p(b)K_{\theta RL}(k - 1, b + 1)A \]
\[ K_{ux RL}(k, b) = \bar{P}(b - 1)K_{\theta RL}(k - 1, b + 1)A \]

If \( \tau < N - k - b \)

\[ K_{ux}(k, \tau, b) = K_{ux}(k, \tau, b + 1) + v_{N-k-b}^T K_{ux C}(k, b) \]
Expressions for $K_{gx}$

$$K_{gx}(k, b) = \bar{p}(0)K_{\theta C}(k - 1, b)A + p(0)K_{\theta RL}(k - 1, b)A$$

Expressions for $K_{uu}$

$$K_{uu}(2, \tau, b) = \sum_{j=\tau+1}^{N-2-b} p(N - 2 - j)$$

$$\times K_{\theta}(1, j, b + 1)Bv_j$$

$$+ \bar{P}(N - 3 - \tau)$$

$$\times K_{\theta}(1, \tau, b + 1)Bv_\tau$$

$$K_{uuCs}(2, \tau, b) = p(b)K_{\theta RL}(1, b + 1)B$$

$$K_{uuRL}(2, b) = \bar{P}(b - 1)K_{\theta RL}(1, b + 1)B$$

$$K_{uuCd}(2, \tau, b, h) = \sum_{j=\tau+1}^{N-2-b} p(N - 2 - j)$$

$$\times K_{\theta C}(1, h)Bv_j$$

$$+ \bar{P}(N - 3 - \tau)$$

$$\times K_{\theta C}(1, h)Bv_\tau$$

$$K_{uuCdC}(2, \tau, b, h) = p(b)K_{\theta C}(1, h)B$$

$$K_{uuCdRL}(2, b, h) = \bar{P}(b - 1)K_{\theta C}(1, h)B$$

If $\tau < N - k - b$

$$K_{uuCd}(2, \tau, b, h) = K_{uuCd}(2, \tau, b + 1, h)$$

$$+ K_{uuCdC}(2, \tau, b, h)v_{N-k-b}$$

$$K_{uu}(2, \tau, b) = K_{uu}(2, \tau, b + 1)$$

$$+ v_{N-k-b}^T K_{uuCd}(2, \tau, b + 1, b + 1)$$

$$+ v_{N-k-b}^T K_{uuCs}(2, b)v_{N-k-b}$$

For $k > 2$
\begin{align*}
K_{uu}(k, \tau, b) &= \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_\theta(k - 1, j, b + 1)Bv_j \\
&\quad + \bar{P}(N - k - 1 - \tau) \times K_\theta(k - 1, \tau, b + 1)Bv_\tau \\
&\quad + \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_{uu}(k - 1, j, b + 1) \\
&\quad + \bar{P}(N - k - 1 - \tau)K_{uu}(k - 1, \tau, b + 1) \\
K_{uuRL}(k, b) &= \bar{P}(b - 1)K_{\theta RL}(k - 1, b + 1)B \\
&\quad + \bar{P}(b - 1)K_{uuRL}(k - 1, b + 1)
\end{align*}

If \( \tau < N - k - b \)

\begin{align*}
K_{uu}(k, \tau, b) &= K_{uu}(k, \tau, b + 1) \\
&\quad + v^T_{N-k-b}K_{uuCd}(k, b)v_{N-k-b} \\
&\quad + v^T_{N-k-b}K_{uuCd}(k, \tau, b + 1, b + 1) \\
K_{uuCdC}(k, b, h) &= p(b)K_{\theta C}(k - 1, h)B \\
&\quad + \bar{P}(b)K_{uuCdC}(k - 1, b + 1, b + 1) \\
&\quad + p(b)K_{uuCdRL}(k - 1, b + 1, b + 1)
\end{align*}

Moreover,
\[ K_{uuCS}(k, b) = p(b)K_{\theta RL}(k - 1, b + 1)B + p(b)K_{uuRL}(k - 1, b + 1) + \bar{P}(b)K_{uuCS}(k - 1, b + 1) \]

\begin{align*}
K_{uuCd}(k, \tau, b, h) &= \sum_{j=\tau+1}^{N-k-b} p(N - k - j)K_{\theta C}(k - 1, h)Bv_{j} \\
&+ \bar{P}(N - k - 1 - \tau)K_{\theta C}(k - 1, h)Bv_{\tau} \\
&+ \sum_{j=\tau+1}^{N-k-b} p(N - k - j) \\
&\times K_{uuCd}(k - 1, j, b + 1, b + 1) \\
&+ \bar{P}(N - k - 1 - \tau) \\
&\times K_{uuCd}(k - 1, \tau, b + 1, b + 1) \\
K_{uuCd}(k, \tau, b, h) &= K_{uuCd}(k, \tau, b + 1, h) \\
&+ K_{uuCdC}(k, \tau, b, h)v_{N-k-b} \\
K_{uuCdRL}(k, b, b) &= \bar{P}(b - 1)K_{\theta C}(k - 1, h)B \\
&+ \bar{P}(b - 1)K_{uuCdRL}(k - 1, b + 1, b + 1) \\
\]
\begin{align*}
K_{gu}(k, \tau, b, h) &= \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{\theta C}(k-1, h)Bv_j \\
&+ \bar{P}(N-k-1-\tau)K_{\theta C}(k-1, h)Bv_{\tau} \\
&+ \bar{P}(N-k-1-\tau) \\
&\times K_{uuCd}(k-1, \tau, b+1, h+1) \\
&+ \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{uuCd}(k-1, j, b+1, h+1) \\
&+ \bar{P}(N-k-1-\tau) \\
&\times K_{uuCdC}(k-1, j, b+1, h+1) \\
&+ \sum_{j=\tau+1}^{N-k-b} p(N-k-j)K_{rrCd}(k-1, j, b+1) \\
&+ \bar{P}(N-k-1-\tau) \\
&\times K_{rrCd}(k-1, j, b+1, h+1) \\
\end{align*}

\begin{align*}
K_{guC}(k, b, h) &= p(b)K_{\theta C}(k-1, h)B + K_{\beta C}(k-1, b) \\
&+ \bar{P}(b)K_{uuCdC}(k-1, b+1, h+1) \\
&+ \bar{P}(b)K_{rrCdC}(k-1, b+1, h+1) \\
&+ p(b)K_{uuCdRL}(k-1, b+1) \\
&+ p(b)K_{rrCdRL}(k-1, b+1) \\
\end{align*}

\begin{align*}
K_{guRL}(k, b) &= \bar{P}(b-1)K_{\theta C}(k-1, h)B + K_{\beta RL}(k, b) \\
&+ \bar{P}(b-1)K_{uuCdRL}(k-1, b+1) \\
&+ \bar{P}(b-1)K_{rrCdRL}(k-1, b+1) \\
\end{align*}

if \( \tau < N - k - b \)

\begin{align*}
K_{gu}(k, \tau, b, h) &= K_{gu}(k, \tau, b, h) \\
&+ K_{guC}(k, b, h)\bar{P}_{N-k-b}
\end{align*}
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