Markov chain Monte Carlo Estimation Methods for Structural Equation Modeling: A Comparison of Subject-level Data and Moment-level Data Approaches

Abstract

Recently, Markov chain Monte Carlo (MCMC) estimation method is explosively popular in a variety of latent variable models including those in structural equation modeling (SEM). In the SEM framework, different MCMC approaches developed according to choices in the construction of the likelihood function as may be suitable for different types of data. However, despite their theoretical appeal over traditional estimation routines, the features and differences between various types of SEM MCMC approaches are not well understood. In this paper, two major MCMC approaches (i.e., the moment-level data approach and the subject-level data approach) are compared using two a two-factor model with a directional path on real data sets.
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Introduction

Structural equation modeling and traditional estimation algorithms

Structural equation modeling [1] has been used in a variety of research applications in the social and behavioral sciences. A broad-spectrum aim of SEM can be expressed as testing the hypothesis that the population-level covariance matrix for a set of measured indicator variables is equal to the model-implied covariance matrix based on the hypothesized factor model. And, this relationship can be expressed as $\Sigma = \Sigma(\theta)$ where $\Sigma$ represents the population covariance matrix of a set of observed indicator variables and $\Sigma(\theta)$ represents the model implied covariance matrix as a function of $\theta$, a vector of model parameters.

Assuming multivariate normality of the observed variables, common parameter estimation routines, including maximum likelihood [1], normal theory generalized least square [2], and weighted least squares method [3] can provide consistent, efficient, and unbiased parameter estimates and asymptotic standard errors along with an omnibus test of model fit if sample size is adequate, and the model is properly specified (Bollen, [1] for more details of these estimation routines).

All of these traditional model parameter estimation procedures involve a numerical search algorithm using the first and/or second derivatives of the target function to minimize [4]. These estimation methods are known as gradient-based or Newtonian search algorithms: using the first and/or second derivatives, the algorithm iteratively searches the parameter estimates by minimizing (or maximizing) the target function (for more details of the general gradient-based search algorithms, see Süli & Mayers, [5]; for more specific SEM application of the gradient-based search algorithms, see Lee, [4]).

A traditional estimation algorithm (e.g., ML) seeks the global maximum of the fit function and is analogous to climbing a mountain where the final goal is to arrive at the highest peak of the mountain. A noteworthy challenge of this traditional estimation algorithm is the fact that there might be multiple hilltops that appear to be the highest peak of the mountain, and that the search may lead to one of these points. This is the well known problem of **local maxima**. Problems associated with non-convergence or convergence to local maxima tend to worsen as sample size decreases [3] and/or the model is complex (e.g., missing data and/or non-normal data; Lee, [4]). Because it is common in social and behavioral research to analyze data from small samples (e.g., less than 100) and substantive theories often dictate the propriety of a more complex hypothesized model, these disadvantages of traditional estimation routines may limit the application of SEM in applied research.

Simulation based estimation

Recently, simulation-based estimation methods known as Markov chain Monte Carlo (MCMC) techniques have drawn an increasing amount of attention in statistical modeling. MCMC provides a virtually universal tool to deal with integration or optimization problems [6-8]. MCMC estimation approaches have been shown to have methodological advantages in SEM, including reliable parameter estimation with small samples, flexibility of handling missing data, modeling ordinal data, nonlinear relationships, and finite mixture models [4,9-13].

Although the technical advantages of MCMC over the traditional methods have been advocated for some time, the details of MCMC estimation are not widely understood among SEM researchers, in part because of the variety of MCMC algorithms, computational complexity, and a host of technical matters involved in running MCMC estimation (e.g., determination of the numbers of
simulation iterations, configuration of Markov chains for fast convergence; Gilks, et al. [14]). This is in part due to the lack of detailed illustrations in the literature of this algorithm for SEM [15]. The implementation of MCMC algorithms requires efficient computational strategies, as well as SEM-specific choices for various technical components (e.g., determination of the numbers of simulation iterations, configuration of Markov chains for fast convergence; Gilks, et al. [14]). One choice that may lead to differences in performance of the algorithm involves the construction of the likelihood function. In SEM, we may employ a likelihood function based on either the subject-level data or moment-level data. However, there is a relative absence of methodological literature that illustrates the properties and differences of these new developments in MCMC estimation for SEM. Consequently, researchers interested in choosing MCMC methods in SEM may encounter difficulties in understanding and/or selecting an appropriate MCMC approach according to their own research scenario.

The main purpose of this paper is to illustrate the two major SEM MCMC approaches (i.e., the moment-level data approach and the subject-level data approach). A subject-level approach estimates a model with raw response data. The moment-level approach estimates a model with summary statistics as data. This latter approach is based on the familiar Wishart probability density distribution [1], which is also at the root of the well-known maximum likelihood (ML) fit function for SEM. We also show how the moment-level MCMC method reduces computational loads and simplifies the MCMC process as compared to the subject-level approach. A comparison of estimates by traditional ML, the moment-level MCMC approach, and the subject-level MCMC approach within the context of examples are provided.

Background and theoretical framework
Markov chain monte carlo estimation in structural equation modeling. Recently, MCMC approaches have received much attention in SEM as an alternative that overcomes limitations of the gradient-based traditional estimation methods [4]. MCMC methods constitute an extremely flexible approach to estimate the parameters of complex multivariate systems that are impossible to solve in closed form or even difficult to numerically solve by the traditional estimation methods. MCMC can (a) provide an exhaustive exploration of a complex high-dimensional parameter space of random variables, (b) partition the joint densities into a set of marginal densities of parameters of interest, and (c) yield the density of any additional parameter as a function of those model parameters. Furthermore, its flexibility allows MCMC to accommodate complex models such as those with nonlinear effects [10], mediation effect analysis [16], coefficient alpha [17], Polychoric correlation [18], and discontinuous and/or ordered categorical data [19].

MCMC also allows us to explicitly investigate the sensitivity of prior distributions for parameters when used in the context of Bayesian inference. Because MCMC algorithms are designed to empirically sample from a target density of parameters of interest, this method naturally aligns with the Bayesian perspective on statistical inference in which parameters are treated as random variables.

Although these methodological advantages of new estimation methods in SEM have been demonstrated in the last decade [20, or 11], for more details of advantages of Bayesian approach over the traditional estimation methods), the fundamentals and technical details of these new developments are not well understood. For the purpose of illustrating these new developments, we discuss MCMC estimation in terms of two facets that researchers face when employing MCMC for SEM: the mechanics of the sampling algorithms and the likelihood function.

Overview of MCMC sampling algorithms
MCMC is a Monte Carlo simulation based estimation method which empirically samples from a possibly complex multivariate distribution, often by strategically decomposing the joint distribution into more manageable univariate or smaller multivariate densities using Markov chain property. The MCMC approach simultaneously samples from one or more dimensions of a target distribution while moving throughout the support of the distribution [14]. The term “Monte Carlo” is in reference to the nature of random simulation process the while “Markov chain” refers to the process whose property is that future states are independent of the past states given the present state. This process creates a set of univariate or smaller multivariate chains of values that are samples of values drawn from the target distribution. The target distribution needs to be specified only up to a constant of proportionality. This makes MCMC well suited to estimation in Bayesian approaches to SEM and other latent variable models in which analytical solutions to posterior distributions are often intractable [2,1,22]. In such cases, the Markov chain is constructed so that the target distribution is the posterior distribution of the unknown entities in the model.

A key component of MCMC estimation is the sampling algorithm to generate samples from the target distribution. Among the dozens of MCMC sampling algorithms that have been developed over last three decades, the Metropolis algorithm or and its extension to the Metropolis-Hastings algorithm are the most popular algorithms [23,24] for the original introduction; see Gilks, Richardson, & Spiegelhalter [14] for a presentation of various hybrid Metropolis algorithms. An advantage of using the Metropolis type of algorithm over other MCMC algorithm is that it is easy to implement when sampling from multivariate distributions. Specifically, the structure of this algorithm is fairly simple and does not involve complex numerical procedure such as adapting an enveloping function required in rejection sampling method [14].

Overview of metropolis algorithm
Let \( g(\theta) \) denote a distribution of interest that we wish to sample from. In the Bayesian framework, this may be more fully denoted as the posterior distribution \( g(\theta | Y) \) where \( Y \) is observed data. For the simplicity of presentation, we will denote \( g(\theta | Y) \) as \( g(\theta) \) through this paper. The Metropolis algorithm for SEM can then be more formally described in a series of six steps that comprise one iteration of the algorithm:
Step 1: Establish the set of starting values for the parameters: \( \theta^{(0)} \)

Step 2: Set \( j = j + 1 \), and draw sample a set of candidate values, \( \theta^c \), from a set of symmetric proposal distributions denoted by \( q(\theta^c | \theta^{(j-1)}) \).

Step 3: Compute the ratio \( \{ g(\theta^c) / g(\theta^{(j-1)}) \} \) and determine whether it is smaller or larger than 1. Choose the smaller of the two and denote it by \( \alpha \).

Step 4: Draw a random value \( u \) from a uniform distribution defined over \((0,1)\).

Step 5: Compare \( \alpha \) with \( u \). If \( \alpha > u \), then set \( \theta = \theta^{(j-1)} \); otherwise, set \( \theta = \theta^c \).

Step 6: Return to the step 2 until enough candidate values are sampled.

In simple terms, at each MCMC iteration, the Metropolis algorithm takes the current estimate of each parameter value (\( \theta^{(j-1)} \)) and compares it to a plausible candidate (\( \theta^c \)), which is drawn from a so-called proposal distribution \( q \) which is symmetric with respect to its arguments. If the proposed value is more likely than the current value it is chosen as the next value for the parameter (\( \theta^{(j)} \)); if it is less likely, the proposed value will be accepted with some probability \( \alpha \).

The major computational step in the algorithm is the computation of the ratio (i.e., the Metropolis ratio) of the two target distribution values at \( \theta \) and \( \theta^{(j-1)} \), which are denoted by \( g(\theta) \) and \( g(\theta^{(j-1)}) \), respectively. Furthermore, in a Bayesian framework, this target distribution is the posterior distribution which is proportional to \( L(\theta) \cdot P(\theta) \), where \( L(\theta) \) is a SEM likelihood function and \( P(\theta) \) is the set of prior distributions for \( \theta \). In other words, this computation of the Metropolis ratio is determined by a SEM likelihood function \( L(\theta) \) and the prior distribution \( P(\theta) \). If one adopts a non-informative prior distribution (over all parameters), the Metropolis ratio effectively reduces to the ratio of the two likelihood function values at \( \theta^c \) and \( \theta^{(j-1)} \), denoted by \( L(\theta^c) \) and \( L(\theta^{(j-1)}) \), respectively.

The incorporating the prior distribution is a distinctive advantage of the Bayesian approach over the traditional approaches (see e.g., Scheines et al. [11]). However, critics also have noted that improperly specified prior distributions can compromise the veracity of the results (Jefferyes, [25], or Edwards, [26], for more discussion on the criticism on the use of prior). The current work employs suitable diffuse prior distributions to (a) illustrate the similarity of the results of MCMC estimation to that of traditional estimation approach under diffuse priors and (b) properly focus on the principles of and choices of estimation that concern the likelihood function. Specifically, we consider two major approaches to construct the likelihood function in SEM, and illustrate the implications of the differences between two approaches.

After computing the ratio \( \alpha \), the third step involves comparing the value of the ratio to 1 and choosing the value that is smaller amongst the two. Note that the value of 1 indicates that the proposed and the current value are either equally likely (i.e., \( L(\theta^c) = L(\theta^{(j-1)}) \) or the proposed value is more likely than the current value (i.e., \( L(\theta^c) > L(\theta^{(j-1)}) \)) while a value of the ratio smaller than 1 indicates that the proposed value is less likely than the current value (i.e., \( L(\theta^c) < L(\theta^{(j-1)}) \)).

Since the Metropolis algorithm simulates a random sample from the posterior distribution under Markov chain properties, a proposed value that is less likely than a current value is not automatically discarded. Whether a proposed value that is less likely is accepted is decided by a random draw. Specifically, after randomly drawing a value \( u \) from a uniform distribution defined over \((0,1)\) one needs to compare \( \alpha \) and \( u \) to decide whether the proposed value should be accepted. If \( \alpha \) is greater than the value for \( u \), the proposed value is accepted as the \( j \)-th iteration value for \( \theta \); if \( \alpha \) is smaller than the value for \( u \), the current parameter value is accepted as the \( j \)-th iteration value. Thus, proposed values that are at least as likely as current values are always accepted whereas proposed values that are less likely than current values are sometimes accepted in accordance with a random process. This randomness of the selection process is essential to make sure the chain (a) does not get stuck on one or multiple value(s), and (b) exhaustively searches entire possible value range of the parameter. That it, is essential to ensure that the chain converges to the target distribution of interest [14].

The Metropolis algorithm has been further generalized to the case of a non-symmetric proposal distribution, i.e., the Metropolis-Hastings algorithm (Hastings, [27]). By the nature of some SEM parameters, e.g., error variances, symmetric proposal distribution (e.g., Gaussian proposal ranges from \(-\infty \) to \(+\infty \) may not be relevant. In such cases, an asymmetric proposal distribution (e.g., log-Gaussian range from \(0 \) to \(+\infty \) might be more appropriate, and the Step 3 ratio (the Metropolis-Hastings ratio for this case) computation becomes more complex than that of Metropolis algorithm. Technical details of this algorithm are beyond scope of this paper; Gilks et al. [14] or Lynch [28].

**Choices in implementing mcmc estimation with the metropolis or metropolis-hasting algorithm**

There are three critical places within the algorithm that impact its efficiency for a particular application. These are (a) choosing the starting values in step 1, (b) choosing the proposal distribution for use in step 2, and (c) choosing the length of the cycle to end after step 6 at some point in time.

In one respect, the choice of the starting values for the parameters is not a critical issue because MCMC theory states that the distribution produced by the Markov chain will converge to the target distribution of interest irrespective of the chosen starting value [29]. However, poorly chosen starting values may
cause the algorithm to require more iterations before it converges (i.e., it requires a longer burn-in period), which results in longer MCMC run times. Therefore, even though the choice of starting values is irrelevant from a theoretical perspective, it is critical from a practical perspective. Choi [30], for more detail discussion of the starting value issue for the Metropolis algorithm in the context of SEMs.

Another key choice in the Metropolis (or Metropolis-Hasting) algorithm is the choice of the proposal distribution in the second step. Interestingly, the convergence of a Markov chain formed via a Metropolis sampler to the posterior distribution does not depend on the shape of proposal distribution, subject to broad regularity conditions (e.g., that the proposal distribution is symmetric for Metropolis algorithm, that it is defined over the support of the posterior; Gilks et al., [14]). Yet, just as with the choice of starting values above, the choice of proposal distribution shape is practically important because it determines how quickly the chain converges to the posterior distribution. Choi et al. [31] illustrated the impact of the choice of a proposal distribution in terms of its jump size on the convergence of Metropolis algorithm using a popular SEM example. This article shows the Metropolis algorithm converges quickly only when the jump size is optimally chosen (for the jump size issue in the context of Item Response Theory model, Levy, [32]). In other words, the efficiency of the Metropolis algorithm in practice depends on this choice of proposal distribution. Many researchers have focused on the choice of the proposal distribution or dynamically-update the proposal distribution of the Metropolis or Metropolis-Hastings algorithm, which are referred to as hybrid Metropolis algorithms (Gelfand & Smith, [34]; Geman & Geman, [35]). Suppose that the parameter vector of interest is \( \theta = (\theta_1, \ldots, \theta_p) \) where \( p \) is the number of SEM parameters of interest. The Gibbs sampling algorithm can then be more formally described in a series of three steps that comprise one iteration of the algorithm:

Step 1: Establish the set of starting values for the parameters: \( \theta \rightarrow 0 \)

Step 2: Set \( j = j + 1 \), and draw sample a value, \( \theta \), from each conditional distribution:

\[
g(\theta_1 | \theta_2, \ldots, \theta_p, Y) \\
g(\theta_2 | \theta_1, \theta_3, \ldots, \theta_p, Y) \\
\vdots \\
g(\theta_p | \theta_1, \ldots, \theta_{p-1}, Y)
\]

Step 3: Return to the step 2 until enough values are sampled.

The third choice in the Metropolis algorithm pertains to the length of the estimation cycle. Theoretically, an MCMC estimation requires sufficiently many iterations (i.e., MCMC runs or MCMC cycles) to fully converge to the posterior distribution but, of course, in practice the cycle has to be stopped at some point. The algorithm is stopped when a sample is obtained that is large enough to provide an accurate estimates (i.e., point and interval) of the parameter. Therefore, given the requirement of a large number of MCMC iterations, it is important to consider the computational load in the evaluating the likelihood function, as that has a large impact on the overall computational time of MCMC estimation. A frequently advanced criticism of the use of MCMC estimation in practice is the estimation time necessary to reach convergence of the chains and adequately sample from the target distribution. As discussed below, the differences in computational load plays a central role in the distinction between the alternative approaches in constructing the likelihood.

This length of estimation cycle is also related to a determination of the point in the Markov chain after which chain has reached its stationary distribution and seems to behave consistently (i.e., the point at which the burn-in period ends), which can only be roughly gauged based on plots. The samples before this point are recommended to be discarded and the samples after this point are selected as samples from the posterior distribution. It is important to note, though, that there may be dependencies amongst the sampled points due to the way the algorithm functions for a particular SEM so that not every observation may be sampled in practice.

**Overview of Gibbs sampling algorithm**

Another popular MCMC algorithm is the Gibbs sampler (Gelfand & Smith, [34]; Geman & Geman, [35]). Suppose that the parameter vector of interest is \( \theta = (\theta_1, \ldots, \theta_p) \) where \( p \) is the number of SEM parameters of interest. The Gibbs sampling algorithm can then be more formally described in a series of three steps that comprise one iteration of the algorithm:

Step 1: Establish the set of starting values for the parameters: \( \theta \rightarrow 0 \)

Step 2: Set \( j = j + 1 \), and draw sample a value, \( \theta \), from each conditional distribution:

\[
g(\theta_1 | \theta_2, \ldots, \theta_p, Y) \\
g(\theta_2 | \theta_1, \theta_3, \ldots, \theta_p, Y) \\
\vdots \\
g(\theta_p | \theta_1, \ldots, \theta_{p-1}, Y)
\]

Step 3: Return to the step 2 until enough values are sampled.

In simple terms, at each iteration, the Gibbs sampling algorithm samples each parameter value from the conditional distribution of each parameter given all other entities. The Gibbs sampling may be viewed as a special case of the Metropolis sampler in which every candidate value is accepted. From this perspective, the **conditional distributions** are the proposal distributions of the Metropolis algorithm and the Metropolis ratio is always 1. The rationale behind Gibbs sampling algorithm is that it is possible to sample from the joint posterior distribution by successfully sampling individual parameters from the set of \( p \) conditional distributions (Lynch, [28]). Therefore, this MCMC algorithm will sample one value of each individual parameter from respective conditional distributions during one MCMC iteration, i.e., one cycle of Gibbs sampling. According to the MCMC theory, under
general conditions, the sampled values from this algorithm will converge to the target distribution of interest [34,29].

**Choices in implementing mcmc estimation with the gibbs sampling algorithm**

Similar to the Metropolis algorithm, although the Gibbs sampling algorithm is also conceptually relatively simple, however, there are also three critical places within it that impact its efficiency for SEM. These are (a) choosing the starting values in step 1, (b) setting up the conditional distributions for use in step 2, and (c) choosing the length of the cycle to end after step 3 at some point in time. Issues surrounding (a) the starting values and (c) the length of the cycle are essentially same to those of the Metropolis algorithm. Although the Gibbs sampling algorithm is free from the concerning on selecting and/or dynamically tuning proposal distribution characteristics, where the process differs is in the construction of conditional distributions. Therefore, in this section, we will focus on the issue of setting up the conditional distributions for parameters.

Lee illustrates the Gibbs sampling for standard SEM under certain choices of prior distributions with analytically derived conditional distributions for SEM parameters. More generally, it is mathematically challenging (or even impossible for some cases) to derive all conditional distributions and similarly computationally challenging to set up all conditional distributions into custom MCMC code in practice.

One way of overcoming these challenges would be directly sampling from the target (i.e., posterior) distribution within the Gibbs sampling algorithm framework using an envelope function, so called the adaptive rejection sampling (ARS; Gilks et al. [14]). In other words, this ARS method requires the full conditional distribution with parameters (the joint posterior distribution in the hierarchical setting for all parameters) instead all conditional distributions for parameters (Gilks et al. [14]). There are several ARS algorithms according to the ways of developing an envelope function. For example, Ripley [35] proposed an envelope function based on the log of the target distribution (i.e., posterior distribution). This method involves the envelope function evaluations of which are often computationally very expensive in applications of Gibbs sampling. To overcome this computational cost in evaluating envelope function, Gilks and Wild [37] proposed a method of constructing the envelope from a set of tangents to the log-density. Such evaluations are typically very expensive computationally in applications of Gibbs sampling. Gilks [37] also proposed a method using secants intersecting on the log-density. These two methods assume that the log density is concave, which is usually true for most of social and behavioral statistical methods include SEMs. WinBUGS 1.4 (Spiegelhalter et al. [38]) employs Gibbs sampling with this ARS algorithm. Details of this program application for SEM will be illustrated in a later section of this paper.

**Constructing the likelihood function for MCMC**

Another key component of MCMC estimation in SEM is the likelihood function which determines the target distribution function. There are two major approaches to constructing the likelihood function, the moment-level (or summary-level) data approach and the subject-level (or raw-level) data approach. As discussed in details in the following subsections, these differ principally in the type of data involved.

**The moment-level (or summary-level) data approach**

The moment-level data approach constructs the likelihood function in terms of the sample variances and covariances in the covariance matrix S. This approach uses the familiar Wishart probability density function (Bollen, [1]; Mardia, et al. [39]):

\[
\pi^{(J-1)/2} \left| \Sigma(\theta) \right|^{-1/2} \prod_{i=1}^{J} \Gamma \left( 1/2, n^*+1-i \right) \times (\Sigma(\theta)^{-1} - S)^{(n^*+1-i)/2} = \frac{1}{(\pi J)^{n^*/2}} W((\Sigma(\theta)^{-1} - S)^{1/2}, 2n^*/2) \tag{1}
\]

where J is the rank of matrix Σ; n* is n, the sample size, ~ 1; Γ is a gamma function; S is a covariance matrix as observed data. This function is also at the root of the well-known maximum likelihood (ML) fit function for traditional SEM (Bollen, [1]), as the likelihood function. Traditional statistical inference in SEM is based on probability models relating the observed covariance matrix, S, to the unknown parameters and the model-implied covariance matrix, Σ(θ). The Wishart distribution function based likelihood function, denoted LMoment(S; Σ(θ)) = W(S|Σ(θ)). This probability density function returns the probability of our data, S, given the model Σ(θ) that is composed of parameters θ, and p. In other words, this likelihood function summarizes the information about SEM parameters θ and may be defined as the conditional distribution of the data and taken as a function of θ. Without a loss in generality, we will denote W(S|Σ(θ)) as W(S, Σ(θ)) and LMoment(S; Σ(θ)) as LMoment(S, Σ(θ)) throughout this paper.

Conceptually, ML estimates θ as unknown fixed points that maximize the likelihood function using the gradient-based iterative numerical algorithms. In contrast, the Bayesian approach (using MCMC estimation) treats θ as random and seeks the distributions of the parameters in θ given S. Specially, the target (or posterior) distribution of interest for this case θLMoment(S; Σ(θ)) is proportional to Lmoment(S; Σ(θ)) × P(θ) or W(S, Σ(θ)) × P(θ).

Therefore, the major task of the moment-level data approach SEM MCMC algorithm is constructing a sampling algorithm to draw samples from W(S, Σ(θ)) × P(θ).

The gist of this approach is the nature of Wishart function based likelihood function takes the covariance matrix (S) as data. Consequently, in the implementation of MCMC, there are several methodological characteristics of this particular approach. First, because of the simple structure of the likelihood function, this moment-level data approach naturally goes well with the Metropolis algorithm; the Metropolis ratio is simply becomes:

\[
g(\theta^*)/g(\theta^1) = \frac{W(S, \Sigma(\theta^*)) \times P(\theta^*))}{W(S, \Sigma(\theta)) \times P(\theta)}
\]

Again, in case of non-informative priors for all parameters, the Metropolis ratio is simply ratio of two Wishart distribution values, i.e., W(S, Σ(θ^*)) / W(S, Σ(θ)).

Second, this Wishart distribution based SEM likelihood function is very well known. Also, building the model implied covariance matrix given the structural equations can be easily
implemented by matrix algebra (Bollen, [1]). Therefore, the implementation part of this approach is quite straightforward.

Third, because the fact that this approach takes the covariance matrix, i.e., the second-order moments, as data, the numerical cost does not increase as sample size increases. A critical aspect of MCMC implementation is that it requires many iterations, and one of the key issues in the MCMC literature is reducing the computational time. So, consequently, the independence of the numerical cost of evaluating this likelihood function from the sample size is advantageous in light of the large number of iterations necessary for convergence and adequately sampling from the target distribution. Moreover, much of the SEM literature analyzes and reports results in terms of first- and second-order moments instead of raw data. Therefore, this MCMC estimation process requires only summary-level data (i.e., the sample covariance matrix) is desirable.

Fourth, the use of the Wishart probability density function in constructing the likelihood follows from an assumption that the observed variables are normally distributed (Bollen, [1]). Although ML parameter estimates under such assumptions are often robust to violations of normality, the estimates of the standard errors and the model $\chi^2$ can be severely biased (Browne, [40]; Yuan & Bentler, [41]). An extension of this approach to non-normally distributed data (including discrete data) is straightforward. Although WLS (Browne, [3]) has been developed and been widely used to address this issue within the traditional gradient-based estimation paradigm, corresponding developments in MCMC estimation in SEM have not yet been developed for analyzing moment-level data.

Fifth, this approach can be implemented by the popular SEM software AMOS 7.0 (Arbuckle, [33]). In AMOS, the researcher can specify, estimate, assess, and present a model using an intuitive path diagram to show hypothesized relationships among variables. AMOS also has many beneficial features on MCMC based Bayesian inference. Based on this program, users can easily investigate the posterior distribution (i.e., the converged target distribution), trace plot (the MCMC chain time-series plot utilized to assess convergence), autocorrelation plot (the autocorrelation plot of each MCMC chain to assess convergence and the serial dependence of values in the chain), and other detail MCMC options (maximum MCMC runs, number of burn-in, convergence criterion, thinning) through the user-friendly graphical interface (Arbuckle, [33] for more details of MCMC options). The default prior distribution in AMOS is uniform from $-3.4*10^{4}$ to $3.4*10^{4}$ for all parameters. For all practical purposes, this prior is uniform over the values for parameters in SEM; as such, the target (posterior) distribution will essentially just be the normalized version of the likelihood function. Users can configure the prior distribution also through user-friendly graphical interface, so one can easily perform this kind of prior sensitivity analysis (Arbuckle, [33]). In the illustration section of this paper, we will use AMOS 7.0 for the moment-level data approach.

The subject-level (or raw-level) data approach

Another way of constructing the likelihood involves specifying the conditional probability based on the subject-level observed data. $Y$. Let $P(Y_i | \theta)$ denote the probability model for the observed value from subject $i$ to measured variable $j$ given the model parameters $\theta$. In this formulation, the model parameters $\theta$ include the (unknown) values of the latent variables for each subject. These terms play a central role in the model construction in the subject-level approach. Specifically, by mean-centering the measured variables and following the usual assumptions of normality, independence of errors, and independence over subjects, $P(Y_i | \theta)$ is specified as normally distributed where (a) the mean is obtained as the sum of the products obtained by multiplying the subject’s factor scores by the corresponding loadings for that measured variable, and (b) the variance is the error variance for that measured variable. The likelihood for the complete data is constructed by aggregating over measured variables and subjects as

$$L_{\text{subject}}(Y | \theta) = P(Y | \theta) = \prod_{i=1}^{n} \prod_{j=1}^{m} P(Y_{ij} | \theta),$$

There are several methodological characteristics of this particular approach. First, because the likelihood function involves the product over subjects and measured variables, the numerical cost increases by sample size and/or the number of measured variables. To the extent that the MCMC process involves evaluating the likelihood at every iteration, and many iterations are necessary, such a procedure may require considerable estimation time. A related issue is the presence of the latent subject variables in this approach. In conducting MCMC at the subject-level, values for each subject’s latent variable will be drawn at each iteration in the MCMC process. If $M$ is the number of latent variables, the subject-level approach requires that $N \times M$ more parameters need to be drawn at each iteration of the MCMC process in the subject-level approach as compared to the moment-level approach. Thus, MCMC estimation at the subject-level can be quite computationally expensive and time consuming. In addition, numerical problems may occur while computing the product of individual level probabilities. Furthermore, large numbers of parameters can worsen this situation. Therefore, this option may quickly become practically infeasible with large samples. The dependence of the numerical cost on sample size would be critical information for someone who is considering the subject-level data approach.

In contrast to the moment-level approach, this approach is versatile enough to be adapted to model non-normal or discrete data (Lee & Song, [42]; Lee & Zhu, [43]; Shi & Lee, [19]). This methodological versatility of the subject-level approach should be appealing to researchers using complex models. Third, setting up the necessary conditional distributions or full conditional distributions may require considerable programming skill, especially as the model gets complex (e.g., with more increasingly complex relationships among factors, or discrete data). Fortunately, this subject-level approach may be implemented in WinBUGS, a freely available software package that employs Gibbs sampling and several of its variants [38]. The computational burden of constructing the conditional distributions and enacting Gibbs sampling (possibly involving ARS) is handled by the program. Using WinBUGS, SEM researchers can estimate their model without great difficulty merely by specifying the model in accordance with the WinBUGS language.
In the illustrations below, we employ WinBUGS to enact the subject-level parameterization (code for running the model is given in the appendix). WinBUGS offers a variety of distributional forms for specifying prior distributions. To mimic the moment-level data approach illustration done in AMOS, we employ diffuse uniform prior distributions. The prior distributions for the loadings, structural coefficients, and covariances are each $U(-10000, 10000)$. The prior distributions for each variance (i.e., of factors or errors) are each $U(0, 100000)$. Alternative choices for prior distributions include generalized conjugate priors (Press, 1989; Rowe, 2003) using inverse-gamma and inverse-Wishart distributions for variances and covariance matrices and normal distributions for loadings and structural coefficients [9; Rowe, [44]; Spiegelhalter et al., [38]). Still other parameterizations involve placing uniform or folded-noncentral t prior distributions on standard deviations (Gelman, [45]). Although there are many technical details regarding the implementation of the MCMC algorithm (e.g., initial values, convergence criteria, jump sizes, etc.), the purpose of the current work is to compare the moment-level and subject-level approaches to MCMC estimation in SEM. Note that WinBUGS program does not support the likelihood functions for the moment-data approach, therefore, one can utilize the moment-data approach only in conventional SEM software such as AMOS or Mplus. In the next section, these approaches are compared in the context of real-data examples.

**Illustration**

As an illustration, this study utilized a publicly available data obtained from the Program for International Student Assessment (PISA) 2003 dataset. PISA is organized by the Organization for Economic Cooperation and Development (OECD), an intergovernmental organization of industrialized countries, and is a system of international assessments, which focus on the capabilities of 15 year-olds within three domains of literacy (mathematical, scientific, and reading) (NCES, [46]). Starting in 2000, PISA has been administered every three years. In 2003, the U.S. had 274 schools and 5,456 students participate.

**Table 1: Descriptions of the Example Measures.**

| Attitudes towards school (ATSCHL) |  |
| Q24 Thinking about what you have learned in school: To what extent do you agree with the following statements? |  |
| ST24Q01 a) School has done little to prepare me for adult life when I leave school. |  |
| ST24Q02 b) School has been a waste of time. |  |
| ST24Q03 c) School helped give me confidence to make decisions. (+) |  |
| ST24Q04 d) School has taught me things which could be useful in a job. (+) |  |

| Student-teacher relations (STUREL) |  |
| Q26 Thinking about the teachers at your school: To what extent do you agree with the following statements? |  |
| ST26Q01 a) Students get along well with most teachers. (+) |  |
| ST26Q02 b) Most teachers are interested in students’ well-being. (+) |  |
| ST26Q03 c) Most of my teachers really listen to what I have to say. (+) |  |
| ST26Q04 d) If I need extra help, I will receive it from my teachers. (+) |  |
| ST26Q05 e) Most of my teachers treat me fairly. (+) |  |

Note. For all items, a four-point scale with the response categories recoded as "strongly agree" (=0); "agree" (=1); "disagree" (=2); and "strongly disagree" (=3) is used. (+) Item inverted for scaling.

---
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In this illustration, we use the model depicted in Figure 1, in which we hypothesize the student-teacher relationship factor (STUREL) indicated by the five items (ST26Q01 to ST26Q05) influences the students’ attitudes toward school factor (ATSCHL) indicated by the four items (ST26Q01 to ST26Q05). See Table 1 for more detailed description of these measures. Also, for the purpose of investigating the sample size impact on the computational burdens of both approaches, we analyzed two different sample sizes, the large sample scenario (n = 5,176; all U.S. student participations with complete data) and the small sample size scenario (n = 100; the first 100 student respondents with complete data). See Table 2 for the summary statistics for both sample size scenarios.

### Table 2: Covariance Matrix and Means for Example Data.

|     | 1       | 2       | 3       | 4       | 5       | 6       | 7       | 8       | 9       |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| ST26Q01 | 0.6602  | 0.3685  | 0.4073  | 0.2857  | 0.3337  | 0.1475  | 0.0974  | 0.0178  | 0.0905  |
| ST26Q02 | 0.3685  | 0.5014  | 0.3309  | 0.3135  | 0.3053  | 0.1040  | 0.0709  | 0.0927  | 0.1594  |
| ST26Q03 | 0.4073  | 0.3309  | 0.5640  | 0.3875  | 0.3685  | 0.1535  | 0.1685  | 0.0719  | 0.0558  |
| ST26Q04 | 0.2857  | 0.3135  | 0.3875  | 0.5398  | 0.3426  | 0.1091  | 0.1487  | 0.1160  | 0.1321  |
| ST26Q05 | 0.3337  | 0.3053  | 0.3685  | 0.3426  | 0.4375  | 0.1379  | 0.1284  | 0.0948  | 0.1029  |
| ST24Q01 | 0.1475  | 0.1040  | 0.1535  | 0.1091  | 0.1379  | 0.6136  | 0.2288  | 0.1399  | 0.1298  |
| ST24Q02 | 0.0974  | 0.0709  | 0.1685  | 0.1487  | 0.1284  | 0.2288  | 0.5062  | 0.1615  | 0.1292  |
| ST24Q03 | 0.0178  | 0.0927  | 0.0719  | 0.1160  | 0.0948  | 0.1399  | 0.1615  | 0.4536  | 0.1526  |
| ST24Q04 | 0.0905  | 0.1594  | 0.0558  | 0.1321  | 0.1029  | 0.1298  | 0.1292  | 0.1526  | 0.5385  |
| Mean   | 2.9200  | 3.0600  | 3.0400  | 3.1600  | 3.1300  | 2.9500  | 3.3300  | 2.9700  | 3.3700  |

|     | 1       | 2       | 3       | 4       | 5       | 6       | 7       | 8       | 9       |
|-----|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| ST26Q01 | 0.4621  | 0.2257  | 0.2106  | 0.1364  | 0.1669  | 0.0724  | 0.0918  | 0.0955  | 0.0735  |
| ST26Q02 | 0.2257  | 0.4473  | 0.2673  | 0.1853  | 0.1875  | 0.0921  | 0.1143  | 0.1446  | 0.1177  |
| ST26Q03 | 0.2106  | 0.2673  | 0.5169  | 0.2388  | 0.2353  | 0.1163  | 0.1440  | 0.1595  | 0.1362  |
| ST26Q04 | 0.1364  | 0.1853  | 0.2388  | 0.3834  | 0.2016  | 0.0980  | 0.1124  | 0.1265  | 0.1088  |
| ST26Q05 | 0.1669  | 0.1875  | 0.2353  | 0.2016  | 0.3785  | 0.0899  | 0.1189  | 0.1228  | 0.1090  |
| ST24Q01 | 0.0724  | 0.0921  | 0.1163  | 0.0980  | 0.0899  | 0.6961  | 0.2397  | 0.1467  | 0.1549  |
| ST24Q02 | 0.0918  | 0.1143  | 0.1440  | 0.1124  | 0.1189  | 0.2397  | 0.4929  | 0.1880  | 0.1951  |
| ST24Q03 | 0.0955  | 0.1446  | 0.1595  | 0.1265  | 0.1228  | 0.1467  | 0.1880  | 0.5376  | 0.2437  |
| ST24Q04 | 0.0735  | 0.1177  | 0.1362  | 0.1088  | 0.1090  | 0.1549  | 0.1951  | 0.2437  | 0.4999  |
| Mean   | 2.7226  | 2.8203  | 2.7626  | 3.0771  | 3.0143  | 2.8640  | 3.2962  | 2.9361  | 3.3109  |

### Traditional estimation method results

ML estimation was carried out using AMOS 7.0. The data-model fit for the model with the untransformed data was satisfactory for both small sample size case (e.g., \( \chi^2 = 38.195 \) with df = 26 \( p < 0.05 \)8, RMSEA [Root Mean Square Error of Approximation] = 0.069, CFI [Comparative Fit Index] = 0.965), and large sample size case (e.g., \( \chi^2 = 617.248 \) with df = 26 \( p < 0.001 \), RMSEA [Root Mean Square Error of Approximation] = 0.066, CFI [Comparative Fit Index] = 0.954). ML parameter estimates for both sample size data are summarized in Tables 3 and 4.

### Moment-level data approach MCMC Results

MCMC estimation for Moment-level Data approach was also carried out using AMOS 7.0 using the covariance matrices and means vector in Table 2 for both sample size scenarios. AMOS takes ML estimates as starting values, and we’ve set up 5,000 burn-in and tried 50,000 MCMC run after burn in, i.e., 55,000 total MCMC run. Regarding prior, we adapted diffuse priors for all parameters with the default prior distribution in AMOS 7.0, i.e., uniform from \(-3.4 \times 10^{38} \) to \(-3.4 \times 10^{38} \).

MCMC estimates using Moment-level data approach, i.e., the Wishart likelihood function with covariance data, are summarized in Table 3 and Table 4. Marginal densities and trace plots (chain histories) are also provided in Figure 2 and Figure 3. Note that, due to the space issue, the results of three error variances \( \hat{\sigma}^2_{E7}, \hat{\sigma}^2_{E8}, \) and \( \hat{\sigma}^2_{E9} \) were omitted. This chain history results suggest that convergence was reached. The rapid change in the history indicates the chain is mixing quite well and explores the support of the distribution, as shown in the marginal densities for the parameters. Also, not only the MCMC estimations
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were performed in relative short periods of time, but also both sample size scenarios yield almost same estimation time as we expected (55,000 MCMC runs in 45 seconds for small sample size and 47 seconds for large sample size using Pentium 4 CPU personal computer). Furthermore, table 3 and Table 4 confirm that estimates based on this MCMC algorithm (again, with diffuse prior) are comparable to those obtained for both sample size cases.

Table 3: Estimation Results for the Small Sample (n=100) Example.

| Esti. | S.E. | Mean | S.D. | Median | 95% LB | 95% UB | Mean | S.D. | Median | 95% LB | 95% UB |
|-------|------|------|------|--------|--------|--------|------|------|--------|--------|--------|
| $\hat{a}_{21}$ | .364** | .117 | 0.354 | 0.126 | 0.341 | 0.140 | 0.642 | 0.352 | 0.129 | 0.343 | 0.127 | 0.635 |
| $\hat{b}_{21}$ | .905** | .123 | 0.958 | 0.142 | 0.948 | 0.711 | 1.278 | 0.954 | 0.142 | 0.942 | 0.708 | 1.270 |
| $\hat{b}_{31}$ | 1.096** | .130 | 1.153 | 0.154 | 1.135 | 0.892 | 1.512 | 1.158 | 0.155 | 1.142 | 0.899 | 1.506 |
| $\hat{b}_{41}$ | .979** | .127 | 1.040 | 0.151 | 1.027 | 0.780 | 1.371 | 1.036 | 0.154 | 1.021 | 0.774 | 1.381 |
| $\hat{b}_{51}$ | .965** | .114 | 1.022 | 0.143 | 1.004 | 0.789 | 1.368 | 1.02 | 0.140 | 1.006 | 0.790 | 1.332 |
| $\hat{b}_{61}$ | 1.030** | .275 | 1.122 | 0.317 | 1.076 | 0.627 | 1.860 | 1.153 | 0.423 | 1.077 | 0.619 | 2.146 |
| $\hat{b}_{82}$ | .755** | .222 | 0.824 | 0.265 | 0.803 | 0.376 | 1.405 | 0.859 | 0.359 | 0.797 | 0.382 | 1.703 |
| $\hat{b}_{92}$ | .705** | .229 | 0.786 | 0.330 | 0.740 | 0.301 | 1.583 | 0.799 | 0.351 | 0.745 | 0.309 | 1.609 |
| $\sigma^2_{F1}$ | .349** | .085 | 0.341 | 0.096 | 0.330 | 0.185 | 0.642 | 0.336 | 0.089 | 0.328 | 0.186 | 0.537 |
| $\sigma^2_{D}$ | .159* | .066 | 0.155 | 0.066 | 0.146 | 0.052 | 0.300 | 0.154 | 0.071 | 0.145 | 0.040 | 0.318 |
| $\sigma^2_{E1}$ | .305** | .049 | 0.331 | 0.057 | 0.326 | 0.236 | 0.462 | 0.327 | 0.054 | 0.322 | 0.233 | 0.447 |
| $\sigma^2_{E2}$ | .211** | .035 | 0.227 | 0.039 | 0.223 | 0.161 | 0.312 | 0.224 | 0.038 | 0.221 | 0.159 | 0.310 |
| $\sigma^2_{E3}$ | .140** | .028 | 0.155 | 0.035 | 0.152 | 0.096 | 0.235 | 0.15 | 0.032 | 0.147 | 0.094 | 0.220 |
| $\sigma^2_{E4}$ | .200** | .034 | 0.214 | 0.037 | 0.211 | 0.149 | 0.292 | 0.212 | 0.037 | 0.208 | 0.148 | 0.295 |
| $\sigma^2_{E5}$ | .109** | .022 | 0.117 | 0.025 | 0.115 | 0.074 | 0.172 | 0.116 | 0.024 | 0.114 | 0.073 | 0.169 |
| $\sigma^2_{E6}$ | .402** | .077 | 0.443 | 0.086 | 0.436 | 0.292 | 0.622 | 0.437 | 0.084 | 0.431 | 0.286 | 0.620 |
| $\sigma^2_{E7}$ | .283** | .065 | 0.303 | 0.070 | 0.301 | 0.172 | 0.443 | 0.303 | 0.072 | 0.300 | 0.166 | 0.456 |
| $\sigma^2_{E8}$ | .332** | .057 | 0.353 | 0.063 | 0.349 | 0.241 | 0.493 | 0.349 | 0.063 | 0.345 | 0.238 | 0.486 |
| $\sigma^2_{E9}$ | .431** | .069 | 0.457 | 0.079 | 0.451 | 0.321 | 0.631 | 0.453 | 0.076 | 0.447 | 0.321 | 0.621 |

** p < 0.05. *** p < 0.01.
Markov chain Monte Carlo Estimation Methods for Structural Equation Modeling: A Comparison of Subject-level Data and Moment-level Data Approaches

Table 4: Estimation Results for the Large Sample (n=5,176) Example.

| ML | Moment-level Data Approach MCMC | Subject-level Data Approach MCMC |
|----|---------------------------------|---------------------------------|
|    | Est.   | S.E.  | Mean | S.D.  | Median | 95% LB | 95% UB | Mean   | S.D.  | Median | 95% LB | 95% UB |
| \( \hat{a}_{21} \) | .572** | .027  | .571 | .026  | .570   | .521   | .624 | .572   | .027  | .571   | .5195 | .626   |
| \( \hat{b}_{21} \) | 1.216** | .033  | 1.215 | .032  | 1.214   | 1.150   | 1.277 | 1.218 | .033  | 1.217   | 1.155 | 1.285   |
| \( \hat{b}_{31} \) | 1.434** | .037  | 1.435 | .038  | 1.434   | 1.364   | 1.511 | 1.436 | .038  | 1.436   | 1.363 | 1.514   |
| \( \hat{b}_{41} \) | 1.084** | .030  | 1.086 | .031  | 1.086   | 1.029   | 1.147 | 1.086 | .032  | 1.085   | 1.026 | 1.149   |
| \( \hat{b}_{51} \) | 1.107** | .031  | 1.108 | .031  | 1.108   | 1.048   | 1.171 | 1.109 | .031  | 1.108   | 1.05  | 1.172   |
| \( \hat{b}_{72} \) | 1.149** | .044  | 1.148 | .042  | 1.146   | 1.068   | 1.234 | 1.15  | .043  | 1.149   | 1.07  | 1.238   |
| \( \hat{b}_{82} \) | 1.202** | .046  | 1.203 | .049  | 1.201   | 1.112   | 1.307 | 1.204 | .051  | 1.203   | 1.108 | 1.305   |
| \( \hat{b}_{92} \) | 1.174** | .045  | 1.175 | .046  | 1.175   | 1.089   | 1.268 | 1.175 | .049  | 1.174   | 1.083 | 1.274   |
| \( \sigma^2_{F1} \) | .151**  | .007  | .151  | .007  | .151   | .137   | .166  | .151  | .007  | .151   | .1365 | .166   |
| \( \sigma^2_{D} \) | .103**  | .007  | .103  | .007  | .103   | .090   | .117  | .103  | .007  | .103   | .0887 | .118   |
| \( \sigma^2_{E1} \) | .311**  | .007  | .311  | .007  | .310   | .298   | .323  | .312  | .007  | .311   | .2985 | .325   |
| \( \sigma^2_{E2} \) | .224**  | .006  | .224  | .006  | .224   | .214   | .235  | .224  | .006  | .224   | .2134 | .235   |
| \( \sigma^2_{E3} \) | .207**  | .006  | .207  | .006  | .207   | .195   | .219  | .207  | .006  | .207   | .1955 | .218   |
| \( \sigma^2_{E4} \) | .206**  | .005  | .206  | .005  | .206   | .197   | .216  | .206  | .005  | .206   | .1967 | .216   |
Subject-level data approach MCMC results

The results of the MCMC estimation using the subject-level data approach are summarized in Table 3 and Table 4. Marginal densities and trace plots (not shown on space considerations; available from the authors upon request) were comparable to those from the moment-level approach, indicating convergence, adequate mixing, and sampling throughout the support of the distribution. The estimation in WinBUGS took 122 seconds with the small sample and 13,187 seconds (3 hours and 40 minutes) with the large sample. As is evident from Tables 3 and 4, the posterior distributions (as summarized by their means, medians, standard deviations, and 95% credibility intervals) in the moment- and subject-level data approaches are nearly identical to each other. Owing to the use of diffuse prior distributions, the posterior means and medians are close to the ML estimates.

The principal difference between the moment- and subject-level data approaches was the time taken to conduct the estimation. For the moment-level approach, the computational time was comparable for the two sample sizes. For the subject-level approach, the computational time for the large sample was considerably larger and may prove to be prohibitively large for researchers. The additional computational burden of the subject-level approach is due to the need to draw a value for every latent factor for every subject. This implies that $N \times M$ parameters (where $M$ is the number of latent factors) need to be drawn at each iteration of the MCMC process in the subject-level approach and beyond those required by the moment-level approach.

MCMC estimation often requires large numbers of iterations (Gilks, et al. [14]), necessitating efficient computational strategies. As this example shows, considerable differences (by a factor of 293 for large sample case) between computational speeds may be observed between a subject-level data and moment-level data approach. Therefore, we can easily expect that the full-information MCMC approach quickly becomes infeasible or impractical as sample size increases. This was evident in the current, relatively simple example of a model with two latent factors and nine observables. Similarly, the difference in the computational burdens would likely be larger in the context of models with more latent variables. This may be exacerbated by more complex models which may require more iterations for convergence and/or mix more slowly, necessitating more iterations after convergence to adequately represent the posterior. In such cases, the computational simplicity of the moment-level approach may offer even greater efficiencies in estimation [47-57].

Conclusions and Future Directions

Markov chain Monte Carlo (MCMC) estimation method is increasingly popular in a variety of latent variable models such as SEM. In the SEM framework, one can apply different MCMC approaches according to different types of data. In this paper, two major MCMC approaches (i.e., the moment-level data approach and the subject-level data approach) were compared using two a two-factor model with a directional path on real data sets. Firstly, this paper illustrated the two major SEM MCMC approaches (i.e., the moment-level data approach and the subject-level data approach). Then, we showed how the moment-level MCMC method reduces computational loads and simplifies the MCMC process as compared to the subject-level approach. Specifically, in this paper example we saw considerable differences (by a factor of 293 for large sample case) between computational speeds between a subject-level data and moment-level data approach. Given the fact that MCMC estimation often requires large numbers of iterations (Gilks, et al. [14]), efficient computational strategies are much needed in practice. Moreover, the difference in the computational burdens would likely be larger in the context of models with more latent variables. In such cases, the computational simplicity of the moment-level approach may offer even much greater efficiencies in estimation, and these computational advantages of the moment-level data approach over the subject-level data approach are much appreciated and desirable.

In sum, the current paper makes three contributions to the emerging SEM literature on MCMC estimation. First, recently the most enlightened estimation method in SEM, MCMC estimation methods were compared not only methodological view, but also practical point of view. Second, it is illustrated that the methodological feasibility of MCMC estimation in SEM can be secured by the moment-level data MCMC approach using real-data sets. This is especially relevant in situations in which the data set is large or when only summary information is available.
Third, because the Wishart distribution function (similar to the well-known ML function) was used, this moment-level data MCMC approach can simplify the MCMC process and provide a more intuitive understanding of MCMC estimation process to SEM users. Finally, this research may lead to a natural way to implement or improve MCMC estimation into conventional SEM software.

All analysis in this paper are based on diffuse prior case. As mentioned before, MCMC also allows us to explicitly investigate the sensitivity of prior distributions for parameters when used in the context of Bayesian inference. The capability of cooperating prior into the estimation procedure would be a distinctive advantage of Bayesian approach over the traditional approaches. Investigating the appropriate use and/or advantages of using prior in the context of SEM is unanswered and remains as future study.

Finally, our elaboration this paper has only focused on the metrical indicator case (observed data is ratio or interval) which requires normality assumption. Given popularity of ordinal data in social and behavioral research, comparing and providing practical/mythological guideline on MCMC estimation methods with such data would greatly help researchers who are interested in analyzing such data with SEM models.
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