Fractional-order two-component oscillator: stability and network synchronization using a reduced number of control signals
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Abstract. In this paper, a fractional-order version of a chaotic circuit made simply of two non-idealized components operating at high frequency is presented. The fractional-order version of the Hopf bifurcation is found when the bias voltage source and the fractional-order of the system increase. Using Adams–Bashforth–Moulton predictor–corrector scheme, dynamic behaviors are displayed in two complementary types of stability diagrams, namely the two-parameter Lyapunov exponents and the isospike diagrams. The latest being a more fruitful type of stability diagrams based on counting the number of spikes contained in one period of the periodic oscillations. These two complementary types of stability diagrams are reported for the first time in the fractional-order dynamical systems. Furthermore, a new fractional-order adaptive sliding mode controller using a reduced number of control signals was built for the stabilization of a fractional-order complex dynamical network. Two examples are shown on a fractional-order complex dynamical network where the nodes are made of fractional-order two-component circuits. Firstly, we consider an ideal channel, and secondly, a non ideal one. In each case, increasing of the coupling strength leads to the phase transition in the fractional-order complex network.

1 Introduction

Fractional calculus is a more than 300-years-old development in the mathematics since it has been introduced by Leibniz [1]. Its application in various fields of science and engineering has yield to its recognition as an efficient tool to describe with more accuracy models encountered in integer-order systems [2]. In the past, scientists were longing to use fractional differential equations due to lack of methods for solving them. Nowadays, several techniques reported in the literature are used to approximate the fractional derivatives, as well as fractional integrals [1–7]. Therefore, in recent years its applications to physics and engineering received a great attention. It was found that many real dynamical systems and processes in interdisciplinary fields can be described by fractional differential equations. Diffusion of heat into a semi-infinite solid [1], voltage current relation of a semi-infinite lossy transmission line [8], viscoelastic systems [9], dielectric polarization [3], magnetization [10], as well a modeling love between humans [11] happiness [12], nonlocal epidemics [13], El Niño phenomenon [14], logistic delay systems [15] or actively controlling chaos in economics [16] are just few examples of fractional-order derivative applications. Recently, many researchers started showing great interest in a chaotic behavior of fractional-order dynamical systems. The Caputo fractional order derivative allows to describe dynamical systems more accurately than their integer order counterparts [17,18]. Therefore, several fractional order generic systems were proposed starting from the chaotic integer-order counterparts. For example, by considering the pioneering Chua’s circuit [19], some fractional-order counterparts have been proposed [20–22]. Paper [23] proposed a systematic design approach
for creating multi-wing chaotic attractors in an uncoupled fractional-order differential system, Li and Chen [24] found that chaos exists in the fractional-order Chen system with order less than three. In [25], based on the Grünwald–Letnikov method, Kengne et al. investigated the dynamics of a fractional-order two-stage Colpitts oscillator. Donato and Giuseppe, in reference [26], presented as the simplest fractional-order memristor based chaotic system. Starting from the integer-order counterpart, a detailed and well illustrated theoretical analysis of its dynamics, along with accurate numerical simulations showing chaotic behaviors and oscillations, were provided. It is worth to notify, that all the chaotic systems presented so far, are operated at low frequency. Namely, it is somehow a real drawback for some electronic applications. Meanwhile, in [27] it is shown that electronic circuits which operate at high frequency and having a high degree of freedom are of great advantage in cryptography and can contribute to the generation of random or pseudo-random bit streams with much reasonable speeds, and at low cost. In [28] Tchitnga et al. proposed the simplest chaotic two-component Hartley circuit. This circuit operating at high frequency may be a good candidate for the cryptography and for the generation of random bit streams. In [27], Nguimdo et al. increased the complexity of the simplest and low-cost chaotic system by coupling three such circuits, with the goal to test their application for random bit generation. Recently, two complementary types of diagrams were presented in order to characterize the stability of dynamic systems, namely: the stability diagram based on two-parameters Lyapunov exponents and Isospike diagram based on counting the number of spikes contained in one period of the periodic oscillations [29–35]. In [29] based on the two-parameters Lyapunov exponents and isospike diagram, the authors report numerically computed stability phase diagrams indicating precisely where spirals of periodicity and chaos may be found in several control planes of simplest two-component Hartley-like circuit. To the best of our knowledge, no study has been proposed in the literature on the stability of fractional-order systems based on isospike diagrams. Recently, synchronization of chaotic fractional differential systems started to attract increasing attention due to its potential applications in secure communication and control processing [36–39]. In fact, with the memory effects and history dependence that the fractional order brings, the control systems have the possibility to use all of the past information for control and decision [40,41]. Concluding the main results obtained through synchronization between two chaotic fractional order systems, it is worth to mention that the modified projective synchronization of fractional order chaotic systems was investigated in [42]. While the hybrid projective synchronization of a fractional order chaotic system was presented in [43,44]. In [45] based on the adaptive open-plus-closed-loop method, a general method of function projective synchronization was derived, where its robustness was tested with effects against noise. Outer synchronization between two different fractional-order general complex dynamical networks was investigated in [46]. In [47], based on stability criteria of fractional-order system, the authors achieved synchronization of N-coupled fractional-order chaotic systems with unidirectional coupling and bidirectional coupling. Pinning control and synchronization of complex networks with coupling terms were studied due to its theoretical importance and practical application [48–52]. In these works, firstly the authors used all the directions of the node to insure the synchronization of complex networks which is a very drawback of the practical view point [53], secondly these authors used the usual form of the adaptive feedback control law which is not robust for the synchronization in presence of perturbation and the uncertainties. Unfortunately, these works did not present any stability discussion for the sliding mode dynamics. On the other hand, the sliding mode controller has some attractive advantages, including: fast dynamic responses and good transient performance, external disturbance rejection, and insensitivity to parameter variations and model uncertainties [54,55]. The advantage to use an adaptive sliding mode controller incorporating a fractional order derivative is twofold [56,57]: (i) the fractional order derivative improves the control performance compared to the traditional integer order derivative because of the increase of degrees of freedom of systems; (ii) the adaptive law improves the robustness of the synchronization scheme.

At best of knowledge, few authors used the controller integrating the sliding mode for the synchronization of fractional-order complex network [58,59]. Furthermore, very few works contributed to the synchronization of the complex network have interest in the phase-transition [49–52]. In this paper our contribution consist firstly to proposed the fractional-order version of two-parameters Lyapunov exponents diagram and the isospike diagram applied to fractional-order two-component Hartley-like circuit. Secondly, we build a novel controller for the robust generalized adaptive sliding mode synchronization of the fractional-order complex network and our controller using a single-state to realize the asymptotical stability of synchronization error system. Two examples are given on the case of fractional-order two-component chaotic circuit and in each of the example the phase-transition is shown when the coupling strength increases. In the first example, we consider the ideal channel of transmission, and in the second example we consider the non-ideal channel of transmission between the isolated node (master) and the nodes of fractional-order complex network. The rest of this paper is organized as follows: in Section 2, the fractional-order two-component circuit is proposed and its dynamics studies. Section 3 deals, with the adaptive feedback synchronization of the fractional-order complex network and an example is applied on the fractional-order complex network of the two-component circuit; numerical simulations are given to sustain the theoretical analysis. The general conclusion constitute the object of Section 4.

2 The fractional-order version of a two-component simplest chaotic circuit

2.1 Equations model

Consider the circuit given in [28] and described by Figure 1, the fractional-order of this circuit in dynamics
\[ I_d = \begin{cases} 
0 & \text{if } V_{GS} \leq V_{GS_{off}} \\
g_{m0}(V_{GS} - V_{GS_{off}})^2 & \text{if } V_{GD} \leq V_{GS_{off}} \\
g_{m0}(V_{GS} - V_{GD})(V_{GS} + V_{GD} - 2V_{GS_{off}}) & \text{if } V_{GD} \geq V_{GS_{off}} 
\end{cases} \tag{1} \]

Fig. 1. Circuit model of the two-component Hartley’s oscillator using a JFET and a tapped coil with the upper inductance \( L_1 \) and lower inductance \( L_2 \).

regime using the simplified Giacoletto dynamic model of the junction field effect transistor (JFET) [28] for small signals at high frequency is represented on Figure 2. In this circuit we suppose that through the parasitic capacitors represented by the capacitances \( C_{GS} \) and \( C_{GD} \) are flowing currents which are respectively function of the fractional-order derivative \( q_1 \) and \( q_2 \), and expressed by \( i_{C_{GS}} = C_{GS} \frac{d^{q_1} V_{GS}}{dt^{q_1}} \) and \( i_{C_{GD}} = C_{GD} \frac{d^{q_2} V_{GD}}{dt^{q_2}} \). The voltages across the fractional-order inductors parts \( L_1 \) and \( L_2 \), namely \( V_{L_1} = L_1 \frac{d^{q_3} i_1}{dt^{q_3}} \) and \( V_{L_2} = L_2 \frac{d^{q_4} i_2}{dt^{q_4}} \) are function respectively of the fractional-order derivatives \( q_3 \) and \( q_4 \). The two nonlinearities in this circuit are provided by the internal current source of the JFET (Eq. (1)) and the internal diode at the gate–source (GS) junction (Eq. (2)).

See equation (1) above

and

\[ i_d = I_S \left[ \exp \left( \frac{V_{GS}}{V_T} \right) - 1 \right]. \tag{2} \]

The three lines of equation (1) depict the cutoff region of the JFET, the saturation and the triode regions respectively. Note that \( V_{GS_{off}} \leq 0 \) is the cutoff value of the voltage between the gate and the source of the JFET; \( g_{m0} \) is its current gain; \( E \) is the bias voltage source. The application of the Kirchhoff laws on the circuit (Fig. 2) enables to describe the dynamics of the system through the following set of equations:

\[
\begin{align*}
\frac{d^{q_1} V_{GS}}{dt^{q_1}} & = \frac{1}{C_{GS}} (-i_1 + i_2 - i_D - I_d) \\
\frac{d^{q_2} V_{GD}}{dt^{q_2}} & = \frac{1}{C_{GD}} (-i_2 + I_d) \\
\frac{d^{q_3} i_1}{dt^{q_3}} & = \frac{1}{L_1} V_{GS} \\
\frac{d^{q_4} i_2}{dt^{q_4}} & = \frac{1}{L_2} (-V_{GS} + V_{GD} + E).
\end{align*}
\tag{3}
\]

The variables \( i_1 \) and \( i_2 \) denote the current flowing through the inductor parts \( L_1 \) and \( L_2 \) respectively, while \( i_d \) is the nonlinear current defined by (Eq. (7)). In the

Fig. 2. Equivalent circuit of two-component Hartley’s oscillator using the simplified Giacoletto dynamic model of the JFET for small signals at high frequency.

Fig. 3. Representation of values of \( m(E) = q\pi/2 - \min |\arg (\lambda_i)| \) around of the two fixes points \( P_1 \) (red curve) and \( P_2 \) (black and blue curve) when the bias voltage source is increases, and \( q = 0.96 \).
rest of the paper, following values of parameters are going to be considered, which have been used for the simulation aspect of the work via the virtual electronic laboratory PSpice: $C_{GS} = 3.736\text{ pf}$, $C_{GD} = 3.35\text{ pf}$, $L_1 = 24.5\mu H$, $L_2 = 4\mu H$, $I_S = 33.57\text{ fA}$, $V_{GSoff} = −1.409\text{ V}$, $g_{m0} = 1.754\text{ mAV}^{-2}$, $V_T = 25\text{ mV}$.

2.2 Equilibrium points and stability

The equilibrium points of the fractional-order two-component system (3) are as follows: $P_1(0, E, 0, g_{m0}V_{GSoff}^2)$ in the saturation region, $P_2(0, E, 0, −g_{m0}E(2E + 2V_{GSoff}))$ in the triode region.

In the cutoff region the system does not have an equilibrium point, due to the fact that the condition on the cutoff value of the voltage between the GS electrodes does not allow it.

The Jacobian matrix around the fixed point, in the saturation region is:

$$M_{J_1} = \begin{pmatrix}
\frac{I_S}{C_{GS}V_T} & \frac{2g_{m0}V_{GSoff}}{C_{GS}} & 0 & \frac{-1}{C_{GS}} & \frac{-1}{C_{GS}} \\
\frac{-2g_{m0}V_{GSoff}}{C_{GD}} & 0 & 0 & \frac{-1}{C_{GD}} & \frac{-1}{C_{GD}} \\
\frac{1}{L_1} & \frac{1}{L_2} & \frac{1}{L_2} & 0 & 0 \\
\frac{-1}{L_2} & \frac{1}{L_2} & \frac{-1}{L_2} & 0 & 0 \\
\end{pmatrix},$$

and the Jacobian matrix around the fixed point $P_2$ in the triode region is:

$$M_{J_2} = \begin{pmatrix}
\frac{-I_S}{C_{GS}V_T} + \frac{2g_{m0}V_{GSoff}}{C_{GS}} & \frac{-2g_{m0}V_{GSoff}}{C_{GS}} & \frac{-1}{C_{GS}} & \frac{-1}{C_{GS}} \\
0 & \frac{2g_{m0}(E + V_{GSoff})}{C_{GS}} & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{L_1} & \frac{-1}{L_2} & \frac{1}{L_2} & 0 \\
\end{pmatrix}.$$ 

See equation above.

Setting: $\alpha = \frac{C_{GS}}{C_{GD}}$, $a_1 = \frac{1}{C_{GD}}$, $a_2 = \frac{I_S}{C_{GD}V_T}$, $a_3 = g_{m0}$, $b_1 = \frac{1}{L_1}$, $b_2 = \frac{1}{L_2}$, $x_m = V_{GSoff}$. The characteristic equation solution of $\det(\text{diag}(\lambda) - M_{J_1}) = 0$ at $P_1$ becomes:

$$\lambda^4 + (a_2 - 2a_3x_m)\lambda^3 + a_1(ab_2 + b_2 + b_1)\lambda^2 + a_1a_2a_3\lambda + a_1^2b_1b_2 = 0, \quad (4)$$

while at $P_2$, that characteristic equation solution of $\det(\text{diag}(\lambda) - M_{J_2}) = 0$ is:

$$\lambda^4 + (a_2 - 2a_3e - 2a_3x_m - 2a_3a_3x_m)\lambda^3 + (a_1b_1 + a_1b_2 + a_1a_2b_2 - 2a_2a_3e - 2a_2a_3e)\lambda^2 - a_1(2a_3b_1x_m + 2a_3b_1e - a_2b_2)\lambda + a_1^2b_1b_2 = 0. \quad (5)$$

2.3 The Hopf bifurcation

Let us investigate the numerical Hopf bifurcation in the fractional-order two-component oscillator. Three conditions listed below are necessary to see the fractional-order system (Eq. (3)) undergo a Hopf bifurcation at its adequate equilibrium point, when the bifurcation parameters $(q, E)$ take the critical values $q^* \in (0, 1)$ and $E^*$:

- the corresponding characteristic equation (7) must have a pair of complex conjugate roots

Theorem 1. [58] The following commensurate order system:

$$\frac{C}{t_0} D^q_t X(t) = AX(t), \quad X(0) = X_0,$$

with $0 < q \leq 1$, $R^n$, and $A \in R^n$ is asymptotically stable if and only if $m = q\pi/2 - \min |\arg(\lambda_i)| < 0$ ($1 \leq i \leq n$) is satisfied for all eigenvalues $\lambda_i$ of the matrix $A$. Moreover, this system is stable if and only if $m = q\pi/2 - \min |\arg(\lambda_i)| \leq 0$ ($1 \leq i \leq n$) is satisfied for all eigenvalues $\lambda_i$ of $A$ with those of the critical eigenvalues that satisfy $m = q\pi/2 - \min |\arg(\lambda_i)| = 0$ ($1 \leq i \leq n$) having geometric multiplicity of one.

The stability of the system around its equilibrium points $P_1$ and $P_2$ in the space $(q, E)$ is appreciable on Figure 3. Here the bias voltage source $E$ is used as control parameter for the stability study. Taking advantage of Theorem 1 and based on the two characteristics equations, Theorem $m(E) = q\pi/2 - \min |\arg(\lambda_i)|$ is plotted. It can be observed that the red curve depicts $m(E)$ around the fixed point $P_1$ and the black and blue curves are the plot of the same function around the next fixed point $P_2$. The red curve reveals that, for any value of the control parameter $E$, the function value of $m(E) > 0$, and no change of its sign. Using the Theorem 1, it can be therefore deduced that the system is unstable around the equilibrium point $P_1$. The black and blue curves on the other hand reveal that, in the first interval $0 < E < 0.6$, $m(E) < 0$ which traduces the local stability of the system around $P_2$, while in the second interval $0.6 < E < 2$, $m(E) > 0$, meaning that the system is instable around the equilibrium point $P_2$. This last result shows that the system changes its state in the neighborhood of $E = 0.6\text{ V}$. For this reason, it is important to study the bifurcations around the equilibrium point $P_2$ as a function of the control parameter $E$. 


2.4 Stability diagrams

The phase diagrams characterizing the far-reaching regular organization induced by the set of stable oscillations of the fractional-order two-component circuit is presented in two complementary ways in Figure 5. The numerical approach for solving fractional-order differential equation (3) is that of Adams–Bashforth–Moulton predictor-corrector scheme with fixed time-step $h = 5 \times 10^{-11}$. This approach is based on the approximative Caputo method of the fractional-order derivative, given by:

$$C_{t_0}^D_t w(t) = C_{t_0}^D_t (k - q) \frac{d^k}{dt^k} w(t)$$

$$= \frac{1}{\Gamma(k - q)} \int_{t_0}^t (t - \tau)^{k - q - 1} w^{(k)}(\tau) \, d\tau,$$

where $k - 1 < q < k \in \mathbb{Z}^+$. The detailed description of this algorithm is available in reference [4]. To produce the diagrams, a selected parameter window of interest is covered with a mesh of $150 \times 150$ equidistant points. For all these diagrams, the fractional-order integrations were started always from the same initial conditions: $V_{GS} = -1.25 \, \text{V}$, $V_{GD} = -2.5 \, \text{V}$, $i_1 = 1 \, \mu\text{A}$ and $i_2 = 1 \, \mu\text{A}$. The first $0.3 \times 10^3$ integration steps were heeded as transient time needed to approach the solution with the subsequent $10^3$ steps used to compute the largest Lyapunov spectrum and get the number of peaks (maxima) contained in one period of solution. Estimation of the largest Lyapunov exponent were performed with ignoring the fractional derivative effect on the embedding dimension. This simplified algorithm was presented by Syta et al. [60]. This led us to obtain the isospike diagrams presented in Figure 5. For more details on the description of isospike diagram algorithms see references [29–35].

The Lyapunov stability diagrams of fractional-order two-component circuit presented on Figures 5a–5c discriminate the chaotic motion (positive exponents) from the periodic nature (negative exponents) of oscillations in the $q \times E$, $L_1 \times L_2$, and $C_{GS} \times C_{GD}$ parameters’ plans respectively. The values of parameters used to plot the three panels are listed in Section 2.1. It is worth mentioning that for the last two plans $L_1 \times L_2$ and $C_{GS} \times C_{GD}$ the following parameters have been kept constant at $q = 0.98$ and $E = 3 \, \text{V}$. Notice that the Lyapunov exponent presented here is a qualitative largest Lyapunov exponent. Different Lyapunov consistencies have been distinguished by colors: red for the negative Lyapunov exponents, yellow for the low-largest Lyapunov exponents and finally black for the high largest Lyapunov exponent. To each Lyapunov exponent figure (Figs. 5a–5c) corresponds an isospike diagram (Figs. 5d–5f) respectively. Each isospike figure is a superposition of 1–17 spikes in one period of regular oscillations. The three isoskips diagrams depict different mathematical phenomena.

Figure 5d representing the isospike diagram of $E$ as a function of $q$, has been obtained using a palette of nine colors for regular oscillations in one period of the
Fig. 5. Two complementary ways of characterizing the stability of the circuit in the $q \times E$, $L_1 \times L_2$, and $C_{GS} \times C_{GD}$ control planes respectively: (a–c) Lyapunov diagrams, and (d–f) isospike diagrams displaying the number of peaks in one period of $V_{GS}$ [(d–e)] and in one period of $V_{GD}$ (f). Absence of periodicity (chaos) is represented in black. The regions in white color are regions of quasi-periodicity. In (a), (d), the parameters are chosen as in Section 2.1, while in (b), (c), (e), (f) the rest of parameters are: $q = 0.98$ and $E = 3$ V. Each panel shows $150 \times 150 = 22500$ parameters points.
Fig. 5. (Continued)
Table 1. Number of peaks in one period of oscillations of $V_{GS}$ as a function of the fractional-order $q$ and bias voltage source $E$.

| Number of peaks | $q$  | $E$(V) | $T$(ns) |
|-----------------|------|--------|---------|
| 1               | 0.96 | 2.6    | 43      |
| 2               | 0.96 | 2.6268 | 85      |
| 4               | 0.97 | 2.8211 | 221     |
| 5               | 0.9896 | 2.7809 | 400     |
| 6               | 0.9740 | 2.9484 | 354     |
| 7               | 0.9786 | 2.9149 | 448     |
| 8               | 0.9696 | 2.8948 | 440     |
| 9               | 0.9774 | 2.9149 | 553     |
| 10              | 0.9728 | 2.8747 | 581     |

Table 2. Number of peaks in one period of oscillations of $V_{GS}$ as a function of fractional-order inductors $L_1$ and $L_2$.

| Number of peaks | $L_1$(µH) | $L_2$(µH) | $T$(ns) |
|-----------------|-----------|-----------|---------|
| 1               | 5         | 4         | 78      |
| 2               | 13.704    | 4.332     | 109     |
| 4               | 13.704    | 1.908     | 187     |
| 6               | 14.384    | 2.22      | 293     |
| 8               | 10.3      | 1.644     | 318     |

Table 3. Number of peaks in one period of oscillations of $V_{GD}$ as function of the fractional-order capacitors $C_{GS}$ and $C_{GD}$.

| Number of peaks | $C_{GS}$(pf) | $C_{GD}$(pf) | $T$(ns) |
|-----------------|--------------|--------------|---------|
| 3               | 3.168        | 6.712        | 148     |
| 6               | 2.880        | 5.272        | 273     |
| 9               | 3.872        | 5.176        | 455     |
| 12              | 2.208        | 4.216        | 483     |
| 15              | 3.936        | 5.048        | 761     |

The voltage $V_{GS}(t)$. Each color represents a number of peaks in a single period of oscillations of $V_{GS}(t)$. The mathematical description of the observed phenomenon is the spike-adding summarized in Table 1 as the number of peaks in one period of oscillations of $V_{GS}(t)$ (first column), then the value of the considered period (last column) for a few pairs of parameters $(q, E)$ (middle columns).

Next is Figure 5e the isospike diagram of $L_2$ as a function of $L_1$, obtained using a palette of five colors, also for the regular oscillations in one period of oscillations of $V_{GS}(t)$ (first column), then the value of the considered period (last column) for a few pairs of parameters $(L_1, L_2)$ (middle columns).

On these three Isospike diagrams (Figs. 5d–5f), the black color materialize the region of chaotic attractors, which coincides well with the Lyapunov diagrams shown in Figures 5a–5c.
Fig. 6. (Continued)
Fig. 7. Phase portrait $V_{GD} = f(V_{GS})$ illustrating the number of peaks in one period of $V_{GS}$ when $L_1$ and $L_2$ are fixed and $q = 0.98$ and $E = 3$ V. The rest of parameters are chosen as in Section 2.1. The number of peaks here is represented by the number of period in the limit cycle. (a) One peak, (b) two peaks, (c) four peaks, (d) six peaks, (e) eight peaks.
Fig. 8. Time serie $V_{GD}(t)$ illustrating the number of peaks in one period of $V_{GD}$ when $C_{GS}$ and $C_{GD}$ are fixed and $q = 0.98$ and $E = 3 \text{V}$. The rest of parameters are chosen as in Section 2.1. The number of peaks in one period of $V_{GD}(t)$ is represented by the number of maxima in this period. (a) Three peaks, (b) six peaks, (c) nine peaks, (d) twelve peaks, (e) fifteen peaks, (f) chaos.
Fig. 9. Synchronization errors of the complex dynamical networks with an ideal channel.

Figures 6–8 are plotted respectively with respect to Tables 1–3. The letters A, B, C on the Figure 8 enable to count the number of identical peaks in one period of oscillations.

3 Adaptive sliding mode synchronization and phase transition in a fractional-order complex networks.

3.1 Preliminaries

We consider the drive-response dynamical fractional-order complex networks with identical nodes:

Master:
\[
\frac{d^qx^m}{dt^q} = Ax^m + Bf(x^m) + Dg(x^m) + R
\]
\[
w = Cx^m
\]  \quad (8)

Slave:
\[
\frac{d^qx^s_i}{dt^q} = Ax^s_i + Bf(x^s_i) + Dg(x^s_i) + R
\]
\[
+ c \sum_{j=1}^{N} h_{ij} \Gamma x^s_j + u_i, \quad i = 1, 2, \ldots, N
\]  \quad (9)

where the superscripts \(m\) and \(s\) stand for the master system and slave-networks system respectively. \(x^m = (x^m_1, x^m_2, \ldots, x^m_n)^T \in \mathbb{R}^n\), denotes the state vector of the master system, \(f\) and \(g\) are a continuously differentiable nonlinear functions, \(A, B, D, R,\) and \(C\) are the matrices, \(w \in \mathbb{R}\) the output. In equation (9), \(x^s_i = (x^s_{i1}, x^s_{i2}, \ldots, x^s_{in})^T \in \mathbb{R}^n\) denotes the state vector of the \(i\)th node, of the \(n\) dimensional dynamical system. \(u_i \in \mathbb{R}^n\)
is the control input, $\Gamma$ is the inner-coupling term which link the coupled variables in networks. The constant $c > 0$ is the coupling strength. $H = (h_{ij}) \in \mathbb{R}^{N \times N}$ is the coupling configuration matrix representing the topological structure of each of the two nodes, in which $h_{ij}$ is defined as follows: if there is a connection between the $i$th node and the $j$th node, $(j \neq i)$ then $h_{ij} = h_{ji} = 1$; otherwise, $h_{ij} = h_{ji} = 0$ $(j \neq i)$, and the diagonal elements of matrix $H$ are defined by:

$$h_{ii} = - \sum_{j=1 \atop j \neq i}^{N} h_{ij}, \quad i = 1, 2, \ldots, N. \quad (10)$$

**Definition 1:** if $\lim_{t \to \infty} \| x_i(t) \| = \lim_{t \to \infty} \| x^m_i(t) - x^m(t) \| = 0$ $(i = 1, 2, \ldots, N)$ the dynamical network model with identical nodes is achieved synchronization.

---

**Fig. 10.** (a) Phase difference ($\Delta \phi_{i,i+1}$) between any two oscillators of the complex dynamical networks as a function of the coupling strength $c$ for $k = 0.6$ with an ideal channel. (b) Phase difference ($\Delta \phi_{i,m}$) between one oscillator of the complex dynamical networks and the master oscillator as a function of the coupling strength $c$ for $k = 0.6$ with an ideal channel.
3.2 Main results

In this subsection, we propose a novel adaptive control scheme including the sliding mode controller, for the synchronization in complex networks, the adaptive sliding mode controllers and the updating laws are defined as:

\[
\begin{cases}
    u_i = KB (w(t) - Cx_i^e(t)) + G_i B \text{sign} (w(t) - Cx_i^e(t)) \\
    \frac{d^q \Gamma_i}{dt^q} = d_i \|(w(t) - Cx_i^e(t))\|
\end{cases} \quad (i = 1, 2, \ldots, N) \tag{11}
\]

\[
\begin{align*}
    \frac{d^q e_i}{dt^q} &= A e_i + B (f (x_i^e) - f (x_m)) \\
    &+ D (g (x_i^e) - g (x_m)) + \sum_{j=1}^{N} h_{ij} \Gamma_j e_j - K B C e_i (t) \\
    &- G_i B \text{sign} (C e_i (t)) + L C e_i, \quad i = 1, 2, \ldots, N. \tag{12}
\end{align*}
\]

**Remark 1:** the choice of matrix \( B \) allows us to reduce the number of controllers which ensure the synchronization between one node of dynamical network and the target oscillator.

**Assumption 1.** The nonlinear functions vectors \( f(x) \) and \( g(x) \) with \( f(0) = 0 \) and \( g(0) = 0 \) satisfy the Lipschitz condition, that is, there always exists two positive scalars \( \eta \) and \( \xi \) respectively such that: \( \| f(x) - f (\bar{x}) \| \leq \eta \| x - \bar{x} \| \) and \( \| g(x) - g (\bar{x}) \| \leq \xi \| x - \bar{x} \| \).

**Assumption 2.** The errors matrices are norm-bounded. It means that there exist two positive constants \( \varsigma \) and \( \theta \) large enough such that: \( \| D^T P e_i \| \leq \varsigma \| B T P e_i \| \leq \theta \leq \infty \).

**Assumption 3.** There exists a matrix \( L \) and two positive defined and symmetrical matrices \( P \) and \( Q \) satisfying the following conditions:

\[
P (A - L C) = - \left( \frac{Q + QT}{2} \right) \tag{13}
\]

\[
B^T P = C. \tag{14}
\]

**Remark 2:** for the control design purpose the Lipschitz constants \( \eta \) and \( \xi \) are normally required to be known. In practice, it is not straightforward to obtain the precise value of \( \eta \) and \( \xi \). However, it is well known that for real physical systems, the nonlinear functions are always bounded [53]. Moreover quadratic and cubic functions are locally Lipschitz and the Lipschitz constant can be well approximated by the bound on the 2-norm of the Jacobian of the system. The adaptive observer to be designed in the sequel is only guaranteed to be globally convergent in a region of stability depending on \( \eta \) and \( \xi \).

The error system described by equation (12) can be rewritten as:

\[
\frac{d^q e_i}{dt^q} = (A - L C) e_i + B (f (x_i^e) - f (x_m)) \\
+ D (g (x_i^e) - g (x_m)) + \sum_{j=1}^{N} h_{ij} \Gamma_j e_j - K B C e_i (t) \\
- G_i B \text{sign} (C e_i (t)) + L C e_i, \quad i = 1, 2, \ldots, N. \tag{15}
\]

**Lemma 1.** [61] Let \( e(t) = 0 \) be an equilibrium point for the non autonomous fractional-order system (15). Let us assume that there exists a continuous function \( V (e(t), t) \) such that:

- \( V (e(t), t) \) is positive definite.
- \( \frac{1}{2} D^q_t V (e(t), t) \) with \( q \in (0, 1) \) is negative semi-definite, the origin of system (15) is stable.

**Lemma 2.** [61] Let \( e(t) \in R^n \) be a vector of differentiable functions. Then, for any time instant \( t \geq t_0, q \in (0, 1) \) the following relationship holds:

\[
\frac{1}{2} D^q_t \left( e^T (t) P e(t) \right) \leq e^T (t) P D^q_t e(t) \tag{16}
\]

\[
\text{where } P \in R^{n \times n} \text{ is a constant, square, symmetric and positive definite matrix.}
\]

**Theorem 2.** The complex network (9) are realized adaptive sliding mode synchronization via the controllers (11) if \( K > \varepsilon + \mu \lambda \max \left( L^T P PL \right) + c \lambda \max (H \otimes \Gamma) \).

**Proof.**

Let us propose the following Lyapunov function candidate, which is positive definite:

\[
V (t) = \frac{1}{2} \left( \sum_{i=1}^{N} e_i^T (t) P e_i (t) \right) + \sum_{i=1}^{N} \frac{1}{d_i} \left( G_i - \tilde{G}_i \right)^T (G_i - \tilde{G}_i), \tag{17}
\]

\[
\text{where } P \in R^{n \times n} \text{ is a constant symmetric and positive definite matrix.}
\]
Taking the fractional derivative to expression (17) and applying Lemma 2, it follows that:

\[
\dot{C}_\alpha D^\alpha_t V(t) \leq \sum_{i=1}^N e_i^T \left[ P (A - LC) e_i + PB \left(f(x^*_i) - f(x^m)\right) + PD \left(g(x^*_i) - g(x^m)\right) - K P B C e_i \right] \\
+ \sum_{i=1}^N e_i^T \left[ G_i P B \text{sign}(C e_i) + P L C e_i + c P \sum_{j=1}^N h_{ij} \Gamma e_j \right] + \sum_{i=1}^N \left( G_i - \hat{G}_i \right) \frac{1}{d_i} \frac{d^\alpha G_i}{dt^\alpha}
\]  

(19)

\[
\bar{C}_\alpha D^\alpha_t V(t) \leq \sum_{i=1}^N e_i^T \left[ P (A - LC) e_i \right] + \sum_{i=1}^N \left| e_i \right| ||P B e_i|| + \sum_{i=1}^N \left| e_i \right| ||P D e_i|| - \sum_{i=1}^N e_i^T K P B C e_i \\
+ \sum_{i=1}^N e_i^T \left[ G_i P B \text{sign}(C e_i) + P L C e_i + c P \sum_{j=1}^N h_{ij} \Gamma e_j \right] + \sum_{i=1}^N \left( G_i - \hat{G}_i \right) \frac{1}{d_i} \frac{d^\alpha G_i}{dt^\alpha}
\]  

(20)

\[
\dot{C}_\alpha D^\alpha_t V(t) \leq \sum_{i=1}^N e_i^T \left[ \left(-\frac{Q + Q^T}{2}\right) e_i \right] + \sum_{i=1}^N \left( \frac{\eta \theta_i}{\varepsilon_1} ||B^T P e_i|| + \varepsilon_1 ||e_i||^2 + \frac{\xi \theta_i \zeta_i}{\varepsilon_2} ||B^T P e_i|| \right) \\
+ \sum_{i=1}^N \left( -K ||e_i||^2 + \varepsilon_2 ||e_i||^2 + \frac{\eta}{\mu} ||B^T P e_i|| + \mu \lambda \max \left(L^T P P L \right) ||e_i||^2 - G_i ||B^T P e_i|| + \left( G_i - \hat{G}_i \right) \frac{1}{d_i} \frac{d^\alpha G_i}{dt^\alpha} \right)
\]  

(25)

Taking the fractional derivative to expression (17) and applying Lemma 2, it follows that:

\[
\dot{C}_\alpha D^\alpha_t V(t) \leq \sum_{i=1}^N e_i^T \left[ P (A - LC) e_i \right] + \sum_{i=1}^N \left| e_i \right| ||P B e_i|| + \sum_{i=1}^N \left| e_i \right| ||P D e_i|| - \sum_{i=1}^N e_i^T K P B C e_i \\
+ \sum_{i=1}^N e_i^T \left[ G_i P B \text{sign}(C e_i) + P L C e_i + c P \sum_{j=1}^N h_{ij} \Gamma e_j \right] + \sum_{i=1}^N \left( G_i - \hat{G}_i \right) \frac{1}{d_i} \frac{d^\alpha G_i}{dt^\alpha}
\]  

(18)

where \( \hat{G}_i \) is defined in the sequel. Taking the time derivative of error system (15) along (18) we have:

\text{See equation (19) above}

Using Assumption 1 equation (19) becomes:

\text{See equation (20) above}

Notice that:

\[
\left( \eta_1 \right| \left| B^T P e_i \right| - \varepsilon_1 \left| e_i \right| \right)^2 \geq 0 \Rightarrow \left| B^T P e_i \right| \left| \eta_1 e_i \right| \\
\leq \frac{\eta_1^2}{\varepsilon_1} \left| B^T P e_i \right|^2 + \varepsilon_1 \left| e_i \right|^2,
\]  

(21)

\[
\left( \xi_2 \right| \left| D^T P e_i \right| - \varepsilon_2 \left| e_i \right| \right)^2 \geq 0 \Rightarrow \left| D^T P e_i \right| \left| \xi_2 e_i \right| \\
\leq \frac{\xi_2^2}{\varepsilon_2} \left| D^T P e_i \right|^2 + \varepsilon_2 \left| e_i \right|^2,
\]  

(22)

also,

\[
\left| B^T P e_i \right| \left| P L e_i \right| \leq \frac{1}{\mu} \left| B^T P e_i \right|^2 + \mu \left| P L e_i \right|^2.
\]  

(23)

Moreover,

\[
\left| P L e_i \right|^2 \leq \left| P L L^T P \right| \left| e_i \right|^2 \leq \lambda_{\max} \left( L^T P P L \right) \left| e_i \right|^2,
\]  

(24)

where, \( \varepsilon_1, \varepsilon_2 \) and \( \mu \) are positive scalars and \( \lambda_{\max} \left( L^T P P L \right) \) is the maximum eigenvalue of the matrix \( L^T P P L \). Using Assumption 3, equations (21)–(24), we may now write the following inequality:

\text{See equation (25) above.}

The Assumption 2 leads us to:

\text{See equation (26) next page.}

Thus, by setting:

\[
\tilde{G}_i = \frac{\eta \theta_i}{\varepsilon_1} + \frac{\xi \theta_i \zeta_i}{\varepsilon_2} + \frac{\theta_i}{\mu},
\]  

(27)

we have:

\text{See equation (28) next page.}

By choosing: \( \frac{d^\alpha G_i}{dt^\alpha} = d_i \left| B^T P e_i \right| \), and \( \varepsilon = \varepsilon_1 + \varepsilon_2 \), the inequality (28) becomes:

\text{See equation (29) next page.}
\[
P_{C}(t) \leq \sum_{i=1}^{N} \frac{Q+Q^T}{2} \xi_i + \sum_{i=1}^{N} \left\| B^T P \xi_i \right\| \left( \frac{\theta_1^2}{\varepsilon_1} + \frac{\xi_i \theta_i}{\varepsilon_2} + \frac{\theta_i}{\mu} - G_i \right) + \sum_{i=1}^{N} \left\| -K \xi_i \right\|^2 + \varepsilon_2 \left\| \xi_i \right\|^2 + \mu \lambda_{\max} (L^T PPL) \left\| \xi_i \right\|^2 + \left( G_i - \tilde{G}_i \right) \frac{1}{\varepsilon_1} \frac{d \xi_i}{dt} \right) \quad (26)
\]

\[
P_{C}(t) \leq \left[ -\lambda_{\min} \left( \frac{Q+Q^T}{2} \right) + (\varepsilon_1 + \varepsilon_2) + \mu \lambda_{\max} (L^T PPL) - K + c \lambda_{\max} (H \otimes \Gamma) \right] \left\| \xi \right\|^2 + \left( G_i - \tilde{G}_i \right) \frac{1}{\varepsilon_1} \frac{d \xi_i}{dt} \right] \quad (28)
\]

\[
P_{C}(t) \leq \left[ -\lambda_{\min} \left( \frac{Q+Q^T}{2} \right) + \varepsilon + \mu \lambda_{\max} (L^T PPL) - K + c \lambda_{\max} (H \otimes \Gamma) \right] \left\| \xi (t) \right\|^2 \quad (29)
\]

Fig. 11. Synchronization errors of the complex dynamical networks with a non ideal channel.

Since \( \lambda_{\min} \left( \frac{Q+Q^T}{2} \right) > 0 \), it suffices to choose \( K > \varepsilon + \mu \lambda_{\max} (L^T PPL) + c \lambda_{\max} (H \otimes \Gamma) \) to turn (29) into \( C_{t_0}^{D} V (t) \leq 0 \). According to the fractional-order stability theory (Lemma 1), the system (12) is asymptotically stable. Then the proof is completed.

### 3.3 Simulation examples

The numerical approach for solving fractional-order differential equations is that of Adams–Bashforth–Moulton algorithm for ordinary differential equations. This method is based on a predictor-corrector scheme using the Caputo definition of the fractional differential-equations. The detailed descriptions of this algorithm are available in [1]. For the phase-transition, the phases of the individual oscillators are constructed from the variable \( x_i(t) \), and the average phase difference \( \Delta \phi_{ij} \) between two oscillators is:

\[
\Delta \phi_{ij} = \langle |\phi_i - \phi_j| \rangle, \quad (30)
\]

with \( \phi_i \) defined by:

\[
\phi_i = \tan^{-1} \left( \tilde{x}_i(t)/x_i(t) \right), \quad (31)
\]
follows:

For all numerical simulation concerning the complete and chaotic system in the complex network systems is applied to construct the network model with 10 nodes. The different matrices and the different parameters for the systems (8) and (9) are chosen as follows:

\[
x^m = (V^m_{GS}, V^m_{GD}, i^m_{1}, i^m_{2})^T,
\]

\[
x^s_i = (V^s_{GS}, V^s_{GD}, i^s_{1}, i^s_{2})^T,
\]

\[
A = \begin{bmatrix}
0 & 0 & -a & -a \\
0 & 0 & 0 & -\alpha a \\
b_1 & b_2 & 0 & 0
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix},
\]

\[
D = \begin{bmatrix}
-1 \\
\alpha \\
0 \\
0
\end{bmatrix},
\]

\[
R = \begin{bmatrix}
0 \\
0 \\
0 \\
b_2 E
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]

\[
f(x^m) = -a_1 I_d(V^m_{GS}),
\]

\[
g(x^m) = a_3 I_d(V^m_{GS}, V^m_{GD}),
\]

\[
g(x^s_i) = a_3 I_d(V^s_{GS}, V^s_{GD}),
\]

\[
\Gamma = \text{diag}(1, 1, 1, 1),
\]

\[
c = 1,
\]

\[
K = 0.6,
\]

\[
d_i = 0.1,
\]

\[
N = 10
\]

where \(\langle \cdot \rangle\) denotes the time average, \(\bar{x}_i\) is the Hilbert transform of \(x_i(t)\), the complete procedure is described in [62]. For all numerical simulation concerning the complete and phase synchronization, the parameters values are fixed as follows: \(C_{GS} = 3.736 \text{ pf}, C_{GD} = 3.35 \text{ pf}, L_1 = 24.5 \mu\text{H}, L_2 = 4 \mu\text{H}, I_g = 33.57 \text{ fA}, V_{Gsoft} = -1.409 \text{ V}, g_{m0} = 1.754 \text{ mAV}^{-2}, V_T = 25 \text{ mV}, g = 0.96, \text{ and } E = 4 \text{ V}.\)

3.3.1 The ideal channel of transmission

In this section, to demonstrate the effectiveness of the proposed approach, the fractional-order two-component

...
3.3.2 The non ideal channel of transmission

In this subsection we consider the effect of Gaussian white noise $\Theta = 10^{-2} \sqrt{-2\ln(\text{rand}) \cos(2\pi \text{rand})}$ and the time delays $\tau = 1 \mu s$ of channel. This delay is applied on the controller (11) and this equation can be rewritten as follows:

$$
\begin{align*}
    u_i &= KB (W(t - \tau) - C x^a_i (t)) \\
    &+ G_i \text{sign} (W(t - \tau) - C x^a_i (t)) \\
    \frac{dx^a_i}{dt} &= d_i \|W(t - \tau) - C x^a_i (t)\| \quad (i = 1, 2, \ldots, N) \\
    W(t - \tau) &= w(t - \tau) + \Theta.
\end{align*}
$$

(32)

The numerical results are given by Figure 11, this figure confirms the robustness and effectiveness of the proposed schemes.

Figure 12 presents firstly the effect of channel of transmission on the phase difference between the different oscillators of fractional-order complex network (Fig. 12a) and secondly, the phase difference between each oscillator of fractional-order complex network with the master oscillator (Fig. 12b). We can see that the phase differences are identical when the coupling strength takes the value $c = 1$ until $c = 10$. These values of phase difference are not equal to zero but are nearly zero, indicating complete phase synchronization [62]. By comparison to the previous case we can conclude that the presence of the channel of transmission minimizes the phase difference but never annuls it completely.

4 Conclusion

In conclusion, we have studied the fractional-order version of a two-component circuit operating at high frequency using the analytic and numerical methods. The numerical methods have given very interesting results, for example we successfully obtained the range of control parameter which are the bias voltage source and fractional-order, for which the fractional-order two component circuit exhibits the chaotic behavior. The critical values of control parameters for which the Hopf bifurcation arises in the system are given. One of the contributions of this work was the study of the stability of fractional-order two-component circuit by the Lyapunov diagrams and the Isospike diagram. Our diagrams show precisely where the number of spikes changes as a function of control parameters used to count them. In our diagrams, we observe that the number of spikes in one period of oscillations increases following a recently reported non chaos mediated spike adding mechanism. These results show us the richness of the dynamics of the fractional-order two-component circuit.

The analytic result allows us to build the novel robust adaptive sliding mode controller for the synchronization of a fractional-order complex network, the application to the case of fractional-order two component circuit show the effectiveness of the proposed synchronization technique as well as the existence of phase-transition in the fractional-order complex network.
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