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Abstract. In order to improve the audit efficiency and accuracy under the condition of big data, an audit doubt discovery model (CLOWF) based on an adaptive clustering outlier detection algorithm is proposed. The model first uses the slope ratio method to obtain the K value of the K-means++ algorithm, thereby effectively ensuring the clustering effect; At the same time, for the problem of slow pruning speed, a parallel calculation method for the data radius and centroid of each cluster is proposed and designed; Combined with the weighted local outlier factor detection algorithm to calculate the outlier factor, the data greater than the epsilon threshold of outlier is proposed as an indicator to determine the audit doubt. Through auditing application cases, comparing the local outlier factor detection algorithm and the cluster-based outlier detection algorithm, the results show that the execution time of the CLOWF model is the shortest and the accuracy rate is 97.3%.
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1. Introduction

In the era of big data, the traditional method of discovering audit doubts consumes a lot of energy, and the effect of sampling may not be valuable. It is a new challenge for computer auditing to quickly and effectively help auditors find audit doubts. Yong Wen [1] and others proposed that outlier detection can quickly locate suspicious data. Ping Cheng [2] uses the density clustering algorithm (Density-Based Spatial Clustering of Applications with Noise, DBSCAN) for clustering, storing high-value clustering results in the audit knowledge base and realizing reuse. Literature [3-5] proposed a clustering algorithm based on K-means to realize the application of outlier analysis in the discovery of audit doubts and improve the efficiency of audit. Lijuan Lu [6] and others based on the three-layer MapReduce parallelized random forest algorithm to predict the probability of audit doubts, the algorithm improves work efficiency. Kuna H.D. [7] and others proposed the application of outlier detection algorithms in audit logs, combined with different data mining algorithms to achieve outlier detection, so as to facilitate the work of auditors.

Outlier analysis is the discovery of abnormal data separated from pattern clusters. Among them, the density-based local outlier factor detection algorithm (LOF) and the cluster-based K-means algorithm are widely used. In view of the low efficiency of the LOF algorithm for big data and the difficulty of
determining the K value of the K-means algorithm, which leads to the high complexity of outlier data detection and poor detection quality, scholars have made some improvements. Jing Tao [8] and others proposed a Cluster-based and LOF Outlier Detection Method (CLOF) algorithm that combines K-means clustering and LOF. The algorithm first uses the K-means algorithm to filter out the initial outlier data from the source data, and then obtains the final outlier data through the LOF algorithm. Literature [9-11] combines DBSCAN algorithm with LOF algorithm and its improved algorithm to detect outliers, which improves the detection efficiency and accuracy to a certain extent. Yang P [12] and others proposed to use an optimized self-organizing feature map algorithm to cluster the data set, so that the calculation of the outlier factor of the data point only needs to be performed in a small cluster. Experiments show that the accuracy and execution time of anomaly detection both prioritize the LOF algorithm.

2. Related theoretical basis

2.1. K-means++ algorithm

In 1967, MacQueen [13] used the K-means algorithm for the first time, after which David Arthur and others proposed the K-means++ algorithm for the random selection of K-means initial cluster centers. Assuming that the data set X contains K clusters \(x_1, x_2, \ldots, x_k\), the number of samples in each cluster is \(n_1, n_2, \ldots, n_k\), and the cluster centers of each cluster are \(c_1, c_2, \ldots, c_k\).

**Definition 1.** Error function (E): Refers to the sum of squares of distances from each data point \(p\) to the respective clustering center \(c_i\), that is, the sum of squares of grouping errors. The formula is as follows:

\[
E = \sum_{i=0}^{K} \sum_{p \in x_i} ||p - c_i||^2
\]

The paper uses formula (1) as the error function to evaluate the performance of K-means++ clustering algorithm.

2.2. Local outlier factor detection algorithm, LOF

The LOF algorithm was first proposed by Breunig [14] and others in 2000. By assigning an outlier factor LOF of neighborhood density to each data point. If outlier factor LOF value close to 1, it is considered a normal point, otherwise it is an abnormal point. Reference to the literature [15], the weighted distance is introduced to calculate, the idea is to highlight the outlier attributes and improve the accuracy of outlier detection.

**Definition 2.** For a given data set \(D\), \(p\) is any data object in the data set, \(N_k(p)\) represents the k distance neighborhood of data object \(p\), then the local density of data object \(p\) is defined as follows:

\[
Aw_k(p) = \left[ \frac{\sum_{\Delta \in N_k(p)} d(p, o)}{N_k(p)} \right]^{-1}
\]

The calculation formula of \(d(p, o)\) is as follows:

\[
d(p, o) = [\sum_{i=1}^{n} \Delta(A_i) \ast d(p, o_i)]
\]

The \(Aw_k(p)\) introduced the definition of the local outlier factor in the LOWF algorithm: The distance-weighted local outlier factor of the data object \(p\), the \(LOWF_k(p)\) is expressed as the local reachability of the neighboring points of the object \(p\) and the average of the ratio of the density to the locally accessible density of the object \(p\).

**Definition 3.** Local outlier factor of object \(p\):
The closer the value of \( \text{LOWF}_k(p) \) is to 1, it means that \( p \) may belong to the same cluster as its neighbors; the greater the value of \( \text{LOWF}_k(p) \) is greater than 1, it means that the density of \( p \) is lower than the density of neighboring points, and \( p \) may be an abnormal point, otherwise \( p \) is a dense point.

3. Audit doubt discovery model based on adaptive clustering outlier detection algorithm

3.1. Adaptive K-Means++ algorithm

In the K-means++ algorithm, the number of clusters \( K \) needs to be determined in advance, and there may be problems: Such as poor clustering effect and difficult selection of \( K \) value. In response to the above problems, the paper proposes an adaptive K-means++ algorithm, which uses the slope ratio to calculate the number of clusters \( K \) to ensure a better clustering effect; in addition, for the clusters obtained by clustering. Open three processes to process three clusters at the same time, and the denser data points in the cluster are deleted, thereby improving the efficiency to a certain extent, and quickly obtaining the initial outlier data set.

3.1.1. Determination of the number of clusters \( K \)

Refer to the slope ratio method proposed by Shuo Zhang [16] and others to obtain the best \( K \) value, so as to solve the problem of difficult determination of \( K \) value. In the paper, the slope ratio method is applied to the K-means++ algorithm, the \( E \) value in the K-means++ algorithm is calculated, and the \( K \) value of the error function convergence boundary is used as the number of clusters.

Definition 4. Slope ratio (S): Refers to the product of the ratio of the error function slope difference of each adjacent \( K \) value to the error function and the reciprocal of \( \Delta K \), and \( \Delta K = K_{i-1} - K_i \), the formula is as follows:

\[
S_i = \frac{E_{i-1} - E_i}{E_{i-1}(K_{i-1} - K_i)}
\]

Among them, \( K_i \) is the i value in the \( K \) value set; \( S_i \) is the slope ratio corresponding to \( K_i \). The \( i \) value in formula (6) is the best \( i \) value, and \( K_i \) is the best \( K \) value.

3.1.2. Parallel processing

K-means++ algorithm is used to obtain \( K \) clusters. The parallel processing flow is shown in Fig.1. The density threshold \( m \) is set and three processes are started. Parallel calculations are performed on the data of three clusters at the same time: If the number of clusters is less than the density threshold, it indicates that the amount of data of this type is small, and all are included in the initial outlier data set; if the number of clusters is greater than the density threshold, each class radius \( R \) and centroid \( X_0 \), the points whose distance from the centroid is greater than the radius \( R \) are included in the initial outlier data set. Calculate in parallel until all clusters are executed, and get the initial outlier data.

Definition 5. Cluster centroid (\( X_0 \)): \( X_i \) refers to the number of data objects in class \( i \), and the number of data objects in class \( n_i \). The formula is as follows:

\[
X_0 = \frac{\sum_{i=1}^{n} X_i}{n_i}
\]

Definition 6. Clustering radius (\( R \)): \( X_i \) refers to the data object in class \( i \), \( X_0 \) refers to the cluster centroid in class \( i \), \( n_i \) the number of data objects in class \( i \), the formula is as follows:
Definition 7. Class center distance (\(d_i\)): \(X_{ij}\) refers to the data object in class \(i\), \(X_0\) refers to the cluster centroid in class \(i\), and \(p\) refers to the dimension of the data. The formula is as follows:

\[
R = \sqrt{\frac{\sum_{i=1}^{n} (X_{ij} - x_0)^2}{n_i}}
\]  

\(d_i = \sqrt{\sum_{j=1}^{p} (x_{ij} - x_0)^2}\)  

The closer the value of \(\text{LOWF}_k(p)\) is to 1, it means that \(p\) may belong to the same cluster as its neighbors; the greater the value of \(\text{LOWF}_k(p)\) is greater than 1, it means that the density of \(p\) is lower than the density of neighboring points, and \(p\) may be an abnormal point, otherwise \(p\) for dense points.

3.2. Audit doubt discovery model

3.2.1. CLOWF-based audit doubt discovery process. In order to find audit doubts, the paper proposes an audit doubt discovery model (Clustering-based and LOF based on weighted distance Outlier Detection Method, CLOWF) based on adaptive clustering outlier detection algorithm, as shown in Fig.2.
(1) Data pre-process: Process the audit data of the test, so that the data is input to the test module according to a unified standard. The processing methods are as follows: 1) Data cleaning: For the default values, the article adopts the delete method to deal with, and at the same time filters the redundant fields, leaving only the field information needed in the mining. 2) Data integration: Due to the existence of duplicate data, the article de-duplicates the data.

(2) Adaptive K-means++ algorithm: Cluster the pre-processed audit data, the initial value of K is set to 2, the change step is 1, and 31 K values are obtained. Use formula (1) to compare these 31 K value calculation errors, and then use the equation (5) and equation (6) calculate the optimal number of clusters K, then use the K-means++ algorithm to obtain K clusters, set the density threshold, start three processes, and delete the dense points in each cluster in parallel. Get the initial outlier data set X.

(3) LOF based on weighted distance (LOWF): For the initial outlier data set X, use formula (3) to introduce weighted distance, and calculate formulas (2) and (4) in turn, if it is greater than the outlier threshold, it is judged as an outlier.

3.2.2. Based on CLOWF algorithm description.

Algorithm: CLOWF based on improved K-means++ and LOWF

Algorithm 1: Improved K-means++
Input: Dataset D, i // Data set D, the number of clusters is i
Output: K // Number of clusters K
for (i < D. size()) calculate Ei; calculate Si; get K
Input: Dataset D, K // Data set D, the number of clusters K
Output: K_clusters // K cluster
K-means++. fit (dataset D); get K_clusters

Algorithm 2: Extract preliminary outliers X // Initial outlier data set X
Input: K_clusters, m //K cluster, density threshold m
Output: Preliminary outliers
for (i <= K) if (n(i) <= m) get preliminary outliers; else {
process p1; calculate center t1, R1; jEi_clusters;
if (dist(dj) >= R1) get preliminary outliers;
process p2; calculate center t2, R2; jEi+1_clusters;
if (dist(dj) >= R2) get preliminary outliers;
process p3; calculate center t3, R3; jEi+2_clusters;
if (dist(dj) >= R3) get preliminary outliers;
}

Algorithm 3: LOWF algorithm
Input: Preliminary outlier set X, k, epsilon // The initial outlier data set X, the number of neighbors k, the outlier threshold epsilon
Output: Outliers
calculate \( \Delta(A_i) \);
for (i< X.size())
calculate the dist(\( x_i \)); calculate \( AW_k(x_i) \); calculate \( LOWF_k(x_i) \);
if (\( LOWF_k(x_i) > \) epsilon) output xi; get outliers

4. Application result analysis
The paper uses the audit case data set to compare and analyze the execution efficiency and the accuracy of outlier data detection of LOF algorithm, CLOF algorithm and CLOWF algorithm. Experimental environment: Operating system: Ubuntu-16.04 LES system, CPU: i5-8300H, memory 8GB, development language: Python.
4.1. Evaluation index
In order to verify the effectiveness of CLOWF algorithms, different algorithms were used in the same audit data set for comparative experiments, using accuracy (ACC), detection rate (FDR), false alarm rate (FAR) and Execution Time (ET) is used as an evaluation index of algorithm performance.

\[
\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{FDR} = \frac{TP}{TP + FN}
\]

\[
\text{FAR} = \frac{FP}{TN + FP}
\]

Among them, the definitions of the evaluation indexes of TP, TN, FP, and FN are shown in Table 1.

| Evaluation index | Definition |
|------------------|------------|
| TP (True Positive) | The number of abnormal marked as abnormal |
| TN (True Negative) | The number of normal marked as normal |
| FP (False Positive) | The number of normal marked as abnormal |
| FN (False Negative) | The number of abnormal marked as normal |

4.2. Actual audit case analysis
The audit case data set comes from the audit business data of an audit company from Wuhan. In order to verify the validity of the model, the paper uses the data audited by the auditors as a data set, a total of 185 pieces of data, due to space limitations, the data is micro-processed, as shown in Table 2.

| Event id | Event name | Event RA E functional area | Event created date | Event start date | Meeting participants | Audit results |
|----------|------------|----------------------------|--------------------|------------------|---------------------|--------------|
| 1        | t1         | f1                         | 26/03/2019         | 14/04/2019       | 18                  | 0            |
| 2        | t2         | f2                         | 10/09/2019         | 14/11/2019       | 0                   | 1            |
| 3        | t3         | f3                         | 11/04/2019         | 24/04/2019       | 13                  | 0            |
| 4        | t4         | f4                         | 12/10/2019         | 30/11/2019       | 49                  | 1            |
| 5        | t2         | f2                         | 12/09/2019         | 01/10/2019       | 96                  | 1            |
| 7        | t5         | f5                         | 27/03/2019         | 19/04/2019       | 12                  | 0            |
| 8        | t6         | f1                         | 01/04/2019         | 17/04/2019       | 15                  | 0            |

The paper uses the number of days between the creation time and the start time of the conference and the participants as two-dimensional data for outlier detection. Verify the accuracy and execution time of CLOWF algorithm for outlier detection of audit data, and compare and analyze the accuracy and execution time of different algorithms by simulating different amounts of data.

4.2.1. Verification accuracy. Under the evaluation indicators of ACC, FDR and FAR, compare the accuracy rates of LOF algorithm, CLOF algorithm and CLOWF algorithm on 185 pieces of data with audit results, as shown in Table 3.

| Evaluation index | LOF accuracy/ % | CLOF accuracy/ % | CLOWF accuracy/ % |
|------------------|-----------------|------------------|-------------------|
| ACC              | 94.05           | 96.76            | 97.30             |
| FDR              | 84.21           | 89.47            | 94.74             |
| FAR              | 4.82            | 2.41             | 2.41              |
It can be seen from Table 3 that comparing the LOF algorithm, CLOF algorithm, and CLOWF algorithm. The CLOWF algorithm introduces attribute weights and optimizes the calculation of distance and outlier degree, so the accuracy rate is the highest.

4.2.2. Verify timeliness. Under different data scales, compare the operating efficiency of LOF algorithm, CLOF algorithm and CLOWF algorithm, as shown in Fig.3.

![Figure 3](image)

**Figure 3.** Experimental comparison of execution time under different data scale.

It can be seen from Fig.3 that as the amount of data increases, the execution time of the LOF algorithm increases sharply. When the data reaches 50,000 pieces of data, the amount of calculation of the LOF algorithm increases, resulting in insufficient physical memory. When the amount of data reaches 100,000 pieces of data, compared with the CLOF algorithm, due to the increase in the amount of pruning data, the parallel algorithm improves the pruning speed, and the CLOWF execution time is the shortest.

4.2.3. Resource consumption comparison. Under different data scales, compare the proportion of physical memory usage, as shown in Table 4.

| Data volume/piece | LOF consumption rate/ % | CLOF consumption rate/ % | CLOWF consumption rate/ % |
|-------------------|-------------------------|--------------------------|---------------------------|
| 185               | 1.2                     | 1.8                      | 2.1                       |
| 8335              | 7.8                     | 1.9                      | 2.3                       |
| 15000             | 44.3                    | 3.2                      | 3.6                       |
| 30000             | 91.9                    | 7.6                      | 10                        |
| 40000             | 93.3                    | 16.8                     | 19.1                      |
| 50000             | 94.6                    | 34.9                     | 32.4                      |
| 60000             | Memory overflow         | 51.6                     | 48.6                      |
As shown in Table 4, as the amount of data reaches 50,000 pieces of data, LOF algorithm requires a lot of calculations, resulting in a high proportion of physical memory; CLOF algorithm and CLOWF algorithm prune the data to reduce the data size, and the proportion of physical memory is medium.

4.2.4. Analysis of experimental results. In the case of 185 pieces of data, set the LOF algorithm's nearest neighbor parameter \( k=8 \), outlier threshold \( \epsilon=1.5 \), CLOF algorithm and CLOWF algorithm pruning density threshold \( m=8 \), neighbor parameter \( k=8 \), outlier threshold \( \epsilon=1.5 \), the detection result is shown in Fig.4.

![Figure 4. Running results: (a) LOF algorithm, (b) CLOF algorithm, (c) CLOWF algorithm.](image)

The above experimental results show that comparing the LOF algorithm and the CLOF algorithm, when the amount of data is close to 100,000, the time efficiency of the CLOWF algorithm is significantly improved, and the accuracy of the audit doubt discovery has been improved to a certain extent.

5. Conclusions

The paper first uses the adaptive K-means++ algorithm to cluster the data to extract the preliminary outlier data, and then uses the LOWF algorithm to calculate the outlier degree factor, and uses the data greater than the epsilon threshold as an audit suspicious point judgment index, thereby proposing a fast audit doubt discovery model. Combining audit application cases, comparing LOF algorithm and CLOF algorithm, CLOWF algorithm effectively improves the efficiency and accuracy of audit doubt discovery.
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