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Classification of Rice Yield Using UAV-Based Hyperspectral Imagery and Lodging Feature
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High-yield rice cultivation is an effective way to address the increasing food demand worldwide. Correct classification of high-yield rice is a key step of breeding. However, manual measurements within breeding programs are time consuming and have high cost and low throughput, which limit the application in large-scale field phenotyping. In this study, we developed an accurate large-scale approach and presented the potential usage of hyperspectral data for rice yield measurement using the XGBoost algorithm to speed up the rice breeding process for many breeders. In total, 13 japonica rice lines in regional trials in northern China were divided into different categories according to the manual measurement of yield. Using an Unmanned Aerial Vehicle (UAV) platform equipped with a hyperspectral camera to capture images over multiple time series, a rice yield classification model based on the XGBoost algorithm was proposed. Four comparison experiments were carried out through the intraline test and the interline test considering lodging characteristics at the midmature stage or not. The result revealed that the degree of lodging in the midmature stage was an important feature affecting the classification accuracy of rice. Thus, we developed a low-cost, high-throughput phenotyping and nondestructive method by combining UAV-based hyperspectral measurements and machine learning for estimation of rice yield to improve rice breeding efficiency.

1. Introduction

Rice (Oryza sativa L.) is one of the major cultivated crops worldwide and serves as a staple and primary food source in various countries. It is sown on 7% arable land, which feeds 21% of the world population [1]. Recently, the growth rate of grain production has slowed down noticeably while the food demand in several parts of the world is increasing. For instance, in China, the demand for rice production is expected to increase by about 20% by 2030 [2]. However, the great demand meets with great challenges such as the reduction of labor population due to the demographic development, decline of arable land quality, shortage of water resources, and the climate change [3]. Thus, increasing the yield per hectare of cropped area is an effective way to solve the food demand.

Breeding rice is an extremely complicated process. High-yield rice is affected by weather and other environmental factors, and in various regions, different cultivars are the highest yielding. Estimation of accurate biomass of crops is important in the selection process of conventional breeding and heavily depends on manual measurements. However,
manic measurements of crop biomass are subjective and lack robustness or repeatability and are time consuming for larger areas of farmland [4]. Thus, high-throughput phenotyping systems are rapidly evolving in field condition [5], and remote sensing tools, such as RGB cameras [6, 7] and multispectral, hyperspectral, fluorescence, and thermal sensors [4], are used to facilitate data collection in many breeding programs. With the advancement of drone technology and spectral imager manufacturing technology, UAV-based hyperspectral cameras are becoming more and more widely used in agriculture [8]. One key advantage is the flexibility of employment over large areas without the requirement of prior installed stationary platforms along fields. To date, high-throughput phenotyping technologies are frequently used for plant identification and classification, quantifying pigments [9] and monitoring of biotic stresses [10] as well as assessing both simple and complex plant traits such as plant height, biomass, estimation of biochemical parameters, prediction of flowering time, and grain yield [4, 11, 12]. To this end, various reflectance-derived vegetation indices associated with various plant traits have been established in the last decades as easy-to-employ, noninvasive measures [13]. For instance, the normalized difference vegetation index (NDVI) is a highly used index to predict yield and was successfully applied in rice [14], wheat [15, 16], maize [17], sugarcane [18], and sorghum [19]. However, index-based empirical vegetation models are limited by their poor stability due to dynamic environments [20]. Several algorithms have been reported for estimating biomass, such as random forest (RF) [21], multikernel GBLUP approach [22], and multiple linear regression (MLR) models [23]. At present, identification of high-yield rice varieties based on hyperspectral data is often achieved by predictive regression models [24–26].

Machine learning techniques have been widely applied in corn yield estimation [27], disease forecasting [28], classification of abiotic and biotic stresses [29], and discrimination of rice and weed [30]. In this study, we combined hyperspectral data and machine learning for estimation of rice yield. The classifier on the hyperspectral data was trained by the eXtreme Gradient Boosting (XGBoost) algorithm [31]. Compared with traditional machine learning algorithms, including support vector machine (SVM) and RF, XGBoost presents stronger generalization ability and is less prone to overfitting [31]. In addition, the XGBoost algorithm is also suitable for imbalanced data [32]. Moreover, XGBoost implements the parallelization of the algorithm and supports CUDA to accelerate the computing [33], which shortens the training time. This algorithm allows us to classify a large amount of unknown rice cultivars by yield, thereby screening appropriate rice lines for particular agricultural areas. This easy and portable method will provide a high-throughput and cost-effective approach for large-scale screening of high-yield rice lines.

2. Material and Methods

2.1. Classification of Rice Cultivars according to Manual Measurement of Yield. Rice cultivation and hyperspectral image data collection were carried out at the Ningxia Academy of Agricultural Sciences, Yongning County, Ningxia Province, China (38°16′39.36″N, 106°14′38.45″E) (Figure 1(a)). The average monthly precipitation in Ningxia between June and September is 34.3 mm, and the average temperature in this period varies between 15.9°C and 23.4°C. To minimize the experimental deviation among samples, all treatments, including fertilizers, farming, and spraying, were applied simultaneously to all rice plants. Rice seedlings were transplanted on June 1st, 2018, and harvested on September 9th, 2018.

In total, 13 early japonica rice lines in late maturity were planted in triplicates in the experimental field (Figure 1(a)). The field was divided into 3 rows with 13 grid cells each. Every row contained a single replicate of each line, and the order was altered among different rows (Figure 1(b)). The rice lines in different grid cells were labeled according to the average amount of manually measured grain yield per mu (Figure 1(b)). According to China’s national approval (No:20000011), lines with a yield of more than 750 kg mu⁻¹, between 750 and 700 kg mu⁻¹, and less than 700 kg mu⁻¹ were grouped into class A, class B, and class C, respectively. Class A contained two lines, seven lines were sorted in class B, and four lines belonged in class C. In addition, the presence or absence of a lodging phenotype was documented with 1 or 0, respectively (Figure 1(c)).

2.2. UAV-Based Hyperspectral Image Data Collection. In this study, a DJI M600 Pro hexacopter was used as the flight platform equipped with a 176-band hyperspectral camera, which was produced by Dualix (GaiaSky-Vis&Nir) (Figure 2(a), a-1). Prior to measurements, the exposure time was calibrated in direct sunlight. One white and two black background images were acquired. For the white image, a diffuse reflectance standard was placed perpendicular in front of the lens (Figure 2(a), a-2). The two dark background images (Figure 2(a), a-3 and a-4) were taken according to the manufacturer specifications with closed lens cap and regular or increased exposure time, respectively. The exposure time for the whiteboard and dark background of the hyperspectral camera was 0.9 s and 1.0 s, respectively. For radiation calibration, reference panels of 20%, 40%, and 60% reflectivity were placed next to the field and during image processing used as standards (Figure 2(b)). The resolution of this hyperspectral camera was 960 × 1057 pixels and yielded a 4.5 cm spatial resolution at 90 m flight altitude (Figure 2(c)). The hyperspectral camera is a line sensor which had a wavelength range reaching from 400 to 1000 nm, with a spectral resolution (FWHM) of 3.5 nm and exposure time of 7 s each image. The spectral curve of rice was different from the surrounding soil (Figure 2(d)). Before the data collection, we checked the field to make sure that the rice fields only included rice without other weeds to disturb the hyperspectral data.

We collected hyperspectral data on August 8th, 2018, and August 29th, 2018, which corresponded to the filling stage and the midmaturity stage of rice, respectively. Both UAV flights were conducted between 10 AM and 2 PM under sunny and cloudless weather conditions for minimizing the possible influences of shadow. The drone was hovered at a
2.3. Hyperspectral Image Preprocessing. The hyperspectral image preprocessing workflow includes data calibration, noise, and background removal and selection of region of interests (ROIs). Subsequently, we performed random nonrepetitive sampling, calculation of vegetation indices, and data dimension reduction. After combining hyperspectral data, vegetation indices, and lodging characteristics into one dataset, we finally divided our data into a training and a test set. In the following sections, the processing steps will be described in more details. In a first preprocessing step, hyperspectral raw images were adjusted for lens, reflectance, and radiation distortions (Figure 3). For lens correction, we set, we documented lodging phenotype in planting areas, since in case of lodging, recorded radiation come from both leaf canopy and stems of rice plants.

No | Variety       | Lodging | Yield      | Class |
--- | ------------- |---------|------------|-------|
1   | longdao27     | 0        | 718.96     | B     |
2   | songliao639   | 0        | 726.85     | B     |
3   | jinongda538   | 0        | 649.12     | C     |
4   | tongjing887   | 1        | 777.08     | A     |
5   | jiyang46      | 1        | 765.95     | A     |
6   | jiyuqing      | 1        | 728.82     | B     |
7   | shendao171    | 0        | 711.98     | B     |
8   | zhongkefa10   | 1        | 720.84     | B     |
9   | jida211       | 0        | 686.78     | C     |
10  | jinongda673   | 1        | 735.11     | B     |
11  | jiyang46      | 0        | 765.95     | A     |
12  | jiyuqing      | 1        | 728.82     | B     |
13  | shendao171    | 0        | 711.98     | B     |
14  | zhongkefa10   | 0        | 649.12     | C     |
15  | jida211       | 0        | 686.78     | C     |
16  | tongjing887   | 1        | 718.96     | B     |
17  | shendao171    | 0        | 711.98     | B     |
18  | jiyang46      | 0        | 765.95     | A     |
19  | jiyuqing      | 1        | 728.82     | B     |
20  | tongjing887   | 1        | 718.96     | B     |
21  | jinongda538   | 0        | 649.12     | C     |
22  | jida211       | 0        | 686.78     | C     |
23  | jiyuqing      | 1        | 728.82     | B     |
24  | tongjing887   | 1        | 718.96     | B     |
25  | jinongda538   | 0        | 649.12     | C     |
26  | jida211       | 0        | 686.78     | C     |

Figure 1: The 13 rice cultivars were divided into different categories according to manual measurements of yield. (a) Open field site for hyperspectral image data collection. (b) Map of the field. In total, 13 rice cultivars were divided into three categories (class A, class B, and class C) according to the manual measurement of yield. (c) Lot IDs and corresponding rice variety, lodging, yield, and category information.
further modeling. Pixels identified without allowing repetitions as the training set for points. In each chosen ROI, 300 points were randomly sampling for each japonica rice line to obtain 300 sample of adjacent plants (Figure 3). We used the method of average

2.4. Parcel Detection and Random Sampling. To remove the soil background, we first constructed a reference spectral library, which was composed of the average spectral of soil and rice ROIs (region of interest). Then, every pixel of the image was compared with the reference spectral library using the SAM (spectral angle mapper) method [34] to remove the background and eliminate soil noise.

Our hyperspectral data contain 176 bands with a higher sensitivity than the analysis requires. We used the average of 8 adjacent bands as the center band because this was the maximum number of combining consecutive bands with correlation coefficients, which exceeded 0.9 (Figure 4). Therefore, we reduced the dimensions to 22 spectra.

2.5. Calculation of Vegetation and Lodging Indices. Spectral characteristics of vegetation in the visible and near-infrared have been widely used as a qualitative and quantitative measure of vegetation cover, growth vigor, or biomass. In total, 41 different vegetation indices from the literature (Supplementary Table 1) were calculated with our data set (Figure 3). During data collection on August 29th, 2018, we documented lodging effects within our test site in several grid cells. We quantified this effect by using the count of repetitions with observed lodging as an index for the line (Figure 1). For example, lines such as “jida211” without any lodging were assigned a 0, while “zhonglongjing823” with lodging in all three replicates was assigned a 3. The lodging index was added as a feature to the sampled data during the feature expansion process (Figure 3). The effect of lodging on the classification was finally assessed by integrating or excluding the lodging index during the training process.

2.6. Data Fusion and Intraline/Interline Testing. The preprocessed spectral data, vegetation indices, and lodging characteristic data were combined (Figure 3) and labeled according to the rice lines. We performed two analyses, an intraline and an interline test. For the intraline analysis, we pooled from each line two randomly chosen repetitions as training data and considered the third repetition as test data (Figure 5(a)). For interline testing, one line from each class was selected and designated as the test sample. The remaining 10 lines were used as training samples. In total, there were 2 (class A) × 7 (class B) × 4 (class C) = 56 permutations between classes (Figure 5(b)). In order to reduce the test error and increase the feasibility of the verification method, all 56 training and test sets were subsequently analyzed.

2.7. XGBoost Algorithm Using Grid Search Method. The boosting algorithm refers to a kind of algorithm that implements complex models by combining multiple simple
The advantage of the boosting strategy is that multiple weak learners can form a high-accuracy model. Gradient boosting is an improved version of the boosting algorithm. The main idea is that each model is based on the gradient descent direction of the loss function of the last established model. In order to continuously improve the model during the optimization process, gradient boosting causes the loss function to fall in the direction of the gradient. XGBoost [31] was developed on the basis of the gradient boosting decision tree. The loss function for every base learner in XGBoost was approximated by the Taylor series. In particular, using the 2nd derivative of the series can efficiently direct the gradient and reduce the load to calculate the loss for potential base learners. The objective function of the XGBoost algorithm is

$$L(\psi) = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k), \Omega(f) = yT + \frac{1}{2}\lambda||w||^2,$$  

where $l(\hat{y}_i, y_i)$ is the training loss, $\Omega(f_k)$ refers to the complexity of trees and $f_k$ is a regression tree, $T$ is the number of leafs in the tree, and $w$ represents the score of the regression tree node. In addition, the XGBoost algorithm prevents

---

**Figure 4:** Number of combining consecutive bands with correlation coefficients. (a) Band correlation matrix from one rice field in Wangtai region. (b) Correlation curves between the 11th band and other bands. The correlation from the 8th to 17th bands exceeded 0.9, and the information could be considered redundant.

**Figure 5:** Sample combinations for model establishment. Schematic representation of replicate and variety permutation for intraline (a) and interline (b) analyses, respectively.
overfitting and uses random forests to sample data columns [31]. The XGBoost algorithm supports parallel computing, imputes missing values, and learns in an iterative process how to build a base classifier. We determined the optimal parameters of the XGBoost algorithm by the grid search method. In the comparative test with or without lodging characteristics, the training of the model was based on the same parameter space to ensure that the comparison test was not affected by other factors.

3. Results

3.1. Evaluation of the Hyperspectral Measurements. The spectral reflectance in the experimental field was affected by planting, weather, and other environmental conditions as well as uneven growth, which might lead to minor variations in the spectral curves obtained within a single grid cell. To illustrate the spread between the spectra of individual pixels within and between single replicates, we analyzed hyperspectral curves of 300 randomly selected points of the lines “jiyujing” and “tongjing887” (Figure 6(a)). The procedure’s distance [35] of the average spectral curves of “jiyujing” and “tongjing887” is 0, which suggested that the hyperspectral curves from both lines had a similar shape. We selected the 60th and 160th bands of “jiyujing” and “tongjing887” and constructed frequency histograms (Figure 6(b)). The spectral data of the bands followed the normal distribution, and Gaussian curves could be fitted with high accuracy (Shapiro-Wilk tests: $p > 0.05$) to any band of various rice lines. As the spectra of different rice lines overlapped, several sample points were selected for a high confidence class prediction. Using only the 39 mean spectra of grid cells was not feasible, since this would have summarized our data set with too few values for use in a machine learning approach.

In this study, we conducted a total of four experiments, which included interline tests with (Supplementary Table 2) or without (Supplementary Table 3) lodging characteristics, and intraline tests with (Supplementary Table 4) or without (Supplementary Table 5) lodging characteristics. Each rice line was assigned with an ID (Supplementary Table 6) and compared with all experimental results (Supplementary Table 7). We divide the rice into three categories (class A, class B, and class C) according to the yield. To evaluate the model, we constructed $3 \times 3$ confusion matrices for predicted results and analyzed the precision and recall rate (Figure 7). Precision and recall rate was calculated as previously described [36]. The single-class precision is the proportion of true positives among all lines predicted to be a member of this class, and the recall rate or sensitivity is the proportion of true positives over the total amount of true class members. We used the single-class precision and recall rate to measure the performance of classifiers since most breeders are more interested in the classification accuracy of the high-yield class A.

3.2. Yield Prediction between Repetitions. We first performed an intraline test to ascertain the predictive power of using spectral information to train our classifier (Supplementary Table 5). For this intuitive analysis, we classified our dataset into training and test set according to different repetitions. With precision rates of 0%, 80.95%, and 8.33% for classes A, B, and C, respectively, no feasible model could be built. We therefore incorporated lodging information into our training process. As a result, the newly trained model effectively identifies rice lines of class A, with an accuracy and recall rate of 100% in both cases. The average accuracy and recall rate for class B was 95.24% and 69.26%, respectively.

3.3. Yield Prediction of New Rice Cultivars. For breeders, the classification of new rice cultivars or hybrids is of particular
The accuracy of class C. We consider which clearly a effect of class C were relatively close and different vegetation indices. Thus, the characteristics of class B and class C were relatively close in lodging characteristics and data analysis, we found that characteristics of class B and class C increased to 100% (Supplementary Table 2). The average accuracy and the recall rate for class B were 75% and 44.11%, respectively, and in the case of class C, 8.33% and 9.73%, respectively (Supplementary Table 2). During the data analysis, we found that characteristics of class B and class C were relatively close in lodging characteristics and vegetation indices. Thus, the characteristics of class B and class C were relatively close and difficult to distinguish, which clearly affected the accuracy of class C. We consider the accuracy and recall rate for class A as the major factor during the screening process for breeding, since it allows identifying lines with higher yield.

3.4. Yield Prediction Only Using Lodging Feature. We further conducted an experiment, only using lodging features to predict the yield. Samples from repeat 1/2 and 3 were used as the training set and testing set, respectively. In total, six different methods were applied for yield based on only lodging feature. The accuracy for LDA (linear discriminant analysis), SVM (support vector machine) with Gaussian kernel, AdaBoost, random forest, and XGBoost was 53.8%, 68.93%, 68.64%, 68.79%, and 69.23%, respectively. Among the above models, XGBoost has the highest accuracy (69.32%), which was still lower than the model that was developed by using combined both HS imaging and lodging features in this study.

3.5. Yield Automatic Recognition of Rice Lodging. Since lodging labels were significant for better estimation of yield, we tested if accurate estimation could be possible without lodging labels by automation of lodging phenotyping. In order to get enough number of samples for training, we collected 100 lodging images and 83 nonlodging images using an RGB camera, which was cheaper than that of the hyperspectral camera during data collection. These images were transformed into unified sizes of 224 × 224. Then, lodging ROIs and the nonlodging ROIs were cut out from the aerial images as training data. Finally, we trained a lodging recognition model using fine-tuning technology, image augmentation, and ResNet50 pretraining weights on ImageNet to get an Adam optimizer. The batch size of the model, learning rate, epoch, and iteration was 8, 0.0001, 30, and 600, respectively. We used the trained model to predict lodging in 39 experimental fields for 13 varieties in triplicates (Figure 8). We found that only two lodging cells were predicted as nonlodging cells. Thus, the accuracy of lodging recognition was 94.87%, which suggested that deep learning technology was possible for automatic recognition of rice lodging.

4. Discussion

4.1. Comparison of Methods for Dimension Reduction. In this study, 13 rice lines at two different growth stages were selected for data collection. By means of the recorded light spectra we were able to distinguish a high-yield from less profitable rice lines. Accuracy and recall are two important reference indicators, which summarizes how many selected items are true positives and how many of the relevant items were successfully identified. Our model has practical application value since it correctly identified rice cultivars with high yield while no middle- and low-yield rice were misclassified as high-yield rice.

In this study, we compared two distinct techniques of data dimension reduction: PCA and mean spectra. For PCA technique, data from 39 plots (300 samples/plot) in spectral space (176 bands) were combined for further dimension reduction by using PCA. In total, 22 components were used for inference. After reducing the dimension of the data and combining both vegetation index and lodging index,
we found that when training models using the XGBoost algorithm, the band average method generally led to better classification results than the PCA approach. Although the mean method is effective, it may lose some information. According to our previous study, an autoencoder can perform nonlinear transform and fetch spatial information from HS images [37]. This means an autoencoder is able to acquire higher dimensional features. As the hyperspectral range has rich
Figure 10: The performance graph on the testing data using trained models. (a) Multiple regression algorithms from MATLAB regression learning toolbox, which showed that fine Gaussian SVM kernel has the smallest RMSE among those regressions. (b) The curve of predicted and real yield using fine Gaussian SVM (c). Residuals of predicted and real yield using fine Gaussian SVM. x-axis and y-axis presented 13 varieties and yield, respectively.
deviation reached 72 while the error rate was about 10%. Further data and actual yield data (Figure 10). The maximum trained models showed large deviation between predicted machine), ensemble learning method, and Gaussian process regression, decision tree regression, SVM (support vector validation. We used 19 regression algorithms including linear two repetitions as training sets and the remaining data for

In this study, high-yield rice. Using an appropriate method is crucial to the yield instead of yield classi...al data to remove the noise and redundant information. We used the classi...effective to compress the hyperspectral data to remove the noise and redundant information.

4.2. Comparison of Classification Method and Regression Algorithms. We used the classification method to screen high-yield rice. Using an appropriate method is crucial to the whole pipeline. In this study, five machine learning algorithms including SVM with linear kernel, SVM with RBF kernel, RF, naive Bayes, and XGBoost were performed and compared. The test results showed that the performance of XGBoost was better than that of the other four methods due to the highest prediction accuracy (Figure 9); thus, we finally adopted XGBoost instead of other methods in the research.

In addition to classification algorithms, direct prediction of yield using regression analysis was also a possible choice. In this study, we tried the regression method to directly predict the yield instead of yield classification. In brief, we used two repetitions as training sets and the remaining data for validation. We used 19 regression algorithms including linear regression, decision tree regression, SVM (support vector machine), ensemble learning method, and Gaussian process regression. The performance graph on the testing data using trained models showed large deviation between predicted yield data and actual yield data (Figure 10). The maximum deviation reached 72 while the error rate was about 10%. Furthermore, the predicted results fluctuated in the range of 700 kg/mu. After sorting the predicted yields, the order was far different from the real yield. According to a previous study, we found that rice classification according to yield is valuable [39]. Therefore, we did not use regression analysis to directly predict the yield and focused on the classification accuracy of different classes in this study.

4.3. Lodging Feature. Lodging of crops is a critical factor, which can lead to substantial reduction of yield. Firstly, we trained the predictive model by solely using the lodging features, which has relatively lower model accuracy (up to 69.32%) than that trained by using both HS data and lodging features. Moreover, our comparison between including and excluding lodging information when training the predictive model demonstrated how great the impact of lodging is on the accuracy. To further explore the role of lodging characteristics in the yield classification model, we counted lodging events (Supplemental Table 3). For instance, the two lines of class A, “tongjing887” and “jiyang46,” had a lodging index of 1 indicating mild lodging at midmaturity. Nevertheless, those two japonica lines were full of tassels suggesting that the filling of rice grains in later stages was not impaired. Lines without lodging might indicate a reduced number or length of ears. The precision accuracy of class A was 100%. We suspect that the successful prediction of a particular class correlates with the amount of lodging in the same class.

![Figure 11: The texture parameters and morphological parameters of the model. (a) Original image. (b) The feature of local entropy yield feature array with each pixel contains the entropy value of the 9-by-9 neighborhood around the corresponding pixel in the input image. (c) The feature of local range contains the range value of the 3-by-3 neighborhood around the corresponding pixel in the input image. (d) The feature of local standard deviation, which is the standard deviation of the 3-by-3 neighborhood around the corresponding input pixel. (e) Comparing the results using the second and third repetitions as the training set and the first repetition as the test set. (f) Comparing the results using the first and third repetitions as the training set and the second repetition as the test set. (g) Comparing the results using the 1st and 2nd repeats as the training set and the 3rd repeat as the test set.](image-url)
Unfortunately, our dataset contains only one rice category with a lodging index of 1, and further studies are required to test this hypothesis. In addition, since lodging was an important factor for identifying high-yielding rice, the texture parameters and morphological parameters were also worth exploring. In this study, we also used three different texture features, which included local range, local standard deviation, and local entropy (convert RGB image to grayscale image) to improve the yield prediction (Figure 11).

Although these texture features including local range, local standard deviation, and local entropy (convert RGB image to grayscale image) have been added in this article, the accuracy of the classification has not been improved. However, there may be other texture or morphological characteristics [40–42] which can heavily affect the prediction of high-yield rice. Considering various factors affecting rice growth, the breeder may dig out more agronomic characteristics related to rice yield in future.

It can be found from the experiments in this article that lodging was an important feature. In this study, we collected spectral and RGB data to assist the breeder to determine the degree of lodging of rice from the mature stage, in which the lodging characteristics were relatively stable. We used the numbers 0 to 3 to indicate the degree of lodging, which were assigned based on the assessment of the rice breeder. Thus, the shortcomings of this classification might lie in the subjective assessment. As the consequence, it would be more objective if the degree of lodging could be represented by some digital features. According to previous works [43, 44], we initially employed a distinct method to reflect the lodging characteristics before we manually evaluated and ranked the lodging degree in this study.

We assumed that the corresponding fill volume in rice with lodging characteristics would be relatively large. Therefore, we measured the terrain 3D area (m²), fill volume (m³), fill volume error (m³), cut volume (m³), cut volume error (m³), total volume (m³), and total volume error (m³). Then, regression analysis was applied using these seven parameters as independent variables and the rice lodging label identified by breeders in the field as dependent variables. However, the correlation between these features and the lodging degree was too low (Figure 12), which suggested that there will be no suitable threshold to separate lodging and nonlodging characteristics. Therefore, in this study, we directly used the lodging index, which was manually evaluated and ranked. Further research will be needed to find a more appropriate method for measuring digital features to objectively reflect the lodging degree.

Although this study revealed that the lodging characteristics were an important indicator for predicting yield, it would be interesting to know in which growth stage the most accurate prediction can be archived. A previous
study shows that a high or low fertilizer level presents different NDVI mean values [45]. Moreover, lodging can also be caused by the growth environment, such as severe storms and rains [46, 47]. In our experiment, lodging occurred at different stages of maturity for various rice lines and to different degrees, suggesting that precise yield prediction at early time points depends on growth conditions (such as fertilizer level or severe growth environment) and potentially vary between lines. The index that we established was based on the detection of lodging in both field and drone images of the midmature stage. Further experiments are required to clarify whether the lodging characteristics in other periods have a similar effect on yield prediction.

4.4. Future Direction. UAV-derived high resolution normalized difference vegetation index (NDVI) values at the early reproductive and late ripening stages were most closely related with rice yield using a multispectral sensor system [45]. According to our result, we found that lodging information was one of key factor for yield prediction. However, traditional manual measurement of lodging information is time-consuming. Several previous studies have focused on the lodging characteristics measurement using UAV. For example, a deep learning full-convolution network architecture (UNet) model has been trained using common digital and multispectral images based on a drone platform to determine rice lodging information [48]. In addition, color feature (ExG value), four texture features (coarseness, contrast, line likeness, and directionality), and temperature feature values (mean temperature of every single pixel) are extracted from visible and thermal infrared images for identifying rice lodging areas basing on a support vector machine algorithm [49]. They revealed that high accuracy can be obtained by combining together several features [49]. The digital surface model (DSM), eight texture measures (mean, variance, ASM, entropy, contrast, correlation, dissimilarity, and homogeneity), and the SFP (single feature probability) value are valuable for rice lodging classification based on spatial and spectral hybrid image classification technology [43]. In addition to common digital and spectral images, UAV-LiDAR data from a RIEGL VUX-1UAV sensor was used to generate point cloud data for measuring the height of lodged maize [50]. The canopy height model (CHM) is calculated to obtain the canopy height of maize by subtracting the digital elevation model (DEM) from the digital terrain model (DSM), which is extracted from point cloud data [50]. This study reveals that CHM based on UAV-LiDAR provides accurate measurement of height for lodged maize [50]. From these studies, the trend for classification of rice lodging will be a different combination of sensor, such as multispectral, thermal infrared cameras, and LiDAR sensor system. In particular, more features including color, texture, and temperature will be involved to assist with the assessment of rice lodging. Finally, in addition to the support vector machine and UNet model, multiple algorithms will be applied in lodging characteristics measurement in the future.

Those data were collected from a single location. Geographical location, temperature, moisture, and duration of sunshine might ultimately alter hyperspectral data [51]. Thus, it will be necessary to collect hyperspectral data from multiple locations to ensure the repeatability of the model in different regions. It is possible that hyperspectral recordings of various lines show different degrees of similarities during the growth phase. To identify the optimal growth stage for yield prediction with hyperspectral sensors, it would be interesting to continuously screen during the entire growth period. This could also reveal potential agronomic and phenotypic characteristics, which determine rice yield.

Data Availability

All data generated or analyzed during this study are included in this published article and its supplementary information files.

Conflicts of Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Authors’ Contributions

L.G., B.W., and J. W. were charge of conceptualization; B.W., J.S., B.L., and C.Y. were in charge of the methodology; B.W., J.W., D.L., and L.L. were in charge of the formal analysis and investigation; B.W., M.V. K., and L.G. were in charge of the original draft preparation; J.S. and B.L. were in charge of the review and editing; J.W. was in charge of funding acquisition; J.W., X.W., A. Q., W.L., J.K., H.L., J.S., and T. Y. were in charge of the resources; and L.G. was in charge of supervision. Jian Wang, Bizhi Wu, and Markus V. Kohnen contributed equally to this work.

Acknowledgments

The authors acknowledge the help from Pengfei Gao, Kaiqiang Hu, Kai Chen, and Yubang Gao from Lianfeng Gu’s group during data collection. This work was supported by an Agreement on Functional Gene-Mining and Selection of Superior Crop Performances to Lianfeng Gu, Digital Fujian Institute of Big Data for Agriculture and Forestry, Fujian Agriculture and Forestry University (KJG18019A08 to Bizhi Wu), Autonomous Region Key R&D Program (Special Talent Application 2018BEB04002), Innovation Team of Intelligence Assisted Phenotypic Analysis for Ningxia Crop, and Agricultural Breeding in Ningxia Hui Autonomous Region (2018NYYZ03 to Jian Wang).

Supplementary Materials

Supplementary 1. Supplementary Table 1: list of calculated vegetation indices.

Supplementary 2. Supplementary Table 2: interline tests with lodging characteristics.

Supplementary 3. Supplementary Table 3: interline tests without lodging characteristics.
**Supplementary 4.** Supplementary Table 4: intraline tests with lodging characteristics.

**Supplementary 5.** Supplementary Table 5: intraline tests without lodging characteristics.

**Supplementary 6.** Supplementary Table 6: lodging index, rice lines, and number.

**Supplementary 7.** Supplementary Table 7: comparison of experimental results.

**References**

[1] J. Li, “Rice breeding: never off the table,” *National Science Review*, vol. 3, no. 3, pp. 275-275, 2016.

[2] Z. Lv, Y. Zhu, X. Liu, H. Ye, Y. Tian, and F. Li, “Climate change impacts on regional rice production in China,” *Climatic Change*, vol. 147, no. 3-4, pp. 523–537, 2018.

[3] P. Wang, Z. Zhang, X. Song et al., “Temperature variations and rice yields in China: historical contributions and future trends,” *Climatic Change*, vol. 124, no. 4, pp. 777–789, 2014.

[4] J. L. Araus, S. C. Kefauver, M. Zaman-Allah, M. S. Olsen, and J. E. Cairns, “Translating high-throughput phenotyping into genetic gain,” *Trends in Plant Science*, vol. 23, no. 5, pp. 451–466, 2018.

[5] W. Yang, H. Feng, X. Zhang et al., “Crop phenomics and high-throughput phenotyping: past decades, current challenges, and future perspectives,” *Molecular Plant*, vol. 13, no. 2, pp. 187–214, 2020.

[6] R. Ballesteros, J. F. Ortega, D. Hernandez, and M. A. Moreno, “Onion biomass monitoring using UAV-based RGB imaging,” *Precision Agriculture*, vol. 19, no. 5, pp. 840–857, 2018.

[7] L. Yu, J. Shi, C. Huang et al., “An integrated rice panicle phenotyping method based on X-ray and RGB scanning and deep learning,” *The Crop Journal*, vol. 9, no. 1, pp. 42–56, 2020.

[8] G. Bareth, H. Aasen, J. Bendig et al., “Low-weight and UAV-based hyperspectral full-frame cameras for monitoring crops: spectral comparison with portable spectroradiometer measurements,” *Photogrammetrie - Fernerkundung - Geoinformation*, vol. 11, pp. 69–79, 2015.

[9] H. Feng, G. Chen, L. Xiong, Q. Liu, and W. Yang, “Accurate digitization of the chlorophyll distribution of individual rice leaves using hyperspectral imaging and an integrated image analysis pipeline,” *Frontiers in Plant Science*, vol. 8, p. 1238, 2017.

[10] A. M. Mutka and R. S. Bart, “Image-based phenotyping of plant disease symptoms,” *Frontiers in Plant Science*, vol. 5, p. 734, 2015.

[11] J. Hernandez, G. A. Lobos, I. Matus, A. del Pozo, P. Silva, and M. Galleguillos, “Using ridge regression models to estimate grain yield from field spectral data in bread wheat (Triticum aestivum L.) grown under three water regimes,” *Remote Sensing*, vol. 7, no. 2, pp. 2109–2126, 2015.

[12] A. Montesinos-López, O. A. Montesinos-López, J. Cuevas et al., “Genomic Bayesian functional regression models with interactions for predicting wheat grain yield using hyperspectral image data,” *Plant Methods*, vol. 13, no. 1, p. 62, 2017.

[13] M. F. Dreccer, G. Molero, C. Rivera-Amado, C. John-Bejai, and Z. Wilson, “Yielding to the image: how phenotyping reproductive growth can assist crop improvement and production,” *Plant Science*, vol. 282, pp. 73–82, 2019.

[14] P. Tanger, S. Klassen, J. P. Mojica et al., “Field-based high throughput phenotyping rapidly identifies genomic regions controlling yield components in rice,” *Scientific Reports*, vol. 7, no. 1, article 42839, 2017.

[15] M. Tattaris, M. P. Reynolds, and S. C. Chapman, “A direct comparison of remote sensing approaches for high-throughput phenotyping in plant breeding,” *Frontiers in Plant Science*, vol. 7, article 1131, 2016.

[16] M. S. Lopes and M. P. Reynolds, “Stay-green in spring wheat can be determined by spectral reflectance measurements (normalized difference vegetation index) independently from phenoology,” *Journal of Experimental Botany*, vol. 63, no. 10, pp. 3789–3798, 2012.

[17] T. Spitkó, Z. Nagy, Z. VT et al., “Connection between normalized difference vegetation index and yield in maize,” *Plant, Soil and Environment*, vol. 62, no. 7, pp. 293–298, 2016.

[18] J. Lofton, B. S. Tubana, Y. Kanke, J. Teboh, H. Viator, and M. Dalen, “Estimating sugarcane yield potential using an in-season determination of normalized difference vegetation index,” *Sensors*, vol. 12, no. 6, pp. 7529–7547, 2012.

[19] A. C. Tagarakis, Q. M. Ketterings, S. Lyons, and G. Godwin, “Proximal sensing to estimate yield of brown midrib forage sorghum,” *Agronomy Journal*, vol. 109, no. 1, pp. 107–114, 2017.

[20] X. Yao, H. Si, T. Cheng et al., “Hyperspectral estimation of canopy leaf biomass phenotype per ground area using a continuous wavelet analysis in wheat,” *Frontiers in Plant Science*, vol. 9, p. 1360, 2018.

[21] R. Nasi, N. Viljanen, J. Kaivosoja et al., “Estimating biomass and nitrogen amount of barley and grass using UAV and aircraft based spectral and photogrammetric 3D features,” *Remote Sensing*, vol. 10, no. 7, p. 1082, 2018.

[22] M. R. Krause, L. González-Pérez, J. Crossa et al., “Hyperspectral reflectance-derived relationship matrices for genomic prediction of grain yield in wheat,” *G3: Genes, Genomes, Genetics*, vol. 9, no. 4, pp. 1231–1247, 2019.

[23] H. Zheng, T. Cheng, D. Li et al., “Combining unmanned aerial vehicle (UAV)-based multispectral imagery and ground-based hyperspectral data for plant nitrogen concentration estimation in rice,” *Frontiers in Plant Science*, vol. 9, p. 936, 2018.

[24] D. Stroppiana, M. Migliazzi, V. Chiarabini et al., “Rice yield estimation using multispectral data from UAV: a preliminary experiment in northern Italy,” in *2015 IEEE International Geoscience and Remote Sensing Symposium (IGARSS)*, pp. 4664–4667, Milan, Italy, July 2015.

[25] C. C. Teoh, N. Mohd Nadzim, M. J. Mohd Shukry, I. Mohd Khairil Izani, K. Faizal, and H. B. Mohd Shukry, “Rice yield estimation using below cloud remote sensing images acquired by unmanned airborne vehicle system,” *International Journal on Advanced Science, Engineering and Information Technology*, vol. 6, no. 4, pp. 516–519, 2016.

[26] X. Zhou, H. Zheng, X. Xu et al., “Predicting grain yield in rice using multi-temporal vegetation indices from UAV-based multispectral and digital imagery,” *ISPRS Journal of Photogrammetry and Remote Sensing*, vol. 130, pp. 246–255, 2017.

[27] N. Kim and Y. W. Lee, “Machine learning approaches to corn yield estimation using satellite images and climate data: a case of Iowa state,” *Journal of the Korean Society of Surveying, Geodesy, Photogrammetry and Cartography*, vol. 34, no. 4, pp. 383–390, 2016.
[28] R. Kaundal, A. S. Kapoor, and G. P. Raghava, “Machine learning techniques in disease forecasting: a case study on rice blast prediction,” *BMC Bioinformatics*, vol. 7, no. 1, p. 485, 2006.

[29] R. Shaik and W. J. Ramakrishna, “Machine learning approaches distinguish multiple stress conditions using stress-responsive genes and identify candidate genes for broad resistance in rice,” *Plant Physiology*, vol. 164, no. 1, pp. 481–495, 2014.

[30] B. Cheng and E. T. Matson, “A feature-based machine learning agent for automatic rice and weed discrimination,” in *International Conference on Artificial Intelligence and Soft Computing*, pp. 517–527, Springer, 2015.

[31] T. Chen and C. Guestrin, “Xgboost: a scalable tree boosting system,” in *Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pp. 785–794, San Francisco, CA, USA, August 2016.

[32] S. Mishra, “Handling imbalanced data: SMOTE vs. random undersampling,” *International Research Journal of Engineering and Technology (IRJET)*, vol. 4, 2017.

[33] R. Mitchell, A. Adinetts, T. Rao, and E. J. Frank, “XGBoost: scalable GPU accelerated learning,” 2018, https://arxiv.org/abs/1806.11248.

[34] F. A. Kruse, A. B. Lefkoff, J. W. Boardman et al., “The spectral image processing system (SIPS)—interactive visualization and analysis of imaging spectrometer data,” *Remote Sensing of Environment*, vol. 44, no. 2-3, pp. 145–163, 1993.

[35] D. G. Kendall, “A survey of the statistical theory of shape,” *Statistical Science*, vol. 4, no. 2, pp. 87–99, 1989.

[36] T. Fawcett, “An introduction to ROC analysis,” *Pattern Recognition Letters*, vol. 27, no. 8, pp. 861–874, 2006.

[37] B. Wu, H. Zhang, L. Lin et al., “A similarity searching system for biological phenotype images using deep convolutional encoder-decoder architecture,” *Current Bioinformatics*, vol. 14, no. 7, pp. 628–639, 2019.

[38] C. Zhao, X. Wan, G. Zhao, B. Cui, W. Liu, and B. Qi, “Spectral-spatial classification of hyperspectral imagery based on stacked sparse autoencoder and random forest,” *European Journal of Remote Sensing*, vol. 50, no. 1, pp. 47–63, 2017.

[39] S. B. Tennakoon, V. V. N. Murty, and A. Eiumnoh, “Estimation of cropped area and grain yield of rice using remote sensing data,” *International Journal of Remote Sensing*, vol. 13, no. 3, pp. 427–439, 2007.

[40] R. Lerallut, E. Decenciere, and F. Meyer, “Image filtering using morphological amoebas,” *Image and Vision Computing*, vol. 25, no. 4, pp. 395–404, 2007.

[41] Z. Guo, X. Wang, J. Zhou, and J. You, “Robust texture image representation by scale selective local binary patterns,” *IEEE Transactions on Image Processing*, vol. 25, no. 2, pp. 687–699, 2015.

[42] P. Vogt, K. H. Rüthers, C. Estreguil, J. Kozak, T. G. Wade, and J. D. Wickham, “Mapping spatial patterns with morphological image processing,” *Landscape Ecology*, vol. 22, no. 2, pp. 171–177, 2007.

[43] M. D. Yang, K. S. Huang, Y. H. Kuo, H. Tsai, and L. M. Lin, “Spatial and spectral hybrid image classification for rice lodging assessment through UAV imagery,” *Remote Sensing*, vol. 9, no. 6, p. 583, 2017.

[44] H. Y. Liu, G. J. Yang, and H. C. Zhu, “The extraction of wheat lodging area in UAV’s image used spectral and texture features,” *Applied Mechanics and Materials*, vol. 651-653, pp. 2390–2393, 2014.

[45] S. Guan, K. Fukami, H. Matsunaka et al., “Assessing correlation of high-resolution NDVI with fertilizer application level and yield of rice and wheat crops using small UAVs,” *Remote Sensing*, vol. 11, no. 2, p. 112, 2019.

[46] D. Han, H. Yang, G. Yang, and C. Qiu, “Monitoring model of corn lodging based on Sentinel-1 radar image,” in *2017 SAR in Big Data Era: Models, Methods and Applications (BIGSAR-DATA)*, pp. 1–5, Beijing, China, November 2017.

[47] M. Shu, L. Zhou, X. Gu et al., “Monitoring of maize lodging using multi-temporal Sentinel-1 SAR data,” *Advances in Space Research*, vol. 65, no. 1, pp. 470–480, 2020.

[48] X. Zhao, Y. Yuan, M. Song et al., “Use of unmanned aerial vehicle imagery and deep learning unet to extract rice lodging,” *Sensors*, vol. 19, no. 18, p. 3859, 2019.

[49] T. Liu, R. Li, X. Zhong et al., “Estimates of rice lodging using indices derived from UAV visible and thermal infrared images,” *Agricultural and Forest Meteorology*, vol. 252, pp. 144–154, 2018.

[50] L. Zhou, X. Gu, S. Cheng, G. Yang, M. Shu, and Q. Sun, “Analysis of plant height changes of lodged maize using UAV-LiDAR data,” *Agriculture*, vol. 10, no. 5, p. 146, 2020.

[51] C. Tao, Y. Wang, W. Cui, B. Zou, Z. Zou, and Y. Tu, “A transferrable spectroscopic diagnosis model for predicting arsenic contamination in soil,” *Science of the Total Environment*, vol. 669, pp. 964–972, 2019.