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ABSTRACT: Results are presented from a search for CP violation in top quark pair production, using proton-proton collisions at a center-of-mass energy of 13 TeV. The data used for this analysis consist of final states with two charged leptons collected by the CMS experiment, and correspond to an integrated luminosity of 35.9 fb$^{-1}$. The search uses two observables, $O_1$ and $O_3$, which are Lorentz scalars. The observable $O_1$ is constructed from the four-momenta of the charged leptons and the reconstructed top quarks, while $O_3$ consists of the four-momenta of the charged leptons and the b quarks originating from the top quarks. Asymmetries in these observables are sensitive to CP violation, and their measurement is used to determine the chromoelectric dipole moment of the top quark. The results are consistent with the expectation from the standard model.
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1 Introduction

The combination of charge conjugation and parity transformation (CP) is a symmetry known to be violated in the standard model (SM). The violation of CP was initially observed in kaon decays [1]. Many experiments have studied CP violation in other processes for the last three decades [2–4]. However, the magnitude of CP violation observed so far is not enough to accommodate the matter-antimatter asymmetry in the universe [5, 6], motivating searches for additional CP violation.

It has been proposed that CP violation also takes place in the production and decay of top quark pairs (t¯t) [7, 8]. Several models predict CP violations, including the multi-Higgs-doublet model and the minimal supersymmetric SM; in the first model, for example, the exchanges of neutral and charged Higgs bosons can generate dipole moments from the top quark. In the SM, only a very small amount of CP violation is expected to occur at the production vertex, as this requires at least three loops [7, 8]. If a nonzero chromoelectric dipole moment (CEDM) is observed at the t¯t production vertex and the top quarks decay into Wb following the SM process, this can be a signal of CP violation in top quark pair events.

The flavor-diagonal dipole couplings between top quarks and gluons of magnetic and electric origin would be defined through a Lagrangian density

\[ \mathcal{L} = \frac{g_S}{2} T^a T^{\mu} T^{\sigma} \left( a^g + i\gamma_5 \frac{\sqrt{2} v}{\Lambda^2} \text{Im}(d_{G}) \right) tG^a_{\mu\nu}, \]  

(1.1)
where \(\text{Im}(d_t G)\) is the CP-odd CEDM, and \(a_t^S, g_S, T^a, G_{\mu\nu}\) represent the chromomagnetic dipole moment, the strong coupling \((g_S = \sqrt{4\pi\alpha_S})\), Gell-Mann matrices, and the field strength tensor, respectively. The scale \(\Lambda\) is the scale of the new physics responsible for the CP violation of CEDM, and \(v \approx 246\text{ GeV}\) is the vacuum expectation value of the Higgs field. The discussion in ref. [8] introduces various observables that probe such CP violation effects.

The studies presented in this analysis define two observables with CP-odd correlation in \(t\bar{t}\) events in the dilepton final state, where both W bosons decay leptonically:

\[
O_1(\ell^+, \ell^-) = \epsilon(p_t, p_{\ell^+}, p_{\ell^-}) = \begin{vmatrix}
E_t & p_{t,x} & p_{t,y} & p_{t,z} \\
E_{\ell^+} & p_{\ell^{+},x} & p_{\ell^{+},y} & p_{\ell^{+},z} \\
E_{\ell^-} & p_{\ell^{-},x} & p_{\ell^{-},y} & p_{\ell^{-},z}
\end{vmatrix},
\]

(1.2)

and

\[
O_3(\ell^+, \ell^-) = \epsilon(p_b, p_{\ell^+}, p_{\ell^-}) = \begin{vmatrix}
E_b & p_{b,x} & p_{b,y} & p_{b,z} \\
E_{\ell^+} & p_{\ell^{+},x} & p_{\ell^{+},y} & p_{\ell^{+},z} \\
E_{\ell^-} & p_{\ell^{-},x} & p_{\ell^{-},y} & p_{\ell^{-},z}
\end{vmatrix}.
\]

(1.3)

These observables are obtained contracting the Levi-Civita tensor \(\epsilon[8]\) with four 4-momenta, which results in the determinant of a \(4 \times 4\) matrix. The components of \(O_1\) and \(O_3\) are the four-momenta \(p\) of the charged leptons \((\ell^\pm)\), the reconstructed top quarks and antiquarks, and the \(b\) quark and antiquark jets. The elements in the \(4 \times 4\) matrices are therefore the energy \(E\) and three-momentum components \(p_x, p_y, p_z\) of these objects. Since these observables are scalars under Lorentz transformations, they do not depend on the reference frame.

The observables \(O_1\) and \(O_3\) are odd under the CP transformation. Hence, CP violation in the production of \(t\bar{t}\) can be tested by a measurement of the asymmetries \(A_{O_i}\) of the number of produced events, \(N\), with a positive and negative value in the observable \(O_i\):

\[
A_{O_i} = \frac{N(O_i > 0) - N(O_i < 0)}{N(O_i > 0) + N(O_i < 0)}.
\]

(1.4)

As argued in ref. [8], the asymmetries of \(O_1\) and \(O_3\) are the observables with highest sensitivity to CP violation, and are linearly correlated to \(d_t G\). While the lack of a sizable asymmetry in \(t\bar{t}\) production and decay would be consistent with the SM, a significant nonzero asymmetry would indicate the existence of CP violation and hence, new physics [9, 10]. According to ref. [8], for a CEDM of \(\text{Im}(d_t G) = 3\) the asymmetries in \(O_1\) and \(O_3\) can be as large as 15 and 9\%, respectively. Asymmetries have been measured by the CMS Collaboration in the lepton+jets channel [11, 12]. For the observable \(O_3\) in the lepton+jets channel, an additional dilution factor arises because up and down quarks from the W decays cannot be distinguished. For the dilepton channel, \(O_3\) is calculated using the positively and negatively charged leptons that are well identified so that the resolution is improved.
In this paper the asymmetries of the observables $O_1$ and $O_3$ measured in the dilepton channel at 13 TeV, as well as the $\text{Im}(d_{tG})$ derived from those asymmetries, are presented. The tabulated results are provided in HEPData [13].

2 The CMS Detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. Events of interest are selected using a two-tiered trigger system [14]. The first level, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a fixed time interval of less than 4 $\mu$s. The second level, known as the high-level trigger, consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and reduces the event rate to around 1 kHz before data storage. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in ref. [15].

3 Simulated events

The $t\bar{t}$ event candidates in the dilepton final state are selected and compared with simulated events to investigate the composition of processes in the data. Simulated $t\bar{t}$ events are generated at next-to-leading order (NLO) using the POWHEG generator (v. 2) [16–22] at a top quark mass ($m_t$) of 172.5 GeV. The events are simulated with PYTHIA (v. 8.219) [23], referred to as PYTHIA 8 in the following, to simulate parton showers (PS) and hadronization using the underlying-event (UE) tune CUETP8M2T4 [24, 25]. The NNPDF3.0 parton distribution function (PDF) set is used to describe the proton structure. In this analysis, $t\bar{t}$ events with two oppositely charged leptons ($e^+e^-$, $e^\pm\mu^\mp$, and $\mu^+\mu^-$) originating from $W$ boson decays are considered as signal (“$t\bar{t}$ signal”). All other $t\bar{t}$ events ($t\bar{t}$ decays leading to leptonic decays of $\tau$ leptons, all-jet final states, or lepton+jet events) are regarded as a background (referred to as “$t\bar{t}$ other”). The impact of not including the events where charged leptons originate from $\tau$ decays as “$t\bar{t}$ signal” is small since the information contained in the lepton from a $\tau$ decay is diluted relative to the $\tau$ lepton. In addition, CP violation could occur at the $\tau$ decay vertex and affect the measurement of CP violation asymmetry caused by a CEDM of the top quark.

Drell–Yan ($q\bar{q} \rightarrow Z^*/\gamma \rightarrow \ell^+\ell^-$, referred to as DY), $W$+jets, $WW$, $WZ$, $ZZ$, $t\bar{t}$+$W$, $t\bar{t}$+$Z$, and the $tW$ channel of single top quark production are regarded as the processes that can have similar decay topologies to $t\bar{t}$ in the dilepton final state. The DY process is simulated with up to four additional partons at leading-order (LO) precision using the
MadGraph5_aMC@NLO event generator (v. 2.2.2) with the MLM jet merging prescription [26] and the CUETP8M1 tune [27]. The $t\bar{t}+V$ (where $V$ refers to a $W$ or $Z$) processes are simulated using MadGraph5_aMC@NLO, with Pythia 8 for parton showering and hadronization, and the CUETP8M1 tune. Events from $WW$, $WZ$, and $ZZ$ diboson processes are generated at LO using Pythia 8 and the CUETP8M1 tune. The $tW$ channel is simulated with Powheg (v. 1) interfaced to Pythia 8 using the UE tune CUETP8M2T4. The $W+$jets events are generated at NLO using MadGraph5_aMC@NLO and interfaced to Pythia 8 with the UE tune CUETP8M1.

The interactions of particles within the CMS detector are modeled using the detector simulation Geant4 [28].

To model the effect of additional pp interactions within the same or nearby bunch crossing (pileup), simulated minimum-bias interactions are inserted into the simulated events. The distribution of pileup in simulation is matched to the observed data by reweighting the simulated pileup distributions, assuming a total inelastic pp cross section of 69.2 mb [29].

The simulations are normalized to the theoretical cross sections and the integrated luminosity of the data. The cross sections for the DY and $W+$jets processes are normalized to their next-to-NLO (NNLO) prediction obtained from the FewZ framework (v. 3.1.b2) [30]. Single top quark production is normalized to the approximate NNLO prediction [31], and diboson and $t\bar{t}+V$ processes to the NLO prediction [32–34]. The $t\bar{t}$ cross section, computed at NNLO with a next-to-next-to-leading logarithmic (NNLL) accuracy for soft gluon resummation, is $832^{+20}_{-29} \pm 35$ ($\text{PDF+}\alpha_S$) pb, where the scale uncertainty comes from varying the normalization and factorization scales and the PDF+${\alpha_S}$ uncertainty is obtained from different PDF sets and varying $\alpha_S$ [35].

4 Event reconstruction and selection

The data used for this analysis are from proton-proton (pp) collisions collected at $\sqrt{s} = 13$ TeV in the CMS detector, and correspond to an integrated luminosity of 35.9 fb$^{-1}$. The event selection is optimized to select $t\bar{t}$ events in which both top quarks decay to a leptonically decaying $W$ boson.

The events are further selected and categorized into channels by lepton flavor ($e^+e^-$, $e^\pm\mu^\mp$, and $\mu^+\mu^-$). The selected events are required to pass a combination of single-lepton and dilepton triggers. In each event, at least one of the following triggers must be satisfied. The single-lepton trigger requires at least one isolated electron or muon with a transverse momentum $p_T > 27$ or $24$ GeV and with $|\eta| < 2.4$, respectively. The same-flavor dilepton triggers require a leading-$p_T$ lepton with $p_T > 23$ or $17$ GeV, and a subleading-$p_T$ lepton with $p_T > 12$ or $8$ GeV. The different-flavor dilepton triggers require either an electron with $p_T > 12$ GeV and a muon with $p_T > 23$ GeV, or an electron with $p_T > 23$ GeV and a muon with $p_T > 8$ GeV.

The selected events are reconstructed offline using a particle-flow (PF) algorithm [36] that aims to reconstruct and identify each individual particle (PF candidate) in an event, with an optimized combination of information from the various elements of the CMS detector.
Electron candidates are reconstructed using tracking and ECAL information [37] and are excluded when their ECAL clusters are located in the transition region between the barrel and endcap detectors ($1.4442 < |\eta| < 1.5660$) because the reconstruction efficiency in this region is reduced. A relative isolation criterion $I_{\text{rel}} < 0.0588$ ($0.0571$) is applied for an electron candidate in the barrel (endcap), where the $I_{\text{rel}}$ is defined as the $p_T$ sum of all neutral hadron, charged hadron, and photon candidates within a distance $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ (where $\phi$ is the azimuthal angle in radians) from the electron candidate in $\eta-\phi$ space, divided by the $p_T$ of the electron candidate, with a correction that suppresses the residual effect of pileup collisions [38]. In addition, electron identification requirements are applied to reject misidentified electron candidates and candidates originating from photon conversions. The electron candidates must have $p_T > 25$ and $20\text{GeV}$ for the leading and subleading candidate, respectively, within $|\eta| < 2.4$.

Muon candidates are reconstructed from the track information in the tracker and muon system [39]. They must be in the same $p_T$ and $|\eta|$ ranges as the electron candidates above.

A relative isolation requirement of $I_{\text{rel}} < 0.15$ is applied to muon candidates, calculated from reconstructed particles within $\Delta R = 0.4$ of the muon in $\eta-\phi$ space. In addition, muon identification requirements are used to reject muon candidates that are misidentified hadrons or come from the decay of charged pions or kaons [39].

Jets are reconstructed by clustering the PF candidates using the anti-$k_T$ algorithm with a distance parameter $R = 0.4$ [40, 41]. The momentum of the jet is defined as the vector sum of all particle momenta in the jet cone, and is found from simulation to be within 5 to 10% of the true momentum over the entire $p_T$ range of interest and detector acceptance. Since pileup collisions contribute calorimetric energy depositions and extra tracks, tracks identified as originating from pileup vertices are discarded [36]. In addition, an offset correction is applied to jet energies in order to remove the residual energy contribution from pileup [42]. The energy scale corrections of jets are obtained from simulation and used to bring the mean measured response to that of jets at particle level. In situ measurements of the momentum imbalance in dijet, photon+jets, Z+jets, and multijet events are used to account for any residual differences between jet energy in data and simulation [42]. Jets are required to have $p_T > 30\text{GeV}$ and $|\eta| < 2.4$. If the separation $\Delta R$ between the jet and the closest lepton is $< 0.4$, the jet is discarded.

Jets originating from the fragmentation and hadronization of b quarks are identified (“b tagged”) using the combined secondary vertex algorithm that uses information from track impact parameters and secondary vertices identified within a given jet. The chosen working point provides a b jet identification efficiency of approximately 63% with a probability to misidentify light-flavor jets as b jets of $\approx 1\%$ in $t\bar{t}$ events [43].

The missing transverse momentum vector $\vec{p_T}^{\text{miss}}$ is defined as the projection on the plane perpendicular to the beam axis of the negative vector momenta sum of all reconstructed PF candidates in an event. Its magnitude is referred to as $p_T^{\text{miss}}$.

The selected events are required to have two oppositely charged isolated leptons ($e^+e^-$, $e^+\mu^+$, or $\mu^+\mu^-$) and at least two jets. At least one of the jets is required to be b tagged. Events with additional loosely isolated electron (muon) of $p_T > 20\text{GeV}$ are vetoed. An electron is considered loosely isolated if $I_{\text{rel}} < 0.175$ (barrel) or 0.159 (endcaps). A muon
is loosely isolated with $I_{\text{rel}} < 0.25$. The dilepton invariant mass must be greater than 20 GeV to suppress contributions from heavy-flavor resonance decays and low-mass DY events. In same-flavor lepton channels, the backgrounds from Z+jets are further suppressed by rejecting events with a dilepton invariant mass within 76 and 106 GeV (Z boson mass window) and requiring $p_T^{\text{miss}} > 40$ GeV. To estimate the remaining background contribution from Z+jets events in the same-flavor lepton channels, the events outside the Z mass window are normalized to the event yield in simulation within the Z boson mass window. As contamination from non-DY backgrounds can still be present in the Z boson mass window, this contribution is subtracted with the $e^\pm \mu^\mp$ channel scaled according to the event yields in the $e^\pm e^-$ and $\mu^+ \mu^-$ channels. Other sources of background, such as single top quark production, diboson, $t\bar{t}+V$, $t\bar{t}$ other, misidentified leptons, and leptons within jets are estimated using simulations. In this analysis, the contribution from W+jets events is negligible.

Since the observables in eq. (1.2) contain the four-momenta of the top quark and antiquark or of the $b$ quark and antiquark, a kinematic event reconstruction \cite{44, 45} is necessary. The algorithm takes into account all combinations of jets and leptons and solves a system of equations based on the following constraints: $p_T^{\text{miss}}$ is assumed to originate solely from the two neutrinos; the invariant mass of the reconstructed W boson ($m_W$) is constrained to 80.4 GeV \cite{46}; and the invariant mass of each reconstructed top quark is constrained to 172.5 GeV. Effects of detector resolution are taken into account through a random smearing of the measured energies and directions of the reconstructed lepton and b jet candidates according to their simulated resolutions. In addition, the assumed invariant mass of the W boson is varied according to the simulated Breit–Wigner distribution of W boson masses \cite{46}. For a given smearing, we choose the solution of the equations for the neutrino momenta yielding the smallest invariant mass of the $t\bar{t}$ system. For each solution, a weight is calculated based on the spectrum of the true invariant mass of the lepton and b jet system from top quark decays at the particle level \cite{45}. The weights are summed over 100 smearings for each combination, and the top quark and antiquark four-momenta are calculated as the weighted average. Among the combinations, we choose the assignment of jets and leptons that yields the maximum sum of weights. The efficiency of the kinematic reconstruction is defined as the fraction of the selected $t\bar{t}$ events where a solution is found, and is about 90% in both data and simulation. Using this kinematic reconstruction, the correct b jet assignment is found in approximately 64% of events. Events without solutions for the neutrino momenta are excluded from further analysis. Using this method, the four-momenta of the top quark and antiquark are reconstructed, as are those of the b and $\bar{b}$ quark jets. Event yields for the individual dilepton channels after event selection are shown in table 1 for the prediction of the $t\bar{t}$ signal, various background processes, and the observed data.

In figure 1, distributions in the observables of the selected leptons and jets are shown for the $e^\pm \mu^\mp$ channel. The events in these distributions satisfy all event selection criteria. Figure 2 shows the $p_T$ distributions of top quark and antiquark reconstructed in the dilepton channel. For each selected event, $\mathcal{O}_1$ and $\mathcal{O}_3$ are computed from the kinematic information of the reconstructed top quarks, $b$ quark jets, and leptons. Figures 3 and 4 present the
Table 1. Simulated event yields with their statistical uncertainties (second column) and systematic uncertainties (third column) for the three dilepton channels, after implementing event selection criteria, and normalized as described in the text. Observed selected events are also shown.

| Process         | $e^+e^-$   | $e^\pm\mu^\mp$ | $\mu^+\mu^-$ |
|-----------------|------------|-----------------|---------------|
| $t\bar{t}$ signal | 22216 ± 64 ± 2759 | 104051 ± 140 ± 12717 | 45818 ± 93 ± 5732 |
| $t\bar{t}$ other | 3425 ± 25 ± 473 | 16787 ± 56 ± 2284 | 7502 ± 38 ± 1104 |
| Single top quark | 899 ± 13 ± 273 | 4265 ± 28 ± 1292 | 1793 ± 18 ± 544 |
| DY              | 700 ± 57 ± 233 | 381 ± 26 ± 117 | 1627 ± 95 ± 117 ± 543 |
| $t\bar{t}+V$    | 72 ± 2 ± 22 | 302 ± 4 ± 89 | 144 ± 3 ± 43 |
| Diboson         | 37 ± 4 ± 12 | 100 ± 7 ± 31 | 70 ± 6 ± 24 |
| Total prediction | 27350 ± 90 ± 3773 | 125878 ± 155 ± 16528 | 56954 ± 140 ± 7990 |

5 Results

5.1 Extraction of asymmetries

The distributions in figures 3 and 4 are split into positive and negative regions based on the algebraic sign of the observable. The corresponding Poisson probability density functions for the observed and predicted numbers of events is used to construct a likelihood function that essentially reflects eq. (1.4). Using a maximum likelihood fit, the asymmetry $A_{O_i}$ of the observable $O_i$ and the $t\bar{t}$ production cross section, $\sigma_{t\bar{t}}$, are extracted simultaneously with their statistical uncertainties. The maximum likelihood function is defined as

$$L(A_{O_i}, \sigma_{t\bar{t}}) = P(N_{obs}^+, N_{pred}^+) \cdot P(N_{obs}^-, N_{pred}^-),$$

(5.1)

where the variables $N_{obs}^\pm$ and $N_{pred}^\pm$ are the respective numbers of observed and predicted events in the positive and negative regions of $O_i$, and $P(N_{obs}^\pm, N_{pred}^\pm)$ denotes their Poisson probability density functions. The predicted number of events $N_{pred}^\pm$ is assumed to be a function of the two fitted parameters, $A_{O_i}$ and $\sigma_{t\bar{t}}$:

$$N_{pred}^\pm = N_{t\bar{t}}^1 \frac{1 \pm A_{O_i}}{2} + N_{bkg}^\pm f_{bkg}^\pm,$$

(5.2)

where $N_{t\bar{t}}^1 = LB\varepsilon_{sig}\sigma_{t\bar{t}}$, with $L$ the integrated luminosity, $B$ the dileptonic branching fraction, and $\varepsilon_{sig}$ the signal efficiency. The first term in eq. (5.2) reflects the number of $t\bar{t}$ signal events, where $N_{t\bar{t}}^1$ includes the positive and negative regions. In the second term,
\begin{align}
N^{\text{bkg}} & \quad \text{is the total number of events for all background processes combined, while } f^{\text{bkg}}_+ \text{ and } f^{\text{bkg}}_- \text{ is the fraction of the number of background events in the positive (negative) regions of observable } O_i. \text{ Both } f^{\text{bkg}}_+ \text{ and } N^{\text{bkg}} \text{ are fixed based on the background contributions in table 1. Finally, the CP asymmetry and } \sigma_{tt} \text{ are extracted simultaneously by minimizing the negative log-likelihood function}
\end{align}
\begin{align}
- \log L(A_{O_i}, \sigma_{tt}) & \sim (-N^{\text{obs}}_+ \log N^{\text{pred}}_+ + N^{\text{pred}}_+ - N^{\text{obs}}_- \log N^{\text{pred}}_- + N^{\text{pred}}_-).
\end{align}
Figure 2. The comparisons of the predictions and observed data in the $p_T$ distributions in the top quark (left) and antiquark (right) in the $e^+e^-$ (upper), $e^\pm\mu^\mp$ (middle) and $\mu^+\mu^-$ (lower) channels. The vertical bars on the markers of the observed data represent the statistical uncertainties. The shaded band in the predicted distributions includes statistical and systematic uncertainties. The last bin in each plot includes overflow events. The ratio of the data to the predictions from simulation is presented in the lower panel of each figure.
Figure 3. The comparisons of the predictions and observed data in $O_1$ in the $e^+e^-$ (upper left), $e^+\mu^-$ (upper right), and $\mu^+\mu^-$ (lower) channel. In this figure, the values of $O_1$ are divided by the fourth power of $m_t$ to provide better visibility. The vertical bars on the markers of the observed data represent the statistical uncertainties. The shaded band in the predicted distributions includes statistical and systematic uncertainties. The first and last bins in each plot includes underflow and overflow events, respectively. The ratio of the data to the predictions from simulation is presented in the lower panel of each figure. The solid blue line shows the ratio of predictions for $\text{Im}(d_{eG}) = 2.6$ and $\text{Im}(d_{eG}) = 0$, and the dashed red line represents the ratio $\text{Im}(d_{eG}) = 2.6$ and $\text{Im}(d_{eG}) = 0$, using the CEDM samples.
Figure 4. The comparisons of the predictions and observed data in $O_3$ in the $e^+e^-$ (upper left), $e^+\mu^-$ (upper right), and $\mu^+\mu^-$ (lower) channel. In this figure, the values of $O_3$ are divided by the fourth power of $m_t$ to provide better visibility. The vertical bars on the markers of the observed data represent the statistical uncertainties. The shaded band in the predicted distributions includes statistical and systematic uncertainties. The ratio of the data to the predictions from simulation is presented in the lower panel of each figure. The first and last bins in each plot includes underflow and overflow events, respectively. The solid blue line shows the ratio of predictions for $\text{Im}(d_G) = 2.6$ and $\text{Im}(d_G) = 0$, and the dashed red line represents the ratio $\text{Im}(d_G) = -2.6$ and $\text{Im}(d_G) = 0$, using the CEDM samples.
The resulting asymmetries with their statistical uncertainties are shown in table 2, and the extracted cross section is consistent with previous CMS results [45].

The asymmetries of $O_1$ and $O_3$ are statistically correlated, and the correlation factor is determined from pseudo-experiments to be 46%.

### 5.2 Systematic uncertainties

Systematic uncertainties may affect the asymmetries $A_{O_i}$ and the CEDM values. The effect of each systematic uncertainty is estimated by shifting the nominal prediction by the uncertainty and repeating the asymmetry measurement. The uncertainty is taken as the average of the absolute value of the shifts of asymmetries in the up and down directions. This allows the reduction in the statistical fluctuations in the variations. The total systematic uncertainty is calculated by adding the effect of the individual variations in quadrature. In this section, we discuss each of the sources assessed to be relevant in the analysis.

The uncertainty in the integrated luminosity determination is 2.5% [47, 48]. The uncertainty from the modeling of the number of pileup interactions is obtained by changing the inelastic $pp$ cross section assumed in the simulation by ±4.6%, consistent with the cross section uncertainty presented in ref. [29].

The efficiencies of the triggers in data are measured as the fraction of events passing alternative triggers based on a $p_T^{\text{miss}}$ requirement that also satisfies the criteria of the trigger of interest [45, 49]. As the efficiency of the $p_T^{\text{miss}}$ requirement is only weakly correlated with the dilepton trigger efficiencies, the bias introduced by the $p_T^{\text{miss}}$ requirement is negligible. The efficiencies are close to unity in both data and simulation, as are the corresponding data-to-simulation scale factors. These scale factors are changed within their uncertainties to take into account the corresponding uncertainties in the efficiency. The scale factors for the lepton identification and isolation efficiencies are determined using a tag-and-probe method [50, 51], and the uncertainties are estimated by varying the scale factors by their uncertainties.

The calibration of the electron and muon momentum scales are varied within their uncertainties, and separately for each lepton [37, 39].

The uncertainty arising from $b$ tagging is estimated by varying the measured $b$ tagging scale factors within one standard deviation, depending on the $p_T$ and $\eta$ of the $b$ jets [43]. The $b$ tagging uncertainties for heavy-flavor ($b$ and $c$) and light-flavor ($u$, $d$, $s$, and gluon) jets are calculated separately, and combined in quadrature to provide the total $b$ tagging uncertainty.

| Observable | $e^+e^-$ | $e^\pm\mu^\mp$ | $\mu^+\mu^-$ |
|------------|----------|-----------------|--------------|
| $A_{O_1}$  | $8.8 \pm 7.5$ | $0.6 \pm 3.4$ | $6.9 \pm 5.3$ |
| $A_{O_3}$  | $4.1 \pm 7.5$ | $-1.7 \pm 3.4$ | $6.1 \pm 5.3$ |

Table 2. Measured asymmetries of $O_1$ and $O_3$ with statistical uncertainties.
The uncertainty arising from the jet energy scale (JES) is determined by changing the individual sources of uncertainty in the JES in bins of jet $p_T$ and $\eta$, and taking their sums in quadrature [42]. These changes are then propagated to the uncertainties in $\slashed{p}_T^{\text{miss}}$.

An additional uncertainty in the calculation of $\slashed{p}_T^{\text{miss}}$ is estimated by varying the energies of reconstructed particles not clustered into jets.

The uncertainty originating from the jet energy resolution (JER) is determined by changing the JER in simulation within its uncertainty within different $\eta$ regions [42].

The simulated background samples were generated with a limited number of events. Therefore, the total number of background events is affected by statistical fluctuations in these samples. The fluctuations in asymmetries originating from such limitations are evaluated through nuisance parameters in the likelihood function associated with the numbers of the background events in the negative and positive regions of the observables. The likelihood function in eq. (5.1) can be modified as:

$$\mathcal{L}(A_{O}, \sigma_{t\bar{t}}) = P(N^{\text{obs}}_+, N^{\text{pred}}_+) P(N^{\text{obs}}_-, N^{\text{pred}}_-) G(N^{\text{bkg}}_+ | \mu_+^{\text{bkg}}, \sigma_+^{\text{bkg}}) G(N^{\text{bkg}}_- | \mu_-^{\text{bkg}}, \sigma_-^{\text{bkg}}),$$

where $\mu_+^{\text{bkg}}$ and $\sigma_+^{\text{bkg}}$ are the mean and the statistical uncertainty of the expected background processes. Gaussian constraints are imposed on the nuisance parameters.

The uncertainty in the normalization of the expected background processes other than $t\bar{t}$ is estimated through scaling the background yield in simulation up and down by 30% [51], and then extracting the asymmetries.

The uncertainty in the PDFs used to simulate the $t\bar{t}$ production is obtained using the NNPDF3.0 PDFs [52]. The impact of the uncertainty in the renormalization and factorization scale in the $t\bar{t}$ simulation is estimated by varying the factorization and renormalization scales used during the generation of the simulated sample independently by factors of 0.5 and 2. The extreme cases where one scale is varied up, while the other one is varied down, are not considered.

The dependence of the asymmetries and of the CEDM on the assumed value of $m_t$ is estimated by varying the generated $m_t$ in the simulation by $\pm 1\text{GeV}$ with respect to the default value of 172.5 GeV.

Previous studies have shown that the $p_T$ distribution of the top quark in data is softer than expected in the NLO simulation of $t\bar{t}$ production [44, 45, 53–55]. A reweighting procedure based on the $p_T$ spectrum of the top quark is applied to the nominal POWHEG prediction at NLO on an event-by-event basis so as to match the simulated spectrum of the top quark $p_T$ to data. The change in the result is taken as the systematic uncertainty.

The uncertainty in the b jet modeling has three components. The fragmentation into b hadrons is varied in simulation within the uncertainties of the Bowler–Lund fragmentation function tuned to ALEPH [56] and DELPHI [57] data. In addition, the difference between the Bowler–Lund [58] and the Peterson [59] fragmentation functions is included in the uncertainty. Lastly, the uncertainty from the semileptonic b hadron branching fraction is obtained by varying it by $-0.45$ and $+0.77\%$, which is the range of the measurements from $B^0/B^+ \to \mu^-$ decays and their uncertainties [46].
The uncertainty in the matching scale between the matrix element (ME) and the parton shower is evaluated by varying the $h_{\text{damp}}$ parameter that regulates the emissions in POWHEG. The nominal value of $h_{\text{damp}}$ in the simulation is $1.58m_t$, and the modified values are $0.99m_t$ and $2.24m_t$, obtained from tuning the parameter using $t\bar{t}$ data at $\sqrt{s} = 8$ and $13 \text{TeV}$ [25].

The default setup in PYTHIA includes a multiple-parton interaction (MPI) scheme of the color reconnection (CR) model with “early” resonance decays switched off. To estimate the uncertainty from this choice of model, the analysis is repeated using three other CR models within PYTHIA: the MPI-based scheme with early resonance decays switched on, a gluon-move scheme [60], and a scheme [61] inspired by quantum chromodynamics (QCD). The total uncertainty from CR modeling is estimated by taking the maximum deviation from the nominal result.

The uncertainty from the modeling of the underlying event is estimated by varying the parameters that govern the underlying event modeling of the PS tune CUETP8M2T4 in PYTHIA 8 up and down within their uncertainties [24, 25].

The renormalization scale for initial- and final-state gluon radiation (ISR and FSR) is varied up and down by a factor of 2 (for ISR) and $\sqrt{2}$ (for FSR) in order to estimate the uncertainty attributed to the shower model [24].

The observables $O_1$ and $O_3$ in eqs. (1.2) and (1.3) are related to Levi-Civita tensors contracted with the four-momenta of $t$, $\bar{t}$, $b$, and $\bar{b}$ quark jets, and two leptons. These four-momenta and the observables are affected by the uncertainties in detector measurements. A fluctuation in a measurement caused by detector response effects can change the sign of the observables in an event, and as a consequence dilute the asymmetries. We have considered the charge misidentification as additional systematic source that can dilute the asymmetries.

Charge misidentification: the tracks of charged particles at high momenta become almost straight lines in the 3.8 T magnetic field. Fluctuations in the measured hit positions along the track can change the sign of the sagitta and thereby change the sign of the charged track. In such cases, the lepton charge can be misidentified, which would result in a dilution of the asymmetry. We identify two ways of misidentifying lepton charge. In the first case, the charge of one lepton is assumed to be correctly identified while the charge of the other lepton is misidentified. Since the leptons would have the same charge, events would be rejected by the $t\bar{t}$ signal selection requirement of oppositely charged lepton pairs. The probability of the charge of one lepton being misidentified is calculated separately for the positive and negative region of the observables. Based on this probability, events are vetoed and the asymmetry measurements are repeated. In the second case, the charges of both leptons are assumed to be misidentified. In this case, the positions of the four-momenta of $\ell^+$ and $\ell^-$ are swapped in the Levi-Civita tensor. Consequently, the sign of the tensor changes because of the properties of the matrix determinant. The measured misidentification probability is applied to measured rate is applied to the MC to obtain the probability of misidentification in both the positive and negative regions. Assuming the worst-case scenario in which events in only one of the regions contain two leptons with misidentified charge and migrate into the other region, the number of events in the regions
can be re-estimated. The changes in asymmetries in the individual channels are taken as uncertainty on the asymmetry arising from charge misidentification. The likelihood for the lepton charge to be mismeasured is described as a function of the \( p_T \) and \( \eta \) of the lepton. For an electron (muon) with a \( p_T \) between 20 and 50 GeV and an \(|\eta|\) less than 2.4, the charge misidentification rate is about 0.17% (0.03%). Therefore, the probability of misidentifying two central charged leptons (and thus swapping the sign of \( O_1/O_3 \)) is \( 3 \times 10^{-6} \) in the dielectron channel and negligible in the \( e\mu \) and dimuon channels. In the endcaps, the charge misidentification probability is up to 2% for electrons, which is well described by our MC simulation, as checked using the tag-and-probe method in \( Z \) boson events.

The asymmetries measured in the three dilepton channels are combined using the best linear unbiased estimator method [62], taking into account the correlation of the systematic uncertainties across channels. The systematic uncertainties are assumed to be fully correlated across channels, except for the uncertainty in the limited number of simulated background events and in the normalization of the background models. Since these systematic sources are statistically independent, they can be taken as uncorrelated uncertainties. The statistical uncertainties are assumed to be uncorrelated. The contributions of systematic uncertainties and additional sources are summarized in table 3.

5.3 Extraction of CEDM

As indicated in eq. (1.1), the \( \bar{t}t \) production vertex is modified by the presence of CEDMs, leading to CP violation. According to ref. [8], the asymmetry defined in eq. (1.4) is linearly proportional to the CEDM. Dedicated \( \bar{t}t \) events with such CP modifications in eq. (1.1) are generated using \textsc{MadGraph5}\_\textsc{aMC@NLO} interfaced to \textsc{pythia 8} [23] using the UE tune \textsc{CUETP8M2T4}.

Seven samples are generated with different values of the dimensionless CEDM \( d_{tG} \) parameter (which are \(-2.6, -1.0, -0.5, 0, 0.5, 1.0, 2.6\)). These samples include the CMS full detector simulation.

Figure 5 shows the expected asymmetries as a function of \( \text{Im}(d_{tG}) \). Within one standard deviation, the measured asymmetries are linearly proportional to the input CEDM values for both \( O_1 \) and \( O_3 \). The relation between the asymmetry \( A \) and the CEDM can be written as

\[
A = a \text{Im}(d_{tG}) + b. \tag{5.5}
\]

The parameters \( a \) and \( b \) are obtained from a least-squares fit to the values obtained from the simulated samples. From this relation, \( \text{Im}(d_{tG}) \) is extracted from the measured asymmetry as

\[
\text{Im}(d_{tG}) = \frac{A_{\text{measured}} - b}{a}. \tag{5.6}
\]

The uncertainty in the measured dimensionless CEDM \( \text{Im}(d_{tG}) \) is calculated using the full
Table 3. Systematic uncertainties in the measured asymmetries of $O_1$ and $O_3$, for the individual and combined channels.

\[
\Delta^2_{\text{Im}(d_{tG})} = \begin{pmatrix}
\frac{\partial \text{Im}(d_{tG})}{\partial A} & \frac{\partial \text{Im}(d_{tG})}{\partial b} & \frac{\partial \text{Im}(d_{tG})}{\partial a} \\
0 & \Delta^2_A & \text{cov}(b, a) \\
0 & \text{cov}(a, b) & \Delta^2_a
\end{pmatrix}
\begin{pmatrix}
\Delta^2_A & 0 & 0 \\
0 & \Delta^2_b & \text{cov}(b, a) \\
0 & \text{cov}(a, b) & \Delta^2_a
\end{pmatrix}
\begin{pmatrix}
\frac{\partial \text{Im}(d_{tG})}{\partial A} \\
\frac{\partial \text{Im}(d_{tG})}{\partial b} \\
\frac{\partial \text{Im}(d_{tG})}{\partial a}
\end{pmatrix},
\]

(5.7)

with $\Delta_{\text{Im}(d_{tG})}$ being the uncertainty in $\text{Im}(d_{tG})$, and $\Delta_A$, $\Delta_a$, and $\Delta_b$ the uncertainties in $A$, $a$, and $b$. The measured asymmetries for the combined dilepton channel are used to extract the CEDM for $O_1$ and $O_3$. The measured values for the dimensionless CEDM $\text{Im}(d_{tG})$ with their statistical and systematic uncertainties are given in table 4.

The measured asymmetries and CEDMs are consistent with the expectation from the SM of a negligible CP asymmetry. The measurement of the $t\bar{t}$ spin correlation in the CMS
Asymmetries as a function of Im($d_{tG}$) for $O_1$ (left) and $O_3$ (right), for the combined dilepton channels. The band corresponds to the uncertainties at the 68% confidence level, of the linear fits. The square markers are the asymmetries measured using simulated samples corresponding to the different Im($d_{tG}$) values. The horizontal line indicates the measured asymmetry, and the shaded region reflects the total statistical and systematic uncertainty.

Table 4. The measured asymmetries of $O_1$ and $O_3$, and dimensionless CEDM Im($d_{tG}$), extracted using the asymmetries in $O_1$ and $O_3$, with their uncertainties.

| Observable | Asymmetry ($\times 10^{-3}$) | Im($d_{tG}$) |
|------------|-------------------------------|-------------|
| $\Lambda_{O_1}$ | $2.4 \pm 2.8$ (stat) $\pm 2.8$ (syst) | $0.10 \pm 0.12$ (stat) $\pm 0.12$ (syst) |
| $\Lambda_{O_3}$ | $0.4 \pm 2.8$ (stat) $\pm 2.2$ (syst) | $0.00 \pm 0.13$ (stat) $\pm 0.10$ (syst) |

The parameter $\hat{d}_t$ from the measured $t\bar{t}$ spin correlation is $-0.020 < \hat{d}_t < 0.012$ at the 95% confidence level. The parameter $\hat{d}_t$ is related to Im($d_{tG}$) as

$$\frac{\hat{d}_t}{m_t} = \frac{\sqrt{2v}}{\Lambda^2} \text{Im}(d_{tG}).$$

At a new physics scale $\Lambda = 1$ TeV, using eqs. (1.1) and (5.8), the measured Im($d_{tG}$) values can be converted into $\hat{d}_t$, resulting in $-0.014 < \hat{d}_t < 0.027$ and $-0.019 < \hat{d}_t < 0.019$ at the 95% confidence level, extracted from the asymmetries of $O_1$ and $O_3$, respectively. Hence, the sensitivity of this analysis to the CEDM $\hat{d}_t$ value is similar to that of the $t\bar{t}$ spin correlation analysis.

6 Summary

Violations of CP symmetry are studied in top quark pair production in the dilepton final state. The analysis is based on proton-proton collisions at a center-of-mass energy of 13 TeV, collected by the CMS experiment and corresponding to an integrated luminosity
of 35.9 fb$^{-1}$. The analysis uses two observables, $O_1$ and $O_3$, which are related to the Levi-Civita tensor contracted with the four-momenta of the leptons, the jets originating from the $b$ quarks, and the top quarks. Asymmetries are measured in these observables and converted to measurements of the chromoelectric dipole moment (CEDM) of the top quark, represented by the dimensionless CEDM Im$(d_t G)$. The measured Im$(d_t G)$ based on the asymmetries of the $O_1$ and $O_3$ observables in the combined dilepton channels are $0.10 \pm 0.12$ (stat) $\pm 0.12$ (syst), and $0.00 \pm 0.13$ (stat) $\pm 0.10$ (syst), respectively. These results are consistent with the expectation of the standard model (SM), since in the SM prediction, the size of CP violation and the CEDM (Im$(d_t G)$) is negligible. In this analysis, the extracted CEDMs are compared with the CEDM measured in the $t\bar{t}$ spin correlation analysis [63], and the sensitivity is found to be similar.
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