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1. Introduction

Modeling and forecasting financial market volatility have attracted a great deal of attention in the financial econometric literature due to its important role in many financial applications, such as portfolio allocation, risk management, and option pricing. In the past decades, numerous volatility models have been developed to model and forecast the dynamics of the volatility process. The generalized autoregressive conditional heteroskedasticity (GARCH) model by Bollerslev [1] is among the most popular volatility models. However, the GARCH model is a return-based model that uses only closing prices to estimate volatility and fails to exploit the intraday information.

An alternative approach for estimating volatility is to use the daily intraday range from the intraday high and low prices. It is clear that the range contains more information about intraday price movements than the traditional return-based volatility estimator that is based on a single measurement of the closing price. It has been documented in the literature that the range is a more efficient volatility estimator than the return-based one (see, e.g., [2–5] and Chou [6] propose a range-based volatility model: the conditional autoregressive range (CARR) model, and show that the model provides more accurate volatility estimates than the traditional return-based GARCH model. Since then, the CARR model has received considerable attention in the literature (see, e.g., [7–16]).

Despite the empirical success of the CARR model, the model with a constant long-run trend of the range is still not adequate to account for the high persistence (long memory) of the conditional range (volatility). To address this issue, an extension of the CARR model, namely, the CARR-mixed-data sampling (CARR-MIDAS) model has been proposed by Wu et al. [17]. The CARR-MIDAS model inherits the strength of the range-based CARR model and its capacity to exploit intraday information for estimating volatility. Most importantly, the CARR-MIDAS model features a multiplicative decomposition of the conditional range into a short-run and a long-run component, where the short-run component is governed by a CARR(1,1) process, while the long-run component is modeled using a MIDAS approach. The multiplicative component structures have been recently proposed by Engle and Rangel [18]; Engle et al. [19], and Amado and Teräsvirta [20, 21] in the context of the return-based GARCH framework. It is claimed that this structure is
useful to capture complex volatility dynamics such as the high
existence of volatility and to well handle the structural
changes or nonstationarities in volatility [22, 23]. Our
proposed CARR-MIDAS model is motivated by the
multiplicative component GARCH-MIDAS model of Engle et al.
[19], which allows to capture time-varying long-run trends
in volatility through a parsimonious and flexible MIDAS
structure.

While Wu et al. [17] employ the CARR-MIDAS model to
investigate the impact and predictive power of EPU on the
Chinese stock market volatility, in this study we apply
the model to forecast the renminbi exchange rate volatility. To
the best of our knowledge, the usefulness of the CARR-
MIDAS model for forecasting the renminbi exchange rate
volatility has not been investigated in the literature. Since the
implementation of the renminbi exchange rate regime re-
form in 2005, the renminbi exchange rate has experienced
significant fluctuations. Forecasting the renminbi exchange
rate volatility is crucial as it has an important impact on
international trade and economic growth. We examine and
compare the out-of-sample forecast performance of the
range-based CARR-MIDAS model with that of the two
popular return-based volatility models: the GARCH model
of Bollerslev [1] and the GARCH-MIDAS model of Engle
et al. [19], and the range-based CARR model of Chou [6].
Our results show that the CARR-MIDAS model provides
more accurate out-of-sample forecasts of the renminbi ex-
change rate volatility compared to the return-based GARCH
and GARCH-MIDAS models and the range-based CARR
model for forecast horizons of 1 day up to 3 months. We also
find that the superior forecast ability of the CARR-MIDAS
model is robust to different forecasting windows. These
results highlight the value of incorporating the intraday
range and a MIDAS component (long-run component) into
the volatility model for forecasting the renminbi exchange
rate volatility.

The remainder of this study is organized as follows. In
Section 2, we introduce the CARR-MIDAS model. In Section
3, we illustrate the forecast evaluation method. Section 4
presents the empirical results, while Section 5 concludes the
study.

2. The Model

In this study, we utilize the intraday range to model and
forecast the dynamic behavior of the renminbi exchange rate
volatility. It has been theoretically shown that the intraday
range is a more accurate volatility estimator compared to the
realized volatility estimator, which is based on five, or less,
equidistance points in time (Degiannakis and Livada, 2013).
The intraday range of Parkinson [2] is defined as follows:

\[
R_i = \frac{\log(H_i) - \log(L_i)}{\sqrt{4\log(2)}},
\]

where \(H_i\) and \(L_i\) are the highest and lowest prices observed
at day \(i\), respectively. Parkinson [2] shows that the range given
by equation (1) is an effective estimator of the volatility and
demonstrates the efficiency of this range-based estimator
versus traditional volatility estimator based on the close-to-
close returns.

2.1. The CARR Model. To describe the dynamics of the
range, Chou [6] introduces the CARR model, which can be
written as follows:

\[
\begin{align*}
R_i &= \lambda_i \epsilon_i, \epsilon_i | \mathcal{F}_{i-1} \sim \exp(1), \\
\lambda_i &= \omega + \alpha R_{i-1} + \beta \lambda_{i-1},
\end{align*}
\]

where \(\lambda_i\) is the conditional mean of the range based on the
information set, \(\mathcal{F}_{i-1}\), up to day \(i - 1\), and \(\exp(1)\) is an
exponential distribution with unit mean. The coefficients, \(\omega\),
\(\alpha\), and \(\beta\), in the conditional mean equation are all assumed to
be nonnegative to ensure positivity of the range. Further-
more, the stationary condition for the process is \(\alpha + \beta < 1\),
where \(\alpha + \beta\) determines the persistence of range shocks, and
the unconditional (long run) mean of the range is \(\omega/(1 - (\alpha + \beta))\).

2.2. The CARR-MIDAS Model. The CARR model is a range-
based analog to the traditional return-based GARCH model,
which is capable of capturing the well-known phenomenon
of volatility clustering. Chou [6] shows that the range-based
CARR model outperforms the return-based GARCH model
in terms of out-of-sample volatility forecasts. However, the
CARR model with a constant long-run trend of the range is
still very restrictive and does not account for high persis-
tence (long memory) of conditional volatility. Motivated by
the return-based GARCH-MIDAS model of Engle et al. [19],
in this study we introduce an extension of the CARR model,
namely, the CARR-MIDAS model, which can be written as follows:

\[
\begin{align*}
R_{i,t} &= \lambda_{i,t} \epsilon_{i,t}, \epsilon_{i,t} | \mathcal{F}_{i-1,t} \sim \exp(1), \\
\lambda_{i,t} &= \tau_i g_{i,t}, \\
g_{i,t} &= (1 - \alpha - \beta) + \alpha \frac{R_{i-1,t}}{\tau_i} + \beta g_{i-1,t}, \\
\log(\tau_i) &= m + \theta \sum_{k=1}^{K} \phi_k(y) \log(\text{RRV}_{i-k}), \\
\text{RRV}_i &= \sum_{i=1}^{N_i} R_{i,t}^2,
\end{align*}
\]

where \(R_{i,t}\) is the range on day \(i\) in month \(t\), and \(\lambda_{i,t}\) is the
conditional mean of the range based on the information set,
\(\mathcal{F}_{i-1,t}\), up to day \(i - 1\) of month \(t\), which is multiplicatively
decomposed into two components, a short-run component,
\(g_{i,t}\), and a long-run component, \(\tau_i\). The short-run compo-
nent, \(g_{i,t}\), is specified as a CARR(1,1) process, while the long-
run component, \(\tau_i\), is modeled in the spirit of the MIDAS
regression, which is driven by the smoothing monthly re-
alized range volatility (RRV) with the weighting scheme \(\phi_k\).
To ensure nonnegativity and stationarity for the short-run
component \(g_{i,t}\), we assume that \(\alpha > 0\), \(\beta > 0\), and \(\alpha + \beta < 1\).
One-parameter beta polynomial is employed as the weighting scheme \( \varphi_k \) due to its parsimony and flexibility:

\[
\varphi_k(y) = \frac{(1 - k/K)^{-1}}{\sum_{j=1}^{K} (1 - j/K)^{-1}},
\]

where \( K \) is the number of MIDAS lags with \( \sum_{k=1}^{K} \varphi_k(y) = 1 \).

It is clear that the CARR-MIDAS model is more flexible relative to the CARR model. It is straightforward to show that

\[
\lambda_{i,t} = \omega_i + \alpha R_{i-1,t} + \beta \lambda_{i-1,t},
\]

where \( \omega_i = (1 - \alpha - \beta) r_i \) implies a time-varying parameter, which allows to capture structural changes in conditional volatility. Lamoureux and Lastrapes [24] show that structural changes should be taken into account when modeling volatility; otherwise, it may induce spurious apparent persistence (long memory features) in the volatility process. By assuming a constant long-run component, the CARR-MIDAS model reduces to the original CARR model.

2.3. Maximum Likelihood Estimation. The CARR-MIDAS model is easy to estimate. We estimate the CARR-MIDAS model using the quasi-maximum likelihood method. The log-likelihood function of the CARR-MIDAS model can be obtained as follows:

\[
\ell(\Theta) = -\frac{1}{2} \sum_{t=1}^{T} \sum_{i=1}^{N_i} \log(\lambda_{i,t}) - \frac{R_{i,t}}{\lambda_{i,t}},
\]

where \( \Theta = (\theta, \gamma, \alpha, \beta') \) is the vector of all model parameters. The maximum likelihood estimators, \( \hat{\Theta} \), can be obtained by maximizing the log-likelihood function in equation (6).

3. Forecast Evaluation

To evaluate the forecast performance of the CARR-MIDAS model, we use two robust loss functions, the mean squared error (MSE), and the quasi-likelihood (QLIKE), which are given as follows:

\[
\text{MSE} : \text{Loss}_{i,t} = (MV_{i,t} - FV_{i,t})^2,
\]

\[
\text{QLIKE} : \text{Loss}_{i,t} = \log \left( FV_{i,t} \right) + \frac{MV_{i,t}}{FV_{i,t}},
\]

where \( MV_{i,t} \) is a measure of the ex-post volatility, and \( FV_{i,t} \) is the forecasted volatility. We use the range given in equation (1) as the ex-post volatility. Patton [25] shows that the MSE and QLIKE loss functions are robust to imperfect proxy of actual volatility and provide a consistent ranking of forecasts.

We test the significant differences between competing models by employing the model confidence set (MCS) approach of Hansen et al. [26]. Let \( \mathcal{M} \) be a set of competing models. We identify the set of the best-performing models with a given confidence level \( \alpha \), namely, the MCS \( \mathcal{M}_{1-\alpha} \). MCS approach tests the null hypothesis of equal forecasting accuracy:

\[
H_{0,\alpha} : E(d_{u,v}) = 0, \quad \forall u, v \in \mathcal{M}, \mathcal{M} \subset \mathcal{M}^0,
\]

where \( d_{u,v} \equiv \text{Loss}_{i,t} (u) - \text{Loss}_{i,t} (v) \) denotes the difference in the MSE or QLIKE loss of models \( u \) and \( v \). If the null hypothesis \( H_{0,\alpha} \) is rejected, the worst-performing model from the set \( \mathcal{M} \) is eliminated. The procedure is iteratively performed, until no further model can be eliminated. The final set of surviving models is denoted by \( \mathcal{M}_{1-\alpha} \). Following Hansen et al. [26], we implement the MCS procedure using a block bootstrap of \( 10^5 \) replications and a significance level of \( \alpha = 10\% \).

Moreover, we examine the significance of the difference between the competing models for volatility forecasting using the Diebold and Mariano [27] test. We test the superiority of model \( u \) over model \( v \) using a \( t \)-test for the coefficient \( d_{u,v} \) in the following:

\[
(MV_{i,t} - FV_{i,t}(u))^2 - (MV_{i,t} - FV_{i,t}(v))^2 = d_{u,v} + \eta_{i,t}.
\]

A significantly positive \( d_{u,v} \) indicates that the model \( v \) dominates the model \( u \) and vice versa.

4. Empirical Results

4.1. Data. The data used in the study consist of daily open, high, low, and close prices for the remimbi exchange rate of the Chinese Yuan (CNY) against the US Dollar (USD). The exchange rate is measured as CNY of one unit of USD. The data are obtained from the Wind Database of China for the period January 2, 2006, to December 31, 2020, for a total of 3,716 trading days. Daily intraday ranges are calculated using the equation (1). For comparison, we also compute the daily log returns as \( r_i = \log (P_i/P_{i-1}) \), where \( P_i \) is the closing price on day \( i \). Figure 1 plots the daily returns, ranges for the USD/CNY exchange rate, and shows that the well-known behaviors of volatility clustering in the USD/CNY exchange rate are apparent. It is also worth noting that the USD/CNY exchange rate experienced significant fluctuations, particularly in recent years.

Table 1 presents descriptive statistics for the USD/CNY daily return and range series and the series of the absolute return. The three series exhibit positive skewness and leptokurtosis, and the Jarque–Bera statistics show that all the three series fail the normality assumption. The Ljung-Box Q statistics up to 12 lags for the absolute return and range series show the existence of high persistence (serial correlation) of the USD/CNY exchange rate volatility. In particular, the obviously larger Ljung-Box Q statistic for the range series than for the absolute return series suggests a much higher persistence in the USD/CNY volatility for the range than for the absolute return series. Our proposed CARR-MIDAS model aims to capture this high degree of persistence by assuming a MIDAS component (long-run component) for the conditional range of the USD/CNY exchange rate.

4.2. Estimation Results. Table 2 reports the estimation results for the CARR-MIDAS model. In addition, estimates for the CARR model of Chou [6] are presented for the purpose of
For the CARR-MIDAS specification, we employ three MIDAS lag years, i.e., we choose \( K = 36 \). Conrad and Kleen [23] show that the data will identify the optimal weighting scheme as long as \( K \) is chosen reasonably large.

It can be seen from Table 2 that the estimate of the persistence coefficient \( \alpha + \beta \) in the CARR model is close to one, showing high persistence in the conditional range process. Note also that in the CARR-MIDAS estimation results, the estimate of the persistence coefficient of the short-run component, \( \alpha + \beta \), is less than one, with its magnitude obviously smaller than that of the CARR (0.7716 vs. 0.9618), indicating that accounting for the long-run component reduces persistence in the short-run component. Additionally, the estimate of the parameter \( \theta \) is significant positive, which suggests the presence of the MIDAS component (long-run component), and the monthly RRV is positively related to the long-run component. Figure 2 plots the conditional range \( (\lambda_{i,t}) \) along with the long-run component \( (\tau_{t}) \) and the short-run component \( (g_{i,t}) \) from the CARR-MIDAS model. The long-term component appears smooth and tracks secular volatility trends over the sample period.
period, while the short-run component exhibits the mean reverting property (reverts to a long-run mean of one).

According to the values of the log-likelihood, the Akaike and Bayesian information criteria shown in Table 2, the CARR-MIDAS model fits the data better compared to the CARR model. This result highlights the importance of incorporating the MIDAS component (long-run component) for modeling the renminbi exchange rate volatility.

4.3. Out-of-Sample Results. In this section, we investigate the out-of-sample forecast performance of the CARR-MIDAS model in forecasting the renminbi exchange rate volatility. We compare the performance of the range-based CARR-MIDAS model with that of the two popular return-based volatility models: the GARCH model of Bollerslev [1] and the GARCH-MIDAS model of Engle et al. [19], and the range-based CARR model of Chou [6]. We employ a rolling window scheme to perform the out-of-sample forecasts. In particular, we estimate model parameters on a rolling basis with 3,000 observations and leave the remaining (716) observations for out-of-sample evaluation. The forecast horizon is set to one day (1d), two days (2d), three days (3d), four days (4d), one week (1w), two weeks (2w), one month (1m), two months (2m), and three months (3m), i.e., 1 day, 2 days, 3 days, 4 days, 5 days, 10 days, 22 days, 44 days, and 66 days ahead forecasts.

Table 3 reports the out-of-sample forecast evaluation results. It can be seen from the table that the range-based CARR (CARR-MIDAS) model generally outperforms the return-based GARCH (GARCH-MIDAS) model for the nine forecast horizons in terms of the MSE and QLIKE loss functions, which highlights the value of employing the intraday range for forecasting the renminbi exchange rate volatility. Moreover, we find that the GARCH-MIDAS (CARR-MIDAS) model improves upon the forecasting performance of the original GARCH (CARR) model for all forecast horizons. As the forecast horizon increases, the improvements appear to grow. These findings illustrate that incorporating the MIDAS component (long-run component) is important for improving the volatility forecasts, particularly for longer forecast horizons. In summary, the CARR-MIDAS model gives the lowest loss values for all forecast horizons and is clearly the preferred and best model for forecasting the renminbi exchange rate volatility.
I shaded entries in Table 3 identify the model included in the MCS at the significance level of 10%. The results show that the CARR-MIDAS model is included in the MCS for all forecast horizons, and in most cases, it is the only model that is included in the MCS, suggesting that the CARR-MIDAS model significantly outperforms all other models.

Table 4 reports Diebold-Mariano test statistics for all pairs of the four volatility models over the nine different forecast horizons. A positive statistic indicates that the model in the row dominates the model in the column, and a negative statistic indicates that the model in the column dominates the model in the row. Shaded entries indicate the model includes the MCS at a 10% significance level. For the forecast horizons, $d =$ day, $w =$ week, and $m =$ month.

The shaded entries in Table 3 identify the model included in the MCS at the significance level of 10%. The results show that the CARR-MIDAS model is included in the MCS for all forecast horizons, and in most cases, it is the only model that is included in the MCS, suggesting that the CARR-MIDAS model significantly outperforms all other models.
forecast horizons. It can be seen from the table that the differences in forecast accuracy among the four models are significant in most cases, and the significance tends to increase as the forecast horizon increases. In particular, the Diebold-Mariano statistics for the CARR-MIDAS model are unanimously reported to be positive and significant in most cases, which indicates that the CARR-MIDAS model significantly dominates the other models.

4.4. Robustness Check. For the robustness check, the out-of-sample forecast is also performed over different forecast windows (out-of-sample periods). We consider three different forecast windows, 500, 1,000, and 1,500. The out-of-sample forecast evaluation results are presented in Tables 5–7 for the three forecast windows, respectively. As is consistent with the results in Tables 3 and 4, the CARR-MIDAS model significantly outperforms the other models.

### Table 5: Out-of-sample forecast evaluation results for forecast window of 500.

| Horizon | GARCH     | GARCH-MIDAS | CARR      | CARR-MIDAS |
|---------|-----------|-------------|-----------|------------|
| Panel A: MSE loss function |
| 1d      | 2.0068 E – 06 | 1.6990 E – 06 | 9.0186 E – 07 | 8.6854 E – 07 |
| 2d      | 2.1629 E – 06 | 1.7962 E – 06 | 1.0384 E – 06 | 9.9931 E – 07 |
| 3d      | 2.2868 E – 06 | 1.8680 E – 06 | 1.0871 E – 06 | 1.0256 E – 06 |
| 4d      | 2.3678 E – 06 | 1.9056 E – 06 | 1.1331 E – 06 | 1.0539 E – 06 |
| 1w      | 2.4308 E – 06 | 1.9265 E – 06 | 1.1882 E – 06 | 1.0895 E – 06 |
| 2w      | 2.6363 E – 06 | 1.9515 E – 06 | 1.3307 E – 06 | 1.1545 E – 06 |
| 1m      | 3.0896 E – 06 | 1.9259 E – 06 | 1.5823 E – 06 | 1.1650 E – 06 |
| 2m      | 4.3618 E – 06 | 2.1107 E – 06 | 1.8549 E – 06 | 1.1911 E – 06 |
| 3m      | 5.5636 E – 06 | 2.0560 E – 06 | 2.0134 E – 06 | 1.2128 E – 06 |

Panel B: QLIKE loss function

| Horizon | GARCH | GARCH-MIDAS | CARR | CARR-MIDAS |
|---------|-------|-------------|------|------------|
| 1d | –5.2147 | –5.2273 | –5.2764 | –5.2867 |
| 2d | –5.2055 | –5.2205 | –5.2535 | –5.2707 |
| 3d | –5.1996 | –5.2167 | –5.2467 | –5.2695 |
| 4d | –5.1950 | –5.2143 | –5.2391 | –5.2680 |
| 1w | –5.1906 | –5.2117 | –5.2279 | –5.2625 |
| 2w | –5.1804 | –5.2092 | –5.1952 | –5.2534 |
| 1m | –5.1659 | –5.2144 | –5.1322 | –5.2532 |
| 2m | –5.1183 | –5.2024 | –5.0378 | –5.2602 |
| 3m | –5.0770 | –5.1996 | –4.9712 | –5.2358 |

Note: MSE is the mean squared error, and QLIKE is the quasi-likelihood. Bold entries indicate the model with the lowest loss value per horizon (in each row). Shaded entries indicate the model includes the MCS at a 10% significance level. For the forecast horizons, d = day, w = week, and m = month.

### Table 6: Out-of-sample forecast evaluation results for forecast window of 1,000.

| Horizon | GARCH     | GARCH-MIDAS | CARR      | CARR-MIDAS |
|---------|-----------|-------------|-----------|------------|
| Panel A: MSE loss function |
| 1d      | 1.6488 E – 06 | 1.4435 E – 06 | 9.3247 E – 07 | 8.9878 E – 07 |
| 2d      | 1.7634 E – 06 | 1.5265 E – 06 | 1.1026 E – 06 | 1.0841 E – 06 |
| 3d      | 1.8302 E – 06 | 1.5694 E – 06 | 1.1623 E – 06 | 1.1379 E – 06 |
| 4d      | 1.8754 E – 06 | 1.5939 E – 06 | 1.2060 E – 06 | 1.1746 E – 06 |
| 1w      | 1.9301 E – 06 | 1.6259 E – 06 | 1.2743 E – 06 | 1.2281 E – 06 |
| 2w      | 2.0993 E – 06 | 1.6973 E – 06 | 1.5302 E – 06 | 1.3638 E – 06 |
| 1m      | 2.4848 E – 06 | 1.8318 E – 06 | 2.0408 E – 06 | 1.4434 E – 06 |
| 2m      | 3.3213 E – 06 | 2.0724 E – 06 | 2.3934 E – 06 | 1.4053 E – 06 |
| 3m      | 3.8112 E – 06 | 1.9729 E – 06 | 2.5319 E – 06 | 1.4155 E – 06 |

Panel B: QLIKE loss function

| Horizon | GARCH | GARCH-MIDAS | CARR | CARR-MIDAS |
|---------|-------|-------------|------|------------|
| 1d | –5.2591 | –5.2696 | –5.3043 | –5.3150 |
| 2d | –5.2495 | –5.2615 | –5.2714 | –5.2880 |
| 3d | –5.2431 | –5.2564 | –5.2571 | –5.2801 |
| 4d | –5.2391 | –5.2535 | –5.2470 | –5.2754 |
| 1w | –5.2345 | –5.2499 | –5.2314 | –5.2660 |
| 2w | –5.2238 | –5.2431 | –5.1694 | –5.2402 |
| 1m | –5.1942 | –5.2218 | –5.0010 | –5.2156 |
| 2m | –5.1519 | –5.1964 | –4.8021 | –5.2212 |
| 3m | –5.1284 | –5.1926 | –4.7188 | –5.2122 |

Note: MSE is the mean squared error, and QLIKE is the quasi-likelihood. Bold entries indicate the model with the lowest loss value per horizon (in each row). Shaded entries indicate the model includes the MCS at a 10% significance level. For the forecast horizons, d = day, w = week, and m = month.
Table 7: Out-of-sample forecast evaluation results for forecast window of 1,500.

| Horizon | GARCH | GARCH-MIDAS | CARR | CARR-MIDAS |
|---------|-------|-------------|------|------------|
| 1d      | 1.5384 E – 06 | 1.3723 E – 06 | 8.2349 E – 07 | 7.8460 E – 07 |
| 2d      | 1.6969 E – 06 | 1.4975 E – 06 | 9.5137 E – 07 | 9.6109 E – 07 |
| 3d      | 1.7951 E – 06 | 1.5689 E – 06 | 9.9754 E – 07 | 1.0141 E – 06 |
| 4d      | 1.8409 E – 06 | 1.5924 E – 06 | 1.0223 E – 06 | 1.0430 E – 06 |
| 1w      | 1.8853 E – 06 | 1.6136 E – 06 | 1.0535 E – 06 | 1.0800 E – 06 |
| 2w      | 2.0442 E – 06 | 1.6625 E – 06 | 1.1651 E – 06 | 1.1862 E – 06 |
| 1m      | 2.4191 E – 06 | 1.7385 E – 06 | 1.3695 E – 06 | 1.2373 E – 06 |
| 2m      | 3.1551 E – 06 | 1.8347 E – 06 | 1.6240 E – 06 | 1.2379 E – 06 |
| 3m      | 3.7905 E – 06 | 1.7622 E – 06 | 1.8127 E – 06 | 1.2149 E – 06 |

Note: MSE is the mean squared error, and QLIKE is the quasi-likelihood. Bold entries indicate the model with the lowest loss value per horizon (in each row). Shaded entries indicate the model includes the MCS at a 10% significance level. For the forecast horizons, d = day, w = week, and m = month.

5. Conclusions

In this study, we propose to use the range-based CARR-MIDAS model to modeling and forecasting the renminbi exchange rate volatility. The CARR-MIDAS model exploits intraday information from the intraday high and low prices, and features a multiplicative decomposition of the conditional range into a short-run and a long-run component, where the short-run component is governed by a CARR(1,1) process and the long-run component is modeled by a MIDAS structure, which is capable of capturing the high persistence of conditional range (volatility). To the best of our knowledge, the usefulness of the CARR-MIDAS model for forecasting the renminbi exchange rate volatility has not been investigated in the literature. Empirical results show that the range-based CARR-MIDAS model provides more accurate out-of-sample volatility forecasts compared to the return-based GARCH and GARCH-MIDAS models and the range-based CARR model for forecast horizons ranging from 1 day to 3 months ahead. Moreover, according to the robustness check, the superior predictive ability of the CARR-MIDAS model is robust to different forecast windows. These results highlight the importance of incorporating the intraday range and the MIDAS component (long-run component) for forecasting the renminbi exchange rate volatility. Against the backdrop of repeated shocks to the global economic environment and widespread global epidemics, the risks of capital outflows and financial assets have increased. This study focuses on the issue of renminbi exchange rate volatility forecasting based on the CARR-MIDAS model, which has important implications for all researchers, investors, policy-makers, and regulators that focus on financial applications in risk measurement, portfolio allocation, and option pricing.

The CARR-MIDAS model is flexible, which allows additional macroeconomic variables such as economic policy uncertainty to be easily incorporated. Thus, future research could be extended to investigate whether macroeconomic information has predictive power for the renminbi exchange rate volatility relying on our CARR-MIDAS approach. [28].
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