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The approaches monitoring fatigue driving are studied because of the fact that traffic accidents caused by fatigue driving often have fatal consequences. This paper proposes a new approach to predict driving fatigue using location data of commercial dangerous goods truck (CDT) and driver’s yaw data. The proposed location data are from an existing dataset of a transportation company that was collected from 166 vehicles and drivers in an actual driving environment. Six different categories of the predictor set are considered as fatigue-related indexes including travel time, day of week, road type, continuous driving time, average velocity, and overall mileage. The driver’s yaw data are used as a proxy for ground truth for the classification algorithm. From the six different categories of the predictor set, we obtain a set of 17 predictor variables to train logistic regression, neural network, and random forest classifiers. Then, we evaluate the predictive performance of the classifiers based on three indexes: accuracy, F1-measure, and area under the ROC curve (AUROC). The results show that the random forest is more suitable for predicting fatigue driving using location data according to its best accuracy (74.18%), F1-measure (62.02%), and AUROC (0.8059). Finally, we analyze the relationship between fatigue driving and driving environment according to variable importance described by random forest. In summary, our results obviously exhibit the potential of location data for reducing the accident rate caused by fatigue driving in practice.

1. Introduction

The transportation volume of the CDT continues to rise throughout the world with the rapid development of the modern manufacturing and logistics industries [1]. Dangerous goods transportation has a high potential risk which refers to the possibility of incurring traffic accidents with disastrous consequences [2, 3]. For example, explosions in densely populated areas or the release of toxic chemicals can lead to casualties directly or indirectly through environmental degradation [4]. Dangerous goods usually have characteristics, such as flammable, explosive, volatile, easy-corrosive, and so on. Thus, the transportation accidents involving dangerous goods usually show the following features: unpredictability, severe losses, and sudden and long-term effects [5]. When the catastrophic accidents occur, the consequences cannot be often controlled and lowered [6]. Therefore, the safety of dangerous goods transportation has caught the attention of the public, transportation companies of dangerous goods, and decision makers and researchers within governmental and nongovernmental safety organization [7, 8].

Fatigue driving is one of the main reasons for fatal traffic accidents according to the causality analysis of traffic accidents [9, 10]. Up to 20 percent of traffic accidents are caused by fatigue driving [11–13]. Commercial truck drivers have relatively long driving time and are more prone to fatigue. Studies show that fatigue driving has been a major reason for commercial truck accidents [14–16]. Fatigue driving of commercial truck drivers increases the accident rate and leads to severe property loss, injuries, and fatalities [17–20].
Many previous researches have focused on the fatigue driving problem of commercial truck drivers [21–25]. Various sources and types of real-time data have been used in detecting driving fatigue. Physiological signals, being continuously available, objective, and fairly direct indicators, were often used to detect fatigue [26]. The electroencephalogram (EEG) and electrooculogram (EOG) are often used as a medium for detection [27–29]. However, EEG signals are very susceptible to noise and movements of the body [30]. EOG detection removes some problems of EEG; it only gives reasons for a certain aspect of the degree of human fatigue [28]. In addition, most physiological signal acquisition devices need to contact the driver’s body, which may interfere with the normal operation of the driver and affect the driving safety. Thus, the alternative approaches without contacting the driver’s body were developed using camera and other driving data. Fatigue may affect driver’s behaviors including face and body activities [31]. The ocular and eyelid movements are often used to detect fatigue [32]. However, the image acquisition device is expensive and easy to be affected by the light. So, some other relative detection information was used to detect driving fatigue. The standard deviation of lane position (SDLP) or steering wheel position devices need to contact the driver’s body, which may interfere with the normal operation of the driver and affect the driving safety. Thus, the alternative approaches without contacting the driver’s body were developed using camera and other driving data. Fatigue may affect driver’s behaviors including face and body activities [31]. The ocular and eyelid movements are often used to detect fatigue [32]. However, the image acquisition device is expensive and easy to be affected by the light. So, some other relative detection information was used to detect driving fatigue. The standard deviation of lane position (SDLP) or steering wheel movements are also often measured to detect the drivers’ fatigue [33–35].

The above studies mainly focus on real-time detection of fatigue, which is a good approach to reduce the effects of fatigue driving. However, it may be not enough. When the fatigue is detected, the commercial driver is already on a transport mission and is difficult to abandon the mission or recover from a short rest [36]. If we can use historical data to predict the fatigue status of drivers before a new transportation mission, managers can select the drivers who are not prone to fatigue to undertake the more heavy transportation task by adjusting transportation plans. Fatigue driving is not only related to the driver’s current driving, but also related to the driver’s previous driving task intensity [37–39]. Long and hectic work schedules will increase the odds of driver fatigue [17, 21, 23, 25, 40–42]. Studies showed that the odds of driver fatigue increased heavily as the continuous days of driving increased [43, 44]. This might be a result of “accumulated fatigue” among the drivers due to long and continuous days of driving [44, 45]. The driver’s recent driving tasks and driving environment can be used to predict the possibility of driver fatigue. The results can provide accurate information for driving tasks arrangement and early driver fatigue intervention.

The primary objective of this study is to propose an approach for predicting driver fatigue using characteristics of driver’s recent driving task and driving environment extracted from location data and then use these characteristics to predict the possibility of driver fatigue. At present, studies focused on prediction of fatigue driving have emerged [26, 46, 47]. However, to the best knowledge of the authors, the approaches to predict fatigue using drivers’ recent driving task and driving environment characteristics extracted from location data are yet to come. The contributions of this paper can be summarized as follows:

1. Previous studies mainly used real-time data from drivers or vehicles to detect fatigue, but few studies used the historical data. In addition, previous studies have suggested that fatigue driving is intimately related to the driver’s previous driving task intensity [37–39]. The proposed approach predicts fatigue driving using the drivers’ recent driving task and driving environment characteristics.

2. There have been studies on the prediction of fatigue driving [26, 46, 47]; however, most studies focus on short-time forecasting. Few studies research on long-term prediction methods, specifically on commercial dangerous goods truck (CDT). At present, there is no research on prediction of fatigue driving of CDT within the scope of our literature review. The proposed approach can use the location data of CDT to predict fatigue driving of CDT.

3. At present, most studies on the prediction of fatigue driving mainly use physiological and behavioral indicators. However, physiological and behavioral measurements may interfere with the driver’s normal driving, and the corresponding detection devices are relatively expensive and inconvenient to carry, which brings some difficulties to the future popularization and application of real driving conditions. To the best of our knowledge, there has not been a solution that is noninvasive and accurate. The proposed approach uses the location data of CDT to predict fatigue. The location data of CDT are available in many countries, so using location data makes the approach very scalable. In China, all CDTs are equipped with satellite positioning system and the data are uploaded to the national management system. However, we have not found any research on predicting fatigue driving using location data. The proposed approach is established based on six different categories of the predictor set only using raw location data.

The paper is organized as follows. Section 2 details the study dataset. The overview for the methodology is described in Section 3. The obtained results are presented and discussed in Sections 4 and 5. Finally, conclusions to the paper are provided in Section 6.

2. Data

2.1. Data Description. We obtained data from the database of a transportation company in the south of China that currently comprises more than 200 CDTs. It has more than 580 drivers and more than 250 managers. The registered capital of the company is about 8 million dollars, with total assets of 32 million dollars. Each vehicle was equipped with devices which contain a GPS sensor, yawn detecting camera, and wireless transmission system. Because of the privacy restrictions of the database, we only took the location data and yawn data from the company’s 166 CDT for 11 months in 2017. The location data were updated every 10 seconds, containing vehicle’s plate number, speed, latitude, longitude, direction and location address, and time stamp. The yawn data included the vehicle’s plate number and the specific time of yawning.
The mileage can be calculated from latitude and longitude data. Continuous driving time can be obtained using the time stamp and speed which is used to judge whether the vehicle is driving or not. The road type containing urban roads, highway except freeway, and freeway can be obtained using GIS systems. Some data were rejected due to the following reasons:

(i) The error in the data (e.g., the error in time or speed makes it impossible to accurately determine whether the vehicle is driving.)
(ii) Failure of the GPS sensor for a long time, so that the location data were not available
(iii) Failure of the yawn detecting device for a long time, so that the yawn data were not available
(iv) Too much location data were interrupted due to signal blocking (e.g., too much data of the latitude and longitude are interrupted, so that excessive mileage cannot be accurately calculated)

These cases finally led to a reduction of the location data by 5 vehicles to 161. The outliers were not further eliminated because we believed that their impact on the prediction results was insignificant due to the large data size.

2.2. Predictor Variables. The predictor variables are derived from raw location data. Traffic safety researchers have inferred some risk factors related to fatigue from observed-accident statistics, such as travel time, average velocity, mileage, road type, and so on [48, 49]. In addition, studies have shown that the risk factors such as travel time, average velocity, road type, and driving environment have significant impact on truck safety [50–52]. According to these risk factors, we designed six different categories of the predictor set including travel time, day of week, road type, continuous driving time, average velocity, and overall mileage. By accumulating mileage between every adjacent two data points of CDT, overall mileage \( M \) of each CDT can be calculated using latitude and longitude. Continuous driving time is an important index for predicting driver fatigue, so we take the average continuous driving time and the longest continuous driving time (C1-2) to measure driving time. Except for overall mileage and continuous driving time, we discretize the four other categories of the predictor set into a fixed number of intervals, where each interval corresponds to a predictor variable. Travel time is divided into five variables T1-5 that catch vehicle traveling at different times. Two other predictor variables catch vehicle traveling on weekdays and weekends (W1-2), while another variable triplet differentiates the three road types (R1-3). We separate average velocity into four variables V1-4, where the fourth interval includes mileage accumulated at velocities larger than 80 km/h (i.e., 80 km/h is the maximum speed limit for the CDT in China). The overview of predictor variables is shown in Table 1.

We assume that cumulative fatigue driving on the target day is strongly related to the task of the previous week. The predictor variables for specific target day were calculated using data from the previous week. We define the accumulated mileage of the previous week as the mileage accumulated from day \( t-1 \) to day \( t-7 \) on day \( t \). The accumulated mileage of day \( t \) is described as

\[
PAM_t = \sum_{i=t-7}^{t-1} P_i, \tag{1}
\]

where \( PAM_t \) represents the accumulated mileage of the day \( t \), \( P_i \) represents the mileage of the \( i \)th day, and \( t \) is an integer greater than 7.

We use the location data of the 161 vehicles to calculate predictor variables of each day which was described in Table 1. Except for continuous driving time, values of the 15 predictor variables are the mileage accumulated in a week before target day (i.e., the predictor variables of day \( t \) are accumulated for day \( t-1 \) to day \( t-7 \) on the dependent variable). The predictor variables, which have different dimensions and change intervals, may result in some indicators to be ignored and affect the results of data analysis. Therefore, we normalize all predictor variables, where the normalized equation for all predictor variables except for overall mileage and continuous driving time is

\[
X^* = \frac{X}{M^*} \tag{2}
\]

where \( X \) is the values of all predictor variables except for overall mileage and continuous driving time and \( M \) is the values of overall mileage.

The normalized equation for continuous driving time \( C \) is

\[
C^* = \frac{C - C_{\min}}{C_{\max} - C_{\min}}, \tag{3}
\]

where \( C_{\max} \) is the values of the maximum continuous driving time, \( C_{\min} \) is the values of the minimum continuous driving time, and their values are obtained across 161 vehicles in 11 months. And we furthermore normalize overall mileage \( M \) by taking the logarithm of \( M \) and dividing it by the logarithm of the \( M \) maximum:

\[
M^* = \frac{\log_{10}(M)}{\log_{10}(M_{\max})}, \tag{4}
\]

where the maximum of \( M \) is also obtained across 161 vehicles in 11 months. The descriptive statistics of all predictor variables are shown in Table 2.

Except for continuous driving time, values of the 15 predictor variables are the mileage accumulated in a week. It may cause the collinearity problem of the generated predictor variables at the same time. This problem is an unwanted property for most classifiers and is especially troublesome for logistic regression [53, 54].

Therefore, we select the method of factor analysis to solve the collinearity problem of logistic regression. Factor analysis is a multivariate analysis method that converts multiple variables into several integrated variables (or latent variables), which are mainly used to reduce the number of variables and classify variables with high correlation, using common factors instead. In this study, principal component analysis is used to extract factors with eigenvalues greater than 1 as common factors. Table 3 presents the eigenvalues, the percentage of variance, the
cumulative eigenvalue, and the cumulative percentage of variance associated with each factor. It reveals that the first four factors explain approximately 76.9% of total variance. Finally, the number of common factors is determined to be 4.

Fatigue may be determined according to the physical activities and human behavior [55]. The driver’s yawn data are used as a proxy for ground truth for the classification algorithm. If the driver yawns in target day, the driver is considered to be fatigued in this day. In this paper, fatigue, indicated by yawning, is predicted by our approach using location data of CDT. According to Kiang’s suggestions on classifier selection [56], our approach considers three types of classifiers, namely, logistic regression, neural networks, and random forest.

In a supervised classification problem, a training set is usually used to construct classification models and the independent testing set is used to testify the predictive performance of these models [57]. Therefore, for logistic regression, we randomly divided the dataset with 4 common factors into two subsets, in which 70% of the whole dataset were included in the training set and the remaining 30% were included in the testing set. For neural network, we randomly divided the normalized dataset with 17 predictor variables in Table 1 into two subsets, in which 70% of the whole dataset were used for training and 30% were used for testing. Cutler et al. suggested that the random forest algorithm included the interactions among the variables, so there was no collinearity problem faced by other models [58]. Therefore, for random forest, we randomly divided the unnormalized dataset with 17 predictor variables in Table 1 into two subsets, in which 70% of the whole dataset were used for training and 30% were used for testing.

### 3. Research Approach

#### 3.1. Logistic Regression

This paper judges whether the driver is fatigued by whether the driver is yawning. Since the dependent variable is binary, we establish a binary logistic model:
where \( P \) is the probability of the dependent variable \( Y = 1 \) (i.e., the probability of the driver yawning), the independent variable \( X_i \) is the various factors affecting the driver’s fatigue (i.e., the common factor extracted by the factor analysis method), \( \beta_j \) is the regression coefficients of the independent variable \( X_j \), \( \alpha \) is a constant term, and \( \epsilon \) is an error term.

3.2 Neural Network. In this paper, the multilayer perceptual neural network algorithm is used to train data samples. The multilayer perceptual neural network is a forward-structured artificial neural network that uses a backpropagation algorithm for training. The network consists of an input layer, hidden layers, and an output layer. The input layer corresponds generally to features to classify and is used to receive input data. The hidden layer may have multiple layers for learning data and storing training results. The output layer corresponds to the defined classes and each class corresponds to a node in the output layer. It is used to output results. Each layer consists of multiple nodes, each of which can be passed to the next layer up to the output layer. Excluding the input node, all other nodes multiply the input by its own weighting factor \( \omega \), plus the offset \( b \), and then combine its own nonlinear activation function to produce the output [59].

The optimization algorithm of multilayer perceptual neural network adopts the adjusted conjugate gradient algorithm and the activation function of each layer is different. The middle layer node uses the hyperbolic tangent function as the activation function:

\[
\text{tanh} \; x = \frac{e^x - e^{-x}}{e^x + e^{-x}}
\]

The output layer node uses the Softmax function as the activation function:

\[
f(x_i) = \frac{e^{x_i}}{\sum_{n=1}^{N} e^{x_n}},
\]

where \( x_i \) represents the input from the previous layer and \( N \) represents the total number of nodes in the previous layer.

We use the 17 predictor variables normalized in Table 1 as the network input and choose to use a layer of hidden neurons based on the data characteristics. In order to determine the optimal number of nodes in the hidden layer, we first make the number of nodes in the hidden layer equal to the number of nodes in the input layer. Then, we gradually reduce the number of nodes and simultaneously calculate generalization errors, training errors, deviations, and variances. The number of nodes at this point is our choice when the generalization error has dropped and before it begins to increase again. We finally determined that the optimal number of nodes in the hidden layer is 13. Figure 1 shows the structure of the established neural network model. The comparison between neural network and logistic regression is common, and related studies have found that neural network is superior to logistic regression due to its complex model structure [60, 61].

3.3 Random Forest. Random forest proposed by Breiman is an ensemble learning algorithm which constructs multiple decision trees through bootstrap aggregation [62]. Each tree is a standard Classification or Regression Tree (CART) that uses the so-called Decrease of Gini Impurity (DGI) as a splitting standard of the node [63]. Instead of using all input variables, random forest selects at random a subset of the input variables to split each node when growing a CART [64]. Each tree predicts a classification independently and “votes” for the corresponding class. The majority of the votes determine the optimal result of the random forest model [65]. The operating principle of random forest is summarized as follows and shown in Figure 2.

(i) \( k \) subsets of the sample \( D_1, D_2, \ldots, D_k \) are drawn from the total sample set \( D \) using the bagging technique. The sample size of subsets \( D_k \) is the same as the total sample set \( D \).

(ii) \( k \) decision trees are constructed according to the \( k \) subsets and obtain \( k \) classification results.
Optimal results are obtained by voting.

To execute the random forest algorithm, the open source software, Python, which provides a language and environment for statistical calculation, was used. Before training the random forest model, tuning its hyperparameter is necessary to obtain random forest model with the best predictive performance. Two important hyperparameters, namely, the number of classification trees (ntree) and the number of variables tried at each split (mtry), have a significant effect on the performance of the model. Regarding the hyperparameters mtry, many studies use the value recommended by Breiman \( mtry = \sqrt{M} \), where \( M \) is the number of predictor variables [66]. In this study, \( mtry = 4 \). Therefore, we only tuned the hyperparameters ntree and its tuning range was 10–4000. We compared the random forest models with different hyperparameters ntree using the average error rate from 5-fold cross-validation. As shown in Figure 3, the average error rate decreased sharply when ntree increased from 10 to 60. When ntree increased from 60 to 2200, the average error rate had slightly different trends; however, generally, the average error rate decreased slightly. When increased from 2200 to 4000, the average error rate almost remained stable. Therefore, \( ntree = 2200 \) was determined as the optimal value. Finally, the optimum hyperparameters were determined to be 2200 trees with the number of variables tried at each split being 4.

3.4. Model Evaluation. For the training results, three indexes including accuracy, F1-measure, and area under the ROC curve (AUROC) are used to evaluate the predictive performance of the classifiers. Although more indexes can be used to evaluate the predictive performance of the classifiers, we believe that these three indexes can complete the comparison between logistic regression and neural network classifiers. The numbers of true negatives (TN), true positives (TP), false positives (FP), and false negatives (FN) are used as a measurement to assess the performance of classifiers. Different terms are used in different domains. Accuracy is the most basic index for assessing the performance of classifiers. It is used as an overall measure and calculated as

\[
\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

where TP and TN indicate correctly classified cases and FP and FN indicate the incorrectly classified cases. However, the skewed class distribution of samples, in reality, makes traditional metrics such as accuracy unable to properly reflect the performance of the classifiers [67]. Therefore, another index, F1-measure, is proposed to evaluate performance and calculated as

\[
F1 - \text{measure} = \frac{2TP}{2TP + FP + FN}.
\]

Accuracy and F1-measure evaluate the performance of the classifiers by comparing predicted class labels. In this sense, they can actually be thought to measure different aspects of the same coin, and show recognized disadvantages [68]. Therefore, the receiver operating characteristic (ROC) curve is used to measure the performance of classifiers. The curve is generated by plotting true positives as the percentage of all positives and negative ones in the sample [69]. We hope to reduce ROC performance to a single scalar value.
representing expected performance to evaluate the performance of classifiers, so the AUROC is considered as an additional index. AUROC gives a single measure of overall accuracy that is independent of any particular threshold [70, 71]. Larger AUROC value indicates that better predictive model is a generally accepted rule for determining a model’s performance when comparing various models.

4. Results

4.1. Model Comparison and Selection. We trained logistic regression, neural network, and random forest using the training set and calculated accuracy, F1-measure, and AUROC value of every model based on the testing set.

Figure 4 depicts the results for classification performance of logistic regression, neural network, and random forest models. Obviously, the accuracy, F1-measure, and AUROC of the random forest are higher than the logistic regression and neural network (i.e., the predictive performance of the random forest is better). Therefore, the random forest is more suitable to use location data to predict fatigue driving than logistic regression and neural network. It can be seen from Figure 4 that the accuracy of the random forest is 74.18%. Although this accuracy is not too high, it can be accepted compared to other fatigue driving detection methods based on vehicle information. In addition, more than 60% of F1-measure reveals its ability to detect real yawn, which means the number of a missed yawn is reduced using the random forest classification. The random forest was selected to predict fatigue driving using predictor variables.

4.2. Variable Importance Analysis. After determining the random forest model as the optimal prediction model, we analyzed the relationship between fatigue driving and driving task of last week according to variable importance described by random forest.

Variable importance (called “variable importance score” in this study) reflects every predictor variable’s contribution to the total risk. The random forest model computes variable importance scores by assessing the importance of every predictor variable using the Gini decrease index [72]. The computation was implemented based on the “feature_importances_” in the random forest package of open source software, Python. Figure 5 provides the normalized variable importance scores (i.e., the sum of the importance scores for all variables is one).

Fatigue driving has a close relationship with the driving task of last week. By comparing the variable importance in Figure 5, the paper draws the following conclusions:

(1) It is not difficult to see from Figure 5 that the importance scores of average continuous driving time (C1) and longest continuous driving time (C2) are the highest among all the predictor variables. This shows that continuous driving time is closely related to fatigue driving. Fatigue driving refers to the phenomenon that the driver produces dysfunction of physiology and mental function after driving for a long time so that driving skills decline objectively. Prolonged driving will make driver mental overload and cause task-related fatigue [45]. Therefore, the continuous driving time of the driver must be strictly controlled to avoid accidents caused by prolonged driving.

(2) During the predictor variables of travel time group, the importance scores of travel time between 5 am and 9 am (T2) and travel time between 5 pm and 10 pm (T4) are the highest. This shows that the driver is more likely to be fatigued when driving in these two time periods for a long time, which is basically consistent with the previous research results [73, 74]. In addition, it has been extensively proven that the number of accidents related to fatigue driving increase in the early morning and late evening [45, 75]. The time period indicated by T4 is extremely fragile. This is because, after a day of hard work, the driver will have a series of tired symptoms such as dry eyes, dry throat, and yawning. The time period indicated
by T2 is early morning, which is the time period when fatigue driving and traffic accidents are most likely to occur. During this time, the human circadian rhythm is in a state of slow brain reaction, lower blood pressure, and stiff and paralyzed blood vessels in the hands and feet. Therefore, in order to avoid fatigue driving, the driver’s driving time should be reasonably arranged and the driver should try to avoid driving in these two periods. The importance scores of travel time between 10 pm and 12 pm (T5) and travel time between 0 am and 5 am (T1), in contrast, were found to be lower than all other variables of travel time (T). Apparently it seems surprising. But we can see from Table 2 that the mean of these two time periods is relatively small, which indicates that the driver rarely travels during these two time periods. One reason for this may be due to the relatively higher accident rate compared to other time periods; the company deliberately controls the driver not to drive during this time period.

(3) It is not surprising to observe that the importance scores of the average velocity (V) consistently decrease from average velocity over 80 km/h (V4) to average velocity between 0 and 40 km/h (V1). Therefore, the importance scores for V4 (0.104) > V3 (0.040) > V2 (0.036) > V1 (0.035). This shows that the driver is more likely to be fatigued when driving at a high speed for a long time. It has been extensively proven that the higher the driving speed is, the easier the driver is to be fatigued [76]. The higher the driving speed, the greater the degree of tension or concentration of the driver’s central nervous system and the greater the mental and physical energy consumed. At the same time, the driver’s field of vision narrows as the speed of the vehicle increases, and the information that is missed increases, making the driver more nervous. It is worth mentioning that the importance scores of average velocity between 40 and 60 km/h (V2) and average velocity between 0 and 40 km/h (V1) are relatively lower than other predictor variables and the importance of average velocity over 80 km/h (V4) is relatively higher. This shows that when the driver drives in the environment in which the speed is lower than 60 km/h for a long time, the driver is not prone to fatigue, but once the driver drives in the environment where the speed exceeds 80 km/h for a long time, the driver is more likely to be fatigued. Therefore, the driving speed of the vehicle should be reasonably controlled to avoid the driver driving at a high speed for a long time.

(4) It can be seen from Figure 5 that the importance scores of the road type (R) consistently increase from urban roads (R1) to freeway (R3). This shows that the driver is more likely to be fatigued when driving on the freeway for a long time, which is consistent with previous research [74, 76, 77]. In addition, it has been reported that 40 percent of the accidents caused by fatigue driving occur on freeways [78]. The freeway has neither traffic signal control nor pedestrians, nonmotor vehicles, and other low-speed motor vehicles. Driving on this road for a long time is easy to cause the driver to sleep. In addition, when driving on the freeway, the driver’s energy is always in a state of high tension, and the physical exertion is increased, and the speed of the vehicle will be unconsciously increased, and even the brake deceleration consciousness will be lost. Driving in such an environment for a long time can also make the driver feel tired. Therefore, it is necessary to adopt the fatigue warning device when the driver is driving on the freeway.

(5) We can also find that the importance score of weekends with Friday (W2) is higher than the importance score of weekdays except Friday (W1) from Figure 5. This indicates that the driver is more likely to be fatigued when driving on weekends for a long time. This is because the driver will continue to accumulate fatigue as he drives on weekdays, which makes the driver’s fatigue index relatively higher on weekends. This provides a basis for a reasonable arrangement of driver travel time.

5. Discussion

This paper has offered a brand new approach to predict driving fatigue using location data of CDT. The existing approach to predict driving fatigue mainly uses physiological and behavioral indicators. However, physiological and behavioral measurements may interfere with the driver’s normal driving, and the corresponding detection devices are relatively expensive. Our approach predicts fatigue using the location data of CDT which are collected without interfering with the driver’s normal driving. Location data acquisition equipment is relatively inexpensive and is generally installed in commercial trucks. These are beneficial to the future popularization and application of real driving conditions. In addition, most studies on the prediction of fatigue driving focus on short-time forecasting. Few studies research on long-term prediction methods, specifically on commercial trucks. Our approach addresses the long-term prediction of fatigue driving in commercial trucks.

5.1. Model Application Illustration. The proposed approach can be used not only for driving fatigue prediction of commercial dangerous goods transport vehicles but also for other transport vehicles. In addition, our approach can directly use the location data of the vehicle to predict fatigue, which not only solves the problem that most domestic commercial transport vehicles do not have the image acquisition device installed, but also has no disadvantages of other detection approaches that interfere with the driver. Our approach can also aid decision making and is a useful complement to real-time monitoring. Even if the transport vehicles are equipped with the image acquisition device, our approach is also necessary to help prevent fatigue. What is also worth noting about our approach is that it can not only be used to predict fatigue, but also provide a basis for transportation companies to arrange transportation mission reasonably. Figure 6 depicts the application of the prediction approach.
The proposed approach can be used to optimize the daily task arrangement of the transportation company. In the first phase, the transportation company will complete a long-term transportation task schedule, which may be used for a week or a month, based on the contracts signed and the number of drivers. At the same time, the location data of the driver during the transportation task are automatically collected.

In the second phase, 17 indicators can be calculated automatically and each driver’s likelihood of fatigue in the next day was dynamically predicted. The prediction results can help optimize the daily schedule of transportation tasks.

In the third phase, the importance of each factor in the past short term can help the transportation company managers to formulate the long-term task schedule. Do your best to avoid long hours in which drivers are prone to fatigue.

5.2. Research Limitations and Future Research Needs. Some methodological and conceptual limitations should be considered in the interpretation of our results. These limitations make us consider using other models to further improve prediction accuracy in future research. This would involve the combination of different classifiers [79]. We should also use the data from other dangerous goods transportation companies to verify our results. Due to the limited data acquisition properties, our approach only analyzes the influence of six predictor sets. In the future, other available related variables should also be considered to extend the set of predictor variables and yield further improvements to predictive performance and the guidance of analysis results. Driver’s physique, lifestyle, stress, and other factors have a certain impact on the predictive performance of our model. Therefore, if the driver’s relevant information can be obtained and used as predictor variables, the accuracy of the model will be further improved. In addition, seasonal changes have a significant impact on our approach; future efforts should be made to eliminate the effects of the seasons, thus making our approach more complete.

6. Conclusion

In order to solve the fatigue driving problem of dangerous goods transportation, this paper proposed an approach that used location data obtained from a transportation company to predict fatigue driving and further analyzed the relationship between fatigue driving and driving environment. The proposed approach can be used to predict fatigue driving using the location data of CDT which were collected without interfering with the driver’s normal driving and provide a basis for transportation companies to arrange transportation mission reasonably. The main findings were concluded as follows:

1) We used logistic regression, neural network, and random forest techniques to predict fatigue driving from the location data. To choose a more suitable classifier as a predictive model, we obtained a set of 17 predictor variables from the six different categories of the predictor set related to fatigue to train and compare logistic regression, neural network, and random forest
classifiers. By analyzing and comparing the classification performance results of logistic regression, neural networks, and random forest models, we found that accuracy (74.18%), F1-measure (62.02%), and AUROC (0.8059) of random forest were separately best, so random forest was more suitable for predicting fatigue driving using location data.

(2) To provide a basis for the transportation company to arrange transportation reasonably, after determining the random forest model as the optimal prediction model, we analyzed the relationship between fatigue driving and driving environment according to variable importance described by random forest. We found that fatigue driving was closely related to driving conditions such as travel time, continuous driving time, driving speed, road type, and so on. The period extremely prone to fatigue driving is early morning and the evening, and the driver is more prone to fatigue on weekdays than on weekends. The higher the driving speed is, the easier the driver is to be fatigued. The probability of fatigue driving on the freeway is higher than that of highway and urban road. These conditions can provide a basis for the company to avoid driver fatigue driving, thereby reducing traffic accidents.
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