The role of the electric Bond number in the stability of pasta phases
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The stability of pasta phases in cylindrical and spherical Wigner–Seitz (W–S) cells is examined. The electric Bond number is introduced as the ratio of electric and surface energies. In the case of a charged rod in vacuum, other kinds of instabilities appear in addition to the well known Plateau–Rayleigh mode. For the case of a rod confined in a W–S cell the variety of unstable modes is reduced. It comes from the virial theorem, which bounds the value of the Bond number from above and reduces the role played by electric forces. A similar analysis is done for the spherical W–S cell, where it appears that the inclusion of the virial theorem stabilizes all of the modes.

I. INTRODUCTION

In a neutron star, there is a transitional region between the solid crust and the liquid core, where neutron-rich nuclei could be strongly deformed. Ravenhall et al. presented the first approach to this kind of structure in [1] based on the liquid drop model of nuclei. It was shown that the competition between the surface and Coulomb energies of nuclei immersed in a quasi-free neutron liquid leads to exotic shapes like infinite cylinders or flat layers called pasta phases. In order to describe the two-phase system of a proton cluster immersed in a neutron liquid, Ravenhall [1] used the Wigner–Seitz approximation—an isolated neutral cell with a shape assumed to be a ball, cylinder, or slab. Comparison of the cell energy of different shapes will show which one of them is preferred. When the volume occupied by the proton cluster increases, there is a sequence of phases: balls, cylinders, and slabs, followed by their inversions: the cylindrical-hole and the spherical-hole, where the proton phase surrounds the neutron phase. The simplicity of this approach encouraged many authors to analyze pasta phases with regards to various neutron star properties like their cooling, precession, oscillations and other transport properties. For a review of this work, see [2].

The stability of pasta phases against shape perturbation is still an open question. The stability analysis is, to some extent, parallel to the consideration of the elastic properties of the pasta and its oscillations. Elastic properties in the liquid drop model framework were first derived by Pethick and Potekhin in [3] and later, by other authors in [4,5,9]. Another approach, i.e., molecular dynamics, was presented in [6]. These works have shown the relevance of the interplay between the Coulomb and surface energies. However, when the elastic properties were analyzed, only certain classes of modes, representing the relative displacements of slabs or rods in the long wavelength limit, are relevant. A detailed inspection of changes in pasta shape is not included. In this work, we focus on pasta shape stability due to the competition between the surface and Coulomb energies.

The presence of surface tension may affect the shape stability of different structures in different ways.. For a neutral system, it is commonly known that a spherical droplet is always stable [7] — the surface energy goes to the global minimum under the constraint of conserved volume. However, it appears that the same surface energy may destabilize the fluid portion in a cylinder, if its length is greater than its circumference, $L > 2\pi R$. This is the well-known Plateau–Rayleigh instability [8]. Because the pasta supplies the fluid with surface tension and a charge, the question arises of whether the exotic shapes of nuclear clusters are stable. Some attempts to analyze the stability of the pasta phases were made by Pethick & Potekhin in [3] and Iida et al. [9]. In the work by Pethick and Potekhin, the elastic properties of pasta phases in the form of periodically placed slabs (lasagna) and rods (spaghetti) were considered. It was shown that the elastic constants are positive in both cases, which would guarantee structural stability; however, one must be cautious with this conclusion. In the case of lasagna, in order to derive the elastic constant, it was sufficient to consider one specific perturbation mode in the infinite wavelength limit. Complete stability analysis should take into account any type of surface perturbation with a finite wavelength. Such analysis was presented recently in [10] by inspection of the second-order energy variation for one proton slab in a unit cell with periodic boundary conditions. It appeared that the second-order energy variation is positive for all modes and all volume fractions occupied by the slab in the unit cell.

Similarly, the same analyses can be carried out for the spaghetti phase. The second-order analysis of the candidate structure for the minimum of energy must fulfill the necessary condition for the extremum: vanishing of the first-order energy variation. Such a condition, the Euler–Lagrange equation for the total energy, is expressed by the relation between the mean curvature, $H = \frac{1}{2}(\kappa_1 + \kappa_2)$, of the cluster surface (where $\kappa_i$ are principal curvatures) and the electric potential $\Phi$

$$2\sigma H(x) = C + \Delta \rho \Phi(x), \tag{1}$$

where $\Delta \rho = \rho_+ - \rho_-$ is the charge density contrast between phases ($\Delta \rho = e n_p$, if protons are confined in clusters), $\sigma$ is the surface tension, and $C$ is a constant that depends on the pressure difference between the
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phases and the potential gauge. For more details, see [11]. In the work of [3], a periodic lattice of rods was considered. In such a system, the potential, \( \Phi(x) \), becomes a complicated space-dependent function, so Eq. [1] indicates that the proton clusters cannot be cylinders with constant curvature \( H = \frac{1}{2\pi} \). The charged cylinder obeys Eq. [1] only if it is placed in the cylindrical W–S cell or in vacuum. For such a structure, the first-order variation of the energy vanishes, and the examination of the second-order variation can be undertaken. In the work of [9] the perturbation of a rod in a cylindrical cell was tested. The authors took only one mode into account, which was the transitionally invariant mode along the axis of the rod, corresponding to the transverse flattening of the rod. In this work, we will complete the stability analysis of a single rod in vacuum and in a cylindrical W–S cell by testing any kind of perturbation. Similarly, the stability of a charged ball in a spherical W–S cell will also be considered.

The structure of the work is as follows: in the section II the choice of Green’s function is discussed, and the generalized Green’s function is introduced as the appropriate tool for the derivation of the perturbed potential. In the section III the stability of a charged rod in vacuum is presented, and the role of the Bond number is emphasized. In the section IV the same analysis is done for a rod in a cylindrical W–S cell. The spherical W–S cell is treated in the section V.

II. THE GENERALIZED GREEN’S FUNCTION

The stability analysis consists of testing the energy change due to the cluster surface deformation \( \epsilon(x) \), where \( x \) describes the position of the unperturbed proton cluster surface. Then, the second order variation of the energy is given by the surface integral over the proton cluster boundary, \( \partial \mathcal{P} \)

\[
\delta^2 E = \frac{1}{2} \int_{\partial \mathcal{P}} \left( -\sigma (\nabla^2 \epsilon + B^2 \epsilon) + \Delta \rho (\partial_n \Phi \epsilon + \delta \Phi) \right) \epsilon dS,
\]

where \( B^2 \) is the sum of the squared principal curvatures \( B^2 = \kappa_1^2 + \kappa_2^2 \), \( \partial_n \Phi \) is the normal derivative of the unperturbed potential, and \( \delta \Phi \) is the potential perturbation coming from the change in the charge distribution

\[
\delta \rho(x) = \Delta \rho \epsilon \delta_{\partial \mathcal{P}}(x),
\]

where \( \delta_{\partial \mathcal{P}}(x) \) is the surface delta function. The potential perturbation, \( \delta \Phi \), depends linearly on \( \epsilon(x) \) and is the solution of the Poisson equation

\[
\nabla^2 \delta \Phi(x) = -4\pi \delta \rho(x). \tag{4}
\]

The potential \( \delta \Phi \) depends not only on the charge perturbation \( \delta \rho \), but also on the boundary conditions assumed for the potential, \( \delta \Phi \). Because we are going to consider an isolated W–S cell, devoid of periodicity, the boundary condition imposed for Eq. [4] becomes a matter of discussion. The W–S cell must be neutral, which means that the electric field flux over the cell boundary \( \partial \mathcal{C} \) is zero

\[
\oint_{\partial \mathcal{C}} E \cdot n \, dS = 0. \tag{5}
\]

Therefore, it seems the most natural choice is the Neumann boundary condition \( \partial_{n} \delta \Phi|_{\partial \mathcal{C}} = 0 \), in order to keep the relation [5]. The Dirichlet boundary condition, which specifies the potential value on every point of the cell boundary, is not appropriate in this case. It is sufficient to assume that the integral of \( \partial_{n} \delta \Phi|_{\partial \mathcal{C}} \) over the cell boundary is zero. This may be achieved by the introduction of the so-called generalized Green’s function which shares some of its properties with more common Neumann Green’s function. The Neumann Green’s function fulfills the following equations [12]

\[
\nabla^2 G_N(x, x') = -4\pi \delta(x-x') \quad \text{and} \quad \left. \frac{\partial G_N}{\partial n'} \right|_{x'\in \partial \mathcal{C}} = \frac{4\pi}{S_c}, \tag{6}
\]

where \( S_c \) is the surface area of the cell boundary, \( \partial \mathcal{C} \). However, to ensure that the cell is neutral for any charge distribution, we have to use the generalized Green’s function which fulfills another pair of equations [13]

\[
\nabla^2 G_{\text{gen}}(x, x') = -4\pi \left( \delta(x-x') - \frac{1}{V_c} \right), \tag{7}
\]

\[
\left. \frac{\partial G_{\text{gen}}}{\partial n'} \right|_{x'\in \partial \mathcal{C}} = 0, \tag{8}
\]

where \( V_c \) is the cell volume.

Now the perturbed potential \( \delta \Phi \) is derived by

\[
\delta \Phi(x) = \int_{\mathcal{C}} G_{\text{gen}}(x, x') \delta \rho(x') d^3x'. \tag{9}
\]

Green’s function for periodic system fulfills the same conditions as Eqs. (7,8). For more details, see [14]. Hereafter, the Green’s functions used in this work for a W–S cell will be understood to be the generalized Green’s function.

III. THE SHAPE PERTURBATION OF A ROD IN VACUUM

Before we proceed with the stability analysis for the W–S cell, we present the charged rod in vacuum. Although the case does not correspond exactly to the structure of the pasta phases, because of the lack of a neutral cell, it does show an interesting interplay between electric and surface forces. Moreover, a comparison of the case in vacuum with the case of a W–S cell emphasizes the role played by the boundary conditions. The formalism presented in the previous section can be applied to this case, with the sole difference of using the vacuum Green’s
The key components of this expansion are the Green’s function and its form depends on the boundary conditions. Green’s function is also periodic in the -coordinate. In the cylindrical coordinates, , the Green’s function is represented by the following sum

\[ G_{\text{cyl}}(x,x') = \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \gamma_{nm} g_{nm}(r,r') \cos k_n(z-z') \cos m(\phi-\phi'), \]

where \( k_n = 2\pi/L \). The coefficient, \( \gamma_{nm} \), has the properties \( \gamma_0 = 1 \) and \( \gamma_m = 4 \) for \( m, n > 0 \). The key components of this expansion are the \( g_{nm}(r,r') \) functions and their form depends on the boundary conditions. In vacuum, they are

\[ g_{\text{vac}}(r,r') = \begin{cases} 
-\ln r_{<} & n = m = 0 \\
\frac{1}{2m} \left( \frac{r_{<}}{r_{>}} \right)^m & n = 0, m > 0 \\
I_m(k_n r_{<}) K_m(k_n r_{>}) & n > 0, m > 0 .
\end{cases} \]

The presence of surface tension means that the cylinder of neutral fluid is always unstable. The cylindrical portion of the fluid fragmentizes into pieces because of local narrowing in the shape of an hourglass. The wavelength of the most unstable mode is \( L = 2\pi R \). Here we show how the situation changes when the cylindrical portion of the fluid in vacuum is charged. It appears that the relevant modes of deformation are:

\[ \epsilon(z, \phi) = \begin{cases} 
\alpha \cos(2\phi) & \text{flattening} \\
\alpha \cos(2\pi z/L) & \text{hourglass} \\
\alpha \cos(2\pi z/L + \phi) & \text{gyroid} ,
\end{cases} \]

where \( \alpha \) is perturbation amplitude. Their shapes are shown in Fig. 1. From the derivation of the subsequent terms in Eqs. (2) we determine the expression for the second variation of the total energy. It is a quadratic function of the deformation amplitude \( \alpha \). In order to test the sign of the energy variation, it is convenient to express \( \delta E \) in terms of a dimensionless function of dimensionless variables:

\[ f(x, \zeta) = \frac{\delta^2 \tilde{E}}{2\pi^3 \alpha^2 R^3 \rho^2} \]

where \( x = L/2\pi R \) is dimensionless wavelength and

\[ \zeta = \frac{\pi R^3 \rho^2}{\alpha} \]

is a parameter which measures the ratio of electrostatic forces to surface forces. Such a quantity can be directly related to the well known quantity which appears in the physics of electrofluids, the so-called electric Bond number. It is defined by

\[ \text{Bo}_e = \frac{|E_0|^2 R}{4\pi \sigma} \]

where \( R \) is the characteristic size of a structure, and \( E_0 \) is the typical electric field. If we include the size of the proton cluster and the electric field on its surface then the electric Bond number is exactly equal to the \( \zeta \) parameter

\[ \text{Bo}_e = \zeta . \]

The stability function \( f \) takes the following form for the three deformations considered:

\[ f_{\text{vac}}(x, \zeta) = \begin{cases} 
\frac{x}{2} \left( \frac{3}{\zeta} - 1 \right) & \text{flattening} \\
\frac{x}{2\zeta} \left( \frac{1}{\zeta^2} - 1 \right) - x + 2xI_0(\frac{1}{x})K_0(\frac{1}{x}) & \text{hourglass} \\
\frac{1}{2\pi \zeta} - x + 2xI_0(\frac{1}{x})K_1(\frac{1}{x}) & \text{gyroid} .
\end{cases} \]

When \( f(x, \zeta) < 0 \) for a given mode then the mode is unstable and its amplitude may increase. For all the three modes their stability functions have negative values for some regions in the parameter space \((x, \zeta)\). For some modes, these regions can overlap; then the most unstable mode is the one with the most negative value for \( f(x, \zeta) \). The regions for the most unstable modes are depicted indicated in the Fig. 2 by their names or colors. As expected, for large Bond numbers \((\zeta \gg 1)\), the most unstable mode is the flattening mode where the charge spreads

\[ 1 \text{ Here we use Gaussian units. in SI units the electric Bond number is expressed as } \text{Bo}_e = \varepsilon_0|E_0|^2 R/\sigma. \]
out to diminish the electrostatic energy, which can occur for any mode wavelength. This kind of instability corresponds to the transition from the spaghetti phase to the lasagna phase. For very small Bond numbers, the main instability is represented by the hourglass mode, where the surface energy drives the deformation. In the case of an uncharged cluster, i.e., $\zeta \to 0$, the first term in the stability function for the hourglass mode, Eq. (19), dominates completely. Then we may recover the already mentioned Plateau–Rayleigh instability, which is indicated by a point in Fig. 2. However, the most intriguing mode is the gyroidal mode, which can be unstable for both the surface energy-dominated region (small $\text{Bo}_e$) and the charge-dominated region (large $\text{Bo}_e$). When the surface energy dominates, the gyroidal mode is unstable only if it is sufficiently long. When the electric charge energy dominates, the gyroidal mode is unstable for short wavelength. The region of the $(x, \zeta)$-space where the charged cylindrical cluster is stable is represented by the white color in Fig. 2. The narrow region for stable modes, located between the hourglass and gyroid instability regions, declines with increasing mode wavelength, $x \to \infty$.

In summary, an unexpected and important outcome is that for any value of the electric Bond number, there is always at least one type of unstable mode. The charged rod in vacuum is always unstable, but this work shows that the type of unstable mode may be controlled by its charge.

This consideration concerning the single rod may be treated as an approximation to the spaghetti pasta phase when the distance between rods is much larger than their perpendicular size. The case of a single rod in an isolated Wigner–Seitz cell is presented in the next section.

IV. THE SHAPE PERTURBATION OF A ROD IN A W–S CELL

Here we consider the cylindrical W–S cell which is electrically neutral as whole and has volume $V_c = \pi^2 R_c L$. The positively charged rod with $\rho_+ = (1 - w) \Delta \rho$ occupies $w$ fraction of the cell volume $V_c$ and is surrounded by the negatively charged medium $\rho_- = -w \Delta \rho$. The volume fraction, $w$, depends on the cluster radius $w = R^2 / R_c^2$.

For the generalized Green’s function in cylindrical coordinates the expansion given by Eq. (12) is still valid. The only change concerns the radial $g$-functions which now have the form:

$$g_{nm}^{\text{gen}}(r, r') = \begin{cases} \frac{r^2 + r'^2}{2R_c^2} - \ln \left( \frac{r}{R_c} \right) & n = m = 0 \\ \frac{1}{2m} \left( \frac{r}{R_c} \right)^m \left( \frac{R_c}{r'} \right)^m + \left( \frac{R_c}{r} \right)^m & n = 0, \ m > 0 \\ K_m \left( \frac{2\pi n R_c}{L} \right) I_m \left( \frac{2\pi n r_c}{L} \right) - K'_m \left( \frac{2\pi n R_c}{L} \right) I'_m \left( \frac{2\pi n r_c}{L} \right) & n > 0, \ m > 0 \end{cases}$$

(20)

where the W–S cell radius, $R_c = R/\sqrt{w}$ appears explicitly.

As in the case of the single rod in vacuum, the second variation of the total energy Eq. (2) of the cell may be calculated. The stability function $f$, defined by Eq. (15), is now a function of three variables: the mode wavelength $x$, the Bond number $\zeta$ and the volume fraction $w$ occupied by the charged rod. The value of the Bond number
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is still defined by Eq. (17) but in the W–S cell, the electric field distribution is different than in vacuum, and the Bond number is now expressed by

$$\text{Bo}_e = \zeta = \frac{\pi R^3(w-1)^2}{\sigma} .$$

(21)

For the three types of perturbation mode the stability functions are given by Eqs. (22)

$$f_{ws}(x, \zeta, w) = \begin{cases} \frac{x}{2}(w^2 + 2w - 1 + 3\zeta(w-1)^2) & \text{flattenig} \\ \frac{2xI_0(\frac{1}{x})}{I_1(\frac{1}{\sqrt{x}w})} \left[I_0(\frac{1}{x})K_1(\frac{1}{\sqrt{x}w}) + K_0(\frac{1}{x})I_1(\frac{1}{\sqrt{x}w})\right] + x(w-1) - \frac{1}{2\zeta x}(w-1)^2(x^2-1) & \text{hourglass} \\ 2xI_1(\frac{1}{x}) \left[I_1(\frac{1}{x})(K_0(\frac{1}{\sqrt{x}w}) + K_2(\frac{1}{\sqrt{x}w})) + K_1(\frac{1}{x})\right] + x(w-1) + \frac{1}{2\zeta x}(w-1)^2 & \text{gyroid} \end{cases} .$$

(22)

In Fig. 3 the regions of instability for the three basic modes are shown in the contour map. For the W–S cell, the stability functions are functions of the three variables $x$, $\zeta$, and $w$. In order to compare the results with those in vacuum, we plot the contours of $f(x, \zeta, w) < 0$ in $x, \zeta$ space with $w$ fixed. We have chosen $w = 0.1, 0.3,$ and $0.5$ and, contrary to the vacuum case, there are Bond numbers where all types of modes are stable. The region of stability grows with increasing $w$. We also analyzed larger values of $w$, and when the rod fills the whole cell, $w \to 1$, all unstable regions move towards very large Bond numbers (note the logarithmic scale for $\zeta$). The only exception is the hourglass mode, which shrinks to a point $x = 1$ in the region of very small $\zeta$, corresponding to the Plateau–Rayleigh instability.

The three variables $x$, $\zeta$, and $w$ are not independent. The so-called virial theorem says that minimization with respect to the cell size makes the relation between the surface and Coulomb energies $E_s = 2E_{\text{Coul}}$. This leads to the relation between the charge contrast, $\Delta \rho$, and the surface tension $\sigma$

$$\sigma = \frac{1}{2} \pi \Delta \rho^2 R^3(w - \ln w - 1) .$$

(23)

Thus, the Bond number in the case of the W–S cell is uniquely determined by the volume fraction $w$

$$\text{Bo}_e^{\text{vir}} = \zeta(w) = \frac{2(w - 1)^2}{w - \ln w - 1} .$$

(24)
modes are now expressed by the Legendre polynomials

$$\epsilon(\theta) = \alpha P_l(\cos \theta)$$

and there is no additional scaling factor, unlike in the case of the cylinder, where the mode wavelength had to be introduced. In the spherical coordinate system, the unperturbed potential is

$$\Phi(r) = 2\pi\Delta \rho \left\{ \frac{1}{3} r^2 (w - 1) - R^2 (w^{1/3} - 1) \right\} 0 \leq r \leq R, \quad R < r \leq R_c ,$$

where the cell radius is $R_c = R/w^{1/3}$. For the spherical cell, the Bond number is

$$\zeta = \frac{4\pi \Delta \rho^2 R^3 (w - 1)^2}{9\sigma}$$

and the Green’s function takes the form

$$G_{\text{sph}}(x, x') = \sum_{l=0}^{\infty} g_l(r, r') P_l(\cos \gamma) ,$$

where $P_l$ are the Legendre polynomials, $\gamma$ is the angle between the points $x$ and $x'$, and is given by $\cos \gamma = \cos \theta \cos \theta' + \sin \theta \sin \theta' \cos(\phi - \phi')$.

As was previously discussed, the radial functions $g_l(r, r')$ depend on the boundary conditions imposed on the cell surface and for the generalized Green’s function these are

$$g_l^{\text{gen}}(r, r') = \left\{ \begin{array}{ll}
\frac{1}{r_> - r_>^2} & l = 0 \\
\frac{r_<^l - 1}{r_>^{l+1}} & l > 0,
\end{array} \right.$$}

where $R_c$ is now the spherical cell radius. The stability function defined by the expression $f = 25 \delta^2 E/(4\pi^2 \Delta \rho^2 R^3 \sigma^2)$ is now a function of only the volume fraction, $w$, and the Bond number, $\zeta$. Below we present the explicit form for the three lowest deformation modes:

$$f(w, \zeta) = \left\{ \begin{array}{ll}
\frac{1}{3} \left( 9w^{5/3} + 10w - 4 \right) + \frac{40}{9\sigma} (w - 1)^2 & l = 2 \\
\frac{120}{107} \left( 4w^{7/3} + 7w - 4 \right) + \frac{800}{9\sigma} (w - 1)^2 & l = 3 \\
\frac{125}{107} \left( 5w^3 + 12w - 8 \right) + \frac{625}{9\sigma} (w - 1)^2 & l = 4.
\end{array} \right.$$}

In Fig. 6, the instability regions for the different modes are shown. As may have been expected for $w \to 0$, the quadrupole mode recovers the well-known Bohr–Wheeler
instability for a nucleus in the liquid drop model. The Bohr–Wheeler condition corresponds to a Bond number
\[ \zeta = \frac{10}{3}. \]

If the virial theorem is applied, the relation between the surface tension and the charge contrast is
\[ \sigma = \frac{4}{15} \pi \rho^2 R^3 (w - 3w^{1/3} + 2) \]  (31)
and again similar to the cylindrical W–S cell, the Bond number becomes bounded. For the spherical W–S cell, the value of the Bond number takes the form
\[ \text{Bo}_e^{\text{vir}} = \zeta(w) = \frac{5(w - 1)^2}{3(w - 3w^{1/3} + 2)}. \]  (32)

The relation is shown in Fig. 4 and the values of the Bond number are confined to the range \( \frac{5}{6} < \text{Bo}_e^{\text{vir}} < 5 \). The restriction of the Bond number values makes the stability function \( f^{\text{vir}}(w) \) positive for any modes and any values of the volume fraction, \( w \). The spherical charged ball in a spherical W–S cell is always stable.

VI. CONCLUSIONS

The stability of pasta phases in the cylindrical and spherical Wigner–Seitz cell approximation was analyzed. The stability of a given mode was determined by inspecting the second-order energy variation with respect to the proton cluster shape perturbation. As an illustration, we have also examined the charged rod with finite surface tension placed in vacuum. This case could be treated as a limiting case when the rod placed in a cylindrical W–S cell becomes very thin. In the cylindrical case, different perturbation modes are unstable in different regions of parameter space. The relevant parameters are the following: the mode wavelength and the electric Bond number, which is the measure of the magnitude of the electric forces. Due to the virial theorem, the Bond number is no longer a free parameter and is strictly related to the ratio of the proton cluster volume to the cell volume, \( w \). Because of that, the Bond number never grows to large values, electric forces are reduced, and most of the modes cannot grow. The only unstable mode is the Plateau—Rayleigh mode, which is unstable for very small values of the volume fraction, \( w \). These two cases, vacuum and in the W–S cell, lead to opposite conclusions about cluster stability, which have their roots in the boundary conditions.

Similar considerations were also conducted for the spherical W–S cell. Again, the virial theorem constrains the value of the electric Bond number and completely stabilizes the charge ball inside the W–S cell. The only instability concerns the quadrupole perturbation, in the limit of \( w \to 0 \) that corresponds to the Bohr–Wheeler fission of an isolated nucleus. In general, one may conclude that the strong boundary conditions imposed for the W–S cell, i.e., an electric field that vanishes on the cell boundary, stabilize the possible deformations. A more realistic picture will be obtained when the true periodicity of the system is introduced.
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