Design of a high-resolution Rayleigh-Taylor experiment with the Crystal Backlighter Imager on the National Ignition Facility
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ABSTRACT: The Rayleigh-Taylor (RT) instability affects a vast range of High Energy Density (HED) length scales, spanning from supernova explosions ($10^{13}$ m) to inertial confinement fusion ($10^{-6}$ m). In inertial confinement fusion, the RT instability is known to induce mixing or turbulent transition, which in turn cools the hot spot and hinders ignition. The fine-scale features of the RT instability, which are difficult to image in HED physics, may help determine if the system is mixing or is transitioning to turbulence. Earlier diagnostics lacked the spatial and temporal resolution necessary to diagnose the dynamics that occur along the RT structure. A recently developed diagnostic, the Crystal Backlighter Imager (CBI), [1, 2] can now produce an x-ray radiograph capable of resolving the fine-scale features expected in these RT unstable systems. This paper describes an experimental design that adapts a well-characterized National Ignition Facility (NIF) platform to accommodate the CBI diagnostic. Simulations and synthetic radiographs highlight the resolution capabilities of the CBI in comparison to previous diagnostics. The improved resolution of the system can provide new observations to study the RT instability’s involvement in mixing and the transition to turbulence in the HED regime.
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1 Introduction

Late-time, nonlinear Rayleigh-Taylor (RT) unstable behavior plays a key role during multiple phases of inertial confinement fusion capsule implosions. Imperfections present on the capsule interface cause mixing that cools the hot spot which reduces the fusion yield [3–9]. As the RT instability develops, the cold, dense material (spikes) interpenetrates the hot, less dense material (bubbles) and cools the system. However, due to diagnostic limitations it is difficult to diagnose the dynamics that occur along the spike tip and ascertain whether mixing is solely present, or if the system transitions to turbulence. Simulations are one method to observe this mixing behavior, but it is also difficult to model fine-scale structures. It is computationally expensive to directly resolve the range of spatial and time scales necessary to diagnose mixing or turbulence. Reduced model simulations remove small-scale information and use numerical schemes to model small-scale effects on broader dynamics. Codes with identical initial conditions, but different numerical schemes generate different structures, [10, 11] and therefore require experiments to validate these models.

Numerous experiments have been conducted at the Laboratory for Laser Energetics and the National Ignition Facility (NIF) that were aimed at measuring the nonlinear RT growth using x-ray radiography (figure 1) [4, 6, 12]. Yet these platforms were optimized at measuring the gross mix width of the instability, and not the fine-scale features that develop along the spike tip. Facility and diagnostic advancements now allow us to reach regimes and image features that may play a significant role in HED RT-unstable systems.

The remainder of this paper is organized as follows. In section 2, we summarize the RT instability, vorticity, and the transition to turbulence in an RT-unstable HED system. We provide a definition for turbulence as it relates to this experiment and discuss the Liepmann-Taylor scales for HED-laboratory-scale experiments in general. In section 3, we provide an experimental design, referred to as the Vortex experiment, that adapts the drive and diagnostic configuration of a related NIF campaign. In section 4, we describe the CBI, a recently-commissioned x-ray radiography
Figure 1. X-ray radiographs of RT instability structure obtained by Robey et al. on the Omega Laser in 2001 (left) and Nagel et al. on the NIF in 2016 (right). The larger initial wavelength (right) produces larger, more visible vortex features.

Figure 2. Diagram of the Rayleigh-Taylor Instability

diagnostic that greatly improves spatial resolution on the NIF. Finally, in section 5, we show a series of synthetic radiographs that are post-processed to emulate data produced by the CBI as it compares to a pinhole imager. These synthetic radiographs inform any necessary improvement to achieve our desired resolution.

2 Turbulence induced by the Rayleigh-Taylor instability

A hydrodynamic system is considered RT unstable when a density gradient opposes a pressure gradient ($\nabla \rho \cdot \nabla P < 0$). In a system where a heavy fluid is accelerated into a light fluid, the contact surface is unstable and small perturbations initially present on the surface begin to grow [13, 14]. Imposing a single-mode sine function of known wavelength and amplitude on the interface seeds the instability and enables a less-complicated description of how the penetrating heavy fluid (spikes) and light fluid (bubbles) evolve through various stages [15, 16].

As the instability further evolves and the amplitude grows to approximately 10 percent of the wavelength, it approaches the early nonlinear stage [12, 17]. It is during this stage that nonlinear terms become large enough to make significant contributions to the interface features that affect the growth rate [12, 18]. Vorticity, the curl of the velocity, is introduced as the density gradient becomes misaligned from the pressure gradient along the length of the spike (figure 2). It creates vortex features that cause the spike to broaden as it grows. It is also possible that the vorticity induces a transition to turbulence within this vortex feature, however this is not a guaranteed result [15]. This paper describes an experimental design that aims to improve experimental resolution to diagnose and capture turbulent transition within the vortex structure.
Turbulence has been studied quite prolifically throughout the century and has produced a multitude of definitions across a wide range of subfields of physics [5, 19, 20]. Fundamental turbulence theory defines turbulence as (i) the development of substantially convoluted structure at an interface, having spectral content or spatial extent far beyond those of the initial state, (ii) the appearance of an inertial range in the fluctuation spectrum, with power-law decay of the spectral energy density, and (iii) the development of strong mixing as indicated by supra-linear growth of the thickness of the mixing layer in time [5].

However, the experiment described in this paper highlights the practical aspect of understanding and diagnosing turbulence as it applies specifically to high-energy-density (HED) physics and to ICF. Therefore, we claim our system is transitioning, or has transitioned, to turbulence if we achieve a sufficiently high Reynolds number ($R_e \approx 10^4$) [4, 5, 12, 17, 19, 20]. The Reynolds number is the ratio of inertial forces to viscous forces used to classify the type of flow. It is defined as

$$Re = \frac{uL}{\nu},$$

where $u$ is the characteristic velocity [$\mu$m/ns], $L$ is the characteristic length scale [$\mu$m], and $\nu$ is the fluid viscosity [$\mu$m$^2$/ns]. According to equation (2.1), if the Reynolds number is low, viscous effects are apparent, and the flow is considered laminar. Conversely, if the Reynolds number is high, viscous effects are minimal or nonexistent, and the flow is turbulent.

A method to experimentally ascertain that the system has reached $Re \approx 10^4$ is to resolve spatial scales corresponding to the Liepmann-Taylor scale, $\lambda_{LT} = 5LRe^{-1/2}$ [17, 21, 22]. The $\lambda_{LT}$, or inertial range, is an intermediate length scale at which the fluid is decoupled from small-scale fluid viscosity and large-scale bulk dynamics. So, length scales which are larger than $\lambda_{LT}$ are not strongly affected by viscosity. Conversely, turbulent motions below $\lambda_{LT}$ are dominated by viscous forces and kinetic energy is dissipated into heat [4, 19]. Additionally, the appearance of $\lambda_{LT}$ is one of the definitions of turbulence discussed earlier.

In the RT instability, length scales of order $\lambda_{LT}$ would materialize within the diffusion layer that grows along the boundaries of the RT spikes and within the vortex structure [4]. For a HED-laboratory length scales ($L \approx 50$–100 $\mu$m, $u \approx 40$–60 $\mu$m/ns and $\nu \approx 10^{-3}$ $\mu$m$^2$/ns), RT unstable experiments are estimated to produce a Reynolds number of order $10^5$. A Reynolds number of order $10^5$ yields a $\lambda_{LT}$ of order 1 $\mu$m — one order of magnitude below present diagnostic capabilities. As shown in figure 3, an experimental platform should allow $Re$ to remain as close to the $10^4$ threshold as possible to maximize $\lambda_{LT}$ within the HED parameter space.

3 Experimental design

This experimental design utilizes a similar drive and physics package from previous successful campaigns conducted on the NIF [4, 6]. This experiment is conducted in a rectangular shock tube and is driven by a halfraum on one end. When the halfraum receives a laser pulse, it produces a thermal bath of soft x-rays that generates a strong shock into a physics package comprised of high density plastic and low density foam. The strong shock turns this initially solid target into a plasma and the material boundary between the plastic and foam becomes a fluid interface. The high density fluid, previously the plastic, is accelerated into the low density fluid, previously the foam, and the
system becomes RT unstable. A precise single-mode sine pattern is machined at the fluid interface to seed the RT instability with a known amplitude and wavelength such that it will achieve a sufficient degree of nonlinearity during the experiment. After a specified time delay, additional lasers will irradiate a foil to produce the hard x-rays necessary to radiograph the evolving interface.

The Physics Package. The high density component, or ablator, involves two density-matched (1.43 g/cm$^3$) plastics: polyamide-imide (PAI), C$_{22}$H$_{14}$N$_2$O$_3$, and an iodine-doped polystyrene (CHI), C$_{50}$H$_{47}$I$_3$. Models and previous experiments suggest that the plastics behave hydrodynamically similar [6], but the CHI is relatively opaque to the imaging x-ray energy compared to the PAI. Therefore, a 300 μm thick slice of CHI is placed at the center of the PAI to act as a tracer strip. This improves the contrast between the plastic and foam, and reduces multi-dimensional effects. The ablator compound is machined with a sinusoidal perturbation on the plastic-foam interface wavelength $\lambda = 200$ μm and an initial sinusoidal amplitude ($a_0$) of $a_0 = 7.5$ μm and 15 μm respectively for two separate targets. Figure 4 shows a sample pre-shot radiograph and drawing of the physics package. In the left image in figure 4, the lasers irradiate the halfraum generating an x-ray bath that ablates the plastic and drives a shock that propagates through the physics package [6]. The shock accelerates the high density CHI ablator, PAI layer, and CHI tracer into the low density CRF foam, creating an RT unstable interface.

According to the criteria for nonlinearity described in the above, growth rates and dynamic structure begin to deviate from classical theory when $a_0/\lambda \sim 0.1$. The initial conditions set on this platform obtain an initial $a_0/\lambda$ ratio of 0.037 and 0.075 respectively and the experiment already begins in the weakly nonlinear regime. Radiographs of previous NIF experiments confirm that the perturbations grow into the deeply nonlinear regime by about halfway through the ~ 60 ns experiment [4, 6]. Figure 1 (Right) shows that the interface has evolved from the sinusoidal initial condition ($\lambda = 120$ μm and $a_0 = 6$ μm), and has entered the nonlinear regime by 46 ns after the initial laser drive.

The spike tips display mushroom cap features characteristic of the late-time RT behavior that the Vortex experiment proposes to image. Increasing the wavelength from $\lambda = 120$ μm to $\lambda = 200$ μm increases the spacing between the spike tips and mitigate any possibility of the spike mergers. To
compensate for the large wavelength, the initial amplitudes in the Vortex campaign are increased to 
\(a_0 = 7.5 \mu m\) and \(15 \mu m\) and compensates for the increased wavelength. The spike tip features in 
figure 1 (Right) are notably indiscernible at the 28 \(\mu m\) spatial resolution, and a higher resolution 
x-ray diagnostic is required to diagnose the dynamics within that region.

### 4 Radiography diagnostic

Previous NIF experiments, while well-characterized and having obtained the highest Signal-to-Noise 
ratio (SNR) image of any laser-driven, single-mode HED instability to date, were not optimized for 
resolution [6]. Figure 1 shows data obtained from the campaign conducted in 2017 [6] using big-area- 
backlighter (BABL) scheme developed by Flippo et al [23]. The spatial resolution of the system in 
figure 1 (right) is \(\approx 28 \mu m\), mainly set by the 25 \(\mu m\) pinhole diameter [23]. The length scales observed 
in the vortex features along the spike tip shown in figure 1 (Right) are less than 10 \(\mu m\), and well 
below the 28 \(\mu m\) resolution. Reducing the pinhole diameter to achieve a sufficient spatial resolution 
results in the fluence (photons per unit area) becoming prohibitively small [2]. The objective of 
this experiment is to observe fine scale structure in a well characterized RT unstable system that 
is optimized for a high-resolution diagnostic. Recently-commissioned diagnostics, such as the CBI, 
provide greatly improved resolution (\(\sim 3 \times\) better than current pinhole imaging, \(\sim 7 \mu m\) vs. \(\sim 28 \mu m\)).

**Crystal X-ray imaging.** Multi-keV x-ray imaging coupled with a concave crystal x-ray mirror 
has become an invaluable diagnostic in the HED field. Bent-crystal microscopes provide a high 
Signal-to-Noise ratio (SNR), high spatial resolution image over a cm-size field of view (FOV) by 
backlighting or imaging the target’s self emission. X-ray imaging with bent crystals relies on the 
Bragg diffraction of x-rays from crystal planes and only x-rays that satisfy the Bragg condition
Equation 4.1 are reflected by the crystal lattice. The Bragg equation is

\[
E = \frac{mhc}{2d \sin \theta},
\]

where \(E\) is the spectral line energy of the backlighter, \(m\) is the reflection order, \(h\) is Planck’s constant, \(c\) is the velocity of light in vacuum, \(\theta\) is the Bragg angle, and \(d\) is the lattice spacing.

The CBI is a quasi-monochromatic, near-normal incidence, spherically bent crystal imager developed for the NIF. The CBI backlighter system uses a 11.652 keV selenium He-\(\alpha\) resonance line coupled to a silicon (8 6 2) crystal [1, 24]. The backlighter target is a planar foil with a 10 \(\mu\)m layer of Se coated onto a 50 \(\mu\)m Al substrate that is driven by four NIF beams. Only the x-rays produced by the Se backlighter are reflected by Si crystal (table 1). This produces an image with a high SNR and large fluence of 11.6 keV x-rays, while obtaining a sub 10 \(\mu\)m resolution and magnification by a factor of ten [1]. The length of the laser pulse used to generate the x-ray pulse determines the temporal resolution of the experiment.

The CBI is presently used to radiograph ICF capsule implosions and has already demonstrated significant improvement over radiographs produced by pinhole imaging schemes. The Vortex experiment is the first ns-time scale hydrodynamic experiment to be performed using the CBI diagnostic. While the present resolution limit for the CBI is 7 \(\mu\)m, future improvements to the diagnostic aim to reduce the spatial resolution to \(~ 1 \mu\m\).

The three main factors that impact the image resolution are the detector, the imaging system, and the motion blur of the target. The detector resolution is fixed and not easily addressed. The imaging system can be improved with the inclusion of phase plates and more advanced crystals. Motion blurring can be reduced by shortening the duration of the backlighter source and increasing the foam density.
Table 1. Characteristics of the initial spherical CBI.

| Crystal      | Silicon 8 6 2 |
|--------------|---------------|
| Atomic Line  | Se He\(\alpha\) |  
| X-ray energy | 11.6 keV      |
| Magnification| 10x           |
| Bragg angle  | 86.6 deg      |
| Spatial Resolution | 7 \(\mu\)m |  

5 Quantification of synthetic data

Using the characterization of the CBI instrument described above we are able to produce “synthetic radiographs” by post-processing 2D simulations with the appropriate resolution and noise properties of the instrument. We created the 2D simulations for this exercise using the radiation hydrodynamics code HYDRA [25, 26]. HYDRA is a multi-physics simulation code from LLNL, that is used to simulate a variety of experiments carried out at NIF. HYDRA can simulate radiation transfer, atomic physics, hydrodynamics, laser propagation, and a number of other physics effects [26].

The 2D hydrodynamic simulation performed represents a planar slice through the target, and we account for the third dimension — the axis parallel with the radiograph vector — by assuming that the 2D slice represents the material profile along this axis throughout the target. Non-planarity has a negligible impact on the measurement since the contrast in the x-ray radiograph is sensitive almost exclusively to the 300 \(\mu\)m CHI doped tracer strip. Small-scale details of the flow field, such as \(\lambda_{LT}\), vary at different planes within the 300 \(\mu\)m tracer strip. These details are not resolvable in the limit of the 2D approximation for radiographs with the 7 \(\mu\)m resolution of the CBI. Therefore, further loss of image fidelity around the smallest-scale features of the image does not change our conclusions with the present platform. Future experimental designs with \(\sim 1 \mu\)m capabilities can address this issue with a narrower tracer strip, a lower-energy x-ray probe to retain contrast, and additional metrics to reduce misalignment. We look forward to imaging diagnostics with sufficient resolution that we are faced with this problem.

The transmission in figure 6 shows the x-ray transmission \(I\) through the 2D simulation. The x-ray transmission calculation uses the map of material location (plastic and foam) at each point \((x, y)\), and the density at each point, \(\rho(x, y)\). The transmission fraction \(I(x, y, E)\) is calculated for each pixel of the synthetic radiograph according to:

\[
I(x, y, E) = I_0 \prod_i e^{(-\rho(x,y)_i \times \sigma(E)_i \times l_i)},
\]

where \(\sigma\) is the mass attenuation coefficient, \(l\) is the thickness of each material, and the subscript \(i\) designates each of the materials along the x-ray line of sight. The length of foam \(l_{\text{foam}}\) is 1900 \(\mu\)m everywhere that there is foam in the 2D map of material. Where the simulation indicates that there is plastic, it is assumed that there is 1600 \(\mu\)m of PAI \(l_{\text{PAI}} = 1600 \mu\)m) and 300 \(\mu\)m of CHI \(l_{\text{CHI}} = 300 \mu\)m) along the line of sight. The mass attenuation coefficient, \(\sigma\), depends only on
Figure 6. This figure shows a series of synthetic radiographs based on post-processed 2D simulations, assuming a monochromatic 9 keV x-ray energy, systematically degraded spatially and temporally until the synthetic radiograph is comparable to data taken with the BABL and what is achievable with the CBI. The ideal simulation has a spatial resolution ($\Delta L$) of 2 $\mu$m and temporal resolution ($\Delta t$) of 0 ps. The figure then bifurcates where the top series of synthetic radiographs sets the temporal resolution as constant ($\Delta t = 0$) while the spatial resolution degrades, and the bottom series sets the spatial resolution constant ($\Delta L = 2$ $\mu$m) while the temporal resolution degrades. The top row shows the effect of the various diagnostic capabilities on the experimental resolution. The bottom row shows the contribution of motion blur and therefore the importance of moving to a shorter integration time ($\Delta t$). This converges into a synthetic radiograph emulating BABL conditions, example data from shot N160824-003, and finally a synthetic radiograph emulating CBI conditions. The CBI simulation incorporates the 11.6 keV x-ray energy in addition to the temporal and spatial resolutions listed above. The synthetic radiographs were post processed with blur ($\Delta L =$ FWHM) and Poisson noise.

The material and the x-ray energy, $E$ [27]. All the synthetic radiographs in figure 6 calculate the transmission of the material based off the 9 keV x-ray energy used for the BABL, except the CBI Simulation which calculates the transmission using the 11.6 keV x-ray energy used for the CBI.

A qualitative comparison between the existing data can be made by artificially degrading the x-ray transmission image according to the diagnostic characteristics. The pinhole camera used to produce the data in figure 6 has been shown to have an image resolution of approximately 27 $\mu$m (full-width-half-max point spread function) [6]. The simulations produced in figure 6 shows the result of performing a Gaussian blur of this magnitude that represents the diagnostic resolution, and imposing a level of Poisson noise to represent the signal noise at the scale of the image plate resolution element (25 $\mu$m), to the ideal image. Though the structure is not exact, this synthetic pinhole camera image is qualitatively similar to the experimental data; note, the data was collected at 9.0 keV [6]. We can apply the same processes with the imaging parameters of the CBI, namely a FWHM resolution of 7 $\mu$m (the same magnitude of image-plate Poisson noise was applied). Although the fine details in the vortex regions at the spike tip and along the spike are still below the resolution limit, the improvement is significant.
6 Conclusion

Many experiments have been conducted to study RT instabilities in HEDP over decades. Vorticity present along the RT spike tip not only causes the spike tip to broaden but can induce a transition to turbulence within the resulting vortex feature. A way to diagnose turbulence within this region is to for the flow to reach a sufficiently high $Re$, and to observe the presence of $\lambda_{LT}$. Facility and diagnostic advancements, such as the CBI, now allow us to reach regimes and image features that were previously unattainable. The Vortex experiment described in this paper adapts the platform of a well-characterized RT unstable system to the CBI to resolve spike tip morphology in a deeply non-linear RT system. Although the resolution limit for the present campaign is 7 $\mu$m, future improvements to the experimental platform can improve the diagnostic resolution while increasing the $\lambda_{LT}$. Simulations help inform the need to reduce motion blur ($\Delta t$) in order to achieve the desired resolution.
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