CURVATURE PROPERTIES OF LIE HYPERSURFACES IN THE COMPLEX HYPERBOLIC SPACE
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Abstract. A Lie hypersurface in the complex hyperbolic space is a homogeneous real hypersurface without focal submanifolds. The set of all Lie hypersurfaces in the complex hyperbolic space is bijective to a closed interval, which gives a deformation of homogeneous hypersurfaces from the ruled minimal one to the horosphere. In this paper, we study intrinsic geometry of Lie hypersurfaces, such as Ricci curvatures, scalar curvatures, and sectional curvatures.

1. Introduction

The complex hyperbolic space $\mathbb{C}H^n$ is a connected and simply-connected Kähler manifold with negative constant holomorphic sectional curvature. A hypersurface in $\mathbb{C}H^n$ is said to be homogeneous if it is an orbit of a closed subgroup of the isometry group of $\mathbb{C}H^n$. A homogeneous hypersurface is called a Lie hypersurface if it has no focal manifolds. By hypersurface, we always mean a connected real hypersurface. The purpose of this paper is to study intrinsic geometry of Lie hypersurfaces in $\mathbb{C}H^n$, such as Ricci curvatures, scalar curvatures, and sectional curvatures. We calculate these curvatures explicitly, in terms of solvable Lie algebras. Our results include some interesting features of curvature properties, for example, for cases $n = 2$ and $n > 2$, the maximum values of the sectional curvatures of Lie hypersurfaces are different.

One of the motivations of our study comes from submanifold geometry. A hypersurface in the complex hyperbolic space $\mathbb{C}H^n$ has been studied actively, and it provides rich sources of submanifold geometry (for example, refer to [13] and references therein). Typical examples of real hypersurfaces are given by homogeneous ones, which have been classified by Berndt and the third author ([4]). A hypersurface in $\mathbb{C}H^n$, where $n \geq 2$, is homogeneous if and only if it is congruent to one of the following hypersurfaces:

(A) a tube around the totally geodesic $\mathbb{C}H^k$ for some $k = 0, \ldots, n - 1$,
(B) a tube around the totally geodesic $\mathbb{R}H^n$,
(N) a horosphere,
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(S) the homogeneous ruled minimal hypersurface or its equidistant hypersurfaces,
(W) a tube around the minimal ruled submanifold \( W^{2n-k} \).

For the hypersurfaces of type (A), (B) and (N), their extrinsic and intrinsic geometry seem to be well investigated (see [13]). Lie hypersurfaces are precisely the hypersurfaces of type (N) and (S). Berndt ([1]) studied extrinsic geometry of Lie hypersurfaces in detail, which we review in Section 4. For the hypersurfaces of type (W), Berndt and Díaz-Ramos ([2]) recently studied their extrinsic geometry.

The subject of this paper is intrinsic geometry of Lie hypersurfaces, which we need to understand for further study of hypersurfaces in \( \mathbb{C}H^n \).

Another motivation of our study of Lie hypersurfaces comes from geometry of Lie groups with left-invariant metrics. Lie hypersurfaces can be identified with solvable Lie groups with left-invariant metrics, which are called solvmanifolds. In [16], the third author constructed many Einstein solvmanifolds, which are homogeneous submanifolds in symmetric spaces of noncompact type. Searching more Einstein submanifolds, and finding a condition for submanifolds to be Einstein, are natural questions. Although no hypersurfaces in \( \mathbb{C}H^n \) are Einstein (see [15]), our study will be a good example of the study of intrinsic geometry of submanifolds.

Lie hypersurfaces are also interesting from a viewpoint of degeneration of Lie algebra (we refer to [10]). The set of Lie hypersurfaces gives a degeneration of a solvable Lie algebra to nilpotent one. We calculate curvatures of all Lie hypersurfaces, which can be regarded as a study of curvature behavior under this degeneration.

This paper is organized as follows. We recall the solvable model of the complex hyperbolic space \( \mathbb{C}H^n \) in Section 2, and the Lie hypersurfaces in Section 3. Extrinsic geometry of Lie hypersurfaces, such as principal curvatures and mean curvatures, will be mentioned in Section 4. Intrinsic geometry will be studied in the remaining sections; We study the Ricci curvatures in Section 5, the scalar curvatures in Section 6, and the sectional curvatures in Section 7.

2. The complex hyperbolic space

In this section, we recall the solvable model of the complex hyperbolic space \( \mathbb{C}H^n \) with constant holomorphic sectional curvature \(-1\).

**Definition 2.1.** We call \((\mathfrak{s}, \langle \cdot, \cdot \rangle, J)\) the solvable model of the complex hyperbolic space if

1. \( \mathfrak{s} \) is a Lie algebra, and there is a basis \( \{A_0, X_1, Y_1, \ldots, X_{n-1}, Y_{n-1}, Z_0\} \) whose bracket products are given by
   \[
   [A_0, X_i] = (1/2)X_i, \quad [A_0, Y_j] = (1/2)Y_j, \quad [A_0, Z_0] = Z_0, \quad [X_i, Y_i] = Z_0,
   \]
2. \( \langle \cdot, \cdot \rangle \) is an inner product on \( \mathfrak{s} \) so that the above basis is orthonormal,
(3) \( J \) is a complex structure on \( \mathfrak{s} \) given by
\[
J(A_0) = Z_0, \quad J(Z_0) = -A_0, \quad J(X_i) = Y_i, \quad J(Y_i) = -X_i.
\]

Throughout this paper, we identify our solvable model \((\mathfrak{s}, \langle, \rangle, J)\) with the connected and simply-connected Lie group \(S\) with Lie algebra \(\mathfrak{s}\), endowed with the induced left-invariant Riemannian metric and complex structure.

We note that the solvable model is a symmetric space of noncompact type (we refer to [8] for symmetric spaces). We know
\[
\text{CH}^n = SU(1, n)/S(U(1) \times U(n)),
\]
the expression of the complex hyperbolic space as a homogeneous space. The solvable model is nothing but the solvable part of the Iwasawa decomposition of \(SU(1, n)\), which can naturally be identified with \(\text{CH}^n\).

We also note that \((\mathfrak{s}, \langle, \rangle)\) is a Damek-Ricci Lie algebra (we refer to [5] for Damek-Ricci spaces and Lie algebras). Let us consider the orthogonal decomposition
\[
\mathfrak{s} = \mathfrak{a} \oplus \mathfrak{v} \oplus \mathfrak{z},
\]
where \(\mathfrak{a} = \text{span}\{A_0\}\), \(\mathfrak{v} = \text{span}\{X_1, Y_1, \ldots, X_{n-1}, Y_{n-1}\}\), \(\mathfrak{z} = \text{span}\{Z_0\}\).

One can directly see by definition that
\[
[V, W] = \langle J V, W \rangle Z_0 \quad (\forall V, W \in \mathfrak{v}).
\]
The derived subalgebra \(\mathfrak{n} := [\mathfrak{s}, \mathfrak{s}] = \mathfrak{v} \oplus \mathfrak{z}\) is the Heisenberg Lie algebra, which is of \(H\)-type from (2.2).

We note that \((\mathfrak{s}, J)\) is a normal \(j\)-algebra (we refer to [14] for normal \(j\)-algebras). In particular, it is easy to see by definition that
\[
\langle J X, J Y \rangle = \langle X, Y \rangle \quad (\forall X, Y \in \mathfrak{s}),
\]
which we use in the following calculations.

We here study curvature properties of the solvable model, which have been well-known (for example, the curvature properties of Damek-Ricci spaces can be found in [3]). Let \(X, Y \in \mathfrak{s}\). As in [12], the Koszul formula yields that the Levi-Civita connection \(\nabla^\mathfrak{s}\) of \((\mathfrak{s}, \langle, \rangle)\) is given by
\[
\nabla^\mathfrak{s}_X Y = (1/2)[X, Y] + U^\mathfrak{s}(X, Y),
\]
where \(U^\mathfrak{s} : \mathfrak{s} \times \mathfrak{s} \to \mathfrak{s}\) is the symmetric bilinear form defined by
\[
2\langle U^\mathfrak{s}(X, Y), Z \rangle = \langle [Z, X], Y \rangle + \langle X, [Z, Y] \rangle \quad (\forall Z \in \mathfrak{s}).
\]

**Lemma 2.2.** Write \(X = a_1A_0 + V + a_2Z_0\) and \(Y = b_1A_0 + W + b_2Z_0\) according to the decomposition (2.1), where \(V, W \in \mathfrak{v}\). Thus, one has
\[
2\nabla^\mathfrak{s}_X Y = \langle (V, W) + 2a_2b_2 \rangle A_0 - b_1V - a_2JW - b_2JV + \langle (J V, W) - a_2b_1 \rangle Z_0.
\]
\textbf{Proof.} We have only to calculate \([X, Y]\) and \(U^s(X, Y)\). First of all, one has
\[
[X, Y] = (1/2)a_1 W - (1/2)b_1 V + (\langle JV, W \rangle + a_1 b_2 - a_2 b_1) Z_0.
\]
For \(U^s(X, Y)\), we calculate its each component. Let \(V' \in \mathfrak{v}\). One can see from (2.2) and (2.3) that
\[
2\langle U^s(X, Y), V' \rangle = \langle [V', X], Y \rangle + \langle X, [V', Y] \rangle
= - (1/2)a_1 \langle V', W \rangle - b_2 \langle V', JV \rangle - (1/2)b_1 \langle V, V' \rangle - a_2 \langle V', JW \rangle.
\]
This yields that the \(u\)-component of \(U^s(X, Y)\) satisfies
\[
2U^s(X, Y) = -(1/2)a_1 W - b_2 JV - (1/2)b_1 V - a_2 JW.
\]
Other components are easy to calculate, and hence we can calculate \(\nabla^s_X Y\). \(
\]
The \textit{Riemannian curvature} \(R^s\) of the solvable model is defined by
\[
R^s(X, Y) := \nabla^s_{[X,Y]} - \left[ \nabla^s_X, \nabla^s_Y \right] = \nabla^s_{X \nabla^s_Y} + \nabla^s_{Y \nabla^s_X},
\]
which has a very simple expression in this case.

\textbf{Lemma 2.3.} The Riemannian curvature \(R^s\) satisfies
\[
4R^s(X, Y)Z = \langle Y, Z \rangle X - \langle X, Z \rangle Y + \langle JY, Z \rangle JX - \langle JX, Z \rangle JY - 2\langle JX, Y \rangle JZ.
\]
\textbf{Proof.} For the calculation, let
\[
X = a_1 A_0 + V + a_2 Z_0, \quad Y = b_1 A_0 + W + b_2 Z_0, \quad Z = c_1 A_0 + U + c_2 Z_0,
\]
where \(V, W, U \in \mathfrak{v}\). It is convenient to use
\[
2[X, Y] = a_1 W - b_1 V + 2\langle JX, Y \rangle Z_0.
\]
It follows from Lemma (2.2) and direct calculations that
\[
\begin{align*}
4(\nabla^s_{[X,Y]} Z)_u &= (a_1 \langle W, U \rangle - b_1 \langle V, W \rangle + 4c_2 \langle JX, Y \rangle) A_0, \\
4(\nabla^s_{[X,Y]} Z)_\rho &= b_1 c_1 V + b_1 c_2 JV - a_1 c_1 W - a_1 c_2 JW - 2\langle JX, Y \rangle JU, \\
4(\nabla^s_{[X,Y]} Z)_\lambda &= (a_1 \langle JW, U \rangle - b_1 \langle JV, U \rangle - 4c_1 \langle JX, Y \rangle) Z_0,
\end{align*}
\]
where subscript \(u\) denotes the \(u\)-component. One can also directly calculate each component of \(\nabla_X \nabla_Y Z\) as
\[
\begin{align*}
4(\nabla^s_X \nabla^s_Y Z)_u &= (-c_1 \langle V, W \rangle - c_2 \langle JV, W \rangle - b_2 \langle V, JW \rangle + 2a_2 \langle JW, U \rangle - 4a_2 b_2 c_1) A_0, \\
4(\nabla^s_X \nabla^s_Y Z)_\rho &= (-\langle W, U \rangle - 2b_2 c_2) V + (\langle W, JU \rangle + 2b_2 c_1) J V \\
&\quad + a_2 c_1 JW - a_2 c_2 W - a_2 b_2 U, \\
4(\nabla^s_X \nabla^s_Y Z)_\lambda &= (-c_1 \langle JV, W \rangle - c_2 \langle V, W \rangle - b_2 \langle V, U \rangle - 2a_2 \langle W, U \rangle - 4a_2 b_2 c_2) Z_0.
\end{align*}
\]
One can obtain \(\nabla_Y \nabla_X Z\) by symmetry. By summing up them, we complete the proof. \(\Box\)
The Ricci operator $\text{Ric}^s$ is defined by

$$\text{Ric}^s(X) := \sum R^s(E_i, X)E_i,$$

where $\{E_i\}$ is an orthonormal basis of $s$. A Riemannian manifold is said to be Einstein if the Ricci operator is a scalar map, $\text{Ric} = c \cdot \text{id}$, and the scalar $c$ is called the Einstein constant.

**Proposition 2.4.** $\text{Ric}^s(X) = -((n + 1)/2)X$ holds for every $X \in s$. Hence, the solvable model is an Einstein manifold with negative Einstein constant.

**Proof.** First of all, it follows from Lemma 2.3 that, for $X, Y \in s$,

$$(2.6) \quad R^s(X, Y)X = -(3/4)\langle JX, Y \rangle JX - (1/4)|X|^2Y + (1/4)\langle X, Y \rangle X.$$  

Let $X \in s$. We may and do assume that $|X| = 1$ without loss of generality. We use an orthonormal basis $\{E_i\}$ such that $E_1 = X$ and $E_2 = JX$. Thus, one can see from (2.6) that

$$R^s(E_1, X)E_1 = 0, \quad R^s(E_2, X)E_2 = -X, \quad R^s(E_k, X)E_k = -(1/4)X$$

for $k = 3, \ldots, 2n$. By adding them, we obtain the Ricci operator. $\square$

The sectional curvature $K^s_\sigma$ of a plane $\sigma$ in $s$ is defined by

$$K^s_\sigma := \langle R^s(X, Y)X, Y \rangle,$$

where $\{X, Y\}$ is an orthonormal basis of $\sigma$. Recall that the Kähler angle $\alpha$ of $\sigma$ is given by $\cos(\alpha) = \langle JX, Y \rangle$. The holomorphic sectional curvature is the sectional curvature of a complex plane, that is, a plane with $\alpha = 0$.

**Proposition 2.5.** $K^s_\sigma = -(1/4) - (3/4)\langle JX, Y \rangle^2$ holds for a plane $\sigma$ with an orthonormal basis $\{X, Y\}$. Hence, the solvable model has the constant holomorphic sectional curvature $-1$.

**Proof.** It is direct from (2.6) and the definition of the holomorphic sectional curvature. $\square$

One can see that all the curvatures can be calculated in terms of the Lie algebra $s$. The curvatures of Lie hypersurfaces are more complicated, but they can also be completely calculated in terms of the Lie algebras.

3. **Lie hypersurfaces**

The Lie hypersurfaces have been introduced and studied by Berndt ([1]). In this section, we recall his results on Lie hypersurfaces, and mention a calculation of the second fundamental forms and the Levi-Civita connections.

**Definition 3.1.** A homogeneous hypersurface in the complex hyperbolic space is called a Lie hypersurface if it has no focal submanifolds.
Note that this definition looks different from the original definition by Berndt ([1]). In [1], a Lie hypersurface is defined by an orbit of a codimension one subgroup $S'$ of $S$, where $S$ is the solvable Lie group involved in the solvable model. It is obvious that every orbit of $S'$ is a hypersurface. Therefore, every orbit of $S'$ is a Lie hypersurface in our sense. The converse of this statement also holds. It follows from the following; every cohomogeneity one action without singular orbit (that is, an isometric action all of whose orbits are codimension one) is orbit equivalent to an action of a codimension one subgroup of $S$. In fact, this is true not only for $\mathbb{C}H^n$, but also for every symmetric space of noncompact type ([3]).

**Theorem 3.2 ([1]).** Every Lie hypersurface in the complex hyperbolic space is isometrically congruent to the orbit $S(\theta).o$ for $\theta \in [0, \pi/2]$, where $o$ is the origin and $S(\theta)$ is the connected Lie subgroup of $S$ with Lie algebra

$$\mathfrak{s}(\theta) := \mathfrak{s} \ominus \mathbb{R}(\cos(\theta)X_1 + \sin(\theta)A_0).$$

Note that $\ominus$ denotes the orthogonal complement. One can check that $\mathfrak{s}(\theta)$ is a subalgebra of $\mathfrak{s}$, which is obviously of codimension one. We will use the unit normal vector

$$\xi := \cos(\theta)X_1 + \sin(\theta)A_0$$

and the orthogonal decomposition

$$\mathfrak{s}(\theta) = \text{span}\{T\} \oplus \text{span}\{Y_1\} \oplus v_0 \oplus \mathfrak{z},$$

(3.1)

where $T := \cos(\theta)A_0 - \sin(\theta)X_1$, $v_0 := \text{span}\{X_2, Y_2, \ldots, X_{n-1}, Y_{n-1}\}$.

We use this decomposition frequently.

Note that the set of Lie hypersurfaces gives a degeneration of Lie algebra, from a solvable Lie algebra $\mathfrak{s}(0)$ to a nilpotent Lie algebra $\mathfrak{s}(\pi/2)$. If $\theta \neq \pi/2$, then $\mathfrak{s}(\theta)$ is solvable but not nilpotent. The Lie algebra $\mathfrak{s}(\pi/2) = \mathfrak{n}$ is the Heisenberg Lie algebra, which is nilpotent. Our study of this paper can be regarded as a study of curvature behavior under a degeneration of Lie algebra.

The orbit $S(0).o$ is the homogeneous ruled minimal hypersurface (we refer to [11]), and the orbit $S(\pi/2).o$ is a horosphere. An equidistant hypersurface to $S(0).o$ is an orbit $S(0).\gamma(t)$ for $t > 0$, where $\gamma$ is a normal geodesic of $S(0).o$ starting from $o$. The left-translation by $\gamma(t)^{-1} \in S$ gives

$$S(0).\gamma(t) \cong (\gamma(t)^{-1}S(0)\gamma(t)).o = S(\theta).o$$

for $\theta \in (0, \pi/2)$. Thus, the set of Lie hypersurfaces gives a deformation of hypersurfaces, keeping homogeneity, from the ruled minimal homogeneous hypersurface $S(0).o$ to the horosphere $S(\pi/2).o$. We refer to [1] and [3] for detail.

In the rest of the paper, we denote by $S(\theta)$ instead of $S(\theta).o$. We need the Levi-Civita connections $\nabla$ and the second fundamental forms $h$ of the Lie hypersurfaces.
S(\theta). One knows the formula

\[ (3.2) \quad \nabla^s_X Y = \nabla_X Y + h(X, Y) \]

for X, Y \in \mathfrak{s}(\theta), where \( \nabla_X Y \in \mathfrak{s}(\theta) \) and h(X, Y) \in \mathbb{R}\xi.

**Proposition 3.3.** Let X, Y \in \mathfrak{s}(\theta) and write as X = a_1 T + a_2 Y_1 + V + a_3 Z_0 and

Y = b_1 T + b_2 Y_1 + W + b_3 Z_0 \text{ for } V, W \in \mathfrak{v}_0 \text{ according to the decomposition (3.1).}

Thus, the second fundamental form h satisfies

\[ 2h(X, Y) = ((\langle X, Y \rangle + a_3 b_3) \sin(\theta) + (a_2 b_3 + a_3 b_2) \cos(\theta)) \xi. \]

**Proof.** We know \( \nabla^s \) by Lemma 2.2 Thus the second fundamental form h can be calculated directly from \( h(X, Y) = \langle \nabla^s_X Y, \xi \rangle \xi. \)

The Levi-Civita connection \( \nabla \) can be calculated in terms of h.

**Proposition 3.4.** For the Lie hypersurface \( S(\theta) \), we have

\[ \begin{align*}
(1) \quad & \nabla_T T = 0, \quad \nabla_T Y_1 = -(1/2) \sin(\theta) Z_0, \quad \nabla_T V = 0, \quad \nabla_T Z = (1/2) \sin(\theta) Y_1, \\
(2) \quad & \nabla_{Y_1} T = -(1/2) \cos(\theta) Y_1 + (1/2) \sin(\theta) Z_0, \quad \nabla_{Y_1} Y_1 = (1/2) \cos(\theta) T, \quad \nabla_{Y_1} V = 0, \quad \nabla_{Y_1} Z_0 = -(1/2) \sin(\theta) T, \\
(3) \quad & \nabla_V T = -(1/2) \cos(\theta) V, \quad \nabla_V Y_1 = 0, \quad \nabla_V W = (1/2) [V, W] + (1/2) \cos(\theta) \langle V, W \rangle T, \quad \nabla_V Z_0 = -(1/2) J V, \\
(4) \quad & \nabla_{Z_0} T = (1/2) \sin(\theta) Y_1 - \cos(\theta) Z_0, \quad \nabla_{Z_0} Y_1 = -(1/2) \sin(\theta) T, \quad \nabla_{Z_0} V = -(1/2) J W, \quad \nabla_{Z_0} Z_0 = \cos(\theta) T.
\end{align*} \]

**Proof.** It is direct from \( \nabla_X Y = \nabla^s_X Y - h(X, Y) \).

4. Extrinsic geometry

Extrinsic geometry of the Lie hypersurfaces \( S(\theta) \) have been studied by Berndt (\textbf{1}) in detail. In this section we recall his results, since the proofs follow easily from Proposition 3.3 and the calculations are similar to the ones in the following sections.

First of all we calculate the shape operator of \( S(\theta) \). The shape operator \( A_\xi : \mathfrak{s}(\theta) \to \mathfrak{s}(\theta) \) is determined, in terms of the second fundamental form h, by

\[ (4.1) \quad \langle A_\xi(X), Y \rangle = \langle h(X, Y), \xi \rangle. \]

**Theorem 4.1.** The shape operator of the Lie hypersurface \( S(\theta) \) satisfies

\[ \begin{align*}
(1) \quad & A_\xi(T) = (1/2) \sin(\theta) T, \\
(2) \quad & A_\xi(Y_1) = (1/2) \sin(\theta) Y_1 + (1/2) \cos(\theta) Z_0, \\
(3) \quad & A_\xi(V) = (1/2) \sin(\theta) V \text{ for } V \in \mathfrak{v}_0, \\
(4) \quad & A_\xi(Z_0) = (1/2) \cos(\theta) Y_1 + \sin(\theta) Z_0.
\end{align*} \]

**Proof.** One has from (4.1) that

\[ A_\xi(X) = \sum \langle A_\xi(X), E_i \rangle E_i = \sum \langle h(X, E_i), \xi \rangle E_i, \]
where \( \{E_i\} \) is an orthonormal basis of \( s(\theta) \). We only demonstrate \( A_\xi(V) \) for \( V \in v_0 \). We can assume without loss of generality that \( |V| = 1 \) and the orthonormal basis \( \{E_i\} \) satisfies \( E_1 = V \). One knows \( h \) by Proposition 3.3. If \( i \geq 2 \), then \( \langle V, E_i \rangle = 0 \) and hence \( h(V, E_i) = 0 \) holds. Therefore, one has
\[
A_\xi(V) = \langle h(V, V), \xi \rangle V = (1/2) \sin(\theta) V,
\]
which completes (3). One can prove (1), (2) and (4) by similar calculations. □

An eigenvalue of the Shape operator \( A_\xi \) is called a principal curvature, and the dimension of the eigenspace is called the multiplicity.

**Corollary 4.2.** The principal curvatures of the Lie hypersurface \( S(\theta) \) are \( \lambda_1, \lambda_2 \) and \( \lambda_3 \), where
\[
\lambda_1 := (3/4) \sin(\theta) - (1/4) (1 + 3 \cos^2(\theta))^{1/2}, \\
\lambda_2 := (1/2) \sin(\theta), \\
\lambda_3 := (3/4) \sin(\theta) + (1/4) (1 + 3 \cos^2(\theta))^{1/2}.
\]
More precisely,

1. If \( \theta \neq \pi/2 \), then \( \lambda_1 < \lambda_2 < \lambda_3 \) holds and the multiplicities are 1, \( 2n - 3 \) and 1, respectively.
2. If \( \theta = \pi/2 \), then \( \lambda_1 = \lambda_2 = 1/2 < \lambda_3 = 3/4 \) holds and the multiplicities are \( 2n - 2 \) and 1, respectively.

**Proof.** It follows easily from Theorem 4.1 that \( \lambda_1, \lambda_2, \lambda_3 \) are principal curvatures. Furthermore, one can see that
\[
4(\lambda_3 - \lambda_2) = \sin(\theta) + (1 + 3 \cos^2(\theta))^{1/2} > 1 > 0.
\]
For convenience, let \( \rho := (1 + 3 \cos^2(\theta))^{1/2} + \sin(\theta) > 0 \). Thus, one can see that
\[
4(\lambda_2 - \lambda_1)\rho = ((1 + 3 \cos^2(\theta))^{1/2} - \sin(\theta))\rho = 4 \cos^2(\theta) \geq 0.
\]
This yields \( \lambda_2 \geq \lambda_1 \), and the equality holds if and only if \( \theta = \pi/2 \). □

The mean value of the principal curvatures is called the mean curvature. A submanifold is called austere if the set of principal curvatures counted with multiplicities are invariant by \(-1\), and is called minimal if the mean curvature is 0. Obviously, an austere submanifold is minimal.

**Corollary 4.3.** The mean curvature of the Lie hypersurface \( S(\theta) \) is
\[
(n/(2n - 1)) \sin(\theta),
\]
and hence \( S(\theta) \) is minimal if and only if \( \theta = 0 \). Furthermore, \( S(0) \) is an austere submanifold.

**Proof.** It is easy from Corollary 4.2 that the mean curvature is \( n/(2n - 1) \sin(\theta) \). Hence \( S(\theta) \) is minimal if and only if \( \theta = 0 \). If \( \theta = 0 \), then the principal curvatures are \( \lambda_1 = -1/2, \lambda_2 = 0, \lambda_3 = 1/2 \), with multiplicities 1, \( 2n - 3 \), 1, respectively. Thus \( S(0) \) is austere. □
The tangent vector field $J\xi$ is called the structure vector field. A hypersurface in $\mathbb{C}^n$ is said to be Hopf if the structure vector field is an eigenvector of the shape operator.

**Corollary 4.4.** The Lie hypersurface $S(\theta)$ is Hopf if and only if $\theta = \pi/2$.

**Proof.** By definition, the structure vector field is $J\xi = \cos(\theta)Y_1 + \sin(\theta)Z_0$. Thus, Theorem 4.1 yields that

$$A_\xi(J\xi) = \sin(\theta)\cos(\theta)Y_1 + ((1/2)\cos^2(\theta) + \sin^2(\theta))Z_0.$$

Since $J\xi, A_\xi(J\xi) \in \text{span}\{Y_1, Z\}$, one has that $J\xi$ is an eigenvector if and only if

$$0 = \langle A_\xi(J\xi), \sin(\theta)Y_1 - \cos(\theta)Z_0 \rangle = -(1/2)\cos^3(\theta).$$

This concludes the claim. □

5. **Ricci Curvatures**

In this section, we calculate the Ricci curvatures of the Lie hypersurfaces $S(\theta)$. Let $R$ be the Riemannian curvature of $S(\theta)$, and recall that the Ricci operator $\text{Ric} : \mathfrak{s}(\theta) \to \mathfrak{s}(\theta)$ is defined by

$$\text{Ric}(X) = \sum R(E_i, X)E_i,$$

where $\{E_i\}$ is an orthonormal basis of $\mathfrak{s}(\theta)$. We use the orthogonal decomposition $\mathfrak{s}(\theta) = \mathbb{R}T \oplus \mathbb{R}Y_1 \oplus \mathfrak{v}_0 \oplus \mathfrak{j}$ given in (3.1).

**Theorem 5.1.** The Ricci operator of the Lie hypersurface $(\mathfrak{s}(\theta), \langle , \rangle)$ satisfies

1. $\text{Ric}(T) = -(1/4)(2 + (2n - 1)\cos^2(\theta))T$,
2. $\text{Ric}(Y_1) = -(1/4)(2 + (2n - 3)\cos^2(\theta))Y_1 + (n/2)\sin(\theta)\cos(\theta)Z_0$,
3. $\text{Ric}(V) = -(1/4)(2 + (2n - 1)\cos^2(\theta)V$ for $V \in \mathfrak{v}_0$,
4. $\text{Ric}(Z_0) = (n/2)\sin(\theta)\cos(\theta)Y_1 + (1/2)((n - 1) - 2n\cos^2(\theta))Z_0$.

**Proof.** We only demonstrate $\text{Ric}(V)$ for $V \in \mathfrak{v}_0$. By definition, one has

$$\text{Ric}(V) = R(T, V)T + R(Y_1, V)Y_1 + \sum R(W_i, V)W_i + R(Z, V)Z,$$

where $\{W_i\}$ is an orthonormal basis of $\mathfrak{v}_0$. One knows $\nabla$ by Proposition 3.4 which yields that

$$R(T, V)T = (1/2)\cos(\theta)\nabla_V T,$$

$$R(Y_1, V)Y_1 = (1/2)\cos(\theta)\nabla_V T,$$

$$R(W_i, V)W_i = -\nabla_{[V, W_i]}W_i - (1/2)\nabla_{W_i}[V, W_i]$$
$$- (1/2)\cos(\theta)[V, W_i]\nabla_{W_i} T + (1/2)\cos(\theta)\nabla_T V,$$

$$R(Z_0, V)Z_0 = \cos(\theta)\nabla_V T + (1/2)\nabla_{Z_0} JV.$$
Without loss of generality, we may and do assume that $|V| = 1$, $W_1 = V$, and $W_2 = JV$. Note that $[V, JV] = Z_0$, and $[V, W_i] = 0$ for $i \neq 2$ (see Eq. (2.2)). Therefore, one has
\[
\sum R(W_i, V)W_i = -\nabla_{Z_0} JV - (1/2) \nabla_J V Z_0 \\
- (1/2) \cos(\theta) \nabla_V T + ((2n - 4)/2) \cos(\theta) \nabla_V T.
\]
Altogether, one get
\[
\text{Ric}(V) = ((2n - 1)/2) \cos(\theta) \nabla_V T - (1/2) \nabla_{Z_0} JV - (1/2) \nabla_J V Z_0 \\
= -((2n - 1)/4) \cos^2(\theta) V + (1/4) J^2 V + (1/4) J^2 V \\
= -(1/4)(2 + (2n - 1) \cos^2(\theta)) V.
\]
One can calculate Ric($T$), Ric($Y_1$) and Ric($Z_0$) in the similar way. \qed

An eigenvalue of the Ricci operator is called a \textit{principal Ricci curvature}, and the dimension of the eigenspace is called the \textit{multiplicity}.

**Corollary 5.2.** The principal Ricci curvatures of $S(\theta)$ are $\alpha_1$, $\alpha_2$ and $\alpha_3$, where
\[
\begin{align*}
\alpha_1 &= (n - 2)/4 - ((6n - 3)/8) \cos^2(\theta) - (1/8)A^{1/2}, \\
\alpha_2 &= -(1/2) - ((2n - 1)/4) \cos^2(\theta), \\
\alpha_3 &= (n - 2)/4 - ((6n - 3)/8) \cos^2(\theta) + (1/8)A^{1/2},
\end{align*}
\]
here $A$ is defined by
\[
A = 4n^2 + 4n(2n - 3) \cos^2(\theta) - 3(2n + 1)(2n - 3) \cos^4(\theta).
\]
More precisely,
\begin{enumerate}
\item If $\theta \neq \pi/2$, then $\alpha_1 < \alpha_2 < \alpha_3$ holds and the multiplicities are $1, 2n - 3$ and $1$, respectively.
\item If $\theta = \pi/2$, then $\alpha_1 = \alpha_2 = -1/2 < \alpha_3 = (n - 1)/2$ holds and the multiplicities are $2n - 2$ and $1$, respectively.
\end{enumerate}

**Proof.** Theorem 5.1 yields that $T$ and $V \in \mathfrak{v}_0$ are eigenvectors with eigenvalue $\alpha_2$. Note that dim $\mathbb{R}T \oplus \mathfrak{v}_0 = 2n - 3$. A direct calculation yields that the eigenvalues of Ric on $\mathbb{R}Y_1 \oplus J$ are $\alpha_1$ and $\alpha_3$. To complete the proof, we need to compare $\alpha_1$, $\alpha_2$ and $\alpha_3$. First of all, one has $\alpha_2 < \alpha_3$, since
\[
8(\alpha_3 - \alpha_2) = 2n + (-2n + 1) \cos^2(\theta) + A^{1/2} \geq 2n(1 - \cos^2(\theta)) + \cos^2(\theta) > 0.
\]
To show $\alpha_1 \leq \alpha_2$, let $\rho = A^{1/2} + (2n + (-2n + 1) \cos^2(\theta)) > 0$. Thus, one can see that
\[
8(\alpha_2 - \alpha_1)\rho = (A^{1/2} - (2n + (-2n + 1) \cos^2(\theta)))\rho \\
= 16n(n - 1) \cos^2(\theta)(1 - \cos^2(\theta)) + 8 \cos^4(\theta) \\
\geq 0.
\]
The equality holds if and only if $\cos(\theta) = 0$. \qed
If \( \theta = 0 \), then \( \alpha_1 < \alpha_2 < \alpha_3 < 0 \) holds. Thus, the homogeneous ruled minimal hypersurface \( S(0) \), and also \( S(\theta) \) for small \( \theta \), have negative Ricci curvatures. Furthermore, If \( \theta \to \pi/2 \), that is the Lie hypersurface \( S(\theta) \) degenerates to the horosphere \( S(\pi/2) \), then the number of distinct principal curvatures goes to two.

6. SCALAR CURVATURES

In this small section, we mention the scalar curvatures of Lie hypersurfaces. Theorem 5.1 immediately yields that

**Theorem 6.1.** The scalar curvature \( sc \) of the Lie hypersurface \( (s(\theta), \langle , \rangle) \) satisfies

\[
sc = -(n-1)/2 - (n(2n-1)/2) \cos^2(\theta).
\]

Therefore, every Lie hypersurface has a negative scalar curvature.

7. SECTIONAL CURVATURES

In this section, we calculate the sectional curvatures of Lie hypersurfaces and determine the maximum values of them. It seems to be surprising that the maximum values for \( n = 2 \) and \( n > 2 \) are different.

**Theorem 7.1.** Let \( \sigma \) be a plane in \( s(\theta) \) with an orthonormal basis \( \{X, Y\} \). According to the decomposition \( s(\theta) = \mathbb{R}T \oplus \mathbb{R}Y_1 \oplus v_0 \oplus \mathfrak{s} \) given in (3.1), we write

\[
X = a_1 T + a_2 Y_1 + V + a_3 Z_0, \quad Y = b_1 T + b_2 Y_1 + W + b_3 Z_0.
\]

Thus, the sectional curvature \( K_\sigma \) satisfies

\[
K_\sigma = -(1/4) - (3/4)\langle JX, Y \rangle^2 + (1/4)(1 + a_3^2 + b_3^2) \sin^2(\theta) + (1/2)(a_2a_3 + b_2b_3) \sin(\theta) \cos(\theta) - (1/4)(a_2b_3 - a_3b_2)^2 \cos^2(\theta).
\]

**Proof.** Let \( K^s_\sigma \) be the sectional curvature of \( \sigma \) in \( S \). Proposition 2.5 yields that

\[
K_\sigma = K^s_\sigma + (K_\sigma - K^s_\sigma) = -(1/4) - (3/4)\langle JX, Y \rangle^2 + (K_\sigma - K^s_\sigma).
\]

To calculate \( K_\sigma - K^s_\sigma \), we recall the equation of Gauss (see [9], Chapter VII):

\[
\langle R(X,Y)Z, W \rangle = \langle R^s(X,Y)Z, W \rangle + \langle h(X, Z), h(Y, W) \rangle - \langle h(Y, Z), h(X, W) \rangle.
\]

Note that \( R \) and \( R^s \) are the Riemannian curvatures of \( s(\theta) \) and \( s \) respectively, and \( h \) is the second fundamental form. This immediately concludes that

\[
K_\sigma - K^s_\sigma = \langle h(X, X), h(Y, Y) \rangle - |h(X, Y)|^2.
\]

One knows \( h \) by Proposition 3.3, which yields that

\[
K_\sigma - K^s_\sigma = (1/4)(1 + a_3^2 + b_3^2) \sin^2(\theta) + (1/2)(a_2a_3 + b_2b_3) \sin(\theta) \cos(\theta) - (1/4)(a_2b_3 - a_3b_2)^2 \cos^2(\theta).
\]

This completes the proof. \( \square \)

We will study the maximum and the minimum of the sectional curvature of each Lie hypersurface \( S(\theta) \). At first, we study the case \( n = 2 \).
Corollary 7.2. Let \( n = 2 \). The sectional curvature \( K \) of the Lie hypersurface \( S(\theta) \) in the complex hyperbolic plane \( \mathbb{CH}^2 \) satisfies

\[
\max K_\sigma = -\frac{1}{4} - \frac{3}{8} \cos^2(\theta) + \frac{1}{8} \sqrt{16 \sin^4(\theta) + 9 \cos^4(\theta) + 40 \sin^2(\theta) \cos^2(\theta)},
\]

\[
\min K_\sigma = -\frac{1}{4} - \frac{3}{8} \cos^2(\theta) - \frac{1}{8} \sqrt{16 \sin^4(\theta) + 9 \cos^4(\theta) + 40 \sin^2(\theta) \cos^2(\theta)}.
\]

Proof. Since \( n = 2 \), we have \( v_0 = 0 \) and \( s(\theta) = \text{span}\{T, Y_1, Z_0\} \). Let \( \sigma \) be a plane of \( s(\theta) \). One can take an orthonormal basis \( \{X, Y\} \) such that

\[
X = a_1 T + a_2 Y_1 + a_3 Z_0 = a_1 \cos(\theta) A_0 - a_1 \sin(\theta) X_1 + a_2 Y_1 + a_3 Z_0,
\]

\[
Y = b_2 Y_1 + b_3 Z_0.
\]

By Theorem 7.1, one can see that

\[
K_\sigma = -(1/4) - (3/4) a_1^2 (b_3 \cos(\theta) - b_2 \sin(\theta))^2 + (1/4) (1 + a_2^2 + b_3^2) \sin^2(\theta)
\]

\[
+ (1/2) (a_2 a_3 + b_2 b_3) \sin(\theta) \cos(\theta) - (1/4) (a_2 b_3 - a_3 b_2)^2 \cos^2(\theta).
\]

Since \( \{X, Y\} \) is orthonormal, there exists \( t \in \mathbb{R} \) such that \( (b_2, b_3) = (\cos(t), \sin(t)) \) and \( (a_2, a_3) = c(\sin(t), -\cos(t)) \), where \( c^2 = 1 - a_1^2 \). A straightforward calculation yields that

\[
K_\sigma = -(1/4) + (1/2) \sin^2(\theta) - (1/4) \cos^2(\theta) + (1/4) a_1^2 B(t),
\]

where \( B(t) \) is defined by

\[
B(t) = \cos^2(\theta) - 4 \sin^2(\theta) \cos^2(t) - 3 \cos^2(\theta) \sin^2(t) + 2 \sin(\theta) \cos(\theta) \sin(t) \cos(t)
\]

\[
= -2 \sin^2(\theta) - (1/2) \cos^2(\theta)
\]

\[
+ 4 \sin(\theta) \cos(\theta) \sin(2t) + (1/2) (-4 \sin^2(\theta) + 3 \cos^2(\theta)) \cos(2t).
\]

By applying \(-A^2 + B^2)^{1/2} \leq A \cos(2t) + B \sin(2t) \leq (A^2 + B^2)^{1/2}, \) we have

\[
\max B(t) = -2 \sin^2(\theta) - (1/2) \cos^2(\theta)
\]

\[
+ (1/2) \left( 64 \sin(\theta) \cos(\theta) + (-4 \sin^2(\theta) + 3 \cos^2(\theta))^2 \right)^{1/2},
\]

\[
\min B(t) = -2 \sin^2(\theta) - (1/2) \cos^2(\theta)
\]

\[
- (1/2) \left( 64 \sin(\theta) \cos(\theta) + (-4 \sin^2(\theta) + 3 \cos^2(\theta))^2 \right)^{1/2}.
\]

Note that \( \max B(t) \geq 0 \) and \( \min B(t) \leq 0 \). Therefore, \( K_\sigma \) attains the maximum (resp. minimum) if and only if \( a_1^2 = 1 \) and \( B(t) \) attains the maximum (resp. minimum). This finishes the proof. \( \square \)

We study next the case \( n > 2 \).

Corollary 7.3. Let \( n > 2 \). Then the sectional curvature \( K \) of the Lie hypersurface \( S(\theta) \) in the complex hyperbolic space \( \mathbb{CH}^n \) satisfies

\[
\max K_\sigma = -\frac{1}{4} + \frac{3}{8} \sin^2(\theta) + \frac{1}{8} \sin(\theta) \sqrt{\sin^2(\theta) + 4 \cos^2(\theta)}.
\]
Proof. One can see that
\[ K_\sigma = K_\sigma^2 + (K_\sigma - K_\sigma^2) \leq -(1/4) + \max (K_\sigma - K_\sigma^2). \]
We will find a plane \( \sigma \) which attains the maximums of \( K_\sigma^2 \) and \( K_\sigma - K_\sigma^2 \), simultaneously. Let \( \sigma \) be a plane in \( s(\theta) \) with an orthonormal basis \( \{X, Y\} \). We write
\[ X = a_1 T + a_2 Y_1 + V + a_3 Z_0, \quad Y = b_1 T + b_2 Y_1 + W + b_3 Z_0 \]
as in Theorem 7.1. By changing an orthonormal basis of \( \sigma \), we may and do assume that \( b_3 = 0 \) without loss of generality. Thus, Theorem 7.1 yields that
\[ K_\sigma \leq -(1/4) + (1/4)(1 + a_2^2) \sin^2(\theta) + (1/2) a_2 a_3 \sin(\theta) \cos(\theta) \]
\[ = -(1/4) + (1/4) \sin^2(\theta) + (1/8) \sin(\theta) (2 \cos(\theta) a_3^2 + 4 \cos(\theta) a_2 a_3). \]
The equality holds if, for example, \( \langle JX, Y \rangle = 0 \) and \( b_2 = 0 \). Since \( |X| = 1 \), there exist \( r \in [0, 1] \) and \( t \in \mathbb{R} \) such that \( (a_2, a_3) = (r \cos(t), r \sin(t)) \). We thus have
\[ 2 \sin(\theta) a_3^2 + 4 \cos(\theta) a_2 a_3 = 2 \sin(\theta) r^2 \sin^2(t) + 4 \cos(\theta) r^2 \sin(t) \cos(t) \]
\[ = r^2 (\sin(\theta) - \sin(\theta) \cos(2t) + 2 \cos(\theta) \sin(2t)) \]
\[ \leq r^2 (\sin(\theta) + (\sin^2(\theta) + 4 \cos^2(\theta))^{1/2}) \]
\[ \leq \sin(\theta) + (\sin^2(\theta) + 4 \cos^2(\theta))^{1/2}. \]
This concludes that
\[ K_\sigma \leq -(1/4) + (3/8) \sin^2(\theta) + (1/8) \sin(\theta)(\sin^2(\theta) + 4 \cos^2(\theta))^{1/2}. \]
The equality holds for certain \( X = a_2 Y_1 + a_3 Z_0 \) and \( Y = V \), and therefore, the right hand side coincides with the maximum of \( K_\sigma \). \( \Box \)

Note that the inequality (7.1) holds for every \( n \). Thus, we have \( \max K_\sigma^{(n>2)} \geq \max K_\sigma^{(n=2)} \), where \( K_\sigma^{(n>2)} \) and \( K_\sigma^{(n=2)} \) are the sectional curvatures for cases \( n > 2 \) and \( n = 2 \), respectively. It is natural to ask when the equality holds.

**Proposition 7.4.** We have \( \max K_\sigma^{(n>2)} \geq \max K_\sigma^{(n=2)} \), and the equality holds if and only if \( \theta = 0, \pi/2 \).

**Proof.** For convenience, let us define
\[ C := 3 + \sin(\theta)(\sin^2(\theta) + 4 \cos^2(\theta))^{1/2}, \]
\[ D := (16 \sin^4(\theta) + 9 \cos^4(\theta) + 40 \sin^2(\theta) \cos^2(\theta))^{1/2}. \]
Thus, one has
\[ 8 \max K_\sigma^{(n>2)} = -2 - 3 \cos^2(\theta) + C, \quad 8 \max K_\sigma^{(n=2)} = -2 - 3 \cos^2(\theta) + D. \]
Note that \( C, D \geq 0 \). By using
\[ 1 = (\sin^2(\theta) + \cos^2(\theta))^2 = \sin^4(\theta) + 2 \sin^2(\theta) \cos^2(\theta) + \cos^4(\theta), \]
a straightforward calculation yields that
\[
C^2 - D^2 = 6 \sin(\theta)((\sin^2(\theta) + 4 \cos^2(\theta))^{1/2}
+ 9 - 9 \cos^4(\theta) - 15 \sin^4(\theta) - 36 \sin^2(\theta) \cos^2(\theta))
= 6 \sin(\theta)((1 + 3 \cos^2(\theta))^{1/2} - \sin(\theta)(\sin^2(\theta) + 3 \cos^2(\theta)))
= 6 \sin(\theta)\left((1 + 3 \cos^2(\theta))^{1/2} - (1 + 3 \cos^2(\theta) - 4 \cos^6(\theta))^{1/2}\right)
\geq 0.
\]
The equality holds if and only if \(\sin(\theta) = 0\) or \(\cos(\theta) = 0\). \(\square\)

As a result, for the homogeneous ruled minimal hypersurface \(S(0)\), the maximum of the sectional curvature is \(-1/4\). This implies that \(S(\theta)\) has negative sectional curvatures for small \(\theta\).
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