Dynamical Casimir effect in a double tunable superconducting circuit
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We present an analytical and numerical analysis of the particle creation in a cavity ended with two SQUIDs, both subjected to time dependent magnetic fields. In the linear and lossless regime, the problem can be modeled by a free quantum field in 1 + 1 dimensions, in the presence of boundary conditions that involve a time dependent linear combination of the field and its spatial and time derivatives. We consider a situation in which the boundary conditions at both ends are periodic functions of time, focusing on interesting features as the dependence of the rate of particle creation with the characteristics of the spectrum of the cavity, the conditions needed for parametric resonance, and interference phenomena due to simultaneous time dependence of the boundary conditions. We point out several concrete effects that could be tested experimentally.

I. INTRODUCTION

In the presence of time dependent environments, a quantum field initially in its vacuum state evolves into an excited state containing real particles. Particle creation due to time dependent external conditions can be achieved in very different setups, and is broadly named “dynamical Casimir effect” (DCE) [1–4].

The initial literature on this subject was focused in the study of particle creation in the presence of “moving mirrors”, which impose boundary conditions at their position. The acceleration of the mirror induces nontrivial modifications to the normal modes of the electromagnetic field, and create photons from an initial vacuum state. However, the experimental verification of this effect is rather difficult, because the rate of particle production is in general extremely small. There have been several alternative proposals more appropriate to measure the DCE in the broad sense mentioned above, i.e. photon production in the presence of time dependent environments [5–9].

Some years ago, the DCE has been experimentally observed in a superconducting waveguide ended with a superconducting quantum interference device (SQUID) [10]. The time dependent external conditions are produced by applying a time dependent magnetic flux through the SQUID. This generates a time dependent inductance, which in turn produces a time dependent boundary condition for the field in the waveguide [9]. Under certain conditions, this setup mimics that of an electromagnetic field in a waveguide ended with a moving mirror (see however [11]). The DCE has also been measured using an array of SQUIDs, that simulates a time dependent refraction index, see Ref. [12]. In Ref. [13], authors found, in the context of superconducting circuits, that appropriate adjustments of the parameters used in the SQUID experiment reveal remarkable predictions as unexpected nonparabolic spectral distributions and enhancement in the created particles.

A simple variant of the proposal of Ref. [9] is to consider a superconducting cavity of finite size that is, a waveguide ended with two SQUIDs. In the static situation, when the SQUIDs are subjected to constant magnetic fluxes, the boundary conditions on two points at a finite distance on the waveguide produce a discrete spectrum. Therefore, when turning on time dependent boundary conditions, it is possible to tune the external frequency in order to have parametric amplification, in the same fashion as for finite size cavities with moving mirrors. However, the boundary conditions for the field in the superconducting cavity ended with SQUIDs are qualitatively different from those of the electromagnetic field in the presence of mirrors, since they may involve second time derivatives of the field. Therefore, both the static spectrum and the rate of particle creation have a richer structure in this case.

In a previous paper [14], we presented an analysis of this problem, in the particular case in which only one of the boundary conditions is time dependent. We have shown that, after introducing appropriate boundary conditions, the field in the cavity can be described by a system of coupled harmonic oscillators, with time-dependent frequencies and couplings. We obtained the spectrum of the stationary cavity in terms of the parameters that define these boundary conditions, and computed numerically the particle creation rates, with emphasis in their dependence with the properties of the static spectrum.

In a recent work, Svensson et al. [15] initiated the experimental study of a double tunable cavity, in which both ends are subjected to time dependent boundary conditions. It has been shown experimentally that the double cavity shows some of the features predicted for the case of two moving mirrors [10], particularly the fact that there could be destructive or constructive interference depending on the relative phase of the excitations at both ends of the cavity. Other non-ideal aspects of the experimental...
The results are less clear and deserve further analysis. The theoretical aspects of the particle creation by two moving mirrors has been originally analyzed in the context of 1+1 quantum fields satisfying Dirichlet boundary conditions at their positions \[ \text{[16].} \] In that case, the cavity has an equidistant spectrum, and some features of the DCE are very different from that of a cavity with non-equidistant spectrum, due to the fact that all modes become coupled at resonant frequencies. A numerical analysis for Dirichlet mirrors in 1+1 and 3+1 dimensions has been reported in Ref.\[17\], where it was shown that the interference effects are also present for non-equidistant spectra. However, as already mentioned, the waveguide with time dependent boundary conditions has qualitative differences with respect to the cavity with moving mirrors. It is then worth to analyze in detail the specific case of the double tunable cavity from a theoretical point of view. This is the aim of the present work.

The paper is organized as follows. In Section II we describe the model for a (linearized) superconducting cavity with time dependent boundary conditions, and show that the system can be described as a set of coupled harmonic oscillators. In Section III we study analytically the particle creation rate using multiple scale analysis (MSA). We pay particular attention to the dependence of the results with the main characteristics of the spectrum, to the existence of constructive and destructive interference, and to the conditions under which the system enters a regime of parametric resonance. Section IV contains a numerical analysis of the spectrum of the static cavity. As we will see, with appropriate choices of the parameters of the SQUIDs, it is possible to generate equidistant or non-equidistant spectra. Section V is devoted to the numerical calculation of the particle creation rates. In addition to provide support to the analytic calculations of Section III, we explore regimes which are non reachable with the lowest order MSA (like oscillations with large amplitudes, and the very long time behavior) and regimes that, although in principle treatable with MSA at higher orders (like the non leading resonances), are rather cumbersome to implement analytically. In Section VI we study the dependence of the results with the detuning of the external frequencies, an important aspect for the eventual experimental verification of these effects. Section VII contains the conclusions of our work.

II. DOUBLY TUNABLE SUPERCONDUCTING CAVITY

We shall consider a superconducting tunable resonator of length \( d \), with a SQUID in each end, i.e. at \( x = 0 \) and at \( x = d \). The idea is to have two independently controllable boundary conditions.

For the theoretical description we extend previous results in Ref.\[14\] \[18\]. The cavity, which is assumed to have same capacitances \( C_0 \) and inductances \( L_0 \) per unit length, for the both SQUIDs located at \( x = 0 \) and \( x = d \) respectively, is described by the superconducting phase field \( \phi(x,t) \) with Lagrangian

\[
 L_{\text{cav}} = \left( \frac{\hbar}{2e} \right)^2 \frac{C_0}{2} \int_0^d dx \left( \dot{\phi}^2 - v^2 \phi^2 \right) \\
 + \left[ \left( \frac{\hbar}{2e} \right)^2 \frac{2C_L f^L(t) \phi_0^2}{2} - E^L \cos f^L(t) \phi_0^2 \right] \\
 + \left[ \left( \frac{\hbar}{2e} \right)^2 \frac{2C_R f^R(t) \phi^2}{2} - E^R \cos f^R(t) \phi^2 \right], \tag{1}
\]

where \( L \) and \( R \) denote the SQUID in the left \( x = 0 \) boundary and the one on the right at \( x = d \). In Eq.\[1\] we have set \( v = 1/\sqrt{L_0 C_0} \) as the field propagation velocity, and \( \phi_0,d \) as the value of the field at the boundaries \( \phi(0,t) \) and \( \phi(d,t) \). \( f^L,R(t) \) is the phase across the SQUIDs controlled by external magnetic fluxes. \( E^L,R \) and \( C^L,R \) denote the Josephson energies and capacitances, respectively (we will set \( C^L = C^R = C_j \)). The Lagrangian in Eq.\[1\] contains additional contributions proportional to higher powers of \( \phi_0 \) and \( \phi_d \) that will not be considered in the rest of this paper. In what follows we will set \( v = 1 \).

As anticipated, the description of the cavity involves the field \( \phi(x,t) \) for \( 0 < x < d \) and the additional degree of freedom \( \phi_0,d \). The dynamical equation reads

\[
 \ddot{\phi} - \phi'' = 0, \tag{2}
\]

and the boundary conditions are

\[
 \frac{\hbar^2}{E_C} \ddot{\phi}_0 + 2E^L \cos f^L(t) \phi_0 + E_{L,\text{cav}} \phi_0' = 0, \tag{3}
\]

at \( x = 0 \) and

\[
 \frac{\hbar^2}{E_C} \ddot{\phi}_d + 2E^R \cos f^R(t) \phi_d + E_{L,\text{cav}} \phi_d' = 0, \tag{4}
\]

at \( x = d \). In these equations we have defined \( E_C = (2e)^2/(2C_j) \) and \( E_{L,\text{cav}} = (\hbar/2e)^2(1/L_0d) \). The equations above come from the variation of the action with respect to \( \phi_0,d \), and can be considered as a generalized boundary condition for the field. The presence of second time derivatives of the field pinpoints the existence of degrees of freedom localized on the boundary \[19\].

As usual, it will be useful to write the Lagrangian in terms of eigenfunctions of the static cavity. Assuming that

\[
 f^L,R(t) = f^L,R_0 + \theta(t) \theta(t_{F-R}) \epsilon_{L,R} \sin(\Omega_{L,R} t + \phi_{L,R}), \tag{5}
\]

we can expand the field as

\[
 \phi(x,t) = \frac{2e}{\hbar} \sqrt{\frac{2}{C_0 d}} \sum_n q_n(t) \cos(k_n x + \varphi_n), \tag{6}
\]
where the eigenfrequencies \( \kappa_n \) and the phases \( \varphi_n \) satisfy Eqs. (3) and (4) in the static case \( f_{L,R} = f_{0} \):
\[
\kappa_n \tan (\kappa_n d + \varphi_n) = \frac{2E_J^f \cos f_{0}^R}{E_{L,cav}} - \frac{2C_J}{C_0 d} (\kappa_n d)^2
\]
\[
\kappa_n \tan \varphi_n = - \frac{2E_J^f \cos f_{0}^R}{E_{L,cav}} + \frac{2C_J}{C_0 d}(\kappa_n d)^2. \tag{7}
\]

Following previous developments for one-SQUID tunable cavity \[14, 18\], the dynamical equation for the mode \( n \) is therefore written as
\[
\ddot{q}_n + \kappa_n^2 q_n = \frac{2V_{0}^R}{d^2 M_n} \epsilon_R \theta(t) \theta(t_F - t) \sin (f_{0}^R) \times \sin(\Omega_R t + \phi_R) \cos (\kappa_n d + \varphi_n) \sum_m q_m(t) \cos (\kappa_m d + \varphi_m)
\]
\[
+ \frac{2V_{0}^L}{d^2 M_n} \epsilon_L \theta(t) \theta(t_F - t) \sin (f_{0}^L) \times \sin(\Omega_L t + \phi_L) \cos \varphi_n \sum_m q_m(t) \cos \varphi_m, \tag{8}
\]
where \( V_{0}^{L,R} = E_{J}^{L,R} / E_{L,cav} \) and we assumed that \( \epsilon_{L,R} \ll 1 \). We have also defined
\[
M_n = 1 + \frac{\sin [2(\kappa_n d + \varphi_n)]}{2\kappa_n d} - \frac{\sin \varphi_n}{2\kappa_n d} + 2\chi_0 \cos^2 (\kappa_n d + \varphi_n) , \tag{9}
\]
where \( \chi_0 = 2C_J / (C_0 d) \).

The classical description of the theory consists of a set of coupled harmonic oscillators with time dependent frequencies \[20, 21\]. The quantization of the system is straightforward. In the Heisenberg representation, the variables \( q_n(t) \) become quantum operators
\[
\hat{q}_n(t) = \sum_m \frac{1}{\sqrt{2\kappa_m}} \left[ \hat{a}_m \epsilon_n^{(m)}(t) + \hat{a}^\dagger_m \epsilon_n^{(m)*}(t) \right] , \tag{10}
\]
where \( \hat{a}_m \) and \( \hat{a}^\dagger_m \) are the annihilation and creation operators. The functions \( \epsilon_n^{(m)}(t) \) are properly normalized solutions of Eq.(5), satisfying initial conditions
\[
\epsilon_n^{(m)}(t = 0) = \delta_{nm}, \quad \epsilon_n^{(m)}(t = 0) = -i \kappa_n \delta_{nm}.
\]

In the static regions \( t < 0 \) and \( t > t_F \) these functions are linear combinations of \( e^{\pm i \kappa_n t} \). We define the \( \text{in} \)-basis as the solutions of Eq.(5) that satisfy
\[
\epsilon_n^{(m),\text{in}}(t) = e^{-i \kappa_n t} \delta_{nm} \quad \text{for } t < 0. \tag{11}
\]

The associated annihilation operators \( a_n^{\text{in}} \) define the \( \text{in} \)-vacuum \( |0_{\text{in}} \rangle \). The \( \text{out} \)-basis \( \epsilon_n^{(m),\text{out}} \) is introduced in a similar way, defining the behaviour for \( t > t_F \). The \( \text{in} \) and \( \text{out} \) bases are connected by a Bogoliubov transformation
\[
\epsilon_n^{(m)}(t) = a_{nm} e^{-i \kappa_n t} + b_{nm} e^{i \kappa_n t}, \tag{12}
\]
and the number of created particles in the mode \( n \) for \( t > t_F \) is given by \[22\]
\[
N_n = \langle 0_{\text{in}} | a_n^{\text{out}} \dagger a_n^{\text{out}} | 0_{\text{in}} \rangle = \sum_m |\beta_{nm}|^2. \tag{13}
\]

In the present paper, we shall numerically solve the dynamical Eqs.(8) and evaluate the number of created particles using Eq.(13). Before doing that, we will present an analytic study which is appropriate for resonant external frequencies.

### III. ANALYTIC RESULTS: MULTIPLE SCALE ANALYSIS

In order to study analytically Eqs.(8) we write them in the form
\[
\ddot{q}_n + \omega_n^2(t) q_n = \sum_{m \neq n} \sum_j q_m S_{m,n}^{(j)} \sin(\Omega_j t + \phi_j) , \tag{14}
\]
where \( j = L, R \), we made the redefinition \( q_n \rightarrow q_n / \sqrt{M_n} \), and
\[
\omega_n^2(t) = k_n^2 - \sum_j \alpha_n^{(j)} \sin(\Omega_j t + \phi_j) .
\]
\[
S_{m,n}^{R} = \frac{2V_{0}^{R}}{d^2 \sqrt{M_n M_m}} \epsilon_R \sin f_{0}^{R} \cos (k_n d + \varphi_n) \times \cos (k_m d + \varphi_m)
\]
\[
S_{m,n}^{L} = \frac{2V_{0}^{L}}{d^2 \sqrt{M_n M_m}} \epsilon_L \sin f_{0}^{L} \cos \varphi_n \cos \varphi_m
\]
\[
\alpha_n^{R} = \frac{2V_{0}^{R}}{d^2 M_n} \epsilon_R \sin f_{0}^{R} \cos^2 (k_n d + \varphi_n)
\]
\[
\alpha_n^{L} = \frac{2V_{0}^{L}}{d^2 M_n} \epsilon_L \sin f_{0}^{L} \cos^2 (\varphi_n). \tag{15}
\]

We will assume that the amplitude of the time dependence is small, that is \( \alpha \ll 1 \). We will also set \( \epsilon_R = \epsilon_L = \epsilon \).

It is known that, due to parametric resonance, a naive perturbative solution of Eqs.(14) in powers of \( \epsilon \) breaks down after a short amount of time. In order to find a solution valid for longer times we use the multiple scale analysis (MSA) technique \[23, 24\]. We introduce a second timescale \( \tau = \epsilon t \), and write
\[
q_n(t, \tau) = A_n(\tau) e^{-i \kappa_n \tau} + B_n(\tau) e^{i \kappa_n \tau} . \tag{16}
\]

The functions \( A_n \) and \( B_n \) are slowly varying, and contain the cumulative resonant effects. To obtain differential equations for them, we insert this ansatz into Eq.(14) and neglect second derivatives of \( A_n \) and \( B_n \). After multiplying the equation by \( \exp(\pm i \kappa_n t) \), and averaging over the fast oscillations we obtain
where the phase $\phi_j$ express the dephasing between the harmonic external excitations at right and left squids. Assuming that $\sin f^R(0)$ and $\sin f^L(0)$ have the same sign, if $\phi_R - \phi_L = 0$ the SQUIDs are out of phase. We refer to this as the breathing mode. On the contrary, when $\phi_R - \phi_L = \pi$, we will find the so called shaker modes (electromagnetic shaker in the case of a cavity with two oscillating mirrors).

We can see that these equations are non trivial when the external harmonic driving frequencies are just tuned with one eigenvalue of the static cavity $\Omega_{L,R} = 2k_n$. Moreover, other modes will be coupled and will resonate if the conditions

$$\Omega_{L,R} = |k_n \pm k_j|$$ (18)

are satisfied. We will now describe some particular cases.

### A. A single resonant mode

We assume that $\Omega_L = \Omega_R = 2k_n$ for some mode, and that no other resonant condition is satisfied. In this case the dynamical equations Eq.17 reduce to

$$4k_n \frac{dA_n}{dt} = -B_n [\alpha_n^L + \alpha_n^R e^{-i\phi_R}]$$
$$4k_n \frac{dB_n}{dt} = -A_n [\alpha_n^L + \alpha_n^R e^{-i\phi_R}],$$ (19)

where we have assumed that $\phi_L = 0$. From these equations, it is easy to see that the number of created particles grows exponentially with a rate $\Gamma_n$ given by

$$\Gamma_n = \frac{1}{4k_n} \sqrt{(\alpha_n^R)^2 + (\alpha_n^L)^2 + 2\alpha_n^R \alpha_n^L \cos \phi_R}.$$ (20)

As expected from calculations of the DCE for mirrors, there is constructive interference for $\phi_R = 0$, and destructive for $\phi_R = \pi$. Note however that even in the case $\epsilon_R = \epsilon_L$ considered here, the interference is partial, due to the fact that in general $\alpha_n^R \neq \alpha_n^L$.

### B. Two resonant modes

We now assume that the only resonant condition satisfied by the external frequency is $\Omega_L = \Omega_R = k_m + k_n$,

for a couple of modes $n$ and $m$. The dynamical equations read, in this case, as

$$4k_n \frac{dA_n}{dt} = -B_m (S_{mn}^L + S_{mn}^R e^{-i\phi_R})$$
$$4k_m \frac{dB_m}{dt} = -A_n (S_{mn}^L + S_{mn}^R e^{i\phi_R})$$
$$4k_m \frac{dA_m}{dt} = -B_n (S_{mn}^L + S_{mn}^R e^{-i\phi_R})$$
$$4k_n \frac{dB_n}{dt} = -A_m (S_{mn}^L + S_{mn}^R e^{i\phi_R}).$$ (21)

Combining these equations it is easy to show that all the functions grow exponentially with a rate

$$\frac{|\Gamma_{mn}|}{4\sqrt{k_m k_n}}$$ (22)

where

$$\Gamma_{mn} = S_{mn}^L + S_{mn}^R e^{i\phi_R}.$$ (23)

Therefore, the number of created particles grows exponentially in both modes, with a rate that depends on the dephasing of the harmonic external excitation.

It is interesting to remark that the case $\Omega_L = \Omega_R = k_m - k_n$ is qualitatively different (we assume $k_m > k_n$). We have

$$4k_n \frac{dA_n}{dt} = A_m (S_{mn}^L + S_{mn}^R e^{i\phi_R})$$
$$4k_m \frac{dA_m}{dt} = -A_n (S_{mn}^L + S_{mn}^R e^{-i\phi_R}),$$ (24)

and

$$4k_n \frac{dB_n}{dt} = B_m (S_{mn}^L + S_{mn}^R e^{-i\phi_R})$$
$$4k_m \frac{dB_m}{dt} = -B_n (S_{mn}^L + S_{mn}^R e^{i\phi_R}).$$ (25)

Note that in this case there is no mixing between the coefficients $A_n$ and $B_n$. Moreover, due to the relative sign in the rhs of the equations, they lead to an oscillatory behavior.

### C. Two different external frequencies

We will now consider cases in which $\Omega_R \neq \Omega_L$, but both still satisfying some of the resonant conditions. The
The simplest choice is to tune each frequency with a different mode, that is, \( \Omega_L = 2k_n \) and \( \Omega_R = 2k_m \) with \( m \neq n \). In this case, there is no mode mixing, and each one resonates independently of the other.

More interesting situations are \((\Omega_L, \Omega_R) = (2k_n, k_m - k_n)\) and \((\Omega_L, \Omega_R) = (k_n + k_n, k_m - k_n)\). In both cases, the dynamical equations reduce to a system of four coupled differential equations (note that in the previous examples the equations are coupled in pairs).

We first consider \((\Omega_L, \Omega_R) = (2k_n, k_m - k_n)\). The equations read

\[
\begin{align*}
4k_n \frac{d^2 A_n}{dt^2} &= -B_n \alpha_n e^{-i\phi_L} + A_n S_{mn} e^{i\phi_R} \\
4k_n \frac{d^2 A_m}{dt^2} &= -B_n \alpha_m e^{-i\phi_L} - A_n S_{mn} e^{i\phi_R} \\
4k_m \frac{d^2 B_n}{dt^2} &= -A_n \alpha_n e^{i\phi_L} + B_n S_{mn} e^{-i\phi_R} \\
4k_m \frac{d^2 B_m}{dt^2} &= -A_n \alpha_m e^{i\phi_L} - B_n S_{mn} e^{-i\phi_R}. 
\end{align*}
\]

(26)

Note that, due to the particular choice of the external frequencies, the equations involve both the parameters \(\alpha_n^2\) and \(S_{mn}^R\). The solutions to this system of differential equations are of the form \(\exp[\lambda_n t]\) where \(\lambda_n\) \((a = 1, 2, 3, 4)\) are the eigenvalues of the \(4 \times 4\) matrix \(M\) defined by

\[
\frac{d}{dt} \begin{bmatrix}
A_n \\
A_m \\
B_n \\
B_m
\end{bmatrix} = M \begin{bmatrix}
A_n \\
A_m \\
B_n \\
B_m
\end{bmatrix}.
\]

(27)

For the particular case \(\phi_L = 0\), these eigenvalues are of the form

\[
\lambda_n = \pm \sqrt{X + \sqrt{X_1 + X_2 \cos \phi_R}},
\]

(28)

where

\[
\begin{align*}
X &= \left(\frac{\alpha_n^2}{4k_n}\right)^2 + \left(\frac{\alpha_m^2}{4k_m}\right)^2 - \frac{(S_{mn}^R)^2}{16k_m k_n} \\
X_1 &= \left[\left(\frac{\alpha_n^2}{4k_n}\right)^2 - \frac{\alpha_n^2}{4k_m}\right]^2 - \frac{(S_{mn}^R)^2}{4k_m k_n} \times \\
X_2 &= -\frac{\alpha_n^2 \alpha_m^2 (S_{mn}^R)^2}{32k_n k_m^2}. \\
\end{align*}
\]

(29)

Whether there is an eigenvalue with positive real part or not depends on the particular pair of frequencies considered, which determines the full set of parameters that define \(X, X_1\) and \(X_2\). The only case in which there are no resonant effects is when the parameters are such that \(X \pm \sqrt{X_1 + X_2 \cos \phi_R} < 0\).

The case \((\Omega_L, \Omega_R) = (k_n + k_n, k_m - k_n)\) can be considered along similar lines. In this situation, the matrix \(M\) depends on the coefficients \(S_{mn}^L\) and \(S_{mn}^R\). As it is not possible to find analytic expressions for the eigenvalues, we omit the details. We will present a numerical example of this case in Section V C showing that parametric amplification can occur.

IV. THE CAVITY SPECTRUM

Given the strong dependence of the particle creation rate with the spectrum of the static cavity, as can be seen from the analysis of the previous Section, it is important to analyze the spectra that result from the generalized boundary conditions in the tunable superconducting cavity (Eq. [7]). The spectrum is determined by the solution of that system of equations, that can be rewritten in terms of the new parameters of the cavity \(\chi_0\) and \(b_{0L,R}\) as

\[
(k_n d) \tan (k_n d + \varphi_n) + \chi_0 (k_n d)^2 = b_{0R} \\
-(k_n d) \tan \varphi_n + \chi_0 (k_n d)^2 = b_{0L},
\]

(30)

where we have set \(b_{0L,R} = V_{0L,R}^* \cos f_{0L,R}^*\). The three free parameters that determine the solutions of Eq. (30) are \(\chi_0, b_{0R,L}\).

Before describing the numerical study of these equations, let us discuss some general properties. Although not completely evident from Eq. (30), the spectrum is symmetric under the interchange \(b_{0L} \leftrightarrow b_{0R}\). Indeed, one can show that if \((k_n, \varphi_n)\) solves Eq. (30), then \((k_n, -\varphi_n - k_n d)\) solves the equations with \(L \leftrightarrow R\). The spectrum does not change (the phases do).

An important property that influence the rate of particle creation is whether the spectrum is equidistant or not. It is easy to see that for large values of both \(b_0^L\) and \(b_0^R\) and not so large values of \(\chi_0\) and \(k_n d\), the solutions of Eq. (30) are \(k_n d = n\pi\). This is because for \(b_{0L,R} \gg 1\) both \(\tan(k_n d + \varphi_n)\) and \(\tan \varphi_n\) should be large numbers.

It is also easy to find situations where the spectrum is non-equidistant. For example, if \(b_{0R} = b_{0L} = b_0\) we have

\[
k_n d \tan \left(\frac{n\pi - k_n d}{2}\right) - \chi_0 (k_n d)^2 = -b_0 \\
k_n d + 2\varphi_n = n\pi,
\]

(31)

without an equidistant solution unless \(b_0 \gg 1\).

In order to obtain numerically the eigenfrequencies of the cavity from Eq. (30) we use a single Newton-Raphson method with an stopping error of \(10^{-6}\). In the first place, we shall study the difference between consecutive eigenfrequencies as a function of \(b_{0L}\), for a typical experimental value \[18\], say \(\chi_0 = 0.05\) and fixed \(b_{0R} = 500\). We can see in Fig[1] that the bigger the value of \(b_{0L}\), the more equidistant is the spectrum for small consecutive eigenfrequencies. The difference between any consecutive eigenvalues of the cavity \(\chi_0\) and \(b_{0L}\) as

\[
(k_n d) \tan (k_n d + \varphi_n) + \chi_0 (k_n d)^2 = b_{0R} \\
-(k_n d) \tan \varphi_n + \chi_0 (k_n d)^2 = b_{0L},
\]

(30)

where we have set \(b_{0L,R} = V_{0L,R}^* \cos f_{0L,R}^*\). The three free parameters that determine the solutions of Eq. (30) are \(\chi_0, b_{0R,L}\).

In Fig[2] we also show the difference of consecutive eigenfrequencies as a function of \(b_{0L}\) for a smaller value of \(b_{0R} = 1\).
In Fig. 1 we show the values of different consecutive eigenfrequencies as functions of $b_{0L}$, for a fixed value of $b_{0R} = 1$, while in Fig. 2 we present the same eigenfrequencies when $b_{0R} = 500$ and $\chi_0 = 0.05$ in both cases. In Fig. 3 we present the values of the phases obtained by solving Eq. (30) for the case of $b_{0R} = 1$ and $\chi_0 = 0.05$. In Fig. 4 we show the difference of consecutive eigenfrequencies $|k_{j+1} - k_j|$ as a function of $b_{0L}$ for a fixed value of $\chi_0 = 1$ and $b_{0L} = 1$.

In summary, the results of this Section show that the spectrum of the doubly tunable cavity can be adjusted modifying the external (static) magnetic fluxes on the SQUIDs.
V. PHOTON GENERATION

In this Section, we shall analyze different cases of photon generation by choosing particular values of the several parameters involved in the system’s configuration. As described previously, the static spectrum is determined by the values of \( \chi_0, b_{0L}, b_{0R} \). The mode equations depend in addition on the static fluxes \( f_{0R}^R \) and \( f_{0R}^L \). The external excitation is described by the amplitude \( \epsilon \), the frequencies \( \Omega_R \) and \( \Omega_L \) and the phases \( \phi_R \) and \( \phi_L \).

It is appropriate to emphasize here that, in order not to vary so many parameters of the static cavity, we are only going to vary \( b_{0L} \) and \( b_{0R} \), which give enough freedom to produce qualitative changes in the spectrum. The other static parameters are set to the particular values \( \chi_0 = 0.05, f_{0R}^R = f_{0R}^L = 0.45\pi \) unless explicitly indicated otherwise in the text.

A. The numerical method

In terms of the functions \( \epsilon_{nm}^{(m)} \) (that we will call \( \epsilon_{nm} \) from now on), the equation of motion in Eq. (14) can be written as

\[
\dot{\epsilon}_{nm} + \omega_n^2(t) \epsilon_{nm} = \sum_{j \neq n} \sigma_{nj}(t) \epsilon_{jm},
\]

or, equivalently

\[
\dot{\epsilon}_{nm} = U_{nm},
\]

\[
\dot{U}_{nm} = -\omega_n^2(t) \epsilon_{nm} - \sum_{j \neq n} \sigma_{nj}(t) \epsilon_{jm}.
\]

where the explicit form of \( \sigma_{nj}(t) \) can be obtained from Eqs. (14) and (15). For each of the set of differential coupled equations and their initial conditions, we have used a fourth-order Runge-Kutta-Merson numerical scheme between \( t = 0 \) and a maximum time \( t_{\text{max}} > 0 \). In all cases, the perturbation is turned on for times \( 0 < t < t_F \), with \( t_F < t_{\text{max}} \), where the system returns to a static configuration. For times \( t < 0 \) and \( t > t_F \), the cavity is a static one and we know that the unperturbed solution can be written as in Eqs. (11) and (12).

In order to compute the total number of particles created in a mode \( n \), we follow the procedure of Ref. [25]. For \( t \geq t_F \) the solution is of the form given in Eq. (12). We can therefore multiply both terms of the equation by \( \exp(-ik_n t) \) and take the mean value in \( t_F < t < t_{\text{max}} \). In this way, we are able to numerically evaluate \( |\beta_{nm}|^2 \) and, also the particle number in mode \( n \) as a function of time as \( N_n(t_F) = \sum_m |\beta_{nm}(t_F)|^2 \).

The spectral modes \( k_n \) are given in units of \( 1/d \) (\( k_n d \) is dimensionless) and consequently time is measured in units of \( d \). All figures are referred to dimensionless quantities.

B. Equal driving frequencies \( \Omega_R = \Omega_L = \Omega \)

We begin by choosing big values for \( b_{0L} \) and \( b_{0R} \), for example \( b_{0L} = b_{0R} = b_0 = 500 \). In this case, the particle creation is expected to behave quadratically with time [20]. In Fig. 7 we can see the number of particles created in mode \( n = 1 \) for this situation when \( \phi = 0 \) and \( \phi = \pi \) (we have set \( \phi_R \equiv \phi \) the total relative phase).

As expected for an equidistant spectra, the creation of particles grows quadratically with the time of excitation for breathing modes. On the contrary, for \( \phi = \pi \), there is no photon creation (translational modes).

![FIG. 7: (color online). Number of particle created in mode \( n = 1 \), \( N_1 \), for \( b_0 = 500 \) and relative phase \( \phi = 0 \) (red dashed line). With dashed blue line, we show there is no particle creation for the translational mode with \( \phi = \pi \). Parameters used: \( \Omega = 2k_1, \epsilon = 0.01 \), and \( \chi_0 = 0.05 \). Fit (solid black line) with the dimensionless time \( t^2 \).](image)
of the non-perturbed cavity spectrum (Fig. 2), similar to the situation described in Ref. [15].

We can hence get an insight of the photon creation inside the cavity for a non-equidistant spectrum. In Fig. 8 we show the number of particles created in field mode 1 ($N_1$) for an external perturbation $\Omega_R = \Omega_L = 2k_1$. We can again note that there is no particle creation for translational modes. In the case of the breathing modes, the particle creation is exponential in time, as expected.

In all intermediate regions of the cavity spectrum, the behavior will be as for a non-equidistant spectrum with different rates of particle creation as defined by the value of $b_0$. In Fig. 9 we show for example, different values of the number of particles created in field mode 1 ($N_1$), by setting different values of $b_{0L}$ and leaving fixed $b_{0R} = 281$. Therein, it is easy to see that the particle rate is bigger for lower values of $b_{0L}$ (the more non-equidistant region of the mode spectrum).

We shall now consider the number of particles created in mode 1 ($N_1$) for $\Omega_R = \Omega_L$ when exciting by $\Omega = 2k_1$ and compare it to the case when the external pumping frequency is $\Omega = k_1$ as shown in Fig. 10. In this case, we are setting small values of $b_0 = 1$, $\epsilon = 0.05$ and $\chi_0 = 0.05$. We can note that particle creation begins for times $t \sim 1/\epsilon \sim 20$ when the external pumping is $\Omega = 2k_1$ while the same occurs for times $t \sim 1/\epsilon^2 \sim 400$ when $\Omega = k_1$. It is interesting to remark that the exponential growth for $\Omega = k_1$ cannot be obtained analytically using the leading order of the MSA.

Finally, we analyze the particle creation in mode field $n = 1$ by setting different initial values for $f_0^R$ and $f_0^L$. By choosing once more a non-equidistant region of the spectrum, we can set $V_0^L = 1.41$, $V_0^R = 5.59$, $f_0^L = 0.46$ and $f_0^R = 0.78$, yielding $b_{0L} = 1$ and $b_{0R} = 5$. The result is shown shown in Fig. 11. For these parameters, we study the case $\Omega_R = \Omega_L = 2k_1$ and see that there is particle creation in both cases, for $\phi = 0$ and $\phi = \pi$ with a different rate accordingly analytical estimations. Indeed, from Eq. (20) it is easy to see that there is no total destructive interference because, in this case, $\alpha_1^R \neq \alpha_1^L$. On the contrary, in the other examples we presented along the paper, we have used $f_0^L = f_0^R = 0.45\pi$ and considered a small value for $\chi_0$. In those cases we have $\alpha_1^R \simeq \alpha_1^L$, and this is the reason why we have obtained complete destructive interference.

C. Different external frequencies: $\Omega_R \neq \Omega_L$

In this Section we shall study the photon generation when the pumping frequencies are different, say $\Omega_R \neq \Omega_L$. In Fig. 12 we show the number of created particles in field mode $n = 1$, i.e. $N_1$, when the external frequencies are different and given by $\Omega_R = 2k_1$ and $\Omega_L = 2k_2$. In
that figure we present the results overlapped with \( \Omega_R = 2k_2 \) and \( \Omega_L = 2k_1 \), and added \( \Omega_R = \Omega_L = 2k_1 \) just for reference (red dotted line). In addition we show the particle creation in mode field 1 for \( \Omega_R = 2k_3 \) and \( \Omega_L = 2k_2 \) (black-dashed line). We note that the field mode is excited only when is parametrically excited at least by one pumping frequency or one SQUID (indeed, black-dashed line in Fig.12) shows no particle creation in the mode 1 as the cavity is excited with \( \Omega_R = 2k_3 \) and \( \Omega_L = 2k_2 \).

We see similar behaviours for the particle creation of field mode 2 (\( N_2 \)) in Fig.13 when the system is excited by different combinations of external frequencies. We see that in this case, there is no photon generation in modes \( n = 2, 3 \) when \( \Omega_R = \Omega_L = 2k_1 \) as expected.

We can also present the number of created particles when the external frequencies satisfy that \( \Omega_R = k_n \pm k_m \) and \( \Omega_L = k_n \pm k_m \), whether they are in phase or not. In Fig.14 we show different combinations of external excitations. There is an exponential growth in \( N_1 \) when \( \Omega_R = k_2 + k_1 \) and \( \Omega_L = k_2 - k_1 \), and no appreciable photon creation when \( \Omega_R = \Omega_L = k_2 - k_1 \), neither when \( \phi = 0 \) nor \( \phi = \pi \). These results has been anticipated by the analytic analysis of Section III.

VI. DETUNING

In this Section, we shall study the relevance of detuning in the process of particle creation. We set parameters in the non-equidistant region of the spectrum and evaluate the number of created particles as function of the external driving frequencies.

We have compared the case of an external perturbation \( \Omega_L = \Omega_R = \Omega = 2k_1 \) and \( \Omega_L = \Omega_R = \Omega = k_1 \) in Fig.10. Therein, we have seen that they differ in the timescale for which the particle creation begin and in the rate of particle creation.

In Fig.15, we show the number of particles created for \( \Omega = 2k_1 \) and \( \Omega = k_1 \), with \( \epsilon = 0.05 \) and \( b_0 = 1 \). When \( b_0R = b_0L = 1 \), the first eigenfrequency is \( k_1 = 1.2611 \) and the second one is \( k_2 = 3.3910 \). As both perturbations determine different timescales, we compare the detuning process for the same number of particle created (obtained
FIG. 14: (color online). Number of particles created in field mode $N_1$, for external frequencies are $\Omega_R = k_2 + k_1$ and $\Omega_L = k_2 - k_1$. In the case of $\Omega_L = \Omega_R = k_2 - k_1$ there is no particle creation for $\phi = 0$ and $\phi = \pi$. Parameters used: $\epsilon = 0.01$ and $\chi_0 = 0.05$.

at different times in each case). This number of particles for field mode 1 is obtained for $t = 80$ when $\Omega = 2k_1$ and $t = 410$ when $\Omega = k_1$ (see Fig.10). It is easy to note that the detuning is narrower in the case of a resonance of higher order.

In Figs.16 and 17 we show the number of created particles as a function of both $\Omega_L$ and $\Omega_R$. In particular we show the detuning for the first eigenfrequency $n = 1$, when the external driving is $\Omega_L = \Omega_R = 2k_1$ and $\Omega_L = \Omega_R = k_1$.

Finally, we show that the structure of the peak response gets narrower as the time elapses. This is shown in Fig.18 for $\Omega = 2k_1$ at different times: $t = 80$, $t = 210$ and $t = 410$. The peaks are normalized in order to be compared at different times.

FIG. 15: (color online). Number of particle created in field mode 1 $N_1$ for $b_0 = 1$, $\Omega = 2k_1$ at $t = 80$. $N_1$ is plotted in units of $10^9$ for simplicity and clarity of the label.

FIG. 16: (color online). Number of particle created in field mode 1, $N_1$ for $b_0 = 1$, $\Omega = 2k_1$ at $t = 80$. $N_1$ is plotted in units of $10^9$ for simplicity and clarity of the label.

It is worthy noting that one can miss a resonance of higher order easier than the other, as the area covered is narrower.

FIG. 17: (color online). Number of particle created in field mode 1, $N_1$ for $b_0 = 1$, $\Omega = k_1$ at $t = 410$. $N_1$ is plotted in units of $10^9$ for simplicity and clarity of the label.

VII. CONCLUSIONS

In this paper we presented an analytical and numerical analysis of the particle creation in a tunable cavity ended with two SQUIDs, both subjected to external time dependent magnetic fields. We considered a situation in which the boundary conditions at both ends are periodic functions of time.

In order to get an analytical solution beyond naive perturbative calculations, in Section III we have studied the particle creation using MSA. We have shown that there is
parametric resonance when the external frequencies are of the form \( \Omega_{L,R} = 2k_n \) and/or \( \Omega_{L,R} = k_n \pm k_m \) where \( k_n \) and \( k_m \) are eigenfrequencies of the static cavity. Under parametric resonance, the number of created particles grows exponentially, with a rate that depends not only on the amplitudes and frequencies of the external modulations, but also on the parameters of the static cavity. Moreover, the relative phase of the external modulation introduces interference effects in the rate of growth, in the sense that the number of created photons when two SQUIDs are externally pumped is not the sum of the created particles by each individually pumped SQUID.

From a numerical study of the spectrum of the tunable two SQUIDs cavity, in Section IV we found that with appropriate choices of the parameters of individual SQUIDs, it is possible to generate equidistant or non-equidistant spectra. These different types of spectra result relevant to evaluate the particle creation rates.

Section V was devoted to the numerical calculation of the particle creation rates. In addition to provide support to the analytic calculations of Section III, we investigated regimes which are non reachable with the lowest order MSA. For equal driving frequencies (\( \Omega_R = \Omega_L \)) and large values of parameter \( b_0 \), we showed that particle creation rate grows quadratically with the final time for breathing modes and that the particle creation is suppressed in the translational modes. On the other hand, when setting the parameters of the static cavity in such a way that the spectrum becomes non-equidistant, we found exponential rates for particle creation. In this case we also found interference effects, and described situations in which the destructive interference is total (no exponential growth in the translational modes) and cases where it is partial (exponential growth with different rates both in breathing and translational modes). The amount of interference can be tuned by adjusting the static magnetic fluxes on the SQUIDs. We obtained similar results when the external frequencies are different, and found exponential growth of the number of created particles not only for the usual case in which the frequencies are twice an eigenfrequency of the static cavity, but also when they are given by the sum of \( \omega \) modes \( k_m + k_n \).

Finally, in Section VI we investigated the dependence of the results with the tuning of the external frequencies, an important aspect for the experimental verification of these effects. Comparing the number of particles created in mode \( n = 1 \), for the cases \( \Omega = 2k_1 \) and \( \Omega = k_1 \) (when both driving frequencies are equal to each other), we have shown that for the case \( \Omega = k_1 \), the tuning of the resonance is much more critical than in the case \( \Omega = 2k_1 \), because its peak in frequencies is much narrower. This effect can in principle be analyzed analytically going beyond the leading order in the MSA, but the calculations are rather cumbersome.

There are several interesting issues related to the present work which deserve further analysis. The present case of a cavity ended by two SQUIDs not only introduce interference effects in the particle creation rate, as in the case of two moving mirrors [16] [17], but possible entanglement between pairs of photons generated from vacuum (see Refs. [20] where it is shown that dynamical Casimir effect may generate multipartite quantum correlations). In relation to eventual variants of recent experiments [10] [12] [13], a theoretical analysis including nonlinearities is also due.
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