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Abstract

We study the existence and uniqueness of the solution of a non-linear coupled system constituted of a degenerate diffusion-growth-fragmentation equation and a differential equation, resulting from the modeling of bacterial growth in a chemostat. This system is derived, in a large population approximation, from a stochastic individual-based model where each individual is characterized by a non-negative trait whose dynamics is described by a diffusion process. Two uniqueness results are highlighted. They differ in their hypotheses related to the influence of the resource on individual trait dynamics, the main difficulty being the non-linearity due to this dependence and the degeneracy of the diffusion coefficient. Further we show by probabilistic arguments that the semi-group of the stochastic trait dynamics admits a density. We deduce that the diffusion-growth-fragmentation equation admits a function solution with a certain Besov regularity.
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1 Introduction

Developed by Novick and Szilard [26], and Monod [25], the chemostat is a laboratory device used by biologists to raise the microorganisms and study their interactions while at the same time regulating the population size and the experimental medium. It consists in a culture in a container of constant volume in which a substrate is continuously injected and extracted at the same rate. In the literature, it is extensively used to study the population dynamics, their interactions and the adaptative behavior of microorganisms [19, 12, 10]. In this vein, we are interested in the dynamics of a structured asexual population (typically bacteria) coupled with a resource in a chemostat. Each individual is characterized by a quantitative trait \( x \in \mathbb{R}_+ \) which models a protein density and evolves according to a diffusion of which coefficients depend on the resource. The goal of this work is to show the existence and uniqueness of the solution of the large population dynamics described by the coupled system

\[
\begin{aligned}
&\partial_t u_t = \partial_x^2 (D(x, R_t) u_t) - \partial_x (\zeta(x, R_t) u_t) + G^\dagger [b(\cdot, R_t) u_t] - d(x) u_t, \text{ on } (0, T] \times \mathbb{R}_+^* \\
&R_t = r - R_t - \int_0^\infty \chi(x, R_t) u_t(x) dx, \forall t \in (0, T] \\
&\zeta(0, R_t) u_t(0) - \partial_x (D(x, R_t) u_t)|_{x=0} = 0, \forall t \in (0, T]
\end{aligned}
\]  

(1.1)

*Email: josue.tchouanti-fots@unice.fr
with a given initial condition \((u_0, R_0)\). The first two terms on the right side of the parabolic equation in this system are linked to the trait dynamics. The third one models cell division which is accompanied by a fragmentation of the trait according to the operator

\[ G^*[f](x) = -f(x) + \int_0^1 \frac{2}{\alpha} f\left(\frac{x}{\alpha}\right) M(d\alpha) \]

where \(M(d\alpha)\) is a symmetric probability measure on \([0,1]\), and the last term represents death. The second equation describes the resource supply and its dilution at the same rate \(1\). The last term corresponds to its consumption by the population. The third equation is a no-flux boundary condition which ensures the quantitative variable to remain non-negative.

This model extends the well known growth-fragmentation model that has been extensively studied in the literature (see Bertoin et al. [4, 5, 6, 7], or Doumic et al. [13, 15, 21] who investigated the asymptotic properties of the equation without resource, or Campillo and Frisch [9] for its well posedness and stochastic derivation in a chemostat). Here, we also include the resource dynamics, and introduce a diffusion term that can be seen as an intrinsic noise resulting from very fast synthesis and degradations of the quantitative trait (see [3] for a similar framework). The main difficulty to get a uniqueness result lies in the degeneracy and the dependence in resource of this term. In order to deal with it, we will develop an approach based on the regularity of the individual trait dynamics Markovian semi-group. As it will also depend on the solution, it will be necessary to show some regularity according to this dependence and the state variable. Such an approach has been developed in [16] for a model without resource with Lipschitz continuous diffusion coefficient in the stochastic trait dynamics. Although this coefficient is less regular in our case, we show that it is possible to adapt their method when it does not depend on the resource dynamics. The general situation is more complicated because we are unable to obtain the Lipschitz dependence of the semi-group according to the solution, that holds in the previous case. We will then require more regularity and bounds on the coefficients in order to deal with this dependence thanks to the regularity of its generator.

Further, another major point consists in showing that the weak solution of the diffusion-growth-fragmentation equation is a function, even if the initial condition is a measure. Classically, this point is directly linked to the stochastic dynamics of the individual trait. Then we will first show that at any time, the distribution of the trait admits a density with respect to the Lebesgue measure on \(\mathbb{R}_+\), and extend the existence of the density to the solution thanks to a mild formulation of the equation. Again, the main difficulty lies in the degeneracy of the diffusion coefficient, but also its weaker regularity (Hölder continuous). Sato & Ueno [30, Theorem 2.1 and Appendix] showed the existence and regularity of the density in the uniformly elliptic case, and Bouleau & Hirsch [8, Theorem 2.1.3, p162] showed the existence of the density in the case of Lipschitz continuous coefficients. Here, we adapt a method inspired by Debussche & Romito [14] that has been developed by Romito [29], which allows us to show that the density exists outside the degeneracy point 0 for time dependent and Hölder continuous diffusion coefficients. It remains to justify that the law of the trait at any time does not charge this very point in order to conclude that the density exists on the entire non-negative real half-line.

The paper is then organized as follows: in Section 2, we show that (1.1) can be derived from an individual based model that describes each intrinsic dynamics and the resource. For that purpose, we propose a Markovian stochastic process that models the trait distribution within the population coupled to the resource dynamics, given a parameter that scales the initial number of individuals. We show that when this scale parameter goes to infinity, the sequence of laws of the processes admits some limiting values which satisfies a weak formulation of (1.1). In Section 3, we show that the solution of this weak formulation is unique in a certain set of continuous measure valued processes and under suitable assumptions. We distinguish an easier case where the diffusion coefficient does not depend on the resource, and the general case where it does. As described here above, the method we use in those cases are based on the regularity of the
semi-group of the stochastic process that describes the trait dynamics, according to the state variable and the way it depends on the solution. Finally, in Section 4, we show that this solution admits a density at any time with a Besov regularity. To summarize and including the resource dynamics, we prove that the only weak solution of (1.1) belongs to $L^\infty((0,T],L^1(R_+ \times R))$.

Notations  For later use, we introduce the following notations :

- $\mathcal{M}_F(R_+)$ is the space of finite measures on $R_+$. It can be endowed with its vague (respectively weak) topology and denoted $(\mathcal{M}_F(R_+),v)$ (respectively $(\mathcal{M}_F(R_+),w)$), that is the weakest topology making all maps $\mathcal{M}_F(R_+) \ni \mu \mapsto \int_{R_+} f(x) \mu(dx)$ continuous for any $f \in C_c(R_+,R)$ (respectively $f \in C_b(R_+,R)$).

- $\mathcal{M}$ is the subspace of $\mathcal{M}_F(R_+)$ constituted of the finite sums of Dirac masses, thus $\mathcal{M} = \left\{ \sum_{i=1}^n \delta_{x_i} : n \in \mathbb{N}, x_1, ..., x_n \in R_+ \right\}$.

- $\mathcal{P}(\mathcal{E})$ denotes the space of probability measures on a given measurable space $\mathcal{E}$.

- $LB(R_+,R)$ denotes the space of functions from $R_+$ to $R$ that are bounded and Lipschitz continuous. It is endowed with the norm $\|\phi\|_{LB} = \|\phi\|_{Lip} + \|\phi\|_{\infty}$ where $\|\phi\|_{Lip} = \inf \left\{ c > 0 : \frac{|\phi(x) - \phi(y)|}{|x-y|} \leq c, \forall x,y \in R_+, x \neq y \right\}$.

- $J$ denotes an abstract countable set.

- The constant $C > 0$ (or $C_p$) can change one line to an other.

2 The individual-based model and stochastic derivation

In this section, we propose a stochastic individual-based model describing the population dynamics in the chemostat at the individual level with a carrying capacity $K > 1$. Our goal is to derive a weak solution of (1.1) from this stochastic model when $K$ goes to infinity.

2.1 Description

Let us first introduce a scaling parameter $K > 1$ that represents the carrying capacity of the environment. We assume that it is roughly proportional to the initial number of individuals. The bacterial population is described by a stochastic measure valued process $(\nu^K_t)_{t \geq 0}$ with values in $1/K \mathcal{M}$ given at any time by the sum of the Dirac masses at the trait of each living cell so that each individual has the same mass $1/K$, and the resource is described by a positive continuous process $(R^K_t)_{t \geq 0}$ that corresponds to its mass concentration. Let us denote by $V^K_t \subset J$ the collection of the living cells at any time $t \geq 0$. Each individual is characterized by a positive trait that evolves during its life-time, and may give birth or die depending on its trait and the availability of the resource as described as follows :

Between jumps, the trait dynamics of an individual $i \in V^K_t$ is described by a non negative diffusion process $X^{i,K}_t$ that satisfies the following stochastic differential equation

$$dX^{i,K}_t = \zeta(X^{i,K}_t, R^K_t) dt + \sqrt{2D(X^{i,K}_t, R^K_t)} dW^i_t$$

(2.1)

during its life-time. The set $W = \{W^i, i \in J\}$ is assumed to be a family of independent Brownian motions.
Furthermore, an individual with trait \( x \geq 0 \) divides at rate \( b(x, R_t^K) \) and its trait is split at the same time so that the mother cell stays with a random proportion \( \alpha \in [0,1] \) chosen according to a symmetric probability distribution \( M(da) \), and the daughter starts its life with the remaining proportion \( 1 - \alpha \). Such an individual dies at rate \( d(x) \) either by extraction at rate 1 or by natural death. It is then natural to consider that

\[
d(x) \geq 1, \forall x \geq 0
\]

but we do not need this hypothesis in the sequel.

Finally, the mechanisms of the resource dynamics are well known for the chemostat and consist in a continuous supply of concentration \( r_{in} > 0 \) and dilution of the resource at rate 1, and its consumption by the micro-organisms during their life-time. Let us consider that an individual with trait \( x \geq 0 \) consumes a small amount \( \chi(x, R_t^K)/K \) of the resource at time \( t \geq 0 \), then

\[
R_t^K = R_0 + \int_0^t \left\{ r_{in} - R_s^K - \frac{1}{K} \sum_{i \in V_s^K} \chi(X_s^{i,K}, R_s^K) \right\} ds, \forall t \geq 0. \tag{2.3}
\]

In order to describe the coupled dynamics of the population and the resource, we introduce a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) so that the initial condition \((\nu^K_0, R_0)\) is almost surely \( \frac{1}{K} \mathcal{M} \times \mathbb{R}_+ \)-valued for each \( K > 1 \), and independent of the family \( \mathcal{W} \). Let us also introduce the independent Poisson point measures \( \mathcal{N}_1(da, dz, di, ds), \mathcal{N}_2(dz, di, ds) \) on \([0,1] \times \mathbb{R}_+ \times \mathcal{J} \times \mathbb{R}_+ \) and \( \mathbb{R}_+ \times \mathcal{J} \times \mathbb{R}_+ \) with intensities \( M(da)\eta(dz, di, ds) \) and \( \eta(dz, di, ds) \) respectively, where

\[
\eta(dz, di, ds) = dz \left( \sum_{j \in \mathcal{J}} \delta_j(di) \right) ds. \tag{2.4}
\]

Those Poisson point measures are assumed to be independent of the families \( \mathcal{W} \) and \( \{\nu^K_0, K > 1\} \). We finally introduce the canonical filtration \((\mathcal{F}_t)_{t \geq 0}\) generated by the sequence of initial conditions \( \{\nu^K_0, K > 1\} \), the family of Brownian motions \( \mathcal{W} \) and the Poisson point measures \( \mathcal{N}_1, \mathcal{N}_2 \). This filtration is assumed to be complete and right continuous.

We are interested in the dynamics of a coupled stochastic process composed of the \( \frac{1}{K} \mathcal{M} \)-valued process defined by

\[
\nu^K_t = \frac{1}{K} \sum_{i \in V_t^K} \delta_X^{i,K}, \forall t \geq 0 \tag{2.5}
\]

and the continuous real valued process \((R^K_t)_{t \geq 0}\). The trajectories of this coupled stochastic process can be represented by the following system

\[
\begin{align*}
\langle \nu^K_t, f \rangle &= \langle \nu^K_0, f \rangle + \frac{1}{K} \int_0^t \sum_{i \in V^K_s} \sqrt{2D(X_s^{i,K}, R^K_s)} f'(X_s^{i,K}) dW^i_s \\
&\quad + \int_0^t \int_0^\infty \left\{ \zeta(x, R^K_s) f'(x) + D(x, R^K_s) f''(x) \right\} \nu^K_s (dx) ds \\
&\quad + \frac{1}{K} \iint_{[0,1] \times \mathcal{J} \times \mathbb{R}_+ \times [0,1]} 1_{\{i \in V^K_s\} \cap \{z \leq b(X_s^{i,K}, R^K_s)\}} \\
&\quad \left[ \left( -f(X_s^{i,K}) + f(\alpha X_s^{i,K}) + f((1-\alpha) X_s^{i,K}) \right) N_1(da, dz, di, ds) \\
&\quad - \frac{1}{K} \iint_{[0,1] \times \mathcal{J} \times \mathbb{R}_+ \times [0,1]} 1_{\{i \in V^K_s\} \cap \{z \leq d(X_s^{i,K})\}} f(X_s^{i,K}) N_2(dz, di, ds) \right] ds.
\end{align*}
\]

\[
R^K_t = R_0 + \int_0^t \left\{ r_{in} - R^K_s - \langle \nu^K_s, \chi(\cdot, R^K_s) \rangle \right\} ds. \tag{2.6}
\]
The first and the second integrals in the first equation correspond to the trait dynamics and follows from the Itô formula applied on (2.1), and the jumps correspond to births and deaths respectively. We refer to [17, 11] for the construction of such a process. In the sequel, we denote \( \bar{R} = r_{\text{in}} \vee R_0 \) and make the following assumptions.

**Assumption 2.1.**

(A.1) *The coefficients* \( \zeta(x,r), D(x,r), b(x,r), d(x), \chi(x,r) \) *are Lipschitz continuous for* \( x \geq 0 \) *and* \( r \in [0, \bar{R}] \).

(A.2) *The coefficients* \( b(x,r), d(x), \chi(x,r) \) *are non negative and bounded for* \( x \geq 0 \) *and* \( r \in [0, \bar{R}] \).

(A.3) *The coefficient* \( D(x,r) \) *is non negative and*

\[
\zeta(0,r) > 0 \text{ and } D(0,r) = 0, \forall r \in [0, \bar{R}].
\]

(A.3) *For any* \( x \geq 0 \), *\( \chi(x,0) = 0 \).*

**Remark 2.1.** *The conditions* \( \zeta(0,r) > 0 \) *and* \( D(0,r) = 0 \) *ensure that the trait remains positive, since its diffusion coefficient vanishes and its drift is non-negative when it reaches 0. Similarly, the condition* \( \chi(x,0) = 0 \) *is natural and ensures that the process* \( (R^K_t)_{t \geq 0} \) *remains positive, since its drift is positive when it reaches 0. Moreover, it follows from the comparison principle that*

\[
R^K_t \leq r_{\text{in}} + (R_0 - r_{\text{in}}) e^{-\bar{R}t} \leq \bar{R} \text{ for all } t \geq 0.
\]

*For the sake of simplicity, we introduce the operators*

\[
L_r f(x) = \zeta(x,r) f'(x) + D(x,r) f''(x), \forall x \geq 0
\]

*given* \( r \in [0, \bar{R}] \), *and*

\[
\mathcal{G}[f](x) = -f(x) + 2 \int_0^1 f(\alpha x) M(d\alpha), \forall x \geq 0,
\]

*then we have the following result.*

**Lemma 2.1.** *Under Assumption 2.1,*

1. *if there exists* \( q \geq 1 \) *such that* \( \sup_K \mathbb{E} \left( \langle \nu^K_0, 1 \rangle^q \right) < \infty \), *then*

\[
\sup_K \mathbb{E} \left\{ \sup_{0 \leq t \leq T} \left[ \langle \nu^K_t, 1 \rangle^q \right] \right\} < \infty \text{ for all } T > 0.
\]

2. *if there exists* \( q \geq 1 \) *such that* \( \sup_K \mathbb{E} \left( \langle \nu^K_0, 1 + x^q \rangle \right) < \infty \), *then*

\[
\sup_K \mathbb{E} \left\{ \sup_{0 \leq t \leq T} \left[ \langle \nu^K_t, 1 + x^q \rangle \right] \right\} < \infty \text{ for all } T > 0.
\]

3. *if* \( \mathbb{E} \left( \langle \nu^K_0, 1 \rangle \right) < \infty \), *then the process* \( (\nu^K_t)_{t \geq 0} \) *admits the Doob-Meyer decomposition*

\[
\langle \nu^K_t, f \rangle = \langle \nu^K_0, f \rangle + V^K_{t,f} + M^K_{t,f}, \forall t \geq 0
\]

*for any* \( f \in C^2_b(\mathbb{R}_+, \mathbb{R}) \) *such that* \( xf' \) *and* \( xf'' \) *are bounded, where* \( V^K_{t,f} \) *is the process with finite variation defined by*

\[
V^K_{t,f} = \int_0^t \langle \nu^K_s, L_R f + b(\cdot, R^K_s) \mathcal{G}[f] - df \rangle ds
\]
and $M^K, f$ a square integrable martingale of quadratic variation

\[
\langle M^K, f \rangle_t = \frac{2}{K} \int_0^t \int_0^\infty D(x, R^K_x)[f'(x)]^2 \nu^K_s(dx)ds + \frac{1}{K} \int_0^t \int_0^\infty d(x)f^2(x)\nu^K_s(dx)ds \\
+ \frac{1}{K} \int_0^t \int_0^\infty b(x, R^K_x) \int_0^1 [ - f(x) + f(\alpha x) + f((1-\alpha)x)]^2 M(da)\nu^K_s(dx)ds.
\]

(2.14)

The proof is relatively classical and similar to the one obtained in [22, 11, 16, 31]. It is left to the reader.

**Remark 2.2.** It follows from (2.14) that the quadratic variation of the martingale part of the above Doob-Meyer decomposition satisfies the property

\[
\langle M^K, f \rangle_t \leq C_T \frac{\|f\|_\infty^2 + \|x\|_\infty^2}{K} \sup_{0 \leq u \leq T} \langle \nu^K_u, 1 \rangle, \forall t \in [0, T].
\]

(2.15)

### 2.2 Large population approximation and existence theorem

In this section, we are interested in a large population approximation of the above stochastic model. The main result consists in showing that under suitable assumptions, the sequence of laws of the coupled stochastic dynamics of the population and resource is tight in the set of probability distributions $\mathcal{P}(\mathbb{D}([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, w \otimes \|\cdot\|)), \text{ and the processes in its limiting values are the solutions of (1.1) in the weak sense. Let us make the following assumptions.}$$

**Assumption 2.2.**

(A.1) There exists $\varrho > 0$ such that the initial conditions $\nu^K_0 \in \mathcal{M}$ satisfy

\[
\sup_K \mathbb{E} \left[ \langle \nu^K_0, 1 \rangle^{1+\varrho} \right] < +\infty.
\]

(A.2) The sequence $\{\nu^K, K > 1\}$ converges in law in $(\mathcal{M}_F(\mathbb{R}_+), w)$ towards a measure valued initial condition $\nu_0 \in \mathcal{M}_F(\mathbb{R}_+)$. 

The main result of this section follows.

**Theorem 2.1.** Under Assumptions 2.1 and 2.2, the sequence of laws $\{Z^K = \mathcal{L}(\nu^K, R^K), K > 1\}$ is tight in the space of probability measures $\mathcal{P}(\mathbb{D}([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, w \otimes \|\cdot\|)), \text{ for all } T > 0. In addition, each process } (\nu, R) \text{ in the support of its limiting values is continuous, satisfies the bound } \sup_{0 \leq t \leq T} \langle \nu_t, 1 \rangle < +\infty \text{ and the system}

\[
\begin{align*}
\forall t \in [0, T], \forall f \in C^2_c(\mathbb{R}_+), \\
\langle \nu_t, f \rangle = \langle \nu_0, f \rangle + \int_0^t \langle \nu_s, L_{R_s} f + b(\cdot, R_s) G[f] - df \rangle ds \\
R_t = R_0 + \int_0^t \left\{ r_m - R_s - \langle \nu_s, \chi(\cdot, R_s) \rangle \right\} ds
\end{align*}
\]

(2.16)

that is a weak formulation of (1.1) with the initial condition $(\nu_0, R_0)$. 

**Remark 2.3.** Equation (1.1) has therefore at least one weak solution.

The proof of Theorem 2.1 is relatively classical and uses the techniques developed in [1, 28, 11, 22, 17, 16] or [2], Theorem 7.4. It consists in three main steps: a uniform control of trait distribution tails in the population, the tightness of the sequence of laws $\{Z^K, K > 1\}$ and identification of the limit. It is detailed in Appendix A.
3 Uniqueness of the solution

In this section, we show that there exists a unique solution of the system (2.16). The main difficulties are the degeneracy of the diffusion coefficient and the non-linearity of the drift and diffusion coefficients. Then we will first of all proceed by a decoupling of this system in order to obtain only one non-linear equation on the measure-valued process and establish some important properties of that decoupling. Secondly, we will write a mild formulation of this equation with continuous test functions thanks to the semigroup of the individual trait. Finally, we will use the properties of this semigroup to show in two different cases that the system (2.16) admits a unique solution.

3.1 Decoupling and mild formulation of the limit system

Let us start with the following results that ensure us that the limit system (2.16) can be decoupled so that it is equivalent to only one equation that describes the process \((\nu_t)_{t\in[0,T]}\) for the given initial condition \((\nu_0,R_0)\).

**Proposition 3.1.** If \((\nu,R)\in C([0,T],(\mathcal{M}_F(\mathbb{R}_+)\times \mathbb{R}, w \otimes |\cdot|))\) is a solution of (2.16), then the process \((R_t)_{t\in[0,T]}\) is completely defined by the measure valued process \((\nu_t)_{t\in[0,T]}\) in the sense that if \((\nu_t)_{t\in[0,T]}\) is given, then \((R_t)_{t\in[0,T]}\) exists and is unique. More precisely, at any time \(t \geq 0\) the quantity \(R_t\) is characterized by the history of the measure valued process \(\nu\) until the time \(t\).

**Proof.** Given the process \((\nu_t)_{t\in[0,T]}\), the resource dynamics is described by the equation

\[
R_t = R_0 + \int_0^t F^\nu(s,R_s)ds, \forall t \in [0,T] \tag{3.1}
\]

with

\[
F^\nu(t,r) = r_{in} - r - \langle \nu_t, \chi(\cdot, r) \rangle, (t,r) \in [0,T] \times \mathbb{R}. \tag{3.2}
\]

Since \(F^\nu(t,0) = r_{in} > 0\), each solution of (3.1) is non-negative. In addition,

\[
\chi(x,r) = |\chi(x,r) - \chi(x,0)| \leq r \|\chi\|_{\text{Lip}},
\]

Then if we set

\[
\rho_T^\nu = \|\chi\|_{\text{Lip}} \sup_{0 \leq t \leq T} \langle \nu_t, 1 \rangle, \tag{3.3}
\]

we obtain the inequality

\[
(1 + \rho_T^\nu) \left[ \frac{r_{in}}{1 + \rho_T^\nu} - r \right] = r_{in} - r - \rho_T^\nu r \leq F^\nu(t,r) \leq r_{in} - r.
\]

By using the comparison theorem for ordinary differential equations, that implies that each solution of (3.1) satisfies the bound

\[
\frac{r_{in}}{1 + \rho_T^\nu} + \left( R_0 - \frac{r_{in}}{1 + \rho_T^\nu} \right) e^{-(1+\rho_T^\nu)t} \leq R_t \leq r_{in} + (R_0 - r_{in}) e^{-t}.
\]

We deduce the bound property

\[
R_0 e^{-(1+\rho_T^\nu)t} \leq R_t \leq r_{in} \vee R_0 \leq \bar{R}, \forall t \in [0,T]. \tag{3.4}
\]

Moreover, for all \(t \in [0,T]\) and \(r_1, r_2 \in [0,\bar{R}]\),

\[
|F^\nu(t,r_1) - F^\nu(t,r_2)| = |r_2 - r_1 + \int_0^\infty |\chi(x,r_2) - \chi(x,r_1)| \nu_t(dx)|
\]

\[
\leq |r_1 - r_2| + \int_0^\infty |\chi(x,r_1) - \chi(x,r_2)| \nu_t(dx)
\]

\[
\leq (1 + \rho_T^\nu) |r_1 - r_2|.
\]
It then follows from the Cauchy-Lipschitz theorem that the equation (3.1) admits a unique solution.

The limit system (2.16) is then decoupled by introducing the new notation
\[
g[ν](x, t) = g(x, R_t), \forall (x, t) ∈ \mathbb{R}_+ \times [0, T]
\] (3.5)
for each continuous function \(g(x, r)\). This notation is consistent with the regularity according to the first variable. Indeed, if \(g(x, r)\) is of class \(C^k\) in its first variable with continuous derivatives, then the function \(g[ν](x, t)\) will be as well. Moreover, the function \(F^ν\) given in (3.2) being continuous, the trajectory \(t \to R_t\) is differentiable and then for each \(g(x, r)\) of class \(C^1\) in its second variable, the function \(g[ν](x, t)\) will be as well. We then introduce the following lemma whose proof is left to the reader.

**Lemma 3.1.** Let \((x, r) \mapsto g(x, r)\) be a function of class \(C^1\) on \(\mathbb{R}_+ \times [0, R]\), then for each \(M > 0\), the local Lipschitz property holds
\[
|g[ν](x, s) - g[ν](y, t)| ≤ C_{M,T} (|x - y| + |t - s|), \forall s, t ≤ T, \forall x, y ∈ [0, M].
\] (3.6)
We can now rewrite equation (2.16) in the equivalent form
\[
\begin{cases}
∀ t ∈ [0, T], \forall f ∈ C^2_μ(\mathbb{R}_+, \mathbb{R}), \\
⟨ν_t, f⟩ = ⟨ν_0, f⟩ + \int_0^t ⟨ν_s, L^ν_s f + b[ν]⟨., s⟩G[ν] - df⟩ds
\end{cases}
\] (3.7)
with \(L^ν_s = L_{R_s}\) for any \(s ∈ [0, T]\). In order to get the mild formulation of this system, let us consider for a given solution \((ν_t)_{t∈[0,T]}\) of (3.7) the stochastic differential equation
\[
dX_t = ζ[ν](X_t, t)dt + \sqrt{2D[ν]}(X_t, t)dW_t
\] (3.8)
that admits for every \(x ≥ 0\) and \(s ∈ [0, T]\) a unique weak solution that starts at \(x\) at time \(s ≥ 0\) (see Lemma B.1 in Appendix B). This solution is almost surely non negative at any time and satisfies the control of moments
\[
∀ p > 0, \mathbb{E}_x,s \left\{ \sup_{s ≤ u ≤ T} (X_u)^p \right\} \leq C_{p,T}(1 + x^p)
\] (3.9)
(see Lemma B.1). Let us denote by \((X^ν_{s,t})_{t∈[s,T]}\) its trajectory and \((P^ν_{s,t})_{s,t≥0}\) its semigroup defined by
\[
P^ν_{s,t} φ(x) = \mathbb{E} \left[ φ(X^ν_{s,s+t}) \right], \forall φ ∈ C_μ(\mathbb{R}_+, \mathbb{R}).
\] (3.10)
Its infinitesimal operator is \((L^ν_s)_{s∈[0,T]}\) and we have the following result.

**Lemma 3.2.** Equation (3.7) admits the mild formulation
\[
\begin{cases}
∀ t ≥ 0, ∀ φ ∈ C_μ(\mathbb{R}_+, \mathbb{R}) \\
⟨ν_t, φ⟩ = ⟨ν_0, P^ν_{0,t} φ⟩ + \int_0^t ⟨ν_s, b[ν]⟨., s⟩G[ν]P^ν_{s,t-s} φ⟩ - dP^ν_{s,t-s} φ⟩ds.
\end{cases}
\] (3.11)

**Proof.** It classically follows from equation (3.7), that for each test function \(f_s(x) = f(s, x) ∈ C_b^{1,2}([0, T] \times \mathbb{R}_+, \mathbb{R})\) such that \(∂_sf_s + L^ν_s f_s\) is bounded and \(t ∈ [0, T]\),
\[
⟨ν_t, f_t⟩ = ⟨ν_0, f_0⟩ + \int_0^t ⟨ν_s, ∂_sf_s + L^ν_s f_s + b[ν]⟨., s⟩G[f_s] - df_s⟩ds.
\] (3.12)
In addition, for each test function \( \phi \in C^2_b(\mathbb{R}_+, \mathbb{R}) \), the function
\[
f_s(x) = P^\nu_{s,t-s} \phi(x), \forall (s, x) \in [0, t] \times \mathbb{R}_+
\]
is a solution of the problem
\[
\begin{cases}
\partial_s f_s(x) + L^\nu f_s(x) = 0, (s, x) \in [0, t] \times \mathbb{R}_+ \\
\left. f \right|_{s=t} = \phi \text{ sur } \mathbb{R}_+.
\end{cases}
\]

We then use this function in (3.12) and obtain (3.11) for \( \phi \in C^2_b(\mathbb{R}_+, \mathbb{R}) \). It is easily extended by a density argument to continuous and bounded test functions. \( \square \)

We also have the following property on the semi-group, which means that it is consistent with the linear space \( \mathcal{L}B(\mathbb{R}_+, \mathbb{R}) \):

**Lemma 3.3.** The operator \( P^\nu_{s,t} \) satisfies the uniform property
\[
\sup_{t+s \leq T} \left| P^\nu_{s,t} \phi(x) - P^\nu_{s,t} \phi(y) \right| \leq C \|\phi\|_{L^p} |x - y|, \forall \phi \in \mathcal{L}B(\mathbb{R}_+, \mathbb{R}). \quad (3.13)
\]

**Proof.** For all \( s, t \geq 0 \) such that \( s + t \leq T \) and \( x, y \geq 0 \), we have
\[
\left| P^\nu_{s,t} \phi(x) - P^\nu_{s,t} \phi(y) \right| = \left| \mathbb{E} \left[ \phi(X^\nu_{s,t+s}) - \phi(X^\nu_{s,t+s}) \right] \right|
\leq \mathbb{E} \left( \left| \phi(X^\nu_{s,t+s}) - \phi(X^\nu_{s,t+s}) \right| \right)
\leq \|\phi\|_{\text{Lip}} \mathbb{E} \left( |X^\nu_{s,t+s} - X^\nu_{s,t+s}| \right)
\]
where \( (X^\nu_{s,u})_{u \in [s,T]} \) and \( (X^\nu_{s,u})_{u \in [s,T]} \) satisfy the stochastic differential equation (3.8) with the same Brownian motion. It then follows from Lemma B.1 in Appendix B that
\[
\left| P^\nu_{s,t} \phi(x) - P^\nu_{s,t} \phi(y) \right| \leq C \|\phi\|_{L^p} |x - y|, \forall s + t \leq T.
\]

\( \square \)

### 3.2 A simpler case of uniqueness

In this section, we show a uniqueness result when the diffusion coefficient does not depend on the resource dynamics. The method is adapted from that of [16] with a local Hölder continuous diffusion coefficient for the stochastic differential equation that describes the individual trait dynamics. Let us introduce the distance on \( \mathcal{M}_F(\mathbb{R}_+) \) defined by
\[
\|\mu_1 - \mu_2\|_{\mathcal{L}B} = \sup_{\phi \in \mathcal{L}B(\mathbb{R}_+, \mathbb{R}) : \|\phi\|_{\mathcal{L}B} \leq 1} \langle \mu_1 - \mu_2, \phi \rangle, \forall \mu_1, \mu_2 \in \mathcal{M}_F(\mathbb{R}_+). \quad (3.14)
\]

We start with the following results that highlight the consistence of the decoupling and the semigroup according to the solution considered.

**Lemma 3.4.** Let \( (x, r) \mapsto g(x, r) \) be a Lipschitz continuous function from \( \mathbb{R}_+ \times [0, \bar{R}] \) to \( \mathbb{R} \) and \( \nu^1, \nu^2 \in C([0, T], (\mathcal{M}_F(\mathbb{R}_+), w)) \) be two solutions of (3.7), then
\[
\sup_{(x, s) \in \mathbb{R}_+ \times [0, t]} \left| g[\nu^1](x, s) - g[\nu^2](x, s) \right| \leq C \|g\|_{L^p} \int_0^t \||\nu^1 - \nu^2||_{\mathcal{L}B} \|du, \forall t \in [0, T]. \quad (3.15)
\]
Proof. Let us denote by $R^\nu_1$ and $R^\nu_2$ the processes that are solutions of (3.1) for $\nu^1$ and $\nu^2$ respectively, for the same initial condition $R_0$. Then thanks to the decoupling formula (3.5) we have for all $t \in [0, T]$ and $(x, s) \in \mathbb{R}_+ \times [0, t]$,

$$
|g[\nu^1](x, s) - g[\nu^2](x, s)| = |g(x, R^\nu_1) - g(x, R^\nu_2)| \leq \|g\|_{\text{Lip}} |R^\nu_1 - R^\nu_2|.
$$

(3.16)

In addition, it follows from (3.1) that

$$
|R^\nu_1 - R^\nu_2| = \left| \int_0^s \left\{ R^\nu_t - R^\nu_u - \int_0^\infty \chi(x, R^\nu_u)\nu^1_u(dx) + \int_0^\infty \chi(x, R^\nu_u)\nu^2_u(dx) \right\} du \right|
$$

$$
\leq \left| \int_0^s \left\{ R^\nu_t - R^\nu_u + \int_0^\infty \chi(x, R^\nu_u) - \chi(x, R^\nu_u) \right\} \nu^1_u(dx) \right|
$$

$$
+ \left| \int_0^\infty \chi(x, R^\nu_u)(\nu^1_u - \nu^2_u)(dx) \right| du
$$

$$
\leq \left( 1 + \|\chi\|_{\text{Lip}} \sup_{0 \leq z \leq T} <\nu^1_z, 1> \right) \int_0^s \left| R^1_u - R^2_u \right| du + \left( \|\chi\|_{\text{Lip}} + \|\chi\|_{\text{Lip}} \right) \int_0^t \|\nu^1_u - \nu^2_u\|_{\mathcal{L}_B} du
$$

and by the Gronwall lemma, for all $s \leq t$,

$$
|R^\nu_1 - R^\nu_2| \leq \left( \|\chi\|_{\text{Lip}} + \|\chi\|_{\text{Lip}} \right) \exp \left( \left( 1 + \|\chi\|_{\text{Lip}} \sup_{0 \leq z \leq T} <\nu^1_z, 1> \right) T \right) \int_0^t \|\nu^1_u - \nu^2_u\|_{\mathcal{L}_B} du.
$$

We introduce this inequality in (3.16) to obtain (3.15).

**Lemma 3.5.** For each test function $\phi \in \mathcal{L}_B(\mathbb{R}_+, \mathbb{R})$ and $\nu^1, \nu^2 \in C([0, T], (\mathcal{M}_F(\mathbb{R}_+), w))$ two solutions of (3.7), one has

$$
\sup_{s \leq t} \left\| \left( F^\nu_{s,t,s} - F^\nu_{s,t-s} \right) \phi \right\| \leq C \|\phi\|_{\text{Lip}} \int_0^t \|\nu^1_u - \nu^2_u\|_{\mathcal{L}_B} du.
$$

(3.17)

Proof. For all $0 \leq s \leq t \geq T$ and $x \geq 0$, we have

$$
\left| F^\nu_{s,t-s} \phi(x) - F^\nu_{s,t-s} \phi(x) \right| = \left| \mathbb{E} \left[ \phi(X^\nu_{s,t,x}) - \phi(X^\nu_{s,t,x}) \right] \right|
$$

$$
\leq \mathbb{E} \left( \|\phi(X^\nu_{s,t,x}) - \phi(X^\nu_{s,t,x})\| \right)
$$

$$
\leq \|\phi\|_{\text{Lip}} \mathbb{E} \left( \left| X^\nu_{s,t,x} - X^\nu_{s,t,x} \right| \right)
$$

(3.18)

where $(X^\nu_{u,v})_{u \in [s, T]}$ and $(X^\nu_{u,v})_{u \in [s, T]}$ satisfy (3.8) with the same Brownian motion. In addition, using the inequality $|\sqrt{a} - \sqrt{b}| \leq \sqrt{|a - b|}$ for all $a, b \geq 0$, we have for all $s \leq t' \leq t$ and $\varepsilon > 0$,

$$
\int_s^{t'} 1_{\{0 < X^\nu_{s,u} - X^\nu_{s,u} \leq \varepsilon\}} \frac{d\left( X^\nu_{s,u} - X^\nu_{s,u} \right)}{X^\nu_{s,u} - X^\nu_{s,u}} = \int_s^{t'} 1_{\{0 < X^\nu_{s,u} - X^\nu_{s,u} \leq \varepsilon\}} \frac{\sqrt{D(X^\nu_{s,u})} - \sqrt{D(X^\nu_{s,u})}}{X^\nu_{s,u} - X^\nu_{s,u}} du
$$

$$
\leq 2 \int_s^{t'} 1_{\{0 < X^\nu_{s,u} - X^\nu_{s,u} \leq \varepsilon\}} \frac{\left| D(X^\nu_{s,u}) - D(X^\nu_{s,u}) \right|}{X^\nu_{s,u} - X^\nu_{s,u}} du
$$

$$
\leq 2 \|D\|_{\text{Lip}} \int_s^{t'} 1_{\{0 < X^\nu_{s,u} - X^\nu_{s,u} \leq \varepsilon\}} du < +\infty.
$$

We deduce with [27], Ch. IX, lemma 3.3 that the process $X^\nu_{s,t} - X^\nu_{s,t}$ has a zero local time at 0 and the Tanaka formula gives for all $s \leq t' \leq t$

$$
\left| X^\nu_{s,t'} - X^\nu_{s,t'} \right| = \int_s^{t'} \text{sign}(X^\nu_{s,u} - X^\nu_{s,u}) d(X^\nu_{s,u} - X^\nu_{s,u}).
$$
Thanks to the control of moments (B.2) in Lemma B.1, that implies

\[ \mathbb{E} \left( \left| X_{s,t'}^{\nu_1,x} - X_{s,t'}^{\nu_2,x} \right| \right) = \mathbb{E} \left( \int_s^{t'} \text{sign}(X_{s,u}^{\nu_1,x} - X_{s,u}^{\nu_2,x}) \left[ \zeta[\nu_1](X_{s,u}^{\nu_1,x}, u) - \zeta[\nu_2](X_{s,u}^{\nu_2,x}, u) \right] du \right) \]

\[ \leq \mathbb{E} \left( \int_s^{t'} \left| \zeta[\nu_1](X_{s,u}^{\nu_1,x}, u) - \zeta[\nu_2](X_{s,u}^{\nu_2,x}, u) \right| du \right) \]

\[ \leq \int_s^{t'} \mathbb{E} \left( \left| \zeta[\nu_1] - \zeta[\nu_2] \right| (X_{s,u}^{\nu_1,x}, u) \right) du + \| \zeta[\nu_2] \|_{\text{Lip}} \int_s^{t'} \mathbb{E} \left( \left| X_{s,u}^{\nu_1,x} - X_{s,u}^{\nu_2,x} \right| \right) du. \]

Using Lemma 3.4 and Gronwall’s lemma, it follows that

\[ \mathbb{E} \left( \left| X_{s,t'}^{\nu_1,x} - X_{s,t'}^{\nu_2,x} \right| \right) \leq C(t - s)e^{\| \zeta \|_{\text{Lip}}(t' - s)} \int_s^{t'} \| \nu_1 - \nu_2 \|^2_{\text{LB}} du. \]

We inject this inequality for \( t' = t \) in (3.18) to obtain (3.17). 

The main result for this part follows:

**Theorem 3.1.** Under Assumptions 2.1 and 2.2, the system (2.16) admits a unique solution in \( C([0, T], \mathcal{M}_F(\mathbb{R}^+) \times \mathbb{R}, w \otimes |.|) \) that satisfies \( \sup_{0 \leq t \leq T} \langle \nu_t, 1 \rangle < \infty \).

**Proof.** The existence of the solution and the bound comes from Theorem 2.1 here above. It then suffices to show that the solution is unique. For that purpose, let us assume that there exist two solutions denoted \((\nu^1, R^1)\) and \((\nu^2, R^2)\) in \( C([0, T], \mathcal{M}_F(\mathbb{R}^+) \times \mathbb{R}, w \otimes |.|) \). Then it follows from (3.11) that for all test function \( \phi \in \mathcal{L}(\mathbb{R}^+, \mathbb{R}) \),

\[ \langle \nu_t^1 - \nu_t^2, \phi \rangle = \langle \nu_0, (P_{0,t}^{\nu_1} - P_{0,t}^{\nu_2}) \phi \rangle \]

\[ + \int_0^t \int_0^\infty \{ b[\nu_1](x,s)\mathcal{G}[P_{s,t-s}^{\nu_1}\phi](x) - d(x)P_{s,t-s}^{\nu_1}\phi(x) \} (\nu_s^1 - \nu_s^2) (dx) ds \]

\[ + \int_0^t \int_0^\infty \{ b[\nu_1](x,s)\mathcal{G}[P_{s,t-s}^{\nu_1} - P_{s,t-s}^{\nu_2}] \phi(x) - d(x) \left( P_{s,t-s}^{\nu_1} - P_{s,t-s}^{\nu_2} \right) \phi(x) \} \nu_s^2 (dx) ds \]

\[ + \int_0^t \int_0^\infty \mathcal{G}[P_{s,t-s}^{\nu_2}\phi](x) \left( b[\nu_1](x,s) - b[\nu_2](x,s) \right) \nu_s^2 (dx) ds. \]

(3.19)

Furthermore, the operator \( \mathcal{G} \) is consistent with the linear space \( \mathcal{L}(\mathbb{R}^+, \mathbb{R}) \). Indeed, for any test function \( f \in \mathcal{L}(\mathbb{R}^+, \mathbb{R}) \) we have

\[ |\mathcal{G}[f](x)| \leq |f(x)| + 2 \int_0^1 |f(\alpha x)|M(d\alpha) \leq 3\|f\|_{\infty}, \forall x \geq 0 \]

and for all \( x, y \geq 0 \),

\[ |\mathcal{G}[f](x) - \mathcal{G}[f](y)| = \left| f(x) - f(y) + 2 \int_0^1 [f(\alpha x) - f(\alpha y)] M(d\alpha) \right| \]

\[ \leq |f(x) - f(y)| + 2 \int_0^1 |f(\alpha x) - f(\alpha y)| M(d\alpha) \]

\[ \leq 2\|f\|_{\text{Lip}} |x - y|. \]

Hence, we can deduce from Lemma 3.3 that for each \( s \leq t \) the function

\[ \mathbb{R}^+ \ni x \mapsto b[\nu_1](x,s)\mathcal{G}[P_{s,t-s}^{\nu_1}\phi](x) - d(x)P_{s,t-s}^{\nu_1}\phi(x) \]
Assumption 3.1.

We consider the additional assumptions.

In this section, we show a more complicated uniqueness result for (3.3) The general case of uniqueness

We saw that for this method, the control on the difference \( P_{s,t}^{\nu_1} - P_{s,t}^{\nu_2} \) given in Lemma 3.5 is very important. However, in the general situation where the diffusion coefficient of the individual traits dynamics depends on the resource we are not able to get such an inequality. In the following section, we suggest another method for this general case that requires more regularity on the coefficients.

3.3 The general case of uniqueness

In this section, we show a more complicated uniqueness result for (2.16) in the general case where the diffusion coefficient depends on the resource dynamics. As in the previous section, the method consists in building a solution of an underlying parabolic partial differential equation in order to remove the derivatives of the test function. We need this function to be regular enough.

Let us then introduce the new distance on \( \mathcal{M}_F(\mathbb{R}_+) \) defined by

\[ \|\mu_1 - \mu_2\| = \sup_{\phi \in \mathcal{C}_b^2([0, \bar{R}], \mathbb{R})} \langle \mu_1 - \mu_2, \phi \rangle, \forall \mu_1, \mu_2 \in \mathcal{M}_F(\mathbb{R}_+) \]  

(3.20)

where

\[ \|\phi\| = \|\phi\|_{\infty} + \|\phi'\|_{\infty} + \|\phi''\|_{\infty}, \forall \phi \in \mathcal{C}^2_b([0, \bar{R}], \mathbb{R}). \]  

(3.21)

We consider the additional assumptions.

Assumption 3.1.

(A.1) \( \zeta \in C^2([0, \bar{R}], \mathbb{R}) \) is such that \( \|\partial_x \zeta\|_{\infty} + \|\partial_t \zeta\|_{\infty} + \|\partial_x^2 \zeta\|_{\infty} < +\infty \),

(A.2) \( D \in C^2([0, \bar{R}], \mathbb{R}) \) is such that \( \|\partial_x D\|_{\infty} + \|\partial_t D\|_{\infty} + \|\partial_x^2 D\|_{\infty} < +\infty \),

(A.3) \( b \in C^{2,1}([0, \bar{R}], \mathbb{R}) \) is such that \( \|\partial_x b\|_{\infty} + \|\partial_t b\|_{\infty} + \|\partial_x^2 b\|_{\infty} < +\infty \),

(A.4) \( \chi \in C^{2,1}([0, \bar{R}], \mathbb{R}) \) is such that \( \|\partial_x \chi\|_{\infty} + \|\partial_t \chi\|_{\infty} + \|\partial_x^2 \chi\|_{\infty} < +\infty \),

(A.5) \( d \in C^2(\mathbb{R}_+ \times [0, \bar{R}], \mathbb{R}) \) is such that \( \|d'\|_{\infty} + \|d''\|_{\infty} < +\infty \),
Then for each $t$ towards zero and we introduce the sequence of functions defined by

$$D(x, r) > 0 \text{ for all } (x, r) \in (0, \infty) \times (0, R].$$

Let us start with an important result that states the regularity and some bounds of the semigroup of the stochastic individual trait dynamics.

**Theorem 3.2.** Under (A.1), (A.2), (A.6) in Assumption 3.1, for given $t \in (0, T]$ and a test function $\phi \in C^2_0(\mathbb{R}_+, \mathbb{R})$, the parabolic problem

$$
\begin{cases}
\partial_s f_s(x) + \zeta[\nu](x, s) \partial_x f_s(x) + D[\nu](x, s) \partial^2_x f_s(x) = 0, x > 0, s \in [0, t] \\
\phi \big|_{s=0} = \phi \text{ on } \mathbb{R}_+
\end{cases}
$$

(3.22)

admits a unique solution in the subspace of $C([0, t] \times \mathbb{R}_+, \mathbb{R}) \cap C^{1,2}([0, t] \times (0, \infty), \mathbb{R})$ constituted of functions $f$ that satisfy

$$\exists C, p > 0, |\partial_x f_s(x)| + |\partial^2_x f_s(x)| \leq C (1 + x^p), \forall s < t, \forall x > 0.$$  

(3.23)

In addition, this solution belongs to $C^{1,1}([0, t] \times \mathbb{R}_+, \mathbb{R})$, is given by

$$f^\phi_s(x) = \mathbb{E} \left[ \phi(X^n_{s,t}^\nu) \right], \forall (s, x) \in [0, t] \times \mathbb{R}_+$$

(3.24)

and satisfies the property

$$|f^\phi_s(x)| + |\partial_x f^\phi_s(x)| + |\partial^2_x f^\phi_s(x)| \leq C_T \|\phi\|, \forall s < t, \forall x > 0.$$  

(3.25)

**Proof.** We split this proof into the following steps:

**Step 1: Uniqueness and characterization of the solution.** Let us consider that the system (3.22) admits a solution $(s, x) \rightarrow f_s(x)$ in $C([0, t] \times \mathbb{R}_+, \mathbb{R}) \cap C^{1,2}([0, t] \times (0, \infty), \mathbb{R})$ that satisfies the polynomial bound (3.23). Since this solution is not necessarily differentiable on the straight line $x = 0$, we consider the regularising sequence defined for each integer $n \geq 1$ by

$$\rho_n(x) = n \rho(nx), \forall x \geq 0$$

with $\rho$ such that

$$\rho \in C^\infty_c(\mathbb{R}_+, \mathbb{R}), \rho \geq 0, \text{ Supp}(\rho) \subseteq [1, 2] \text{ and } \int_0^\infty \rho(y)dy = 1,$$

and we introduce the sequence of functions defined by

$$f^n_s(x) = \int_0^\infty f_s(x + y)\rho_n(y)dy, \forall s \in [0, t], \forall x \in \mathbb{R}_+.$$  

(3.26)

Then for each $n \geq 1$ we have $f^n \in C([0, t] \times \mathbb{R}_+, \mathbb{R}) \cap C^{1,\infty}([0, t] \times (0, \infty), \mathbb{R})$ that converges pointwise towards $f$ on $[0, t] \times \mathbb{R}_+$ as $n \rightarrow \infty$. In addition, it satisfies on $[0, t] \times (0, \infty)$

$$|\partial_s f^n_s(x) + L^n_s f^n_s(x)| = \int_0^\infty \left[ |\partial_x f_s(x + y) + L^n_s f_s(x + y)| \right] \rho_n(y)dy$$

$$\leq C \int_0^\infty y \left( |\partial_x f_s(x + y) + |\partial^2_x f_s(x + y)| \right) \rho_n(y)dy$$

$$\leq C \int_0^\infty y \left( |\partial_x f_s(x + y) + |\partial^2_x f_s(x + y)| \right) \rho_n(y)dy$$

$$\leq C \int_0^\infty y \left( |\partial_x f_s(x + y) + |\partial^2_x f_s(x + y)| \right) \rho_n(y)dy$$

$$\leq C \int_0^\infty y \left( |\partial_x f_s(x + y) + |\partial^2_x f_s(x + y)| \right) \rho_n(y)dy$$
and then,
\[ |\partial_s f^n_s(x) + L^n_s f^n_s(x)| \leq \frac{C}{n} \int_0^\infty y \left( |\partial_x f_s(x + \frac{y}{n})| + |\partial_x^2 f_s(x + \frac{y}{n})| \right) \rho(y) dy. \tag{3.27} \]

In particular, it follows from the bound (3.23) that
\[ |\partial_s f^n_s(x) + L^n_s f^n_s(x)| \leq \frac{C}{n} (1 + x^p), \forall s < t, \forall x \geq 0. \tag{3.28} \]

Further, the Itô formula gives with (3.9)
\[ \mathbb{E} \left[ f^n_t(X^n_{s,t}) \right] = f^n_s(x) + \mathbb{E}_{x,s} \int_s^t \left[ \partial_u f^n_u(X^n_{s,u}) + L^n_s f^n_s(X^n_{s,u}) \right] du \]
that implies with (3.27) that
\[ \left| \mathbb{E} \left[ f^n_t(X^n_{s,t}) \right] - f^n_s(x) \right| \leq \frac{C}{n} \int_s^t (1 + \mathbb{E} \left[ (X^n_{s,u})^p \right]) du. \]

The Feynman-Kac characterization (3.24) follows as \( n \to \infty \). Such a solution \( f \) is then unique and it only suffices now to show that it exists.

**Step 2: Construction of a regular solution.** A bound property for the second derivative in \( x \) of a solution is difficult to obtain directly from the characterization in equation (3.24) because the diffusion coefficient of the stochastic differential equation (3.8) is not differentiable. Here we suggest another method. We start with the equation that would be satisfied by the first derivative in \( x \) of the solution we are aiming to construct. Let us then introduce the new system
\[
\begin{cases}
\partial_s g_s(x) + h(x,s)\partial_x g_s(x) + D[\nu](x,s)\partial_x^2 g_s(x) = -\partial_x \zeta[\nu](x,s)g_s(x), & x > 0, s \in [0,t) \\
g_{s=t} = \phi' & \text{on } \mathbb{R}_+
\end{cases}
\tag{3.29}
\]
where
\[ h(x,s) = \zeta[\nu](x,s) + \partial_x D[\nu](x,s), \forall (s,x) \in [0,t] \times \mathbb{R}_+ \tag{3.30} \]
is differentiable, Lipschitz continuous in \( x \) uniformly in \( s \) thanks to (A.1), (A.2) in Assumption 3.1, and satisfies \( h(0,s) > 0 \) for all \( s \in [0,t] \). We also introduce the function defined by
\[ g^n_s(x) = \mathbb{E}_{x,s} \left[ \phi'(Y_1)e^{\int_s^t \partial_x \zeta[\nu](Y_u,u)du} \right], \forall x \geq 0, \forall s \leq t \tag{3.31} \]
where
\[ dY_u = h(Y_u,u)du + \sqrt{2D[\nu](Y_u,u)}dW_u, \forall u \leq t. \tag{3.32} \]
Equation (3.32) admits a unique weak solution for any deterministic non-negative initial condition and initial time (see Lemma B.1 in Appendix B). It is shown in the same appendix that there is strong existence, and then we can use the right continuous and completed canonical filtration of the given Brownian motion \( W \) that we will denote \( (\mathcal{F}_t^W)_{t \in [0,T]} \). The notation \( \mathbb{E}_{x,s} \) refers to the expectation conditioned by the initial time \( s < t \) and the initial condition \( Y_s = x \geq 0 \). The function \( (x,s) \mapsto g^n_s(x) \) is well defined because \( \phi' \) and \( \partial_x \zeta \) are bounded thanks to (A.1) in Assumption 3.1. In addition, it is continuous on \( [0,t] \times \mathbb{R}_+ \) and satisfies for all \( x, y \geq 0 \) and \( s_1, s_2 \leq t \),
\[ \left| g^n_{s_1}(x) - g^n_{s_2}(y) \right| \leq C_T \left( \|\phi'\|_\infty + \|\phi''\|_\infty \right) \left\{ |x - y| + (1 + x)^{1/2}|s_1 - s_2|^{1/2} + (1 + x)|s_1 - s_2| \right\} \tag{3.33} \]
(see Lemma B.2 in Appendix B). We construct a classical solution for (3.29) by restricting
the problem on increasingly greater intervals over which it is uniformly parabolic. Let us then
introduce two monotonous sequences \((\varepsilon_n)\), \((m_n)\) of positive real numbers that converge towards
0 and \(\infty\) respectively, and satisfy \(\varepsilon_0 < m_0\). It follows from the property (3.4) and (A.6) in
Assumption 3.1 that
\[
\forall n \in \mathbb{N}, \exists a_n > 0, \ D[\nu](x,s) \geq a_n, \ \forall (x,s) \in [\varepsilon_n,m_n] \times [0,t].
\]
For each \(n\), we consider the restricted system
\[
\begin{aligned}
\partial_t g_n(x) + h(x,s) \partial_x g_n(x) + D[\nu](x,s) \partial_x^2 g_n(x) &= -\partial_x \zeta[\nu](x,s) g_n(x), \ (x,s) \in [0,t] \times (\varepsilon_n,m_n) \\
g_n(x) &= g_n^0(x), \ (s,x) \in [0,t] \times \{\varepsilon_n,m_n\} \\
g|_{s=t} &= \phi' \text{ on } [\varepsilon_n,m_n],
\end{aligned}
\]
that has Lipschitz continuous coefficients (see Lemma 3.1), and compatible continuous boundary
and final values. It then admits a unique classical solution in \(\mathcal{C}([0,t] \times [\varepsilon_n,m_n], \mathbb{R}) \cap \mathcal{C}^{1,2}([0,t] \times (\varepsilon_n,m_n), \mathbb{R})\) thanks to [18], Theorem 3.6.138, that is characterized by the Feynman-Kac formula
\[
g_n^\theta(x) = \mathbb{E}_{x,s} \left\{ \phi(Y_t) \int_s^t \partial_x \zeta[\nu](y,u) du \ 1_{\{\tau_n=t\}} \right\} + \mathbb{E}_{x,s} \left\{ g_n^\theta(Y_{\tau_n}) \int_{\tau_n}^t \partial_x \zeta[\nu](y,u) du \ 1_{\{\tau_n < t\}} \right\}
\]
(see [18], Theorem 5.2, p147). The stopping time \(\tau_n\) represents the minimum between the final
time \(t\) and the hitting time of the boundary \(\{\varepsilon_n,m_n\}\) by the stochastic process \((Y_t)\). Further, it follows from (3.31) that
\[
\begin{aligned}
\mathbb{E}_{x,s} \left\{ g_n^\theta(Y_{\tau_n}) e^{\int_{\tau_n}^t \partial_x \zeta[\nu](y,u) du} 1_{\{\tau_n < t\}} \right\} \\
\quad = \mathbb{E}_{x,s} \left\{ \mathbb{E}_{Y_{\tau_n},\tau_n} \left[ \phi(Y_t) e^{\int_s^t \partial_x \zeta[\nu](y,u) du} \right] e^{\int_{\tau_n}^t \partial_x \zeta[\nu](y,u) du} 1_{\{\tau_n < t\}} \right\}
\end{aligned}
\]
and thanks to the strong Markov property,
\[
\begin{aligned}
\mathbb{E}_{x,s} \left\{ g_n^\theta(Y_{\tau_n}) e^{\int_{\tau_n}^t \partial_x \zeta[\nu](y,u) du} 1_{\{\tau_n < t\}} \right\} \\
\quad = \mathbb{E}_{x,s} \left\{ \mathbb{E}_{x,s} \left[ \phi(Y_t) e^{\int_s^t \partial_x \zeta[\nu](y,u) du} \mathcal{F}_{\tau_n} \right] e^{\int_{\tau_n}^t \partial_x \zeta[\nu](y,u) du} 1_{\{\tau_n < t\}} \right\}
\quad = \mathbb{E}_{x,s} \left\{ \phi(Y_t) e^{\int_s^t \partial_x \zeta[\nu](y,u) du} 1_{\{\tau_n < t\}} \right\}.
\end{aligned}
\]
As \(\tau_n \leq t\) a.s., that implies with (3.35) that \(g_n = g^\phi\) on \([0,t] \times [\varepsilon_n,m_n]\). As \(n\) becomes larger and
larger, we deduce that \(g^\phi \in \mathcal{C}([0,t] \times \mathbb{R}_+, \mathbb{R}) \cap \mathcal{C}^{1,2}([0,t] \times (0,\infty), \mathbb{R})\) and is a classical solution of (3.29). Furthermore, it follows from its definition that
\[
|g_n^\phi(x)| \leq \|\phi\|_\infty e^{\|\partial_x \zeta\|_\infty(t-s)}, \ \forall (s,x) \in [0,t] \times \mathbb{R}_+,
\]
and the inequality (3.33) implies that for all \(x > 0\) and \(s \in [0,t),
\]
\[
|\partial_x g_n^\phi(x)| \leq \lim_{y \to x} \left| \frac{g_n^\phi(y) - g_n^\phi(x)}{y-x} \right| \leq C_T \left( \|\phi\|_\infty + \|\phi''\|_\infty \right).
\]
Then let us introduce for a given \(\theta > 0\) the function defined for all \((s,x) \in [0,t] \times \mathbb{R}_+\) by
\[
f_{s,\phi}^{\theta}(x) = \phi(\theta) + \int_s^t \left( \zeta[\nu](\theta,u) g^\phi_u(\theta) + D[\nu](\theta,u) \partial_x g^\phi_u(\theta) \right) du + \int_\theta^x g^\phi_s(y) dy,
\]
that is in \(\mathcal{C}^{0,1}([0,t] \times \mathbb{R}_+, \mathbb{R}) \cap \mathcal{C}^{1,3}([0,t] \times (0,\infty), \mathbb{R})\) and satisfies
\[
\partial_x f_{s,\phi}^{\theta} = g^\phi \quad \text{and} \quad f_{|s=t}^{\theta,\phi} = \phi.
\]
Then thanks to (3.36), (3.37) we have the bound
\[ |\partial_x f_s^{\phi,\nu}(x)| + |\partial_x^2 f_s^{\phi,\nu}(x)| \leq C_T \left( \|\phi\|_\infty + \|\phi''\|_\infty \right), \forall x > 0, \forall s < t \] (3.39)
that corresponds to the condition (3.23) with some \( p > 0 \). The parameter \( \theta \) is chosen positive to ensure that it is possible to swap the integral and time derivative symbols in the last term of (3.38), given that we know nothing about \( \partial_s g_s^\phi \) in the neighbourhood of 0. Hence for all \((s, x) \in [0, t) \times (0, \infty), \)
\[
\partial_s f_s^{\phi,\nu}(x) = -\{\zeta[\nu](\theta, s)g_s^\phi(\theta) + D[\nu](\theta, s)\partial_x g_s(\theta)\} + \int_x^\theta \partial_s g_s^\phi(y)dy \\
= -\{\zeta[\nu](\theta, s)g_s^\phi(\theta) + D[\nu](\theta, s)\partial_x g_s(\theta)\} - \int_x^\theta h(y, s)\partial_y g_s^\phi(y) + D[\nu](y, s)\partial_s g_s^\phi(y) + \partial_y \zeta[\nu](y, s)g_s^\phi(y)\} dy \\
= -\{\zeta[\nu](\theta, s)g_s^\phi(\theta) + D[\nu](\theta, s)\partial_x g_s(\theta)\} - \int_x^\theta \{\zeta[\nu]g^\phi + D[\nu]\partial_y g^\phi\} (y, s)dy \\
= -\{\zeta[\nu](x, s)g_s^\phi(x) + D[\nu](x, s)\partial_x g_s^\phi(x)\}.
\]
That implies that the function \((s, x) \mapsto \partial_s f_s^{\phi,\nu}(x)\) is a solution of (3.22) and can be continuously extended on the straight line \( x = 0 \) by setting
\[ \partial_s f_s^{\phi,\nu}(0) = -\zeta[\nu](0, s)g_s^\phi(0), \forall s \leq t. \] (3.40)
In addition, \((s, x) \mapsto f_s^{\phi,\nu}(x)\) belongs to \( C([0, t]\times[0, R_+], \mathbb{R})\cap C^{1,1}([0, t]\times[0, R_+], \mathbb{R})\cap C^{1,2}([0, t) \times (0, \infty), \mathbb{R}) \) and satisfies the bound (3.23). Hence the Step 1 here above holds and the Feynman-Kac characterization (3.24) follows so that the solution is independent of the choice of \( \theta \). Let us now denote it by \( f_s^{\phi}(x) \), then
\[ |f_s^{\phi}(x)| \leq \|\phi\|_\infty, \forall (s, x) \in [0, t] \times \mathbb{R}_+ \] (3.41)
and the bound (3.25) follows thanks to the inequality (3.39).

We now state the following result whose proof is similar to the one of Lemma 3.4.

**Lemma 3.6.** Let \( (x, r) \mapsto g(x, r) \) be a function from \( \mathbb{R}_+ \times [0, R] \) to \( \mathbb{R} \) that is Lipschitz continuous, and \( \nu^1, \nu^2 \in C([0, T], (\mathcal{M}_F(\mathbb{R}_+), w)) \) be two solutions of (3.7), then
\[ \sup_{0 \leq s \leq t} \|g[\nu^1](x, s) - g[\nu^2](x, s)\| \leq C\|g\|_{\text{Lip}} \int_0^t \|\nu^1_u - \nu^2_u\|du, \forall t \in [0, T]. \] (3.42)
The uniqueness result can then be stated.

**Theorem 3.3.** Under Assumptions 2.1, 2.2 and 3.1, the system (2.16) admits a unique solution in \( C([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, w \otimes |.|)) \) that satisfies \( \sup_{0 \leq t \leq T} \langle \nu_t, 1 \rangle < +\infty \).

**Proof.** The existence and the bound follow from Theorem 2.1. It then suffices to show that the solution is unique. Let \( \phi \in C^2(\mathbb{R}_+ \times \mathbb{R}) \) and \((\nu^1, R^1), (\nu^2, R^2) \in C([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, w \otimes |.|)) \) be two solutions of (2.16) such that \( \sup_{0 \leq t \leq T} \langle \nu^1_t, 1 \rangle + \langle \nu^2_t, 1 \rangle < +\infty \). We denote by \( f_s^{\phi}(x) \) the solution of (3.22) in the previous theorem for \( \nu = \nu^1 \) and the final condition \( \phi \). As in (3.26), we regularize this solution by setting
\[ f_s^{\phi}(x) = \int_0^\infty f_s^{\phi}(x + y)\rho_n(y)dy, \forall (s, x) \in [0, t] \times \mathbb{R}_+. \]
That allows us to approximate $f^n_s(\phi)(x)$ and its derivatives by a sequence of functions that are smooth enough. Let us recall that $f^n_s(\phi) \in C([0, t] \times \mathbb{R}_+, \mathbb{R}) \cap C^{1, \infty}([0, t] \times \mathbb{R}_+, \mathbb{R})$ for all $n \geq 1$. We deduce from (3.25) and (3.27) that
\[
|\partial_s f^n_s(\phi)(x) + L_s^v f^n_s(\phi)(x)| \leq \frac{C_T}{n} \|\phi\|, \forall x \geq 0, \forall s \leq t. \tag{3.43}
\]
It follows with Lemma 3.6 that for any $x \geq 0$ and $s \leq t$,
\[
|\partial_s f^n_s(\phi)(x) + L_s^2 f^n_s(\phi)(x)| \leq \left|\left( L_s^2 - L_s^v \right) f^n_s(\phi)(x) \right| + \frac{C_T}{n} \|\phi\|
\leq C_T \left( \|f^n_s(\phi)\|_{\text{Lip}} \int_0^t \|\nu^1_u - \nu^2_u\| du + \frac{\|\phi\|}{n} \right)
\]
and thanks to (3.25),
\[
|\partial_s f^n_s(\phi)(x) + L_s^2 f^n_s(\phi)(x)| \leq C_T \|\phi\| \left( \int_0^t \|\nu^1_u - \nu^2_u\| du + \frac{1}{n} \right). \tag{3.44}
\]
We deduce from (3.43) and (3.44) here above that for each $j = 1, 2$, we have
\[
\langle \nu^j_t, f^n_s(\phi) \rangle = \langle \nu^j_0, f^n_0(\phi) \rangle + \int_0^t \langle \nu^j_s, \partial_s f^n_s(\phi) + L^v_s f^n_s(\phi) + b[\nu^1](\cdot, s) G[f^n_s(\phi) - df^n_s(\phi)] ds.
\]
That implies that
\[
\langle \nu^1_t - \nu^2_t, f^n_s(\phi) \rangle = \int_0^t \langle \nu^1_s, \partial_s f^n_s(\phi) + L^v_s f^n_s(\phi) \rangle ds - \int_0^t \langle \nu^2_s, \partial_s f^n_s(\phi) + L^v_s f^n_s(\phi) \rangle ds
\]
\[
+ \int_0^t \langle \nu^1_s - \nu^2_s, b[\nu^1](\cdot, s) G[f^n_s(\phi) - df^n_s(\phi)] \rangle ds
\]
\[
+ \int_0^t \langle \nu^2_s, \{ b[\nu^1] - b[\nu^2] \} (\cdot, s) G[f^n_s(\phi)] \rangle ds
\]
and by considering the bound $\|G[f^n_s(\phi)]\| \leq \|\phi\|_{\infty}$, Lemma 3.6, (3.43) and (3.44),
\[
\langle \nu^1_t - \nu^2_t, f^n_s(\phi) \rangle \leq C_T (\nu^1, \nu^2) \|\phi\| \left( \frac{1}{n} \int_0^t \langle \nu^1_s + \nu^2_s, 1 \rangle ds + \int_0^t \|\nu^1_s - \nu^2_s\| ds \right)
\]
\[
+ \int_0^t \langle \nu^1_s - \nu^2_s, b[\nu^1](\cdot, s) G[f^n_s(\phi) - df^n_s(\phi)] \rangle ds.
\]
Since $G$ is an endomorphism of $(C^2_b(\mathbb{R}_+, \mathbb{R}), \|\cdot\|)$, we obviously verify that given $s < t$ and $n \geq 1$, the function $b[\nu^1](\cdot, s) G[f^n_s(\phi) - df^n_s(\phi)]$ belongs to $C^2_b(\mathbb{R}_+, \mathbb{R})$ and satisfies
\[
\|b[\nu^1](\cdot, s) G[f^n_s(\phi) - df^n_s(\phi)]\| \leq C_T \|f^n_s(\phi)\|.
\]
Since $\|f^n_s(\phi)\| \leq \|\phi\|$, that implies with (3.45) that
\[
\langle \nu^1_t - \nu^2_t, f^n_s(\phi) \rangle \leq C_T (\nu^1, \nu^2) \|\phi\| \left( \frac{1}{n} \int_0^t \langle \nu^1_s + \nu^2_s, 1 \rangle ds + \int_0^t \|\nu^1_s - \nu^2_s\| ds \right)
\]
As $n \to \infty$, this inequality becomes thanks to the dominated convergence theorem for the left term,
\[
\langle \nu^1_t - \nu^2_t, \phi \rangle \leq C_T (\nu^1, \nu^2) \|\phi\| \int_0^t \|\nu^1_s - \nu^2_s\| ds.
\]
We conclude by taking at first the supremum for $\|\phi\| \leq 1$ and applying the Gronwall lemma, that $\nu^1_t = \nu^2_t$. 
\[\square\]
4 Existence of a function solution

In this section, we use the mild formulation (3.11) to show that under suitable assumptions the solution of the decoupled equation (3.7) admits a density with respect to the Lebesgue measure. This density will then be the solution of (1.1) in the weak sense given by (2.16). We first make the following general assumptions.

Assumption 4.1.

(A.1) There exists $\zeta > 0$ such that for all $(x, r) \in \mathbb{R}_+ \times (0, \bar{R}]$,

$$\zeta(x, r) \geq \zeta \text{ and } D(x, r) \geq \zeta x.$$  

(A.2) $D(x, r)$ is null for $x = 0$ and positive for all $(x, r) \in (0, \infty) \times (0, \bar{R}]$. In addition, there exist $C, k > 0$ and $\beta \in (0, 1]$ such that

$$|D(x, r) - D(x, r')| \leq C(1 + x^k)|r - r'|^\beta, \forall x \geq 0, \forall r, r' \in (0, \bar{R}].$$

(A.3) $\zeta(x, r), D(x, r) \in C(\mathbb{R}_+ \times (0, \bar{R}], \mathbb{R})$ are Lipschitz continuous in $x \in \mathbb{R}_+$, uniformly in $r \in (0, \bar{R}]$.

We easily verify that the above assumption (A.2) implies that the decoupled function $D[\nu]$ satisfies the same Hölder property in its time variable. Indeed, it follows from (3.1) that for all $x \geq 0$ and $s, t \in [0, T]$,

$$|D[\nu](x, t) - D[\nu](x, s)| = |D(x, R_t) - D(x, R_s)| \leq C(1 + x^k)|R_t - R_s|^\beta \leq C(1 + x^k)|t - s|^\beta.$$

We have the preliminary result

Proposition 4.1. Under Assumption 4.1, there exists a unique non negative function $p^{\nu}_{s, t}(x, y)$ defined for all $(t, x, y) \in [0, T] \times \mathbb{R}_+ \times \mathbb{R}_+$ and $s < t$, such that for all test functions $\phi \in C_0(\mathbb{R}_+, \mathbb{R})$,

$$P^{\nu}_{s, t-s}\phi(x) = \int_0^\infty p^{\nu}_{s, t}(x, y)\phi(y)dy. \quad (4.1)$$

In addition, if we set

$$c_{\alpha, k} = \alpha \sqrt{\frac{(k-1)^+}{2}} \text{ and } \eta_{\alpha, \beta, m} = \beta \wedge \frac{1}{2} \wedge \frac{m - 3\alpha}{2m/\alpha} \quad (4.2)$$

for any $0 < \alpha < 1$, $m > 3\alpha$ and $m \geq 1$, then the function

$$y \mapsto D^{m/2}[\nu](y, t)p^{\nu}_{s, t}(x, y)$$

is, for any $(x, t) \in \mathbb{R}_+ \times (0, T]$ and $s < t$, in the Besov space $B^{2m/1, \infty}_{1, \infty}^{m, \beta, m}(\mathbb{R}_+^*)$ (defined in Appendix C) and satisfies the bound

$$\sup_{s < t \leq T} (t - s)^{m/2} \left\| D^{m/2}[\nu](\cdot, t)p^{\nu}_{s, t}(x, \cdot) \right\|_{B^{2m/1, \infty}_{1, \infty}^{m, \beta, m}(\mathbb{R}_+^*)} \leq C \left(1 + x^{c_{\alpha, k} + m/2}\right), \forall x \geq 0. \quad (4.3)$$

Proof. The left term in (4.1) is defined by

$$P^{\nu}_{s, t-s}\phi(x) = \mathbb{E} \left[\phi(X^{x, s}_{s, t})\right], \forall x \geq 0, \forall 0 \leq s < t \leq T.$$

The proof then consists in showing that the random variable $X^{x, s}_{s, t}$ for fixed $x \geq 0$ and $0 \leq s < t \leq T$ admits a density with respect to the Lebesgue measure. As the diffusion coefficient in equation (3.8) is degenerate at $x = 0$, we will first verify that there is no atom at this point and secondly show that there is a density on the open set $\mathbb{R}_+^*$.  
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Step 1: No atom on the boundary \{0\}. Let us first notice that for all \(x \geq 0\) and \(0 \leq s < T\), it follows from the comparison theorem that \(X_{s,t}^0 \leq X_{s,t}^x\) a.s for all \(t \in (s,T]\). It then suffices to show that \(X_{s,t}^0\) does not have an atom at \(\{0\}\).

Let us introduce for \(h > 0\) the convex continuous and non increasing function

\[
\chi_h(x) = \left(1 - \frac{x}{h}\right)_+.
\]

Then as \(h \to 0\), the sequence \((\chi_h)_{h>0}\) converges toward \(1_{\{x=0\}}\). In addition, we have

\[\frac{1}{2} 1_{\{0,h/2\}} \leq \chi_h \leq 1_{\{0,h\}} \text{ on } \mathbb{R}_+\]  
(4.4)

and the function defined for fixed \(t \in (0,T]\) by

\[u_h(x,s) = \mathbb{E}_{x,s} \left[\chi_h(X_{s,t}^x)\right], \forall (x,s) \in \mathbb{R}_+^* \times [0,t]\]  
(4.5)

is a classical solution of the partial differential equation

\[\partial_s u_h + \zeta [\nu](x,s) \partial_x u_h + D [\nu](x,s) \partial_{xx}^2 u_h = 0 \text{ on } \mathbb{R}_+^* \times [0,t].\]  
(4.6)

Our aim is to show that \(\mathbb{P}(X_{s,t}^0 = 0) = \lim_{h \to 0} u_h(0,s) = 0\) for all \(s \in [0,t]\). For that purpose, let us first notice that the function \(u_h\) is convex since its initial condition \(\chi_h\) is also convex (see [23]). It follows thanks to (A.1) in Assumption 4.1 that

\[\partial_s u_h + \zeta [\nu](x,s) \partial_x u_h + \zeta x \partial_{xx}^2 u_h \leq 0 \text{ on } \mathbb{R}_+^* \times [0,t].\]  
(4.7)

It follows from the Maximum principle that \(u_h \leq \bar{u}_h\) where

\[\bar{u}_h(x,s) = \mathbb{E} \left[\chi_h(Y_{s,t}^x)\right]\]

with

\[dY_t = \zeta [\nu](Y_t,t)dt + \sqrt{2\zeta Y_t} dW_t.\]

The function \(\bar{u}_h\) is, indeed, a classical solution of the partial differential equation

\[\partial_s \bar{u}_h + \zeta (x,s) \partial_x \bar{u}_h + \zeta x \partial_{xx}^2 \bar{u}_h = 0, \text{ on } \mathbb{R}_+^* \times [0,t]\]

with the same terminal condition \(\chi_h\). Further, thanks to (A.1) in Assumption 4.1, it follows from the comparison theorem for stochastic differential equations that \(Y_{s,t}^x \geq Z_{s,t}^x\) a.s, where

\[dZ_t = c dt + \sqrt{2cZ_t} dW_t.\]  
(4.8)

Since \(\chi_h\) is decreasing we obtain

\[\bar{u}_h(x,s) \leq \tilde{u}_h(x,s) := \mathbb{E} \left[\chi_h(Z_{s,t}^x)\right],\]

and thanks to (4.4),

\[\frac{1}{2} F_{s,t}^x(h/2) \leq u_h(x,s) \leq \tilde{u}_h(x,s) \leq \tilde{F}_{s,t}^x(h)\]  
(4.9)

where \(F_{s,t}^x\) and \(\tilde{F}_{s,t}^x = \tilde{F}_{s,t}^x\) are the cumulative distribution functions of the random variables \(X_{s,t}^x\) and \(Z_{s,t}^x\) respectively. Further it directly follows from the autosimilarity property of the Brownian motion and the uniqueness in law of the solution of (4.8) given the initial condition, that

\[c Z_{t/c}^{x/c} = Z_t^x \text{ in law, } \forall c > 0, \forall t, x \in \mathbb{R}_+.\]

We deduce that specifically for \(x = 0\),

\[\tilde{F}_{t/c}^0(y) = \tilde{F}_{t/c}^0(y/c), \forall t, y \geq 0, \forall c > 0\]
Noticing that $\tilde{p}_{\phi}$, then for any test function we consider the time change $\tilde{R}_{\text{Lebesgue measure on}}$ and then there exists a function $G$ whose general solution is given by $(\tilde{\beta})_t$, it follows from the T anaka formula that $\int_{0}^{t} 1_{\{Z_{u}^{0}=0\}} dZ_u$ is a non-negative semi-martingale with a zero local time at $(0,0)$ that $0 = \int_{0}^{t} 1_{\{Z_{u}^{0}=0\}} \left[ \xi_u + \sqrt{2c} |Z_{u}^{0}| \right] dW_u = \xi \int_{0}^{t} 1_{\{Z_{u}^{0}=0\}} dW_u.

We deduce by taking the expectation, that
\[
\int_{0}^{t} P(Z_u^0 = 0) du = 0, \forall t \in (s,T].
\]

Noticing that $P(Z_u^0 = 0) = \tilde{F}_u^0(0)$, we conclude that $a_1 + a_2 = 0$ in (4.12). It follows thanks to (4.9) that
\[
P(X_{s,t}^0 = 0) = \lim_{h \to 0} F_{s,t}^0(h/2) \leq 2 \lim_{h \to 0} \tilde{F}_{t-s}^0(h) = 0, \forall t \in (s,T].
\]

Then for any test function $\phi \in C_b(\mathbb{R}_+, \mathbb{R})$,
\[
E \left[ \phi(X_{s,t}^0) \right] = \phi(0) E \left[ X_{s,t}^0 = 0 \right] + E \left[ \phi(X_{s,t}^0) 1_{\{X_{s,t}^0 > 0\}} \right],
\]
and then it suffices to show that the random variable $X_{s,t}^0$ has a density with respect to the Lebesgue measure on $\mathbb{R}_+$, to conclude that it has a density on $\mathbb{R}_+$. 

\[
\hat{F}_t^0(y) = G(y/t), \forall y \geq 0, \forall t > 0. \quad (4.10)
\]

Since $\hat{F}^0$ is a weak solution of
\[
\left\{ \begin{array}{l}
\partial_t \hat{F}^0_t - \xi \partial_y (y \partial_y \hat{F}^0_t) + \xi \partial_y \hat{F}^0_t = 0 \\
(\hat{F}^0_t(y))_{t=0} = 1, \forall y \geq 0,
\end{array} \right. \quad (4.11)
\]
we consider the time change $\tilde{F}_t(y) = \tilde{F}_{t/\xi}(y)$ and $G_t(y) = G(\xi y)$, then we have
\[
\partial_t \tilde{F}_t - \partial_y (y \partial_y \tilde{F}_t) + \partial_y \tilde{F}_t = 0
\]
with the same initial condition as (4.11). One deduces with (4.10), that
\[
-y \tilde{G}_t(y) + \tilde{G}_t(y) - (y \tilde{G}_t(y))' = 0
\]
whose general solution is given by
\[
\tilde{G}(y) = a_1 + a_2 e^{-y}, \forall y > 0
\]
with $a_1, a_2 \in \mathbb{R}$. Coming back to the cumulative distribution function of $Z_{t}^0$, we get
\[
\hat{F}_t^0(y) = \frac{y}{\xi t} \longrightarrow a_1 + a_2. \quad (4.12)
\]
Step 2: Existence of a density on $\mathbb{R}^*_+$. We adapt the proof developed by Romito [29], Proposition 3.1 in the case of non homogeneous and non bounded coefficients. It consists in showing the sufficient condition given in Lemma C.4 (see Appendix C) with a suitable function.

For that purpose, we introduce for a given initial time $s \in [0, T)$, a fixed time $t \in (s, T]$ and $0 < \varepsilon < t - s$, the non negative function

$$\sigma_{t-\varepsilon,t}(y) = \sqrt{\frac{1}{\varepsilon} \int_{t-\varepsilon}^t D[v](y, u) \, du}, \quad \forall y \geq 0$$

(4.13)

that satisfy with $D^{1/2}[\nu](\cdot, t)$ the two following properties:

(P1) : $D^{1/2}[\nu](y, t) + \sigma_{t-\varepsilon,t}(y) \leq C y^{1/2}, \forall y \geq 0,$

(P2) : $|D^{1/2}[\nu](x, t) - D^{1/2}[\nu](y, t)| + |\sigma_{t-\varepsilon,t}(x) - \sigma_{t-\varepsilon,t}(y)| \leq C|x - y|^{1/2}, \forall x, y \geq 0.$

Let $m \geq 1$, $0 < \alpha < 1$ and $h \in [-1, 1]$, our aim is to show that the inequality (C.7) holds for the random variable $X_{s,t}^x$ with the function $y \mapsto D^{m/2}[\nu](y, t)$. Indeed, for any $\phi \in C^\infty_0(\mathbb{R})$,

$$\mathbb{E} \left[ D^{m/2}[\nu](X_{s,t}^x, t) \Delta^m_h \phi(X_{s,t}^x) \right] = \mathbb{E} \left[ \left\{ D^{m/2}[\nu](X_{s,t}^x, t) - \sigma_{t-\varepsilon,t}(X_{s,t}^x) \right\} \Delta^m_h \phi(X_{s,t}^x) \right]$$

$$+ \mathbb{E} \left[ \sigma_{t-\varepsilon,t}(X_{s,t}^x) \Delta^m_h \phi(X_{s,t}^x) \right].$$

(4.15)

Thanks to (A.2) in Assumption 4.1, we obtain

$$|D^{m/2}[\nu](X_{s,t}^x, t) - \sigma_{t-\varepsilon,t}(X_{s,t}^x)| \leq C \left| D^{1/2}[\nu](X_{s,t}^x, t) - \sigma_{t-\varepsilon,t}(X_{s,t}^x) \right|$$

$$\times \left( 1 + |\sigma_{t-\varepsilon,t}(X_{s,t}^x)|^{m-1} + |D^{1/2}[\nu](X_{s,t}^x, t)|^{m-1} \right)$$

$$\leq C \left( \frac{1}{\varepsilon} \int_{t-\varepsilon}^t |D[\nu](X_{s,t}^x, t) - D[\nu](X_{s,t}^u, u)| \, du \right)^{1/2} \left( 1 + (X_{s,t}^x)^{m-1} \right)$$

$$\leq C \left( \frac{1}{\varepsilon} \int_{t-\varepsilon}^t (t - u)^{\beta} \, du \right)^{1/2} \left( 1 + (X_{s,t}^x)^{m-1} \right)$$

$$\leq C \left( 1 + (X_{s,t}^x)^{\frac{m-1}{2}} \right)^{\varepsilon^{\beta/2}}.$$

(4.17)

It follows from the moment property (3.9) and the property 1. of Lemma C.1 (see Appendix C) that the first term in the right side of (4.15) satisfies

$$\mathbb{E} \left[ \left\{ D^{m/2}[\nu](X_{s,t}^x, t) - \sigma_{t-\varepsilon,t}(X_{s,t}^x) \right\} \Delta^m_h \phi(X_{s,t}^x) \right] \leq C \left( 1 + x \right)^{m-1} \mathcal{H}^\alpha \| \phi \|_{C^\infty_0(\mathbb{R})} \varepsilon^{\beta/2}. \quad (4.16)$$

In order to get a good control on the second term of the same equation, we introduce the following new process

$$\forall u \in [s, t], \quad Y_{s,t}^{x, x} = \begin{cases} 
X_{s,u}^x & \text{if } u \leq t - \varepsilon, \\
X_{s,t-\varepsilon}^x + \int_{t-\varepsilon}^u \sqrt{2D[\nu](X_{s,t-\varepsilon,u}^x, u)} \, dW_u & \text{if } u > t - \varepsilon.
\end{cases}$$

This process is continuous and Gaussian on the interval $(t - \varepsilon, t]$ when it is conditioned by $X_{t-\varepsilon}^x$.

Then,

$$\mathbb{E} \left[ \sigma_{t-\varepsilon,t}(X_{s,t}^x) \Delta^m_h \phi(X_{s,t}^x) \right] = \mathbb{E} \left[ \left\{ \sigma_{t-\varepsilon,t}(X_{s,t}^x) - \sigma_{t-\varepsilon,t}(X_{s,t-\varepsilon}^x) \right\} \Delta^m_h \phi(X_{s,t}^x) \right]$$

$$+ \mathbb{E} \left[ \sigma_{t-\varepsilon,t}(X_{s,t-\varepsilon}^x) \left\{ \Delta^m_h \phi(X_{s,t}^x) - \Delta^m_h \phi(Y_{s,t}^{x,x}) \right\} \right]$$

$$+ \mathbb{E} \left[ \sigma_{t-\varepsilon,t}(X_{s,t-\varepsilon}^x) \Delta^m_h \phi(Y_{s,t}^{x,x}) \right].$$

(4.17)
It now suffices to show that each term of this decomposition can be well controlled. For the first one, it follows from (4.14) and the property 1. of Lemma C.1 (see Appendix C) that

\[
\mathbb{E} \left\{ \left( \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right) \phi_{h}^m \right\} 
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left\{ \left( \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right) \right\}
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right| \right]
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left( 1 + |\sigma_{t-\varepsilon,t}^m (X_{s,t}^x)|^{m-1} + |\sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x)|^{m-1} \right) \right]
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right| \right] \sup_{0 \leq u \leq t} \left( 1 + (X_{s,u}^x)^{m-1} \right)
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| X_{s,t}^x - X_{s,t-\varepsilon}^x \right|^{1/2} \right] \sup_{0 \leq u \leq t} \left( 1 + (X_{s,u}^x)^{m-1} \right).
\]

The Cauchy-Schwarz inequality and the moment property (3.9) imply that

\[
\mathbb{E} \left\{ \left( \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right) \phi_{h}^m \right\} 
\leq C |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left\{ \left| X_{s,t}^x - X_{s,t-\varepsilon}^x \right|^{1/2} \right\} \sup_{0 \leq u \leq t} \left( 1 + (X_{s,u}^x)^{m-1} \right)
\leq C \left( 1 + x^{m-1} \right) |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left\{ \left| X_{s,t}^x - X_{s,t-\varepsilon}^x \right|^{1/2} \right\}.
\]

In addition, for all \( s \leq t - \varepsilon \leq r \leq t \),

\[
\left| X_{s,r}^x - X_{s,t-\varepsilon}^x \right| \leq \int_{t-\varepsilon}^{r} |\zeta[v]|(X_{s,u}^x, u)| du + \sup_{t-\varepsilon \leq r' \leq r} \left| \int_{t-\varepsilon}^{r'} \sqrt{2D[v](X_{s,u}^x, u)} \, dW_u \right|.
\]

Then, using the Burkholder-Davis-Gundy inequality and the moment property (3.9),

\[
\mathbb{E} \left\{ \left| X_{s,r}^x - X_{s,t-\varepsilon}^x \right| \right\} \leq C \left\{ \varepsilon \mathbb{E} \left[ \sup_{s \leq u \leq t} (1 + X_{s,u}^x) \right] + \mathbb{E} \left[ \left( \int_{t-\varepsilon}^{r} 2D[v](X_{s,u}^x, u) du \right)^{1/2} \right] \right\}
\leq C \left\{ \varepsilon \mathbb{E} \left[ \sup_{s \leq u \leq t} (1 + X_{s,u}^x) \right] + \mathbb{E} \left[ \sup_{s \leq u \leq t} (X_{s,u}^x)^{1/2} \right] \right\}
\leq C \left( 1 + x \right) \varepsilon^{1/2}.
\]

That implies for the first term in the right side of (4.17) that

\[
\mathbb{E} \left\{ \left( \sigma_{t-\varepsilon,t}^m (X_{s,t}^x) - \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) \right) \phi_{h}^m \right\} \leq C \left( 1 + x^{m-1} \right) |h|^\alpha \| \phi \|_{\mathcal{C}^0_b} \varepsilon^{1/4}.
\]

The second one satisfies with (P1) in (4.14), the property 2. of Lemma C.1 (see Appendix C), the Hölder inequality and the moment property (3.9),

\[
\mathbb{E} \left\{ \left( \sigma_{t-\varepsilon,t}^m (X_{s,t-\varepsilon}^x) - \Delta_{h}^m \phi_{h}^m (X_{s,t-\varepsilon}^x) \right) \phi_{h}^m \right\} 
\leq C \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| X_{s,t}^x - Y_{s,t}^{x,x} \right|^{\alpha} \sup_{s \leq u \leq t} (X_{s,u}^x)^{m/2} \right]
\leq C \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| X_{s,t}^x - Y_{s,t}^{x,x} \right|^{\alpha} \mathbb{E} \left[ \sup_{s \leq u \leq t} (X_{s,u}^x)^{m/2(1-\alpha)} \right]^{1-\alpha} \right]
\leq C \left( 1 + x^{m/2} \right) \| \phi \|_{\mathcal{C}^0_b} \mathbb{E} \left[ \left| X_{s,t}^x - Y_{s,t}^{x,x} \right|^{\alpha} \right].
\]
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On the other hand,
\[
|X_{s,t}^x - Y_{s,t}^{\varepsilon,x}| \leq \int_{t-\varepsilon}^{t} |\zeta_\nu(X_{s,u}^x, u)| du \\
+ \sup_{t-\varepsilon \leq u \leq t} \left\{ \int_{t-\varepsilon}^{u} \left[ \sqrt{2D[\nu](X_{s,u}^x, u)} - \sqrt{2D[\nu](X_{s,t-\varepsilon}^x, u)} \right] dW_u \right\},
\]
and thanks to the Burkholder-Davis-Gundy, the Hölder inequalities and (3.9),
\[
\mathbb{E} \left[ |X_{s,t}^x - Y_{s,t}^{\varepsilon,x}| \right] \leq C \varepsilon \mathbb{E} \left[ \sup_{s \leq u \leq t} (1 + X_{s,u}^x) \right] \\
+ \mathbb{E} \left[ \left( \int_{t-\varepsilon}^{t} \left[ \sqrt{2D[\nu](X_{s,u}^x, u)} - \sqrt{2D[\nu](X_{s,t-\varepsilon}^x, u)} \right]^2 du \right)^{1/2} \right]
\]
\[
\leq C \varepsilon \mathbb{E} \left[ \sup_{s \leq u \leq t} (1 + X_{s,u}^x) \right] + C \mathbb{E} \left[ \int_{t-\varepsilon}^{t} |X_{s,u}^x - X_{s,t-\varepsilon}^x| du \right]^{1/2}
\]
\[
\leq C \varepsilon \mathbb{E} \left[ \sup_{s \leq u \leq t} (1 + X_{s,u}^x) \right] + C \mathbb{E} \left[ \int_{t-\varepsilon}^{t} |X_{s,u}^x - X_{s,t-\varepsilon}^x| du \right]^{1/2}
\]
\[
\leq C \left\{ (1 + x) \varepsilon + \mathbb{E} \left[ \int_{t-\varepsilon}^{t} |X_{s,u}^x - X_{s,t-\varepsilon}^x| du \right]^{1/2} \right\}. \]

The last term in the right side is well controlled with (4.18), so that
\[
\mathbb{E} \left[ \int_{t-\varepsilon}^{t} X_{s,u}^x - X_{s,t-\varepsilon}^x | du \right] = \int_{t-\varepsilon}^{t} \mathbb{E} \left[ |X_{s,u}^x - X_{s,t-\varepsilon}^x| \right] du \leq C (1 + x) \varepsilon^{3/2},
\]
that implies for the second term in the decomposition (4.17) that
\[
\mathbb{E} \left[ \sigma_{t-\varepsilon,t}^m(X_{s,t-\varepsilon}^x) \right\{ \Delta_h^m \phi(X_{s,t}^x) - \Delta_h^m \phi(Y_{s,t}^{\varepsilon,x}) \} \right] \leq C (1 + x)^{\alpha + m/2} \left\| \phi \phi_{s,t}^m \right\| \varepsilon^{3\alpha/4}. \tag{4.20}
\]

Finally, by conditioning by \( X_{s,t-\varepsilon}^x \), the third and last term of that decomposition satisfies
\[
\mathbb{E} \left[ \sigma_{t-\varepsilon,t}^m(X_{s,t-\varepsilon}^x) \Delta_h^m \phi(Y_{s,t-\varepsilon}^{\varepsilon,x}) \right]
\[
= \mathbb{E} \left[ \sigma_{t-\varepsilon,t}^m(X_{s,t-\varepsilon}^x) \Delta_h^m \phi \left( X_{s,t-\varepsilon}^x + \int_{t-\varepsilon}^{t} \sqrt{2D[\nu](X_{s,t-\varepsilon}^x, u)} dW_u \right) \right]
\]
\[
= \mathbb{E} \left\{ \mathbb{E} \left[ \sigma_{t-\varepsilon,t}^m(y) \Delta_h^m \phi \left( y + \int_{t-\varepsilon}^{t} \sqrt{2D[\nu](y, u)} dW_u \right) \right| y = X_{s,t-\varepsilon}^x \right\} \}
\]

The expression inside the second expectation is zero if \( y = 0 \), and for \( y > 0 \) it satisfies
\[
\int_{t-\varepsilon}^{t} \sqrt{2D[\nu](y, u)} dW_u \sim \mathcal{N}(0, 2\varepsilon \sigma_{t-\varepsilon,t}^2(y)).
\]

Using the function
\[
g_t^{\varepsilon,Y}(z) = \frac{1}{2 \sigma_{t-\varepsilon,t}^2(y) \sqrt{\pi \varepsilon}} \exp \left[ -\frac{z^2}{4 \varepsilon \sigma_{t-\varepsilon,t}^2(y)} \right]
\]
and the properties 3. and 4. of Lemma C.1 (see Appendix C), that implies that
\[
E \left[ \sigma_{t-\varepsilon,t}^m(y) \Delta_h^m \phi \left( y + \int_s^t \sqrt{2D[y]}(y,u) dW_u \right) \right] = \sigma_{t-\varepsilon,t}^m(y) \int_{-\infty}^{+\infty} \Delta_h^m \phi (y + z) g_t^{\varepsilon,y}(z) dz \\
= \sigma_{t-\varepsilon,t}^m(y) \int_{-\infty}^{+\infty} \phi (y + z) \Delta_h^m g_t^{\varepsilon,y}(z) dz \\
\leq \sigma_{t-\varepsilon,t}^m(y) \| \phi \|_\infty \| \Delta_h^m g_t^{\varepsilon,y} \|_{L^1} \\
\leq \sigma_{t-\varepsilon,t}^m(y) |h|^m \| \phi \|_{\mathcal{E}_h^\alpha(R)} \| \partial_z g_t^{\varepsilon,y} \|_{L^1}.
\]

Further,
\[
| \partial_z g_t^{\varepsilon,y} \|_{L^1} \leq \frac{C_m}{\varepsilon^{m/2} \sigma_{t-\varepsilon,t}^m(y)}
\]
(see Lemma D.1 in Appendix D), and then
\[
E \left[ \sigma_{t-\varepsilon,t}^m(y) \Delta_h^m \phi \left( y + \int_s^t \sqrt{2D[y]}(y,u) dW_u \right) \right] \leq C_m |h|^m \| \phi \|_{\mathcal{E}_h^\alpha(R)} \varepsilon^{-m/2}.
\]
The following control on the third term of the decomposition (4.17) follows:
\[
E \left[ \sigma_{t-\varepsilon,t}^m(X_{s,t}^{x,\varepsilon}) \Delta_h^m \phi(X_{s,t}^{x,\varepsilon}) \right] \leq C |h|^m \| \phi \|_{\mathcal{E}_h^\alpha(R)} \varepsilon^{-m/2}.
\] (4.21)
Mixing (4.19), (4.20) and (4.21), it follows from the decomposition (4.17) that
\[
E \left[ \sigma_{t-\varepsilon,t}^m(X_{s,t}^{x,\varepsilon}) \Delta_h^m \phi(X_{s,t}^{x,\varepsilon}) \right] \leq C \left( 1 + x^{\alpha+m/2} \right) \| \phi \|_{\mathcal{E}_h^\alpha(R)} \left[ |h|^\alpha \varepsilon^{1/4} + \varepsilon^{3\alpha/4} + |h|^m \varepsilon^{-m/2} \right],
\]
and then with (4.16), we obtain
\[
E \left[ D^{m/2}[\nu](X_{s,t}^{x,\varepsilon}) \Delta_h^m \phi(X_{s,t}^{x,\varepsilon}) \right] \leq C \left( 1 + x^{\alpha+m/2} + x^{m+\beta/2} \right) \| \phi \|_{\mathcal{E}_h^\alpha(R)} \left[ |h|^\alpha \varepsilon^{1/4} + \varepsilon^{3\alpha/4} + |h|^m \varepsilon^{-m/2} \right].
\]
We choose for \( h \neq 0 \)
\[
\varepsilon = (t-s) \frac{|h|^{2m/3+3\alpha/2}}{1 + |h|^{2m/3+3\alpha/2}} \in [0, t-s].
\]
Then since \( |h| \leq 1 \), we get with (4.2)
\[
E \left[ D^{m/2}[\nu](X_{s,t}^{x,\varepsilon}) \Delta_h^m \phi(X_{s,t}^{x,\varepsilon}) \right] \leq C \left( 1 + x^{\alpha,k+m/2} \right) \| \phi \|_{\mathcal{E}_h^\alpha(R)} \left[ |h|^\alpha \varepsilon^{1/4} + \varepsilon^{3\alpha/4} + |h|^m \varepsilon^{-m/2} \right] \\
+ (t-s)^{3\alpha/4} |h|^{2m/3+3\alpha/2} \left( \frac{2}{t-s} \right)^{m/2} |h|^{m-\frac{m}{2}} \\
\leq C \left( 1 + (t-s)^{-m/2} \right) \left( 1 + x^{\alpha,k+m/2} \right) \| \phi \|_{\mathcal{E}_h^\alpha(R)} \left[ |h|^\alpha \varepsilon^{1/4} + \varepsilon^{3\alpha/4} + |h|^m \varepsilon^{-m/2} \right].
\]
It follows with (4.2) that for \( m > 3\alpha \),
\[
\mathbb{E}[D^{m/2}[\nu](X_{s,t}^x)] \leq C \left( 1 + (t - s)^{-m/2} \right) \left( 1 + x^\alpha, k + m/2 \right) \| \phi \|_{L^1(R)} \| h \|_{\mathcal{C}^{2m+3\alpha}} \eta_{\alpha, \beta, m} \tag{4.22}
\]
and for \( m > 3\alpha \), we have
\[
\alpha < \alpha + \frac{2m}{2m + 3\alpha} \eta_{\alpha, \beta, m} < m.
\]
We deduce from Lemma C.4 (see Appendix C) and hypothesis (A.2) in Assumption 4.1 that the random variable \( X_{s,t}^x \) admits a density with respect to the Lebesgue measure on \( R_+^\ast \). In addition, if we denote by \( y \mapsto p_{s,t}^x(x, y) \) its density, then the function \( y \mapsto D^{m/2}[\nu](y, t) p_{s,t}^x(x, y) \) is in the Besov space \( B_{1, \infty}^{2m - \alpha, \beta, m}(R_+^\ast) \) and satisfies
\[
\left\| D^{m/2}[\nu](\cdot, t) p_{s,t}^x(x, \cdot) \right\|_{B_{1, \infty}^{2m - \alpha, \beta, m}(R_+^\ast)} \leq C \left( 1 + (t - s)^{-m/2} \right) \left( 1 + x^\alpha, k + m/2 \right)
\]
that implies the uniform bound (4.3).

This result shows that despite the degeneracy of the diffusion coefficient in (3.8), the law of the solution of this equation is regularized. This property is very important because it induces a regularization of the measure \( \nu_t \) as we will show in the following result.

**Theorem 4.1.** Under the assumptions of Theorems 3.1 or 3.3, and Assumption 4.1, the measure \( \nu_t \) admits a density \( x \mapsto u_t(x) \) with respect to the Lebesgue measure for each \( t > 0 \). In addition, if we use the notation \( p^u \) to denote the density \( p^\nu \) defined in Proposition 4.1, then the couple \( (u, R) \) is characterized by the mild system
\[
\begin{align*}
\forall t \in (0, T], \forall x > 0, & \quad u_t(x) = \langle \nu_0, p_{0,t}^u(\cdot, x) \rangle + \int_0^t \int_0^\infty \left[ b(x', R_s) G[p_{s,t}^u(\cdot, x)](x') - d(x') p_{s,t}^u(x', x) \right] u_s(x') dx' ds \\
R_t = R_0 + \int_0^t \left\{ r_s - R_s - \int_0^\infty \chi(x', R_s) u_s(x') dx' \right\} ds
\end{align*}
\tag{4.23}
\]
and is the unique solution of (1.1) in \( L^\infty((0, T], L^1(R_+^\ast) \times R) \), in the sense given by (2.16) for the initial condition \( (\nu_0, R_0) \).

Furthermore, if the initial condition satisfies
\[
\int_0^\infty (1 + x) \nu_0(dx) < \infty, \tag{4.24}
\]
then we have \( u \in L^\infty((0, T], L^1(R_+, (1 + x)dx)) \) and for any \( \lambda \in (0, \frac{5 - 2\sqrt{3}}{3}] \)
\[
\sup_{0 < t \leq T} t^{1/2} \left\| D^{1/2}(\cdot, R_t) u_t \right\|_{L^1_{\lambda}(R_+^\ast)} < +\infty. \tag{4.25}
\]

**Proof.** For a given non negative function \( \phi \in \mathcal{C}^4(R_+, R_+) \) it follows from the mild formulation
that
\[
\langle \nu_t, \phi \rangle = \int_0^\infty \int_0^\infty \phi(y)p_{0,t}^x(x,y)d\nu_0(dx)
+ \int_0^t \int_0^\infty \left\{ b[\nu](x,s) \left[ -\int_0^\infty \phi(y)p_{s,t}^x(x,y)dy + 2\int_0^1 \int_0^\infty \phi(y)p_{s,t}^x(\alpha x,y)dyM(d\alpha) \right] \\
- d(x)\int_0^\infty \phi(y)p_{s,t}^x(x,y)dy \right\} \nu_s(dx)ds
\leq \int_0^\infty \left( \int_0^\infty p_{0,t}^x(x,y)\nu_0(dx) + 2\|b\|_\infty \int_0^t \int_0^\infty \int_0^1 \int_0^\infty p_{s,t}^x(\alpha x,y)dy M(d\alpha)\nu_s(dx)ds \right) \phi(y)dy
\]

\[
H_t^{\nu}(y) = \int_0^\infty H_t^{\nu}(y)dy = \int_0^\infty \int_0^\infty p_{0,t}^x(x,y)dy \nu_0(dx)
+ 2\|b\|_\infty \int_0^t \int_0^\infty \int_0^1 \int_0^\infty p_{s,t}^x(\alpha x,y)dy M(d\alpha)\nu_s(dx)ds
= \langle \nu_0, 1 \rangle + 2\|b\|_\infty \int_0^t \langle \nu_s, 1 \rangle ds < +\infty.
\]

In addition, the function \( y \mapsto H_t^{\nu}(y) \) is non negative and belongs to \( L^1(\mathbb{R}_+) \). Indeed,

\[
\int_0^\infty H_t^{\nu}(y)dy = \int_0^\infty \int_0^\infty p_{0,t}^x(x,y)dy \nu_0(dx)
+ 2\|b\|_\infty \int_0^t \int_0^\infty \int_0^1 \int_0^\infty p_{s,t}^x(\alpha x,y)dy M(d\alpha)\nu_s(dx)ds
= \langle \nu_0, 1 \rangle + 2\|b\|_\infty \int_0^t \langle \nu_s, 1 \rangle ds < +\infty.
\]

We deduce that for all \( t > 0 \), the measure \( \nu_t \) is absolutely continuous with respect to the Lebesgue measure. We denote by \( u_t \) its density, then Theorems 3.1 and 3.3 imply that \( u \in L^\infty((0,T], L^1(\mathbb{R}_+)) \). The mild system (4.23) directly follows from the mild formulation (3.11) and the representation (4.1). Indeed, for all non negative functions \( \phi \in C_b(\mathbb{R}_+, \mathbb{R}) \) and \( t > 0 \),

\[
\int_0^\infty u_t(x)\phi(x)dx = \int_0^\infty \int_0^\infty \phi(y)p_{0,t}^x(x,y)d\nu_0(dx)
+ \int_0^t \int_0^\infty \left\{ b(x,R_s) \left[ -\int_0^\infty \phi(y)p_{s,t}^x(x,y)dy + 2\int_0^1 \int_0^\infty \phi(y)p_{s,t}^x(\alpha x,y)dyM(d\alpha) \right] \\
- d(x)\int_0^\infty \phi(y)p_{s,t}^x(x,y)dy \right\} u_s(x)dxds
\]

\[
= \int_0^\infty \left( \int_0^\infty p_{0,t}^x(x,y)\nu_0(dx) \right) \phi(y)dy
+ \int_0^\infty \left( \int_0^\infty \int_0^\infty \left\{ b(x,R_s) \left[ -p_{s,t}^x(x,y) + 2\int_0^1 p_{s,t}^x(\alpha x,y)M(d\alpha) \right] \\
- d(x)p_{s,t}^x(x,y) \right\} u_s(x)dxds \right) \phi(y)dy.
\]

We obtain the mild system (4.23), that implies for any \((x,t) \in \mathbb{R}_+^* \times (0,T] \) and any integer \( m \geq 1 \), that

\[
D^{m/2}[\nu](x,t)u_t(x) = \langle \nu_0, \tilde{\sigma}_t^m(x)p_{0,t}^x(\cdot, x) \rangle
+ \int_0^t \int_0^\infty \left[ b(x', R_s)G[D^{m/2}[\nu](x,t)p_{s,t}^x(\cdot, x)](x') - d(x')D^{m/2}[\nu](x,t)p_{s,t}^x(x', x) \right] u_s(x')dx'ds.
\]
Then, it follows from Lemma C.2 that for any $0 < \alpha < 1$ such that $m > 3\alpha$,
\[
\left\| D^{m/2}[\nu](\cdot, t) u_t \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} \leq \int_0^\infty \left\| D^{m/2}[\nu](\cdot, t) p_{0,t}^u(x', \cdot) \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} \nu_0(dx')
+ \int_0^t \int_0^\infty \left\{ b(x', R_s) \left\| D^{m/2}[\nu](\cdot, t) p_{s,t}^u(x', \cdot) \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)}
+ 2 \int_0^1 \left\| D^{m/2}[\nu](\cdot, t) p_{s,t}^u(\alpha' x', \cdot) \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} M(\alpha')
+ d(x') \left\| D^{m/2}[\nu](\cdot, t) p_{0,t}^u(x', \cdot) \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} \right\} u_s(x') dx' ds.
\]
Using (4.3), this implies that
\[
\left\| D^{m/2}[\nu](\cdot, t) u_t \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} \leq C \left\{ t^{-m/2} \int_0^\infty (1 + x^{c_{\alpha,k} + m/2}) \nu_0(dx)
+ \int_0^t (t - s)^{-m/2} \int_0^\infty (1 + x^{c_{\alpha,k} + m/2}) u_s(x) dx ds \right\}.
\]
We take $m = 1$ in order to ensure that $\int_0^t (t - s)^{-m/2} ds < \infty$. Then we have the condition $0 < \alpha < 1/3$. Let us also notice that under the assumptions of Theorems 3.1 and 3.3, we have $k = 0$, $\beta = 1$ and then $c_{\alpha,0} = \alpha$, $\eta_{0,1,1} = \frac{1 - 3\alpha}{2\alpha}$. It follows that
\[
\left\| D^{1/2}[\nu](\cdot, t) u_t \right\|_{B^m_{1,\infty} w^{\alpha,\beta,m}(\mathbb{R}^+)} \leq C \left\{ t^{-1/2} \int_0^\infty (1 + x^{\alpha + 1/2}) \nu_0(dx)
+ \int_0^t (t - s)^{-1/2} \int_0^\infty (1 + x^{\alpha + 1/2}) u_s(x) dx ds \right\}
\leq C \left\{ t^{-1/2} \int_0^\infty (1 + x^{\alpha + 1/2}) \nu_0(dx)
+ t^{1/2} \sup_{0 < s \leq T} \int_0^\infty (1 + x^{\alpha + 1/2}) u_s(x) dx \right\}
\leq C t^{-1/2} \left\{ \int_0^\infty (1 + x) \nu_0(dx) + t \sup_{0 < s \leq T} \int_0^\infty (1 + x) u_s(x) dx \right\}.
\]
Since $0 < \alpha < 1/3$, one can replace $\frac{\alpha(1 - 3\alpha)}{2 + 3\alpha}$ in the left term of this inequality by $\lambda$ chosen arbitrarily in the image set of $[0, 1/3]$ by the function $\alpha \mapsto \frac{\alpha(1 - 3\alpha)}{2 + 3\alpha}$ that is $(0, \frac{5 - 2\sqrt{2}}{3}]$. It suffices now to show that the supremum in the right term of the last inequality above here is finite in order to conclude that the bound (4.25) holds. For that purpose, one can assume that $\sup_K \mathbb{E} \left[ \langle \nu^K_t, 1 + x \rangle \right] < \infty$, it suffices to take the initial condition $\nu^K_0 = \frac{1}{K} \sum_{t \in V^K} \delta_x$ with $\#V^K = \langle \langle \nu_0, 1 \rangle K \rangle$ and $x^1, \ldots, x^#V^K$ i.i.d with law $\frac{1}{\langle \nu_0, 1 \rangle} \nu_0(dx)$. From Lemma 2.1, we deduce that
\[
\sup_K \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 + x \rangle \right] < \infty.
\]
That implies thanks to the Fatou Lemma that if $\psi(x)$ is an increasing function with a compact support such that $\psi \equiv 1$ on $[0, 1/2]$ and $\psi \equiv 0$ on $[1, \infty)$, then for any $n \geq 1$
\[
\int_0^\infty (1 + x) \psi \left( \frac{x}{n} \right) u_s(x) dx \leq \lim \inf_{K \to \infty} \mathbb{E} \left[ \int_0^\infty (1 + x) \psi \left( \frac{x}{n} \right) \nu^K_s(dx) \right]
\leq \sup_K \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 + x \rangle \right] < \infty.
\]
We conclude by taking the supremum on $s \in (0,T]$ after applying the monotone convergence theorem as $n \to \infty$, that
\[
\sup_{0<s\leq T} \int_0^\infty (1+x)u_s(x)dx < \infty
\]
which ends the proof. 
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Appendix

A Proof of Theorem 2.1

A.1 Step 1 : Control of tails

Since the individual trait is unbounded, we need to get a control on the measure valued process tails. We then have the following lemma that is adapted from [22].

Lemma A.1. Let $T > 0$, if a subsequence of $\{ (\nu^K_t)_{t \geq 0}, K > 1 \}$ converges in law in the Skorohod space $D([0,T], (\mathcal{M}_F(\mathbb{R}^+_T), v))$ then its limit $(\nu_t)_{t \in [0,T]}$ satisfies

$$
E \left\{ \sup_{0 \leq t \leq T} \left[ (\nu_t, 1)^{1+\varrho} \right] \right\} < \infty. \tag{A.1}
$$

In addition, there exists a decreasing sequence of increasing functions $(f_n)_{n \geq 1} \subset C^2_b(\mathbb{R}^+_T, \mathbb{R})$ such that $f_n = 0$ on $[0, n/2]$ and $f_n = 1$ on $[n, \infty)$, which satisfies

$$
\lim_{n \to \infty} \limsup_{K \to \infty} E \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle \right\} = 0. \tag{A.2}
$$

Proof of Lemma A.1. In order to show (A.1), we approximate the functions $x \mapsto 1$ by an increasing sequence of continuous and compact supported functions in order to use the convergence assumption for the vague topology. We then introduce the uniformly bounded sequence of continuous functions defined for $n \in \mathbb{N}^*$ by

$$
\phi_n(x) = \begin{cases} 
1 & \text{if } 0 \leq x < n - 1, \\
n - x & \text{if } n - 1 \leq x < n, \\
0 & \text{if } x \geq n.
\end{cases}
$$

that converges increasingly pointwise towards the constant function $x \mapsto 1$. It follows from the Fatou lemma that holds thanks to the convergence of the sequence of measure valued process for the vague topology, that we have for all $n \in \mathbb{N}$

$$
E \left\{ \sup_{0 \leq t \leq T} \langle \nu_t, \phi_n \rangle^{1+\varrho} \right\} \leq \liminf_{K \to \infty} E \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, \phi_n \rangle^{1+\varrho} \right\} \leq \liminf_{K \to \infty} E \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 \rangle^{1+\varrho} \right\}.
$$

As $n \to \infty$ in this inequality, we obtain by monotony

$$
E \left\{ \sup_{0 \leq t \leq T} \langle \nu_t, 1 \rangle^{1+\varrho} \right\} \leq \sup_K E \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 \rangle^{1+\varrho} \right\} < \infty.
$$
In order to show (A.2), we approximate the indicator of the outside of the compacts by a non-increasing and uniformly bounded sequence of regular functions. This allows us to control the tails of the distributions \( \{ Z^K, K > 1 \} \). Let us then introduce an increasing function \( f \in C^2(\mathbb{R}_+, \mathbb{R}) \) such that \( f \equiv 0 \) on \([0, 1/2]\) and \( f \equiv 1 \) on \([1, \infty)\). We set
\[
 f_n(x) = f \left( \frac{x}{n} \right), \quad \forall n \geq 1
\] (A.3)
which are indeed in \( C^2_0(\mathbb{R}_+, \mathbb{R}) \) with uniformly bounded derivatives. It then follows that for all \( s \leq t \leq T \)
\[
 \langle \nu^K_s, f_n \rangle \leq \langle \nu^K_0, f_n \rangle + M^K_{f_n} + \int_0^s \int_0^\infty \left\{ \zeta(x, R^K_t) f''_n(x) + D(x, R^K_t) f''_n(x) \right\} \nu^K_u(dx)du \\
+ 2 \int_0^s \int_0^\infty \left\{ b(x, R^K_t) \int_0^1 f_n(\alpha x) M(\alpha) \right\} \nu^K_u(dx)du \\
\leq \langle \nu^K_0, f_n \rangle + A^K_{f_n} + 2 \| b \|_\infty \int_0^s \langle \nu^K_u, f_n \rangle du + \sup_{0 \leq u \leq T} M^K_{f_n}
\]
where
\[
 A^K_{f_n} := C \int_0^T \langle \nu^K_u, (1 + x)(f'_n + |f''_n|) \rangle du.
\]

The sequence \( (A^K_{f_n})_{K>1} \) is uniformly integrable according to \( K \) and converges in law towards the random variable \( C \int_0^T \langle \nu_u, (1 + x)(f'_n + |f''_n|) \rangle du \) as \( K \to \infty \) because the function \( x \mapsto (1 + x)(f'_n + |f''_n|)(x) \) is continuous with compact support. We have
\[
 \mathbb{E} \left\{ \sup_{0 \leq s \leq t} \langle \nu^K_s, f_n \rangle \right\} \leq \mathbb{E} \left\{ \langle \nu^K_0, f_n \rangle + A^K_{f_n} + \sup_{0 \leq u \leq T} \left| M^K_{f_n} \right| \right\} + 2 \| b \|_\infty \int_0^t \mathbb{E} \left\{ \sup_{0 \leq u \leq s} \langle \nu^K_u, f_n \rangle \right\} ds
\]
that induces thanks to Gronwall’s lemma that
\[
 \mathbb{E} \left\{ \sup_{0 \leq s \leq t} \langle \nu^K_s, f_n \rangle \right\} \leq \mathbb{E} \left\{ \langle \nu^K_0, f_n \rangle + A^K_{f_n} + \sup_{0 \leq u \leq T} \left| M^K_{f_n} \right| \right\} e^{2 \| b \|_\infty t}.
\]
As \( K \to \infty \), it follows from (2.15) and the Doob inequality that the right term with the martingale converges towards 0. In addition the remaining terms in the expectation are uniformly integrable and converge in law, then
\[
 \lim_{n \to \infty} \lim_{K \to \infty} \sup_{0 \leq s \leq t} \mathbb{E} \left\{ \sup_{0 \leq u \leq T} \langle \nu^K_s, f_n \rangle \right\} \\
\leq e^{2 \| b \|_\infty T} \lim_{n \to \infty} \mathbb{E} \left\{ \langle \nu_0, f_n \rangle + C \int_0^T \int_0^\infty \frac{(1 + x)}{n} \left( f'(\frac{x}{n}) + \frac{1}{n} |f''(\frac{x}{n})| \right) \nu_u(dx)du \right\} = 0.
\]

### A.2 Step 2 : Tightness

Given the above Lemma A.1, the tightness of the sequence of laws \( \{ Z^K = \mathcal{L}(\nu^K, R^K), K > 1 \} \) follows. It is adapted from [2], Theorem 7.4.

**Proposition A.1.** The sequence of laws \( \{ Z^K = \mathcal{L}(\nu^K, R^K), K > 1 \} \) is tight in the space of probability measures \( \mathcal{P}([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, w \otimes |.|)) \) for all \( T > 0 \).
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Proof. Let us first endow the measure space $M_F(\mathbb{R}_+)$ with its vague topology and prove the tightness property for the sequence $\{Z^K = \mathcal{L}(\nu^K, R^K), K > 1\}$. By noticing that $C^2_c(\mathbb{R}_+, \mathbb{R})$ is a dense subspace of $C_0(\mathbb{R}_+, \mathbb{R})$ for the topology of uniform convergence on compact sets, it suffices according to [28] to show that for each test function $f \in C^2_c(\mathbb{R}_+, \mathbb{R})$ the sequence of processes $\{(\nu^K_t, f), R^K_t\}_{t \geq 0}, K > 1\}$ is tight in the Skorohod space $\mathbb{D}([0, T], \mathbb{R}^2)$. First, remember that we have the decomposition

$$\langle \nu^K_t, f \rangle = \langle \nu^K_0, f \rangle + V^K_t f + M^K_t f$$

and thanks to (2.15),

$$\lim_{K \to \infty} E \left[ \frac{1}{t} M^K_{\tau_t} \right] = 0, \quad \forall t \geq 0.$$ 

It then directly follows from Doob’s inequality that the sequence of martingales $\{M^K_t, K > 1\}$ converges in $L^2$ toward $0$ locally uniformly in time. This sequence is then tight in the Skorohod space $\mathbb{D}([0, T], \mathbb{R})$, and all we need to prove now is the tightness of the other sequences $\{V^K_t, K > 1\}$ and $\{R^K_t, K > 1\}$. For that purpose, we use the Aldous criterion (see [1]), that consists in showing the uniform controls

(a) $\sup_K E \left[ \sup_{0 \leq t \leq T} \left| V^K_t \right| \right] < \infty$, (b) $\sup_K E \left[ \sup_{0 \leq t \leq T} \left| R^K_t \right| \right] < \infty$

and showing that the Aldous condition holds for $(R^K_t, V^K_t)_{t \geq 0}$. The assertions (a) and (b) are immediate. Indeed, $R^K_t \leq r \vee R_0 = \bar{R}$ for any $t \geq 0$ and thanks to the boundedness of the test function,

$$\sup_{0 \leq t \leq T} \left| V^K_t \right| \leq C_f \sup_{0 \leq t \leq T} \left[ \langle \nu^K_t, 1 \rangle + \left| M^K_t \right| \right].$$

Let us now consider $\varepsilon > 0$ and a stopping time $\tau$ that satisfies $\tau + \varepsilon \leq T$, then

$$E \left( \left| R^K_{\tau + \varepsilon} - R^K_\tau \right| \right) \leq E \left( \int_{\tau}^{\tau + \varepsilon} \left| r_{\tau + s} - R^K_s - \int_0^\infty \chi(x, R^K_s) \nu^K_s (dx) \right| ds \right)$$

$$\leq \varepsilon \left[ r_{\tau + \bar{R}} + \|\chi\|_{\infty} E \left( \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 \rangle \right) \right].$$

By a similar computation, we obtain

$$E \left( \left| V^K_{\tau + \varepsilon} - V^K_\tau \right| \right) \leq C(f) \varepsilon E \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 \rangle \right],$$

that implies the Aldous condition thanks to Lemma 2.1. The sequence of law $(Z^K)_K$ is then tight and by the Prokhorov’s theorem one can extract from each sub-sequence, a sub-sub-sequence that converges in $P(\mathbb{D}([0, T], (M_F(\mathbb{R}_+) \times \mathbb{R}, \nu \otimes \|.|)))$. Let us denote by $Z$ a limit value of this sequence, and for simplicity of the notation, $(Z^K)_K$ a sub-sequence that converges towards $Z$. For each $K > 1$ we have

$$\sup_{0 \leq s \leq T} \sup_{f \in L^\infty(\mathbb{R}_+), \|f\|_{\infty} \leq 1} \left| \langle \nu^K_t, f \rangle - \langle \nu^K_0, f \rangle \right| \leq 1/K. \quad (A.4)$$

We then deduce from the continuity of the mapping $\mu \mapsto \sup_{0 \leq t \leq T} |\langle \mu_t, f \rangle - \langle \mu_0, f \rangle|$ for $f \in C_c(\mathbb{E} \times \mathbb{R}_+, \mathbb{R})$, that the limiting law $Z$ only charges the set $C([0, T], (M_F(\mathbb{R}_+) \times \mathbb{R}, \nu \otimes \|.|)))$. We are aiming to prove the same result for the weak topology on $M_F(\mathbb{R}_+)$ and this is where the sequence of functions introduced in Lemma A.1 is useful.
Let us denote by \((\nu, R)\) a process of law \(Z\), then according to the above argument its trajectories are in the space \(C([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, v \otimes |.|))\). As in [22], it follows from the Fatou lemma that for \(n, l \in \mathbb{N}\),

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu_t, (1 - f_l)f_n \rangle \right] \leq \liminf_{K \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, (1 - f_l)f_n \rangle \right] \leq \limsup_{K \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle \right].
\]

As \(l \to \infty\) it follows from Beppo-Levi’s theorem applied to the left term, that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu_t, f_n \rangle \right] \leq \limsup_{K \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle \right]
\]

and then by the Lemma A.1,

\[
\lim_{n \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu_t, f_n \rangle \right] \leq \limsup_{n \to \infty} \limsup_{K \to \infty} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle \right] = 0.
\]

One can therefore extract a sub-sequence \(\{\sup_{0 \leq t \leq T} \langle \nu_t, f_n \rangle\}_l\) that converges almost surely towards 0, and then the limit law \(Z\) only charges the set \(C([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, v \otimes |.|))\). We deduce that the convergence of \(\{Z^K, K > 1\}\) towards \(Z\) for the weak topology on \(\mathcal{M}_F(\mathbb{R}_+)\) holds if the sequence of total masses \(\{\langle \nu^K, 1 \rangle, K > 1\}\) converges in law towards \(\langle \nu, 1 \rangle\) in the Skorohod space \(D([0, T], \mathbb{R})\) (see [24]). So let us consider a Lipschitz continuous function \(\Phi : D([0, T], \mathbb{R}) \to \mathbb{R}\), and \(n \in \mathbb{N}\).

\[
|\mathbb{E} [\Phi (\langle \nu^K, 1 \rangle) - \Phi (\langle \nu, 1 \rangle)]| \leq \mathbb{E} [\Phi (\langle \nu^K, 1 \rangle - \Phi (\langle \nu^K, 1 - f_n \rangle))]
\]

\[
+ |\mathbb{E} [\Phi (\langle \nu^K, 1 - f_n \rangle) - \Phi (\langle \nu, 1 - f_n \rangle)]|
\]

\[
+ \mathbb{E} |\Phi (\langle \nu, 1 - f_n \rangle) - \Phi (\langle \nu, 1 \rangle)|
\]

\[
\leq C_{\Phi} \mathbb{E} \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle + \sup_{0 \leq t \leq T} \langle \nu_t, f_n \rangle \right\}
\]

\[
+ |\mathbb{E} [\Phi (\langle \nu^K, 1 - f_n \rangle) - \Phi (\langle \nu, 1 - f_n \rangle)]|
\]

The function \(1 - f_n\) being continuous with a compact support and the sequence \(\{\nu^K, K > 1\}\) converging in law toward the limit process \(\nu\) in \(D([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, v \otimes |.|))\), we have

\[
\lim_{K \to \infty} \|\mathbb{E} [\Phi (\langle \nu^K, 1 - f_n \rangle) - \Phi (\langle \nu, 1 - f_n \rangle)]\| = 0.
\]

It follows that for all \(n \in \mathbb{N}\),

\[
\limsup_{K \to \infty} |\mathbb{E} [\Phi (\langle \nu^K, 1 \rangle) - \Phi (\langle \nu, 1 \rangle)]| \leq C_{\Phi} \left[ \limsup_{K \to \infty} \mathbb{E} \left\{ \sup_{0 \leq t \leq T} \langle \nu^K_t, f_n \rangle \right\} + \mathbb{E} \left\{ \sup_{0 \leq t \leq T} \langle \nu_t, f_n \rangle \right\} \right].
\]

Thanks to Lemma A.1, that implies that as \(n \to \infty\) in the right term,

\[
\limsup_{K \to \infty} |\mathbb{E} [\Phi (\langle \nu^K, 1 \rangle) - \Phi (\langle \nu, 1 \rangle)]| = 0.
\]

The sub-sequence \(\{(\nu^K_t, 1)_{t \in [0, T]}, K > 1\}\) then converges in law towards the process \((\langle \nu_t, 1 \rangle)_{t \in [0, T]}\), and then the subsequence \((Z^K)_K\) converges towards \(Z\) in the space of probability distributions \(\mathcal{P}(D([0, T], (\mathcal{M}_F(\mathbb{R}_+) \times \mathbb{R}, v \otimes |.|)))). \) That is enough to conclude that our initial sequence of laws is tight.
A.3 Step 3 : Identification of a limiting process

We are here interested in the characterization of a process \((\nu_t, R_t)_{t \in [0,T]}\) whose law is a limiting value of the sequence \(\{Z^K, K > 1\}\). Given the operator defined in (2.9), we have the following result

**Proposition A.2.** Let us denote by \(Z\) a limiting value of the sequence of distributions \(\{Z^K, K > 1\}\). Then a process \((\nu, R)\) of law \(Z\) satisfies (2.16).

**Proof.** Let \(f \in C^2_c(\mathbb{R}_+, \mathbb{R})\) be a test function and \(t \in [0,T]\) a fixed time. We introduce the following real-valued functions defined for \((\mu, r)\) in the subset of \(C([0,T], (MF(\mathbb{R}_+) \times \mathbb{R}, w \otimes |.|))\) constituted of processes that satisfy \(|r| \leq \bar{R}\)

\[
\Phi^f_t(\mu, r) = \langle \mu_t, f \rangle - \langle \mu_0, f \rangle - \int_0^t \int_0^\infty \{ \zeta(x, r_s) f'(x) + D(x, r_s) f''(x) \} \mu_s(dx)ds \\
- \int_0^t \int_0^\infty \{ b(x, r_s) g[f](x) - d(x) f(x) \} \mu_s(dx)ds \\
\Phi_t(\mu, r) = r_t - r_0 - \int_0^t \{ r_{in} - r_s - \int_0^\infty \chi(x, r_s) \mu_s(dx) \} ds.
\]

We are aiming to show that

\[
E \left[ |\Phi^f_t(\nu, R)|^2 + |\Phi_t(\nu, R)| \right] = 0. \tag{A.5}
\]

For this purpose, we first note that the function \(\Phi^f_t\) defined as above is continuous and

\[
\Phi_t(\nu^K, R^K) = 0.
\]

It then follows by the Fatou lemma that

\[
E |\Phi_t(\nu, R)| \leq \liminf_{K \to \infty} E |\Phi_t(\nu^K, R^K)| = 0.
\]

Futhermore, the terms in the integrals in the expression of the function \(\Phi^f_t\) are continuous and bounded, then this function is continuous. In addition, it follows from the decomposition (2.12) that

\[
\Phi^f_t(\nu^K, R^K) = M^K_f
\]

and then thanks to the Fatou lemma and Doob’s inequality,

\[
E \left[ \left( \Phi^f_t(\nu, R) \right)^2 \right] \leq \liminf_{K \to \infty} E \left[ \left( \Phi^f_t(\nu^K, R^K) \right)^2 \right] \\
\leq \liminf_{K \to \infty} E \left[ \sup_{0 \leq s \leq t} M^K_{s,f} \right]^2 \leq C \liminf_{K \to \infty} E \left[ \langle M^K_f \rangle_t \right].
\]

We now deduce from (2.15) that

\[
E \left[ \left( \Phi^f_t(\nu, R) \right)^2 \right] \leq \liminf_{K \to \infty} \frac{C}{K} E \left[ \sup_{0 \leq t \leq T} \langle \nu^K_t, 1 \rangle \right] = 0. \tag{A.6}
\]
B  Some properties of a specific SDE

Let us introduce two continuous functions $h(x, s), q(x, s) \in C(\mathbb{R}_+ \times [0, T], \mathbb{R})$ that satisfy the following assumption.

**Assumption B.1.**

(A.1) *Boundary condition*: for all $s \leq [0, T]$,

$$q(0, s) = 0 \text{ and } h(0, s) \geq 0.$$

(A.2) *Lipschitz condition*: for all $x, y \geq 0$ and $s \in [0, T]$,

$$|h(x, s) - h(y, s)| + |q(x, s) - q(y, s)| \leq C|x - y|.$$

(A.3) *The function $q(x, s)$ is non negative.*

Then we have the following results

**Lemma B.1.** There is weak existence and uniqueness, and strong existence for the stochastic differential equation

$$dZ_u = h(Z_u, u)du + \sqrt{q(Z_u, u)}dW_u, \forall u \leq T. \quad (B.1)$$

The solution $(Z^x_{u,T})_{u \in [s,T]}$ that starts at time $s < T$ at the position $x \geq 0$, has a zero local time at $0$, is almost surely non negative at any time and satisfies the moment estimate

$$E \left\{ \sup_{s \leq u \leq T} (Z^x_{s,u})^p \right\} \leq C_{p,T}(1 + x^p), \forall p > 0. \quad (B.2)$$

In addition, for all $x_1, x_2 \geq 0$ and $s_1, s_2 \leq T$, we have for all $u \leq T$

$$E \left( |Z^x_{s_1,u} - Z^x_{s_2,u}| \right) \leq C_T \left\{ |x_1 - x_2| + (1 + x_1 + x_2)|s_1 - s_2| + |1 + x_1 + x_2|^{1/2}|s_1 - s_2|^{1/2} \right\}, \quad (B.3)$$

where $(Z^x_{s_1,u})_{u \in [s_1,T]}, (Z^x_{s_2,u})_{u \in [s_2,T]}$ are assumed to be built with the same Brownian motion, and satisfies $Z^x_{s_j,u} = x_j$ for all $u \leq s_j$ with $j = 1, 2$.

**Lemma B.2.** Let $p(x) \in C^1_b(\mathbb{R}_+, \mathbb{R})$ and $a(x, s) \in C_b(\mathbb{R} \times [0, T], \mathbb{R})$ such that

$$|a(x, s) - a(y, s)| \leq \bar{a}|x - y|, \forall x, y \geq 0, \forall s \leq T,$$

then for a given $t \leq T$, the function defined by

$$w_s(x) = E \left[ p(Z^x_{s,t})e^{ \int_s^t a(Z^x_{u,u}, u)du } \right], \forall (s, x) \in [0, t] \times \mathbb{R}_+ \quad (B.4)$$

satisfy for all $s_1, s_2 \leq t$ and $x_1, x_2 \geq 0$ the following inequality

$$|w_{s_1}(x_1) - w_{s_2}(x_2)| \leq C_T \left( \|p\|_{\infty} + \|p'\|_{\infty} \right) \left\{ |x_1 - x_2| + (1 + x_1)^{1/2}|s_1 - s_2|^{1/2} 

+ (1 + x_1)|s_1 - s_2| \right\}. \quad (B.5)$$

B.1  Proof of Lemma B.1

We split this proof into the several steps.
Existence and uniqueness: According to [20], Theorem 1.1 it suffices to show that we have weak existence and pathwise uniqueness to conclude that there is weak existence and uniqueness, and strong existence. In addition it follows from the previous paragraph that this solution will be well defined at any time. The stochastic differential equation (B.1) is non homogeneous with continuous coefficients, then the coupled process \((Z_u, w)_{u \geq 0}\) satisfies an homogeneous stochastic differential equation with continuous coefficients. We then have weak existence for each initial condition \(x \geq 0\) and initial time \(s \in [0, T]\) thanks to [20], Theorem 2.3, p173. Furthermore, for \(x, y \geq 0\) and \(s \leq u \leq T\) we have by hypothesis
\[
|h(x, u) - h(y, u)| + \sqrt{q(x, u) - q(y, u)}^2 \leq C|x - y|,
\]
thanks to the inequality \(\sqrt{a} - \sqrt{b} \leq \sqrt{|a - b|}; \forall a, b \geq 0\). We deduce from ([34]) that there is pathwise uniqueness.

Moment estimate and positiveness: Notice that the solution that we constructed in the previous paragraph is well defined until it becomes negative or explodes. In order to get well defined terms for all times, we introduce the new equation
\[
d\tilde{Z}_u = h(\tilde{Z}_u, u)du + \sqrt{q(\tilde{Z}_u, u)}dW_u, \forall u \leq T
\]
for which there is weak existence and pathwise uniqueness by an argument similar to the one in the previous paragraph, but only until explosion time. It follows from the continuity of the function \(h(x, s)\) and hypothesis (A.2) of Assumption B.1 that
\[
|h(x, s)| \leq C(1 + x), \forall x, \forall s \leq T.
\]
For given \(x \geq 0\) and \(s \leq t\), we consider the sequence of stopping times defined by
\[
\lambda_N = \inf\{v \geq s : |\tilde{Z}_{s,v}^x| > N\} \land T, N > 1
\]
that converges increasingly. Then for \(p \geq 2\) and \(v \in [s, T]\) we have
\[
|\tilde{Z}_{s,v}^x|_\lambda_N \leq C_p \left\{ x^p + \int_s^v |h(\tilde{Z}_{s,u}^x, u)|^p du + \int_s^v \sqrt{q(\tilde{Z}_{s,u}^x, u)} dW_u \right\}
\]
that implies that
\[
\sup_{s \leq u \leq v, \lambda_N} |\tilde{Z}_{s,u}^x| \leq C_p \left\{ x^p + \int_s^v |h(\tilde{Z}_{s,u}^x, u)| du + \sup_{s \leq u \leq v} \left( \int_s^u \sqrt{q(\tilde{Z}_{u,s}^x, u)} dW_u \right)^p\right\}
\]
\[
\leq C_p \left\{ x^p + \int_s^v \left[ 1 + |\tilde{Z}_{s,u}^x|_\lambda_N \right] du + \sup_{s \leq u \leq v} \left( \int_s^u \sqrt{q(\tilde{Z}_{u,s}^x, u)} dW_u \right)^p\right\}.
\]
It follows from the Doob inequality that
\[
\mathbb{E} \left\{ \sup_{s \leq u \leq v} \left( \int_s^u \sqrt{q(\tilde{Z}_{s,u}^x, u)} dW_u \right)^p \right\} \leq C_p \mathbb{E} \left\{ \left( \int_s^v \sqrt{q(\tilde{Z}_{s,u}^x, u)} du \right)^{p/2} \right\}
\]
\[
\leq C_p \mathbb{E} \left\{ \left( \int_s^v |\tilde{Z}_{s,u}^x| du \right)^{p/2} \right\}
\]
\[
\leq C_p \mathbb{E} \left\{ \left( \int_s^v |\tilde{Z}_{s,u}^x| d\lambda_N \right)^{p/2} \right\}
\]
\[
\leq C_p \mathbb{E} \left\{ \int_s^v \left[ 1 + |\tilde{Z}_{s,u}^x|_\lambda_N \right]^{p/2} du \right\}
\]
\[
\leq C_p \mathbb{E} \left\{ \int_s^v \left[ x + |\tilde{Z}_{s,u}^x|_\lambda_N \right]^{p/2} du \right\}.
\]
and then

\[
E \left[ \sup_{s \leq u \leq v} |\tilde{Z}_{s,u}^x|^p \right] \leq C_p \left\{ x^p + E \left( \int_{s}^{v} \left[ 1 + |\tilde{Z}_{s,u}^{x \wedge \lambda_N}|^p \right] du \right) \right\} \\
\leq C_p \left\{ x^p + \int_{s}^{v} \left[ 1 + E \left( \sup_{s \leq z \leq u \wedge \lambda_N} |\tilde{Z}_{s,z}^x|^p \right) \right] du \right\}.
\]

Hence, we obtain for all \( v \in [s, T] \)

\[
1 + E \left[ \sup_{s \leq u \leq v \wedge \lambda_N} |\tilde{Z}_{s,u}^x|^p \right] \leq C_p \left\{ 1 + x^p + \int_{s}^{v} \left[ 1 + E \left( \sup_{s \leq z \leq u \wedge \lambda_N} |\tilde{Z}_{s,z}^x|^p \right) \right] du \right\},
\]

and thanks to the Gronwall lemma,

\[
E \left[ \sup_{s \leq u \leq v \wedge \lambda_N} |\tilde{Z}_{s,u}^x|^p \right] \leq C_p \left( 1 + x^p \right) e^{C_p(v-s)}.
\]

If we assume that there exists \( T_0 < T \) such that \( P \{ \lim \lambda_N < T_0 \} > 0 \), then for all \( v \in [T_0, T] \), we will have

\[
N^p P \left\{ \lim \lambda_N < T_0 \right\} \leq E \left[ \sup_{s \leq u \leq v} |\tilde{Z}_{s,u}^x|^p \right] \leq C_p \left( 1 + x^p \right) e^{C_p(v-s)}.
\]

That is impossible because the left side term tends towards infinity as \( N \to \infty \). It follows that \( \lambda_N \stackrel{a.s.}{\to} T \) and by the monotone convergence theorem,

\[
E \left[ \sup_{s \leq u \leq v} |\tilde{Z}_{s,u}^x|^p \right] \leq C_p \left( 1 + x^p \right) e^{C_p(v-s)}, \ \forall v \in [s, T].
\]

It then suffices to take \( v = T \). The case \( 0 < p < 2 \) is obviously solved thanks to the Hölder inequality

\[
E \left[ \sup_{s \leq u \leq T} |\tilde{Z}_{s,u}^x|^p \right] \leq \left( E \left[ \sup_{s \leq u \leq T} |\tilde{Z}_{s,u}^x|^2 \right] \right)^{p/2} \leq C_p(T(1 + x^p)).
\]

The process \( (\tilde{Z}_{s,u}^x, u \in [s, T]) \) is then well defined at any time and satisfies a moment estimate similar to \( (B.2) \). We will now show that this process is almost surely non negative, and then by uniqueness this will imply that it is a modification of the process \( (\tilde{Z}_{s,u}^x, u \in [s, T]) \). Indeed, the following decomposition holds

\[
\tilde{Z}_{s,t}^x = (\tilde{Z}_{s,t}^x)^+ - (\tilde{Z}_{s,t}^x)^-, \ \forall t \in [s, T] \tag{B.7}
\]

and it follows from the Tanaka formula that

\[
(\tilde{Z}_{s,t}^x)^- = - \int_{s}^{t} 1_{\{\tilde{Z}_{s,t}^{x} \leq 0\}} d\tilde{Z}_{s,t}^x + \frac{1}{2} L_{s,t}^0(\tilde{Z}_{s}^x). \tag{B.8}
\]

For \( \varepsilon > 0 \),

\[
\int_{s}^{t} 1_{\{0 < \tilde{Z}_{s,u}^{x} \leq \varepsilon\}} \frac{d(\tilde{Z}_{s,u}^{x})_u}{\tilde{Z}_{s,u}^{x}} = \int_{s}^{t} 1_{\{0 < \tilde{Z}_{s,u}^{x} \leq \varepsilon\}} \frac{q(\tilde{Z}_{s,u}^{x}, u)}{\tilde{Z}_{s,u}^{x}} du < \infty \text{ p.s.}
\]

since \( (x, u) \mapsto q(x, u)/x \) is bounded. Then the local time \( L_{s,t}^0(\tilde{Z}_{s}^{x}) \) is zero almost surely (see [27], Ch. IX, Lemma 3.3). Equation \( (B.8) \) becomes

\[
(\tilde{Z}_{s,t}^x)^- = - \int_{s}^{t} 1_{\{\tilde{Z}_{s,u}^{x} \leq 0\}} h(-\tilde{Z}_{s,u}^{x}, u) du - \int_{s}^{t} 1_{\{\tilde{Z}_{s,u}^{x} \leq 0\}} \sqrt{q(-\tilde{Z}_{s,u}^{x}, u)} dW_u
\]
where the second term in the right side of the equality is a true martingale thanks to the moment estimate that we previously stated. It then follows from the hypothesis (A.1) and (A.2) in Assumption B.1 that

$$
\mathbb{E}\left[(\tilde{Z}_{s,t}^x)^-\right] = -\mathbb{E}\left(\int_{s}^{t} 1_{\{\tilde{Z}_{s,u}^x \leq 0\}} h(-\tilde{Z}_{s,u}^x, u) du\right) \\
\leq -\mathbb{E}\left(\int_{s}^{t} 1_{\{\tilde{Z}_{s,u}^x \leq 0\}} [h(-\tilde{Z}_{s,u}^x, u) - h(0, u)] du\right) \\
\leq C \mathbb{E}\left(\int_{s}^{t} 1_{\{\tilde{Z}_{s,u}^x \leq 0\}} |\tilde{Z}_{s,u}^x| du\right) \\
\leq C \int_{s}^{t} \mathbb{E}\left[(\tilde{Z}_{s,u}^x)^-\right] du
$$

and hence by the Gronwall lemma, \(\mathbb{E}\left[(\tilde{Z}_{s,t}^x)^-\right] = 0\) for any \(t \in [s, T]\), thus \((\tilde{Z}_{s,t}^x)^- = 0\) p.s. We deduce that the stochastic process \(\tilde{Z}_{s,t}^x\) is almost surely non negative at any time, and it is possible to remove the absolute values in (B.6) to conclude by a uniqueness argument that

$$
\forall t \in [s, T], \tilde{Z}_{s,t}^x = Z_{s,t}^x \text{ p.s.}
$$

The stochastic process \((Z_{s,t}^x)_{t \in [s, T]}\) is then almost surely non negative at any time, satisfies the moment estimate (B.2) and has a zero local time at 0.

**Dependence on initial conditions:** Thanks to the strong existence, it is possible to construct two solutions \((Z_{s1,v}^x)_{v \in [s_1, T]}\) and \((Z_{s2,v}^x)_{v \in [s_2, T]}\) on the same filtered probability space and with the same Brownian motion, for all \(x_1, x_2 \geq 0\) and \(0 \leq s_1 \leq s_2 \leq T\). Those solutions are well extended on \([0, T]\) if we set

$$
Z_{s_j,v}^x = x_j, \forall v \in [0, s_j], j = 1, 2.
$$

Hence, it follows from the Tanaka formula that for all \(s_2 \leq v \leq T\),

$$
|Z_{s1,v}^x - Z_{s2,v}^x| = |Z_{s1,s2}^x - x_2| + \int_{s_2}^{v} \text{sign}(Z_{s1,u}^x - Z_{s2,u}^x) d(Z_{s1,u}^x - Z_{s2,u}^x) + l_0^x(Z_{s1,v}^x - Z_{s2,v}^x) \tag{B.9}
$$

where \(l_0^x(Z_{s1,v}^x - Z_{s2,v}^x)\) is the local time of the process \(Z_{s1,v}^x - Z_{s2,v}^x\) at 0 up to time \(v\). Furthermore, thanks to the inequality \(|\sqrt{a} - \sqrt{b}| \leq \sqrt{|a - b|}, \forall a, b \geq 0\) again, we have for \(\varepsilon > 0\),

$$
\int_{s_2}^{v} 1_{\{0 < Z_{s1,u}^x - Z_{s2,u}^x \leq \varepsilon\}} \frac{d(Z_{s1,u}^x - Z_{s2,u}^x)}{Z_{s1,u}^x - Z_{s2,u}^x} = \int_{s_2}^{v} 1_{\{0 < Z_{s1,u}^x - Z_{s2,u}^x \leq \varepsilon\}} \frac{\sqrt{q(Z_{s1,u}^x, u)} - \sqrt{q(Z_{s2,u}^x, u)}}{Z_{s1,u}^x - Z_{s2,u}^x}^2 du \leq C \int_{s_2}^{v} 1_{\{0 < Z_{s1,u}^x - Z_{s2,u}^x \leq \varepsilon\}} du < \infty.
$$

We deduce thanks to [27], Ch. IX, lemma 3.3 that the local time \(l_0^x(Z_{s1,v}^x - Z_{s2,v}^x)\) is zero almost surely for all \(v \in [s_2, T]\), and it follows from (B.9) that

$$
\mathbb{E}\left[Z_{s1,v}^x - Z_{s2,v}^x\right] \leq \mathbb{E}\left(\left|Z_{s1,s2}^x - x_2\right|\right) + \mathbb{E}\left(\int_{s_2}^{v} \text{sign}(Z_{s1,u}^x - Z_{s2,u}^x) \left[h(Z_{s1,u}^x, u) - h(Z_{s2,u}^x, u)\right] du\right) \\
\leq \mathbb{E}\left(\left|Z_{s1,s2}^x - x_2\right|\right) + A \int_{s_2}^{v} \mathbb{E}\left(\left|Z_{s1,v}^x - Z_{s2,v}^x\right|\right) du
$$

which implies by the Gronwall lemma that

$$
\mathbb{E}\left[Z_{s1,v}^x - Z_{s2,v}^x\right] \leq \mathbb{E}\left(\left|Z_{s1,s2}^x - x_2\right|\right) e^{A(v-s_2)}, \forall v \in [s_2, T]. \tag{B.10}
$$
We are now interested in what happens for $s_1 \leq v \leq s_2$. Indeed,

$$
\mathbb{E} \left( |Z_{s_1,v}^{x_1} - Z_{s_2,v}^{x_2}| \right) = \mathbb{E} \left\{ x_1 + \int_{s_1}^{v} h(Z_{s_1,u}^{x_1}, u) du + \int_{s_1}^{v} \sqrt{q(Z_{s_1,u}^{x_1})} dW_u - x_2 \right\}
$$

$$
\leq \mathbb{E} \left\{ |x_1 - x_2| + \int_{s_1}^{v} |h(Z_{s_1,u}^{x_1}, u)| du + \int_{s_1}^{v} \sqrt{q(Z_{s_1,u}^{x_1})} dW_u \right\}
$$

$$
\leq |x_1 - x_2| + C \int_{s_1}^{s_2} \left[ 1 + \mathbb{E}(Z_{s_1,u}^{x_1}) \right] du + \mathbb{E} \left\{ \sup_{s_1 \leq v \leq s_2} \int_{s_1}^{v} \sqrt{q(Z_{s_1,u}^{x_1})} dW_u \right\}
$$

and thanks to the Doob inequality,

$$
\mathbb{E} \left\{ \sup_{s_1 \leq v \leq s_2} \left| \int_{s_1}^{v} \sqrt{q(Z_{s_1,u}^{x_1})} dW_u \right| \right\} \leq \mathbb{E} \left\{ \int_{s_1}^{s_2} q(Z_{s_1,u}^{x_1}) du \right\}^{1/2}
$$

$$
\leq C \sqrt{\mathbb{E} \left( \int_{s_1}^{s_2} Z_{s_1,u}^{x_1} du \right)}
$$

$$
\leq C \sqrt{|s_1 - s_2| \mathbb{E} \left( \sup_{s_1 \leq u \leq T} Z_{s_1,u}^{x_1} \right)}.
$$

Hence, we have for all $v \in [s_1, s_2]$,

$$
\mathbb{E} \left( |Z_{s_1,v}^{x_1} - Z_{s_2,v}^{x_2}| \right) \leq |x_1 - x_2| + C \int_{s_1}^{s_2} \left[ 1 + \mathbb{E}(Z_{s_1,u}^{x_1}) \right] du + C \sqrt{|s_1 - s_2| \mathbb{E} \left( \sup_{s_1 \leq u \leq T} Z_{s_1,u}^{x_1} \right)}
$$

which implies that

$$
\mathbb{E} \left( |Z_{s_1,v}^{x_1} - Z_{s_2,v}^{x_2}| \right) \leq |x_1 - x_2| + C_1 (1 + x_1)|s_1 - s_2| + C_2 |1 + x_1|^{1/2}|s_1 - s_2|^{1/2}, \forall v \in [s_1, s_2]. \quad (B.11)
$$

We finally obtain without any order on $s_1, s_2 \in [0, T], x_1, x_2 \geq 0$ that for all $v \in [s_1 \wedge s_2, T]$

$$
\mathbb{E} \left( |Z_{s_1,v}^{x_1} - Z_{s_2,v}^{x_2}| \right) \leq C_T \left\{ |x_1 - x_2| + (1 + x_1 + x_2)|s_1 - s_2| + |1 + x_1 + x_2|^{1/2}|s_1 - s_2|^{1/2} \right\}
$$

that is easily extended for $v \in [0, T]$.

### B.2 Proof of Lemma B.2

Let us first introduce the decomposition

$$
|w_{s_1}(x_1) - w_{s_2}(x_2)| \leq |w_{s_1}(x_1) - w_{s_2}(x_1)| + |w_{s_2}(x_1) - w_{s_2}(x_2)| \quad (B.12)
$$
thanks to the triangular inequality. Furthermore, by considering that \( s_1 \leq s_2 \), we have

\[
|w_{s_1}(x_1) - w_{s_2}(x_1)| \leq E \left( |p(Z_{s_1}^{x_1}) e^{f_{s_1} t}(Z_{s_1}^{x_1,u}) - p(Z_{s_2}^{x_1}) e^{f_{s_2} t}(Z_{s_2}^{x_1,u})| du \right)
\]

\[
\leq E \left( |p(Z_{s_1}^{x_1}) - p(Z_{s_2}^{x_1})| e^{f_{s_1} t}(Z_{s_1}^{x_1,u}) du \right)
\]

\[
+ \left( p(Z_{s_1}^{x_1}) \left| e^{f_{s_1} t}(Z_{s_1}^{x_1,u}) - e^{f_{s_2} t}(Z_{s_2}^{x_1,u}) \right| \right) du
\]

\[
\leq e^{\|a\| \infty (t-s_1)} |p'| \infty E \left( |Z_{s_1}^{x_1} - Z_{s_2}^{x_1}| \right)
\]

Let us set for all \( s_1 \leq v \leq t \)

\[
V_{s_1,s_2}^{x_1}(v) = e^{f_{s_1} t}[a(Z_{s_1}^{x_1,u}) - a(Z_{s_2}^{x_1,u})] du - 1,
\]

then

\[
V_{s_1,s_2}^{x_1}(v) = \int_{s_1}^{v} \left[ a(Z_{s_1}^{x_1,u}) - a(Z_{s_2}^{x_1,u}) \right] V_{s_1,s_2}^{x_1}(u) du + \int_{s_1}^{v} \left[ a(Z_{s_1}^{x_1,u}) - a(Z_{s_2}^{x_1,u}) \right] du
\]

that implies that,

\[
|V_{s_1,s_2}^{x_1}(v)| \leq 2|a| \infty \int_{s_1}^{v} |V_{s_1,s_2}^{x_1}(u)| du + \tilde{a} \int_{s_1}^{t} |Z_{s_1}^{x_1,u} - Z_{s_2}^{x_1,u}| du
\]

and thanks to the Gronwall lemma,

\[
|V_{s_1,s_2}^{x_1}(v)| \leq \tilde{a} e^{2|a| \infty (v-s_1)} \int_{s_1}^{t} |Z_{s_1}^{x_1,u} - Z_{s_2}^{x_1,u}| du, \forall v \in [s_1, t].
\]

We show by a similar argument that

\[
\left| e^{-f_{s_1} t}[a(Z_{s_1}^{x_1,u}) - a(Z_{s_2}^{x_1,u})] du - 1 \right| \leq e^{\|a\| \infty |s_1 - s_2| \|a\| \infty |s_1 - s_2|}.
\]

Hence, one can write for all \( x_1 \geq 0, s_1 \leq s_2 \leq t \)

\[
|w_{s_1}(x_1) - w_{s_2}(x_1)| \leq e^{\|a\| \infty (t-s_1)} \left\{ |p'| \infty E \left( |Z_{s_1}^{x_1} - Z_{s_2}^{x_1}| \right) \right\}
\]

\[
+ \left( |p'| \infty \left[ a e^{2|a| \infty (t-s_1)} \int_{s_1}^{t} E \left( |Z_{s_1}^{x_1,u} - Z_{s_2}^{x_1,u}| \right) du + |p| \infty \|s_1 - s_2\| \|a\| \infty |s_1 - s_2| \right) \right]
\]

and thanks to Lemma B.1, we have for all \( s_1, s_2 \leq t \)

\[
|w_{s_1}(x_1) - w_{s_2}(x_1)| \leq C_T \left( \|p\| \infty + \|p'| \infty \right) \left\{ (1 + x_1)^{1/2} |s_1 - s_2|^{1/2} + (1 + x_1) |s_1 - s_2| \right\}.
\]

(B.13)
In addition, for $x_1, x_2 \geq 0$ and $s_2 \leq t$,
\[
|w_{s_2}(x_1) - w_{s_2}(x_2)| \leq \mathbb{E} \left( \left| \int_{s_2}^t \left( p(Z_{s_2,t}^{x_1}) e^{\int_{s_2}^u a(Z_{s_2,u}^{x_1}) du} - p(Z_{s_2,t}^{x_2}) e^{\int_{s_2}^u a(Z_{s_2,u}^{x_2}) du} \right) \right| \right)
\]
\[
\leq \mathbb{E} \left( \left| p(Z_{s_2,t}^{x_1}) - p(Z_{s_2,t}^{x_2}) \right| e^{\int_{s_2}^u a(Z_{s_2,u}^{x_1}) du} \right) + \mathbb{E} \left( \left| \int_{s_2}^t \left( e^{\int_{s_2}^u a(Z_{s_2,u}^{x_2}) du} - 1 \right) \right| \right)
\]
\[
\leq \epsilon \| \alpha \|_\infty (t-s_2) \left\{ \| p' \|_\infty \mathbb{E} \left( |Z_{s_2,t}^{x_1} - Z_{s_2,t}^{x_2}| \right) \right\} + \| p \|_\infty \mathbb{E} \left( \left| e^{\int_{s_2}^u a(Z_{s_2,u}^{x_2}) du} - a(Z_{s_2,u}^{x_2}) |du - 1 \right| \right) \right\}.
\]

Let us now set for all $s_2 \leq v \leq t$
\[
U_{s_2,v}^{x_1,x_2} = \int_{s_2}^v \left[ a(Z_{s_2,u}^{x_1}) - a(Z_{s_2,u}^{x_2}) \right] du - 1,
\]
then
\[
U_{s_2,v}^{x_1,x_2} = \int_{s_2}^v \left[ a(Z_{s_2,u}^{x_1}) - a(Z_{s_2,u}^{x_2}) \right] U_{s_2,u}^{x_1,x_2} du + \int_{s_2}^v \left[ a(Z_{s_2,u}^{x_1}) - a(Z_{s_2,u}^{x_2}) \right] du
\]
that implies that
\[
|U_{s_2,v}^{x_1,x_2}| \leq 2 \| a \|_\infty \int_{s_2}^v \left| U_{s_2,u}^{x_1,x_2} \right| du + \tilde{a} \int_{s_2}^t \left| Z_{s_2,u}^{x_1} - Z_{s_2,u}^{x_2} \right| du,
\]
and thanks to the Gronwall lemma,
\[
|U_{s_2,v}^{x_1,x_2}| \leq \tilde{a} e^{2 \| a \|_\infty (v-s_2)} \int_{s_2}^t \left| Z_{s_2,u}^{x_1} - Z_{s_2,u}^{x_2} \right| du, \forall v \in [s_2,t].
\]

Hence for all $x_1, x_2 \geq 0, s_2 \leq t$ we have
\[
|w_{s_2}(x_1) - w_{s_2}(x_2)| \leq \epsilon \| \alpha \|_\infty (t-s_2) \left\{ \| p' \|_\infty \mathbb{E} \left( |Z_{s_2,t}^{x_1} - Z_{s_2,t}^{x_2}| \right) \right\} + \tilde{a} e^{2 \| a \|_\infty (t-s_2)} \| p \|_\infty \int_{s_2}^t \mathbb{E} \left( |Z_{s_2,u}^{x_1} - Z_{s_2,u}^{x_2}| \right) du \right\}
\]
and thanks to Lemma B.1,
\[
|w_{s_2}(x_1) - w_{s_2}(x_2)| \leq C_T \left( \| p \|_\infty + \| p' \|_\infty \right) |x_1 - x_2|, \forall x_1, x_2 \geq 0, \forall s_2 \leq t. \tag{B.14}
\]

Finally, the inequality (B.5) follows from (B.12), (B.13) and (B.14).

### C Difference operator and Besov spaces $B^\alpha_{1,\infty}(\mathbb{R})$

For $\alpha \in [0, 1]$, we denote by $C^\alpha_b(\mathbb{R})$ the Hölder-Zygmund space that is the set of real valued functions on $\mathbb{R}$ such that
\[
\| f \|_C^\alpha(\mathbb{R}) = \| f \|_\infty + \sup_{x,y \in \mathbb{R}, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^{\alpha}} < \infty.
\]
We also introduce the difference operator defined for all $f : \mathbb{R} \to \mathbb{R}$, for given $m \geq 1$ integer and $h \in \mathbb{R}$ as
\[
\forall x \in \mathbb{R}, \Delta_h^1 f(x) = f(x + h) - f(x); \Delta_h^m f(x) = \Delta_h^{m-1} (\Delta_h^1 f)(x), \text{ pour } m > 1.
\]
that is, by a recurrence argument,
\[ \Delta_h^m f(x) = \sum_{j=0}^{m} (-1)^{m-j} \binom{m}{j} f(x + jh) \]  
(C.1)

with the following properties.

Lemma C.1. Let \( m \geq 1 \) be an integer, \( \alpha \in \mathbb{]0,1[} \), \( h \in \mathbb{R} \) and \( f : \mathbb{R} \to \mathbb{R} \), then:

1. If \( f \in \mathcal{C}_b^\alpha(\mathbb{R}) \),
   \[ \| \Delta_h^m f \|_\infty \leq C_m |h|^\alpha \| f \|_{\mathcal{C}_b^\alpha(\mathbb{R})}. \]  
   (C.2)

2. If \( f \in \mathcal{C}_b^\alpha(\mathbb{R}) \),
   \[ |\Delta_h^m f(x) - \Delta_h^m f(y)| \leq C_m \| f \|_{\mathcal{C}_b^\alpha(\mathbb{R})} |x - y|^\alpha, \forall x, y \in \mathbb{R}. \]  
   (C.3)

3. If \( f \in \mathcal{C}^m(\mathbb{R}, \mathbb{R}) \),
   \[ \| \Delta_h^m f \|_{L^1} \leq C_m |h|^m \| \partial_x^m f \|_{L^1}. \]  
   (C.4)

4. If \( f \in \mathcal{C}_b(\mathbb{R}, \mathbb{R}) \) and \( g : \mathbb{R} \to \mathbb{R} \) is an integrable function, then for all \( a \in \mathbb{R} \),
   \[ \int_{\mathbb{R}} \Delta_h^m f(x + a) g(x) dx = \int_{\mathbb{R}} f(x + a) \Delta^{-m}_h g(x) dx \]  
   (C.5)

Proof. For \( 0 < \alpha < 1 \), \( h \in \mathbb{R} \) and an integer \( m \geq 1 \),

1. If \( f \in \mathcal{C}_b^\alpha(\mathbb{R}) \), we proceed by a recurrence argument on \( m \geq 1 \). Indeed,
   \[ \| \Delta_h^1 f \|_\infty = \sup_{x \in \mathbb{R}} |f(x + h) - f(x)| \leq |h|^\alpha \| f \|_{\mathcal{C}_b^\alpha(\mathbb{R})} \]
   and if we assume that the property holds at range \( m \), we get
   \[ \| \Delta_h^{m+1} f \|_\infty = \sup_{x \in \mathbb{R}} |\Delta_h^m f(x + h) - \Delta_h^m f(x)| \leq 2C_m |h|^\alpha \| f \|_{\mathcal{C}_b^\alpha(\mathbb{R})} \]
   that corresponds to the property with \( C_{m+1} = 2C_m \). We deduce that it holds for each integer \( m \geq 1 \).

2. If \( f \in \mathcal{C}_b^\alpha(\mathbb{R}) \), then thanks to (C.1) we get for all \( x, y \in \mathbb{R} \),
   \[ |\Delta_h^m f(x) - \Delta_h^m f(y)| \leq \sum_{j=0}^{m} \binom{m}{j} |f(x + jh) - f(y + jh)| \leq 2^m \| f \|_{\mathcal{C}_b^\alpha(\mathbb{R})} |x - y|^\alpha. \]

3. We proceed by a recurrence argument to show firstly that
   \((P)\): \( \forall m \geq 1, \Delta_h^m f(x) = h^m \int_0^m H_m(t) \partial_x^m f(x + th) dt \), if \( f \in \mathcal{C}^m(\mathbb{R}, \mathbb{R}) \)
   where \( H_m \) is bounded and does not depend on \( f \). Indeed for \( f \in \mathcal{C}_1(\mathbb{R}, \mathbb{R}) \), then
   \[ \Delta_h^{m+1} f(x) = f(x + h) - f(x) = \int_x^{x+h} f'(t) dt = h \int_0^1 f'(x + th) dt \]
and hence $H_1(t) = 1$. We now assume that the property holds at range $m$, then if $f \in \mathcal{C}^{m+1}(\mathbb{R}, \mathbb{R})$,

$$
\Delta_h^{m+1} f(x) = \Delta_h^m f(x + h) - \Delta_h^m f(x) \\
= h^m \int_0^m H_m(t) \left[ \partial_x^m f(x + (1 + t)h) - \partial_x^m f(x + th) \right] dt \\
= h^m \int_0^m H_m(t) \int_{x+th}^{x+(1+t)h} \partial_x^m f(u) du \, dt \\
= h^m + 1 \int_0^m H_m(t) \int_0^{1+th} \partial_x^m f(x + uh) du \, dt \\
= h^m + 1 \int_0^m H_m(t) \int_0^{1+th} \partial_x^m f(x + uh) du \, dt \\
= \int_0^m H_m(t) \int_0^1 \partial_x^m f(x + uh) du \, dt \\
= H_m+1(u)
$$

where the function $H_{m+1}$ is bounded and does not depend on $f$. We deduce that the property $(P)$ holds, and then for all $f \in \mathcal{C}^m(\mathbb{R}, \mathbb{R})$,

$$
\|\Delta_h^m f\|_{L^1} \leq |h|^m \|H_m\|_{\infty} \int_{\mathbb{R}} \int_0^m |\partial_x^m f(x + th)| dt dx = m \|H_m\|_{\infty} |h|^m \|\partial_x^m f\|_{L^1}.
$$

4. Let $f \in \mathcal{C}_b(\mathbb{R}, \mathbb{R})$, and $g : \mathbb{R} \to \mathbb{R}$ an integrable function and $a \in \mathbb{R}$, then by changing variables in the integral

$$
\int_\mathbb{R} \Delta_h^m f(x + a) g(x) dx = \sum_{j=0}^m (-1)^{m-j} \binom{m}{j} \int_\mathbb{R} f(x + a + jh) g(x) dx \\
= \sum_{j=0}^m (-1)^{m-j} \binom{m}{j} \int_\mathbb{R} f(x + a) g(x - jh) dx \\
= \int_\mathbb{R} f(x + a) \Delta_h^m g(x) dx
$$

The difference operator allows to define the Besov spaces $\mathcal{B}^s_{1,\infty}(\mathbb{R})$ as the set of function $f : \mathbb{R} \to \mathbb{R}$ that satisfy for $m > s$

$$
\|f\|_{\mathcal{B}^s_{1,\infty}} := \|f\|_{L^1(\mathbb{R})} + \sup_{|h| \leq 1} |h|^{-s} \|\Delta_h^m f\|_{L^1(\mathbb{R})} < \infty
$$

(see Triebel [32] Theorem 2.5.12, or [33] Theorem 2.6.1). The following result follows

**Lemma C.2.** Let $(E, \mathcal{F}_E, \mu)$ be a measured space where $\mu$ is a positive measure. Let $(x, y) \mapsto f(x, y)$ an integrable function on $\mathbb{R} \times E$, then if we denote by

$$
\Phi_f(x) = \int_E f(x, y)\mu(dy), \forall x \geq 0
$$

we have for all $s > 0$,

$$
\|\Phi_f\|_{\mathcal{B}^s_{1,\infty}(\mathbb{R})} \leq \int_E \|f(\cdot, y)\|_{\mathcal{B}^s_{1,\infty}(\mathbb{R})}\mu(dy). \quad (C.6)
$$

43
Proof. Let \( s > 0 \), then it follows from Fubini theorem that
\[
\|\Phi\|_{L^1(\mathbb{R})} = \int_{\mathbb{R}} \left| \int_{E} f(x, y) \mu(dy) \right| dx \leq \int_{E} \| f(\cdot, y)\|_{L^1(\mathbb{R})} \mu(dy).
\]
Similarly, for any \( m > s \) and \( h \in [-1, 1] \),
\[
\|\Delta_h^m \Phi\|_{L^1(\mathbb{R})} = \int_{\mathbb{R}} \left| \int_{E} (\Delta_h^m f(\cdot, y))(x) \mu(dy) \right| dx \leq \int_{E} \| \Delta_h^m f(\cdot, y)\|_{L^1(\mathbb{R})} \mu(dy).
\]
The result directly follows by taking the supremum in \( h \) and summing the above inequalities. \( \square \)

Furthermore, the above definition of Besov spaces allows a sufficient condition for the existence of a density for random variables given by the following result

**Lemma C.3** ([29], Lemma A.1). Let \( X \) be a real valued random variable. If there are an integer \( m \geq 1 \), a real number \( \theta > 0 \), a real \( \alpha > 0 \), with \( \alpha < \theta < m \), and a constant \( K > 0 \) such that for every \( \phi \in \mathcal{C}_b^\alpha(\mathbb{R}) \) and \( h \in \mathbb{R} \) with \( |h| \leq 1 \),
\[
\mathbb{E} [\Delta_h^m \phi(X)] \leq K |h|^\theta \|\phi\|_{\mathcal{C}_b^\alpha(\mathbb{R})},
\]
then \( X \) has a density \( f_X \) with respect to the Lebesgue measure on \( \mathbb{R} \). Moreover \( f_X \in \mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R}) \) and
\[
\|f\|_{\mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R})} \lesssim 1 + K.
\]
The consequence that follows gives a sufficient condition that will be used in the paper

**Lemma C.4.** Let \( X \) be a real valued random variable. For a given non negative real valued function \( \sigma(x) \) such that \( \sigma(X) \in \mathbb{L}^1 \) with \( \mathbb{E}[\sigma(X)] \neq 0 \), if there exists an integer \( m \geq 1 \), a real number \( \theta > 0 \), a real \( \alpha > 0 \) with \( \alpha < \theta < m \), and a constant \( K > 0 \) such that for every \( \phi \in \mathcal{C}_b^\alpha(\mathbb{R}) \) and \( h \in \mathbb{R} \) with \( |h| \leq 1 \),
\[
\mathbb{E} [\sigma(X)\Delta_h^m \phi(X)] \leq K |h|^\theta \|\phi\|_{\mathcal{C}_b^\alpha(\mathbb{R})},
\]
then \( X \) admits a density \( f_X \) on \( \{x : \sigma(x) \neq 0\} \). In addition, if we denote by \( f_X \) its density on this set, then the function \( x \mapsto \sigma(x) f_X(x) \) is in the Besov space \( \mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R}) \) and satisfies the bound
\[
\|\sigma f_X\|_{\mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R})} \lesssim K + \mathbb{E}[\sigma(X)]
\]

Proof. Let us denote by \( \mu(dx) \) the law of \( X \) and set
\[
\nu(dx) = \sigma(x) \mu(dx)
\]
that is a non negative finite measure by assumption. Then it follows from (C.7) that
\[
\mathbb{E} [\sigma(X)\Delta_h^m \phi(X)] = \|\nu\|_{\mathbb{L}^1} \int_0^\infty \Delta_h^m \phi(x) \frac{\nu(dx)}{\|\nu\|_{\mathbb{L}^1}} = \|\nu\|_{\mathbb{L}^1} \mathbb{E} [\Delta_h^m \phi(Y)]
\]
where \( Y \) is a real valued random variable of law \( \nu(dy)/\|\nu\|_{\mathbb{L}^1} \). It follows from (C.7) that
\[
\mathbb{E} [\Delta_h^m \phi(Y)] \leq \frac{K}{\|\nu\|_{\mathbb{L}^1}} \|h|^\theta \|\phi\|_{\mathcal{C}_b^\alpha(\mathbb{R})}
\]
that implies thanks to Lemma C.3 that the probability measure \( \nu(dy)/\|\nu\|_{\mathbb{L}^1} \) admits a density \( g_X \in \mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R}) \) with respect to the Lebesgue measure on \( \mathbb{R} \) that satisfies the bound
\[
\|g_X\|_{\mathcal{B}_{1,\infty}^{\theta-\alpha}(\mathbb{R})} \lesssim 1 + \frac{K}{\|\nu\|_{\mathbb{L}^1}}.
\]
Then \( \mu(dx) \) admits a density \( f_X \) on the set \( \{x : \sigma(x) \neq 0\} \) that is defined by
\[
f_X(x) = \frac{\|\nu\|_{\mathbb{L}^1}}{\sigma(x)} g_X(x)
\]
and the bound (C.8) follows. \( \square \)
D \ \mathbb{L}^1 \text{ estimates of derivatives of the Gaussian density}

We are interested in the density of a centered Gaussian random variable with variance \( \sigma^2 \), that is
\[
g_\sigma(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{x^2}{2\sigma^2} \right), \forall x \in \mathbb{R}.
\]
We have the following result

**Lemma D.1.** For each integer \( m \geq 1 \),
\[
\| \partial_x^m g_\sigma \|_{\mathbb{L}^1} \leq \frac{C_m}{\sigma^m}
\]
where the constant \( C_m \) does not depend on \( \sigma \).

**Proof.** Because of its exponential factor, let us set
\[
\partial_x^m g_\sigma(x) = \frac{P^\sigma_m(x)}{\sigma^m} \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{x^2}{2\sigma^2} \right), \forall x \in \mathbb{R}, \forall m \geq 1.
\]
Then \( P^\sigma_1(x) = -x/\sigma \) and
\[
P^\sigma_{m+1} = \sigma \partial_x P^\sigma_m - \frac{x}{\sigma} P^\sigma_m
\]
that implies that each \( P^\sigma_m \) is a polynomial, thus
\[
P^\sigma_m(x) = \sum_{k=0}^m A^m_k(\sigma) x^k
\]
with
\[
A^0_0(\sigma) = \sigma A^0_1(\sigma), \\
A^m_k(\sigma) = \sigma (k+1) A^m_{k+1}(\sigma) - \frac{1}{\sigma} A^m_{k-1}(\sigma), k = 1, \ldots, m-1 \\
A^m_m(\sigma) = -\frac{1}{\sigma} A^m_{m-1}(\sigma) \\
A^m_{m+1}(\sigma) = -\frac{1}{\sigma} A^m_m(\sigma)
\]
We easily verify by a recurrence argument on \( m \geq 1 \) that
\[
\forall m \geq 1, \ |A^m_k(\sigma)| \leq \frac{C_m}{\sigma^k} \text{ pour } k = 1, \ldots, m
\]
and then
\[
\| \partial_x^m g_\sigma \|_{\mathbb{L}^1} = \frac{1}{\sigma^m} \int_{\mathbb{R}} |P^\sigma_m(x)| g_\sigma(x) dx \leq \frac{1}{\sigma^m} \sum_{k=0}^m |A^m_k(\sigma)| \int_{\mathbb{R}} |x|^k g_\sigma(x) dx \leq \frac{C_m}{\sigma^m}
\]
\( \square \)