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We propose a quantum field theory description of the X-cube model of fracton topological order. The field theory is not (and cannot be) a topological quantum field theory (TQFT), since unlike the X-cube model, TQFTs are invariant (i.e. symmetric) under continuous spacetime transformations. However, the theory is instead invariant under a certain subgroup of the conformal group. We describe how braiding statistics and ground state degeneracy are reproduced by the field theory, and how the the X-cube Hamiltonian and field theory can be minimally coupled to matter fields. We also show that even on a manifold with trivial topology, spatial curvature can induce a ground state degeneracy that is stable to arbitrary local perturbations! Our formalism may allow for the description of other fracton field theories, where the only necessary input is an equation of motion for a charge density.

Just as the initial theoretical discovery of (liquid [1]) topologically ordered phases of matter [2, 3] led to incredible discoveries, the same is now occurring in the context of non-liquid topological order, particularly fracton topological order [4–20]. Both kinds of topological order have a finite energy gap to all excitations (although gapless versions of liquid and non-liquid [21–26] phases also exist), and both host degenerate ground states which are stable to arbitrary perturbations and can only be distinguished by nonlocal operators. (This is in contrast to spontaneous symmetry breaking states where the degenerate ground states are protected by symmetry and can be distinguished by local order parameters.) Both liquid and non-liquid topological orders also host topological excitations, which can only be annihilated via contact with the appropriate antiparticle(s).

The low energy physics of liquid topologically ordered phases [1] is topologically invariant: i.e. symmetric under any continuous (and bijective) spacetime transformation which preserves the topology of the spacetime manifold. For example, the multiplicity of the ground state degeneracy depends only on the topology of the spatial manifold. Additionally, the braiding statistics of the topological excitations depend only on the topology of the paths that they take. Exactly solvable lattice models exist for many of these phases [27]. However, the topological nature of these phases lends to a more minimal and universal description in the form of a topological quantum field theory (TQFT) [28–33] which makes the topological nature of these phases explicit via an explicit topological invariance, which is not possible in a lattice model. For example, Kitaev’s toric code lattice model and the BF theory TQFT in 2+1D (or equivalently Chern-Simons theory with $K$-matrix [34] $K = 2\sigma^x$) both describe $Z_2$ topological order [35–37].

Non-liquid topologically ordered phases retain many of the exotic properties of the liquid topological phases, except that the long distance physics is not topologically invariant. The simplest example of a non-liquid phase is a decoupled (or weakly coupled) stack of 2D toric codes in three dimensions. A less trivial example is the X-cube model [38] with fracton topological order which we study in this work. Both models have a ground state degeneracy which is stable to arbitrary perturbations; however, on an $L \times L \times L$ torus their degeneracy is exponentially large with $L$, and thus depends on more than just the topology of the spatial manifold. Both phases also have constrained dynamics which are stable to perturbations. In the stack of toric codes, the topological charge and flux excitations can not move between different toric code stacks, which allows the point-like charge and flux particles to have non-trivial braiding statistics in a 3D phase. And the X-cube model has dimension-1 particles [5] which can only move in the $x$, $y$, or $z$ directions. These movement constraints are not invariant under spatial deformations, and thus these phases aren’t topologically invariant and therefore can’t be described by a TQFT.

Nevertheless, it seems important to ask if it is possible to describe these non-liquid topological phases with a field theory which captures as much of the spacetime symmetry as possible (i.e. some subgroup of the group of continuous spacetime transformations). However, as is often the case in quantum field theories, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity. In the case of the stacked toric code example, an obstruction presents itself in the form of an infinite quantity.
we argue that this dilemma can be solved by applying the standard weapon against infinities in field theories: a short distance cutoff. That is, if we impose a short distance cutoff $a$, then the degeneracy on an $l \times l \times l$ torus is finite and equal to $\sim N^{4/a}$. Thus, we can view the field theory as describing a periodic $L \times L \times L$ cubic lattice with degeneracy $4^L$ where $L \sim 1/a$. We propose that the same trick can be applied to our field theory for the X-cube model, which also has a degeneracy which is exponentially large in system size.

A more practical concern is: how do we write down the correct field theory to describe a given non-liquid phase? This task was manageable for TQFTs because the topological invariance greatly limited the possible Lagrangians that could be written down. For the case of non-topologically invariant (i.e. non-liquid) topological phases, we do not have this luxury.

However, for the case of toric code and its BF theory TQFT description, the terms in the toric code Hamiltonian can be precisely related to the terms in the BF Lagrangian and also to the gauge invariance of the TQFT. That is, the time components of the gauge fields act as Lagrange multipliers which impose zero charge and flux constraints, where the terms in the toric code Hamiltonian are lattice discretizations of the charge and flux densities in BF theory. And the gauge invariance is related to the fact that all of the terms in the toric code Hamiltonian commute with each other. We review this relationship in Appendix A (and Appendix B for 3+1D BF theory).

In Sec. I we use this intuition to systematically derive a field theory (Eq. (9)) for the $Z_N$ X-cube model [38] of fracton topological order. The precise relations discussed in the previous paragraph continue to hold. The field theory is not topologically invariant, but is instead invariant under a certain subgroup of the conformal group of spacetime transformations which transforms all coordinates independently (Sec. 1D). However, there are new surprises which challenged our previous intuition. For example, we will see that the parallel movement of a pair of fractons requires a fracton dipole current in the region between the pair of fractons (Fig. 2), which is related to the fact that in the lattice model a membrane operator can be used to move a pair of fractons. This peculiarity is necessitated by the exotic charge conservation constraints (Eq. (16)) which enforce e.g. the immobility of isolated fractons.

In Sec. 1B we explain the generic braiding processes of the X-cube model and how they are described by our field theory. In particular, the motion of dimension-1 particles around the edges of a cube results in a phase factor which depends on the number of fractons within the cube (modulo $N$ for the $Z_N$ model) [39]. And the motion of a pair of oppositely charged fractons around the top and bottom edge of a cylinder oriented along the $z$-axis generates a phase which depends on the difference in the number of $x$-axis and $y$-axis dimension-1 particles [11].

In Sec. 1C we show how the X-cube Hamiltonian and field theory can be coupled to matter fields with subdimensional symmetries. Before the matter fields are coupled to the gauge fields, the matter excitations have the same mobility constraints as the fractons and dimension-1 particles of the X-cube model. However, while the mobility constraints of the X-cube model are robust (i.e. stable under arbitrary local perturbations), the mobility constraints of the matter fields in the absence of the gauge fields is instead protected by subdimensional symmetry.

In Sec. 1E we explain how the ground state degeneracy of the X-cube model can be calculated from either the lattice model or the field theory. As is well known, the degeneracy is not topologically invariant, but is instead exponentially large with system size (on a torus) [11, 38, 40]. However, when the log of the degeneracy is expressed as an integral over space (Eq. (63)), it is invariant under the spacetime transformation discussed in Sec. 1D when the cutoff is transformed appropriately. We then ask: since the degeneracy isn’t topologically invariant, is a nontrivial topology of the spatial manifold actually necessary for a stable ground state degeneracy in the X-cube model? In Sec. II we show that the answer is no: a cubic lattice with curvature defects can host a stable ground state degeneracy. As the size of the curved portion of the lattice increases, the degeneracy can be made exponentially large while the energy splitting of the degeneracy due to perturbations becomes exponentially small.

In Appendix C we attempt to use our field theory generating formalism to derive field theories for new non-liquid topological phases. With our current formalism, the only necessary input is an equation for a charge density. Unfortunately, in this work we only rule out certain simple possibilities. For example, we find that when the $U(1)$ scalar charge fracton phase [21, 23] is “Higgsed” down to $Z_N$, that the fractons in the $U(1)$ theory become mobile (and thus not fractons) in the $Z_N$ theory. Other possibilities are left to future work.

**NOTATION**

Before we begin, we will briefly explain some of the nonstandard notation that we use. Roman letters $a,b,c,d = 1,2,3$ denote spatial indices. Greek letters $\alpha, \beta, \gamma, \delta = 0,1,2,3$ denote spacetime indices. $(a,b,c,d = 1,2$ and $\alpha, \beta, \gamma, \delta = 0,1,2$ for the 2+1D theories in Appendix A). $0$ is the time index. Hats are placed above operators. A semicolon (e.g. in $A_{0\alpha}$ in Sec. I) is used to indicate that the indices following the semicolon do not transform under spacetime transformations (Sec. 1D).

We use the convention that all spatial and spacetime
and we will rewrite the lattice operators as exponents of fields

\[ N \times \text{dimension-1 particle at } \sigma \]

If \( N = 2 \), then \( \hat{\mathcal{O}}_x \) reduces to the usual Pauli operators \( \hat{\sigma}^x \) and \( \hat{\sigma}^z \). \( \hat{\mathcal{O}} = e^{2\pi i/N} \) is the fracton operator, where \( n \) is the number of fracton excitations module \( N \). \( \mathcal{A}^{(a)} \) is a dimension-1 particle operator; if \( N = 2 \) and \( \mathcal{A}^{(1)} = -\mathcal{A}^{(2)} = \mathcal{A}^{(3)} = 1 \), then there is a z-axis dimension-1 particle at \( x \). (Fig. 9)

In order to connect the lattice model to the field theory, we will rewrite the lattice operators as exponents of fields

\[ j^{0;\alpha} \equiv \frac{N}{2\pi} \epsilon^{abc} \partial_x X^c \]

\[ J^b = 0 \]

could be written more explicitly as

\[ \forall \alpha : j^{0;\alpha} = \frac{N}{2\pi} \sum_{b,c=1,2,3} \epsilon^{abc} \partial_x X^c \]

\[ \forall \beta : J^b = 0 \]

\[ J^1 = J^2 = J^3 = 0 \]

where \( \forall \alpha \) means for all \( a = 1, 2, 3 \). The semicolon does not denote a covariant derivative. Instead, in \( j^{0;\alpha} \) the 0 is used to emphasize that \( j^{0;\alpha} \) transforms like a time-component of the current \( j \), while "\( a \)" merely indexes the different time-components of \( j^{0;\alpha} \); the semicolon is used to separate these different kinds of indices.

\section{X-Cube Quantum Field Theory}

\subsection{A. Derivation}

We will begin by systematically deriving a quantum field theory (QFT) for the X-cube model of fracton topological order [38]. See Appendix A 1 and Appendix B, for analogous derivations for BF' theory in 2+1D and 3+1D.

The \( Z_N \) X-cube model is defined by the following Hamiltonian [38]:

\[ \hat{H}_{\text{X-cube}} = - \sum_x (\hat{\mathcal{O}}_x + \hat{\mathcal{O}}_x^\dagger) - \sum_{x,\alpha} (\mathcal{A}^{(a)}_x + \mathcal{A}^{(a)}_x^\dagger) \]

(1)

where \( x = (x, y, z) \) denotes the spatial coordinates. \( \hat{\mathcal{O}} \) and \( \mathcal{A}^{(a)} \) are defined in Fig. 1 in terms of \( \hat{Z} \) and \( \hat{X} \), which are \( Z_N \) generalizations of Pauli operators:

\[ \hat{X}_x \hat{Z}_y = \omega^{\delta_{ij}} \hat{Z}_y \hat{X}_x \]

\[ \omega = e^{2\pi i/N} \]

(2)

eigenvalues(\( \hat{Z}_i \)) = eigenvalues(\( \hat{X}_i \)) = 1, \( \omega, \omega^2, \ldots, \omega^{N-1} \)

If \( N = 2 \), then \( \hat{Z} \) and \( \hat{X} \) reduce to the usual Pauli operators \( \hat{\sigma}^x \) and \( \hat{\sigma}^z \). \( \hat{\mathcal{O}} = e^{2\pi i/N} \) is the fracton operator, where \( n \) is the number of fracton excitations module \( N \). \( \mathcal{A}^{(a)} \) is a dimension-1 particle operator; if \( N = 2 \) and \( \mathcal{A}^{(1)} = -\mathcal{A}^{(2)} = \mathcal{A}^{(3)} = 1 \), then there is a z-axis dimension-1 particle at \( x \). (Fig. 9)

In order to connect the lattice model to the field theory, we will rewrite the lattice operators as exponents of fields

\[ \hat{Z}_x(t) \sim \exp \left(i \int_{a} Z_a(t, x) \right) \]

(3)

\[ \hat{X}_x(t) \sim \exp \left(i \int_{\perp a} X^a(t, x) \right) \]

\[ \hat{\mathcal{O}}_x(t) \sim \exp \left(\frac{2\pi i}{N} \int_{0}^{0} i^0(t, x) \right) \]

\[ \mathcal{A}^{(a)}_x(t) \sim \exp \left(\frac{2\pi i}{N} \int_{0}^{''} j^{0;\alpha}(t, x) \right) \]

(5)

where \( a = 1, 2, 3 \) is a spatial index (roman letters \( a, b, c, d \ldots \) are used to denote spatial indices). \( i^0 \) and \( j^{0;\alpha} \) are fracton and dimension-1 particle densities, respectively. For the purposes of this work, we will only interpret Eq. (3) as a rough correspondence. The integrals integrate over small regions near \( x \). Specifically:

\( \int_{a} \) is an integral across the link that \( \hat{Z}_{x,a} \) lives on; \( \int_{\perp a} \) integrates over the dual plaquette that is orthogonal to the link that \( \hat{X}_{x,a} \) lives on; \( \int_{0}^{0} \) integrates over the cube that \( \hat{\mathcal{O}}_x \) is centered at; and \( \int_{0}^{''} \) integrates over the a plaquette in the place of the \( \mathcal{A}^{(a)}_x \) operator.

We will usually view \( Z \) and \( X \) as real-valued fields, which are distinguished from their corresponding operators \( \hat{Z} \) and \( \hat{X} \) by hats. However, when \( Z \) and \( X \) are viewed as operators, they have the following equal time
commutation relation:

\[
[Z_a(t, x), X^b(t, x')] = \frac{2\pi i}{N} \delta_0^a \delta_3(x - x') \tag{4}
\]

Using Eq. (3), the fraction and dimension-1 particle densities \(i^0\) and \(j^{0:a}\) can be read off from Fig. 1:

\[
i^0 \propto = \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} \partial_a \partial_b Z_c \tag{5}
\]

\[
j^{0:a} \propto = \frac{N}{2\pi} \epsilon^{0abc} \partial_c X^c
\]

where \(\propto = \) is used to emphasized that these will be equations of motion and not strict equalities. \(\mathcal{O}\) and \(\hat{A}^{(a)}\) (Fig. 1) can be viewed as lattice discretizations of \(i^0\) and \(j^{0:a}\). Note that \(i^0\) and \(j^{0:a}\) commute (i.e. \([i^0(t, x), j^{0:a}(t, x')] = 0\) via the bracket in Eq. (4)); this occurs because \(\mathcal{O}\) and \(\hat{A}^{(a)}\) commute (i.e. \([\hat{O}_\mathcal{X}, \hat{A}^{(a)}] = \hat{O}_\mathcal{X} \hat{A}^{(a)} - \hat{A}^{(a)} \hat{O}_\mathcal{X} = 0\).

Regarding the notation, \(|\epsilon^{0abcd}|\) is just the absolute value of the Levi-Civita symbol, and merely forces \(b, c,\) and \(d\) to be different spacetime indices. We will use the convention that all spatial and spacetime indices are implicitly summed when they appear on both sides of the equation or the right hand side is zero. Thus, in the equation for \(j^{0:a}\), \(a\) is not summed, but both \(b\) and \(c\) are implicitly summed over even though \(b\) only appears once and \(c\) appears three times. The semicolon is used to indicate that the indices following the semicolon do not appear three times. The semicolon is used to indicate that the indices following the semicolon do not transform under spacetime transformations (Sec. 1D).

The Lagrangian description of the degenerate ground state manifold can now be written down:

\[
L_{X-cube} = \frac{N}{2\pi} X^a \partial_a Z_a + X_0 \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} \partial_a \partial_b Z_c + Z_{0;a} \frac{N}{2\pi} \epsilon^{0abc} \partial_c X^c - Z_{0:a} j^{0:a} - Z_a j^a - X_0 i^0 - X^a i_a
\]

\[
\sum_a Z_{0:a} = 0 \tag{7}
\]

The first term describes the equal-time commutation relation (Eq. (4)), while the second and third terms enforce a zero charge constraint (Eq. (5)) via the Lagrange multipliers \(Z_{0:a}\) and \(X_0\). The final four terms are generic couplings of the fields \((Z\) and \(X)\) to the current sources \((j\) and \(i)\). Eq. (7) is a local Hilbert space constraint, which results from the fact that \(\sum_a j^{0:a} \propto = 0\) (Eq. (5)) and \(\prod \hat{A}^{(a)} = 1\).

In order to transition to a more standard notation, we will redefine \(Z, X, J,\) and \(I\) in term of \(A, B, J,\) and \(I,\) respectively:

\[
A_{0,a} = Z_{0,a} \quad j^{0:a} = j^{0:a}
\]

\[
A_a = Z_a \quad j^a = j^a
\]

\[
B_0 = X_0 \quad I^0 = i^0
\]

\[
B_{ab} = |\epsilon_{abc}| X^c \quad j^{ab} = |\epsilon^{0abc}| i_a
\]

\[
X^a = |\epsilon^{0abc}| \frac{1}{2} B_{bc} \quad i_a = |\epsilon_{abc}| \frac{1}{2} j^{bc}
\]

In terms of the \(A\) and \(B\) fields, the Lagrangian \(\tilde{L}_{X-cube}\) (Eq. (6)) becomes:

\[
\tilde{L}_{X-cube} = \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} B_{ab} \partial_a A_c
\]

\[
+ B_0 \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} \partial_a \partial_b A_c + A_{0,a} \frac{N}{2\pi} \epsilon^{0abc} \partial_c B_{bc}
\]

\[
- A_{0:a} j^{0:a} - A_a j^a - B_0 i^0 - B_{ab} \frac{1}{2} j^{ab}
\]

\[
\sum_a A_{0:a} = 0 \tag{10}
\]

The equations of motion for the currents are

\[
i^0 \propto = \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} \partial_a \partial_b A_c
\]

\[
j^{ab} \propto = \frac{N}{2\pi} |\epsilon^{0abc}| \delta_0 A_c - \frac{N}{2\pi} |\epsilon^{0abc}| \partial_a (A_{0:a} - A_{0:b})
\]

\[
j^{0:a} \propto = \frac{N}{2\pi} |\epsilon^{0abc}| \partial_c B_{bc}
\]

\[
j^a \propto = - \frac{N}{2\pi} |\epsilon^{0abc}| \frac{1}{2} (\partial_0 B_{bc} - \partial_b \partial_c B_0)
\]

The gauge invariance can be derived as follows:

\[
B_{ab}(t, x) \rightarrow B_{ab}(t, x)
\]

\[
+ i \int_{x'} [B_{ab}(t, x), \frac{N}{2\pi} |\epsilon^{0cdde}| \frac{1}{2} \partial_0 \partial_0 A_c (t, x')] \chi(t, x') \partial_0 (t, x')
\]

\[
= B_{ab} + \partial_a \partial_b \chi
\]

\[
A_a(t, x) \rightarrow A_a(t, x)
\]

\[
+ i \int_{x'} [A_a(t, x), \frac{N}{2\pi} |\epsilon^{0abde}| \partial_0 B_{bc} (t, x')] \chi_b(t, x') \partial_0 (t, x')
\]

\[
= A_a + \epsilon_{abc} \partial_c \chi_a
\]

\[
\sum_a \chi_a = 0 \tag{13}
\]

1 In case the reader is interested, a previous version of this work [41] was written up using \(Z\) and \(X\) fields instead, which are more closely connected to the Pauli operators \(Z\) and \(X\).
where the brackets \( [\cdots, \cdots] \) are evaluated using Eq. (4) written in terms of \( A \) and \( B \) fields:

\[
[A_a(t, \mathbf{x}), B_{bc}(t, \mathbf{x}')] = \frac{2\pi i}{N} \epsilon_{0abc} \delta^3(\mathbf{x} - \mathbf{x}')
\]  

(14)

A constraint on \( \zeta_a \) (Eq. (13)) is imposed since it does not reduce the generality of the gauge transformation, and because it will be needed to fulfill the constraint on \( A_{0,a} \) (Eq. (10)) under its gauge transformation (Eq. (15)). The transformation of the fields \( (A_a \text{ and } B_{bc}) \) corresponds to conjugating the lattice operators \( (\hat{Z}_{\mathbf{x},a} \text{ and } \hat{X}_{\mathbf{x},d}) \) by the terms in the Hamiltonian \( (\hat{A}_n^{(c)} \text{ and } \hat{O}_n^c) \) at the positions where \( \zeta_a(t, \mathbf{x}') \) and \( \chi(t, \mathbf{x}') \) are nonzero: e.g. \( \hat{Z}_{\mathbf{x},a} \rightarrow \hat{A}_n^{(c)\dagger} \hat{Z}_{\mathbf{x},a} \hat{A}_n^{(c)} \). The gauge invariance is a direct result of the fact that the terms in \( \hat{H}_{X\text{-cube}} \) (Eq. (1)) commute with each other. For example, \( I^0 \) and \( J^{0,a} \) are invariant under the above transformation because \( I^0 \) and \( J^{0,a} \) commute (i.e. \( [I^0(t, \mathbf{x}), J^{0,a}(t, \mathbf{x}')] = 0 \)), and \( I^0 \) and \( J^{0,a} \) commute because \( \hat{O} \) and \( \hat{A}^{(a)} \) commute.

To derive how \( A_{0,a} \) and \( B_0 \) transform, the above gauge transformations can be inserted into \( L_{X\text{-cube}} \) (Eq. (9)), and \( A_{0,a} \) and \( B_0 \) can be solved for to find:

\[
A_{0,a} \rightarrow A_{0,a} + \partial_0 \zeta_a \\
B_0 \rightarrow B_0 + \partial_0 \chi
\]  

(15)

Finally, in order for the coupling of the gauge fields \( (A \text{ and } B) \) to the currents \( (I \text{ and } J) \) in \( L_{X\text{-cube}} \) (Eq. (9)) to be gauge invariant, the currents must obey the following constraint:

\[
\partial_0 I^0 - \frac{1}{2} \partial^a \partial_0 J^{ab} = 0 \\
\forall_a : \partial_0 J^{0,a} + \epsilon^{0abc} \partial_c J^{bc} = 0
\]  

(16)

where the “\( \forall_a \)” means that we don’t sum over \( a \) in the last equation, which specifies three separate constraints. These are generalized charge conservation constraints (analogous to Eq. (A16) for BF theory), which encode the movement restrictions of the fracton current \( I \) and dimension-1 particle current \( J \).

**Example Currents**

A single stationary fracton at the origin is simply described by

\[
I^0 = \delta(x)\delta(y)\delta(z) \\
I^{ab} = 0
\]  

(17)

where \( \delta(x) \) is the Dirac delta function. However, the current source \((I)\) describing the creation of fractons is more exotic. Eq. (16) allows four fractons to be created at \( t = 0 \) and \( \mathbf{x} = (\pm \ell, \pm \ell, 0) \), forming a fracton quadrupole, via the following current configuration

\[
I^0 = \sum_{\mu,\nu=\pm1} \mu \nu \theta(t)\delta(x-\mu \ell)\delta(y-\nu \ell)\delta(z) \\
I^{12} = \delta(t)\theta(x)\theta(\ell-x)\theta(\ell+y)\theta(\ell-y)\delta(z) \\
I^{23} = I^{13} = 0
\]  

(18)

where \( \theta(x) \) is the Heaviside step function:

\[
\theta(x) = \begin{cases} 
0 & x < 0 \\
1 & x \geq 0 
\end{cases}
\]

\( \partial_z \theta(x) = \delta(x) \)

\( I^{12} \) is nonzero on a square at time \( t = 0 \), which then creates four fractons \((I^0)\) at the corners for \( t > 0 \). This is analogous to the X-cube lattice model where fractons are created at the corners of membrane operators. The double derivative in \( \partial_a \partial_0 I^{ab} \) in Eq. (16) is the reason why fractons are created at corners of membrane operators in the field theory (instead of at the ends of string operators as is typically the case). Physically, \( I^{ab} \) is can be regarded as a fracton dipole current; see Fig. 2.

A \( z \)-axis dimension-1 particle at the origin is repre-
sented by
\[ J^{0:1} = -J^{0:2} = \delta(x)\delta(y)\delta(z) \]
\[ J^{0:3} = J^a = 0 \]

This is similar to the lattice model where a z-axis particle excites the $A^{(1)}$ and $A^{(2)}$ operators. The z-axis particle can only move in the z direction. This motion is described by
\[ J^{0:1} = -J^{0:2} = \delta(x)\delta(y)\delta(z - vt) \]
\[ J^3 = v\delta(x)\delta(y)\delta(z - vt) \]
\[ J^{0:3} = J^1 = J^2 = 0 \]

More generally, an $a$-axis particle at the origin is given by
\[ x^a\text{-axis dim-1 particle:} \]
\[ J^{0:b} = \sum_c \epsilon_{abc}\delta(x)\delta(y)\delta(z) \]
\[ J^b = 0 \]

If both an $x$-axis and $y$-axis dimension-1 particle are at the origin, then this is equivalent to a z-axis antiparticle:
\[ J^{0:b} = \sum_{a=1,2} \sum_{c=1,2,3} \epsilon_{abc}\delta(x)\delta(y)\delta(z) \]
\[ = -\epsilon_{03bc}\delta(x)\delta(y)\delta(z) \]
\[ J^b = 0 \]

The first line in Eq. (22) is Eq. (21) summed over $a = 1, 2$; this corresponds to the presence of both an $x$-axis and a $y$-axis particle. The second line shows that this is equivalent to the negation of Eq. (21) with $a = 3$, which corresponds to just a single $z$-axis antiparticle. (This fusion rule can also be understood from the lattice operators.)

**B. “Braiding” Statistics**

If no additional excitations are created, isolated fractons are immobile and isolated dimension-1 particles can only move along straight lines. However, when we consider braiding statistics of topological excitations, we are allowed to create additional excitations. For example, to measure a flux in $Z_2$ toric code we imagine 1) creating two $Z_2$ charges, 2) moving one of the charges around the flux, and then 3) annihilating the two charges. We will find a slightly more exotic scenario for the “braiding” of X-cube excitations.

**Dimension-1 Particle “Braiding”**

As a first example, we will use our field theory description to demonstrate that in order to count the number of fractons (modulo $N$) within a cube, we can create dimension-1 particles and move them around the edges of the cube [39].

The fracton current $I$ that describes the presence of a single fracton at $x = 0$ is
\[ I^0 = \delta^3(x) \]
\[ I^{ab} = 0 \]

A solution to (11) to describe this (motionless) current is
\[ A_3 = \frac{2\pi}{N} \theta(x)\theta(y)\delta(z) \]
\[ A_{0:a} = A_1 = A_2 = 0 \]

Using Eq. (3), this can be interpreted as $\tilde{Z}_{x,3} \sim e^{2\pi i/N}$ (at the mean field level) on a square membrane with a corner at $x = 0$. Such a wavefunction can be obtained by acting on the ground state of the lattice model (Eq. (1)) by a product of $X_{x,3}$ operators on the membrane.

In order to obtain a nonzero braiding statistic with the fracton, we will consider a dimension-1 particle current
\[ J^a = 0 \]
\[ J^{0:1} = -J^{0:2} = \delta(x)\delta(y)\delta(z) \]
\[ J^{0:3} = J^a = 0 \]
J at time t = 0 around the corners of a cube of length 2ℓ (Fig. 3) which can be written as

\[ J^{0a} = 0 \]
\[ J^a = \epsilon^{abc} \frac{1}{2} \sum_{\mu,\nu = \pm 1} \delta(t) \mu \nu \theta(\ell + x^a) \theta(\ell - x^a) \delta(x^b - \mu \ell) \delta(x^c - \nu \ell) \]  

This current describes a dimension-1 particle which can only move in straight without creating any additional excitations. In this current configuration, twelve different dimension-1 particles are created so that the edges of a cube are traced out. (And indeed, these currents satisfy the constraints in Eq. (16).)

Although we won’t need them, there are a couple nice solutions to (11) to describe the current J:

\[ B_{ab} = -\frac{2\pi}{N} \int_{-\infty}^{t} |\epsilon_{abc}| J^c dt \]
\[ B_0 = 0 \]

which is trivial to integrate since the integral just replaces the \( \delta(t) \) in \( J^a \) by \( \theta(t) \). Another gauge equivalent solution is

\[ B_0 = \frac{2\pi}{N} \delta(t) \prod_a \theta(\ell + x^a) \theta(\ell - x^a) \]
\[ B_{ab} = 0 \]

where \( B_0 \) is nonzero only inside the cube.

We can now evaluate the action \( \int L_{X \text{-cube}} \) (Eq. (9)) for this configuration. Since the equations of motion for \( I^0 \) and \( J^{0a} \) are satisfied, the Lagrangian simplifies:

\[ L = \frac{N}{2\pi} |\epsilon^{abc}| \frac{1}{2} B_{ab} \partial_0 A_c - A_a J^a - B_{ab} \frac{1}{2} I^{ab} \]
\[ = -A_a J^a \]
\[ \int_{t,x} L = -\frac{2\pi}{N} \]

The second line results because the first and third terms in the first line are zero since \( \partial_0 A_a = 0 \) (Eq. (23)) and \( I^{ab} = 0 \) (Eq. (17)). Plugging in the expressions for \( A_a \) and \( J^a \) gives the third line. The integrand is nonzero only where the red current and blue membrane intersect in Fig. 3. Thus, the presence of a fracton in the cube is detected by “braiding” dimension-1 particles around the edges of a cube.

Fracton “Braiding”

As a second example, we show how the presence of a dimension-1 particle can be detected by moving fractons around it. [11]
The membrane consists of four squares, which each create fractons at the corners which cancel out with the fractons generated by neighboring squares. From the $X$ and $Z$ commutation relations (Eq. (2)), this operator will rotate the expectation value of $Z$. Using Eq. (3) and (8) to relate $Z$ to $A$, and the equations of motion for $I^{ab}$ (Eq. (11)) to shift $A_c$ via the $\partial_0A_c$ term in Eq. (11), we find the following fracton current:

$$I^{a3} = \epsilon_{0ab3} \frac{\delta(t)\theta(x^a + \ell)\theta(x^a - \ell)}{\delta(x^b + \ell) - \delta(x^b - \ell)} \theta(z + \ell)\theta(z - \ell)$$

$$I^{12} = I^0 = 0$$

$I^{a3}$ is nonzero in the blue regions of Fig. 4a.

It may seem surprising that the fracton current $I^{ab}$ (Eq. (31)) is nonzero on a membrane, even though we are trying to describe the movement of two point-like fractons. However, as explained in Fig. 3, this is due to the fact that fractons are created at corners of membrane operators, which implies that a membrane operator (or membrane current) is required to move a pair of fractons. This is manifested in the conservation law (copied below) by the second derivative in the second term:

$$\partial_0 I^0 - \frac{1}{2} \partial_a \partial_b I^{ab} = 0$$

Thus, $I^{ab}$ is best regarded as a fracton dipole current.

In order to understand why we must consider a fracton dipole current in the field theory, let us define a new quantity $\hat{I}^a$, which we’ll call the fracton flow, in terms of the fracton current $I$:

$$\hat{I}^0 = I^0$$

$$\hat{I}^a = -\frac{1}{2} \partial_b I^{ab}$$

Unlike the fracton current ($I$), the fracton flow $\hat{I}^a$ equations of motion obey the usual current conservation law:

$$\partial_\alpha \hat{I}^\alpha \text{ EqM} = 0$$

The fracton flow (green in Fig. 4) corresponds to the more intuitive notion of net movement of fractons. However, on a closed manifold the fracton flow does not uniquely specify the fracton current ($I$), nor is it sufficient to calculate the resulting phase from a braiding process. For example, Fig. 4b shows a different current configuration, which results in the same fracton flow but a different phase factor: on a 3D torus, there is no reason to prefer one current configuration over the other. Thus, the current $I^{ab}$ carries some additional information: fractons can only move by exchanging fracton dipoles (Fig. 2), and $I^{ab}$ specifies where the dipole current occurs.

Although we won’t need them, $I$ (Eq. (31)) has a couple of nice field configuration solutions:

$$A_a = \frac{2\pi}{N} \int_{-\infty}^t |\epsilon_{0abc}| \frac{1}{2} I^{bc} dt$$

$$A_{0,a} = 0$$

Another gauge equivalent solution is

$$A_{0,3} = -\frac{2\pi}{N} \delta(t) \prod_a \theta(\ell + x^a)\theta(\ell - x^a)$$

$$A_{0,1} = A_{0,2} = A_a = 0$$

which is nonzero inside the cube.

We can now evaluate the action $\int L_{X-cube}$ (Eq. (9)) for this configuration. Making use of the equations of motion for $I^0$ and $J^{0,a}$ and the fact that $\partial_0 B_{ab} = J^c = 0$ for our current configuration, we find:

$$L = \frac{N}{2\pi} \int |\epsilon_{0abc}| \frac{1}{2} B_{ab} \partial_0 A_c - A_a J^a - B_{ab} \frac{1}{2} I^{ab}$$

$$\int_{L_{X-cube}} = + \frac{2\pi}{N}$$

Thus, the presence of a dimension-1 particle in the cube is detected by moving a pair of fractons around the top and bottom edges of the cube. A more detailed analysis would show that this motion of fractons actually counts the difference in the number of $x$-axis and $y$-axis dimension-1 particles inside the cube.

C. Minimal Coupling to Matter

In this section we will show how the X-cube Hamiltonian (Eq. (1)) and field theory (Eq. (9)) can be coupled to matter, which is related to the gauging procedures introduced in Ref. [5, 14]. We will leave further study of these models to future work. See Appendix A2, for an analogous treatment for toric code and BF theory in 2+1D.

In the lattice model, matter can be introduced by introducing $Z_N$ fracton matter operators $\hat{\tau}_X^{a}$ at the centers of the cubes and three dimension-1 matter operators $\hat{\sigma}_{X,a}^{a}$ ($a = 1, 2, 3$) on the sites of the cubic lattice. The fracton operator $\hat{\sigma}_X^{a}$ and and dimension-1 particle operator $\hat{A}_X^{a}$ are multiplied by $\hat{\tau}_X^{a}$ and $\hat{\sigma}_{X,a}^{a}$, respectively. We also introduce hopping terms $\hat{J}_X^{a}$ and $\hat{C}_X^{a}$ for the fracton and dimension-1 matter, respectively (Fig. 5). The Hamiltonian with this matter coupling is

$$\hat{H}_{X-cube} = -\sum_x \left[ \hat{\tau}_X^{a} \hat{\sigma}_X^{a} + \sum_a (\hat{\sigma}_{X,a}^{a} \hat{A}_X^{a} + \hat{C}_X^{a} + \hat{J}_X^{a}) \right] + h.c.$$
\( \hat{\tau}_x \) and \( \hat{\sigma}_{x,a} \) are \( Z_N \) fracton and dimension-1 matter number operators, and “h.c.” denotes the addition of the Hermitian conjugate of the preceding operators.

If \( h \) and/or \( h' \) is small, then the \( A \) and/or \( B \) gauge fields are “Higgsed”, and \( \hat{H}_{X\text{-cube}}^{\text{coupled}} \) is in a trivial phase with no topological order. This occurs because the Wilson and ‘t Hooft loop operators (Fig. 6), which describe the ground state degeneracy, don’t commute with the \( \hat{F} \) and \( \hat{C} \) operators, respectively. When \( h \) and \( h' \) are large, the matter has a large mass gap and has no effect on the phase.

The fracton matter hopping operator (\( \hat{F} \)) hops fracton matter (i.e. excitations of \( \hat{\tau}_x \)) with the same mobility constraints as the fracton excitations in the original X-cube model (Eq. (1)). For example, it can create four fractons from the vacuum, or it can move a fracton dipole along a plane as fracton dipoles are dimension-2 particles. Similarly, the dimension-1 matter hopping operator (\( \hat{C} \)) hops dimension-1 matter (i.e. excitations of \( \hat{\sigma}_x \)) along straight lines. Thus, \( \hat{\tau}_x \) and \( \hat{\sigma}_{x,a} \) are analogous to the \( \hat{O} \) and \( \hat{A}^{(a)} \) operators, respectively, in the X-cube model without explicit matter coupling (Eq. (1)). In the X-cube model, the mobility constraints of the fracton and dimension-1 particle excitations was robust; i.e. stable to arbitrary local perturbations. If we were to consider the matter content of \( \hat{H}_{X\text{-cube}}^{\text{coupled}} \) (Eq. (37)) in the absence of the gauge fields \( A \) and \( B \), then the mobility constraints of the matter would instead be enforced by subdimensional symmetries.

We can describe the same physics in the field theory by introducing 2\( \pi \)-periodic (i.e., \( 2\pi \) vortices are allowed) matter fields \( \theta_a \) and \( \phi \). The simplest way to systematically construct a gauge invariant Lagrangian is to first define currents \( j \) and \( i \) (not to be confused with \( j \) and \( i \) in Eq. (6)) equal to \(-v^2A\) and \(-w^2B\), respectively, and then apply a gauge transformation (Eq. (12) and (15)) with \( \zeta_a = -\theta_a \) and \( \chi = -\phi \):

\[
\begin{align*}
  j_{0,a} &= v^2 (\partial_0 \theta_a - A_{0,a}) \\
  j_a &= v^2 \left( \sum_{bc} e^{abc} \partial_a \theta_c + A_a \right) \\
  i_0 &= w^2 (\partial_0 \phi - B_0) \\
  i_{ab} &= w^2 (\partial_a \partial_b \phi - B_{ab})
\end{align*}
\]

where \( i_{ab} \) is off-diagonal and symmetric, and \( v \) and \( w \) are coupling constants. We can now define a Lagrangian for the matter fields:

\[
L_{X\text{-cube}}^{\text{coupled}} = L_{X\text{-cube}} + \sum_a \frac{1}{2v^2} [(j_{0,a})^2 - (j_a)^2] + \frac{1}{2w^2} \left[ (i_0)^2 - \sum_{a \neq b} \frac{1}{2} (i_{ab})^2 \right]
\]

\[
\sum_a \theta_a = 0
\]

where we have imposed a local constraint on \( \theta_a \), analogous to the local constraint placed on \( A_{0,a} \) (Eq. (10)). (Without the constraint, \( \theta \) would have a trivial local symmetry \( \theta_a(t,x) \rightarrow \tilde{\chi}(t,x) \).)

The advantage of this construction is that the Lagrangian is gauge invariant as long as \( \theta \) and \( \phi \) transform as

\[
\begin{align*}
  \theta_a(t,x) &\rightarrow \theta_a(t,x) + \zeta_a(t,x) \\
  \phi(t,x) &\rightarrow \phi(t,x) + \chi(t,x)
\end{align*}
\]

This construction also guarantees that the equations of motion for \( \theta \) and \( \phi \) imply that the matter currents \( j \) and \( i \) obey the mobility (or generalized charge conservation) constraints in Eq. (16).

Note that before \( \phi \) is coupled to the gauge field \( B \) (e.g. set \( B = 0 \) in \( L_{X\text{-cube}}^{\text{coupled}} \)), \( \phi \) has a subdimensional symmetry

\[
\phi(t,x) \rightarrow \phi(t,x) + \sum_a \tilde{\chi}_a(x^a)
\]

where \( \tilde{\chi}_a \) is time independent and depends on only a single spatial coordinate \( x^a \). \( \phi \) is analogous to \( \hat{\tau}_x \)

\[4\] Note, in this work we are writing all Lagrangians in real time for consistency; in imaginary time two signs will flip in Eq. (39) so that \( L_{X\text{-cube}}^{\text{coupled}} \) is positive definite.
(in Eq. (37)) and describes the fracton matter where the subdimensional symmetry (Eq. (42)) protects the fracton mobility constraints. Gauging \( \phi \) then promotes the subdimensional symmetry to a local symmetry (Eq. (41)).

Similarly, before \( \theta \) is coupled to the gauge field \( A \), \( \theta \) also has a subdimensional symmetry

\[
\theta_a(t, x) \rightarrow \theta_a(t, x) + \sum_b \tilde{\phi}_b(x^b) - 3\tilde{\phi}_a(x^a) \tag{43}
\]

where \( \tilde{\phi}_a \) only depends on \( x^a \). \( \theta \) is analogous to \( \tilde{\phi} \) (in Eq. (37)) and describes the dimension-1 matter where the subdimensional symmetry (Eq. (43)) protects the dimension-1 particle mobility constraints. Gauging \( \theta \) promotes the subdimensional symmetry to a local symmetry (Eq. (41)).

Alternatively, we can couple the X-cube field theory to a complex-valued scalar field \( \Phi \), which describes the fracton matter, by introducing amplitude components to \( \phi \); i.e. \( \Phi = |\Phi| e^{i\phi} \). (A treatment of the dimension-1 matter (\( \theta_a \)) is omitted since it is more involved due to the constraint Eq. (40).) The phase of \( \Phi \) transforms accordingly under gauge (Eq. (41)) and subdimensional symmetry (Eq. (42)) transformations. The matter currents generalize to \(^5\)

\[
\tilde{\pi}_0 = w(\partial_0 - iB_0)\Phi \\
\tilde{\pi}_{ab} = \Phi(\partial_a\partial_b + B_{ab})\Phi - \partial_a\Phi\partial_b\Phi
\]

The Lagrangian takes a similar form

\[
L_{\text{X-cube}}^\text{coupled} = L_{\text{X-cube}} + \frac{1}{2w^2} \left[ \tilde{\pi}_0^2 - \sum_{a \neq b} \frac{1}{2} \tilde{\pi}_{ab}^2 \right] - \mu (|\Phi|^2 - w^2)^2
\]

When \( \mu \) is large, \( \Phi \approx w e^{i\phi} \) and we reproduce Eq. (39) (aside from the omission of the dimension-1 matter (\( \theta_a \)).

**D. Subconformal Invariance**

The Lagrangians for BF theory in 2+1D (Eq. (A1)) and 3+1D (Eq. (B1)) are topologically invariant (Appendix A 3). (That is, they are invariant under smooth spacetime transformations, which preserve the topology of the spacetime manifold.) As a result, the ground state degeneracy only depends on the topology of the spatial manifold, and the braiding statistics only depend

\[ \text{on the topology of the paths of the particle (and string) excitations. However, the ground state degeneracy of the X-cube model depends on the system size, and the dimension-1 particles aren’t even allowed to move in all directions. Thus, a field theory of the X-cube model can not be topologically invariant since even rotation symmetry is broken. Nevertheless, in this section we will show that our X-cube field theory (Eq. (9)) is invariant under a certain subgroup of the conformal group of spacetime transformations, which we will refer to as the subconformal group. (The conformal group is the group of spacetime transformations that preserves angles.)}

Specifically, the X-cube field theory is invariant under the following spacetime transformation:

\[
t \rightarrow \tilde{t}(t) \tag{46}
\]
\[
x \rightarrow \tilde{x}(x) \tag{46}
\]
\[
y \rightarrow \tilde{y}(y) \tag{46}
\]
\[
z \rightarrow \tilde{z}(z) \tag{46}
\]

where \( \tilde{t}(t) \), \( \tilde{x}(x) \), \( \tilde{y}(y) \), and \( \tilde{z}(z) \) are smooth and monotonic. Note that each spacetime component transforms independently of every other component. This is necessary due to the physics of dimension-1 particles which can only move in straight lines: the spacetime transformation is not allowed to bend or distort the spatial geometry. The fields transform as usual (i.e. the same as in BF theory (Appendix A 3) given the transformation Eq. (46)), except for the fact that indices following a semicolon do not transform:

\[
A_{0;a}(x^\mu) \rightarrow \tilde{A}_{0;a}(x^\mu) = \frac{d\tilde{t}}{dt} A_{0;a}(\tilde{x}^\mu(x')) \tag{47}
\]
\[
A_a(x^\mu) \rightarrow \tilde{A}_a(x^\mu) = \frac{d\tilde{x}^a}{dx^a} A_a(\tilde{x}(x')) \tag{47}
\]
\[
B_0(x^\mu) \rightarrow \tilde{B}_0(x^\mu) = \frac{d\tilde{t}}{dt} B_0(\tilde{x}^\mu(x')) \tag{47}
\]
\[
B_{ab}(x^\mu) \rightarrow \tilde{B}_{ab}(x^\mu) = \frac{d\tilde{x}^a}{dx^a} \frac{d\tilde{x}^b}{dx^b} B_{ab}(\tilde{x}(x')) \tag{47}
\]
\[
J^0:a(x^\mu) \rightarrow \tilde{J}^0:a(\tilde{x}(x')) = \frac{d\tilde{x}^a}{dx^a} \frac{d\tilde{t}}{dt} J^0:a(\tilde{x}(x')) \tag{47}
\]
\[
J^a(x^\mu) \rightarrow \tilde{J}^a(x^\mu) = \frac{d\tilde{x}^a}{dx^a} \frac{d\tilde{t}}{dt} J^a(x^\mu) \tag{47}
\]

It is then simple to see that the action \( \int L_{\text{X-cube}} \) (Eq. (9)) is invariant under the above transformation.

**E. Robust Degeneracy**

The ground state degeneracy of the X-cube model is robust in the sense that generic local perturbations
to the Hamiltonian or Lagrangian do not split the degeneracy. (More precisely, on a finite system the degeneracy splitting is exponentially small in system size.) However, the degeneracy is not topological in the sense that the degeneracy depends on more than the topology of the spatial manifold: a fact that we will explore further in Sec. II. On a torus, the degeneracy is exponentially large with the lengths of the torus. In this section, we explain how to calculate the ground state degeneracy of the X-cube model and its field theory. We also express the degeneracy in terms of an integral (Eq. (63)), which is invariant under the subconformal transformation (Sec. I D).

**Lattice Model Degeneracy on a 3D Torus**

First, we will explain how the degeneracy of the X-cube lattice model can be understood in terms of nonlocal qubit operators on an $L_1 \times L_2 \times L_3$. (Other derivations of the degeneracy are given in [11, 38, 40].) Similar to toric code, the X-cube model also has noncontractible loop operators (Fig. 6):

\[
\hat{W}_{x,3,1} = \prod_z \hat{Z}_{x,y,z,3} \quad \hat{T}_{x,3,1} = \prod_y \hat{X}_{x,y,z,3} \quad (48)
\]

\[
\hat{W}_{y,3,2} = \prod_z \hat{Z}_{x,y,z,3} \quad \hat{T}_{y,3,2} = \prod_x \hat{X}_{x,y,z,3}
\]

where $\hat{W}$ and $\hat{T}$ correspond to moving a dimension-1 particle and a fracton dipole around the torus, respectively. These operators are placed on the blue and red colored links, respectively. The loop operators are parameterized by a coordinate. For example, for each $x$ there is a $\hat{W}_{x,3,1}$ operator; changing $x$ moves the loop operator along the blue line at the bottom. Modulo the redundancy in Eq. (50), these operators are the nonlocal qubits which act on the degenerate ground state manifold of the X-cube model (Eq. (1)).

and similar for $\hat{W}_{y,1,2}$, etc. We can define new loop operators without this redundancy:

\[
\check{W}_{x,3,1} = \hat{W}_{x,3,1} \quad \check{W}_{y,3,2} = \hat{W}_{y,3,2} \quad (51)
\]

\[
\text{and ignore } \check{W}_{\bar{y},3,2} \text{ and } \check{T}_{\bar{y},3,2}
\]

and similar for $\check{W}_{y,1,2}$, etc. If we use $\hat{W}'$ instead of $\hat{W}$, and ignore $\check{W}_{\bar{y},3,2}$ and $\check{T}_{\bar{y},3,2}$, then the only nontrivial commutation relations are

\[
\check{T}_{x,3,1} \check{W}'_{x',3,1} = \omega^{\delta x-x'} \check{W}'_{x',3,1} \check{T}_{x,3,1} \quad (52)
\]

\[
\check{T}_{y,3,2} \check{W}'_{y',3,2} = \omega^{\delta y-y'} \check{W}'_{y',3,2} \check{T}_{y,3,2}
\]

and similar for $\check{W}_{y,1,2}$, etc. Therefore, we have $(L_1 + L_2 - 1) + (L_2 + L_3 - 1) + (L_3 + L_1 - 1) = 2L_1 + 2L_2 + 2L_3 - 3$ independent pairs of conjugate $Z_N$ operators that commute with the X-cube Hamiltonian (Eq. (1)). The degeneracy is therefore

\[
\text{degen} = N^{2L_1+2L_2+2L_3-3} \quad (53)
\]

**Field Theory Degeneracy on a Torus**

Now we want to calculate the ground state degeneracy of the X-cube field theory on an $l^1 \times l^2 \times l^3$ torus. (The superscripts in $l^a$ are spatial indices, not exponents.) However, now the lengths $l^a$ have units of length and are no longer integers.
To understand how to deal with this issue, let us first consider the example of a stack of $L_3$ layers of $Z_N$ toric codes. The degeneracy on an $L_1 \times L_2 \times L_3$ torus is $N^{2L_3}$. A natural field theory for this model is the 2+1D BF theory (Eq. (A1)) with an extra dimension in the $z$ direction:

$$L_{\text{BF stack}} = \frac{N}{2\pi} \sum_{\alpha\beta\gamma=0,1,2} e^{i\beta\gamma} B_\alpha(t, x, y, z) \partial_\beta A_\gamma(t, x, y, z)$$

(54)

Note that there is no $z$ derivative $\partial_z$; each layer is decoupled. Since the $z$ direction is continuous in the field theory, the ground state degeneracy on a torus appears to be infinite. However, if impose a UV cutoff length $l$, then the degeneracy is finite:

$$\text{degen} \sim N^{2L_3/l}$$

(55)

for a torus of length $l^1 \times l^2 \times l^3$. This is the degeneracy because the effective number of layers is $L_3 \sim l^3/l$ and the lattice model degeneracy is $N^{2L_3}$. (Recall that $l^3$ is not a cube; it’s the $z$ component of $l$.) Thus, the UV cutoff allows us to calculate a finite degeneracy.

With this in mind, we can now understand the degeneracy of the X-cube field theory (Eq. (9)) on an $l^1 \times l^2 \times l^3$ torus. Integrating over $A_{0a}$ and $B_0$ enforces a zero fracton and dimension-1 particle constraint: $l^0 = J^{0a} = 0$ (where $l^0$ and $J^{0a}$ are given by their equations of motion Eq. (11)). Modulo gauge redundancy (Eq. (12)), on an $l^1 \times l^2 \times l^3$ torus the solutions to these constraints can be written as

$$A_a(t, x) = |e^{0abc}| \delta(x^a - x^a) q_{ab}(t, x^b)$$

(56)

$$B_{ab}(t, x) = |\epsilon_{0abc}| \delta(x^a - x^b) \left[ p^{ca}(t, x^a) - \frac{1 - \epsilon_{0abc}}{2} \delta(x^a - x^a) \int x^a p^{ca}(t, \tilde{x}^a) \right] (a \leftrightarrow b)$$

$$q_{ab}(t, x^b) = p^{ab}(t, \tilde{x}^b) = 0 \quad \text{if} \quad \epsilon_{0abc} = -1$$

(57)

where $q_{ab}(t, x^b)$ and $p^{ab}(t, x^b)$ describe the topological contribution. The second two lines are accounting for the redundancy described in Eq. (50). Without this correction, the action (Eq. (61)) would contain additional unwanted terms. $p^{ab}$ and $q_{ab}$ are closely connected to $\hat{W}'$ and $\hat{T}$ in Eq. (51) and (48):

$$\hat{W}'_{x,3,1}(t) = \prod_y X_{x,y,z} \sim \exp(i \int B_{12}(t, x, y, z)) = e^{i p_{31}(t, x)}$$

In a different gauge, $A_a$ and $B_{ab}$ can also be written as

$$A_a(t, x) = |e^{0abc}| q_{ab}(t, x^b)/l^a$$

(59)

$$B_{ab}(t, x) = |\epsilon_{0abc}| \left[ p^{ca}(t, x^a) - \frac{1 - \epsilon_{0abc}}{2} \int x^a p^{ca}(t, \tilde{x}^a)/l^a \right]$$

$$\int x^b q_{ab}(t, x^b) = \int x^b p^{ab}(t, x^b) = 0 \quad \text{if} \quad \epsilon_{0abc} = -1$$

(60)

This choice makes $A_a$ and $B_{ab}$ more smooth by removing the delta functions, but is less closely connected to $\hat{W}'$ and $\hat{T}$.

If we insert either Eq. (56) or (59) into the action $\int L_{\text{X-cube}}$ (Eq. (9)), we find

$$\int_{t, x} L = \frac{N}{2\pi} |\epsilon_{0abc}| \int_{t, x^b} p^{ab}(t, x^b) \partial_0 q_{ab}(t, x^b)$$

(61)

With a UV cutoff $a$, this action describes $2l^1/l + 2l^2/l + 2l^3/l - 3$ qubits ($\hat{W}'$ and $\hat{T}$). The $-3$ comes from the three pairs of constraints in Eq. (57) or (60). Thus, the field theory has the following ground state degeneracy

$$\text{degen} \sim N^{2l^1/l + 2l^2/l + 2l^3/l - 3}$$

(62)

which is consistent with the X-cube lattice model degeneracy (Eq. (53)).

Note that this expression for the degeneracy can be made subconformally invariant (Sec.1D) if we generalize it to an integral:

$$\log_N \text{degen} \sim -3 + \sum_{bcd} \int_{x^d} | \epsilon^{0bcd} | / |l^{[c,d]}(x^d)|$$

(63)

where we now allow the cutoff $a^d(x^d)$ to be position and direction dependent. This integral is only appropriate for a flat $l^1 \times l^2 \times l^3$ torus. A more general expression (which we leave to future work) is necessary for curved spaces (Sec. II). Under the subconformal transformation, the cutoff transforms as (using the notation of Sec.1D):

$$a^b(x^b) \rightarrow \tilde{a}^b(x^b) = \frac{d a^b}{d \tilde{x}^b} a^b(x^b)$$

(64)

---

6 This degeneracy is stable to perturbations since on a finite lattice the degeneracy is only lifted at order $\sim \min(L_x, L_y)$ and therefore the energy splitting is exponentially small with system size.
II. ROBUST DEGENERACY VIA LATTICE CURVATURE

For toric code and BF theory on a manifold without a boundary, the ground state degeneracy only depends on the topology of the manifold. However, as reviewed in the previous section, the degeneracy of the X-cube model on a torus depends on the size of the torus, which is a geometric (not topological) property. Since the topology of the spatial manifold is insufficient to determine the ground state degeneracy, it is plausible that a manifold with nontrivial topology may not even be necessary for a ground state degeneracy. Indeed, in this section we will demonstrate that the X-cube model can have a stable ground state degeneracy on a manifold with trivial topology! We will focus on lattice models in this section and leave a field theory description to future work. For simplicity, we take $N = 2$ here, so that $\hat{Z} = \hat{Z}^\dagger$ and $\hat{X} = \hat{X}^\dagger$, which makes it easier to generalize the X-cube model to more complicated lattices.

We will consider examples of a curved lattices with angular defects (Fig. 7a-b). Fig. 7c-d shows an instructive example of a 2D lattice with angular defects with an important property: there are “straight loops” (green in figure). These loops are straight in the sense that they can be traversed by dimension-1 particles. In Fig. 8 we now show the 3D lattice example of interest: a cubic lattice with angular defects around the edges of a rectangular torus. Importantly, the lattice has straight loops (blue in figure) which can be traversed by dimension-1 particles. When $N = 2$, the lattice has ground state degeneracy $2^2$ due to the two pairs of red and blue loop operators (analogous to the operators in Fig. 6). Since the topology of the lattice is trivial (its topology is the same as the original cubic lattice), the degeneracy is a result of the geometry of the lattice, not the topology! The degeneracy is robust in the sense that if perturbations are added, the energy splitting is exponentially small in the size of the torus-shaped (green in figure) curved region. The degeneracy can also be made exponentially large by adding more layers. Fig. 8 only adds a single layer of links (green in figure); if $\ell$ layers are added (e.g. Fig. 7c-d has 3 layers), then the degeneracy is $2^{2\ell}$ (when $N = 2$).

Some of the cubes in Fig. 8 have been split into two

---

7 This can be shown using degenerate perturbation theory, which will have to generate a large loop operator around the torus at a large perturbative order.
3-cells. (Links, plaquettes, and cubes are examples of 1, 2, and 3-cells.) Thus, for each of these cubes, the original fracton operator \( \hat{O} \) (Fig. 1) in the Hamiltonian \( \hat{H}_{X\text{-cube}} \) (Eq. (1)), must be replaced by two new operators (one for each new 3-cell), which are each a product of \( \hat{Z} \) operators on the links on the edge of the 3-cell. Also, vertex operators \( \hat{A}^{(v)} \) will need to be added to \( \hat{H}_{X\text{-cube}} \) at the new vertices (where the black and green lines intersect in Fig. 8a). (Recall that we’re only considering \( N = 2 \) so that \( \hat{Z} = \hat{Z}^\dagger \) and \( \hat{X} = \hat{X}^\dagger \), and thus we don’t need to worry about which operators require complex conjugation.)

### III. CONCLUSION

In this work we have exemplified a generic method to derive a quantum field theory from either certain exactly solvable lattice models or from a charge density (e.g. Eq. (A7), (5), or (B4)). We used the method to derive a quantum field theory (Eq. (9)) for the X-cube model \([38]\) of fracton topological order in Sec. I. Consistent with our expectations, the field theory is not topologically invariant, but is instead only invariant under a subgroup of the conformal group (Sec. ID). We demonstrated that the constrained mobility of the particle excitations is enforced by the generalized charge conservation laws (Eq. (16)), and how the braiding statistics and ground state degeneracy are described by the field theory. We also gave examples of how the X-cube Hamiltonian and field theory can be coupled to matter fields.

A natural future direction would be to derive more field theories for other fracton models. This could be done by applying our methods to different charge densities. Some possibilities were attempted in Appendix C. Unfortunately, in this work we only rule out certain simple possibilities. For example, we find that when the \( U(1) \) scalar charge fracton phase \([21, 23]\) is “Higgsed” down to \( Z_Y \), that the fractons in the \( U(1) \) theory become mobile (and thus not fractons) in the \( Z_Y \) theory. Alternatively, one could generalize our formalism to allow for more fields as in Chern-Simons theory with a K-matrix. Or a field theory for non-abelian fracton order \([6]\) could be derived.

We have shown that the X-cube model has a field theory description. However, there are many other exactly solvable fracton lattice models \([5, 6, 9, 11, 17, 38]\), and it is not clear if all fracton phases admit a field theory description. In particular, it is not easy to imagine how a fractal-type fracton order, such as Haah’s code \([9]\), could be described by a field theory.

The dependence of ground state degeneracy on the topology of a spatial manifold has been studied in detail for liquid topological orders using topological quantum fields theories. In Sec. II we used a specific example to demonstrate that spatial curvature can induce a stable ground state degeneracy on a manifold with trivial topology for the X-cube model. An interesting direction would be to find a general description of how the ground state degeneracy of the X-cube model and other non-liquid topological orders depends on the geometry of the lattice or manifold. It is not clear if a lattice model, our field theory, or some other mathematical description would be ideal to describe this.
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Appendix A: BF theory in 2+1D

1. Derivation

In this appendix we review how BF theory [36] in 2+1 spacetime dimensions can be systematically derived from its lattice model, toric code [35]. In Appendix B, we will also review the derivation for BF theory in 3+1D.

Z_N BF theory is a TQFT with Z_N topological order and is described by the following Lagrangian:

\[ L_{BF} = \frac{N}{2\pi} \epsilon^{\alpha \beta \gamma} B_{\alpha} \partial_\beta A_\gamma - A_\alpha J^\alpha - B_\alpha I^\alpha \]  

(1A)

where summation over the spacetime indices \( \alpha, \beta, \gamma = 0, 1, 2 \) is implied (greek letters will denote spacetime indices where 0, 1, 2 correspond to the \( t, x, y \) directions); \( A_\alpha(t, x, y) \) and \( B_\alpha(t, x, y) \) are 1-form gauge fields; and \( I^\alpha \) and \( J^\alpha \) are the charge and flux currents. BF theory in 2+1D is a special case of abelian Chern-Simons theory and \( K_2+1D \) is a special case of abelian Chern-Simons theory with a particular \( K \)-matrix [34].

\[ L_{CS} = \frac{1}{4\pi} K_{ij} \epsilon^{\alpha \beta \gamma} A_{i\alpha} \partial_\beta A_{j\gamma} - A_{i\alpha} J^\alpha \]  

(2A)

\[ K = \begin{pmatrix} 0 & N \\ N & 0 \end{pmatrix} \]

BF theory in 2+1D has a lattice description given by \( Z_N \) Kitaev toric code [35]:

\[ \hat{H}_{\text{toric}} = - \sum_x (\hat{B}_x + \hat{B}_x^\dagger) - \sum_x (\hat{A}_x + \hat{A}_x^\dagger) \]  

(3A)

\[ \hat{B}_{x,y} = \hat{Z}_{x+1,y}/2 \hat{Z}_{x,y}/2 \hat{Z}_{x,y+1}/2 \hat{Z}_{x,y}, \hat{A}_{x,y} = \hat{X}_{x,y}/2 \hat{X}_{x,y}/2 \hat{X}_{x+1,y}/2 \hat{X}_{x,y-1,2} \]  

(4A)

where \( x = (x, y) \) denotes the spatial coordinates. The \( \hat{Z} \) and \( \hat{X} \) are \( Z_N \) generalizations of Pauli operators and are defined in Eq. (2). \( \hat{B} = e^{2\pi i/N} \) is the flux operator, where \( n \) is the number of flux excitations module \( N \). Similarly, \( \hat{A} \) is the charge operator. (Fig. 9)

In order to connect the lattice model to the field theory, we will write the lattice operators in terms of fields \( Z \) and \( X \):

\[ \hat{Z}_{x,a}(t) = e^{+it\hat{H}} \hat{Z}_{x,a} e^{-it\hat{H}} \]  

(5A)

\[ \hat{X}_{x,a}(t) \sim \exp\left(i \int_a \right) \]  

\[ \hat{B}_x(t) \sim \exp\left(2\pi i \int \right) \]  

\[ \hat{A}_x(t) \sim \exp\left(2\pi i \int \right) \]

where \( a = 1, 2 \) is a spatial index (roman letters \( a, b, c, d \ldots \) are used to denote spatial indices). \( i^\alpha \) and
\[ \dot{\mathcal{B}} = \sum_{x} \left[ \frac{N}{2\pi} i^0 \partial_b Z_c \right] \]

\[ \dot{\mathcal{A}} = \sum_{x} \left[ \frac{N}{2\pi} \partial_b X^b \right] \]

where \( \dot{\mathcal{A}} \) and \( \dot{\mathcal{B}} \) are lattice discretizations of \( i^0 \) and \( j^0 \). Note that \( i^0 \) and \( j^0 \) commute (i.e. \( [i^0(t,x), j^0(t,x')] = 0 \)) via the bracket in Eq. (A6) since \( \dot{\mathcal{B}} \) and \( \dot{\mathcal{A}} \) commute (i.e. \[ [\dot{\mathcal{B}}_{x,y}, \dot{\mathcal{A}}_{x',y'}] = \dot{\mathcal{B}}_{x,y} \dot{\mathcal{A}}_{x',y'} - \dot{\mathcal{A}}_{x',y'} \dot{\mathcal{B}}_{x,y} = 0 \]).

We can now write down the Lagrangian description of the degenerate ground state manifold:

\[ \mathcal{L}_{BF} = \frac{N}{2\pi} X^a \partial_0 Z_a + \frac{N}{2\pi} \epsilon^{abc} \partial_b Z_c + Z_0 \frac{N}{2\pi} \partial_b X^b \]

\[ - Z_0 j^0 - Z_0 j^a - X_0 \epsilon^{a0} - X^a i_a \quad (A8) \]

The first term describes the commutation relation of \( X^a \) and \( Z_a \) (Eq. (2)). The second and third terms impose the equations of motion for the charge and flux densities (Eq. (A7)), where \( Z_0 \) and \( X_0 \) are introduced as Lagrange multipliers. The final four terms are generic couplings of the fields (\( Z \) and \( X \)) to the current sources (\( j \) and \( i \)).

If we make the following field redefinitions, then \( \mathcal{L}_{BF} \) (Eq. (A8)) will take the form of the BF theory Lagrangian \( \mathcal{L}_{BF} \) (Eq. (A1)):

\[ A_a = Z_a \quad J^a = j^a \]

\[ B_0 = X_0 \quad I^0 = i^0 \]

\[ B_a = -\epsilon_{a0b} X^b \quad I^a = -\epsilon^{a0b} i_b \]

Strictly speaking, \( \mathcal{L}_{BF} \) (Eq. (A8)) and \( \mathcal{L}_{BF} \) (Eq. (A1)) describe the same theory; however \( \mathcal{L}_{BF} \) is a much nicer way of writing this theory as it makes the topological invariance more explicit.

The equations of motion are now

\[ I^a \quad \mathcal{E} = \frac{N}{2\pi} \epsilon^{abc} \partial_b A \gamma \]

\[ J^a \quad \mathcal{E} = \frac{N}{2\pi} \epsilon^{abc} \partial_b B \gamma \]

The gauge invariance can be systematically derived as follows:

\[ A_a(t,x) \rightarrow A_a(t,x) + \epsilon^{abc} \partial_b \zeta(t,x) \]

\[ B_a(t,x) \rightarrow B_a(t,x) + \partial_a \zeta(t,x) \]

where the brackets \( [\cdot, \cdot, \cdot] \) are evaluated using Eq. (A6) written in terms of \( A \) and \( B \):

\[ [A_a(t,x), B_b(t,x')] = \frac{2\pi}{N} \epsilon_{0ab} \delta^2(x-x') \]

The transformation of the fields \( (A_a, B_b) \) corresponds to conjugating the lattice operators \( (\hat{Z}_{x,c}, \hat{X}_{x,d}) \) by the terms in the Hamiltonian \( (\hat{A}_{x',c}, \hat{B}_{x',d}) \) at the positions where \( \zeta(t,x') \) and \( \chi(t,x') \) are nonzero:
e.g. \( \hat{Z}_{x,c} \rightarrow \hat{A}_{x}^{I}, \hat{Z}_{x,c}^{I}\hat{A}_{x}^{I} \). This derivation shows that this gauge invariance is a direct result of the fact that the terms in \( \hat{H}_{\text{toric}} \) (Eq. (A3)) commute with each other. For example, \( I^0 \) and \( J^0 \) are invariant under the above transformation because \( I^0 \) and \( J^0 \) commute (i.e. \( [I^0(t, x), J^0(t, x')] = 0 \)), and \( I^0 \) and \( J^0 \) commute because \( \hat{B} \) and \( \hat{A} \) commute.

To derive how \( A_0 \) and \( B_0 \) transform, the above gauge transformations can be inserted into \( L_{\text{BF}} \) (Eq. (A1)), and \( A_0 \) and \( B_0 \) can be solved for to find:

\[
A_0 \rightarrow A_0 + \partial_0 \zeta \\
B_0 \rightarrow B_0 + \partial_0 \chi
\]  

(A14)

The complete gauge transformation therefore takes the standard form:

\[
A_\alpha \rightarrow A_\alpha + \partial_\alpha \zeta \\
B_\alpha \rightarrow B_\alpha + \partial_\alpha \chi
\]  

(A15)

Finally, in order for the coupling of the gauge fields \( (A \) and \( B) \) to the currents \( (I \) and \( J) \) in \( L_{\text{BF}} \) (Eq. (A1)) to be gauge invariant, the currents must obey the usual charge conservation constraint:

\[
\partial_\alpha I^\alpha = \partial_\alpha J^\alpha = 0
\]  

(A16)

2. Minimal Coupling to Matter

In this section we briefly review how toric code and BF theory can be minimally coupled to bosonic matter with a \( Z_N \) global symmetry that carries charge. In the lattice model, this can be done by introducing \( Z_N \) operators \( \hat{\sigma}^\mu \) on the sites of the lattice, multiplying the charge operator \( \hat{A}_x \) by \( \hat{\sigma}^x \), and introducing a hopping term \( \hat{C}^{(a)}_x \) for the matter (Fig. 10):

\[
\hat{H}_{\text{toric}} = -\sum_x \left( \hat{B}_x + \hat{\sigma}^x \hat{A}_x + \sum_a \hat{C}^{(a)}_x + h \hat{\sigma}^x \right) + \text{h.c.}
\]

(A17)

where \( \hat{\sigma}^x \) is a unit vector in the \( x \)-direction, and “h.c.” denotes the addition of the Hermitian conjugate of the preceding operators. Matter that carries flux can also be introduced in a similar way by introducing operators \( \hat{\sigma}^\mu \) at the centers of plaquettes. \( \hat{C}^{(a)}_x \) is a \( Z_N \) Ising coupling which has been coupled to the gauge field \( \hat{Z}_{x,a} \). \( \hat{\sigma}^x \) is a \( Z_N \) matter number operator.

Note that \( \hat{B}, \hat{A}, \) and \( \hat{C} \) commute. When \( h \) is small, \( \hat{H}^{\text{coupled}}_{\text{toric}} \) is Higgsed and is in a trivial phase with no topological order. This occurs because the ’t Hooft loop operator (Fig. 11), which describes the ground state degeneracy, doesn’t commute with \( \hat{C} \). When \( h \) is large, the matter has a large mass gap and has no effect on the phase.

![Fig. 10. \( \hat{\sigma}^x_a \hat{A}_x \) and \( \hat{C}^{(a)}_x \) operators of the toric code model (Eq. (A17)) after coupling to \( \hat{\sigma}^a \) matter.](image)

We can describe the same physics in the field theory by introducing a \( 2\pi \)-periodic (i.e. vortices of are allowed) matter field \( \theta \). The simplest way to systematically construct a gauge invariant Lagrangian is to start with a \( \hat{\sigma}^\mu A^\mu \) term, where \( v \) is a coupling constant, and then apply a gauge transformation (Eq. (A15)) with \( \zeta = -\theta \):

\[
L_{\text{BF}}^{\text{coupled}} = L_{\text{BF}} + \frac{v^2}{2} (\partial_\alpha \theta - A^\alpha)^2
\]

(A18)

where \( j^\alpha \) (not to be confused with \( j \) in Eq. (A8)) is the charge current of \( \theta \). The Lagrangian is gauge invariant as long as \( \theta \) transforms as

\[
\theta(x^\mu) \rightarrow \theta(x^\mu) + \zeta(x^\mu)
\]  

(A19)

under the gauge transformation (Eq. (A15)). Note that before \( \theta \) is coupled to the gauge field \( A \) (e.g. set \( A = 0 \) in \( L_{\text{BF}}^{\text{coupled}} \)), \( \theta \) has a global symmetry \( \theta(v(x^\mu)) \rightarrow \theta(x^\mu) + \tilde{\zeta} \) with constant \( \tilde{\zeta} \), which is then promoted to a local symmetry (Eq. (A19)) when coupled to the gauge field \( A \). The equation of motion for \( \theta \) implies that its charge is conserved (Eq. (A16)):

\[
0 = \partial_\alpha v^2 (\partial^\alpha \theta - A^\alpha)
\]

Similar to the lattice model, the phase is Higgsed for large \( v \), and is topologically ordered for small \( v \).

Alternatively, we can couple BF theory to a complex-valued scalar field \( \Theta \):

\[
L_{\text{BF}}^{\text{coupled}'} = \frac{1}{2} |(\partial_\alpha - i A^\alpha)\Theta|^2 - \lambda (|\Theta|^2 - v^2)^2
\]  

(A20)

When \( \lambda \) is large, \( \Theta \) in Eq. (A18) can be viewed as the phase part of \( \Theta \) with constant magnitude (or vacuum expectation value) \( |\Theta| \approx v \); i.e. \( \Theta \approx ve^{i\phi} \).
3. Topological Invariance

In this section we quickly review one of the hallmarks of BF theory: its topological invariance. The topological invariance can be seen explicitly when the BF theory action is written in terms of differential forms:

\[ S_{\text{BF}} = \frac{N}{2\pi} \int B \wedge dA - A \wedge J - B \wedge I \quad (A21) \]

where \( A \) and \( B \) are 1-forms and \( J \) and \( I \) are 2-forms. The action is topologically invariant because it is invariant under smooth spacetime transformations: \( x^\alpha \rightarrow \tilde{x}^\alpha(x^\mu) \). When written in components, this transformation can be formalized as follows \(^8\):

\[ A_\alpha(x^\mu) \rightarrow \tilde{A}_\alpha(x^\mu) = \frac{d\tilde{x}^\delta}{dx^\alpha} A_\delta(\tilde{x}^\mu(x^\nu)) \quad (A22) \]

\[ \epsilon_{\alpha\beta\gamma} J^\gamma(x^\mu) \rightarrow \epsilon_{\tilde{\alpha}\tilde{\beta}\tilde{\gamma}} \tilde{J}^\tilde{\gamma}(\tilde{x}^\mu) = \frac{d\tilde{x}^\delta}{dx^\alpha} \frac{d\tilde{x}^\beta}{dx^\beta} \epsilon_{\tilde{\alpha}\tilde{\beta}\tilde{\gamma}} \tilde{J}^\tilde{\gamma}(\tilde{x}^\mu) \quad (A23) \]

It is straightforward to show that the action is invariant under the transformation:

\[ S_{\text{BF}}[A, B, I, J] = S_{\text{BF}}[\tilde{A}, \tilde{B}, \tilde{I}, \tilde{J}] \quad (A24) \]

which is the condition for topological invariance.

4. Topological Degeneracy

We will now review how the topological degeneracy can be derived \([34, 44, 45]\).

It is useful to expand the Lagrangian:

\[ L_{\text{BF}} = \frac{N}{2\pi} \epsilon^{abc} B_a \partial_b A_c \]

\[ + B_0 \int \epsilon^{abc} \partial_b A_c + A_0 \int \epsilon^{ab0} \partial_a B_b \]

\[ + \int B \wedge dA - A \wedge J - B \wedge I \]

Integrating over \( A_0 \) and \( B_0 \) enforces a zero charge and flux constraint: \( I^0 = J^0 = 0 \).

On an \( l^1 \times l^2 \) torus (the superscripts here are spatial indices), solutions to the zero charge and flux constraints can be written as:

\[ A_\alpha(t, x) = q_\alpha(t)/l^0 + \partial_\alpha \zeta(t, x) \quad (A26) \]

\[ B_\alpha(t, x) = \epsilon_{ab0} p^a(t)/l^0 + \partial_\alpha \chi(t, x) \]

where we have factorized out the gauge redundant parts \( \zeta \) and \( \chi \) so that \( q_\alpha \) and \( p^a \) describe only the topological contribution \(^9\). (In this work, we use a semicolon to indicate that the indices following the semicolon do not transform under spacetime transformations.) Inserting this back into \( \int L_{\text{BF}} \) gives

\[ \int L = \frac{N}{2\pi} \int \epsilon^{\alpha\beta\gamma} \partial_\alpha q_\beta ; 0 \quad (A27) \]

This is then identified with the action describing two \( Z_N \) qubits with a Hamiltonian equal to zero \([44, 45]\), and therefore the ground state degeneracy is \( N^2 \).

A noncontractible Wilson loop operator \( \tilde{W}_1 \) in the \( x \) direction takes the following form (Fig. 11):

\[ \tilde{W}_1(t) = \prod_x \tilde{Z}_{x, \tilde{y}, 1}(t) \sim \exp \left( i \int_x Z_1(t, x, \tilde{y}) \right) = e^{iq_1(t)} \quad (A28) \]

where \( \tilde{y} \) is arbitrary and the last equation is obtained by plugging in Eq. (A26). Similarly, a noncontractible ’t Hooft loop operator \( \tilde{T}_2 \) in the \( y \) direction takes the form:

\[ \tilde{T}_1(t) = \prod_y \tilde{X}_{x, y, 1}(t) \sim \exp \left( i \int_y X_1(t, x, y) \right) = e^{ip_1(t)} \quad (A29) \]

Similarly, \( \tilde{W}_2(t) \sim e^{iq_2(t)} \) and \( \tilde{T}_2(t) \sim e^{ip_2(t)} \). Thus, we can explicitly see the connection between \( q_\alpha \) and \( p^a \) and the \( Z_N \) qubits (\( \tilde{W}_a \) and \( \tilde{T}_a \)) of the toric code model describing the ground state degeneracy.

Appendix B: BF Theory in 3+1D

In this appendix we review how BF theory \([36, 44]\) in 3+1D can be systematically derived from its lattice

\(^8\) Eq. (A22) assumes that the spacetime transformation is orientation preserving. If the orientation is flipped (i.e. if the Jacobian matrix \( d\tilde{x}^a/dx^\alpha \) has negative determinant), then the following transformation should also be applied: \( B_0 \rightarrow -B_0 \) and \( J^\alpha \rightarrow -J^\alpha \).

\(^9\) In a different gauge, Eq. (A26) can also be written as \( Z_a = \delta(x^a)q_a(t) \) and \( X^a = \epsilon^{ab0}(x^a)p^b(t) \).
operators as exponents of fields:
\[ \hat{Z}_{x,a}(t) \sim \exp \left( i \int_{a}^{t} Z_{a}(t,x) \right) \]
\[ \hat{X}_{x,a}(t) \sim \exp \left( i \int_{a}^{b} X_{a}(t,x) \right) \]
\[ \hat{B}_{x}^{(b)}(t) \sim \exp \left( \frac{2\pi i}{N} \int_{b}^{c} t^{0b}(t,x) \right) \]
\[ \hat{A}_{x}(t) \sim \exp \left( \frac{2\pi i}{N} \int_{a}^{b} t^{0}(t,x) \right) \]

The integrals integrate over small regions near \( x \). Specifically: \( \int_{a}^{b} \) is an integral across the link that \( \hat{Z}_{x,a} \) lives on; \( \int_{a}^{b} \) integrates over the dual plaquette that is orthogonal to the link that \( \hat{X}_{x,a} \) lives on; \( \int_{b}^{c} \) integrates over the plaquette that \( \hat{B}_{x}^{(b)} \) is centered on; and \( \int_{a}^{b} \) integrates over the dual cube that is centered at the vertex that \( \hat{A}_{x} \) is centered on.

Using Eq. (B3), the flux and charge densities \( t^{0b} \) and \( j^{0} \) can be read off from Eq. (B2):
\[ \dot{t}^{0b} \text{ EoM} = \frac{N}{2\pi} \epsilon^{abcd} \partial_{c} Z_{d} \]
\[ \dot{j}^{0} \text{ EoM} = \frac{N}{2\pi} \partial_{b} X^{b} \]

The Lagrangian is therefore:
\[ \tilde{L}_{\text{BF}}^{3+1D} = \frac{N}{2\pi} X^{a} \partial_{b} Z_{a} + X^{0b} \frac{N}{2\pi} \epsilon^{abcd} \partial_{c} Z_{d} + Z_{0} \frac{N}{2\pi} \partial_{b} X^{b} - Z_{0} j^{a} - Z_{a} j^{a} - X^{0b} \dot{t}^{0b} - X^{a} \dot{i}_{a} \]

where \( Z_{0} \) and \( X_{0b} \) were introduced as Lagrange multipliers.

With the following field redefinitions, \( \tilde{L}_{\text{BF}}^{3+1D} \) (Eq. (B5)) will take the form of the standard BF theory Lagrangian \( L_{\text{BF}}^{3+1D} \) (Eq. (B1)):
\[ A_{a} = Z_{a} \]
\[ J^{a} = j^{a} \]
\[ B_{0a} = -B_{a0} = X_{0a} \]
\[ \dot{f}^{0a} = -f^{ad} i_{d} = i_{0a} \]
\[ B_{ab} = \epsilon_{abc} X^{c} \]
\[ \dot{f}^{ab} = \epsilon^{abc} i_{c} \]

Appendix C: New Models?

Similar to the gapless \( U(1) \) fracton theories [21, 23], a \( Z_{N} \) fracton theory can also be uniquely defined by a charge density equation. It therefore seems worthwhile to determine what happens when the \( U(1) \) fracton theories are “Higgsed” down to \( Z_{N} \). We will show that in the scalar charge theory, “Higgsing” down to \( Z_{N} \) will make the fractons mobile. We also briefly study the traceless scalar charge and vector charge theories.

The \( Z_{N} \) version of the scalar charge theory does not have fractons. In the \( U(1) \) scalar charge theory, the
fracton density is $\rho = \partial_a \partial_b E^{ab}$ [21, 23]. $E^{ab} = E^{ba}$ is symmetric (and could be called $\frac{N}{2\pi} X^{ab}$ in the notation used in this work). Now consider the following electric field string:

$$E^{ab} = x \theta(x) \theta(\ell - x) \delta(y) \delta(z) \delta_1^a \delta_1^b$$

(C1)

This field creates the following charges:

- charges at $x = 0$:
  $$\int_{-\epsilon}^{\epsilon} \rho' \, dx = +1$$  \hspace{1cm} (C2)

- charges at $x = \ell$:
  $$\int_{\ell - \epsilon}^{\ell + \epsilon} \rho' \, dx = -1$$

- dipoles at $x = 0$:
  $$\int_{-\epsilon}^{\epsilon} \rho' \, dx = 0$$

- dipoles at $x = \ell$:
  $$\int_{\ell - \epsilon}^{\ell + \epsilon} (x - \ell) \rho' \, dx = \ell$$

where $\rho' = \int_{-\epsilon}^{\epsilon} dy \int_{-\epsilon}^{\epsilon} dz \rho$

In the $U(1)$ theory, the $\ell$ dipoles at the end of the string would cost an energy $\sim \ell$, which confines this kind of string excitation. However, in a $Z_N$ theory, $N$ dipoles is equivalent to zero dipoles. Therefore, a string of length $\ell = N$ only creates a pair of charges at the ends of the string. The existence of this string implies that the charges are mobile, and are therefore not fractons.

In addition to the scalar charge theory, we have also investigated the $Z_N$ version of the traceless scalar charge theory (with $\rho = \partial_a \partial_b E^{ab}$, $E^{ab} = E^{ba}$, and $\sum_a E^{aa} = 0$), and vector charge theory (with $\rho^a = \partial_b E^{ab}$ and $E^{ab} = E^{ba}$) [21, 23]. Unfortunately, according to our computer calculations\(^\text{10}\) on finite $L \times L \times L$ periodic lattices with $L \leq 12$, all theories have a complicated degeneracy which depends on $L$ module $N$:

| model                      | $N$ divides $L$ | $N$ doesn’t divide $L$ |
|----------------------------|-----------------|-------------------------|
| scalar charge              | $N^{12}$        | $N^6$                   |
| traceless scalar charge    | $N^{15}$ (*)    | $N^5$                   |
| vector charge              | $N^{22}$ if $N = 2$ | $N^{18}$ if $N \neq 2$ |
|                            | $N^6$           | $N^6$                   |

\(^\text{(*) if } N = 2, \text{ then } \text{degen} = N^{12} \text{ if } L/2 \text{ is odd}\)

The lattice models were obtained by discretizing $\rho$ and $B$ from [21, 23] in terms of $X$ and $Z$ operators on a cubic lattice. [46] This complicated degeneracy dependence on system size suggests that these theories may be complicated and very different from their $U(1)$ versions. For example, these models may not have any subdimensional particle excitations and the scalar charge models could be in the same phase as multiple copies of $Z_N$ 3+1D toric code, which has degeneracy $N^3$. We will leave further study of these models to future work.

\(^\text{10 We used [46], which implements a method equivalent to the method described in Appendix B of [11].}\)