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ABSTRACT. We get the computable error bounds for generalized Cornish-Fisher expansions for quantiles of statistics provided that the computable error bounds for Edgeworth-Chebyshev type expansions for distributions of these statistics are known. The results are illustrated by examples.

1. INTRODUCTION AND MAIN RESULTS

In statistical inference it is of fundamental importance to obtain the sampling distribution of statistics. However, we often encounter situations, where the exact distribution cannot be obtained in closed form, or even if it is obtained, it might be of little use because of its complexity. One practical way of getting around the problem is to provide reasonable approximations of the distribution function and its quantiles, along with extra information on their possible errors. It can be made with help of Edgeworth–Chebyshev and Cornish–Fisher type expansions. Recently the interest for Cornish–Fisher type expansions stirred up because of intensive study of VaR (Value at Risk) models in financial mathematics and financial risk management (see, e.g. [14] and [15]).

Mainly, it is studied the asymptotic behavior of the expansions mentioned above. It means that accuracy of approximation for distribution of statistics or its quantiles is given as $O(\cdot)$, that is in the form of order with respect to some parameter(s) (usually, w.r.t. $n$ as a number of observations and/or $p$ as dimension of observations). In this paper we construct non-asymptotic error bounds, in other words – computable error bounds, for Cornish–Fisher type expansions, that is for an error of approximation we prove upper bounds with closed-form dependence on $n$ and/or $p$ and, perhaps, on some moment characteristics of observations. We get these bounds under condition that similar non-asymptotic results are already known for accuracy of approximation of distributions of statistics by Edgeworth–Chebyshev type expansions.

Let $X$ be a univariate random variable with a continuous distribution function $F$. For $\alpha : 0 < \alpha < 1$, there exists $x$ such that $F(x) = \alpha$.

Key words and phrases. computable bounds, non-asymptotic results, Cornish-Fisher expansions.

This work was supported by RSCF grant No. 141100364.
which is called the (lower) $100\alpha\%$ point of $F$. If $F$ is strictly increasing, the inverse function $F^{-1}(\cdot)$ is well defined and the $100\alpha\%$ point is uniquely determined. We also speak of “quantiles” without reference to particular values of $\alpha$ meaning the values given by $F^{-1}(\cdot)$. Even in the general case, when $F(x)$ is not necessarily continuous nor is it strictly increasing, we can define its inverse function by formula

$$F^{-1}(u) = \inf\{x; F(x) > u\}.$$ 

This is a right-continuous nondecreasing function defined on the interval $(0, 1)$ and $F(x_0) \geq u_0$ if $x_0 = F^{-1}(u_0)$.

Let $F_n(x)$ be a sequence of distribution functions and let each $F_n$ admit the Edgeworth-Chebyshev type expansion (ECE) in the powers of $\epsilon = n^{-1/2}$ or $n^{-1}$:

$$F_n(x) = G_{k,n}(x) + R_k(x) \text{ with } R_k(x) = O(\epsilon^k) \text{ and }$$

$$G_{k,n}(x) = G(x) + \{ea_1(x) + \cdots + \epsilon^{k-1}a_{k-1}(x)\}g(x),$$

where $g(x)$ is a density function of the limiting distribution function $G(x)$. An important approach to the problem of approximating the quantiles of $F_n$ is to use their asymptotic relation to those of $G$'s. Let $x$ and $u$ be the corresponding quantiles of $F_n$ and $G$, respectively. Then we have

$$F_n(x) = G(u).$$

Write $x(u)$ and $u(x)$ to denote the solutions of (2) for $x$ in terms of $u$ and $u$ in terms of $x$, respectively [i.e. $u(x) = G^{-1}(F_n(x))$ and $x(u) = F_n^{-1}(G(u))]$. Then we can use the ECE (1) to obtain formal solutions $x(u)$ and $u(x)$ in the form

$$x(u) = u + \epsilon b_1(u) + \epsilon^2 b_2(u) + \cdots$$

and

$$u(x) = x + \epsilon c_1(x) + \epsilon^2 c_2(x) + \cdots.$$ 

Cornish and Fisher in [3] and [6] obtained the first few terms of these expansions when $G$ is the standard normal distribution function (i.e., $G = \Phi$). Both [3] and [4] are called the Cornish–Fisher expansions, (CFE). Concerning CFE for random variables obeying limit laws from the family of Pearson distributions see, e.g., [1]. Hill and Davis in [13] gave a general algorithm for obtaining each term of CFE when $G$ is an analytic function.

Usually the CFE are applied in the following form with $k = 1, 2$ or $3$:

$$x_k(u) = u + \sum_{j=1}^{k-1} \epsilon^j b_j(u) + \hat{R}_k(u) \text{ with } \hat{R}_k(u) = O(\epsilon^k).$$
It is known (see, e.g., [13]) how to find the explicit expressions for \( b_1(u) \) and \( b_2(u) \) as soon as we have (1). By Taylor’s expansions for \( G, g, \) and \( a_1, \) we obtain
\[
\begin{align*}
b_1 &= -a_1(u), \\
b_2 &= \frac{1}{2}(g'(u)/g(u))a_1^2(u) - a_2(u) + a_1'(u)a_1(u),
\end{align*}
\]provided that \( g \) and \( a_1 \) are smooth enough functions.

In the following Theorems we show how \( x_k(u) \) from (5) could be expressed in terms of \( u. \) Moreover, we show what kind of bounds we can get for \( \hat{R}_k(x) \) as soon as we have some bounds for \( R_k(x) \) from (1).

**Theorem 1.** Suppose that for the distribution function of a statistic \( U \) we have
\[
F(x) \equiv \Pr\{U \leq x\} = G(x) + R_1(x),
\]where for remainder term \( R_1(x) \) there exists a constant \( c_1 \) such that
\[|R_1(x)| \leq d_1 \equiv c_1 \epsilon.\]Let \( x_\alpha \) and \( u_\alpha \) be the upper \( 100\alpha\% \) points of \( F \) and \( G \) respectively, that is
\[
\Pr\{U \leq x_\alpha\} = G(u_\alpha) = 1 - \alpha.
\]Then for any \( \alpha \) such that \( 1 - c_1 \epsilon > \alpha > c_1 \epsilon > 0 \) we have
(i): \( u_{\alpha + d_1} \leq x_\alpha \leq u_{\alpha - d_1}. \)
(ii): \( |x_\alpha - u_\alpha| \leq c_1 \epsilon / g(u_\alpha) \), where \( g \) is the density function of the limiting distribution \( G \) and
\[
g(u_\alpha) = \min_{u \in [u_{\alpha + d_1}, u_{\alpha - d_1}]} g(u).
\]

**Theorem 2.** In the notation of Theorem 1 we assume that
\[
F(x) \equiv \Pr\{U \leq x\} = G(x) + \epsilon g(x)a(x) + R_2(x),
\]where for remainder term \( R_2(x) \) there exists a constant \( c_2 \) such that
\[|R_2(x)| \leq d_2 \equiv c_2 \epsilon^2.\]Let \( T = T(u) \) be a monotone increasing transform such that
\[
\Pr\{T(U) \leq x\} = G(x) + \hat{R}_2(x) \quad \text{with} \quad |\hat{R}_2(x)| \leq \hat{d}_2 \equiv \tilde{c}_2 \epsilon^2.
\]Let \( \hat{x}_\alpha \) and \( \hat{u}_\alpha \) be the upper \( 100\alpha\% \) points of \( \Pr\{T(U) \leq x\} \) and \( G, \) respectively. Then for any \( \alpha \) such that
\[1 - \tilde{c}_2 \epsilon^2 > \alpha > \tilde{c}_2 \epsilon^2 > 0,
\]we have
\[
|\hat{x}_\alpha - u_\alpha| \leq \tilde{c}_2 \epsilon^2 / g(u_\alpha),
\]where
\[
g(u_\alpha) = \min_{u \in [u_{\alpha + d_2}, u_{\alpha - d_2}]} g(u).
\]
Theorem 3. We use the notation of Theorem 2. Let $b(x)$ be a function inverse to $T$, i.e., $b(T(x)) = x$. Then $x_\alpha = b(\tilde{x}_\alpha)$ and for $\alpha$ such that $1 - \tilde{c}2^2 > \alpha > \tilde{c}2^2$ we have

\begin{equation}
|x_\alpha - b(u_\alpha)| \leq \tilde{c}2 \frac{|b'(u^*)|}{g(u_{(2)})} \epsilon^2,
\end{equation}

where

\begin{equation}
|b'(u^*)| = \max_{u \in [u_{\alpha+}\tilde{d}_2,u_{\alpha-}\tilde{d}_2]} |b'(u)|.
\end{equation}

Moreover,\n
\begin{equation}
b(x) = x - \epsilon a(x) + O(\epsilon^2).
\end{equation}

Remark 1. The main assumption of the Theorems is that for distributions of statistics and for distributions of transformed statistics we have some approximations with computable error bounds. There are not many papers with this kind of non-asymptotic results because it requires technique which is different from the asymptotic results methods (cf., e.g., [10] and [20]). In series of papers [7], [8], [10], [11], [2], [16], [18], [19] we got non-asymptotic results for wide class of statistics including multivariate scale mixtures and MANOVA tests. We considered as well the case of high dimensions, that is the case when the dimension of observations and sample size are comparable. The results were included in the book [9]. See also [5].

Remark 2. The results of Theorems 1–3 could not be extended to the whole range of $\alpha \in (0,1)$. It follows from the fact that the Cornish-Fisher expansion does not converge uniformly in $0 < \alpha < 1$. See corresponding example in Section 2.5 of [12].

Remark 3. In Theorem 2 we required the existence of a monotone increasing transform $T(z)$ such that distribution of transformed statistic $T(U)$ is approximated by some limit distribution $G(x)$ in better way than the distribution of original statistic $U$. We call this transformation $T(z)$ the Bartlett type correction. See corresponding examples in Section 3.

Remark 4. According to (10) and (11) the function $b(u_\alpha)$ in Theorem 3 could be considered as an "asymptotic expansion" for $x_\alpha$ up to order $O(\epsilon^2)$.

2. Proofs of main results

Proof of Theorem 1. By the mean value theorem,

\[ |G(x_\alpha) - G(u_\alpha)| \geq |x_\alpha - u_\alpha| \min_{0 < \theta < 1} g(u_\alpha + \theta(x_\alpha - u_\alpha)). \]

From (7) and the definition of $x_\alpha$ and $u_\alpha$ in (8), we get

\[ |G(x_\alpha) - G(u_\alpha)| = |G(x_\alpha) - \Pr\{U \leq x_\alpha\}| \]

\[ = |R_1(x_\alpha)| \leq d_1. \]
Therefore,
\begin{equation}
|x_\alpha - u_\alpha| \leq \frac{d_1}{\min_{0<\theta<1} g(u_\alpha + \theta(x_\alpha - u_\alpha))}.
\end{equation}

On the other hand, it follows from (7) that
\[ G(x_\alpha) = 1 - \alpha - R_1(\alpha) \leq 1 - (\alpha - d_1) = G(u_\alpha - d_1). \]

This implies that \( x_\alpha \leq u_\alpha - d_1 \). Similarly, we have \( u_\alpha + d_1 \leq x_\alpha \). Therefore, we proved Theorem 1 (i).

It follows from Theorem 1 (i) that
\[ \min_{u \in [u_\alpha + d_1, u_\alpha - d_1]} g(u) \leq \min_{0<\theta<1} g(u_\alpha + \theta(x_\alpha - u_\alpha)). \]

Thus, using (12) we get statement of Theorem 1 (ii).

Proof of Theorem 2. It is easy to see that it is sufficient to apply Theorem 1 (ii) to the transformed statistic \( T(U) \).

Proof of Theorem 3. Using now (9) and the mean value theorem we obtain
\begin{equation}
\tilde{x}_\alpha - u_\alpha = b^{-1}(x_\alpha) - b^{-1}(b(u_\alpha)) = (b^{-1})'(x^*)(x_\alpha - b(u_\alpha)),
\end{equation}
where \( x^* \) is a point on the interval \( \{ \min\{x_\alpha, b(u_\alpha)\}, \max\{x_\alpha, b(u_\alpha)\} \} \).

By Theorem 1 (i) we have
\[ u_\alpha + \tilde{d}_2 \leq \tilde{x}_\alpha \leq u_\alpha - \tilde{d}_2. \]

Therefore, for \( x_\alpha = b(\tilde{x}_\alpha) \) we get
\begin{equation}
(\min\{b^{-1}(x_\alpha), u_\alpha\}, \max\{b^{-1}(x_\alpha), u_\alpha\}) \subseteq (u_\alpha + \tilde{d}_2, u_\alpha - \tilde{d}_2).
\end{equation}

Since by properties of derivatives of inverse functions
\[ (b^{-1})'(z) = 1 / b'(b^{-1}(z)) = 1 / b'(y) \]
for \( z = b(y) \), the relations (13) and (14) imply (10).

Representation (11) for \( b(x) \) follows from (6) and (10).

3. Examples

In [17] we gave sufficient conditions for transformation \( T(x) \) to be the Bartlett type correction (see Remark 3 above) for wide class of statistics \( U \) allowing the following representation
\begin{equation}
\Pr\{U \leq x\} = G_q(x) + \frac{1}{n} \sum_{j=0}^{k} a_j G_{q+2j}(x) + R_{2k},
\end{equation}
where \( R_{2k} = O(n^{-2}) \) and \( G_q(x) \) is the distribution function of chi-squared distribution with \( q \) degrees of freedom and coefficients \( a_j \)'s satisfy the relation \( \sum_{j=0}^{k} a_j = 0 \). Some examples of the statistic \( U \) are
as follows: for $k = 1$, the likelihood ratio test statistic; for $k = 2$, the Lawley-Hotelling trace criterion and the Bartlett-Nanda-Pillai trace criterion, which are test statistics for multivariate linear hypothesis under normality; for $k = 3$, the score test statistic and Hotelling’s $T^2$-statistic under nonnormality. The results of [17] were extended in [4] and [5].

In [10] we were interested in the null distribution of Hotelling’s generalized $T^2_0$ statistic defined by

$$T^2_0 = n \text{tr} S_h S_e^{-1},$$

where $S_h$ and $S_e$ are independently distributed as Wishart distributions $W_p(q, I_p)$ and $W_p(n, I_p)$ with identity operator $I_p$ in $\mathbb{R}^p$, respectively. In Theorem 4.1 (ii) in [10] we proved (15) for all $n \geq p$ with $k = 3$ and computable error bound:

$$|\Pr(T^2_0 \leq x) - G_r(x) - \frac{x}{4n}\{(q - p - 1)G_r(x) - 2qG_{r+2}(x) + (q + p + 1)G_{r+4}(x)\}| \leq \frac{c_{p,q}}{n^2},$$

where $r = pq$ and for constant $c_{p,q}$ we gave explicit formula with dependence on $p$ and $q$.

Therefore, according to [17] we can take in this case the Bartlett type correction $T(z)$ as

$$T(z) = \frac{a - 1}{2b} + \sqrt{\left(\frac{a - 1}{2b}\right)^2 + \frac{z}{b}},$$

where

$$a = \frac{1}{2n}p(q - p - 1),$$

$$b = \frac{1}{2n}p(q + p + 1)(q + 2) - 1.$$ 

It is clear that $T(z)$ is invertable and we can apply Theorem 3.

Other examples and numerical calculations and comparisons of approximation accuracy see in [4] and [5].

One more example is connected with sample correlation coefficient. Let $\vec{X} = (X_1, ..., X_n)^T$, and $\vec{Y} = (Y_1, ..., Y_n)^T$ be two vectors from an $n$-dimensional normal distribution $N(0, I_n)$ with zero mean, identity covariance matrix $I_n$ and the sample correlation coefficient $R = R(\vec{X}, \vec{Y}) = \frac{\sum_{k=1}^n X_k Y_k}{\sqrt{\sum_{k=1}^n X_k^2} \sqrt{\sum_{k=1}^n Y_k^2}}$.

In [2] it was proved for $n \geq 7$ and $N = n - 2.5$: 

$$\sup_x \left| \Pr \left( \sqrt{N} R \leq x \right) - \Phi(x) - \frac{x^3 \varphi(x)}{4N} \right| \leq \frac{B_n}{N^2},$$
with $B_n \leq 2.2$. It is easy to see that we can take $T(z)$ as the Bartlett type correction in the form $T(z) = z + z^3/(4N)$. Then the inverse function $b(z) = T^{-1}(z)$ is defined by formula

$$b(z) = \left(2Nz + \sqrt{(2Nz)^2 + (4N/3)^3}\right)^{1/3} - \left(-2Nz + \sqrt{(2Nz)^2 + (4N/3)^3}\right)^{1/3} = z - \frac{z^3}{4N} + \frac{3z^5}{16N^2} + O(N^{-3}).$$

Now we can apply Theorem 3.
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