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Abstract—In this paper, we focus on the ergodic downlink sum-rate performance of a system consisting of a set of heterogeneous users. We study three user selection schemes to group near-orthogonal users for simultaneous transmission. The first scheme is a random selection policy that achieves fairness, but does not exploit multi-user diversity. The second scheme is a greedy selection policy that fully exploits multi-user diversity, but does not achieve fairness, and the third scheme achieves fairness while partially exploiting multi-user diversity. We also consider two beamforming methods for data transmission, namely, maximum-ratio transmission and zero-forcing beamforming. In all scheduling schemes studied in the paper, there is a key parameter that controls the degrees of orthogonality of channel directions between co-scheduled users. We focus on optimally setting this parameter for each scheduling scheme such that the ergodic downlink sum-rate is maximized. To this end, we derive analytical expressions for the ergodic downlink sum-rate considering each scheduling scheme. Numerical results are also presented to provide further insights.
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I. INTRODUCTION

In the past decade, multi-user Multiple-Input Multiple-Output (MU-MIMO) systems have sparked a great deal of interest, and have become one of the foundation technologies for the next generation wireless communication networks such as LTE-Advanced [1]. In these systems, channel-dependent user selection refers to the process of selecting a subset of users according to their channel conditions to serve simultaneously on a time/frequency resource. The user selection problem is combinatorial in nature and obtaining the optimal scheduled user set requires an exhaustive search over all possible combinations of the users. However, the computational complexity of this exhaustive search is too high for most practical implementations.

It is well known that transmitting to a set of nearly orthogonal users is close to optimal in terms of sum-rate [2]. Therefore, many practical scheduling algorithms have been proposed in recent years that tradeoff performance for the reduction of complexity associated with user selection. The authors in [3] have categorized them into two frameworks, namely, the greedy scheduling framework and the opportunistic scheduling framework. In the greedy framework, the base station (BS) first selects a subset of users sequentially such that their channel directions are close to orthogonal. Beamforming vectors are then constructed based on the channel directions of the selected users. In the opportunistic framework, the BS first randomly constructs a number of mutually orthogonal beams, and then selects the users with the highest signal-to-interference-plus-noise-ratio (SINR) on each beam for communication [4], [5].

The earliest work on greedy user scheduling appeared in [6], where near-orthogonal users having the strongest channel magnitudes were selected to guarantee a high SINR and gain through multi-user diversity. The authors in [7] have shown that the semi-orthogonal user selection (SUS) scheme with zero-forcing beamforming (ZF-BF) achieves a sum-rate close to dirty paper coding (DPC) asymptotically as the number of users grows large. In these greedy scheduling schemes, there is an important parameter $\alpha \in [0, 1]$ that controls the degree of orthogonality between co-scheduled users’ channel directions, i.e., two users are considered to be near-orthogonal (hence can be co-scheduled together) if the inner product between their normalized channel vectors is less than $\alpha$. Choosing a suitable value for $\alpha$, which is the main focus of this paper, is known to be a difficult problem [8]–[12], as the optimal $\alpha$ that maximizes the ergodic sum-rate depends on the noise power, the number of users in the system, and the beamforming method used by the BS. If $\alpha$ is too small, the BS may not be able to find any co-scheduled users. On the other hand, if $\alpha$ is too large, severe inter-user interference may occur between the scheduled users due to poor orthogonality. Finding the optimal $\alpha$ that maximizes the ergodic downlink sum-rate is not straightforward. The uncertainty and difficulty of choosing an optimal $\alpha$ has in fact led to many alternative greedy user scheduling methods that avoid the necessity of $\alpha$ (e.g., [11]–[16]).

In order to find the optimal $\alpha$, an analytical expression of the exact ergodic sum-rate is required. Obtaining the exact ergodic sum-rate expression for the most general scenario is difficult. Therefore, previous works focusing on analyzing the ergodic sum-rate of semi-orthogonal users have either assumed that the number of users is large [2], [7], [10], [13], [17], [18], or the BS has only two transmit antennas (or alternatively, only schedule up to a pair of users) [16], [19], [20]. In particular, the authors in [20] have considered a two transmit antenna system, and analyzed the ergodic sum-rate of the SUS scheme with ZF-BF.

In all of the aforementioned works, the scheduling algorithms are designed and analyzed with the assumption that users are homogeneous, i.e., the large-scale fading gain value (may alternatively referred to as the path loss in the paper)
of each user is equal to one. Our work is mainly different from these works as we consider a more practical setup where the path loss (PL) values between each user and the BS are different. Recently, analysis on the ergodic sum-rate of semi-orthogonal users considering the heterogeneous user setting can be found in [21], [23]. In [21], the authors have derived the sum-rate scaling law of the SUS scheme with ZF-BF, as the number of users grows large. In [23], the authors have extended the result to a more general PL model. In this heterogeneous user setting, we focus on finding the optimal $\alpha$ that maximizes the ergodic downlink sum-rate.

Similar to [20], we also assume that the BS has two transmit antennas for analytical tractability\(^1\) (the two antenna configuration is also supported in practice, for example, transmission modes 2-9 in LTE [1]). We consider three different schemes to schedule the heterogeneous users. In the first scheme, the users are selected randomly regardless of their channel magnitudes, as long as their channel directions are near-orthogonal. In this scheme, fairness is naturally achieved, however, since the users are selected without considering their channel magnitudes, multi-user diversity is not exploited. In the second scheme, near-orthogonal users with the highest received power are selected, i.e., the scheduler takes the PL values, channel magnitudes and channel direction information of the users into account. In this scheme, fairness is not achieved, however, multi-user diversity is fully exploited. The third scheme is based on a CDF-based scheduling policy in [23]. In this scheme, near-orthogonal users with the highest received power relative to its own statistics are selected. As a result, fairness is achieved and multi-user diversity is partially exploited. We name the three schemes as the Random User Selection (RUS) scheme, the Max-Gain User Selection (MUS) scheme, and the CDF-Based User Selection (CUS) scheme, respectively. For each scheduling scheme, we also consider two beamforming methods for data transmission. To this end, we consider the ZF-BF as in [20]. In addition, we also consider maximum ratio transmission (MRT), which is more difficult to analyze due to the presence of inter-user interference.

Having introduced the above scheduling schemes and beamforming methods, we focus on optimally setting $\alpha$ for each scenario such that the ergodic downlink sum-rate is maximized. To this end, we derive analytical expressions for the exact ergodic sum-rate considering each scheduling scheme and beamforming method. We also show how the ergodic sum-rate expressions for the homogeneous user setting can be easily deduced using our results. Numerical results are presented to provide further insights on the performance of the above scheduling schemes and the behaviour of $\alpha^*$, which is the optimal $\alpha$ that maximizes the ergodic downlink sum-rate. Our results show that for a range of practical parameters, $\alpha^*$ decreases with the number of users in the system. Moreover, when using MRT, $\alpha^*$ decreases with transmit signal-to-noise-ratio (SNR) for all schemes; and when using ZF-BF, $\alpha^*$ increases with transmit SNR.

The organization of the paper is as follows. The system model is presented in Section III. The detailed operation of each scheduling scheme is outlined in Section IV. Analysis of the RUS scheme, MUS scheme and the CUS scheme is presented in Sections V and VI respectively. In Section VII we present numerical results, and Section VIII concludes the paper.

II. SYSTEM MODEL

We consider a single cell multi-user MISO vector broadcast channel. The base station (BS) is equipped with two transmit antennas. There are $K$ users in the network and each user is equipped with a single receive antenna. Let $\mathbf{h}_k$ denote the $2 \times 1$ channel gain vector between user $k$ and the BS. The elements in $\mathbf{h}_k$ are independent and identically distributed (i.i.d.) random variables, each of which is drawn from a zero mean and unit variance circularly symmetric complex Gaussian distribution $\mathcal{CN}(0, 1)$. The large-scale fading gain (alternatively referred to as path loss in the paper) between user $k$ and the BS is denoted by $g_k$. Moreover, we assume a quasi-static block fading model over time [24].

The BS picks a maximum of two semi-orthogonal users for data transmission. When the BS transmits to two users, we call this the multi-user transmission mode (MU-Mode). For the system in consideration, the probability of finding a user semi-orthogonal to $\pi(1)$ reduces to $\alpha^2$ [6]. Therefore, the probability of the BS operating under SU-Mode and MU-Mode is given by $(1 - \alpha^2)^{K-1}$ and $1 - (1 - \alpha^2)^{K-1}$, respectively. In addition to the SO constraint, $\pi(1)$ and $\pi(2)$ will also depend on the user scheduling algorithms, which we will discuss in detail in the next section.

Let $\mathcal{U}$ denote the set of scheduled users on the same time/frequency resource element. Let $\mathbf{w}_i$ and $s_i$ denote the unit-norm beamforming vector associated with user $i \in \mathcal{U}$, and the transmitted symbol on beam $\mathbf{w}_i$, respectively. The BS employs either MRT or ZF beamforming technique for data transmission. For MRT, the unit-norm beamforming vector $\mathbf{w}_i$ is chosen to be in the direction of the selected user’s channel, i.e., $\mathbf{w}_i = \mathbf{h}_i = |\mathbf{h}_i|^{-1}\mathbf{h}_i$, $\forall i \in \mathcal{U}$. For ZF-BF, the unit-norm beamforming vector $\mathbf{w}_i$ is chosen to be the projection of $\mathbf{h}_i$ into the orthogonal subspace of the interference, hence the zero-interference condition $\mathbf{h}_j^H\mathbf{w}_i = 0$, $\forall j \neq i$, $i, j \in \mathcal{U}$, is satisfied. The received signal at user $i \in \mathcal{U}$ can be written as

$$y_i = \sqrt{g_i} \mathbf{h}_i^H \sum_{j \in \mathcal{U}} \mathbf{w}_j s_j + n_i,$$

where $n_i \sim \mathcal{CN}(0, \sigma^2)$ is the complex Gaussian noise. We assume that $\mathbb{E}[|s_i|^2] = \rho$ for all $i \in \mathcal{U}$, where $\rho = P_i/|\mathcal{U}|$ is a scaling parameter to satisfy the total transmit power constraint\(^1\).

\(^1\)The difficulty of obtaining the exact ergodic sum-rate expression arises when selecting more than two users. A two transmit antenna system is sufficient for the analysis of scheduling up to a pair of users.
$P_i$ at the BS. For convenience, we assume that $P_i = 2$, i.e., the transmit power per-antenna is one. Therefore, we have $\rho = 2$ for SU-Mode and $\rho = 1$ for MU-Mode.

The SINR at user $i \in \mathcal{U}$ when the BS transmits using beamforming technique $l \in \{\text{MRT}, \text{ZF}\}$ is given by

$$\text{SINR}_i^l = \frac{g_i |h_i^Hw_i|^2}{\sigma^2 + g_i \sum_{j \in \mathcal{U}, j \neq i} |h_j^Hw_j|^2},$$  \hspace{1cm} (1)$$

where $\sigma^2 = \alpha^2 / \rho$ is the effective noise power. Let $S_i = \frac{g_i |h_iw_i|^2}{\sigma^2}$, the CDF of $S_i$ is given by $F_{S_i}(x) = \gamma \left(2, \frac{\alpha^2}{g_i} x\right)$, where $\gamma(2, x) = 1 - (x + 1) \exp(-x)$ is the lower incomplete Gamma function \[25\].

Consider the case when $|\mathcal{U}| = 2$. Let $Y^\text{MRT} = |h_i^Hh_j|^2$ and $Y^\text{ZF} = |h_i^Hw_i|^2$. For any two users, the squared normalized inner product is uniformly distributed over $[0, 1]$ for the two transmit antenna system \[2\]. Therefore, $Y^\text{MRT}$ is uniformly distributed over $[0, \alpha^2]$ due to the SO constraint. Moreover, $Y^\text{ZF}$ is uniformly distributed over $[1 - \alpha^2, 1]$ due to the SO constraint and the ZF-BF condition \[20\]. Hence, the SINR expression in (1) can be re-written as $\text{SINR}_i^\text{MRT} = [S_i^{-1} + Y^\text{MRT}]^{-1}$ for MRT and $\text{SINR}_i^\text{ZF} = S_i Y^\text{ZF}$ for ZF-BF.

Finally, the ergodic downlink sum-rate of the system when the BS transmits using beamforming technique $l \in \{\text{MRT}, \text{ZF}\}$ is given by

$$\mathcal{R}_\text{sum}(\alpha) = \sum_{i \in \mathcal{U}} \mathbb{E} \left[ \log(1 + \text{SINR}_i) \right].$$

The sum-rate is clearly a function of $\alpha$, and if $\alpha$ is too large, the scheduled users will have poor orthogonality, hence degrading the system performance. On the other hand, if $\alpha$ is too small, there may not be a pair that satisfy the SO constraint, hence the spatial multiplexing capability of having multiple transmit antennas is not exploited. In this paper, we focus on finding the optimal $\alpha$ that maximizes the ergodic downlink sum-rate for each scheduling scheme and beamforming technique in consideration, i.e., we study the following optimization problem,

$$\text{maximize}_{\alpha \in [0, 1]} \mathcal{R}_\text{sum}^l(\alpha).$$

To this end, we will need to first derive analytical expressions for the ergodic downlink sum-rate considering each case of interest. For convenience, we define the following terms,

$$\lambda = (1 - \alpha^2)^{K-1}$$ is the probability of operating in the SU-Mode

$$\mathcal{R}_S = \text{ergodic rate of } \pi(1) \text{ under SU-Mode}$$

$$\mathcal{R}_M^1(\alpha) = \text{ergodic rate of } \pi(1) \text{ under MU-Mode}$$

$$\text{and } l \in \{\text{MRT}, \text{ZF}\}$$

$$\mathcal{R}_M^2(\alpha) = \text{ergodic rate of } \pi(2) \text{ under MU-Mode}$$

$$\text{and } l \in \{\text{MRT}, \text{ZF}\}.$$  

Thus, the objective function of the optimization problem of interest can be re-written as

$$\mathcal{R}_\text{sum}(\alpha) = \lambda \mathcal{R}_S + (1 - \lambda) [\mathcal{R}_M^1(\alpha) + \mathcal{R}_M^2(\alpha)].$$  \hspace{1cm} (2)$$

Before obtaining expressions for $\mathcal{R}_\text{sum}(\alpha)$, we will discuss three user selection algorithms in detail in the next section.

### III. USER SELECTION ALGORITHMS

In this paper, we study three different user selection schemes to schedule near-orthogonal users in a heterogeneous environment. The schemes in consideration are the Random User Selection (RUS) scheme, the Max-Gain User Selection (MUS) scheme and the CDF-based User Selection (CUS) scheme. The following subsections describe the operation of each scheme in detail.

#### A. Random User Selection

In the RUS scheme, only the channel direction information is used for scheduling purposes. The idea is to co-schedule users whose channel directions are near-orthogonal, regardless of the channel magnitudes. The BS starts by randomly picking up a user as $\pi(1)$. The BS then randomly picks a user $j \neq \pi(1)$ that satisfies the SO constraint as $\pi(2)$. In this scheme, fairness is naturally achieved. However, since the users are selected without considering their channel magnitudes, multi-user diversity is not exploited. Algorithm 1 describes the RUS scheme.

**Algorithm 1 Random User Selection (RUS) Scheme**

**STEP 1**: Re-order the users randomly, let $\{(1), \ldots, (K)\}$ denote the randomized indices

**STEP 2**: $\pi(1) = (1)$

for $j = 2, \ldots, K$

if $\|h_{\pi(1)}^H \mathbf{h}_j\|^2 \leq \alpha^2$ then

**STEP 3**: $\pi(2) = j$

break

end if

end for

#### B. Max-Gain User Selection

Compared to the RUS scheme, the MUS scheme takes the PL, channel magnitude and channel direction information of the users into account. In the MUS scheme, the BS picks $\pi(1)$ such that $\pi(1) = \arg \max_{1 \leq k \leq K} g_k \|\mathbf{h}_k\|^2$. Then, the BS picks $\pi(2)$ such that $\pi(2) = \arg \max_{\mathbf{h} \in \mathcal{X}} g_j |\mathbf{h}_j|^2$, where $\mathcal{X}$ denotes the set of users semi-orthogonal to $\pi(1)$. That is, the user with the highest received power is chosen as $\pi(1)$, and the user with the highest received power among all users satisfying the SO constraint is chosen as $\pi(2)$. As a consequence, fairness will not be achieved since the user with a small PL value will be less likely to be selected compared to a user with a large PL value. However, multi-user diversity will be fully exploited. Algorithm 2 describes the MUS scheme.

#### C. CDF-Based User Selection

Finally, the CUS scheme exploits multi-user diversity gain (to a certain extent) while guaranteeing scheduling fairness among the users. In the CUS scheme, the BS will utilize the distribution of $S_k$. The BS first performs the following transformation

$$p_k = F_{S_k} \left( \frac{g_k \|\mathbf{h}_k\|^2}{\sigma^2} \right) = \gamma \left(2, \|\mathbf{h}_k\|^2 \right), \quad k = 1, \ldots, K.$$
Algorithm 2 Max-Gain User Selection (MUS) Scheme

STEP 1: Rank the users according to
\( g_1 \| h_{(1)} \|^2 > g_2 \| h_{(2)} \|^2 > \cdots > g_K \| h_{(K)} \|^2 \)

STEP 2: \( \pi(1) = 1 \)
for \( j = 2, \ldots, K \) do
if \( \left( \frac{\| h_{(j)} \|^2}{\| h_{(1)} \|^2} \right) \leq \alpha^2 \) then
STEP 3: \( \pi(2) = (j) \)
break
end if
end for

We note that the effect of the PL values are removed when the above transformation is performed. This means, the \( g \)'s are set to one when taking the scheduling decision. However, although the \( g \)'s can be set to one for the scheduling decision, they have to be considered when the ergodic sum-rate is calculated. Therefore, the PL values cannot be simply set to one when analyzing the performance measure of interest. In practice, the BS only needs the knowledge of the channel magnitude of each user for this transformation.

The BS picks \( \pi(1) \) such that \( \pi(1) = \arg \max_{1 \leq k \leq K} p_k \). Then, the BS picks \( \pi(2) \) such that \( \pi(2) = \arg \max_{j \in \mathcal{X}} p_j \), where \( \mathcal{X} \) denotes the set of users semi-orthogonal to \( \pi(1) \). That is, the user with the highest received power relative to its own statistics is chosen as\( \pi(1) \), and the user with the highest received power relative to its own statistics among all users satisfying the SO constraint is chosen as \( \pi(2) \). The above transformation eliminates the effect of the PL value on the scheduling decision, and each user is equally likely to be selected. As a result, fairness is guaranteed among the users. Algorithm 3 describes the CUS scheme.

Algorithm 3 CDF-Based User Selection (CUS) Scheme

for \( k = 1, \ldots, K \) do
STEP 1: COMPUTE \( p_k = F_{S_k}(\frac{g_k}{\alpha^2} \| h_k \|^2) \)
end for
STEP 2: Rank the users according to
\( p_1 > p_2 > \cdots > p_K \)
STEP 3: \( \pi(1) = 1 \)
for \( j = 2, \ldots, K \) do
if \( \left( \frac{\| h_{(j)} \|^2}{\| h_{(1)} \|^2} \right) \leq \alpha^2 \) then
STEP 4: \( \pi(2) = (j) \)
break
end if
end for

IV. ANALYSIS FOR THE RUS SCHEME

In this section, we derive expressions for the ergodic downlink sum-rate of the RUS scheme. Firstly, we consider the case where the BS operates under SU-Mode, and derive an analytical expression for the ergodic rate (which is the same for MRT and ZF-BF) because there is no interference. Then, we will consider the case where the BS operates under MU-Mode, and derive expressions for the ergodic rate of each selected user by considering MRT and ZF-BF. To this end, the ergodic rate under SU-Mode is formally presented in the following lemma. For convenience, we let
\[ G(x) = \exp(x)Ei(-x) \]
throughout this section, where \( Ei(x) = -\int_x^\infty \frac{e^{-t}}{t} dt \) is the exponential integral function.

Lemma 1: Consider a BS operating in SU-Mode by using the RUS scheme for user selection. Then, the ergodic rate of the selected user is given by
\[ R_S = 1 + \frac{1}{K} \sum_{k=1}^{K} G \left( \frac{\tilde{\sigma}_k^2}{\tilde{g}_k} \right) \left( \frac{\hat{\sigma}_k^2}{\hat{g}_k} - 1 \right), \]
for both MRT and ZF-BF.

Proof: Let \( X = \log(1+S_k) \), we have \( F_X(x) = F_{S_k}(e^x - 1) \). The ergodic rate of user \( k \) can be written as
\[ E[X] = \int_0^\infty [1 - F_X(x)]dx = \int_0^\infty [1 - F_{S_k}(e^x - 1)]dx \]
\[ = \int_0^\infty \left( \frac{\tilde{\sigma}_k^2}{\tilde{g}_k} + 1 \right) \exp \left( -\frac{\tilde{\sigma}_k^2}{\tilde{g}_k} \right) du + 1 \]
\[ = 1 + G \left( \frac{\tilde{\sigma}_k^2}{\tilde{g}_k} \right) \left( \frac{\hat{\sigma}_k^2}{\hat{g}_k} - 1 \right), \]
where \( u = \exp(x) - 1 \). Since each user is equally likely to be selected in the RUS scheme, averaging \( G \) over \( k \) completes the proof.

Next, we will focus on the case where the BS operates in MU-Mode. Since we have assumed that the transmit power per antenna is one, we have \( \rho = 1 \) for the MU-Mode. Unlike the SU-Mode, the ergodic rate of the selected users will be different for MRT and ZF-BF, and we will study the two cases separately. The ergodic rate of each selected user when the BS operates using MRT is formally presented in the following lemma.

Lemma 2: Consider a BS operating in MU-Mode by using the RUS scheme for user selection and MRT for data transmission. The ergodic rate of each selected user is given by
\[ R_{M1}^\text{MRT}(\alpha) = R_{M2}^\text{MRT}(\alpha) = \frac{1}{K} \times \]
\[ \sum_{k=1}^{K} \left[ G \left( \frac{\sigma_k^2}{g_k \alpha^2} \right) + \frac{1}{\alpha^2} G \left( \frac{\sigma_k^2}{g_k} \right) - \frac{\alpha^2 + 1}{\alpha} G \left( \frac{\sigma_k^2}{g_k(1+\alpha^2)} \right) \right]. \]

Proof: See Appendix A.

Similarly, the ergodic rate of each selected user when the BS uses ZF-BF is formally presented in the following lemma.

Lemma 3: Consider a BS operating in MU-Mode by using the RUS scheme for user selection and ZF-BF for data transmission. The ergodic rate of each selected user is given by
\[ R_{M1}^\text{ZF}(\alpha) = R_{M2}^\text{ZF}(\alpha) = \frac{1}{K} \times \]
\[ \sum_{k=1}^{K} \left[ 1 - \frac{\alpha^2}{\alpha^2} G \left( \frac{\sigma_k^2}{g_k(1-\alpha^2)} \right) - \frac{1}{\alpha^2} G \left( \frac{\sigma_k^2}{g_k} \right) \right]. \]

Proof: See Appendix A.
Finally, substituting $R_S$, $R^{\text{MRT}}_M(\alpha)$ and $R^{\text{ZF}}_M(\alpha)$ given in Lemmas 1, 2 and 3 into equation (2), we can obtain expressions for the ergodic downlink sum-rate of the RUS scheme.

V. ANALYSIS FOR THE MUS SCHEME

In this section, we analyze the ergodic downlink sum-rate of the MUS scheme. Recall that in the MUS scheme, the BS picks the first user and second user such that $\pi(1) = \arg\max_{1 \leq k \leq K} g_k \| h_k \|^2$ and $\pi(2) = \arg\max_{j \in \mathcal{X}} g_j \| h_j \|^2$. Similar to the previous section, we first consider the BS operating in the SU-Mode, and derive an analytical expression for $R_S$. Then, we will consider the case where the BS operates in the MU-Mode. Firstly, the ergodic rate under the SU-Mode is formally presented in the following lemma.

Lemma 4: Consider a BS operating in SU-Mode by using the MUS scheme for user selection. Then, the ergodic rate of the selected user is given by

$$R_S = \int_0^\infty 1 - \frac{1}{\sum_{k=1}^K \gamma \left(2, \frac{\sigma^2}{g_k} x\right)} \, dx,$$

for both MRT and ZF-BF.

Proof: For the MUS scheme, the instantaneous rate under SU-Mode is given by $\log(1 + \max_{1 \leq k \leq K} S_k)$. The CDF of $S_{\pi(1)} = \max_{1 \leq k \leq K} S_k$ is the CDF of the maximum of $K$ independent but not identically distributed (i.n.i.d.) random variables (RVs), which is simply given by

$$F_{S_{\pi(1)}}(x) = \prod_{k=1}^K \gamma \left(2, \frac{\sigma^2}{g_k} x\right). \tag{4}$$

Therefore, the ergodic rate is given by

$$R_S = \mathbb{E}[\log(1 + S_{\pi(1)})] = \int_0^\infty 1 - \frac{1}{\sum_{k=1}^K \gamma \left(2, \frac{\sigma^2}{g_k} x\right)} \, dx,$$

which completes the proof.

Next, we will focus on the case where the BS operates in MU-Mode. Compared to the RUS scheme, the MUS scheme exploits multi-user diversity by scheduling users having higher received power. Since the simple random user selection is omitted, the ergodic rate of each selected user will be different when the BS operates in MU-Mode. Thus, we have to consider each user separately, and we start by deriving the ergodic rate of the first selected user.

Lemma 5: Consider a BS operating in MU-Mode by using the MUS scheme for user selection and beamforming technique $l \in \{\text{MRT, ZF}\}$ for data transmission. The ergodic rate of the first selected user $\pi(1)$ is given by

$$R^{l}_{M}(\alpha) = \frac{\sigma^4}{\alpha^2} \sum_{k=1}^K \frac{1}{g_k^\alpha} \int_0^\infty \mathcal{Y}^l(x) x \exp(-\sigma^2 x) \prod_{j \neq k} \gamma \left(2, \frac{\sigma^2}{g_j} x\right) \, dx,$$

where

$$\mathcal{Y}^{\text{MRT}}(x) = \log \left(\frac{1 + x + \alpha^2 x}{1 + x}\right) + \frac{1}{x} \log \left(\frac{1 + (x^{-1} + \alpha^2)^{-1}}{1 + x}\right) + \alpha^2 \log \left(1 + (x^{-1} + \alpha^2)^{-1}\right) \tag{5}$$

and

$$\mathcal{Y}^{\text{ZF}}(x) = \frac{1}{x} \left(\left(1 + x\right) \log(1 + x) - \left[1 + (1 - \alpha^2)x\right] \log[1 + (1 - \alpha^2)x]\right) - \alpha^2. \tag{6}$$

Proof: See Appendix B.

Next, we focus on the second selected user. Obtaining an expression for the rate of the second selected user is more difficult compared to the first because $\mathcal{X}$ is a random set, and the cardinality of the set is a random number. The randomness of $\mathcal{X}$ stems on the fact that the channel vectors are random. Thus, we have to consider the maximum of $|\mathcal{X}|$ non-identically distributed random variables where $|\mathcal{X}|$ is a random variable itself. Before we present the results, we define the following matrices. First, we define $C_{(i)}$ to be a $(K_{i-1})$-(by-$(K-i)$) matrix for which the rows consist of the random variables among the set of $K-i$ indices chosen from the set $\{1, \ldots, k-1, k+1, \ldots, K\}$, i.e., the set of all indices between 1 and $K$ except $k$. Moreover, we define $C_{(i)}^k$, $C_{(i)}$, and $\mathcal{C}_{(i)}$ are given by $\mathcal{C}_{(i)}^k = \{2, 3; 2, 4; 3, 4\}$ and $\mathcal{C}_{(i)} = \{4; 3; 2\}$, respectively. These ideas are formally presented in the following lemma.

Lemma 6: Consider a BS operating in MU-Mode by using the MUS scheme for user selection and beamforming technique $l \in \{\text{MRT, ZF}\}$ for data transmission. The ergodic rate of the second selected user $\pi(2)$ is given by

$$R^{l}_{M}(\alpha) = \frac{\sigma^4}{\alpha^2} \sum_{k=1}^K \frac{1}{g_k^\alpha} \int_0^\infty \mathcal{Y}^l(x) x \exp(-\sigma^2 x) \prod_{m=1}^{K_{i-1}} \gamma \left(2, \frac{\sigma^2}{g_{C_{(i)^{(m, j)}, i}}^k} x\right) \prod_{j=1}^{\mathcal{C}_{(i)}^k} \Gamma \left(2, \frac{\sigma^2}{g_{C_{(i)^{(m,j), j}}}} x\right) \, dx,$$

where $C_{(i)^{(m, j)}}$ and $\mathcal{C}_{(i)^{(m, j)}}$ denote the $(m, j)$th element of matrix $C_{(i)}^k$ and $C_{(i)}^k$, respectively. Moreover, $\mathcal{Y}^{\text{MRT}}(x)$ and $\mathcal{Y}^{\text{ZF}}(x)$ are given in (5) and (6), respectively.

Proof: See Appendix B.

Finally, substituting $R_S$, $R^{\text{MRT}}_M(\alpha)$, and $R^{\text{ZF}}_M(\alpha)$ given in Lemmas 4, 5 and 6 into equation (2), we can obtain expressions for the ergodic downlink sum-rate of the MUS scheme.

A. Special Case: Homogeneous Users

In this subsection, we present a special case where the users’ PL values are identical, and given by $g_1 = \cdots = g_K = g$. This is a scenario where the users are equidistant from the BS, and is the most commonly used model in the literature. In this case, much more simplified rate expressions can be obtained, and the results are presented in the following corollary.
Corollary 1: Consider a BS using the MUS scheme for user selection and beamforming technique \( l \in \{\text{MRT, ZF}\} \) for data transmission. If \( g_1 = \cdots = g_K = g \), the ergodic rate of the selected user under SU-Mode is given by

\[
R_S = \int_0^\infty \frac{1}{2} - \bigg\langle \frac{1}{2}, (\exp(x) - 1)\sigma^2 / g \bigg\rangle K dx.
\]

Moreover, the ergodic rate of the first and the second selected users under MU-Mode is given by

\[
R_{M1}^l(\alpha) = \frac{K \sigma^4}{\alpha^2 g^2} \int_0^\infty \gamma^l(x) \exp \left( -\sigma^2 x / g \right) \left( \frac{\sigma^2 x}{g} \right)^{K-1} dx
\]

and

\[
R_{M2}^l(\alpha) = \frac{1}{\alpha^2} \sum_{k=1}^K g_k \int_0^\infty \gamma^l(x) \exp \left( -\sigma^2 x / g_k \right) \left( \frac{\sigma^2 x}{g_k} \right)^{K-1} dx,
\]

respectively, where \( \gamma^l(x) \) is given in \( \ref{equation:gamma1} \) and \( \ref{equation:gamma2} \), respectively.

By using the results of Corollary 1 the ergodic downlink sum-rate expressions for the MUS scheme can be obtained easily. Setting \( g = 1 \) makes the ZF-BF results in Corollary 1 consistent with \( \ref{equation:ergodic_rate_CUS} \).

VI. ANALYSIS OF THE CUS SCHEME

In this section, we analyze the ergodic downlink sum-rate of the CUS scheme. Similar to the previous sections, we consider the SU-Mode and the MU-Mode separately. The ergodic rate of the CUS scheme under MU-Mode is formally presented in the following lemma.

Lemma 7: Consider a BS operating in MU-Mode by using the CUS scheme for user selection. Then, the ergodic rate of the selected user is given by

\[
R_S = \frac{K}{2} \sum_{k=1}^K g_k \int_0^\infty \log(1 + x) x \exp \left( -\sigma^2 x / g_k \right) \left( \frac{\sigma^2 x}{g_k} \right)^{K-1} dx.
\]

Proof: For the CUS scheme, the instantaneous rate of the first selected user is given by \( \log(1 + S_{\pi(1)}) \). The distribution of \( S_{\pi(1)} \) can be derived as

\[
F_{S_{\pi(1)}}(x) = \Pr\{S_{\pi(1)} \leq x\} = \sum_{k=1}^K \Pr\{S_k \leq \pi(1) = k\}
= \sum_{k=1}^K \Pr\{p_k \leq F_{S_k}(x), p_j \leq p_k, \forall j \neq k\}
= \sum_{k=1}^K \Pr\{p_k \leq t\} \Pr\{p_j \leq t, \forall j \neq k\} \Pr\{p_k = t\} dt.
\]

Since \( p_1, \ldots, p_K \) are i.i.d. and uniformly distributed over \([0, 1]\), we have \( \Pr\{p_k = t\} = 1 \) and

\[
\Pr\{p_k = t\} \Pr\{p_j \leq t, \forall j \neq k\} = \prod_{j \neq k} \Pr\{p_j \leq t\} = t^{K-1}.
\]

We start at 0.5 km to avoid a very large PL value when the distance is too small.

Therefore, the distribution of \( S_{\pi(1)} \) is given by

\[
F_{S_{\pi(1)}}(x) = \sum_{k=1}^K g_k \int_0^x \frac{1}{g_k} \left( \frac{\sigma^2 x}{g_k} \right)^{K-1} dx = \frac{1}{g_k} \left( \frac{\sigma^2 x}{g_k} \right)^K.
\]

Then, by using \( \ref{equation:system_model} \), the ergodic rate of the CUS scheme under SU-Mode can be calculated as

\[
R_S = \frac{K}{2} \sum_{k=1}^K g_k \int_0^\infty \log(1 + x) x \exp \left( -\sigma^2 x / g_k \right) \left( \frac{\sigma^2 x}{g_k} \right)^{K-1} dx,
\]

which completes the proof.

Next, we will focus on the MU-Mode. Similar to the MUS scheme, the ergodic rate of each selected user is different to each other when the BS operates in MU-Mode. To this end, we start by deriving an expression for the ergodic rate of the first selected user, which is given in the following lemma.

Lemma 8: Consider a BS operating in MU-Mode by using the CUS scheme for user selection and beamforming technique \( l \in \{\text{MRT, ZF}\} \) for data transmission. Then, the ergodic rate of the first selected user \( \pi(1) \) is given by

\[
R_{M1}^l(\alpha) = \frac{1}{\alpha^2} \sum_{k=1}^K g_k \int_0^\infty \gamma^l(x) \exp \left( -\sigma^2 x / g_k \right) \left( \frac{\sigma^2 x}{g_k} \right)^{K-1} dx,
\]

where \( \gamma^l(x) \) is given in \( \ref{equation:gamma1} \) and \( \ref{equation:gamma2} \), respectively.

Proof: See Appendix C.

The ergodic rate of the second selected user is given in the following lemma.

Lemma 9: Consider a BS operating in MU-Mode by using the CUS scheme for user selection and beamforming technique \( l \in \{\text{MRT, ZF}\} \) for data transmission. Then, the ergodic rate of the second selected user \( \pi(2) \) is given by

\[
R_{M2}^l(\alpha) = \frac{1}{\alpha^2} \sum_{m=1}^K c_m \sum_{k=1}^K g_k \int_0^\infty \gamma^l(x) \Psi_{m,k}(x) dx,
\]

where \( \Psi_{m,k}(x) \) is given in \( \ref{equation:gamma3} \) on top of the page, and \( \gamma^l(x) \) is given in \( \ref{equation:gamma1} \) and \( \ref{equation:gamma2} \), respectively.

Proof: See Appendix C.

Finally, substituting \( R_S, R_{M1}^l(\alpha), \) and \( R_{M2}^l(\alpha) \) given in Lemmas 7, 8, and 9 into equation \( \ref{equation:system_model} \), we can obtain expressions for the ergodic downlink sum-rate of the CUS scheme.

VII. NUMERICAL RESULTS

In this section, we present our numerical results. We define the transmit SNR as \( \frac{P_0 g}{2} \). The PL values \( g = [g_1, \ldots, g_K] \) are generated according to \( g_k = (d_k / d_0)^{-4} \), where \( d_k \) denotes the distance between user \( k \) and the BS and \( d_0 \) is a reference distance for the antenna far field \( \frac{L_0}{\pi} \). For simplicity, we assume \( d_0 = 1 \) kilometre (km). We assume a specific scenario for the user locations where we evenly place the users between 0.5 to 1.5 km\(^3\).
\[ \Psi_{m,k}(x) = \left[ \gamma \left( 2, \frac{\sigma^2}{g_k} x \right) \right]^{K-1} + m \left[ \gamma \left( 2, \frac{\sigma^2}{g_k} x \right) \right]^{m-1} - K \left[ \gamma \left( 2, \frac{\sigma^2}{g_k} x \right) \right]^{K-1} \]

Figure 1 shows the three components of the ergodic sum-rate in equation (2) as \( \alpha \) changes, using the MUS scheme. The total number of users is set at \( K = 10 \), and the transmit SNR is set to 20dB. As shown in the figure, the ergodic rate in SU-Mode decreases as we increase \( \alpha \), since the probability of operating in SU-Mode decreases with \( \alpha \). The behaviour of the ergodic rate of each selected user in MU-Mode is more interesting. Firstly, the ergodic rate of the first selected user is always larger than the second selected user due to the MUS algorithm. The effect is greater for ZF-BF because there is no interference. Secondly, we can clearly observe the fundamental tradeoff between the following two scenarios: 1) the BS not being able to find a semi-orthogonal user to operate in MU-Mode (i.e., \( \alpha \) too small), and 2) poor orthogonality between the selected users leading to a lower rate (i.e., \( \alpha \) too large). As a result, the ergodic rate of each selected user in MU-Mode increases with \( \alpha \) initially, and as we further increase \( \alpha \), the rate will start to decrease. The ergodic downlink sum-rate will be the sum of the three rates in the figure, and is presented in Fig. 2.

Figure 2 shows the ergodic sum-rate vs. \( \alpha \) for the MUS scheme for different transmit SNR levels. Similar figures for the RUS and CUS scheme can also be obtained but are omitted due to space limitations. The number of users is set at \( K = 10 \). The red solid lines represent the theoretical ergodic sum-rate of the MUS scheme using MRT; and the blue dashed lines represent the theoretical ergodic sum-rate of the MUS scheme using ZF-BF. The points marked with \( \circ \) and \( \diamond \) represent the average sum-rate of MRT and ZF-BF obtained by simulation, respectively. As can be observed from the figure, the curves generated from the theoretical ergodic sum-rate expressions match well with the simulation results. As expected, the ergodic sum-rate changes with \( \alpha \). We can see that if ZF-BF, the ergodic sum-rate is roughly constant for a range of \( \alpha \) between 0.6 to 0.8. On the other hand, MRT is more sensitive to the choice of \( \alpha \), as it directly controls the amount of interference experienced by the users. The optimal \( \alpha \) that maximizes the ergodic sum-rate (denoted by \( \alpha^* \)) behaves differently for MRT and ZF-BF when the SNR is increased. This observation will be discussed further with regards to Fig. 3.

Figure 3 shows the behaviour of \( \alpha^* \) as the transmit SNR changes. As can be observed from the figure, \( \alpha^* \) is strictly decreasing with transmit SNR for MRT. In contrast, \( \alpha^* \) slightly increases with increasing SNR for ZF-BF. This is because for MRT, the system becomes interference-limited at high SNR, hence we need to reduce \( \alpha \) to decrease interference. On the other hand, the interference is always zero for ZF-BF, hence \( \alpha \) is not highly sensitive to the change in SNR.

Figure 4 shows the behaviour of \( \alpha^* \) as the number of users \( K \) changes. Intuitively, as \( K \) increases, we can afford to be more demanding on the degree of orthogonality while keeping a good number of semi-orthogonal users, i.e., the expected number of semi-orthogonal users is \( (K-1)\alpha^2 \), and when \( K \) increases, we can afford to drop \( \alpha \) (and thus reduce interference) without sacrificing the expected number of semi-orthogonal users. This figure explores the trade-off between multi-user diversity gain (resulting from having more semi-orthogonal users by maintaining or increasing \( \alpha \)), and directional diversity gain (resulting from having less interference by decreasing \( \alpha \)). As can be observed from the figure, \( \alpha^* \) decreases with \( K \). So when there are more users in the system, we should trade multi-user diversity gain for interference reduction (or directional diversity gain).

Figure 5 shows the ergodic sum-rate vs. SNR when \( \alpha \) is set at \( \alpha^* \) for each scheduling scheme and beamforming method. The black line marked with \( \Delta \) represents the optimal scheduled user set via exhaustive search. As expected, the MUS scheme achieves the highest ergodic sum-rate (which is...
very close to the sum-rate achieved with the optimal user set),
while the RUS scheme achieves the lowest ergodic sum-rate,
for both MRT and ZF-BF. This is because the MUS scheme
utilizes the multi-user diversity gains fully.

Figure 3 compares the ergodic rates of the user with the
largest PL value (denoted by \( g_{\text{max}} \)) and the user with the
smallest PL value (denoted by \( g_{\text{min}} \)), as the transmit SNR
varies. The number of users \( K \) is set at 10, the BS is assumed
to use ZF-BF, and \( \alpha \) is set at \( \alpha^* \). The RUS and the CUS
schemes provide fairness as each user has an equal probability
to be selected. As a consequence, we can observe that the
user with the smallest PL value will achieve an ergodic rate
comparable to the user with the largest PL value. However,
this is not the case for the MUS scheme, as the ergodic rate
of the user with the largest PL value is much higher compared
to the user with the smallest PL value. Intuitively, the user with
the smallest PL value is almost never selected as \( \pi(1) \), and the most likely scenario for it to be selected as \( \pi(2) \) is by
being the only user semi-orthogonal to \( \pi(1) \), hence resulting
in a very small rate.

Figure 4 compares the ergodic rates of the user with the
specific realization of the users where each user had its own path
loss value. To this end, the solid lines represent the ergodic
rate achieved with \( \alpha^* \), and the dotted lines represent the
ergodic sum-rate achieved with \( \alpha^*_{\text{homo}} \). As expected, the sum-
rate achieved with \( \alpha^*_{\text{homo}} \) is lower than the sum-rate achieved
with \( \alpha^* \) for both MRT and ZF-BF, and the rate-loss is greater
as we increase the SNR. This indicates the benefit of carrying
out the analysis for heterogeneous users.
VIII. Conclusions

In this paper, we focused on the ergodic downlink sum-rate performance of a system consisting of a set of heterogeneous users. We studied three user scheduling schemes to group near-orthogonal users for simultaneous transmission, namely, the Random User Selection (RUS) scheme, the Max-Gain User Selection (MUS) scheme and the CDF-Based User Selection (CUS) scheme. The RUS scheme focuses on simplicity and scheduling fairness, and does not exploit the multi-user diversity gain; the MUS scheme fully exploits multi-user diversity gain and does not achieve scheduling fairness; finally, the CUS scheme partially exploits multi-user diversity while guaranteeing scheduling fairness. For each scheduling scheme, we considered maximum-ratio transmission (MRT) and zero-forcing beamforming (ZF-BF) for data transmission.

In all of the scheduling schemes considered in the paper, there is a system parameter $\alpha$ that controls the degrees of orthogonality of channel directions between co-scheduled users, and the system performance is sensitive to $\alpha$. Our obtained analytical expressions for the ergodic downlink sum-rate considering each scheduling scheme, for both MRT and ZF-BF. We focused on the problem of finding $\alpha^*$, which is the optimal $\alpha$ that maximizes the ergodic downlink sum-rate of the system. Numerical results indicated the following behaviours of $\alpha^*$: 1) $\alpha^*$ decreased with the number of users in the system; 2) when using MRT, $\alpha^*$ decreased with transmit SNR for all scheduling schemes; and 3) when using ZF-BF, $\alpha^*$ slightly increased with transmit SNR.

Appendix A

Proofs for the RUS Scheme, MU-Mode

A. MRT - Proof of Lemma 2

Let $X = \frac{s^2}{\|h_k\|^2}$. The random variable $X$ is inverse-Gamma distributed with parameters 2 and $\sigma_k^2$, i.e., $F_X(x) = \Gamma(2, \sigma_k^2 x)$ where $\Gamma(\cdot, \cdot)$ is the upper incomplete Gamma function. Let $Z = X + Y_{\text{MRT}}$ where $Y_{\text{MRT}} = |h_k|^2$. The PDF of $Z$ can be obtained by convolving the PDFs of $X$ and $Y_{\text{MRT}}$, i.e., $f_Z(z) = \int_0^\infty f_X(x-t) f_{Y_{\text{MRT}}}(t) dt$. The integrand is zero unless $(x-t) \geq 0$. So, if $0 \leq x \leq \alpha^2$, we have $f_Z(z) = \frac{1}{\alpha^2} \int_0^x f_X(x-t) dt$, and if $x \geq \alpha^2$, we have $f_Z(z) = \frac{1}{\alpha^2} \int_0^\infty f_X(x-t) dt$. Evaluating the integrals and setting $f_{\text{sinr}}(x) = \frac{f_Z(z)}{x}$ yields the SINR distribution of each selected user as

$$f_{\text{sinr}}(x) = \begin{cases} \frac{1}{\alpha^2} \frac{x}{\Gamma(2, \sigma_k^2 x)} & 0 \leq x \leq \frac{1}{\alpha^2} \\ \frac{1}{\alpha^2} \frac{1}{\Gamma(2, \sigma_k^2 x)} & \text{otherwise} \end{cases}$$

where $\sigma_k^2 = \sigma^2/g_k$. By using the above SINR distribution, the ergodic rate of user $k$ can be written as

$$\mathbb{E}[\log(1 + \text{SINR}_k)] = \int_0^\infty \log(1 + x) f_{\text{sinr}}(x) dx$$

$$= \frac{1}{\alpha^2} \left[ \int_0^\infty \log(1 + x) \frac{x}{\Gamma(2, \sigma_k^2 x)} dx \right.$$

$$- \int_0^{1/\alpha^2} \log(1 + x) \Gamma(2, \sigma_k^2 x) dx \right]$$

$$= G\left(\frac{\sigma_k^2}{\alpha^2}\right) + \frac{1}{\alpha^2} G\left(\frac{\sigma_k^2}{1 + \alpha^2}\right) - \frac{\sigma_k^2}{\alpha^2} \frac{\sigma_k^2}{1 + \alpha^2} G\left(\frac{\sigma_k^2}{1 + \alpha^2}\right).$$

In the RUS scheme, each user $k \in \{1, \ldots, K\}$ is equally likely to be selected as $\pi(1)$, i.e., $\Pr\{\pi(1) = k\} = \frac{1}{K}$. Averaging (10) over $k$ yields $R_{\text{MRT}}^\text{m}(\alpha)$.

Let $\mathcal{X}$ denote the set of users semi-orthogonal to $\pi(1)$. For the RUS scheme, each user in $\mathcal{X}$ is equally likely to be selected as $\pi(2)$. Therefore, we have

$$\Pr\{\pi(2) = k | \mathcal{X}, |\mathcal{X}| = m\} = \frac{1}{m}.$$  

The conditional probability of $k \in \mathcal{X}$ given $|\mathcal{X}| = m$ can be calculated as

$$\Pr\{k \in \mathcal{X} | |\mathcal{X}| = m\} = \frac{m}{K - 1} \Pr\{|\mathcal{X}| = m\}.$$  

Averaging (11) over $k \in \mathcal{X}, |\mathcal{X}| = m$ yields

$$\Pr\{\pi(2) = k | \text{MU-Mode}\}$$

$$= \frac{1}{K - 1} \sum_{m=1}^{K - 1} \left(\frac{m}{K - 1}\right) \Pr\{|\mathcal{X}| = m\}$$

$$= \frac{1}{K - 1} \sum_{m=1}^{K - 1} \Pr\{|\mathcal{X}| = m\}$$

$$= \frac{1}{K - 1}.$$  

Therefore, each of the remaining $K - 1$ user is equally likely to be selected as $\pi(2)$, given that we are operating in the MU-Mode. The conditional rate of $\pi(2)$, given $\pi(1)$ under MU-Mode, is

$$R_{\text{MRT}}^\text{m}(\alpha|\pi(1)) = \frac{1}{K - 1} \sum_{m=1}^{K - 1} \left[ G\left(\frac{\sigma^2}{g_k \alpha^2}\right) + \frac{1}{\alpha^2} G\left(\frac{\sigma^2}{g_k}\right) - \frac{\alpha^2 + 1}{\alpha^2} G\left(\frac{\sigma^2}{g_k(1 + \alpha^2)}\right) \right].$$

Averaging (12) over $\pi(1)$ yields

$$R_{\text{MRT}}^\text{m}(\alpha) = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{K - 1} \sum_{k \neq \pi(1)}^{K - 1} \left[ G\left(\frac{\sigma^2}{g_k \alpha^2}\right) + \frac{1}{\alpha^2} G\left(\frac{\sigma^2}{g_k}\right) - \frac{\alpha^2 + 1}{\alpha^2} G\left(\frac{\sigma^2}{g_k(1 + \alpha^2)}\right) \right],$$

which completes the proof.
B. ZF - Proof of Lemma 5

When the BS operates under MU-Mode using ZF-BF, the inter-user interference would be zero. The distribution of $\text{SINR}_k$ is given by the product distribution of $S_k$ and $Y_{mm}$, where $Y_{mm} = |\mathbf{h}_m^\dagger \mathbf{w}_m|^2$, i.e., $f_{\text{SINR}_k}(x) = \int_0^\infty f_{S_k}(t) f_{Y_{mm}} \left( \frac{x}{t} \right) \frac{dt}{t}$. The integrand is zero unless $1 - \alpha^2 \leq \frac{x}{t} \leq 1$, so we have

$$f_{\text{SINR}_k}(x) = \frac{\sigma_k^2}{\alpha^2} \int_x^{\infty} \exp(-\hat{\sigma}_k^2 t) dt$$

$$= \frac{\sigma_k^2}{\alpha^2} \left[ \exp(-\hat{\sigma}_k^2 x) - \exp \left( -\frac{\hat{\sigma}_k^2}{1 - \alpha^2} \right) \right],$$

where $\hat{\sigma}_k^2 = \sigma^2 / g_k$. By using the above SINR distribution, the ergodic rate of user $k$ can be written as

$$\mathbb{E}[\log(1 + \text{SINR}_k)] = \int_0^\infty \log(1 + x) f_{\text{SINR}_k}(x) dx$$

$$= \frac{1 - \alpha^2}{\alpha^2} - G \left( \frac{\hat{\sigma}_k^2}{1 - \alpha^2} \right) - G(\sigma_k^2/\alpha^2). \quad (13)$$

As we have seen in the proof of Lemma 2, each user is equally likely to be selected as $\pi(1)$ and $\pi(2)$. Therefore, averaging (13) over $k$ completes the proof.

APPENDIX B
PROOFS FOR THE MUS SCHEME, MU-MODE

A. First Selected User - Proof of Lemma 5

For the MUS scheme, the CDF of $S_{\pi(1)}$ is given by (4). The PDF of $S_{\pi(1)}$ can be written as

$$f_{S_{\pi(1)}}(x) = \sum_{k=1}^{K} \frac{\sigma_k^4}{g_k^2} x \exp \left( -\frac{\sigma_k^2}{g_k} x \right) \prod_{j=1}^{\gamma} \frac{1}{2} \left( 2, \frac{\sigma_k^2}{g_k} x \right).$$

Therefore, the ergodic rate of the first selected user using MRT can be calculated as

$$\mathcal{R}_M^{\text{MRT}}(\alpha) = \int_0^\infty \int_0^\infty \log(1 + (x^{-1} + y^{-1})^{-1}) dF_{Y_{mm}}(y) dF_{S_{\pi(1)}}(x)$$

$$= \frac{\sigma_k^4}{\alpha^2} \sum_{k=1}^{K} \frac{1}{g_k^2} \int_0^\infty \log(x) \prod_{j=1}^{\gamma} \frac{1}{2} \left( 2, \frac{\sigma_k^2}{g_j} x \right) dx,$$

and the ergodic rate of the first selected user using ZF-BF can be calculated as

$$\mathcal{R}_M^{\text{ZF}}(\alpha) = \int_0^1 \int_{1-\alpha^{-2}}^{1} \log(1 + xy) dF_{Y_{mm}}(y) dF_{S_{\pi(1)}}(x)$$

$$= \frac{\sigma_k^4}{\alpha^2} \sum_{k=1}^{K} \frac{1}{g_k} \int_0^1 \log(x) \prod_{j=1}^{\gamma} \frac{1}{2} \left( 2, \frac{\sigma_k^2}{g_j} x \right) dx,$$

which completes the proof.

B. Second Selected User - Proof of Lemma 6

We first order the users according to $S_{\pi(1)} > S_{\pi(2)} > \cdots > S_{\pi(K)}$. The PDF of $S_{\pi(2)}$ under MU-Mode can be calculated as

$$f_{S_{\pi(2)}}(x | \text{MU-Mode}) = \sum_{i=2}^{K} \Pr\{\pi(2) = (i) | \text{MU-Mode}\} f_{S_{\pi(1)}}(x), \quad (14)$$

where in (20), \Pr\{\pi(2) = (i) | \text{MU-Mode}\} is given by

$$\Pr\{\pi(2) = (i) | \text{MU-Mode}\} = \frac{\alpha^2 (1 - \alpha^2)^{i-2}}{1 - \lambda}, \quad (15)$$

and $f_{S_{\pi(1)}}(x)$ is the PDF of the i-th order statistic out of K i.n.i.d. RVs. According to (27),

$$f_{S_{\pi(1)}}(x) = \frac{1}{(i-1)! (K-i)!} \times$$

$$\{ \begin{array}{c}
\begin{array}{cccc}
F_{S_{\pi(1)}}(x) & \cdots & F_{S_{K}}(x) \\
\vdots & \cdots & \vdots & \cdots \\
1 - F_{S_{\pi(1)}}(x) & \cdots & 1 - F_{S_{K}}(x)
\end{array}
\end{array} \} $$

$$A_{\pi(i)}$$

where $^+A_{\pi(i)}$ denote the permanent of the K-by-K matrix $A_{\pi(i)}$. To this end, since the $(K - i + 1)$th row of $A_{\pi(i)}$ is an unique row, $^+A_{\pi(i)}$ can be further simplified, and we have

$$^+A_{\pi(i)} = \sum_{k=1}^{K} F_{S_k}(x) \times \sum_{i=1}^{K-1} \left( \begin{array}{c}
F_{S_{\pi(i)}}(x) \\
\vdots \\
1 - F_{S_{\pi(i)}}(x)
\end{array} \right) \times \frac{1}{(K-i)!} \times$$

$$\sum_{m=1}^{K-1} \left[ \prod_{j=1}^{K-i} F_{S_{\pi(i,m,j)}}(x) \prod_{j=1}^{i-1} [1 - F_{S_{\pi(i,m,j)}}(x)] \right].$$

Therefore, the PDF of $S_{\pi(i)}$ can be written as

$$f_{S_{\pi(i)}}(x) = \sum_{k=1}^{K} f_{S_k}(x) \sum_{n=1}^{(K-1)/K-i-1} \prod_{j=1}^{K-i} F_{S_{\pi(i,m,j)}}(x) \prod_{j=1}^{i-1} [1 - F_{S_{\pi(i,m,j)}}(x)]. \quad (16)$$

Substituting (15) and (16) into (14) yields

$$f_{S_{\pi(2)}}(x | \text{MU-Mode}) = \sum_{i=2}^{K} \frac{\alpha^2 (1 - \alpha^2)^{i-2}}{1 - \lambda} \sum_{k=1}^{K} f_{S_k}(x) \times$$

$$\left[ \sum_{n=1}^{(K-1)/K-i-1} \prod_{j=1}^{K-i} F_{S_{\pi(i,m,j)}}(x) \prod_{j=1}^{i-1} [1 - F_{S_{\pi(i,m,j)}}(x)] \right]. \quad (17)$$
By using [17], the ergodic rate of the second selected user in MU-Mode using MRT can be written as

$$R_{M2}^\text{MRT}(\alpha) = \int_0^{\infty} \int_0^{\infty} \log(1 + (x^{-1} + y^{-1})dF_{\gamma^{\text{max}}}(y)f_{S_{\pi(1)}(x)}(\text{MU-Mode})dx

= \frac{K}{\lambda} \int_0^{\infty} \gamma^{\text{max}}(x) \prod_{k=1}^{K} g_k \exp \left( - \frac{\sigma^2}{g_k} \right) x dx,$$

and the ergodic rate of the second selected user in MU-Mode using ZF-BF can be calculated as

$$R_{M2}^\text{ZF}(\alpha) = \int_0^{\infty} \int_0^{\infty} \log(1 + xy)dF_{\gamma^{\text{max}}}(y)f_{S_{\pi(1)}(x)}(\text{MU-Mode})dx

= \frac{K}{\lambda} \int_0^{\infty} \gamma^{\text{max}}(x) \prod_{k=1}^{K} g_k \exp \left( - \frac{\sigma^2}{g_k} \right) x dx,$$

which completes the proof.

**APPENDIX C**

**PROOFS FOR THE CUS SCHEME, MU-MODE**

**A. First Selected User - Proof of Lemma 8**

The CDF of $S_{\pi(1)}$ for the CUS scheme is given by (3). Therefore, the ergodic rate of the first selected user under MU-Mode using MRT can be calculated as

$$R_{M1}^\text{MRT}(\alpha) = \int_0^{\infty} \int_0^{\infty} \log(1 + (x^{-1} + y^{-1})dF_{\gamma^{\text{max}}}(y)f_{S_{\pi(1)}(x)}(x)

= \frac{1}{\lambda^2} \sum_{k=1}^{K} \int_0^{\infty} \gamma^{\text{max}}(x) \left[ \gamma \left( 2, \frac{\sigma^2}{g_k} \right) \right] x dx,$$

and the ergodic rate of the first selected user under MU-Mode using ZF-BF can be calculated as

$$R_{M1}^\text{ZF}(\alpha) = \int_0^{\infty} \int_0^{\infty} \log(1 + xy)dF_{\gamma^{\text{max}}}(y)f_{S_{\pi(1)}(x)}(x)

= \frac{1}{\lambda^2} \sum_{k=1}^{K} \int_0^{\infty} \gamma^{\text{max}}(x) \left[ \gamma \left( 2, \frac{\sigma^2}{g_k} \right) \right] x dx,$$

which completes the proof.

**B. Second Selected User - Proof of Lemma 9**

We will first derive the conditional distribution of $S_{\pi(2)}$, given $\pi(1)$, $p_{\pi(1)}$, and $\mathcal{X}$. Then, we will average over $p_{\pi(1)}$, $\mathcal{X}$, and $\pi(1)$, respectively. To this end,

$$\Pr\{S_{\pi(2)}(x) | \pi(1), p_{\pi(1)}, \mathcal{X}\} = \Pr\{S_{\pi(2)}(x) \leq \pi(1), p_{\pi(1)}, \mathcal{X}\}$$

= $\sum_{k \in \mathcal{X}} \Pr\{p_k \leq F_{\pi(2)}(x), p_k \leq p_{\pi(1)}, \mathcal{X}, j \neq k, \mathcal{X}, \}$$

= \sum_{k \in \mathcal{X}} \int_{t}^{\infty} \Pr\{p_k = t\} \Pr\{p_k \leq t, \forall j \in \mathcal{X}, j \neq k, \mathcal{X}, \}$$

= \sum_{k \in \mathcal{X}} \Pr\{p_k = t\} = \frac{1}{|\mathcal{X}|}.$$

Given $p_k \leq p_{\pi(1)}$, where $k \in \mathcal{X}$, $p_k$ becomes uniformly distributed over $[0, p_{\pi(1)}]$, i.e., $f_{p_k}(x | p_k \leq p_{\pi(1)}) = 1/(p_{\pi(1)} - 1).$ Therefore, we have $\Pr\{p_k = t\} = 1/(p_{\pi(1)} - 1)$ and

$$\Pr\{p_k \leq t, \forall j \in \mathcal{X}, j \neq k, \mathcal{X}, \} = \prod_{j \in \mathcal{X}} \Pr\{p_j \leq t | \mathcal{X}\} = \prod_{j \in \mathcal{X}} \frac{t}{|\mathcal{X}|}.$$

Averaging (18) over $p_{\pi(1)}$ yields

$$\Pr\{S_{\pi(2)}(x) | \pi(1), \mathcal{X}\} = \frac{1}{|\mathcal{X}|} \int_0^{\infty} u^{1-|\mathcal{X}|} \sum_{k \in \mathcal{X}} \left[ \Pr\{S_{\pi(2)}(x), u | \pi(1), \mathcal{X}\} \right] dF_{\pi(1)}(u)$$

= $\frac{1}{|\mathcal{X}|} \sum_{k \in \mathcal{X}} \left[ \int_0^{\infty} u^{K-1} du + \int_{F_{\pi(1)}(x)}^{\infty} dF_{\pi(1)}(u) \right]$$

= $\frac{1}{|\mathcal{X}|} \sum_{k \in \mathcal{X}} \left[ \int_0^{\infty} u^{K-1} du + \int_{F_{\pi(1)}(x)}^{\infty} \frac{F_{\pi(1)}(x)}{K - |\mathcal{X}|} dF_{\pi(1)}(u) \right]$$

= $\frac{1}{K - |\mathcal{X}|} \left[ \int_0^{\infty} u^{K-1} du + \int_{F_{\pi(1)}(x)}^{\infty} \frac{F_{\pi(1)}(x)}{K - |\mathcal{X}|} dF_{\pi(1)}(u) \right].$ (19)

We will next average (19) over $\mathcal{X}$. The probability of finding $m$ semi-orthogonal users to $\pi(1)$ under MU-Mode is given by

$$\Pr\{|\mathcal{X}| = m \} = \frac{\alpha^{2m}(1 - \alpha^2)^{K-1-m}}{1 - \lambda}.$$
and the ergodic rate of the second selected user in MU-Mode can be written

\[ R^\text{MRT} \left( S \right) = \sum_{m=1}^{K} \sum_{k=1}^{K} \Omega_{m,k}(x) = \sum_{m=1}^{K} \frac{c_m}{m} \sum_{k=1}^{K} \Omega_{m,k}(x). \]

Finally, we average (20) over \( \pi(1) \). Since each user is equally likely to be selected as \( \pi(1) \), the distribution of \( S_{\pi(1)} \) is finally given by

\[ F_{S_{\pi(1)}}(x) = \frac{K-1}{m} \sum_{m=1}^{K} \frac{\alpha m \left( 1 - \alpha^2 \right)}{1 - \alpha} \left( K - 2 \right) \frac{1}{m} \sum_{k=1}^{K} \Omega_{m,k}(x) \]

By using (21), we can calculate the ergodic rate of the second selected user in MU-Mode. The ergodic rate of the second selected user in MU-Mode using MRT can be written as

\[ R^\text{MRT} \left( S \right) = \frac{c_m}{m} \sum_{k=1}^{K} \Omega_{m,k}(x). \]

and the ergodic rate of the second selected user in MU-Mode using ZF-BF can be calculated as

\[ R^\text{ZF} \left( S \right) = \frac{c_m}{m} \sum_{k=1}^{K} \Omega_{m,k}(x). \]

which completes the proof.
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