Acoustic Simulation for Performance Evaluation of Ultrasonic Ranging Systems
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Abstract: The recent growing interest in indoor positioning applications has paved the way for the development of new and more accurate positioning techniques. The envisioned applications, include people and asset tracking, indoor navigation, as well as other emerging market applications, require fast and precise positioning. To this end, the effectiveness and high accuracy and refresh rate of positioning systems based on ultrasonic signals have been already demonstrated. Typically, positioning is obtained by combining multiple ranging. In this work, it is shown that the performance of a given ultrasonic airborne ranging technique can be thoroughly analyzed using renowned academic acoustic simulation software, originally conceived for the simulation of echographic transducers and systems. Here, in order to show that the acoustic simulation software can be profitably applied to ranging systems in air, an example is provided. Simulations are performed for a typical ultrasonic chirp, from an ultrasound emitter, in a typical office room. The ranging performances are evaluated, including the effects of acoustic diffraction and air frequency dependent absorption, when the signal-to-noise ratio (SNR) decreases from 30 to −20 dB. The ranging error, computed over a point grid in the space, and the ranging cumulative error distribution is shown for different SNR levels. The proposed approach allowed us to estimate a ranging error of about 0.34 mm when the SNR is greater than 0 dB. For SNR levels down to −10 dB, the cumulative error distribution shows an error below 5 mm, while for lower SNR, the error can be unlimited.
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1. Introduction

Position-based applications are attracting increasing market interest for the development of related products and systems that could lead to accurate mall navigation, path finding in large indoor buildings (e.g., conference centers, airports or hospitals) [1,2], unmanned guidance, surveillance systems [3,4], monitoring systems [5,6], and other systems able to operate indoors with high positioning accuracy. The trilateration technique has been shown to provide interesting results in indoor positioning systems, requiring at least three measurements of the distance between the reference emitters and a sensor to be positioned [7,8]. Ultrasonic signals represent a solution that combines both the requested degree of precision [9] and the low-cost implementation [10,11]. The estimation of the time of arrival (TOA) of a suitable transmitted ultrasonic signal is the building block of the commonly used ranging techniques. The analysis of the received and post-processed signal leads to the identification of a peculiar characteristic of the signal through which it is
possible to estimate the TOA. For example, the maximum peak of the envelope of an ultrasonic pulse is a feature suitable for estimating the TOA. Nevertheless, this technique could be affected by acoustic disturbances, with errors in the order of wavelengths (centimeters), even in the presence of a high signal-to-noise ratio (SNR) [12,13].

Instead, the use of cross-correlation [14] allows the high accuracy estimation of the TOA [15], while showing a good immunity to acoustic disturbances [16,17]. In fact, the TOA estimation through the cross-correlation peak provides an accuracy, regarding the distance measurement, of the order of the distance covered by the ultrasound during the time sample interval, namely the current space sampling, which is much smaller than the ultrasonic wavelength. From an implementation perspective, the use of a chirp signal facilitates the detection of the cross-correlation peak, leading to a range resolution up to the order of one tenth of the wavelength used in practical systems. In [17], a range resolution of ±1.2 mm was experimentally achieved by using a 15–40 kHz chirp, with a wavelength range of 22.86–8.57 mm and a sampling frequency of 1 MHz, achieving a space sampling of 0.343 mm with a sound speed of 343 m/s. As an additional benefit of using cross-correlation, a significant increase in SNR can be achieved, provided that the signal and noise are not correlated.

Usually, the design of the acoustic section of ranging systems is carried out, adopting the approximation of the near-field and far-field acoustic field. In real systems, however, this approximation does not provide sufficiently accurate a priori information for a realistic design of ranging systems, especially when the signal shape is much more complex than pulses or sinusoidal continuous waves.

For example, the linear chirp may suffer an aberration of its shape, due to acoustic diffraction, depending on the shape and size of the transducer and the angle under which the emitter is viewed by the receiver. In the presence of such aberrations of shape, even the most robust cross correlation ranging technique provides results affected by a much larger error than expected. Therefore, great attention must be paid to the design and evaluation of the acoustic section of ultrasonic positioning systems, considering together the shape and size of the ultrasonic emitters, the shape of the acoustic signal and the specific ranging technique used. The acoustic effects, including absorption and diffraction, along with the performance of different ranging techniques, can be analyzed in detail using the renowned academic acoustic simulation software Field II [18,19]. Indeed, Field II was designed to simulate ultrasound imaging systems in the human body, mostly composed of water.

In [20], Field II was successfully employed to evaluate the spatial coverage of a given transducer in terms of quantity and quality (e.g., amplitude and shape deformation) of the received signal. By means of this software, it is possible to calculate the acoustic pressure field at any point in the space by simulating transducers, signals, and wave propagation, including diffraction and attenuation, in combination with any desired processing technique. In addition, Field II allows us to freely change the shape and size of the transducer and the signal applied to the transducer to evaluate their effects in a trial-and-error design procedure.

However, practical techniques for analyzing the effects of noise on the performance of an ultrasonic ranging system are still relatively unexplored. Additionally, it should be considered that acoustic noise varies according to the power level, type (e.g., continuous, impulsive, etc.) or specific power spectrum.

In this work, the use of an acoustic simulation software is shown to evaluate the effects of the SNR variation on the overall ranging error of an example ranging technique quantitatively. The proposed approach provides the possibility to examine the acoustic field in time and space at each point of the region of interest as a function of the shape and size of the transducer and characteristics of signal emitted (e.g., bandwidth, shape, etc.). This allows us to easily test each algorithm dedicated to estimating the TOA in various spatial positions and operating situations.

The main novelty of this work lies in the innovative application of a simulator otherwise widely used to simulate and develop transducers and algorithms for medical
ultrasounds, where the human body, mostly composed of water, is the typical means of propagation of acoustic waves, to evaluate an example of ranging system working in air.

Useful information can be obtained from simulation results even if they are partially limited by the fact that phenomena caused by multipath propagation such as self-interference, typical of even a partially reflective environment, are not considered. A second limit is that the simulator calculates the propagation as if it occurred in free space without considering any obstacles and near-line-of-sight situations.

The paper is structured as follows. Section 2 provides information about the simulation software and details about the simulation setup; Sections 3 and 4 show the simulation results and their discussion, respectively; and Section 5 draws the conclusions of the paper.

2. Simulation Setup

The acoustic simulation software Field II, which works in the MATLAB™ environment, exploits the concept of spatial impulse responses [21–23] to compute the acoustic field. The linear systems theory is the base for the obtaining of the ultrasound field for both the pulsed and continuous wave cases. In fact, by applying to the transducer an excitation in the form of a Dirac delta function, the emitted ultrasound field at a specific point in space as a function of time is obtained using the spatial impulse response. In a second step, the field generated by an arbitrary excitation is found by the convolution of the spatial impulse response with the excitation signal. Thanks to the use of the linear systems theory, any kind of excitation can be considered. The name of this technique, “spatial impulse response”, derives from the fact that the impulse response is a function of the relative position in the 3D space of the computed acoustic field point, with respect to the transducer [24].

In detail, in order to carry out the numerical simulation, the entire surface of the transducer is divided into small rectangles. The smaller the rectangles’ size, the better the field approximation. In practice, the distance from the center of each rectangle to the field point under computation must be very large compared to the size of the rectangles. As a rule of thumb, the element size must be much smaller than the wavelength of the used signal. Every rectangular element can be seen as a rectangular piston, with a known and exact solution for the impulsive response [23]. The emission of a spherical wave by each of the small elements is combined with the impulsive responses due to each element at each desired field point [24].

To date, Field II is the only available and reliable acoustic simulator that is not based on the finite element modeling (FEM) approach (e.g., ANSYS, COMSOL, etc.). The FEM approach is computationally too onerous when dealing with spaces hundreds of times longer than the typical wavelength considered (less than a couple of cm in the band 20–50 kHz), as in the present case. The number of nodes would be huge and the calculation very heavy. Instead, the spatial impulse response approach used by Field II requires the calculation to be carried out only in the points considered and not on all nodes of a mesh extended to the whole considered environment. This makes the simulation for large spaces very efficient and entirely feasible.

The simulation presented is just an example to show the potential of the proposed approach.

The simulation setup includes diffractive acoustic phenomena, with the possibility to modify the shape and dimensions of the transducer and the emitted signal. Additionally, it allows us to test any ranging or positioning technique that is intended to be applied. In the simulations that follow, the acoustic field and the effectiveness of cross-correlation ranging in the space corresponding to a typical 4 × 4 × 3 m³ room [25] will be examined. In particular, the simulation results are computed on a grid of points belonging to the vertical section A of the room volume schematized in Figure 1. The boundary lines represent the extension of the room, but walls, the ceiling or floor are not considered, since the simulation is conducted as if the emission were in free space, as specified in the Introduction. The used transducer is a disk placed at the center of the ceiling, in position x = 0, y = 0, and z = 0, emitting towards the floor of the room. The transducer is immersed in the air and its
central frequency is 40 kHz at a temperature of 20 °C, a pressure of 1 atm, and a relative humidity of 55% [26,27]. Air absorption linearization shows an acceptable error in the atmospheric conditions present in a normal room with RH between 50% and 60% and for the frequency range considered [26]. A linearized air absorption (slope 39.3 dB/m/MHz, constant term −0.26 dB/m, i.e., about 0.92 dB/m @ 20 kHz and 1.70 dB/m @ 50 kHz) was assumed at around 40 kHz.

Figure 1. Simulation setup: the vertical section of the typical 4 × 4 × 3 m³ room along which the ranging calculations using cross-correlation are computed. The SNR is considered at point P, namely at distance of 1 m from the emitter surface center and on its emission axis. Note that the simulation is carried out in a free space scenario with performances evaluated on the plane section A of 4 × 3 m².

More in detail, the transducer is a circular and planar piston with a diameter of 8.5 mm. This diameter was shown to be able to cover the entire volume of the room using a 30–50 kHz linear chirp signal [18]. For all the simulations that follow, the transducer is divided into small square elements with sides measuring 0.125 mm by 0.125 mm. The chosen element size in this work is a good compromise between the accuracy of the solution and the computational resources involved in the simulations (see Figure 2).

A linear chirp with a bandwidth of 30–50 kHz and a duration of 5.12 ms was used as the emitted signal [11,25].

One of the major issues of any ultrasonic ranging system is the environmental noise in the signal band employed.

The approach here proposed allows us to include in the simulation any kind of noise, even the actual disturbance present in the environment for which the system is being designed. On the other hand, when there are no further specific indications, white noise is mostly used for the study of systems in many fields, as it uniformly covers the entire useful band of the system under examination. The use of white noise here is therefore entirely indicative and simply an example.

Uniform white noise was added to the received signal and the reference SNR was calculated at a distance of 1 m from the transducer on its emission axis (see point P in Figure 1). The simulations were carried out in a free space scenario with performances evaluated on the plane section A of 4 × 3 m², sampling the signal at a frequency $f_s = 1$ MHz.
For an efficient use of the computational resources, the acoustic field was calculated on a regular grid of points in the space for the time strictly necessary, i.e., for the duration of the time window compatible with the complete reception of the employed signal [24], here 15.62 ms, including the chirp duration and the traveling time to the furthest corner of section A in Figure 1.

In a first step, for each considered point in space, the numerical simulation computed the acoustic pressure over the time generated by the complete excitation signal. Subsequently, an ideal receiver, which linearly transduced the pressure signal into an electrical signal, was assumed. This signal was then cross-correlated with the emitted signal at each point and the related ranges were calculated.

The simulations were repeated for different SNR levels and the range errors were computed for increasing noise levels.

3. Numerical Results

In Figure 3, it is possible to see the range estimation error along the section A shown in Figure 1 for decreasing SNR levels from 30 dB down to −20 dB.

The range $R$ is estimated using the usual technique based on finding the position of the cross-correlation peak ($\tau_{MAX}$) [17,28]. The adopted technique, in favorable conditions, produces a good estimation of the TOA and, from this, the estimated range $R$, i.e.,

$$ R = \left( \frac{\tau_{MAX}}{f_S} - TOE \right) c_{air} - R_{cal} \quad (1) $$

where $\tau_{MAX}$ is the lag of the maximum peak of the cross-correlation between the received signal and its copy stored at the receiver (proportional to TOA), TOE is the time of emission of the ultrasonic signal, and $R_{cal}$ is a calibration constant including all the fixed delays of the system.

In particular, $R_{cal}$ is range-independent and, together with the TOE, it is assumed to be known through some calibration operations. Finally, $c_{air}$ (m/s) is the speed of sound in the air, which is related to the ambient temperature $T$ (°C) according to:

$$ c_{air} = 331.5 \sqrt{1 + \frac{T}{273.15}} \quad (2) $$
where \( \tau_{\text{MAX}} \) is the lag of the maximum peak of the cross-correlation between the received signal and its copy stored at the receiver (proportional to \( \text{TOA} \)), \( \text{TOE} \) is the time of emission of the ultrasonic signal, and \( R_{\text{cal}} \) is a calibration constant including all the fixed delays of the system.

Figure 3. Numerical results at different SNR levels using a linear chirp 30–50 kHz. A linearized air absorption around 40 kHz has been assumed. Spatial error distribution along the section A of Figure 1: (a) SNR = 30 dB, (b) SNR = 20 dB, (c) SNR = 10 dB, (d) SNR = 0 dB, (e) SNR = −10 dB, (f) SNR = −20 dB. Note the color bar error different ranges. For decreasing SNR from 30 dB down to 0 dB, the error is equal or less than 0.343 mm that is the spatial quantum. For lower SNR error rapidly increases up to more than 500 mm.

The ranging error was evaluated on a rectangular grid of points of section A, referring to Figure 1. The grid pitch is 5 cm in the \( x \) and \( z \) directions. For each point, the lag of the correlation peak \( (\tau_{\text{MAX}}) \) and, from these, the distance estimations from the emitter through (1) were obtained. Finally, the ranging errors were computed by subtracting the ground-truth values at each point of the simulation grid from the values just obtained. A typical source of errors in calculating the range is given by the discretization of the \( \tau_{\text{MAX}} \) value, with an uncertainty of \( \pm T_S/2 \) according to the time sampling of the system.

In Figure 4a, the overall ranging error at any grid point from Figure 3 is displayed as a cumulative distribution function (CDF) or cumulative error distribution, which is the percentage of readings with error less than the value of a given abscissa. Figure 4b shows a zoomed portion of the CDF in the range 0-5 mm in order to see the behavior details of the ranging mechanism for SNR levels from 30 dB down to −20 dB.
The ranging error was evaluated on a rectangular grid of points of section A, referring to Figure 1. The grid pitch is 5 cm in the $x$ and $z$ directions. For each point, the lag of the correlation peak ($\tau_{\text{MAX}}$) and, from these, the distance estimations from the emitter through (1) were obtained. Finally, the ranging errors were computed by subtracting the ground-truth values at each point of the simulation grid from the values just obtained. A typical source of errors in calculating the range is given by the discretization of the $\tau_{\text{MAX}}$ value, with an uncertainty of $\pm \frac{T_S}{2}$ according to the time sampling of the system.

In Figure 4a, the overall ranging error at any grid point from Figure 3 is displayed as a cumulative distribution function (CDF) or cumulative error distribution, which is the percentage of readings with error less than the value of a given abscissa. Figure 4b shows a zoomed portion of the CDF in the range 0–5 mm in order to see the behavior details of the ranging mechanism for SNR levels from 30 dB down to –20 dB.

Figure 4. Numerical results at different SNR levels using a linear chirp 30–50 kHz. A linearized air absorption around 40 kHz has been assumed: (a) cumulative distribution function (percent of readings with error less than the value of a given abscissa) of the ranging error along the vertical section A of Figure 1, for decreasing SNR levels from 30 dB down to –20 dB ($y$-axis zoomed), (b) $x$-axis zoomed portion of the cumulative distribution function in the range 0–5 mm.

4. Discussion

Figures 3 and 4 show that the proposed simulative approach allows us to state that the ranging technique based on the cross-correlation achieves a ranging error less than 0.35 mm in every point of the volume in presence of a sufficient SNR level. In detail, in Figure 3a–d, there is a point error pattern, where each point error is limited to one spatial quantum, here equal to $T_S c_{\text{air}} = 0.343$ mm for SNR above 0 dB. However, when the SNR drops under 0 dB (Figure 3e,f), the used ranging technique is no longer able to cope with such a high noise level and the error increases up to over 500 mm. In fact, in the presence of high noise levels, the error is mainly due to an incorrect recognition of the peaks, i.e., recognition of a peak as a maximum different from the true one. This error is typically a multiple of the distance between two consecutive peaks in the cross-correlation vector. In the present case, the distance between two consecutive peaks of the cross-correlation is equal to 24 space samples, i.e., about 8.2 mm.

As a significant result, the proposed approach allows us to identify the SNR level that is capable of giving the desired level of ranging error over the entire volume of the room for the transducer and signal shape adopted. Furthermore, the simulation (just an
example) shows that it is possible to check whether a particular technique achieves the required performance in the desired space already at the initial design phase.

However, the proposed approach still has significant limitations. In fact, the software tool used for the simulation of acoustic propagation does not consider some effects that are important in the field of indoor ranging. First, the reflection phenomenon is not modeled, and therefore it is not possible at the moment to simulate in a simple way the reflection of the signal, for example, by walls. In other words, phenomena caused by multipath propagation such as self-interference, typical of even a partially reflective environment, are not considered. Secondly, the simulator calculates the propagation as if it occurs in any case in free space and does not consider any obstacles and near-line-of-sight situations. It is therefore not possible to evaluate effectively many situations typical of real applications.

5. Conclusions

In this paper, an acoustic software, originally conceived for in-water simulations of echographic transducers, has been applied to the simulation of the acoustic field in air produced by a circular transducer and to the contextual evaluation of the performance of a ranging technique as a function of the signal-to-noise ratio. The simulations include diffractive and absorption effects in air as a function of the frequency. In particular, the simulations proposed to illustrate the effectiveness of this approach showed that, with a sufficient SNR level, a ranging error of less than 0.343 mm can be obtained in the volume of a typical 4 × 4 × 3 m³ room. This result was obtained using a disc transducer with a diameter of 8.5 mm, a linear chirp signal of 30–50 kHz and a peak detection technique based on cross-correlation. The ranging error is kept within the limit of 0.343 mm when the SNR is greater than 0 dB. For lower SNR levels, the maximum ranging error over the entire volume increases from approximately 0.343 mm to over 500 mm. Some work should be done to make simulation more realistic by including the reflection phenomenon. However, a number of applications and services based on ultrasonic ranging, and therefore on positioning, can already take advantage of the presented approach.
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