NONSTANDARD CONVERGENCE GIVES BOUNDS ON JUMPS
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Abstract. If we know that some kind of sequence always converges, we can ask how quickly and how uniformly it converges. Many convergent sequences converge non-uniformly and, relatedly, have no computable rate of convergence. However proof-theoretic ideas often guarantee the existence of a uniform “meta-stable” rate of convergence.

We show that obtaining a stronger bound—a uniform bound on the number of jumps the sequence makes—is equivalent to being able to strengthen convergence to occur in the nonstandard numbers. We use this to obtain bounds on the number of jumps in nonconventional ergodic averages.

1. Introduction

Once we have proven that some kind of sequence \((a_n)_{n \in \mathbb{N}}\) converges, a natural question is to ask how quickly it converges. It is not hard to show that there may not be a general rate of convergence\(^1\): it might be that in different situations, this sequence converges at substantially different rates, so that no rate of convergence suffices in general.

Indeed, this is the typical situation. For example, consider the ergodic averages. We have a probability space \((X, \mathcal{B}, \mu)\) and a measurable, measure-preserving \(T : X \rightarrow X\). When \(f\) is an \(L^1(X)\) function, one can prove that the ergodic averages \(A^T_N f = \frac{1}{N} \sum_{i=0}^{N-1} f(T^i x)\) converge (in the \(L^2\) norm \([24]\) and pointwise almost everywhere \([9]\)). However it is known that the rate can be arbitrarily slow \([22]\) and non-computable \([2]\).

On the other hand, once we have proven convergence, there must be a weaker notion, a rate of metastable convergence\(^2\), which is both computable and uniform \([1, 2, 11, 12, 20, 23]\).

Avigad and Rute have noted \([2]\) that we cannot, in general, expect anything more than a rate of metastable convergence. Kohlenbach and Safarik identified proof-theoretic features of a proof which make it possible to extract a notion intermediate between a rate of convergence and a rate of convergence.

---

\(1\) A rate of convergence is a function \(F : \mathbb{N} \rightarrow \mathbb{N}\) such that, for each \(E > 0\) and any \(m > F(E)\), \(d(a_{F(E)}, a_m) < 1/E\).

\(2\) A rate of metastable convergence is a functional \(R : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}\) such that for each \(E > 0\) and each monotone \(F : \mathbb{N} \rightarrow \mathbb{N}\), \(d(a_{R(E,F)}, a_{F(R(E,F))}) < 1/E\).
metastable convergence \[21\]: a uniform, computable bound on the number of \(\epsilon\)-jumps. In this paper, we give an exact criterion for when this stronger bound can be obtained using nonstandard analysis, and use it to show the existence of such bounds on certain nonconventional ergodic averages.

Our criterion will involve taking a sequence \((a_n)_{n\in\mathbb{N}}\) and extending to a sequence \((\overline{a}_n)_{\overline{n}\in\mathbb{N}^*}\) over the hypernatural numbers (that is, the nonstandard natural numbers). In complete generality, this is not possible: there is no unique choice of hypernatural numbers, and no canonical way to extend a sequence to the hypernatural numbers.

To fix this, we borrow an insight from Avigad and Iovino \[5\]. When we prove convergence, we prove it in some theory with a family of models. If we formulate the theory in a reasonable way, the models will also be closed under ultraproducts, and so the corresponding sequences will still converge in these ultraproducts. Furthermore, in any particular ultraproduct, there is a corresponding canonical choice of the hypernatural numbers, and a corresponding canonical extension of a sequence to those hyperreals.

Given the extension \((a_n)_{\overline{n}\in\mathbb{N}^*}\), we can ask whether we obtain a stronger kind of convergence: whenever \(I \subseteq \mathbb{N}^*\) is a cut—an initial segment closed under successor\(^3\)—we can ask about convergence in \(I\): is it the case that, for every (standard real) \(\epsilon > 0\), there is an \(\overline{n} \in I\) so that, for all \(\overline{m} \in I\) with \(\overline{m} > \overline{n}\), \(d(a_{\overline{n}}, a_{\overline{m}}) < \epsilon\). (Of course, convergence in \(\mathbb{N}\) is just the usual notion of convergence.)

Our main result shows that we obtain uniform bounds on the numbers of \(\epsilon\)-jumps exactly when these extensions converge in every \(I\). Formally, after giving definitions in Section 2 we will show:

**Theorem 1.1.** Let \(\mathcal{C}\) be a collection of pairs \(((X, d), (a_n)_{n\in\mathbb{N}})\) where each \((a_n)\) is a sequence of elements in the corresponding metric space \((X, d)\). The following are equivalent:

- there is a uniform bound on the number of \(\epsilon\)-jumps; that is, for every \(\epsilon > 0\) there is a \(K\) so that in every pair \(((X, d), (a_n)_{n\in\mathbb{N}})\) in \(\mathcal{C}\) and every sequence \(n_1 < n_2 < \cdots < n_K\), there is a \(k < K\) with \(d(a_{n_k}, a_{n_{k+1}}) < \epsilon\),

- whenever \(\mathcal{U}\) is a nonprincipal ultrafilter on \(\mathbb{N}\), and, for each \(i\), \(((X_i, d_i), (a^i_n)_{n\in\mathbb{N}}) \in \mathcal{C}\), in the ultraproduct \(\prod_{\mathcal{U}} (X_i, d_i)\), the extended sequence \((a_{\overline{n}})_{\overline{n}\in\mathbb{N}^*}\) converges in every cut.

To illustrate this idea, in Section 3 we will show that, with a small modification, the original proof of the mean ergodic theorem satisfies the criterion given by the second equivalent condition in this theorem. (The existence of a bound on jumps for this sequence already follows from Bishop’s upcrossing inequalities \[10\].)

\(^3\)The term “cut” is sometimes reserved for a stronger notion, adding the requirement that \(I\) be closed under addition. We follow the convention in the models of arithmetic literature, calling this stronger notion an additive cut.
We will then turn to the “nonconventional” ergodic averages

\[ \frac{1}{N} \sum_{n=1}^{N} (f_1 \circ T_1^n) \cdots (f_k \circ T_k^n). \]

These averages were shown to converge by Tao [25]. Although there are now several proofs of convergence [18], including a proof using nonstandard analysis [26], we will modify Austin’s proof [3] to show:

**Theorem 1.2.** For every \( d \) and every \( \epsilon > 0 \), there is a \( K \) so that whenever \( (X, B, \mu) \) is a probability measure space, \( T_1, \ldots, T_d : X \to X \) are a sequence of measurable, measure-preserving transformations, and \( f_1, \ldots, f_d \) are functions with each \( \|f_i\|_{L^\infty} \leq 1 \), whenever \( N_1 < N_2 < \cdots < N_K \) are given, there is an \( i < K \) so that

\[ \left\| \frac{1}{N_i} \sum_{n=1}^{N_i} (f_1 \circ T_1^n) \cdots (f_k \circ T_k^n) - \frac{1}{N_{i+1}} \sum_{n=1}^{N_{i+1}} (f_1 \circ T_1^n) \cdots (f_k \circ T_k^n) \right\|_{L^2} < \epsilon. \]

The \( d = 1 \) case is the regular ergodic theorem, and for the \( d = 2 \) case stronger variational inequalities are known [13, 14].

Finally, in Section 5 we consider a generalization where we only restrict those jumps where \( n_k \) and \( n_{k+1} \) are “far apart”, and show that this corresponds to a weaker condition where the extended sequences only converge in cuts with additional closure properties.

## 2. Nonstandard Convergence

### 2.1. Ultraproducts.

Throughout, we assume that \( \mathcal{U} \) is a nonprincipal ultrafilter on \( \mathbb{N} \); essentially nothing would change if we replaced \( \mathcal{U} \) with a nonprincipal, non-countably complete ultrafilter on some larger index set.

We recall the notion of an ultraproduct for metric structures. A detailed exposition is given in [8].

**Definition 2.1.** For each \( i \in \mathbb{N} \), let \( r_i \in \mathbb{R} \). If there is some \( B \) so that \( \{i \mid |r_i| \leq B\} \in \mathcal{U} \) then the ultralimit \( \lim_{\mathcal{U}} r_i \) is defined to be the unique \( r \in \mathbb{R} \) such that, for every \( \epsilon > 0 \), \( \{i \mid |r_i - r| < \epsilon\} \in \mathcal{U} \).

For each \( i \in \mathbb{N} \), let \( (X_i, d_i) \) be a metric space. The metric ultraproduct \( \prod_{\mathcal{U}} (X_i, d_i) \) is a metric space \( (X_\mathcal{U}, d_\mathcal{U}) \) given by:

- \( Y_\mathcal{U} \) consists of sequences \( \langle x_i \rangle_{i \in \mathbb{N}} \) where \( x_i \in X_i \) for each \( i \in \mathbb{N} \),
- we define an equivalence relation \( \sim_\mathcal{U} \) on \( Y_\mathcal{U} \) by \( \langle x_i \rangle_{i \in \mathbb{N}} \sim_\mathcal{U} \langle y_i \rangle \) iff \( \lim_{\mathcal{U}} d_i(x_i, y_i) = 0 \),
- \( X_\mathcal{U} = Y_\mathcal{U} / \sim_\mathcal{U} \),
- \( d_\mathcal{U}([\langle x_i \rangle_{i \in \mathbb{N}}], [\langle y_i \rangle_{i \in \mathbb{N}}]) = \lim_{\mathcal{U}} d_i(x_i, y_i) \) if this exists and \( \infty \) otherwise.

**Definition 2.2.** When \( \mathcal{U} \) is an ultrafilter, a nonstandard natural number \((\text{relative to } \mathcal{U})\) is an equivalence class of sequences \( \langle n_i \rangle_{i \in \mathbb{N}} \) where each \( n_i \in \mathbb{N} \), taking \( \langle n_i \rangle \sim_\mathcal{U} \langle m_i \rangle \) iff \( \{i \mid n_i = m_i\} \in \mathcal{U} \).
When $U$ is clear from context, we write $\mathbb{N}^*$ for the set of nonstandard natural numbers. The nonstandard integers are defined similarly, and we sometimes write $\mathbb{Z}^*$ for the nonstandard integers. Recall that $\mathbb{N}$ embeds canonically as an initial segment of $\mathbb{N}^*$ by associating any $n \in \mathbb{N}$ with the constant sequence $[\langle n \rangle_{i \in \mathbb{N}}] \in \mathbb{N}^*$. Of course, $\mathbb{N}$ is a proper initial segment; for instance, $[\langle i \rangle_{i \in \mathbb{N}}]$ is larger than any element of (the image of) $\mathbb{N}$.

**Definition 2.3.** Suppose that, for each $i \in \mathbb{N}$, $\langle a^i_n \rangle_{n \in \mathbb{N}}$ is a sequence of elements of $X_i$. Then, for any nonstandard natural number $\bar{n} = [\langle n_i \rangle]$, we define $a_{\bar{n}} = [\langle a^i_{n_i} \rangle]$.

It is easy to see that $a_{\bar{n}}$ is well-defined: if $\langle n_i \rangle$ and $\langle m_i \rangle$ represent the same element of $\mathbb{N}^*$, so $\{i \mid n_i = m_i\} \in U$ then $\{i \mid d_i(a^i_{n_i}, a^i_{m_i}) = 0\} \in U$, and therefore $[\langle a^i_{n_i} \rangle] = [\langle a^i_{m_i} \rangle]$.

**Definition 2.4.** A cut in $\mathbb{N}^*$ is a subset $I \subseteq \mathbb{N}^*$ which is an initial segment, and such that whenever $\bar{n} \in I$, also $\bar{n} + 1 \in I$.

$\mathbb{N}$ and $\mathbb{N}^*$ are the smallest and largest cuts, respectively. For more interesting examples, whenever $\bar{n} \in \mathbb{N}$,

- $\{\bar{m} \mid \exists k \in \mathbb{N} \bar{m} < \bar{n} + k\}$,
- $\{\bar{m} \mid \exists k \in \mathbb{N} \bar{m} < k \cdot \bar{n}\}$, and
- $\{\bar{m} \mid \exists k \in \mathbb{N} \bar{m} < \bar{n}^k\}$

are also cuts.

**Definition 2.5.** When $I$ is a cut, we say a sequence $\langle a_{\bar{n}} \rangle_{\bar{n} \in \mathbb{N}^*}$ converges in $I$ if for every real $\epsilon > 0$, there is an $\bar{n} \in I$ so that, for all $\bar{m} \in I$ with $\bar{m} > \bar{n}$, $d(a_{\bar{n}}, a_{\bar{m}}) < \epsilon$.

### 2.2. Main Theorem.

**Definition 2.6.** Let $\langle a_n \rangle_{n \in \mathbb{N}}$ be a sequence of elements in some metric space. For any $\epsilon > 0$, we say $\langle a_n \rangle$ admits $K$ $\epsilon$-jumps if there are $n_1 < n_2 < \cdots < n_K$ such that, for each $k < K$, $d(a_{n_k}, a_{n_{k+1}}) \geq \epsilon$.

**Theorem 2.7.** Let $C$ be a collection of pairs $((X, d), (a_n)_{n \in \mathbb{N}})$ where each $(a_n)$ is a sequence of elements in the corresponding metric space $(X, d)$. The following are equivalent:

- for every $\epsilon > 0$ there is a $K$ so that, for every $((X, d), (a_n)_{n \in \mathbb{N}}) \in C$, the sequence $(a_n)_{n \in \mathbb{N}}$ does not admit $K$ $\epsilon$-jumps,
- whenever $U$ is a nonprincipal ultrafilter on $\mathbb{N}$, and, for each $i$, $((X_i, d_i), (a^i_n)_{n \in \mathbb{N}}) \in C$, the sequence $(a_{\bar{n}})_{\bar{n} \in \mathbb{N}^*}$ converges in every cut in $(X_U, d_U)$.

**Proof.** Suppose the former fails: there is some $\epsilon > 0$ so that, for every $K$, there is an $((X, d), (a_n)_{n \in \mathbb{N}}) \in C$ so that $(a_n)_{n \in \mathbb{N}}$ admits $K$ $\epsilon$-jumps. For each $K$, choose such an $((X^K, d^K), (a^K_n)_{n \in \mathbb{N}})$ and choose witnesses $n^K_1 < n^K_2 < \cdots < n^K_K$ so that, for each $k < K$, $d(a^K_{n_k}, a^K_{n_{k+1}}) \geq \epsilon$.

Take any nonprincipal ultrafilter $U$ and consider the sequence $\langle a_{\bar{n}} \rangle_{\bar{n} \in \mathbb{N}^*}$. For each $i \in \mathbb{N}$, take $\bar{n}_i = [\langle n^K_i \rangle_{K \in \mathbb{N}}]$ (where we take $n^K_0 = 0$ if $K < i$;
for each \( i \), there are only finitely many such \( K \), so this arbitrary choice does not affect the value of \( \bar{n}_i \). Let \( I = \{ \bar{m} \mid \exists i \bar{m} < \bar{n}_i \} \); this is a cut, since if \( \bar{m} < \bar{n}_i \) then \( \bar{m} + 1 < \bar{n}_i + 1 \leq \bar{n}_{i+1} \). But for each \( i \), \( d_U(a_{\bar{m}_i}, a_{\bar{n}_{i+1}}) = \lim_U d_K(a_{\bar{n}_i}^K, a_{\bar{n}_{i+1}}^K) \geq \epsilon \). Therefore \( (a_{\bar{n}})_{\bar{n} \in \bar{N}} \) does not converge to within \( \epsilon/2 \) in the cut \( I \): given any \( \bar{m} \in I \), we may find some \( \bar{n}_i > \bar{m} \) by definition, and by the triangle inequality, either \( d_U(a_{\bar{m}}, \bar{n}_i) \geq \epsilon/2 \) or \( d_U(a_{\bar{m}}, \bar{n}_{i+1}) \geq \epsilon/2 \).

Conversely, suppose the former holds, and consider any nonprincipal ultrafilter \( \mathcal{U} \), any sequence \( ((X_i, d_i), (a_i^N)_{N \in \mathbb{N}}) \) of elements of \( C \). Consider some cut \( I \) and some \( \epsilon > 0 \). Let \( K \) witness the uniform bound for \( \epsilon/2 \)-jumps. Choose any \( \bar{n}_1 \in I \); if \( \bar{n}_1 \) does not witness convergence in \( I \), there must be some \( \bar{n}_2 > \bar{n}_1 \) with \( \bar{n}_2 \in I \) and \( d_U(\bar{n}_1, \bar{n}_2) \geq \epsilon \). We continue choosing \( \bar{n}_3 > \bar{n}_2 \) in \( I \), and so on. If we find \( K < K \) so that \( \bar{n}_K \) witnesses convergence in \( I \), we are done. Otherwise, we find \( \bar{n}_1 < \bar{n}_2 < \cdots < \bar{n}_K \) all in \( I \) with \( d_U(a_{\bar{n}_i}, a_{\bar{n}_{i+1}}) \geq \epsilon \) for each \( k < K \).

Then, for each \( k < K \), \( \lim_U d_U(a_{i}^j, a_{i}^j) \geq \epsilon \). In particular, \( \{ i \mid d_U(a_{i}^j, a_{i}^j) > \epsilon/2 \} \in \mathcal{U} \). So we may choose a single \( i \) so that, for all \( k < K \) simultaneously, \( d_U(a_{i}^j, a_{i}^j) > \epsilon/2 \) and \( n_1^i < n_2^i < \cdots < n_K^i \). But this shows that \( (a_n^N)_{N \in \mathbb{N}} \) admits \( K \epsilon/2 \)-jumps, which is a contradiction. So it must be that, for some \( k < K \), \( \bar{n}_K \) witnessed convergence in \( I \).

\( \square \)

3. The Mean Ergodic Theorem

As a warm up (and to establish our base case), we modify the proof of the mean ergodic theorem to hold in every cut in an ultraproduct. The proof does not go through unchanged. Like most proofs, von Neumann’s proof of the mean ergodic theorem requires a certain amount of arithmetic, which amounts to saying that it only goes through in “nice enough” cuts. In this case the condition is mild: von Neumann’s argument needs the cut to be additive (that is, closed under addition). However, as we will show, averages always converge in non-additive cuts, so we are able to complete the proof. (This dichotomy between additive and non-additive cuts should be compared to the “gap condition” appearing in [21].)

We first note that averages always converge in non-additive cuts.

**Definition 3.1.** A cut \( I \subseteq \bar{N}^* \) is additive if whenever \( \bar{n}, \bar{m} \in I \), also \( \bar{n} + \bar{m} \in I \).

**Lemma 3.2.** Let \( I \) be a non-additive cut, let \( (c_n)_{n \in I} \) be a sequence of elements of \( L^2(X) \) with norm bounded by 1, and let \( a_{\bar{N}} = \frac{1}{\bar{N}} \sum_{\bar{n}=1}^{\bar{N}} c_{\bar{n}} \). Then the sequence \( (a_{\bar{N}}) \) converges in \( I \).

**Proof.** For any \( \epsilon > 0 \), we choose \( \bar{N} \in I \) so that \( [\frac{\bar{N}}{1-\sqrt{\epsilon/2}}] \notin I \); such a \( \bar{N} \) exists because \( I \) is not additive. Then whenever \( \bar{M} > \bar{N} \) belongs to \( I \), we have
\[ \tilde{M} < \frac{\tilde{N}}{1 + \epsilon/2} \text{ and therefore} \]
\[ \|a_{\tilde{N}} - a_{\tilde{M}}\|_{L^2} = \| \frac{1}{\tilde{N}} \sum_{\tilde{n}=1}^{\tilde{N}} c_{\tilde{n}} - \frac{1}{\tilde{M}} \sum_{\tilde{m}=1}^{\tilde{M}} c_{\tilde{m}} \|_{L^2} = \frac{\tilde{M} - \tilde{N}}{\tilde{M} \tilde{N}} \| \sum_{\tilde{n}=1}^{\tilde{N}} c_{\tilde{n}} \|_{L^2} + \frac{1}{\tilde{M}} \| \sum_{\tilde{m} = N+1}^{\tilde{M}} c_{\tilde{m}} \|_{L^2} = 2 \frac{\tilde{M} - \tilde{N}}{\tilde{M}} \leq \epsilon. \]

\[ \square \]

**Definition 3.3.** Let \((X, \mu)\) be a probability measure space and \(T : \mathbb{Z} \curvearrowright (X, \mu)\) a measurable, measure-preserving action. For any \(f \in L^1(X)\), we define the exponential average \(A_N^T f\) by \((A_N^T f)(x) = \frac{1}{N} \sum_{i=1}^{N} f(T^i x)\).

**Theorem 3.4.** For every \(\epsilon > 0\) there is a \(K\) so that whenever \((X, \mu)\) be a probability measure space and \(T : \mathbb{Z} \curvearrowright (X, \mu)\) a measurable, measure-preserving action and \(f \in L^2(\mu)\) with \(||f||_{L^2} \leq 1\), the sequence \(A_N^T f\) does not admit \(K\) \(\epsilon\)-jumps in the \(L^2\) norm.

**Proof.** We take \(C\) to be the collection of all pairs of the form \(((L^2(\mu), d_{L^2}), (A_N^T f)_{N \in \mathbb{N}})\) where \(d_{L^2}(f, g) = ||f - g||_{L^2(\mu)}\) and \(f \in L^2(\mu)\) with \(||f||_{L^2} \leq 1\). Consider an ultraproduct of elements from \(C\); it is the \(L^2\) space of a probability measure space \((X, \mu)\) with a measurable, measure-preserving \(T : \mathbb{Z}^* \curvearrowright (X, \mu)\).

Given a function \(f \in L^2(\mu)\) with \(||f||_{L^2} \leq 1\), we can consider the sequence \((A_N^T f)_{N \in \mathbb{N}}\).

Consider a cut \(I\). If \(I\) is not additive, convergence follows from the previous lemma, so assume \(I\) is additive. Then whenever \(C \in \mathbb{N}\) and \(\tilde{n} \in I\), \(C\tilde{n} \in I\).

Consider the space \(\mathcal{N} \subseteq L^2(\mu)\) spanned by functions of the form \(f - f \circ T^{\tilde{n}}\) for \(\tilde{n} \in I\). Whenever \(g \in \mathcal{N}\), for any \(\epsilon > 0\) we may write \(g = \sum_{i=0}^{k} c_i (f - f \circ T^{\tilde{n}_i}) + g^-\) where \(||g^-||_{L^2} < \epsilon/2\), \(k \in \mathbb{N}\), and each \(c_i \in \mathbb{R}\). Whenever \(\tilde{M} > 4 \sum_{i=0}^{k} |c_i| \tilde{n}_i\epsilon\) we have
\[ \|A_{\tilde{M}}^T g\|_{L^2} = \| \frac{1}{\tilde{M}} \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{i=0}^{k} c_i (f \circ T^{\tilde{m}} - f \circ T^{\tilde{m}_i + \tilde{m}}) + A_{\tilde{M}}^T g^- \|_{L^2} \leq \sum_{i=0}^{k} |c_i| \cdot \| \frac{1}{\tilde{M}} \sum_{\tilde{m}=1}^{\tilde{M}} (f \circ T^{\tilde{m}} - f \circ T^{\tilde{m}_i + \tilde{m}}) \|_{L^2} + \epsilon/2 \leq \sum_{i=0}^{k} |c_i| \frac{2\tilde{n}_i}{\tilde{M}} ||f||_{L^2} + \epsilon/2 \leq \epsilon. \]
In particular, since \( \left\lfloor \frac{1}{k} \sum_{i=0}^{k-1} |c_i| \right\rfloor \subset I \), for \( g \in \mathcal{N} \), \( A^T_N g \) converges to 0 in \( I \).

There is a projection \( f_0 = \mathbb{E}(f \mid \mathcal{N}) \). Let \( f^- = f - f_0 \). For any \( \bar{n} \in I \), observe that, using the invariance of \( T^{\bar{n}} \),
\[
\|f^- - f^- \circ T^{\bar{n}}\|_{L^2}^2 = \langle f^-, f^- \rangle - 2\langle f^- , f^- \circ T^{\bar{n}} \rangle - \langle f^- \circ T^{\bar{n}}, f^- \circ T^{\bar{n}} \rangle
\]
\[
= 2(\langle f^-, f^- \rangle - \langle f^-, f^- \circ T^{\bar{n}} \rangle)
\]
\[
= 2(\langle f^-, f^- - f^- \circ T^{\bar{n}} \rangle)
\]
\[
= 0
\]
because \( f^- - f^- \circ T^{\bar{n}} \in \mathcal{N} \). Therefore
\[
\|A^T_M f - f^-\|_{L^2} = \|A^T_M f_0\|_{L^2} + \|f^- - f^-\|_{L^2}
\]
approaches 0 as \( M \) gets large in \( I \). In particular, \( A^T_M f \) converges to \( f^- \) in the cut \( I \).

By Theorem \ref{thm:van_1}, we obtain uniform bounds on \( \epsilon \)-jumps. \( \square \)

4. Nonconventional Ergodic Averages

4.1. Preliminaries.

**Definition 4.1.** When \( I \) is a cut in \( \mathbb{N}^* \), we write \( \mathbb{Z}(I) \) for \( \{z \in \mathbb{Z}^* \mid |z| \in I \} \).

Let \((X, \mu)\) be a probability measure space and \( T : \mathbb{Z}(I)^d \mapsto (X, \mu) \) a measurable, measure-preserving action. We write \( T^n_i : X \rightarrow X \) for the action \( T^{(0, \ldots, \bar{n}, \ldots, 0)} \) with the \( \bar{n} \) in the \( i \)-th position and abbreviate \( f \circ T^n_i \) by \( T^n_i f \).

We define
\[
A^T_N (f_1, \ldots, f_d) = \frac{1}{N} \sum_{\bar{n}=1}^{N} \prod_{1 \leq i \leq d} T^n_i f_i.
\]

Of course, we are primarily interested in the case where \( I = \mathbb{N} \). The average appearing in the ergodic theorem is then the case where \( d = 1 \).

**Definition 4.2.** When a sequence of functions \( f_N \) converges in \( I \) in the \( L^2 \) norm, we write \( \lim_{\bar{N} \rightarrow I} f_N \) for the \( L^2 \)-limit of these functions.

We observe that the van der Corput trick holds in any additive cut, following the standard proof without change.

**Lemma 4.3** (van der Corput). Suppose that \( a_{\bar{n}} \in L^2(X) \) with \( L^2 \) norm bounded by 1 for all \( \bar{n} \in I \) where \( I \) is an additive cut. If
\[
\lim_{\bar{N} \rightarrow I} \limsup_{H \rightarrow I} \frac{1}{H} \sum_{h=1}^{H} \left| \frac{1}{N} \sum_{\bar{n}=1}^{N} \int_{I} a_{\bar{n}+\bar{h}} a_{\bar{n}} \, d\mu \right| = 0
\]
then
\[
\lim_{\bar{N} \rightarrow I} \left| \frac{1}{N} \sum_{\bar{n}=1}^{N} a_{\bar{n}} \right| = 0.
\]
Following Austin’s proof that the averages $A_N^T(f_1, \ldots, f_d)$ converge, we proceed by induction on $d$. The case $d = 1$ is the mean ergodic theorem discussed above.

**Lemma 4.4.** Let $I$ be an additive cut and let $T : \mathbb{Z}(I)^d \curvearrowright (X, \mu)$ be measure-preserving.

Whenever $f_1 \in L^2(X)$ and $f_2, \ldots, f_d \in L^\infty(X)$, the averages $A_N^T(f_1, \ldots, f_d)$ converge in $I$.

**Proof.** We proceed by induction on $d$. The $d = 1$ case is shown in Theorem 3.4, so we assume $d > 1$ and the claim holds for $d - 1$. Let $f_1, \ldots, f_d$ be given.

We will repeatedly need the averages $\hat{A}_N^T(g) = \hat{A}_N^T(g, f_2, \ldots, f_d)$.

**Claim 1.** For every $g$, the function

\[
  u_g = \lim_{H \to I} \frac{1}{H} \sum_{h=1}^H \lim_{S \to I} \frac{1}{S} \sum_{s=1}^S T_1^{-h} g \prod_{1 < i \leq d} (T_i^{-1}T_i)^{-\bar{s}}(f_i T_i^{-\bar{h}} f_i)
\]

exists.

**Proof.** We define functions

\[
u_{g,H} = \frac{1}{H} \sum_{h=1}^H T_1^{-h} g \lim_{S \to I} \frac{1}{S} \sum_{s=1}^S \prod_{1 < i \leq d} (T_i^{-1}T_i)^{-\bar{s}}(f_i T_i^{-\bar{h}} f_i).
\]

For each $\bar{h}$, we can show that the limit exists using the inductive hypothesis applied to the transformation $U : \mathbb{Z}(I)^{d-1} \curvearrowright (X, \mu)$ given by $U_i = T_i^{-1}T_{i+1}$.

We now use the inductive hypothesis to show that this sequence of functions also converges for each $g \in L^2(X)$. We use a modified version of the Furstenberg self-joining. We define a measure $\mu^{\oplus d, I}$ on $X^d$ by setting

\[
  \mu^{\oplus d, I}(\prod_{1 < i \leq d} B_i) = \int \chi_B_1 \lim_{S \to I} \frac{1}{S} \sum_{s=1}^S \prod_{1 < i \leq d} (T_i^{-1}T_i)^{-\bar{s}} \chi_B_i \, d\mu.
\]

The inductive hypothesis guarantees that this limit exists. We define $\tilde{T} : \mathbb{Z}(I)^d \curvearrowright (X^d, \mu^{\oplus d, I})$ by $\tilde{T}_1(x_1, \ldots, x_d) = (T_1x_1, T_2x_2, \ldots, T_dx_d)$ and, for $1 < i \leq d$, $\tilde{T}_i(x_1, \ldots, x_d) = (T_ix_1, \ldots, T_i x_d)$. Since $T$ is measure-preserving,
\( \hat{T} \) is as well; for \( \hat{T}_i \) with \( 1 < i \), this is immediate. To see that \( \hat{T}_1 \) is measure-preserving, observe that

\[
\mu \overset{\mu_d I}{\longrightarrow} \lim_{\bar{S} \to I} \prod_{1 \leq i \leq d} B_i = \int \chi_{B_1}(T_1^{-\bar{n}}x) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} (T_1^{-1}T_i)^{-\bar{s}} \chi_{B_1}(T_1^n x) \, d\mu
\]

\[
= \int \chi_{B_1}(T_1^{-\bar{n}}x) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} (T_1^{-1}T_i)^{-\bar{s}-\bar{n}} \chi_{B_1}(T_1^n x) \, d\mu
\]

\[
= \int \chi_{B_1}(x) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} (T_1^{-1}T_i)^{-\bar{s}} \chi_{B_1}(x) \, d\mu
\]

\[
= \int \chi_{B_1}(x) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} (T_1^{-1}T_i)^{-\bar{s}} \chi_{B_1}(x) \, d\mu.
\]

Note that the last step uses the fact that \( I \) is additive.

Consider the function \( \tilde{g}(x_1, \ldots, x_d) = g(x_1) \prod_{1 \leq i \leq d} f_i(x_i) \). By Theorem 3.4, the averages \( \tilde{A}_N^\tilde{g}(\tilde{g}) \) converge in \( I \). Observe that this also shows that the sequence \( \tilde{A}_N^{\tilde{g}}(\tilde{g}) \tilde{f} \) converges in \( I \). Consider the projection onto the first coordinate (defined up to \( L^2 \) norm) given by \( \mathbb{P}(\prod_{1 \leq i \leq d} B_i(x) = \mathbb{P}(\prod_{1 \leq i \leq d} B_i(x) = \chi_{B_1}(x) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} (T_1^{-1}T_i)^{-\bar{s}} \chi_{B_1}(x) \).

\[
\mathbb{P}(\tilde{A}_N^\tilde{g}(\tilde{g}) \tilde{f})(x) = \mathbb{P}(\prod_{1 \leq i \leq d} f_i(T_1^{\bar{h}} x_1) \prod_{1 \leq i \leq d} f_i(T_1^\bar{h} x_1) f_i(x_i))
\]

\[
= 1 \prod_{1 \leq i \leq d} f_i(T_1^\bar{h} x_1) \lim_{\bar{S} \to I} \frac{1}{\bar{S}} \sum_{\bar{s} = 1}^{\bar{S}} \prod_{1 \leq i \leq d} f_i(T_1^{\bar{h} + \bar{s}} x_1) f_i(T_1^{\bar{s}} x_1)
\]

\[
= u_{\tilde{g}, \tilde{H}}.
\]

Since \( \mathbb{P} \) is a contraction from \( L^2(X^d) \) to \( L^2(X) \) and the sequence \( \tilde{A}_N^{\tilde{g}}(\tilde{g}) \tilde{f} \) converges, the sequence \( u_{\tilde{g}, \tilde{H}} \) also converges.

We let \( \mathcal{N} \) be the linear subspace of \( L^2(X) \) generated by functions of the form \( u_{\tilde{g}} \).

**Claim 2.** For \( g \in \mathcal{N} \), \( \hat{A}_N(g) \) converges in \( I \).

**Proof.** It suffices to show that every \( \hat{A}_N(u_{\tilde{g}}) \) converges. To see this, we again compare to a corresponding sequence in the self-joining.
First, observe that
\[
\widehat{A}_N(u_g) = \frac{1}{N} \sum_{n=1}^{\mathcal{N}} \lim_{H \to I} \frac{1}{H} \sum_{h=1}^{H} \lim_{S \to I} \frac{1}{S} \sum_{s=1}^{S} T_1^{-h} \hat{g} \prod_{1<i\leq d} T_1^{-(1-T_i)^{-\hat{s}}}(f_i T_i^{-h} f_i) \prod_{1<i\leq d} T_i^{-\hat{n}} f_i
\]
\[
= \frac{1}{N} \sum_{n=1}^{\mathcal{N}} \lim_{H \to I} \frac{1}{H} \sum_{h=1}^{H} \lim_{S \to I} \frac{1}{S} \sum_{s=1}^{S} T_1^{-h} \hat{g} \prod_{1<i\leq d} (T_1^{-(1-T_i)^{-\hat{s}}}(f_i T_i^{-h} f_i) \prod_{1<i\leq d} T_i^{-\hat{n}} f_i)
\]

Define \( \bar{f}_i(x_1, \ldots, x_d) = \lim_{H \to I} \frac{1}{H} \sum_{h=1}^{H} T_1^{-h} \hat{g} \) and, for \( 1 < i \leq d \) let \( \bar{f}_i(x_1, \ldots, x_d) = f_i(x_1) f_i(x_d) \). Observe that, since \( \bar{f}_1 \) is \( T_1 \)-invariant, \( A_{\mathcal{N}}^{\mathcal{T}_1}(\bar{f}_1, \ldots, \bar{f}_d) = \bar{f}_1 A_{\mathcal{N}}^{\mathcal{T}_1}(1, f_2, \ldots, f_d) \) which converges by the inductive hypothesis.

By choosing \( \tilde{H} \) large enough, \( ||A_{\mathcal{H}}^{\mathcal{T}_1}(\tilde{g}) - \bar{f}_1||_{L^2(X^d)} \) is small, and therefore
\[
\lim_{H \to I} \| A_{\mathcal{N}}(A_{\mathcal{H}}^{\mathcal{T}_1}(\tilde{g}), \bar{f}_2, \ldots, \bar{f}_d) - A_{\mathcal{N'}}(A_{\mathcal{H}}^{\mathcal{T}_1}(\tilde{g}), \bar{f}_2, \ldots, \bar{f}_d) \|_{L^2(X^d)}
\]
\[
= \| A_{\mathcal{N}}(\bar{f}_1, \ldots, \bar{f}_d) - A_{\mathcal{N'}}(\bar{f}_1, \ldots, \bar{f}_d) \|_{L^2(X^d)}
\]
uniformly in \( \mathcal{N} \).

Since
\[
\lim_{H \to I} P(A_{\mathcal{N}}(A_{\mathcal{H}}^{\mathcal{T}_1}(\tilde{g}), \bar{f}_2, \ldots, \bar{f}_d))
\]
\[
= \lim_{H \to I} P(\frac{1}{N} \sum_{n=1}^{\mathcal{N}} \frac{1}{H} \sum_{h=1}^{H} g(T_1^{h+n} x_1) \prod_{1<i\leq d} f_i(T_1^{h+n} x_1) f_i(T_i^{n} x_i))
\]
\[
= \frac{1}{N} \sum_{n=1}^{\mathcal{N}} \lim_{H \to I} \frac{1}{H} \sum_{h=1}^{H} \lim_{S \to I} \frac{1}{S} \sum_{s=1}^{S} T_1^{-h-n} g T_i^{-n} f_i \prod_{1<i\leq d} (T_1^{-(1-T_i)^{-\hat{s}}}(f_i T_i^{-h} f_i) \prod_{1<i\leq d} T_i^{-\hat{n}} f_i)
\]
\[
= \widehat{A}_N(u_g),
\]
also \( \widehat{A}_N(u_g) \) converges.

Now consider the function \( f_1 \). We write \( f^- = f_1 - \mathbb{E}(f_1 | \mathcal{N}) \). Suppose \( A_{\mathcal{N}}(f^-) \) does not converge to 0; then by van der Corput, there is an \( \epsilon > 0 \) so that we may find sufficiently large \( \tilde{H} \) so that
\[
\epsilon^2 < \limsup_{S \to I} \left| \int A_{\mathcal{N}} \left( \frac{1}{H} \sum_{h=1}^{H} \frac{1}{S} \sum_{s=1}^{S} T_1^{-h-s} f T_i^{-\hat{s}} f \prod_{1<i\leq d} T_i^{-\hat{n}} f_i T_i^{-h} f_i \right) d\mu \right|
\]
Shifting each term by \( T_1^\hat{s} \),
\[
\epsilon^2 < \limsup_{S \to I} \left| \int f^- \frac{1}{H} \sum_{h=1}^{H} \frac{1}{S} \sum_{s=1}^{S} T_1^{-h} f^- T_i^{-(1-T_i)^{-\hat{s}}}(f_i T_i^{-h} f_i) d\mu \right|.
\]
Since this holds for sufficiently large $\bar{H}$, $|\int f - u \, d\mu| > 0$. But this contradicts the fact that $\mathbb{E}(f^- | \mathcal{N}) = 0$.

So

$$\hat{A}_N(f_1) = \hat{A}_N(f^-) + \hat{A}_N(\mathbb{E}(f_1 | \mathcal{N})) \to \lim_{\bar{N} \to I} \mathbb{E}(f_1 | \mathcal{N}).$$

Combining this with Lemma 3.2 and Theorem 2.7, we obtain:

**Theorem 4.5.** For every $\epsilon > 0$ there is a $K$ so that whenever $T: \mathbb{Z}^d \curvearrowright (X, \mu)$ is measure-preserving, $\|f_1\|_{L^2} \leq 1$, and $\|f_i\|_{L^\infty} \leq 1$ for $1 < i \leq d$, the sequence $A_T(f_1, \ldots, f_d)$ does not admit $K \epsilon$-jumps.

5. **Bounded Jumps over Long Distances**

One might think that, in the previous two sections, we were fortunate that the nature of averages gives convergence in non-additive cuts: the true underlying arguments by von Neumann and Austin only pertained to additive cuts, and it was an incidental feature that we could handle non-additive cuts by another means.

A natural generalization of convergence in all cuts is to consider convergence only in cuts with suitable closure properties—say, only additive cuts, or only cuts closed under exponentiation. This corresponds to a variant of bounding the number of jumps where we only consider jumps between elements which are sufficiently far apart.

**Definition 5.1.** Let $(a_n)_{n \in \mathbb{N}}$ be a sequence of elements in some metric space and let $h: \mathbb{N} \to \mathbb{N}$ be a weakly increasing function with $n < h(n)$ for all $n$. For any $\epsilon > 0$, we say $(a_n)$ admits $K \epsilon$-jumps of distance $h$ if there are $n_1 < n_2 < \cdots < n_K$ such that, for each $k < K$, $h(n_k) \leq n_{k+1}$ and $d(a_{n_k}, a_{n_{k+1}}) \geq \epsilon$.

Although phrased differently, failing to admit $K \epsilon$-jumps of distance $h$ is essentially Kohlenbach and Safarik’s notion of effective learnability [21]. Admitting $K \epsilon$-jumps is the same as taking $h(n) = n + 1$.

Considering only jumps of distance $h$ allows for the situation where a sequence can have brief windows with many oscillations, but other than these windows has only boundedly many jumps. In practice, one usually thinks of $h$ as varying with $\epsilon$—say, $h(n) = 2^{r(\epsilon)}n$ for all $n$—but this can be absorbed into $K$, since admitting $K \epsilon$-jumps of distance $h$ is equivalent to admitting roughly $\lfloor K/2r \rfloor \epsilon/2^r$-jumps of distance $h^r$ (the iteration of $h$ $r$-times).

It is known that some cases exist with bounds of this more general kind which cannot be improved to a bound on jumps [23].

**Definition 5.2.** If $h: \mathbb{N} \to \mathbb{N}$, we write $\bar{h}: \mathbb{N}^* \to \mathbb{N}^*$ for the function given by $\bar{h}([n_i]) = \langle h(n_i) \rangle$.

We say a cut $I \subseteq \mathbb{N}^*$ is closed under $h$ if for every $\bar{n} \in I$, $\bar{h}(\bar{n}) \in I$. 
Theorem 5.3. Let $\mathcal{C}$ be a collection of pairs $((X, d), (a_n)_{n \in \mathbb{N}})$ where each $(a_n)$ is a sequence of elements in the corresponding metric space $(X, d)$. For any weakly increasing function $h : \mathbb{N} \to \mathbb{N}$ with $n < h(n)$ for all $n$, the following are equivalent:

- for every $\epsilon > 0$ there is a $K$ so that for every $((X, d), (a_n)_{n \in \mathbb{N}}) \in \mathcal{C}$, the sequence $(a_n)_{n \in \mathbb{N}}$ does not admit $K$-jumps of distance $h$,
- whenever $\mathcal{U}$ is a nonprincipal ultrafilter on $\mathbb{N}$, and, for each $i$, $((X_i, d_i), (a^n_i)_{n \in \mathbb{N}}) \in \mathcal{C}$, the sequence $(a^n_i)_{n \in \mathbb{N}}$ converges in every cut in $(X_\mathcal{U}, d_\mathcal{U})$ closed under $h$.

For instance, considering only additive cuts is considering the case where $h(n) = 2n$—that is, the case where a sequence has only boundedly many functions spaced out by a multiplicative function.

Proof. Suppose the former fails: there is some $\epsilon > 0$ so that, for every $K$ there is an $((X, d), (a_n)_{n \in \mathbb{N}}) \in \mathcal{C}$ so that $(a_n)_{n \in \mathbb{N}}$ admits $K$-jumps of distance $h$. For each $K$, choose such an $((X^K, d^K), (a^K_n)_{n \in \mathbb{N}})$ and choose witnesses $n^K_1 < n^K_2 < \cdots < n^K_K$ so that, for each $k < K$, $n_{k+1} - n_k \geq h(n^K_k)$ and $d(a^K_n, a^K_{n_k+1}) \geq \epsilon$.

As above, take any nonprincipal ultrafilter $\mathcal{U}$ and consider the sequence $(a^n_i)_{i \in \mathbb{N}}$. For each $i \in \mathbb{N}$, take $\tilde{n}_i = \langle n^K_i \rangle_{K \in \mathbb{N}}$ and let $I = \{ \tilde{m} | \exists i \tilde{m} < \tilde{n}_i \}$. For any $\tilde{m} \in I$, we have $\tilde{m} < \tilde{n}_i$ for some $i$, and therefore $\tilde{h}(\tilde{m}) \leq \tilde{h}(\tilde{n}_i) \leq \tilde{n}_{i+1} \in I$, so $I$ is closed under $h$. The remainder of the proof is as in the proof of Theorem 2.7.

Conversely, suppose the former holds, and consider any nonprincipal ultrafilter $\mathcal{U}$, any sequence $((X_i, d_i), (a^n_i)_{n \in \mathbb{N}})$ of elements of $\mathcal{C}$. Consider some cut $I$ closed under $h$ and some $\epsilon > 0$. Let $K$ witness the uniform bound for $\epsilon/4$-jumps. Choose any $\tilde{n}_1 \in I$; then $\tilde{h}(\tilde{n}_1) \in I$, and if $\tilde{h}(\tilde{n}_1)$ does not witnesses convergence to within $\epsilon$, there is some $n_2 \geq \tilde{h}(n_1)$ with $d_{\mathcal{U}}(\tilde{n}_1, \tilde{n}_2) \geq \epsilon/2$. We continue, choosing $\tilde{n}_3 \geq \tilde{h}(\tilde{n}_2)$ in $I$ and so on, and finish as in the proof of Theorem 2.7.

6. Directions

Avigad and Rute [6] ask whether bounds for fluctuations exist for Walsh’s generalization [27] of Tao’s nonconventional averages to polynomial actions of nilpotent groups. Similar methods to those in the previous section might apply, particularly to Austin’s proof [2] of the result.

Although we only considered $L^2$ convergence, the same criterion gives bounds on upcrossings from pointwise convergence in all cuts. Various papers [1, 12, 16, 17, 19] have studied pointwise convergence of various nonconventional ergodic averages. Any of these results might be adapted to nonstandard cuts, thereby obtaining upcrossing bounds.

It would be interesting to explicitly compare Kohlenbach and Safarik’s result [21] about existence of bounds on fluctuations to ours. In particular, investigation of why their conditions imply convergence in all cuts might
yield some insight on the relationship between provability in restricted systems and analogous results in nonstandard analysis.
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