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Abstract. In this paper, we initiate the study of the Fourier restriction phenomena on quantum Euclidean spaces, and establish the analogues of the Tomas-Stein restriction theorem and the two-dimensional full restriction theorem.

1. Introduction

Quantum Euclidean spaces and quantum tori which are the model examples of non-commutative locally compact manifolds, have appeared frequently in the literature of mathematical physics, such as string theory and noncommutative field theory [5,18,22]. In recent years, harmonic analysis on this noncommutative manifold has been developed very rapidly, such as the pointwise convergence of Fourier series and functional spaces on quantum tori [3,14,31], singular integral theory and pseudodifferential operator theory [8,9,13], the commutator estimates and quantum differentiability for quantum Euclidean spaces [15,16].

In brief, quantum Euclidean space $\mathcal{R}^d_\theta$ is the von Neumann subalgebra of $\mathcal{B}(L_2(\mathbb{R}^d))$ generated by $\{U_\theta(t)\}_{t \in \mathbb{R}^d}$, where $\{U_\theta(t)\}_{t \in \mathbb{R}^d}$ is a family of unitary operators on $L_2(\mathbb{R}^d)$ satisfying the following Weyl relation:

$$U_\theta(t)U_\theta(s) = e^{i(s,\theta t)}U_\theta(t+s), \quad \text{for all } t,s \in \mathbb{R}^d,$$

where $\theta$ is a $d \times d$ real antisymmetric matrix. The algebra $\mathcal{R}^d_\theta$ admits a normal semifinite faithful trace $\tau_\theta$, and $L_p(\mathcal{R}^d_\theta)$ is the noncommutative $L_p$ space associated to $(\mathcal{R}^d_\theta, \tau_\theta)$. Note that if $\theta = 0$, $L_p(\mathcal{R}^d_\theta)$ is the usual $L_p$ space defined on $\mathbb{R}^d$ with the Lebesgue measure. We refer the reader to next section for more details.

The aim of the present paper is to investigate the Fourier restriction phenomena in this setting. For $x \in \mathcal{S}(\mathcal{R}^d_\theta)$, the Schwartz class on $\mathcal{R}^d_\theta$, we define the Fourier transform of $x$ as

$$\hat{x}(\xi) := \tau_\theta(xU_\theta(\xi)^*), \quad \text{for } \xi \in \mathbb{R}^d.$$

As in the commutative case ($\theta = 0$), the Plancherel theorem and the Hausdorff-Young inequalities remain true in $\mathcal{R}^d_\theta$, which are enough to guarantee the fact that the Fourier transform $x \mapsto \hat{x}$ extends to a continuous linear map from $L_p(\mathcal{R}^d_\theta)$ to $L_{p'}(\mathbb{R}^d)$ for $1 \leq p \leq 2, \frac{1}{p} + \frac{1}{p'} = 1$ (see Lemma 2.4 for details). In other words, when $1 \leq p \leq 2$, given $x \in L_p(\mathcal{R}^d_\theta)$, we have $\hat{x} \in L_{p'}(\mathbb{R}^d)$, which is not defined pointwise but only defined in the...
Theorem 1.2. \[ (1.4) \]

Moreover, when \( p \) is a natural question that what happens to the Fourier transform of \( x \) to a subset \( \Sigma \subset \mathbb{R}^d \) with Lebesgue measure zero?

When \( x \in L_1(\mathcal{R}_d^2) \), \( \hat{x} \) coincides with a function that is continuous on \( \mathbb{R}^d \) and tends to zero at infinity which follows from the Riemann-Lebesgue lemma (see Lemma 2.5), thus \( \hat{x} \) can be meaningfully restricted to any set \( \Sigma \). At the other extreme, for an arbitrary \( x \in L_2(\mathcal{R}_d^2) \), by the Plancherel theorem, \( \hat{x} \) is also an arbitrary function in \( L_2(\mathbb{R}^d) \), then there is no meaningful restriction to any zero measure set \( \Sigma \). Between these two extremes, it is a natural question that what happens to the Fourier transform of \( x \in L_p(\mathcal{R}_d^2) \) when \( 1 < p < 2 \). In the case \( \theta = 0 \), it was observed by Stein \[ 1 \] in 1960s that for some measure zero subset \( \Sigma \subset \mathbb{R}^d \), such as the unit sphere \( S^{d-1} \), it might be possible to obtain meaningful restrictions of the Fourier transforms of functions \( f \in L_p(\mathbb{R}^d) \) for some \( 1 < p < 2 \). Stein formulated the quantitative version of the Fourier restriction problem as follows: for which \( 1 \leq p, q \leq \infty \), the following estimate holds for all Schwartz functions \( f \) on \( \mathbb{R}^d \),

\[ \tag{1.2} \| \hat{f} \|_{L_q(S^{d-1}), d\sigma} \leq C_{d,p,q} \| f \|_{L_p(\mathbb{R}^d)}. \]

Here \( d\sigma \) is the surface measure on the unit sphere \( S^{d-1} \). The Knapp example shows that when the estimate (1.2) holds we must have \( 1 \leq p < \frac{2d}{d+1} \) and \( q \leq \frac{d}{d+1} p' \) (see e.g. Page 291 of [17]). And Stein’s restriction conjecture is that the necessary conditions claimed above are also sufficient. That is, it is conjectured that the estimate (1.2) holds for all \( p, q \) satisfying \( 1 \leq p < \frac{2d}{d+1} \) and \( q \leq \frac{d}{d+1} p' \). Stein and Fefferman \[ 6 \], Zygmund \[ 32 \] solved this conjecture for \( d = 2 \). When \( d \geq 3 \), the full conjecture is still open except the special case \( q = 2 \) which was proved by Tomas and Stein in \[ 25, 20 \]. That is, the estimate (1.2) holds for all \( 1 \leq p \leq 2(d+1)/(d+3) \) when \( q = 2 \).

In this paper, we first establish an analogue of the full restriction theorem on \( \mathcal{R}_d^2 \) for all \( 2 \times 2 \) real antisymmetric matrix \( \theta \):

**Theorem 1.1.** Let \( \theta \) be a \( 2 \times 2 \) real antisymmetric matrix and \( x \in \mathcal{S}(\mathcal{R}_d^2) \). When \( 1 \leq p < \frac{4}{3} \) and \( q \leq p'/3 \), we have the following estimate

\[ \| \hat{x} \|_{L_q(S^1)} \leq C_{p,q} \| x \|_{L_p(\mathcal{R}_d^2)}, \tag{1.3} \]

where \( S^1 \) denotes the unit circle and \( C_{p,q} \) is a constant that depends only on \( p, q \).

The unit circle \( S^1 \) can be regarded as the limit of the annuli \( A_\delta = \{ s \in \mathbb{R}^2 : \ 1 - \delta < |s| < 1 + \delta \} \) with \( \delta \to 0 \). For the annulus \( A_\delta \), we have the following theorem:

**Theorem 1.2.** Let \( 1 \leq p < 4/3, q = p'/3 \) and \( 0 < \delta < 1/2 \). Then for all \( x \in \mathcal{S}(\mathcal{R}_d^2) \), we have

\[ \| \chi^\delta x \|_{L_q(\mathbb{R}^2)} \leq C_{p,q} \delta^{1/q} \| x \|_{L_p(\mathcal{R}_d^2)}, \tag{1.4} \]

where \( \chi^\delta(\xi) := \chi(1-\delta,1+\delta)(|\xi|) \).

Moreover, when \( p = 4/3 \)

\[ \| \chi^\delta x \|_{L_{4/3}(\mathbb{R}^2)} \leq C \delta^{3/4} (\log \delta^{-1})^{1/4} \| x \|_{L_{4/3}(\mathcal{R}_d^2)}. \tag{1.5} \]

To establish (1.4) and (1.5), we come across several difficulties when adapting the classical arguments—Theorem 5.4.7 of \[ 10 \]. Roughly speaking, the fact that \( |x^* x|^2 \) is not necessarily equal to \( |x x|^2 \) for a general operator \( x \) yields some new inequalities and geometric structures that need to be handled. We refer to Remark 4.3 for the descriptions of
two of them. Fortunately, based on the noncommutative analysis technologies developed in recent years and some new geometric observations, we overcome these difficulties to provide a proof of the endpoint estimate \((1.5)\). On the other hand, unlike the classical case where the arguments for the endpoint estimate work directly for the non-endpoint ones, we are still unable to show \((1.4)\) using the proof of \((1.5)\) (see Remark 4.3(ii)). However as in the classical case \(\theta = 0\), one may check that \((1.3)\) is equivalent to \((1.4)\) using the change of variable arguments (see the beginning of Section 4), and the latter is not trivial on quantum Euclidean spaces (see e.g. Proposition 3.1). There are many ways to establish \((1.3)\) in the classical case. At the moment of writing, we find that the only approach that works in the noncommutative setting is due to Zygmund [32], see Section 8 for the adaptation.

When \(d \geq 3\), we get the restriction estimate of Tomas-Stein exponents as below:

**Theorem 1.3.** Let \(d \geq 3\) and \(\theta\) be a \(d \times d\) real antisymmetric matrix. When \(1 \leq p \leq \frac{2(d+1)}{d+3}\), for all \(x \in S(\mathbb{R}^d_\theta)\), we have the following estimate

\[
\| \hat{x} \|_{L^2(S^{d-1},d\sigma)} \leq C_{d,p} \| x \|_{L^p(\mathbb{R}^d_\theta)},
\]

where \(C_{d,p}\) is a constant that depends only on \(d, p\).

A standard method (see e.g. Theorem 5.4.5 of [10]) to prove Theorem 1.3 in classical Euclidean space \(\mathbb{R}^d\) is to split the \(d\)-dimensional spatial variable into two lower dimensional variables. It should be pointed out that this method is not available for general quantum Euclidean spaces. However, we find that the method of analytic interpolation developed by Stein and Tomas [26] is feasible, see Section 5 for more details.

In the case \(\theta = 0\), the Fourier restriction conjecture is one of the most important problems and is enormously influential in harmonic analysis, geometric measure theory and partial differential equations. In fact, the study of the Fourier restriction conjecture is quite related to the Bochner-Riesz conjecture, the Kakeya conjecture, local smoothing problems, Strichartz estimates and Schrödinger maximal inequalities etc. (see e.g. [4, 7, 12, 21, 24, 27]). In the subsequent works, we will see how to apply Theorem 1.1 and 1.3 and their proof to deal with some problems related to the local smoothing phenomenon and Schrödinger maximal inequalities on quantum Euclidean spaces. Moreover, in classical harmonic analysis, after Bourgain’s pioneering work [1] in 1990s, which first broke up the Tomas-Stein exponents, numerous great progresses have been made around the restriction problem in recent years (see e.g. [2, 11, 12, 28, 30]). It is natural to ask whether one can extend these results to the noncommutative case. These extensions seem quite challenging, since all the methods to improve the Tomas-Stein exponents are highly dependent on the geometric structures of \(\mathbb{R}^d\), which are unavailable on the noncommutative manifold \(\mathcal{R}^d_\theta\).

The rest of this paper is organized as follows. In Section 2 we present definitions, notions and notation mentioned above. In Sections 3 and 4 we prove Theorems 1.1 and 1.2 respectively. In Section 5, based on the Young-type inequalities on \(\mathcal{R}^d_\theta\), we combine \(TT^*\) method and Stein’s analytic interpolation theorem to prove Theorem 1.3.

**Notation:** In what follows, we write \(A \lesssim B\) if \(A \leq C_\alpha B\) for some constant \(C_\alpha > 0\) only depending on the index \(\alpha\), and we write \(A \approx B\) to mean that \(A \lesssim B\) and \(B \lesssim A\). For a function \(f\), we set \(\bar{f}(\cdot) := f(\cdot)\). Let \(\mathbb{H}\) be a Hilbert space, denote the inner product by \(\langle \cdot, \cdot \rangle_{\mathbb{H}}\), which is linear in the second variable and conjugate linear in the first variable.
2. Preliminaries and some lemmas

2.1. Noncommutative $L_p$ spaces. Let $\mathcal{M}$ be a semifinite von Neumann algebra equipped with a normal semifinite faithful trace ($n.s.f.$ in short) $\tau$. The support of $x \in \mathcal{M}$ is the least projection such that $\tau(\varepsilon x) = x = \varepsilon x$, denoted by $s(x)$. Let $S_+(\mathcal{M})$ be the set of all $x \in \mathcal{M}_+$ such that $\tau(s(x)) < \infty$, and $S(\mathcal{M})$ be the linear span of $S_+(\mathcal{M})$. For $1 \leq p < \infty$, $x \in S(\mathcal{M})$, we define
\[ \|x\|_p = (\tau(|x|^p))^{1/p}, \]
where $|x| = (x^*x)^{1/2}$ is the modulus of $x$. The quantity $\| \cdot \|_p$ is a norm, and thus $(S(\mathcal{M}), \| \cdot \|_p)$ forms a normed vector space. We then denote the completion of $(S(\mathcal{M}), \| \cdot \|_p)$ by $L_p(\mathcal{M})$, which is called the noncommutative $L_p$ space associated to $(\mathcal{M}, \tau)$. For $p = \infty$, we set $L_\infty(\mathcal{M}) = \mathcal{M}$, and $\|x\|_\infty := \|x\|_\mathcal{M}$. Like classical $L_p$ spaces, the noncommutative $L_p$ spaces enjoy the basic properties such as the duality, the interpolation etc.. For more information on noncommutative $L_p$ spaces, we refer to [20].

2.2. Quantum Euclidean spaces. Let $\theta$ be a $d \times d$ real antisymmetric matrix and $t \in \mathbb{R}^d$, we define the unitary operator on $L_2(\mathbb{R}^d)$:
\[ (U_\theta(t)f)(r) := e^{-\frac{i}{2}(t,\theta r)} f(r-t), \quad f \in L_2(\mathbb{R}^d), r \in \mathbb{R}^d. \]
It is easy to verify that the family $\{U_\theta(t)\}_{t \in \mathbb{R}^d}$ is strongly continuous. For $r, s, t \in \mathbb{R}^d, f \in L_2(\mathbb{R}^d)$, we have
\[ (U_\theta(t)U_\theta(s)f)(r) = U_\theta(t)(e^{-\frac{i}{2}(s,\theta r)} f(r-s)) \]
\[ = e^{-\frac{i}{2}(t,\theta r)} e^{-\frac{i}{2}(s,\theta (r-t))} f(r-s-t) \]
\[ = (e^{i\frac{1}{2}(s,\theta t)} U_\theta(t+s)f)(r). \]
Hence we have the Weyl relation $U_\theta(t)U_\theta(s) = e^{i\frac{1}{2}(s,\theta t)} U_\theta(t+s)$ and $U_\theta^* (t) = U_\theta(-t)$.

We call the von Neumann subalgebra of $B(L_2(\mathbb{R}^d))$ generated by $\{U_\theta(t)\}_{t \in \mathbb{R}^d}$ quantum Euclidean spaces, which is denoted by $\mathcal{R}_\theta^d$. We refer the reader to e.g. [9, 15, 16] for more information on $\mathcal{R}_\theta^d$.

**Remark 2.1.** In the case $\theta = 0$, $\mathcal{R}_0^d$ is the von Neumann algebra generated by the unitary group of translations on $\mathbb{R}^d$, which is $\ast$-isomorphic to $L_\infty(\mathbb{R}^d)$.

We will introduce a map from $L_1(\mathbb{R}^d)$ to $\mathcal{R}_\theta^d$ which is still denoted by $U_\theta$ as below: Let $f \in L_1(\mathbb{R}^d)$, one defines $U_\theta(f) : L_2(\mathbb{R}^d) \to L_2(\mathbb{R}^d)$ as
\[ U_\theta(f)(g) := \int_{\mathbb{R}^d} f(t)(U_\theta(t)g) dt \]
for $g \in L_2(\mathbb{R}^d)$. This $L_2(\mathbb{R}^d)$-valued integral is convergent in the Bochner sense. As in [16], one can see that $U_\theta(f) \in \mathcal{R}_\theta^d$ and $U_\theta$ is injective. The image of $S(\mathbb{R}^d)$, the Schwartz class on $\mathbb{R}^d$, under the map $U_\theta$ is called the class of Schwartz functions on $\mathcal{R}_\theta^d$:
\[ S(\mathcal{R}_\theta^d) := \{ x \in \mathcal{R}_\theta^d : x = U_\theta(f), \text{ for some } f \in S(\mathbb{R}^d) \}. \]
Then $U_\theta$ is a bijection from $S(\mathbb{R}^d)$ to $S(\mathcal{R}_\theta^d)$, and thus $S(\mathcal{R}_\theta^d)$ is a Fréchet topological space equipped with the Fréchet topology induced by $U_\theta$. We denote the space of continuous linear functionals on $S(\mathcal{R}_\theta^d)$ as $S'(\mathcal{R}_\theta^d)$, then $U_\theta$ extends to a bijection from $S'(\mathbb{R}^d)$ to $S'(\mathcal{R}_\theta^d)$: for $f \in S'(\mathbb{R}^d)$,
\[ (U_\theta(f), U_\theta(g))(g) := (f, g), \quad \text{for all } g \in S(\mathbb{R}^d). \]
If \( x \in \mathcal{S}(\mathcal{R}_0^d) \) is given by \( x = U_\theta(f) \) for \( f \in \mathcal{S}(\mathbb{R}^d) \), we define \( \tau_\theta(x) := f(0) \), then \( \tau_\theta \) extends to a n.s.f. trace on \( \mathcal{R}_0^d \). The associated noncommutative \( L_p \) space is denoted by \( L_p(\mathcal{R}_0^d) \). The space \( \mathcal{S}(\mathcal{R}_0^d) \) is dense in \( L_p(\mathcal{R}_0^d) \) for \( 1 \leq p < \infty \) with respect to the norm, and dense in \( L_\infty(\mathcal{R}_0^d) \) in the weak* topology. See [2][16] for more information.

**Remark 2.2.** (i). For \( t \in \mathbb{R}^d \), \( U_\theta(t) \) plays the role of \( \exp(t\cdot) = e^{2\pi i (t\cdot)} \) on \( \mathbb{R}^d \). Then for \( f \in \mathcal{S}(\mathbb{R}^d) \), \( U_\theta(f) \) can be viewed as the inverse Fourier transform of \( f \) on \( \mathbb{R}^d \) denoted by \( \hat{f} \) and \( \tau_\theta(U_\theta(f)) \) can be regarded as the Lebesgue integral of \( f \).

(ii). For \( x \in L_1(\mathcal{R}_0^d) + L_\infty(\mathcal{R}_0^d) \), \( x \) can be embedded into \( \mathcal{S}'(\mathcal{R}_0^d) \) by

\[
(x, y) = \tau_\theta(xy) \quad \text{for all } y \in \mathcal{S}(\mathcal{R}_0^d).
\]

**Lemma 2.3.** For \( f, g \in \mathcal{S}(\mathbb{R}^d) \), one has

\[
U_\theta(f)^* = U_\theta(f)
\]

and

\[
U_\theta(f)U_\theta(g) = U_\theta(f * g),
\]

where \( f * g(s) = \int_{\mathbb{R}^d} f(t)g(s-t)e^{\pi i (s, \theta t)} dt \).

**Proof.** Note that \( U_\theta(f)^* = \int_{\mathbb{R}^d} \overline{f(t)}U_\theta(t)*dt = \int_{\mathbb{R}^d} \overline{f(t)}U_\theta(-t)dt = \int_{\mathbb{R}^d} \overline{f(-t)}U_\theta(t)dt \), and

\[
U_\theta(f)U_\theta(g) = \int_{\mathbb{R}^d} f(t)U_\theta(t)dt \int_{\mathbb{R}^d} g(s)U_\theta(s)ds
\]

\[
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(t)g(s)e^{\pi i (s, \theta t)}U_\theta(s + t)dtds
\]

\[
= \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f(t)g(s-t)e^{\pi i (s, \theta t)} dt \right) U_\theta(s)ds.
\]

Thus we get the desired equalities. \( \square \)

The Fourier transform on quantum Euclidean space is defined as \( \hat{x}(\xi) := \tau_\theta(xU_\theta(\xi)^*) \) for \( x \in \mathcal{S}(\mathcal{R}_0^d) \). It may be viewed as the inverse map of \( U_\theta \). Indeed, if \( x = U_\theta(f) \in \mathcal{S}(\mathcal{R}_0^d) \) for some \( f \in \mathcal{S}(\mathbb{R}^d) \), as argued in Lemma 2.3, we have \( \hat{x} = f \) pointwise. Based on Lemma 2.3, one can get the analogue of the Plancherel theorem on quantum Euclidean spaces. Moreover, we also have the Hausdorff-Young inequalities.

**Lemma 2.4.** Let \( x \in \mathcal{S}(\mathcal{R}_0^d) \), we have

\[
\|\hat{x}\|_{L_2(\mathbb{R}^d)} = \|x\|_{L_2(\mathcal{R}_0^d)};
\]

and for \( 1 \leq p < 2 \),

\[
\|\hat{x}\|_{L_p'(\mathbb{R}^d)} \leq \|x\|_{L_p(\mathcal{R}_0^d)}.
\]

Thus the Fourier transform \( \hat{\cdot} \) can extend to a contraction from \( L_p(\mathcal{R}_0^d) (1 \leq p \leq 2) \) to \( L_{p'}(\mathbb{R}^d) \) and moreover an isometry on \( L_2(\mathcal{R}_0^d) \).
Proof. Suppose that \( x = U_\theta(f) \) for \( f \in \mathcal{S}(\mathbb{R}^d) \), by Lemma 2.3, 

\[
\|U_\theta(f)\|_{L^2(\mathcal{R}_\theta^d)}^2 = \tau_\theta(U_\theta(f)^*U_\theta(f)) \\
= \tau_\theta(U_\theta(\hat{f} \ast_\theta f)) \\
= (\hat{f} \ast_\theta f)(0) \\
= \|f\|_{L^2(\mathbb{R}^d)}^2 = \|\hat{x}\|_{L^2(\mathbb{R}^d)}.
\]

The result for \( p = 1 \) can be deduced easily from the definition of the Fourier transform and the noncommutative Hölder inequality. Then the desired inequalities for other \( p \)'s follow from the standard complex interpolation arguments (see e.g. [20]). Since \( \mathcal{S}(\mathcal{R}_\theta^d) \) is dense in \( L_p(\mathcal{R}_\theta^d) \), \( \hat{\cdot} \) extends to a contraction from \( L_p(\mathcal{R}_\theta^d) \) to \( L_{p'}(\mathbb{R}^d) \). \( \square \)

Moreover, in the case \( p = 1 \), one has the following Riemann-Lebesgue type lemma.

**Lemma 2.5.** Let \( x \in L_1(\mathcal{R}_\theta^d) \), then \( \hat{x} \) coincides with a continuous function on \( \mathbb{R}^d \) which tends to zero at infinity.

**Proof.** For \( x \in L_1(\mathcal{R}_\theta^d) \), by the density of \( \mathcal{S}(\mathcal{R}_\theta^d) \) in \( L_1(\mathcal{R}_\theta^d) \), we can find a Cauchy sequence \( \{x_n\}_{n=1}^\infty \subset \mathcal{S}(\mathcal{R}_\theta^d) \) that converges to \( x \) in \( L_1(\mathcal{R}_\theta^d) \). By (2.5), one may define 

\[
f(\xi) := \lim_{n \to \infty} \hat{x}_n(\xi) = \lim_{n \to \infty} \tau_\theta(x_n U_\theta(\xi)^*).\]

Moreover it is easy to show \( \hat{x}_n \to f \) uniformly since \( \{x_n\}_{n=1}^\infty \) is a Cauchy sequence in \( L_1(\mathcal{R}_\theta^d) \). Thus \( \hat{x}_n \to f \) in \( L_\infty(\mathbb{R}^d) \), and \( f \) coincides with \( \hat{x} \) which has been defined in Lemma 2.3. Note that \( \{\hat{x}_n\}_{n=1}^\infty \) is a sequence of Schwartz functions on \( \mathbb{R}^d \) and \( \hat{x}_n \to f \) uniformly, then \( f \) is a continuous function on \( \mathbb{R}^d \) which tends to zero at infinity. \( \square \)

**Remark 2.6.** In the case \( \theta = 0 \), \( \hat{\cdot} \) coincides with the Fourier transform on \( \mathbb{R}^d \). In the subsequent sections, we use the notation \( \hat{\cdot} \) to indicate the Fourier transform on \( \mathcal{R}_\theta^d \) for all \( \theta \) without causing any confusion.

We also have the similar results as in Lemma 2.4 for the inverse Fourier transform \( U_\theta \) once we note that for \( f \in \mathcal{S}(\mathbb{R}^d) \),

\[
\|U_\theta(f)\|_{L^\infty(\mathcal{R}_\theta^d)} \leq \|f\|_{L^1(\mathbb{R}^d)},
\]

which can be deduced easily from (2.2) and the triangle inequality.

**Lemma 2.7.** Let \( f \in \mathcal{S}(\mathbb{R}^d) \), then we have 

\[
(2.6) \quad \|U_\theta(f)\|_{L^2(\mathcal{R}_\theta^d)} = \|f\|_{L^2(\mathbb{R}^d)};
\]

and for \( 1 \leq p < 2 \),

\[
(2.7) \quad \|U_\theta(f)\|_{L^p(\mathcal{R}_\theta^d)} \leq \|f\|_{L^p(\mathbb{R}^d)}.
\]

Thus \( U_\theta \) can extend to a contraction from \( L_p(\mathbb{R}^d) \) (\( 1 \leq p \leq 2 \)) to \( L_{p'}(\mathcal{R}_\theta^d) \) and moreover an isometry on \( L^2(\mathbb{R}^d) \).

The proof is similar to that of Lemma 2.4, we omit the details (see e.g. [16]).
3. The full restriction theorem on $\mathcal{R}_2^2$

Before giving the proof of Theorem 1.1, we will show that Theorem 1.1 can be reduced to proving (1.3) for an open region $V \subset S^1$ instead of $S^1$. For that purpose, we need the change of variable arguments. Let $T$ be an invertible linear transform from $\mathbb{R}^2$ to $\mathbb{R}^2$, then $T$ can be regarded as an invertible real $2 \times 2$ matrix. We define a map $\Psi_T$ from $L_\infty(\mathcal{R}_2^2)$ to $L_\infty(\mathcal{R}_2^2)$ as

$$\Psi_T(U_\theta(s)) := U_{\theta_T}(T^{-1}s), \quad \text{for all } s \in \mathbb{R}^2.$$  

Here $\theta_T := T^t \theta T$, $T^t$ is the transpose of $T$. One can check that $\Psi_T$ is a $*$-isomorphism (see e.g. [16]). And we have the following proposition.

**Proposition 3.1.** Let $T$ be an invertible $2 \times 2$ real matrix. For $1 \leq p \leq \infty$ and $x \in \mathcal{S}(\mathcal{R}_2^2)$, we have

$$\|\Psi_T(x)\|_{L_p(\mathcal{R}_2^2)} = \|x\|_{L_p(\mathcal{R}_2^2)}.$$  

**Proof.** It suffices to show

$$\|\Psi_T(x)\|_{L_p(\mathcal{R}_2^2)} \leq \|x\|_{L_p(\mathcal{R}_2^2)},$$

for all $x \in \mathcal{S}(\mathcal{R}_2^2)$, since we can get the reverse inequality via the map $\Psi_{T^{-1}}$. When $p = 2$, for a given $x \in \mathcal{S}(\mathcal{R}_2^2)$, we can find $f \in \mathcal{S}(\mathbb{R}^2)$ such that $x = U_\theta(f)$. By Lemma 2.7,

$$\|\Psi_T(x)\|_{L_2(\mathcal{R}_2^2)} = \|U_{\theta_T}(f(T^t))\|_{L_2(\mathcal{R}_2^2)} = \det T \|f(T^t)\|_{L_2(\mathbb{R}^2)} = \det T \frac{1}{2} \|x\|_{L_2(\mathbb{R}^2)}.$$  

When $p = \infty$, $\Psi_T$ is a $*$-isomorphism from $L_\infty(\mathcal{R}_2^2)$ to $L_\infty(\mathcal{R}_2^2)$, thus $\Psi_T$ is an isometry. Then we get (3.1) for $2 \leq p \leq \infty$ via interpolation.

When $1 \leq p \leq 2$, for a given $x \in \mathcal{S}(\mathcal{R}_2^2)$, by duality and the Hölder inequality,

$$\|\Psi_T(x)\|_{L_p(\mathcal{R}_2^2)} = \sup_{y \in \mathcal{S}(\mathcal{R}_2^2), \|y\|_{p'} = 1} |\tau_{\theta_T}(\Psi_T(x)y)|$$

$$\leq \sup_{y \in \mathcal{S}(\mathcal{R}_2^2), \|y\|_{p'} = 1} |\det T| |\tau_\theta(x\Psi_{T^{-1}}(y))|$$

$$\leq \sup_{y \in \mathcal{S}(\mathcal{R}_2^2), \|y\|_{p'} = 1} |\det T| |\|x\|_{L_p(\mathcal{R}_2^2)}| |\Psi_{T^{-1}}(y)\|_{L_{p'}(\mathcal{R}_2^2)}$$

$$\leq |\det T|^{1/p} |\|x\|_{L_p(\mathcal{R}_2^2)}. $$

Here we have used the fact that $\tau_{\theta_T}(\Psi_T(x)y)) = |\det T| \tau_\theta(x\Psi_{T^{-1}}(y)).$ Indeed, suppose that $x = U_\theta(f), y = U_{\theta_T}(g)$ for some $f, g \in \mathcal{S}(\mathbb{R}^2)$. As argued in Lemma 2.8, we have

$$\tau_{\theta_T}(\Psi_T(x)y) = |\det T| \int_{\mathbb{R}^2} f(Ts)g(-s)ds = \int_{\mathbb{R}^2} f(s)g(-T^{-1}s)ds$$

and

$$|\det T| \tau_\theta(x\Psi_{T^{-1}}(y)) = \int_{\mathbb{R}^2} f(s)g(-T^{-1}s)ds.$$  

$\square$

**Proposition 3.2.** Let $V$ be an open region of $S^1$ and $1 \leq p, q \leq \infty$. If the following estimate

$$\|\hat{x}\|_{L_q(V,d\sigma)} \lesssim_{p,q} \|x\|_{L_p(\mathcal{R}_2^2)}$$


Remark 3.3. It is easy to see that Proposition 3.1 and Proposition 3.2 are also valid in higher dimensions.

Proof. Since $S^1$ is compact, we can cover $S^1$ with finite open regions $\{T_i(V)\}_{i=1}^n$, where $T_i(V)$ is the rotation of $V$ via a suitable rotation transform $T_i$. Then

\begin{equation}
\|\hat{x}\|_{L_q(S^1,d\sigma)} \lesssim_{p,q} \|x\|_{L_p(R^2_\theta)} \tag{3.4}
\end{equation}

for all $2 \times 2$ real antisymmetric matrix $\theta$ and all $x \in \mathcal{S}(R^2_{\theta})$.

Note that the surface measure $d\sigma$ is invariant under rotation and $|\det T_i| = 1$, we have $\|\hat{x}\|_{L_q(T_i(V),d\sigma)} = \|\hat{x}(T_i\cdot)\|_{L_q(V,d\sigma)}$. Then for a given $2 \times 2$ real antisymmetric matrix $\theta$, by (3.2) and Proposition 3.1,

\begin{align*}
\|\hat{x}\|_{L_q(T_i(V),d\sigma)} &= \|\hat{x}(T_i\cdot)\|_{L_q(V,d\sigma)} \\
&\leq_{p,q} \|U_{\theta T_i}\hat{x}(T_i\cdot)\|_{L_p(R^2_{\theta T_i})} \\
&= \|\Psi_{T_{i}^{-1}}(U_{\theta T_i}\hat{x}(T_i\cdot))\|_{L_p(R^2_{\theta})} = \|x\|_{L_p(R^2_{\theta})},
\end{align*}

where in the final equality we have used the fact that $
\Psi_{T_{i}^{-1}}(U_{\theta T_i}\hat{x}(T_i\cdot))) = |\det T_i|^{-1}U_{\theta}\hat{x}(\cdot) = x.$

Finally, the desired estimate (3.3) follows from (3.4). \hfill \Box

Remark 3.3. It is easy to see that Proposition 3.1 and Proposition 3.2 are also valid in higher dimensions.

Now we focus on the proof of Theorem 1.1.

Proof of Theorem 1.1. When $1 \leq p < \frac{4}{3}$ and $q = p'/3$, by Proposition 3.2 it suffices to show that for all $x \in \mathcal{S}(R^2_{\theta})$,

\begin{equation}
\|\hat{x}\|_{L_q(S^1_+)} \lesssim_p \|x\|_{L_p(R^2_{\theta})}, \tag{3.5}
\end{equation}

where $S^1_+ = \{(t, \sqrt{1-t^2}) \in \mathbb{R}^2, t \in (-1/2, 1/2)\}$. Fix one $x \in \mathcal{S}(R^2_{\theta})$. By duality and the Hölder inequality, we have

\begin{align*}
\|\hat{x}\|_{L_q(S^1_+)} &= \sup_{g \in C(S^1_+), \|g\|_{L_{q'}(S^1_+)}=1} \left| \int_{S^1_+} \hat{x}(\xi)g(\xi)d\sigma(\xi) \right| \\
&= \sup_{g \in C(S^1_+), \|g\|_{L_{q'}(S^1_+)}=1} \left| \int_{S^1_+} \tau_\theta(xU_\theta(\xi)^*g(\xi)d\sigma(\xi) \right| \\
&= \sup_{g \in C(S^1_+), \|g\|_{L_{q'}(S^1_+)}=1} \left| \tau_\theta(\int_{S^1_+} xU_\theta(\xi)^*g(\xi)d\sigma(\xi) \right| \\
&\leq \|x\|_{L_p(R^2_{\theta})} \sup_{g \in C(S^1_+), \|g\|_{L_{q'}(S^1_+)}=1} \left| \int_{S^1_+} U_\theta(\xi)^*g(\xi)d\sigma(\xi) \right|_{L_{p'}(R^2_{\theta})}.
\end{align*}

Therefore, it suffices to show that for all $g \in C(S^1_+)$,

\begin{equation}
\left| \int_{S^1_+} U_\theta(\xi)^*g(\xi)d\sigma(\xi) \right|_{L_{p'}(R^2_{\theta})} \lesssim_p \|g\|_{L_{q'}(S^1_+)}. \tag{3.6}
\end{equation}
We define $\gamma : (-1/2, 1/2) \to \mathbb{R}$ as $\gamma(t) := \sqrt{1 - t^2}$, and $\Gamma : (-1/2, 1/2) \to \mathbb{R}^2$ as $\Gamma(t) := (t, \gamma(t))$. Then for a fixed $g \in C(S^1_+)$,

$$\left| \int_{S^1_+} U^*_\theta(\xi)g(\xi)d\sigma(\xi) \right|^2 = \left| \int_{-1/2}^{1/2} U^*_\theta(\Gamma(t))g(\Gamma(t))(1 + |\gamma'(t)|^2)^{1/2}dt \right|^2$$

$$\approx \left| \int_{-1/2}^{1/2} U^*_\theta(\Gamma(t))g(\Gamma(t))\gamma(t)^{-1}dt \right|^2$$

$$= \left( \int_{-1/2}^{1/2} U^*_\theta(\Gamma(t))g(\Gamma(t))\gamma(t)^{-1}dt \right) \left( \int_{-1/2}^{1/2} U^*_\theta(\Gamma(s))g(\Gamma(s))\gamma(s)^{-1}ds \right)$$

$$= \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} \bar{g}(\Gamma(t))g(\Gamma(s))e^{-\frac{1}{2}(\Gamma(s), \bar{\eta}(t))}\gamma(t)^{-1}\gamma(s)^{-1}U^*_\theta(\Gamma(t) - \Gamma(s))dtds.$$

Define $T : (-1/2, 1/2) \times (-1/2, 1/2) \to \mathbb{R}^2$ as $T(t, s) = \Gamma(t) - \Gamma(s) \equiv \eta$, it is easy to check that $T$ is injective. Let $B$ be the image of $T$, then $T : (-1/2, 1/2) \times (-1/2, 1/2) \to B$ is invertible, and the Jacobian of $T$ is $J(t, s) = |\gamma'(t) - \gamma'(s)| \geq c|t - s|$, where $c = \min_{v \in (-1/2, 1/2)} |\gamma''(v)|$. Then we have

$$\left| \int_{S^1_+} U^*_\theta(\xi)g(\xi)d\sigma(\xi) \right|^2 = \int_{\mathbb{R}^2} U^*_{\theta}(\eta)F(\eta)d\eta = U^*_{\theta}(F),$$

where $F(T(t, s)) = e^{-\frac{1}{2}(\Gamma(s), \bar{\eta}(t))}\gamma(t)^{-1}\gamma(s)^{-1}\bar{g}(\Gamma(t))g(\Gamma(s))J^{-1}(t, s)\chi_B(T(t, s))$. Let $r = \frac{p}{2}$, then $r > 2$. By Lemma 2.7,

$$\left\| \int_{S^1_+} U^*_\theta(\xi)g(\xi)d\sigma(\xi) \right\|_{L^2_r(\mathbb{R}^2)}^2 = \left\| U^*_{\theta}(F) \right\|_{L^2_r(\mathbb{R}^2)} \leq \left\| F \right\|_{r'}.$$

To continue, combing the estimate of $J(t, s)$ and the Hölder inequality, we have

$$\left\| F \right\|_{r'} = \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} \left| \gamma(t)^{-1}\gamma(s)^{-1}\bar{g}(\Gamma(t))g(\Gamma(s)) \right|^{r'} J^{-r'+1}(t, s)dt|ds$$

$$\approx \int_{-1/2}^{1/2} \int_{-1/2}^{1/2} \left| \gamma(t)^{-1}\gamma(s)^{-1}\bar{g}(\Gamma(t))g(\Gamma(s)) \right|^{r'} |t - s|^{1-(r'-1)}dt|ds$$

$$\approx \left\| \gamma(t)^{-1}g(\Gamma(t)) \right\|_{q'/r'} \left\| \int_{-1/2}^{1/2} \left| \gamma(s)^{-1}g(\Gamma(s)) \right|^{r'} |t - s|^{1-(r'-1)}ds \right\|_{(q'/r')'}$$

$$\approx \left\| \gamma(t)^{-1}g(\Gamma(t)) \right\|_{q'/r'}^2$$

$$\approx \left( \int_{-1/2}^{1/2} \left| g(\Gamma(t)) \right|^2 \gamma(t)^{-1}dt \right)^{2r'/q'} = \left\| g \right\|_{L^2_{q'}(S^1_+)}^{2r'/q'}.$$

Here we have used the fact $\gamma(t)^{-1} \approx 1$ when $t \in (-1/2, 1/2)$ and the estimate

$$\left\| \int_{-1/2}^{1/2} \left| \gamma(s)^{-1}g(\Gamma(s)) \right|^{r'} |t - s|^{1-(r'-1)}ds \right\|_{(q'/r')'} \approx \left\| \gamma(t)^{-1}g(\Gamma(t)) \right\|_{q'/r'},$$

which follows from the Hardy-Littlewood-Sobolev inequality since $1 + \frac{1}{(q'/r')'} = r' - 1 + \frac{1}{q'/r'}$. Therefore, the proof of Theorem is completed.
We firstly give the proof of Theorem 1.2 in the non-endpoint case \(1 \leq p < 4/3\) and \(q = \frac{4}{3} p'\).

**Proof.** Let \(x \in S(R^2_\theta)\). Recalling that \(\chi^\delta(\xi) = \chi(1 - \delta, 1 + \delta)(|\xi|)\), we have
\[
\|\chi^\delta \hat{x}\|_{L_q(R^2)}^q = \int_{1-\delta \leq |\xi| \leq 1+\delta} |\hat{x}(\xi)|^q d\xi
= \int_{1-\delta}^{1+\delta} \int_{S^1} |\hat{x}(\xi)|^q d\sigma(\xi) dr
= \int_{1-\delta}^{1+\delta} r \int_{S^1} |\hat{x}(r\xi)|^q d\sigma(\xi) dr.
\]
Let \(T\) be the dilation map on \(R^2\), that is \(T(\xi) = r^{-1}\xi\) for \(\xi \in R^2\). Since \(1 \leq p < 4/3\) and \(q = \frac{4}{3} p'\), by Theorem 1.1 and applying Proposition 3.1 to \(T\),
\[
\|\chi^\delta \hat{x}\|_{L_q(R^2)}^q = \int_{1-\delta}^{1+\delta} r \int_{S^1} |\hat{x}(r\xi)|^q d\sigma(\xi) dr
\leq \int_{1-\delta}^{1+\delta} r \|U_{\theta \xi^{-1}}(\hat{x}(\cdot))\|_{L_p(R^2_{\theta \xi^{-1}})}^q dr
= \int_{1-\delta}^{1+\delta} r^{1 + \frac{2q}{p}} \|\Phi_T(U_{\theta \xi^{-1}}(\hat{x}(\cdot)))\|_{L_p(R^2)}^q dr
= \int_{1-\delta}^{1+\delta} r^{1 + \frac{2q}{p} - 2q} \|x\|_{L_p(R^2)}^q dr
= \int_{1-\delta}^{1+\delta} r \delta \|x\|_{L_p(R^2)}^q dr
\leq \delta \|x\|_{L_p(R^2)}^q,
\]
where the final inequality follows from the fact that \(\delta \in (0, 1/2)\). The proof of the first part of Theorem 1.2 is now complete. \(\square\)

**Remark 4.1.** Actually, Theorem 1.2 can conversely imply Theorem 1.1 once we note that
\[
\|\hat{x}\|_{L_q(S^1)}^q = \lim_{\delta \to 0} \frac{1}{2\delta} \int_{1-\delta}^{1+\delta} \int_{0}^{2\pi} r |\hat{x}(r\omega)|^q d\omega dr
= \lim_{\delta \to 0} \frac{1}{2\delta} \int_{0}^{\infty} \int_{0}^{2\pi} r |\chi^\delta(\xi \hat{x}(r\omega)|^q d\omega dr
= \lim_{\delta \to 0} \frac{1}{2\delta} \|\chi^\delta \hat{x}\|_{L_q(R^2)}^q.
\]

Now we will focus on the proof of the endpoint case: \(p = 4/3\). That is, for all \(x \in S(R^2_\theta)\),
\[(4.1) \quad \|\chi^\delta \hat{x}\|_{L_{4/3}(R^2)} \leq \delta^{3/4} (\log \delta^{-1})^{1/4} \|x\|_{L_{4/3}(R^2_\theta)}.
\]

**Proof of (4.1).** Let \(x \in S(R^2_\theta)\). By duality, we have
\[
\|\chi^\delta \hat{x}\|_{L_{4/3}(R^2)} = \sup_{\|g\|_{L_{4/3}(R^2)} = 1} \left| \int_{R^2} \chi^\delta(\xi) \hat{x}(\xi) g(-\xi) d\xi \right|.
\]
By Lemma 2.3
\[ \int_{\mathbb{R}^2} \chi^\delta(x)\hat{x}(\xi)g(-\xi)\,d\xi = \tau_\theta(U_\theta(\hat{x})U_\theta(\chi^\delta g)). \]

Then we get
\[ \|\chi^\delta \hat{x}\|_{L^4/3(\mathbb{R}^2)} = \sup_{\|g\|_{L^4(\mathbb{R}^2)} = 1} \left| \tau_\theta(U_\theta(\hat{x})U_\theta(\chi^\delta g)) \right| \leq \|x\|_{L^4/3(\mathbb{R}^2_\theta)} \sup_{\|g\|_{L^4(\mathbb{R}^2)} = 1} \|U_\theta(\chi^\delta g)\|_{L^4(\mathbb{R}^2_\theta)}. \]

Hence it suffices to show the following estimate for all \( g \in L^4(\mathbb{R}^2) \),
\[ (4.2) \quad \|U_\theta(\chi^\delta g)\|_{L^4(\mathbb{R}^2_\theta)} \lesssim \delta^{3/4}(\log \delta^{-1})^{1/4}\|g\|_{L^4(\mathbb{R}^2)} \]
for sufficiently small \( \delta \). For an integer \( \ell \in \{0, 1, \ldots, [\delta^{-1/2}]\} \), we set
\[ \chi^\delta_\ell(\xi) := \chi^\delta(\xi)\chi_{2\pi\ell\delta^{1/2} \leq \arg \xi < 2\pi(\ell+1)\delta^{1/2}}. \]

Here we suitably adjust the support of \( \chi^\delta_{[\delta^{-1/2}]} \) so that \( \sum_{\ell=0}^{[\delta^{-1/2}]} \chi^\delta_\ell(\xi) = \chi^\delta(\xi) \). We now split \( \{0, 1, \ldots, [\delta^{-1/2}]\} \) into nine different subsets so that the supports of the functions with indices in each subset are contained in some sector centered at the origin of amplitude \( \pi/4 \). Let us fix one index set \( I \). Without loss of generality we assume that
\[ I = \{0, 1, \ldots, [1/8\delta^{-1/2}]\}. \]

Given \( g \in L^4(\mathbb{R}^2) \), it is reduced to showing
\[ \left\| U_\theta \left( \sum_{\ell \in I} \chi^\delta_\ell g \right) \right\|_{L^4(\mathbb{R}^2_\theta)} \lesssim \delta^{3/4}(\log \delta^{-1})^{1/4}\|g\|_{L^4(\mathbb{R}^2)}. \]

Without loss of generality, we may assume that \( g \) is real-valued. Note that
\[ (4.3) \quad \left\| U_\theta \left( \sum_{\ell \in I} \chi^\delta_\ell g \right) \right\|_{L^4(\mathbb{R}^2_\theta)}^4 = \tau_\theta \left( \left| U_\theta \left( \sum_{\ell \in I} \chi^\delta_\ell g \right)^* U_\theta \left( \sum_{\ell \in I} \chi^\delta_\ell g \right) \right|^2 \right) \lesssim (I) + (II), \]
where
\[ (I) = \tau_\theta \left( \left| \sum_{\ell, \ell' \in I, |\ell - \ell'| \leq 10^3} U_\theta(\chi^\delta_\ell g)^* U_\theta(\chi^\delta_{\ell'} g) \right|^2 \right) \]
and
\[ (II) = \tau_\theta \left( \left| \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} U_\theta(\chi^\delta_\ell g)^* U_\theta(\chi^\delta_{\ell'} g) \right|^2 \right). \]
We first estimate part (I). Let $\mathcal{N} = R_{\theta}^2 \otimes B(\ell_2(I))$, and $v = \tau_\theta \otimes \text{Tr}$ be the trace on $\mathcal{N}$, where Tr is the usual trace on $B(\ell_2(I))$. Applying the noncommutative Hölder inequality,

$$
\tau_\theta \left( \left| \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g)^* U_{\theta}(\chi_{\ell+i}^\delta g) \right|^2 \right)
= v \left( \left| \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g) \otimes e_{\ell, i} \right|^* \left( \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g) \otimes e_{\ell, i} \right) \right]^2
\leq \left\| \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g) \otimes e_{\ell, i} \right\|_{L_4(\mathcal{N})}^2 \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g) \otimes e_{\ell, i} \right\|_{L_4(\mathcal{N})}^2
= \left\| \left( \sum_{\ell, \ell+i \in I} |U_{\theta}(\chi_{\ell+i}^\delta g)|^2 \right)^{1/2} \right\|_{L_4(R_{\theta}^2)}^2 \left( \sum_{\ell, \ell+i \in I} |U_{\theta}(\chi_{\ell+i}^\delta g)|^2 \right)^{1/2} \right\|_{L_4(R_{\theta}^2)}^2.
$$

Here $i \in \mathbb{Z}$ and $e_{\ell, i}$ is the matrix which has a unique non-zero entry 1 at the position $(\ell, 1)$. Then by the noncommutative Minkowski inequality,

$$(I) = \tau_\theta \left( \left| \sum_{i=-10^3}^{10^3} \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g)^* U_{\theta}(\chi_{\ell+i}^\delta g) \right|^2 \right)
\lessapprox \sum_{i=-10^3}^{10^3} \tau_\theta \left( \left| \sum_{\ell, \ell+i \in I} U_{\theta}(\chi_{\ell+i}^\delta g)^* U_{\theta}(\chi_{\ell+i}^\delta g) \right|^2 \right)
\lessapprox \sum_{i=-10^3}^{10^3} \left\| \left( \sum_{\ell, \ell+i \in I} |U_{\theta}(\chi_{\ell+i}^\delta g)|^2 \right)^{1/2} \right\|_{L_4(\mathcal{N})}^2 \left( \sum_{\ell, \ell+i \in I} |U_{\theta}(\chi_{\ell+i}^\delta g)|^2 \right)^{1/2} \right\|_{L_4(\mathcal{N})}^2
\lessapprox \tau_\theta \left( \left( \sum_{\ell} |U_{\theta}(\chi_{\ell}^\delta g)|^2 \right)^2 \right) = \tau_\theta \left( \left( \sum_{\ell} (\tilde{\chi}_{\ell}^\delta g)^* \chi_{\ell}^\delta g \right)^2 \right).
$$

Applying Lemma 2.7,

$$
\tau_\theta \left( \left( \sum_{\ell} (\tilde{\chi}_{\ell}^\delta g)^* \chi_{\ell}^\delta g \right)^2 \right) = \left\| \sum_{\ell} (\tilde{\chi}_{\ell}^\delta g)^* \chi_{\ell}^\delta g \right\|_{L_2(\mathbb{R}^2)}^2 \leq \left\| \sum_{\ell} \left| \tilde{\chi}_{\ell}^\delta g \right|^* \left| \chi_{\ell}^\delta g \right| \right\|_{L_2(\mathbb{R}^2)}^2.
$$

We claim that

$$
\left\| \sum_{\ell} |\tilde{\chi}_{\ell}^\delta g| \left| \chi_{\ell}^\delta g \right| \right\|_{L_2(\mathbb{R}^2)}^2 = \left\| \left( \sum_{\ell, \ell' \in I} (|\tilde{\chi}_{\ell}^\delta g| \left| \chi_{\ell}^\delta g \right|)^2 \right)^{1/2} \right\|_{L_2(\mathbb{R}^2)}^2.
$$

(4.4)
Indeed, by the two elementary facts that \( \int_{\mathbb{R}^2} f(s)(g * h)(s) ds = \int_{\mathbb{R}^2} (f * \tilde{g})(h)(s) ds \) and \( f * g = g * f \),

\[
\left\| \sum_{\ell \in I} |\hat{g}_{\ell}| \right\|_{L_2(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} \left( \sum_{\ell \in I} (|\hat{g}_{\ell}|)^2 \right) ds \\
= \int_{\mathbb{R}^2} \sum_{\ell, \ell' \in I} (|\hat{g}_{\ell}|)(|\hat{g}_{\ell'}|) ds \\
= \left\| \left( \sum_{\ell, \ell' \in I} (|\hat{g}_{\ell}|)^2 \right)^{1/2} \right\|_{L_2(\mathbb{R}^2)}^2.
\]

Therefore, we get

\[
(4.5) \quad (I) \lesssim \left\| \left( \sum_{\ell, \ell' \in I} (|\hat{g}_{\ell}|)^2 \right)^{1/2} \right\|_{L_2(\mathbb{R}^2)}^2.
\]

Now we deal with part \((II)\). Setting \( S_{\delta, \ell, \ell'} = \text{supp}(\hat{g}_{\ell} \ast \hat{g}_{\ell'}) \), by the Plancherel theorem and the Hölder inequality, one has

\[
(II) = \int_{\mathbb{R}^2} \left| \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} (\hat{g}_{\ell} \ast \hat{g}_{\ell'}) \right| ds \\
\lesssim \int_{\mathbb{R}^2} \left( \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} (|\hat{g}_{\ell}|)^2 \right) ds \\
\lesssim \int_{\mathbb{R}^2} \left( \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} (|\hat{g}_{\ell}|)^2 \right) \left( \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} \chi_{S_{\delta, \ell, \ell'}} \right) ds.
\]

Using Lemma 5.4 in [14], which states that for \( s \in \mathbb{R}^2 \), there is a constant \( C \) such that

\[
(4.6) \quad \sum_{\ell, \ell' \in I, |\ell - \ell'| > 10^3} \chi_{S_{\delta, \ell, \ell'}}(s) \leq C.
\]

Thus we have

\[
(II) \lesssim \left\| \left( \sum_{\ell, \ell' \in I} (|\hat{g}_{\ell}|)^2 \right)^{1/2} \right\|_{L_2(\mathbb{R}^2)}^2.
\]

By (4.5) and (4.7)

\[
(4.8) \quad \left\| U(\sum_{\ell \in I} \delta^g_{\ell}) \right\|_{L_4(\mathbb{R}^2)}^4 \lesssim \left\| \sum_{\ell, \ell' \in I} (|\hat{g}_{\ell}|)^2 \right\|_{L_2(\mathbb{R}^2)}^2 \lesssim \sum_{\ell, \ell' \in I} \left\| \hat{g}_{\ell} \ast \hat{g}_{\ell'} \right\|_{L_2(\mathbb{R}^2)}^2.
\]

Hence it is reduced to showing

\[
(4.9) \quad \sum_{\ell, \ell' \in I} \left\| \hat{g}_{\ell} \ast \hat{g}_{\ell'} \right\|_{L_2(\mathbb{R}^2)}^2 \lesssim \delta^3 (\log \delta^{-1}) \| g \|_{L_4(\mathbb{R}^2)}^4.
\]

We need a lemma similar to Lemma 5.4.8 in [10].

**Lemma 4.2.** For \( 1 \leq r \leq \infty \), there is a constant \( C \) which is independent of \( \delta \) and \( g \) such that

\[
\left\| \hat{g}_{\ell} \ast \hat{g}_{\ell'} \right\|_{L_r(\mathbb{R}^2)} \leq C \left( \frac{\delta^{3/2}}{|\ell - \ell'| + 1} \right)^{1/r} \| \hat{g}_{\ell} \|_{L_r(\mathbb{R}^2)} \| \hat{g}_{\ell'} \|_{L_r(\mathbb{R}^2)}.
\]
Proof. For $\ell, \ell' \in I$, we define the bilinear operator

$$B_{\ell, \ell'}(g, h) := (\hat{\chi}_\ell^\delta \ast (\chi_{\ell'}^\delta)),$$

It suffices to prove the following estimate

$$\left\| B_{\ell, \ell'}(g, h) \right\|_{L_r(\mathbb{R}^2)} \lesssim \left( \frac{\delta^{3/2}}{|\ell - \ell'| + 1} \right)^{\frac{b}{r}} \|g\|_{L_r(\mathbb{R}^2)}\|h\|_{L_r(\mathbb{R}^2)}.$$  \hspace{1cm} (4.10)

By the construction of $\chi_{\ell}^\delta$, supp$(\hat{\chi}_{\ell})$ is contained in a rectangle of dimensions $\sim \delta \times \delta^{1/2}$ with the direction of the width being $e^{i2\pi \delta^{3/2}}$ and the direction of the length $ie^{i2\pi \delta^{3/2}}$. While supp$(\chi_{\ell'}^\delta)$ is contained in a rectangle of dimensions $\sim \delta \times \delta^{1/2}$, with the direction of the width being $e^{i2\pi \delta^{3/2}}$ and the direction of the length $ie^{i2\pi \delta^{3/2}}$.

We claim that for a given $z \in \mathbb{R}^2$, $(z - \text{supp}(\hat{\chi}_{\ell})) \cap \text{supp}(\chi_{\ell'})$ is contained in a rectangle of dimensions $\sim \delta \times \frac{\delta^{1/2}}{|\ell - \ell'|}$. Indeed, we may assume that the intersection is not empty. Let $x, y \in (z - \text{supp}(\hat{\chi}_{\ell})) \cap \text{supp}(\chi_{\ell'})$, then $x - y$ has the form of $t_1 e^{i2\pi \delta^{3/2}} + t_2 i e^{i2\pi \delta^{3/2}}$. On one hand, $x, y \in (z - \text{supp}(\hat{\chi}_{\ell}))$ implies that $|t_1| \lesssim \delta$ and $|t_2| \lesssim \delta^{1/2}$. On the other hand, $x, y \in \text{supp}(\chi_{\ell'})$ implies that $|\langle x - y, e^{i2\pi \delta^{3/2}} \rangle| \lesssim \delta$. Thus

$$|2t_2 \sin(2\pi \delta^{1/2}|\ell - \ell'|)| = |\langle t_2 e^{i2\pi \delta^{3/2}}, e^{i2\pi \delta^{3/2}} \rangle| \leq |t_1| + |\langle x - y, e^{i2\pi \delta^{3/2}} \rangle| \lesssim \delta.$$  \hspace{1cm} (4.11)

Note that $2\pi \delta^{1/2}|\ell - \ell'| < \pi/4$, so $\sin(2\pi \delta^{1/2}|\ell - \ell'|) \sim \delta^{1/2}|\ell - \ell'|$. And thus we have $|t_2| \lesssim \frac{\delta^{1/2}}{|\ell - \ell'|}$, which, together with $|t_2| \lesssim \delta^{1/2}$, yields the claim.

By the claim,

$$\|\hat{\chi}_\ell^\delta \ast \chi_{\ell'}^\delta\|_{\infty} \leq \sup_{z \in \mathbb{R}^2} |(z - \text{supp}(\hat{\chi}_\ell)) \cap \text{supp}(\chi_{\ell'})| \lesssim \frac{\delta^{3/2}}{|\ell - \ell'| + 1}.$$  \hspace{1cm} (4.12)

Thus we have

$$\left\| B_{\ell, \ell'}(g, h) \right\|_{L_{\infty}(\mathbb{R}^2)} \lesssim \|\hat{\chi}_\ell^\delta \ast \chi_{\ell'}^\delta\|_{\infty} \|g\|_{\infty} \|h\|_{\infty} \lesssim \frac{\delta^{3/2}}{|\ell - \ell'| + 1} \|g\|_{\infty} \|h\|_{\infty}.$$  \hspace{1cm} (4.11)

Note that we also have

$$\left\| B_{\ell, \ell'}(g, h) \right\|_{L_1(\mathbb{R}^2)} \lesssim \|g\|_{L_1(\mathbb{R}^2)} \|h\|_{L_1(\mathbb{R}^2)}.$$  \hspace{1cm} (4.12)

By interpolating (4.11) and (4.12), we have

$$\left\| B_{\ell, \ell'}(g, h) \right\|_{L_r(\mathbb{R}^2)} \lesssim \left( \frac{\delta^{3/2}}{|\ell - \ell'| + 1} \right)^{\frac{1}{r}} \|g\|_{L_r(\mathbb{R}^2)} \|h\|_{L_r(\mathbb{R}^2)}.$$  \hspace{1cm} (4.10)

$\square$
Now we may conclude the proof. By the Hölder inequality and the Young inequality for discrete $L_p$ spaces, and applying Lemma 4.2 to $r = 2$, one gets

$$
\sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \ast | \chi_{\ell'}^\delta g | \right\|^2_{L_2(\mathbb{R}^2)} \lesssim \delta \left( \sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \right\|^2_{L_2(\mathbb{R}^2)} \frac{\left\| \chi_{\ell'}^\delta g \right\|^2_{L_2(\mathbb{R}^2)}}{|\ell - \ell'| + 1} \right) \lesssim \delta \left( \sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \right\|^4_{L_2(\mathbb{R}^2)} \right)^{1/2} \left( \sum_{\ell, \ell' \in I} \left( \sum_{|\ell - \ell'| + 1} \frac{1}{|\ell| + 1} \right) \right)^{1/2} \lesssim \delta \left( \sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \right\|^4_{L_2(\mathbb{R}^2)} \right) \left( \sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \right\|^4_{L_2(\mathbb{R}^2)} \right).
$$

Then by the Hölder inequality, $\left\| \chi_{\ell}^\delta g \right\|_{L_2(\mathbb{R}^2)} \lesssim \delta^{1/2} (1/2 - 1/4) \left\| \chi_{\ell}^\delta g \right\|_{L_4(\mathbb{R}^2)}$. Hence we have

$$
\sum_{\ell, \ell' \in I} \left\| \chi_{\ell}^\delta g \ast | \chi_{\ell'}^\delta g | \right\|^2_{L_2(\mathbb{R}^2)} \lesssim \delta^{3} \left( \sum_{\ell \in I} \left\| \chi_{\ell}^\delta g \right\|^4_{L_4(\mathbb{R}^2)} \right) \lesssim \delta^{3} \left( \sum_{\ell \in I} \left\| \chi_{\ell}^\delta g \right\|^4_{L_4(\mathbb{R}^2)} \right).
$$

\[\square\]

**Remark 4.3.** (i). The above arguments for the endpoint case $p = 4/3$ is motivated by the classical ones (see e.g. Chapter 5 in [10]). But the noncommutativity makes the arguments much more involved. For instance, due to the fact that $|xx|^2$ is not necessarily equal to $|x^*x|^2$ for a general operator $x$, we have to separate the double sums over $\ell$ and $\ell'$ in (4.3) according to size of the difference $|\ell - \ell'|$ to avoid the uncontrollable overlapping of $\{S_{\delta, \ell, \ell'}\}_{\ell, \ell' \in I}$ around the origin; this in turn yields some new geometric arguments such as the ones in Lemma 5.4 in [14] and Lemma 4.2.

(ii). In the case $\theta = 0$, the arguments for the endpoint case $p = 4/3$ works also for the other cases $1 \leq p < 4/3$ (see e.g. Chapter 5 in [10]). Nevertheless, in the present noncommutative setting $\theta \neq 0$, we came across some difficulties in adapting the proof of the endpoint estimate (1.5) for the non-endpoint one (1.4). For instance, until the moment of writing, we do not know how to obtain the following variant of (4.4) where $r = 2$,

$$
(4.13) \quad \left\| \sum_{\ell \in I} |\hat{\chi}_{\ell}^\delta g| \ast |\chi_{\ell}^\delta g| \right\|_{L_r(\mathbb{R}^2)} \lesssim \left( \sum_{\ell, \ell' \in I} \left( |\hat{\chi}_{\ell}^\delta g| \ast |\chi_{\ell'}^\delta g| \right)^r \right)^{1/r} \right\|_{L_r(\mathbb{R}^2)}^r
$$

for all $1 < r < 2$. Note that the estimate is trivial when $r = 1$.

### 5. The proof of Theorem 1.3

Before the proof of Theorem 1.3, we show a type of the Young inequality on $\mathcal{R}_\theta^d$ via some properties of operator spaces, for which we refer to [19]. Recall that the opposite algebra of quantum Euclidean space $(\mathcal{R}_\theta^d)_{op}$ is obtained by preserving linear and adjoint structures but reversing the product, i.e. for $x, y \in (\mathcal{R}_\theta^d)_{op}$, the product $\cdot$ is defined by $x \cdot y = yx$. As in [19], one can define a normal $*$-homomorphism map $\pi_\theta$ from $L_\infty(\mathbb{R}^d)$ to $\mathcal{R}_\theta^d \otimes (\mathcal{R}_\theta^d)_{op}$, which is determined by

$$
\pi_\theta(\exp t) := U_\theta(t) \otimes U_\theta(t)^*.
$$
We have the following lemma which should be known to experts. For the sake of completeness, we give the details of the proof.

**Lemma 5.1.** For \( \psi \in L_1(\mathbb{R}^d) \) and \( x \in \mathcal{S}(\mathcal{R}_\theta^d) \), let \( T_\psi(x) := U_\theta(\psi \hat{x}) \), then
\[
\| T_\psi(x) \|_\infty \leq \| \tilde{\psi} \|_\infty \| x \|_1.
\]
Therefore, \( T_\psi \) extends to a bounded linear operator from \( L_1(\mathcal{R}_\theta^d) \) to \( L_\infty(\mathcal{R}_\theta^d) \).

**Proof.** We claim that
\[
T_\psi(x) = (id_{\mathcal{R}_\theta^d} \otimes \tau_\theta)(id_{\mathcal{R}_\theta^d} \otimes x)(\pi_\theta(\tilde{\psi})).
\]
Indeed,
\[
(id_{\mathcal{R}_\theta^d} \otimes \tau_\theta)(id_{\mathcal{R}_\theta^d} \otimes x)(\pi_\theta(\tilde{\psi})) = (id_{\mathcal{R}_\theta^d} \otimes \tau_\theta) \left( \int_{\mathbb{R}^d} U_\theta(t) \otimes (x \psi(t)U_\theta(t)^*) dt \right)
\]
\[
= \int_{\mathbb{R}^d} U_\theta(t) \tau_\theta(x \psi(t)U_\theta(t)^*) dt
\]
\[
= \int_{\mathbb{R}^d} U_\theta(t) \hat{x}(t) \psi(t) dt = T_\psi(x).
\]
Then noting that \( (\mathcal{R}_\theta^d)_{op} \) is the dual space of \( L_1(\mathcal{R}_\theta^d) \), by Theorem 2.5.2 in [19], one gets
\[
\| T_\psi \|_{L_1(\mathcal{R}_\theta^d) \rightarrow \mathcal{R}_\theta^d} \leq \| \pi_\theta(\tilde{\psi}) \|_{\mathcal{R}_\theta^d \otimes (\mathcal{R}_\theta^d)_{op}} \leq \| \tilde{\psi} \|_\infty.
\]

Now we are at the position to prove Theorem 1.3.

**Proof of Theorem 1.3.** We first prove the case when \( 1 \leq p < \frac{2(d+1)}{d+3} \). Let \( \phi(s) \) be a bump function supported on the unit ball and \( \phi(s) = 1 \) when \( s \in B(0, 1/2) \), \( \phi_0(s) := \phi(s) \) and \( \phi_k(s) := \phi(s/2^k) - \phi(s/2^{k-1}) \) when \( k \geq 1 \), so that we have
\[
\sum_{k=0}^\infty \phi_k(s) = 1, \quad \text{for all } s \in \mathbb{R}^d.
\]
Setting \( d\sigma(s) := \int_{\mathbb{R}^d} e^{2\pi i (s, \xi)} d\sigma(\xi) \). For \( x \in \mathcal{S}(\mathcal{R}_\theta^d) \), we may assume that \( x = U_\theta(f) \) for some \( f \in \mathcal{S}(\mathbb{R}^d) \), then by using twice the Parseval relation on \( \mathbb{R}^d \) and Lemma 2.3
\[
\| f \|_{L_2(S^{d-1}, d\sigma)}^2 = \langle \hat{f}, \hat{f} \ast d\sigma \rangle_{L_2(\mathbb{R}^d)}
\]
\[
= \sum_{k=0}^\infty \langle \hat{f}, \hat{f} \ast (\phi_k d\sigma) \rangle_{L_2(\mathbb{R}^d)}
\]
\[
= \sum_{k=0}^\infty \int_{\mathbb{R}^d} \hat{f}(t) \phi_k(t) \hat{f}(t) dt
\]
\[
= \sum_{k=0}^\infty \int_{\mathbb{R}^d} \langle U_\theta(f), U_\theta((\phi_k d\sigma)f) \rangle_{L_2(\mathcal{R}_\theta^d)}
\]
\[
\leq \sum_{k=0}^\infty \| U_\theta(f) \|_{L_p(\mathcal{R}_\theta^d)} \| U_\theta((\phi_k d\sigma)f) \|_{L_p(\mathcal{R}_\theta^d)}.
\]
Thus it suffices to show that \( \sum_{k=0}^{\infty} \left\| U_\theta(\phi_k \hat{d}\sigma f) \right\|_{L_p(\mathbb{R}_d^d)} \lesssim \left\| U_\theta(f) \right\|_{L_p(\mathbb{R}_d^d)} \) when \( 1 \leq p < \frac{2(d+1)}{d+3} \). It is well known that \( |\hat{d}\sigma(s)| \lesssim (1 + |s|)^{-(d-1)/2} \) (see e.g. [17]), thus \( \|\phi_k \hat{d}\sigma\|_\infty \lesssim 2^{-k(d-1)/2} \). By Lemma 5.1 we have

\[
\left\| U_\theta((\phi_k \hat{d}\sigma) f) \right\|_{L_\infty(\mathbb{R}_d^d)} \lesssim 2^{-k(d-1)/2} \| U_\theta(f) \|_{L_1(\mathbb{R}_d^d)}.
\]

On the other hand, we claim that \( \|\phi_k \hat{d}\sigma\|_\infty \leq 2^k \). Indeed, for \( \xi \in \mathbb{R}^d \)

\[
\phi_k \hat{d}\sigma(\xi) = \int_{S^{d-1}} 2^k \phi(2^k(\xi - \eta)) d\sigma(\eta).
\]

Let \( A = \{ \eta \in S^{d-1} : |\xi - \eta| < 2^{-k} \} \) and \( A_j = \{ \eta \in S^{d-1} : 2^{-j} \leq |\xi - \eta| < 2^{-j+1} \} \), where \( j \geq 0 \). Then by the rapid decay of \( \phi \),

\[
\left| \phi_k \hat{d}\sigma(\xi) \right| \leq \int_A 2^k |\phi(2^k(\xi - \eta))| d\sigma(\eta) + \sum_{j=0}^{\infty} \int_{A_j} 2^k |\phi(2^k(\xi - \eta))| d\sigma(\eta)
\leq \int_A 2^k d\sigma(\eta) + \sum_{j=0}^{\infty} \int_{A_j} 2^k (2^k |\xi - \eta|)^{-100d} d\sigma(\eta)
\leq \sum_{j=0}^{\infty} 2^k 2^{-100jd} \sigma(B(\xi, 2^{j-k})) \lesssim 2^k.
\]

Here the final inequality follows from the fact that \( \sigma(B(\xi, 2^{j-k})) \lesssim \min\{1, 2^{(d-1)(j-k)}\} \). Then by Lemma 2.7, one has

\[
\left\| U_\theta((\phi_k \hat{d}\sigma) f) \right\|_{L_2(\mathbb{R}_d^d)} \lesssim 2^k \| f \|_{L_2(\mathbb{R}^d)} \lesssim 2^k \| U_\theta(f) \|_{L_2(\mathbb{R}_d^d)};
\]

By interpolation between (5.2) and (5.3),

\[
\left\| U_\theta((\phi_k \hat{d}\sigma) f) \right\|_{L_p(\mathbb{R}_d^d)} \lesssim 2^{c(p,d)k} \| U_\theta(f) \|_{L_p(\mathbb{R}_d^d)},
\]

where \( c(p,d) = (d+1)(1/2 - 1/p) + 1 \). When \( p < \frac{2(d+1)}{d+3} \), we have \( c(p,d) < 0 \). Then by (5.2), \( \sum_{k=0}^{\infty} \left\| U_\theta((\phi_k \hat{d}\sigma) f) \right\|_{L_p(\mathbb{R}_d^d)} \lesssim \| U_\theta(f) \|_{L_p(\mathbb{R}_d^d)} \).

Finally we consider the endpoint case, \( p = \frac{2(d+1)}{d+3} \). By a smoothing partition of unity, using the similar arguments as the ones in the proof of Proposition 3.2, it suffices to show that

\[
f \in L_2(S^{d-1}; \phi \hat{d}\sigma) \lesssim \| U_\theta(f) \|_{L_\mu(\mathbb{R}_d^d)}
\]

for a smoothing function \( \psi \) supported on a neighborhood of the north pole \((0,0,...,0,1)\). For \( \xi = (\xi', \xi_d) \in \mathbb{R}_d \), where \( \xi' \in \mathbb{R}^{d-1} \), let \( \varphi(\xi') := (1 - |\xi'|^2)^{1/2} \) be the graph function of \( S^{d-1} \) near the north pole. We set \( d\mu := \psi d\sigma = \psi(\xi', \varphi(\xi'))(1 + \nabla \varphi(\xi'))^2 d\xi' \). In order to get estimate (5.5), we will use Stein’s analytic interpolation theorem (see e.g. [14, 23, 29]). For \( \text{Re}(z) > 0 \), we define

\[
M_z(\xi) := \frac{1}{\Gamma(z)} (\xi_d - \varphi(\xi'))^z \chi(\xi_d - \varphi(\xi')) \psi(\xi', \varphi(\xi'))(1 + |\nabla \varphi(\xi')|^2)^{1/2},
\]

where \((\cdot)_+\) refers to the positive part of a function, \( \Gamma \) is the Gamma function and \( \chi \in C_0(\mathbb{R}) \) is a smooth cut-off function which equals 1 on the unit ball \( B(0,1) \) and equals 0 outside.
the ball $B(0, 2)$. Then $M_z$ extends to a distribution-valued analytic function on the whole complex plane $\mathbb{C}$ by a standard argument (see e.g. page 296-300 of [17]). Let us collect some properties of $M_z$:

(i). When $z = 0$, $(M_z f) = C_0 \hat{f} * \bar{d}\mu$, for some constant $C_0$ and $f \in S(\mathbb{R}^d)$;

(ii). When $\text{Re} z = 1$, $\|M_z\|_\infty \leq C^1_z$, where $C^1_z$ has at most exponential growth in $|\text{Im} z|$;

(iii). When $\text{Re} z = -\frac{d-1}{2}$, $\|M_z\|_\infty \leq C^2_z$, where $C^2_z$ has at most exponential growth in $|\text{Im} z|$.

Let $T_z$ be the operator from $S(\mathcal{R}^d_\theta)$ to $S'(\mathcal{R}^d_\theta)$: for $U_\theta(f) \in S(\mathcal{R}^d_\theta)$,

\begin{equation}
(T_z(U_\theta(f)), U_\theta(g)) := (M_z f, \bar{g}), \quad \text{for all } g \in \mathcal{S}(\mathbb{R}^d).
\end{equation}

Then $T_z$ is an operator-valued analytic function on the whole complex plane $\mathbb{C}$. Note that when $\text{Re} z = 1$, $T_z(U_\theta(f)) = U_\theta(M_z f)$, then by Lemma 2.7

\begin{equation}
||T_z(U_\theta(f))||_{L_2(\mathcal{R}^d_\theta)} \leq C^1_z ||U_\theta(f)||_{L_2(\mathcal{R}^d_\theta)}.
\end{equation}

When $\text{Re} z = -\frac{d-1}{2}$, $T_z(U_\theta(f)) = (id_{\mathcal{R}^d_\theta} \otimes \tau_\theta)(id_{\mathcal{R}^d_\theta} \otimes U_\theta(f))(\tau_\theta(M_z)).$ As in the proof of Lemma 5.1

\begin{equation}
||T_z(U_\theta(f))||_{L_\infty(\mathcal{R}^d_\theta)} \leq C^2_z ||U_\theta(f)||_{L_1(\mathcal{R}^d_\theta)}.
\end{equation}

Applying Stein’s analytic interpolation theorem to (5.7) and (5.8), one has

\begin{equation}
||T_0(U_\theta(f))||_{L_{p'}(\mathcal{R}^d_\theta)} \lesssim ||U_\theta(f)||_{L_p(\mathcal{R}^d_\theta)}.
\end{equation}

As in the non-endpoint case, given $x = U_\theta(f) \in S(\mathcal{R}^d_\theta)$, by the property (i) of $M_z$,

\begin{equation}
C_0 ||f||_{L_2(S^{d-1}, \nu_{ds})}^2 = C_0 \langle \hat{f}, \hat{f} * \bar{d}\mu \rangle_{L_2(\mathbb{R}^d)} = \langle \hat{f}, (M_0 f) \rangle_{L_2(\mathbb{R}^d)} = \langle M_0 f, \hat{f} \rangle.
\end{equation}

Here the finally equality holds in the sense of distribution. By (5.6), (5.9), the Hölder inequality and Lemma 2.3

\begin{equation}
(M_0 f, \hat{f}) = (T_0(U_\theta(f)), U_\theta(\bar{f}))
\end{equation}

\begin{equation}
= \tau_\theta(T_0(U_\theta(f)))U_\theta(\bar{f})
\end{equation}

\begin{equation}
\leq ||T_0(U_\theta(f))||_{L_{p'}(\mathcal{R}^d_\theta)} ||U_\theta(\bar{f})||_{L_p(\mathcal{R}^d_\theta)}
\end{equation}

\begin{equation}
\lesssim ||U_\theta(f)||_{L_p(\mathcal{R}^d_\theta)}^2.
\end{equation}

Then (5.5) follows from (5.10) and (5.11). \hfill \square
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