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ABSTRACT

Automatically localizing software bugs to the changesets that induced them has the potential to improve software developer efficiency and to positively affect software quality. To facilitate this automation, a bug report has to be effectively matched with source code changes, even when a significant lexical gap exists between natural language used to describe the bug and identifier naming practices used by developers. To bridge this gap, we need techniques that are able to capture software engineering-specific and project-specific semantics in order to detect relatedness between the two types of documents that goes beyond exact term matching. Popular transformer-based deep learning architectures, such as BERT, excel at leveraging contextual information, hence appear to be a suitable candidate for the task. However, BERT-like models are computationally expensive, which precludes them from being used in an environment where response time is important.

In this paper, we describe how BERT can be made fast enough to be applicable to changeset-based bug localization. We also explore several design decisions in using BERT for this purpose, including how best to encode changesets and how to match bug reports to individual changes for improved accuracy. We compare the accuracy and performance of our model to a non-contextual baseline (i.e., vector space model) and BERT-based architectures previously used in software engineering. Our evaluation results demonstrate advantages in using the proposed BERT model compared to the baselines, especially for bug reports that lack any hints about related code elements.
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1 INTRODUCTION

Two of the most prevalent tools used today by software engineers are repositories to store project files (e.g., git) and bug trackers to report and monitor bug fixing activity (e.g., JIRA, BugZilla). Automatically linking a bug report in a bug tracker and related software artifacts from a repository is one of the long-standing goals in the software engineering research community, due to its potential to improve practice by reducing the time developers spend examining code when addressing a newly reported bug, i.e., bug localization [35, 62]. However, despite numerous efforts, the accuracy of bug localization approaches is not yet high enough for widespread use, especially as it applies to different software projects that vary in bug report and code style [32]. In examining the trends from interviews conducted with a large cohort of software developers from industry and open-source software, Zou et al. report that developers do not trust bug localization tools due to their inability to adapt to different types of bug reports, specifically noting that existing techniques only work on the most simple cases, with straightforward textual similarity between the bug report and code base [64]. More work is needed to improve the retrieval quality of bug localization techniques.

At the same time, as industry is increasingly attempting to use bug localization to aid developers in their daily work, specific requirements of the problem for modern use are coming to the forefront [33]. One key characteristic found beneficial in modern software projects is bug-inducing changeset- (or commit-) level retrieval. A bug-inducing changeset is one where the bug was initially introduced into the repository. Retrieving such changesets leads to faster bug repair, as they contain related parts of the code that were changed together, which makes fixing the bug easier. However, retrieving bug-inducing changesets with high accuracy is more challenging than retrieving buggy source code elements due to the potentially large number of commits in the corpus.

In recent years, numerous popular natural language processing tasks (e.g., question answering, machine translation) have all observed improved performance when using neural network architectures based on transformers. These transformer-based models are typically applied via transfer learning, by first pre-training them on a very large corpus and then fine-tuning on a much smaller dataset towards the specific task they are to be used for. Transformer-based models pre-trained on large software engineering corpora (e.g., StackOverflow) are now becoming available [48], with the potential to improve software engineering tasks like bug localization. In this paper, we use the BERT (Bidirectional Encoder Representations from Transformers) transformer-based architecture, which is a highly popular model introduced by Devlin et al. [9].

Bug localization is usually framed as an Information Retrieval (IR) task, where a document (i.e., a software artifact) is retrieved from a corpus-based on a query (i.e., the bug report text). A measure of semantic relatedness between the bug report and the software
artifact is necessary to rank the results retrieved from the corpus. Given the fact that transformer-based models consist of many neural layers and require heavy computation for each sentence, measuring relatedness between the query and the corpus quickly becomes expensive.

This paper applies BERT to the problem of changeset-based bug localization with the goal of improved retrieval quality, especially on bug reports where straightforward textual similarity would not suffice. We describe an architecture for IR that leverages BERT without compromising retrieval speed and response time. In addition, we examine a number of design decisions that can be beneficial in leveraging BERT-like models for bug localization, including how best to encode changesets and their unique structure.

Our experimental results indicate that the proposed approach improves upon popular bug localization techniques by, e.g., increasing the retrieval accuracy between 5.5% and 20.6% for bug reports with no or a limited number of localization hints. We note that using entire changesets as input granularity significantly hinders the models performance, while leveraging more fine grained input data, such as hunks, results in the highest retrieval quality. We also observe that the size of search space (i.e., the number of changesets in a project) significantly impacts the retrieval delay of different BERT-based models, though less in the case of the proposed model.

The main contributions of this paper are:

- approach that applies BERT to the bug localization problem (specifically, localizing bug-inducing changesets) that is more accurate than the state-of-the-art,
- improvement over other recent BERT-based architectures proposed towards changeset retrieval, showing significant advantages with respect to retrieval speed,
- evaluation and recommendations for key design choices in applying BERT to changesets (i.e., code change encoding, data granularity).

Significance of contribution. The BERT-based technique proposed in this paper enables semantic retrieval of software artifacts (specifically, changesets) for bug localization that goes beyond (and can complement) the exact term matching in the current popular state-of-the-art techniques (e.g., [45, 57]). Relative to a similar, recent BERT-based technique [27], we offer an approach that improves retrieval speed significantly, in a way that supports real-world use, while also enhancing retrieval quality.

2 PROBLEM DESCRIPTION

In this section, we list and discuss the specific constraints of the bug localization problem that we aim to address, which are based on a recent survey of industry practitioners and the problem requirements observed at a large software enterprise [33, 64]. Our focus is a bug localization technique that: 1) focuses on retrieving changesets; 2) aims to capture semantics and can be applied to bug reports that do not share terms with the relevant parts of the code base; and 3) quickly retrieves results for a newly created bug report.

1. Localizing changesets [33]. Over the years, a large body of research has been dedicated to locating source code files (or classes) relevant to a bug report [7, 22, 36, 45, 55, 57]. However, recent studies have pointed out that bug localization at the level of source code files still requires significant effort by software developers in order to locate relevant code within large files [33, 56, 64]. Adjusting for this finding, researchers shifted their efforts towards more fine grained code elements, such as file segments [57] and methods [50, 59, 61], which introduce new sets of challenges such as difficulty in selecting optimal segment size and large methods that still require effort to examine. More recently, there has been a growing interest in changeset retrieval [7, 27, 56, 58] for bug localization because changesets have several unique properties that make them convenient to developers aiming to fix a bug. First, they inherently capture lines of code that are related to each other within the context of a modification. Second, when locating changesets, we can retrieve not only the modified portion of the code, but identify a software developer that committed the modification in the first place, therefore easing the bug triaging process. Finally, changesets allow for straightforward context-aware division into a set of hunks, i.e., a set of changes in one area of the file. Hunks are usually convenient to read for developers and allow for easy detection of changes with no semantic value (e.g., changes only in white spaces).

2. Leveraging semantics of input documents [33, 48]. As software evolves rapidly and is actively maintained by multiple developers, different portions of the code base become affected by distinctive identifier naming patterns and conventions, which exacerbate the already existing semantic gap between bug reports and related code elements, posing a significant challenge to traditional IR systems based solely on token similarity [12]. Surveys of practitioners have also indicated that bug reports that explicitly mention the names of classes or methods relevant to the bug fix do not require automated bug localization, while assisting in bug reports with large semantic gaps with the code base is likely more valuable to developers. For instance, one surveyed developer in the study by Zou et al. [48] stated the following about current bug localization, "It seems that existing techniques mainly make use of the textual similarity between bug reports and source code files to perform bug localization. However, I encountered many bugs that have very little similarity between their bug reports and code files. I wonder what kind of bugs such techniques can localize? Maybe only simple bugs?". To bridge this gap, researchers have recently proposed to use deep learning models capable of building semantically rich document representations [4, 6, 12, 16, 24, 27, 33]. Transformer-based models, and BERT in particular, are currently one of the most exciting deep learning techniques achieving broad improvements across a variety of text-based tasks. The main strength of BERT-like models is in building a token representation based on bidirectional contextual information encoded in the preceding and succeeding tokens, which leads to richer semantics that is more likely to detect related pairs of bug reports and changesets that do not share terms. Prior generations of word embeddings, e.g., word2vec [31] and GloVe [38], which have been frequently applied on software engineering tasks [5], do not use word context at inference time, i.e., each token maps to a vector regardless of the surrounding text.

3. Fast retrieval in a large search space [40]. Retrieving bug-inducing changesets requires computing similarity between a bug report of interest and all changesets committed to a repository up to the present point in time. Given that modern software evolves rapidly, resulting in large source code repositories with numerous
commits \[43, 46\], it is impractical to compute pair-wise similarity due to the large search space. This is especially the case if computing the similarity measure itself is expensive. Though deep learning models provide state-of-the-art accuracy, they typically require more computational resources than token-based techniques, which emphasizes the need for a bug localization technique to limit the search space in order to improve performance without compromising accuracy.

3 APPROACH

In order to address the above problem constraints, in this paper we investigate the use of a BERT model towards bug localization with changesets as a primary data granularity, which is also preferred by practitioners’ \(\S2.1\)\[52\]. We specifically selected BERT as it is the state-of-the-art in semantics modeling and extracting contextual information \(\S2.2\). Finally, to ensure that our approach is applicable to large, industry scale repositories \(\S2.3\), we introduce Fast Bug Localization BERT (FBL-BERT), which reduces the search space, such that only promising candidate changesets are considered for neural re-ranking with BERT. In addition, FBL-BERT encodes a bug report and a changeset separately, allowing to compute changeset representations offline and reduce the computational effort per bug report at retrieval time. Replication package is available at \[1\].

3.1 BERT for bug localization

The architecture of BERT consists of multiple layers of transformer-encoders, which are an abstraction aimed at modeling sequential data that utilizes self-attention; the notion of attention is to weight specific terms in the sequence differently, i.e., encoding a stronger relationship from each term in the sequence to the remaining most semantically relevant terms. As pointed out by Mills et al. \[32\], retrieval techniques for bug localization can be significantly improved with intelligent query construction, i.e., by carefully choosing which parts of the bug report to use for comparison. Therefore, leveraging a model that uses attention to emphasize certain word relationships has the potential to significantly improve upon prior state-of-the-art bug localization techniques.

Using a BERT model for bug localization (or other similar purposes) involves three essential steps: (1) pre-training the model with a large corpus of general software engineering-related data, (2) fine tuning the BERT model for bug localization, and finally, after BERT has been completely trained, (3) retrieving relevant bug-inducing changesets for a newly reported bug.

During pre-training, BERT uses massive corpora of relevant text to build a language model for a specific domain, e.g., software development. Given that this step requires a significant amount of data and computational resources, a common choice is to reuse a pre-trained BERT model, when available. In the fine tuning step, BERT updates the general data representation with respect to a specific downstream task (e.g., bug localization) given a much smaller, task-specific dataset. More precisely, fine tuning a BERT model occurs by adding an additional layer (e.g., a classification layer) to the pre-trained BERT model. This task-specific layer takes the output of BERT as input and represents the part of the model that is primarily trained during fine tuning, though BERT’s internal weights are also updated in the process. In most scenarios, fine tuning can be completed faster and with much less computational resources than pre-training. Since our goal is locating bug-inducing changesets, a natural choice for a task-specific dataset consists of bug reports and their inducing changesets. A key design choice at this stage is how to connect BERT with the additional task-specific neural network layer. Given an input document, BERT encodes each word in the document with a vector, i.e., for each input document, the output of the BERT model is an embedding matrix of size \(|d|\) by \(v_{\text{en}}\), where \(|d|\) represents the number of words in the document and \(v_{\text{en}}\) the length of a BERT vector; typically \(v_{\text{en}} = 728\). The most common approach when retrieving BERT-encoded documents is to aggregate the embedding matrix across words through average or summation, which produces a single vector as output. Using such an aggregate representation of a document allows for faster processing and easier comparison between pairs of documents. However, as
pointed by Sachdev et al. [44], this simple aggregation strategy leads to a dissipative data representation that has the potential to negatively affect retrieval performance. In the next section, we describe an alternative strategy that takes advantage of the full matrix to encode input data.

In the simplest changeset retrieval scenario, presented in Fig. 1a, each newly arriving bug report is concatenated with every changeset in the project history. Subsequently, they are processed by BERT, producing an embedding matrix, which is transformed to a vector by an aggregation layer. Finally, the vector is passed into a classification layer that produces a relevance score between a bug report and a changeset. Changesets are ordered based on those scores to produce a ranked result set. This type of BERT architecture for information retrieval is often referred to as Single BERT [8, 27, 37]. In an alternative retrieval architecture, called Siamese BERT [27, 41] and depicted in Fig. 1b, the bug report and the changeset are processed separately, first through BERT and then through an aggregation layer. As a result, bug reports and changesets are transformed into independent vectors that are subsequently concatenated and fed into the classification layer to produce a relevance score. The advantage of Siamese BERT over Single BERT is that Siamese BERT enables pre-computing changeset representations offline since changesets are not required to be concatenated with a bug report for retrieval. However, Siamese BERT still requires comparing a bug report to each changeset, which incurs significant retrieval delay in the case of large number of changesets.

### 3.2 Fast Bug Localization BERT

The FBL-BERT architecture, based on ColBERT by Khattab et al. [21], eschews aggregation of the embedding matrix, and instead builds a relevance score by leveraging the whole matrix, resulting in a more complete, fine grained comparison. More specifically, a bug report \( br \) and a changeset \( c \) are separately processed by BERT creating embedding matrices \( E_{br} \) and \( E_c \), respectively. To compute the relevance score between \( E_{br} \) and \( E_c \), for each word embedding in the bug report \( v_{br} \in E_{br} \), we find the maximum cosine similarity across word embeddings of the changeset \( v_{c} \in E_c \), and combine the maximum cosine similarities via summation as illustrated in Fig. 1c. As a result, the model learns how to associate words from a bug report with tokens in a changeset, taking into account the context in which they appear. To account for the two different types of data we process, i.e., bug reports and changesets, we modify ColBERT by increasing the numbers of BERT encoder layers taken to the linear layer. More specifically, while ColBERT uses the output of the last BERT encoder, we take the output of the last 4 encoders (as recommended by [9]). This modification is dictated by prior studies observing that that different layers of BERT encode different granularity of semantic information [9, 39, 51]. Note that the linear layer in FBL-BERT is not equivalent to the aggregation layer discussed before, but is used to reduce the size of word embeddings produced by BERT, retaining all word embeddings in a compressed form for faster downstream processing.

There are several benefits that make the FBL-BERT architecture particularly applicable to our problem. First, the model purposely avoids joint document encoding, as in Single BERT, delaying interaction between a bug report and a changeset to facilitate off-line encoding of changesets. Moreover, by using computationally cheap, yet efficient, maximum similarity summation as a scoring operator instead of a more complex strategy, such as the classification layer in Siamese BERT, the processing time for a query is reduced. Finally, given that the relevance score computation is isolated and relies solely on maximum similarity, it is possible to utilize efficient vector similarity algorithms to reduce the search space of all \( M \) changesets by identifying top-\( N \) changesets, \( N << M \), that are similar to a new bug report, and subsequently re-rank only the top-\( N \) subset.

To clarify how FBL-BERT operates for changeset-based bug localization, consider the pipeline depicted in Fig. 2. First, as shown in the Model Training section of Fig. 2, the FBL-BERT model is fine tuned on a project-specific dataset consisting of bug reports and bug-inducing changesets. In the next step (Offline Indexing), all changesets in the project repository are encoded via FBL-BERT and stored in an index supporting efficient vector-similarity search. For this purpose, we use an IVFPQ (InVerted File with Product Quantization) index, implemented in the Faiss library [19]. The IVFPQ index uses the k-means algorithm to partition the embedding space into \( P \) (e.g., \( P = 300 \)) partitions, and subsequently assigns each word embedding to its nearest cluster. To facilitate efficient search, when a query is issued, the query is first compared against the partitions’ centroids to locate the nearest partitions, and then the search continues to the instance-level only within those. Note that the Faiss index contains word embeddings across all changesets. After completion of this step, the retrieval system is ready to be deployed. When a new bug report arrives, it is first encoded via FBL-BERT producing an embedding matrix. Next, for each word embedding in the embedding matrix, we query the Faiss index to identify the \( N' \) most similar embeddings across all changesets embeddings stored
in the Faiss index. Since among $N'$ most similar embeddings some may point to the same changset, in the end we obtain a total of $N$ unique candidate changsets. Finally, we use FBL-BERT to re-rank the candidate changsets and produce the final ranking.

3.3 Changesets encoding strategies

Software evolution over time is recorded in a repository as a time-ordered sequence of changesets. Each changeset consists of a log message, providing a short rationale explaining the goal of the modification, and a set of source code changes. Depending on the version control system and `diff` algorithm used in the software project, the representation of source code changes can vary. In this paper, we focus on the format that is the output of the `git diff` command, in which added lines of code are annotated with +, removed lines with −, and all modified lines are surrounded by 3 lines of contextual, unchanged lines. While there exist more advanced tree-based code differencing algorithms (e.g., GumTreeDiff [10]), providing detailed code-change information to a machine learning model may affect the model negatively [60], hence we opt for a text-based approach. Changesets can encapsulate code changes across one or multiple source code files, and modifications to each file can be divided into hunks - groups of modified (added or removed) lines surrounded by unchanged (context) lines. Given this specific formatting, we explore how best to utilize changesets’ properties to construct BERT input from two perspectives: (1) encoding characteristics of code modifications, such as additions or removals; and (2) levels of granularity in a changeset.

Input provided to BERT models is required to follow certain rules. First, a document (e.g., a changeset or a bug report) needs to be tokenized and each token replaced by its unique token id. Pre-trained BERT models supply their own BERT tokenizers, that are optimized towards the corpus on which the model is pre-trained. The main advantage of BERT tokenizers is in avoiding out-of-vocabulary words by dividing unknown words to their largest subwords present in the vocabulary, which is likely to be beneficial in our setting, as software projects can have very specific vocabularies unlikely to be observed elsewhere [48]. Secondly, BERT uses a pre-defined set of special tokens. In general, due to how BERT is trained (more details in [9]), the model requires that each sequence starts with special classification token `[CLS]` and ends with separator token `[SEP]`, while other special tokens, such as padding `[PAD]` are used if and when necessary. Special tokens can convey information about the structure of data allowing BERT to differentiate between parts of the input, hence we explore how special tokens can be best utilized to encode changesets. To this end, we propose the following encoding strategies, depicted in Fig. 3.

**D:** A changeset is considered a single document that is feed into the model. To inform the model that a changeset sequence begins, we define and pre-append the special token `[D]` at the beginning of the code sequence. Since this strategy does not utilize specific characteristics of a code change, it serves as a baseline to compare against other strategies.

**ARC:** In this encoding, a changeset is split into lines, and the lines are subsequently grouped based on whether they are added, removed or provide context, as indicated by their initial character: + for added, − for removed, and an empty space for context lines. The lines in each group are concatenated to create a sequence to which we pre-append a special token: `[A]` for the sequence of added lines, `[R]` for the sequence of removed lines and `[C]` for the sequence of context lines. Finally, all the sequences are concatenated together to create an input for the model. By grouping different parts of...
changesets based on their characteristics, we aim to investigate whether any particular type of modification is more beneficial than the other. With the ARC strategy the model is given an opportunity to learn how to combine information of different types and, if necessary, decide to disregard a portion of it if it poorly affects performance.

ARC\(_1\): Similarly as in ARC, a changeset is divided into lines, however ARC\(_1\) encoding does not group the lines. Instead, it preserves the ordering of lines within a changeset, such that special tokens \([A], [R], [C]\) are pre-appendend wherever type of modification changes. While this strategy results in more accurate data representation, compared to ARC, ARC\(_1\) is also more challenging for the model, since the special tokens occur multiple times and in several places.

Given that a bug report and a changeset are encoded separately, the model has to differentiate between these two types of documents. To this end, when encoding a bug report, we define a special token \([Q]\) that is pre-appended to the query, i.e., the bug report.

Another dimension in choosing how to best encode changesets is related to their granularity, i.e., using entire changesets or separating a changeset to a file- or hunk-level. Leveraging hunks as the primary data dimension in an IR model brings several advantages. First, bugs have been observed to be typically caused by small pieces of code [57, 59], thus the inherent fine granularity of hunks makes them less susceptible to noise when compared to whole source code files [56]. Second, dividing changesets into hunks alleviates issues caused by tangled commits [13]. Given the fact that hunks are typically small and concentrate on an enclosed portion of the code, BERT is not affected by long-range token dependencies, which is a problem typically affecting source code [48]. Finally, shorter input documents are less likely to exceed the maximum sequence length accepted by BERT, while longer documents have to be truncated, which may negatively affect the results. However, despite easily accessible smaller data granularity within a changeset, to date, most of the efforts are focused on leveraging entire changesets [3, 27, 33].

4 EXPERIMENTAL EVALUATION

4.1 Research questions

**RQ1:** How effective is FBL-BERT when compared to (1) state-of-the-art techniques based on the VSM, and (2) related BERT-based architectures?

The main opportunity in using FBL-BERT is in incorporating additional context and semantics when retrieving bug-inducing changesets, which should provide improvements in accuracy over the state-of-the-art, especially for bug reports that provide high level bug descriptions and lack explicit localization hints. Researchers have identified that a non-trivial amount of bug reports already contain localization hints, i.e., they mention the class or method names relevant to fixing the bug, and some recent approaches for bug localization argue that only bug reports that lack extensive localization hints should be considered in evaluation [17]. We follow the methodology proposed by Kochhar et al. [23] to categorize bug reports into 3 groups based on the completeness of localization hints they provide and evaluate the performance for each bug report group separately. We also investigate how the runtime performance of FBL-BERT, which utilizes fine grained matching, compares to other BERT-based architectures that rely on embedding aggregation and perform retrieval across the entire search space. As baselines, we use (1) Locus [56], a state-of-the-art approach based on VSM that locates bug-inducing changesets, and (2) TBERT-Single and TBERT-Siamese [27] approaches that utilize aggregated BERT-based representations that have recently been proposed for software engineering.

**RQ2:** Which changeset encoding strategy is the most profitable? Are there advantages to using hunks, changeset-files or entire changesets as the primary data dimension?

In this RQ, we first investigate whether encoding information about the type of modification in each line of a changeset can increase the performance of the FBL-BERT model. We evaluate two alternatives to encode changesets semantics, ARC, ARC\(_1\), and a baseline approach, D, which disregards change-related information. Second, we investigate how granularity of the input data affects the model performance and what are the benefits and challenges of leveraging changesets, changeset-files, or hunks in our model. To answer this RQ, we fine tune FBL-BERT separately for each of the encoding strategies and with each input data granularity, resulting in 9 evaluation configurations per software project, measuring the model’s performance in retrieving relevant changesets.

4.2 Dataset and baselines

To answer the RQs, we leverage the dataset of bugs and their inducing changesets collected and manually validated by Wen et al. [56]; manually validated datasets remove the error that can be introduced by the SZZ algorithm that maps the bug fixing to the inducing commit [34]. This dataset includes 6 software projects, namely AspectJ, JDT, PDE, SWT, Tomcat and ZXing (descriptive statistics are presented in Table 1). To create a training set for each project, we selected the first half of project’s pairs of bug reports and bug-inducing changesets, ordered by bug opening date, as a training set, and left the remaining half as a test set. For each pair in the training sets, we also create a negative sample by randomly choosing a code change which does not belong to the inducing changeset, essentially forming triplets of bug report, bug-inducing changeset, not bug-inducing changeset. We experimented with choosing negative samples by selecting a syntactically similar changeset that was not bug-inducing but we did not observe a significant change in retrieval accuracy. As this type of generating negative samples incurred substantial computational cost to gather, we opted to use random sampling. Finally, for each project we obtained a balanced training set with equal number of positive and negative examples. Note that although training sets do not include all available code changes, during bug localization the model performs retrieval across all code changes available for a specific project (as explained in Section 3.2). To study the impact of different changeset data granularity on the BERT-based models, we created a separate dataset for each type of granularity, i.e., changesets, changeset-files and hunks. To this end, for changeset-file and hunk granularity, we divide the bug-inducing changeset to file- or hunk-level code changes, such that each bug report creates multiple pairs with files or hunks from its respective inducing changeset.

We compare the performance of the proposed model with Locus [56], which is an unsupervised model that utilizes hunk-level
granularity and the VSM to locate relevant changesets based on the maximum similarity score obtained between a bug report, a hunk, and a log message. Note that FBL-BERT does not use log messages as our goal is to explore mapping from natural language in a bug report to code changes. While well written log messages can have a positive impact on the results by boosting the scores for some changesets, not all relevant code changes are accompanied by logs of good quality [18, 29]. As a second set of baselines, we employ TBERT architectures for software artifacts retrieval recently proposed by Lin et al. [27]. Out of the three architectures investigated by Lin et al., we selected TBERT-Single and TBERT-Siamese as our baselines, rejecting TBERT-Twin, since its performance in terms of accuracy and time was significantly surpassed by the two others. In general, both of these architectures are fairly similar to those presented in Fig. 1 with an exception of using more advanced embedding aggregation operators [27].

4.3 Metrics
To evaluate the performance of the model, we employ a set metrics commonly used to evaluate performance of IR systems.

Mean Reciprocal Rank: MRR quantifies the ability of a model to locate the first relevant changeset to a bug report. The metric is calculated as an average of reciprocal ranks across $B$ bug reports, while a reciprocal rank for a bug report $B_i$ is equal to an inverted rank of the first relevant changeset in the ranking:

$$ MRR = \frac{1}{B} \sum_{i=1}^{B} \frac{1}{\text{1st Rank of } B_i} $$

Mean Average Precision: MAP measures how well a model can locate all changesets relevant to a bug report. MAP is calculated as the mean of average precision values ($\text{AvgP}$) for $B$ bug reports, while average precision for a bug report $B_i$, $\text{AvgP}_{B_i}$, is computed based on the positions of all relevant changesets in the ranking:

$$ \text{MAP} = \frac{1}{B} \sum_{i=1}^{B} \frac{1}{\text{AvgP}_{B_i}} $$

Precision@K: P@K evaluates how many of the top-K changesets in a ranking are relevant to a bug report. The value of P@K is equal to the number of relevant changesets $|\text{Rel}_{B_i}|$ located in the top-K position in the ranking averaged across $B$ bug reports:

$$ P@K = \frac{1}{|B|} \sum_{i=1}^{B} \frac{|\text{Rel}_{B_i}|}{K} $$

4.4 Experiment setup
The experiments were conducted on a server with Dual 12-core 3.2GHz Intel Xeon and utilized 1 NVIDIA Tesla V100 with 32GB RAM memory running on CUDA version 10.1. To implement our model, we used PyTorch v.1.7.1, HuggingFace library v.4.3.2, and Faiss v.1.6.5 with GPU support. Since pre-training is a computationally expensive task and requires a huge dataset, we decided to use an available pre-trained BERT model, BERTOverFlow [49]. BERTOverFlow is trained on StackOverflow data, hence it contains a mixture of code snippets and natural language descriptions, which is logical for the bug localization task that operates on both code and natural language. We fine tuned our BERT model and TBERT baselines for 4 epochs with batches of size 16 and a learning rate of 3E-06 [9]. Based on the average number of tokens in bug reports, hunks, changeset-files and changesets across the evaluation projects, we set the maximum length limit to 256, 256, 512, and 512 respectively. All input documents are truncated or padded to their respective length limit. For the Faiss index, we set the number of partitions to 320 and retrieved a total of 1000 changesets for re-ranking with FBL-BERT [21]. In the case of Locus, we set the model parameters to $\lambda = 5$ and $\beta_2 = 0.2$, indicated by the authors to provide the highest performance.

5 RESULTS
5.1 RQ1: Retrieval performance
Retrieval accuracy. Table 2 contrasts the retrieval performance of the FBL-BERT model against the baseline approaches for three different types of bug reports: not localized, partially localized, or fully localized. If a bug report has no mentions of relevant classes, it is classified as not localized (BR$_{NL}$); when some of the relevant classes appear in the report, the bug is categorized as partially localized (BR$_{PL}$); and if all relevant class names are provided, the bug report is fully localized (BR$_{FL}$) [23]. Note that in the case of FBL-BERT, we use the results of the model trained with ARC$_L$ encoding since, on average, it provides the best performance across the evaluation projects, as shown in Section 5.2.

FBL-BERT outperforms Locus for BR$_{NL}$ and BR$_{PL}$ by 5.5% and 20.6% respectively, while in the case of BR$_{FL}$, Locus surpasses our approach by 11.4%. Given that Locus relies on more direct term matching between a bug report and a changeset, it makes intuitive sense that such a model performs best when localization hints are present in a bug report, and struggles in their absence (as indicated by lower MRR values for BR$_{NL}$ and BR$_{PL}$). On the other hand,
FBL-BERT utilizes higher-level association between bug reports and bug-introducing changesets, which can result in exact matches getting less emphasis. Interestingly, the highest improvement in retrieval accuracy is observed for BRFL, indicating that the model can effectively retrieve changesets based on partial clues by associating them with patterns learned from historical data.

The performance of both TBERT models and FBL-BERT improves when the models are trained and evaluated on hunks or changeset-files. Compared to leveraging changesets, across all bug reports FBL-BERT improves between 23.5%–25.9%, while the retrieval accuracy of TBERT-Single and TBERT-Siamese increases by 16%–18% and 9.8%–13.9% respectively. While this results indicate that leveraging fine-grained data affects retrieval performance positively, it is important to note that the poor performance observed for changesets can be partially attributed to the input size limit of the BERT model (i.e., 512 tokens), which is often exceeded by changesets than hunks or changeset-files. More specifically, in our dataset truncation affects about 8% of hunks and 25% of changeset-files compared to 45% of changesets.

In general, FBL-BERT outperforms TBERT-Single and TBERT-Siamese by 4.9% and 7.6% respectively across all types of bug reports. Comparing the results of FBL-BERT trained on hunks to TBERT models trained on changeset-files, given that changeset-files provide on average the best performance for TBERT models, we note varying difference in retrieval accuracy depending on the bug report type. In the case of BRNL, FBL-BERT improves MRR score by only about 2% over TBERT models. For BRPL, FBL-BERT improves by 4% and 8.5% over TBERT-Single and TBERT-Siamese, while for BRFL the improvement is equal to 3.9% and 13.8% respectively. The larger gap in retrieval accuracy for BRPL and BRFL between FBL-BERT and TBERT models indicates the importance of token-level embedding matching, i.e., while TBERT uses aggregated embedding to represent and compare documents, the token-level embedding matching performed by FBL-BERT allows this model to better recognize the key code names presented in the bug report, which, in turn, translates to higher retrieval accuracy.

Retrieval time. One of the key desirable characteristics of FBL-BERT is to perform efficient retrieval across a large corpus. This would allow it to leverage fine-grained data, such as changeset-files or hunks which were observed to provide the best retrieval accuracy, while maintaining reasonable retrieval delay. In Fig. 4, we compare the average retrieval time per bug report with respect to the increasing number of documents in the search space, i.e., changesets, changeset-files and hunks. In general, FBL-BERT retrieves relevant documents faster than both TBERT models with the retrieval time gap increasing as the search space grows. More specifically, TBERT-Single is the slowest model and requires about 50s to perform retrieval over a small number of documents (e.g., ZXing), and nearly 1000s(!) for a large project (e.g., JDT). TBERT-Siamese is significantly faster than TBERT-Single, and up to the search space of about 15K documents, it performs on par with FBL-BERT. However, after that point, retrieval time for TBERT-Siamese rises steadily to reach about 70s for the largest search space, while in the case of FBL-BERT the retrieval time is still just above 1s. By comparing the performance of FBL-BERT against TBERT models, it becomes evident that plain BERT-based models can quickly hit a retrieval delay wall which makes them impractical to use. On the other hand, FBL-BERT scales up with respect to the search space size allowing to leverage fine-grained data to increase retrieval accuracy without sacrificing model responsiveness.

Note that the observed speed improvement is the result of both FBL-BERT and FAISS. More specifically, the training objective of FBL-BERT (i.e., finding most similar embedding vectors) enables using vector similarity search (e.g., FAISS). As a consequence, FAISS can be used to retrieve the K best candidates (K << N, where N is #documents) with similar word-level embedding representations that are then re-ranked by FBL-BERT. By re-ranking only K documents, the search space becomes significantly reduced, hence decreasing the retrieval time. On the other hand, typical BERT-based pipelines (e.g., TBERT) concatenate bug reports and changesets, and use neural network layers to estimate a relevancy score. This approach precludes pruning the search space via FAISS, therefore, during retrieval a bug report has to be compared to all N documents, which in turn increases retrieval delay.

Error analysis. To gain more insight into factors that negatively affect the retrieval accuracy of FBL-BERT, we manually analyzed the bug reports for which the model struggles the most. More specifically, we selected all bug reports where the bug-inducing hunk was ranked 50 or worse by FBL-BERT. This resulted in 20 bug reports (BRNL = 8, BRPL = 3, BRFL = 9) that the authors independently analyzed, contrasting the retrieved hunks to the true bug-inducing hunks in order to devise a set of common issues causing low retrieval accuracy. The authors also examined the most similar terms (and their weights) for both the retrieved and gold set hunks, focusing specifically on the sources of largest differences between the two. Finally, the authors discussed their independent observations and agreed on three common error categories: stack trace/code snippets, comments, and code tokens splitting, where a single Bug report can belong to more than one error category. We discuss each of these, in turn.

In 11 out of 20 bug reports, the difficulty to retrieve the correct hunk was caused by the presence of a code snippet or a stack trace in the bug report. Since code snippets and stack traces typically consists of multiple class names or code tokens, they have a potential to introduce noise through unrelated code names, which, in turn, can lead the model astray [53]. For 7 out of 20 bug reports,
Table 3: Retrieval performance for different configurations of FBL-BERT.

| Changesets | #Bugs | MRR | MAP | P@1 | P@3 | P@5 | MRR | MAP | P@1 | P@3 | P@5 | MRR | MAP | P@1 | P@3 | P@5 | MRR | MAP | P@1 | P@3 | P@5 |
|------------|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| AspectJ    | 104   | 0.053 | 0.032 | 0.029 | 0.024 | 0.037 | 0.107 | 0.061 | 0.058 | 0.080 | 0.083 | 0.070 | 0.042 | 0.029 | 0.045 | 0.044 | D   | ARC | 0.173 | 0.127 | 0.183 | 0.135 |
| JDT        | 47    | 0.097 | 0.014 | 0.043 | 0.028 | 0.021 | 0.118 | 0.160 | 0.064 | 0.043 | 0.030 | 0.118 | 0.016 | 0.064 | 0.035 | 0.026 | D   | ARC | 0.050 | 0.027 | 0.052 | 0.041 |
| PDE        | 60    | 0.091 | 0.012 | 0.067 | 0.022 | 0.020 | 0.099 | 0.019 | 0.033 | 0.033 | 0.031 | 0.103 | 0.013 | 0.067 | 0.033 | 0.027 | D   | ARC | 0.074 | 0.013 | 0.074 | 0.013 |
| SWT        | 43    | 0.067 | 0.015 | 0.023 | 0.027 | 0.026 | 0.033 | 0.006 | 0.023 | 0.008 | 0.005 | 0.018 | 0.007 | 0.0 | 0.0 | 0.0 | D   | ARC | 0.056 | 0.027 | 0.070 | 0.074 |
| Tomcat     | 97    | 0.135 | 0.048 | 0.052 | 0.070 | 0.074 | 0.132 | 0.051 | 0.062 | 0.072 | 0.071 | 0.141 | 0.055 | 0.062 | 0.077 | 0.088 | D   | ARC | 0.048 | 0.048 | 0.048 | 0.048 |
| Zxing      | 10    | 0.127 | 0.034 | 0.100 | 0.033 | 0.020 | 0.141 | 0.034 | 0.100 | 0.033 | 0.040 | 0.155 | 0.061 | 0.100 | 0.133 | 0.120 | D   | ARC | 0.233 | 0.283 | 0.099 | 0.033 |
| All projects | 331  | 0.091 | 0.030 | 0.042 | 0.039 | 0.042 | 0.107 | 0.040 | 0.054 | 0.057 | 0.056 | 0.096 | 0.036 | 0.045 | 0.049 | 0.049 | D   | ARC | 0.233 | 0.283 | 0.099 | 0.033 |

we noted that the model was misguided by source code comments present in the top-1 retrieved hunk. Since source code comments are formulated in natural language, a highly-contextual model like BERT tends to emphasize their similarity with the bug report as it is also expressed in natural language. For both of the above error categories, we believe that the whole code will be more relevant to the whole code report as it is also expressed in natural language. Hence, researchers should explore strategies to treat this data separately, perhaps by encoding their content within BERT with special tokens akin to the ARCD strategies we discuss in this paper.

Finally, for 5 of the bug reports, FBL-BERT failed due to spurious matches in code tokens that were split into sub-tokens during preprocessing. One of the previously observed strengths of BERT is in using the WordPiece algorithm to avoid the out-of-vocabulary problem by splitting unseen tokens into the largest sub-tokens that are part of the BERT vocabulary [20]. Since source code identifiers names are typically project-specific words, they do not occur in the pre-trained vocabulary, hence they are often split by WordPiece (e.g., ManagerServlet → manager, #servlet). The sub-tokens can then spuriously match other terms, including sub-tokens from other split identifiers, but not the whole, unsplit term. Researchers in the biomedical domain recognized the same issue affecting medical terms and proposed domain-specific BERT adaptations [2, 11, 26].

5.2 RQ2: Changeset encoding strategy

Table 3 shows retrieval performance of FBL-BERT trained and evaluated with different changeset encoding strategies and input data granularities. For each project, the three best performing configurations are highlighted, such that dark green marks a configuration with the highest retrieval performance, while green and yellow correspond to the second and third best configurations. Overall, we notice that using entire changesets as the granularity of input results in, by far, the worst performance across all of the investigated configurations for all evaluation projects. We can attribute this result to: (1) truncation of changesets due to input length limitation of the BERT model; and (2) tangled changes within a single changeset [14], which are likely to affect the model by introducing noise via unrelated code modifications. On the other hand, while the model based on hunks or changeset-files is not free of these problems, the finer data granularity allows it to partially overcome them. For instance, in case of tangled changes, dividing the entire changeset into hunks or changeset-files creates multiple new data points, which limits the noise introduced by instances that are poorly related to the bug. The difference in retrieval accuracy across all the metrics between using hunks and changeset-files as the input data is minor and differs from 1% to 12.2% per project. This result is indicative of the observation that leveraging hunks and changeset-files perform similarly and are both resilient to the problems affecting changesets.

Examining the results for different changeset encoding strategies, we observe that ARCD performs universally best across hunks and changeset-files. Interestingly, at the level of changeset-files, the baseline encoding D, which does not encode modification type, does surprisingly well and outperforms ARC encoding. We attribute this result to the specifics of ARC encoding, which groups lines based on the performed modification, hence in the case of larger documents the grouping may affect the semantics of the documents.
other hand, ARC encoding for hunks is less likely to be susceptible to that problem since hunks are typically much shorter. Analyzing the results for different projects, we observe that ARC\(_1\) performs best for AspectJ, JDT and Tomcat, with an improvement in MRR scores of 0.7%, 6.7% and 4.1% over their second best configurations respectively, while ARC is the most beneficial strategy for the PDE project. In the case of SWT, we observe the highest retrieval accuracy with ARC\(_1\), while ZXing performs best with D encoding; however, both of these observations are likely negligible given the low difference between ARC\(_1\) and other encodings for SWT, and the relatively fewer bug reports in the ZXing project. Overall, we conclude that leveraging changesets semantics via encoding modification with either ARC and ARC\(_1\) increases retrieval accuracy over the D configuration which does not provide the model with additional information about the change. However, based on these results, the difference between ARC and ARC\(_1\) is not significant enough to clearly indicate which strategy is superior on average.

5.3 Threats to validity

The conclusions of this paper suffer from several threats to validity. A key threat to the internal validity of our study are the specific parameter choices we used to build our FBL-BERT model. A mitigating factor is that all parameters were either studied by us or were reported in other prior reputable papers as recommended or optimal [9, 21]. Another threat is our automated separation of bug reports based on localization hints into, not localized, partially localized, and fully localized, which may result in mistaken categorization, even though we used a well-known and frequently followed procedure [23].

Leveraging changesets for bug localization poses another threat due to possible noise that can be introduced by SZZ [42], which could result in poor quality mapping between bug reports and bug-inducing changesets. However, the dataset was validated manually [56, 62], and therefore such mistakes, if they still exist, should not significantly affect our conclusions. Errors due to tangled changes [14, 30] are still possible in the dataset as such changes are difficult to remove manually. We believe tangled commits to have affected our final presented results (as discussed in RQ2), however, since tangled commits are a part of software development removing them completely may arguably result in unrealistic evaluation.

A threat to external validity, which concerns the ability to generalize our evaluation results, is that we applied the bug localization technique only on a limited number of bugs collected from a selection of popular open source Java projects. A mitigating factor is that the projects have a variety of purposes and development styles and the benchmark we used has also been applied to prior changset-based bug localization studies [45, 56, 57]. Another threat to external validity is in the chosen evaluation metrics, which may not directly gauge user satisfaction with our bug localization technique [54], impacting the validity of the reported results. The threat is mitigated by the fact that the selected metrics are well-known and widely accepted as best available to measure and compare the performance of IR techniques.

6 RELATED WORK

Bug localization has generated significant research interest over the years. In this section, first, we survey related code element-based bug localization techniques, followed by approaches towards bug-inducing changset retrieval. Finally, we review methods for encoding changesets characteristics.

6.1 Code element-based bug localization

Bug localization techniques predominantly utilize information retrieval where the bug report text is used to formulate a query that is matched to a corpus of code elements, i.e., classes or methods. To compute similarity between bug reports and source code, the Vector Space Model (VSM) is often used as one of the simplest and effective information retrieval algorithms, which is leveraged by many bug localization techniques. For instance, BugLocator [22] combines two rankings, one produced by similarity between the bug report and code elements and another based on similarity of the bug report to prior fixed bug reports. BLUIR [45] uses code and bug report structure to create groups of terms and computes similarity between different groups separately, while AmaLgam [55] creates an ensemble consisting of BugLocator, BLUIR and a defect predictor leveraging the development history of a project. BRTracer [57] focuses on analyzing and prioritizing stack traces when they are included in bug reports. Kochhar et al. were among the first to report that evaluation of bug localization was biased by explicit localization hints in a significant subset of the included bug reports [23]. VSM-based techniques are likely to perform well on such bug reports, though localizing them may not be as useful to developers [48]. Mills et al. refute the idea that VSM-based bug localization are significantly aided by hints, and note that VSM can perform well for bug localization if more attention is paid to how the query is constructed from the bug report text [32]. However, their findings do not preclude additional accuracy improvements by using more complex, semantic models, such as BERT.

More recently, software engineering researchers have been interested in the applying deep learning techniques towards bug localization. For instance, TRANP-CNN [17] is a recent technique that combines cross-project transfer learning and convolutional neural networks to achieve state-of-the-art performance on file-level bug localization. CooBa improves on TRANP-CNN by combining a shared encoder to capture cross-project with per-project features and using adversarial training to ensure that the per-project information remains unaffected by noise [63]. Lam et al.’s technique, DNNLOC, combines a deep neural network with the VSM in order to be effective across different types of similarity [25]. While we also leverage a deep learning model, BERT is significantly different from these prior techniques. Recent work in bug localization also includes reports on the value of retrieving changesets instead of source code elements [33, 56].

6.2 Changeset-based bug localization

The earliest work on changeset-based bug localization is Locus [56], which is based on VSM matching of bug reports to hunks. To adjust for localization hints, Locus adapts its similarity scores based on the proportion of code element mentions in a bug report. Bhagwan et al. [3] introduced Orca, a tool that uses a provenance graph to
identify commits leading to faulty builds. ChangeLocator [58] uses historical data on software crashes to build a model identifying relevant changesets based on collection on crash reports. Although this approach allows to retrieve changesets, it requires sufficient amount of historical data to train the model, and a stack trace as an input. One of the benefits of VSM is that it is an unsupervised approach, hence a training corpus of bug reports and their inducing commits is not required. However, as VSM fundamentally requires at least partial token overlap, while it ignores the context in which tokens appear in documents, all bug localization technique based on it have a limited accuracy ceiling [33].

Recently, researchers have also shifted their attention to deep learning models for changeset-based localization. For instance, Murali et al. [33] proposed Bug2Commit, an unsupervised model leveraging multiple dimension of data associated with bug reports and commits, such as metrics, stack traces or commit meta data. They observed that using embeddings can lead to improvement in model accuracy when compared to BM25. Lin et al. [27] studied the trade-offs between different BERT architectures for the purpose of changeset retrieval, and observed the accuracy of Siamese architecture is on par with Single-BERT architecture, while being significantly faster. However, the speed and interactivity of these models is not on par with the BERT technique described in this paper.

6.3 Changeset representation
Building a semantically rich representations of changesets is relevant to other software engineering applications beyond bug localization, i.e., just-in-time defect prediction, recommendation of a code reviewer for a patch, tangled change prediction. Approaches that define novel changeset embeddings (vector representations of changeset), including CC2Vec [15] and Commit2Vec [28], leverage the difference between added and removed lines of code, among other changeset characteristics. Corley et al. [7] studied how including different types of lines from a changeset affects the performance of Latent Dirichlet Allocation-based feature location, observing that including context, additions, and log messages, but excluding removed lines, achieves the best performance. However, these studies did not utilize a transfer learning technique, like BERT, which requires compatibility with a pre-trained model, and also prior work did not extensively explore hunks as a primary data dimension.

7 CONCLUSION
This paper presents an approach for automatically retrieving bug-inducing changesets for a newly reported bug. The approach uses the popular BERT model to more accurately match the semantics in the bug report text to the inducing changeset. More specifically, we describe the FBL-BERT model, based on the prior work by Khattab et al. [21], which speeds up the retrieval of results while performing fine grained matching across all embeddings in the two documents. The results show an improvement in retrieval accuracy for bug reports that lack localization hints or have only partial hints. We also evaluate different approaches for utilizing changesets in BERT-like models, producing recommendations on the input data granularity and the use of special tokens for the purpose of capturing changeset semantics.
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