Attenuated Total Reflectance-Fourier Transform Infrared (ATR-FTIR) Spectroscopy Discriminates the Elderly with a Low and High Percentage of Pathogenic CD4+ T Cells
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Abstract: In the aging process, the presence of interleukin (IL)-17-producing CD4+CD28-NKG2D+T cells (called pathogenic CD4+ T cells) is strongly associated with inflammation and the development of various diseases. Thus, their presence needs to be monitored. The emergence of attenuated total reflectance-Fourier transform infrared (ATR-FTIR) spectroscopy empowered with machine learning is a breakthrough in the field of medical diagnostics. This study aimed to discriminate between the elderly with a low percentage (LP; ≤3%) and a high percentage (HP; ≥6%) of pathogenic CD4+CD28-NKG2D+IL17+ T cells by utilizing ATR-FTIR coupled with machine learning algorithms. ATR spectra of serum, exosome, and HDL from both groups were explored in this study. Only exosome spectra in the 1700–1500 cm⁻¹ region exhibited possible discrimination for the LP and HP groups based on principal component analysis (PCA). Furthermore, partial least square-discriminant analysis (PLS-DA) could differentiate both groups using the 1700–1500 cm⁻¹ region of exosome ATR spectra with 64% accuracy, 69% sensitivity, and 61% specificity. To obtain better classification performance, several spectral models were then established using advanced machine learning algorithms, including J48 decision tree, support vector machine (SVM), random forest (RF), and neural network (NN). Herein, NN was considered the best model with an accuracy of 100%, sensitivity of 100%, and specificity of 100% using serum spectra in the region of 1800–900 cm⁻¹. Exosome spectra in the 1700–1500 and combined 3000–2800 and 1800–900 cm⁻¹ regions using the NN algorithm gave the same accuracy performance of 95% with a variation in sensitivity and specificity. HDL spectra in the 1800–900 cm⁻¹ region showed excellent test performance in the 1800–900 cm⁻¹ region with 97% accuracy, 100% sensitivity, and 95% specificity. This study demonstrates that ATR-FTIR coupled with machine learning algorithms can be used to study immunosenescence. Furthermore, this approach can possibly be applied to monitor the presence of pathogenic CD4+ T cells in the elderly. Due to the limited number of samples used in this study, it is necessary to conduct a large-scale study to obtain more robust classification models and to assess the true clinical diagnostic performance.
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1. Introduction

The aging process affects the function of various organ systems as well as the immune system [1,2]. Age-related changes in the immune system, known as immunosenescence, are characterized by decreased immune responses leading to susceptibility to infectious diseases, increased expression of pro-inflammatory cytokines contributing to inflammation-related diseases, decreased vaccination response, and increased risk of autoimmune events [3–6]. Furthermore, multiple age-related alterations can occur in the immune system (both innate and adaptive immune systems) [7,8].

In the adaptive immune system, age-related alterations in CD4+ T cell functions include inappropriate T helper subset differentiation, diminished proliferative capacity, and an increase in regulatory T cells [9,10]. Moreover, a notable alteration of CD4+ T cell phenotype is characterized by loss of CD28, which is one of the hallmarks of immunosenescence [11,12]. Previously, the frequency of CD4+CD28- T cells was significantly correlated with age and, in individuals older than 65 years, the percentage of these cells could reach 50% of the total CD4+ T cells [11,13]. Similarly, in pathological conditions, CD4+CD28- T cells aberrantly expressed surface molecules. One of them was the natural killer group 2 member D (NK2G2D) receptor [14,15]. Normally, CD4+ T cells possess a negative expression of NK2G2D [16]. A study conducted by Phoksawat et al. (2016) reported that a subpopulation of IL-17-producing CD4+CD28-NKG2D+ T cells (identified as pathogenic CD4+ T cells) existed in the circulation of subjects with type 2 diabetes mellitus (T2DM) [17]. A recent study also reported that these pathogenic CD4+ T cells were expanded in the elderly and could produce high levels of IL-17 and IFN-γ [18,19]. Evidently, this cell subpopulation may associate with the pathogenesis, development, and severity of many diseases, including T2DM [17] and cardiovascular diseases [19]. In aging, these cells may contribute to low-grade inflammation and development of diseases; therefore, their presence in the elderly urgently needs to be monitored.

Serum and its soluble bio components are pivotal elements defined as major sources of biomarkers for monitoring health conditions [20–23]. Exosomes are nano-sized extracellular vesicles (EV) secreted by different types of cells that circulate in biofluids [24–26]. Exosomes contain various biochemical components (proteins, lipids, and nucleic acids) that play an important role as a source of biomarkers [23,26,27]. Moreover, the biochemical components within the exosome are determined by the physiological and pathological states of exosome-secreting cells [28]. In the event of immunosenescence, there is a multitude of cellular immune changes that lead to the alteration of exosome bio components [29,30]. It is also likely that high-density lipoprotein (HDL) is a significant component in serum that can be explored as a source of biomarkers [22,31,32]. Proteomics studies have identified more than 85 HDL proteins that play a role in lipid transport and metabolism, hemostasis, metal binding, vitamin transport, and immune response [33]. Aging conditions are always accompanied by low-grade inflammation [34]. Under inflammatory conditions, it has been reported that biochemical components of HDL underwent biochemical changes, especially ApoA-I, a protein responsible for lipid transport. Furthermore, the liver expresses some acute phase substances such as serum phospholipase A2 (sPLA2) and serum amyloid A (SAA) that displace ApoA-I, ApoA-II, and other enzymes in HDL, leading to decreased lipid transport, anti-oxidant, and anti-inflammation capacity [35].

Attenuated total reflectance-Fourier transform infrared (ATR-FTIR) spectroscopy has emerged as a powerful tool in the medical diagnostic field [36,37]. ATR-FTIR has been extensively explored to identify molecular vibrations of biomolecules in various biological samples that are useful for monitoring health status [38,39]. Some advantages provided by ATR-FTIR include the ease of handling samples with relatively short measurement duration (only a few minutes), a small amount of required sample volume, a reagent-free approach, and high signal to noise ratio output that facilitates chemometric analysis. In addition, a single scan of the sample can provide information on the infrared spectrum associated with biomarkers of various diseases [40,41].
The combination of vibrational spectroscopy and machine learning algorithms has been utilized as a diagnostic tool for various diseases with excellent discrimination results. Chatchawal et al. (2021) explored the potential of ATR-FTIR combined with several machine learning algorithms to identify cholangiocarcinoma from human sera. In their study, they used various machine learning methods, such as partial least square discriminant analysis (PLS-DA), support vector machine (SVM), random forest (RF), and neural network (NN). Furthermore, the NN algorithm showed the best performance with a test sensitivity of 80–100% and specificity of 83–100% [42]. In addition, the application of ATR-FTIR combined with a neural network could differentiate between sera from healthy subjects and from breast cancer patients with a sensitivity of 92–95% and specificity of 95–100% [43]. Another finding reported the possibility of ATR-FTIR coupled with deep learning to be applied for stratifying healthy, allergic, and allergen-specific immuno-therapy in mice and humans [44]. Unfortunately, to the best of our knowledge, ATR-FTIR empowered with machine learning algorithms has not been widely applied to investigate immunosenescence.

In this study, we hypothesized that changes occurring in immunosenescence associated with the presence of CD4+CD28-NKG2D+ T cells producing IL-17 could be observed in spectra of serum, exosome, and HDL. We therefore demonstrated the possible use of machine learning-empowered ATR-FTIR to discriminate the elderly groups with a low percentage (LP; ≤3%) and a high percentage (HP; ≥6%) of these pathogenic CD4+ T cells. In addition to the discrimination, we also investigated biochemical changes in serum, exosome, and HDL samples as well as oxidative stress levels in the two groups.

2. Materials and Methods

2.1. Samples

Left-over sera were employed in this study. Sera were collected from elderly subjects aged >60 years, and the percentage of IL-17-producing CD4+CD28-NKG2D+ (pathogenic CD4+) T cells from peripheral blood mononuclear cells (PBMCs) was investigated by flowcytometric analysis. Serum collection and flowcytometric analysis were conducted by Sornkayasit et al. (2021) [18]. In this study, 21 and 22 serum samples from subjects with a low percentage (LP; ≤3%) and a high percentage (HP; ≥6%), respectively, of these pathogenic CD4+ T cells were selected. Subjects with a percentage of these pathogenic CD4+ T cells with a range > 3 and <6% were considered as a gray zone group and not included in this study. All sera were aliquoted and stored at −80 °C until use. This study was approved by the Ethics Committee of Khon Kaen University (HE 631335).

2.2. HDL Isolation

HDL was isolated using the HDL purification kit (Cell Biolabs, Inc., San Diego, CA, USA, cat no. STA, 607) with modifications referring to Praja et al. (2021) [45]. All solutions used in this step were the same as in the original kit without any modifications. Modifications were only done in terms of the kit solution volume used. Smaller volumes of HDL purification kit and serum samples were employed. Briefly, 1 µL of dextran solution and 10 µL of precipitation solution A were added to 200 µL of serum and then incubated for 5 min on ice. The mixture was later centrifuged at 6000×g for 10 min (at 4 °C), and the collected supernatant was transferred to a new tube. Twelve microliters of dextran solution and 30 µL of precipitation solution A were added and incubated for 2 h at room temperature. The mixture was centrifuged at 18,000×g for 30 min (at 4 °C). Sequentially, the supernatant was discarded, and a pellet was resuspended using 100 µL of HDL resuspension buffer followed by centrifugation at 6000×g for 10 min (at 4 °C). The supernatant was discarded, and the pellet was then mixed with 120 µL of 1X HDL wash solution and shaken for 30 min at 4 °C. The supernatant was transferred to a new sterile tube, and 18 µL of dextran removal solution was added, followed by incubation for 1 h at 4 °C. The mixture was then centrifuged again at 6000×g for 10 min (at 4 °C). Finally, the isolated HDL in the supernatant was transferred into a separate new tube and stored at −80 °C prior to use.
2.3. Exosome Isolation

Exosome isolation was carried out using ExoQuick™ Exosome Precipitation Solution (System Biosciences, Palo Alto, CA, USA, cat no. EXOQ5A-1) with a modified method according to Praja et al. (2021) [45]. Before use, to remove cell and cell debris, serum samples were centrifuged at 3000 \( \times \) \( g \) for 15 min. Next, 50 \( \mu \)L of serum was transferred to a new tube and 12.6 \( \mu \)L of ExoQuick™ was added and the mixture was refrigerated for 30 min. The mixture was then centrifuged at 1500 \( \times \) \( g \) for 30 min. The supernatant was discarded, and the pellet was centrifuged again at 1500 \( \times \) \( g \) for 5 min. The remaining supernatant was discarded, then the pellet was resuspended using 1 \( \times \) phosphate buffer saline (PBS). The isolated exosomes were stored at \(-80^\circ \)C until use.

2.4. FTIR Spectral Acquisition

Sample spectra were recorded using Agilent 4500 FTIR spectroscopy (Agilent Technologies, Santa Clara, CA, USA). Prior to spectrum collection, ATR-FTIR was cleaned using deionized (DI) water and methanol. The background was measured by scanning the diamond ATR surface. For spectrum collection, 3 \( \mu \)L of the sample was placed on the surface of the ATR and dried using a hair dryer for 5 min. The FTIR spectra were obtained at the wavenumber range of 4000–650 \( \text{cm}^{-1} \) with 64 scans and a spectral resolution of 4 \( \text{cm}^{-1} \). From each sample, three spectra were collected.

2.5. Spectral Band Area Analysis

This approach was done to quantitatively investigate biochemical components of serum, exosome, and HDL samples from the LP and HP groups. Briefly, raw spectra were preprocessed with baseline correction and a Savitsky–Golay algorithm with 3 polynomial orders and 13 smoothing points. The standard normal variate (SNV) normalization was employed to normalize the spectra [46]. Regions of 3000–2800 \( \text{cm}^{-1} \) (lipid), 1700–1500 \( \text{cm}^{-1} \) (protein), and 1270–960 \( \text{cm}^{-1} \) (nucleic acid) were selected for analysis [39,47]. The spectral band area calculation was done with SpectraGryph version 1.2.14 (Dr. Friedrich Menges, Oberstdorf, Germany).

2.6. Oxidative Stress Study by FTIR

To investigate oxidative stress levels in both LP and HP groups, lipid peroxidation and protein carbonyl were analyzed. ATR-FTIR serum spectra were employed for this analysis. The same preprocessed serum spectra in the spectral band area analysis were used in this section. Lipid peroxidation was investigated by calculating ratio \( \nu \text{ C}=\text{O} \) (1760–1720 \( \text{cm}^{-1} \)) to \( \nu \text{ as CH}_3 \) (2982–2942 \( \text{cm}^{-1} \)) [48], and protein carbonyl was studied by calculating the ratio of \( \nu \text{ C}=\text{O} \) (1760–1720 \( \text{cm}^{-1} \)) to amide II (1585–1480 \( \text{cm}^{-1} \)) [49]. Calculation of the spectral band area ratio was done using SpectraGryph version 1.2.14 (Dr. Friedrich Menges, Oberstdorf, Germany).

2.7. Principal Component Analysis (PCA)

The Unscrambler®X software version 10.4 for Windows 64 bit (Camo Software AS, Oslo, Norway) was employed for the analysis. Briefly, second derivative spectra were calculated by the Savitzky–Golay algorithm with 13 smoothing points and 3 polynomial orders. To normalize the spectra, data transformation was done using the standard normal variate (SNV). Finally, PCA was generated to observe the trend of discrimination between the LP and HP groups.

2.8. Spectral Data Analysis Using Multiple Algorithms

All preprocessed spectra from the LP and HP groups were combined. Furthermore, all spectra were randomized and allocated to either a training set or a testing set with a ratio of 70:30 using Weka software version 3.8.4. (The University of Waikato, Hamilton, New Zealand). The first classification model built was partial least square-discriminant analysis (PLS-DA) employing The Unscrambler®X software version 10.4 for Windows 64 bit
Various other classification models, including the J48 decision tree, random forest (RF), support vector machine (SVM), and neural network (NN) were created using Weka software version 3.8.4. with the same dataset used in PLS-DA. Specifically, for NN algorithms, hidden layers in the range 1–20 were applied to obtain the best classification model. After creating the classification models, the testing performance of each classification model was measured in terms of % accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) (Figure 1).

**Figure 1.** Workflow of the development of classification models and their performance tests. All spectra collected from two groups of samples were allocated with a ratio of 70:30 into two datasets for training and testing. The training set was used for creating classification models and the performance of the classification models was tested with a testing set.

### 2.9. Classification Model Evaluation

Classification model performance was evaluated in terms of % accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) [42,50]. A confusion matrix or $2 \times 2$ table (Table 1) was employed for calculations with the following formulas:

\[
\text{% Accuracy} = \left( \frac{A + D}{A + B + C + D} \right) \times 100 \quad \text{Sensitivity} = \left( \frac{A}{A + C} \right) \times 100
\]

\[
\text{% Specificity} = \left( \frac{D}{B + D} \right) \times 100 \quad \text{% PPV} = \left( \frac{A}{A + B} \right) \times 100
\]

\[
\text{% NPV} = \left( \frac{D}{C + D} \right) \times 100
\]
Table 1. The confusion matrix (2 × 2 table).

| Predictive Model | Flowcytometric Analysis |
|------------------|-------------------------|
|                  | HP                      | LP                      |
| HP               | A                       | B                       |
| LP               | C                       | D                       |

2.10. Statistical Analysis

Statistical analyses were performed using SPSS Statistics for Windows, version 17.0 (SPSS Inc., Chicago, IL, USA). Data collected in this study were tested for their distribution by the Shapiro Wilk test. Data related to the integral area of spectra were analyzed using independent sample t-test and Mann–Whitney test for normal and non-normal distribution, respectively. Mean with standard error of the mean (SEM) was used for data with normal distribution and median with 95% CI was used for data with non-normal distribution.

3. Results

3.1. Biomolecular Content Study by Spectral Band Area Analysis

In this study, 21 and 22 serum samples from elderly subjects with a low percentage (LP; ≤3%) and a high percentage (HP; ≥6%), respectively, of IL-17-producing CD4+CD28-NKG2D+ T cells were selected. Exosome and HDL were then isolated from sera. ATR spectra from serum, exosome, and HDL samples were collected and then compared in terms of biochemical contents between the LP and HP groups. We calculated the spectral band area of the region 3000–2800 cm\(^{-1}\) (lipid), 1700–1500 cm\(^{-1}\) (protein), and 1270–960 cm\(^{-1}\) (nucleic acid) (Figure 2A).

The spectral band area of serum, exosome, and HDL spectra was calculated with SpectraGryph v.1.2.14 (Dr. Friedrich Menges, Oberstdorf, Germany). All spectra were preprocessed with baseline correction, the Savitsky–Golay 13 smoothing points with 3 polynomial orders, and the standard normal variate (SNV) normalization. We found that lipid, protein, and nucleic acid contents in the sera of the LP and HP subjects were not significantly different (\(p > 0.05\)). According to the spectral band area analysis of exosome spectra, it was identified that lipid and nucleic acid contents in the HP group were significantly higher than in the LP group (\(p < 0.001\) and \(p < 0.01\), respectively). In contrast, no significant difference was shown by the protein spectral band area of exosome spectra (\(p > 0.05\)). Additionally, the spectral band area on the protein of HDL was significantly different between the HP and LP groups (\(p < 0.05\)). However, no significant differences were identified in terms of lipid and nucleic acid contents of HDL (\(p > 0.05\)) (Figure 2B–D).

Figure 2. Cont.
Figure 2. Results of spectral band area analysis of serum, exosome, and HDL spectra. Representative spectra from serum (blue), exosome (red), and HDL (green). Regions selected for the spectral band area analysis were 3000–2800 cm\(^{-1}\) lipid (orange region), 1700–1500 cm\(^{-1}\) protein (green region), and 1270–960 cm\(^{-1}\) nucleic acid (blue region) (A). The comparison of spectral band area between the LP and HP groups based on serum (B), exosome (C), and HDL spectra (D); * = \(p < 0.05\); ** = \(p < 0.01\); *** = \(p < 0.001\).

3.2. Oxidative Stress Study

The levels of oxidative stress were investigated by calculating spectral band area of ratio \(\nu\) C=O (1760–1720 cm\(^{-1}\)) to vas CH\(_3\) (2982–2942 cm\(^{-1}\)) corresponding to lipid peroxidation (Figure 3A) and the ratio of \(\nu\) C=O (1760–1720 cm\(^{-1}\)) to amide II (1585–1480 cm\(^{-1}\)) corresponding to protein carbonyl (Figure 3B). Data preprocessing were baseline correction and Savitsky–Golay with 13 smoothing points and 3 polynomial orders. In addition, the standard normal variate (SNV) was used to normalize the spectra. Analysis was done with SpectraGryph v.1.2.14 (Dr. Friedrich Menges, Oberstdorf, Germany).

Figure 3. Oxidative stress levels based on the ratio of the spectral band area. A ratio of \(\nu\) C=O to vas CH\(_3\) (lipid peroxidation) (A) and the ratio of \(\nu\) C=O to amide II (protein carbonyl) (B) All data are shown as median with 95% CI.

The study of oxidative stress levels by using serum spectra showed that lipid peroxidation and protein carbonyl levels were not statistically different between the LP and HP groups (\(p > 0.05\)). However, the trend of the data showed that the LP group had lower oxidative stress based on the ratio \(\nu\) C=O to vas CH\(_3\) and \(\nu\) C=O to amide II.

3.3. Differences between Spectra from the LP and HP Groups

In Figure 4, we present the absorbance bands mainly in lipids (3000–2800 cm\(^{-1}\)) (pale-pink box) and mixed region of protein/phospholipids/DNA/RNA/carbohydrate
All averaged second derivative spectra exhibited similar spectral patterns for all regions by visual examination of the raw spectra. However, some peaks were identified to have a different intensity in the exosome and HDL spectra. The average of second derivative ATR-FTIR spectra with SNV normalization of the serum, exosome, and HDL spectra for the spectral regions from 3000–2800 and 1800–900 cm$^{-1}$ are shown.

**Figure 4.** Averaged second derivative ATR-FTIR spectra with SNV normalization in the regions of 3000–2800 cm$^{-1}$ (pale-pink box) and 1800–900 cm$^{-1}$ (pale-grayish green box). Comparison of averaged second derivative spectra between LP and HP groups in serum (**A**), exosome (**B**), and HDL spectra (**C**). Comparison of band intensity was done by independent sample t-test. A significant difference in band intensity is depicted by the arrow ($\rightarrow$). Blue and red represent the elderly groups with a low percentage (LP; $\leq$3%) and a high percentage (HP; $\geq$6%) of pathogenic CD4$^+$ T cells, respectively.

By visual examination in the regions of 3000–2800 and 1800–900 cm$^{-1}$, it was identified that the averaged spectral pattern of the LP and HP groups in serum spectra was similar (Figure 4A), whereas the averaged spectra of exosomes in the 1800–900 cm$^{-1}$ region had some different band intensities based on visual examination. However, in the 1800–900 cm$^{-1}$ region of exosome spectra, only the band at 1107 cm$^{-1}$ had significantly
higher intensity in the HP group as compared to the LP group \((p < 0.05)\) (Figure 4B). A band at 1107 cm\(^{-1}\) was assigned to \(\nu\) (CO) and \(\nu\) (CC). Through a visual observation in the HDL spectra, peaks 1058 and 984 cm\(^{-1}\) in the fingerprint 1800–900 cm\(^{-1}\) region seemed higher in the LP group compared to the HP group. Furthermore, the independent sample \(t\)-test revealed a significant difference only at the band 984 cm\(^{-1}\) assigned to uracil ring motions of RNA [51] (Figure 4C).

### 3.4. Discrimination by Unsupervised Analysis: Principal Component Analysis (PCA)

A total of 129 serum, exosome, and HDL spectra from the elderly with different percentages of IL-17-producing CD4+CD28-NKG2D+ T cells (LP; \(\leq 3\%\) versus HP; \(\geq 6\%\)) were analyzed by principal component analysis (PCA) for identifying whether any clustering of spectra could be observed and discriminated in each group. Spectra regions used for PCA were lipid region (3000–2800 cm\(^{-1}\)), mixed region (1800–900 cm\(^{-1}\)), protein region (1700–1500 cm\(^{-1}\)), and fingerprint region (1500–900 cm\(^{-1}\)). Among all regions of the serum, exosome, and HDL spectra analyzed using PCA, most of the regions employed could not show discrimination between the two groups as exhibited by representative score plots (Supplementary Figure S1A,B). However, the wave-number around 1700–1500 cm\(^{-1}\) of exosome spectra showed a possible separation between the LP and HP groups (Figure 5). These results showed that the protein region could be used to discriminate between the LP and HP groups. Additionally, a score plot representing most of the LP and HP groups were separated along the PC-1 (59%) (Figure 5A).
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**Figure 5.** PCA analysis of the 1700–1500 cm\(^{-1}\) FTIR exosome spectral range. PCA score plots (A) and PCA loading plots (B). PCA score plots showed distinct clustering between the LP (blue box) and HP groups (pink box). PCA loading plots identify specific important peaks for the LP and HP groups.

Analysis of the PCA loading plots was used to determine the regions of the FTIR spectrum which contributed the most to the clustering. Bands at 1670, 1629, and 1558 cm\(^{-1}\)
had a contribution to clustering the LP group in the PC-1 positive score plot. Bands at 1651 and 1541 cm\(^{-1}\) were important for the HP group (Figure 5B).

3.5. Establishment of Partial Least Square Discriminant Analysis (PLS-DA) Model for Discrimination

According to PCA analysis, the trend of classification from exosome spectra was only found in the protein region (1700–1500 cm\(^{-1}\)). The PLS-DA analysis was then explored for generating a possible classification model. Herein, exosome spectra were divided into two datasets, a training set and a testing set, with a ratio of 70:30. A training set consisting of 90 spectra was modeled by PLS-DA to produce a predictive model. The remaining 39 spectra employed as a testing set were predicted utilizing a generated PLS model with the 1700–1500 cm\(^{-1}\) region. The performance of the generated PLS model was evaluated in terms of % accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). The PLS model generated using the 1700–1500 cm\(^{-1}\) region gave a discrimination along with Factor-1 (x-axis) (Figure 6A). The regression coefficients exhibited three important bands for the LP group, including 1670, 1626, and 1555 cm\(^{-1}\) (blue box). Furthermore, wavenumber values at 1651 and 1541 cm\(^{-1}\) were significant for the HP group (pink box) (Figure 6B).

![Figure 6. PLS-DA analysis results.](image)

Based on the PLS-DA model, exosome spectra from the HP group were set to a positive value (+1), whereas the LP group was assigned to a negative value (−1) (Figure 6C). Regarding the predictive model, 14 false predictions consisting of nine false-negative and five false-positive predictions were identified with the PLS-DA predictive model. The performance of the PLS-DA model run in the 1700–1500 cm\(^{-1}\) region exhibited 64% accuracy, 69% sensitivity, 61% specificity, 55% PPV, and 74% NPV as calculated based on confusion matrix (2 × 2 table) (Supplementary Tables S1 and S2).

![Figure 6. PLS-DA analysis results.](image)
As the PCA had a limitation in generating the classification model and the performance of the PLS-DA model was not favorable enough to discriminate two groups of the elderly, we further attempted to employ advanced machine learning algorithms to obtain better classification results. For this further work, we utilized J48 decision tree, random forest (RF), support vector machine (SVM), and neural network (NN) to generate better classification models.

### 3.6. Classification Model Using Advanced Machine Learning Algorithms

In an attempt to create better classification models, we employed several advanced machine learning algorithms, including J48 decision tree, random forest (RF), support vector machine (SVM), and neural network (NN). The classification models were then generated using five spectral ranges: 3000–2800, 1800–900, 1700–1500, 1500–900, and combined 3000–2800 and 1800–900 cm$^{-1}$. A ratio of 70:30 was selected to split the dataset (70% for the training set and 30% for the testing set). The performance of classification models was evaluated in terms of % accuracy, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV).

Overall, the analysis to discriminate between the elderly groups with LP and HP of pathogenic CD4+CD28-NKG2D+IL17+ T cells using multiple advanced machine learning algorithms gave better results than the PCA and PLS-DA models. The summary of discrimination results in serum, exosome, and HDL spectra using multiple algorithms are shown in Tables 2–4.

#### Table 2. Comparison of multiple advanced machine learning algorithms for classification models in serum samples.

| Sample       | Region (cm$^{-1}$) | Algorithm          | Performance          |
|--------------|--------------------|---------------------|----------------------|
|              |                    |                     | Acc (%) | Sens (%) | Spec (%) | PPV (%) | NPV (%) |
| Serum        | 3000–2800          | J48 Decision Tree   | 54       | 54       | 53       | 65       | 42       |
|              |                    | RF                  | 51       | 53       | 50       | 50       | 53       |
|              |                    | SVM                 | 44       | 46       | 38       | 60       | 26       |
|              |                    | NN (4)              | 51       | 53       | 50       | 50       | 53       |
|              | 1800–900           | J48 Decision Tree   | 72       | 80       | 67       | 60       | 84       |
|              |                    | RF                  | 92       | 100      | 86       | 85       | 100      |
|              |                    | SVM                 | 77       | 79       | 75       | 75       | 79       |
|              |                    | NN (20)             | 100      | 100      | 100      | 100      | 100      |
|              | 1700–1500          | J48 Decision Tree   | 69       | 75       | 65       | 60       | 79       |
|              |                    | RF                  | 90       | 90       | 89       | 90       | 89       |
|              |                    | SVM                 | 62       | 58       | 75       | 90       | 32       |
|              |                    | NN (14)             | 90       | 86       | 94       | 95       | 84       |
|              | 1500–900           | J48 Decision Tree   | 56       | 60       | 54       | 45       | 68       |
|              |                    | RF                  | 90       | 90       | 89       | 90       | 89       |
|              |                    | SVM                 | 72       | 74       | 70       | 70       | 74       |
|              |                    | NN (12)             | 97       | 100      | 95       | 95       | 100      |
|              | 3000–2800 and      | J48 Decision Tree   | 74       | 81       | 70       | 65       | 84       |
|              | 1800–900           | RF                  | 87       | 89       | 85       | 85       | 89       |
|              |                    | SVM                 | 56       | 58       | 55       | 55       | 58       |
|              |                    | NN (11)             | 98       | 95       | 100      | 100      | 97       |

**Abbreviations:** Acc—accuracy; Sens—sensitivity; Spec—specificity; PPV—positive predictive value; NPV—negative predictive value; RF—random forest; SVM—support vector machine; NN—neural network. Values in the parentheses after NN indicate the number of hidden layers used in the NN parameter. Values highlighted in grey are the best model in each spectral region.
### Table 3. Comparison of multiple advanced machine learning algorithms for classification models in exosome samples.

| Sample Region (cm\(^{-1}\)) | Algorithm       | Performance |       |       |       |       |
|------------------------------|-----------------|-------------|-------|-------|-------|-------|
|                              |                 | Acc (%)     | Sens (%) | Spec (%) | PPV (%) | NPV (%) |
| 3000–2800                    | J48 Decision Tree | 85          | 79     | 93     | 95     | 74     |
|                              | RF              | 74          | 75     | 74     | 75     | 74     |
|                              | SVM             | 72          | 71     | 72     | 75     | 68     |
|                              | NN (14)         | 77          | 79     | 75     | 75     | 79     |
| 1800–900                     | J48 Decision Tree | 82          | 81     | 83     | 85     | 79     |
|                              | RF              | 90          | 90     | 89     | 90     | 89     |
|                              | SVM             | 74          | 81     | 70     | 65     | 84     |
|                              | NN (10)         | 90          | 94     | 86     | 85     | 95     |
| Exosome                      | J48 Decision Tree | 67          | 67     | 67     | 70     | 63     |
|                              | RF              | 79          | 83     | 76     | 75     | 84     |
|                              | SVM             | 72          | 76     | 68     | 65     | 79     |
|                              | NN (11)         | 95          | 95     | 95     | 95     | 95     |
| 1700–1500                    | J48 Decision Tree | 85          | 94     | 78     | 75     | 95     |
|                              | RF              | 87          | 86     | 89     | 90     | 84     |
|                              | SVM             | 72          | 76     | 68     | 65     | 79     |
|                              | NN (16)         | 92          | 90     | 94     | 95     | 89     |
| 1500–900                     | J48 Decision Tree | 79          | 83     | 76     | 75     | 84     |
|                              | RF              | 90          | 90     | 89     | 90     | 89     |
|                              | SVM             | 82          | 84     | 80     | 80     | 84     |
|                              | NN (9)          | 95          | 91     | 100    | 100    | 89     |

Abbreviations: Acc—accuracy; Sens—sensitivity; Spec—specificity; PPV—positive predictive value; NPV—negative predictive value; RF—random forest; SVM—support vector machine; NN—neural network. Values in the parentheses after NN indicate the number of hidden layers used in the NN parameter. Values highlighted in grey were the best model in each spectral region.

### Table 4. Comparison of multiple advanced machine learning algorithms for classification models in HDL samples.

| Sample Region (cm\(^{-1}\)) | Algorithm       | Performance |       |       |       |       |
|------------------------------|-----------------|-------------|-------|-------|-------|-------|
|                              |                 | Acc (%)     | Sens (%) | Spec (%) | PPV (%) | NPV (%) |
| 3000–2800                    | J48 Decision Tree | 69          | 79     | 64     | 55     | 84     |
|                              | RF              | 44          | 45     | 42     | 45     | 42     |
|                              | SVM             | 56          | 56     | 57     | 70     | 42     |
|                              | NN (8)          | 72          | 70     | 75     | 80     | 63     |
| 1800–900                     | J48 Decision Tree | 72          | 74     | 70     | 70     | 74     |
|                              | RF              | 85          | 85     | 84     | 85     | 84     |
|                              | SVM             | 74          | 73     | 76     | 80     | 68     |
|                              | NN (14)         | 97          | 100    | 95     | 95     | 100    |
| HDL                         | J48 Decision Tree | 79          | 83     | 76     | 75     | 84     |
|                              | RF              | 74          | 75     | 74     | 75     | 74     |
|                              | SVM             | 51          | 52     | 50     | 60     | 42     |
|                              | NN (8)          | 79          | 77     | 82     | 85     | 74     |
| 1700–1500                    | J48 Decision Tree | 79          | 95     | 90     | 90     | 95     |
|                              | RF              | 90          | 83     | 100    | 100    | 79     |
|                              | SVM             | 77          | 74     | 81     | 85     | 68     |
|                              | NN (9)          | 92          | 95     | 86     | 85     | 100    |
| 1500–900                     | J48 Decision Tree | 90          | 94     | 86     | 85     | 95     |
|                              | RF              | 82          | 84     | 80     | 80     | 84     |
|                              | SVM             | 69          | 67     | 73     | 80     | 58     |
|                              | NN (15)         | 90          | 100    | 83     | 80     | 100    |

Abbreviations: Acc—accuracy; Sens—sensitivity; Spec—specificity; PPV—positive predictive value; NPV—negative predictive value; RF—random forest; SVM—support vector machine; NN—neural network. Values in the parentheses after NN indicate the number of hidden layers used in the NN parameter. Values highlighted in grey were the best model in each spectral region.
Based on the PCA and PLS-DA, separation between the LP and HP groups in serum spectra from the five spectral regions were not found. Therefore, some advanced machine learning approaches were employed to classify the LP and HP groups. According to Table 2, the 3000–2800 cm\(^{-1}\) spectral range of serum spectra was an unfavorable region for generating classification models because it had very low accuracy values even though we utilized several advanced machine learning approaches. Classification models of serum spectra developed using the J48 decision tree algorithm had an accuracy in the range of 54–74%. The best performance of classification models by the J48 decision tree algorithm was in the combined region of 3000–2800 and 1800–900 cm\(^{-1}\) with accuracy, sensitivity, and specificity of 74, 81, and 70%, respectively. Models by random forest (RF) provided better performance than the J48 decision tree with the best accuracy, sensitivity, and specificity of 92, 100, and 86%, respectively, in the 1800–900 cm\(^{-1}\) spectral region. We then further created classification models based on the support vector machine (SVM) algorithm. The best performance of the classification model by SVM was in the spectral range 1800–900 cm\(^{-1}\) with 77% accuracy, 79% sensitivity, and 75% specificity. Interestingly, in the 1800–900, 1700–1500, 1500–900, and the combined 3000–2800 and 1800–900 cm\(^{-1}\) regions, classification models based on neural network (NN) possessed very high accuracy in the range of 90–100%. Predominantly, the performance of the classification model by NN in the 1800–900 cm\(^{-1}\) region exhibited a value of 100% for all parameters.

Of the five exosome spectral regions that we used to differentiate between the LP and HP groups based on PCA, only the 1700–1500 cm\(^{-1}\) protein region showed possible discrimination between the two groups. Unfortunately, the accuracy, sensitivity, and specificity given by the classification model by PLS-DA were 64, 69, and 61%, respectively. The results of PLS-DA in the 1700–1500 cm\(^{-1}\) region might not be satisfied although we could observe the discrimination. We, therefore, explored the use of advanced machine learning algorithms (J48 decision tree, RF, SVM, and NN) to classify the LP and HP groups. Referring to Table 3, all spectral regions of the exosome spectra had good potential to be used to differentiate between the LP and HP groups. Various classification models created using various algorithms in the 3000–2800 cm\(^{-1}\) region showed an accuracy of 72, 74, 77, and 85% for SVM, RF, NN, and J48 decision tree, respectively. In the other regions, 1800–900, 1700–500, 1500–900, and 3000–2800 and 1800–900 cm\(^{-1}\), classification models by the NN algorithm with different hidden layers provide varying accuracy of approximately 90–95%. Interestingly, the 1700–1500 cm\(^{-1}\) region and the combined region of 3000–2800 and 1800–900 cm\(^{-1}\) generated with different hidden layers of the NN algorithm showed the same accuracy performance of 95%. Specifically, the best-hidden layer of the NN algorithm for the classification model in the spectra region 1700–1500 cm\(^{-1}\) was 11; in the combination region, the NN algorithm with nine hidden layers was the best parameter. In addition, there were PPV and NPV differences between the classification models built based on the NN algorithm in the 1700–1500 cm\(^{-1}\) spectral region and the combination of 3000–2800 and 1800–900 cm\(^{-1}\). Other algorithms used, such as RF and SVM, provided the potential for differentiating LP and HP groups with varying accuracy ranging from 74–90% and 72–82% for RF and SVM, respectively.

According to Table 4, classification models of HDL spectra with various advanced machine learning algorithms at wavenumber 3000–2800 cm\(^{-1}\) showed an unsatisfactory potential for discrimination between the LP and HP groups, with the best accuracy of 72% by the NN with eight hidden layers. Classification models generated using SVM and RF had good performance to differentiate between the LP and HP groups with >70% accuracy in some spectral regions. However, the worst performance of the classification model by RF was in the spectral region 3000–2800 cm\(^{-1}\) with an accuracy of 44%. The lowest performance of SVM was in the HDL 1700–1500 cm\(^{-1}\) spectral range with an accuracy of 51%. Interestingly, the classification models based on HDL spectra revealed that the NN algorithm with a variety of hidden layers was the best algorithm for generating better classification models in the various regions used. The accuracy performance shown by the NN algorithm was 72–97%. A classification model based on the 1800–900 cm\(^{-1}\) region
generated using the NN with 14 hidden layers gave the best model performance possessing an accuracy, sensitivity, specificity, PPV, and NPV of 97, 100, 95, 95, and 100%, respectively. Notably, the classification models in the region of $1500–900 \text{ cm}^{-1}$ created using the NN and J48 decision tree algorithms showed similar accuracy performance of 92%, but different in terms of sensitivity, specificity, PPV, and NPV.

4. Discussion

This study explored the ATR-FTIR combined with machine learning algorithms to classify elderly subjects with different percentages of IL-17-producing CD4+CD28-NKG2D+ T cells. For the LP group, the subjects were individuals with a percentage of these pathogenic T cells of $\leq 3\% (n = 21)$, whereas for the HP group, individuals with a percentage $\geq 6\%$ were selected ($n = 22$). Subjects with a percentage of pathogenic CD4+ T cells ranging from $>3$ to $<6\%$ were not recruited (considered as a gray zone). Serum, exosome, and HDL from both LP and HP groups were employed to collect ATR spectra. This study is the first evidence in the field of immunosenescence discriminating the elderly with LP and HP of IL-17-producing CD4+CD28-NKG2D+ T cells by utilizing machine learning-empowered ATR-FTIR.

First, we analyzed the biochemical components in each sample of the LP and HP groups. The spectral band area analysis of serum samples showed no significant difference in lipids, proteins, and nucleic acids in the two groups ($p > 0.05$) (Figure 2B). Based on the spectral band area analysis of exosome spectra, the nucleic acid of the HP group was significantly higher than that of the LP group ($p < 0.01$). The components of nucleic acids carried by exosomes include microRNA, long noncoding RNA, circular RNA, and DNA [52]. Under systemic inflammation, pro-inflammatory exosomes are secreted and circulate in the bloodstream, leading to inflammation of distant tissue. Moreover, those pro-inflammatory exosomes were documented to carry various pro-inflammatory microRNAs, including miR-15a, miR-27b, and miR-125a [53]. Therefore, the increase of nucleic acid contents in exosomes might be correlated with the increase of pro-inflammatory miRNAs. According to the statistical analysis, lipid levels in the exosome of LP group subjects were significantly lower when compared to the exosome of HP group subjects ($p < 0.001$) and there was no significant difference between the exosome proteins of the LP and HP groups ($p > 0.05$) (Figure 2C). The different lipid levels in exosomes of the two groups might be related to the immune status during inflammation. Generally, exosomes are capable of transporting lipids, such as cholesterol, fatty acids, as well as eicosanoids from parent cells to recipient cells, leading to inflammation or changes in immunity and metabolism [54]. A study by Kakazu et al. (2016) demonstrated that pro-inflammatory exosomes were enriched in ceramide (a sphingolipid family member) in the study of non-alcoholic steatohepatitis (NASH) [55]. Another study also reported that ceramide and dihydroceramide in cystic fibrosis extracellular vesicles (CF-EVs) were higher than in control EVs [56]. Furthermore, excessive levels of ceramide could lead to inflammation [56,57]. As previously explained, the exosome component depends on exosome-secreting cells [28]. In inflammatory diseases, such as systemic lupus erythematosus (SLE), peripheral blood T cells isolated from subjects with SLE had higher cholesterol and glycosphingolipid GM1 (a lipid raft biomarker) levels in the plasma membrane than did healthy individuals. The study proved that activated T cells in SLE subjects produce more cholesterol and GM1 [58]. Furthermore, lipid components in the outer and inner layers of the exosome membrane are expected to have similarities with the plasma membrane [59]. Cholesterol is the main lipid component of exosomes, with levels around 42–63% depending on the parent cells [60]. However, because exosomes carry different types of lipids [60], in this study we could not identify exactly which lipid components were elevated in the exosome of the HP group.

For the HDL spectral band area analysis, no significant difference was found in the lipid and nucleic acid contents ($p > 0.05$). Specifically, the protein content in HDL was significantly higher in the HP group than that in the LP group ($p < 0.05$) (Figure 2D). CD4+CD28-NKG2D+ T cells producing IL-17 have been documented in inflammation-
associated diseases, including T2DM [17] and cardiovascular diseases [19]. During inflammation, HDL protein biocomponents undergo alterations as the liver produces more acute phase substances such as serum phospholipase A2 (sPLA2) and serum amyloid A (SAA) that displace ApoA-I, ApoA-II, and other enzymes in HDL, causing reduction of antioxidant, anti-inflammatory, and lipid transport capacity [35]. In addition, ceruloplasmin was also identified to be increased in dysfunctional HDL. Furthermore, in those with chronic disease characterized by inflammation and oxidative stress, HDL may promote inflammation response [61]. Further research involving omics approaches (transcriptomics, proteomics, and lipidomics) may be useful to deeply investigate biochemical differences between LP and HP groups. Therefore, the exact biochemical differences could be obtained. According to the lipid peroxidation and serum carbonyl analyses, the levels of oxidative stress between the LP and HP groups were not statistically different ($p > 0.05$), although the LP group tended to have lower levels of oxidative stress (Figure 3A,B).

Before performing the discrimination using unsupervised analysis and advanced machine learning algorithms, we attempted to visually analyze the difference of spectra from the LP and HP groups, employing the second derivative spectra (Figure 4). Unfortunately, the patterns of the second derivative spectra of serum, exosome, and HDL from the two groups were similar. The differences were only found in the band intensity of exosome (1107 cm$^{-1}$ assigned to $\nu$ (CO) and $\nu$ (CC) and HDL (984 cm$^{-1}$ assigned to uracil ring motions of RNA) [51]. Those differences in band intensities were not enough to classify the LP and HP groups. The principal component analysis (PCA) and partial least square-discriminant analysis (PLS-DA) uncovered several important bands from spectra of exosomes to discriminate between the LP and HP groups (Table 5). The prominent spectral bands and proposed biomolecular assignments for the HP group were at bands 1651 cm$^{-1}$ ($\alpha$-helix amide I) and 1541 cm$^{-1}$ (amide II). Bands at 1670, 1626, and 1555/8 cm$^{-1}$ were bands associated with the LP group. A band at 1670 was a vibration of amide I (anti-parallel $\beta$-sheet), $\nu$ (C=C) trans, lipids, and fatty acids. Spectral peaks at 1629 and 1626 cm$^{-1}$ were assigned to $\beta$-sheet amide I region structure. The last bands at 1555/8 consisted of ring base vibration [51,62–65]. In general, the spectral peaks associated with the LP and HP discrimination from exosome spectra were associated with differences in protein, lipid, and nucleic acid biomolecules. In agreement with our findings, several studies employing exosome biocomponent analyses also found that proteins, lipids, and nucleic acids underwent biochemical composition alterations under various inflammation mediated diseases [66–68].

Table 5. Prominent ATR-FTIR exosome spectral bands for discrimination of the LP and HP groups using PCA and PLS-DA [51,62–65].

| PCA Band (cm$^{-1}$) | PLS-DA Band (cm$^{-1}$) | Group | Assignment |
|----------------------|-------------------------|-------|------------|
| 1651                 | 1651                    | HP    | Amide I ($\alpha$-helix) |
| 1541                 | 1541                    | HP    | Amide II  |
| 1670                 | 1670                    | LP    | Amide I (anti-parallel $\beta$-sheet), $\nu$ (C=C) trans, lipids, and fatty acids |
| 1629                 | 1626                    | LP    | $\beta$-sheet amide I region structure |
| 1558                 | 1555                    | LP    | Ring base |

Evidently, IL-17-producing CD4+CD28-NKG2D+ T cells were considered as one of the contributors to inflammation in aging [18]. Thus, their existence may be additionally monitored in the elderly. Generally, the presence of these pathogenic CD4+ T cells can be investigated using flowcytometric analysis [17,18]. Although the flowcytometric technique is commonly performed, it requires expensive antibodies, special tools, and more complicated procedures. Furthermore, studies using FTIR combined with machine learning approaches to study immunosenescence were poorly studied. In this study, ATR-FTIR spectroscopy coupled with machine learning algorithms was developed to study these particular CD4+ T cells by exploring serum, exosome, and HDL from the LP and HP groups. Previously, a study of FTIR in the immunological field, specifically allergy, attempt-
ing to classify healthy, allergic, and allergen-specific immuno-therapy was conducted by Korb et al. (2020). Their classification models of the FTIR spectra of human sera generated using deep learning showed an overall accuracy of 93.9%. Furthermore, the model they established successfully discriminated against allergy, allergen-specific immunotherapy, and healthy individuals with true positive rates of 93.3, 91.7, and 96.7%, respectively [44]. Another FTIR study classifying inflammatory fibrous hyperplasia (IFH) lesions and normal oral mucosa (NM) using the PCA-LDA approach had a sensitivity and specificity of 87.5 and 100%, respectively [69]. Our classification models using various types of advanced machine learning algorithms, including PLS-DA, J48 decision tree, random forest (RF), support vector machine (SVM), and neural network (NN) provided a variety of diagnostic performances. The classification models generated by the NN algorithm resulted in the best performance with an accuracy of 100% in serum (1800–900 cm$^{-1}$), 95% in exosomes (1700–1500 and 3000–2800 and 1800–900 cm$^{-1}$), and 97% in HDL (1800–900 cm$^{-1}$). The different performances of a classification model in terms of % accuracy, sensitivity, and specificity are not only influenced by the algorithm used, but also the input attributes, data complexity, and sample size. Until now, there has been no agreement on the best method of analysis [42]. A limitation of this study was the number of spectra used for building the classification models. Ideally, to build a robust classification model using SVM and NN, more than 1,000 samples are required [70–73]. However, in this study, only 129 spectra were employed. Thus, to obtain more robust classification models and to assess the real classification model performance, a large-scale study is still needed to increase the sample size.

This study showed the advantages of ATR-FTIR spectroscopy combined with multivariate analysis and several advanced machine learning algorithms to classify the LP and HP groups. Based on PCA and PLS-DA, exomes are the most likely source of biomarkers. Particularly, the application of advanced machine learning algorithms exploring all types of samples (serum, exomes, and HDL) could be used to classify these two groups. Conclusively, ATR-FTIR may be one of the effective alternative tools that can be used to study changes in the immune system in aging. Additionally, ATR-FTIR may be suitable for studying multiple biochemical alterations in biological samples where a single FTIR spectrum can provide various biochemical information related to health conditions.

5. Conclusions

In this work, we presented that machine learning-assisted ATR-FTIR spectroscopy could be effectively applied to investigate an immunological alteration in immunosenescence. ATR-FTIR combined with advanced machine learning algorithms allows differentiating the elderly with a low percentage (LP) and a high percentage (HP) of IL-17-producing CD4+CD28-NKG2D+ T cells from serum, exosome, and HDL samples with favorable performances. However, to improve the robustness of SVM- and NN-based classification models and to assess the real diagnostic performance, a large-scale study with a larger sample size is still needed.

**Supplementary Materials:** The following are available online at https://www.mdpi.com/article/10.3390/cells11030458/s1, Figure S1: The representatives of PCA results from serum and HDL samples, Table S1: Confusion matrix of classification model built by PLS-DA using exosome spectra in the 1700–1500 cm$^{-1}$ region, Table S2: Performance of classification model built by PLS-DA using exosome spectra in the 1700–1500 cm$^{-1}$ region.

**Author Contributions:** Conceptualization, R.K.P. and C.L.; data curation, R.K.P.; formal analysis, R.K.P.; funding acquisition, C.L.; investigation, R.K.P.; methodology, R.K.P. and K.S.; project administration, C.L.; resources, A.J. and C.L.; supervision, M.W., P.T., W.P., A.J. and C.L.; validation, M.W., P.T., W.P., A.J., K.S. and C.L.; writing—original draft, R.K.P.; writing—review and editing, M.W., P.T., W.P., A.J., K.S. and C.L. All authors have read and agreed to the published version of the manuscript.

**Funding:** This work was supported by the Royal Golden Jubilee Ph.D. (RGJ-Ph.D.) ASEAN Program (Contract No. PHD/0238/2560, Code 5.L.KK/60/A.1.O.AS to R.K.P. and C.L.), the National Science, Research and Innovation Fund (NSRF), Code 1500153 to CL and the Centre for Research and Devel-
opment of Medical Diagnostic Laboratory (CMDL), Faculty of Associated Medical Sciences, Khon Kaen University, Thailand.

**Institutional Review Board Statement:** The use of left-over specimens from a previous study was approved by the Ethics Committee of Khon Kaen University (protocol code HE 631335, 16 June 2020).

**Informed Consent Statement:** Informed consent was waived since left-over specimens used were from a previous study.

**Data Availability Statement:** Not applicable.

**Acknowledgments:** The ATR-FTIR device and the Unscrambler®X software were supported by the Center for Innovation and Standard for Medical Technology and Physical Therapy (CISMaP), Faculty of Associated Medical Sciences, Khon Kaen University. We acknowledge the assistance of Trirat Nittrostein and Sujintana Wongthong during ATR-FTIR spectrum collection. We also thank Reny Rosalina for illustrating the graphical abstract.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Haynes, L. Aging of the Immune System: Research Challenges to Enhance the Health Span of Older Adults. *Front. Aging* 2020, 1, 602108. [CrossRef]

2. Li, Z.; Zhang, Z.; Ren, Y.; Wang, Y.; Fang, J.; Yue, H.; Ma, S.; Guan, F. Aging and Age-related Diseases: From Mechanisms to Therapeutic Strategies. *Biogerontology* 2021, 22, 165–187. [CrossRef] [PubMed]

3. Nikolich-Zugich, J. The Twilight of Immunity: Emerging Concepts in Aging of the Immune System. *Nat. Immunol.* 2018, 19, 10–19. [CrossRef] [PubMed]

4. Goronzy, J.J.; Weyand, C.M. Understanding Immunosenescence to Improve Responses to Vaccines. *Nat. Immunol.* 2013, 14, 428–436. [CrossRef] [PubMed]

5. Weyand, C.M.; Fulbright, J.W.; Goronzy, J.J. Immunosenescence, Autoimmunity, and Rheumatoid Arthritis. *Exp. Gerontol.* 2003, 38, 833–841. [CrossRef]

6. Akello, A.; Farzaneh, F.; Candore, G.; Caruso, C.; Davinelli, S.; Gambino, C.M.; Ligotti, M.E.; Zareian, N.; Accardi, G. Immunosenescence and Its Hallmarks: How to Oppose Aging Strategically? A Review of Potential Options for Therapeutic Intervention. *Front. Immunol.* 2019, 10, 2247. [CrossRef]

7. Fukushima, Y.; Minato, N.; Hattori, M. The Impact of Senescence-Associated T Cells on Immunosenescence and Age-Related Disorders. *Inflamm. Regen.* 2018, 38, 24. [CrossRef]

8. Rodrigues, L.P.; Teixeira, V.R.; Alencar-Silva, T.; Simonassi-Paiva, B.; Pogue, R.; Carvalho, J.L. Hallmarks of Aging and Immunosenescence: Connecting the Dots. *Cytokine Growth Factor Rev.* 2021, 59, 9–21. [CrossRef]

9. Moro-García, M.; Alonso-Arias, R.; Lopez-Larrea, C. When Aging Reaches CD4+ T-Cells: Phenotypic and Functional Changes. *Front. Immunol.* 2013, 4, 107. [CrossRef]

10. Lorenzo, E.C.; Bartley, J.M.; Haynes, L. The Impact of Aging on CD4+ T Cell Responses to Influenza Infection. *Biogerontology* 2018, 19, 437–446. [CrossRef]

11. Vallejo, A.N.; Nestel, A.R.; Schirmer, M.; Weyand, C.M.; Goronzy, J.J. Aging-Related Deficiency of CD28 Expression in CD4+ T Cells Is Associated with the Loss of Gene-Specific Nuclear Factor Binding Activity. *J. Biol. Chem.* 1998, 273, 8119–8129. [CrossRef] [PubMed]

12. Alonso-Arias, R.; Moro-García, M.A.; López-Vázquez, A.; Rodrigo, L.; Baltar, J.; García, F.M.S.; Jaurrieta, J.J.S.; López-Larrea, C. NKG2D Expression in CD4+ T Lymphocytes as a Marker of Senescence in the Aged Immune System. *Age* 2011, 33, 591–605. [CrossRef] [PubMed]

13. Warrington, K.J.; Vallejo, A.N.; Weyand, C.M.; Goronzy, J.J. CD28 Loss in Senescent CD4+ T Cells: Reversal by Interleukin-12 Stimulation. *Blood* 2003, 101, 3543–3549. [CrossRef] [PubMed]

14. Maly, K.; Schirmer, M. The Story of CD4+CD28− T Cells Revisited: Solved or Still Ongoing? *J. Immunol. Res.* 2015, 2015, 348746. [CrossRef]

15. Groh, V.; Brühl, A.; El-Gabalawy, H.; Nelson, J.L.; Spies, T. Stimulation of T Cell Auto-reactivity by Anomalous Expression of NKG2D and Its MIC Ligands in Rheumatoid Arthritis. *Proc. Natl. Acad. Sci. USA* 2003, 100, 9452–9457. [CrossRef]

16. Wensveen, F.M.; Jelenčić, V.; Polić, B. NKG2D: A Master Regulator of Immune Cell Responsiveness. *Front. Immunol.* 2018, 9, 441. [CrossRef]

17. Phoksawat, W.; Jumnainsong, A.; Leelayuwat, N.; Leelayuwat, C. Aberrant NKG2D Expression with IL-17 Production of CD4+ T Subsets in Patients with Type 2 Diabetes. *Immunobiology* 2017, 222, 944–951. [CrossRef]

18. Sornkayasit, K.; Jumnainsong, A.; Phoksawat, W.; Eungpinichpong, W.; Leelayuwat, C. Traditional Thai Massage Promoted Immunity in the Elderly via Attenuation of Senescent CD4+ T Cell Subsets: A Randomized Crossover Study. *Int. J. Environ. Res. Public Health* 2021, 18, 3210. [CrossRef]
19. Phoksawat, W.; Jumnainsong, A.; Sornkayasit, K.; Srisak, K.; Komanasin, N.; Leelayuwat, C. IL-17 and IFN-γ Productions by CD4+ T Cells and T Cell Subsets Expressing NGK2D Associated with the Number of Risk Factors for Cardiovascular Diseases. *Mol. Immunol.* **2020**, *122*, 193–199. [CrossRef]

20. Mun, S.; Lee, J.; Park, M.; Shin, J.; Lim, M.-K.; Kang, H.-G. Serum Biomarker Panel for the Diagnosis of Rheumatoid Arthritis. *Arthritis Res. Ther.* **2021**, *23*, 31. [CrossRef]

21. Cheng, J.; Tang, Q.; Cao, X.; Burwinkel, B. Cell-Free Circulating DNA Integrity Based on Peripheral Blood as a Biomarker for Diagnosis of Cancer: A Systematic Review. *Cancer Epidemiol. Prev. Biomark.* **2017**, *26*, 1595–1602. [CrossRef]

22. Navab, M.; Anantharamaiah, G.M.; Reddy, S.T.; Van Lenten, B.J.; Fogelman, A.M. HDL as a Biomarker, Potential Therapeutic Target, and Therapy. *Diabetes* **2009**, *58*, 2711–2717. [CrossRef]

23. Hong, C.-H.; Chen, Y.-C. Clinical Significance of Exosomes as Potential Biomarkers in Cancer. *World J. Clin. Cases* **2019**, *7*, 171–190. [CrossRef]

24. Hunter, M.P.; Ismail, N.; Zhang, X.; Aguda, B.D.; Lee, E.J.; Yu, L.; Xiao, T.; Schafer, J.; Lee, M.-L.T.; Schmittgen, T.D.; et al. Detection of MicroRNA Expression in Human Peripheral Blood Microvesicles. *PLoS ONE* **2008**, *3*, e3694. [CrossRef]

25. Zhang, Y.; Liu, Y.; Liu, H.; Tang, W.H. Exosomes: Biogenesis, Biologic Function and Clinical Potential. *Cell Biosci.* **2019**, *9*, 19. [CrossRef] [PubMed]

26. Hessvik, N.P.; Llorente, A. Current Knowledge on Exosome Biogenesis and Release. *Cell. Mol. Life Sci.* **2018**, *75*, 193–208. [CrossRef] [PubMed]

27. Colombo, M.; Raposo, G.; Thery, C. Biogenesis, Secretion, and Intercellular Interactions of Exosomes and Other Extracellular Vesicles. *Annu. Rev. Cell Dev. Biol.* **2014**, *30*, 255–289. [CrossRef]

28. Im, K.; Baek, J.; Kwon, W.S.; Rha, S.Y.; Hwang, K.W.; Kim, U.; Min, H. The Comparison of Exosome and Exosomal Cytokines between Young and Old Individuals with or without Gastric Cancer. *Int. J. Gerontol.* **2018**, *12*, 233–238. [CrossRef]

29. Zhou, X.; Xie, F.; Wang, L.; Zhang, L.; Zhang, S.; Fang, M.; Zhou, F. The Function and Clinical Application of Extracellular Vesicles in Innate Immune Regulation. *Cell. Mol. Immunol.* **2020**, *17*, 323–334. [CrossRef]

30. Ventura, M.T.; Casiarco, M.; Gangemi, S.; Buquichio, R. Immunosenesence in Aging: Between Immune Cells Depletion and Cytokines up-Regulation. *Clin. Mol. Allergy CMA* **2017**, *15*, 21. [CrossRef]

31. Wagner, J.; Riwanto, M.; Besler, C.; Knau, A.; Fichtlscherer, S.; Röxe, T.; Zeiher, A.M.; Dimmeler, S. Characterization of Levels and Cellular Circulating Lipoprotein-Bound MicroRNAs. *Arterioscler. Thromb. Vasc. Biol.* **2013**, *33*, 1392–1400. [CrossRef] [PubMed]

32. Vickers, K.C.; Palmisano, B.T.; Shoucri, B.M.; Shamburek, R.D.; Remaley, A.T. MicroRNAs Are Transported in Plasma and Delivered to Recipient Cells by High-Density Lipoproteins. *Nat. Cell Biol.* **2011**, *13*, 423–433. [CrossRef] [PubMed]

33. Shah, A.S.; Tan, L.; Long, J.L.; Davidson, W.S. Proteomic Diversity of High Density Lipoproteins: Our Emerging Understanding of Its Importance in Lipid Transport and Beyond. *J. Lipid Res.* **2013**, *54*, 2575–2585. [CrossRef] [PubMed]

34. Ferrucci, L.; Fabbri, E. Inflammageing: Chronic Inflammation in Ageing, Cardiovascular Disease, and Frailty. *Nat. Rev. Cardiol.* **2018**, *15*, 505–522. [CrossRef] [PubMed]

35. Norata, G.D.; Pirillo, A.; Ammirati, E.; Catapano, A.L. Emerging Role of High Density Lipoproteins as a Player in the Immunex System. *Atherosclerosis* **2012**, *220*, 11–21. [CrossRef]

36. Naseer, K.; Ali, S.; Qazi, J. ATR-FTIR Spectroscopy as the Future of Diagnostics: A Systematic Review of the Approach Using Bio-Fluids. *Appl. Spectrosc. Rev.* **2021**, *56*, 85–97. [CrossRef]

37. Zhang, L.; Xiao, M.; Wang, Y.; Peng, S.; Chen, Y.; Zhang, D.; Zhang, D.; Guo, Y.; Wang, X.; Luo, H.; et al. Fast Screening and Primary Diagnosis of COVID-19 by ATR–FT-IR. *Anal. Chem.* **2021**, *93*, 2191–2199. [CrossRef]

38. Martinez-Cuaizit, A.; Vazquez-Zapien, G.J.; Sanchez-Brito, M.; Limon-Pacheco, J.H.; Guerrero-Ruiz, M.; Garibay-Gonzalez, F.; Delgado-Macuil, R.J.; de Jesus, M.G.G.; Corona-Perezgrovas, M.A.; Pereyra-Talamantes, A.; et al. ATR-FTIR Spectrum Analysis of Primary Diagnosis of COVID-19 by ATR–FT-IR. *Sci. Rep.* **2021**, *11*, 858–867. [CrossRef]

39. Korb, E.; Ba˘ gcıo˘ glu, M.; Garner-Spitzer, E.; Wiedermann, U.; Ehling-Schulz, M.; Schabussova, I. Machine Learning-Empowered FTIR Spectroscopy Serum Analysis Stratifies Healthy, Allergic, and SIT-Treated Mice and Humans. *Biomolecules* **2020**, *10*, 1058. [CrossRef] [PubMed]

40. Praj, R.K.; Phoksawat, W.; Tippayanawat, P.; Jumnainsong, A.; Leelayuwat, C. Alternative Method for HDL and Exosome Isolation with Small Serum Volumes and Their Characterizations. *Separations* **2021**, *8*, 204. [CrossRef] [PubMed]
46. Lebon, M.; Reiche, I.; Gallet, X.; Bellot-Gurlet, L.; Zazzo, A. Rapid Quantification of Bone Collagen Content by ATR-FTIR Spectroscopy. *Radiocarbon* **2016**, *58*, 131–145. [CrossRef]
47. Srisayam, M.; Weerapreyaekul, N.; Barusrus, S.; Tanthanuch, W.; Thumanu, K. Application of FTIR Microspectroscopy for Characterization of Biomolecular Changes in Human Melanoma Cells Treated by Sesamol and Kojic Acid. *J. Dermatol. Sci.* **2014**, *73*, 241–250. [CrossRef]
48. Oleszko, A.; Olszyńska-Janus, S.; Walski, T.; Grzeszczuk-Kuć, K.; Bujok, J.; Galecka, K.; Czerski, A.; Witkiewicz, W.; Komorowska, M. Application of FTIR-ATR Spectroscopy to Determine the Extent of Lipid Peroxidation in Plasma during Haemodialysis. *BioMed Res. Int.* **2015**, *2015*, 245607. [CrossRef]
49. Bujok, J.; Gasior-Glogowska, M.; Marszałek, M.; Trochanowska-Pauk, N.; Zigo, F.; Pavlyak, A.; Komorowska, M.; Walski, T. Applicability of FTIR-ATR Method to Measure Carbonyls in Blood Plasma after Physical and Mental Stress. *BioMed Res. Int.* **2019**, *2019*, 2181370. [CrossRef]
50. Collier, J.; Huebscher, R. Sensitivity, Specificity, Positive and Negative Predictive Values: Diagnosing Purple Mange. *J. Am. Acad. Nurse Pract.* **2010**, *22*, 205–209. [CrossRef]
51. Movasaghi, Z.; Rehman, S.; Rehman, I.U. Fourier Transform Infrared (FTIR) Spectroscopy of Biological Tissues. *Appl. Spectrosc. Rev.* **2008**, *43*, 134–179. [CrossRef] [PubMed]
52. Gusachenko, O.N.; Zenkova, M.A.; Vlassov, V.V. Nucleic Acids in Exosomes: Disease Markers and Intercellular Communication Molecules. *Biochem. Mosc.* **2013**, *78*, 1–7. [CrossRef] [PubMed]
53. Awadassieid, A.; Wu, Y.; Zhang, W. Extracellular Vesicles (Exosomes) as Immunosuppressive Mediating Variables in Tumor and Chronic Inflammatory Microenvironments. *Cells 2021*, *10*, 2533. [CrossRef] [PubMed]
54. Record, M.; Carayon, K.; Poirot, M.; Silvente-Poirot, S. Exosomes as New Vesicular Lipid Transporters Involved in Cell-Cell Communication and Various Pathophysiological Functions. *Biochim. Biophys. Acta* **2014**, *1841*, 108–120. [CrossRef] [PubMed]
55. Kakazu, E.; Mauer, A.S.; Yin, M.; Malhi, H. Hepatocytes Release Ceramide-Enriched pro-Inflammatory Extracellular Vesicles in an IRE1α-Dependent Manner. *J. Lipid Res.* **2016**, *57*, 233–245. [CrossRef]
56. Zulueta, A.; Peli, V.; Dei Cas, M.; Colombo, M.; Paroni, R.; Falleni, M.; Baisi, A.; Bollati, V.; Chiaramonte, R.; Del Favero, E.; et al. Inflammatory Role of Extracellular Sphingolipids in Cystic Fibrosis. *Int. J. Biochem. Cell Biol.* **2019**, *116*, 105622. [CrossRef]
57. Chaurasia, B.; Talbot, C.L.; Summers, S.A. Adipocyte Ceramides—The Nexus of Inflammation and Metabolic Disease. *Front. Immunol.* **2020**, *11*, 2282. [CrossRef]
58. Jury, E.C.; Kabouridis, P.S. T-Lymphocyte Signalling in Systemic Lupus Erythematosus: A Lipid Raft Perspective. *Lupus* **2004**, *13*, 413–422. [CrossRef]
59. Skotland, T.; Sagini, K.; Sandvig, K.; Llorente, A. An Emerging Focus on Lipids in Extracellular Vesicles. *Adv. Drug Deliv. Rev.* **2020**, *159*, 308–321. [CrossRef]
60. Skotland, T.; Sandvig, K.; Llorente, A. Lipids in Exosomes: Current Knowledge and the Way Forward. *Prog. Lipid Res.* **2017**, *66*, 30–41. [CrossRef]
61. Hima, B.G.; Rao, V.S.; Kakkar, V.V. Friend Turns Foe: Transformation of Anti-Inflammatory HDL to Proinflammatory HDL during Acute-Phase Response. *Cholesterol* **2011**, *2011*, 274629. [CrossRef]
62. Junhom, C.; Weerapreyaekul, N.; Tanthanuch, W.; Thumanu, K. FTIR Microspectroscopy Defines Early Drug Resistant Human Hepatocellular Carcinoma (HepG2) Cells. *Exp. Cell Res.* **2016**, *340*, 71–80. [CrossRef] [PubMed]
63. Dovbeshko, G.I.; Gridina, N.Y.; Kruglova, E.B.; Pashchuk, O.P. FTIR Spectroscopy Studies of Nucleic Acid Damage. *Talanta* **2000**, *53*, 233–246. [CrossRef]
64. Ye, M.P.; Zhou, R.; Shi, Y.R.; Chen, H.C.; Du, Y. Effects of Heating on the Secondary Structure of Proteins in Milk Powders Using Mid-Infrared Spectroscopy. *J. Dairy Sci.* **2016**, *57*, 89–95. [CrossRef] [PubMed]
65. Corbalán-García, S.; García-García, J.; Sánchez-Carrillo, M.S.; Gómez-Fernández, J.C. Structural Characterization of the C2 Domains of Classical Isozymes of Protein Kinase C and Novel Protein Kinase Cε by Using Infrared Spectroscopy. *Spectroscopy* **2003**, *17*, 399–416. [CrossRef]
66. Chettimada, S.; Lorenz, D.R.; Misra, V.; Dillon, S.T.; Reeves, R.K.; Manickam, C.; Morgello, S.; Kirk, G.D.; Mehta, S.H.; Gabuzda, D. Exosome Markers Associated with Immune Activation and Oxidative Stress in HIV Patients on Antiretroviral Therapy. *Sci. Rep.* **2018**, *8*, 7227. [CrossRef]
67. Zheng, D.; Huo, M.; Li, B.; Wang, W.; Piao, H.; Wang, Y.; Zhu, Z.; Li, D.; Wang, T.; Liu, K. The Role of Exosomes and Exosomal MicroRNA in Cardiovascular Disease. *Front. Cell Dev. Biol.* **2021**, *8*, 616161. [CrossRef]
68. Lam, S.M.; Zhang, C.; Wang, Z.; Ni, Z.; Zhang, S.; Yang, S.; Huang, X.; Mo, L.; Li, J.; Lee, B.; et al. A Multi-omics Investigation of the Composition and Function of Extracellular Vesicles along the Temporal Trajectory of COVID-19. *Nat. Metab.* **2021**, *3*, 909–922. [CrossRef]
69. Rodrigues, L.M.; Carvalho, L.F.D.C.E.S.; Bonnier, F.; Anbinder, A.L.; Martinho, H.D.S.; Almeida, J.D. Evaluation of Inflammatory Processes by FTIR Spectroscopy. *J. Med. Eng. Technol.* **2018**, *42*, 228–235. [CrossRef]
70. Hands, J.R.; Clemens, G.; Stables, R.; Ashton, K.; Brodbelt, A.; Davis, C.; Dawson, T.P.; Jenkinson, M.D.; Lea, R.W.; Walker, C.; et al. Brain Tumour Differentiation: Rapid Stratified Serum Diagnostics via Attenuated Total Reflection Fourier-Transform Infrared Spectroscopy. *J. Neurooncol.* **2016**, *127*, 463–472. [CrossRef]
71. Zhang, T.; Liu, P.; Zhang, Y.; Wang, W.; Lu, Y.; Xi, M.; Duan, S.; Guan, F. Combining Information from Multiple Bone Turnover Markers as Diagnostic Indices for Osteoporosis Using Support Vector Machines. *Biomark. Biochem. Indic. Expo. Response Susceptibility Chem.* 2019, 24, 120–126. [CrossRef] [PubMed]

72. Catic, A.; Gurbeta, L.; Kurtovic-Kozaric, A.; Mehmedbasic, S.; Badnjevic, A. Application of Neural Networks for Classification of Patau, Edwards, Down, Turner and Klinefelter Syndrome Based on First Trimester Maternal Serum Screening Data, Ultrasonographic Findings and Patient Demographics. *BMC Med. Genom.* 2018, 11, 19. [CrossRef] [PubMed]

73. Pralle, R.S.; Weigel, K.W.; White, H.M. Predicting Blood β-Hydroxybutyrate Using Milk Fourier Transform Infrared Spectrum, Milk Composition, and Producer-Reported Variables with Multiple Linear Regression, Partial Least Squares Regression, and Artificial Neural Network. *J. Dairy Sci.* 2018, 101, 4378–4387. [CrossRef] [PubMed]