Fault-tolerant quantum error correction requires the measurement of error syndromes in a way that minimizes correlated errors on the quantum data. Steane and Shor ancilla are two well-known methods for fault-tolerant syndrome extraction. In this paper, we find a unifying construction that generates a family of ancilla blocks that interpolate between Shor and Steane. This family increases the complexity of ancilla construction in exchange for reducing the rounds of measurement required to fault-tolerantly measure the error. We then apply this construction to the toric code of size $L \times L$ and find that blocks of size $m \times m$ can be used to decode errors in $O(L/m)$ rounds of measurements. Our method can be applied to any Calderbank-Shor-Steane codes and presents a new direction for optimizing fault-tolerant quantum computation.

I. INTRODUCTION

The theory of quantum error correction [1–10] opens the path towards large-scale quantum computation. Stabilizer codes are a conventional choice of quantum error-correcting codes [7, 8, 11]. Error corrections is performed conditional on the measurement outcomes of a set of code stabilizers, also known as the error syndrome bit string. The syndrome extraction circuits need to be fault-tolerant [9, 12–18] as the act of measuring syndromes also introduces extra errors on the quantum systems.

The first fault-tolerant syndrome extraction scheme was proposed by Shor [9, 10]. In Shor’s scheme, each syndrome bit is extracted from the data qubits to a verified ancilla cat state by transversal two-qubit gates. As transversal operations limit the error propagation, no high-weight correlated errors can occur on the data qubits if the cat states are verified by post-selection. The value of the syndrome bit is the parity of the transversal measurement outcome of the cat state. As any measurement error will flip the syndrome bit, for a stabilizer code of distance $d$, one needs to repeat the syndrome extraction for $O(d^2)$ rounds to guarantee fault-tolerance. Utilizing the information of the code structure, the time overhead can be significantly reduced on particular codes [19–24].

Optimizing Shor’s scheme is an active area of research building off substantial progress since its invention. For example, for low-weight stabilizers, ancilla post-selection could be avoided by decoding the ancilla cat states [16, 25, 26]. On specific stabilizer codes, the space overhead can be reduced by allowing non-transversal data-ancilla interactions that preserves the code distance [19, 26–32]. The time overhead can also be reduced by careful choice of sequential extractions [23, 24]. Notably, as an alternative to cat-state measurements, flag error-correction gadgets [16–18, 33] circumvent the need of ancilla post-selection for arbitrary stabilizer codes, while having a low qubit overhead for low-distance codes or large distance codes with low-weight stabilizer measurements.

The extraction gadgets for Shor’s scheme is arguably the smallest. As a trade-off, a large number of two-qubit gates are applied between data and ancilla qubits. For many quantum devices, two-qubit gates are usually the most challenging operations to be implemented with high fidelity [34, 35]. To minimize the data-ancilla interaction, Steane [13] and Knill [15] suggested to use transversal two-qubit gates to transfer the errors from the data block to an ancilla code block, then measure the ancilla block to gain error information. Steane’s scheme is specialized for CSS (Calderbank-Shor-Steane) codes [5, 6], and needs two separate rounds of transversal two-qubit gates for extracting the $X$- and $Z$-type stabilizers respectively. Knill’s scheme works for arbitrary stabilizer codes, and only needs one round of transversal gate to extract all the stabilizers. Using a constant number of Steane/Knill syndrome extraction, an arbitrary logical Clifford circuit can be implemented fault-tolerantly in $O(1)$ steps [36]. Both Steane’s and Knill’s schemes are single-shot, i.e., no repetition of measurements are required. Indeed, each data qubit is touched by $O(1)$ two-qubit gates. However, comparing to a cat state, the ancilla blocks for both Steane’s and Knill’s scheme are much harder to prepare, as they are as large as the data block [14, 37–40].

A natural question to raise is whether it is possible to balance the complexities of ancilla preparation and data-ancilla interaction. In this work, we give a positive answer for CSS codes. We generate a family of extraction circuits including Shor’s and Steane’s construction as its two extremes. This family increases the complexity of ancilla construction in exchange for reducing the number of two-qubit gates between data and ancilla qubits required to fault-tolerantly measure the error. Apply-
ing our construction on the toric code, we are able to use a single ancilla block to measure the plaquette operators (Z-stabilizer elements) inside any connected sub-lattice. In particular, one can partition the \( L \times L \) toric lattice into patches, each of which contains \( m \times m \) plaquettes. Shor’s and Steane’s schemes correspond to the special cases \( m = 1 \) and \( m = L \), respectively. Moreover, by offsetting the partition periodically, one can achieve fault tolerance within \( O(L/m) \) measurement rounds. Indeed, the parameter \( m \) simultaneously controls the ancilla block size and the time overhead of fault tolerance. As a remark, our result is compatible with the fact that Shor’s and Steane’s schemes require \( O(L) \) and \( O(1) \) measurement rounds on the toric code respectively.

Our paper is organized as follows. In Section II, we review the essential background and present our notation. In Section III, we discuss the construction of our family of extraction circuits. In particular, a subfamily called transversal gadgets are proposed. In Section IV we discuss the application of transversal gadgets on the toric code, and analyze the time overhead of fault-tolerant syndrome measurements. We conclude with some discussions in section V.

II. BACKGROUND

A. Linear Codes

We start by developing our notation for connecting sets and binary vector spaces. Given a set \( \Omega \), the binary vector space spanned by \( \Omega \) is defined as

\[
\mathbb{F}_2[\Omega] := \left\{ \sum_{\varphi \in \Omega} v_{\varphi} \cdot \varphi \mid |\varphi| < \infty \right\}. \tag{1}
\]

From the definition, we can see that there is a one-to-one correspondence between vectors of \( \mathbb{F}_2[\Omega] \) and finite subsets of \( \Omega \). To simplify the notations, we do not distinguish between a finite subset \( \phi \subseteq \Omega \) and the vector \( \sum_{\varphi \in \phi} v_{\varphi} \in \mathbb{F}_2[\Omega] \), i.e., we are allowed to write \( \phi = \sum_{\varphi \in \phi} v_{\varphi} \in \mathbb{F}_2[\Omega] \). This allows us to define unions and intersections of vectors, which will be helpful later. In particular, for each element \( a \in \Omega \), \( a \) has another two meanings: a vector \( a \in \mathbb{F}_2[\Omega] \) and a subset \( \{a\} \subseteq \Omega \). The addition of two vectors in \( \mathbb{F}_2[\Omega] \) corresponds to the symmetric difference of two finite subsets of \( \Omega \), i.e., for any two vectors \( A, B \subseteq \mathbb{F}_2[\Omega] \), we have \( A + B = (A \cup B) \setminus (A \cap B) \). For each finite subset \( \varphi \subseteq \Omega \), its cardinality \( |\varphi| \) is also referred to as the weight of the vector \( \varphi \in \mathbb{F}_2[\Omega] \).

The (standard) inner product of \( \mathbb{F}_2[\Omega] \) is an \( \mathbb{F}_2 \)-bilinear form

\[ \langle \cdot, \cdot \rangle : \mathbb{F}_2[\Omega] \times \mathbb{F}_2[\Omega] \rightarrow \mathbb{F}_2 \]

such that for any \( a, b \in \Omega \), \( \langle a, b \rangle = 1 \) if and only if \( a = b \). Two vectors \( \varphi, \psi \in \mathbb{F}_2[\Omega] \) are said to be orthogonal if and only if \( \langle \varphi, \psi \rangle = 0 \). More generally, two vector subspaces \( V, W \subseteq \mathbb{F}_2[\Omega] \) are said to be orthogonal (denoted by \( V \perp W \)) if we have \( \langle v, w \rangle = 0 \) for every \( v \in V \), \( w \in W \). Let \( \Omega, \Theta \) be two sets and \( M : \mathbb{F}_2[\Omega] \rightarrow \mathbb{F}_2[\Theta] \) be a linear map. The kernel and image of \( M \) is denoted by \( \ker M \) and \( \im M \). When \( \Omega \) and \( \Theta \) are finite, the transpose of \( M \) is defined to be a linear map \( M^T : \mathbb{F}_2[\Theta] \rightarrow \mathbb{F}_2[\Omega] \) such that

\[ \langle M^T a, b \rangle = \langle a, Mb \rangle \]

for every \( a \in \Omega, b \in \Theta \). In other words, under the standard bases \( \Omega \) and \( \Theta \), the matrix \( A^T \) is the transpose of the matrix \( A \).

We now briefly discuss linear codes. Let \( \Omega \) be a set of \( n \) classical bits. A linear code on \( \Omega \) is a subspace \( \mathcal{C} \subseteq \mathbb{F}_2[\Omega] \), or equivalently an injective linear map \( G : \mathbb{F}_2^q \hookrightarrow \mathbb{F}_2[\Omega] \) with \( \im G = \mathcal{C} \) and \( q = \dim \mathcal{C} \). The vectors of \( \mathcal{C} \) are called codewords, and \( G \) is referred to as the generator matrix. The dual code of \( \mathcal{C} \) is defined by

\[ \mathcal{C}^\perp := \{ v \in \mathbb{F}_2[\Omega] : \langle v, c \rangle = 0, \forall c \in \mathcal{C} \}. \tag{2} \]

Note that \( \mathcal{C}^\perp = \ker G^T \). This is because for each \( v \in \mathcal{C}^\perp \), we have

\[ \langle G^T v, x \rangle = \langle v, Gx \rangle = 0 \tag{3} \]

for every \( x \in \mathbb{F}_2^q \), which indicates that \( G^T v = 0 \). The generator matrix of \( \mathcal{C}^\perp \), denoted by \( H \), is called the parity-check matrix of \( \mathcal{C} \) since \( \mathcal{C} = \ker H^T \).

B. CSS Stabilizer Codes

Let \( \Omega \) be a set of \( n \) qubits. The state space of the quantum system \( \Omega \) is denoted by \( \mathcal{H}_\Omega = \mathbb{C}[\mathbb{F}_2[\Omega]] \cong \mathbb{C}^{2^n} \). The Pauli group on \( \Omega \) is denoted by \( \mathcal{P}_\Omega \). For each qubit \( q \in \Omega \), the Pauli X and Z operators on \( \mathcal{H}_q \) is denoted by \( X_q \) and \( Z_q \). For each subset \( \phi \subseteq \Omega \), the X-type and Z-type operators supporting on \( \phi \) are defined by

\[ X[\phi] := \bigotimes_{q \in \phi} X_q^{(\psi_q)\phi} \in \mathcal{P}_\Omega \tag{4} \]

and

\[ Z[\phi] := \bigotimes_{q \in \phi} Z_q^{(\psi_q)\phi} \in \mathcal{P}_\Omega \tag{5} \]

respectively.

A quantum code on \( \Omega \) is a subspace \( \mathcal{C}_\Omega \subseteq \mathcal{H}_\Omega \). A logical operator of \( \mathcal{C}_\Omega \) is an operator \( L \) on \( \mathcal{H}_\Omega \) such that \( L(\mathcal{C}_\Omega) \subseteq \mathcal{C}_\Omega \). A stabilizer code on \( \Omega \) is defined by an abelian subgroup \( S \subseteq \mathcal{P}_\Omega \) such that every operator \( P \in S \) has eigenvalues \( +1 \) and \( -1 \). The corresponding code space \( \mathcal{C}_\Omega \) is the common +1 eigenspace of all the operators in \( S \). In particular, if \( \dim \mathcal{C}_\Omega = 1 \),
the unique state in \( C_Q \) (up to a constant) is said to be a stabilizer state. If \( S = S_X \oplus S_Z \), where elements in \( S_X \) (\( S_Z \)) are all X-type (Z-type), we say that \( S = S_X \oplus S_Z \) is a Calderbank-Shor-Steane (CSS) code [5, 6], and \( S_X \) and \( S_Z \) are the X- and Z-stabilizer, respectively. We can represent \( S_X \) and \( S_Z \) by two binary vector subspaces

\[
S_X := \{ \psi \in \mathbb{F}_2^2 : X[\psi] \in S_X \} \cong S_X
\]

and

\[
S_Z := \{ \psi \in \mathbb{F}_2^2 : Z[\psi] \in S_Z \} \cong S_Z
\]

respectively. Note that for any \( \psi, \phi \subseteq \Omega \), \( X[\psi] \) and \( Z[\psi] \) commute with each other if and only if \( \psi \) and \( \phi \) are orthogonal. As \( S = S_X \oplus S_Z \) is abelian, we must have \( C_X \perp C_Z \). In this paper, we refer the binary vector space representation of CSS codes, and use the notation \( C_X \perp C_Z \) to denote a CSS code. For a CSS code \( C_X \perp C_Z \) with a codespace \( C_Q \subseteq \mathcal{H}_\Omega \), the dimension of \( C_Q \) is 2^k, where

\[
k = n - \dim C_X - \dim C_Z.
\]

Thus we say that \( C_X \perp C_Z \) encodes \( k \) logical qubits. For any vector \( \psi \in C_X \), \( X[\psi] \) commutes with any stabilizers and hence must be a logical operator. Similarly, for any \( \phi \in C_Z \), \( Z[\phi] \) is a logical operator. In fact, we are able to choose \( k \) vectors \( \psi_1, \ldots, \psi_k \in C_X \) and another \( k \) vectors \( \phi_1, \ldots, \phi_k \in C_Z \) such that \( \langle \psi_i, \phi_j \rangle = \delta_{ij} \). Defining \( X_i := X[\psi_i] \) and \( Z_j := Z[\phi_j] \), we have

\[
X_i Z_j = (-1)^{\delta_{ij}} Z_j X_i.
\]

Indeed, \( X_i \) and \( Z_j \) can be regarded as the logical Pauli X and Z operator of the \( i \)-th logical qubit, respectively.

### III. Syndrome extractions for CSS codes

On a stabilizer code, the errors are detected by measuring the stabilizer elements. For CSS codes, it is natural to measure the Z- and X-stabilizer elements so that the X-errors (bit flips) and the Z-errors (phase flips) can be handled separately. Here, we are regarding a Y-error as the combination of an X-error and a Z-error. In this paper, we focus on Z-stabilizer measurements, since an analysis of X-stabilizer measurements would be the same up to a Hadamard transform.

Let \( C_X \perp C_Z \) be a CSS code on \( \mathbb{F}_2^2 \) with a codespace \( C_Q \subseteq \mathcal{H}_\Omega \). Suppose we have an X-error \( X[\psi] \) (\( \psi \subseteq \Omega \)) and we are measuring the Z-stabilizer elements \( \{ Z[\phi] \} \), where \( \phi \in C_Z \) and \( \Lambda \) is a finite set of syndrome bits. For each syndrome bit \( a \in \Lambda \), the value of \( Z[\phi] \), which is \( (-1)^{\langle \phi, \phi_a \rangle} \), uniquely determines the value \( \langle \phi, \phi_a \rangle \in \mathbb{F}_2 \). We assign the value of \( a \) to be \( \sigma_a = \langle \psi, \phi_a \rangle_{\Omega} \), and the vector

\[
\sigma := \sum_{a \in \Lambda} \sigma_a a \in \mathbb{F}_2^2 \Lambda
\]

is called the syndrome. The measurements can be represented by a linear map \( H : a \mapsto \phi_a \). We have \( \sigma = H^T \psi \) from the following observation

\[
\sigma_a = \langle \sigma, a \rangle = \langle \psi, Ha \rangle = \langle H^T \psi, a \rangle.
\]

Informally speaking, \( H \) is a parity check matrix of the linear code \( C_Q \). For our purposes, however, we do not require that im \( H = C_Z \). In addition, redundant parity checks are allowed, i.e., \( H \) is not necessarily injective. The matrix \( H \) is referred to as a Z-check matrix of \( C_X \perp C_Z \), which is formally defined as follows:

**Definition 1 (Z-check matrices).** A Z-check matrix of a CSS code \( C_X \perp C_Z \) on \( \Omega \) is a matrix \( H : \mathbb{F}_2^2 \Lambda \to \mathbb{F}_2^2 \Omega \) such that im \( H = C_Z \).

If we are at the end of the computation, the syndrome of a Z-check matrix \( H \) can be obtained by measuring all qubits of \( \Omega \) in the Z-basis: if \( \Omega \) is measured to be in the state \( |m \rangle \in \mathcal{H}_\Omega \), where \( m \in \mathbb{F}_2^2 \), then the syndrome \( \sigma = H^T m \). In the intermediate steps, however, we are not allowed to measure the data qubits directly, as the single-qubit Z-measurements anticommute with the X-stabilizer elements. A general idea shared by both Shor’s and Steane’s syndrome extraction protocols is to transfer the X-errors to a set of ancilla qubits \( \Theta \) by CNOT gates: as CNOT propagates the X errors on the control qubit to the target qubit, we can perform CNOT gates with controls in \( \Omega \) and targets in \( \Theta \), then apply Z-measurements on all ancilla qubits to detect these errors. Of course, this is far from being a valid construction. In the following, we explore the necessary and sufficient conditions for a valid extraction circuit. To simplify our problem, we do not initially consider the challenge of fault tolerance.

As a first step, we encode the information of the CNOT gates by a matrix \( \Gamma : \mathbb{F}_2^2 \Theta \to \mathbb{F}_2^2 \Omega \), where for each ancilla qubit \( a \in \Theta \) and data qubit \( d \in \Omega \), \( \langle Ta, d \rangle = 1 \) if and only if a CNOT gate with control \( d \) and target \( a \) is applied. As these CNOT gates commute with each other and we do not consider the fault tolerance properties, the order of these CNOT gates does not matter. The product of all CNOT gates is denoted by \( U_{\Gamma} \). One can easily verify the following identities:

\[
U_{\Gamma} X[\psi] X[\psi'] = X[\psi] X[\psi' + \Gamma^T \psi] U_{\Gamma}
\]

\[
U_{\Gamma} Z[\phi] Z[\phi'] = Z[\phi + \Gamma \phi'] Z[\phi'] U_{\Gamma}
\]

where \( \psi, \phi \in \mathbb{F}_2^2 \Theta \) and \( \psi', \phi' \in \mathbb{F}_2^2 \Theta \).

Suppose the ancilla block \( \Theta \) is prepared in a state \( |\theta \rangle \in \mathcal{H}_\Theta \). When there are no errors on \( \Theta \), the action of \( U_{\Gamma} \) is required to be trivial, i.e., we should have

\[
\langle U_{\Gamma} |\omega \rangle \langle \omega | \theta \rangle = |\omega \rangle \langle \omega | \theta \rangle, \quad \forall |\omega \rangle \in C_Q.
\]

Note that the code space \( C_Q \) is spanned by

\[
\{ Z[\phi] : \phi \in \mathbb{F}_2^2 \Theta \},
\]
where $|+\rangle$, the logical $|+\rangle$ state, is the CSS stabilizer state of $C_Z^+ \perp C_Z$. This is true because we have enumerated all the logical Z-type operators. From (13), $Z[\phi]$ commutes with $U_T$ for any $\phi \in \mathbb{F}_2[\Omega]$. Thus (14) can be simplified as

$$U_T |+\rangle \langle +| \phi \rangle = |+\rangle \langle +| \theta \rangle.$$  \hfill(16)

Let $X[\psi]$ be an X-error on a codeword $|\omega\rangle \in C_Q$. From (12), we have

$$U_T (X[\psi] |\omega\rangle) \langle \psi| = (X[\psi] |\omega\rangle) (X[\Gamma^T \psi] |\theta\rangle).$$ \hfill(17)

If $|\theta\rangle$ has a non-trivial Z-stabilizer represented by $\tilde{C}_Z \subseteq \mathbb{F}_2[\Theta]$, fixing a Z-check matrix $H : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Theta]$ with $\text{im } H \subseteq \tilde{C}_Z$, the syndrome of $H$ will be $\tilde{H}^T \Gamma^T \psi \in \mathbb{F}_2[\Lambda]$. If $H = \Gamma H$, then we can obtain the syndrome of $H$ by measuring all qubits of $\Theta$ in the Z-basis. One could naturally ask the following question:

**Question 1.** Given two matrices $\tilde{H} : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Theta]$ and $\Gamma : \mathbb{F}_2[\Theta] \rightarrow \mathbb{F}_2[\Omega]$ such that $H = \Gamma \tilde{H}$ is a Z-check matrix of $C_X \perp C_Z$, can we find a state $|\theta\rangle \in \mathcal{H}_Q$ such that $U_T |+\rangle \langle +| \theta \rangle = |+\rangle \langle +| \psi \rangle$ and $Z[\phi] |\theta\rangle = |\theta\rangle$ for every $\phi \in \text{im } H$? Or equivalently can the circuit

$$\begin{array}{c}
\Omega \\
\downarrow \hspace{0.5cm} \hspace{0.5cm} \hspace{0.5cm} U_T \\
|\theta\rangle \\
\downarrow \\
\end{array}
$$

extract the syndrome of $H$?

Suppose we already have a satisfying ancilla state $|\theta\rangle$ for a given $\Gamma$ and $\tilde{H}$. In (17), if we take $\psi \in C_Z^+$ and combine (16), we will have

$$|+\rangle \otimes (X[\Gamma^T \psi] |\theta\rangle) = |+\rangle \otimes |\theta\rangle,$$

i.e., $X[\Gamma^T \psi] |\theta\rangle = |\theta\rangle$. Using $\tilde{C}_X \subseteq \mathbb{F}_2[\Theta]$ to represent the X-stabilizer of $|\theta\rangle$, $X[\Gamma^T \psi] |\theta\rangle = |\theta\rangle$ is equivalent as $\Gamma^T \psi \in \tilde{C}_X$. Therefore, we must have

$$\Gamma^T (C_Z^+) \subseteq \tilde{C}_X.$$ \hfill(18)

On the other hand, let $\tilde{C}_Z \subseteq \mathbb{F}_2[\Theta]$ represents the Z-stabilizer group of $|\theta\rangle$. For every $\phi \in \tilde{C}_Z$, we have

$$|+\rangle \langle +| \theta \rangle = U_T |+\rangle \langle +| (Z[\phi] |\theta\rangle) = (Z[\Gamma \phi] |+\rangle \langle +|) |\theta\rangle$$

Therefore $\Gamma \phi \in \tilde{C}_Z$ and hence

$$\Gamma (\tilde{C}_Z) \subseteq \tilde{C}_Z.$$ \hfill(19)

The conditions (18) and (19) implies that $U_T$ preserves the CSS stabilizer group

$$(C_Z^+ \oplus \tilde{C}_X) \perp (C_Z \oplus \tilde{C}_Z).$$ \hfill(20)

If $\tilde{C}_X = \tilde{C}_X^+$, i.e., $|\theta\rangle$ is a CSS stabilizer state and hence $|+\rangle \langle +| \theta \rangle$ is the stabilizer state of (20), the condition (16) must hold.

Our problem now becomes finding a CSS stabilizer state $|\theta\rangle$ of $\tilde{C}_X \perp \tilde{C}_Z$ ($\tilde{C}_X = \tilde{C}_Z^+$) satisfying (18) and (19). Of course, we must have $\text{im } H \subseteq \tilde{C}_Z$ and hence $\tilde{C}_X \subseteq (\tilde{H}^*)^\perp$. Therefore, $|\theta\rangle$ exists if and only if $\tilde{C}_Z = \text{im } \tilde{H}$, $\tilde{C}_X = \tilde{C}_Z^+$ satisfy (18) and (19). In fact, this is always true by the following lemma:

**Lemma 2.** $\Gamma (\text{im } H) \subseteq \tilde{C}_Z$ and $\Gamma^T (C_Z^+) \subseteq (\text{im } \tilde{H})^\perp$.

**Proof.** The first part follows from a direct calculation

$$\Gamma (\text{im } H) = \Gamma \tilde{H} (\mathbb{F}_2[\Lambda]) = H (\mathbb{F}_2[\Lambda]) \subseteq \tilde{C}_Z.$$

To prove the latter part, for any $\psi \in C_Z^+$ and $a \in \Lambda$, we have

$$(\Gamma^T \psi, \tilde{H} a) = (\psi, H a) = 0$$ \hfill(21)

as $H a \in \tilde{C}_Z$. Thus $\Gamma^T \psi \in (\text{im } \tilde{H})^\perp$. \hfill$\square$

From the discussions above, we can conclude that given a Z-check matrix $H$ of $C_X \perp C_Z$, any decomposition $H = \tilde{H} \Gamma$ corresponds a valid gadget extracting the syndrome of $H$. All the information of the gadget is determined by $\Gamma$ and $\tilde{H}$, which allows us to define a gadget in an abstract way:

**Definition 2 (Z-extraction gadgets).** A Z-extraction gadget of a CSS code $C_X \perp C_Z$ on $\Omega$ is a tuple $(\Theta, \Lambda, \Gamma, \tilde{H})$, where $\Theta$ is the set of ancilla qubits, $\Lambda$ is the set of syndrome bits, $\tilde{H} : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Theta]$ and $\Gamma : \mathbb{F}_2[\Theta] \rightarrow \mathbb{F}_2[\Omega]$ are two matrices such that $H = \Gamma \tilde{H}$ is a Z-check matrix of $C_X \perp C_Z$, $\Gamma$ and $\tilde{H}$ are referred to as the gate matrix, ancilla check matrix and data check matrix, respectively. The ancilla block $\Theta$ is prepared in the CSS state of $(\text{im } \tilde{H})^\perp \perp \text{im } \tilde{H}$, while the gate applied between $\Omega$ and $\Theta$ is $U_T$.

If we apply two gadgets $G_1 = (\Theta_1, \Lambda_1, \tilde{H}_1)$ and $G_2 = (\Theta_2, \Lambda_2, \tilde{H}_2)$, we can view them as an united gadget $G = (\Theta, \Lambda, \Gamma, \tilde{H})$ such that $\Theta = \Theta_1 \cup \Theta_2$, $\Lambda = \Lambda_1 \cup \Lambda_2$. The gate matrix $\Gamma$ is defined by

$$\Gamma a = \begin{cases} 
\Gamma_1 a & a \in \Theta_1, \\
\Gamma_2 a & a \in \Theta_2. 
\end{cases}$$ \hfill(22)

and the ancilla check matrix $\tilde{H}$ is defined by

$$\tilde{H} c = \begin{cases} 
\tilde{H}_1 c & c \in \Lambda_1, \\
\tilde{H}_2 c & c \in \Lambda_2. 
\end{cases}$$ \hfill(23)

We say that $G$ is a sum of $G_1$ and $G_2$, denoted by $G = G_1 \oplus G_2$.

We now review Shor’s and Steane’s constructions in our construction:
FIG. 1: For the Steane $[[7,1,3]]$ code, we illustrate by (a) quantum circuits and (b) matrices how our division of $H$ into $\Gamma$ and $H$ enables us to describe three common ancilla blocks: bare qubits, cat states, and Steane ancilla. It also enables protocols that extracts two $Z$-stabilizer elements in parallel, as shown in Scheme A and Scheme B. The $Z$- and $X$-stabilizer generators are generated from $\ker H$ and $\ker H^T$, respectively. The ancilla state for scheme B is a cat state $|000\rangle + |111\rangle$, which can be directly prepared without verification. However, as the circuit is not transversal on the ancilla block, we will require a flag decoding circuit \[\text{[18]}\] to achieve fault tolerance.

Example 1 (Shor’s scheme [9, 10]). In Shor’s scheme, each syndrome bit $c \in \Lambda$ corresponding to the $Z$-stabilizer element $Z_{\{c\}}$ on the data block $\Omega$ is extracted by a separate gadget $G_c = (\Theta_c, \{c\}, \Gamma_c, \tilde{H}_c)$ such that $\Gamma_c\tilde{H}_c(c) = \phi_c$. The whole gadget is therefore $G = \bigoplus_{c \in \Lambda} G_c$, and we say that $G$ is a Shor-style gadget.

The simplest choice of $G_c$ is to set $\Theta_c = \{b\}$ to have one ancilla qubit, and $\tilde{H}_c(c) = b, \Gamma_c(b) = \phi_c$. Since $\ker \tilde{H}_c \cong \mathbb{F}_2$ and $(\ker \tilde{H}_c)^\perp = 0$, the ancilla qubit $b$ is stabilized by the single-qubit Pauli $Z$ operator. This is known as the bare-ancilla gadget. If all the $G_c$s are bare-ancilla, the gate matrix of $G$ is identical to $H$, while the ancilla check matrix is identical to the identity matrix of dimension $|\Lambda|$.

Another choice of $G_c$ is to set $|\Theta_c| = |\phi_c|$. We fix a set bijection $\gamma : \Theta_c \leftrightarrow \phi_c$, and define the gate matrix $\Gamma_c$ by $\Gamma_c(b) = \gamma(b)$ for every $b \in \Theta_c$. The ancilla check matrix is defined by $H_c(c) = \phi_c \in \mathbb{F}_2[\Theta_c]$. One can verify that the ancilla state is the cat state $\langle +|\phi_c\rangle + \langle -|\phi_c\rangle$. This is known as the cat-state gadget.

Example 2 (Steane’s scheme [13]). In Steane’s scheme, all the $Z$-stabilizer elements are extracted by one ancilla block. The data check matrix $H : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Omega]$ is the generator matrix of $C_2$, or the parity check matrix of $C_2^\perp$. The ancilla block $\Theta$ is identical to the data block $\Omega$. The gate matrix $\Gamma$ is identity matrix under the standard bases, and the ancilla check matrix $H$ is identical to $H$. The ancilla state is the CSS stabilizer state of $C_2^\perp \perp C_{2k}$, which is the logical $|\pm k\rangle$ state, where $k$ is number of logical qubits.

We take Steane’s $[[7,1,3]]$ code as an example to illustrate these standard methods in FIG. 1. In addition, we illustrate a non-fault-tolerant circuit that uses 3 ancilla qubits to extract two weight-4 $Z$-stabilizer elements in parallel, referred to as Scheme A and Scheme B. In fault-tolerant error correction, when we apply the extraction gadgets onto the data block, we need to consider the errors introduced by the gadgets themselves.
Clearly, not every gadget \((\Theta, \Lambda, \Gamma, \mathcal{H})\) can be directly used for fault-tolerant error correction. For example, if there are multiple CNOT gates on an ancilla qubit, correlated errors could be generated on the data block. Techniques from flag error-correction [16–18, 41] could be applied to detect the crucial errors on the ancilla block. To keep our discussion simple, however, we focus our attention to a family of gadgets having the following “transversal” property inspired from Shor’s and Steane’s schemes:

**Definition 3** (Transversal Gadgets). A Z-extraction gadget \((\Theta, \Lambda, \Gamma, \mathcal{H})\) is said to be transversal, if \(|\Gamma(a)| = 1\) for every \(a \in \Theta\), i.e., \(\mathcal{U}_f\) is transversal on the ancilla block \(\Theta\). As a remark, the CNOT gates of a transversal gadget could be non-transversal on the data block.

Assuming the ancilla block can be prepared fault-tolerantly in the sense that no correlated errors can occur on the block, a transversal gadget will not introduce correlated errors to the data block. A way to construct transversal gadgets is to start from Steane’s scheme and split each ancilla qubit as a set of qubits, which is formally described in Procedure 1.

**Procedure 1** Construction of a Transversal Gadget

1. Pick a Z-check matrix \(H : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Omega]\).
2. For each \(a \in \Omega\), decompose \(\psi_a = H^Ta \subseteq \Lambda\) as
   \[
   \psi_a = \bigcup_{b \in \Theta^a} \phi_b,
   \]
   for some set of labels \(\Theta^a\) and disjoint non-empty subsets \((\phi_b)_{b \in \Theta^a}\) of \(\psi_a\). For two different \(a, a' \in \Omega\), \(\Theta^a \cap \Theta^{a'} = \emptyset\).
3. Let \(\Theta = \bigcup_{a \in \Omega} \Theta^a\).
4. Let \(\Gamma : \mathbb{F}_2[\Theta] \rightarrow \mathbb{F}_2[\Omega]\) be the map such that for every \(b \in \Theta^a \subseteq \Theta\), \(\Gamma^Tb = a\). Indeed, \(\Gamma^T : \Theta \rightarrow \lambda\).
5. Let \(H : \mathbb{F}_2[\Lambda] \rightarrow \mathbb{F}_2[\Theta]\) be the map such that for each \(b \in \Theta, H^Tb = \phi_b\).
6. Return \((\Theta, \Lambda, \Gamma, \mathcal{H})\).

In Procedure 1, the number of ancilla qubits \(|\Theta|\) is at least \(|\Omega|\) and at most \(\sum_{a \in \Omega} |H^Ta|\). In the former case, we do not make any split at all so that our gadget is kept to be Steane-style. In the latter case, however, we make as many split as possible so that for every ancilla qubit \(b \in \Theta, |H^Tb| = 1\). Equivalently, for each two different syndrome bits \(c, c' \in \Lambda\), \(H^Tc \cap H^Tc' = \emptyset\). This is to say that the gadget is Shor-style, as it can be decomposed as a sum of cat-state gadgets.

We have not yet considered the measurement errors on the gadget. In addition, as the CNOT gates are not necessarily transversal on the data block, data errors on the same data qubit could lead to different syndromes. Shor’s scheme handles these errors by repeating syndrome extractions [9], while Steane’s scheme, however, does not require repetitions [13]. For other transversal gadgets, we naturally expect that their behavior is somewhere between Shor-style and Steane-style gadgets. In the next section, we will study the transversal gadgets for the toric code [4] and make some quantitative arguments.

**IV. TRANSVERSAL GADGETS ON THE TORIC CODE**

We briefly review the construction of the toric code [4]. A toric code is a CSS code defined on an \(L \times L\) periodic lattice on the torus. The lattice has a set \(V\) of \(L^2\) vertices, a set \(E\) of \(2L^2\) edges and a set \(F\) of \(L^2\) faces. Define the boundary map

\[
\partial : \mathbb{F}_2[\mathcal{F}] \rightarrow \mathbb{F}_2[\mathcal{E}],
F \ni f \mapsto \{ e \in \mathcal{E} | e \text{ borders } f \},
\] (24)

and the coboundary map

\[
\delta : \mathbb{F}_2[\mathcal{V}] \rightarrow \mathbb{F}_2[\mathcal{E}],
V \ni v \mapsto \{ e \in \mathcal{E} | e \text{ is incident to } v \}.
\] (25)

For each \(f \in \mathcal{F}\), \(v \in \mathcal{V}\), since \(|\partial f \cap \delta v| = 0\) or 2, we must have \(|\partial f \cap \delta v| = 0\). Indeed, \(\im \delta \cap \im \partial = 0\). Taking \(C_X = \im \delta\) and \(C_Z = \im \partial\), \(C_X \perp C_Z\) is a well-defined CSS code on the edge set \(E\). A non-trivial logical X-type (Z-type) operator is represented by a non-contractible loop (cut) on the torus, which has minimum length \(L\). In other words, the toric code has distance \(L\).

We consider using Procedure 1 to construct a transversal gadget for the Z-check matrix \(\partial\), denoted by \((\bar{E}, \bar{F}, \bar{\Gamma}, \bar{\partial})\). For each qubit (edge) \(e \in \mathcal{E}\), \(\partial^T e\) contains exactly two faces, denoted by \(f_1, f_2 \in \mathcal{F}\). If we choose to split \(e\), it must be split into two qubits \(\bar{e}_1\) and \(\bar{e}_2\) such that \(\partial^T \bar{e}_1 = f_1\) and \(\Gamma(\bar{e}_1) = e\). Geometrically, this procedure can be understood as cutting the torus along some chosen edges and obtaining a new topological space. The new space will have an edge set \(\bar{E}\) and a boundary map \(\partial : \mathbb{F}_2[\mathcal{V}] \rightarrow \mathbb{F}_2[\mathcal{E}]\). Note that each split edge \(\bar{e} \in \bar{E}\) is on the boundary of the obtained topological space. As the torus does not have a boundary, these split edges can be characterized by the subset \(\bar{\partial} \mathcal{F} \subseteq \bar{E}\). Moreover, if we cut the torus into several connected components so that the face set \(\bar{F}\) is decomposed as \(\bar{F} = \bigcup_i \bar{F}_i\), where each \(\bar{F}_i\) is the face set of a component, then the gadget \((\bar{E}, \bar{F}, \bar{\Gamma}, \bar{\partial})\) can be decomposed as

\[
(\bar{E}, \bar{F}, \bar{\Gamma}, \bar{\partial}) = \bigoplus_i \left( \delta \bar{F}_i, \bar{F}_i, \Gamma|_{\delta \bar{F}_i}, \bar{\partial}|_{\bar{F}_i} \right).
\] (26)

That is, the ancilla block \(\bar{E}\) is decomposed as sub-blocks \(\delta \bar{F}_i\), and two different blocks are not entangled. As a remark, if the torus is not being cut at all, \((\bar{E}, \bar{F}, \bar{\Gamma}, \bar{\partial})\) is the Steane-style gadget; if the torus is cut into \(L^2\) disjoint faces, \((\bar{E}, \bar{F}, \bar{\Gamma}, \bar{\partial})\) is the Shor-style gadget.

**A. Errors in Spacetime**

We now describe our model of fault-tolerant error correction. As X- and Z-errors can be corrected separately,
we can ignore the Z-errors on the data qubits and the
X-stabilizer measurements. Suppose our computation
starts from time 0 and never ends. We extract the Z-
check matrix \( \partial \) at every positive integer time. For every
t \( \in \mathbb{Z}_+ \), each data qubit could have an X-error at
time \( t - 1/2 \), and the measurement outcome of each ancilla
qubit at time \( t \) could have a classical bit-flip error. For
now, we ignore the data errors between two CNOTs in
the same extraction round.
Suppose the transversal gadget applied at time \( t \in \mathbb{N} \)
is \( \mathcal{G}_t = (E_t, F_t, \Gamma_t, \partial_t) \), where \( \Gamma_t \partial_t = \partial \). An X-error on
the data qubit \( e \in E \) at time \( t - 1/2 \) is denoted by the pair
(\( e, t \)). The measurement error on the ancilla qubit \( \tilde{e} \in E_t \) at
time \( t \in T \) is denoted by the pair \( (\tilde{e}, t) \). The set of all
data-qubit errors, denoted by \( D \), is
\[
D = E \times \mathbb{N},
\]
while the set of measurement errors, denoted by \( M \), is
\[
M = \bigcup_{t \in \mathbb{N}} E_t := \bigcup_{t \in \mathbb{N}} E_t \times \{ t \}.
\]
An error history is defined to be a finite subset \( \psi \subseteq
D \cup M \), or equivalently a vector \( \psi \in \mathbb{F}_2[D \cup M] \).
The evaluation of data errors at time \( t - 1/2 \) (\( t \in \mathbb{N} \)) is a map
\[
D_t : \mathbb{F}_2[D \cup M] \mapsto \mathbb{F}_2[E],
\]
\[
\psi \mapsto \{ e : (e, t) \in \psi \cap D \}.
\]
For later convenience, the time coordinates of the errors
are discarded. Similarly, the evaluation of measurement errors
at time \( t \) is a map
\[
M_t : \mathbb{F}_2[D \cup M] \mapsto \mathbb{F}_2[E_t],
\]
\[
\psi \mapsto \{ e : (\tilde{e}, t) \in \psi \cap M \}.
\]
The data error propagating to the the ancilla block \( E_t \) is
the accumulation of all data errors before time \( t \), which
can be evaluated by the map
\[
\tilde{D}_t := \sum_{t' \leq t} D_{t'}.
\]
In particular, we define \( \tilde{D} := \sum_{t \in \mathbb{N}} D_t \). The syndrome at
time \( t \) can be therefore evaluated by the map
\[
\sigma_t = \tilde{\partial}_t^T \left( \Gamma_t^T \tilde{D}_t + M_t \right) = \partial_t^T D_t + \tilde{\partial}_t^T M_t.
\]
We can take the difference of the syndrome sequence
\( \{ \sigma_t \}_{t \in \mathbb{N}} \),
\[
\Delta_t := \sigma_t - \sigma_{t-1} = \partial_t^T D_t + \tilde{\partial}_t^T M_t - \partial_{t-1}^T D_{t-1} - \tilde{\partial}_{t-1}^T M_{t-1}
\]
\[
= \partial_t^T (D_t - D_{t-1}) + \tilde{\partial}_t^T M_t - \tilde{\partial}_{t-1}^T M_{t-1}.
\]
In the above calculation, we set \( \sigma_0 = 0 \), \( \tilde{D}_0 = 0 \) and
\( M_0 = 0 \) for convenience. We can see that the data error
\( D_t \) only contributes to \( \Delta_t \), while the measurement error
\( M_t \) contributes to both \( \Delta_t \) and \( \Delta_{t+1} \). The syndrome history
is defined as a map
\[
\Sigma : \mathbb{F}_2[D \cup M] \mapsto \mathbb{F}_2[F \times \mathbb{N}]
\]
\[
\psi \mapsto \bigsqcup_{t \in \mathbb{N}} \Delta_t \psi.
\]
We now analyze the behavior of each single error. For
each data error \( (e, t) \), one can verify that
\[
\Sigma(e, t) = \left( \tilde{\partial}_t^T e \right) \times \{ t \} = \{ f_1, f_2 \} \times \{ t \},
\]
where \( f_1, f_2 \in F \) are the two faces sharing \( e \) as their borders.
For each measurement error \( (\tilde{e}, t) \in M \), when
\( \tilde{e} \in \tilde{E}_t \), one can verify that
\[
\Sigma(\tilde{e}, t) = (\tilde{\partial}_t^T \tilde{e}) \times \{ t, t+1 \}.
\]
If \( \tilde{e} \in \tilde{\partial}_t F \), i.e., \( \tilde{e} \) is an split edge, \( \tilde{\partial}_t^T \tilde{e} \) has only one face,
and we say that \( (\tilde{e}, t) \) is a type-I error. Otherwise, \( |\tilde{\partial}_t^T \tilde{e}| = 2 \),
and \( (\tilde{e}, t) \) is said to be a type-II error. The set of type-I errors,
denoted by \( M_1 \), is
\[
M_1 = \bigcup_{t \in \mathbb{N}} \tilde{\partial}_t F,
\]
while the set of type-II errors is denoted by \( M_2 = M - M_1 \).
The syndrome bit flips can be viewed as defects in the
(2 + 1)-dimensional lattice: each data error creates two
defects in the same time slice; each type-I error creates
two defects on the same location, but in two consecutive
time slices; each type-II error creates four defects. If \( \mathcal{G}_t \)
is a Shor-style gadget, all measurement errors at time \( t \)
will be of type-I, and the data and measurement errors
are referred to as space-like and time-like errors respectively
[19]. If \( \mathcal{G}_t \) is a Steane-style gadget, however, all
measurement errors at time \( t \) will be of type-II.

### B. Minimum-Weight Perfect Matching Decoder

Given an error history \( \psi \in \mathbb{F}_2[D \cup M] \) with observed
syndrome history \( \Sigma \psi \in \mathbb{F}_2[F \times \mathbb{N}] \), a decoder
\[
\text{Dec} : \mathbb{F}_2[F \times \mathbb{N}] \mapsto \mathbb{F}_2[D \cup M]
\]
will take \( \Sigma \psi \) as the input and output an estimation of
error history \( \psi' = \text{Dec}(\Sigma \psi) \) such that \( \Sigma \psi' = \Sigma \psi \).
The optimal choice of the decoder is the minimum-weight-
error (MWE) decoder \( \text{Dec}_{\text{MWE}} \) defined by
\[
\text{Dec}_{\text{MWE}}(\Sigma \psi) = \arg \min_{\Sigma \psi' = \Sigma \psi} |\psi'|.
\]
If the gadgets are all Shor-style so that \( M = M_1 \), the
decoding problem can be visualized by a decoder graph.
G with vertex set \( F \times \mathbb{N} \) and edge set \( D \cup M_1 \): each \( (f,t) \in F \times \mathbb{N} \) is a vertex and each error \( \psi \in D \cup M_1 \) is an edge connecting the two vertices (defects) in \( \Sigma \psi \). The error histories are also called error chains, as they can be visualized as sums of chains in \( G \). Note that the map \( \Sigma \) evaluates the boundary of a given error chain. Decoding a syndrome \( \Sigma \psi \) is essentially finding an error chain \( \psi' \) whose boundary coincides with \( \Sigma \psi \). As an error chain \( \psi \) always matches the defects in \( \Sigma \psi \) into pairs, the MWE decoder returns a minimum-weight perfect matching (MWPM) of the defects [19, 27, 42].

The existence of type-II errors complicates our problem, as they create four defects instead of two. We have to use hyper-edges to represent these errors in the decoder (hyper-)graph. Although we can still use a MWE decoder, the geometric meaning will be less clear. Notice that for any type-II error \( (\tilde{e}, t) \in M_2 \) is equivalent to two data errors \((\Gamma \tilde{e}, t) + (\Gamma \tilde{e}, t + 1) \in F_2[D] \). As an approximation, we can pretend that the type-II errors do not exist, and use the MWPM decoder

\[
\text{Dec}_{\text{MWPM}} : F_2[F \times \mathbb{N}] \to F_2[D \cup M_1]
\]
on the decoder graph with an edge set \( D \cup M_1 \). For convenience, we define a map

\[
\Pi : F_2[D \cup M] \to F_2[D \cup M_1],
\]

\[
D \cup M_1 \ni \psi \mapsto \psi',
\]

\[
M_2 \ni (\tilde{e}, t) \mapsto (\Gamma \tilde{e}, t) + (\Gamma \tilde{e}, t + 1),
\]

that projects all the errors onto the decoder graph. For each error history \( \psi \in F_2[D \cup M] \), the MWPM decoder will regard it as an error chain \( \Pi \psi \) on the decoder graph with total length \( |\Pi \psi| = |\psi| + |\psi \cap M_2| \), or more explicitly

\[
|\psi \cap D| + |\psi \cap M_1| + 2|\psi \cap M_2|.
\]

Indeed, the MWPM decoder can only guarantee that

\[
|\text{Dec}_{\text{MWPM}}(\Sigma \psi)| \leq |\Pi \psi| = |\psi| + |\psi \cap M_2|. \tag{41}
\]

However, as shown below, \( \text{Dec}_{\text{MWPM}} \) can preserve the code distance \( L \):

**Theorem 3.** If \( |\psi| < L/2 \), \( \text{Dec}_{\text{MWPM}} \) will correct \( \psi \) without introducing a logical error.

**Proof.** Let \( \psi' = \text{Dec}_{\text{MWPM}}(\Sigma \psi) \). By applying the correction \( \psi' \), the data error will become an undetectable error \( \bar{D} (\psi + \psi') \). Since the toric code has distance \( L \), it suffices to show that \( |\bar{D} (\psi + \psi')| < L \).

From (41) and the fact that \( |\psi' \cap D| \leq |\psi'| \), we obtain \( |\psi' \cap D| \leq |\psi| + |\psi \cap M_2| \). Moreover,

\[
|\psi' \cap D| + |\psi \cap D| \\
\leq |\psi| + |\psi \cap D| + |\psi \cap M_2| \\
\leq 2|\psi| < L. \tag{42}
\]

The theorem is proved by combining (42) and the fact that

\[
|\bar{D} (\psi + \psi')| \leq |\psi' \cap D| + |\psi \cap D|. \tag{43}
\]

### C. Fault-tolerant Error Correction in Finite Time

In practice, the circuit will always end in some finite time \( T \). All the errors and defects can only occur before \( T \). Indeed, the MWPM decoder will have a finite decoder graph of size \( O(TL^2) \). As the MWPM algorithm runs in polynomial time to the input size, for the purpose of reliable quantum memory, we can delay the decoding until the end of the circuit execution. However, this will be impractical for quantum computation tasks with non-Clifford gates [43]. Instead, we need to process the syndrome bits and correct the errors as soon as possible. As the information provided by the latest syndrome bits is always unreliable, they will be processed only when further syndrome bits are gathered. For example, we can divide the time axis by some chosen time

\[
1 = t_1 < t_2 < \cdots < t_i < \cdots .
\]

In the \( i \)-th round of error correction, we decode the syndrome bits in the time interval \( [t_i, t_{i+2}] \) but only correct the errors in \( [t_i - 1/2, t_{i+1} - 1/2] \); then discard the syndrome bits in \( [t_i, t_{i+1}] \) while keeping the syndrome bits in \( [t_{i+1}, t_{i+2}] \) for the next round of correction. Note that the syndrome bits at time \( t_{i+1} \) need to be updated. This is known as the overlapping recovery method [19, 23]. The details are formally described in Procedure 2, for which we define

\[
\psi[t, t'] = \{ (e, t'') \in \psi \mid t \leq t'' < t' \} \tag{44}
\]

and

\[
\Sigma[t, t'] \psi = \bigcup_{t \leq t'' < t'} \Delta t'' \psi \tag{45}
\]

for convenience.

**Procedure 2 Overlapping Recovery**

1. \( i \leftarrow 1 \).
2. Use MWPM to find an error history \( \psi' \) such that

\[
\Sigma[t_i, t_{i+2}] (\Pi \psi + \psi') = 0.
\]
3. \( \psi \leftarrow \psi + \psi'[t_i, t_{i+1}] \).
4. \( i \leftarrow i + 1 \), goto 2.

In the \( i \)-th iteration of Procedure 2, the decoder graph for MWPM only contains the vertices (syndrome bits) and edges (errors) in \( [t_i - 1/2, t_{i+2} - 1/2] \). In particular, the type-I errors at time \( t_{i+2} - 1 \) will become open edges, i.e., edges connecting to the time boundary. The defects not only can be paired with each other, but also can be fused with the time boundary so that its lifetime is extended to the next round. Intuitively, if the distance from time slice \( t_i \) to \( t_{i+1} \) on the decoder graph, denoted by \( d(t_i, t_{i+1}) \), is too small, it would be too easy for the decoder to fuse a defect at time \( t_i \) to the time boundary. As a consequence, errors can hardly be corrected.
If we use the Shor-style gadget for all the time, we will have \( d(t_i, t_{i+1}) = \lfloor \frac{1}{2} (d(t_i, t_{i+1}) - L) \rfloor \). and it has been shown that \( |t_{i+1} - t_i| = O(L) \) suffices for fault-tolerance [19]. Naturally, the result should be generalized as \( d(t_i, t_{i+1}) = O(L) \) for arbitrary choices of gadgets. To show this, we prove the following:

**Theorem 4.** In the \( i \)-th round of error correction, if the correction \( \Psi' \) creates a propagating error, i.e., \( \Pi \Psi + \Psi' \) contains a path from the time slice \( t_i \) to the time slice \( t_{i+1} \), then \(|\Psi[t_i, t_{i+1}]| \geq \frac{1}{2} (d(t_i, t_{i+1}) - L)\).

**Proof.** Suppose \( \Pi \Psi + \Psi' \) contains a path \( P_1 \) from a vertex \((f_1, t_i)\) to some vertex \((f_2, t_{i+1})\), where \( f_1, f_2 \in F \). \( \Pi \Psi + \Psi' \) must contain another path \( P_2 \) from a vertex \((f'_2, t_i)\) to a vertex \((f'_1, t_{i+1})\), where \( f'_1, f'_2 \in F \) and \( P_1 \cap P_2 = \emptyset \). We must have
\[
|P_1| = |\Pi \Psi \cap P_1| + |\Psi' \cap P_1|.
\]
(46)

Let \( P_3 \) be the shortest path from \((f'_1, t_i)\) to \((f'_2, t_{i+1})\). \( P_3 \) must have \(|P_3|, |P_2| \leq L \). Consider the cycle \( C = P_1 + P_2 + P_3 + P_4 \). By the definition of MWPM decoder, \(|\Psi'| \leq |\Psi' + C|\), which is equivalent to
\[
|\Psi' \cap C| \leq |C| - |\Psi' \cap C|.
\]
(47)

Combining \(|\Psi' \cap C| \geq |\Psi' \cap P_1| + |\Psi' \cap P_2|\) and (46), (47), we have
\[
|\Psi' \cap P_1| + |\Psi' \cap P_2| \\
\leq |\Pi \Psi \cap P_1| + |\Pi \Psi \cap P_2| + |P_3| + |P_4| \\
\leq |\Pi \Psi \cap P_1| + |\Pi \Psi \cap P_2| + 2L.
\]
(48)

Adding \(|\Pi \Psi \cap P_1| + |\Pi \Psi \cap P_2|\) to both side of (48) and combining (46), we obtain
\[
2 \left( |\Pi \Psi \cap P_1| + |\Pi \Psi \cap P_2| + L \right) \geq |P_1| + |P_2|.
\]
(49)

Therefore,
\[
|\Pi \Psi[t_i, t_{i+1}]| \geq |\Pi \Psi \cap P_1| + |\Pi \Psi \cap P_2| \\
\quad \geq \frac{1}{2} \left( |P_1| + |P_2| - 2L \right) \\
\quad \geq d(t_i, t_{i+1}) - L.
\]
(50)

Finally, as \(|\Pi \Psi[t_i, t_{i+1}]| \leq 2|\Psi[t_i, t_{i+1}]|\), we have
\[
|\Psi[t_i, t_{i+1}]| \geq \frac{1}{2} \left( d(t_i, t_{i+1}) - L \right).
\]
(51)

Given the gadgets \( \{G_t\}_{t \in \mathbb{N}} \), we can choose the time slices \( \{t_i\}_{i \in \mathbb{N}} \) such that \( d(t_i, t_{i+1}) \geq aL = O(L) \) for some constant \( a \gg 1 \). By Theorem 4, to make a propagating error happen, the system should have at least \( \left\lceil \frac{aL}{2} \right\rceil \) errors. As \( \left\lfloor \frac{aL}{2} \right\rfloor \ll \left\lceil \frac{(a-1)L}{2} \right\rceil \), errors can already lead to a logical error, assuming the errors are independent, the probability of a propagating error is negligible compared to that of a logical error.

As an extreme case, if we use the Steane-style gadget for all the time, the decoder graph will not have any time-like edges, as there are no type-I errors. The time slices are not connected with each other so that \( d(t, t') = \infty \) for any \( t \neq t' \). This allows us to choose \( t_i = t \). Moreover, when the MWPM decoder matches the defects in time slice \( t \), the syndrome information later than \( t \) is not used at all. Our analysis is compatible with the fact that Steane’s scheme supports single-shot error correction [14].

Without taking the complexity of ancilla-state preparation into account, the Steane-style gadget is the best among all transversal gadgets. In practice, however, we might hope that the ancilla block size is bounded by some constant or some function of \( L \). For example, we would like to partition the toric lattice into \( m \times m \) square lattices for some \( m \) (for simplicity, we assume that \( m \) is a divisor of \( L \)) so that each ancilla block has \( 2m(m+1) = O(m^2) \) qubits. Note that the special case \( m = 1 \) corresponds to the Shor-style gadget. For general \( m \), we naturally expect that the time overhead of fault-tolerant error correction, characterized by \( |t_{i+1} - t_i| \), is somewhere between \( O(L) \) and \( O(1) \). Unfortunately, if the partition is identical for each time slice, i.e., \( G_t = (\partial F, F, T, \partial) \) for all \( t \in \mathbb{N} \), as depicted in FIG. 2a, we will still have \( d(t, t') = |t - t'| \) due to the existence of a path of time-like errors \( \{e, t\}_{t \in \mathbb{N}} \), where \( e \in \partial F \) is some split edge. To avoid creating a straight line parallel to the time axis, we need to shuffle the type-I errors by shifting the partitions periodically.

We construct a fault-tolerant error correction scheme as follows. For simplicity, we assume that \( m = 3k \) for some \( k \in \mathbb{N} \). We label the rows and columns of the toric lattice from \( 0 \) to \( L - 1 \). As the lattice is periodic, row \((i)\) column \((0)\) \( L - 1 \) is adjacent to row \((i)\) column \((0)\). The vertex on row \( i \) and column \( j \) is labeled by \((i, j)\). At time \( t \in \mathbb{N} \), we obtain a gadget \( G_t \) by partitioning the lattice into square lattices of size \( m \times m \), whose top-left corners are \((pm + kt) \mod L, (qm + kt) \mod L\), where \( p, q = 0, \ldots, L/m - 1 \). The decoder graph is demonstrated in FIG. 2b. By our construction, we have \( G_t = G_{t+3} \). One can verify that \( d(t, t+3) = t + 2 = O(m) \) for any \( t \in \mathbb{N} \). Therefore it suffices to choose \( |t_{i+1} - t_i| = O(L/m) \) to achieve fault tolerance.

## D. Numerical Results

We study the circuit-level performance of our fault-tolerant error correction schemes numerically. The X- and Z-syndrome extractions are applied alternatively. Our error model is parameterized by a single error parameter \( p \) and consists of three parts:

1. **Gate errors:** with probability \( p \), each two-qubit CNOT gate is followed by a Pauli error drawn
uniformly at random from the set \( \{I, X, Y, Z\} \otimes^2 \setminus \{I \otimes I\} \).

2. **Measurement errors**: with probability \( 2p/3 \), a measurement outcome in either the \( Z \)- or \( X \)-basis is flipped.

3. **Preparation errors**: Ancilla preparation can lead to correlated errors that need to be removed through verification or syndrome measurement decoding. Here we assume a simple error model where the complicated ancilla blocks are generated perfectly and then each qubit undergoes an independent depolarizing channel with probability \( p_1 \), which we set to either \( p \) or 0.

We further simplify by ignoring idling errors which enables us to avoid complications due to scheduling. Comparison of these syndrome extraction methods for practical application would require a detailed multi-parameter error model, a procedure for ancilla generation and verification, and the connectivity constraints of the quantum processor.

We use a weighted variant of the union-find decoder [44, 45] to estimate the fault-tolerance thresholds. Table I and II compares our block extraction schemes and the conventional Shor’s, Steane’s and bare-ancilla schemes for the two cases \( p_1 = p \) and \( p_1 = 0 \) respectively. The ancilla block sizes parameterized by \( m \) are fixed. As \( m \) increases, the threshold is approaching the upper bound provided by Steane’s method. Moreover, although we still need \( O(L) \) rounds of extractions when \( m \) is fixed, offsetting the ancilla blocks yields higher thresholds than aligning them.

| \( m \) | Shor | Bare | 3 | 6 | 9 | 12 | Steane |
|-------|------|------|---|---|---|----|------|
| Offset | 0.91% | 0.86% | 1.14% | 1.5% | 1.75% | 1.91% | 3.3% |
| Aligned | 0.57% | 0.68% | 0.65% | 0.9% | 1.05% | 1.15% | 2.05% |

**TABLE I: Comparison of thresholds for the case** \( p_1 = p \).

| \( m \) | Shor | Bare | 3 | 6 | 9 | 12 | Steane |
|-------|------|------|---|---|---|----|------|
| Offset | 0.91% | 0.86% | 1.14% | 1.42% | 1.58% | 1.68% |
| Aligned | 0.65% | 0.81% | 0.91% | 0.92% |

**TABLE II: Comparison of thresholds for the case** \( p_1 = 0 \).

V. CONCLUSION

In this paper, we have constructed a family of syndrome extraction gadgets for CSS codes described by decomposition of parity check matrices. These gadgets allow us to extract stabilizer elements of the same type in parallel. Notably, our gadget family includes both Shor’s [9] and Steane’s [13] schemes. We applied these gadgets on the toric code and construct fault-tolerant error correction schemes. Remarkably, for a toric code with distance \( L \), one can use ancilla blocks with size \( O(m^2) \) to achieve fault tolerance in \( O(L/m) \) rounds. By numerical simulation, we found that our error correction schemes could yield higher thresholds under certain circuit-level noise models. As the data qubits would be kept idling while preparing the ancilla state, we assume that the idling errors are negligibly small, which could be achieved by trapped-ion qubits [46] or other qubits with long coherence time. In practice, the ancilla preparation errors will depend on the preparation protocols. For example, as the ancilla blocks inherit the toric code structure, one can use the bare-ancilla extractions with post-selections to prepare them [42]. The ancilla blocks might have correlated errors, but they can be characterized by space-like diagonal edges. There also exist protocols for preparing a general CSS stabilizer state by state distillations without leaving any correlated errors [40]. The resource overhead comparisons among the preparation protocols are beyond the scope of this work.

We note our method of syndrome extraction is quite general and only requires the codes be CSS. Assume-
ing zero idling error rate, it has been observed on concatenated codes that post-selections can greatly improve the threshold [15, 47]. We conjecture that our methods will yield better circuit-level thresholds than the Shor-style syndrome extraction methods currently used on large distance codes such as 2-dimensional color codes [30, 48], while keeping the rejection rates of post-selections reasonable. However, the decoding problem and the time overhead analysis would be more complicated and code specific. We expect that the framework for analyzing and optimizing the time overhead of sequential Shor-style extractions [23, 24] will be helpful for time optimizing Steane-like extraction.
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