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Abstract

Chaos is ubiquitous in physical systems. The associated sensitivity to initial conditions is a significant obstacle in forecasting the weather and other geophysical fluid flows. Data assimilation is the process whereby the uncertainty in initial conditions is reduced by the astute combination of model predictions and real-time data. This chapter reviews recent findings from investigations on the impact of chaos on data assimilation methods: for the Kalman filter and smoother in linear systems, analytic results are derived; for their ensemble-based versions and nonlinear dynamics, numerical results provide insights. The focus is on characterizing the asymptotic statistics of the Bayesian posterior in terms of the dynamical instabilities, differentiating between deterministic and stochastic dynamics. We also present two novel results. Firstly, we study the functioning of the ensemble Kalman filter (EnKF) in the context of a chaotic, coupled, atmosphere-ocean model with a quasi-degenerate spectrum of Lyapunov exponents, showing the importance of having sufficient ensemble...
members to track all of the near-null modes. Secondly, for the fully non-Gaussian method of the particle filter, numerical experiments are conducted to test whether the curse of dimensionality can be mitigated by discarding observations in the directions of little dynamical growth of uncertainty. The results refute this option, most likely because the particles already embody this information on the chaotic system. The results also suggest that it is the rank of the unstable-neutral subspace of the dynamics, and not that of the observation operator, that determines the required number of particles. We finally discuss how knowledge of the random attractor can play a role in the development of future data assimilation schemes for chaotic multiscale systems with large scale separation.

1 Introduction

This chapter attempts a unified and comprehensive discussion of a number of studies that in about a decade have contributed to shape our nowadays's understanding of the implications, impacts and consequences for data assimilation when is applied to chaotic dynamics. The chapter presents a review of the essential results appeared in different studies, but for the first time together in a coherent treatment. In addition we present new original findings addressing two key aspects that were not covered in previous studies. The first treats the impact of data assimilation on a chaotic and multiscale system, the second concerns the consequences for nonlinear, non-Gaussian, data assimilation (a particle filter) in face of the chaotic nature of the underlying dynamics.

The exposition is organised as follows. We first discuss, in Sect. 2, the chaotic character of atmospheric and oceanic flows, and provide a treatment of the key mathematical concepts and tools that allow for characterising chaos and to “measure” the degree of instabilities. In doing so, we review classical results from dynamical system theory, including the multiplicative ergodic theorem and associated definition of Lyapunov (forward, backward and covariant) vectors and exponents.

Section 3 analyses how a chaotic dynamics impacts data assimilation. Our focus is on Kalman filter (KF) and smoother (KS) in Sect. 3.1 and on their ensemble-based formulations, the ensemble Kalman filter (EnKF) and smoother (EnKS), in Sect. 3.2. Section 3.1 contains primarily analytic results and treats KF and KS in linear systems, either purely deterministic (Sect. 3.1.1) or with stochastic additive noise (Sect. 3.1.2). Section 3.2 is dedicated to nonlinear systems (deterministic, in Sect. 3.2.1 and stochastic in Sect. 3.2.2) and on how the EnKF (Evensen [2009a]) and the extended Kalman filter (EKF, Ghil and Malanotte-Rizzoli [1991]) works in this scenario. In Sect. 3.2.1 we present original results on the impact of chaos on the performance of the EnKF in a coupled atmosphere-ocean model which possesses a degenerate-like spectrum of Lyapunov exponents, disentangling on the role of the quasi-null exponents.

Section 4 reverses the perspective and instead of studying the effect of chaos on data assimilation, reports on how properties of the dynamics have been used to devise
adaptive observation strategies and ad-hoc data assimilation methods. In particular, in Sect. 4.2, we succinctly review the assimilation in the unstable subspace (AUS, Palatella et al. (2013)), a known approach that exploits the unstable-neutral subspace of the dynamics to perform the analysis. Remarkably, AUS was conceived before the findings reviewed in Sect. 3. The latter work was inspired by these early studies, and the need to provide mathematical rigor to clarify the mechanisms that made these early studies successful. In turn, the later work has furthermore provided the framework to generalize these early ideas to a variety of other types of dynamics.

Section 5 presents what we consider two main areas of future developments. In Sect. 5, the paradigm of AUS is incorporated within a fully nonlinear data assimilation scheme, the particle filter (20). It is shown that observing in the directions of instabilities is effective but also that it is not deleterious to observe the stable directions. As opposed to the data or model sizes, our results suggest that the number of particles required to achieve good results scales with the size of the unstable-neutral subspace. Section 5.2 discusses how the concept of random attractor can offer novel ways to handle the data assimilation problem in stochastic chaotic multi-scale systems with large scale separation. It also treats the implications of the numerical scheme on the output of the data assimilation cycle and ensemble-based forecasts, as well as poses some key questions for future studies.

Final conclusions and a summary are drawn in Sect. 6.

2 Chaos in atmospheric and oceanic flows

The atmosphere and the ocean are fluids that are described by the set of classical conservation laws of hydrodynamics, including the conservation of mass, momentum and energy (Vallis 2017). For the atmosphere, these are often complemented by the conservation of moisture present in the air. These laws lead to a set of local dynamical equations describing the motion of each parcel of fluid. Given that these equations are nonlinear with complex interactions with the boundaries, realistic solutions cannot be obtained analytically and one must rely on numerical simulations starting from appropriate initial conditions.

Numerical simulations are based on discrete approximations in space and time of the dynamical equations, and are often accompanied with simplifications of the equations in order to describe appropriately the scales of interest. One of the most famous approximations is the geostrophic approximation which assumes a balance between the horizontal velocity field and the horizontal pressure gradient. Geostrophic balance is a good approximation for both the ocean and the atmosphere albeit at different spatial scales. The geostrophic approximation is at the basis of the models that will be used later in Sect. 3.2.1

Whatever the scale at which the atmospheric or the ocean fluids are observed, they display an apparently erratic evolution. This erratic behavior is also present in atmospheric, ocean and climate models when appropriate forcing are imposed. This feature should not be confused with randomness as most of the models used
since the start of numerical modelling were purely deterministic. [Lorenz (1963)] showed in a simple low-order model that this erratic behavior is concomitant with the property of sensitivity to initial conditions, by which whatever small an error in the initial condition is, it will increase rapidly in time. This property implies that given the inevitable error in the initial conditions, any forecast will ultimately become useless as the error finally reaches an amplitude of the same order as the natural variability of the variable considered. The sensitivity to initial conditions and the consequent erratic-like evolution are the key properties of deterministic dynamical systems displaying chaos.

This behaviour has been found in many atmospheric, oceanic and climate models (see e.g., [Vannitsem, 2017] for a review). In particular, a detailed investigation of the chaotic nature of the coupled ocean-atmosphere system that will be used in Sect. [3.2.1] has been performed by [Vannitsem et al. (2015)].

2.1 Measuring sensitivity to initial conditions

The notion of sensitivity to initial conditions of dynamical solutions was already discovered and studied in a mathematical context by [Poincaré (1899)]. In the second half of the 20th century, this property was discovered in models of atmospheric and climate relevance (Thompson, 1957; Lorenz, 1963). Its important practical implications drove the regain of interest in developing the appropriate mathematics in support of its description and understanding. These efforts culminated with the development of the ergodic theory of deterministic dynamical systems and chaos theory. In the following we shall briefly summarise what we consider to be the key developments that led to the definition of Lyapunov exponents and vectors.

The importance of these mathematical objects stands on their ability to “measure” the degree of instabilities and thus to quantify the aforementioned sensitivity to initial conditions. While more rigorous mathematical treatments can be found in appropriate mathematical literature (see e.g., [Pikovsky and Politi, 2016] and references therein), and we will invoke that rigour to a certain extent in the following sections, here we approach the discussion with a physical and intuitive angle. Further details can also be found in [Legras and Vautard, 1996]; [Barreira and Pesin, 2002]; [Kuptsov and Parlitz, 2012].

Let us write the evolution laws of a deterministic dynamical system in the form of a set of ordinary differential equations (ODEs),

$$\frac{dx}{dt} = f(x, \sigma), \quad (1)$$

where $x$ is a vector containing the entire set of relevant variables $x = (x_1, \ldots, x_n)$ and $\sigma$ represents a set of parameters. The discussion that follows holds also when system (1) explicitly depends on time, thus being non-autonomous, provided it remains ergodic.
Since the process of measurement is always subject to finite precision, the initial state is never known exactly. To study the evolution and the implications of such an error, let us consider an initial state displaced slightly from $x_0$ by an initial error $\delta x_0$. The perturbed initial state, $x_0 + \delta x_0$, generates a new trajectory in phase space and one can define the instantaneous error vector as the vector joining the representative points of the reference trajectory and the perturbed one at a given time, $\delta x(t)$. Provided that this perturbation is sufficiently small and smooth, its dynamics can be described by the linearized equation,

$$\frac{d\delta x}{dt} \approx \frac{\partial F}{\partial x_{|t(t)}} \delta x,$$

with a formal solution,

$$\delta x(t) \approx M(t, x(t_0))\delta x(t_0).$$

The matrix $M$ is referred to as the “fundamental matrix” and is the resolvent of Eq. (2), i.e. $M(t, x(t_0)) = e^{\int_{t_0}^t \frac{\partial F}{\partial x_{|t(t)}} dt}$. The fundamental matrix contains the information on the amplification of infinitesimally small perturbations.

In the context of the ergodic theory of deterministic dynamical systems, the Oseledets theorem (Kuptsov and Parlitz, 2012) shows that the limit of the matrix $M$ obtained for $t \to \infty$, exists; let us refer to this limiting matrix as $S$. The logarithm of its eigenvalues are called the Lyapunov exponents (LEs), whereas the full set of LEs is called the Lyapunov spectrum, and is usually represented in decreasing order. The eigenvectors of $S$, which are local properties of the flow (they change along the trajectory thus being time-dependent) and depend on the initial time $t_0$, are called the forward Lyapunov vectors (FLVs) (Legras and Vautard, 1996).

The LEs are a powerful tool to “measure” chaos and to characterise the degree of instability of a system. For instance, LEs are averaged (asymptotic) indicators of exponential growth (LE>0) or decay (LE<0) of perturbations under the tangent-linear model. A deterministic chaotic system is uniquely characterised by having at least its leading LE larger than zero, i.e. $LE_1 > 0$. The sum of the LEs is equal to the average divergence of flow generated by Eq. (1) (see e.g. Pikovsky and Politi (2016)). This means that in dissipative (conservative, e.g. Hamiltonian) systems the sum of the LEs is negative (zero): volumes in the phase space of a dissipative (conservative) dynamics reduce (are conserved) on average with time. Furthermore, autonomous continuous-in-time systems generally possess at least one LE=0, unless they converge to a motion-less state. This null exponent is related to perturbations aligned to the system’s velocity vector (i.e. $\delta x = \delta$), so although they shall fluctuate depending on the local flow, they will not on average decay nor growth. These last two properties can also be used as a check for numerical accuracy when computing the LEs.

The multiplicative ergodic theorem (MET) (Barreira and Pesin, 2002, Theorem 2.1.2) guarantees that, under general hypotheses, the eigenvalues of the matrix $(M^T M)^{1/2(t-t_0)}$, obtained for $t \to \infty$ are equivalent to the ones of the matrix $S' = (MM^T)^{1/2(t-t_0)}$ when $t_0 \to -\infty$. The equivalence of the spectrum of $S$ and $S'$
is not generically true for the fundamental matrix of an arbitrary, linear dynamical system; however, the MET guarantees that this is a fairly generic property of the resolvent of the \textit{tangent-linear model of a nonlinear dynamical system}. If the flow of the time derivative $f$ is a $C^1$ diffeomorphism of a compact, smooth, Riemannian manifold $M$, then the MET assures that the LEs are defined equivalently by the log-eigenvalues of $S$ or $S'$ for any initial condition $x(t_0)$ and that the LEs are unique on a subset of $M$ of full measure with respect to any ergodic invariant measure $\mu$ of the flow. Note that, without the condition of ergodicity of $\mu$, the LEs may be well-defined point-wise, but the specific values and their multiplicity may depend on the initial condition $x(t_0)$.

The matrices $S$ and $S'$ are symmetric. However, contrary to the eigenvalues, the eigenvectors of these two matrices are not equivalent due to the asymmetric character of the fundamental matrix $M$ in forward- and reverse-time. The eigenvectors of the latter are called the \textit{backward Lyapunov vectors} (BLVs). Theoretically, each matrix can be evaluated at the same place along the reference trajectory $x(t)$ and their orthogonal eigenvalues can be computed as $L^{b,i}_t$ and $L^{b,i}_0$ for $S$ and $S'$, respectively, where it is understood that the time-dependence on $t$ is with respect to the linearization of the dynamics at $x(t)$. There exist \textit{Oseledet subspaces} $W^i_t$, 

$$W^i_t = L^{b,1}_t \oplus ... \oplus L^{b,i}_t \cap L^{f,i}_t \oplus ... \oplus L^{f,N}_t,$$

with $\oplus$ being the direct product (Ruelle [1979]), that have the important properties of being invariant under the effect of the fundamental matrix, such that 

$$M(\tau, x(t))W^i_t = W^i_\tau.$$ 

Due to their orthogonal nature, the FLVs and the BLVs require by definition the choice of a norm and of an inner product. Nevertheless, the Oseledet subspaces themselves do not have this dependence; in this way, they can be considered to embed more invariant information about the dynamics. The decomposition of the tangent-linear space into these covariant subspaces is commonly known as the “Oseledet splitting” or decomposition. The classical form of the MET thus guarantees that the Oseledet splitting is well-defined and consistent with probability one over all initial conditions of the attractor, with respect to the invariant, ergodic measure. Other covariant splittings of the tangent-linear model, such as by exponential dichotomy, exist under more general forms of the MET (Froyland et al., 2013).

When the Lyapunov spectrum is non-degenerate, one can define a time-varying basis, subordinate to the Oseledet spaces, $W^i_t = \text{span} \{L^{c,i}_t\}$, such that 

$$M(\tau, x(t))L^{c,i}_t = \alpha_i(\tau, x(t))L^{c,i}_t,$$

where $\|L^{c,i}_t\| = \|L^{c,i}_\tau\|$, and $\alpha_i(\tau, x(t)) \in \mathbb{R}$ describes an amplification factor. The vectors $L^{c,i}_t$ are known as the \textit{covariant Lyapunov vectors} (CLVs). In the long-time limit, the amplifications $\alpha_i(\tau, x(t))$ can be associated to the LEs as,
\[ \pm \lambda_i = \lim_{\tau \to \pm \infty} \frac{1}{\tau} \ln |\alpha_i(\tau, x(t))| = \lim_{\tau \to \pm \infty} \lambda^\tau_i(x(t)) \]  

(7)

where we indicate by \[ \lambda^\tau_i(x(t)) \] the average of the growth rate taken over a time window \( \tau \) starting at \( t \) at position \( x(t) \), and are commonly known as the local Lyapunov exponents (LLEs) (Pikovsky and Politi, 2016, see chapter 5).

Throughout the chapter we will denote the matrix with columns corresponding to the full tangent linear space ordered basis of BLVs/FLVs/CLVs at time \( t \) as \( L^e_t \) for \( e \in \{b, f, c\} \) respectively. A sub-slice of this matrix of Lyapunov vectors corresponding, inclusively, to columns \( i \) through \( j \) will be denoted \( L^e_{i,j} \). In the following, the relationships between these Lyapunov vectors and their asymptotic dynamics will be key to understanding the predictability of chaotic systems. For this purpose, we will largely use the BLVs and the CLVs, and to a lesser extent the FLVs.

Note that the basis \[ \{L^e_{i,j}\}_{i,j=1}^{N_x} \] is not orthogonal in general and, in fact, the angles between any two Oseledec subspaces \( W_i \) and \( W_j \) are not in general bounded away from zero in their limits in forward- or reverse-time. For this reason, coordinate transformations to covariant Oseledec bases are not generally numerically well-conditioned asymptotically, and therefore hard to compute. The property of integral separation (Dieci and Van Vleck, 2002), describing the stability of the Lyapunov spectrum under bounded perturbations of the tangent-linear equations, ensures that the angles between the covariant subspaces will remain bounded away from zero, but this is a strong condition and it is not as generic of a property as the existence of the Oseledec decomposition under the MET. However, if a dynamical system is integrally separated as above, there exists a well-defined, numerically well-conditioned transformation of coordinates of the tangent-linear model for which the action of the resolvent \( M \) can be expressed as a block-diagonal matrix with each block describing the invariant dynamics of a single Oseledet space. For degenerate spectrum, these blocks may be upper-triangular, but for non-degenerate spectrum this representation of the resolvent becomes a strictly diagonal matrix; see Theorem 5.4.9 of Adrianova (1995) for the classical result, or Theorem 5.1 of Dieci and Van Vleck (2007) and Froyland et al. (2013) for more recent extensions.

### 3 Data assimilation in chaotic systems - How the dynamics impacts the way we assimilate data

The high sensitivity of a chaotic dynamical system to the initial condition makes it hard to forecast it, even when their evolution equations are perfectly known. Indeed the typical error grows exponentially over time with a rate given by the largest positive LE. With a view to forecasting, one has no choice but to regularly correct its trajectory using information on the system state obtained through observations. This is the primary goal of data assimilation (DA) and has been key to the success of numerical weather forecasting. We refer to Kalnay (2003); Asch et al. (2016) and references therein for textbooks and reviews on geophysical DA.
When framed in a Bayesian formalism, the goal of DA is to estimate the conditional probability density function (pdf) of the system state knowing observations of that system. For high-dimensional systems, only approximations of this pdf can be obtained, among which the Gaussian approximation is the most practical and common (Carrassi et al., 2018). In the case of Gaussian statistics of the error and linear dynamics, the conditional pdf can be obtained analytically: it is Gaussian, and can be sequentially computed using the Kalman filter (KF) (Kalman, 1960). Directly inspired from the Kalman filter, the extended Kalman filter (EKF) offers an approximate DA scheme when the operators are nonlinear (Ghil and Malanotte-Rizzoli, 1991). However, it can hardly be used in the context of high-dimensional systems, where it has to be replaced with the ensemble Kalman filter (EnKF) (Evensen, 2009b). In the EnKF, the covariance matrices are represented by state perturbations which are representative of the errors and, together with the state mean, form a limited-size ensemble of state vectors.

Understanding how the ensemble of the EnKF evolves under the action of the DA scheme and the forecast model dynamics is important. Several numerical results suggest that the skills of ensemble-based DA methods in chaotic systems are related to the instabilities of the underlying dynamics (Ng et al., 2011). Numerical evidences exist that some asymptotic properties of the ensemble-based covariance matrices (rank, span, range) relate to the unstable modes of the dynamics (Sakov and Oke, 2008a; Carrassi et al., 2009). Nevertheless, a better, more profound, understanding of these results was needed to aim at designing reduced rank, computationally cheap, formulations of the filters.

Analytic results that have shed lights on the behaviour of filters and smoothers on chaotic dynamics, and explained the numerically observed properties, have been obtained for linear dynamics. Section 3.1.1 reviews those findings in the case of deterministic systems without model error, based on the work by Gurumoorthy et al. (2017) and Bocquet et al. (2017). Section 3.1.2 treats their extension to the case of stochastic systems, following the work by Grudzien et al. (2018a,b). In the case of nonlinear dynamics, robust numerical evidences will be described by the original experiments in Sect. 3.2 that extent the previous findings by Bocquet and Carrassi (2017).

3.1 Linear dynamics: the effect of chaos on the Kalman filter and smoother

3.1.1 Perfect and deterministic dynamics

At time $t_k$, let $x_k \in \mathbb{R}^{N_x}$ and $y_k \in \mathbb{R}^{N_y}$ be the state and observation vector, respectively. Let us assume linear evolution model dynamics $M_k$ and observation model $H_k$ such that
The model and observation noises, $w_k$ and $v_k$, are assumed mutually independent, zero-mean Gaussian white sequences with statistics
\[
E[w_k w_l^\top] = \delta_{k,l} R_k, \quad E[v_k v_l^\top] = \delta_{k,l} Q_k, \quad E[v_k w_l^\top] = 0.
\] (9)

In the Kalman filter, which yields the optimal DA solution with such assumptions, the forecast error covariance matrix $P_k$ satisfies the recurrence
\[
P_{k+1} = M_{k+1} (I + P_k \Omega_k)^{-1} P_k M_{k+1}^\top + Q_{k+1},
\] (10)

where
\[
\Omega_k \equiv H_k^\top R_k^{-1} H_k,
\] (11)
is the precision matrix of the observations mapped into state space. In the absence of model error, i.e. $Q_k \equiv 0$, Gurumoorthy et al. (2017) proved rigorously that in the full-rank KF (in particular $P_0$ is full rank), $P_k$ collapses onto the unstable-neutral subspace.

We shall summarise in the following some key results that apply to the full-rank but also to the degenerate case, i.e. even if $P_0$ is of arbitrary rank and the initial errors of the DA scheme only lie in a subspace of $\mathbb{R}^{N_x}$. In particular they apply to the EnKF if the dynamical and observations operators are both linear. We recall them here, but readers can find full details in Bocquet et al. (2017); Bocquet and Carrassi (2017).

**Result 1**: Bound on the free forecast error covariance matrix

Let us define the resolvent of the dynamics from $t_l$ to $t_k$ as $M_{k,l} = M_k M_{k-1} \cdots M_{l+1}$, with the convention that $M_{k,k} = I$. The first key result is the following inequality in the set of the semi-definite symmetric matrices:
\[
P_k \leq M_{k,0} P_0 M_{k,0}^\top + \Xi_k =: P_k^{\text{free}},
\] (12)

where
\[
\Xi_0 \equiv 0 \quad \text{and for } k \geq 1 \quad \Xi_k \equiv \sum_{l=1}^{k-1} M_{k,l} Q_l M_{k,l}^\top,
\] (13)
is known as the controllability matrix (Jazwinski 1970), and the suffix “free” is used to refer to the forecast error of the system unconstrained by data. In the absence of model noise ($Q_k \equiv 0$ for the rest of this section), it reads
\[
P_k \leq M_{k,0} P_0 M_{k,0}^\top.
\] (14)

Assuming the dynamics to be non-singular, the column subspace of the forecast error covariance matrix satisfies
\[
x_k = M_k x_{k-1} + w_k, \quad \text{ (8a)}
\]
\[
y_k = H_k x_k + v_k. \quad \text{ (8b)}
\]
\begin{equation}
\text{Im}(P_k) = \text{Im}(M_{k:0}) \text{.} \tag{15}
\end{equation}

If \( n_0 \) is the dimension of the unstable-neutral subspace of the dynamics, it can further be shown that
\[
\lim_{k \to \infty} \text{rank}(P_k) \leq \min \{\text{rank}(P_0), n_0\} \text{,} \tag{16}
\]
which is a first proof of the collapse of the error covariance matrix (actually its column space) onto the unstable and neutral subspace of the dynamics.

**Result 2:** Collapse onto the unstable subspace

Let \( \sigma_i^k \), for \( i = 1, \ldots, N_x \) denote the eigenvalues of \( P_k \) ordered as \( \sigma_1^k \geq \sigma_2^k \cdots \geq \sigma_N^k \). It was shown that
\[
\sigma_i^k \leq \beta_i \exp\left(2\lambda_i^k k\right) \text{,} \tag{17}
\]
for some \( \beta_i > 0 \), where \( \lambda_i^k \) is a log-singular value of \( M_{k:0} \) that converges to the LE \( \lambda_i \). This gives an upper bound for all eigenvalues of \( P_k \) and a rate of convergence for the \( N_x - n_0 \) smallest ones. Moreover, if \( P_k \) is uniformly bounded, it can further be shown that the stable subspace of the dynamics is asymptotically in the null space of \( P_k \), \( i.e. \),
\[
\lim_{k \to \infty} \left\| P_k L_i^k \right\| = 0 \tag{18}
\]
for all \( i > n_0 \); this extends to any norm and linear combination of these vectors.

**Result 3:** Explicit dependence of \( P_k \) on \( P_0 \)

To study the dependence of \( P_k \) on \( P_0 \), it has been shown that the forecast error covariance matrix can be written as
\[
P_k = M_{k:0} P_0 M_{k:0}^\top \left( I + \Gamma_k M_{k:0} P_0 M_{k:0}^\top \right)^{-1} \text{,} \tag{19}
\]
where the matrix
\[
\Gamma_k = \sum_{l=0}^{k-1} M_{k:l}^\top \Omega_l M_{k:l}^{-1} \text{,} \tag{20}
\]
is known as the *information matrix* and it measures the *observability* of the system by propagating the precision matrices \( \Omega_l \) up to \( t_k \).

An alternative formulation of Eq. (19) is
\[
P_k = M_{k:0} P_0 \left[ I + \Theta_k P_0 \right]^{-1} M_{k:0}^\top \text{,} \tag{21}
\]
where
\[
\Theta_k \equiv M_k^T \Gamma_k M_k = \sum_{l=0}^{k-1} M_l^T \Omega_l M_l, \tag{22}
\]
is also an *information* matrix, directly related to the *observability* of the DA system, but pulled back at the initial time \( t_0 \). Equation (21) is of key importance because it allows to study the asymptotic behaviour of \( P_k \), *i.e.* the filter “believed” error, using the asymptotic properties of the dynamics.

**Result 4**: Asymptotics of \( P_k \)

For \( P_k \) to forget about \( P_0 \) as \( k \) tends to infinity, it was shown that one can impose the following sufficient conditions:

- **Condition 1**: Recall that the FLVs at \( t_0 \) associated to the unstable and neutral exponents are the columns of \( L_{0}^{1,n_0} \in \mathbb{R}^{N_x \times n_0} \). Moreover, let define the anomaly matrix \( X \in \mathbb{R}^{N_x \times n_0} \) such that \( P = XX^T \). The condition reads
  \[
  \text{rank} \left( X_0^T L_{0}^{1,n_0} \right) = n_0. \tag{23}
  \]
  In practice the initial ensemble anomalies \( X_0 \) projects onto the first \( n_0 \) FLVs at \( t_0 \).

- **Condition 2**: The model is sufficiently observed so that the unstable and neutral directions remain under control, *i.e.*, there exists \( \varepsilon > 0 \) such that
  \[
  \left( L_k^{b,1,n_0} \right)^T \Gamma_k L_k^{b,1,n_0} > \varepsilon I. \tag{24}
  \]

- **Condition 3**: Furthermore, for any neutral BLV we have
  \[
  \lim_{k \to \infty} \left( L_k^{b,n_0} \right)^T \Gamma_k L_k^{b,n_0} = \infty, \tag{25}
  \]
  implying that the neutral direction is well observed and controlled.

Under these three conditions, we obtain

\[
\lim_{k \to \infty} \left\{ P_k - L_k^{b,1,n_0} \left[ \left( L_k^{b,1,n_0} \right)^T \Gamma_k L_k^{b,1,n_0} \right]^{-1} \left( L_k^{b,1,n_0} \right)^T \right\} = 0. \tag{26}
\]

Hence, the asymptotic sequence does not depend on \( P_0 \), but only \( \Gamma_k \), *i.e.* the dynamics. It can also be shown that the neutral modes have a peculiar role and a long lasting influence: their influence on the current estimate decreases sub-exponentially.

**Result 5**: From the degenerate KF to the square-root EnKF and EnKS

The recurrence Eq. (21) can be reformulated in a factorised form which is suited to the square-root EnKF. The standard perturbation decomposition of the forecast error
covariance is
\[ P_k = X_k X_k^T, \]  
where \( X_k \) is the matrix of centred perturbations (the anomaly matrix aforementioned). A right-transform update formula can then be obtained from (21):
\[ X_k = M_{k:0} X_0 \left[ I + X_0^T \Theta_k X_0 \right]^{-1/2} \gamma_k, \]  
where \( \gamma_k \) is an arbitrary orthogonal matrix such that \( \gamma_k \mathbf{1} = \mathbf{1} \), where \( \mathbf{1} \) is the vector \([1 \ldots 1]^T\) defined in the ensemble subspace. It is equivalent to the left-transform update formula
\[ X_k = \left[ I + M_{k:0} P_0 M_{k:0}^T \Gamma_k \right]^{-1/2} M_{k:0} X_0 \gamma_k. \]  
The importance of Eqs. (28) and (29) stands on the fact that with linear models, Gaussian observation and initial errors, the (square-root) degenerate KF (with \( X \in \mathbb{R}^{N_x \times n} \) and \( n < N_x \)) is equivalent to the square-root EnKF and can serve as a proxy to the EnKF applied to nonlinear models.

All of these results can be generalised to linear smoothers. In particular, the smoother forecast error covariance matrix is similar to that of the filter, i.e. given by (19) (or (21)) but with the following modified information matrix:
\[ \tilde{\Gamma}_k = \Gamma_k + \sum_{l=k}^{k+L-S} M_{k,l}^{-T} \Omega_k M_{k,l}^{-1}, \]  
where \( L \) is the lag of the smoother (how far in the past observations are accounted for) and \( S \) tells by how many time steps the smoother’s window is shifted between two consecutive updates. Note that \( \tilde{\Gamma}_k \geq \Gamma_k \) (using the Loewner order on the set of semi-definite positive matrices) reflecting the general higher amount of information incorporated within a smoother update relative to a filter. Therefore the asymptotic sequences for the filter (right-hand side) and smoother (left-hand-side) follow the inequality:
\[ L_k^{b,1:n_0} \left[ \Gamma_k^{b,1:n_0} \right]^T \tilde{\Gamma}_k L_k^{b,1:n_0} \left[ \Gamma_k^{b,1:n_0} \right]^T \leq L_k^{b,1:n_0} \left[ \Gamma_k^{b,1:n_0} \right]^T \Gamma_k^{b,1:n_0} \left[ \Gamma_k^{b,1:n_0} \right]^T. \]  

The linear smoothers can serve as a proxy to the ensemble Kalman smoother [Evensen, 2009b] or the iterative ensemble Kalman smoother (IEnKS) (Bocquet and Sakov, 2014) applied to nonlinear models (Bocquet and Carrassi, 2017). With the IEnKS, where the true state trajectory is even better estimated and the errors are reduced, the collapse of the perturbations onto the unstable and neutral subspace is expected to be even faster.
3.1.2 Stochastic dynamics

The above perfect-deterministic model configuration demonstrates how chaos shapes the inferences of the posterior. Asymptotic statistics are determined by the ability of the filter to control the growth of initial error in the unstable-neutral subspace with respect to its sensitivity to observations therein. However, in realistic DA, additional forecast errors are introduced throughout the forecast cycle due to the inadequacy of numerical models in representing reality. One classical approach to treat these model errors is to represent them as additive or multiplicative noise (Jazwinski, 1970). Oseledet’s theorem and the Lyapunov spectrum are also formulated for such systems of stochastic differential equations (SDEs) and discrete maps.

Suppose \( \{ f^i \}_{i=0}^d \) is a collection of \( C^3 \) vector fields on \( M \subset \mathbb{R}^N \), a smooth manifold without boundary. Define \( \{ W^i \}_{i=1}^d \) where each \( W^i \) is an independent Wiener process defined on the probability space \( (\Omega, \mathcal{F}, P) \). This describes a generic Stratonovich SDE,

\[
\frac{d x}{d t} = f(x, \sigma, \omega) \equiv v^0(x, \sigma) + \sum_{i=1}^d v^i(x, \sigma) \circ W^i(\omega). \tag{32}
\]

For fixed \( \sigma \), if \( \{ v^i \}_{i=1}^d \) span the tangent space \( T_x M \) for each \( x \in M \), then the system of SDEs gives rise to a unique probability measure \( \mu \) on \( M \) that is invariant with respect to the random flow induced by the system of SDEs. For \( \mu \times P \) almost every \( (x, \omega) \in M \times \Omega \), the Lyapunov exponents and their multiplicity are defined and only depend on \( x \) (Liu and Qian, 2006)[Theorem 2.1]. For the SDE, \( f(x, \sigma, \omega) \), the tangent linear model is once again defined as in Eq. (2) from which the exponents and vectors can be computed as usual (Pikovsky and Politi, 2016)[Chapters 2 and 8].

The analysis from perfect-deterministic models thus extends to stochastically forced models as in Eq. (8a) but with key differences. Firstly, the forecast error covariance can generally be considered to be of full rank due to the injection of the stochastic forcing \( w_k \) into arbitrary subspaces; the standard controllability assumption actually guarantees that it is of full rank after a sufficient lead time (Jazwinski, 1970)[Lemma 7.3]. Stochastic perturbations \( w_k \) are, moreover, subject to growth and decay rates of the LLEs, \( \lambda^i \) of Eq. (7). These LLEs are distributed about the LE such that even asymptotically stable modes may have transient periods of rapid growth.

To make the analysis tractable, assume that the dynamics are stationary in the sense that the recursive QR algorithm (Shimada and Nagashima, 1979; Benettin et al., 1980) converges uniformly to the theoretical LLEs uniformly in number of iterations from any initial time. While the forecast error covariance is not generally reduced-rank, the stable dynamics is actually sufficient to uniformly bound the forecast error variances in the stable subspace without any assimilation.
**Result 6:** Uniform bounds on the variance of errors in the stable subspace

Recall that $L_{\text{blv}_i}^k$ is the $i$-th BLV and that $P^\text{free}_k$ is the free forecast error covariance (e.g. without DA). For $\lambda_i < 0$, define $\epsilon > 0$ such that $\exp \{2\lambda_i + \epsilon\} < 1$. By the stationarity assumed above, there exists $N_\epsilon$ such that if $k - l > N_\epsilon$, then

$$-\epsilon < \frac{1}{k - l} \log \left( \| M_{\lambda_i}^\top L_{\text{blv}_i}^k \| \right) - \lambda_i < \epsilon. \quad (33)$$

Assuming that the system is uniformly completely controllable and $Q_k \leq q_{\sup} I_n < \infty$ for all $k$, the controllability matrix, Eq. (13), is uniformly bounded above by $C_{N_\epsilon} I_n$. A variation on Eq. (12) can be used to obtain a uniform bound on the $i$-th variance of $P^\text{free}_k$ in the basis of the BLVs as

$$\limsup_{k \to \infty} \left( L_{\text{blv}_i}^k \right)^\top P^\text{free}_k L_{\text{blv}_i}^k \leq C_{N_\epsilon} + \frac{q_{\sup} \exp \{2(\lambda_i + \epsilon)N_\epsilon + 1\}}{1 - \exp \{2(\lambda_i + \epsilon)\}}. \quad (34)$$

This bound represents the competing forces of the transient growth rates of recently introduced perturbations in the controllability matrix, and perturbations that adhere to their asymptotic log-average rate of decay in the stable subspace within a margin of $\epsilon$ (Grudzien et al., 2018a) [proposition 2 and corollary 3]. This demonstrates that, if assimilation prevents error growth in the span of the unstable-neutral BLVs, errors in the span of the stable BLVs can be neglected without relinquishing filter boundedness. However, this does not state whether the error in the span of the stable subspace will remain within tolerable bounds.

Redefine $q_{\sup}$ such that $P^\text{free}_0 Q_k \leq q_{\sup} I_n$ for all $k$. The variance of the free forecast in the $i$-th BLV is bounded directly as

$$\left( L_{\text{blv}_i}^k \right)^\top P^\text{free}_k L_{\text{blv}_i}^k \leq q_{\sup} \sum_{l=0}^k \left( L_{\text{blv}_i}^l \right)^\top M_{k:l} Q_{k:l} M_{k:l}^\top L_{\text{blv}_i}^l = q_{\sup} \sum_{l=0}^k \| (T_{k:l}^\top)^i \|^2, \quad (35)$$

where $\| (T_{k:l}^\top)^i \|$ is the norm of the $i$-th row of $T_{k:l}$ in the recursive QR decomposition of the propagator, $M_{k:l} = L_{\text{blv}_i}^k T_{k:l} \left( L_{\text{blv}_i}^l \right)^\top$. The sum

$$\Psi_{k}^i \triangleq \sum_{l=0}^k \| (T_{k:l}^\top)^i \|^2 \quad (36)$$

describes the invariant evolution for the $i$-th variance of the free forecast error covariance matrix in the basis of BLVs. In the case that $Q_k = q I_n$ for all $k$, Eq. (35) becomes an equality and $\Psi_{k}^i$ can be interpreted as the evolution of the $i$-th variance.
when \( q = 1 \). As \( k - l \) grows \( \| (T_{k-l}^T)^i \| \) converges exponentially to zero while for \( k - l \) close to one this describes transient dynamics in the basis of the BLVs. Although \( \Psi_k \) is guaranteed to be uniformly bounded in \( k \) (Grudzien et al., 2018a) [corollary 3], numerical simulations demonstrate how this uniform bound can be extremely large.

Figure 1 presents an example from Grudzien et al. (2018a) of the free forecast error variance, \( \Psi_k \), over \( 10^4 \) forecast cycles where the model propagator \( M_k \) is defined by the evolution of the tangent linear model of the Lorenz-96 system (Lorenz, 1996) in \( N_x = 10 \) dimensions, with an interval between observations of 0.1, and \( Q_k \equiv I_{N_x} \). Although this model is generated from the underlying nonlinear Lorenz system, the state model for the experiment is treated as a discrete linear model using only the tangent-linear resolvent as above. This model has three unstable, one neutral and six stable LEs. While \( \lambda_5 \) and \( \lambda_6 \) are negative, \( L_{5, k} \) and \( L_{6, k} \) experience frequent transient instabilities in the timeseries of their LLEs (see bottom row in Fig. 1). The LLEs of \( F_{5, k} \) have more intense growth, reflected in the differences between \( \Psi_{5, k} \) and \( \Psi_{6, k} \) (top row): the maximum of \( \Psi_{5, k} \) is on the order of \( O(10^5) \) and the mean is approximately 28; for \( \Psi_{6, k} \) the max is of \( O(10^3) \) and the mean is approximately 808. This suggests that, as opposed to the case of deterministic dynamics, for successful DA in stochastic systems with additive model error, it is necessary to control the growth of forecast errors also in the span of weakly stable BLVs. While errors in this span will not grow indefinitely and remain bounded, if those directions are left uncontrolled their error bounds can be practically too large for any meaningful state estimation purposes.

**Fig. 1** Upper: time series of \( \Psi_{5, k} \) and \( \Psi_{6, k} \) as defined in Eq. (36). Lower: LLEs of \( L_{5, k} \) and \( L_{6, k} \). Adapted from Grudzien et al. (2018a)
**Result 7**: The unfiltered-to-filtered error upwell and the need for inflation

Motivated by the results above, suppose that an approximate, reduced-rank Kalman estimator is defined such that the resulting forecast error covariance and the Kalman gain have image (column) spaces constrained to the span of the leading \( r \geq n_0 \) BLVs, \( L^b_{r,k} \). For perfect and deterministic dynamics, this estimator is asymptotically equivalent to the optimal Kalman filter by the results of Sect. 3.1.1. On the other hand, Result 6 establishes that, in the presence of additive model errors, the variance of the unfiltered error in the span of the trailing \( N_k-n_0 \) BLVs will remain finite, albeit bounded as per Eq. (35). When \( r > n_0 \) this reduced-rank Kalman filter will correct the \( r - n_0 \) stable modes in addition to unstable-neutral modes, thereby reducing the variance of the free forecast errors below the bounds pictured in Fig. (1).

Grudzien et al. (2018b) derive the full forecast error covariance dynamics for the reduced-rank Kalman estimator described above. Note that, as opposed to the free forecast error covariance described in relation to Result 6, the discussion pertains now to the forecast error covariance cycled within the KF. While the standard reduced-rank KF formalism would write the recursion for the forecast error covariance entirely within the span of \( L^b_{r,k} \), it is herein proven in Grudzien et al. (2018b) that forecast errors in the column span of trailing \( L^b_{r,k+1:N_k} \) (those left “uncorrected” by DA) are transmitted into the column span of \( L^b_{r,k} \). This “error upwell” is a consequence of the KF rank-reduction within the first \( r \) BLVs and is driven by the upper triangular dynamics of the BLVs in the recursive QR algorithm. Therefore, neglecting the contribution of the “upwelling” of error from the trailing to the leading BLVs, as in the standard recursion, leads to a systematic underestimation of the true forecast error in the presence of additive noise. Furthermore, because the leading \( r \) BLVs share the same span as the leading \( r \) Oseledets spaces, Eq. (4), the upwelling of errors from the span of the trailing BLVs to the leading BLVs holds for any estimator that is restricted to the span of the leading \( r \) covariant subspaces.

Figure 2 presents an example from Grudzien et al. (2018b), using the same tangent linear model from the 10-dimensional Lorenz-96 system as in Fig. 1 and fixing each of \( H_k = R_k = Q_k = I \). In each window, the eigenvalues of the forecast error covariance matrix of the optimal full-rank KF (yellow) and of the “exact”, reduced-rank estimator (red) are averaged over \( 10^5 \) analysis cycles and plotted with triangles. By exact it is meant here that the full covariance equation is evolved analytically, including the covariance within the unfiltered trailing BLVs and their cross covariances with the leading filtered modes. The rank, \( r \), of the reduced-rank estimator is varied to examine the differences between the forecast error covariances arising from the optimal KF and the reduced-rank one when only the unstable-neutral subspace is corrected by the gain (\( r = n_0 = 4 \)), the first stable mode is corrected by the gain (\( r = 5 \)) and so on. As suggested by Fig. 1 correcting the first stable mode reduces the leading eigenvalue of reduced-rank estimator’s forecast error covariance by an order of magnitude versus the case when only the unstable-neutral subspace has been corrected (cf the red curves between the two top windows).

In each window the projection coefficients of the reduced-rank estimator’s forecast error covariance into the basis of BLVs are also plotted (green line). For the full-
Fig. 2 Eigenvalues of the KF and the reduced-rank estimator covariances plotted with triangles. Projection coefficients of the reduced-rank estimator covariance plotted with X’s.

rank optimal KF, the projection coefficients closely follow the eigenvalues and this is not shown due to redundancy. By contrast, it is clear that for the reduced-rank estimator the leading eigenvector is typically close to the first BLV that is contained in the null space of the reduced-rank gain, i.e. the first among the unconstrained directions. Figure 2 demonstrates thus a fundamental difference between the perfect model and stochastically forced models configurations: in stochastic systems, using a reduced-rank \( n_0 \leq r < N_x \) Kalman estimator, the leading order forecast errors can actually lie in the stable, unfiltered modes. Those modes must be taken thus into account in the DA procedure by, for instance, appropriately enlarging the ensemble size or otherwise augmenting the span of the ensemble-based gain.

The exact recursion for the reduced-rank gain (red lines in Fig. 2) requires resolving the full error covariance dynamics and therefore cannot be used practically for DA. Nevertheless, it was used here to render apparent, the upwelling phenomena: a fundamental source of uncertainty that is not captured by the standard reduced-rank KF (and thus almost all EnKF) recursion. This mechanism is ubiquitous whenever one solves for a reduced rank estimator and is present whenever the forecast error evolution can be well approximated by the tangent-linear dynamics (see Sect. 3.2.2). Notably, it also provides one basic, mathematically grounded, justification for using covariance inflation (Grudzien et al., 2018), a powerful common fix used in ensemble-based DA (that are commonly rank-deficient by construction) to mitigate for sampling, and sometimes model, error (see e.g. Carrassi et al., 2018, their Section 4.4.2 and references therein). Finally, the exact recursion also demonstrates the asymptotic characteristics of the forecast error covariance when using a reduced-rank gain, in the absence of sampling error. It is extremely important to note that in the exact error dynamics for the reduced rank estimator, the leading order forecast errors lie in the directions that are asymptotically stable but unfiltered. This also highlights
the importance of localization (Sakov and Bertino, 2011) and gain-hybridization (Penny, 2017) as effective means for preventing the growth of forecast errors that lie outside of the ensemble span in the EnKF.

3.2 Nonlinear dynamics: the effect of chaos on the ensemble Kalman filter

3.2.1 Perfect and deterministic dynamics

The performance and the functioning mechanisms of the EnKF in nonlinear systems are studied with the aid of numerical simulations performed using the qgs code platform (Demaeyer et al. Submitted; Demaeyer and De Cruz, 2020).

We consider first a spectral 2-layer channel quasi-geostrophic atmospheric model. The Fourier modes decomposition is truncated at wavenumber 2 in both meridional and zonal directions on a beta-plane, leading to a set of 20 ODEs for the time evolution of the first 10 components of the atmospheric streamfunction $\psi$, and temperature $\theta$ (Reinhold and Pierrehumbert, 1982). The model dimension is $N_x = 20$ and its spectrum of LEs includes 3 positive and one neutral exponents, so that $n_0 = 4$.

The model is integrated with a time step of approximately 15 minutes and is spun-up for 3 years to ensure the solution has reached the model attractor. Afterward we initialise the DA experiments with the following protocol: a “true” trajectory is computed for 4, 6 years, and synthetic observations are generated by first sampling this trajectory at regular analysis time $t_k$, each separated by a time interval $\Delta t$, $t_{k+1} = t_k + \Delta t$. The observations are then obtained by adding a zero mean Gaussian random error sampled from $\mathcal{N}(0, R)$, with $R$ being the (assumed to be known) observation error covariance matrix. It is assumed that we observe the spectral components directly and that the full system is observed, implying that the observation operator is the identity matrix, $H = I_{N_x} \in \mathbb{R}^{N_x \times N_x}$. Although the former hypothesis cannot be met in practice (instrumental devices do not observe the spectral modes) and the latter rarely holds in high-dimensional applications, they are done here for the sake of clarity and will facilitate the study of the dynamical behaviour we intend to discuss. Furthermore, observational error is supposed to be spatially (in spectral space) uncorrelated with an amplitude proportional to the corresponding model variable’s standard deviation, $\sigma_{i_{md}}$, $i = 1, \ldots, N_x$. These imply $R = \sigma^h \text{diag}(\sigma_{1_{md}}, \ldots, \sigma_{N_{md}})$.

Data assimilation is performed using the EnKF-N, hereafter simply referred to as EnKF (Bocquet, 2011). This EnKF belongs to the family of deterministic filters but it furthermore possesses the appealing property that the ensemble covariance multiplicative inflation is computed automatically as part of the DA process. Inflation is one of the unavoidable feature making the EnKF methods suitable for high dimensional problems (Carrassi et al., 2018). It comes under two ways known as multiplicative and additive inflation, that are often used together. We shall use multiplicative inflation alone because, as opposed to the additive version, it does not change the rank and span of the ensemble error covariance but it only inflates the
matrix entries amplitude. This allows us to study the effect (if any) on the ensemble subspace (reflected into the ensemble covariance rank and span) that comes from the dynamics, without artifacts from the DA procedure. At each analysis step, the forecast anomaly matrix is inflated as \( \alpha \mathbf{X}^f \leftarrow \mathbf{X}^f \), \( \alpha \geq 1 \).

We will study the properties of the EnKF ensemble subspace, its dimension and alignment to the unstable subspace of the underlying dynamics, and will investigate how these will relate to the skill of the EnKF. Following Bocquet and Carrassi (2017), at each analysis time \( t_k \), the alignment between the ensemble and the unstable-neutral subspaces, \( \mathcal{U}_k \), is computed as

\[
\cos^2 (\theta^i_k) = \sum_{p=1}^{n_0} \cos^2 (\theta^i_k^p) = \sum_{p=1}^{n_0} \left( \frac{(\mathbf{u}_k^p)^T \mathbf{v}_k^i}{\| \mathbf{v}_k^i \|^2} \right)^2 \quad 1 \leq i \leq N, \tag{37}
\]

where \( \theta^i_k \in [0, \pi] \) is the angle between the anomaly \( \mathbf{v}_k^i \) and \( \mathcal{U}_k \). \( \mathbf{u}^p_k \) is the \( p \)-th BLV, and \( N \) is the number of ensemble members.

The RMSE of the EnKF analyses and the angle \( \theta^i_k \) are shown on the plane \( (x, y) = (\Delta t, \sigma)^\% \) in Fig. 3. Values are averaged over 4 years of simulated time after discarding the first 200 analyses. The RMSE of the analyses is also averaged over all model variables, once the error on each variable is normalised with respect to the corresponding standard deviation \( \sigma_{\text{md}} \). The number of ensemble members is set to \( N = 10 \).

Figure 3 immediately shows the strong resemblance of patterns between the angle and the RMSE. In practice, whenever the observation time interval \( \Delta t \) and error \( \sigma^\% \) are small enough then the angle between the two subspaces get smaller and the
RMSE decreases. Similarly to what is discussed in [Bocquet and Carrassi (2017)], we also see here how increasing observation frequency is more effective in reducing the RMSE than reducing the observation error (see discussion in the Appendix of Bocquet and Carrassi (2017)). This result also suggests that the use of a large number and frequent observations, like the ones produced by non-conventional systems (e.g. crowdsourcing) has the potential for improving analyses, despite that observational errors may be larger than in conventional measurement systems (Nipen et al. 2019).

A complementary picture of the relation between the filter skill and the subspaces alignment is provided in Fig. 4 that displays the angle (left y-axis) and RMSE of the EnKF analysis (right y-axis) both against the ensemble size $N$. The remaining experimental set-up is $H = I_{N_x}$, $R = \sigma \sigma^T$ with $\sigma^\text{inc} = 0.08$ and $\Delta t = 12.11$ hours. Recalling that the unstable-neutral subspace has dimension $n_0 = 4$, Fig. 4 shows that as soon as $N \geq n_0 + 1$, i.e. the ensemble fully spans the unstable-neutral subspace, the RMSE suddenly reduces to very small values and it does not further decrease when $N$ is increased beyond $n_0 + 1$. The fact that the convergence occurs for $n_0 + 1$ instead of $n_0$ is due to the ensemble anomalies subspace to be at most of rank $N - 1$ because one degree of freedom is removed when computing the ensemble mean. The behavior depicted in Fig. 4 is peculiar of the EnKF applied to chaotic dynamics and suggests a natural way to reduce computational cost by applying the EnKF with “only” $N = n_0 + 1$ members.

![Figure 4](image_url)

**Fig. 4** Atmospheric quasi-geostrophic model. Time- and ensemble-averaged angle, Eq. (37) (in degree), between the ensemble anomalies of the EnKF and the unstable-neutral subspace as a function of the ensemble size $N$ (left y axis), and the corresponding time-averaged RMSE of the EnKF (right y axis). The set-up is $H = I_{N_x}$, $R = \sigma \sigma^T$ with $\sigma^\text{inc} = 0.08$ and $\Delta t = 12.11$ hours.

At the convergence, the angle between the ensemble and unstable-neutral subspace (of dimension $n_0 = 4$) is about 10 degrees (see Fig. 4); a remaining small portion of the ensemble subspace is projecting outside the unstable-neutral space. To investigate
how large is such a portion, we compute the angle between an ensemble subspace with fixed \( N = 10 \) and a Lyapunov/Oseledets subspace of increasing dimension beyond \( n_0 + 1 \): results are shown in Fig. 5. The angle between the two subspaces decreases monotonically with the size of the subspace, eventually reaching zero once the full phase space \( (n = 20) \) is considered. Interestingly, the rate of convergence is initially faster until approximately dimension 10, and slower afterwards. This indicates that the additional projection beyond the asymptotic unstable-neutral subspace is largely confined to the less stable (i.e. close to neutral) directions, those that can often be locally unstable. This mechanism is a reminiscent of what was shown by (Grudzien et al., 2018b) for stochastic systems and reviewed in Section 3.1.2. It suggests that the addition of few ensemble members beyond \( n_0 + 1 \) may lead to modest improvements in the filter skill, even though the long term performance is not much impacted.

![Fig. 5](image)

**Fig. 5** Atmospheric quasi-geostrophic model. Time- and ensemble-averaged angle (in degree) between the ensemble anomalies of the EnKF with \( N = 10 \) members, and subspaces spanned by the BLVs of increasing dimensions. These subspaces are constructed by starting from the unstable-neutral subspace \( (n_0 = 4) \) and adding one by one stable directions ordered decreasingly by their Lyapunov exponent. The set-up is \( H = L_\sigma, \ R = \sigma \sigma^T \) with \( \sigma = 0.08 \) and \( \Delta t = 12.11 \) hours.

To discuss the impact of multiple timescales on the ensemble Kalman filtering, we consider now the addition of a shallow-water ocean component to the previous atmospheric model. The atmospheric and oceanic models are coupled together through wind and radiative forcing as well as through heat exchanges, yielding the Modular Arbitrary-Order Ocean-Atmosphere Model MAOOAM (De Cruz et al., 2016). MAOOAM has the same 20 ODEs of the atmospheric quasi-geostrophic model, and additional 16 ODEs for the ocean. Amongst these 16 equations, the first 8 govern the time evolution of the first eight components of the oceanic streamfunction \( \psi_o \), while last 8 are relative to the first eight components of the oceanic temperature anomaly \( \delta T_o \). The model dimension is thus \( N = 36 \) and its parameters are cho-
such that a decadal low-frequency variability appears as a consequence of the coupling (Vannitsem et al., 2015; De Cruz et al., 2016).

The model is integrated with a time step of approximately 15 minutes and is spun-up for as many as 18,500 years to ensure the solution has reached the model attractor, given the low-frequency (i.e. slow time-scale) of the model. From this spun-up trajectory we start DA experiments using the EnKF-N with the same protocol used for the atmospheric model detailed above. In this case the true trajectory lasts 185 years, and it is again assumed that we observe the spectral components directly and completely. The EnKF is used in a strongly-coupled DA mode (see e.g. Penny and Hamill (2017)) so that, at analysis steps, atmospheric data can impact the ocean and vice-versa. MAOOAM has been already used as a prototypical coupled model to study coupled DA by Penny et al. (2019); Tondeur et al. (2020). Again, observational error is assumed to be spatially (in spectral space) uncorrelated with an amplitude proportional to the corresponding model variable’s standard deviation, $\sigma_{md,i} = 1, \ldots, N_x$. These imply $R = \sigma^{md} \text{diag}(\sigma_{md,1}, \ldots, \sigma_{md,N_x})$.

The spectrum of LEs of MAOOAM is displayed in Fig. 6 and presents some key features.

![Fig. 6 MAOOAM coupled Ocean-Atmosphere model. Time-averaged Lyapunov exponents in days$^{-1}$ computed along the true trajectory of the DA experiments.](image)

With some arbitrariness, it can be decomposed into three subsets. A first subset of LEs corresponds to the unstable ($\lambda_i > 0$) and neutral ($\lambda_{n_i} = 0$) directions. The dimension of the subspace spanned by these directions is $n_0 = 6$. A second subset of small negative LEs ($\lambda_i \in [-5 \times 10^{-3}, 0]$ day$^{-1}$) corresponds to nearly neutral directions. The subspace they span has dimension $n_1 = 10$ and we hereafter define the unstable-near-neutral subspace as the one spanned by the first $n_0 + n_1$ directions. The presence of these nearly-neutral directions amounts as a form of degeneracy of the neutral direction. Although the model is theoretically possessing only one single neutral mode (cf. Sect. 2), it is computationally extremely difficult to distinguish it from other nearly neutral ones, and the model can be said to degenerate in the neutral direction in any practical sense. We shall see how this feature has important consequences on the functioning and performance of DA. Finally, after a clear gap, the nearly neutral Lyapunov exponents are followed by the remaining stable directions which form the last subset of the spectrum.
Similarly to Fig. 3, we study the filter performance along with its ensemble subspace alignment to the unstable subspace in Fig. 7. The figure shows the RMSE of the EnKF analyses and the angle \( \theta_i^k \) given by Eq. (37), between the ensemble subspace and the unstable-neutral (left) and unstable-near–neutral (middle) subspace. Values are averaged over 185 years of simulated time after discarding the first 100 analyses. RMSE of the analysis is also averaged over all model variables, once the error on each variable is normalised with respect to the corresponding standard deviation \( \sigma_{\text{md}} \). The number of ensemble members is set to \( N = 20 \).

In contrast to what was observed in Fig. 3, we see here that the pattern of the RMSE does not longer resemble the pattern of the angle between the ensemble and unstable-neutral subspace (cf left and right panels in Fig. 7). Nevertheless, it bears great similarities with the pattern of the angle between the ensemble and unstable-near–neutral subspace (cf mid and right panels in Fig. 7), suggesting that it is now this larger subspace (that includes the \( n_1 \) weakly stable modes) that contains most of the error.

This is further confirmed by looking at Fig. 8 that, similarly to Fig. 3, shows the angle (left y-axis) and RMSE of the analysis (right y-axis) against the ensemble size \( N \). The set-up is \( H = I_{N_\times} \), \( R = \sigma^\% \text{diag}(\sigma^1_{\text{md}}, \ldots, \sigma^N_{\text{md}}) \) and \( N = 20 \). The unstable-near–neutral subspace is defined as follows: it includes the subspace spanned by the unstable and neutral \( n_0 \) directions, but also an additional \( n_1 \) stable but near–neutral directions with LEs \( \lambda_i^+ \geq 5 \) – 10 day\(^{-1} \).

In contrast to what was observed in Fig. 3, we see here that the pattern of the RMSE does not longer resemble the pattern of the angle between the ensemble and unstable-neutral subspace (cf left and right panels in Fig. 7). Nevertheless, it bears great similarities with the pattern of the angle between the ensemble and unstable-near–neutral subspace (cf mid and right panels in Fig. 7), suggesting that it is now this larger subspace (that includes the \( n_1 \) weakly stable modes) that contains most of the error.

This is further confirmed by looking at Fig. 8 that, similarly to Fig. 3, shows the angle (left y-axis) and RMSE of the analysis (right y-axis) against the ensemble size \( N \). The set-up is \( H = I_{N_\times} \), \( R = \sigma^\% \text{diag}(\sigma^1_{\text{md}}, \ldots, \sigma^N_{\text{md}}) \) with \( \sigma^\% = 0.08 \) and \( \Delta t = 1.68 \) days.

The critical role of the \( n_1 \) weakly stable modes appears now evident when looking at Fig. 8 (cf green and blue lines). As opposed to the behaviour of the EnKF applied to the atmospheric model alone, or to the single scale Lorenz96 system used by Bocquet and Carrassi (2017), we see that the ensemble subspace does not longer project much onto the unstable-neutral subspace (blue line with solid circles markers): when \( N = n_0 + 1 \) the angle reaches its minimum at around 20 degrees (recall that it was about 10 degrees for the atmospheric model, Fig. 4), and it even further increases...
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Fig. 8 MAOOAM coupled Ocean-Atmosphere model. Time- and ensemble-averaged angle (in degree) between the ensemble anomalies of the EnKF and the unstable-neutral subspace or the unstable-near-neutral subspace as a function of the ensemble size $N$ (left $y$ axis), and the corresponding time-averaged RMSE of the EnKF (right $y$ axis). The set-up is $H = I_{N_x}$, $R = \sigma^\times \text{diag}(\sigma^1_{md}, \ldots, \sigma^N_{md})$ with $\sigma^\times = 0.08$ and $\Delta t = 1.68$ days.

when $N > n_0 + 1$, indicating the presence of non-negligible projections outside the $n_0 = 6$ unstable-neutral directions. However, when the angle is computed with respect to the larger unstable-near-neutral subspace (green line with solid triangle markers), we retrieve the match with the RMSE curve (orange line with solid squares markers). A closer inspection further reveals that the angle decreases (the projection grows) fast until $N = n_0 + 1$: the first unstable-neutral $n_0 = 6$ modes still span most of the error. After this initial fast decrease, the angle keeps decreasing at a slower, yet monotonic, rate until approximately $N = 15$ and stays almost constant afterwards. This result demonstrates undoubtedly the importance of the $n_1$ near-neutral modes.

Although possibly asymptotically weakly stable, these directions span a small portion of the filter error that, if included in the ensemble subspace (by properly enlarging the ensemble size) leads to further improvement of the filter performance. This is finally emphasized in Fig. 9 which shows the decrease of the ensemble-averaged angle between an ensemble of $N = 10$ members and the subspaces of increasing dimension beyond the unstable-neutral one. In contrast to Fig. 5 it indicates that the addition of $n_1$ extra ensemble members may lead to RMSE improvement that is far from negligible. Also, the gap observed around the value $n_0 + n_1 + 1 = 17$ clearly shows that adding more members beyond the range of the near-neutral stability does not bring any benefit. This is a strong indication in favor of a cautious assessment of the ensemble size when working with coupled multi-scale dynamics and performing strongly-coupled DA. Furthermore, as elucidate by Vannitsem and Lucarini (2016) and Tondeur et al. (2020), the near-neutral part of the spectrum in MAOOAM is directly connected to the coupling: including those directions within the ensemble
subspace is paramount to propagate the data information content between ocean and atmosphere. This subspace also proved to be key in producing reliable ensemble forecasts in coupled ocean-atmosphere systems [Vannitsem and Duan (2020)].

3.2.2 Stochastic dynamics

Results in Sect. 3.1.1 show that the optimal KF and the reduced-rank KF with gain restricted to the leading BLVs are asymptotically equivalent for linear, perfect-deterministic models. Moreover, results in Sect. 3.2.1 demonstrate that in weakly nonlinear error dynamics, with a perfect-deterministic model, these conclusions largely extend to the EnKF. Yet the exact reduced-rank recursion introduced in Sect. 3.1.2 evidenced important differences between the optimal and the reduced-rank formulations in the presence of model error for linear models. In this case, stochastic noise injected in asymptotically stable directions is not entirely damped out and remains finitely bounded. In addition, the upwelling process, albeit inherent to the reduced-rank formulation and not a consequence of model error, will move the constantly injected model noise from unfiltered to filtered directions.

It is of interest thus to compare the differences between the full rank Kalman estimator, and both the standard and the exact reduced-rank KF recursions in a stochastically forced, nonlinear models. As a prototype, we use the model defined by the nonlinear flow of the Lorenz-96 (Lorenz, 1996) system with additive noise,
and \( N_s = 40 \). Suppose that \( t_{k+1} = t_k + \Delta t \), so that the flow map taking all initial conditions to time \( +\Delta t \) is defined \( \phi_{\Delta m}(x_k) = x_{k+1} \). If \( x'_k \) represents the true physical state at time \( t_k \), we define the dynamical model analogously to Eq. (8a) as a discrete, nonlinear map, \( x'_{k+1} = \phi_{\Delta m}(x'_k) + w_k \).

To avoid the interplay and superposition between sampling and model errors, and to be able to focus on the latter alone, instead of the EnKF we use here the EKF (see Sect. 3 and Jazwinski (1970)). The EKF estimates the forecast distribution for \( x^i_t \) via the equation, \( x^i_{k+1} = \phi_{\Delta m}(x^i_k) \), taking the analysis mean at time \( t_k \) to the forecast mean at time \( t_{k+1} \), and by the linearized forecast equation for the covariance. In the following, the EKF propagates the full-rank covariance equation via the tangent-linear model defined along the mean equation and assimilates observations in all state components. On the other hand, both the standard and the exact reduced-rank formulations restrict the assimilation so that the image space of the gain is equal to the span of the leading \( r \) BLVs defined along the tangent-linear model of the mean equation. The difference between the standard and the exact formulation is as follows: the standard formulation only estimates the error covariance in the span of the leading \( r \) BLVs while the exact formulation simulates the entire covariance equation, estimating the free forecast covariance in the trailing modes and including its upwelling in the estimate of the uncertainty in the span of leading BLVs (Grudzien et al., 2018b, see proposition 1).

Figure 10, adapted from Grudzien et al. (2018b), illustrates the differences in performance between the above described schemes. On the left, the average RMSE of the (i) full-rank, the (ii) standard reduced-rank and the exact reduced-rank EKF formulations are plotted versus the rank of the reduced-rank gain over \( 10^5 \) analyses. The model possesses 13 positive LEs, therefore the reduced-rank EKFs under consideration have at least \( r \geq n_0 + 1 = 14 \). The system is fully observed with \( R = 0.25I_{N_s} \). As \( r \) approaches \( N_s = 40 \), the two reduced rank formulations converge to the full rank EKF, with performance considered optimal for a filter in this system. However, for correction rank \( r \leq 20 \), there are substantial differences in performance between the standard formulation and that which includes the effect of the upwelling of error from the trailing BLVs: the exact formulation reaches both adequate and near-optimal performance with smaller \( r \) than the standard recursion.

On the right, Fig. 10 demonstrates the effect of multiplicative inflation on the standard recursion when the correction rank is fixed at \( r = 17 \). While multiplicative inflation greatly improves the performance of the standard recursion, this performance is actually bounded below by the RMSE of the exact formulation. This example shows that, in addition to sampling error, multiplicative inflation can be used to remedy the inadequacies of the standard reduced-rank formalism which neglects the effects of dynamic upwelling. This dynamic upwelling is a direct byproduct of the estimator being restricted to the span of the leading BLVs. Such an estimator arises when, e.g., the ensemble span aligns with the span of the leading BLVs in the EnKF, as demonstrated in Sect. 3.2.1. The efficacy of dynamic, multiplicative covariance inflation for treating the effect of model error separately from sampling error has also been demonstrated with statistical and optimization methods by, e.g.,
Mitchell and Carrassi (2015); Raanes et al. (2015, 2019); Sakov et al. (2018); Fillion et al. (2020). The dynamical upwelling derived in Grudzien et al. (2018b) provides an explanation of one of the mechanisms responsible for the need for covariance inflation.

Fig. 10 Left: RMSE of the full-rank, standard reduced-rank and exact reduced-rank EKF. The correction rank of the reduced-rank estimators is varied in the horizontal axis. Right: RMSE of the full-rank, standard reduced-rank and exact reduced-rank EKF. Rank is fixed at $r = 17$ and multiplicative inflation in the standard reduced-rank recursion is varied in the horizontal axis.

4 Data assimilation for chaotic systems - How chaos became an opportunity

We present here two areas where the knowledge about the chaotic nature and properties of the model dynamics, have been used pro-actively to achieve a better track of the system of interest and to reduce the forecast error. There have been two ways how this has been accomplished. The former has to do with the design of methods to inform where and when additional fewer data would lead to a major improvement in the analysis and forecast skill. This is usually referred to as “adaptive observation” or “target observation”, and is the content of Sect. 4.1. The second has to do with incorporating, within the DA process itself, the information about the unstable subspace, with the goal of achieving a computational economy while maximising the error reduction. This gave raise to a family of DA methods known as “assimilation in the unstable subspace”, summarised in Sect. 4.2.

Our treatments here are intentionally succinct and have the character of a review, but interested readers will find all the appropriate references to the original works.
4.1 Targeting observations using the unstable subspace

Historically, one very important development in this type of dynamical analysis of the climate predictability / DA problem arose from the question of how to generate adaptive observation systems. By “adaptive observations” is meant here observations whose locations, time and type is chosen such that their impact on the state estimate or on the forecast skill is the largest. It was well understood at the time that the growth of forecast errors was confined to a lower dimensional subspace of rapidly growing perturbations (Trevisan and Legnani, 1995). The Fronts and Atlantic Storm Track (FASTEX) program (Snyder, 1996), a multinational collaboration to investigate the growth and development of frontal cyclones, in particular was motivated by these dynamical approaches to generate adaptive observation schemes that would target regions of rapid forecast error growth. Other similar international efforts have followed, some of them including actual field campaign of measurements: the THORPEX (Fourrie et al., 2006) and the Winter Storm Reconnaissance programs (Szunyogh et al., 2002; Hamill et al., 2013). Two main approaches were considered, the forced singular vectors (Buizza et al., 1993; Palmer et al., 1998), and the bred vectors (Toth and Kalnay, 1993, 1997), to identify the sensitivity areas of high forecast uncertainty.

Forced singular vectors are generated by the right singular vectors of the forward-in-time, tangent-linear model resolvent \( M \). It can be seen from the earlier discussions in Sect. 2 that the singular vectors can be interpreted as a finite-time approximation of the FLVs along a model forecast. They therefore indicate region where error will grow. On the other hand, the bred vectors are an ensemble-based approach to identify sensitivity regions. Particularly, the breeding scheme simulates how the modes of fast growing error are maintained and propagated through the successive use of short range forecasts in weather prediction. The bred vectors are formed by initializing small perturbations of a control trajectory and forecasting these in parallel along the control. By successive rescaling of the perturbations amplitude back to a small value, this mimics the evolution of small perturbations under the tangent-linear model, and the span of these perturbations generically converges to the leading BLVs. Both of these approaches represent an early and intuitive way to utilizing the ergodic theory of chaotic dynamical systems in designing an effective adaptive observation scheme by targeting an unstable subspace in some form.

Trevisan and Uboldi (2004a); Uboldi and Trevisan (2006) utilized the bred vectors / BLV analysis of Toth and Kalnay (1993, 1997) and explicitly linked the methodology to Lyapunov stability theory. Importantly it was recognised that, instead of mimicking the error growth of the unforced (free) forecast, it was important to track the errors that develop within the DA cycle. This led to a modified version of the breeding approach known as Breeding on the Data Assimilation System (BDAS) (Uboldi et al., 2005; Carrassi et al., 2007). The BDAS scheme for adaptive observations is based on the principle of the support of the forecast error lying primarily in the span of the BLVs, with the bred vectors acting as a proxy for the explicit decomposition. In practice the locations of few adaptive observations were selected to be in the areas where the leading BDAS modes attained their local maxima. In experiments with
an atmospheric quasi-geostrophic model, BDAS was used successfully to locate one additional observation at each analysis time of a 3DVar cycle, leading to a dramatic improvement of the analysis skill, compared to cases where either a fixed or a randomly located adaptive observation was assimilated Carrassi et al. (2007).

4.2 Assimilation in the unstable subspace

Data assimilation has long been studied with the trade-off between accuracy and numerical efficiency as a goal. To this end a natural choice has been that of devising reduced-order schemes that focus the observational constraint on smaller, albeit crucial, part of the full dynamics. One of the most celebrated among those approaches is the assimilation in the unstable subspace (AUS) where the DA procedure is explicitly designed to track and control the unstable manifold of the dynamics, usually of much smaller dimension of the full phase space, thus aiming to a reduction in computational cost (Palatella et al., 2013).

We have seen in Sect. 2 that the full phase space of a chaotic dissipative dynamical system can be seen as split in a (usually much smaller) unstable–neutral subspace and a stable one (Kuptsov and Parlitz, 2012). For instance, Carrassi et al. (2007) have shown how a quasi-geostrophic atmospheric model of \( O(10^5) \) degrees of freedom possesses an unstable–neutral subspace of dimension as small as \( n_0 = 24 \).

We have furthermore seen that, in deterministic chaotic systems and under the linear regime of error evolution, the uncertainty in the state estimate converges to zero outside of the unstable-neutral subspace. This phenomenon was at the core of the idea of AUS, whereby the unstable–neutral subspace (or a suitable numerical approximation of it) is explicitly used in the DA scheme to parametrise the description (both temporally and spatially) of the uncertainty in the state estimate (Trevisan and Uboldi, 2004b; Uboldi and Trevisan, 2006; Carrassi et al., 2008a).

The AUS concept has been since then applied to different model scenarios and embedded within either KF-like or variational methods (Palatella et al., 2013). Carrassi et al. (2008b) plugged AUS into a 3DVar cycle in such a way that the observations in the proximity of the leading BDAS mode’s maximum were assimilated by imposing that the analysis increment follows the BDAS mode. This implied that the larger the estimated error growth with BDAS, the larger the analysis correction. The combined 3DVar-AUS was extraordinarily more accurate than the 3DVar when the same amount of data were assimilated. AUS was subsequently generalised and embedded into 4DVar (4DVar-AUS, Trevisan et al., 2010), and in an EKF, (EKF-AUS, Trevisan and Palatella, 2011). The forecast error covariance was projected so as to confine the analysis correction to the unstable-neutral subspace. Remarkably both reduced-rank formulations, 4DVar-AUS and EKF-AUS, showed superior skills than their full-rank counterparts.

AUS relied on the assumption that errors evolve linearly. Going beyond this, Palatella and Trevisan (2015) presented an original way of mixing the contributions from the various Lyapunov vectors such that a quadratic expansions of the error is
considered. This improved the performance of the standard EKF-AUS particularly in regimes of increasing nonlinearities. It remains however to be seen to which extent AUS concept could be used within fully nonlinear DA schemes. This is the subject of Sect. 5.1 and of the references therein. Although AUS has been largely used in a perfect model scenario, Palatella and Grasso (2018) proposed a suitable modification that allows for incorporating parametric model errors. As proved in Grudzien et al. (2018b) and detailed in Sect. 3.1.2 and 3.2.2 the use of AUS in chaotic systems forced by additive stochastic noise would necessarily require the additional inclusion of the asymptotically weakly stable modes.

A key caveat in all of the aforementioned applications of AUS is that one needs to compute in real time the BLVs to be used in the analysis. Therefore, while AUS proved capable to improve accuracy, it did not accomplish a computational economy, unless the BLVs were all pre-computed and stored. Note however that the latter is not just a technological challenge given that the BLVs depends on the system’s state and vice-versa if BLVs are to be used in the analysis update. Thus it is not straightforward to decouple their online estimation and use within the analysis. At the same time however, as we have seen in Sect. 3 AUS concept proved to be very powerful to understand, design and interpret the functioning of the KF and EnKF in chaotic systems.

5 Forward looking

5.1 AUS in non-Gaussian filter?

In this subsection we attempt to improve the performance of the (bootstrap) particle filter (PF, Farchi and Bocquet 2018) by AUS. The underlying hypothesis is that observational components in the stable subspace contribute little in the way of precision (since nearby orbits within the stable subspace converge), but a lot of noise. Therefore, the investigation will explore whether discarding observational information outside of the unstable subspace can mitigate the acute collapse of weights experienced by PFs in high-dimensional systems, manifesting the “curse of dimensionality”. If so, this could be used to reduce the number of particles required, which scales exponentially with some measure of the system size Snyder et al. 2008. A secondary objective is to investigate the effectiveness of a few different methods of targeting observing systems to the unstable subspace, potentially also reducing costs.

We perform synthetic DA experiments with the Lorenz-96 system. The state size is set to $N_x = 10$ and there is no dynamical noise ($Q = 0$). Four different observation configurations targeting the unstable subspace are tested. For each of them, observations are taken 0.2 apart in time, with independent noise of variance 1.5. Each experiment lasts for $10^5$ analysis cycles. The RMSE averages of each method are tabulated for a range of ensemble sizes and observation operator ranks, $N_y$, and plotted as curves in Fig. 1. The plotted scores represent the lowest obtained
among a large number of tuning settings, selected for optimality at each point. For the PF the tuning parameters are: (i) the threshold for resampling, which is triggered if the threshold is larger than the effective ensemble size, $\|w\|^{-2}$, where $w$ is the vector of weights, and (ii) the bandwidth (scaling) of the regularizing post-resample jitter, whose covariance is computed from the weighted ensemble. For comparison the (symmetric square-root) EnKF (Hunt et al., 2004) is also tested. Its tuning parameters are (i) the post-analysis inflation factor and (ii) whether or not to apply random, covariance-preserving rotations (Sakov and Oke, 2008).

The top-left panel Fig. 11 shows that the error decreases monotonically in $N_y$ when the observation operator are rows of the identity. The top-right panel shows, by contrast, that when observing the BLVs, $L_k^b$, the PF with largest ensemble levels off at near-optimal performance with as few as $N_y = n_0 = 4$ observations, only improving marginally thereafter. The same trait can also be noted for lower $N$, albeit less clearly. Also recall that a similar “levelling off” of RMSE around $n_0$ occurred in Fig. 3 of Sect. 3.2.1 whose x-axis is $N$ (rather than $N_y$, as here). This result demonstrates that targeting observations to the directions of dynamical growth of the uncertainty is efficacious. Interestingly, the performance of any given DA method is nearly independent of the observing system (i.e. panel) for $N_y = 10$. This makes sense considering that all of $I$, $L_k^b$, $V_{k+1}$, and $U_k$ are orthogonal, i.e. equal up to a rotation.

In all panels of Fig. 11 the RMSE score of the PF (as well as that of the EnKF), for any ensemble size, never degrades by the inclusion of more observations (except for what we adjudge to be noise). This feature was also found in experiments with even smaller ensembles than shown, and experiments with larger observation errors. Thus it seems that the curse of dimensionality is not mitigated by discarding observations. Hence there is little to gain by eliminating observation components outside of the unstable-neutral subspace, apart from the potential computational efficiency in the case that unstable-neutral has been pre-computed.

It should be noted that this finding runs counter to that of Maclean and Vleck (2019); Beeson and Namachchivaya (2020); Potthast et al. (2019), all of which report success in mitigating weight collapse by reducing the observations to the leading components of $L_k^b$ or some related matrix. Beeson and Namachchivaya (2020) also tested observation operators given by time-local backward and forward Lyapunov vectors, defined through the singular value decomposition of the resolvent: $M_k = U_k \Sigma_k V_k^T$. They reported better targeting results with $V_{k+1}$ than with $U_k$, which in turn was more effective than $L_k^b$. Our results similarly show $U_k$ (bottom-right panel) to be slightly more effective for targeting observations than $L_k^b$ (top-right panel), albeit only for intermediate ensemble sizes. Both, however, are more effective than $V_{k+1}$ (bottom-left). Moreover, also for $V_{k+1}$ and $U_k$, we never observe lower RMSE scores when using fewer observation components. There are some differences in the experimental setting; notably our system is deterministic, and the jitter we apply is restricted to the ensemble subspace. It is unclear if these differences can account for the disparity in conclusions.

Why does PF performance not suffer from the inclusion of further, visibly redundant, observations (contrary to our initial expectation)? Consider the likelihood (i.e.
Fig. 11  Benchmarks of filter accuracy (RMSE) from synthetic DA experiments on the Lorenz-96 system, plotted as functions of the observation dimension ($N_y$). Specifically, the observation operator consists of the $N_y$ leading rows of the transpose of the identity matrix (top-left), the BLV matrix, $L^b_k$, computed by recursive QR decompositions (top-right), the 1-cycle forward singular vectors, $V_{k+1}$ (bottom-left), and 1-cycle backward singular vectors, $U_k$ (bottom-right), all of which are defined via the fundamental matrix of the orbit of the (supposedly unknown) truth. The number of members/particles used for the ensemble Kalman filter (EnKF, dashed) and Particle filter (PF, solid) is tagged above each line. No further improvement is obtained by increasing the ensemble size beyond $N = 30$ for the EnKF and $N = 800$ for the PF, for which the PF achieves better accuracy than the EnKF, as expected for nonlinear systems. The greyscale, dotted lines, included for context, show the performance of baseline methods, whose analysis estimates, $x_a$, are given by $x$ for Climatology (black), $x + K(C) [y - x]$ for Optimal interp. (dark grey), $x' + K(cI) [y - x']$ for 3D-Var (light grey). Here, $x$ and $C$ are the mean and covariance of the (invariant measure of the) system dynamics, $K(C) = CH^{-1}(HC + R)^{-1}$ is a gain matrix, $x'$ is the forecast of the previous $x$, and $c$ is a scaling factor subject to tuning. The plots show that targeting observations to the directions of dynamical growth of the uncertainty is efficacious and that, for this task, $L^b_k$ and $U_k$ are similarly effective, and superior to $V_{k+1}$. Moreover, the RMSE performance of any method, also for the PF (which is our focus), never degrades with the inclusion of more observations.

weighting) of particle $n \in [1, \ldots, N]$, at a given (implicit) time:

$$p(y|x_n) = \phi(||y - Hx_n||^2_R),$$

where the norm is defined as $||y||^2_R = y^\top R^{-1} y$, and $\phi$ is a radial density such that Eq. (38) represents an elliptical distribution, for example a Gaussian. Suppose for
the sake of simplicity that both the observation operator and its error covariance are identity, i.e. $H = R = I$, and let $\Pi$ be the matrix of orthogonal projection onto the unstable-neutral subspace. Now, assuming the PF controls the error in the unstable-neutral subspace, it seems reasonable to assume, given the results for linear systems of Sect. 3 that the particles will converge onto the unstable-neutral subspace: $(I - \Pi)(x_n - x) \rightarrow 0$, at least as a first-order approximation. Supposing this, and by decomposing the norm into two orthogonal components, it can be shown that

$$
\|y - Hx_n\|^2 = \|\Pi(y - Hx_n)\|^2 + \|\Pi(x)\|^2,
$$

(39)

where $v$ is the observation noise. Thus, projecting the observations onto the unstable-neutral subspace, which would eliminate the last term of Eq. (39), merely reduces the data mismatch by a constant (with respect to $n$, the particle index). Thus

$$
p(\Pi y|x_n) = c \, p(y|x_n),
$$

(40)

for some $c > 0$ which is rendered inconsequential by the subsequent weight normalization. Hence, the inclusion of the remaining observation (outside the unstable-neutral subspace), does not cause a higher variance in the weights, nor the associated tendency to collapse/degeneracy.

The essence of the above reasoning is that the PF prior has zero support, i.e. uncertainty, in the stable subspace, and therefore ignores observational components, *including the noise*, in that subspace. This should be contrasted with the situation for dynamical noise (model error), which is “up-welled” from the stable to the unstable subspace, as per Sect. 3.1.2. This distinction exemplifies the difference between uncertainty addition (by dynamical noise) and subtraction (by likelihood updates).

For nonlinear dynamical systems, as illustrated in Sect. 3.2 the particles do not neatly align with the unstable-neutral subspace. Capturing this nonlinear aspect of the flow is generally seen as an advantage of the PF. It might be argued, though, that the observation noise is likely large compared to the spread of the prior particles in the stable subspace, and therefore the observations should be reduced by discarding the corresponding components. However, as highlighted above, the observational noise is constant in the particle index, and therefore its amplitude does not constitute a particular source of weight variability. Instead, the weight variability originates in the prior, which was assumed to have low variability in this scenario.

The analysis resulting in Eq. (40) assumed that $H = R = I$ followed by $H = \Pi$. In the case of the observation operator consisting of the leading $N_y \geq m_0$ rows of the transposed BLV matrix, $H_k = (L_{b1}^k)^\top$, the same conclusion can be derived along similar lines. In the general case, for any $H$, it is not obvious how to reduce the observations so as to only measure the unstable-neutral subspace. To accomplish this, both [Maclean and Vleck (2019)] and [Beeson and Namachchivaya (2020)] apply the pseudo-inverse $H^\top$ before their reduction. This can be costly if $H$ is large. A more practical approach is to reduce the observations as $\hat{y} = (H\hat{Q})^\top y$, or $\hat{y} = \Pi y$ with $\Pi = (H\hat{Q})(H\hat{Q})^\top$, with $\hat{Q} = (L_{b1}^k)^\top_{1:N_y}$. In any case, re-doing the same derivation, Eq. (40) again follows, including the same implications for the weights.
In summary, discarding observational information outside of the unstable subspace does not yield improvements in the PF because it already embodies this “flow-dependent” information. A similar conclusion was also drawn for the iterative ensemble Kalman smoother by Bocquet and Carrassi (2017). Thus, while AUS is a powerful explanatory and diagnostics tool, it is not obvious if it can be used to combat the curse of dimensionality for PFs.

Lastly, this section adds some clarification to the influential paper by Snyder et al. (2008), whose conclusion is sometimes taken to be that the required ensemble size for PFs scales exponentially with observation size. Our results rather indicate that the performance of a well-tuned PF will not deteriorate with the inclusion of more observations (even if they are redundant). In other words, that the required ensemble size depends on the rank of the state space, or more precisely for chaotic dynamics, the rank of the unstable-neutral subspace. Snyder et al. (2015) points out that the “effective dimension” may be limited by the observation size if this is smaller than the state size. However, in case \( N_y < n_0 \), no filtering system using flow-dependent priors will be able to achieve satisfactory performance, because the system is not sufficiently observed. Of course, the question of observability is complicated by considering time-dependent observation networks, while localization can also be applied to alleviate the curse of dimensionality (Farchi and Bocquet, 2018).

5.2 Data assimilation and random attractors

AUS and its theoretical extensions provide a framework to interpret the asymptotic inferences of the EnKF. Provided that the forecast anomalies can be considered to be perturbations of the true physical state, and if their evolution can be approximated by the tangent-linear model along the true trajectory, the dynamics of the EnKF anomalies can be decomposed along the Oseledec spaces of the true physical state.

The stability and accuracy of the EnKF is largely determined by the ability of the ensemble-based gain to correct the growth of forecast errors in the unstable-neutral subspace, with respect to the uniform-complete observability of these modes. Additive noise complicates the description of the asymptotic forecast uncertainty as uncorrected forecast errors in the span of the stable BLVs may be bounded but impractically large. The upwelling of such errors into the ensemble span furthermore necessitates covariance inflation to rectify the systematic underestimation of the forecast uncertainty in the standard KF-AUS recursion.

Model stochasticity arises systematically in multiscale climate dynamics where there are large scale-separations between resolved and unresolved dynamic processes. In the asymptotic limit of scale-separation, unresolved dynamics can be reduced to additive Gaussian noise due to the Central Limit Theorem; finite scale-separation in reality leads to non-Markovian memory terms in addition to additive stochastic forcing in the exact model reduction of a multiscale model, as in Mori-Zwanzig formalism (Gottwald et al., 2015). Several mathematically rigorous frameworks have been developed to model and simulate the effect of small-scale dynamics...
on the large-scale dynamics with stochastic parameterization, including averaging methods, perturbation methods and combinations of the two — see, e.g., the survey of approaches by Demaeyer and Vannitsem [2018].

The theory of random dynamical systems offers a novel means of analysis of the DA cycle for multi-scale chaotic systems with large scale separations and model reduction error. Characterizing the asymptotic Bayesian posterior in terms of the properties of a random, nonlinear and ergodic attractor is a natural step forward in the philosophy of AUS. Recent work suggests that the support of the posterior measure of the DA cycle can be asymptotically bounded by the support of the SRB measure in deterministic, nonlinear dynamical systems [Olača et al., 2018]. While this is an intuitively appealing result, the existence of an SRB measure in deterministic dynamics usually requires a hyperbolicity assumption which may not be appropriate in weather and climate, e.g., (Vannitsem and Lucarini, 2016). However, many of the theoretical challenges in showing the existence of SRB measures in deterministic dynamics are relaxed in a random dynamical systems setting. Indeed, the Pesin entropy formula holds under very general assumptions for stochastic flows of diffeomorphisms [Liu and Qian, 2006] [theorem 3.1 and discussion on page 127], establishing the link once again between the observed instability in the dynamics and the statistical properties of the invariant measure.

For such a dynamical interpretation of the DA cycle to be credible, the correct specification of random models in stochastic-physical systems is a primary concern; stochastically reduced models should be specified to preserve conservation laws and the original model’s dynamics [Cotter et al., 2019]. In addition to the correct stochastic model specification, important differences in the statistical properties of model forecasts of stochastic dynamical systems have been observed due to the discretization errors of certain low-order schemes. For example, Frank and Gottwald [2018] develop an order 2.0 Taylor scheme to correct the bias in the drift term induced by the Euler-Maruyama scheme in their study system. Grudzien et al. [2020] likewise find that the bias due to discretization error of the Euler-Maruyama scheme can be sufficient to cause filter divergence of the EnKF in the stochastically forced Lorenz-96 model. Grudzien et al. [2020] emphasize the important role of efficient, weak numerical schemes for the simulation of ensemble-based forecasts. Unlike strong convergent schemes, numerical schemes that converge in the weak sense can make reductions in the complexity of simulation by emphasizing the accuracy of the convergence of the ensemble to the forecast distribution rather than the accuracy of any individual ensemble member.

6 Summary and Conclusion

Chaos is ubiquitous in natural, physical and laboratory systems. Scientists have long coped with this whenever attempting to model, predict or control such systems. Combining and confronting models with data is common in science and data assimilation (DA) is the term coined in the context of numerical weather prediction
science to encompass the methods that perform such a combination. The outputs of DA is the improved representation of the system under study, and an estimate of the associated uncertainty.

Inevitably, the sensitivity to initial conditions of chaotic systems, including state-dependence of the directions of error growth, is a challenge for DA. On the other hand, the energy dissipation typical of real systems implies a “dimension reduction” in that errors are confined within a subspace of the full system’s phase space.

The DA process requires furnishing a prior distribution, whose specification is a severe difficulty in high dimension. Gaussian methods reduce the complexity to that of estimating the prior mean and covariance. Yet, with the exceptionally high-dimensions of geophysical problems, a proper estimate, and storage of the prior covariance matrices is still challenging. Thus, suitable reduced-rank formulations should be used to lower the computational load while maintaining a good description of the errors about the full system.

In chaotic dissipative systems this goal can be achieved by monitoring the unstable-neutral subspace of the model dynamics and performing DA only within that subspace. This is the idea at the basis of the class of methods known as assimilation in the unstable subspace (Palatella et al., 2013), that were developed mainly in the years between 2004 to 2015; we reviewed them in Sect. 4. Despite reducing the problem size to that of the unstable-neutral subspace (of dimension \( n_0 \ll N_x \)), AUS methods proved aptly skillful, very close to those of their more costly full-rank competitors.

However, the reduction of cost achieved at the analysis steps is offset by the additional cost of monitoring and tracking the unstable-neutral subspace. This requires computing the Lyapunov vectors (usually the backward Lyapunov vectors), which implies computing the tangent linear model (or alternatively evolving an ensemble of bred perturbations mimicking the evolution under the tangent linear model) and a repeated QR matrix decomposition. For specific purposes, one can opt for tracking only a few dominant unstable modes. This was the case for early adaptive (targeted) observation results (Carrassi et al., 2007) or when AUS was used to complement a classical DA method (Carrassi et al., 2008b).

In parallel to the early developments of AUS, several studies with ensemble DA methods in chaotic dissipative systems were suggesting that a number of their key properties were related to the model instabilities, including the rank and span of the ensemble-based forecast error covariance, as well as the skill of the analysis (Sakov and Oke, 2008b; Carrassi et al., 2009; Ng et al., 2011; Bocquet and Sakov, 2014). These results indicate that the ensemble anomalies automatically align with the unstable-neutral subspace, thus resulting in the analysis to be confined to it.

To put this mechanism on a more rigorous theoretical footing, a stream of works have studied the relation between the unstable-neutral subspace in linear systems using the Kalman filter (KF) and Kalman smoother (KS) (Gurumoorthy et al., 2017; Bocquet et al., 2017; Bocquet and Carrassi, 2017). These works, reviewed in Sect. 3.1 have provided analytic proofs that the span of the error covariance matrices of the KF and KS tends asymptotically to the unstable–neutral subspace, independent of the initial condition (i.e. no matter the number of the ensemble members, provided
it exceeds the size of the unstable-neutral subspace). For stochastic systems with additive noise it was proved that asymptotically weakly stable modes, that one might discard in deterministic systems, must be included and analytic bounds for the error were provided (Grudzien et al., 2018a).

How do these results hold for nonlinear systems? In the case of chaotic deterministic systems, this was studied in Bocquet and Carrassi (2017) and further in Sect. 3.2.1 of this chapter. It was numerically showed that an ensemble comprising at least as many members as the size of the unstable-neutral subspace plus one ($N \geq n_0 + 1$) is needed to achieve satisfactorily skill with the ensemble Kalman filter (EnKF). Section 3.2.1 also considered the case of a coupled multiscale system with a quasi-degenerate spectrum of Lyapunov exponents. This originates in the presence of many close-to-zero exponents that are related to the coupling mechanisms (Vannitsem and Lucarini, 2016). It is shown that their full inclusion in the ensemble design is needed to reduce the EnKF analysis error to a satisfactorily low level.

The case of nonlinear stochastic chaotic systems with additive noise was studied in Grudzien et al. (2018b) and reviewed in Sect. 3.2.2. The section explains the role of the weakly stable modes already identified in linear systems, but also discovered the upwelling mechanism for which uncertainty is upwelled from unfiltered (stable) modes to filtered (unstable) ones. The upwelling phenomenon is not exclusive of nonlinear systems and it is in fact present in linear systems too. It provides an additional rationale to the use of multiplicative inflation, otherwise known by numerically evidence to be needed for a proper functioning of reduced-rank filters even in perfect model scenarios (see e.g. Raanes et al., 2019).

An outlook at how this research may evolve is given in Sect. 5. In particular in Sect. 5.1 we provide original results on the use of the AUS approach, i.e. exploiting the unstable-neutral subspace, in particle filters (PFs), a fully non-Gaussian DA method. Results indicate that targeting observations within the unstable-neutral subspace is very effective. However, by analogy with what was proved for the EnKF in Sect. 3.2.1 adding observations along the stable modes does not deteriorate the analysis. In the particle filter too, the particles automatically align along the unstable-neutral subspace so that the contribution from observations in its complement stable subspace is negligible. Our results shed also new insight on the scaling of the particle numbers needed to reach convergence. It is shown to depend on the size of the unstable-neutral subspace rather than the observation vector size. In Sect 5.2 we surveyed how the novel concept of random attractors could offer new ways to further exploit the idea behind AUS on stochastic multi-scale systems with large scale separation. Moreover, we also described how to amend numerical integration schemes when doing ensemble DA on such systems, as a trade-off between accuracy and computational cost.

It is important to recall that all of the results with the EnKF and PF that we have presented are obtained without the use of localization (see e.g. Carrassi et al. (2018), their chapter 4.4, and Farchi and Bocquet (2018) for localisation in the EnKF and PF, respectively). While we are well aware of the dramatic positive impact of localization on the filters’ skill, we intentionally did not use it as it artificially
changes the ensemble-covariance rank and span, thus making it impossible to link them exclusively to the model instabilities.

The use of the time-dependent unstable-neutral subspace to represent uncertainty in dynamical systems is still very appealing and potentially prone to success in a wider area than explored so far. For instance, in a recent work by Bocquet et al. (2020) model error arise from parameter mispecification and the EnKF is applied to estimate simultaneously the (chaotic) model state and \( N_p \) parameters. The EnKF is used in the state-augmentation formulation and the standard persistence model is adopted for the parameter dynamics. It was shown that the bound for the necessary ensemble size becomes \( N \geq n_0 + N_p + 1: N_P \) additional members are required to infer the \( N_p \) parameters. While the linear one-to-one relation between the number of parameters and that of the additional members is a consequence of the choice of a persistence model and will change if a different parameters dynamics is in place, this result further highlights how much the design of the EnKF is, and can be tied to the properties of the dynamical model.

Future developments along these lines will unavoidably have to tackle the obstacle of the computing cost of the unstable-neutral subspace. We speculate that recent progress in the area of machine learning (Goodfellow et al., 2016) may help. Neural network surrogate models of chaotic systems have shown capabilities to reproduce the spectrum of the asymptotic Lyapunov exponents fairly well (Pathak et al., 2017; Brajard et al., 2020). It is matter of future investigations to explore the possibilities of machine learning algorithms that learn about the time-dependent instabilities from offline long model simulations and then assist the model in the prediction mode by providing a proxy of the unstable-subspace at each analysis time.
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