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Summary
In this paper, we present an adaptive framework for constructing a pseudo-optimal reduced model for the frequency-limited $H_2$-optimal model order reduction problem. We show that the frequency-limited pseudo-optimal reduced-order model has an inherent property of monotonic decay in error if the interpolation points and tangential directions are selected appropriately. We also show that this property can be used to make an automatic selection of the order of the reduced model for an allowable tolerance in error. The proposed algorithm adaptively increases the order of reduced model such that the frequency-limited $H_2$-norm error decays monotonically irrespective of the choice of interpolation points and tangential directions. The stability of the reduced-order model is also guaranteed. Additionally, it also generates the approximations of the frequency-limited system Gramians that monotonically approach the original solution. Further, we show that the low-rank alternating direction implicit iteration method for solving large-scale frequency-limited Lyapunov equations implicitly performs frequency-limited pseudo-optimal model order reduction. We consider two numerical examples to validate the theory presented in the paper.
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1 | INTRODUCTION
Model order reduction (MOR) is a process of obtaining a reduced-order model (ROM) that accurately preserves the input-output dynamics and some desired properties of the original high-order model. The specific properties and dynamics to be preserved lead to various classes of the MOR procedures. In projection-based MOR techniques, the original high-order model is projected onto a reduced subspace to obtain a ROM that preserves the desired and dominant characteristics of the original model. The ROM can then be used as a surrogate in the design and analysis to provide significant numerical and computational advantages [6, 7, 9, 24, 31].

Moore presented one of the most widely used MOR techniques in [23]. Moore’s balanced truncation (BT) truncates the states that have an insignificant share in the overall energy transfer, and thus it provides a compact ROM that contains the important states (and dynamics) of the original model. In many applications, a specific frequency interval is more important, i.e., the ROM should maintain a superior accuracy within that desired frequency interval. Gawronski and Juang generalized BT for the frequency-limited MOR scenario in [10]. In frequency-limited BT (FLBT), the states that have an insignificant share in the energy transfer within the desired frequency interval are truncated. BT and FLBT require the solutions of large-scale dense Lyapunov equations that become computationally infeasible when the original model is a large-scale model. In [2, 5, 21], their applicability is extended to large-scale systems by using low-rank approximate solutions of the Lyapunov equations that can be efficiently computed. The stability of the ROM is not guaranteed in FLBT. The so-called modified FLBT algorithms presented in the literature like [11, 14, 17, 34] fix this problem and guarantee the
stability of the ROM. However, these modifications generally offer poor approximation and also make FLBT an even more computationally expensive algorithm. Reference [43] heuristically suggests a modification wherein the large-scale Lyapunov equations are solved several times until a stable ROM is obtained by adjusting a user-defined perturbation. Such an approach is only viable for small-scale problems due to the excessive computational cost associated with each iteration. The applicability of FLBT to large-scale systems is only viable if the Lyapunov equations are solved approximately using the low-rank approximation methods like [5]. Several other generalizations have also been proposed in the literature like [13, 15, 16, 18, 32, 33, 44] to extend the applicability of FLBT to more general classes of linear and bilinear systems.

Moment matching is another important class of MOR techniques. In moment matching, a ROM is constructed that interpolates the original transfer function at some selected frequency points. This can be achieved by using Krylov subspace-based algorithms that are computationally efficient. Unlike BT, the moment matching algorithms do not require any solution of large-scale Lyapunov equations and thus can handle large-scale systems [4]. In [12, 35], the $H_2$-optimal MOR problem [38] is expressed as a tangential interpolation problem. This allows the usage of a rational Krylov subspace-based framework for finding a local optimum for this problem. In [12], an iterative rational Krylov algorithm (IRKA) is proposed that constructs a local optimum for the $H_2$-optimal MOR problem upon convergence. The original algorithm was presented for single-input single-output (SISO) systems and was later generalized for multi-input multi-output (MIMO) systems in [35]. The accuracy of the ROM constructed by IRKA is comparable to that of BT, and thus it is considered as a gold standard among moment matching techniques. However, unlike BT, the stability of the ROM is not guaranteed. IRKA is an iterative framework that starts with a random selection of the interpolation points and tangential directions. It generally converges quickly for the SISO case, even if the interpolation points and tangential directions are chosen arbitrarily. The speed of convergence, however, slows down as the number of inputs and outputs is increased. There are some trust-region methods reported in the literature that speed up the convergence of IRKA like [3].

In [39], an iteration-free algorithm is proposed that satisfies a subset of the first-order optimality conditions that IRKA satisfies upon convergence. The algorithm is named as “Pseudo-optimal Rational Krylov (PORK)” algorithm. The stability of the ROM is also guaranteed in PORK. In [25], a cumulative reduction (CURE) scheme for moment matching is proposed that generates the ROM in steps, and the final ROM is the accumulation of all the interim ROMs generated at each step. The interpolation conditions induced at each step are retained and accumulated in the final ROM. CURE has an interesting property that if PORK is used to generate the ROM at each step, the $H_2$-norm error continues to decay monotonically irrespective of the choice of interpolation points and the tangential directions. Moreover, the final ROM is also a pseudo-optimal ROM, i.e., it satisfies a subset of the first-order optimality conditions [38] for the $H_2$-optimal MOR problem. The monotonic decay in error is an important property as it can make an adaptive choice of the order of the ROM possible. Though the error generally decreases when the order is increased in most of the MOR techniques, it often increases as well. This hinders an adaptive choice of the order as there is no assurance that the error decays by constructing a higher-order ROM. Moreover, the ROMs constructed in the previous steps of CURE are accumulated and reused, which saves a great deal of the computational cost.

In [28], the first-order optimality conditions for the frequency-limited $H_2$-optimal MOR are derived, and a non-linear optimization algorithm is presented to achieve these conditions. The algorithm presented in [28] is not feasible in a large-scale setting due to its high computational cost. The optimality conditions for the frequency-limited $H_2$-MOR are expressed as Hermite interpolation conditions in [36], and a descent-based optimization algorithm is presented to achieve these conditions. This algorithm is also not feasible in a large-scale setting. In [37], IRKA is heuristically generalized to the frequency-limited scenario. Frequency-limited IRKA (FLIRKA) [37] generates a high-fidelity ROM, even when it does not converge. It is a computationally efficient algorithm; however, it does not satisfy the first-order optimality conditions for the frequency-limited $H_2$-optimal-MOR problem. In [42], an iteration-free and computationally efficient algorithm is presented that constructs a ROM, which satisfies a subset of the first-order optimality conditions for the frequency-limited $H_2$-optimal-MOR problem. This algorithm is a generalization of PORK, and it is named frequency-limited PORK (FLPORK). The theoretical connection between FLIRKA and FLPORK is also investigated in [32]. The stability of the ROM is guaranteed in FLPORK.

In this paper, we first show a few properties of FLPORK that were not recognized in [42]. In particular, we show that the Krylov subspace of (the infinite frequency interval) moment matching methods is related to the Krylov subspace of frequency-limited moment matching. We further show that FLPORK maintains a particular structure in the ROM, and FLIRKA [37] fails to satisfy any optimality condition because it cannot preserve this structure. We also explain why FLIRKA still manages to ensure high-fidelity. We further show that FLPORK has an inherent property of monotonic decay in error if the selection of interpolation data satisfies a particular condition. We modify CURE [25] such that if the ROM accumulated...
at each step is obtained using FLPOKR, the frequency-limited $\mathcal{H}_2$-norm error continues to decay monotonically irrespective of the choice of interpolation points and the tangential directions. Additionally, the proposed algorithms also provide an approximation of frequency-limited Gramians in a computationally efficient way that can be used to extend the applicability of FLBT to large-scale systems. The approximate Gramians monotonically approach the original solution irrespective of the choice of interpolation points and the tangential directions. We also show that these Gramians are related to the alternating implicit iteration (ADI) method, and the low-rank ADI (LR-ADI) method implicitly performs frequency-limited pseudo-optimal MOR. We also propose an adaptive scheme for the selection of interpolation data, as well as the order of the ROM. The proposed algorithm automatically constructs the ROM without any user interference once the desired frequency interval and allowable tolerance in error are supplied. We establish the significance of the proposed algorithm by demonstrating its effectiveness on two numerical examples.

2 | PRELIMINARIES

Consider a $n^{th}$ order linear time-invariant system with the following state-space realization

$$\dot{x}(t) = Ax(t) + Bu(t), \quad y(t) =Cx(t) + Du(t), \quad (1)$$

where $x(t) \in \mathbb{R}^{nx1}$, $u(t) \in \mathbb{R}^{mx1}$, and $y(t) \in \mathbb{R}^{px1}$ are state, input, and output vectors, respectively. $A \in \mathbb{R}^{nxn}$, $B \in \mathbb{R}^{nxm}$, $C \in \mathbb{R}^{pxn}$, and $D \in \mathbb{R}^{pxm}$. The system $\{1\}$ has the following transfer function representation

$$H(s) = C(sI - A)^{-1}B + D.$$ 

The MOR problem is to construct an $r^{th}$-order model that approximates the original high-order model $\{1\}$ where $r \ll n$. Let the ROM have the following state-space and transfer function representations

$$\dot{x}_r(t) = A_rx_r(t) + B_ru(t), \quad y_r(t) = C_rx_r(t) + D_ru(t),$$

$$H_r(s) = C_r(sI - A_r)^{-1}B_r + D_r,$$

where $A_r \in \mathbb{R}^{nxr}$, $B_r \in \mathbb{R}^{rxr}$, $C_r \in \mathbb{R}^{pxr}$, and $D_r \in \mathbb{R}^{pxr}$. MOR aims to ensure that $||H(s) - H_r(s)||$ is small in some defined sense depending on the nature of the problem. In the frequency-limited MOR problem, a ROM is sought that ensures a small frequency domain error $||H(j\omega) - H_r(j\omega)||$ within the desired frequency interval $\Omega = [\omega_1, \omega_2]$.

Let $V_r$ and $W_r$ be the input and output reduction matrices, respectively, of the projection-based MOR. Then these project the original high-order model onto a reduced subspace as the following

$$A_r = W_r^TAW_r, \quad B_r = W_r^TB, \quad C_r = CV_r, \quad D_r = D,$$

where $V_r \in \mathbb{R}^{nxr}$ and $W_r \in \mathbb{R}^{nxr}$.

Let $P_\Omega$ be the frequency-limited controllability Gramian and $Q_\Omega$ be the frequency-limited observability Gramian of the state-space realization $\{1\}$ within the desired frequency interval $[\omega_1, \omega_2]$. $P_\Omega$ and $Q_\Omega$ solve the following Lyapunov equations

$$AP_\Omega + P_\Omega A^T + \mathcal{F}(A)BB^T + BB^T\mathcal{F}(A^T) = 0, \quad (2)$$

$$A^TQ_\Omega + Q_\Omega A + \mathcal{F}(A^T)C^TC + CTC\mathcal{F}(A) = 0, \quad (3)$$

where

$$\mathcal{F}(A) = \frac{1}{2\pi} \int_{-\omega_2}^{\omega_2} (j\nu I - A)^{-1}d\nu - \frac{1}{2\pi} \int_{-\omega_1}^{\omega_1} (j\nu I - A)^{-1}d\nu$$

$$= \frac{1}{2\pi} \ln((j\omega_2 I + A)(-j\omega_2 I + A)^{-1}) - \frac{1}{2\pi} \ln((j\omega_1 I + A)(-j\omega_1 I + A)^{-1}). \quad (4)$$

The frequency-limited $\mathcal{H}_2$-norm $\|H(s)\|_{\mathcal{H}_2}$ is given by

$$\|H(s)\|_{\mathcal{H}_2} = \left[ \text{tr}(C P_\Omega C^T + 2(C \mathcal{F}(A)B + D \frac{\omega_2 - \omega_1}{2\pi} D^T)^T) \right]^{\frac{1}{2}}$$

$$= \left[ \text{tr}(B^T Q_\Omega B + 2(C \mathcal{F}(A)B + D \frac{\omega_2 - \omega_1}{2\pi} D^T)^T) \right]^{\frac{1}{2}}.$$

When the frequency interval is specified as $[\omega_1, \omega_2]$, $P_\Omega = P$, $Q_\Omega = Q$, and $||\cdot||_{\mathcal{H}_2} = ||\cdot||_{\mathcal{H}_2}$. Where $P$, $Q$, and $H_2$ are the standard controllability Gramian, observability Gramian, and $\mathcal{H}_2$-norm, respectively. In the frequency-limited $\mathcal{H}_2$-MOR, a ROM is sought that minimizes $||H(s) - H_r(s)||^2_{\mathcal{H}_2}$.

2.1 | Necessary Conditions for Local Optimum

Let $(A_e, B_e, C_e, D_e)$ be a state-space realization of $H(s) - H_r(s)$ wherein

$$A_e = \begin{bmatrix} A & 0 \\ 0 & A_e \end{bmatrix}, \quad B_e = \begin{bmatrix} B_e \end{bmatrix},$$

$$C_e = \begin{bmatrix} C - C_e \end{bmatrix}, \quad D_e = D - D_e.$$ \quad (5)

Let us denote the frequency-limited controllability Gramian and the frequency-limited observability Gramian of $(A_e, B_e, C_e, D_e)$ as $P_{e,\Omega}$ and $Q_{e,\Omega}$, respectively. Then $P_{e,\Omega}$ and $Q_{e,\Omega}$ can be partitioned according to (5) as

$$P_{e,\Omega} = \begin{bmatrix} P_{\Omega} & \hat{P}_{\Omega} \\ \hat{P}_{\Omega}^T & P_{r,\Omega} \end{bmatrix}$$

and

$$Q_{e,\Omega} = \begin{bmatrix} Q_{\Omega} & \hat{Q}_{\Omega} \\ \hat{Q}_{\Omega}^T & Q_{r,\Omega} \end{bmatrix}$$

where $\hat{P}_{\Omega}$, $P_{r,\Omega}$, $\hat{Q}_{\Omega}$, and $Q_{r,\Omega}$ satisfy the following Lyapunov equations

$$A_{e} P_{e,\Omega} + P_{e,\Omega} A^T + \mathcal{F}(A_{e})B_e B_e^T + B_e B_e^T \mathcal{F}(A_{e}^T) = 0, \quad (6)$$

$$A_{r,\Omega} P_{r,\Omega} + P_{r,\Omega} A_{r,\Omega}^T + \mathcal{F}(A_{r,\Omega})B_e B_e^T + B_e B_e^T \mathcal{F}(A_{r,\Omega}^T) = 0. \quad (7)$$
TABLE 1 Mathematical Notations

| Notation | Meaning |
|----------|---------|
| $\Re(\cdot)$ | Real part of the matrix |
| $\cdot^*$ | Conjugate of the matrix |
| $tr(\cdot)$ | Trace of the matrix |
| $[\cdot]^*$ | Hermitian of the matrix |
| $\mathcal{L}(\cdot)$ | Fréchet derivative of matrix logarithm |
| $\oplus$ | Direct sum of the matrices |
| $\text{ran}(\cdot)$ | Range of the matrix |
| $\text{span}\{\cdot\}$ | Span of the set of $r$ vectors |

\begin{align*}
A^T \hat{Q}_\Omega + Q_r \mathcal{A}_r - \mathcal{F}(A^T)C^TCr - CT C_r \mathcal{F}(A_r) &= 0, \quad (8) \\
A^T \hat{Q}_\Omega + Q_r \mathcal{A}_r + \mathcal{F}(A^T)C_r^TCr + C^r_r C_r \mathcal{F}(A_r) &= 0. \quad (9)
\end{align*}

Further, let $P$ and $\hat{P}$ satisfy the following Lyapunov equations

\begin{align*}
AP + PA^T + BB^T &= 0, \\
A\hat{P} + \hat{P}A^T + BB^T &= 0.
\end{align*}

Then the local optimum of $||H(s) - H_r(s)||_{\mathcal{H}_0}^2$ satisfies the following Gramians-based conditions [27][28]

\begin{align*}
\hat{Q}_\Omega \hat{P} + Q_r \mathcal{P}_r - R_1 &= 0, \quad (10) \\
\hat{Q}_\Omega^T B + Q_r \mathcal{P}_r B_r - \mathcal{F}(A_r)C^T(D - D_r) &= 0, \quad (11) \\
C\hat{P} - C_r \mathcal{P}_r + (D - D_r)B_r^T \mathcal{F}(A^T) &= 0, \quad (12) \\
C\mathcal{F}(A)B + (D - D_r) \frac{\partial \mathcal{F}}{\partial \theta_1} - C_r \mathcal{F}(A_r)B_r &= 0. \quad (13)
\end{align*}

where

\begin{align*}
R_1 &= \mathcal{R}(\mathcal{L}(-A_j - j\omega_1 I, R_2) - \mathcal{L}(-A_j - j\omega_1 I, R_2))^T, \\
R_2 &= C_r^T C_r P_r - C^T C \mathcal{P}_r + C^T (D - D_r) B_r^T.
\end{align*}

When either (11) or (12) is satisfied, the following holds

\begin{equation}
||H(s) - H_r(s)||_{\mathcal{H}_0}^2 = ||H(s)||_{\mathcal{H}_0}^2 - ||H_r(s)||_{\mathcal{H}_0}^2. \quad (14)
\end{equation}

We refer to the ROM that satisfies (14) as the frequency-limited pseudo-optimal ROM. The optimal choice of $D_r$ is determined by the optimal choices of $A_r$, $B_r$, and $C_r$ and is not involved in the optimization process. Therefore, we assume that $D = 0$ and $D_r$ = 0 for the remainder of this paper without loss of any generality. In case $D$ is nonzero, $D_r$ can be set as $D_r = D$ without changing any result presented in the remainder of this paper. Let $H(s)$ and $H_r(s)$ have simple poles and have the following pole-residue forms

\begin{align*}
H(s) &= \sum_{i=1}^n \frac{l_i^T}{s - \lambda_i}, \\
H_r(s) &= \sum_{i=1}^r \frac{\tilde{l}_i^T}{s - \tilde{\lambda}_i}.
\end{align*}

Define $T_{\Omega}(s)$ and $T_{r,\Omega}(s)$ as

\begin{align*}
T_{\Omega}(s) &= H_{\Omega}(s) + H(s)\mathcal{F}(-s), \\
T_{r,\Omega}(s) &= H_{r,\Omega}(s) + H_r(s)\mathcal{F}(-s),
\end{align*}

where

\begin{equation}
H_{\Omega}(s) = \sum_{i=1}^n \frac{l_i^T}{s - \lambda_i}, \quad H_{r,\Omega}(s) = \sum_{i=1}^r \frac{\tilde{l}_i^T}{s - \tilde{\lambda}_i}.
\end{equation}

Then the local optimum of $||H(s) - H_r(s)||_{\mathcal{H}_0}^2$ satisfies the following bi-tangential Hermite interpolation conditions

\begin{align*}
\tilde{I}_r T_{\Omega}(-\tilde{\lambda}_i)\tilde{F}_i &= \tilde{I}_r^T T_{r,\Omega}(-\tilde{\lambda}_i)\tilde{F}_i, \quad (15) \\
\tilde{I}_r T_{\Omega}(-\tilde{\lambda}_i)T_{r,\Omega}(-\tilde{\lambda}_i) &= 0, \quad (16) \\
T_{\Omega}(-\tilde{\lambda}_i)\tilde{F}_i &= T_{r,\Omega}(-\tilde{\lambda}_i)\tilde{F}_i. \quad (17)
\end{align*}

2.2 Literature Review

In this subsection, some important MOR algorithms in the existing literature, which are most relevant to the results presented in this paper, are briefly surveyed.

2.2.1 PORK [39]

It is shown in [12][38] that the local optimum of $||H(s) - H_r(s)||_{\mathcal{H}_0}^2$ satisfies the following bi-tangential Hermite interpolation conditions

\begin{align*}
H(-\tilde{\lambda}_i)\tilde{F}_i &= H_r(-\tilde{\lambda}_i)\tilde{F}_i, \quad (18) \\
\tilde{I}_r^T H(-\tilde{\lambda}_i) &= \tilde{I}_r^T H_r(-\tilde{\lambda}_i), \quad (19) \\
\tilde{I}_r^T H'(-\tilde{\lambda}_i)\tilde{F}_i &= \tilde{I}_r^T H_r'(-\tilde{\lambda}_i)\tilde{F}_i. \quad (20)
\end{align*}

When $H_r(s)$ satisfies either (18) or (19), the following holds

\begin{equation}
||H(s) - H_r(s)||_{\mathcal{H}_0}^2 = ||H(s)||_{\mathcal{H}_0}^2 - ||H_r(s)||_{\mathcal{H}_0}^2. \quad (21)
\end{equation}

We refer to $H_r(s)$ as a pseudo-optimal ROM if it satisfies (21). A pseudo-optimal ROM that satisfies (18) can be generated by PORK as the following condition

\begin{equation}
\text{ran}(V_r) = \text{span}\left\{\{\sigma_i, I - A\}^{-1} B_{b_i}\right\}, \quad (22)
\end{equation}

where $\{\sigma_1, \cdots, \sigma_r\}$ and $\{b_1, \cdots, b_r\}$ are the interpolation points and the associated right tangential directions, respectively. Then $V_r$ enforces the interpolation condition $H(\sigma_i)b_i = H_r(\sigma_i)b_i$ for any $W_r$ such that $W_r^TV_r = I$. Define the oblique projection $\Pi = V_r W_r^T$ wherein $W_r$ is arbitrary. Further, define $B_1, L_r$, and $S_r$ as

\begin{align*}
B_1 &= (I - \Pi)B, \\
L_r &= (B_r^T B_r)^{-1} B_r^T (I - \Pi)AV_r, \\
S_r &= W_r^T (AV_r - BL_r).
\end{align*}

Then $V_r$ solves the following Sylvester equation

\begin{equation}
AV_r - V_r S_r - BL_r = 0, \quad (23)
\end{equation}

where the interpolation points are the eigenvalues of $S_r$ and the right tangential directions are encoded in $L_r$. Further, $A_r$ can be parameterized in $B_r$ without affecting the interpolation condition induced by $V_r$ as $A_r = S_r + B_r L_r$. Let $Q_r$ be
the observability Gramian of the pair \((-S_r, L_r)\) that solves the following Lyapunov equation

\[-S_r^T Q_r - Q_r^T S_r + L_r^T L_r = 0.\]

If \(B_r\) is selected as \(B_r = -Q_r^{-1} L_r^T\), the ROM satisfies \([18]\), i.e.,

\[\begin{align*}
A_r = -Q_r^{-1} S_r^T Q_r, \\
B_r = -Q_r^{-1} L_r^T, \\
C_r = CV_r,
\end{align*}\]

Moreover, \(P_r = Q_r^{-1}\) is the controllability Gramian of the pair \((A_r, B_r)\). Further, note that \(V_r\) also satisfies the following Sylvester equation

\[AV_r - V_r A_r - B_r L_r = 0. \tag{24}\]

This can readily be verified by multiplying the equation \([24]\) by \(W_r\) from the left. Similarly, a \(W\)-type PORK also exists, which ensures that \(H_r(s)\) satisfies \([19]\); see \([59]\) for details.

### 2.2.2 CURE \([25]\)

CURE is an adaptive framework wherein \(H_r(s)\) is constructed adaptively in \(k\) steps such that at each step, new interpolation conditions are added without disturbing the previous ones. Let \(\overline{V}^{(i)}, S^{(i)}, L^{(i)}, (\overline{A}^{(i)}, \overline{B}^{(i)}, \overline{C}^{(i)}),\) and \(\overline{B}^{(i)}\) be the matrices of \(i\)th step for any \(i\) such that \((\overline{W}^{(i)})^T\overline{V}^{(i)} = I, \) i.e.,

\[
\begin{align*}
\overline{A}^{(i)} &= (\overline{W}^{(i)})^T \overline{A}^{(i)}, \\
\overline{B}^{(i)} &= (\overline{W}^{(i)})^T \overline{B}^{(i-1)}, \\
\overline{C}^{(i)} &= CV^{(i)},
\end{align*}
\]

where

\[
\begin{align*}
(\overline{V}^{(i)} - \overline{V}^{(i)} \overline{S}^{(i)} - \overline{B}^{(i-1)} \overline{L}^{(i)} &= 0, \\
\overline{B}^{(i)} &= B, \text{ and } \overline{B}^{(i)} &= \overline{B}^{(i-1)} - \overline{V}^{(i)} \overline{B}^{(i)}.
\end{align*}
\]

In CURE, the ROM is accumulated, and the order of the ROM keeps on growing after each iteration. The cumulative ROM and its associated matrices for \(i = 1, \ldots, k\) are computed as

\[
\begin{align*}
A_c^{(i)} &= \begin{bmatrix} A^{(i-1)} & 0 \\
\overline{B}^{(i)} L \overline{L}^{(i-1)} - \overline{A}^{(i)} & \overline{B}^{(i)} \end{bmatrix}, \\
B_c^{(i)} &= \begin{bmatrix} B_c^{(i-1)} \\
\overline{B}^{(i)} \end{bmatrix}, \\
C_c^{(i)} &= \begin{bmatrix} C^{(i-1)} & \overline{C}^{(i)} \end{bmatrix}, \\
L_c^{(i)} &= \begin{bmatrix} L_c^{(i-1)} & \overline{L}^{(i)} \end{bmatrix}, \\
S_c^{(i)} &= \begin{bmatrix} S_c^{(i-1)} & -B_c^{(i-1)} \overline{L}^{(i)} \end{bmatrix}, \\
V_c^{(i)} &= \begin{bmatrix} V_c^{(i-1)} & \overline{V}^{(i)} \end{bmatrix},
\end{align*}
\]

and

\[
A^{(0)} = 0, \quad B^{(0)} = 0, \quad C^{(0)} = 0, \quad L^{(0)} = 0, \quad S^{(0)} = 0, \quad V^{(0)} = 0.
\]

Let \(H_c^{(i)}(s)\) be the transfer function of the cumulative ROM, i.e.,

\[H_c^{(i)}(s) = C_c^{(i)}(sI - A_c^{(i)})^{-1} B_c^{(i)}.\]

If \((\overline{A}^{(i)}, \overline{B}^{(i)}, \overline{C}^{(i)})\) is computed by using PORK for \(i = 1, \ldots, k\), \(H_c^{(i)}(s)\) stays pseudo-optimal, and \(\|H(s) - H_c^{(i)}(s)\|_{H_2}\) decays monotonically irrespective of the choice of interpolation points and tangential directions. Similarly, a \(W\)-type CURE also exists; see \([25]\) for details.

### 2.2.3 FLPORK \([42]\)

Let \(\mathcal{H}(s)\) and its \(i\)th-order ROM \(\mathcal{H}_r(s)\) be defined as the following

\[
\begin{align*}
\mathcal{H}(s) &= C(sI - A)^{-1} B, \\
\mathcal{H}_r(s) &= C_r(sI - A_r)^{-1} \hat{B}_r,
\end{align*}
\]

where \(B_r = [B \mathcal{F}(A)\hat{B}]\). Further, let us define \(\hat{b}_i\) as \(\hat{b}_i = (\mathcal{F}(\sigma)\hat{b}_i)\). The input reduction matrix \(V_{r,\Omega}\) in FLPORK to enforce the tangential optimality condition \(\mathcal{H}(\sigma)\hat{b}_i = \mathcal{H}_r(\sigma)\hat{b}_i\) is computed as

\[AV_{r,\Omega} - V_{r,\Omega} B_{r,\Omega} L_{r,\Omega} = 0, \tag{25}\]

where \(L_{r,\Omega} = \begin{bmatrix} L_r \mathcal{F}(S_r) \\ L_r \end{bmatrix}\). Then \(A_r\) is parameterized in \(\hat{B}_r\) to place the poles at the mirror images of the interpolation points and to satisfy the following condition

\[\mathcal{H}(\hat{\lambda}_i)\hat{r}_i = \mathcal{H}_r(\hat{\lambda}_i)\hat{r}_i, \tag{26}\]

where \(\hat{r}_i = \mathcal{F}(\hat{\lambda}_i)\hat{r}_i\). Let \(Q_{\Omega,\Omega}\) be the frequency-limited observability Gramian of the pair \((-S_r, L_r)\) that satisfies the following Lyapunov equation

\[-S_r^T Q_{\Omega,\Omega} - Q_{\Omega,\Omega} S_r + \mathcal{F}(S_r^T) L_r^T L_r + L_r^T L_r \mathcal{F}(S_r) = 0.
\]

Then \(\mathcal{H}_r(s)\) in FLPORK is computed as

\[A_r = -Q_{\Omega,\Omega}^{-1} S_r, \quad \hat{B}_r = \begin{bmatrix} -Q_{\Omega,\Omega}^{-1} L_r^T -Q_{\Omega,\Omega}^{-1} \mathcal{F}(S_r) L_r \\ S_r \end{bmatrix}, \quad C_r = CV_{r,\Omega}.
\]

Finally, \(H_r(s)\) that satisfies the optimality condition \([12]\) is computed by setting \(B_r = -Q_{\Omega,\Omega}^{-1} L_r^T\). It is noted in \([24]\) that \(Q_{\Omega,\Omega}^{-1}\) is the frequency-limited controllability Gramian \(P_{r,\Omega}\) of the pair \((A_r, B_r)\) as \((-Q_{\Omega,\Omega}^{-1} S_r^T Q_{\Omega,\Omega}, Q_{\Omega,\Omega}^{-1} L_r^T L_r\).

Dually a \(W\)-type FLPORK also exists, which ensures that \(H_r(s)\) satisfies the optimality condition \([11]\). Let us define \(\mathcal{P}(s)\) and \(\mathcal{P}_r(s)\) as the following

\[
\begin{align*}
\mathcal{P}(s) &= C(sI - A)^{-1} B, \\
\mathcal{P}_r(s) &= \hat{C}_r(sI - A_r)^{-1} \hat{B}_r,
\end{align*}
\]

where \(\hat{C}_r = \begin{bmatrix} C \\ \mathcal{F}(A) \end{bmatrix}\). Further, let us define \(\tilde{c}_i\) as \(\tilde{c}_i = [(\mathcal{F}(\sigma)\tilde{c}_i) c_i]\) where \(c_i\) are the left tangential directions. The output reduction matrix \(W_{r,\Omega}\) in FLPORK to enforce the tangential optimality condition \(\tilde{c}_i^T \mathcal{H}(\sigma) = \tilde{c}_i^T \mathcal{H}_r(\sigma)\) is computed as

\[A^T W_{r,\Omega} - W_{r,\Omega} S_r^T C_r^T L_r^T = 0.
\]
where \( L_{r,\Omega} = \{ \mathcal{F}(-S_r)L_r \} \). Then \( A_r \) is parameterized in \( \hat{C}_r \) to place the poles at the mirror images of the interpolation points and to satisfy the following condition

\[
\tilde{T}_r^T \mathcal{F}(\tilde{\lambda}_i) = \tilde{T}_r^T \mathcal{F}(\hat{\lambda}_i),
\]

(27)

where \( \tilde{T}_r = \left[ \mathcal{F}(\tilde{\lambda}_i) \tilde{l}_r \right] \). Let \( P_{s,\Omega} \) be the frequency-limited controllability Gramian of the pair \((-S_r, L_r)\) that satisfies the following Lyapunov equation

\[-S_r P_{s,\Omega} - P_{s,\Omega} S_r^T + \mathcal{F}(-S_r)L_r^T + L_r L_r^T \mathcal{F}(S_r^T) = 0.\]

Then \( \mathcal{H} \) in FLORK is computed as

\[A_r = -P_{s,\Omega} S_r^T P_{r,\Omega}^{-1}, \quad B_r = W_r^T B_r, \]

\[\hat{C}_r = \begin{bmatrix} -L_r^T P_{r,\Omega}^{-1} \\ -L_r^T \mathcal{F}(-S_r^T) P_{r,\Omega}^{-1} \end{bmatrix}. \]

Finally, \( H_r \) that satisfies the optimality condition \( [11] \) is computed by setting \( C_r = -L_r^T P_{r,\Omega}^{-1} \). It is noted in \[27\] that \( P_{r,\Omega}^{-1} \) is the frequency-limited observability Gramian \( Q_{r,\Omega} \) of the pair \((-A_r, C_r) = (-P_{s,\Omega} S_r^T P_{r,\Omega}^{-1}, -L_r^T P_{r,\Omega}^{-1})\).

3 | PROPERTIES OF FLORK

There are several properties of FLORK that were not recognized in the original work. This section fills this gap and presents important properties of FLORK, some of which can be exploited to formulate an adaptive framework for constructing a ROM. Theorem\[1\] gives the equivalence between various optimality conditions and also proves some of the properties of FLORK.

**Theorem 1.** When \( H(s) \) and \( H_r(s) \) have simple poles, the following statements are true:

1. \( \hat{B}_r \) and \( \mathcal{C}_r \) in FLORK have particular structures, i.e.,

\[\hat{B}_r = \left[ B_r \mathcal{F}(A_r) B_r \right], \quad \mathcal{C}_r = \begin{bmatrix} C_r \\ C_r \mathcal{F}(A_r) \end{bmatrix}. \]

2. The optimality condition \( [12] \) and the tangential interpolation condition \( [26] \) are equivalent when \( \hat{B}_r \) has a structure according to \( [28] \).

3. The optimality condition \( [11] \) and the tangential interpolation condition \( [27] \) are equivalent when \( \hat{C}_r \) has a structure according to \( [28] \).

4. The interpolation conditions \( [17] \) and \( [26] \) are equivalent when \( \hat{B}_r \) has a structure according to \( [28] \).

5. The interpolation conditions \( [16] \) and \( [27] \) are equivalent when \( \hat{C}_r \) has a structure according to \( [28] \).

6. If the old interpolation data is a subset of the new one, FLORK ensures that \(|| H(s) - H_r(s) |||_{\mathcal{H}_r,\Omega}^2 \) decays monotonically.

**Proof.** 1. Note that in \( V \)-type FLORK, \( \mathcal{F}(A_r) = Q_{s,\Omega}^{-1} \mathcal{F}(-S_r^T) Q_{s,\Omega} \) and thus \( \mathcal{F}(A_r) Q_{s,\Omega}^{-1} = Q_{s,\Omega}^{-1} \mathcal{F}(-S_r^T) \). Therefore, \(-Q_{s,\Omega}^{-1} \mathcal{F}(-S_r^T) L_r^T = \mathcal{F}(A_r) B_r \). Similarly, in \( W \)-type FLORK, \( \mathcal{F}(A_r) = P_{s,\Omega} \mathcal{F}(S_r^T) P_{r,\Omega}^{-1} \) and thus \( P_{r,\Omega}^{-1} \mathcal{F}(A_r) = \mathcal{F}(-S_r^T) P_{r,\Omega}^{-1} \). Therefore, \(-L_r^T \mathcal{F}(S_r^T) P_{r,\Omega}^{-1} = \mathcal{C}(A_r) \).

2. Let the spectral factorization of \( A_r \) be \( A_r = \tilde{R} \tilde{\Lambda} \tilde{R}^{-1} \) where \( \tilde{A} = \text{diag}(\tilde{\lambda}, \cdots, \tilde{\lambda}) \). Further, define \( \tilde{B} \) and \( \tilde{C} \) as

\[\tilde{B} = \tilde{R} \tilde{\Lambda} \tilde{R}^{-1} B, \quad \tilde{C} = \tilde{R} \tilde{\Lambda} \tilde{R}^{-1} C. \]

Now define \( \tilde{A}_r \) as \( \tilde{A}_r = \tilde{R} \tilde{\Lambda} \tilde{R}^{-1} \). By noting that \( \mathcal{F}(A_r) = \tilde{R} \mathcal{F}(\tilde{\Lambda}) \tilde{R}^{-1} \) and multiplying \( \tilde{R}^{-1} \) from the right, the equation \( [6] \) becomes

\[A \mathcal{P}_{\Omega} + \mathcal{P}_{\Omega} \mathcal{A} + \mathcal{F}(A) B \tilde{B}^T + B \tilde{B}^T \mathcal{F}(\tilde{\Lambda}) = 0. \]

Since \( \tilde{\Lambda} \) (and resultantly \( \mathcal{F}(\tilde{\Lambda}) \)) is a diagonal matrix \( [27] \), \( \mathcal{P}_{\Omega} \) can be computed column-wise as

\[\mathcal{P}_{\Omega, i} = (\tilde{\lambda}_i I - A_r)^{-1} B \mathcal{F}(\tilde{\lambda}_i) \tilde{r}_i + (\tilde{\lambda}_i I - A_r)^{-1} \mathcal{F}(A_r) B \tilde{r}_i. \]

Further, let us define \( \mathcal{P}_{r,\Omega} \) as \( \mathcal{P}_{r,\Omega} = P_{r,\Omega} \mathcal{R}^{-1} \). By multiplying \( \mathcal{R}^{-1} \) from the right, the equation \( [7] \) becomes

\[A_r \mathcal{P}_{r,\Omega} + \mathcal{P}_{r,\Omega} \tilde{A} + \mathcal{F}(A_r) B \tilde{B}^T + B \tilde{B}^T \mathcal{F}(\tilde{\Lambda}) = 0. \]

Then \( \mathcal{P}_{r,\Omega} \) can be computed column-wise as

\[\mathcal{P}_{r,\Omega, i} = (\tilde{\lambda}_i I - A_r)^{-1} B_r \mathcal{F}(\tilde{\lambda}_i) \tilde{r}_i + (\tilde{\lambda}_i I - A_r)^{-1} \mathcal{F}(A_r) B \tilde{r}_i. \]

Now, the optimality condition \( [12] \) can be written as

\[C_r \begin{bmatrix} \mathcal{P}_{r,\Omega, 1} & \cdots & \mathcal{P}_{r,\Omega, r} \end{bmatrix} \mathcal{R}^{-1} = C_r \begin{bmatrix} \mathcal{P}_{r,\Omega, 1} & \cdots & \mathcal{P}_{r,\Omega, r} \end{bmatrix} \mathcal{R}^{-1} = 0. \]

After multiplying \( \mathcal{R}^{-1} \) from the right, each column of \( [29] \) becomes

\[\mathcal{H}(\tilde{\lambda}_i) \tilde{r}_i - \mathcal{H}(\tilde{\lambda}_i) \tilde{r}_i = 0. \]

3. Let us define \( \mathcal{H}_r \) as \( \mathcal{H}_r = \mathcal{Q}_{\Omega, r} \mathcal{R}. \) Further, define \( \tilde{B} \) and \( \tilde{C} \) as

\[\tilde{B} = \tilde{R}^{-1} B = \begin{bmatrix} \tilde{r}_1 & \cdots & \tilde{r}_r \end{bmatrix} \tilde{C} = C_r \tilde{R} = \begin{bmatrix} \tilde{I}_1 & \cdots & \tilde{I}_r \end{bmatrix}. \]

By multiplying \( \tilde{R}^{-1} \) from the right, the equation \( [8] \) becomes

\[A^T \mathcal{H}_r \mathcal{Q}_{\Omega, r} \mathcal{A} \mathcal{Q}_{\Omega, r}^T \mathcal{C} \mathcal{F}(\tilde{\Lambda}) + \mathcal{F}(A^T) C^T \mathcal{C} = 0. \]

Then \( \mathcal{H}_r \) can be computed column-wise as

\[\mathcal{H}_r = (\tilde{\lambda}_i I - A^T)^{-1} C^T \mathcal{F}(\tilde{\lambda}_i) \tilde{I}_i + (\tilde{\lambda}_i I - A^T)^{-1} \mathcal{F}(A^T) C^T \tilde{I}_i. \]
Now define \( \mathcal{Q}_{r,\Omega} \) as \( \mathcal{Q}_{r,\Omega} = Q_{r,\Omega} R \). By multiplying \( R \) from the right, the equation (9) becomes

\[
A^T \mathcal{Q}_{r,\Omega} + \mathcal{Q}_{r,\Omega} \tilde{\Lambda} + C_i^T \tilde{C} \mathcal{Q}(\tilde{\Lambda}) + \mathcal{Q}(A_i^T) C_i^T \tilde{C} = 0
\]

Then \( \mathcal{Q}_{r,\Omega} \) can be computed column-wise as

\[
\mathcal{Q}_{r,\Omega,\Omega} = (\tilde{\Lambda}_i I - A_i^T)^{-1} C_i^T \mathcal{Q}(\tilde{\Lambda}_i) I_i
\]

\[
+ (\tilde{\Lambda}_i I - A_i^T)^{-1} \mathcal{Q}(A_i^T) C_i^T \tilde{I}_i.
\]

Further, the optimality condition (11) can be written as

\[
B^T \begin{bmatrix} \mathcal{Q}_{r,\Omega,1} & \cdots & \mathcal{Q}_{r,\Omega,r} \end{bmatrix} \tilde{R} - B^T \begin{bmatrix} \mathcal{Q}_{r,\Omega,1} & \cdots & \mathcal{Q}_{r,\Omega,r} \end{bmatrix} \tilde{R} = 0. \quad (30)
\]

After multiplying \( \tilde{R}^{-1} \) from the right, each column of (30) becomes

\[
\mathcal{Q}^T(\tilde{\Lambda}_i) I_i - Q^T(\tilde{\Lambda}_i) I_i = 0.
\]

4. Let the spectral factorization of \( A \) be \( A = RL \) where \( L = \text{diag}(\lambda_1, \cdots, \lambda_m) \). Note that \( \mathcal{Q}(A)B = RL \mathcal{Q}(\tilde{\Lambda})R^{-1}B \) and \( \mathcal{Q}(A_i)B_r = \tilde{R} \mathcal{Q}(\tilde{\Lambda})R^{-1}B_r \). Thus \( \mathcal{H}(s) \) and \( \mathcal{H}'(s) \) can be represented as

\[
\mathcal{H}(s) = \left[ \sum_{i=1}^n \frac{I_r^T}{\lambda_i - s} \sum_{i=1}^n \frac{I_r^T}{\tilde{\lambda}_i - s} \mathcal{Q}(\lambda_i) \right],
\]

\[
\mathcal{H}'(s) = \left[ \sum_{i=1}^n \frac{I_r}{\lambda_i - s} \sum_{i=1}^n \frac{I_r}{\tilde{\lambda}_i - s} \mathcal{Q}(\lambda_i) \right] = \left[ H(s) \right] \mathcal{H}_\Omega(s).
\]

Then it can readily be noted that \( \mathcal{H}(\tilde{\Lambda}_i) \tilde{R}_i = T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i \) and \( \mathcal{H}'(\tilde{\Lambda}_i) \tilde{R}_i = T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i \).

5. Note that \( C_i \mathcal{Q}(A) = C_i \mathcal{Q}(\tilde{\Lambda})R^{-1} \) and \( C_i \mathcal{Q}(A_i) = C_i \mathcal{Q}(\tilde{\Lambda})R^{-1} \). Thus \( \mathcal{Q}(s) \) and \( \mathcal{Q}'(s) \) can be represented as

\[
\mathcal{Q}(s) = \left[ \sum_{i=1}^n \frac{I_r^T}{\lambda_i - s} \sum_{i=1}^n \frac{I_r^T}{\tilde{\lambda}_i - s} \mathcal{Q}(\lambda_i) \right] = \left[ H(s) \right] \mathcal{H}_\Omega(s),
\]

\[
\mathcal{Q}'(s) = \left[ \sum_{i=1}^n \frac{I_r^T}{\lambda_i - s} \sum_{i=1}^n \frac{I_r}{\tilde{\lambda}_i - s} \mathcal{Q}(\lambda_i) \right] = \left[ H(s) \right] \mathcal{H}'(s).
\]

Then it can readily be noted that \( I_i^T \mathcal{Q}(\tilde{\Lambda}_i) = I_i^T T_{\Omega}(\tilde{\Lambda}_i) \) and \( I_i^T \mathcal{Q}'(\tilde{\Lambda}_i) = I_i^T T_{\Omega}(\tilde{\Lambda}_i) \).

6. From the parts (15) of this theorem, it is clear that \( V \)-type and \( W \)-type FLPORK ensure the interpolation conditions (16) and (17), respectively. Let an \( r \)-th order ROM \( H_r(s) \) be generated by \( V \)-type FLPORK by using the interpolation points \( (\sigma_1, \sigma_2, \cdots, \sigma_r) \) and the right tangential directions \( (b_1, b_2, \cdots, b_r) \). Further, let an \( r \)-th \( (r > r) \) order ROM \( H_r(s) \) be generated by \( W \)-type FLPORK by using the interpolation points \( (\sigma_1, \sigma_2, \cdots, \sigma_r, \cdots, \sigma_r) \) and the right tangential directions \( (b_1, b_2, \cdots, b_r, \cdots, b_r) \), i.e., the old interpolation data is a subset of the new one.

Then it can be readily concluded from the parts (15) of this theorem that the following interpolation conditions hold

\[
T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i = T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i \quad \text{for} \quad i = 1, \cdots, r, \quad (32)
\]

\[
T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i = T_{\Omega}(\tilde{\Lambda}_i) \tilde{R}_i \quad \text{for} \quad i = 1, \cdots, r, \quad (33)
\]

Resultantly, the following holds

\[
||H(s) - H_r(s)||^2_{H_\Omega} \leq ||H(s)||^2_{H_\Omega} - ||H_r(s)||^2_{H_\Omega},
\]

\[
||H(s) - H_r(s)||^2_{H_\Omega} \leq ||H(s)||^2_{H_\Omega} - ||H_r(s)||^2_{H_\Omega},
\]

\[
||H_r(s)||_{H_\Omega} \leq ||H(s)||_{H_\Omega} - ||H_r(s)||_{H_\Omega},
\]

\[
||H(s) - H_r(s)||_{H_\Omega} \leq ||H(s) - H_r(s)||_{H_\Omega}. \quad (31)
\]

The monotonic decay property for \( W \)-type FLPORK can be proved on similar lines by duality, which is left due to brevity.

\[\square\]

Remark 1. It is interesting to note that the FKIRKA and FLPORK both target the same interpolation conditions, i.e., (16) and (17). This explains why FLPORK ensures high-fidelity despite being heuristic in nature. However, FKIRKA does not preserve the structure of \( B_0 \) and \( B_0 \) according to (28). Thus it does not satisfy the optimality conditions (16) and (17), in general.

The ROMs generated by PORK and FLPORK have a particular relationship. This is explained in Proposition 1.

Proposition 1. If \( S_r, L_r, Q_s, \) and \( V_r \) are the matrices constructed by \( V \)-type PORK, then a frequency-limited pseudo-optimal ROM can be constructed from these matrices as

\[
A_r = -S_r^T, \quad B_r = -L_r^T, \quad C_r = CV_r Q_s^{-1}
\]

where

\[
V_{r,\Omega} = \mathcal{Q}(A)V_r + V_r \mathcal{Q}(S_r),
\]

\[
Q_s = \mathcal{Q}(\mathcal{Q}(A)V_r + V_r \mathcal{Q}(S_r)).
\]

Proof. We first prove the relationship between \( V_r \) and \( V_{r,\Omega} \), which are solutions of the Sylvester equations (23) and (25), respectively. Their relationship can be verified by noting that \( S_r \mathcal{Q}(S_r) = \mathcal{Q}(S_r)S_r \) and \( A \mathcal{Q}(A) = \mathcal{Q}(A)A \) (27), i.e.,

\[
AV_{r,\Omega} = A \mathcal{Q}(A)V_r + AV_r \mathcal{Q}(S_r)
\]

\[
AV_{r,\Omega} = \mathcal{Q}(A)AV_r + AV_r \mathcal{Q}(S_r)
\]

\[
AV_{r,\Omega} = \mathcal{Q}(A)V_r S_r + \mathcal{Q}(A)B L_r
\]

\[
V_r S_r \mathcal{Q}(S_r) + B L_r \mathcal{Q}(S_r)
\]

\[
AV_{r,\Omega} = \mathcal{Q}(A)V_r S_r + \mathcal{Q}(A)B L_r
\]
Further, since $Q_{s,\Omega}$ is the frequency-limited observability Gramian of the pair $(-S_r, L_r)$, the following holds (see [10] for details)

$$Q_{s,\Omega} = \mathcal{F}(-S_r^T) Q_s + Q_s \mathcal{F}(-S_r).$$

Moreover, since the pseudo-optimality does not depend on a particular state-space realization, we can apply a similarity transformation on the ROM constructed by PORK using $Q_s^{-1}$ as a transformation matrix, i.e.,

$$A_{r,s} = -S_r^T, \quad B_{r,s} = -L_r^T, \quad C_{r,s} = CV_r Q_s^{-1}.$$

Similarly, by applying a similarity transformation by using $Q_{s,\Omega}$ as a transformation matrix, the ROM constructed by FLPORK becomes

$$A_{r,s} = -S_r^T, \quad B_{r,s} = -L_r^T, \quad C_{r,s} = CV_r Q_{s,\Omega}^{-1}.$$

4 | FREQUENCY-LIMITED CURE (FLCURE)

In this section, we aim to develop a recursive framework for FLPORK that enforces new interpolation conditions without affecting the previous ones. This is to exploit the monotonic decay in error property of FLPORK described in the last section. For the infinite frequency case, CURE is essentially such a framework. However, CURE cannot retain the structure of $B_\Omega$ and $C_\Omega$ according to (28). We now generalize CURE for the frequency-limited scenario by using some mathematical manipulations and properties of FLPORK described in the last section.

In CURE, $S_r$, $L_r$, and $V_r$ are always computed recursively as $S_r^{(i)}$, $L_r^{(i)}$, and $V_r^{(i)}$, respectively. If, in addition, PORK is used in every iteration of CURE, $Q_s$ can also be achieved recursively as $Q_s^{(i)}$. If we are able to recursively reproduce $\mathcal{F}(-S_r)$, $Q_s^{(i)}$, and $V_r^{(i)}$ from $S_r$, $L_r$, and $V_r$ generated by CURE wherein PORK is used in every iteration, we can recursively generate the frequency-limited pseudo-optimal ROM by using the results of Proposition I. This is the approach we follow. First, recall that $S_r$, $L_r$, and $V_r$ are recursively computed in CURE as

$$S_r^{(i)} = \begin{bmatrix} S_r^{(i-1)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)} \\ 0 \end{bmatrix}, \quad L_r^{(i)} = \begin{bmatrix} L_r^{(i-1)} \tilde{L}_c^{(i)} \end{bmatrix}, \quad V_r^{(i)} = \begin{bmatrix} V_c^{(i-1)} \tilde{V}_c^{(i)} \end{bmatrix}.$$

Further, if PORK is used within CURE, $B_c^{(i)}$ and $Q_{s,c}^{(i)}$ are recursively computed as

$$\tilde{B}_c^{(i)} = \begin{bmatrix} \tilde{B}_c^{(i-1)} \\ -((\tilde{Q}_c^{(i)})^{-1}(\tilde{L}_c^{(i)})^T) \end{bmatrix}, \quad Q_{s,c}^{(i)} = \begin{bmatrix} Q_{s,c}^{(i-1)} & 0 \\ 0 & \tilde{Q}_c^{(i)} \end{bmatrix}.$$  

where

$$(-S_c^{(i)})^T \tilde{Q}_c^{(i)} + Q_{s,c}^{(i)}(-S_c^{(i)}) + (L_c^{(i)})^T (\tilde{L}_c^{(i)}) = 0.$$  

Now we discuss the computation of the off-diagonal entry $\mathcal{F}_c^{(i)}$. Since $-S_c^{(i)} \mathcal{F}_c^{(i)} = -\mathcal{F}_c(-S_c^{(i)}) S_c^{(i)}$, we can write

$$S_c^{(i)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)} = \begin{bmatrix} \mathcal{F}_c(-S_c^{(i-1)}) & \mathcal{F}_c^{(i)} \\ 0 & \mathcal{F}_c(-\tilde{S}_c^{(i)}) \end{bmatrix} S_c^{(i-1)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)},$$

$$= \begin{bmatrix} \mathcal{F}_c(-S_c^{(i-1)}) & \mathcal{F}_c^{(i)} \\ 0 & \mathcal{F}_c(-\tilde{S}_c^{(i)}) \end{bmatrix} S_c^{(i-1)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)} + \mathcal{F}_c(-\tilde{S}_c^{(i)}) S_c^{(i-1)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)}.$$

Thus one can readily note that $\mathcal{F}_c^{(i)}$ can be computed by solving the following Sylvester equation

$$S_c^{(i-1)} \mathcal{F}_c^{(i)} - \mathcal{F}_c^{(i)} \tilde{S}_c^{(i)} - \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)} \mathcal{F}_c(-\tilde{S}_c^{(i)}) + \mathcal{F}_c(-S_c^{(i-1)}) \tilde{B}_c^{(i-1)} \tilde{L}_c^{(i)} = 0.$$  

We know from Proposition I that the accumulated reduction subspace $V_c^{(i)}$ is related to $V_r^{(i)}$ as

$$V_c^{(i)} = \mathcal{F}(A) V_r^{(i)} + V_r^{(i)} \mathcal{F}(-S_r^{(i)}).$$  

By exploiting the upper triangular structure of $\mathcal{F}(-S_c^{(i)})$, $V_c^{(i)}$ can be obtained recursively as

$$V_c^{(i)} = \begin{bmatrix} V_c^{(i-1)} \tilde{V}_c^{(i)} \end{bmatrix}.$$  

Further, we also know from Proposition I that the accumulated frequency-limited observability Gramian $Q_{s,c}^{(i)}$ of the pair $(S_c^{(i)}, L_c^{(i)})$ is related to $Q_{s,c}^{(i)}$ as

$$Q_{s,c}^{(i)} = \mathcal{F}(S_c^{(i)})^T Q_{s,c}^{(i)} + Q_{s,c}^{(i)} \mathcal{F}(-S_c^{(i)}).$$
By putting (34) and (36) in (41), one can note that \( Q^{(i)}_{s,c,\Omega} \) can be obtained recursively as

\[
Q^{(i)}_{s,c,\Omega} = \begin{bmatrix}
Q^{(i-1)}_{s,c,\Omega} & Q^{(i-1)}_{s,c} \mathbb{F} c \\
(\mathbb{F} c)^T & Q^{(i-1)}_{s,c} \end{bmatrix},
\]

(42)

where

\[
\tilde{Q}^{(i)}_{s,c,\Omega} = \mathcal{F}(-\tilde{S}^{(i)T} \tilde{Q} + \tilde{Q}^{(i)}_{s,c} \mathcal{F}(-\tilde{S}^{(i)}).)
\]

Finally, the accumulated frequency-limited pseudo-optimal ROM can be obtained as

\[
A^{(i)}_c = -\tilde{S}^{(i)T}, \quad B^{(i)}_c = -(L^{(i)})^T, \quad C^{(i)}_c = CV^{(i)}_{c,\Omega} Q^{(i)}_{s,c,\Omega}^{-1}.
\]

Since \( H^{(i)}_c(s) \) remains a frequency-limited pseudo-optimal ROM as \( i \) grows, and the old interpolation data \( (\tilde{S}^{(i)}_{s,c}, L^{(i)}) \) remains embedded in the new interpolation data \( (\tilde{S}^{(i)}_{s,c}, L^{(i)}) \), the error \( \|H(s) - H_c^{(i)}(s)\|_{s,c,\Omega}^2 \) decays monotonically as proved in the part \( \mathbb{B} \) of Theorem \( \mathbb{A} \). Moreover, since the ROM is frequency-limited pseudo-optimal, the following holds

\[
\|H(s) - H_c^{(i)}(s)\|_{s,c,\Omega}^2 = CP_c C^T - CV^{(i)}_{s,c,\Omega} Q^{(i)}_{s,c,\Omega}^{-1}(V^{(i)}_{c,\Omega} C^T) = C\left( P^*_c - V^{(i)}_{c,\Omega} Q^{(i)}_{s,c,\Omega}^{-1}(V^{(i)}_{c,\Omega}) C^T \right).
\]

Thus \( \hat{P}_c = V^{(0)}_{c,\Omega} Q^{(0)}_{s,c,\Omega}^{-1}(V^{(0)}_{c,\Omega}) C^T \) monotonically approaches \( P^*_c \) after each iteration. Hence, FLCURE also provides the approximation of \( P^*_c \). The pseudo-code of \( V \)-type FLCURE is presented in Algorithm \( \mathbb{A} \).

We now present a \( W \)-type algorithm for FLCURE without proof for brevity. The pseudo-code of FLCURE (\( W \)-type) is presented in Algorithm \( \mathbb{B} \). The \( W \)-type algorithm for FLCURE also ensures that \( \|H(s) - H_c^{(i)}(s)\|_{s,c,\Omega}^2 \) decays monotonically irrespective of the choice of interpolation points and the tangential directions as \( i \) grows.

Note that

\[
\|H(s) - H_c^{(i)}(s)\|_{s,c,\Omega}^2 = B^T Q_{\Omega} B - B^T W^{(i)}_{c,\Omega} (P^{(i)}_{s,c,\Omega})^{-1} (W^{(i)}_{c,\Omega})^T B = B^T \left( Q_{\Omega} - W^{(i)}_{c,\Omega} (P^{(i)}_{s,c,\Omega})^{-1} (W^{(i)}_{c,\Omega})^T \right) B.
\]

Therefore, \( \hat{Q}_\Omega = W^{(0)}_{c,\Omega} (P^{(0)}_{s,c,\Omega})^{-1} (W^{(0)}_{c,\Omega})^T \) monotonically approaches \( Q^{(i)}_{\Omega} \) after each iteration of FLCURE. Hence, it also provides an approximation of \( Q^{(i)}_{\Omega} \).

Remark 2. The computation of \( \mathcal{F}(A) \) is expensive in a large-scale setting; however, an efficient Krylov subspace-based approximation can be obtained by using the procedure described in \( \mathbb{F} \). Note that the Krylov subspace required for this purpose is not needed to be computed exclusively as it is already available in Algorithms 1 and 2, i.e., \( V^{(i)}_c \) and \( W^{(i)}_c \).

Remark 3. The poles of the ROM in FLPORK and FLCURE are the mirror images of the interpolation points. Since the interpolation points are always selected in the right-half of the \( s \)-plane, the ROM is guaranteed to be stable.

Remark 4. A frequency-limited pseudo-optimal ROM generated by a single run of FLPORK and that by the multiple steps of FLCURE are equivalent if the same interpolation points and tangential directions are used. The significance of FLCURE and its monotonic decay in the error property is that an adaptive choice of the order \( r \) of the ROM can be made, i.e., the order of the ROM can be increased until the \( H_{s,\Omega} \)-norm error decays below the desired tolerance.

4.1 Connection with the ADI Method

We have seen, so far, that to generalize any infinite frequency-interval moment matching method to the frequency-limited scenario, the only information that is required is the matrices of the Sylvester equations (25), i.e., \( S \) and \( L \). Interestingly, the Krylov subspace-based methods and LR-ADI methods for the solution of large-scale Lyapunov equation are shown equivalent in (39). It is further shown in (39) that the LR-ADI method implicitly performs \( H_2 \)-pseudo-optimal MOR.
Moreover, the matrices $S_r$ and $L_r$ matrices of their respective Sylvester equations are also derived, which are shown to be equivalent to those used in PORK. We now briefly discuss how LR-ADI method can effortlessly be generalized to the frequency-limited scenario by using the results from the last subsection.

Let $\hat{P}$ be the approximation of the controllability Gramian $P$ of the pair $(A, B)$. It is shown in [22] and [26] that the low-rank Cholesky factor $\hat{Z}$ of $\hat{P}$, i.e., $\hat{P} = \hat{Z}^* \hat{Z}$, can be computed using ADI iterations as the following

$$\hat{Z}_1 = \sqrt{2 \text{Re}(\sigma_j)} (A - \sigma_1 I)^{-1} B,$$

$$\hat{Z}_j = \sqrt{\frac{\text{Re}(\sigma_j)}{\text{Re}(\sigma_{j-1})}} \left( I + (\sigma_j + \tilde{\sigma}_{j-1}) (A - \sigma_j I)^{-1} \right) \hat{Z}_{j-1},$$

$$\hat{Z} = [\hat{Z}_1, \ldots, \hat{Z}_k],$$

for $j = 1, \ldots, k$. It is further shown in [39] that $\hat{P}$ constructed using this method is equivalent to the one generated by CURE when PORK is used in each iteration, i.e., $\hat{P} = V_c(Q_{x,c})^{-1}V_c^T$. Let $\alpha_j = \sqrt{2 \text{Re}(\sigma_j)}$, then $\hat{Z}$ satisfies the following Sylvester equation

$$A \hat{Z} - \hat{Z} S_c - BL_c = 0$$

where

$$S_c = \begin{bmatrix} \sigma_1 I_m & \alpha_1 \alpha_2 I_m & \cdots & \alpha_{k-1} \alpha_k I_m \end{bmatrix},$$

$$L_c = [\alpha_1 I_m, \ldots, \alpha_k I_m],$$

$Q^{(i)} = I$, $V_c = \hat{Z}$, and $I_m$ is an $m \times m$ identity matrix. Using the relations (38) and (41), it can readily be concluded that $\hat{P}_\Omega = V_c(Q_{x,c})^{-1}V_c^T$ obtained in the last subsection is related to the LR-ADI method. In fact, the frequency-limited generalization of the LR-ADI method already exists and can be found with a detailed discussion in [5]. Thus the results of this subsection show that the frequency-limited LR-ADI method of Lyapunov equations implicitly performs frequency-limited $H_2$-pseudo-optimal MOR. This is consistent with the parallelism between the infinite- and finite-interval methods.

It is evident from (13) and the structure of $S_c$ and $L_c$ that $\hat{Z}$ corresponds to a block-Krylov subspace [39]. To obtain additional freedom of tangential directions, the connection between the Krylov subspace and the LR-ADI method can be generalized to incorporate tangential directions. This is the central theme of the algorithm proposed in [40]. Moreover, it is shown in [39] that this algorithm is equivalent to the Krylov subspace-based restart scheme proposed in [1]. Again, by using the relations (38) and (41), these algorithms can similarly be generalized to the frequency-limited scenario. Note that Algorithms 1 and 2 already have the freedom to incorporate tangential directions. In short, though simple in their formulation, the relations (38) and (41) can generalize a whole family of algorithms for the solution of Lyapunov equations and MOR to the frequency-limited case.

### 4.2 Adaptive Selection of Order

To adaptively decide the order of the ROM, FLCURE needs a stopping criterion. The computation of $||H(s) - H_c^{(i)}(s)||_{\mathcal{H}_2}$ is computationally expensive in a large-scale setting and thus not feasible as a stopping criterion. FLCURE does provide an approximation of $P_\Omega$; however, the difference $P_\Omega - \tilde{P}_\Omega$ corresponds to $||H(s) - H_c^{(i)}(s)||_{\mathcal{H}_2}$ itself, and thus $\tilde{P}_\Omega$ generated by FLCURE cannot be used as an error estimator. One possible approach can be to run a few iterations of FLIRKA and generate a ROM of much greater size than we are after (so that it contains most of the dynamics of the original system) and compute an estimate of $P_\Omega$ as
\[ P_\Omega = V_{r,\Omega} P_{r,\Omega} V_{r,\Omega}^T \]

The interpolation data set generated by FLIRKA can later be used for an appropriate selection of interpolation points in FLCURE, which we will discuss in the next subsection. Then \( P_\Omega \) can be used to compute an estimate of error \( \|H(s) - H_c^{(i)}(s)\|_{H_{2,\Omega}} \) and FLCURE can increase the error of the ROM until the error is less than the desired tolerance. A conservative value of tolerance can compensate for the approximation used in the error estimation.

In case the performance specification is not provided by the user in terms of the desired error tolerance, the following methodology can be adopted to decide the final approximation quality of the ROM on its own. The advantage of using FLCURE is that the ROM continues to satisfy (14) as the iteration quality of the ROM on its own. The advantage of using this methodology can be adopted to decide the final approximation qualities of the ROM.

The selection of interpolation data is one of the major draws of Krylov subspace-based MOR algorithms as there is no straightforward choice that guarantees supreme accuracy. We suggest stopping FLCURE if the following stopping criterion can be used to adaptively terminate the algorithm, i.e., when

\[
\varepsilon_{rel}^{(i)}(\omega) = \frac{\|A^T \hat{Q}_\Omega + \hat{Q}_\Omega A + \mathcal{F}(A)^T C + C^T C \mathcal{F}(A)\|}{\|\mathcal{F}(A)^2 C_c^{(i)} + (C_c^{(i)} C_c^{(i)} \mathcal{F}(A)^2)\|}
\]

is less than the desired tolerance. Additionally, constraints like maximum allowable iterations and unacceptable rate of decay in the scaled norm of the Lyapunov residual matrix can be used to terminate the algorithm prematurely.

### 4.3 Adaptive Selection of Interpolation Data

We have, so far, established a theoretical guarantee on the error that it will continue to decay as the number of iterations of FLCURE grows. However, it says nothing about how quickly and steeply the error decays, upon which the stopping criteria rely. This depends on the choice of interpolation data. The selection of interpolation data is one of the major drawbacks of Krylov subspace-based MOR algorithms as there is no straightforward choice that guarantees supreme accuracy. There exist some iterative schemes like IRKA [12] that result in good accuracy, even if they are initialized with fairly random interpolation data. Moreover, some practical guidelines are also reported in the literature to ensure good accuracy. We divide the choices of interpolation data into two cases, i.e., (i) Heuristic selection (ii) Optimization-based selection. The optimization of interpolation data is a topic in its own right; nevertheless, we describe a possible sketch of an optimization scheme.

#### 4.3.1 Heuristic Selection

In many practical situations, like in power systems [41, 42], vibratory systems [30], and lossless systems [20], the preservation of particular poles in the ROM is important from a physical standpoint. FLPORK (and resultantly FLCURE) has the pole-placement property, i.e., the poles of the ROM are the mirror images of the interpolation points specified by the user. Thus the mirror images of the poles to be preserved are the obvious choice in these situations. Moreover, the peaks and dips in the frequency response of the linear systems correspond to the poles with large residuals. Further, it is shown in [12], the interpolation at the mirror images of these poles (with their respective residuals used as tangential directions) ensures a small \( H_2 \)-norm error. These modes can efficiently be captured in a large-scale setting using the eigensolver proposed in [29].

If a ROM of appropriate accuracy is successfully achieved by using this interpolation data alone, then such a ROM maintains a physical link with the original system by keeping its dominant poles. If, however, this interpolation data is insufficient for achieving the desired accuracy, then IRKA and FLIRKA can be used to adaptively terminate the algorithm.
be used to generate a good interpolation data set wherein IRKA is initialized randomly, and the final interpolation data is used to initialize FLIRKA. This strategy is tested in [37] [42], and some promising results are achieved. Both IRKA and FLIRKA can be stopped prematurely after a few iterations, as we are not interested in constructing the ROM using these algorithms. The interpolation points selected must lie in the right half of the $s$-plane. As discussed earlier that their ROM can also be used to compute an error estimator based on which an automatic selection of order can be made. We will show in the next section via numerical simulations that this strategy is an effective one that yields sufficient accuracy. Therefore, this selection criteria can be used to remove the dependence on the user inference.

4.3.2 Optimization-based Selection

We now discuss a basic sketch of an optimization-based scheme for the selection of interpolation data if an optimization toolbox is at our disposal. Now suppose that $H(s)$ is a SISO system, an interim ROM of order 2 is constructed at each iteration of FLCURE, and the final ROM is the accumulation of all these interim ROMs. As discussed in the last subsection, the cost function for minimizing error in FLCURE depends only on the transfer function of the ROM due to the property [14], i.e.,

$$
\mathcal{J} = -\|H_c(s)\|^2_{H_{\infty}} = -C_c(Q_i|_{r=\Omega})^{-1}(C_c)^T.
$$

Since we want to judiciously enforce frequency-limited pseudo-optimality on a $H_2$-pseudo-optimal model at each iteration of CURE, we borrow such a ROM from [25], i.e.,

$$
\hat{A} = -(\hat{S})^T, \hat{B} = -(\hat{L})^T, \hat{C} = CV(4)^{(i)}(\hat{Q}^{(i)})^{-1},
$$

where

$$
\hat{S} = \begin{bmatrix} 2a & \sqrt{b} \\ -\sqrt{b} & 0 \end{bmatrix}, \hat{L} = \begin{bmatrix} 1 & 0 \end{bmatrix}, \hat{Q}^{(i)} = \begin{bmatrix} 0 & 0 \\ 0 & \frac{4a}{a^2 - b} \end{bmatrix},
$$

$$
\hat{V} = A_{\sigma_1}A_{\sigma_2}B \sqrt{b}A_{\sigma_1}A_{\sigma_2}B,
$$

$$
A_{\sigma_1} = A - \sigma_1 I, A_{\sigma_2} = A - \sigma_2 I, \sigma_{1,2} = a \pm \sqrt{a^2 - b},
$$

$a$ and $b$ are positive real numbers, and the two poles of the interim ROM are $-\sigma_{1,2}$. It can easily be verified that this interim ROM is always stable. $V^{(i)}$ and $Q_i^{(i)}$ can be recursively updated according to (38) [42] by using $\hat{V}$ and $\hat{Q}^{(i)}$, respectively, and $C_c$ can be updated as $C_c = CV(4)^{(i)}(Q_i^{(i)})^{-1}$ at each iteration. The constrained minimization problem under consideration only has two free parameters, $a$ and $b$, i.e.,

$$
\text{minimize}_{a>0, b>0} \mathcal{J}(a, b).
$$

This optimization problem can be solved by MATLAB’s “fmincon” command. To speed up the optimization process, the analytic gradient and Hessian matrices can be supplied to the optimization toolbox. Since it involves only two parameters, these can be supplied even by MATLAB’s symbolic toolbox. To extend this optimization scheme to MIMO systems, one can use the subsystem-based approach used in [19] to generalize the cross Gramian based-MOR to MIMO systems; see [19] for more details. Let us divide $H(s)$ into $p \times m$ subsystems by partitioning $B$ and $C$ as

$$
B = [B_1 \ldots B_m] \quad \text{and} \quad C = \begin{bmatrix} C_1^T & \cdots & C_p^T \end{bmatrix}^T.
$$

Then each subsystem of $H(s)$ becomes $H_{xy}(s) = C_x(sI - A)^{-1}B_y$. Each subsystem can be reduced to obtain $p \times m$ ROMs, i.e., $\hat{H}_{xy}(s) = C_{x,y}(sI - \hat{A}_{xy})^{-1}\hat{B}_{xy}$. These ROMs can then be packed to obtain the final ROM $(A_r, B_r, C_r)$ as the following

$$
A_r = \bigoplus_{s=1}^p \hat{A}_r, \quad B_r = \begin{bmatrix} \hat{B}_1^T \cdots \hat{B}_p^T \end{bmatrix}^T, \quad C_r = \bigoplus_{s=1}^p \hat{C}_r.
$$

Unfortunately, the final ROM $(A_r, B_r, C_r)$ obtained with this approach is no more frequency-limited pseudo-optimal, unlike the subsystems $\hat{H}_{xy}(s) = \hat{C}_{x,y}(sI - \hat{A}_{xy})^{-1}\hat{B}_{xy}$. However, the ROM remains guaranteed to be stable as each subsystem generated by FLCURE is stable [19].

4.4 Computational Cost

In the subsection, we analyze and compare the computational costs of FLBT, FLIRKA, FLPORK, and FLCURE. The most expensive operation (i.e., of the order $O(n^2)$) in FLBT is the solution of Lyapunov equations (2) and (3) that makes it infeasible for large-scale systems. FLIRKA, FLPORK, and FLCURE avoid the computation of these Lyapunov equations, and their main computational effort is the Sylvester equation (25). FLIRKA has two such Sylvester equations, i.e., $V_{r,\Omega}$ and $W_{r,\Omega}$, and it is an iterative algorithm that solves these Sylvester equations once in every iteration. From the equivalence between the Krylov-subspace and Sylvester equation, it is obvious that both have comparable computational cost [25]. Due to the small size of $S_r, V_{r,\Omega}$ and $W_{r,\Omega}$ can be computed within admissible time, even for large-scale systems. Nevertheless, the computational cost of FLPORK and FLCURE is a fraction of that of FLIRKA if it does not converge in a few iterations. Unlike FLCURE, FLPORK constructs the ROM in a single-run, and thus its computational cost is slightly less than that of FLCURE if the same ROM is generated using both algorithms. If, however, the resultant ROM is not accurate enough, FLPORK needs to be restarted, and $V_{r,\Omega}$ or $W_{r,\Omega}$ needs to be recomputed all over again. This is where FLCURE stands out as it continues to reuse matrices from the previous interpolation data and accumulate these to construct the ROM. $V_{r,\Omega}$ or $W_{r,\Omega}$ in FLCURE is not required to be recomputed afresh, but it is only recursively updated. Thus the additional small-scale operations that FLCURE performs
(unlike FLPORK) can potentially help to significantly bring down the computational cost in case the ROM is infeasible from an accuracy standpoint. FLBT, FLIRKA, FLPORK, and FLCURE all require the computation of matrix logarithm (4) that is also expensive in a large-scale setting. This needs to be approximated before solving the Lyapunov equations (2) and (5), or the Sylvester equation (25). As mentioned before, the matrix logarithm (4) can be approximated by using the Krylov subspace-based method in [5], and \( V^{(i)} \) in FLCURE can be used both for the computation of \( V^{(i)}_{c,\omega} \) and the approximation of \( \mathcal{F}(A) \). Although not recognized in [37] and [42], the relation proved in this paper, i.e., (32), can also be used by FLIRKA and FLPORK to perform both of these tasks, and some computational cost can be saved. Lastly, the stopping criteria of FLCURE only involve small-scale operations. However, if the interpolation data is selected using an optimization toolbox, the computational cost may be dominated by the optimization routine if it does not converge quickly. Therefore, we suggest using the heuristic selection procedure detailed earlier, and we will show in the next section that it produces promising results.

5 NUMERICAL EXAMPLES

In this section, we test FLCURE on two numerical examples and compare its performance with FLBT and FLIRKA. We consider medium-scale systems so that the exact computation of \( P_{\omega} \) and \( Q_{\omega} \) remain possible for a fair comparison with FLBT. A desired tolerance of error in terms of \( H_{2,\omega} \) is set in FLCURE, and it adaptively decides the order based on that. The interpolation data is selected automatically based on the heuristic selection criteria detailed in the last section, i.e., IRKA is initialized randomly, and the interpolation data is updated for 10 iterations, which is then used to initialize FLIRA, and the interpolation data is again updated for 10 iterations. The final interpolation data is used in FLCURE both for MOR and for computing the approximate Gramians. The size of ROM in each step of FLCURE is set to 2. FLIRKA is also initialized via IRKA for a fair comparison, i.e., IRKA is initialized randomly, and the interpolation data is updated for 10 iterations. The approximate Gramians generated by FLCURE, i.e., \( \hat{P}_{\omega} \) and \( \hat{Q}_{\omega} \), are used to perform approximate FLBT, which we refer to here as “CUREd-FLBT”. The desired tolerance for both the MOR problem and the solutions of Lyapunov equations is set to \( 1 \times 10^{-2} \), i.e., \( \| H(s) - H_{r}(s) \|_{H_{2}} \leq 1 \times 10^{-2} \) and \( \epsilon_{r} \leq 1 \times 10^{-2} \).

Example 1: Clamped Beam

This is a 348\(^{th}\)-order SISO model taken from the benchmark collection of [8]. The frequency interval of interest is specified as [10, 11] rad/sec. FLCURE converged in only two iterations, both for MOR and the solutions of Lyapunov equations. The accuracy of the 4\(^{th}\)-order ROMs generated by FLCURE and CUREd-FLBT is compared with that produced by FLBT and FLIRKA in Table 2. It can be seen that FLCURE ensures supreme accuracy. The sigma plot of \( H(s) - H_{r}(s) \) within [10, 11] rad/sec, which is an effective visual depiction of the \( H_{\infty} \)-norm error for the SISO systems, is plotted in Figure 1. As expected, FLBT yields the best results in \( H_{\infty} \)-norm sense, and CUREd-FLBT compares well with FLBT.

Example 2: CD Player

This is a 120\(^{th}\)-order MIMO model taken from the benchmark collection of [8]. The frequency interval of interest is specified as [5, 6] rad/sec. Again, FLCURE converged in only two iterations, both for MOR and the solutions of Lyapunov equations. The accuracy of the 4\(^{th}\)-order ROMs generated by FLCURE and CUREd-FLBT is compared with that produced by FLBT and FLIRKA in Table 3. It can be seen that FLCURE ensures supreme accuracy. The sigma plot of \( H(s) - H_{r}(s) \) for the first output within [5, 6] rad/sec is plotted in Figure 2. As expected, FLBT yields the best results in \( H_{\infty} \)-norm sense, and CUREd-FLBT compares well with FLBT.

### Table 2 || \( H(s) - H_{r}(s) \|_{H_{2}} \)

| Method   | || \( H(s) - H_{r}(s) \|_{H_{2}} \) |
|----------|----------------|
| FLBT     | 0.0071         |
| FLIRKA   | 0.2675         |
| FLCURE   | 5.0161 \times 10^{-4} |
| CUREd-FLBT | 0.0059       |

### Table 3 || \( H(s) - H_{r}(s) \|_{H_{\infty}} \)

| Method   | || \( H(s) - H_{r}(s) \|_{H_{\infty}} \) |
|----------|----------------|
| FLBT     | 0.0114         |
| FLIRKA   | 92.6295        |
| FLCURE   | 0.0058         |
| CUREd-FLBT | 0.0054       |

FIGURE 1 \( \sigma(H(s) - H_{r}(s)) \) within [10, 11] rad/sec
6 | CONCLUSION

In this paper, we present a cumulative scheme for MOR in limited frequency interval that adaptively constructs the ROM such that the error decays monotonically after each iteration irrespective of the choice of interpolation points and tangential directions. Moreover, the algorithms also provide approximate frequency-limited Gramians of the system that can be used for computing approximate frequency-limited balanced realization. The numerical results validate the theory developed in the paper.
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