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Abstract

Today's COVID-19 has caused much death and its spreading speed is increasing, regarding virus mutation. This outbreak warns diagnosing infected people is an important issue. So, in this research, a computer-aided diagnosis (CAD) system called COV-CAD is proposed for diagnosing COVID-19 disease. This COV-CAD system is created by a feature extractor, a classification method, and a content-based imaged retrieval (CBIR) system. The proposed feature extractor is created by using the modified AlexNet CNN. The first modification changes ReLU activation functions to LeakyReLU for increasing efficiency. The second change is converting a fully connected (FC) layer of AlexNet CNN with a new FC, which results in reducing learnable parameters and training time. Another FC layer with dimensions $1 \times 64$ is added at the end of the feature extractor as the feature vector. In the classification section, a new classification method is defined in which the majority voting technique is applied on outputs of CBIR, SVM, KNN, and Random Forest for final diagnosing. Furthermore, in retrieval section, the proposed method uses CBIR because of its ability to retrieve the most similar images to the image of a patient. Since this feature helps physicians to find the most similar cases, they could conduct further statistical evaluations on profiles of similar patients. The system has been evaluated by accuracy, sensitivity, specificity, F1-score, and mean average precision and its accuracy for CT and X-ray datasets is 93.20% and 99.38%, respectively. The results demonstrate that the proposed method is more efficient than other similar studies.
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1. Introduction

COVID-19 as a contagious disease, is spreading directly from person to person through coughs and talks with an infected person, or indirectly by touching a surface which is infected by virus and then touching the mouth, nose, and eyes. Some people have symptoms like fever, cough and trouble breathing, whereas others who do not have any symptoms are able to spread the virus too (Cao et al 2020). Therefore, diagnosing and finding infected people play a vital role in curing and also preventing spreading the disease.

For diagnosing many diseases and helping physicians, computer-aided diagnosis (CAD) systems have been considered as an effective approach up to now (Shakarami et al 2020; Shakarami et al 2021; Nayak et al 2021). Hence, in this study, a computer-aided diagnosis system called COV-CAD is proposed.

* Corresponding author
The proposed COV-CAD includes three major parts; 1- a feature extractor, 2- a classification method, and 3- content-based image retrieval (CBIR) system. The proposed feature extractor is created by inspiring of AlexNet Convolutional Neural Network (CNN) and it is using the LeakyReLU activation function for increasing efficiency instead of ReLU (Dubey and Jain 2019). In addition, in order to reduce parameters, a fully connected (FC) layer with dimensions $1 \times 512$ is used instead of the 20th layer of AlexNet CNN that is an FC layer with dimensions is $1 \times 4096$ (Shakarami et al 2020). Another FC layer with $1 \times 64$ dimensions is added at the end of the proposed feature extractor as a description of each input image for creating the feature vector.

After feature extraction, the CBIR technique is done and the labels of retrieved first 2-tops images are considered as 2 votes. In addition, SVM, KNN, and Random Forest classifiers are utilized for classifying input images. Then there are 5 votes; 2 votes belong to CBIR, and 3 votes of classifiers (see more detail in section 3). Finally, the majority voting technique counts the votes in order to make the final decision and diagnosing (Żabiński et al 2020; Chandra et al 2021).

Because of the ability of CBIR systems in showing the most similar images to a query image (the image of a patient), the proposed method uses this approach to find the most similar cases (Tzelepi and Tefas 2018; Shakarami and Tarrah 2020). The ability of the proposed COV-CAD system in finding and retrieving the most similar subjects could help physicians to conduct further statistical evaluations on groups of similar patients' profiles.

The major contributions of the proposed COV-CAD system are divided into the following items.

- Proposing an effective feature extractor by modifying the architecture of AlexNet CNN;
- Proposing a new classification method using applying majority voting on results of CBIR, SVM, KNN, and Random Forest;
- Finding and retrieving the most similar cases by CBIR approach;
- Saving required external memory using optimizing dimensions of feature dataset for CBIR section;
- Reducing training time and ability in running and training the model even with a mediocre computer system.

2. Related works and literature review

Today, many researchers are trying to develop methods for diagnosing COVID-19. One of these effective ways is proposing CAD systems based on convolutional neural networks (CNNs) (Shakarami et al 2020; Chandra et al 2021). In the following, some recent methods which have been proposed for achieving this target are described.

In research (Minaee et al 2020) CNNs such as ResNet, SqueezNet, and DenseNet have been used for diagnosing COVID-19 from chest X-ray images. The result of this research shows a high sensitivity for most experiments. Despite the fact that the dataset has been imbalanced, in many experiments, specificity is noticeably lower than sensitivity. This is a weakness in detecting Non-COVID and the confusion matrix clearly indicates it. Also, in research (Ardakani et al 2020) ten well-known CNNs including AlexNet have been utilized for diagnosing COVID-19 from CT scans. This research could achieve significant accuracies for CT images but the results have been reported based on just one running per network and it has not used any effective evaluating method such as cross-validation as well as (Minaee et al 2020).

For addressing these problems, in this study two types of data (X-ray and CT) are taken into account for a comprehensive evaluation. In addition, cross-validation is considered a reliable evaluation method. More importantly, the proposed feature extractor extracts features in both
groups (COVID-19 and Non-COVID) effectively which helps to get high specificity and sensitivity for both groups.

Although state-of-the-arts networks such as EfficientNet, MobileNet, and ResNet have been very successful in different computer vision applications (Shakarami et al 2021), the results of researches (Shakarami and Tarrah 2020; Aslan et al 2021) demonstrate that AlexNet CNN still has its capability. In research (Aslan et al 2021), a modified AlexNet CNN and also a hybrid AlexNet CNN have been proposed for diagnosing COVID-19 using chest X-ray images. These modified and hybrid approaches use some extra fully connected and bidirectional long short-term memories (BiLSTM) layers. However, the extra layers not only cannot reduce the connections but also they increase number of learnable parameters and train time.

For addressing such problems, in this study, the architecture of AlexNet CNN has been expertly manipulated that more than 25% reduction in learnable parameters and also 15% saving in training time have achieved over the original AlexNet CNN.

3. Material and methods

Figure 1 shows the schematic of the proposed COV-CAD method. By looking at this figure in more detail, it is understood that there are five major steps. At step 1, feature extraction is conducted using a proposed feature extractor created by inspiring of AlexNet CNN (Krizhevsky et al 2012; Shakarami et al 2020). How to build this feature extractor is described in sub-section 3-1 in detail.

In the conventional classification methods, the classifiers are usually used to classify the data. However, in this research the CBIR not only is used for image retrieval and finding the most similar cases to an input image (query image), but also it is taken into account as an effective solution for classifying images in combination with the classifiers. In this research, when a content-based image retrieval task is carried out, their labels are accessible since the task uses a supervised learning method because of AlexNet CNN. As shown in the step 2 of the figure 1, the CBIR section sends labels of the first and second images of training data to the classification section (step 3), which have most similarity to the query image. In addition to that, top-5 retrieved images is sent to step 5 which is defined for showing the output of proposed COV-CAD system. In sub-section 3-3, the CBIR approach is explained in detail.

In the third step, images is classified by SVM, KNN, and Random Forests classifiers. After that, the vector of votes is created using the outputs of the classifiers and CBIR technique. Then in the next step, the majority voting technique is applied in order to diagnose patients’ state (see sub-section 3-2). Finally, as shown in step 5, similar retrieved images are shown as output of the COV-CAD as well as final diagnosing result.
3-1. Proposed feature extractor

3-1.1. Architecture

In table 1, the architecture of the proposed feature extractor has been shown and compared with AlexNet CNN (Krizhevsky et al 2012). According to this table, in rows that their layer indexes have been mentioned in a bracket show a difference between the proposed feature extractor and AlexNet CNN. By looking at this table in more detail, they resize the inputs (data) to $227 \times 227 \times 3$ and then apply some methods such as convolutional layers, activation functions, normalizations, pooling, and fully connected layers. All changes have happened in activation functions and also fully connected (FC) layers.

The proposed feature extractor uses the LeakyReLU activation function instead of ReLU (advantages of LeakyReLU are mentioned in sub-section 3-1-3) (Dubey and Jain 2019). Besides, the fully connected layer of row [20] in table 1, which its dimensions are equal to $1 \times 512$, is applied instead of the fully connected layer of AlexNet CNN with dimensions $1 \times 4096$. This change not only leads to a significant parameters reduction, but also it reduces the training time. These cases are described in sub-sections 3-1-2 and also 4-3-1 in detail. The last differences between the proposed feature descriptor and AlexNet CNN have been shown in rows [23], [24], and [25] of table 1. After adding a LeakyReLU and a Dropout (in layers 23 and 24) then a fully

---

**Figure 1:** Scheme of the proposed COV-CAD method
connected layer with dimensions $1 \times 64$ is added to the end of the extractor as a feature vector of the description of each input data (Shakarami et al 2020). This feature vector is the output of the proposed feature extractor which is utilized for CBIR as well as image classification (Shakarami and Tarrah 2020).

Table 1: Comparison architecture of the proposed feature extractor with AlexNet CNN

| Layer index | Layer name | Learnable parameters | Layer name | Learnable parameters |
|-------------|------------|----------------------|------------|----------------------|
| 1           | Input: $227 \times 227 \times 3$ | 0 | Input: $227 \times 227 \times 3$ | 0 |
| 2           | Convolution | 34944 | Convolution | 34944 |
| [3]         | ReLU | 0 | LeakyReLU | 0 |
| 4           | Normalization | 0 | Normalization | 0 |
| 5           | Pooling | 0 | Pooling | 0 |
| 6           | Convolution | 307456 | Convolution | 307456 |
| [7]         | ReLU | 0 | LeakyReLU | 0 |
| 8           | Normalization | 0 | Normalization | 0 |
| 9           | Pooling | 0 | Pooling | 0 |
| 10          | Convolution | 885120 | Convolution | 885120 |
| [11]        | ReLU | 0 | LeakyReLU | 0 |
| 12          | Convolution | 663936 | Convolution | 663936 |
| [13]        | ReLU | 0 | LeakyReLU | 0 |
| 14          | Convolution | 442624 | Convolution | 442624 |
| [15]        | ReLU | 0 | LeakyReLU | 0 |
| 16          | Pooling | 0 | Pooling | 0 |
| 17          | Fully connected | 37,752,832 | Fully connected | 37,752,832 |
| [18]        | ReLU | 0 | LeakyReLU | 0 |
| 19          | Dropout | 0 | Dropout | 0 |
| [20]        | Fully connected: $1 \times 4096$ | 16,781,312 | Fully connected: $1 \times 512$ | 2,097,664 |
| [21]        | - | - | LeakyReLU | 0 |
| [22]        | - | - | Dropout | 0 |
| [23]        | - | - | Fully connected: $1 \times 64$ | 32832 |

The pictorial form of the proposed feature descriptor has been shown in figure 2. As is shown, LeakyReLU is used as an effective activation function. In addition, fully connected layers named “fc7: $1 \times 512$” and “fc8: $1 \times 64$” are added at the end of this network.
Figure 2: Pictorial form of the proposed feature extractor

3-1-2. Learnable parameters

In the proposed feature extractor after applying a fully connected layer with dimensions $1 \times 512$ instead of fc7 of AlexNet CNN with dimension $1 \times 4096$ (see row 20 of table 1 and also the fc7 of figure 2), the number of learnable parameters has reduced (Krizhevsky et al 2012; Shakarami et al 2020). According to figure 3, which shows the reduction, the number of learnable parameters AlexNet CNN is equal to 56868224 while this value is 42217408 for the proposed feature extractor. Therefore, the learnable parameters of the proposed feature extractor have 14650816 lower than AlexNet CNN. In other words, it could reduce learnable parameters by about 25% than AlexNet CNN. Such reduction could bring benefits such as reducing of training time which is described in sub-section 4-3-1 in detail.
3-1-3. Activation functions

Dying ReLU is a problem of ReLU in which all negative values are set with zero. In such a situation a negative neuron could not recover. So, all neurons that are stuck on the negative side are literally dead. As a result, they miss their role for discriminating the input and it could say that they will be essentially useless (Dubey and Jain 2019).

In this research, the LeakyReLU is used for addressing the dying problem of ReLU. The plots of LeakyReLU and ReLU have been shown in figure 4. Unlike the ReLU activation function, Leaky ReLU utilizes non-zero mechanism for a negative part. In other words, instead of altogether zero, it uses a small gradient for negative values. For example, when $x < 0$, LeakyReLU may be defined as $y = 0.01x$ instead of $y = x$. Accordingly, LeakyReLU could bring two below advantages (Dubey and Jain 2019; Mastromichalakis 2020).

- Preventing zero-slope parts in the LeakyReLU can fix the “dying ReLU” problem.
- The LeakyReLU, unlike the ReLU, may learn faster because it is more balanced. Moreover, mean activation to be close to zero makes training faster. So, LeakyReLU speeds up training despite keeping off-diagonal entries of the Fisher information matrix small.

![Figure 3: Comparison learnable parameters’ numbers of the proposed feature extractor with AlexNet CNN](image)

![Figure 4: Comparisons LeakyReLU with ReLU](image)
3-2. Classification and diagnosing

In this study, the proposed classification method is shown in figure 5. According to this figure, for a better classification and final diagnosing, the majority voting technique is applied on outputs of SVM, KNN, Random Forest (RF), and CBIR system. CBIR outputs are labels of retrieved first 2-top images (Żabiński et al 2020; Chandra et al 2021). The majority technique counts the number of votes and then COVID-19 or Non-COVID is declared as a final decision. For instance, if COVID-19 and Non-COVID respectively get three and two votes, the majority voting declares COVID-19 as the winner, as shown in figure 5. As a result, the proposed COV-CAD declares that the patient has been diagnosed with COVID-19 like “Final diagnosing” in figure 5. Step 5 of figure 1 also shows the output of the proposed COV-CAD in more detail.

![Figure 5: The schematic of the proposed classification method](image)

3-3. CBIR approach

In this research, the proposed COV-CAD system not only uses the CBIR approach as an effective retrieving system, but also it uses in classification section, as mentioned in the previous sub-section (Tzelepi and Tefas 2018; Shakarami and Tarrah 2020). In addition to the advantage of CBIR for increasing the accuracy of classification, its retrieval ability could help physicians to find the most similar cases to a query image (image of a patient). Therefore, they could conduct further statistical evaluations on groups of similar patients. Creating and saving a feature dataset is an essential step for designing a CBIR system. This feature dataset is used for similarity measurement and must be saved on external memory permanently. In other words, if it is supposed to develop a CAD system as a product, one essential part of the product is saving the feature dataset.

In order to evaluate minimum memory requirement for saving feature dataset, equation 1 must be calculated in which $\text{Mem}_{req}$ denotes the memory required, $N$ is the number of images, $f_{dim}$ shows the dimensions of the feature vector for each image, and $t_d$ is the size of the data type. For example, if the data of the feature vector are float, $t_d$ must be set with number 8 as each float number needs 8 bytes (the unit of measurement for this equation is bytes).

$$\text{Mem}_{req} = N \times f_{dim} \times t_d \quad (1)$$
As a visual description of equation (1) and also showing saving memory by the proposed feature extractor, figure 5 has been provided. Looking at this figure, it can be easily understood that the proposed feature extractor (figure 6.b) can save memory significantly rather than AlexNet CNN (figure 6.a).

According to equation (1) and also figure 6, it could be concluded that creating a feature dataset by the proposed feature extractor leads to a significant reduction in terms of required memory because it is 64 times less than AlexNet CNN as

\[
\frac{N \times 64 \times t_d}{N \times 4096 \times t_d} = \frac{1}{64}.
\]

Another advantage of a shorter feature vector is saving the time that must be spent for similarity measurement between features of the query image and the dataset’s images. In this research, Euclidean distance is used for similarity measurement (Zhang and Lu 2003; Majhi et al 2020). It is clear that the time of calculation on vectors with dimensions 1 × 64 is noticeably less than 1 × 4096.

4. Results

In this section, sub-sections 4.1, 4.2, and 4.3 respectively describe implementing details, datasets, and experiments.

4-1. Implementation details

In this study, as it is seen in table 2, Matlab 2018b has been used for performing experiments. All experiments have been run on a computer system with an NVIDIA GeForce 920M GPU, an Intel® Core™ i5-7200U @ 2.50GHz CPU, and 6 GB RAM. Besides, in order to evaluate the proposed method, criteria such as accuracy, sensitivity, specificity, F1-Score, and mean average precision (mAP) have been measured (Davis and Goadrich 2006; Powers 2011). Furthermore, the Adam algorithm has been used in order to train the model with 20 epochs and learning rate of 0.0001 (Kingma and Ba 2014; Shakarami et al 2020).

As it is shown in table 2, for setting train and test sets and also evaluating the proposed method, 5-fold cross-validation has been used (Reitermanova 2010). Therefore, in this research, all results have been reported an average of 5 folds. Plus, horizontal flip image, converting the image to grayscale, vertical and horizontal translations are applied due to data augmentation (Perez et al 2017).
Table 2: Implementing tools and setting

| Parameter          | Type                                      |
|--------------------|-------------------------------------------|
| Environment        | Matlab 2018b                              |
| GPU                | NVIDIA GeForce 920M                      |
| CPU                | Intel® Core™ i5-7200U @ 2.50GHz           |
| RAM                | 6 Gigabyte                                |
| Training optimizer | Adam                                      |
| Evaluation metric  | Accuracy, Sensitivity, Specificity, F1-Score, and mAP |
| Data division      | 5-fold cross-validation                   |
| Data augmentation  | Used                                      |

4-2. Datasets

4-2-1. X-ray dataset
The X-ray dataset\(^1\) includes 800 chest X-ray images in the pixel domain for two groups: COVID-19 (400 images) and Non-COVID (400 images) (Al-Waisy et al 2020). The images of this dataset are in the pixel domain, while if they were in the voxel domain, they would be converted to pixel easily by the slice converting method, which has been proposed in research of (Shakarami et al 2020).

4-2-2. CT dataset
In this research, the CT dataset\(^2\) includes 746 chest images in two groups: 349 COVID-19 CT images and 397 Non-COVID, which has two formats .png and .jpg (Yang et al 2020). In this research, the images with .jpg format have been ignored because they do not have a similar resolution to images with .png format, so that if the network uses them for training it might happen a misunderstanding that could reduce accuracy, since they have too low quality. Therefore, 544 images has been considered: 349 COVID-19 and 195 Non-COVID. The images of this imbalanced dataset are also in the pixel domain, but if they were in the voxel domain, they would be transformed into pixel domain easily by the slice converting method which is mentioned in research (Shakarami et al 2020).

4-3. Experiments

4-3-1. Training time
As the proposed feature extractor has lower learnable parameters than the original AlexNet CNN (see section 3-1-2), the lower time it needs for training. Table 3 has mentioned these times that are respectively 20 and 17 seconds per epoch for AlexNet CNN and the proposed feature extractor (on the computer system described in table 2). This 3 seconds reduction means that the proposed method in this research could reduce training time to 15% than the original AlexNet CNN.

---

\(^1\) https://github.com/AlaaSulaiman/COVID19-vs-Normal-dataset
\(^2\) https://github.com/UCSD-AI4H/COVID-CT
Table 3: Training time of feature extractors per epoch

| Feature extractor                  | Training time (Seconds) |
|-----------------------------------|-------------------------|
| AlexNet CNN                       | 20                      |
| The proposed feature extractor    | 17                      |

4-3-1. Classification accuracy

In table 4, the accuracy of the proposed method compared with KNN (1-NN), SVM and Random Forest (Shakarami and Tarrah 2020; Shakarami et al 2020). As it is seen, Random Forest has achieved a better accuracy on CT images than SVM and KNN, while its accuracy for X-ray images was lower than KNN. But the proposed method has achieved higher accuracy than each classifier for both datasets thanks to the proposed classification method.

Table 4: Comprising accuracy of the proposed classification method with other classifiers

| Classifier       | Accuracy ± Standard division (%) | CT          | X-ray       |
|------------------|----------------------------------|-------------|-------------|
| SVM              | 92.83 ± 1.58                     | 99.12 ± 0.15|             |
| KNN              | 92.28 ± 0.75                     | 99.38 ± 0.15|             |
| Random Forest    | 93.01 ± 1.41                     | 99.25 ± 0.26|             |
| The proposed method | 93.20 ± 1.40               | 99.38 ± 0.77|             |

4-3-2. CBIR evaluation

Table 5 shows the mean average precisions (mAP) of retrieval 5-top, 10-top, and all relevant images for the CBIR section. For CT images, the mAP for 5-top is 91.93% with standard division 2.72% and these values for 10-top are 91.44% and 2.86%, respectively. The mAP for retrieval of all relevant images is 88.34% as well. The accuracy numbers 5-top, 10-top, and all relevant for the X-ray dataset are 99.28%, 99.19%, and 98.62%, respectively. These values demonstrate that the proposed method has been able to retrieve similar images with high precision. Therefore, physicians could trust the system because these mAP guaranty that the proposed COV-CAD could always retrieve a high rate of relevant images with the most similarity.

In table 5, the meaning of the 5-top is mAP of five top retrieved images which are relevant (have same class labels) to the query image with the most similarity. The 10-top has the same concept for the first to 10th relevant image, and the column “All relevant images” has also the same concept but for all relevant images of the training dataset.

Table 5: Mean average precision of the proposed COV-CAD

| Retrieval radius | mAP ± standard division |
|------------------|-------------------------|
|                  | 5-top       | 10-top       | All relevant images |
| Image            |             |             |                   |
| CT               | 91.93 ± 2.72| 91.44 ± 2.86| 88.34 ± 2.40      |
| X-ray            | 99.28 ± 0.50| 99.19 ± 0.51| 98.62 ± 0.47      |
4-3-3. Final diagnosing results

Figure 7 shows the accuracy, sensitivity, specificity, and F1-Score of the proposed method. According to this figure, the proposed COV-CAD has a high sensitivity besides accuracy on both datasets. So the COV-CAD could diagnose the COVID-19 patients very well. For instance, among 100 subjects infected with COVID-19, which have done CT scans, more than 93 individuals are correctly diagnosed with COVID-19. This number for X-ray is 99. In addition, the high rate of F1-Score demonstrates that the proposed COV-CAD has been successful in terms of harmonic mean of the precision and recall for the CBIR. The high rate of specificities also shows that the proposed method has been completely successful for diagnosing Non-COVID people who actually do not have the conditions of COVID-19.

![Figure 7: Final diagnosis results of the proposed COV-CAD](image)

4-3-4. Visual results

Table 6 shows visual results of the CBIR section of the proposed COV-CAD for 4 query images. As it is clear, the COV-CAD could retrieve the top-5 images that have the most similarity to each query.

| Image type | Input image | Final diagnosis | Retrieving similar cases (Top-5) |
|------------|-------------|----------------|----------------------------------|
| X-ray      | COVID-19    |                | ![Images](image)                  |
|            | Non-COVID   |                | ![Images](image)                  |
| CT         | COVID-19    |                | ![Images](image)                  |
|            | Non-COVID   |                | ![Images](image)                  |

Table 6: Outputs of the proposed COV-CAD for subjects’ status
4-3-5. Comparison results
Table 7 compares the results of the proposed COV-CAD system to another similar method (Aslan et al 2020) for X-ray images. According to this table, 5-fold cross validation is used for selecting training and test data. In research (Aslan et al 2020) accuracy, specificity and F1-Score have been used for evaluating their method. By comparing these values to the results of the proposed COV-CAD system it is understood that the COV-CAD have a higher efficiency for all criteria.

Table 7: Comparison results of the proposed COV-CAD with similar researches for X-ray images

| Method                  | The feature extractor | Data division | Accuracy (%) | Sensitivity (%) | Specificity (%) | F1-Score (%) |
|-------------------------|-----------------------|---------------|--------------|----------------|-----------------|--------------|
| (Aslan et al 2020)      | AlexNet CNN + BiLSTM  | 5-fold CV     | 98.70        | Not used       | 99.33           | 98.76        |
| The proposed COV-CAD    | Modified AlexNet CNN  | 5-fold CV1    | 99.38        | 99             | 99.75           | 99.37        |

(Asbas et al 2021) are other researchers that have also used the AlexNet CNN. In their study, cross-validation has not used, instead, 70% of data has been selected for training, and remained 30% has been considered as the test set. Despite this, its accuracy, sensitivity, and specificity had become 92.63%, 89.43%, and 90.18% that are lower than the values of the proposed COV-CAD system. In research (Hassantabar et al 2020) a shallow CNN has been used, but the accuracy, sensitivity, and specificity respectively have been equal to 93.20%, 96.10%, and 99.71% that they are lower than the efficiency of the proposed COV-CAD system, which has been mentioned in table 7. (Goel et al 2020) are other researchers that have utilized CNNs for working on COVID-19. In their work, grey wolf optimizer is also used for optimization, but in spite of using 10-fold cross-validation, which in each fold 90% of data is chosen for training and just 10% is considered as test data, the accuracy, sensitivity, specificity, and F1-Score have been 97.78%, 97.75%, 96.25%, and 95.25%, respectively. While, these values for the proposed COV-CAD system are higher and they equal to 99.38%, 99%, 99.75%, and 99.37%, respectively.

5. Discussion
When a CAD system is developed using computer vision methods, in the real clinical situation, small changes on images are an important challenge for medical diagnostics. As, these changes might occur for many reasons, consequently, CAD systems may need to re-train (Lynch and Liston 2018; Shakarami et al 2021).

In this study, the proposed COV-CAD system has utilized convolutional neural networks (modified AlexNet CNN) as a feature extractor. Such networks mostly extract high-level features and are not so sensitive to small changes. Hence, small changes could not reduce the accuracy and efficiency of the method noticeably (Lai and Deng 2018; Tan et al 2019).

Moreover, by transfer learning technique, the proposed COV-CAD system actually does not need a time-consuming and re-training, because most layers of the original AlexNet CNN have been reused in modified AlexNet CNN of the COV-CAD system. Therefore, if the proposed COV-CAD system needs further training with new images after the first training, weight transferring and conducting a light re-training with a small number of epochs could be taken into account as an effective procedure (Pan and Yang 2009; Pathak et al 2020).

1 Cross-validation
Besides, the neural networks could solve many new problems very well because of their high function-approximation property and significant generalizability (Ohn and Kimb 2019; Adcock and Dexter 2020). This is one of the reasons that the proposed COV-CAD system, in most cases, does not need re-training, thanks to the modified AlexNet CNN as the feature extractor. Conclusively, one can hope that the systems such as the proposed COV-CAD could help physicians widely in finding infected people for preventing more outbreaks.

6. Conclusion

By considering the speed of the COVID-19 virus’ spread and its mutation, diagnosing this infection plays a vital role in preventing more death. Such necessity leads to design a computer-aided diagnosis (CAD) system which is proposed in this study. This system which is called COV-CAD uses a modified AlexNet CNN as an effective feature extractor. The modifications have done in activation functions and fully connected layers. These modifications could bring some advantages such as parameter reduction, and saving training time. As a result, the proposed COV-CAD system is trainable with mediocre computer systems. Besides, a classification method has been proposed in which the majority voting technique is applied on outputs of CBIR approach and also SVM, KNN, and Random Forest for final diagnosis. The results of experiments show that the classification method has proposed a useful proposal due to high accuracy.

Another advantage of this research is that the proposed COV-CAD system could help physicians significantly for seeing similar cases and conducting a further statistical evaluation on similar patients’ profiles, since the CBIR approach is used for finding and retrieving similar images to images of a patient.

The results of experiments demonstrate that the proposed COV-CAD system has a remarkable ability for diagnosing COVID-19. Nevertheless, if networks such as EfficientNet and MobileNet have been more optimized, particularly in terms of the feature vector dimension and reducing learnable parameters, a perfectly optimal COV-CAD system would be developed that could be used in embedded systems and portable equipment. It can be defined as an appropriate future study. Moreover, the proposed classification method can be a basis for further studies about performing classification just using CBIR systems. More importantly, if a high accuracy unsupervised learning method is used for feature extraction, the proposed COV-CAD system will have the ability to develop as a self-learning system and it could be considered as another future research.
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