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String diagrams can nicely express numerous computations in symmetric strict monoidal categories (SSMC). To be entirely exact, this is only true for props: the SSMCs whose monoid of objects are free. In this paper, we show a propification theorem asserting that any SSMC is monoidally equivalent to a coloured prop. As a consequence, all SSMCs are within reach of diagrammatical methods. We introduce a diagrammatical calculus of bureaucracy isomorphisms, allowing us to handle graphically non-free monoids of objects. We also connect this construction with the scalable notations previously introduced to tackle large-scale diagrammatic reasoning.

Introduction

Motivations: The last two decades have seen the development of numerous graphical languages based on string diagrams. Among them, we mention in particular two lines of research that are still very active, Graphical linear algebra [2] for control flow graphs, and ZX-calculus [7] for quantum computing. From a categorical point of view, those diagrammatic languages correspond to props, a particular kind of symmetric monoidal category (SMC), which are strict and have a free monoid of objects.

The importance of strictness for string diagrammatic notations have been emphasised for a long time. The point is that when we represent the tensor product as parallel composition of diagrams, we don’t want to consider any bracketing of the objects that would prevent us from composing by plugging wires. For example let’s consider two arrows \( f : (A \otimes B) \otimes C \to I \) and \( g : I \to A \otimes (B \otimes C) \). Diagrammatically we would like to write:

\[
\begin{array}{c}
A \otimes (B \otimes C) \\
\downarrow \\
(A \otimes B) \otimes C \\
\downarrow \\
f
\end{array}
\quad
\begin{array}{c}
A \otimes (B \otimes C) \\
\downarrow \\
g
\end{array}
\]

The two objects \((A \otimes B) \otimes C\) and \(A \otimes (B \otimes C)\) have the same diagrammatical denotation but are not generally equal. So \(f\) and \(g\) cannot be composed. Diagrammatic notations cannot be used directly in a general SMC. However, there is a canonical way to put an adapter between the two morphisms to compose them. But then, we are not longer directly representing the arrows. MacLane’s strictification theorem [9] ensures that any SMC is monoidally equivalent to an SSMC. Thus one can consider an equivalent SSMC before using the string diagrammatic notations. Sadly, this is still not enough. Even with an SSMC, we still can’t, in general, directly use string diagrams. The tensor product on an SSMC induces a monoid structure on its set of objects. If this monoid structure is not free, we can find three objects \(A, B\) and \(C\) such that \(A \otimes B = C\). If we consider two arrows \( f : A \otimes B \to I \) and \( g : I \to C \) we can represent them as:

\[
\begin{array}{c}
C \\
\downarrow \\
g
\end{array}
\quad
\begin{array}{c}
A \otimes B \\
\downarrow \\
f
\end{array}
\]
Here we are in the opposite situation as before. Nothing prevents us from composing those two dia-
grams in the category, but the combinatorial string diagrams cannot be plugged into each other. There is
a diagrammatical typing problem. The only way to tackle those typing issues is to use a set of elementary
wires whose tensor products freely generate all the other objects. In other words, the correct setting for
string diagrams is props, not SSMCs. In addition to a strictification theorem, we need a propification
theorem, and this is what this article proposes.

Contributions: The main contribution of this paper is to identify a adjunction between Prop and SSMC
inducing the scalable comonad on Prop. The left adjoint functor, called propification, turns any SSMC
into a monoidally equivalent prop, allowing for manipulation of arrows in this category as string diagrams
via bureaucracy isomorphisms. Finally, relying on the work of [14], we remark that the adjunction can
be extended from SSMC to the category SMC on which the adjunction induces the usual strictification
monad. The well-known strictification construction appears to be more than strictification: it is propifi-
cation!

Related works: This paper is the continuation of previous works on the foundation of scalable notations
for large-scale diagrammatic reasoning. Those notations have been first introduced explicitly in [6],
before being formalized in [5]. The formalism has then been refined and applied to quantum computing
in [4, 3]. The fact that strictification factors through props have been first noticed by Paul Blain Levy,
Sergey Goncharov, and Lutz Schroder [11]. They favoured the denomination concategories over colored
props to emphasise the combinatorial nature of their definition and not to think of it as a special case of
monoidal categories. Similar conclusions were reached independently by Paul Wilson, Dan Ghica and
Fabio Zanasi [14] who recast the strictification process in a diagrammatical way. However, even if it is
implicit in their work, the fact that strictification doesn’t produce any SSMC but a prop is not explicitly
stated.

Acknowledgment: I thank Marc De Visme, who remarked that dividers and gatherers behave as the
component of a natural transformation, and Paul Blain Levy, who kindly provided me more information
on concategories.

1 Background on props and Symmetric monoidal categories

This first section introduces the different definitions and notations that I will use throughout the paper.

Definition 1. A small symmetric monoidal category (SMC) C is a small category together with the
following data:

• An object I : C, the tensor unit.

• A tensor product functor \( \otimes : C \times C \to C \).

• Two natural isomorphisms with components \( \lambda_c : I \otimes c \to c \), the left unitor, and \( \rho_c : c \otimes I \to c \), the
  right unitor.

• A natural isomorphism with components \( \alpha_{a,b,c} : (a \otimes b) \otimes c \to a \otimes (b \otimes c) \), the associator.

• A natural isomorphism with components \( \sigma_{a,b} : a \otimes b \to b \otimes a \), the swap.

Furthermore, we require the following diagrams to commute:
Definition 2. A strong symmetric monoidal (SM) functor, is a functor $F : C \to D$ between two SMCs together with a natural isomorphism with components $\phi_{a,b} : F(a \otimes b) \to F(a) \otimes F(b)$ and an arrow $\phi : F(I) \to I$ such that the following diagrams commute:

\[
\begin{align*}
F(a \otimes b) & \xrightarrow{F(\sigma_{a,b})} F(b \otimes a) & F(c) & \xrightarrow{\phi \otimes id_{F(c)}} F(c) \otimes F(I) \\
\phi_{a,b} & \downarrow & \phi_{b,a} & \downarrow \phi_{c,I} \\
F(a) \otimes F(b) & \xrightarrow{\sigma_{F(a),F(b)}} F(b) \otimes F(a) & F(c) & \xrightarrow{\rho_{F(c)}} F(c) \otimes I
\end{align*}
\]

\[
\begin{align*}
F(a) \otimes (F(b) \otimes F(c)) & \xrightarrow{id_{F(a)} \otimes \phi_{b,c}^{-1}} F(a) \otimes (b \otimes c) & F(a) \otimes (b \otimes c) & \xrightarrow{\phi \otimes id_{F(c)}} F(I) \otimes F(c) \\
\alpha_{F(a),F(b),F(c)} & \downarrow & \phi_{a,b,c}^{-1} & \downarrow \phi_{I,c}^{-1} \\
(F(a) \otimes F(b)) \otimes F(c) & \xrightarrow{\phi_{a,b,c}^{-1} \otimes id_{F(c)}} F(a \otimes b) \otimes F(c) & F(a \otimes (b \otimes c)) & \xrightarrow{\lambda_{F(c)}} F(b) \otimes F(c) \\
\phi_{a,b}^{-1} & \downarrow & \phi_{a,b,c}^{-1} & \downarrow \phi_{I,c}^{-1} \\
F(a \otimes b) \otimes F(c) & \xrightarrow{\phi_{a,b,c}^{-1}} F((a \otimes b) \otimes c) & F(a \otimes (b \otimes c)) & \xrightarrow{F(\alpha_{a,b,c})} F(a) \otimes F(b) \otimes F(c)
\end{align*}
\]

A strict symmetric monoidal (SSM) functor is a SM functor for which all $\phi_{a,b}$ and $\phi_c$ are identities. Finally there is also a corresponding notion of natural transformation.

Definition 3. A natural transformation between two SM functors $\beta : F \Rightarrow G$ is monoidal if it satisfies:

\[
\begin{align*}
F(a \otimes b) & \xrightarrow{\beta_{a \otimes b}} G(a \otimes b) \\
\phi_{a,b} & \downarrow \phi_{a,b} & \phi & \downarrow \phi \\
F(a) \otimes F(b) & \xrightarrow{\beta_a \otimes \beta_b} G(a) \otimes G(b) & F(I) & \xrightarrow{\beta_I} G(I)
\end{align*}
\]
Then two SM functors $F : C \to D$ and $G : D \to C$ form a **monoidal equivalence** if they form an equivalence of category where the natural isomorphisms $FG \Rightarrow id_D$ and $GF \Rightarrow id_C$ are also monoidal. We now have enough to state the key result behind strictification.

**Theorem 1** (MacLane Coherence Theorem). Given two functors $F, G : C^n \to C$ obtained from compositions of $I : 1 \to C$ and $\otimes : C \times C \to C$, there is a unique natural isomorphism $F \Rightarrow G$ that is made from compositions of $\alpha, \lambda$ and $\rho$.

A demonstration of the theorem is given in [9]. This result is known to be subtle to state precisely and to understand in detail. Thus I advise the interested reader to consult the enlightening [13] for a more precise statement than the one given here. We now move to props.

**Definition 4.** A prop $P$ is a SSMC such that the monoid structure induced by $\otimes$ on its set of object is free over a set of colours objects: $C(P)$.

A prop morphism is then just an SSM functor between props. Notice that to define the action of a prop morphism on objects, we only need to define it on colours, and this is what we will do from now on.

An object $a : P$ is always a finite list of colors $\sum a_i$ where the concatenation of lists is denoted by $\cdot$.

The tensor unit is then the empty list denoted $\emptyset$. A colour is a one-element list. We will denote $C^*$ the set of finite lists over a set of colours $C$. We can picture an arrow $f : \sum_{i=1}^{n} a_i \to \sum_{j=1}^{m} b_j$ as a diagram with $n$ input wires and $m$ output wires. We should label those wires by the corresponding colour to be fully rigorous. We depict identities as simple wires and swaps as crossings; the identity of the empty list is the empty diagram.

\[
\begin{aligned}
f : \sum c_i &\to \sum f c_j \\
\vdots &\vdots \\
\end{aligned}
\quad id \sum c_i : \sum c_i &\to \sum c_i \\
\vdots &\vdots \\
\quad \sigma_{a,b} : a + b \to b + a \\
\quad id_0 : \emptyset &\to \emptyset
\]

Those arrows can be composed as follow:

\[
\begin{aligned}
g \circ f &\\
\vdots &\vdots \\
\end{aligned}
\quad f \otimes g \\
\vdots &\vdots \\
\quad g \\
\vdots &\vdots \\
\end{aligned}
\]

One can check that axioms of props correspond to intuitive, if not tautological, diagrammatic equations.
See [12] for a review of the diverse results ensuring the soundness of those diagrammatical representations. Any prop can be defined by a set of generators and some equations between the compositions of those generators. More precisely, it has been shown in [11] that the category $\mathbf{C} \rightarrow \mathbf{Prop}$ of $\mathbf{C}$-coloured props and prop morphisms is equivalent to the Eilenberg-Moore category of a monad over the functor category of signatures: $[\mathbf{C} \times \mathbf{C}, \mathbf{set}]$. See [3] for more details. Hence, a diagrammatical language is a prop axiomatised by generators and relations.

## 2 Propification

In this section we fix a symmetric strict monoidal category $\mathbf{C}$ and we describe how to construct from it a monoidally equivalent prop $\mathbf{Prop}(\mathbf{C})$. We denote $\mathbf{O}(\mathbf{C})$ the set of objects of $\mathbf{C}$. A one element list will be denoted $[c]$ with $c : \mathbf{C}$.

**Definition 5.** The content $\{\ell\}$ of a list $\ell \in \mathbf{O}(\mathbf{C})^*$ is defined inductively as: $\{0\} \doteq 1$, $\{[c]\} = c$ and $\{a + b\} \doteq \{a\} \otimes \{b\}$.

This definition defines a content operator $\{\_\} : \mathbf{O}(\mathbf{C})^* \rightarrow \mathbf{O}(\mathbf{C})$, as an example, we have $\{[a] + [b] + [c]\} = a \otimes b \otimes c$.

**Definition 6 (Propification).** The prop $\mathbf{Prop}(\mathbf{C})$ is defined as the $\mathbf{O}(\mathbf{C})$-colored prop such that: $\mathbf{Prop}(\mathbf{C})[\{a\}, \{b\}] \doteq \mathbf{C}[[\{a\}, \{b\}]]$. Horizontal and sequential compositions, as well as swap maps are inherited from the symmetric monoidal structure of $\mathbf{C}$.

There is a risk of confusion while considering arrows $f$ that can be seen either to be in $\mathbf{C}[[\{a\}, \{b\}]]$ or in $\mathbf{Prop}(\mathbf{C})[[\{a\}, \{b\}]]$. To avoid this we will denote $[f]$ an arrow in $\mathbf{Prop}(\mathbf{C})[[\{a\}, \{b\}]]$ corresponding to an arrow $f$ in $\mathbf{C}[[\{a\}, \{b\}]]$. Be careful, if $f$ denotes a unique arrow in $\mathbf{C}$ without ambiguity there are numerous arrows that can be denoted $[f]$ that differ by their types. They corresponds to the different input and output lists of objects having the same contents. Thus, I warn the reader that in the paper I will often use $[f]$ without more precisions. However, a quick type checking always allows to get rid of the ambiguity. The construction extends to a propification functor, but before defining it, we need to make some remarks on SM functors between SSMCs. Given a SM functor $F : \mathbf{C} \rightarrow \mathbf{D}$ we define for each list $c \doteq \sum_i [c_i] \in \mathbf{O}(\mathbf{C})^*$, an isomorphism $\phi_c : F(\sum_i [c_i]) \rightarrow \sum_i [F(c_i)]$, defined by $\phi_0 \doteq \phi$, $\phi_{[c]} \doteq \mathbf{id}_{F(c)}$ and $\phi_{a + b} \doteq (\phi_a \otimes \phi_b) \circ \phi_{[a], [b]}$. The commutative diagrams in the definition of an SM functor ensure that $\phi_c$ is uniquely defined. An important property is then that given $f : \{a\} \rightarrow \{b\}$ and $g : \{c\} \rightarrow \{d\}$ we have: $(\phi_b \otimes \phi_d) \circ (F(f) \otimes F(g)) \circ (\phi_a^{-1} \otimes \phi_c^{-1}) = \phi_{b+d} \circ F(f \otimes g) \circ \phi_{a+c}^{-1}$. We can now define our functor:

\[
\begin{align*}
\mathbf{Prop} : \mathbf{SSMC} & \rightarrow \mathbf{Prop} \\
\mathbf{Prop}(F) : \mathbf{Prop}(\mathbf{C}) & \rightarrow \mathbf{Prop}(\mathbf{D})
\end{align*}
\]

\[
\begin{align*}
\mathbf{C} & \mapsto \mathbf{Prop}(\mathbf{C}) \\
F : \mathbf{C} \rightarrow \mathbf{D} & \mapsto \mathbf{Prop}(F) : \mathbf{Prop}(\mathbf{C}) \rightarrow \mathbf{Prop}(\mathbf{D}) \\
[f] : \{a\} & \rightarrow \{b\} \mapsto [\phi_a \circ F(f) \circ \phi_b^{-1}]
\end{align*}
\]

Notice that here $\mathbf{Prop}(F)$ is defined only on colors $[c]$, from this we have that $\mathbf{Prop}(F)(\sum_i [c_i]) = \sum_i [F(c_i)]$. One can check that $\mathbf{Prop}(F)$ is well-typed and defines a prop morphism. There is an inclusion functor $\tau : \mathbf{Prop} \rightarrow \mathbf{SSMC}$, mapping a prop to the same prop seen as an SSMC and mapping prop morphisms to SSM functors. Given a prop $\mathbf{P}$, the corresponding SSMC category is denoted $\mathbf{P}$. An important remark is that if we apply propification to a prop seen as an SSMC, we obtain a very different
prop. In particular, the new colours are now lists of the former colours. We will look more closely at this phenomenon when we consider scalable construction. We define two monoidal functors:

\[ \{ \_ \}_C : \text{Prop}(C) \to C \quad \quad [\_]_C : C \to \text{Prop}(C) \]

\[ [c] \mapsto c \quad \quad c \mapsto [c] \quad \quad [f] : a \to b \mapsto [a] \to [b] \]

Note that \([\{\_\}_C]_C = \text{id}_C\), and that \([\_]_C\) is a strict monoidal functor while \([\_]_C\) is only strong. In fact, \(\{0\}_C = I\) and \(\{a + b\} = \{a\} \otimes \{b\}\), while \([I]_C \neq 0\) and \([a \otimes b]_C \neq [a]_C + [b]_C\), however we have two natural isomorphisms \([id]_C : [I]_C \to 0\) and \([id \otimes id]_C : [a \otimes b]_C \to [a]_C + [b]_C\). Those two functors form a monoidal equivalence.

**Theorem 2** (Monoidal equivalence). \(\text{Prop}(C)\) is monoidally equivalent to \(C\).

This theorem has important consequences for diagrammatic reasoning. Any SSMC can then be assigned a corresponding prop in which we can work diagrammatically. The following section describes how it works in practice.

## 3 Setting up an efficient diagrammatical bureaucracy

We now dive into the concrete diagrammatical formalism that allows drawing the arrows of an SSMC \(C\). The cornerstone is the introduction of bureaucratic isomorphisms that witness the equalities in \(C\) that no longer hold in \(\text{Prop}(C)\).

**Definition 7** (Bureaucracy isomorphisms). An arrow \([f] : a \to b\) between lists \(a\) and \(b\) with similar content \(c\), i.e. such that \(c = \{a\} = \{b\}\), is said bureaucracy if \(f = \text{id}_c\). Note that a bureaucracy arrow is always an isomorphism.

Those arrows are bureaucracy in the sense that they ensure the book-keeping of the equalities between tensor products in \(C\) that cannot holds in a prop. In a sense, we just relaxed those identities into isomorphisms.

We have to make some brief remarks on bureaucracy isomorphisms. The identity arrows are bureaucracy isomorphisms, and bureaucracy isomorphisms are stable by inverse, tensor, and composition. Thus, we have a strict monoidal groupoid \(\text{Bur}(C)\) which is a subcategory of \(\text{Prop}(C)\) with the same objects. We can precisely describe \(\text{Bur}(C)\) as a disjoint union of cliques, one for each object of \(C\). Given an object \(c : C\), its clique as for vertices all formal tensors of objects in \(C\) that are equals to \(c\) when evaluated in \(C\), in other words, all lists of objects in \(C\) with content \(c\). The previous discussion can be summed up in the following Lemma:

**Lemma 1** (Rewiring). Given two lists \(a, b \in O(C)^*\) we have: \(|\text{Bur}(C)[a, b]| = \delta_{\{a\}=\{b\}}\).

The name rewiring here borrowed from [5] will become clear with some string diagrams. We denote the unique arrow \(a \to b\) in \(\text{Bur}(C)\) if it exists by the diagram:

\[
\begin{array}{c}
\bullet \\
| \\
\end{array}
\]

Then the rewiring lemma states that computing with bureaucracy isomorphisms is straightforward.
In fact, all bureaucracy morphisms can be obtain from the elementary dividers and gatherers, reminiscent of the ones in [5], defined as:

\[
0 \rightarrow [f] \quad | \quad [a \otimes b] \rightarrow [a] + [b] \quad | \quad [a] + [b] \rightarrow [a \otimes b] \quad | \quad [f] \rightarrow 0
\]

and satisfying:

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{=}
\end{array}
\end{array}
\end{align*}
\]

Graphically we represent the arrows \([f]\) as boxes indexed by \(f\). The type is encoded in the inputs and output wires.

To end this section, let me present a concrete example of a category that could have been thought beyond the reach of diagrammatic technics but that we can tackle through propification. A typical prop used in diagrammatic quantum computing is \textbf{Qubits}, obtained by taking as objects the integers and as arrows \(n \rightarrow m\) the linear maps \(\mathbb{C}^{2^n} \rightarrow \mathbb{C}^{2^m}\). Taking the usual tensor product of complex vector spaces, one can check that this is a prop in which many graphical languages have successfully been designed like the ZX-calculus [7]. Let’s consider a similar construction but replacing vector spaces with modules. We define \(\mathbb{Z}\)-\textbf{mod} by again taking the integers as objects, but this time we take for arrows \(n \rightarrow m\) the \(\mathbb{Z}\)-modules morphisms \(\mathbb{Z}/n\mathbb{Z} \rightarrow \mathbb{Z}/m\mathbb{Z}\). With the conventions that \(\mathbb{Z}/0\mathbb{Z} = \mathbb{Z}\) and \(\mathbb{Z}/1\mathbb{Z} = \{0\}\). Considering the usual tensor product of \(\mathbb{Z}\)-modules, we have \(\mathbb{Z}/n\mathbb{Z} \otimes_\mathbb{Z} \mathbb{Z}/m\mathbb{Z} \simeq \mathbb{Z}/\gcd(n,m)\mathbb{Z}\), and then in \(\mathbb{Z}\)-\textbf{mod}, \(n \otimes m = \gcd(n,m)\), the unit being 0. The symmetry is taken to be the identity. Here, we have an example of a commutative strict monoidal category: a symmetric monoidal category whose swap is the identity. We see here that the monoid of objects is not free. Thus, drawing the arrows of such a category seems compromised. This is when propification comes into play. Then we can draw diagrams in \(\textbf{Prop}(\mathbb{Z}\text{-mod})\). Thus, we have now all the theoretical framework necessary to design graphical languages for \(\mathbb{Z}\)-modules.
4 The Scalable Comonad

The propification functor defined in the previous section has more uses than handling SSMCs pictorially. It is part of an adjunction inducing a comonad on \textbf{Prop} that corresponds to the scalable notations introduced in [5].

\textbf{Definition 8.} The scalable functor is defined as: \( S = \text{Prop} \circ \cdot \), thus:

\[
S : \text{Prop} \rightarrow \text{Prop} \\
P \mapsto \text{Prop}(P) \\
G : P \rightarrow Q \mapsto S(G) : SC \rightarrow SD
\]

\[
S(G) : SP \rightarrow SQ \quad \left[ \sum_i c_i \right] \mapsto \left[ \sum_i G(c_i) \right] \\
[f] \mapsto [G(f)]
\]

Given a prop \( P \), we define a prop morphism:

\[
\langle \cdot \rangle_P : S(P) \rightarrow P \\
[\cdot]_P : \sum_i c_i \mapsto c \\
[f] : \{a\} \rightarrow \{b\} \mapsto f : \{a\} \rightarrow \{b\}
\]

Thus given a prop \( P \) and an SSMC \( C \), we now have two maps, \( \langle \cdot \rangle_P \) and \( \sum_i C \). They extend to natural transformations.

\textbf{Lemma 2.} There are two natural transformations: \( \sum_i : \text{id}_{\text{SSMC}} \Rightarrow \text{Prop}(\cdot) \) and \( \langle \cdot \rangle : S \Rightarrow \text{id}_{\text{Prop}} \) whose components are respectively: \( \langle \cdot \rangle_C : C \rightarrow \text{Prop}(C) \) and \( \langle \cdot \rangle_P : S(P) \rightarrow P \).

Those natural transformations form the unit and co-unit of an adjunction.

\textbf{Lemma 3.} We have an adjunction:

\[
\begin{tikzcd}
\text{Prop} & \text{SSMC} \ar[leftrightarrow, bend right=60]{l}
\end{tikzcd}
\]

\textit{In other words, given a prop \( P \) and a SSMC \( C \): \( \langle \cdot \rangle \circ \text{id}_{\text{SSMC}} = \text{id}_{\text{Prop}} \) and \( \langle \cdot \rangle \circ \text{Prop}(\langle \cdot \rangle_C) \circ \text{Prop}(C) = \text{id}_{\text{Prop}(C)} \).}

This adjunction provides the endofunctor \( S \) with a comonad structure. To explicit it, we will use the string diagramatic notations for natural transformations, see [10] for an introduction. The units and counits are depicted as follow:

\[
\begin{tikzcd}
\text{id}_{\text{SSMC}} & \text{Prop} & \text{id}_{\text{Prop}} \\
\text{Prop} \ar[leftrightarrow, bend left=60]{l}
\end{tikzcd}
\]

We already know that they satisfies the equations:

\[
\begin{tikzcd}
\cdot = \cdot \ar[leftrightarrow, bend left=60]{l}
\end{tikzcd}
\]
Then we can define a comonad structure on the functor $S$ as:

$$\nu_P : S^2P \to S^2P$$

From the diagrams, we see that co-multiplication acts as:

$$\nu_P : S^2P \to S^2P$$

Those structures are not completely new, they appeared numerous time in the development of scalable notations [5, 4, 3]. The idea is that while manipulating a large diagram, one sometimes would like to consider abstract wires representing an arbitrary number of small wires. This notation, which was informally used from the beginning of string diagram notations, is made formal by the scalable functor $S$. Starting with a prop $P$ with wires coloured by a set $C$, we obtain a new prop $S(P)$ whose wires are coloured by lists of colours, conveniently representing groups of wires. The co-unit $\langle \cdot \rangle$ corresponds to the wire stripping functor of [4], it allows to open wires and split them into smaller ones. Such technics have so far mainly been applied to diagrammatical quantum computing [5, 4], but apply to any prop.

5 Beyond the strict case

Being mainly interested in direct applications to graphical language design and the connection to scalable notations, we restricted ourselves to the strict case of SSMCs. However, the construction we defined here generalises to non-strict SMCs. Then, instead of the lists of objects that are ubiquitous in this paper, we have to consider generalised lists with tensor units and bracketing. The content operator $\{\cdot\}$ is then defined to map those generalised lists to one specific bracketing that plays the role of a normal form. The propification must then be defined up to associators and unitors. However, it is still uniquely defined, thanks to MacLane’s coherence Theorem.

The reason why we do not carry those constructions in detail here, and only sketch the general idea, is that such a study has already been carried out extensively in [14]. There, the authors describe the strictification of SMCs in a diagrammatical way. Their construction is the straightforward generalisation of our propification functor to the non-strict case, and the result is also a prop. This is what we meant in the introduction by stating that the well-known strictification procedure dating from MacLane is, in fact, a propification procedure. So, we can substitute the usual adjunction between SMC and SSMC:
Propification and the Scalable Comonad

with an adjunction between $\text{SMC}$ and $\text{Prop}$ that was already anticipated in [11]:

$$
\begin{array}{c}
\text{Prop} \\
\text{SMC} \\
\text{SSMC}
\end{array}
\quad \begin{array}{c}
\Downarrow \text{Strict}
\end{array}
\quad 
\begin{array}{c}
\text{S}
\end{array}
$$

This adjunction induces the strictification monad on $\text{SMC}$ as expected, but it is also interesting on the prop side, where it induces the scalable comonad. Finally, the Prop functor has an interest by itself as a way to apply string diagrammatic notations to any SMC. Then, in addition to bureaucracy isomorphisms, we have to consider new isomorphisms playing the role of the associators and unitors in a similar way bureaucracy isomorphisms play the role of identities. For concrete examples, we redirect the reader to [14].
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Proof of Theorem 2. We define a natural transformation $\beta : \text{id}_{\text{Prop}(C)} \Rightarrow [[\cdot]_C]_C$ with components: $\beta_c = \text{id}_{\{c\}_C} : c \rightarrow \{c\}_C$.

We first check naturality, given an arrow $[f] : a \rightarrow b$ we have:

$$[[f]_c]_c \circ \beta_a = [f] \circ \text{id}_{[a]_C} = [f \circ \text{id}_{[a]_C}] = [\text{id}_{[b]_C} \circ f] = [\text{id}_{[b]_C}] \circ [f] = \beta_b \circ [f]$$

The components of $\beta$ are indeed isomorphisms and we have:

$$\beta_0 \circ \text{id}_0 = \text{id}_{[0]_C} = \text{id}_I \quad \text{and} \quad \beta_{a + b} \circ \text{id}_{a + b} = \text{id}_{[a + b]_C} = \text{id}_{[a]_C \otimes [b]_C}$$

$\beta$ is then a monoidal natural isomorphism between $\text{id}_{\text{Prop}(C)}$ and $[[\cdot]_C]_C$. Together with the fact that $[[\cdot]_C]_C = \text{id}_C$ this gives us a monoidal equivalence between $\text{Prop}(C)$ and $C$.

Proof of Lemma 2. We have to check naturality.

Given $c : C$, we have:

$$\text{Prop}(F)([c]_C) = \text{Prop}(F)(\{c\}) = [F(c)]_D$$

Given $f : a \rightarrow b$ an arrow in $C$, we have:

$$\text{Prop}(F)([f]_C) = \text{Prop}(F)(\{f\}) = [\phi_{\overline{[b]}_C} \circ F(f) \circ \phi_{\overline{[a]}_C}] = [\text{id}_{\overline{[b]}_C} \circ F(f) \circ \text{id}_{\overline{[a]}_C}] = [F(f)]_D$$

Given a color $\sum_i c_i$ in $S(P)$, we have:
\[
\left\langle S(G) \left( \left[ \Sigma c_i \right] \right) \right\rangle_Q = \left\langle \left[ G \left( \Sigma c_i \right) \right] \right\rangle_Q = G \left( \Sigma c_i \right) = G \left( \left\langle \left[ \Sigma c_i \right] \right\rangle_P \right)
\]

Given \([f] : a \rightarrow b\) an arrow in \(S(P)\):
\[
\left\langle S(G) ([f]) \right\rangle_Q = \left\langle [G (f)] \right\rangle_Q = G (f) = G ([f]_P)
\]

\[\Box\]

\textbf{Proof of Lemma} 3: Given an object \(c : C\), we have:
\[
\left\langle \text{Prop}([c])_C \right\rangle_{\text{Prop}(C)} = \left\langle [c] \right\rangle_{\text{Prop}(C)} = [c]
\]

Given an arrow \([f] : a \rightarrow b\), we have:
\[
\left\langle \text{Prop}([f])_C \right\rangle_{\text{Prop}(C)} = \left\langle [\phi_b \circ [f] \circ \phi_a^{-1}] \right\rangle_{\text{Prop}(C)} = [id_{[b]}] \circ [f] \circ [id_{[a]}] = [id_{[b]} \circ f \circ id_{[a]}] = [f]
\]

Given an object \(\sum_i c_i : P\), we have:
\[
\left\langle \left[ \sum_i c_i \right]_P \right\rangle_P = \sum_i c_i
\]

Given an arrow \(f : \sum_i a_i \rightarrow \sum_j b_j\), we have:
\[
\left\langle [f]_P \right\rangle_P = \left\langle [f]_P \right\rangle_P = f
\]

\[\Box\]