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Abstract

Standard ROMs generally yield spurious numerical oscillations in the simulation of convection-dominated flows. Regularized ROMs use explicit ROM spatial filtering to decrease these spurious numerical oscillations. The Leray ROM is a recently introduced regularized ROM that utilizes explicit ROM spatial filtering of the convective term in the Navier-Stokes equations.

This paper presents the numerical analysis of the finite element discretization of the Leray ROM. Error estimates for the ROM differential filter, which is the explicit ROM spatial filter used in the Leray ROM, are proved. These ROM filtering error estimates are then used to prove error estimates for the Leray ROM. Finally, both the ROM filtering error estimates and the Leray ROM error estimates are numerically investigated in the simulation of the two-dimensional Navier-Stokes equations with an analytic solution.
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1. Introduction

Reduced order models (ROMs) have been successfully used in the numerical simulation of structure-dominated fluid flows (see, e.g., [3, 4, 7, 8, 10, 17, 16, 20, 21, 23, 27, 37, 39, 40, 42]). Since they use a small number of carefully chosen basis functions (modes), ROMs can represent a computationally efficient alternative to standard numerical discretizations. For convection-dominated flows, however, standard ROMs generally yield inaccurate results, usually in the form of spurious numerical oscillations (see, e.g., [18, 46]). To mitigate these ROM inaccuracies, several numerical stabilization techniques have been proposed over the years (see, e.g., [1, 2, 6, 28, 38, 46, 45]).

Regularized ROMs (Reg-ROMs) are recently proposed stabilized ROMs for the numerical simulation of convection-dominated flows [24, 41, 47]. These Reg-ROMs use explicit ROM spatial filtering to smooth various ROM terms and thus increase the numerical stability of the resulting ROM. This idea goes back to the great Jean Leray [35], who used it in the mathematical study of the Navier-Stokes equations (NSE). In standard CFD, this idea was used to develop regularized models for the numerical simulation of turbulent flows [16, 34]). In a ROM setting, a Reg-ROM was first used in [41] in the numerical simulation of the 1D Kuramoto-Sivashinsky equations. A different Reg-ROM was proposed in [47] for the numerical simulation of the 3D NSE. Reg-ROMs were also employed for the stabilization of ROMs in the numerical simulation of a stochastic Burgers equation [24].

Reg-ROMs were successful in the numerical simulation of convection-dominated flows. Two Reg-ROMs (the Leray ROM and the evolve-then-filter ROM) were used in the numerical simulation of a 3D flow past a circular cylinder at a Reynolds number $Re = 1000$ [47]. These two Reg-ROMs produced accurate results in which the spurious numerical oscillations of standard ROMs were significantly decreased. Despite the Reg-ROMs’ success, to our knowledge there is no numerical analysis of the Reg-ROMs and the explicit ROM spatial filter used in their development. In this paper, we take a first step in this direction and prove error estimates for the finite element discretization of (i) the Leray ROM [24, 41, 47], which is a Reg-ROM; and (ii) the ROM differential filter, which is an explicit ROM spatial filter.

The rest of the paper is organized as follows: In Section 2 we present some notation and preliminaries. In Section 3 we present the ROM differential filter and the Leray ROM. In Section 4 we prove error estimates for the ROM differential filter and the Leray ROM. In Section 5 we verify numerically the
error estimates proved in Section 4. Finally, in Section 6, we draw conclusions and outline possible future research directions.

2. Notation and Preliminaries

We consider the numerical solution of the incompressible *Navier-Stokes equations* (NSE):

\[
\begin{cases}
\frac{\partial u}{\partial t} - \nu \Delta u + (u \cdot \nabla)u + \nabla p = f, & \text{in } \Omega \times (0, T], \\
\nabla \cdot u = 0, & \text{in } \Omega \times (0, T], \\
u = 0, & \text{on } \partial \Omega \times (0, T], \\
u(x, 0) = u^0(x), & \text{in } \Omega,
\end{cases}
\]

(1)

where \(u(x, t)\) and \(p(x, t)\) represent the fluid velocity and pressure of a flow in the region \(\Omega\), respectively, for \(x \in \Omega\), \(t \in [0, T]\), and \(\Omega \subset \mathbb{R}^n\) with \(n = 2\) or \(3\); the flow is bounded by walls and driven by the force \(f(x, t)\); \(\nu\) is the reciprocal of the Reynolds number; and \(u^0(x)\) denotes the initial velocity. We also assume that the boundary of the domain, \(\partial \Omega\), is polygonal when \(n = 2\) and is polyhedral when \(n = 3\).

The following functional spaces and notations will be used in the paper:

\[X = H^1_0(\Omega) = \{v \in [L^2(\Omega)]^n : \nabla v \in [L^2(\Omega)]^{n \times n} \text{ and } v = 0 \text{ on } \partial \Omega\},\]

\[Q = L^2_0(\Omega) = \left\{q \in L^2(\Omega) : \int_{\Omega} q \, dx = 0 \right\},\]

\[V = \{v \in X : \nabla \cdot v, q = 0, \forall q \in Q\}, \text{ and}\]

\[V^h = \{v_h \in X^h : \nabla \cdot v_h, q = 0, \forall q \in Q^h\},\]

where \(X^h \subset X\) and \(Q^h \subset Q\) are the finite element (FE) spaces of the velocity and pressure, respectively, and \(h\) is the quasi-uniform mesh size. We consider the div-stable pair of FE spaces \((X^h/Q^h) = (P^m/P^{m-1}), m \geq 2\). We emphasize, however, that our analysis extends to more general FE spaces.

Let \(H\) be a real Hilbert space endowed with inner product \((\cdot, \cdot)_H\) and norm \(\| \cdot \|_H\). Let the trilinear form \(b^*(\cdot, \cdot, \cdot)\) be defined as

\[b^*(u, v, w) = \frac{1}{2} \left[ ((u \cdot \nabla) v, w) + ((u \cdot \nabla) w, v) \right].\]
Lemma 2.1 (see Lemma 13, Lemma 14 and Lemma 18 in [33]). For any functions \( u, v, w \in X \), the skew-symmetric trilinear form \( b^*(\cdot, \cdot, \cdot) \) satisfies
\[
b^*(u, v, v) = 0,
\]
and a sharper bound
\[
b^*(u, v, w) \leq C \|
\nabla u\|\|\nabla v\|\|\nabla w\|,
\]
\[
b^*(u, v, w) \leq C \sqrt{\|
\nabla u\|\|\nabla v\|\|\nabla w\|}.
\]

The weak formulation of the NSE (1) reads: Find \( u \in X \) and \( p \in Q \) such that
\[
\begin{align*}
\left( \frac{\partial u}{\partial t}, v \right) + \nu(\nabla u, \nabla v) + b^*(u, u, v) - (p, \nabla \cdot v) &= (f, v), & \forall v \in X, \\
(\nabla \cdot u, q) &= 0, & \forall q \in Q.
\end{align*}
\]

To ensure the uniqueness of the solution to (5), we make the following regularity assumptions (see Definition 29, Proposition 15, and Remark 10 in [33]):

Assumption 2.1. In (1), we assume that \( f \in L^2(0,T;L^2(\Omega)), u^0 \in V, u \in L^2(0,T;X) \cap L^\infty(0,T;L^2(\Omega)), \nabla u \in (L^4(0,T;L^2(\Omega)))^{n \times n}, \hat{u}_t \in L^2(0,T;X^*), \) and \( p \in L^2(0,T;Q) \).

For any positive integer \( M \), consider the time instances \( t_k = k \Delta t, k = 0, \ldots, M \), where \( \Delta t = T/M \). Denote the solution of (5) at time \( t_k \) to be \( u_k = u(t_k) \) and the force at \( t_k \) to be \( f_k = f(t_k) \), respectively. We make the following assumption, which will be used in Theorem 4.1.

Assumption 2.2. We assume that the solution of (5) satisfies the following stability estimate for all integers \( \tilde{M} \) such that \( 1 \leq \tilde{M} \leq M \):
\[
\|u^{\tilde{M}}\|^2 + \Delta t \sum_{k=0}^{\tilde{M}-1} \|\nabla u^{k+1}\|^2 \leq C,
\]
where \( C \) is a constant that does not depend on \( \Delta t \), but can depend on the initial data.
For \( k = 0, \ldots, M \), denote the FE approximate solution of (7) at \( t_k = k \Delta t \) to be \( u_h^k = u_h(t_k) \). The FE semidiscretization of (5) can be written as follows: Find \( u_h \in V_h \) such that

\[
\left( \frac{\partial u_h}{\partial t}, v_h \right) + \nu (\nabla u_h, \nabla v_h) + b^*(u_h, u_h, v_h) = (f, v_h), \quad \forall v_h \in V_h
\]  

(7)

and \( u_h(\cdot, 0) = u_h^0 \in V_h \).  

**Assumption 2.3 (Finite Element Error).** We assume that the FE approximation \( u_h \) of the full discretization of (7) satisfies the following error estimate:

\[
\| u - u_h \| + h \| \nabla (u - u_h) \| \leq C(h^{m+1} + \Delta t).
\]  

(8)

We also assume the following standard approximation property:

\[
\inf_{q_h \in Q_h} \| p - q_h \| \leq C h^m.
\]  

(9)

The constant \( C \) in (8), (9) is a constant that does not depend on \( h, m, \Delta t \), but can depend on the initial data.

3. The Leray ROM (L-ROM)

In this section, we present the Leray ROM, which we will analyze in Section 4. To this end, we present the standard ROM (Sections 3.1 and 3.2) and the explicit ROM differential filter (Section 3.3), which will be used to construct the Leray ROM (Section 3.4).

3.1. Proper Orthogonal Decomposition

We briefly describe the POD method, following [30]. For a detailed presentation, the reader is referred to [23, 44].

Consider an ensemble of snapshots \( \mathcal{R} := \text{span} \{ u(\cdot, t_0), \ldots, u(\cdot, t_M) \} \), which is a collection of velocity data from either numerical simulation results or experimental observations at time \( t_i = i \Delta t, i = 0, \ldots, M \). The POD method seeks a low-dimensional basis \( \{ \varphi_1, \ldots, \varphi_r \} \) in \( \mathcal{H} \) that optimally approximates the snapshots, i.e., solves the minimization problem:

\[
\min \frac{1}{M+1} \sum_{\ell=0}^M \left\| u(\cdot, t_\ell) - \sum_{j=1}^r (u(\cdot, t_\ell), \varphi_j(\cdot))_{\mathcal{H}} \varphi_j(\cdot) \right\|_{\mathcal{H}}^2 \text{ subject to the conditions } (\varphi_j, \varphi_i)_{\mathcal{H}} = \delta_{ij}, 1 \leq i, j \leq r, \text{ where } \delta_{ij} \text{ is the Kronecker delta.}
\]

To solve this minimization problem, one can consider the eigenvalue problem
\[ K z_j = \lambda_j z_j, \text{ for } j = 1, \ldots, r, \] where \( K \in \mathbb{R}^{(M+1) \times (M+1)} \) is the snapshot correlation matrix with entries \( K_{kk} = \frac{1}{M+1} \langle u(\cdot, t), u(\cdot, t) \rangle_H \) for \( t, k = 0, \ldots, M \), \( z_j \) is the \( j \)-th eigenvector, and \( \lambda_j \) is the associated eigenvalue. The eigenvalues are positive and sorted in descending order \( \lambda_1 \geq \ldots \geq \lambda_d > 0 \), where \( d \) is the rank of \( \mathcal{R} \). It can then be shown that the POD basis functions are given by

\[
\varphi_j(\cdot) = \sqrt{\lambda_j} \sum_{\ell=0}^{M} (z_j)_{\ell} u(\cdot, t_{\ell}), \quad 1 \leq j \leq r,
\]
where \( (z_j)_{\ell} \) is the \( \ell \)-th component of the eigenvector \( z_j \). It can also be shown that the following error formula holds [23, 30]:

\[
\frac{1}{M+1} \sum_{\ell=0}^{M} \left\| u(\cdot, t) - \sum_{j=1}^{r} \langle u(\cdot, t), \varphi_j(\cdot) \rangle_H \varphi_j(\cdot) \right\|_H^2 = \sum_{j=r+1}^{d} \lambda_j.
\] (10)

We define the ROM space as \( \mathbf{X}^r := \text{span} \{ \varphi_1, \ldots, \varphi_r \} \).

**Remark 3.1.** Since, the POD basis functions are linear combinations of the snapshots, the POD basis functions satisfy the boundary conditions in (1) and are solenoidal. If the FE approximations are used as snapshots, the POD basis functions belong to \( \mathbf{V}^h \), which yields \( \mathbf{X}^r \subset \mathbf{V}^h \).

### 3.2. The Galerkin ROM (G-ROM)

The ROM employs both Galerkin truncation and Galerkin projection. The former yields an approximation of the velocity field by a linear combination of the truncated POD basis:

\[
u \frac{\partial u_r}{\partial t}, \varphi \right) + \nu (\nabla u_r, \nabla \varphi) + b^*(u_r, u_r, \varphi) = (f, \varphi), \quad \forall \varphi \in \mathbf{X}^r
\] (12)
and \( u_r(\cdot, 0) \in \mathbf{X}^r \). In [12], the pressure term vanishes because all POD modes are solenoidal and satisfy the appropriate boundary conditions. The
error analysis of the spatial and temporal discretizations of the G-ROM [12] was considered in [9, 25, 29, 30, 31, 36, 43]. Despite its appealing computational efficiency, the G-ROM [12] has generally been limited to laminar flows. To overcome this restriction, we consider the Leray ROM.

3.3. ROM Differential Filter (DF)

To construct the Leray ROM, we use the ROM differential filter (DF), which is an explicit ROM spatial filter:

**Definition 3.1 (ROM Differential Filter).** \( \forall v \in X, \) let \( \varphi^r \) be the unique element of \( X^r \) such that

\[
\delta^2 \left( \nabla \varphi^r, \nabla v_r \right) + \left( \varphi^r, v_r \right) = \left( v, v_r \right) \quad \forall v_r \in X^r .
\]

(13)

The differential filter was introduced in large eddy simulation by Germano [15, 14]. In a ROM setting, the DF (13) was first used in [41] and later extended in [24, 47, 48].

3.4. The Model

We consider the Leray reduced order model (L-ROM) [41, 47], which is a regularized ROM: Find \( u_r \in X^r \) such that

\[
\left( \frac{\partial u_r}{\partial t}, \varphi \right) + \nu \left( \nabla u_r, \nabla \varphi \right) + b^* \left( \Pi_r, u_r, \varphi \right) = \left( f, \varphi \right) \quad \forall \varphi \in X^r ,
\]

(14)

where the initial condition is given by the \( L^2 \) projection of \( u_0 \) on \( X^r \):

\[
u_r(\cdot, 0) := \sum_{j=1}^{r} (u_0, \varphi_j) \varphi_j .
\]

We consider the full discretization of (14): We use the backward Euler method with a time step \( \Delta t \) for the time integration and the FE space \( \mathbb{P}_m \) with \( m \geq 2 \) and a mesh size \( h \) for the spatial discretization. For \( k = 0, \ldots, M \), we denote the approximation solution of (14) at \( t_k = k \Delta t \) to be \( u^k_r = u_{h,r}(t_k) \) and the force at \( t_k \) to be \( f^k = f(t_k) \), respectively. Note that we have dropped the subscript “\( h \)” in \( u^k_r \) for clarity of notation. The discretized L-ROM reads: Find \( u^k_r \in X^r \) such that, \( \forall \varphi \in X^r, \forall k = 0, \ldots, M - 1, \)

\[
\left( \frac{u^{k+1}_r - u^k_r}{\Delta t}, \varphi \right) + \nu \left( \nabla u^{k+1}_r, \nabla \varphi \right) + b^* \left( u^{k+1}_r, u^{k+1}_r, \varphi \right) = \left( f^{k+1}, \varphi \right) ,
\]

(15)

where the initial condition is \( u^0_r = \sum_{j=1}^{r} (u_0, \varphi_j) \varphi_j .\)
4. Error Analysis

In this section, we present the error analysis for the L-ROM discretization \cite{15}. We take the FE solutions \( u_h(\cdot, t_i), \ i = 0, \ldots, M \) as snapshots and choose \( H = L^2 \) in the POD generation. The error source includes three main components: the spatial FE discretization error, the temporal discretization error, and the POD truncation error. We derive the error estimate in three steps: First, we gather some necessary assumptions and preliminary results in Section 4.1. Then, we prove a ROM filtering error estimate in Section 4.2. Finally, we prove an L-ROM error estimate in Section 4.3.

4.1. Preliminaries

Definition 4.1 (Generic Constant \( C \)). In what follows, \( C \) and \( C_j \), where \( j \) is a positive integer, will denote generic constants that do not depend on \( \delta, r, h, \Delta t, m, \varphi_j, \lambda_j \), but can depend on \( \nu, u_0, f, u_0^r, n, T \).

Definition 4.2 (ROM Laplacian). Let

\[ \Delta_r : X \rightarrow X^r \]  

such that, \( \forall v \in X \), \( \Delta_r v \) is the unique element of \( X^r \) such that

\[ (\Delta_r v, v_r) = - (\nabla v, \nabla v_r) \quad \forall v_r \in X^r. \]  

We list a POD inverse estimate, which will be used in what follows. Let \( S_r \in \mathbb{R}^{r \times r} \) with \( (S_r)_{ij} = (\nabla \varphi_j, \nabla \varphi_i)_{L^2} \) be the POD stiffness matrix. Let \( \| \cdot \|_2 \) denote the matrix 2-norm.

Lemma 4.1 (POD Inverse Estimates). For all \( v_r \in X^r \), the following POD inverse estimate holds:

\[ \| \nabla v_r \|_{L^2} \leq C_{\text{inv}}^\nabla (r) \| v_r \|_{L^2}, \]  

where \( C_{\text{inv}}^\nabla (r) := \sqrt{\| S_r \|_2} \).

The inverse estimate (18) was proved in Lemma 2 and Remark 2 in \cite{30} and was numerically investigated in Remark 3.3 in \cite{25} and in Remark 3.2 in \cite{18}.
**Definition 4.3** (ROM $L^2$ Projection). Let

$$P_r : L^2 \to X^r$$

such that, $\forall v \in L^2, P_r(v)$ is the unique element of $X^r$ such that

$$(P_r(v), v_r) = (v, v_r) \quad \forall v_r \in X^r.$$  \hfill (19)

**Proposition 4.1** ($L^2$ Stability of ROM $L^2$ Projection).

$$\|P_r(v)\| \leq \|v\| \quad \forall v \in L^2.$$  \hfill (21)

*Proof.* By choosing $v_r := P_r(v)$ in (20) and using the Cauchy-Schwarz inequality, we can prove (21). \hfill \Box

The following error estimate was proved in Lemma 3.3 in [26]:

**Lemma 4.2.** For any $u^k \in X$, its $L^2$ projection, $w^k_r = P_r(u^k)$, satisfies the following error estimates:

$$\frac{1}{M+1} \sum_{k=0}^{M} \|u^k - w^k_r\|^2 \leq C \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right),$$  \hfill (22)

$$\frac{1}{M+1} \sum_{k=0}^{M} \|\nabla (u^k - w^k_r)\|^2 \leq C \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\phi_j\|_1^2 \lambda_j \right).$$  \hfill (23)

We assume the following estimates, which were also assumed in [25]:

**Assumption 4.1.** For any $u^k \in X$, its $L^2$ projection, $w^k_r = P_r(u^k)$, satisfies the following error estimates:

$$\|u^k - w^k_r\| \leq C \left( h^{m+1} + \Delta t + \sqrt{\sum_{j=r+1}^{d} \lambda_j} \right),$$  \hfill (24)

$$\|\nabla (u^k - w^k_r)\| \leq C \left( h^m + \sqrt{\|S_r\|_2 h^{m+1}} + \sqrt{1 + \|S_r\|_2 \Delta t^2 + \sum_{j=r+1}^{d} \|\phi_j\|_1^2 \lambda_j} \right).$$  \hfill (25)
4.2. ROM Filtering Error Estimates

In this section, we present theoretical results for the DF (13), which was the essential tool that we used in developing the Leray ROM (14). The main result in this section is the estimate for the ROM filtering error in Lemma 4.3. To our knowledge, this is the first estimate for the ROM filtering error. This estimate is an extension of the FE filtering error estimates proved in [11, 12, 32]. This ROM filtering error estimate is important for the L-ROM error analysis in Section 4.3, since we use it to treat the nonlinear term in (63).

Lemma 4.3 (ROM Filtering Error Estimates). For \( u^k \in X \) and \( \Delta u^k \in L^2 \),

\[
\delta^2 \| \nabla (u^k - \overline{u}^k) \|^2 + \| u^k - \overline{u}^k \|^2 \\
\leq C \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^d \lambda_j \right) + C \delta^4 \| \Delta u^k \|^2 \\
+ C \delta^2 \left( h^{2m} + \| S_r \|_2 h^{2m+2} + (1 + \| S_r \|_2) \Delta t^2 + \sum_{j=r+1}^d \| \varphi_j \|_1 \lambda_j \right). \tag{26}
\]

Proof. Using the definition of the DF (13), we have

\[
\delta^2 \left( \nabla u^k, \nabla v_r \right) + \left( u^k, v_r \right) = \left( u^k, v_r \right) \quad \forall v_r \in X^r. \tag{27}
\]

Since \( \Delta u^k \in L^2 \) (by hypothesis), we also have

\[
\delta^2 \left( \nabla u^k, \nabla v_r \right) + \left( u^k, v_r \right) = -\delta^2 \left( \Delta u^k, v_r \right) + \left( u^k, v_r \right) \quad \forall v_r \in X^r. \tag{28}
\]

Subtracting (27) from (28), we get

\[
\delta^2 \left( \nabla (u^k - \overline{u}^k), \nabla v_r \right) + \left( u^k - \overline{u}^k, v_r \right) = -\delta^2 \left( \Delta u^k, v_r \right) \quad \forall v_r \in X^r. \tag{29}
\]

We decompose the error \( e := u^k - \overline{u}^k \) as follows:

\[
e = (u^k - w_r) - (\overline{u}^k - w_r) := \eta - \Phi_r, \tag{30}
\]

where \( w_r \in X^r \) is arbitrary. Using (30) in (29), we get \( \forall v_r \in X^r \)

\[
\delta^2 \left( \nabla \Phi_r, \nabla v_r \right) + \left( \Phi_r, v_r \right) = \delta^2 \left( \nabla \eta, \nabla v_r \right) + \left( \eta, v_r \right) + \delta^2 \left( \Delta u^k, v_r \right). \tag{31}
\]
To prove (26), we let \( v_r := \Phi_r \in X_r \) in (31) and then use the Cauchy-Schwarz and Young inequalities:

\[
\delta^2 \|\nabla \Phi_r\|^2 + \|\Phi_r\|^2 = \delta^2 (\nabla \eta, \nabla \Phi_r) + (\eta, \Phi_r) + \delta^2 \|\Delta u^k\| \|\Phi_r\|
\leq \delta^2 \left( \frac{\|\nabla \eta\|^2}{2} + \frac{\|\nabla \Phi_r\|^2}{2} \right) + \left( \|\eta\|^2 + \frac{\|\Phi_r\|^2}{4} \right) + \left( \delta^4 \|\Delta u^k\|^2 + \frac{\|\Phi_r\|^2}{4} \right) \tag{32}
\]

Rearranging (32) yields

\[
\frac{\delta^2}{2} \|\nabla \Phi_r\|^2 + \frac{1}{2} \|\Phi_r\|^2 \leq \frac{\delta^2}{2} \|\nabla \eta\|^2 + \|\eta\|^2 + \delta^4 \|\Delta u^k\|^2. \tag{33}
\]

Using (33) and the triangle inequality yields

\[
\delta^2 \|\nabla (u^k - u^{kr})\|^2 + \|u^k - u^{kr}\|^2 \\
\leq C \inf_{w_r \in X_r} (\delta^2 \|\nabla (u^k - w_r)\|^2 + \|u^k - w_r\|^2) + C \delta^4 \|\Delta u^k\|^2. \tag{34}
\]

Using Assumption 4.1, we get

\[
\inf_{w_r \in X_r} \|u^k - w_r\|^2 \leq \|u^k - P_r(u^k)\|^2 \leq C \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^d \lambda_j \right). \tag{35}
\]

\[
\inf_{w_r \in X_r} \|\nabla (u^k - w_r)\|^2 \leq \|\nabla (u^k - P_r(u^k))\|^2 \\
\leq C \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^d \|\phi_j\|_1^2 \lambda_j \right). \tag{36}
\]

Plugging (35)-(36) into (34) proves (26).

\[\square\]

**Remark 4.1.** Lemma 4.3 extends Lemma 2.12 in [32] from the FE setting to the ROM setting. We could have extended Lemma 2.4 in [13] instead of Lemma 2.12 in [32] since the former yields better \( \delta \) scalings of the \( H^1 \) seminorm of the filtering error. We emphasize, however, that the proof of Lemma 2.4 in [13] uses the \( H^1 \) stability of the \( L^2 \) projection [5, 13]. To our knowledge, the \( H^1 \) stability of the \( L^2 \) projection has not been yet proven in a ROM setting. Thus, we decided to extend to the ROM setting Lemma 2.12 in [32], which does not rely on the \( H^1 \) stability of the ROM \( L^2 \) projection.
In the following lemma, we prove the stability of the ROM filtered variables, which will be used to prove Theorem 4.1. This lemma extends Lemma 2.11 in [32] (see also Lemma 2.3 in [12]) from the FE case to the ROM case.

**Lemma 4.4** (Stability of ROM Filtered Variables). For \( \mathbf{v} \in \mathbf{X} \), we have

\[
\| \mathbf{v} \| \leq \| \mathbf{u} \| \tag{37}
\]

\[
\| \nabla \mathbf{v} \| \leq \sqrt{\| S_r \|_2 \| \mathbf{v} \|} \tag{38}
\]

For \( \mathbf{v} \in \mathbf{X}^r \), we have

\[
\| \nabla \mathbf{v}^r \| \leq \| \nabla \mathbf{v} \| \tag{39}
\]

**Proof.** To prove (37), we let \( \mathbf{v}_r = \mathbf{v}^r \) in (13):

\[
\delta^2 \| \nabla \mathbf{v}^r \|^2 + \| \mathbf{v}^r \|^2 = (\mathbf{v}, \mathbf{v}^r) \tag{40}
\]

Applying the Cauchy-Schwarz inequality to the RHS of (40), we get (37).

To prove (38), we use the POD inverse estimate (18) and (37):

\[
\| \nabla \mathbf{v}^r \| \leq \sqrt{\| S_r \|_2 \| \mathbf{v}^r \|} \leq \sqrt{\| S_r \|_2 \| \mathbf{v} \|} \tag{41}
\]

Finally, to prove (39), we let \( \mathbf{v}_r = \Delta_r \mathbf{v}^r \) in (13):

\[
\delta^2 \left( \nabla \mathbf{v}^r, \nabla (\Delta_r \mathbf{v}^r) \right) + \left( \mathbf{v}^r, \Delta_r \mathbf{v}^r \right) = \left( \mathbf{v}, \Delta_r \mathbf{v}^r \right) \tag{42}
\]

Using the definition of the ROM Laplacian (17) in (12), we get

\[
-\delta^2 \left( \Delta_r \mathbf{v}^r, \Delta_r \mathbf{v}^r \right) - \left( \nabla \mathbf{v}^r, \nabla \mathbf{v}^r \right) = -\left( \nabla \mathbf{v}, \nabla \mathbf{v}^r \right) \tag{43}
\]

Applying the Cauchy-Schwarz inequality to the RHS of (43), we get (39). \( \blacksquare \)
4.3. Leray ROM Error Estimates

In this section, we prove a stability estimate (Lemma 4.5) and an error estimate (Theorem 4.1) for the L-ROM (15).

**Lemma 4.5.** The solution of (15) satisfies the following bound:

\[
\| u^M_r \|^2 + \Delta t \sum_{k=0}^{\tilde{M}-1} \| \nabla u_r^{k+1} \|^2 \leq C \quad \forall 1 \leq \tilde{M} \leq M - 1. \tag{44}
\]

**Proof.** Choosing \( \varphi := u_r^{k+1} \) in (15) and noting that \( b^*(u_r^{k+1}, u_r^{k+1}, u_r^{k+1}) = 0 \) by (2), we obtain

\[
(u_r^{k+1} - u_r^k, u_r^{k+1}) + \nu \Delta t (\nabla u_r^{k+1}, \nabla u_r^{k+1}) = \Delta t (f_r^{k+1}, u_r^{k+1}). \tag{45}
\]

Using the Cauchy-Schwarz and Young inequalities yields

\[
\frac{1}{2} \| u_r^{k+1} \|^2 - \frac{1}{2} \| u_r^k \|^2 + \nu \Delta t \| \nabla u_r^{k+1} \|^2 \leq \Delta t (f_r^{k+1}, u_r^{k+1}). \tag{46}
\]

Applying the Cauchy-Schwarz and Young inequalities in (46), we get

\[
\frac{1}{2} \| u_r^{k+1} \|^2 - \frac{1}{2} \| u_r^k \|^2 + \nu \Delta t \| \nabla u_r^{k+1} \|^2 \leq \frac{\Delta t}{2\nu} \| f_r^{k+1} \|_{-1}^2 + \frac{\nu \Delta t}{2} \| \nabla u_r^{k+1} \|^2. \tag{47}
\]

The stability estimate (44) follows by summing (47) from 0 to \( \tilde{M} - 1 \). \( \square \)

**Theorem 4.1.** Under the regularity assumption of the exact solution (Assumption 2.1 and Assumption 2.2), the assumption on the FE approximation (Assumption 2.3), and the assumption on the ROM projection error (Assumption 4.1), the solution of the L-ROM (15) satisfies the following error estimate: There exists \( \Delta t^* > 0 \) such that the inequality

\[
\| u^M_r - u_r^M \|^2 + \Delta t \sum_{k=0}^{M-1} \| \nabla (u_r^{k+1} - u_r^k) \|^2 \leq C F(\delta, h, \Delta t, \| S_r \|_2, \{ \lambda_j \}_{j=r+1}^d, \{ \| \varphi_j \|_1 \}_{j=r+1}^d) \tag{48}
\]
holds for all $\Delta t < \Delta t^*$, where

$$
\mathcal{F} \left( \delta, h, \Delta t, \|S_r\|_2, \{\lambda_j\}_{j=r+1}^d, \{\|\varphi_j\|_1\}_{j=r+1}^d \right)
= \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^d \|\varphi_j\|^2 \lambda_j \right) 
+ \|S_r\|^{1/2} \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^d \lambda_j \right) 
+ \frac{1}{\delta} \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^d \lambda_j \right) 
+ \delta \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^d \|\varphi_j\|^2 \lambda_j \right) + \delta^3. (49)
$$

Proof. We start by splitting the error into two terms:

$$
u^{k+1} - \nu^k = \left( \nu^{k+1} - \nu_r^{k+1} \right) - \left( \nu_r^{k+1} - \nu_r^{k+1} \right) = \eta^{k+1} - \Phi_r^{k+1}, (50)
$$

where

$$
\nu_r^{k+1} := P_r(\nu^{k+1}). (51)
$$

The first term in (50), $\eta^{k+1} = \nu^{k+1} - \nu_r^{k+1}$, represents the difference between $\nu^{k+1}$ and its $L^2$ projection on $X^r$, which has been bounded in Lemma 4.2.

The second term, $\Phi_r^{k+1}$, is the remainder. Next, we construct the error equation. We first evaluate the weak formulation of the NSE (5) at $t = t^{k+1}$ and let $v = \Phi_r^{k+1}$, then subtract the L-ROM (15) from it. We obtain

$$
\langle \nu_t^{k+1}, \Phi_r^{k+1} \rangle - \left( \nu_r^{k+1} - \nu_r^{k+1} \right) + \nu \left( \nabla \nu^{k+1} - \nabla \nu_r^{k+1}, \nabla \Phi_r^{k+1} \right) 
+ b^r \left( \nu^{k+1}, \nu^{k+1}, \Phi_r^{k+1} \right) - b^r \left( \nu_r^{k+1}, \nu_r^{k+1}, \Phi_r^{k+1} \right) - \left( p, \nabla \cdot \Phi_r^{k+1} \right) = 0. (52)
$$

By subtracting and adding the difference quotient term, $\left( \frac{\nu^{k+1} - \nu^k}{\Delta t}, \Phi_r^{k+1} \right)$, in (52), and applying the decomposition (50), we have

$$
\left( \nu_t^{k+1} - \frac{\nu^{k+1} - \nu^k}{\Delta t}, \Phi_r^{k+1} \right) + \frac{1}{\Delta t} \left( \eta^{k+1} - \Phi_r^{k+1}, \Phi_r^{k+1} \right) 
- \frac{1}{\Delta t} \left( \eta^k - \Phi_r^k, \Phi_r^{k+1} \right) + \nu \left( \eta^{k+1} - \Phi_r^{k+1}, \nabla \Phi_r^{k+1} \right) 
+ b^r \left( \nu^{k+1}, \nu^{k+1}, \Phi_r^{k+1} \right) - b^r \left( \nu_r^{k+1}, \nu_r^{k+1}, \Phi_r^{k+1} \right) - \left( p, \nabla \cdot \Phi_r^{k+1} \right) = 0. (53)
$$
Using (54) and (55), we obtain
\[
\text{inequalities:}
\]

We estimate the LHS of (54) by applying the Cauchy-Schwarz and Young inequalities in (56), we get
\[
\frac{1}{\Delta t} \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) = \left( r^k, \Phi_{r_{k+1}} \right) + \nu \left( \nabla \Phi_{r_{k+1}}, \nabla \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) + \frac{1}{\Delta t} \left( \Phi_{r_{k+1}}, \Phi_{r_{k}} \right) - \nu \left( \nabla \Phi_{r_{k+1}}, \nabla \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right).
\] (54)

We estimate the LHS of (54) by applying the Cauchy-Schwarz and Young inequalities:
\[
\text{LHS} = \frac{1}{\Delta t} \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) = \frac{1}{\Delta t} \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) + \nu \left( \nabla \Phi_{r_{k+1}}, \nabla \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) \geq \frac{1}{2\Delta t} \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) + \nu \left( \nabla \Phi_{r_{k+1}}, \nabla \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right).
\] (55)

Using (54) and (55), we obtain
\[
\left| \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| - \left| \Phi_{r_{k}} \Phi_{r_{k}}^k \right| + 2\nu \Delta t \left| \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \leq 2\Delta t \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) + 2\nu \Delta t \left( \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) + 2\Delta t b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) - 2\Delta t b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right).
\] (56)

Using the Cauchy-Schwarz and Young inequalities in (56), we get
\[
\left( r^k, \Phi_{r_{k+1}} \right) \leq \left| \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| + \left| \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \leq \frac{1}{\Delta t} \left( \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right) \leq C_1 \left( \left| r^k \right| \left| \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \right) + \left| \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \leq C_1 \left( \left| r^k \right| \left| \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \right) + \left| \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \leq C_2 \left( \left| \nabla \Phi_{r_{k+1}} \Phi_{r_{k}}^k \right| \right). \]
(57)

The nonlinear terms in (56) can be written as follows:
\[
b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) + b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right) - b^* \left( \Phi_{r_{k+1}}, \Phi_{r_{k}}^k \right).
\] (58)
where in the last term we have used (2). In (59), we apply Lemma 2.1, Lemma 4.4 and the Cauchy–Schwarz and Young inequalities:

\[ b^* \left( u^{k+1}, \eta^{k+1}, \Phi_r^{k+1} \right) \leq C \left( \| u_r^{k+1} \|^{1/2} \| \nabla u_r^{k+1} \|^{1/2} \| \nabla \eta^{k+1} \| \right) \]

\[ \leq C \left( \| u_r^{k+1} \|^{1/2} \| \nabla u_r^{k+1} \|^{1/2} \| \nabla \eta^{k+1} \| \right) \]

\[ \leq C_3 \left( \| u_r^{k+1} \| \| \nabla u_r^{k+1} \| \| \nabla \eta^{k+1} \|^{2} \| \nabla \Phi_r^{k+1} \|^{2} \right) \]  \hspace{1cm} (60)

\[ b^* \left( \eta_r^{k+1}, \Phi_r^{k+1} \right) \leq C \left( \| \eta^{k+1} \|^{1/2} \| \nabla \eta^{k+1} \|^{1/2} \| \nabla u^{k+1} \| \right) \]

\[ \leq C \left( \| \eta^{k+1} \|^{1/2} \| \nabla \eta^{k+1} \|^{1/2} \| \nabla u^{k+1} \| \right) \]

\[ \leq C_4 \left( \| \eta^{k+1} \|^{2} \| \nabla u^{k+1} \|^{2} \| \nabla \Phi_r^{k+1} \|^{2} \right) \]  \hspace{1cm} (61)

\[ b^* \left( \Phi_r^{k+1}, \Phi_r^{k+1} \right) \leq C \left( \| \Phi_r^{k+1} \|^{1/2} \| \nabla \Phi_r^{k+1} \|^{1/2} \| \nabla u^{k+1} \| \right) \]

\[ \leq C \left( \| \Phi_r^{k+1} \|^{1/2} \| \nabla \Phi_r^{k+1} \|^{1/2} \| \nabla u^{k+1} \| \right) \]

\[ = C \left( \| \Phi_r^{k+1} \|^{1/2} \| \nabla u^{k+1} \| \right) \]

\[ \leq C_5 \left( \| \nabla u^{k+1} \|^{4} \| \Phi_r^{k+1} \|^{2} \right) \]  \hspace{1cm} (62)
\[
\begin{align*}
&b^* \left( u^{k+1} - \overline{u}^{k+1}, u^{k+1}, \Phi_r^{k+1} \right) \\
&\leq C \left\| u^{k+1} - \overline{u}^{k+1} \right\|^{1/2} \left\| \nabla \left( u^{k+1} - \overline{u}^{k+1} \right) \right\|^{1/2} \left\| \nabla u^{k+1} \right\| \left\| \nabla \Phi_r^{k+1} \right\| \\
&\leq C_6 \left( \left\| u^{k+1} - \overline{u}^{k+1} \right\| \left\| \nabla \left( u^{k+1} - \overline{u}^{k+1} \right) \right\| \left\| \nabla u^{k+1} \right\|^2 + \left\| \nabla \Phi_r^{k+1} \right\|^2 \right), \quad (63)
\end{align*}
\]

which can be bounded by using Lemma 4.3. Since \( \Phi_r^{k+1} \in X^r \subset V_h^3 \), the pressure term on the RHS of (56) can be written as

\[
- (p, \nabla \cdot \Phi_r^{k+1}) = - (p - q_h, \nabla \cdot \Phi_r^{k+1}), \quad (64)
\]

where \( q_h \) is any function in \( Q_h \). Thus, the pressure term can be estimated as follows by using the Cauchy-Schwarz and Young inequalities:

\[
- (p, \nabla \cdot \Phi_r^{k+1}) \leq C_7 \left( \| p - q_h \|^2 + \| \nabla \Phi_r^{k+1} \|^2 \right). \quad (65)
\]

Choosing \( C_1 - C_7 \) appropriately, then substituting inequalities (57)–(58), (60)–(62), and (63) in (56), we obtain

\[
\begin{align*}
&\left\| \Phi_r^{k+1} \right\|^2 - \left\| \Phi_r^k \right\|^2 + C_8 \Delta t \left\| \nabla \Phi_r^{k+1} \right\|^2 \\
&\leq C_9 \left( \Delta t \left\| r^k \right\|_{-1}^2 + \Delta t \left\| \nabla \eta^{k+1} \right\|^2 + \Delta t \left\| u_r^{k+1} \right\| \left\| \nabla u_r^{k+1} \right\| \left\| \nabla \eta^{k+1} \right\|^2 \\
&+ \Delta t \left\| S_r \right\|_{1/2} \left\| \nabla u^{k+1} \right\|^2 + \Delta t \left\| \nabla u^{k+1} \right\|^4 \left\| \Phi_r^{k+1} \right\|^2 \\
&+ \left\| u^{k+1} - \overline{u}^{k+1} \right\| \left\| \nabla \left( u^{k+1} - \overline{u}^{k+1} \right) \right\| \left\| \nabla u^{k+1} \right\|^2 + \Delta t \left\| p - q_h \right\|^2 \right), \quad (66)
\end{align*}
\]

Summing (66) from \( k = 0 \) to \( k = M - 1 \), we have

\[
\begin{align*}
&\left\| \Phi_r^M \right\|^2 + C_8 \Delta t \sum_{k=0}^{M-1} \left\| \nabla \Phi_r^{k+1} \right\|^2 \leq \left\| \Phi_r^0 \right\|^2 + C_9 \Delta t \left( \sum_{k=0}^{M-1} \left\| r^k \right\|_{-1}^2 \\
&+ \sum_{k=0}^{M-1} \left\| u_r^{k+1} \right\| \left\| \nabla u_r^{k+1} \right\| \left\| \nabla \eta^{k+1} \right\|^2 + \left\| S_r \right\|_{1/2} \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^2 \left\| \eta^{k+1} \right\|^2 \\
&+ \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^4 \left\| \Phi_r^{k+1} \right\|^2 + \sum_{k=0}^{M-1} \left\| p - q_h \right\|^2 + \sum_{k=0}^{M-1} \left\| \nabla \eta^{k+1} \right\|^2 \\
&+ \sum_{k=0}^{M-1} \left\| u^{k+1} - \overline{u}^{k+1} \right\| \left\| \nabla \left( u^{k+1} - \overline{u}^{k+1} \right) \right\| \left\| \nabla u^{k+1} \right\|^2 \right) \). \quad (67)
\end{align*}
\]
The first term on the RHS of (67) vanishes, since $u^0_r = w^0_r$. By using the Poincaré-Friedrichs inequality, the second term on the RHS of (67) can be estimated as follows (see, e.g., [26]):

$$\Delta t \sum_{k=0}^{M-1} \left\| r^k \right\|_1^2 \leq C_{10} \Delta t \sum_{k=0}^{M-1} \left\| r^k \right\|^2 \leq C_{11} \Delta t^2.$$  \hspace{1cm} (68)

Using (23), the third term on the RHS of (67) can be estimated as follows:

$$\Delta t \sum_{k=0}^{M-1} \left\| \nabla \eta^{k+1} \right\|^2 \leq C_{12} \left( h^{2m} + \| S_r \|_2 h^{2m+2} + (1 + \| S_r \|_2) \Delta t^2 \right.$$  \hspace{1cm} (69)

$$+ \sum_{j=r+1}^d \| \varphi_j \|^2 \lambda_j \right).$$

To estimate the fourth term on the RHS of (67), we use Lemma 4.5 and Assumption 4.1:

$$\Delta t \sum_{k=0}^{M-1} \left\| u^{k+1} \right\| \left\| \nabla u^{k+1} \right\| \left\| \nabla \eta^{k+1} \right\|^2 \leq C_{13} \Delta t \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\| \left\| \nabla \eta^{k+1} \right\|^2 \leq C_{13} \left\| \nabla \eta^{k+1} \right\|^2 \leq C_{13} \left( h^{2m} + \| S_r \|_2 h^{2m+2} + (1 + \| S_r \|_2) \Delta t^2 \right.$$  \hspace{1cm} (70)

$$+ \sum_{j=r+1}^d \| \varphi_j \|^2 \lambda_j \right),$$

where we used estimate (25) in the derivation of (70). Using (23) would not have been enough for the asymptotic convergence of (70).

Using Assumption 4.1, the fifth term on the RHS of (67) can be bounded as follows:

$$\Delta t \| S_r \|_2^{1/2} \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^2 \left\| \eta^{k+1} \right\|^2$$  \hspace{1cm} (71)

$$\leq C_{14} \| S_r \|_2^{1/2} \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^2 \left( h^{m+1} + \Delta t + \sqrt{\sum_{j=r+1}^d \lambda_j} \right)^2$$

$$\leq C_{14} \| S_r \|_2^{1/2} \left( h^{m+1} + \Delta t + \sqrt{\sum_{j=r+1}^d \lambda_j} \right)^2.$$
To estimate the seventh term on the RHS of (67), we use Lemma 4.3:

\[\Delta t \sum_{k=0}^{M-1} \left\| u^{k+1} - \overline{u}^{k+1} \right\| \left\| \nabla \left( u^{k+1} - \overline{u}^{k+1} \right) \right\| \left\| \nabla u^{k+1} \right\|^2 \leq \tilde{C}_{15} \Delta t \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^2 \frac{1}{\delta} \left[ \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right) \right. 
\left. + \delta^2 \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) \right] + \delta^4 \right] 
\leq C_{15} \frac{1}{\delta} \left[ \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right) \right. 
\left. + \delta^2 \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) \right] + \delta^4 \right]. \quad (72)\]

Since in (64) \(q_h\) was an arbitrary function in \(Q^h\), we can use the approximation property (9) in Assumption 2.3 to bound the eighth term on the RHS of (67) as follows:

\[\Delta t \sum_{k=0}^{M-1} \left\| p - q_h \right\|^2 \leq C_{16} h^{2m}. \quad (73)\]

Collecting (68)-(73), equation (67) becomes

\[\left\| \Phi^M_r \right\|^2 + C_8 \Delta t \sum_{k=0}^{M-1} \left\| \nabla \Phi^{k+1}_r \right\|^2 \leq C_9 \left\{ \Delta t \sum_{k=0}^{M-1} \left\| \nabla u^{k+1} \right\|^4 \left\| \Phi^{k+1}_r \right\|^2 \right. 
\left. + \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) \right. 
\left. + \|S_r\|_1^{1/2} \left( h^{m+1} + \Delta t + \sqrt{\sum_{j=r+1}^{d} \lambda_j} \right)^2 + h^{2m} + \Delta t^2 \right\} \right. 
\right. \]
+ \frac{1}{\delta} \left[ \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right) \right.
+ \delta^2 \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) + \delta^4 \right] \right) \}

= C_9 \left\{ \Delta t \sum_{k=0}^{M-1} \|\nabla u^{k+1}\|^4 \|\Phi^{k+1}_r\|^2 
+ \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) \right.
+ \|S_r\|_2^{1/2} \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right) + \frac{1}{\delta} \left( h^{2m+2} + \Delta t^2 + \sum_{j=r+1}^{d} \lambda_j \right) 
+ \delta \left( h^{2m} + \|S_r\|_2 h^{2m+2} + (1 + \|S_r\|_2) \Delta t^2 + \sum_{j=r+1}^{d} \|\varphi_j\|_1^2 \lambda_j \right) + \delta^3 \right) \right\} 

notation \quad C_9 \left\{ \Delta t \sum_{k=0}^{M-1} \|\nabla u^{k+1}\|^4 \|\Phi^{k+1}_r\|^2 
+ \mathcal{F} \left( \delta, h, \Delta t, \|S_r\|_2, \{\lambda_j\}_{j=r+1}^{d}, \{\|\varphi_j\|_1\}_{j=r+1}^{d} \right) \right\}. \quad (74)

A discrete Gronwall lemma (see Lemma 27 in [33] and Lemma 5.1 in [22]) implies that, for small enough \( \Delta t \) (i.e., \( \Delta t < (C_9 \max_{1 \leq k \leq M} \|\nabla u^k\|^4)^{-1} \)), the following inequality holds:

\[ \|\Phi^M_r\|^2 + C_8 \Delta t \sum_{k=0}^{M-1} \|\nabla \Phi^{k+1}_r\|^2 \leq C_{17} \mathcal{F} \left( \delta, h, \Delta t, \|S_r\|_2, \{\lambda_j\}_{j=r+1}^{d}, \{\|\varphi_j\|_1\}_{j=r+1}^{d} \right). \quad (75) \]

By using (73), the triangle inequality, and [23]–[24], yields
\[ \| u^M - \mu_r^M \|^2 + \Delta t \sum_{k=0}^{M-1} \| \nabla (u^{k+1} - \mu_r^{k+1}) \|^2 \leq C \mathcal{F}(\delta, h, \Delta t, \| S_r \|_2, \{ \lambda_j \}_{j=r+1}^d, \{ \| \varphi_j \|_1 \}_{j=r+1}^d). \]  

(76)

This completes the proof. \( \Box \)

5. Numerical Results

In this section, we perform a numerical investigation of the theoretical results obtained in Section 4. To this end, we investigate whether the ROM filtering error estimate in Lemma 4.3 and the L-ROM approximation error estimate in Theorem 4.1 are recovered numerically.

In the numerical investigation, we consider the same test problem and computational setting as those used in Section IV.B in [26]. The problem is governed by the 2D incompressible NSE with an analytical solution. The exact velocity, \( \mathbf{u} = (u, v) \), has the components

\[
    u = \frac{2}{\pi} \arctan(-500(y-t)) \sin(\pi y), \\
v = \frac{2}{\pi} \arctan(-500(x-t)) \sin(\pi x),
\]

and the exact pressure is given by \( p = 0 \). The diffusion coefficient is \( \nu = 10^{-3} \) and the forcing term is chosen to match the exact solution. The spatial domain \([0, 1] \times [0, 1]\) is discretized by the Taylor-Hood FEs with the mesh size \( h = 1/64 \). To generate the POD basis, snapshots are collected over the time interval \([0, 1]\) at every \( \Delta T = 10^{-2} \) by recording the exact values of \( u \) and \( v \) on the FE mesh. Following the ansatz in (11), we do not use the common centering trajectory approach; instead, we apply the method of snapshots to the snapshot data directly. The dimension of the POD basis is 101.

5.1. ROM Filtering Error

In this section, we perform a numerical investigation of the ROM filtering error (26) in Lemma 4.3. We define the following average squared filtering errors:

\[
    \mathcal{E}_{L^2} = \frac{1}{M+1} \sum_{k=0}^{M} \| u^k - \overline{u^k} \|^2, \\
    \mathcal{E}_{H^1} = \frac{1}{M+1} \sum_{k=0}^{M} \| \nabla (u^k - \overline{u^k}) \|^2.
\]

The ROM filtering error bound (26) in Lemma 4.3 depends on the parameters \( h, \Delta t, \delta \) as well as the ROM truncation errors \( \Lambda \). We
numerically investigate the rates of convergence of $E_{L^2}$ and $E_{H^1}$ with respect to the time step $\Delta t$, filter radius $\delta$, and ROM truncation error $\Lambda^r_{H^1}$.

First, we investigate the convergence rates with respect to $\delta$. To this end, we fix $h = 1/64$, $r = 95$ and $\Delta t = 10^{-4}$ (note that the time step size should not matter in this test because the snapshots are FE interpolants of the exact solutions), and vary $\delta$. With these choices, $h^{2m} = O(10^{-8})$, $\Lambda^r_{L^2} = O(10^{-8})$, $\Lambda^r_{H^1} = O(10^{-3})$ and $\|S_r\|_2 = O(10^5)$. Thus, the theoretical error estimate (26) in Lemma 4.3 yields the following asymptotic scaling:

$$E_{L^2} \sim O(\delta^2).$$

Note that (26) does not provide a scaling between $E_{H^1}$ and $\delta$.

We apply the DF (13) to the snapshot data and measure the numerical errors $E_{L^2}$ and $E_{H^1}$, which are listed in Table 1. Linear regressions of the errors, which are plotted in Fig. 1 for decreasing $\delta$ values, show the following scalings for the ROM filtering errors:

$$E_{L^2} \sim O(\delta^{2.52})$$
$$E_{H^1} \sim O(\delta^{1.96}).$$

Thus, the theoretical scaling (77) is numerically recovered. On the other hand, although not verified theoretically in (26), we do observe the almost quadratic convergence of $E_{H^1}$ with respect to $\delta$ (see Remark 4.1).

| $\delta$         | $E_{L^2}$   | $E_{H^1}$   |
|-------------------|-------------|-------------|
| $1 \times 10^{-2}$| $3.54 \times 10^{-3}$ | $9.87 \times 10^1$ |
| $5 \times 10^{-3}$| $9.14 \times 10^{-4}$ | $4.65 \times 10^1$ |
| $2.5 \times 10^{-4}$| $1.63 \times 10^{-4}$ | $1.22 \times 10^4$ |
| $2.0 \times 10^{-4}$| $8.41 \times 10^{-5}$ | $6.79 \times 10^0$ |
| $1.67 \times 10^{-4}$| $4.71 \times 10^{-5}$ | $3.97 \times 10^0$ |
| $1.25 \times 10^{-5}$| $1.77 \times 10^{-5}$ | $1.56 \times 10^0$ |

Table 1: Average ROM filtering errors $E_{L^2}$ and $E_{H^1}$ for decreasing $\delta$ values.

Next, we investigate the convergence rates with respect to $\Lambda^r_{H^1}$. To this end, we fix $h = 1/64$, $\Delta t = 10^{-4}$, $\delta = 10^{-3}$ and vary $r$. With these choices, $h^{2m} = O(10^{-8})$, $\delta^2 = O(10^{-6})$ and $\|S_r\|_2 = O(10^4) - O(10^5)$. Thus, the
The theoretical error estimate (26) in Lemma 4.3 yields the following asymptotic scalings:

\[
\mathcal{E}_{L^2} \sim O(\Lambda_{rH^1}^{r}) \tag{80}
\]

\[
\mathcal{E}_{H^1} \sim O(\Lambda_{rH^1}^{r}) \tag{81}
\]

| $r$  | $\Lambda_{rH^1}^{r}$ | $\mathcal{E}_{L^2}$ | $\mathcal{E}_{H^1}$ |
|------|----------------------|----------------------|----------------------|
| 30   | $1.23 \times 10^2$   | $3.29 \times 10^{-3}$| $1.23 \times 10^2$   |
| 40   | $9.26 \times 10^1$   | $1.70 \times 10^{-3}$| $9.27 \times 10^1$   |
| 50   | $6.73 \times 10^1$   | $9.05 \times 10^{-4}$| $6.74 \times 10^1$   |
| 60   | $4.44 \times 10^1$   | $4.91 \times 10^{-4}$| $4.46 \times 10^1$   |
| 70   | $2.09 \times 10^1$   | $2.39 \times 10^{-4}$| $2.14 \times 10^1$   |
| 80   | $6.42 \times 10^0$   | $8.11 \times 10^{-5}$| $7.06 \times 10^0$   |

Table 2: Average ROM filtering errors $\mathcal{E}_{L^2}$ and $\mathcal{E}_{H^1}$ for increasing $r$ values.

The numerical errors $\mathcal{E}_{L^2}$ and $\mathcal{E}_{H^1}$ are listed in Table 2 for increasing $r$ values. The corresponding linear regressions, which are shown in Fig. 2, indicate the following scalings between the average ROM filtering errors and the ROM truncation error:

\[
\mathcal{E}_{L^2} \sim O\left(\left(\Lambda_{rH^1}^{r}\right)^{1.20}\right) \tag{82}
\]

\[
\mathcal{E}_{H^1} \sim O\left(\left(\Lambda_{rH^1}^{r}\right)^{0.97}\right) \tag{83}
\]

Thus, the theoretical scalings (80) and (81) are numerically recovered.
5.2. L-ROM Approximation Error

In this section, we perform a numerical investigation of the L-ROM approximation error estimate (48) in Theorem 4.1. The L-ROM approximation error at the final time step is \( E_{L^2}^M = \|u^M - \bar{u}^M\| \). We numerically investigate the rates of convergence of \( E_{L^2}^M \) with respect to the time step \( \Delta t \), filter radius \( \delta \) and ROM truncation error \( \Lambda^r_{H^1} \). To this end, we first note that in our numerical investigation \( \delta < 1 \) and \( \|S_r\|_2 \gg 1 \). Thus, the L-ROM approximation error bound (49) in Theorem 4.1 simplifies to the following:

\[
F(\delta, h, \Delta t, \|S_r\|_2, \{\lambda_j\}_{j=r+1}^d, \{\|\varphi_j\|_1\}_{j=r+1}^d) = h^{2m} + \|S_r\|_2^2 h^{2m+2} + \|S_r\|_2^2 \Delta t^2 + \Lambda^r_{H^1} + \|S_r\|_2^{1/2} \Lambda^r_{L^2} + \frac{1}{\delta} \left(h^{2m+2} + \Delta t^2 + \Lambda^r_{L^2}\right) + \delta^3. \tag{84}
\]

The control parameters in the L-ROM approximation error rates of convergence in (84) are \( h, \Delta t, r, \delta \).

To determine the L-ROM approximation error rate of convergence with respect to \( \Delta t \), we fix \( h = 1/64, r = 99, \delta = 10^{-4} \) and vary \( \Delta t \). With these choices, \( h^{2m} = O(10^{-8}), \Lambda^r_{L^2} = O(10^{-8}), \Lambda^r_{H^1} = O(10^{-3}) \) and \( \|S_r\|_2 = O(10^5) \). Thus, the theoretical L-ROM approximation error bound (84) predicts the following rate of convergence of \( E_{L^2}^M \) with respect to \( \Delta t \):

\[
E_{L^2}^M = O(\Delta t). \tag{85}
\]
The L-ROM approximation error $\mathcal{E}_{L^2}^M$ is listed in Table 3 for decreasing $\Delta t$ values. The corresponding linear regression, which is shown in Fig. 3, indicates the following L-ROM approximation error rate of convergence with respect to $\Delta t$:

$$\mathcal{E}_{L^2}^M = O(\Delta t^{0.99}).$$

(86)

Thus, the theoretical rate of convergence (85) is numerically recovered.

Table 3: L-ROM approximation error $\mathcal{E}_{L^2}^M$ for decreasing $\Delta t$ values.

| $\Delta t$   | $\mathcal{E}_{L^2}^M$      |
|--------------|---------------------------|
| $1 \times 10^{-2}$ | $2.36 \times 10^{-2}$   |
| $5 \times 10^{-3}$  | $2.33 \times 10^{-2}$   |
| $2.5 \times 10^{-3}$ | $6.49 \times 10^{-3}$   |
| $1.25 \times 10^{-3}$ | $3.49 \times 10^{-3}$   |
| $6.25 \times 10^{-4}$ | $1.96 \times 10^{-3}$   |

To determine the L-ROM approximation error rate of convergence with respect to $\delta$, we fix $h = 1/64$, $r = 99$, $\Delta t = 10^{-4}$ and vary $\delta$. With these choices, $h^{2m} = O(10^{-8})$, $\Delta t^2 = O(10^{-8})$, $\Lambda_{L^2}^r = O(10^{-8})$, $\Lambda_{H^1}^r = O(10^{-3})$ and $\|S_r\|_2 = O(10^5)$. Thus, the theoretical L-ROM approximation error bound (84) predicts the following rate of convergence of $\mathcal{E}_{L^2}^M$ with respect to $\delta$:

$$\mathcal{E}_{L^2}^M = O(\delta^{3/2}).$$

(87)

The L-ROM approximation error $\mathcal{E}_{L^2}^M$ is listed in Table 4 for decreasing $\delta$ values. The corresponding linear regression, which is shown in Fig. 4, indicates the following L-ROM approximation error rate of convergence with respect to $\delta$:

$$\mathcal{E}_{L^2}^M = O(\delta^{2.09}).$$

(88)

We note that the numerical rate of convergence (88) is higher than the theoretical rate of convergence (87) (see Remark 4.1).
Table 4: L-ROM approximation error $E^M_{L^2}$ for decreasing $\delta$ values.

| $\delta$   | $E^M_{L^2}$  |
|------------|--------------|
| $5 \times 10^{-1}$ | $8.47 \times 10^{-1}$ |
| $2.5 \times 10^{-1}$ | $4.15 \times 10^{-1}$ |
| $1.25 \times 10^{-1}$ | $1.14 \times 10^{-1}$ |
| $6.25 \times 10^{-2}$ | $1.96 \times 10^{-2}$ |
| $3.12 \times 10^{-2}$ | $2.81 \times 10^{-3}$ |
| $1.56 \times 10^{-2}$ | $9.59 \times 10^{-4}$ |

Figure 4: Linear regression of $E^M_{L^2}$ with respect to $\delta$.

To determine the L-ROM approximation error rate of convergence with respect to $\Lambda^r_{H^1}$, we fix $h = 1/64$, $\Delta t = 10^{-4}$, $\delta = 10^{-2}$ and vary $r$. With these choices, $h^{2m} = O(10^{-8})$ and $\|S_r\|_2 = O(10^2) - O(10^5)$. Thus, the theoretical L-ROM approximation error bound (84) predicts the following rate of convergence of $E^M_{L^2}$ with respect to $\Lambda^r_{H^1}$:

$$E^M_{L^2} = O(\Lambda^r_{H^1}).$$

(89)

The L-ROM approximation error $E^M_{L^2}$ is listed in Table 5 for increasing $r$ values. The corresponding linear regression, which is shown in Fig. 5, indicates the following L-ROM approximation error rate of convergence with respect to $\Lambda^r_{H^1}$:

$$E^M_{L^2} = O((\Lambda^r_{H^1})^{1.53}).$$

(90)

Thus, the theoretical rate of convergence (89) is numerically recovered.

Table 5: L-ROM approximation error $E^M_{L^2}$ for increasing $r$ values.

| $r$ | $\Lambda^r_{H^1}$ | $E^M_{L^2}$  |
|-----|-------------------|--------------|
| 10  | $1.99 \times 10^2$ | $9.62 \times 10^{-2}$ |
| 20  | $1.57 \times 10^2$ | $5.15 \times 10^{-2}$ |
| 30  | $1.22 \times 10^2$ | $3.05 \times 10^{-2}$ |
| 40  | $9.26 \times 10^1$ | $2.09 \times 10^{-2}$ |
| 50  | $6.73 \times 10^1$ | $1.83 \times 10^{-2}$ |

Figure 5: Linear regression of $E^M_{L^2}$ with respect to $\Lambda^r_{H^1}$.
6. Conclusions and Outlook

Several modeling strategies have been proposed to alleviate the spurious numerical oscillations that generally appear when standard ROMs are used to simulate convection-dominated flows. Reg-ROMs are recently proposed ROMs in which numerical stabilization is achieved through explicit ROM spatial filtering. Reg-ROMs were successfully used in [47] in the numerical simulation of the 3D flow past a circular cylinder at a Reynolds number $Re = 1000$. Reg-ROMs were also employed in [24] for the stabilization of ROMs in the numerical simulation of a stochastic Burgers equation. To our knowledge, however, there is no numerical analysis of the Reg-ROMs and the explicit ROM spatial filter.

In this paper, we took a first step in this direction and, in Theorem 4.1, we proved error estimates for the FE discretization of one such Reg-ROM, the L-ROM [24, 41, 47]. In Lemma 4.3, we also proved error estimates for the FE discretization of the ROM differential filter, which is the explicit ROM spatial filter that we used in the construction of the L-ROM. Finally, in Section 5, we provided a numerical verification of the ROM filtering error estimate derived in Lemma 4.3 and the L-ROM approximation error estimate in Theorem 4.1.

In our numerical investigation, we considered the 2D incompressible NSE with an analytical solution and small diffusion coefficient $\nu = 10^{-3}$, which is the computational setting used in [26].

There are several research directions that could be pursued. As noted in Remark 4.1, one could try to extend from the FE setting to the ROM setting Lemma 2.4 in [12] instead of Lemma 2.12 in [32], as we did in Lemma 4.3 since the former could yield better $\delta$ scalings of the $H^1$ seminorm of the filtering error. However, one would probably first have to prove the $H^1$ stability of the ROM $L^2$ projection, which, to our knowledge, has not been achieved yet. Another research direction is the extension of the numerical analysis for the L-ROM to other Reg-ROMs, such as the evolve-then-filter ROM [47]. Finally, one could also try to prove error estimates for the novel large eddy simulation ROMs introduced in [48], in which the explicit ROM filter error plays a central role.
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