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Abstract—Quantum key distribution (QKD) networks is expected to provide information-theoretical secured (ITS) communication over long distances. QKD networks based trusted relay architecture are now the most widely used scheme in practice. However, it is an unrealistic assumption that all relays are fully trustable in complex networks. In the past, only a few studies have theoretically analyzed the case of passive eavesdropping attack by dishonest relays and corresponding defense method. However, we have found that active attacks by dishonest relays can be more threatening. With the consideration of passive and active attacks, we treat dishonest relays as Byzantine nodes and analyzes the upper limit of Byzantine nodes that the QKD network can accommodate. In this paper, we propose an ITS Byzantine-fault tolerance (BFT) QKD network scheme to achieve end-to-end key distribution based on point-to-point QKD links. To ensure consistency and provide BFT ability in the QKD network, we design an ITSBFT-consensus protocol for this network scheme. To ensure the information-theoretic security of consensus, we design a temporary signature scheme based on point-to-point QKD link keys. To prevent Byzantine nodes from disrupting the execution process of key distribution, we design an end-to-end key distribution scheme combined with consensus. We theoretically analyze proposed ITSBFT-QKD network scheme from four aspects: QKD key distribution security, temporary signature security, consensus security, and leader election fairness. The simulation result proved the feasibility and demonstrate the performance.
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I. INTRODUCTION

QUANTUM key distribution is a technique that uses the properties of quantum mechanics to ensure the information-theoretical security[1]. In order to further extend the application of QKD, many researches have embarked on the construction of QKD networks. However, the communication distance of point-to-point QKD is limited by the physical devices, and the implementation of long-range end-to-end QKD relies on repeaters (quantum relays[2] or trusted relays[3]) to extend the distance. Given that quantum relays (i.e., devices that can forward quantum bits without measurement or cloning) are still difficult to implement in reality QKD networks, the more practical trusted relaying scheme is widely used adopted to build QKD networks in previous research and several successful demonstrations of QKD networks based on trusted relays have been made[4].

In QKD networks based on trusted relays, all relays are assumed to be trusted, which is an unrealistic assumption in complex networks. Once a relay cooperates with an attacker, the secret information of other nodes would be disclosed. Besides, we lack an effective scheme to determine whether relays are attacked or controlled which leads to a serious security threat.

Previous research on weakening the trust assumption focuses on two aspects. On the one hand, physical devices that do not require the assumption of trust can be used to replace trust relay nodes. For example, Cao et al. [5] proposed a hybrid trusted/untrusted network architecture based on MDI-QKD, which reduces the number of trusted relays with the advantage that MDI-QKD measurement devices do not need to be trusted. At the same time, they also point out that it is still necessary to introduce trusted relays to extend the QKD distance since it is not allowed to connect two untrusted relays directly [5]. On the other hand, a key distribution scheme that can protect key security in the existence of attackers has been proposed. Desmedt and Wang [6] discussed that if there are $f$ Byzantine nodes in classical network, theoretically at least $2f + 1$ disjoint paths are needed to ensure both security and reliability. Jan et al. [7] proposed a multi-path key distribution approach. It pointed out that at least $f + 1$ disjoint paths are required for key distribution to guarantee the information-theoretic security of the key. Although the number of necessary paths is reduced, this approach does not guarantee the success rate of distribution. Once an attacker introduces an error, the key distribution process would be aborted.

In practice the attacker’s target is not only the key, but also other information. Besides, the attacker can make more active attacks with the keys in their possession. For example, the multi-path scheme cannot defend against following active attacks:

- **Resource contention:** the attacker makes some key requests to contend for the key resources of other nodes. It makes these resources unavailable for the key distribution of honest nodes, resulting in the number of paths not satisfying the $f + 1$ condition.
- **Forced requirements:** the attacker forwards a forged key distribution requirements to other nodes, so that other nodes mistakenly believe that the key distribution is performed with themselves and do not continue to forward the message, making it impossible for the key distribution to proceed properly.
- **Forged routes:** Attackers report forged link states to
other nodes, send inconsistent routing messages, and interfere with routing protocol work.

Compared to key eavesdropping, these active attacks are more harmful. Thus, we need to not only guard against the attacker’s eavesdropping on the key information, but also prevent the attacker from using the key to gain further advantage. Compared with previous studies, we make stricter assumptions about the attacker. We assume that there is a part of relay nodes controlled by the attacker Eve. These nodes are referred to as Byzantine nodes which can use owned resources to carry out any attack actively or passively.

Our goal is achieve end-to-end key distribution based on multiple point-to-point QKD link keys. However, our task is more difficult due to the introduction of Byzantine nodes. The trust of the QKD system is all protected by point-to-point keys in the original trusted relay network. A node only knows the state of the nodes connected to it, but does not know the distribution of key resources and the link state of other nodes in the network without the forwarding information from other nodes. When all nodes in the network are trusted, the state of non-adjacent nodes can be obtained from the information of other nodes. However, when there exists a certain number of dishonest nodes in the network, the node may get completely different results from the messages of different nodes. To solve this problem, we propose a new mechanism to eliminate the confusion in the QKD network against Byzantine nodes, so that the whole network can agree on the key distribution process and complete the end-to-end key distribution.

Our scheme proposes a new way of establishing and transmitting trust for QKD networks. We use Byzantine fault tolerance consensus in QKD networks and apply point-to-point QKD keys to the consensus to form an information-theoretic secure consensus. This new network scheme enables secure key distribution in QKD networks in the existence of Byzantine nodes. In our scheme, each node in the network needs to agree on a key distribution proposal, which includes the path of key distribution and the number of keys on each path. In addition, since the QKD networks pursue information-theoretic security, this paper proposes a mechanism for constructing information-theoretic secured temporary signatures using QKD keys. Besides, we make improvements on the original multi-path key scheme. We combine the key distribution process with consensus and do our best to ensure the correctness of key distribution. Our main contributions are as follows:

1) This paper first presents the analysis of the betrayed relay nodes as Byzantine nodes with consideration of passive and active attacks. Furthermore, we propose an ITSBFT-QKD network scheme that can accommodate $MIN \left( C - 1, \left\lfloor \frac{N-1}{2} \right\rfloor \right)$ Byzantine nodes, where $C$ is the node connectivity of the network and $N$ is the number of nodes in the network. We proposed an ITSBFT-consensus, which provides ITS in synchronous BFT consensus protocol that helps honest nodes to agree on the key distribution proposal.

2) We propose a temporary signature scheme based on QKD system keys. This scheme adopts QKD keys to provide an information-theoretic secure signature mechanism for the consensus scheme, which helps honest nodes to confirm the source of messages and provide security for the consensus scheme.

3) We propose a new end-to-end key distribution scheme with $f+1$ disjoint paths in combination with BFT consensus. Compared to the literature [7] does not guarantee delivery, our scheme makes the best effort to guarantee the identity of key distribution.

II. THE PROPOSED FRAMEWORK

A. Architecture

The main purpose of our ITSBFT-QKD network scheme is to solve the problem of end-to-end key distribution with based on point-to-point QKD links against Byzantine nodes. To achieve this purpose, our scheme requires the network to satisfy the following two conditions:

1) **Number of Byzantine nodes:** Our scheme requires that the number of Byzantine nodes $f$ in the QKD network is less than $MIN \left( C - 1, \left\lfloor \frac{N-1}{2} \right\rfloor \right)$, where $C$ is the node connectivity of the network and $N$ is the number of nodes in the network. We will analyze this point in our security analysis.

2) **Synchronization communication:** if there is no interference from malicious attackers, there is a known upper bound $\Delta$ on the propagation delay of any message in the network, which is same as standard synchrony model assumption in [9].

In our scheme, messages with propagation delay exceeding $\Delta$ are untrusted, and each node determines the validity of the message according to its own timer. Fortunately, it is not difficult to determine whether a message is time-out because each QKD link in the QKD network requires time synchronization [10][11], which is more accurate compared to classical network time synchronization. In addition, since the connectivity of the network is greater than the number of Byzantine nodes, there are $f+1$ disjoint paths between any two nodes and the nodes can determine the synchronisation status by cross-referencing all paths.

As shown in the figure [1] there are four steps to complete the key distribution process in our scheme.

1) Each adjacent node generates a key via a point-to-point QKD link between them.

2) Each node participates in consensus and agrees on a key distribution proposal.

3) Each node executes the agreed key distribution proposal.

4) Perform post-processing on the executed result to generate the final end-to-end key.

Steps 1 and 4 belong to the key management layer and can be referred to as existing QKD schemes. Steps 2 and 3 belong to the consensus layer, and we will focus on these steps in the following subsections.

B. ITSBFT-Consensus workflow

This section describes the workflow of the proposed ITSBFT-Consensus, which is a synchronous BFT consensus
Fig. 1. Overview of the proposed ITSBFT-QKD network.

scheme. In our consensus scheme, the leader is responsible for proposing the key distribution proposal, and the leader’s term is identified by the view number. To ensure fairness, each view changes its leader based on the TS keys disclosed in the previous view, and a view change is triggered if the leader proposes two equivocate proposals or fails to commit a proposal within the set time. Any node that collects $f + 1$ valid view change messages will move to the next view. As shown in the figure, a view contains 6 steps, in which all replicas broadcast a message to participate in the consensus. The temporary signatures of the broadcasted messages are generated using different TS keys, and messages broadcasted at time $T_0$ are verified with the TS keys disclosed at time $T_0 + \Delta$.

**Message Format:** Messages in the network are broadcast in format $\langle \text{Step}, M, e, TS (Key_S), Key_V \rangle_{\text{source}}$. Step represents the Workflow token, $M$ represents the message to be broadcast, $e$ represents the view number which the message belongs, $TS$ is the Temporary Signature of the message. $Key_S$ is the key used for the temporary signature, and $Key_V$ is the key used to verify the last signature.

**Initial settings:** Each node keeps the topology and the number of nodes in the network. While the consensus protocol is in progress, a timer of length $8\Delta$ is set for each leader. The workflow of ITSBFT-consensus is described as follow:

1) **Propose:** When a node is selected as the Leader, it needs to form a legitimate proposal and then broadcast $\langle \text{Propose}, P, e, TS (K^i_e), K^{i-1}_e \rangle_L$. A legitimate proposal is defined as: the number of disjoint key distribution paths is greater than $f$ and the amount of keys distributed on each path is equal.

2) **Vote:** When a replica receives the propose message, if the key distribution proposal $P_e$ is legitimate, vote for the proposal by broadcasting a voting message with the TS of the proposal $\langle \text{Vote}, \langle P_e, TS (\text{Proposal}) \rangle, e, TS (K^i_e), K^{i-1}_e \rangle_r$.

3) **Verify:** If the number of Votes received is less than $2f + 1$, then a view change message $\langle \text{Viewchange}, TS (K^i_e), K^{i-1}_e \rangle_r$ is broadcast, otherwise each node will broadcast a verification message $\langle \text{Verify}, TS (K^i_e), K^{i-1}_e \rangle_r$.

4) **Revote:** Each node check whether the received TS of the leader is correct and whether there are equivocate leader signatures. If two equivocate TSs are found, then a view change message is broadcast with the equivocate TSs $\langle \text{Viewchange}, (TS_L, TS'_L), TS (K^i_e), K^{i-1}_e \rangle_r$. If...
a node finds that the $P_e$ it voted for is not correct, the node can change its vote, otherwise it maintains its original vote. Each node broadcast a new vote $\langle \text{Revote}, B_e, e, (TS_{pre}), TS (K_e^3) \rangle$.

5) **Revote verify:** If at least $2f+1$ votes are received, each node will broadcast $\langle \text{Revoteverify}, TS (K_e^3), K_e^4 \rangle$.

6) **Commit:** If at least $f + 1$ nodes vote for a consistent $P_e$, each node will broadcast $\langle \text{Commit}, P_e, e, TS (K_e^3), K_e^4 \rangle$.

### C. Temporary Signature

The Temporary Signature scheme consists of three functions: TS key generation, TS generation, and TS verification. It is worth noting that TS has a valid time $\Delta$ and TS received outside the valid time should not be trusted.

**TS key generation:** At time $T_0$, each node V obtains $K_{raw}$ from the neighboring nodes. As shown in figure 3, suppose node V has x neighboring nodes, then the length of the key obtained from each node is $\frac{L}{2x}$, and then it is compressed into a secure key $K_{TS}$ with length $L$ using privacy amplify. None of the nodes in the network except V can forged $K_{TS}$.

**TS generation:** At time $T_0$, TS can be generated using any of the information-theoretic secure authentication schemes, noted as $Auth(K_{TS}, M)$. M is the message to be signed and the result of authentication is temporary signature for $T_0 - T_0 + \Delta$ time.

**TS validation:** At the time $T_0 + \Delta$, all nodes can be validated after $K_{TS}$ used in time $T_0$ disclosed, and the validation needs to satisfy the following two conditions.

1) $Auth(K_{TS}, M) = TS$

2) There are at least $f + 1$ disjoint paths between the sender and the receiver of the message in the graph formed by the disclosed key.

### D. End-to-end Key distribution scheme

We design a key distribution scheme to assist each node in end-to-end key distribution, which is executed after each node reaches consensus on the key distribution proposal. In our scheme, the key distribution will be done with the help of key Closures.

**Key Closures:** Key Closures are xor result of the keys on the input and output links of distribution path.
Information-theoretical security of key distribution: Any two nodes A and B in the network perform key distribution, when \( K_A = K_B \), the attacker’s mutual information about the distributed keys is less than \( \epsilon \).

The security of the key is related to the number of disjoint paths between A and B. The number of attackers \( f \) is less than the number of paths \( \beta \), in the worst case, there is one attacker on each path, when the ratio of information that the attacker can eavesdrop is \( f/\beta \). After the privacy amplify process, the mutual information of the attacker obtained can be compressed to less than \( \epsilon \).

It is worth noting that the node connectivity of a QKD network is closely related to the number of disjoint paths. Specifically, if the attacker controls \( f \) nodes, then even if these nodes are removed, the network is still connected and key distribution can still be performed. If the number of attackers is greater than \( f \), then in the worst case, the set of attacker nodes can form a cut-set of nodes that disconnects A from B, when there is no path between A and B that does not contain attackers.

Information-theoretical security of temporary signatures: Our scheme guarantees the same security as using the authentication scheme under synchronization conditions when there are \( f + 1 \) disjoint paths between the attacker and the receiver.

\( K_{TS} \) is completely confidential until it is disclosed, so the probability of an attacker forging the TS is equal to that in the authentication scheme. However, if there are less than \( f \) disjoint paths, then it is possible for the attacker to obtain \( K_{TS} \). e.g., in the worst case where all \( f \) neighboring nodes around the receiver are Byzantine nodes, if only \( f \) paths are required, then these Byzantine nodes can join together to construct a fake signature.

Consensus safety and liveness: No two honest nodes will commit equivocate key distribution proposals. In the case that the topology’s node connectivity satisfies the condition, the honest node during the consensus process will not form a deadlock and will definitely output \( P_f \) or \( \perp \).

Safety: In our scheme honest nodes will only vote for the legitimate key distribution proposal. Duplicate TSs will be found after the key is disclosed. In the first vote step, each node broadcasts the proposal it voted for. So in the revote step, all honest nodes can determine if there are two equivocate proposals. Since there are only \( f \) attackers, at least one honest node needs to vote for the key distribution proposal to get \( f + 1 \) votes on consistent proposal, so eventually there must be agreement on a legitimate proposal or \( \perp \).

Liveness: It is important to note that since an attacker can block network communication or cause a QKD interruption through eavesdropping. Our consensus scheme cannot guarantee a continuous output of valid proposals. When the QKD network does not satisfy the conditions for reaching consensus, the consensus output at that point is \( \perp \). In general, the leader needs to commit a valid proposal within \( 8\Delta \). If the malicious leader makes an illegal proposal or broadcast equivocate proposals, then \( \perp \) is output and move to the next view.

Fairness: Any node has equal probability of becoming a leader.

In the process of leader election, each leader has equal probability of being selected and each leader consumes a limited amount of key resources. The next leader is generated by the QKD key used in the previous round. Due to the quantum randomness of the QKD key, any node has equal probability of becoming a leader.

IV. SIMULATION

A. simulation setup

Our simulations are performed in 3 topologies based on QKDnetSIM\[12\], as shown in figure 5. In each topology, 3 experiments are conducted by the number of Byzantine nodes of 1, 2, 3 respectively. Byzantine nodes are located on the disjoint paths to get the maximum advantage.

The QKD link settings are same as the settings in \[13\]. We pre-store 10Mb QKD keys on each link, and the maximum bandwidth of the classical communication channel is 20Mbps.

For the consensus parameter, we set \( \Delta = 1s \), the PA scheme we used in temporary signature is Modified Toepplitz Hash \[15\] and the authentication scheme we used is \[14\] because its key consumption is more stable at different data lengths, where the parameters are \( \omega = 63, \varepsilon_k = 10^{-12} \). The upper limit of key distribution between any two nodes within a single round of consensus is 300Kb. In post-processing we only consider compress the amount of information that the attacker has eavesdropped on.

B. simulation results

We conducted simulation based on the above settings. The nodes with the same color in the topology have a 500Kb key distribution requirement between them, and The simulation results are shown in table I. According to the simulation results in table I, We list the point-to-point QKD link keys consumption of total network, consensus process and key distribution process. The Time listed in table I represents the delay introduced in the consensus. The percentage of information that Byzantine nodes can eavesdrop shows the ability of different topologies to defend Byzantine nodes. As the node connectivity increases, its capacity to accommodate Byzantine nodes also increases. For example, figure 5a with a node connectivity of 2 can only accommodate one Byzantine node, and when there are more than one Byzantine nodes, both temporary signature and key distribution are no longer secure. In contrast, figure 5c with a node connectivity of 4 can accommodate three Byzantine nodes.

Although our proposed ITSBFT-consensus scheme consumes keys continuously, it does not massively consume keys in the QKD network. In our simulation, the keys consumed by the consensus scheme increase with the number of Byzantines set up. In the worst case, such as Figure 5c with 3 Byzantine nodes, the key consumed in consensus in this case is at most 1.001% of the key consumed in end-to-end key distribution. It can be seen that our scheme is feasible since it does not consume many keys.
Fig. 5. Three topologies with different node connectivity are used for the simulation. According to our analysis, the number of Byzantine nodes that can be accommodated in the three topologies is 1, 2, 3. In the simulation, there is a 500Kb key distribution requirement between nodes of the same color.

### TABLE I

| Topology   | Number of Byzantine nodes | Key consumption total network(Kb) | Key consumption In consensus(Kb) | Key consumption In delivery(Kb) | Percentage of Byzantine node eavesdropping | Time(s) |
|------------|---------------------------|-----------------------------------|---------------------------------|---------------------------------|------------------------------------------|---------|
| Figure 5-a | 1                         | 4011.27                           | 11.27                           | 4000                            | 50.00%                                   | 14      |
|            | 2                         | -                                 | -                               | -                               | 100.00%                                  | -       |
|            | 3                         | -                                 | -                               | -                               | 100.00%                                  | -       |
| Figure 5-b | 1                         | 4516.90                           | 16.90                           | 4500                            | 33.33%                                   | 7       |
|            | 2                         | 9067.59                           | 67.59                           | 9000                            | 66.67%                                   | 14      |
|            | 3                         | -                                 | -                               | -                               | 100.00%                                  | -       |
| Figure 5-c | 1                         | 6030.04                           | 30.04                           | 6000                            | 25.00%                                   | 7       |
|            | 2                         | 9045.06                           | 45.06                           | 9000                            | 50.00%                                   | 7       |
|            | 3                         | 18180.25                          | 180.25                          | 18000                           | 75.00%                                   | 14      |

V. CONCLUSION

In this paper, we propose an ITSBFT-QKD network scheme that enables end-to-end key distribution against \( MIN \left( C - 1, \left\lfloor \frac{N-1}{3} \right\rfloor \right) \) Byzantine nodes. First, we propose a synchronous ITSBFT-consensus process. Second, we proposed the temporary signature to guarantee information-theoretical security of the consensus scheme. Third, based on the consensus of the key distribution proposal, we propose a key distribution scheme to address the errors that may be maliciously introduced by Byzantine nodes. We analyze the advantages of our network architecture in the security analysis, which ensures not only the ITS and fairness of the key distribution scheme but also the safety and liveness of the consensus scheme with the help of QKD keys. Our simulations have proved the feasibility and demonstrate the performance of our scheme.

Besides, we found that BFT consensus could effectively improve the consistency and the fault tolerance ability of QKD networks, and QKD could guarantee higher security for consensus. Therefore, the proposed scheme could be applied to other applications in the future and is expected to become the next generation of security infrastructure.
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