Design of non-transition-metal-doped nanoribbon catalysis to achieve efficient nitrogen fixation†
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The high percentage of N₂ in the air can provide an abundant nitrogen source for the ammonia industry. However, the nitrogen fixation process still faces great challenges due to the stable nitrogen–nitrogen triple bonds. Recently, single-atom catalysts (SACs) have arguably become the most promising frontier in the synthetic ammonia industry due to their high activity, selectivity and stability. In particular, metal-free catalysis has attracted great attention due to its low-cost and environmentally friendly features. Herein, we investigate a series of nitrogen-reduction reaction (NRR) electrocatalysts as graphene nanoribbons (GNRs) embedded with 16 kinds of non-transition metal single-atom catalysts (non-TMSACs) using density functional theory (DFT) computations. The stability of this system is first confirmed by AIMD simulations and formation energies. Among all the candidates, Si anchored on the GNR system achieves a limiting potential as low as −0.45 V and the binding energy for NNH also serves as a good descriptor for the onset potential. The electronic structure reveals that this design satisfies an "acceptance–donation" interaction scenario, which is also confirmed by the crystal orbital Hamilton population (COHP) and the spatial charge distribution. This study not only proposes an effective catalysis approach for the NRR, but also emphasizes the origin of electronic structures, which may provide guidance for future NRR catalyst designs.

1. Introduction

Nitrogen fixation, the process of converting atmospheric nitrogen (N₂) into ammonia (NH₃), is considered an important process in industry. Furthermore, half of the nitrogen needed by the biological world comes from nitrogen fertilizers, and these nitrogen fertilizers are all made from synthetic ammonia.1-3 Previously, ammonia has been synthesized by the Haber–Bosch process, which needs high temperatures (300–500 °C) and high pressures (150–200 atm) and consumes about 2% of the world’s energy supply.4-8 Therefore, it is significant to design a sustainable, environmentally friendly and alternative process that can fix nitrogen under ambient conditions.

The electrochemical catalytic reaction has become an eco-friendly and sustainable alternative to the artificial nitrogen-reduction reaction at ambient temperature and pressure. Amongst available catalysts, single-atom catalysts (SACs), which display high selectivity, high activity and low cost, have attracted much attention in recent years. When a single atom acts as a catalytically active site, the activity will increase with decreasing particle size and reach a constant value until atomic dispersion is achieved.9 However, these single atoms in SACs exhibit a high surface energy due to their atomic dispersion and are easily aggregated into particles.10 Therefore, in order to stabilize these single atoms, it is necessary to establish a strong interaction between these single atoms and the loading matrix. These interactions not only stabilize the atoms, but also have a great influence on their electronic structures and catalytic properties.11,12 Hitherto, most reported SACs employ transition metals as single atoms, while defect-rich nitrides/sulfides/oxides or metal–organic frameworks (MOFs) often serve as support materials for anchoring these SACs.12-17 Wu et al.18 have systematically investigated the potential electrocatalytic performance of single transition metal atoms (e.g., Pd, Ag, Rh, Cu, Ti, Mo, Mn, Zn, Fe, Co, Ru, and Pt) embedded in a defective boron phosphide (TMs/BP) monolayer with a phosphorus monovacancy for ambient NH₃ production. Among them, Mo/BP exhibits the best catalytic performance for ambient reduction of N₂ through typical enzymatic and consecutive reaction pathways with an activation barrier value of 0.68 eV, indicating that Mo/ BP is an efficient catalyst for N₂ fixation. However, transition metal-based SACs face several problems during the manufacturing process, such as high cost and easy atom aggregation.
Therefore, it is of great significance to investigate the new type of SAC\textsuperscript{19} that uses non-transition metal elements, which not only shows the advantage of low-cost and environmentally friendly features but also avoids poisoning and crossover effects.\textsuperscript{20–32} As research has progressed, many metal-free catalysts have been reported. Ma et al.\textsuperscript{33} synthesized nitrogen-doped hollow carbon nanoparticles (N-HCNPs) and obtained an excellent electrocatalytic performance for the oxygen-reduction reaction. Zheng et al. discovered that graphitic-carbon nitride supported by nitrogen-doped graphene (g-C\textsubscript{3}N\textsubscript{4}@NG) can serve as a non-metallic electrocatalyst with an unexpected HER activity.\textsuperscript{34} Thus, metal-free catalysis is promising for application in the NRR system.

Recently, graphene nanoribbons (GNRs) have been widely used as various electrocatalysts in catalytic reactions such as the oxygen-evolution reaction (OER), the oxygen-reduction reaction (ORR),\textsuperscript{35} and in lithium–sulfur electrocatalysis.\textsuperscript{36} Therefore, graphene ribbons can serve as an excellent loading substrate for non-transition metal SACs. A series of experimental and computational studies have also demonstrated the feasibility of edge-doped SAC@GNRs.\textsuperscript{37–43} Shi et al.\textsuperscript{44,45} first reviewed the progress of research on the applications of multi-scale computational methods in energy materials, including first-principles calculations, molecular dynamics, phase field simulation, finite element analysis and machine learning in 2016. Yi et al.\textsuperscript{46} first synthesized the Pr-N dominated highly oriented pyrolytic graphite (N-HOPG) with a nitrogen content from 0.74% to 2.73%, which demonstrates excellent ORR activity. Raman and positron annihilation (PA) measurements demonstrated that specific carbon defect types (edged pentagon) could be selectively created via controllable nitrogen doping. Yang et al.\textsuperscript{47} used nanoporous carbon as the substrate material and investigated the non-metallic elements of the chalcogen/oxygen group (e.g., O, S, Se, and Te) as dopants in carbon catalysts to tune their NRR activity theoretically and experimentally. Hou et al.\textsuperscript{36} modeled a series of edge-doped graphene nanoribbons (GNRs) and evaluated their binding behaviors for both polar lithium polysulfide and non-polar elemental sulfur. Thus, it can be observed that heteroatom-doped graphene nanoribbons (GNRs) are feasible experimentally and theoretically.

Hence, in this paper, a series of heteroatom-doped GNRs are modeled by applying first-principles calculations, and their catalytic effects on the NRR are systematically studied. The electronic structure reveals that this design satisfies an “acceptance–donation” interaction scenario, and a low limiting potential of −0.45V is obtained with the Si-doped GNR system. By meticulously analyzing the configuration, binding energy, charge transfer, and deformation charge density, a set of principle rules and a linearity curve correlating the binding energy with the adsorption energy to the onset potential are plotted. This finding not only opens a new route for NH\textsubscript{3} production using single-atom catalysts under ambient conditions but also reveals the electronic origins, providing theoretical guidance on the catalytic effect by non-transition metals for future NRR catalyst designs.

2. Computational methods

The spin-polarized density functional theory (DFT) method is employed for all calculations using the Vienna ab initio Simulation Package (VASP).\textsuperscript{48,49} The projector-augmented wave pseudopotential is utilized to treat the ion–electron interaction,\textsuperscript{50,51} while the Perdew–Burke–Ernzerhof revised for solids (PBEsol) exchange correlation functional of the generalized gradient approximation (GGA), which is confirmed to describe the adsorption of small molecules on solid surfaces accurately,\textsuperscript{52} is adopted for describing the electron interactions.\textsuperscript{53} The kinetic energy cut-off value for the plane wave expansion is set at 550 eV and the reciprocal space is sampled using 4 × 2 × 2 k points for fully relaxed geometry optimization until the maximal residual force is less than 0.01 eV Å\textsuperscript{-1}.\textsuperscript{54} In the vertical direction, two vacuum layers are introduced. We employ ab initio molecular dynamics (AIMD)\textsuperscript{55,56} simulations to confirm the thermodynamic stabilities under ambient conditions (300 K). The NVT ensemble is used with the Nosé mass parameter set to 0.5 to control the temperature oscillations.

The formation energy of a vacancy is calculated by:

$$E_{\text{form}} = E_{\text{slab}+\text{SAC}} - (E_{\text{slab}} + E_{\text{SAC}}),$$

where $E_{\text{slab}+\text{SAC}}$, $E_{\text{slab}}$, and $E_{\text{SAC}}$ are the energies of the SAC@GNR system, the nanoribbon with a vacancy system, and the single-atom catalyst, respectively.\textsuperscript{36,57}

We employ the computational hydrogen electrode model proposed by Nørskov et al. to simulate the electrocatalytic NRR performance.\textsuperscript{58} The change in the Gibbs free energy (ΔG) can be calculated as follows:

$$\Delta G = \Delta E + \Delta E_{\text{ZPE}} - T \Delta S + eU,$$

where ΔE is the electronic energy difference directly obtained using DFT calculations, $\Delta E_{\text{ZPE}}$ is the change in the zero-point energy, T is room temperature (298.15 K) and $\Delta S$ is the entropy variance. The zero-point vibrational energy (ZPE) and the vibrational entropy of the adsorbed groups are obtained after frequency calculations. U is the applied electrode potential that can offset $\Delta G$ to the value of zero.

3. Result and discussion

3.1 Structure and stability of the SAC@GNR system

Non-metallic atoms can tailor the electronic structures and coordinate with the graphene nanoribbon substrate to serve as the electron reservoir. Here, 16 kinds of non-transition metal element with higher chemical activities are considered as the single atom to screen a superior SAC, as shown in Fig. 1b (atomic configuration is shown in Fig. 1a). The formation energies are calculated to investigate the stabilities of SACs (Fig. 1d). The results show that all the candidates are thermodynamically stable. We further perform AIMD simulations to confirm the stability of the best catalytic system, and Fig. 1c shows the time-dependent free energy evolution of the Si@GNR system. The curve shows equal amplitude vibration features, while the detachment of the SAC is not observed (an illustration...
is shown in the inset to Fig. 1c) during the whole simulation time, thus demonstrating that the GNR substrate can act as an effective anchor for SACs.

3.2 NRR processes and electrochemical performance

After identifying the stable SAC geometry, we further evaluate the electrocatalytic performance of the SAC@GNR system for the reduction of N₂ to NH₃. The hydrogenation process can follow three typical reaction mechanisms: distal, alternating and enzymatic. For the distal mechanism, the N₂ molecule is first adsorbed in the end-on pattern and the proton–electron pairs (H⁺ + e⁻) attack the distal N atom to produce the first NH₃. Then, hydrogen attacks the other N atom to produce the second NH₃ molecule. By contrast, for the alternating mechanism, the N₂ molecule is still adsorbed in the end-on pattern and two N atoms are hydrogenated by the proton–electron pairs alternately. The second NH₃ molecule will be released just after the first one. For the enzymatic mechanism, the N₂ molecule will start from a side-on adsorbed configuration and proceed via an alternative hydrogenation process. Since in SAC@GNR system, the N₂ molecule cannot be adsorbed stably in the side-on pattern, we consider only the distal and alternating hydrogenation mechanisms.

Table S1 (ESI†) shows the limiting potential, the corresponding potential-determining step (PDS) and the hydrogenation mechanism for the 16 kinds of SAC@GNR system. It is found that, for most SAC@GNR systems, the limiting potential is around −1 V and most PDSs concentrate on the *N₂ → *NNH step. For a few systems (e.g., B, C, Al, and Ga), their PDSs concentrate on the *NH₂ → *NH₃ step. The alternating mechanism is suitable for all the SAC@GNR systems except for N@GNR. Furthermore, for some systems (e.g., C, Ge, and As), both hydrogenation mechanisms are applicable. Among them, the Si-doped GNR system can induce the lowest limiting potential. With a potential of −0.45 V, the N₂ adsorbed on the Si-doped GNR catalytic system performed the alternating mechanism to yield two NH₃ molecules overall (structures for the hydrogenation process and the pathway are illustrated in Fig. 2a, and the other 15 candidates are displayed in the ESI†).

From Table S1 (ESI†), it can be clearly observed that the *N₂ → *NNH step plays the decisive role as the PDS for most SAC candidates. Therefore, it is important to study the interaction of PDS molecules with the matrix. Herein, we extract the PDS structures of all the SAC@GNR systems and compute the binding strength of NNH, which can serve as a rational descriptor for evaluating the catalytic effect. There is a clear linear relationship between the onset potential and the binding energy of *NNH (Fig. 2b). This shows that B@GNR, C@GNR, Al@GNR, Si@GNR and Ga@GNR systems induce a relatively high adsorption energy for NNH among all of the systems we studied, which can effectively reduce the potential for the *N₂ → *NNH step and thus result in a lower onset potential. For the other systems, due to the weak adsorption of NNH molecules, the energy of the NNH*SAC@GNR structure increases, resulting in a higher energy cost for the
*N₂ → *NNH process. As a result, this step becomes the PDS. Thus, it can be concluded that in the initial stage of the nitrogen-reduction reaction, SAC@GNR systems should perform the intense adsorption of small molecules to ensure that the hydrogenation process can proceed smoothly at a low onset potential. Table S1 (ESI†) also shows that for some systems, *NH₂ → *NH₃ becomes the PDS instead of *N₂ → *NNH, e.g., the B@GNR, C@GNR, Al@GNR, and Ga@GNR systems, which have a low onset potential for the *N₂ → *NNH process. This demonstrates that in the late stage of the nitrogen-reduction reaction, i.e., the process of ammonia release the strong adsorption of small molecules will inversely affect the NRR.

Fig. 2c shows the linear relationship between the onset potential and the binding energy of *NH₂. It can be observed that the onset potentials of the *NH₂ → *NH₃ process are very high for the B@GNR, C@GNR, Al@GNR, and Ga@GNR systems. It is interesting that the energy required for the *NH₂ → *NH₃ process is negative in the systems that have a weak adsorption of small molecules. This means that this step can proceed spontaneously. Overall, it can be concluded that interactions that are either too intense or too weak are not conducive to nitrogen fixation reactions. Only an intermediate binding strength is beneficial for the NRR. In a comprehensive comparison, the Si@GNR system has a strong adsorption of the NNH molecule to ensure that the *N₂ → *NNH process proceeds smoothly, while the adsorption of NH₂ is weak to guarantee the normal release of ammonia in the late stage of the NRR.

3.3 Electronic structure origins of the rate-determining step
Since the PDS is an aspect that restrains the electrochemical performance and the PDSs of most SAC@GNR systems focus on the *N₂ → *NNH process, the electronic structures of N₂*SAC@GNR and NNH*SAC@GNR are further investigated to examine whether or not this design can achieve an effective electronic interaction. In order to investigate the effect of this interaction on the N–N bond, we apply the Bader charge for each system to calculate the charge redistribution between the matrix and the adsorbed molecule. The crystal orbital Hamilton population (COHP) is also applied to reveal how much the N–N bond is weakened. The results demonstrate that there is an explicit linear relationship between the amount of charges received by the N₂ and the integrated COHP (ICOHP) of the N–N bond after N₂ adsorbed on the SAC substrate, as shown in Fig. S16 (ESI†). For SAC@GNRs, the majority of catalytic systems (left bottom in Fig. S16, ESI†) have little influence on weakening the N–N bond of the N₂ molecule, resulting in similar values of ICOHP to that of the intrinsic nitrogen–nitrogen triple bond. The results demonstrate that there is an explicit linear relationship between the amount of charges received by the N₂ and the integrated COHP (ICOHP) of the N–N bond after N₂ adsorbed on the SAC substrate, as shown in Fig. S16 (ESI†). For SAC@GNR systems, the majority of catalytic systems (left bottom in Fig. S16, ESI†) have little influence on weakening the N–N bond of the N₂ molecule, resulting in similar values of ICOHP to that of the intrinsic nitrogen–nitrogen triple bond. Thus, the relatively weak ability of N₂ adsorption leads to a high onset potential at this stage, and the first hydrogenation step becomes the PDS for these systems, as discussed in Section 3.2. For the SAC@GNRs based on the
C, B or Al atom (upper right in Fig. S16, ESI†), the strong binding interaction with nitrogen makes the first hydrogenation step much easier. However, these systems also have an intense adsorption of the *NH₂ molecule, inducing a relatively harder ammonia desorption in the late stage of the NRR, as also discussed in Section 3.2. Therefore, the PDS concentrates on the *NH₂ → *NH₂ process for these systems.

Since most SAC candidates do not exhibit the remarkable ability of N₂ molecule adsorption, the interaction of the NNH molecule becomes more significant. It is found that the Si@GNR system has an excellent adsorption effect on NNH molecules and has the lowest limiting potential of −0.45V among all the SAC@GNR systems. Herein, we take Si as the typical system and compare it with other systems. In order to investigate the effect of this interaction on the NNH molecule, the PDOS and crystal orbital Hamilton population (COHP) of the NNH*Si@GNR structure are plotted in Fig. 3a and b, respectively (the PDOS for the other SAC@GNR systems is shown in Fig. S18–S21, ESI†). The spatial charge distribution in these energy intervals is further shown (Fig. 3c). The results indicate that compared with other systems, the Si states overlap with the electronic state packets of N₂ in many energy-level ranges. In particular, the Si atom can bond with the N atom strongly even at a deep energy level, such as −20 eV. This is also confirmed by the bonding peaks in the COHP (Fig. 3b and 4b). However, SAC atoms in other systems that have a higher onset potential for the *N₂ → *NNH process do not exhibit this hybridization, e.g., the Sb@GNR system, where the COHP indicates that the Sb atom cannot bond with N atoms at a lower energy level (Fig. S22, ESI†). The integrated crystal orbital Hamilton population (ICOHP) of all the SAC@GNR systems is plotted to reflect the bonding relationship between the SAC and N atoms after the NNH molecules are adsorbed in each system (Fig. S23, ESI†). It can be clearly observed that for the elements of the same main group, which have the same valence electron, with the increase of the atomic period, the ICOHP of the SAC–N bond shows an increasing trend, indicating that the bond energy between the SAC and N atoms becomes weaker. These systems with the weak bonding ability of the SAC and N atoms all have a high onset potential for the *N₂ → *NNH process (upper right in Fig. S23, ESI†).

Unlike transition metal (TM) atoms, which rely on d electrons for the catalysis process, non-transition metal atoms take advantage of p electrons to regulate the electronic structures of the SAC@GNR systems. The partial density of states (Fig. 4a) shows that the s and pₓ orbitals of the Si atom hybridize with the s orbitals of two N atoms at the −20 to −22 eV energy level. The spatial charge distribution characteristics (illustrated in Fig. 4b) also indicate that the 1σₓ orbit stems from s-orbital hybridization. Near the Fermi level (−1 to −3 eV), the pᵧ and pₓ orbitals of the Si atom hybridize with the pᵧ orbitals of two N atoms and form the bonding 2σₓ states, which are again validated by the COHP evolution and the spatial charge distribution. Therefore, the strong interaction between the Si and N atoms can effectively weaken the original N–N triple bond. The density of electronic states (Fig. 3a) demonstrates that the electrons of the N atoms donated from the matrix fill up 1πₓ anti-bonding orbits and lower the energy level to the Fermi level, which is also validated by the COHP evolution (Fig. 3c). Due to this infusion of electrons from the SAC to the N atoms, the anti-bonding states of N₂ are filled near the Fermi level, thus destabilizing the small molecule and weakening the N–N binding strength. Thus, this suitable multiple orbital interaction scenario can be viewed as an ideal “acceptance–donation” mechanism, which makes it conducive to the further progress of hydrogenation. Thus, for the Si@GNR system,
which shows the best NRR performance (−0.45 V), compared with the other NRR catalysts, the COHP and DOS demonstrate that the Si atom can bond well with nitrogen–hydrogen intermediate groups in the whole NRR process and have a moderate adsorption with the intermediate molecule to ensure the smooth progress of the hydrogenation reaction.

The hydrogen-evolution reaction (HER) is the major competitive reaction that consumes protons and electrons, which even overcome the NRR process for pure transitional metals. We further simulate the HER performance here. A common three-step evolution process, with the initial H⁺ state, intermediate H*, and 1/2 H₂, was adopted. Fig. S24 (ESI†) compares the overall NRR and HER performance of SAC@GNR systems, where the dashed line denotes the same overpotential of NRR and HER. For SAC@GNR systems, most candidate systems exhibit a superior HER performance compared with the NRR process. Since the N₂ molecules have an intrinsic stable chemical activity, these substrates (e.g., As, In, Sn, Sb, etc.) cannot effectively weaken the N–N bond when N₂ molecules are absorbed, which causes the high limiting potential and concentrates the PDS in the *N₂ → *NNH process. However, these systems have a moderate adsorption of a single H atom, which cause a superior HER performance. In summary, the SAC@GNR systems that we screened with an excellent NRR catalytic ability (e.g., Si@GNR, Be@GNR, and Ga@GNR) also showed a competitive NRR performance compared with the HER process.

4. Conclusion

In summary, we systematically investigated the electrocatalytic NRR performance for 16 kinds of SAC embedded in the edge of graphene nanoribbons (GNRs). The formation energy and AIMD simulation results demonstrate that the GNR is a reliable matrix that can effectively anchor non-metallic atoms. Then, the electrocatalytic performance was assessed for two kinds of hydrogenation mechanism, such as distal and alternating hydrogenation mechanisms. Based on these, two linear relationship curves were plotted. There is a distinct linear relationship between the amount of charges received by N₂ and the ICOHP of the N–N bond after N₂ adsorption. For the PDS, the binding energy of NNH also serves as an effective descriptor for the onset potential. Finally, we investigated the electronic structures of the Si-doped GNR system, which has the lowest limiting potential of −0.45V. Through analysis of the PDS, combining molecular orbital theory and an “acceptance–donation” mechanism, the excellent NRR performance of the Si-doped GNR system was confirmed. This study not only investigates the NRR electrocatalytic performance of a novel catalytic system as a non-TMSAC@GNR but also emphasizes the significance of orbital hybridization and the “acceptance–donation” mechanism, which can further serve as theoretical guidance for future NRR catalyst design.
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