Safety aware model-based reinforcement learning for optimal control of a class of output-feedback nonlinear systems
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Abstract

The ability to learn and execute optimal control policies safely is critical to realization of complex autonomy, especially where task restarts are not available and/or the systems are safety-critical. Safety requirements are often expressed in terms of state and/or control constraints. Methods such as barrier transformation and control barrier functions have been successfully used, in conjunction with model-based reinforcement learning, for safe learning in systems under state constraints, to learn the optimal control policy. However, existing barrier-based safe learning methods rely on full state feedback. In this paper, an output-feedback safe model-based reinforcement learning technique is developed that utilizes a novel dynamic state estimator to implement simultaneous learning and control for a class of safety-critical systems with partially observable state.

I. INTRODUCTION

Deployment of unmanned autonomous systems in complex, dull, dirty, and dangerous tasks has seen a stark increase over the past decade due to advantages such as repeatability, accuracy, and lack of physical fatigue. To realize complex autonomy, techniques that allow autonomous agents to learn to perform tasks, in a provably safe manner, are needed. While recent years have seen
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prolific progress in the area of model-based safe reinforcement learning (RL) in deterministic
systems [1]–[4], most existing techniques for model-based safe RL in deterministic systems
require full state feedback. This paper focuses on the development of a model-based RL (MBRL)
framework, for a class of nonlinear systems, in continuous time, under output feedback, while
guaranteeing stability and safety.

RL is a trial-and-error learning process in which an agent interacts with the environment by
taking an action according to a policy. The action changes the state of the agent-environment
system based on the state transition model of the system. The agent receives a real-valued
reward based on the current system state, the action, and the system state resulting from the
action. The agent observes the rewards and adjusts its policy to maximize the cumulative reward
[5], [6]. While RL has been applied to solve a variety of difficult control problems, many trials
are typically needed before a task is learned, and safety during the learning process is difficult
to guarantee [7]. Over the past few decades, numerous model-free [8]–[11] and model-based
[1]–[4], [12]–[16] safe RL methods have been developed for online optimal policy synthesis. Motivated by the fact that model-based methods have been shown to improve sample efficiency
[17]–[23] and have been used to relax exploration requirements such as persistence of excitation
[24]–[28], this paper focuses on safe MBRL (SMBRL), where safety requirements are expressed
in terms of state and/or control constraints [29].

SMBRL methods in Markov decision process (MDP) models are generally formulated in
discrete time, and for systems with finite state and action spaces [12], [13], [30]. SMBRL
methods in the context of continuous-time stochastic systems are developed in [14]–[16], these
are offline, episodic methods that result in probabilistic safety guarantees. While probabilistic
safety guarantees are common in the robotics community, applications such as manned aviation
often demand deterministic safety guarantees and online, real-time learning. The deterministic
safety problem has recently been studied in the context of SMBRL for continuous-time systems
in [1]–[4]. In [1], online, real-time implementation of safe RL is enabled by casting the proximity
penalty approach developed in [31]–[33], into the framework of control barrier functions [34]
(CBFs). While the CBF approach results in safety guarantees, the existence of a smooth value
function, in spite of a nonsmooth cost function, needs to be assumed. Furthermore, to facilitate
parametric approximation of the value function, the existence of a forward invariant compact set
in the interior of the safe set needs to be established. Since the invariant set needs to be in the
interior of the safe set, the CBF is not needed to establish the invariant set. As such, the penalty
and the CBF, while practically useful, become theoretically superfluous.

This paper is inspired by the barrier transformation (BT) approach to state-constrained optimal control, introduced in [2]. The BT approach utilizes the transformation introduced in [35], along with exact model knowledge, to transform the state constrained optimal control problem into an equivalent, unconstrained optimization problem. The unconstrained problem is then solved using adaptive optimal control methods under persistence of excitation. In [3], the results in [2] are extended to soften the restrictive persistence of excitation requirement using a MBRL formulation. In [4], the results in [3] are extended to yield a MBRL solution to the online state-constrained optimal feedback control problem under parametric uncertainty using a filtered concurrent learning technique. While BT approaches in results such as [2]–[4] yield verifiable safe feedback controllers, they require full state feedback. The focus of this paper is online solution of state-constrained optimal control problems, under output feedback, for nonlinear control-affine systems in Brunovsky canonical form. While estimates of the system state can be obtained by numerically differentiating the output, to avoid noise amplification [36], state estimators/observers are typically preferred [37]–[40]. In this paper, a novel state estimator that integrates with the BT is designed to enable output feedback SMBRL (OF-SMBRL).

While partially observable systems have long been a focus of study in RL [41]–[44], output feedback RL results for nonlinear, continuous time systems are scarce. A method for output feedback RL in nonlinear continuous time systems in the Brunovsky canonical form is developed in the authors’ preliminary work in [45] for unconstrained optimal control. However, to the best of the authors’ knowledge, online RL solutions to safety-constrained optimal control problems in partially observable nonlinear continuous-time systems are not available in the literature. In this paper, a novel technique is developed by incorporating a newly designed state estimator with a BT to learn control policies online, for a class of partially observable nonlinear systems, while maintaining safety and stability during the learning and execution phases.

The following section describes the problem, and control objective.

II. Problem Formulation

We consider the following continuous-time affine nonlinear dynamical system in Brunovsky canonical form.

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = f(x) + g(x)u, \tag{1}
\]
Fig. 1. Developed OF-SMBRL framework that uses a simulation-based BT-actor-critic-estimator architecture. The critic utilizes estimated transformed state variables, actions, and the corresponding estimated transformed state-derivatives to learn the value function. In the figure, BT: Barrier Transformation; MS: Measured State; TS: Transformed State; ES: Estimated State; ETS: Estimated Transformed State; BE: Bellman Error.

where \( x := [x_1; x_2] \in \mathbb{R}^{2n} \) is the system state, \( u \in \mathbb{R}^m \) is the control input, and \( x_1 \in \mathbb{R}^n \) is the output. The drift dynamics, \( f : \mathbb{R}^{2n} \to \mathbb{R}^n \), and control effectiveness, \( g : \mathbb{R}^{2n} \to \mathbb{R}^{n \times m} \), are known, locally Lipschitz continuous functions. Let \( \hat{x}_1 \) and \( \hat{x}_2 \) be the estimates of \( x_1 \) and \( x_2 \) respectively and \( \hat{x} := [\hat{x}_1; \hat{x}_2] \). The notation \( [v; w] \) is used to denote the vector \( [v^T \ w^T]^T \), and the notation \( z_{ij} \) is used to denote the \( j \)th element of the vector \( z_i \). The notation \( I_o \) denotes the identity matrix of size \( o \).

The objective is to design an adaptive estimator to estimate the state online, using input-output measurements, and to simultaneously estimate and utilize an output feedback optimal controller, \( u \), such that starting from a given feasible initial condition \( x^0 \), the trajectories \( x(\cdot) \) decay to the origin and satisfy \( x_{ij}(t) \in (a_{ij}, A_{ij}) \), \( \forall t \geq 0 \), where \( i = 1, 2, j = 1, 2, \ldots, n \), and the constants \( a_{ij} < 0 < A_{ij} \) define the safety constraints.

To achieve the stated objective, an OF-SMBRL framework (Fig. 1) is developed in this paper. A BT, inspired by [2], is used to transform the system dynamics to a barrier coordinate system.
Since the transformed system is not in Brunovsky canonical form, state estimators such as [38], [45] cannot be utilized to estimate the transformed state variables. This paper develops a novel state estimator that leverages the Brunovsky form of the original system to yield convergence and boundedness of the transformed state estimates. The state estimator is integrated with the SMBRL framework to learn feedback control policies resulting in safe approximately optimal trajectories that satisfy the desired constraints.

In the following, Section III introduces the BT. Section IV and Section V detail the novel state estimator and an analysis of bounds on the resulting state estimation errors, respectively. Section VI describes the novel SMBRL technique for synthesizing feedback control policies in transformed coordinates. In Section VII, a Lyapunov-based analysis, in the transformed coordinates, is utilized to establish practical stability of the closed-loop system resulting from the developed SMBRL technique. Guarantees that the safety requirements are satisfied in the original coordinates, is utilized to establish practical stability of the closed-loop system resulting from the state estimator that leverages the Brunovsky form of the original system to yield convergence. In Section VIII, simulation results in Section VII compare the performance of the developed SMBRL technique to an offline pseudospectral optimal control method.

III. BARRIER TRANSFORMATION

This section introduces the barrier transformation and formalizes the connection between trajectories of the transformed system and the original system.

**Definition 1.** Given $a < 0 < \bar{a}$, the function $b_{(a, \bar{a})} : \mathbb{R} \to \mathbb{R}$, referred to as the barrier function (BF), is defined as $b_{(a, \bar{a})}(y) := \log \left( \frac{\pi(a-y)}{\pi(\bar{a}-y)} \right)$.

The inverse of the BF on the interval $(a, \bar{a})$ containing the origin is given by $b_{(a, \bar{a})}^{-1}(y) = \left( \bar{a} \pi^{-\frac{1}{y-\pi a}} \right)$. For $i \in \{1, 2\}$ and $j \in \{1, \ldots, n\}$, the barrier transformation is a nonlinear coordinate transformation, defined as $s_{ij} := b_{(a_{ij}, A_{ij})}(x_{ij})$, and $x_{ij} = b_{(a_{ij}, A_{ij})}^{-1}(s_{ij})$. Evaluating the derivative of the inverse of the barrier function at $s_{ij}$ yields $\frac{db_{(a_{ij}, A_{ij})}^{-1}(s_{ij})}{ds_{ij}} = \frac{1}{B_{ij}(s_{ij})}$, where $B_{ij}(s_{ij}) := \frac{a_{ij}^2 e^{s_{ij}} - 2a_{ij} A_{ij} + A_{ij}^2 e^{-s_{ij}}}{A_{ij} a_{ij} - a_{ij} A_{ij}}$. Let $B(s) := [B_{11}(s_{11}); \ldots; B_{2n}(s_{2n})]$. Let $a = [a_1; a_2]$, with $a_1 = [a_{11}; \ldots; a_{1n}]$, $a_2 = [a_{21}; \ldots; a_{2n}]$, and $A = [A_1; A_2]$, with $A_1 = [A_{11}; \ldots; A_{1n}]$ and $A_2 = [A_{21}; \ldots; A_{2n}]$. Let the notation $(y)_i$ be used to denote the $i$th element of any vector $y$. In the following, for any vector $y$, comprised of components of $x$, such that $y = [(x)_p; \ldots; (x)_q]$, with $1 \leq p \leq q \leq 2n$, the notation $b(y)$ is used to denote componentwise application of the barrier function with the appropriate limits selected componentwise from the
vectors $a$ and $A$. That is, $b(y) := [b_{(a)p,(A)p}((x)_p); \ldots ; b_{(a)q,(A)q}((x)_q)]$. Similarly, given any vector $y$, comprised of components of $s$, such that $y = [(s)_p; \ldots ; (s)_q]^T$, with $1 \leq p \leq q \leq 2n$, $b^{-1}(y) := [b^{-1}_{(a)p,(A)p}((s)_p); \ldots ; b^{-1}_{(a)q,(A)q}((s)_q)]^T$.

To transform the dynamics in (1) using the BT, the time derivative of the transformed state, $s := [s_1; s_2] \in \mathbb{R}^{2n}$, can be computed as

$$\dot{s}_1 = H(s), \quad \dot{s}_2 = F(s) + G(s)u,$$

where $(H(s))_j := B_{1j} (s_1)_j b^{-1}(s_2)_j$, $(F(s))_j := B_{2j} (s_2)_j (f(b^{-1}(s)))_j$, and $(G(s))_j := B_{2j} (s_2)_j (g(b^{-1}(s)))_j$.

A. Analysis of trajectories

In the following lemma, the trajectories of the original system and the transformed system are shown to be related by the barrier transformation provided the trajectories of the transformed system are complete [46, page 33]. The completeness condition is not vacuous, it is not difficult to construct a system where the transformed trajectories escape to infinity in finite time, while the original trajectories are complete. For example, consider the system $\dot{x} = x + x^2 u$ with $x \in \mathbb{R}$ and $u \in \mathbb{R}$. All nonzero solutions of the corresponding transformed system $\dot{s} = B(s) b^{-1}_{(-0.5,0.5)}(s) + B(s) \left( b^{-1}_{(-0.5,0.5)}(s) \right)^2 u$ under the feedback $\zeta(s,t) = -b^{-1}_{(-0.5,0.5)}(s)$ escape in finite time. However, all nonzero solutions of the original system under the feedback $\xi(x,t) = \zeta(b_{(-0.5,0.5)}(x),t) = -x$ converge to either $-1$ or $1$.

**Lemma 1.** If $t \mapsto \Phi(t, b(x^0), \zeta)$ is a complete Carathéodory solution to (2), starting from the initial condition $b(x^0)$, under the feedback policy $(s,t) \mapsto \zeta(s,t)$ and $t \mapsto \Lambda(t, x^0, \xi)$ is a Carathéodory solution to (1), starting from the initial condition $x^0$, under the feedback policy $(x,t) \mapsto \xi(x,t)$, defined as $\xi(x,t) = \zeta(b(x),t)$, then $t \mapsto \Lambda(t, x^0, \xi)$ is complete and $\Lambda(t, x^0, \xi) = b^{-1}(\Phi(t, b(x^0), \zeta))$ for all $t \in \mathbb{R}_{\geq 0}$.

**Proof.** See Appendix A. \qed

Note that the feedback $\xi$ is well-defined at $x$ only if $b(x)$ is well-defined, which is the case whenever $x$ is inside the barrier. As such, the main conclusion of the lemma also implies that $\Lambda(\cdot, x^0, \xi)$ remains inside the barrier. It is thus inferred from Lemma 1 that if the trajectories of (2) are bounded and decay to a neighborhood of the origin under a feedback policy $(s,t) \mapsto \zeta(s,t)$,
then the feedback policy \( (x, t) \mapsto \zeta(b(x), t) \), when applied to the original system in (1), achieves the control objective stated in Section II.

In this paper, a feedback controller is designed, using output feedback, in the transformed coordinates and leveraging Lemma 1, a feedback controller that keeps the trajectories of the original system within the safe bounds, without using full state measurements, is generated. Note that the unknown part of the state, \( x_2 \), is simply the time derivative of the output, \( x_1 \). While the derivative can be computed numerically, state estimators, such as the one designed in the following section, have been shown to be more robust to measurement noise than numerical differentiation [37]–[40]. Furthermore, the state estimator designed in the following section allows for rigorous inclusion of state estimation errors in the analysis of the controller.

IV. STATE ESTIMATION

In this section, a state estimator inspired by [45] is developed to generate estimates of \( x \). The state estimator relies on the Brunovsky form in (1). Since the transformed system in (2) is not in the Brunovsky form, the state estimator is derived in the original coordinates with a feedback term that is derived using Lyapunov-based analysis of the estimation error in the transformed coordinates. The estimator is given by

\[
\dot{\hat{x}}_1 = \hat{x}_2, \quad \dot{\hat{x}}_2 = f(\hat{x}) + g(\hat{x})u + \nu_1,
\]

where, \( \nu_1 = [\nu_{11}; \ldots; \nu_{1n}] \in \mathbb{R}^n \) is a feedback term designed in the following. The design of \( \nu_1 \) is motivated by the need to establish bounds (precisely, (46) of the appendix) on the state estimation errors in the transformed coordinates. To facilitate the design of \( \nu_1 \), let the state estimation errors be defined as \( \tilde{x}_1 = x_1 - \hat{x}_1 \), and \( \tilde{x}_2 = x_2 - \hat{x}_2 \). The feedback component \( \nu_{1j} \) where \( j \in \{1, \ldots, n\} \) is designed as

\[
\nu_{1j} = \frac{\alpha^2(b(x_{1j}) - b(\hat{x}_{1j})) - \left( k + \alpha + \beta_1 \right) \eta_j}{B_{1j} \left( b(\hat{x}_{1j}) \right)},
\]

where the signal \( \eta_j \) is added to compensate for the fact that \( x_2 \) is not measurable. Based on the subsequent stability analysis, the signal \( \eta_j \) is designed as the output of the dynamic filter

\[
\dot{\eta}_j = -\beta_1 \eta_j - kr_j - \alpha \left( \frac{d}{dt} \left( b(x_{1j}) - b(\hat{x}_{1j}) \right) \right),
\]

where \( \eta_j(t_0) = 0 \), \( \alpha \), \( k \), and \( \beta_1 \) are positive constants, \( t_0 \) is the initial time and the error signal \( r_j \) is defined as

\[
r_j = \frac{d}{dt} \left( b(x_{1j}) - b(\hat{x}_{1j}) \right) + \alpha \left( b(x_{1j}) - b(\hat{x}_{1j}) \right) + \eta_j.
\]
The signal $\eta_j$ can be implemented, without numerically differentiating $b(x_{1j})$, via the filter,

$$
\dot{\eta}_j = -(k + \beta_1)\eta_j - k\alpha \left( b(x_{1j}) - b(\hat{x}_{1j}) \right), \quad \hat{\eta}_j(0) = 0,
$$

where, $\hat{\eta}_j$ is an auxiliary signal. To facilitate the analysis, which is done in transformed coordinates, an equivalent expression of the state estimator in the transformed coordinates is needed.

To transform the state estimator using the BT, let $\hat{s}_{ij} := b(\hat{x}_{ij})$, and $\tilde{s}_{ij} := s_{ij} - \hat{s}_{ij}$. The state estimator can then be expressed in transformed coordinates $\tilde{s} := [\tilde{s}_1; \tilde{s}_2] \in \mathbb{R}^{2n}$, as

$$
\tilde{s}_1 = H(\hat{s}), \quad \tilde{s}_2 = F(\hat{s}) + G(\hat{s}) u + \nu_2,
$$

where $\nu_2 = [\nu_2; \ldots; \nu_{2n}] \in \mathbb{R}^n$ is given by $\nu_2 = B_{2j} (\hat{s}_{2j}) \nu_1j$, where $j \in \{1, \ldots, n\}$.

As detailed in Lemma 2 below, the design of the BT ensures that the trajectories of (1), (3), (4), (5), (6), and (8) are linked by the BT whenever the underlying state trajectories $x(\cdot)$ and $s(\cdot)$ and the initial conditions $\hat{x}^0$ and $\tilde{s}^0$ are linked by the BT.

**Lemma 2.** If $t \mapsto \Psi(t; b(x_1(\cdot)), b(\hat{x}^0))$ is a Carathéodory solution to (8) along the trajectory $x_1(\cdot)$, starting from the initial condition $b(\hat{x}^0)$, and if $t \mapsto \xi(t; x_1(\cdot), \hat{x}^0)$ is a Carathéodory solution to (3), starting from the initial condition $\hat{x}^0$, along the trajectory $x_1(\cdot)$, then $\xi(t; x(\cdot), \hat{x}^0) = b^{-1}(\Psi(t; b(x(\cdot)), b(\hat{x}^0)))$ for all $t \in \mathbb{R}_{\geq 0}$.

**Proof.** See Appendix B.

The following section develops a bound on a Lyapunov-like function of the state estimation errors to be utilized in the subsequent stability analysis.

V. ERRORS BOUNDS FOR THE STATE ESTIMATOR

To develop bounds on the estimation errors, consider the time-derivative of (2):

$$
\dot{\tilde{s}}_1 = F_2(s) + F_3(s) u, \quad (F_3(s))_j := B_{1j} \left( s_{1j} \right) f \left( [b^{-1}(s_{1j}), b^{-1}(s_{2j})] \right),
$$

$$
(G_1(s))_j := B_{1j} \left( s_{1j} \right) g \left( [b^{-1}(s_{1j}), b^{-1}(s_{2j})] \right), \quad (F_2(s))_j := \left( \frac{a_{1j} e^{s_{1j}} - A_{1j} e^{-s_{1j}}}{A_{1j} a_{1j} + A_{1j} e^{s_{1j}} - A_{1j} e^{-s_{1j}}} \right) b^{-1}(s_{2j}).
$$

Similarly, the time-derivative of (8) yields

$$
\ddot{\tilde{s}}_1 = F_2(\hat{s}) + F_3(\hat{s}) + G_1(\hat{s}) u + \nu_3, \quad \text{where} \quad \nu_3 = [\nu_3; \ldots; \nu_{3n}] \in \mathbb{R}^n \quad \text{and} \quad \nu_3j = \beta_{1j} (\hat{s}_{1j}) \nu_1j, \quad \text{which yields} \quad \nu_3j = (\alpha^2 \hat{s}_{1j} - (k + \alpha + \beta) \eta_j), \quad \text{and} \quad (5) \text{can be expressed as}
$$

\[ \dot{\eta}_j = -\beta_1 \eta_j - kr_j - \alpha \dot{\hat{s}}_{1j}, \] (9)
In vector form, (9) can be expressed as \( \dot{\eta} = -\beta_1 \eta - kr - \alpha(\bar{H}(s, \hat{s})) \), where \( \bar{H}(s, \hat{s}) := H(s) - H(\hat{s}) = \bar{s}_1 \), \( \eta = [\eta_1; \ldots; \eta_n] \), and \( r = [r_1; \ldots; r_n] \). Furthermore, (6) can be rewritten as \( r = \bar{s}_1 + \alpha \bar{s}_1 + \eta \), which yields

\[
\dot{r} = F_2(s) + F_3(s) + G_1(s) \dot{u}(\hat{s}, \hat{W}_a) - F_2(\hat{s}) - F_3(\hat{s})
\]

\[
- G_1(\hat{s}) \dot{u}(\hat{s}, \hat{W}_a) - \alpha^2 \bar{s}_1 + (k + \alpha + \beta_1) \eta + \alpha \bar{s}_1 - \beta_1 \eta - kr - \alpha \bar{s}_1,
\]

which can be expressed as

\[
\dot{r} = \tilde{F}_2(s, \hat{s}) + \tilde{F}_3(s, \hat{s}) + \tilde{G}_1(s, \hat{s}) \dot{u}(\hat{s}, \hat{W}_a) - \alpha^2 \bar{s}_1 - kr + k \eta + \alpha \eta, \tag{10}
\]

where \( \tilde{F}_2(s, \hat{s}) := F_2(s) - F_2(\hat{s}) \), \( \tilde{F}_3(s, \hat{s}) := F_3(s) - F_3(\hat{s}) \), \( \tilde{G}_1(s, \hat{s}) := G_1(s) - G_1(\hat{s}) \). The following lemma develops a bound on a Lyapunov-like function of the state estimation errors \( \bar{s}_1, r, \) and \( \eta \). The bound is utilized in the subsequent stability analysis in Section VII.

**Lemma 3.** Let \( V_{se} : \mathbb{R}^{3n} \rightarrow \mathbb{R}_{\geq 0} \) be a continuously differentiable candidate Lyapunov function defined as \( V_{se}(Z_1) := \frac{\alpha^2}{2} \bar{s}_1^T \bar{s}_1 + \frac{1}{2} r^T r + \frac{1}{2} \eta^T \eta \), where \( Z_1 := [\bar{s}_1^T, r^T, \eta^T] \). Provided \( s, \hat{s} \in \bar{B}(0, \chi) \), where \( \bar{B}(0, \chi) \) is the closed ball of radius \( \chi > 0 \) centered at the origin, the orbital derivative of \( V_{se} \), along the trajectories of \( \dot{\hat{s}}, \dot{r}, \) and \( \dot{\eta} \), defined as \( \dot{V}_{se}(Z_1, s, \hat{s}, \hat{W}_a) := \frac{\partial V_{se}(Z_1, s, \hat{s}, \hat{W}_a)}{\partial \bar{s}_1} (H(s) - H(\hat{s})) + \frac{\partial V_{se}(Z_1, s, \hat{s}, \hat{W}_a)}{\partial r} \dot{r} + \frac{\partial V_{se}(Z_1, s, \hat{s}, \hat{W}_a)}{\partial \eta} \dot{\eta} \), can be bounded as \( \dot{V}_{se}(Z_1, s, \hat{s}, \hat{W}_a) \leq -\alpha^3 \| \bar{s}_1 \|^2 - (k - \varpi_1 \varpi_4) \| r \|^2 - (\beta_1 - \alpha) \| \eta \|^2 + \varpi_1 (1 + \varpi_4 + \varpi_4 \alpha) \| r \| \| \bar{s}_1 \| + \varpi_1 \varpi_4 \| r \| \| \eta \|
\]

\[
+ \varpi_2 \| r \| \| \hat{W}_a \| + \varpi_3 \| r \|.
\]

**Proof.** See Appendix C.

The following section develops a novel OF-SMBRL technique for synthesizing feedback control policies.

**VI. SAFE MODEL-BASED REINFORCEMENT LEARNING**

Lemma 1 implies that if a feedback controller that practically stabilizes the transformed system in (2) is designed, then the same feedback controller, applied to the original system by inverting the BT also achieves the control objective stated in Section II. In the following, a controller that
practically stabilizes (2) is designed as an estimate of a controller that minimizes the infinite horizon cost

$$J(u(\cdot)) := \int_0^\infty c(\phi(\tau, s^0, u(\cdot)), u(\tau)) d\tau,$$

(11)

over the set $\mathcal{U}$ of piecewise continuous functions $t \mapsto u(t)$, subject to (2), where $\phi(\tau, s^0, u(\cdot))$ denotes the trajectory of (2), evaluated at time $\tau$, starting from the state $s^0$, and under the controller $u(\cdot)$. In (11), $c(s, u) := Q'(s) + u^T R u$, with $Q'(s) := [q_1((s)_{1}), \cdots , q_{2n}((s)_{2n})]$, where $q_i : \mathbb{R} \mapsto \mathbb{R}$ are strictly monotonic functions with $q_i(0) = 0$, for all $i = 1, \ldots , 2n$, and $R \in \mathbb{R}^{m \times m}$ is a symmetric positive definite (PD) matrix. For the optimal value function to be a Lyapunov function for the optimal policy, the following assumption is needed [45].

**Assumption 1.** One of the following is true:

1) $Q'$ is PD.

2) $Q'$ is positive semidefinite (PSD), and $s_1 \mapsto Q'(s)$ is PD for all nonzero $s_2 \in \mathbb{R}^n$.

3) $Q'$ is PSD, $s_2 \mapsto Q'(s)$ is PD for all nonzero $s_1 \in \mathbb{R}^n$ and $F(s) \neq 0$ whenever $s_1 \neq 0$.

Assuming that an optimal controller exists, let the optimal value function, denoted by $V^* : \mathbb{R}^n \times \mathbb{R}^q \to \mathbb{R}$, be defined as

$$V^*(s) := \min_{u(\cdot) \in \mathcal{U}_t} \int_t^\infty c(\phi(\tau, s, u(\cdot), u(\cdot))) d\tau,$$

(12)

where $u_I$ and $\mathcal{U}_I$ are obtained by restricting the domains of $u$ and functions in $\mathcal{U}_t$ to the interval $I \subseteq \mathbb{R}$, respectively. Assuming that the optimal value function is continuously differentiable, it can be shown to be the unique PD solution of the Hamilton-Jacobi-Bellman (HJB) equation [48, Theorem 1.5]

$$\min_{u \in \mathbb{R}^q} \left( V_{s_1} (H(s)) + V_{s_2} (F(s) + G(s)u) + Q'(s) + u^T R u \right) = 0,$$

(13)

where $\nabla (\cdot) := \frac{\partial}{\partial \tau}$, and $V(\cdot) := \nabla (\cdot) V$. Furthermore, the optimal controller is given by the feedback policy $u(t) = u^*(\phi(t, s, u(0,t)))$ where $u^* : \mathbb{R}^n \to \mathbb{R}^m$ defined as

$$u^*(s) := -\frac{1}{2} R^{-1} G(s)^T (\nabla_{s_2} V^*(s))^T.$$

(14)

\(^1\)A state penalty function $x \mapsto E(x)$, given in the original coordinates, can easily be transformed into an equivalent state penalty $Q(s) = E(b^{-1}(s))$. Since the barrier function is monotonic and $b(0) = 0$, if $E$ is positive definite, then so is $Q$. Furthermore, for applications with bounded control inputs, a non-quadratic penalty function similar to Eq. 17 of [47] can be incorporated in (11).
A. Stability Under Optimal State Feedback

The following theorem establishes global asymptotic stability of the closed-loop system under optimal state feedback.

**Theorem 1.** If the optimal state feedback controller (14) that minimizes the cost function in (11) exists and if the corresponding optimal value function is continuously differentiable and radially unbounded, then the origin of closed-loop system $\dot{s}_1 = H(s)$, and $\dot{s}_2 = F(s) + G(s)u^*(s)$ is globally asymptotically stable.

**Proof.** See Appendix D.

B. Value function approximation

Since computation of analytical solutions of the HJB equation is generally infeasible, especially for nonlinear systems, parametric approximation methods are used to approximate the value function $V^*$, and the optimal policy $u^*$. The optimal value function is expressed as

$$V^*(s) = W^T \sigma(s) + \epsilon(s), \quad (15)$$

where $W \in \mathbb{R}^L$ is an unknown vector of bounded weights, $\sigma : \mathbb{R}^{2n} \to \mathbb{R}^L$ is a vector of continuously differentiable nonlinear activation functions [49, Def. 2.1] such that $\sigma(0) = 0$ and $\nabla_s \sigma(0) = 0$, $L \in \mathbb{N}$ is the number of basis functions, and $\epsilon : \mathbb{R}^{2n} \to \mathbb{R}$ is the reconstruction error. Exploiting the universal function approximation property [48, Property 2.3] of single layer neural networks, it can be concluded that given any compact set $^2 \overline{B}(0,\chi) \subset \mathbb{R}^{2n}$ and a positive constant $\bar{\epsilon} \in \mathbb{R}$, there exists a number of basis functions $L \in \mathbb{N}$, and known positive constants $\bar{W}$ and $\bar{\sigma}$ such that $\|W\| \leq \bar{W}$, $\sup_{s \in \overline{B}(0,\chi)} \|\epsilon(s)\| \leq \bar{\epsilon}$, $\sup_{s \in \overline{B}(0,\chi)} \|\nabla_s \epsilon(s)\| \leq \bar{\epsilon}$, $\sup_{s \in \overline{B}(0,\chi)} \|\sigma(s)\| \leq \bar{\sigma}$, and $\sup_{s \in \overline{B}(0,\chi)} \|\nabla_s \sigma(s)\| \leq \bar{\sigma}$.

Using (13), a representation of the optimal controller using the same basis as the optimal value function is derived as

$$u^*(s) = -\frac{1}{2} R^{-1} G^T(s) \left( \nabla_{s_2} \sigma^T(s) W + \nabla_{s_2} \epsilon^T(s) \right). \quad (16)$$

\(^2\)Note that at this stage, the existence of a compact forward-invariant set that contains trajectories of (2) is not being assumed. The existence of such a set is established in section VI-A, theorem 1.
Since the ideal weights, $W$, are unknown, an actor-critic approach is used in the following to estimate $W$. To that end, let the NN estimates $\hat{V} : \mathbb{R}^n \times \mathbb{R}^L \to \mathbb{R}$ and $\hat{u} : \mathbb{R}^n \times \mathbb{R}^L \to \mathbb{R}^m$ be defined as

$$\hat{V}(\hat{s}, \hat{W}_c) := \hat{W}_c^T \sigma(\hat{s}),$$  \hspace{1cm} (17)$$
$$\hat{u}(\hat{s}, \hat{W}_a) := -\frac{1}{2} R^{-1} G^T(\hat{s}) \nabla_{\hat{s}} \sigma^T(\hat{s}) \hat{W}_a,$$ \hspace{1cm} (18)

where the critic weights, $\hat{W}_c \in \mathbb{R}^L$ and actor weights, $\hat{W}_a \in \mathbb{R}^L$ are estimates of the ideal weights, $W$.

C. Bellman Error

Substituting (17) and (18) into (13) results in a residual term, $\hat{\delta} : \mathbb{R}^{2n} \times \mathbb{R}^L \times \mathbb{R}^L \to \mathbb{R}$, referred to as the Bellman error (BE), defined as

$$\hat{\delta}(\hat{s}, \hat{W}_c, \hat{W}_a) := \hat{V}_{s_1}(\hat{s}, \hat{W}_c) (H(\hat{s})) + \hat{u}(\hat{s}, \hat{W}_a)^T R \hat{u}(\hat{s}, \hat{W}_a)$$
$$+ \hat{V}_{s_2}(\hat{s}, \hat{W}_c) \left(F(\hat{s}) + G(\hat{s}) \hat{u}(\hat{s}, \hat{W}_a)\right) + Q'(\hat{s}).$$ \hspace{1cm} (19)

Traditionally, online RL methods require a persistence of excitation (PE) condition to be able learn the approximate control policy [26], [50], [51]. Guaranteeing PE a priori and verifying PE online are both typically impossible. However, using virtual excitation facilitated by the model, stability and convergence of online RL can established under a PE-like condition that, while impossible to guarantee a priori, can be verified online (by monitoring the minimum eigenvalue of a matrix in the subsequent Assumption 2) [52]. Using the system model, the BE can be evaluated at any arbitrary point in the state space. Virtual excitation can then be implemented by selecting a set of state variables $\{z^k = [z^k_1, z^k_2]^T \mid k = 1, \cdots, N\}$, where $z^k_i \in \mathbb{R}^n$ for $i = 1, 2$, and evaluating the BE at this set of state variables to yield

$$\hat{\delta}_k(z^k, \hat{W}_c, \hat{W}_a) := \hat{V}_{z_1}(z^k, \hat{W}_c) (H(z^k)) + Q'(z^k)$$
$$+ \hat{V}_{z_2}(z^k, \hat{W}_c) \left(F(z^k) + G(z^k) \hat{u}(z^k, \hat{W}_a)\right)$$
$$+ \hat{u}(z^k, \hat{W}_a)^T R \hat{u}(z^k, \hat{W}_a).$$ \hspace{1cm} (20)
Defining the actor and critic weight estimation errors as \( \hat{W}_c := W - \hat{W}_c \) and \( \hat{W}_a := W - \hat{W}_a \) and substituting the estimates (15) and (16) into (13), and subtracting from (19), the BE that can be expressed in terms of the weight estimation errors as

\[
\dot{\hat{\delta}} = -\omega^T \hat{W}_c + \frac{1}{4} \hat{W}_a^T G_{\sigma} \hat{W}_a + \Delta,
\]

where \( \Delta := \frac{1}{2} W^T \nabla_{\hat{s}_2} \sigma R \nabla_{\hat{s}_2} \epsilon^T + \frac{1}{4} G_\epsilon \nabla_{\hat{s}_2} \epsilon H - \nabla_{\hat{s}_2} \epsilon^T \), \( G_R := GR^{-1}GT \), \( G_\epsilon := \nabla_{\hat{s}_2} \epsilon^T \), \( G_\sigma := \nabla_{\hat{s}_2} \sigma GR^{-1}GT \nabla_{\hat{s}_2} \sigma^T \), and \( \omega := \nabla_{\hat{s}_2} \sigma + \nabla_{\hat{s}_2} \sigma^T \left(F + G\hat{u}(\hat{s}, \hat{W}_a)\right) \).

Similarly, (20) implies that

\[
\dot{\hat{\delta}}_k = -\omega^T_k \hat{W}_c + \frac{1}{4} \hat{W}_a^T G_{\sigma_k} \hat{W}_a + \Delta_k,
\]

where, \( \Delta_k := \frac{1}{2} W^T \nabla_{\hat{s}_2} \sigma_k R_k \nabla_{\hat{s}_2} \epsilon_k^T + \frac{1}{4} G_{\epsilon_k} \nabla_{\hat{s}_2} \epsilon_k H_k - \nabla_{\hat{s}_2} \epsilon_k^T F_k \), \( G_{\epsilon_k} := \nabla_{\hat{s}_2} \epsilon_k G_R \nabla_{\hat{s}_2} \epsilon_k^T \), \( \omega_k := \nabla_{\hat{s}_2} \sigma_k H_k + \nabla_{\hat{s}_2} \sigma_k^T \left(F_k + G_k \hat{u}(\hat{s}, \hat{W}_a)\right) \), \( G_{\sigma_k} := \nabla_{\hat{s}_2} \sigma_k G_R R^{-1}GT_k \nabla_{\hat{s}_2} \sigma_k^T \), \( G_R := G_k R^{-1}GT_k \), \( F_k := F(z^k) \), \( G_k := G(z^k) \), \( H_k := H(z^k) \), \( \sigma_k := \sigma(z^k) \), and \( \epsilon_k := \epsilon(z^k) \).

Note that \( \sup_{z \in \mathcal{B}(0, \chi)} |\Delta| \leq d \bar{c} \) and if \( z^k \in \mathcal{B}(0, \chi) \) then \( |\Delta_k| \leq d \bar{c}_k \), for some constant \( d > 0 \).

While the extrapolation state variables \( z^k \) are assumed to be constant in this analysis for clarity, the approach extends in a straightforward manner to time-varying extrapolation state variables confined to a compact neighborhood of the origin.

**D. Update laws for Actor and Critic weights**

Using the extrapolated BEs \( \dot{\hat{\delta}}_k \) from (20), the weights are updated according to

\[
\dot{\hat{W}}_c = -\frac{k_c}{N} L \sum_{k=1}^{N} \frac{\omega_k}{\rho_k} \hat{\delta}_k,
\]

\[
\dot{\hat{W}}_a = -k_{a_1} (\hat{W}_a - \hat{W}_c) + \sum_{k=1}^{N} \frac{G_{\sigma_k} \hat{W}_a^T \hat{W}_c}{4N \rho_k^2} \hat{W}_c - k_{a_2} \hat{W}_a,
\]

with \( \Gamma(t_0) = \Gamma_0 \), where \( \Gamma : \mathbb{R}_{\geq t_0} \rightarrow \mathbb{R}^{L \times L} \) is a time-varying least-squares gain matrix, \( \rho_k(t) := 1 + \gamma \omega_k^T(t) \omega_k(t) \), \( \gamma > 0 \) is a constant positive normalization gain, \( \beta > 0 \in \mathbb{R} \) is a constant forgetting factor, and \( k_c, k_{a_1}, k_{a_2} > 0 \in \mathbb{R} \) are constant adaptation gains. The control commands sent to the system are then computed using the actor weights as

\[
u(t) = \hat{u}(\hat{s}(t), \hat{W}_a(t)) \quad t \geq 0.
\]

\(^3\)The dependence of various functions on the state, \( s \), is omitted hereafter for brevity whenever it is clear from the context.
The Lyapunov function needed to analyze the closed loop system defined by (2), (3), (4), (7), (23), (24), and (25) is constructed using stability properties of (2) under the optimal feedback (14). To that end, the following section analyzes the optimal closed-loop system.

Using Theorem 1 and the converse Lyapunov theorem for asymptotic stability [53, Theorem 4.17], the existence of a radially unbounded PD function $V : \mathbb{R}^{2n} \rightarrow \mathbb{R}$ and a PD function $W : \mathbb{R}^{2n} \rightarrow \mathbb{R}$ is guaranteed such that

$$V_{s_1}(s)F(s) + V_{s_2}(s)(F(s) + G(s)u^*(s)) \leq -W(s),$$

for all $s \in \mathbb{R}^{2n}$. The functions $V$ and $W$ are utilized in the following section to analyze the stability of the output feedback approximate optimal controller.

### VII. Stability Analysis

The following PE-like rank condition is utilized in the stability analysis.

**Assumption 2.** There exists a constant $c_1 > 0$ such that the set of points $\{z^k \in \mathbb{R}^n \mid k = 1, \ldots, N\}$ satisfies

$$c_1 I_L \leq \inf_{t \in \mathbb{R} \geq T} \left( \frac{1}{N} \sum_{k=1}^N \frac{\omega_k(t) \omega_k^T(t)}{\rho_k^2(t)} \right).$$

Since $\omega_k$ is a function of the estimates $\hat{s}$ and $\hat{W}_a$, Assumption 2 cannot be guaranteed a priori. However, unlike the PE condition, Assumption 2 can be verified online. Furthermore, since $\lambda_{\min} \left( \sum_{k=1}^N \frac{\omega_k(t) \omega_k^T(t)}{\rho_k^2(t)} \right)$ is non-decreasing in the number of samples, $N$, Assumption 2 can be met, heuristically, by increasing the number of samples. It is established in [26, Lemma 1] that under Assumption 2 and provided $\lambda_{\min} \{\Gamma_0^{-1}\} > 0$, the update law in (24) ensures that the least squares gain matrix satisfies

$$\underline{\Gamma} I_L \leq \Gamma(t) \leq \bar{\Gamma} I_L,$$

$\forall t \in \mathbb{R}_{\geq 0}$ and for some $\underline{\Gamma}, \bar{\Gamma} > 0$. Using (2), the orbital derivative of the PD function $V$ introduced in (27), along the trajectories of (2), under the controller $u = \hat{u}\left(\hat{s}, \hat{W}_a\right)$, is given by

$$\dot{V}(s, \hat{s}, \hat{W}_a) = V_{s_2}(s) \left( F(s) + G(s) \hat{u}\left(\hat{s}, \hat{W}_a\right) \right) + V_{s_1}(s) H(s),$$

where $\tilde{s} := s - \hat{s}$. Using (27) and the facts that $G$ is bounded, the basis functions $\sigma$ are bounded, and the value function approximation error $\epsilon$ and its derivative with respect to $s, \tilde{s}$ are bounded on compact sets, the time-derivative can be bounded as

$$\dot{V}(s, \tilde{s}, \hat{W}_a) \leq -W(s) + \epsilon_1 \epsilon + \epsilon_2 \|\tilde{s}\| \|\hat{W}_a\| + \epsilon_3 \|\hat{W}_a\| + \epsilon_4 \|\tilde{s}\|,$$
for all $\hat{W}_a \in \mathbb{R}^L$, for all $s \in \mathcal{B}(0, \chi)$, and for all $\hat{s} \in \mathcal{B}(0, \chi)$, where $\iota_1, \ldots, \iota_4$ are positive constants.

Let $\Theta \left( \hat{W}_c, \hat{W}_a, t \right) := \frac{1}{2} \hat{W}_c^T \Gamma^{-1}(t) \hat{W}_c + \frac{1}{2} \hat{W}_a^T \hat{W}_a$. The orbital derivative of $\Theta$ along the trajectories of (23) - (25) is given by

$$\dot{\Theta} \left( \hat{W}_c, \hat{W}_a, t \right) = \hat{W}_c^T \Gamma^{-1} \hat{W}_c - \frac{1}{2} \hat{W}_c^T \Gamma^{-1} \hat{\Gamma}^{-1} \hat{W}_c + \hat{W}_a^T \dot{\hat{W}}_a,$$  

where $\dot{\hat{W}}_c = -\hat{W}_c$, and $\dot{\hat{W}}_a = -\hat{W}_a$.

Provided the extrapolation state variables are selected such that $z^k \in \mathcal{B}(0, \chi), \forall k = 1, \ldots, N$, the orbital derivative in (31) can be bounded as

$$\dot{\Theta} \left( \hat{W}_c, \hat{W}_a, t \right) \leq -k_6 \| \hat{W}_c \|^2 - (k_{a1} + k_{a2}) \| \hat{W}_a \|^2$$
$$+ k_{c6} \| \hat{W}_c \| + k_{a5} \| \hat{W}_a \|^2 + (k_{c6} + k_{a1}) \| \hat{W}_c \| \| \hat{W}_a \|$$
$$+ (k_{c7} + k_{a2} \overline{W}) \| \hat{W}_a \|, \quad \text{(32)}$$

for all $t \geq 0$, where $\iota_5, \ldots, \iota_8$ are positive constants that are independent of the learning gains, $\overline{W}$ denotes an upper bound on the norm of the ideal weights $W$, and $c_3 = \inf_{t \geq 0} \lambda_{\min} \left\{ \left( \frac{\beta}{2k_c} \Gamma^{-1}(t) + \frac{1}{2N} \sum_{k=1}^{N} \frac{\omega_k \omega_k^T}{p_k} \right) \right\}$. Assumption 2 and (29) guarantee that $c_3 > 0$.

From (47) we get,

$$\hat{V}_{se} \left( Z_1, s, \hat{s}, \hat{W}_a \right) \leq -\alpha^3 \| \hat{s}_1 \|^2 - (k - \varpi_1 \varpi_4) \| r \|^2 - (\beta_1 - \alpha) \| \eta \|^2 + \varpi_1 (1 + \varpi_4 + \varpi_4 \alpha) \| r \| \| \hat{s}_1 \|$$
$$+ \varpi_4 \| r \| \| \eta \| + \varpi_2 \| r \| \| \hat{W}_a \| + \varpi_3 \| r \|, \quad \text{(33)}$$

for all $\hat{W}_a \in \mathbb{R}^L$, for all $s \in \mathcal{B}(0, \chi)$, and for all $\hat{s} \in \mathcal{B}(0, \chi)$, where $\varpi_2, \varpi_3$ are positive constants that are independent of the learning gains and $\varpi_1, \varpi_4$ are the Lipschitz constants on $\mathcal{B}(0, \chi)$, for $F$ and $h$, respectively.

**Theorem 2.** Provided Assumption 1, Assumption 2, the hypothesis of Lemma 3, and the hypothesis of Theorem 1 hold, the gains are selected large enough to ensure that (37) holds and the matrix $M + M^T$, is PD, and the weights $\hat{W}_c$, $\Gamma$, and $\hat{W}_a$ are updated according to (23), (24), and (25), respectively, then the estimation errors $\hat{W}_c$, $\hat{W}_a$, and the trajectories of the transformed system in (2), under the controller in (26), are locally uniformly ultimately bounded.

**Proof.** The candidate Lyapunov function for the closed-loop system is selected as

$$V_L \left( Z, t \right) := V(s) + \Theta \left( \hat{W}_c, \hat{W}_a, t \right) + V_{se} \left( Z_1 \right), \quad \text{(34)}$$
where \( Z := \begin{bmatrix} s^T & \bar{s}_1^T & r^T & \eta^T & \bar{W}_c^T & \bar{W}_a^T \end{bmatrix}^T. \)

Let \( C \subset \mathbb{R}^{5n} \) be a compact set defined as

\[
C := \left\{ (s, \bar{s}_1, \eta, r) \in \mathbb{R}^{5n} \mid \|s\| + \|\bar{s}_1\|(1 + \varpi_4(1 + \alpha)) + \varpi_4(\|r\| + \|\eta\|) \leq \chi \right\}.
\]

Using (46), whenever, \((s, \bar{s}_1, \eta, r) \in C\), it can be concluded that \( s, \bar{s} \in \mathcal{B}(0, \chi) \). As a result, (30), (32), and (33) imply that whenever \( Z \in C \times \mathbb{R}^{2L} \), the orbital derivative of the candidate Lyapunov function along the trajectories of (2), (3), (6), (7), (23), (24), (25), under the controller (26), can be bounded as

\[
\dot{V}_L (Z, t) \leq -W (s) + t_1 \bar{c} + t_2 \|s\| \|\bar{W}_a\| + \eta \|\bar{W}_c\| + k_c \|\bar{W}_a\|^2 - (k_{a1} + k_{a2}) \|\bar{W}_a\|^2
\]
\[
+ k_c \|\bar{W}_c\|^2 \eta + k_c t_5 \|\bar{W}_a\|^2 + (k_c t_6 + k_{a1}) \|\bar{W}_c\| + (k_c t_7 + k_{a2} W) \|\bar{W}_a\|
\]
\[
- \alpha^2 \|\bar{s}_1\|^2 - (k - \varpi_1 \varpi_4) \|r\|^2 - (\beta_1 - \alpha) \|\eta\|^2 + \varpi_1 \|r\| \|\bar{s}_1\| + \varpi_1 \varpi_4 \|r\| \|\bar{s}_1\|
\]
\[
+ \varpi_1 \varpi_4 \|r\| \|\bar{s}_1\| + \varpi_1 \varpi_4 \|r\| \|\eta\| + \varpi_2 \|r\| \|\bar{W}_a\| + \varpi_3 \|r\|,
\]

which can be re-expressed as,

\[
\dot{V}_L (Z, t) \leq -W (s) - k_c \|\bar{W}_c\|^2 - (k_{a1} + k_{a2} - k_c t_5) \|\bar{W}_a\|^2 - \alpha^2 \|\bar{s}_1\|^2 - (k - \varpi_1 \varpi_4) \|r\|^2
\]
\[
- (\beta_1 - \alpha) \|\eta\|^2 + (k_c t_6 + k_{a1}) \|\bar{W}_c\| \|\bar{W}_a\| + t_2 (1 + \varpi_4 + \varpi_4 \alpha) \|\bar{s}_1\| \|\bar{W}_a\|
\]
\[
+ \left( t_2 \varpi_4 + \varpi_2 \right) \|r\| \|\bar{W}_a\| + t_2 \varpi_4 \|\eta\| \|\bar{W}_a\| + (1 + \varpi_4 + \varpi_4 \alpha) \varpi_1 \|r\| \|\bar{s}_1\| + \varpi_1 \varpi_4 \|r\| \|\eta\|
\]
\[
+ t_4 \varpi_4 \|\eta\| + (\varpi_3 + t_4 \varpi_4) \|r\| + \left( t_3 + k_c t_7 + k_{a2} W \right) \|\bar{W}_c\| + k_c t_8 \bar{c} \|\bar{W}_c\|
\]
\[
+ t_1 (1 + \varpi_4 + \varpi_4 \alpha) \|\bar{s}_1\| + t_1 \bar{c}.
\]

which can be re-expressed as,

\[
\dot{V}_L (Z, t) \leq -W (s) - k_c \|\bar{W}_c\|^2 - \alpha^2 \|\bar{s}_1\|^2 - (\beta_1 - \alpha) \|\eta\|^2 - (k - \varpi_1 \varpi_4) \|r\|^2
\]
\[
- (k_{a1} + k_{a2} - k_c t_5) \|\bar{W}_a\|^2 + (k_c t_6 + k_{a1}) \|\bar{W}_c\| \|\bar{W}_a\| + t_2 (1 + \varpi_4 + \varpi_4 \alpha) \|\bar{s}_1\| \|\bar{W}_a\|
\]
\[
+ \left( t_2 \varpi_4 + \varpi_2 \right) \|r\| \|\bar{W}_a\| + t_2 \varpi_4 \|\eta\| \|\bar{W}_a\| + (1 + \varpi_4 + \varpi_4 \alpha) \varpi_1 \|r\| \|\bar{s}_1\| + \varpi_1 \varpi_4 \|r\| \|\eta\|
\]
\[
+ (\varpi_3 + t_4 \varpi_4) \|r\| + \left( t_3 + k_c t_7 + k_{a2} W \right) \|\bar{W}_a\| + k_c t_8 \bar{c} \|\bar{W}_c\| + t_4 (1 + \varpi_4 + \varpi_4 \alpha) \|\bar{s}_1\| + t_1 \bar{c},
\]

which yields

\[
\dot{V}_L (Z, t) \leq -W (s) - z^T \left( \frac{M + M^T}{2} \right) z + Pz + t_1 \bar{c},
\]

where

\[
Z := \begin{bmatrix} s^T & \bar{s}_1^T & r^T & \eta^T & \bar{W}_c^T & \bar{W}_a^T \end{bmatrix}^T.
\]
where $z := \begin{bmatrix} \|\hat{W}_c\| & \|\hat{W}_a\| & \|s_1\| & \|r\| & \|\eta\| \end{bmatrix}^T$, and the matrices $P := \begin{bmatrix} k_c\xi_3 & 0 & 0 & 0 & 0 \\ - (k_c\xi_6 + k_{a1}) & (k_{a1} + k_{a2} - k_c\xi_5) & 0 & 0 & 0 \\ 0 & -\xi_2 (1 + \omega_4 + \omega_4\alpha) & \alpha^3 & 0 & 0 \\ 0 & - (\xi_2\omega_4 + \omega_2) & -\omega_1 (1 + \omega_4 + \omega_4\alpha) & (k - \omega_1\omega_4) & 0 \\ 0 & -\xi_2\omega_4 & 0 & -\omega_1\omega_4 & (\beta_1 - \alpha) \end{bmatrix}^T$.

Provided the matrix $M + M^T$ is PD,

$$\dot{V}_L (Z, t) \leq -W (s) - M \|z\|^2 + \overline{P} \|z\| + \xi_1\xi,$$

where $M := \lambda_{\min} \left\{ \frac{M + M^T}{2} \right\}$, $\overline{P} = \|P\|_{\infty}$. Letting $\overline{M} := \overline{M}_1 + \overline{M}_2$, and letting $W : \mathbb{R}^{5n + 2L} \rightarrow \mathbb{R}$ be defined as $W (Z) = -W (s) - \overline{M}_1 \|z\|^2$, the orbital derivative can be bounded as

$$\dot{V}_L (Z, t) \leq -W (Z),$$

(35)

$$\forall \|Z\| > \frac{1}{2} \left( \frac{\overline{P}}{M} + \sqrt{\frac{\overline{P}^2}{M^2} + \frac{\xi_1^2}{M^2}} \right) =: \mu, \forall Z \in \overline{B} (0, \bar{\chi}), \text{ for all } t \geq 0, \text{ and some } \bar{\chi} \text{ such that } \overline{B} (0, \bar{\chi}) \subseteq C \times \mathbb{R}^{2L}.$$

Using the bound in (29) and the fact that the converse Lyapunov function is guaranteed to be time-independent, radially unbounded, and PD, [53, Lemma 4.3] can be invoked to conclude that

$$V_L (\|Z\|) \leq V_L (Z, t) \leq \overline{v} (\|Z\|),$$

(36)

for all $t \in \mathbb{R}_{\geq 0}$ and for all $Z \in \mathbb{R}^{5n + 2L}$, where $\underline{v}, \overline{v} : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ are class $K$ functions.

Provided the learning gains, the domain radii $\chi$ and $\bar{\chi}$, and the basis functions for function approximation are selected such that $M + M^T$ is PD and

$$\mu < \overline{v}^{-1} (\underline{v} (0, \bar{\chi})),$$

(37)

then [53, Theorem 4.18] can be invoked to conclude that $Z$ is locally uniformly ultimately bounded. Since the estimates $\hat{W}_a$ approximate the ideal weights $W$, the policy $\hat{u}$ approximates the optimal policy $u^*$. \qed
VIII. Simulation

To demonstrate the performance of the developed method, two simulations are provided. One for a two-state dynamical system and one for a four-state dynamical system corresponding to a two-link planar robot manipulator.

A. Two state dynamical system

The dynamical system is given by (1), where
\[
    f(x) = -x_1 - \frac{1}{2} x_2 (1 - \cos(2x_1) + 2)^2, \quad g(x) = \cos(2x_1) + 2,
\]
and \(x_1\) is the measured output. The state \(x = [x_1; x_2]\) needs to satisfy the constraints \(x_1 \in (a_1, A_1)\) and \(x_2 \in (a_2, A_2)\) where \(a_1 = -7, A_1 = 5, a_2 = -5, A_2 = 7\). The objective is to synthesize the policy to minimize the infinite horizon cost in (11), with \(Q'(s) = s^T Q s\) where \(Q = 10I_2\) and \(R = 0.1\).

The basis functions for value function approximation are selected as \(\sigma(\hat{s}) = [\hat{s}^2_1; \hat{s}_1 \hat{s}_2; \hat{s}^2_2]\). The initial conditions for the state, the estimated state, and the initial guesses for the weights are selected as \(x(0) = [-6; 6], \hat{x}(0) = [-6; 4], \Gamma(0) = I_3, \) and \(\hat{W}_a(0) = \hat{W}_c(0) = [10; 1/2; 1/2]\) respectively. The ideal values of the actor and the critic weights for the barrier-transformed optimal control problem are unknown. The simulation uses 100 fixed Bellman error extrapolation points in a \(4 \times 4\) square around the origin of the \(s\)–coordinate system.

1) Results for the two state system: Fig. 2 indicates that the system state, \(x\), stays within the user-specified safe set while converging to the origin. As seen from Fig. 4, the state estimation errors also converge to the zero. The results in Fig. 3 show that the unknown weights for both the actor and critic converge to similar values.

As the ideal actor and critic weights are unknown, the estimates cannot be directly compared against the ideal weights. To gauge the quality of the estimates, the trajectory generated by the controller
\[
    u(t) = \hat{u}(\hat{s}(t), \hat{W}_c^*),
\]
where \(\hat{W}_c^*\) is the final value of the critic weights obtained in Fig. 3, starting from a specific initial condition, is compared against the trajectory obtained using an offline numerical solution computed using the GPOPS II optimization software [54]. The total cost, generated by numerically integrating (11), is used as the metric for comparison. The results in Table I indicate that the two solution techniques generate slightly different trajectories in the phase space (see Fig.
TABLE I

COMPARISON OF COSTS FOR A SINGLE TRAJECTORY OF BARRIER TRANSFORMED STATE VARIABLES (1), OBTAINED USING THE OPTIMAL FEEDBACK CONTROLLER GENERATED VIA THE DEVELOPED METHOD, AND OBTAINED USING PSEUDOSPECTRAL NUMERICAL OPTIMAL CONTROL SOFTWARE.

| Method       | Cost |
|--------------|------|
| OF-SMBRL     | 55.82|
| GPOPS II [54]| 55.17|

Fig. 2. Phase portrait for the two-state dynamical system using OF-SMBRL in the original coordinates. The boxed area represents the user-selected safe set.

5). Moreover, as expected, the total cost of the trajectories from OF-SMBRL method is higher than the total cost of the trajectories from GPOPS. We hypothesize that the difference in costs can be attributed to the basis for value function approximation being unknown.

2) Sensitivity Analysis for the two state system: To study sensitivity of the developed technique to changes in various tuning gains, a one-at-a-time sensitivity analysis is performed. The gains $k$, $\alpha$, $\beta_1$, $k_c$, $k_{a1}$, $k_{a2}$, $\beta$, and $v$ are selected for the sensitivity analysis. The costs of the trajectories, under the optimal feedback controller obtained using the developed method, are presented in Table II for 5 different values of each gain. The gains are varied in a neighborhood of the nominal values (selected through trial and error$^4$) $k = 10$, $\alpha = 1$, $\beta_1 = 5$, $k_c = 5$, $k_{a1} = 100$, $k_{a2} = 0.1$, $\beta = 1$, and $v = 1$.

$^4$If the costs for different values of a particular gain are identical, then the value which yields the fastest computation is selected as the nominal value for that gain.
The results in Table II indicate that the developed method is robust to small changes in the learning gains.

**B. Four state dynamical system**

The four-state dynamical system corresponding to a two-link planar robot manipulator is given by

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= f(x) + g(x)u,
\end{align*}
\]  

(39)
Fig. 5. Comparison of the optimal trajectories obtained using GPOPS II and OF-SMBRL with learned optimal weights for the two-state dynamical system.

TABLE II

Sensitivity Analysis for the two state system. The gains are varied in a neighborhood of the nominal values (selected through trial and error to balance performance and computation speed) $k = 10$, $\alpha = 1$, $\beta_1 = 5$, $k_c = 5$, $k_{u1} = 100$, $k_{u2} = 0.1$, $\beta = 1$, $v = 1$, and DS indicates diverged simulation.

| $k_c$ | 1  | 1.5 | 5  | 50 | 60 |
|-------|----|-----|----|----|----|
| Cost  | DS | 55.822 | 55.820 | 56.19 | DS |
| $k_{u1}$ | 40 | 50 | 100 | 1500 | 2000 |
| Cost  | DS | 55.83 | 55.820 | 55.83 | DS |
| $k_{u2}$ | 0.0001 | 0.001 | 0.1 | 10 | 15 |
| Cost  | 55.820 | 55.820 | 55.820 | 55.84 | DS |
| $\beta$ | 0.0001 | 0.1 | 0.1 | 20 | 50 |
| Cost  | 55.821 | 55.822 | 55.820 | 55.83 | DS |
| $v$   | 0.1 | 0.5 | 1 | 3 | 5 |
| Cost  | DS | 55.85 | 55.820 | 55.821 | DS |
| $k$   | 5 | 7 | 10 | 200 | 250 |
| Cost  | DS | 55.821 | 55.820 | 55.821 | DS |
| $\alpha$ | 0.0001 | 0.001 | 1 | 10 | 15 |
| Cost  | DS | 55.84 | 55.820 | 55.821 | DS |
| $\beta_1$ | 0.001 | 1 | 5 | 200 | 400 |
| Cost  | 55.820 | 55.820 | 55.820 | 55.822 | DS |
the weights are selected as $x$ approximation are selected as $\sigma$ selected as $f$

state system, yields the results in Table III indicate that the two solution techniques generate 
estimates converge to the true values.

The initial conditions for the state variables, estimated state variables, and the initial guesses for 
the weights are selected as $x(0) = [-0.5; -0.5; 1; 1], \dot{x}(0) = [-0.5; -0.5; 1.1; 1.1], \Gamma(0) = 10I_{10}$, 
$\hat{W}_a(0) = [5; 15; 0; 0; 10; 2; 15; 5; 2; 2]$, and $\hat{W}_c(0) = [15; 15; 0; 0; 12; 2; 15; 8; 2; 2]$. The ideal values of 
the actor and the critic weights are unknown. The simulation uses 625 fixed Bellman error 
extrapolation points in a $0.9 \times 0.9$ square around the origin of the $s-$coordinate system.

1) Results for the four state system: As seen from Fig. 6, the system state stays within 
the user-specified safe set while converging to the origin. As demonstrated in Fig. 8 the state 
estimates converge to the true values.

A comparison with offline numerical optimal control, similar to the procedure used for the two-
state system, yields the results in Table III indicate that the two solution techniques generate

| Method     | Cost    |
|------------|---------|
| OF-SMBRL   | 15.27   |
| GPOPS II   | 11.68   |

Table III
Costs for a single barrier transformed trajectory of (39), obtained using the developed method, and 
using pseudospectral numerical optimal control software.

where $x_1 \in \mathbb{R}^2$ is the measured output, $x_2 \in \mathbb{R}^2$, $u \in \mathbb{R}^2$ and

$$f(x) = -M_a^{-1} \left( V_M \begin{bmatrix} x_2 \end{bmatrix} + \begin{bmatrix} f_{d_1} x_2 + f_{s_1} \tanh(x_2) \\ f_{d_2} x_2 + f_{s_2} \tanh(x_2) \end{bmatrix} \right)$$

$$g(x) = \begin{bmatrix} 0 \end{bmatrix}^T, \begin{bmatrix} 0 \end{bmatrix}^T, (M_a^{-1})^T \right]^T$$

$$D := \text{diag} \left[ x_2, x_2, \tanh(x_2), \tanh(x_2) \right]$$

$$M_a := \begin{bmatrix} p_1 + 2p_3 c_2 & p_2 + p_3 c_2 \\ p_2 + p_3 c_2 & p_2 \end{bmatrix}$$

$$V_M := \begin{bmatrix} -p_3 s_2 x_2 & -p_3 s_2 (x_2 + x_2) \\ p_3 s_2 x_2 & 0 \end{bmatrix}$$

with $s_2 = \sin(x_{12})$, $c_2 = \cos(x_{12})$, $p_1 = 3.473$, $p_2 = 0.196$, $p_3 = 0.242$. The parameters are 
selected as $f_{d_1} = 5.3$, $f_{d_2} = 1.1$, $f_{s_1} = 8.45$, $f_{s_2} = 2.35$.

The state $x = [x_{11} \ x_{12} \ x_{21} \ x_{22}]^T$ corresponds to the angular positions and the angular 
velocities of the two links. The objective for the controller is to minimize the infinite horizon cost function in (11), with $Q(s) = s^T Q s$ where $Q = 10I_4$ and $R = I_2$ while satisfying the constraints, 
$x_1 \in (-1, 1); x_{12} \in (-1, 1); x_{21} \in (-2, 2); x_{22} \in (-2, 2)$. The basis functions for value function 
approximation are selected as $\sigma(\hat{s}) = [\hat{s}_{11}, \hat{s}_{21}, \hat{s}_{22}, \hat{s}_{12}, \hat{s}_{12}, \hat{s}_{11}, \hat{s}_{22}, \hat{s}_{22}, \hat{s}_{11}, \hat{s}_{11}, \hat{s}_{12}, \hat{s}_{12}, \hat{s}_{12}, \hat{s}_{22}, \hat{s}_{22}].$

The initial conditions for the state variables, estimated state variables, and the initial guesses for 
the weights are selected as $x(0) = [-0.5; -0.5; 1; 1], \dot{x}(0) = [-0.5; -0.5; 1.1; 1.1], \Gamma(0) = 10I_{10}$, 
$\hat{W}_a(0) = [5; 15; 0; 0; 10; 2; 15; 5; 2; 2]$, and $\hat{W}_c(0) = [15; 15; 0; 0; 12; 2; 15; 8; 2; 2]$. The ideal values of 
the actor and the critic weights are unknown. The simulation uses 625 fixed Bellman error 
extrapolation points in a $0.9 \times 0.9$ square around the origin of the $s-$coordinate system.
Fig. 6. State trajectories for the four-state dynamical system using OF-SMBRL in the original coordinates. The dashed lines represent the user-selected safe set.

Fig. 7. Estimates of the critic weights under nominal gains for the four-state dynamical system.

slightly different trajectories in the state space (see Fig. 9). Moreover, as expected, the total cost of the trajectories from OF-SMBRL method is higher than the total cost of the trajectories from GPOPS. We hypothesize that the difference in costs is due to the basis for value function approximation being unknown. In summary, the newly developed method can achieve online synthesis of optimal feedback control through a SMBRL approach while estimating the unknown state variables in the system dynamics and ensuring safety guarantees in the original coordinates.

The following section details a one-at-a-time sensitivity analysis and study the sensitivity of the developed technique to changes in various tuning gains.
Fig. 8. State estimation errors under nominal gains for the four-state dynamical system.

Fig. 9. Comparison of the optimal angular position (top) and angular velocity (bottom) trajectories obtained using GPOPS II and OF-SMBRL with fixed learned weights for the four-state dynamical system.
2) Sensitivity Analysis for the four state system: The gains $k, \alpha, \beta_1, k_c, k_{a1}, k_{a2}, \beta, $ and $v$ are selected for the sensitivity analysis. The costs of the trajectories, under the optimal feedback controller obtained using the developed method, are presented in Table IV for 5 different values of each gain.

The gains are varied in a neighborhood of the nominal values (selected through trial and error) $k_c = 1000, k_{a1} = 100, k_{a2} = 0.5, \beta = 0.001, v = 500, k = 50, \alpha = 1, $ and $\beta_1 = 10$. The results in Table IV indicate that the developed method is not sensitive to small changes in the learning gains.

The results in Table II and Table IV show that the developed method is not sensitive to small changes in the learning gains, which simplifies gain selection. On the other hand, the developed method is sensitive to selection of basis functions and the initial guess of the unknown weights as indicated by the local stability result. Since the dimensionality of the vector of unknown weights is high, a complete characterization of the region of attraction is computationally difficult.
Therefore, the basis functions and the initial conditions are selected via trial and error in this paper.

To our knowledge, the technique developed in this paper is the first one to address safe online optimal control of nonlinear continuous-time systems under output feedback. As such, meaningful simulations to compare with existing methods were not possible. However, the performance of the developed method is verified by comparing the total cost of a trajectory starting from a given initial condition under the learned controller with the optimal cost starting from the same initial condition, computed using pseudospectral optimization (GPOPS-II [54]) with full state feedback. Since the developed SMBRL technique relies on output feedback, the total cost for OF-SMBRL is expected to be higher than the optimal cost under state feedback, as confirmed by the simulation results in Table I and Table III.

IX. CONCLUSION

This paper presents a novel framework for online approximate optimal control of a class of safety-critical nonlinear systems. The framework consists of a novel state estimator and a safe MBRL based controller. A BT is used to transform the constrained optimal control problem into an unconstrained optimal control problem. MBRL is used to solve the problem online in the transformed coordinates in conjunction with the novel state estimator to estimate the transformed state variables. Regulation of the system state variables to a neighborhood of the origin and convergence of the estimated policy to a neighborhood of the optimal policy is established using a Lyapunov-based stability analysis. The OF-SMBRL controller is guaranteed to keep the state of the original system within the safety bounds.

The barrier function used in the BT to address safety can only constrain the state variables of the system to a box. A more generic and adaptive barrier function, constructed, perhaps, using sensor data, is a subject for future research. The barrier transformation method to ensure safety relies on knowledge of the dynamics of the system. In particular, the safety guarantees rely on the relationship between trajectories of the original dynamics and the transformed system (Lemma 1) and the relationship between the trajectories of the state estimator in the transformed and the original coordinates (Lemma 2). Both relationships fail to hold if a part of the dynamics is not included in the original model or if there are uncertain parameters in the model. While parametric uncertainties can be addressed under full state feedback (see, e.g., [4]), further research is needed.
to establish safety guarantees for the output feedback case with parametric uncertainties and/or unmodeled dynamics (for a differential games approach to robust safety, see [47]).
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APPENDIX

A. Proof of Lemma 1

Lemma 1. If \( t \mapsto \Phi(t, b(x^0), \zeta) \) is a complete Carathéodory solution to (2), starting from the initial condition \( b(x^0) \), under the feedback policy \( (s, t) \mapsto \zeta(s, t) \) and \( t \mapsto \Lambda(t, x^0, \xi) \) is a Carathéodory solution to (1), starting from the initial condition \( x^0 \), under the feedback policy
$(x, t) \mapsto \xi(x, t)$, defined as $\xi(x, t) = \zeta(b(x), t)$, then $t \mapsto \Lambda(t, x^0, \xi)$ is complete and $\Lambda(t, x^0, \xi) = b^{-1}(\Phi(t, b(x^0), \zeta))$ for all $t \in \mathbb{R}_{\geq 0}$.

**Proof.** Note that since $t \mapsto \Phi(t, b(x^0), \zeta)$ is a complete Carathéodory solution to $\dot{s} = F(s) + G(s) \zeta(s, t)$, it is differentiable at almost all $t \in \mathbb{R}_{\geq 0}$. Since $b^{-1}$ is smooth, $t \mapsto b^{-1}(\Phi(t, b(x^0), \zeta))$ is also differentiable at almost all $t \in \mathbb{R}_{\geq 0}$. That is,

$$
\frac{d(b^{-1} \circ \Phi_i)}{dt} (t, b(x^0), \zeta) = \frac{db^{-1}(a_i, \dot{a}_i)}{dy} \bigg|_{y = \Phi_i(t, b(x^0), \zeta)} \frac{d \Phi_i}{dt} (t, b(x^0), \zeta),
$$

for almost all $t \in \mathbb{R}_{\geq 0}$ and all $i = 1, \ldots, n$, where $\Phi_i$ denotes the $i$th component of $\Phi$. As a result,

$$
\frac{d(b^{-1} \circ \Phi_i)}{dt} (t, b(x^0), \zeta) = \frac{(F(\Phi(t, b(x^0), \zeta)))_i}{B_i(\Phi_i(t, b(x^0), \zeta))} \xi(\Phi_i(t, b(x^0), \zeta), \dot{\zeta}(\Phi_i(t, b(x^0), \zeta), \zeta), \theta(t, b(x^0), \zeta)),
$$

for almost all $t \in \mathbb{R}_{\geq 0}$, and all $i = 1, \ldots, n$. By the construction of $F$, $G$, and $\zeta$,

$$
\frac{d(b^{-1} \circ \Phi)}{dt} (t, b(x^0), \zeta) = f(b^{-1} \circ \Phi(t, b(x^0), \zeta)) \theta
$$

$$
+ g(b^{-1} \circ \Phi(t, b(x^0), \zeta)) \xi(b^{-1} \circ \Phi(t, b(x^0), \zeta), \dot{\zeta}(b^{-1} \circ \Phi(t, b(x^0), \zeta), \zeta), \theta(t, b(x^0), \zeta)),
$$

for almost all $t \in \mathbb{R}_{\geq 0}$. Clearly $t \mapsto b^{-1} \circ \Phi(t, b(x^0), \zeta)$ is a Carathéodory solution of (1) on $\mathbb{R}_{\geq 0}$, starting from the initial condition $b^{-1}(b(x^0)) = x^0$ under the feedback policy $(x, t) \mapsto \xi(x, t)$. By uniqueness of solutions $\dot{x} = f(x) \theta + g(x) \xi(x, t)$ (which follows from local Lipschitz continuity of $f$, $g$, and $b$ inside the barrier), $\Lambda(\cdot, x^0, \xi)$ is complete and $\Lambda(t, x^0, \xi) = b^{-1}(\Phi(t, b(x^0), \zeta))$ for all $t \in \mathbb{R}_{\geq 0}$. □

**B. Proof of Lemma 2**

**Lemma 2.** If $t \mapsto \Psi(t; b(x_1(\cdot)), b(\hat{x}^0))$ is a Carathéodory solution to (8) along the trajectory $x_1(\cdot)$, starting from the initial condition $b(\hat{x}^0)$, and if $t \mapsto \xi(t; x_1(\cdot), \hat{x}^0)$ is a Carathéodory solution to (3), starting from the initial condition $\hat{x}^0$, along the trajectory $x_1(\cdot)$, then $\xi(t; x_1(\cdot), \hat{x}^0) = b^{-1}(\Psi(t; b(x_1(\cdot)), b(\hat{x}^0)))$ for all $t \in \mathbb{R}_{\geq 0}$.

**Proof.** Since $t \mapsto \Psi(t; b(x_1(\cdot)), b(\hat{x}^0))$ is a Carathéodory solution to (8), it is differentiable at almost all $t$. Since $b^{-1}$ is smooth, $t \mapsto b^{-1}(\Psi(t; b(x_1(\cdot)), b(\hat{x}^0)))$ is also differentiable at almost all $t$. When $b^{-1}(\Psi(t; b(x_1(\cdot)), b(\hat{x}^0)))$ is differentiable,

$$
\frac{d}{dt} b^{-1}(\Psi(t; b(x_1(\cdot)), b(\hat{x}^0))) = \frac{d(b^{-1}(\Psi(t; b(x_1(\cdot)), b(\hat{x}^0))))}{ds} \frac{ds}{dt}.
$$
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So,
\[
\frac{d}{dt} \left( b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \right) = \frac{d}{ds} \left( b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \right)
\]
\[
\begin{bmatrix}
H(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \\
F(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) + G(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0})))u(t) \\
+\nu_{2}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0})), t)
\end{bmatrix}.
\]

By the construction of \( H, F, \nu_{2} \), and \( G \), for almost all \( t \in \mathbb{R}_{\geq 0} \),
\[
\frac{d}{dt} \left( b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \right) = \begin{bmatrix}
b^{-1}(\Psi_{2}(t; b(x_{1}(\cdot)), b(\tilde{x}_{2}^{0}))) \\
f(b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0})))) \\
+g(b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))))u(t) \\
+\nu_{1}(b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))), t)
\end{bmatrix}.
\]

Clearly \( t \mapsto b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \) is a Carathéodory solution to (3), starting from the initial condition \( b^{-1}(\tilde{x}^{0}) = \tilde{x}^{0} \) along the trajectory \( t \mapsto b(x_{1}(t)) \). Finally, continuity of \( t \mapsto b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) \) and \( t \mapsto \xi(t; x_{1}(\cdot), \tilde{x}^{0}) \) implies that \( b^{-1}(\Psi(t; b(x_{1}(\cdot)), b(\tilde{x}^{0}))) = \xi(t; x_{1}(\cdot), \tilde{x}^{0}) \) for all \( t \in \mathbb{R}_{\geq 0} \). □

C. Proof of Lemma 3

Lemma 3. Let \( V_{se} : \mathbb{R}^{3n} \to \mathbb{R}_{\geq 0} \) be a continuously differentiable candidate Lyapunov function defined as \( V_{se}(Z_{1}) := \frac{\alpha^{2}}{2} \tilde{s}_{1}^{T} \tilde{s}_{1} + \frac{1}{2} r^{T} r + \frac{1}{2} \eta^{T} \eta \), where \( Z_{1} := [\tilde{s}_{1}^{T}, r^{T}, \eta^{T}] \). Provided \( s, \tilde{s} \in \overline{B}(0, \chi) \) for some \( \chi > 0 \), the orbital derivative of \( V_{se} \) along the trajectories of \( \tilde{s}, \tilde{r}, \) and \( \tilde{\eta} \), defined as \( \dot{V}_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a}) := \frac{\partial V_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a})}{\partial \tilde{s}_{1}}(H(s) - H(\tilde{s})) + \frac{\partial V_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a})}{\partial \tilde{r}} \dot{\tilde{r}} + \frac{\partial V_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a})}{\partial \tilde{\eta}} \dot{\tilde{\eta}}, \) can be bounded as
\[
\dot{V}_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a}) \leq -\alpha^{3} \| \tilde{s}_{1} \|^{2} - (k - \omega_{1} \omega_{4}) \| r \|^{2} - (\beta_{1} - \alpha) \| \eta \|^{2} + \\
\omega_{1} (1 + \omega_{4} + \omega_{4} \alpha) \| r \| \| \tilde{s}_{1} \| + \omega_{1} \omega_{4} \| r \| \| \eta \| + \omega_{2} \| r \| \| \tilde{W}_{a} \| + \omega_{3} \| r \|.
\]

Proof. Using (2), first state of (8), (9), and (10), the orbital derivative can be expressed as
\[
\dot{V}_{se} = \alpha^{2} \tilde{s}_{1}^{T}(r - \alpha \tilde{s}_{1} - \eta) + r^{T} \dot{\tilde{r}} + \eta^{T} (-\beta_{1} \eta - kr - \alpha \tilde{s}_{1}), \tag{41}
\]
So, from (41),
\[
\dot{V}_{se}(Z_{1}, s, \tilde{s}, \tilde{W}_{a}) = -\alpha^{3} \tilde{s}_{1}^{T} \tilde{s}_{1} - kr^{T} r - (\beta_{1} - \alpha) \eta^{T} \eta + (r^{T} \tilde{F}_{2}(s, \tilde{s}) + r^{T} \tilde{F}_{3}(s, \tilde{s}) + r^{T} \tilde{G}_{1}(s, \tilde{s}) \dot{u}). \tag{42}
\]
Using the Cauchy-Schwarz inequality and the fact that $F_2$, $F_3$, and $G$ are Lipschitz continuous on $\overline{B}(0, \chi)$, we get

$$\dot{V}_{se}(Z_1, s, \tilde{s}, \tilde{W}_a) \leq -\alpha^3 \tilde{s}_1^T \tilde{s}_1 - kr^T r - (\beta_1 - \alpha) \eta^T \eta + \varpi_1 \|r\| \|\tilde{s}\| + \varpi_2 \|r\| \|\tilde{W}_a\| + \varpi_3 \|r\|. \quad (43)$$

Provided $s, \dot{s} \in \overline{B}(0, \chi)$ from (2) and (8),

$$s_2 = b \left( \dot{s}_1 \left( \frac{A_1 a_1^2 - a_1 A_1^2}{a_1^2 e^{s_1} - 2a_1 A_1 + A_1^2 e^{-s_1}} \right) \right) = h(s_1, \dot{s}_1),$$

$$\dot{s}_2 = b \left( \dot{s}_1 \left( \frac{A_1 a_1^2 - a_1 A_1^2}{a_1^2 e^{s_1} - 2a_1 A_1 + A_1^2 e^{-s_1}} \right) \right) = h(s_1, \dot{s}_1), \quad s_2 = b \left( \dot{s}_1 \left( \frac{1}{B_1(s_1)} \right) \right) = h(s_1, \dot{s}_1),$$

$$\dot{s}_2 = b \left( \dot{s}_1 \left( \frac{1}{B_1(s_1)} \right) \right) = h(s_1, \dot{s}_1), \quad \text{and} \quad \tilde{s}_2 = s_2 - \dot{s}_2 = h(s_1, \dot{s}_1) - h(s_1, \dot{s}_1). \quad (44)$$

Provided $s, \dot{s} \in \overline{B}(0, \chi)$, Lipschitz continuity of $h$ can be exploited to derive the bound

$$|h(s_1, \dot{s}_1) - h(\tilde{s}_1, \dot{s}_1)| \leq |h(s_1, \dot{s}_1) - h(\tilde{s}_1, \dot{s}_1)|$$

$$+ |h(\tilde{s}_1, \dot{s}_1) - h(\tilde{s}_1, \dot{s}_1)| \leq \varpi_4 \|\tilde{s}_1\| + \varpi_4 \|\dot{s}_1\|$$

$$\leq \varpi_4 \|\tilde{s}_1\| + \varpi_4 \|r - \alpha \tilde{s}_1 - \eta\|. \quad (45)$$

Using the triangle inequality,

$$\|\tilde{s}\| \leq \|\tilde{s}_1\| + \|\tilde{s}_2\| \leq (1 + \varpi_4 + \varpi_4 \alpha) \|\tilde{s}_1\| + \varpi_4 \|r\| + \varpi_4 \|\eta\|. \quad (46)$$

substituting (46) in (43), we obtain the desired bound

$$\dot{V}_{se} \leq -\alpha^3 \|\tilde{s}_1\|^2 - (k - \varpi_1 \varpi_4) \|r\|^2 - (\beta_1 - \alpha) \|\eta\|^2$$

$$+ \varpi_1 (1 + \varpi_4 + \varpi_4 \alpha) \|r\| \|\tilde{s}_1\| + \varpi_1 \varpi_4 \|r\| \|\eta\|$$

$$+ \varpi_2 \|r\| \|\tilde{W}_a\| + \varpi_3 \|r\|. \quad (47)$$

$\square$
D. Proof of Theorem 1

**Theorem 1.** If the optimal state feedback controller (14) that minimizes the cost function in (cost function) exists and if the corresponding optimal value function is continuously differentiable and radially unbounded, then the origin of closed-loop system

\[
\dot{s}_1 = H(s), \quad \dot{s}_2 = F(s) + G(s) u^*(s)
\]

is globally asymptotically stable.

**Proof.** Under the hypothesis of Theorem 1, the optimal value function satisfies the Hamilton-Jacobi-Bellman equation [55, Chapter 5]

\[
V^*_{s_1}(s) H(s_1, s_2) + V^*_{s_2}(s) (F(s) + G(s) u^*(s)) + c(s, u^*(s)) = 0,
\]

with

\[
u^*(s) := -\frac{1}{2} R^{-1} G(s)^T (\nabla s_2 V^*(s)) T,
\]

Since the solutions of (48) are continuous and the function \(V^*\) is positive semidefinite by definition, if \(V^* \left( \begin{bmatrix} s_1 \\ s_2 \end{bmatrix} \right) = 0\) for some \(s \neq 0\), it can be concluded that \(Q(\phi(t, s, u^*(\cdot))) = 0, \forall t \geq 0\), and \(u^*(\phi(t, s, u^*(\cdot))) = 0, \forall t \geq 0\). If Assumption 1-(a) holds then \(\phi(t, s, u^*(\cdot)) = 0, \forall t \geq 0\), which contradicts \(s \neq 0\). If Assumption 1-(b) holds, then \(s_1(t, s, u^*(\cdot)) = 0, \forall t \geq 0\). As a result, \(\phi(t, s, u^*(\cdot)) = 0, \forall t \geq 0\), which contradicts \(s \neq 0\). If Assumption 1-(c) holds, then \(s_2(t, s, u^*(\cdot)) = 0, \forall t \geq 0\). As a result, \(s_1(t, s, u^*(\cdot)) = c_2, \forall t \geq 0\) for some constant \(c_2 \in \mathbb{R}^n\).

Since \(F(s) \neq 0\) if \(s_1 \neq 0\), it can be concluded that \(c_2 = 0\), which contradicts \(s \neq 0\). Hence, \(V^*(s)\) cannot be zero for a nonzero \(s\). Furthermore, since \(F(0) = 0\), the zero controller is clearly the optimal controller starting from \(s = 0\). That is, \(V^*(0) = 0\), and as a result, \(V^* : \mathbb{R}^{2n} \rightarrow \mathbb{R}\) is PD.

Using \(V^*\) as a candidate Lyapunov function and using the HJB equation in (49), it can be concluded that

\[
V^*_{s_1}(s) H(s) + V^*_{s_2}(s) (F(s) + G(s) u^*(s)) \leq -Q(s),
\]

\(\forall s \in \mathbb{R}^{2n}\). If Assumption 1-(a) holds, then the proof is complete using Lyapunov’s direct method. If Assumption 1-(b) holds, then using the fact that if the output is identically zero then so is the state, the invariance principle [53, Corollary 4.2] can be invoked to complete the proof. If Assumption 1-(c) holds, then finiteness of the value function everywhere implies that the origin
is the only equilibrium point of the closed-loop system. As a result, the invariance principle can be invoked to complete the proof.