We present an effective numerical procedure, which is based on the computational scheme from [Heid et al., arXiv:1906.06954], for the numerical approximation of excited states of Schrödinger’s equation. In particular, this procedure employs an adaptive interplay of gradient flow iterations and local mesh refinements, leading to a guaranteed energy decay in each step of the algorithm. The computational tests highlight that this strategy is able to provide highly accurate results, with optimal convergence rate with respect to the number of degrees of freedom.

1. Introduction

Schrödinger’s equation is the fundamental equation of physics for describing quantum mechanical behaviour, see [34, Ch. 1] or [31, Ch. 1] for an introduction to its basic theory. The time-dependent dimensionless Schrödinger equation reads as

\[ i \frac{\partial}{\partial t} \psi(x, t) = -\frac{1}{2} \Delta_x \psi(x, t) + V(x) \psi(x, t); \]

where, \( x \) and \( t \) denote the spatial and time variables, respectively, \( \Delta_x \) is the Laplacian in the spatial coordinates, and \( \psi \) is a normalized time-dependent single-particle wavefunction. The stationary state solution of Schrödinger’s equation (1) can be found by solving the linear eigenvalue problem (EVP)

\[ -\frac{1}{2} \Delta \psi(x) + V(x) \psi(x) = E \psi(x), \]

which is called the time-independent Schrödinger equation. Any (normalized) eigenfunction of the EVP (2) is a quantum state of the underlying quantum mechanical system, and the corresponding eigenvalue \( E \) is the total energy. Moreover, the stationary Schrödinger equation (2) coincides with the time-independent Gross–Pitaevskii equation (GPE) for non-interacting bosons, see, e.g., [5] for a profound mathematical treatment of Bose–Einstein condensates and, in turn, of the GPE.

In this work, we restrict our focus to the following weak formulation of the time-independent Schrödinger equation (2): Find \( E \in \mathbb{R} \) and \( \psi \in H^1_0(\Omega) \) such that

\[ \int_{\Omega} \left( \frac{1}{2} \nabla \psi \cdot \nabla \varphi + V(x) \psi \varphi \right) \, dx = E(\psi, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega), \]

where \( \Omega \subset \mathbb{R}^d, \, d = \{1,2,3\}, \) is a bounded, connected, and open set with Lipschitz boundary, \( V \in L^{\infty}(\Omega) \) is a potential function with \( V \geq 0 \) almost everywhere, and \( (\cdot, \cdot)_{L^2(\Omega)} \) denotes the standard \( L^2(\Omega) \)-inner product. We further note that, upon defining the functional

\[ E(\psi) := \int_{\Omega} \left( \frac{1}{4} |\nabla \psi|^2 + \frac{1}{2} V(x)|\psi|^2 \right) \, dx, \]
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and demanding eigenfunctions of (3) to be normalized, the weak Schrödinger equation (3) is the Euler–Lagrange formulation of the constrained minimisation problem

$$\arg \min_{\psi \in S_\Omega} E(\psi),$$

with $S_\Omega := \{ \psi \in H^1_0(\Omega) : \| \psi \|_{L^2(\Omega)} = 1 \}$ signifying the $L^2(\Omega)$-unit sphere in $H^1_0(\Omega)$. In particular, the weak Schrödinger equation (3) can equivalently be written as

$$\langle E'(\psi), \varphi \rangle = E(\psi, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega),$$

with $E'$ denoting the Fréchet derivative and $\langle \cdot, \cdot \rangle$ the duality pairing in $H^{-1}(\Omega) \times H^1_0(\Omega)$. Moreover, any solution of the local minimisation problem (5) is an $L^2(\Omega)$-normalized eigenfunction of Schrödinger’s equation (3). We further note that if $\psi \in S_\Omega$ is an eigenfunction of (3) with associated eigenvalue $E$, then

$$E = 2E(\psi),$$

i.e., $2E(\psi)$ is the energy of the quantum state $\psi$.

Given that $V \geq 0$ (almost everywhere in $\Omega$), the stationary Schrödinger equation (3) has a unique ($L^2(\Omega)$-normalized) positive eigenfunction $\psi_{GS} > 0$, which is called the ground state, see [27, Lem. 5.4]; indeed, $\psi_{GS}$ is an eigenfunction to the minimal (and simple) eigenvalue, denoted by $E_{GS}$, of (3), see [12].

Eigenfunctions of Schrödinger’s equation (3) of higher (corresponding) energy are called excited states. We emphasize that every excited state is orthogonal to the ground state, since the eigenvalue problem is linear. Indeed, it holds the following orthogonality property, which will be crucial in the analysis below.

**Proposition 1.1.** If $\psi_1$ and $\psi_2$ are two eigenfunctions of Schrödinger equation (3) to distinct eigenvalues $E_1$ and $E_2$, respectively, then $\psi_1$ and $\psi_2$ are orthogonal with respect to the $L^2(\Omega)$-inner product, i.e. $(\psi_1, \psi_2)_{L^2(\Omega)} = 0$.

**Proof.** First, we note that

$$\langle E'(\psi_1), \psi_2 \rangle = \int_\Omega \left( \frac{1}{2} \nabla \psi_1 \cdot \nabla \psi_2 + V(x) \psi_1 \psi_2 \right) \, dx = \langle E'(\psi_2), \psi_1 \rangle.$$s

Invoking that $\psi_1$ and $\psi_2$ are eigenfunctions of (3), this leads to

$$E_1(\psi_1, \psi_2)_{L^2(\Omega)} = \langle E'(\psi_1), \psi_2 \rangle = \langle E'(\psi_2), \psi_1 \rangle = E_2(\psi_2, \psi_1)_{L^2(\Omega)}.$$s

Then, the symmetry of the $L^2(\Omega)$-inner product yields $(E_1 - E_2)(\psi_1, \psi_2)_{L^2(\Omega)} = 0$, and thus, since $E_1 \neq E_2$, we conclude that $(\psi_1, \psi_2)_{L^2(\Omega)} = 0$. \qed

Finally we emphasize that every eigenspace has an orthonormal basis consisting of corresponding eigenfunctions.

**State-of-the-art of numerical methods for Schrödinger’s equation and GPE.** The stationary quantum states can either be found

(i) by solving the corresponding time-independent Schrödinger equation (2) directly, or
(ii) by minimisation of the energy functional (4) (under the $L^2(\Omega)$-normalization constraint).

In the context of (i), classical spatial discretisation approaches such as finite element methods [10, 21, 33, 37], or finite difference schemes [13, 33] can be applied. Further approaches for solving (2) directly are, for example, given by Fourier methods [9, 12].

For the minimisation of the corresponding energy functional (4) we mainly point to the gradient flow methods [6, 8, 15, 27, 30, 32, 38]. However, there is a wide range of other numerical methods in the scope of (ii), such as the recently proposed preconditioned conjugate gradient method [3] or the direct energy minimisation in the presence of symmetry properties from [10]. We remark that most of those schemes were rather designed for the Gross–Pitaevskii equation than for Schrödinger’s equation, but can also be applied for the latter. Moreover, we note that this list is far from complete.
Contribution. The aim of this work is to provide a numerical approximation procedure for the excited states of Schrödinger’s equation (3), based on the simultaneous interplay of gradient flow iterations (GFI) and local adaptive finite element mesh refinements; this idea follows the recent developments on the (adaptive) iterative linearised Galerkin (ILG) methodology [1, 12, 14, 22, 26, 29], whereby adaptive discretisations and iterative nonlinearity solvers are combined in an intertwined way; we also refer to the closely related works [11, 16, 17, 20].

For the purpose of our work, we will closely follow the recent paper [23], which proposes a computational procedure for the ground state of the Gross–Pitaevskii equation. The numerical scheme from [23] applies an effective interplay of the gradient flow iteration method from [27] and adaptive local mesh refinements, and thereby generates a sequence of finite element approximations defined on adaptively refined spaces which provide a corresponding sequence of monotonically decreasing energies. In the first part of this work, we will examine the gradient flow from [27], which was employed in the numerical scheme from [23], with regard to excited states of the stationary Schrödinger equation (3). In particular, we will show that the gradient flow iteration from [27] is not only highly suited for the ground state of the GPE, but also for excited states of Schrödinger’s equation. For that purpose, we will take advantage of the orthogonality of eigenfunctions to distinct eigenvalues, which gives rise to another (linear) constraint of our optimisation problem (5).

Outline. In Section 2 we introduce the Sobolev gradient flow and justify its use for the approximation of excited states of Schrödinger’s equation. Subsequently, Section 3 deals with the finite element discretisation, and the adaptive interplay of the two schemes. Some numerical experiments in the two dimensional physical space are conducted in Section 4. Finally, we will add some concluding remarks in Section 5.

2. Sobolev gradient flow for excited states of Schrödinger’s equation

In this section, we will examine the Sobolev gradient flow from [27] with regard to excited states of Schrödinger’s equation (3). For that purpose, we will first consider a general constrained optimisation problem, and subsequently apply the findings in the specific context of Schrödinger’s equations.

2.1. Dynamical system approach for constrained minimisation problems. Let us first consider the unconstrained optimisation problem

\[ \arg \min_{u \in \mathbb{H}} E(u), \]

where \( \mathbb{H} \) is any Hilbert space, and \( E : \mathbb{H} \to \mathbb{R} \) a Fréchet differentiable functional. The dynamical system approach for the minimisation of the functional \( E \) in \( \mathbb{H} \) is based on the gradient flow

\[ \dot{u}(t) = -\nabla E(u(t)), \]

where \( \nabla E(u) \in \mathbb{H} \), for fixed \( u \in \mathbb{H} \), is the unique element in the Hilbert space \( \mathbb{H} \) such that

\[ \langle \nabla E(u), v \rangle_{\mathbb{H}} = \langle E'(u), v \rangle \quad \forall v \in \mathbb{H}; \]

we emphasize that \( \nabla E \in \mathbb{H} \) is well-defined by the Riesz representation theorem. The fundamental idea of this approach is that the flow should always move in direction of the steepest descent of the energy \( E \), thus leading to an energy decay along the path \( u(t) \), and finally ending up in a local minimum.

Now let us consider a constrained optimisation problem of the form

\[ \arg \min_{u \in \mathbb{H}} E(u) \quad \text{s.t.} \quad g(u) = 0, \]
where the constraint \( g : \mathbb{H} \rightarrow \mathbb{R}^{m+1} \) is (componentwise) Fréchet differentiable. We have to adapt the dynamical system \([6]\) in such a way that \( u(t) \) satisfies the constraints for all admissible \( t \), i.e., \( g(u(t)) = 0 \), given that \( g(u(0)) \). Following the ideas in \([35]\), we project the gradient onto the tangent space of the set \( S := \{ v \in \mathbb{H} : g(v) = 0 \} \subseteq \mathbb{H} \); here, the tangent space of \( S \) at some point \( u \in S \), denoted by \( T_u S \), is given by the kernel of \( g'(u) : \mathbb{H} \rightarrow \mathbb{R}^{m+1} \), i.e., \( T_u S := \ker (g'(u)) := \{ v \in \mathbb{H} : g'(u)v = 0 \} \). For given \( u \in S \), we denote the projection onto the tangent space by \( P_{g,u} : \mathbb{H} \rightarrow T_u S \). Then, the modified dynamical system is given by
\[
\dot{u}(t) = -P_{g,u(t)}(\nabla E(u(t))).
\]
This approach was proposed by Tanabe, see \([35]\), only for \( \mathbb{H} = \mathbb{R}^k \) with \( k \in \mathbb{N} \). We refer to \([18]\) for the advancement of this idea for infinite dimensional Hilbert spaces; indeed, in order to define the orthogonal projection operator \( P_{g,u} \) in the following, we will follow the lines in \([18]\).

**Definition 2.1.** For any \( u \in \mathbb{H} \), we define the transpose \( g'(u)^\top : \mathbb{R}^{m+1} \rightarrow \mathbb{H} \) of \( g'(u) : \mathbb{H} \rightarrow \mathbb{R}^{m+1} \) by
\[
(g'(u)^\top z, v)_\mathbb{H} = z \cdot g'(u)v \quad \forall z \in \mathbb{R}^{m+1}, \forall v \in \mathbb{H},
\]
where \( z_1 : z_2 \) denotes the Euclidean inner product of two elements \( z_1, z_2 \in \mathbb{R}^{m+1} \).

**Remark 2.2.** (1) For any \( u \in \mathbb{H} \), the transpose \( g'(u)^\top : \mathbb{R}^{m+1} \rightarrow \mathbb{H} \) is well-defined and linear by the Riesz representation theorem.
(2) If \( \mathbb{H} = \mathbb{R}^k \) endowed with the standard Euclidean inner product, then \( g'(u) \in \mathbb{R}^{m+1 \times k} \), and \( g'(u)^\top \in \mathbb{R}^{k \times m+1} \) is the usual matrix transpose.

For the sake of defining the orthogonal projection operator \( P_{g,u} \) we need the following qualification condition:

(QC) A point \( u \in \mathbb{H} \) satisfies the qualification condition (QC), if \( g'(u)g'(u)^\top : \mathbb{R}^{m+1} \rightarrow \mathbb{R}^{m+1} \) is invertible.

Then, given that \( u \in \mathbb{H} \) satisfies (QC), the orthogonal projection is defined by
\[
P_{g,u} := I_\mathbb{H} - g'(u)^\top (g'(u)g'(u)^\top)^{-1} g'(u),
\]
where \( I_\mathbb{H} : \mathbb{H} \rightarrow \mathbb{H} \) denotes the identity mapping on \( \mathbb{H} \). Consequently, the projected gradient flow reads as
\[
\dot{u}(t) = -\nabla u(t) + g'(u(t))^\top (g'(u(t))g'(u(t))^\top)^{-1} g'(u(t))\nabla u(t).
\]

**Proposition 2.3.** Let \( u \in \mathbb{H} \) be a point satisfying the qualification condition (QC). Then the following holds:

(1) The operator \( P_{g,u} : \mathbb{H} \rightarrow \mathbb{H} \) from \([8]\) is the orthogonal projection onto \( T_u S = \ker (g'(u)) \) with respect to the \( \mathbb{H} \)-inner product.
(2) Assuming that \( u(t) \) from \([9]\) is well-defined for all \( t \in [0, T) \), for some \( T > 0 \), and \( g(u(0)) = 0 \), then \( g(u(t)) = 0 \).

*Proof.* Ad (1): It is easily verified that \( P_{g,u} \) is linear, and obviously it holds that \( P_{g,u}(v) = v \) for all \( v \in \ker (g'(u)) \). Moreover, for any \( v \in \mathbb{H} \) and \( w \in \ker (g'(u)) \), we have
\[
(v - P_{g,u}(v), w)_\mathbb{H} = (v, w)_\mathbb{H} - (v, w)_\mathbb{H} + g'(u)^\top (g'(u)g'(u)^\top)^{-1} g'(u)w = 0.
\]

Ad (2): Applying \( g'(u(t)) \) to the flow \([7]\) from the left, and noting that \( g'(u(t))\dot{u}(t) = \frac{d}{dt} g(u(t)) \), we find that
\[
\frac{d}{dt} g(u(t)) = -g'(u(t))\nabla u(t) + g'(u(t))g'(u(t))^\top (g'(u(t))g'(u(t))^\top)^{-1} g'(u(t))\nabla u(t) = 0,
\]
hence \( g(u(t)) \) is constant. This, together with \( g(u(0)) = 0 \), implies the claim. \( \square \)
2.2. Continuous gradient flow for Schrödinger equation. In this subsection, we will apply
the general approach from before in the context of Schrödinger equation (3). For that purpose,
we will rather consider the corresponding optimisation problem (5) than the linear eigenvalue
problem (3).

Assume that some eigenfunctions \( \psi_1, \ldots, \psi_m \) of Schrödinger equation (3) with associated eigen-
values \( E_1, \ldots, E_m \) are known; without loss of generality we may assume that those eigenvectors are
orthonormal with respect to the \( L^2(\Omega) \)-inner product. Then, in order to find a new eigenfunction
of (3), we have to further restrict the constraint optimisation problem (5) to the orthogonal com-
plement of the space spanned by the eigenfunctions \( \psi_1, \ldots, \psi_m \), cf. Proposition 1.1. In particular,
we consider the constrained optimisation problem

\[
\text{arg min}_{\psi \in H^1_0(\Omega)} E(\psi) \text{ s.t. } g(\psi) = 0,
\]

where \( E \) is given as in (4), and the constraint \( g : H^1_0(\Omega) \rightarrow \mathbb{R}^{m+1} \) is defined by

\[
g(\psi) := \left( \| \psi \|_{L^2(\Omega)} - 1, (\psi_1, \psi)_{L^2(\Omega)}, \ldots, (\psi_m, \psi)_{L^2(\Omega)} \right)^t;
\]

here, \( t : \mathbb{R}^{k \times l} \rightarrow \mathbb{R}^{l \times k} \) denotes the usual transpose operator of a real-valued matrix.

We will now employ the general approach from before to the specific constrained optimisation
problem (10). First of all, a straightforward calculation reveals that, for any \( \psi, \varphi \in H^1_0(\Omega) \),

\[
g'(\psi) \varphi = ((\psi, \varphi)_{L^2(\Omega)}, (\psi_1, \varphi)_{L^2(\Omega)}, \ldots, (\psi_m, \varphi)_{L^2(\Omega)})^t. \tag{12}
\]

Moreover, in view of the Sobolev gradient flow from [27] employed in [23], we consider the inner
product

\[
(\psi, \varphi)_H := \int_\Omega \frac{1}{2} \nabla \psi \nabla \varphi + V \psi \varphi \, dx \quad \forall \psi, \varphi \in H^1_0(\Omega) \tag{13}
\]
on \( H := H^1_0(\Omega) \). We emphasize that the space \( H^1_0(\Omega) \) endowed with the inner product from (13) is
indeed a Hilbert space. Additionally, it holds that

\[
\langle E'(\psi), \varphi \rangle = (\psi, \varphi)_H \quad \forall \psi, \varphi \in H.
\]

Consequently, the gradient of \( E \) at any \( \psi \in H^1_0(\Omega) \) with respect to the \( H \)-inner product is simply
given by

\[
\nabla E(\psi) = \psi. \tag{15}
\]

In order to explicitly state the dynamical system (9) in the specified setting, we further define the
operator \( G : H^1_0(\Omega) \rightarrow H^1_0(\Omega) \) by

\[
(G(\psi), \varphi)_H = (\psi, \varphi)_{L^2(\Omega)} \quad \forall \psi, \varphi \in H^1_0(\Omega), \tag{16}
\]

which is a linear operator by the Riesz representation theorem.

As a first step towards the explicit formulation of the gradient flow, we will determine \( g'(\psi)^\top \phi \),
 cf. (7), for given \( \psi \in H^1_0(\Omega) \) and \( \phi = (\phi_0, \phi_1, \ldots, \phi_m)^t \in \mathbb{R}^{m+1} \): By definition, it holds that

\[
(g'(\psi)^t \phi, \varphi)_H \overset{(12)}{=} \phi \cdot g'(\psi) \varphi
\]

\[
= \phi \cdot ((\psi, \varphi)_{L^2(\Omega)}, (\psi_1, \varphi)_{L^2(\Omega)}, \ldots, (\psi_m, \varphi)_{L^2(\Omega)})^t
\]

\[
= \phi_0(\psi, \varphi)_{L^2(\Omega)} + \sum_{i=1}^m \phi_i (\psi_i, \varphi)_{L^2(\Omega)}
\]

for all \( \varphi \in H^1_0(\Omega) \). Consequently, it follows from (16) that

\[
g'(\psi)^\top \phi = \phi_0 G(\psi) + \sum_{i=1}^m \phi_i G_i(\psi_i). \tag{17}
\]
Next, by invoking (12) again, a straight forward calculation reveals that
\[
g'(\psi)g'() = \begin{pmatrix} (G(\psi), \psi)_{L^2(\Omega)}, (G(\psi), \psi)_{L^2(\Omega)} & \cdots & (G(\psi), \psi)_{L^2(\Omega)} \\ (G(\psi), \psi)_{L^2(\Omega)} & \cdots & \cdots \\ \vdots & \vdots & \vdots \\ (G(\psi), \psi)_{L^2(\Omega)} & \cdots & \cdots \\ \end{pmatrix},
\]
for any \( \psi \in H^1_0(\Omega) \). Recall that \( \psi_1, \ldots, \psi_m \) are eigenfunctions of Schrödingers equation (3) to the eigenvalues \( E_1, \ldots, E_m \). Therefore, for any \( i \in \{1, \ldots, m\} \), it holds that
\[
\langle \psi_i, \varphi \rangle \in (E_i(\psi_i), \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega),
\]
and thus
\[
G(\psi_i) = \frac{\psi_i}{E_i}.
\]
Since, in addition, \( \psi_1, \ldots, \psi_m \) is an \( L^2(\Omega) \)-orthonormal set in \( H^1_0(\Omega) \), the matrix from (18) can be simplified:
\[
g'(\psi)g'(\psi)^\top = \begin{pmatrix} (G(\psi), \psi)_{L^2(\Omega)} & \cdots & \cdots \\ (G(\psi), \psi)_{L^2(\Omega)} & \cdots & \cdots \\ \vdots & \vdots & \vdots \\ (G(\psi), \psi)_{L^2(\Omega)} & \cdots & \cdots \\ \end{pmatrix}.
\]
If, moreover, \( \psi \) is orthogonal to \( \psi_1, \ldots, \psi_m \), then we further find that
\[
(G(\psi), \psi)_{L^2(\Omega)} \in (G(\psi), G(\psi))_{L^2(\Omega)} \quad (\psi, G(\psi))_{L^2(\Omega)} = \frac{1}{E_i}(\psi, \psi)_{L^2(\Omega)} = 0,
\]
\( i \in \{1, \ldots, m\} \), and thus
\[
(g'(\psi)g'(\psi)^\top)^{-1} = \begin{pmatrix} (G(\psi, \psi)^{-1}_{L^2(\psi)} & \cdots & 0 \\ 0 & \cdots & \cdots \\ \vdots & \vdots & \vdots \\ 0 & \cdots & \cdots \\ \end{pmatrix},
\]
in particular, any \( \psi \in H^1_0(\Omega) \) with \( g(\psi) = 0 \) satisfies the qualification condition (QC). This paves the way for the following result:

**Proposition 2.4.** Let \( g, E, G, \mathbb{H} \) and \( (\cdot, \cdot)_\mathbb{H} \) be defined as in the given Section 2.2. Assuming that the flow from (9), with \( \psi(t) \) in place of \( u(t) \), is well-defined for \( t \in [0, T] \) with \( g(\psi(0)) = 0 \), then the dynamical system (9) can be written in simplified form:
\[
\dot{\psi}(t) = -\psi(t) + \frac{1}{(G(\psi(t)), \psi(t))_{L^2(\Omega)}}G(\psi(t)), \quad t \in [0, T).
\]

**Proof.** Since \( g(\psi(0)) = 0 \), Proposition 2.3 yields that \( \psi(t) \) is orthogonal to \( \psi_1, \ldots, \psi_m \) for all \( t \in [0, T) \), and thus (21) holds true for \( \psi = \psi(t), t \in [0, T) \). Moreover, it follows from (12) that
\[
g'(\psi(t))\psi(t) = (\psi(t), \psi(t))_{L^2(\Omega)}, 0, \ldots, 0^t, \quad t \in [0, T).
\]
Then, invoking (15), (23), (21), and (17), the dynamical system (9) reads as
\[
\dot{\psi}(t) = -\psi(t) + g'(\psi(t))^T \begin{pmatrix} (\psi(t), \psi(t))_{L^2(\Omega)} & \cdots & \cdots \\ (\psi(t), \psi(t))_{L^2(\Omega)} & \cdots & \cdots \\ \vdots & \vdots & \vdots \\ (\psi(t), \psi(t))_{L^2(\Omega)} & \cdots & \cdots \\ \end{pmatrix}^t = -\psi(t) + \frac{(\psi(t), \psi(t))_{L^2(\Omega)}}{(G(\psi(t), \psi(t))_{L^2(\Omega))}G(\psi(t)).
\]
Finally, as \( g(\psi(t)) = 0 \) for all \( t \in [0, T] \), it especially holds that \( (\psi(t), \psi(t))_{L^2(\Omega)} = 1 \), and therefore (22) is established.

We note that, incidentally, (22) coincides with the Sobolev gradient flow from (27), and thus shares its features. We summarize its most important properties in the following theorem, which is basically Theorem 3.2. from (27); we also refer to that reference for its proof.
Theorem 2.5. Let $\psi(0) \in H^1_0(\Omega)$ such that $g(\psi(0)) = 0$. Then, the projected Sobolev gradient flow from (22) is well-defined for all $t \geq 0$, and it is energy dissipative, i.e. $E(\psi(t)) \leq E(\psi(s))$ for all $0 \leq s \leq t < \infty$. Moreover, $\psi(t)$ converges in $H$ to an $L^2(\Omega)$-normalized eigenfunction $\psi^* \in \overline{\text{span}\{\psi_1, \ldots, \psi_m\}}$, where $\perp$ denotes the orthogonal complement with respect to the $L^2(\Omega)$-inner product, of $\mathbb{H}$ with corresponding eigenvalue

$$E^* := \frac{1}{\langle G(\psi^*), \psi^* \rangle_{L^2(\Omega)}} = \langle \psi^*, \psi^* \rangle_H.$$  

(24)

We will not prove this theorem here, but only remark that $g(\psi(t)) = 0$, $t \geq 0$, by Proposition 2.3 and thus $g(\psi^*) = \lim_{t \to \infty} g(\psi(t)) = 0$. Consequently, $\psi^*$ is indeed $L^2(\Omega)$-normalized and orthogonal to $\psi_1, \ldots, \psi_m$ with respect to the $L^2(\Omega)$-inner product.

2.3. Gradient flow iteration for Schrödinger equations. In order to turn the continuous gradient flow from (22) into a (computable) iterative scheme, we will use a forward Euler time discretisation. In particular, we define the gradient flow iteration (GFI) as in [23, 27]. Let $\gamma^n := \|G(\psi^n)\|_{L^2(\Omega)}^2$ for $n \geq 0$, and let $\{\tau^n\}_{n \geq 0}$ be a sequence of positive time steps bounded from below and above, i.e.,

$$0 < \tau_{\min} \leq \tau^n \leq \tau_{\max} < \infty \quad \forall n \geq 0.$$  

Then, for $\psi^0 \in H^1_0(\Omega)$ with $g(\psi^0) = 0$, we define iteratively

$$\hat{\psi}^{n+1} := (1 - \tau^n)\psi^n + \tau^n \gamma^n G(\psi^n) \quad \text{and} \quad \hat{\psi}^{n+1} = \frac{\hat{\psi}^{n+1}}{\|\hat{\psi}^{n+1}\|_{L^2(\Omega)}}.$$  

(25)

Lemma 2.6. If $g(\psi^0) = 0$, then $g(\psi^n) = 0$ for all $n \geq 0$.

Proof. The first constraint, $\|\psi^n\|_{L^2(\Omega)} = 1$, holds obviously for all iterates $\psi^n$ due to the normalization step in (25). We will verify the remaining constraints, $(\psi^n, \psi_i)_{L^2(\Omega)} = 0$, for $i \in \{1, \ldots, m\}$, by induction. By assumption it holds that $(\psi^0, \psi_i)_{L^2(\Omega)} = 0$ for all $i \in \{1, \ldots, m\}$, and assume this remains true for $\psi^n$. Let $i \in \{1, \ldots, m\}$ be arbitrary, and note that $(\psi^n, \psi_i)_{L^2(\Omega)} = 0$ if and only if $(\hat{\psi}^{n+1}, \psi_i)_{L^2(\Omega)} = 0$ by the linearity of the inner product. By definition of $\hat{\psi}^{n+1}$, cf. (25), and the linearity of the inner product, it holds that

$$(\hat{\psi}^{n+1}, \psi_i)_{L^2(\Omega)} = (1 - \tau^n)(\psi^n, \psi_i)_{L^2(\Omega)} + \tau^n \gamma^n (G(\psi^n), \psi_i)_{L^2(\Omega)}.$$  

Recall that $G$ is self-adjoint with respect to the $L^2(\Omega)$-inner product and $G(\psi_i) = \psi_i / E_i$, cf. (20) and (19), respectively. This, together with the inductive assumption, implies

$$(\hat{\psi}^{n+1}, \psi_i)_{L^2(\Omega)} = \left(1 - \tau^n \frac{1 - \gamma^n}{E_i}\right)(\psi^n, \psi_i)_{L^2(\Omega)} = 0,$$

which proves the claim.

We emphasize once more that our GFI is (incidentally) the same as the one from [27], and thus shares its properties. The following result basically summarizes Lemma 4.7 and Theorem 4.9 in [27].

Theorem 2.7. Consider the GFI from (25) and let $\psi^0 \in H^1_0(\Omega)$ such that $g(\psi^0) = 0$. Then, there exists $\tau_{\max} > 0$ such that, for all $\tau^n \leq \tau_{\max}$,

$$E(\psi^{n+1}) \leq E(\psi^n),$$

i.e. the energy is dissipative. Moreover, if $0 < \tau_{\min} \leq \tau^n \leq \tau_{\max}$ for some $\tau_{\min} > 0$ and all $n \geq 0$, then the limit $E^* := \lim_{n \to \infty} E(\psi^n)$ is well-defined. Furthermore, there exists a subsequence $\{\psi^n\}_{n \geq 0}$ such that $\psi^n \rightharpoonup \psi^*$ strongly in $\mathbb{H}$, where $\psi^*$ is an eigenfunction of Schrödinger’s equation (3) to the eigenvalue

$$E^* := \|G(\psi^*)\|_H^{-1} = \|\psi^*\|_H^2 = 2E^*,$$

i.e. it holds that

$$\langle E'(\psi^*), \varphi \rangle = E^*(\psi^*, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega).$$
The eigenfunction $\psi^*$ satisfies the equality constraints \([11]\), i.e.
\[
\|\psi^*\|_{L^2(\Omega)} = 1 \quad \text{and} \quad (\psi^*, \psi_i)_{L^2(\Omega)} = 0 \quad \forall i \in \{1, \ldots, m\}.
\]
The limit of any other convergent subsequence of $\{\psi^n\}$ in $H$ is likewise an eigenfunction to the eigenvalue $E^*$, which satisfies all the constraints \([11]\).

3. Adaptive Gradient Flow Finite Element Discretisation

We now focus on the adaptive spatial discretisation of the gradient flow iteration \([25]\) and the interplay of the two schemes. For that purpose we will employ the strategy from \([23]\). In particular, this section is for a large part a replication of \([23, \S 3]\) with some minor adaptions.

3.1. Finite element discretisation. Consider a fixed mesh $\{T_N\}_{N \in \mathbb{N}}$ of the domain $\Omega$ into simplicial elements $T_N = \{\kappa\}_{\kappa \in T_N}$ (i.e. triangles for $d = 2$ and tetrahedra for $d = 3$). Moreover, for a (fixed) polynomial degree $p \in \mathbb{N}$ and any subset $\omega \subset T_N$, we introduce the finite element space

\[
V(\omega) = \{ \varphi \in H^1_0(\Omega) : \varphi|_{\kappa} \in \mathbb{P}_p(\kappa), \kappa \in \omega, \varphi|_{\Omega \setminus \omega} = 0 \},
\]

with $\mathbb{P}_p(\kappa)$ signifying the (local) space of all polynomials of maximal total degree $p$ on $\kappa$, $\kappa \in T_N$. In the sequel, we apply the notation $X_N := V(T_N)$.

3.2. Discrete GFI. Let us define the (space) discrete version of the gradient flow iteration \([25]\) on a finite element subspace $X_N \subset H^1_0(\Omega)$. For $\psi \in H^1_0(\Omega)$ we denote by $G_N(\psi) \in X_N$ the unique solution of

\[
(G_N(\psi), \varphi)_H = (\psi, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in X_N;
\]

we emphasize that $G_N : H^1_0(\Omega) \to X_N$ is a well-defined linear operator by the Riesz representation theorem, cp. \([16]\). Then, for $\psi^0 \in X_N$ with $g(\psi^0) = 0$, the space discrete GFI in $X_N$ is given by

\[
\psi^{n+1} = \frac{\hat{\psi}^{n+1}}{\|\hat{\psi}^{n+1}\|_{L^2(\Omega)}}, \tag{26a}
\]

where

\[
\hat{\psi}^{n+1} = (1 - \tau_N^*)\psi^{n} + \tau_N^* \gamma_N^* G_N(\psi^0), \tag{26b}
\]

with $\gamma_N^* := \frac{1}{(G_N(\psi^0), \psi)_H}_{L^2(\Omega)}$, and a sequence of discrete time steps $\{\tau_N\}_{n \geq 0}$ satisfying $0 < \tau_{\text{min}} \leq \tau_N \leq \tau_{\text{max}}$ for $n \geq 0$.

**Lemma 3.1.** Consider a fixed mesh $T_N$ with corresponding finite element space $X_N$. Let $\{\psi^n\}_{n \geq 0} \subset X_N$ be the sequence generated by the discrete GFI \([26]\) with some initial guess $\psi^0 \in H^1_0(\Omega)$ with $g(\psi^0) = 0$. Then, $g(\psi^n) = 0$ for all $n \geq 0$.

**Proof.** The norm constraint trivially holds by \([26a]\), and thus it remains to prove the orthogonality constraints. Let $P_N : H^1_0(\Omega) \to X_N$ denote the orthogonal projection with respect to the $L^2(\Omega)$-inner product, and define $\psi_{Ni} := P_N(\psi_i)$, i.e., it holds that

\[
(\psi_i, \varphi)_{L^2(\Omega)} = (\psi_{Ni}, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in X_N. \tag{27}
\]

Then, by following the lines in Lemma \([26]\) we obtain that $g_N(\psi^n) = 0$ for all $n \geq 0$, where

\[
g_N(\psi) := \left(\|\psi\|_{L^2(\Omega)} - 1, (\psi_{Ni}, \psi)_{L^2(\Omega)}, \ldots, (\psi_{Nm}, \psi)_{L^2(\Omega)}\right)^t.
\]

Invoking once more the orthogonality property \([27]\), we obtain

\[
(\psi^n, \psi_{Ni}) = (\psi^0, \psi_i) \quad \forall i \in \{1, \ldots, m\}, n \geq 0,
\]

which completes the proof. \(\square\)

In the discrete space $X_N$, it holds a similar result as in Theorem \([27]\). In particular, the next result is borrowed, and modified in account of the additional constraints, from \([27, \Cor 4.11]\).
Remark 3.3. Following the strategy in [23, Remark 3.1], we propose the following time step and energy level $E$ in equation (28), for some eigenstates $\psi$.

However, for the sake of keeping the computational costs minimal, we fix the time step of Proposition 3.2 this strategy is well-defined, and guarantees the energy decay in each iterative step. Where, for $0 < s \leq 1$, we write $\psi^{\nu+1}(s)$ to denote the output of the discrete GFI based on the time step $\tau = s$ and on the previous approximation $\psi^{\nu}$. We emphasize that in view of Proposition 3.2, this strategy is well-defined, and guarantees the energy decay in each iterative step. However, for the sake of keeping the computational costs minimal, we fix the time step $\tau = 1$ in the local GFI in Algorithm 1 below, which is in most cases a reasonable choice, cf. [23, Remark 3.1].

Remark 3.4. Even though Lemma 3.1 is in theory true, the orthogonality of $\psi^{\nu}$ to the given eigenstates $\psi_1, \ldots, \psi_m$ may get lost when numerical computations are carried out. Thus, in praxis, for simplicity slightly modify the discrete GFI (26) by employing the orthogonal projection onto the set

$$O_N^{\perp} := \text{span}\{\psi_1, \ldots, \psi_m\} \perp \subset X_N,$$

where $\perp$ denotes the orthogonal complement with respect to the $L^2(\Omega)$-inner product and $\psi_N, \varphi \in X_N$ is defined as in the proof of Lemma 3.1. Upon denoting the $L^2(\Omega)$-orthogonal projection by $P_N^{\perp} : X_N \rightarrow O_N^{\perp}$, the discrete GFI in our computations below is given, for $n \geq 0$, by

$$\psi^{n+1} = \frac{P_N^{\perp}(\hat{\psi}_N^{\nu})}{\|P_N^{\perp}(\hat{\psi}_N^{\nu})\|_{L^2(\Omega)}},$$

where $\hat{\psi}_N^{\nu}$ is defined as in (26).

3.3. Local energy decay and adaptive mesh refinements. As solutions to Schrödinger’s equation may exhibit local features, we shall employ an adaptive mesh refinement procedure. In particular, we will use the strategy from [23, §3.3], which, in turn, is based on the one from [28]. In the following, we will recall this adaptive mesh refinement method. Except for some minor modifications that take into account the additional constraints, we more or less copy from [23, §3.3].

For any $\kappa \in T_N$, we denote by $\omega_\kappa$ the element patch comprising of $\kappa$ and its immediate facewise neighbours. The modified patch $\tilde{\omega}_\kappa$ is obtained by a red-green refinement of $\omega_\kappa$. In particular, $\kappa$ is divided into four triangles by connecting the midpoints of the edges, and any introduced hanging nodes are removed by connecting them to the opposite nodes of the facewise neighbours, see Figure 1 for a visualization. We emphasize that this procedure ensures the shape regularity of the mesh, we refer to [4].

We further denote by $\{\xi^{1}_\kappa, \ldots, \xi^{m_\kappa}\}$ the basis functions of the locally supported space $\mathcal{V}(\tilde{\omega}_\kappa)$. Then, for any $\varphi \in X_N$, we introduce the extended space

$$\mathcal{V}(\tilde{\omega}_\kappa; \varphi) := \text{span}\{\xi^{1}_\kappa, \ldots, \xi^{m_\kappa}, \varphi\}.$$

Suppose that we have found an accurate approximation $\psi_N^{\nu} \in X_N$ of the discrete Schrödinger equation [25], for some $n \geq 0$. Then, by performing one local discrete GFI with time step $\tau = 1$ in $\mathcal{V}(\tilde{\omega}_\kappa; \psi_N^{\nu}) \subset H^1_0(\Omega)$ we obtain a new local approximation, denoted by $\psi_N^{n+1} \in \mathcal{V}(\tilde{\omega}_\kappa; \psi_N^{\nu})$, with
Figure 1. Local element patches associated to a triangular element $\kappa$. Left: Mesh patch $\omega_\kappa$ consisting of the element $\kappa$ and its facewise neighbours. Right: Modified patch $\tilde{\omega}_\kappa$ constructed based on red-refining $\kappa$ and on green-refining its neighbours. The picture is borrowed from [28].

$g(\psi^N_{N,\kappa}) = 0$. We stress that this step, i.e. the local discrete GFI, hardly entails any computational costs since $\hat{\mathcal{V}}(\tilde{\omega}_\kappa; \psi^N_\kappa) \subset \mathcal{H}_0^1(\Omega)$ is a low dimensional space. Moreover, since the local discrete iterations are independent, they can be computed in parallel for all elements in the mesh.

By modus operandi of the discrete GFI (26), the above construction leads in general, see Remark [3.3], to the (local) energy decay

$$-\Delta E_N^N(\kappa) := E(\tilde{\psi}^N_{N,\kappa}) - E(\psi^N_\kappa) \leq 0,$$

for all $\kappa \in T_N$. The value $\Delta E_N^N(\kappa)$ indicates the potential energy reduction due to a refinement of the element $\kappa$. This observation motivates the energy-based adaptive mesh refinement procedure outlined in Algorithm 1, which is borrowed from [23].

Algorithm 1 Energy-based adaptive mesh refinement [23, Alg. 1]

1: Prescribe a mesh refinement parameter $\theta \in (0, 1)$.
2: Input a finite element mesh $T_N$, and a wavefunction $\psi^N_\kappa \in X_N$ with $g(\psi^N_\kappa) = 0$, for some $n \geq 1$.
3: for all elements $\kappa \in T_N$ do
4: Perform one discrete GFI-step (26) in the low-dimensional space $\hat{\mathcal{V}}(\tilde{\omega}_\kappa; \psi^N_\kappa)$ to obtain a potentially improved local approximation $\tilde{\psi}^N_{N,\kappa}$.
5: Compute the local energy decay $\Delta E_N^N(\kappa)$ from (30).
6: end for
7: Mark a subset $K \subset T_N$ of minimal cardinality which fulfils the Dörfler marking criterion

$$\sum_{\kappa \in K} \Delta E_N^N(\kappa) \geq \theta \sum_{\kappa \in T_N} \Delta E_N^N(\kappa).$$

8: Refine all elements in $K$ for the sake of generating a new mesh $T_{N+1}$.

3.4. Adaptive strategy. Next we deal with the decision whether GFI on the given discrete space or local mesh refinements should be given preference. As for the local mesh refinement procedure, cf. Algorithm 1, we will borrow the strategy from [23, §3.4].

From a practical viewpoint, once the discrete approximation $\psi^N_\kappa \in X_N$ is sufficiently close to a discrete eigenfunction of (28), it is not worth doing more GFI-steps (29) on the given space, but we should rather refine the mesh $T_N$ to obtain a hierarchically enriched finite element space $X_{N+1}$. Then, we may embed the final approximation $\psi^N_\kappa \in X_N$ into the enriched space $X_{N+1}$ in order to obtain an initial guess $\psi^{N+1}_N =: \psi^0_{N+1} \in X_{N+1}$. We emphasize that, by Lemma 3.1, $g(\psi^0_{N+1}) = 0$ for all $n, N \geq 0$ provided that $g(\psi^0_0) = 0$.

Similar as in Section 3.3, the strategy for a a sensible interplay of the discrete GFI (29) and the local mesh refinement should be solely energy-based. For that purpose, we monitor and compare two energy quantities:
The energy increment of each iteration given by
\[ \text{inc}^n_N := E(\psi^{n-1}_N) - E(\psi^n_N), \quad n \geq 1; \]
(b) The energy loss since the latest mesh refinement
\[ \Delta E^n_N := E(\psi^0_N) - E(\psi^n_N), \quad n \geq 1. \]
We emphasize that, in general, the latest mesh refinement largely contribute to the quantity \( \Delta E^n_N \). Thus, once \( \text{inc}^n_N \) is small compared to \( \Delta E^n_N \), we expect a greater benefit from a local mesh refinement than from performing further GFI on the given discrete space \( X_N \). Specifically, for \( n \geq 1 \), we stop the GFI on \( X_N \) as soon as
\[ \text{inc}^n_N \leq \gamma \Delta E^n_N, \]
for some parameter \( 0 < \gamma < 1 \).

This adaptive scheme was proposed in [23, Algorithm 2] and will be recalled in Algorithm 2. However, we have to slightly adapt this procedure in account of the modified discrete GFI applied in practical computations. Moreover, we have not included any stopping criterion for the adaptive algorithm, since this may depend on the specific purpose of the application. We, however, refer to [23, Algorithm 2] for a possible stopping criterion.

**Algorithm 2** Adaptive finite element gradient flow procedure [23, Alg. 2]

1: Prescribe two parameters \( \theta, \gamma \in (0, 1) \).
2: Input the already known eigenstates \( \psi_1, \ldots, \psi_m \).
3: Choose a sufficiently fine initial mesh \( T_0 \), and an initial guess \( \psi^0_0 \in X_0 \) with \( g(\psi^0_0) = 0 \).
4: Set \( N := 0 \).
5: loop
6: Set \( n := 1 \), perform one discrete GFI in \( X_N \) to obtain \( u^1_N \).
7: Compute the indicator \( \text{inc}^1_N \) (which equals \( \Delta E^1_N \)).
8: while \( \text{inc}^n_N > \gamma \Delta E^n_N \) do
9: Update \( n \leftarrow n + 1 \).
10: Perform one GFI in \( X_N \) to obtain \( u^N_N \) (starting from \( u^{n-1}_N \)).
11: Compute the indicator \( \text{inc}^n_N \) and \( \Delta E^n_N \).
12: end while
13: MARK and adaptively REFINE the mesh \( T_N \) using Algorithm 1 to generate a new mesh \( T_{N+1} \).
14: Define \( \psi^{N+1}_N := \psi^N_N \in X_{N+1} \) by canonical embedding \( X_N \hookrightarrow X_{N+1} \).
15: Update \( N \leftarrow N + 1 \).
16: end loop

**Remark 3.5.** The computational work for one loop in Algorithm 2 scales with \( \mathcal{O}(\dim(X_N)^\alpha) \), where \( \alpha \geq 1 \) depends on the global finite element solver, and thus exhibits a similar complexity as standard adaptive finite element discretisation procedures for linear problems (provided that the number of GFI steps remain reasonably modest); we refer to [23, §3.5] for a profound analysis of the computational work. However, this requires the parallel computing of the local GFI in Algorithm 1.

4. Numerical Experiments

We test our Algorithm 2 for some experiments in the two dimensional physical space, i.e., \( d = 2 \), with Cartesian coordinates denoted by \( x = (x, y) \in \mathbb{R}^2 \). In all examples, we set \( \theta = 0.5 \) and \( \gamma = 0.1 \), and stop the computations once the number of degrees of freedom (i.e. the dimension of the finite element space \( X_N \)) exceeds \( 10^5 \). We will only take care of excited states of Schrödinger's equation, since the ground states of the Experiments 4.1–4.3 were already approximated in [23]. In particular, in each of the experiments below, we will consider the ground state approximations from [23] as the known ground state \( \psi_1 \). Moreover, the initial mesh \( T_0 \) in all our experiments
Since no reference eigenvalues are available in our Experiments 4.2 and 4.3 below, we will use an a posteriori residual estimator for the evaluation of the computed approximate solution of Schrödinger’s equation [5]. Recall that, for an $L^2(\Omega)$-normalized eigenfunction $\psi$ with corresponding eigenvalue $E$, it holds

$$(\psi, \varphi) = E(\psi, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega),$$

with $E = \frac{1}{(G(\psi), \psi)_{L^2(\Omega)}}$, cf. [23]. Hence, for any $\psi \in H^1_0(\Omega)$ with $\|\psi\|_{L^2(\Omega)} = 1$, we introduce the residual $R(\psi) \in H^{-1}(\Omega)$ defined by

$$\langle R(\psi), \varphi \rangle := (\psi, \varphi)_{H^1_0(\Omega)} - \frac{1}{(G(\psi), \psi)_{L^2(\Omega)}}(\psi, \varphi)_{L^2(\Omega)}, \quad \varphi \in H^1_0(\Omega);$$

we emphasize that this is a neat choice for the residual in the given setting as it naturally incorporates the gradient flow, cf. [22]. By invoking the definition of the two inner products, we obtain

$$\langle R(\psi), \varphi \rangle = \int_\Omega \nabla \psi \nabla \varphi + (V - e_\psi)\psi \varphi \, dx, \quad \varphi \in H^1_0(\Omega),$$

where $e_\psi := (G(\psi), \psi)_{L^2(\Omega)}^{-1}$. Then, for any $\psi_N \in X_N$, a standard residual-based a posteriori error analysis (see, e.g., [36]) yields the upper bound

$$\sup_{\varphi \in S_\Omega} \langle R(\psi_N), \varphi \rangle \leq C_I \left( \sum_{K \in T_N} \eta_K^2(\psi_N) \right)^{1/2}, \quad (31)$$

where $C_I > 0$ is an interpolation constant (only depending on the polynomial degree $p$ and on the shape regularity of the mesh), and

$$\eta_K^2(\psi_N) = h_K^2 \| -\Delta \psi_N + (V - e_\psi)\psi_N \|^2_{L^2(K)} + \frac{1}{2} h_K \| [\nabla \psi_N] \|^2_{L^2(\partial K \cap \Gamma)}, \quad K \in T_N$$

is a computable bound; here, $h_K := \text{diam}(K)$ denotes the diameter of $K \in T_N$. Moreover, for an edge $e \subset \partial K^+ \cap \partial K^-$, which is the intersection of two neighbouring elements $K^\pm \in T_N$, we signify by $[v]_e = v^+_e + v^-_e \cdot n_{K^\pm}$ the jump of a (vector-valued) function $v$ along $e$, where $v^\pm_e$ denote the traces of the function $v$ on the edge $e$ taken from the interior of $K^\pm$, respectively, and $n_{K^\pm}$ are the unit outward normal vectors on $\partial K^\pm$, respectively.

**4.1. Laplace EVP on the L-shaped domain.** We begin by testing our algorithm for the Laplace eigenvalue problem, which is to find $\psi \in H^1_0(\Omega)$ and $E > 0$ such that

$$\int_\Omega \nabla \psi \nabla \varphi \, dx = E(\psi, \varphi)_{L^2(\Omega)} \quad \forall \varphi \in H^1_0(\Omega); \quad (32)$$

here, $\Omega := (0, 2)^2 \setminus [1, 2] \times [0, 1]$ is an L-shaped domain. This is a well examined problem, for whose eigenvalues (sharp) lower and upper bounds are known. In particular, for the evaluation of the eigenvalues approximation in our computations, we will use the lower bounds from [19] as the reference values.

(a) We start with the ground state $\psi_1$ from [23]. In order to find a new eigenfunction of (32), we run Algorithm 2 with the initial guess $\psi_0 := P_0^{\psi_1}(\tilde{\psi}_0) \left| P_0^{\psi_1}(\tilde{\psi}_0) \right|^{-1}$, where $\tilde{\psi}_0 \in X_0$ is the linear interpolant of the function $(x, y) \mapsto |\sin(\pi x)\sin(\pi y)|\text{sign}(y - 1)$ in the element nodes. In Figure 2 (left), we observe the optimal convergence rate for the eigenvalue approximation. The approximated eigenstate $\psi_2$ is visualized in Figure 2 (right).

(b) Next, we set $\psi_0 := P_0^{\psi_2}(\tilde{\psi}_0) \left| P_0^{\psi_2}(\tilde{\psi}_0) \right|^{-1}$, where $\tilde{\psi}_0 \in X_0$ denotes the linear interpolant of the function $(x, y) \mapsto \sin(\pi x)\sin(\pi y)$ in the element nodes. As before, the error of the eigenvalue decays at an (almost) optimal rate of $O(|T_N|^{-1})$, see Figure 3 (left). Figure 3 depicts the corresponding eigenstate approximation $\psi_3$. 
Finally, we choose the initial guess
\[ \psi_0^0 = P_0 \psi_1^0 \|P_0 \psi_1^0 \|_{L^2(\Omega)}^{-1}, \]
where \( \psi_0^0 \in X_0 \) is such that \( \psi_0^0(\mathbf{x}) = c \) for any node \( \mathbf{x} \) in the interior of the corresponding initial mesh \( T_0 \) for some constant \( c > 0 \); we remark that this was also the initial guess, up to the projection, for the ground state computation in [23, Exp. 4.1]. Once more, the adaptive algorithm exhibits optimal convergence rate for the eigenvalue approximation, see Figure 4 (left). The approximated eigenstate is plotted in Figure 4 (right).

4.2. Schrödinger’s equation with potential wells. We consider the Experiment 4.4 from [23], where the potential \( V \) is given by the sum of four Gaussian bells, see Figure 5; this experiment was originally examined in [32, Exp. 4.2], however, we employed a (constant) shift in the potential such that \( V \geq 0 \) in the underlying domain \( \Omega := (0, 2\pi)^2 \). In this application, the initial guess will be \( \psi_0^0 = P_0^{\psi_{m}^0} (\psi_0^0) \| P_0^{\psi_{m}^0} (\psi_0^0) \|_{L^2(\Omega)}^{-1} \), with \( m = 1 \) in (a) and \( m = 2 \) in (b), where \( \psi_0^0 \in X_0 \) is such that \( \psi_0^0(\mathbf{x}) = c \) for any node \( \mathbf{x} \) in the interior of the corresponding initial mesh \( T_0 \) for some constant \( c > 0 \); moreover, \( \psi_1 \) is the ground state borrowed from [23, Exp. 4.4] and \( \psi_2 \) the excited state approximated in (a). As no reference values for the energies of the eigenstates are available, we will plot the residual bound (31), with ad-hoc selection \( C_I = 1 \), against the number of degrees of freedom.

(a) In Figure 6 (left), we see that the residual decays at an optimal rate of \( O( |T_N|^{-1/2} ) \). The probability density of the approximated eigenstate \( \psi_2 \), which is given by \( |\psi_2| \), is concentrated...
in the two wells in the upper part of the domain, see Figure 7 (left). This was properly resolved by the adaptive mesh refinements, see Figure 7 (right).

(b) The algorithm exhibits close to optimal convergence rate for the residual, see Figure 6 (right).

In contrast to before, there is also a small amplitude of $\psi_3$ in each of the two connected wells, see Figure 8 (left). This was well recognised by the adaptive algorithm as illustrated in Figure 8 (right).

4.3. Schrödinger’s equation with singular potential $V$. In our last example, we consider the potential $V(x) = (2|x|)^{-1}$ which features a severe point singularity at the origin $0 = (0,0)$, cp. [23] Exp. 4.3. Then, the corresponding functional is given by

$$E(u) = \frac{1}{4} \int_\Omega \left( |\nabla u|^2 + |x|^{-1} |u|^2 \right) \, dx,$$

with $\Omega := (-1/2, 1/2)^2$. As in the experiment before, we always choose the initial state $\psi_0^0 := P_\Omega^{\phi_0^m} \left( \tilde{\psi}_0^0 \right) \left\| P_\Omega^{\phi_0^m} \left( \tilde{\psi}_0^0 \right) \right\|_{L^2(\Omega)}^{-1}$, where $\tilde{\psi}_0^0 \in X_0$ is such that $\tilde{\psi}_0^0(x) = c$ for any node $x$ in the interior of the corresponding initial mesh $T_0$ for some constant $c > 0$. We run the Algorithm 2 three times in succession in order to approximate, based on one another, eigenstates $\psi_2$, $\psi_3$ and $\psi_4$. Figures 9–11 (left) indicate that the decay rate of the residual bound (31) in the Experiments 4.3 (a)–(c) is once more (close to) optimal. The corresponding eigenstates are displayed in Figures 9–11 (right). It seems that the approximated eigenstates $\psi_2$ and $\psi_3$ coincide up to rotation, compare Figure 9 (right) and 10 (right).
Figure 6. Experiment 4.2. Residual decay for the eigenstate approximation of $\psi_2$ (left) and $\psi_3$ (right), respectively.

Figure 7. Experiment 4.2 (a). Left: Approximated eigenstate $\psi_2$. Right: Adaptively refined mesh after 9 refinements.

Figure 8. Experiment 4.2 (b). Left: Approximated eigenstate $\psi_3$. Right: Adaptively refined mesh after 9 refinements.

5. Conclusion

In this work we demonstrated that the computational scheme from [23], with some minor modifications, does well apply for the numerical approximation of excited states of Schrödinger’s equation. The algorithm employs an adaptive interplay of gradient flow iterations and finite element discretisations, both of which rely on an energy minimisation. Even though the generated
sequence theoretically satisfies the orthogonality constraint in each step, a proper projection should be applied in praxis. The numerical tests illustrate that the adaptive algorithm exhibits either optimal or close to optimal convergence rates by properly resolving local features of the eigenstates.
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