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Abstract

Evidence-based or data-driven dynamic treatment regimes are essential for personalized medicine, which can benefit from offline reinforcement learning (RL). Although massive healthcare data are available across medical institutions, they are prohibited from sharing due to privacy constraints. Besides, heterogeneity exists in different sites. As a result, federated offline RL algorithms are necessary and promising to deal with the problems. In this paper, we propose a multi-site Markov decision process model that allows for both homogeneous and heterogeneous effects across sites. The proposed model makes the analysis of the site-level features possible. We design the first federated policy optimization algorithm for offline RL with sample complexity. The proposed algorithm is communication-efficient, which requires only a single round of communication interaction by exchanging summary statistics. We give a theoretical guarantee for the proposed algorithm, where the suboptimality for the learned policies is comparable to the rate as if data is not distributed. Extensive simulations demonstrate the effectiveness of the proposed algorithm. The method is applied to a sepsis dataset in multiple sites to illustrate its use in clinical settings.
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1 Introduction

The construction of evidence-based or data-driven dynamic treatment regimes (DTRs) (Murphy et al., 2001; Lavori and Dawson, 2004) is a central problem for personalized medicine. Reinforcement learning (RL) models, which often treat the observations by the episodic Markov decision process (MDP) (Sutton and Barto, 2018) have shown remarkable success for these applications. For instance, RL has been used for deciding optimal treatments and medication dosage in sepsis management (Raghu et al., 2017; Sonabend et al., 2020) and HIV therapy selection (Parbhoo et al., 2017).

However, many healthcare problems only allow for retrospective studies due to their offline nature (Lange et al., 2012). Exploring new policies/treatments on patients is subject to ethical, financial, and legal constraints due to their associated significant risks and costs. Hence, it is typically infeasible or impractical to collect data online for finding DTR. With increasingly available massive healthcare datasets such as the electronic health records (EHR) data (Johnson et al., 2016) and mobile health data (Xu et al., 2021), and due to the high risk of direct interventions on patients and the expensive cost of conducting clinical trials (Chakraborty and Murphy, 2014), offline RL is usually preferred for finding DTRs (Murphy, 2003; Robins, 2004; Chakraborty, 2013), whose objective is to learn an optimal policy based on existing datasets (Levine et al., 2020; Kidambi et al., 2020; Sonabend-W et al., 2023). For example, mobile health data are employed for controlling blood glucose levels in patients with type 1 diabetes (Luckett et al., 2020) and the diagnosis of depression (Xu et al., 2021) due to the increasing popularity of mobile devices (Free et al., 2013).

However, healthcare data is often distributed across different sites. For instance, the EHR data are always stored locally in different hospitals, and the mobile health data are recorded and stored in the users’ own mobile devices (Xu et al., 2021). Although the
aggregation of multi-site data can improve the quality of the models, for the protection of individual information (Agu et al., 2013; Cao et al., 2017), different medical institutions are often not allowed to share data (Hao et al., 2019), which hinders the direct aggregation of multi-site data (Duchi et al., 2014) and affects the model accuracy significantly (Li et al., 2019).

Besides, heterogeneity exists in different sites. For instance, patients are only given some specific drugs in a hospital due to the local suppliers, so models trained on a single site can mislead agents because of the limited actions. Similarly, doctors in the same hospital may follow a common treatment procedure, yielding insufficient exploration of the MDP. Thus, the trajectories in one hospital may distribute substantially differently from that induced by the optimal policy, which is known as distribution shift (Levine et al., 2020).

1.1 Overview of the Proposed Model and Algorithm

To resolve these challenges, in this paper, we propose a multi-site MDP model that allows heterogeneity among different sites to address previously discussed issues. Specifically, we consider the setting with $K$ sites generated from the episodic linear MDP (Puterman, 2014; Sutton and Barto, 2018) with the state space $S$, action space $A$ and horizon $H$ detailed in Section 2. We incorporate heterogeneity by allowing the transition kernel $\mathcal{P}^k = \{\mathbb{P}^k_h\}_{h=1}^H$ and the reward function $r^k = \{r^k_h\}_{h=1}^H$ to be different for the $K$ sites specified as follows:

$$\mathbb{P}^k_h(x_{h+1} \mid x_h, a_h) = \langle \phi_1(x_h, a_h), \mu^k_h(x_{h+1}) \rangle,$$

$$\mathbb{E}[r^k_h(x_h, a_h) \mid x_h, a_h] = \langle \phi_0(x_h, a_h), \theta^0_h \rangle + \langle \phi_1(x_h, a_h), \theta^k_h \rangle$$

for $k \in [K], h \in [H]$, where $x_h$ and $a_h$ are the state and action in the time $h$, respectively, $\mu^k_h$’s are unknown measures over $S$, and $\phi_0$ and $\phi_1$ are known feature maps. The feature maps can be thought of as the representation of relevant time-varying covariates. The
effects of $\phi_0(x_h, a_h)$, which includes site-level covariates such as the size of the healthcare system, are assumed to be common across sites; while the effects of $\phi_1(x_h, a_h)$ are site-specific and hence capture the cross-site heterogeneity. Although the linear MDP model assumes that the transition kernel and expected rewards are the linear functions of the feature maps, the maps themselves can be nonlinear.

The proposed model allows the analysis of site-level information, which is helpful and sometimes necessary to learn optimal policies for sequential clinical decision-making (Gottesman et al., 2018). For example, the hospital-level information, such as the number of intensive care units (ICU) and the ratio between doctors/nurses and patients, is related to the mortality of COVID-19 (Roomi et al., 2021). Due to patient and site heterogeneity, personalized treatment is needed, and the optimal treatments can vary significantly among care units (Zhang et al., 2020). It is thus important to incorporate site-level information into policy optimization. We account for potential differences in the transition probability (1) across various sites by the site-specific measure $\mu^k_h$. The reward function defined in (2) has two components. The first term $\langle \phi_0(x, a), \theta^0_h \rangle$ is homogeneous among the $K$ sites and can depend on the site-level features, while the second term $\langle \phi_1(x, a), \theta^k_h \rangle$ is heterogeneous for each site.

Under this model, we propose a two-step Federated Dynamic Treatment Regime algorithm (FDTR) illustrated in Figure 1 to estimate the model parameters and learn the optimal policy. First, the local dynamic treatment regime algorithm (LDTR) adapted from the pessimistic variant of the value iteration algorithm (PEVI) (Jin et al., 2021) is run at each site using its data only to learn the optimal policies and the corresponding value functions for each site. PEVI uses an uncertainty quantifier as the penalty function to eliminate spurious correlations from uninformative trajectories. Next, the summary statistics involv-
One approach to overcome such challenges is to train optimal DTR using data from multiple sites. To further mitigate data-sharing constraints, federated learning has been developed to enable co-training algorithms based on shared summary-level data, with significant advantages in privacy and data handling. 

**1.2 Related Work**

With single-source data, offline RL, such as Q-learning and PEVI, has been developed to estimate optimal DTR (Levine et al., 2020; Jin et al., 2021). Existing offline RL methods typically require strong assumptions on the collected data such as sufficient coverage (Fujimoto et al., 2019; Agarwal et al., 2020; Gulcehre et al., 2020), the ratio between the visitation measure of the target policy and behavior policies (Jiang and Li, 2016; Thomas and Brunskill, 2016; Zhang et al., 2020), or a similar ratio over the state-action space (Antos et al., 2008; Liu et al., 2019; Scherrer et al., 2015). However, these assumptions either tend to be violated in healthcare settings or are not verifiable.
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Figure 1: An illustration of FDTR.
icant success in various tasks including prediction (Min et al., 2019; Hard et al., 2018), and classification or clustering (Konečný et al., 2016; McMahan et al., 2017; Yang et al., 2019). Compared to stochastic gradient descent (SGD)-based algorithms (Rothchild et al., 2020), communication-efficient algorithms based on exchanging summary statistics are more practical for many healthcare problems since due to privacy concerns, only the summary-level data are ready for research and can be shared with researchers (Hong et al., 2021), while SGD-based algorithms still need to be performed based on patient-level data locally, which requires the researchers to have access to the patient-level data. Communication-efficient algorithms with statistical guarantees have been developed for parametric likelihood framework (Jordan et al., 2019; Battey et al., 2018; Duan et al., 2022) and the modern machine learning models (Wang et al., 2019; Elgabli et al., 2020).

In recent years, federated RL algorithms have also been proposed to co-train the underlying model overcoming data sharing constraints (Zhuo et al., 2019; Nadiger et al., 2019; Lim et al., 2020). However, these algorithms focus on the online RL setting, which prevents them from being used for finding DTRs; additionally, many of them lack theoretical guarantees. Until recently, several online algorithms have been proposed with guaranteed convergences (Fan et al., 2021; Chen et al., 2023; Xie and Song, 2023; Jadbabaie et al., 2022). Federated RL is also different from multi-agent RL (Chen et al., 2022; Zhang et al., 2019), which considers the interaction of several agents in a common environment as illustrated by Zhuo et al. (2019). Nevertheless, limited methods exist for federated offline RL. Under homogeneous settings where the underlying models are assumed to be identical across sites, one may train local DTRs within each site and obtain a combined estimate by averaging the local DTR estimates across sites. However, such an approach cannot accommodate cross-site heterogeneity. As far as we are aware, no existing methods can
perform co-training federated offline RL models in the presence of heterogeneity.

1.3 Our Contributions

To the best of our knowledge, FDTR is the first federated policy optimization algorithm for offline RL with sample complexity. Our primary innovation in the algorithm aspect is the multi-site MDP model, which takes site-level covariates into account to address heterogeneity and bias when performing federated learning. When site-level covariates are constant within each site, the PEVI algorithm cannot estimate site-level coefficients using single-site data. Although PEVI could be applied to pooled patient-level data from all sites, this approach is not permissible under privacy constraints. To overcome this issue, we have developed an efficient two-step algorithm for federated learning in the presence of privacy constraints, using only summary-level data.

Our second innovation lies in our theoretical contributions. We provide theoretical justification for FDTR, without the assumption of sufficient action coverage, a strong assumption which is often violated for clinical trials and observational healthcare data, due to the limited feasible treatments and sample size (Gottesman et al., 2018, 2019). Instead, we assume independence of the trajectories, a weaker assumption that is easier to be satisfied in reality within many disease contexts such as cancer and sepsis, as a standard simplification in theoretical development (Nachum et al., 2019; Xie et al., 2021; Xie and Jiang, 2021; Zhan et al., 2022). We provide an error rate for homogeneous coefficients that behaves as if all data were pooled together, which is particularly relevant for federated learning (Theorem 3). We offer an explicit rate (Corollary 1) under the well-explored dataset assumption further and extend the linear MDP to a nonparametric model (Theorem 4) to enhance the generalizability of the proposed method.
In the rest of the paper, we detail the multi-site MDP model in Section 2, present FDTR in Section 3, and show its theoretical property in Section 4. Simulations are conducted in Section 5.1 and a real data application is given in Section 5.2. Finally, discussions are shown in Section 6.

2 Multi-site MDP Model

We define \( \| \cdot \| \) as \( \ell_2 \)-norm, \( \| \cdot \|_{\text{op}} \) as operator norm. For vectors \( w, \theta \in \mathbb{R}^d \), \( \langle w, \theta \rangle = w^T \theta \).

For integer \( d \), \([d] = \{1, \ldots, d\} \). For matrix \( W \), \( W^+ \) is its Moore-Penrose inverse. \( I_d \) denotes the \( d \times d \) identity matrix. For symmetric matrices \( A, B \in \mathbb{R}^{d \times d} \), we say \( A \succeq B \) if \( A - B \) is positive semi-definite. For \( a, b \in \mathbb{R} \), \( \min\{a, b\}^+ = \max\{\min\{a, b\}, 0\} \). We use \( a_n = \tilde{O}(b_n) \) when \( a_n \) is bounded by \( b_n \) up to logarithmic factors.

In this section, we detail the multi-site MDP model. Given the \( k \)-th site for \( k \in [K] \), a dataset \( D_k = \{(x_{h}^{k,\tau}, a_{h}^{k,\tau}, r_{h}^{k,\tau})\}_{\tau,h=1}^{n_k,H} \) is collected a priori where at each step \( h \in [H] \) of each trajectory (e.g., patient) \( \tau \in [n_k] \), the experimenter (e.g., clinician) takes the action \( a_{h}^{k,\tau} \sim \pi_h^k(a|x_h^{k,\tau}) \) at the state \( x_h^{k,\tau} \), receives the reward \( r_{h}^{k,\tau} = r_h^k(x_h^{k,\tau}, a_h^{k,\tau}) \) satisfying (2), and observes the next state \( x_{h+1}^{k,\tau} \sim P_h^k(\cdot | x_h = x_h^{k,\tau}, a_h = a_h^{k,\tau}) \) satisfying (1). The feature maps \( \phi_0(x, a) \in \mathbb{R}^{d_0} \) and \( \phi_1(x, a) \in \mathbb{R}^{d_1} \) in (1) and (2) are pre-specified. To guarantee sample complexity and model identifiability, we assume no co-linearity between \( \phi_0(x, a) \) and \( \phi_1(x, a) \) (detailed in Remark 4). The transition probabilities only depend on features specified in \( \phi_1(x, a) \) and we let \( \phi_0(x, a) \) include site-level features and features with effects that are common across sites. For example, we can allow the age categories (e.g., children or adults) to have a common effect across sites, which are contained by \( \phi_0 \), while allowing for a small degree of heterogeneity by including linear age effects in \( \phi_1 \). All trajectories in \( D_k \) for \( k \in [K] \) are assumed to be independent. We impose no constraint on the behavior
policies $\pi^k_h$’s and allow them to vary across the $K$ sites. For any policy $\pi = \{\pi_h\}_{h=1}^H$, we define the (state-)value function $V_{k,\pi}^h : \mathcal{S} \rightarrow \mathbb{R}$ and the action-value function (Q-function) $Q_{k,\pi}^h : \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ for the $k$th site at each step $h \in [H]$ as

$$V_{k,\pi}^h(x) = \mathbb{E}_{k,\pi}[\sum_{t=h}^H r_t^k(x_t, a_t) \mid x_h = x],$$

$$(3)$$

$$Q_{k,\pi}^h(x, a) = \mathbb{E}_{k,\pi}[\sum_{t=h}^H r_t^k(x_t, a_t) \mid x_h = x, a_h = a].$$

$$(4)$$

Here the expectation $\mathbb{E}_{k,\pi}$ in (3) and (4) is taken with respect to the randomness of the trajectory induced by $\pi$, which is obtained by taking the action $a_t \sim \pi_t(\cdot \mid x_t)$ at the state $x_t$ and observing the next state $x_{t+1} \sim \mathbb{P}_t^k(\cdot \mid x_t, a_t)$ at each step $t \in [H]$. Meanwhile, we fix $x_h = x \in \mathcal{S}$ in (3) and $(x_h, a_h) = (x, a) \in \mathcal{S} \times \mathcal{A}$ in (4). Bellman equation implies

$$V_{k,\pi}^h(x) = \langle Q_{k,\pi}^h(x, \cdot), \pi_h(\cdot \mid x) \rangle_\mathcal{A},$$

$$Q_{k,\pi}^h(x, a) = (B_{k,\pi}^h V_{k,\pi})^h(x, a)$$

where $\langle \cdot, \cdot \rangle_\mathcal{A}$ is the inner product over $\mathcal{A}$, $B_{k,\pi}^h$ is the Bellman operator defined as $(B_{k,\pi}^h f)(x, a) = \mathbb{E}_k[r_h^k(x_h, a_h) + f(x_{h+1}) \mid x_h = x, a_h = a]$ for any function $f : \mathcal{S} \rightarrow \mathbb{R}$, with $\mathbb{E}_k$ taken with respect to the randomness of the reward $r_h^k(x_h, a_h)$ and next state $x_{h+1}$ where $x_{h+1} \sim \mathbb{P}_h^k(x_{h+1} \mid x_h, a_h)$. By (1) and (2), for any function $V$, there exists $\bar{\theta}_h^k \in \mathbb{R}^{d_1}$ such that

$$(B_{k,\pi}^h V)(x, a) = \langle \phi_0(x, a), \theta_0^h \rangle + \langle \phi_1(x, a), \bar{\theta}_h^k \rangle,$$

$$(5)$$

where $\bar{\theta}_h^k = \theta_0^h + \int_{x' \in \mathcal{S}} H_h^k(x') V(x') dx'$. Therefore, the coefficients $\theta_0^h$ and $\bar{\theta}_h^k$ can be estimated through linear regression if the values $(B_{k,\pi}^h V)(x, a)$ are known, which inspires us to derive the FDTR algorithm.

### 3 Federated Dynamic Treatment Regimes Algorithm

Suppose that we are treating the $k$th site. Inspired by (5), we notice the key step is to construct estimates $\hat{V}_h^k$ of $V_h^k$ and $\hat{B}_h^k \hat{V}_h^k$ of $B_{h+1}^k \hat{V}_h^k$ based on $\mathcal{D}_k$ and the summary statistics
of \( \{D_j\}_{j \neq k} \). As mentioned in Section 1, pessimism plays an important role in the control of suboptimality. Define \( D = \cup_{k=1}^K D_k \). Following the line of Jin et al. (2021), we achieve pessimism by the notion of multi-site confidence bound \( \Gamma_h^k \) as follows.

**Definition 1 (Multi-site confidence bound)** For the \( k \)th site, we say \( \{\Gamma_h^k : \mathcal{S} \times \mathcal{A} \to \mathbb{R}\}_{h=1}^H \) is a \( \xi \)-multi-site confidence bound of \( V = \{V_h\}_{h=1}^H \) with respect to \( \mathbb{P}_D \) if the event

\[
\mathcal{E}_h(V) = \{ |(\hat{\mathbb{E}}_h^k V_{h+1})(x, a) - (\mathbb{E}_h^k V_{h+1})(x, a)| \leq \Gamma_h^k(x, a) \text{ for all } (x, a) \in \mathcal{S} \times \mathcal{A}, h \in [H] \} \quad (6)
\]

satisfies \( \mathbb{P}_D(\mathcal{E}_h(V)) \geq 1-\xi \). Here the value functions \( V = \{V_h\}_{h=1}^H \) and \( \{\Gamma_h^k\}_{h=1}^H \) can depend on \( D \). Specifically, if both of them only depend on \( D_k \), then \( \mathbb{P}_D(\mathcal{E}_h(V)) = \mathbb{P}_{D_k}(\mathcal{E}_k(V)) \).

By definition, \( \Gamma_h^k \) quantifies the approximation error of \( \hat{\mathbb{E}}_h^k V_{h+1} \) for \( \mathbb{E}_h^k V_{h+1} \), which is important in eliminating the spurious correlation as discussed by Jin et al. (2021). Before we present the details of FDTR, we introduce the following notations for simplicity:

\[
\Phi_{j,h}^k = (\phi_j(x_h^{k,1}, a_h^{k,1}), \ldots, \phi_j(x_h^{k,n_h}, a_h^{k,n_h}))^T, j = 0, 1;
\]

\[
\Phi_h^k = (\phi_h(x_h^{k,1}, a_h^{k,1}), \ldots, \phi_h(x_h^{k,n_h}, a_h^{k,n_h}))^T, \Phi_h = (\Phi_h^1)^T, \ldots, (\Phi_h^K)^T)^T; \Lambda_h = \Phi_h^T \Phi_h; \quad (7)
\]

\[
Y_h^k(V) = (r_h^{k,1} + V(x_h^{k,1}) + \ldots, r_h^{k,n_h} + V(x_h^{k,n_h}))^T; \Lambda_h^k = (\Phi_{0,h}^k, \Phi_{1,h}^k)^T(\Phi_{0,h}^k, \Phi_{1,h}^k); \quad (7)
\]

where \( \phi_h(x, a) = (\phi_0(x, a)^T, \phi_1(x, a)^T, \ldots)^T \in \mathbb{R}^{d_N} \) with \( d_K = d_0 + d_1 K \), and \( V : \mathcal{S} \to \mathbb{R} \) is some value function. Besides, let \( \phi(x, a) = (\phi_0(x, a)^T, \phi_1(x, a)^T)^T \in \mathbb{R}^d \) where \( d = d_0 + d_1 \) and \( N = \sum_{k=1}^K n_h \). We define the empirical mean squared Bellman error:

\[
M_h^k(\theta^0, \theta^k | \hat{V}_{h+1}^k) = \|Y_h^k(\hat{V}_{h+1}^k) - \Phi_{0,h}^k \theta^0 - \Phi_{1,h}^k \theta^k\|^2 \text{ for } h \in [H], k \in [K]. \quad (8)
\]

If the individual-level information is shareable across the \( K \) sites, we can aggregate \( M_h^k(\theta^0, \theta^k | \hat{V}_{h+1}^k) \) to estimate \( \theta_h^0 \) and \( \theta_h^k \) for \( k \in [K] \) simultaneously. However, as we state above, it is usually not possible in reality due to privacy concerns. On the contrary, we assume that we have some preliminary estimators for the value functions \( \{\hat{V}_h\}_{k,h=1}^{K,H} \). Here we adopt the
Algorithm 1 Local Dynamic Treatment Regime (LDTR).

1: for site $k = 1, 2, \ldots, K$ do

2: Input: Dataset $\mathcal{D}_k = \{(x_{k,h}, \tau_{k,h}, \gamma_{k,h})\}_{\tau_{k,h}=1}^{n_{k,h}}$.

3: Set $\lambda = 1$, $\alpha_k = cdH\sqrt{\zeta_k}$, where $\zeta_k = \log(2dHn_k/\xi)$.

4: Initialization: set $\hat{V}_{H+1}^k(x) \leftarrow 0$.

5: for step $h = H, H-1, \ldots, 1$ do

6: Set $\Lambda_k^h$ as in (7) and $\hat{\theta}_h^k = (\Lambda_h^k + \lambda I_d)^{-1}(Y_h^k(\hat{V}_{h+1}^k)\Phi_{0,h}, Y_h^k(\hat{V}_{h+1}^k)\Phi_{1,h})^T$.

7: Set $\Gamma_h^k(\cdot, \cdot) \leftarrow \alpha_k\sqrt{\phi(\cdot, \cdot)^T(\Lambda_h^k + \lambda I_d)^{-1}\phi(\cdot, \cdot)}$.

8: Set $\hat{Q}_h^k(x, a) \leftarrow \min \{\phi(x, a)^T\hat{\theta}_h^k - \Gamma_h^k(x, a), H-h+1 \}^+.$

9: Set $\hat{\pi}_h^k(\cdot | \cdot) \leftarrow \arg \max_{\pi_h} \langle \hat{Q}_h^k(\cdot, \cdot), \pi_h(\cdot | \cdot) \rangle_{\mathcal{A}}$.

10: Set $\hat{V}_h^k(\cdot) \leftarrow \langle \hat{Q}_h^k(\cdot, \cdot), \hat{\pi}_h^k(\cdot | \cdot) \rangle_{\mathcal{A}}$.

11: Output: $\hat{\pi}_h^k = \{\hat{\pi}_h^k\}_{h=1}^{H}, \hat{V}_h^k = \{\hat{V}_h^k\}_{h=1}^{H}$.

PEVI of linear MDP algorithm in Jin et al. (2021) to obtain the preliminary estimators $\{\hat{V}_h^k\}_{k, h=1}^{K,H}$, which is summarized in Algorithm 1. We consider the objective function for $\theta = ((\theta^0)^T, (\theta^1)^T, \ldots, (\theta^K)^T)^T \in \mathbb{R}^{dK}$:

$$f_h^k(\theta \mid \hat{V}_h^k, \{\hat{V}_j^j\}_{j \neq k}) = \sum_{j \neq k} M_h^j(\theta^0, \theta^j \mid \hat{V}_{h+1}^j) + M_h^k(\theta^0, \theta^k \mid \hat{V}_{h+1}^k) + \lambda(||\theta_0||^2 + ||\theta_k||^2). \ (9)$$

For the $k$th site, we only need $\theta^0$ and $\theta^k$ to estimate the value functions. We do not impose the $\ell_2$ regularization on $\theta_j$ for $j \neq k$ for the simplicity of theoretical analysis, which can be revealed in the proof of Theorem 2. The objective function (9) has the explicit minimizer

$$\hat{\theta}_{h,k} = ((\hat{\theta}_h^0, \ldots, \hat{\theta}_h^K)^T)^T = (\Lambda_h + \mathbf{H}_{k,\lambda})^+ \{\sum_{j \neq k}(\Phi_h^j)^TY_h^j(\hat{V}_{h+1}^j) + (\Phi_h^K)^TY_h^K(\hat{V}_{h+1}^k)\}, \ (10)$$
where $H_{k,\lambda} = \text{diag}(\lambda_1d_0, 0_{d_1(k-1)}, \lambda_1d_1, 0_{d_1(K-k)})$. Let $P_{\Phi_{j_1,h}^1} = \Phi_{j_1,h}^1(\Phi_{j_1,h}^1)^T \in \mathbb{R}^{n_j \times n_j}$ be the projection matrix to the column space of $\Phi_{j_1,h}^1$. We define

$$
\Sigma_h^k = \Lambda_h^k + \lambda I_d + \left[ \sum_{j \neq k}^K \Phi_{0,h}^j (\Phi_{0,h}^j)^T (I_{n_j} - P_{\Phi_{j_1,h}^1}) \Phi_{0,h}^j \right] \in \mathbb{R}^{d \times d}.
$$

We then set $(\hat{\Sigma}_h^k \hat{V}_h^k)(x, a) = \phi^k(x, a)^T \hat{\theta}_{h,k} = \phi_0(x, a)^T \hat{\theta}_0 + \phi_1(x, a)^T \hat{\theta}_h^k$. Meanwhile, we construct $\Gamma_h^k$ based on $\mathcal{D}$ as

$$
\hat{\Gamma}_h^k(x, a) = \alpha \sqrt{\phi(x, a)^T (\Sigma_h^k)^{-1} \phi(x, a)}
$$

at each step $h \in [H]$. Here $\alpha > 0$ is a scaling parameter to be specified later according to the theoretical rate. In addition, we construct $\hat{V}_h^k$ based on $\mathcal{D}$ as

$$
\hat{Q}_h^k(x, a) = \min\{(\hat{\Sigma}_h^k \hat{V}_h^k)(x, a) - \hat{\Gamma}_h^k(x, a), H - h + 1\}^+, \\
\hat{V}_h^k(x) = \langle \hat{Q}_h^k(x, \cdot), \pi_h(\cdot \mid x) \rangle_{\mathcal{A}}, \quad \text{where} \quad \pi_h(\cdot \mid x) = \arg \max_{\pi_h} \langle \hat{Q}_h^k(x, \cdot), \pi_h(\cdot \mid x) \rangle_{\mathcal{A}}.
$$

Notice that the above procedures only require summary statistics from other sites. To be specific, only $(\Phi_{j_1,h}^1)^T \Phi_{j_1,h}^1$ and $(\Phi_{j_1,h}^1)^T \Phi_{j_1,h}^1 (\hat{V}_h^k (\hat{\Sigma}_h^k \hat{V}_h^k)^{-1})$, for $j \in [K]/\{k\}$ are required when we are treating the $k$th site. The FDTR algorithm is summarized in Algorithm 2. The communication cost is $O(Kd^2H)$ for getting the summary statistics from the other sites and the computational complexity is $O(Nd^2H + Kd^3H)$ for calculating the summary statistics and conducting $KH$ linear regressions. For the homogeneous parameter $\theta^0_h$, one may use the average estimators from the $K$ site defined as $\hat{\theta}_h^0 = \frac{1}{K} \sum_{k=1}^K \theta^0_{h,k}$ in practice, while the rate of $\hat{\theta}_h^0$ is the same as $\hat{\theta}_{h,k}$ for each $k$ as revealed by Corollaries 1 and 2.

**Remark 1** In comparison, using SGD for linear regression necessitates multiple communication rounds, each costing $O(dHK)$ due to gradient exchanges across $K$ sites for $H$ time points. While SGD demands $O(dH^2/\epsilon^2)$ iterations for an $\epsilon$-optimal solution in convex problems (Harold et al., 1997), leading to a total computational cost of $O(d^2H^3K/\epsilon^2)$ among
Algorithm 2 Federated Dynamic Treatment Regime (FDTR): for the kth site.

1: Input: Dataset \( \mathcal{D}_k = \{(x_h^k, a_h^k, r_h^k, \tau_h^k)\}_{\tau_h=1}^{n_h}\). The summary statistics from the other \( K-1 \) sites \( \{(\Phi_h^j)^\top \Phi_h^j, (\Phi_h^j)^\top Y_h^j(\bar{V}_{h+1})\}_{h=1}^K, \) for \( j \in [K]/\{k\} \).

2: Set \( \lambda = 1, \alpha = cdH\sqrt{\zeta}, \) where \( \zeta = \log(2dHN/\xi) \).

3: Initialization: set \( \hat{V}_H^k(x) \leftarrow 0 \).

4: for step \( h = H, H-1, \ldots, 1 \) do

5: \( \) Set \( ((\hat{\theta}_{h,k})^\top, (\hat{\theta}_{h,k})^\top) \) as in (10) and \( \hat{\Gamma}_h^k(\cdot, \cdot) \) as in (12).

6: \( \) Set \( \hat{Q}_h^k(\cdot, \cdot) \leftarrow \min \left\{ \phi(\cdot, \cdot)^\top ((\hat{\theta}_{h,k})^\top, (\hat{\theta}_{h,k})^\top) - \hat{\Gamma}_h^k(\cdot, \cdot), H-h+1 \right\}^+.

7: \( \) Set \( \hat{\pi}_h^k(\cdot | \cdot) \leftarrow \arg \max_{\pi_h} \langle \hat{Q}_h^k(\cdot, \cdot), \pi_h(\cdot | \cdot) \rangle_{\mathcal{A}}. \)

8: \( \) Set \( \hat{V}_h^k(\cdot) \leftarrow \langle \hat{Q}_h^k(\cdot, \cdot), \hat{\pi}_h^k(\cdot | \cdot) \rangle_{\mathcal{A}}. \)

9: Output: \( \hat{\pi}^k = \{\hat{\pi}_h^k\}_{h=1}^H. \)

sites, FDTR, assuming \( n_k > d \), is more time-efficient than SGD when \( \epsilon = o(H/\sqrt{n_k}) \), a frequent scenario in RL (Agarwal et al., 2021).

4 Theoretical Analysis

We now state the theoretical properties of FDTR. For the multi-site MDP \((\mathcal{S}, \mathcal{A}, H, \mathcal{P}^k, r^k)\), we use \( \pi^{k,*}, Q^{k,*}_h, \) and \( V^{k,*}_h \) to denote the optimal policy, Q-function, and value function for the kth site, respectively. We have \( V^{k,*}_{H+1} = 0 \) and the Bellman optimality equation \( V^{k,*}_h(x) = \max_{a \in \mathcal{A}} Q^{k,*}_h(x, a), Q^{k,*}_h(x, a) = (\mathbb{E}^h V^{k,*}_{h+1})(x, a). \) Meanwhile, the optimal policy \( \pi^{k,*} \) is specified by \( \pi^{k,*}_h(\cdot | x) = \arg \max_{\pi_h} \langle Q^{k,*}_h(x, \cdot), \pi_h(\cdot | x) \rangle_{\mathcal{A}} \) and \( V^{k,*}_h(x) = \langle Q^{k,*}_h(x, \cdot), \pi^{k,*}_h(\cdot | x) \rangle_{\mathcal{A}} \), where the maximum is taken over all functions mapping from \( \mathcal{S} \) to distributions over \( \mathcal{A} \).

We aim to learn a policy that maximizes the expected cumulative reward. Correspondingly, we define the performance metric at the kth site as \( \text{SubOpt}^k(\pi; x) = V^{k,*}_1(x) - V^k_{1,\pi}(x), \)
which is the suboptimality of the policy $\pi$ with regard to $\pi^{k,*}$ given the initial state $x_1 = x$.

We are presenting both data-dependent and explicit rate results. The data-dependent results are more adaptive to the concrete realization of the data and require fewer assumptions, while the explicit rate results are more straightforward to compare and give more insights into how the suboptimality and the estimators depend on $n_k$, $d$, and $K$. For technical simplicity, we assume that $\|\phi_0(x,a)\|^2 + \|\phi_1(x,a)\|^2 \leq 1$ for all $(x,a) \in S \times A$, $\|\theta_h\| \leq \sqrt{d_0}$, $\max_{k \in [K], h \in [H]} \{\|\mu_h(S)\|, \|\theta_h\|\} \leq \sqrt{d_1}$, which can be guaranteed after suitable normalization, where with abuse of notation, we define $\|\mu_h(S)\| = \int_S \|\mu_h(x)\| \, dx$.

Theorems 1 and 2 characterize the data-dependent suboptimality of Algorithms 1 and 2.

**Theorem 1 (Suboptimality of the Preliminary Estimators) In Algorithm 1, we set**

\[
\lambda = 1, \quad \alpha_k = cdH\sqrt{\zeta_k}, \text{ where } \zeta_k = \log(2dHn_k/\xi), \quad c > 0 \text{ is an absolute constant and } \xi \in (0,1) \text{ is the confidence parameter. Then } \{\tilde{\Gamma}_h^k\}_{h=1}^H \text{ in Algorithm 1 is a } \xi\text{-multi-site confidence bound of } \tilde{V}^k = \{\tilde{V}_h^k\}_{h=1}^H. \quad \text{For any } x \in S, \quad \tilde{\pi}^k = \{\tilde{\pi}_h^k\}_{h=1}^H \text{ in Algorithm 1 satisfies}
\]

\[
\text{SubOpt}^k(\tilde{\pi}^k; x) \leq 2\alpha_k \sum_{h=1}^H E_{k,\pi^{k,*}} \left[ \sqrt{\phi(x_h,a_h)^T (\Lambda_h^k + \lambda I_d)^{-1} \phi(x_h,a_h) \mid x_1 = x} \right] \text{ with probability at least } 1 - \xi, \text{ for any } k \in [K]. \quad \text{Here } E_{k,\pi^{k,*}} \text{ is taken with respect to the trajectory induced by } \pi^{k,*} \text{ in the underlying MDP given the fixed } \Lambda_h^k.
\]

**Theorem 2 (Suboptimality of FDTR) In Algorithm 2, we set**

\[
\lambda = 1, \quad \alpha = cdH\sqrt{\zeta}, \quad \text{where } \zeta = \log(2dHN/\xi). \quad (13)
\]

**Here } c > 0 \text{ is an absolute constant and } \xi \in (0,1) \text{ is the confidence parameter. Then } \{\tilde{\Gamma}_h^k\}_{h=1}^H \text{ specified in (12) is a } \xi\text{-multi-site confidence bound of } \tilde{V}^k = \{\tilde{V}_h^k\}_{h=1}^H \text{ in Algorithm 2. Besides, for any } x \in S, \text{ with probability at least } 1 - \xi, \text{ for any } k \in [K], \quad \tilde{\pi}^k = \{\tilde{\pi}_h^k\}_{h=1}^H \text{ in Algorithm 2 satisfies}
\]

\[
\text{SubOpt}^k(\tilde{\pi}^k; x) \leq 2\alpha \sum_{h=1}^H E_{k,\pi^{k,*}} \left[ \sqrt{\phi(x_h,a_h)^T (\Sigma_h^k)^{-1} \phi(x_h,a_h) \mid x_1 = x} \right]. \quad (14)
\]
Here $E_{k, \pi, \ast}$ is taken concerning the trajectory induced by $\pi^{k, \ast}$ in the underlying MDP given the fixed matrix $\Sigma_h^k$.

**Remark 2** The theoretical results of FDTR are structural, which means that even if the local estimator were to be altered from PEVI to another choice such as the standard value iteration algorithm (i.e., setting $\tilde{\Gamma}^k_h(x, a) = 0$ in Algorithm 1), analogous theoretical results for FDTR would still be applicable. Our examination of the proof of Theorem 2 elucidates that FDTR’s theoretical outcomes are maintained provided the initial estimates are encompassed within the function class delineated in (S2) of Supplementary S2.

By the definition of $\Sigma_h^k$ in (11), it is easy to show that $\Sigma_h^k \succeq \Lambda_h^k + \lambda I_d$, which implies that the right-hand side of (14) is finite irrespective of the behavior policy employed and $\phi(x_h, a_h)^T(\Sigma_h^k)^{-1}\phi(x_h, a_h) \leq \phi(x_h, a_h)^T(\Lambda_h^k + \lambda I_d)^{-1}\phi(x_h, a_h)$. Comparing Theorem 1 and Theorem 2, the scaling parameters $\alpha$ and $\alpha_k$ only have a difference in the logarithm term, while Theorem 2 has a sharper bound for the expected term, which is owing to the utilization of multi-site information.

**Theorem 3 (Estimation error for the homogeneous effects)** For $\alpha$ specified in Theorem 2, $\hat{\theta}_{h,k}^0$ satisfies $\|\hat{\theta}_{h,k}^0 - \theta_h^0\| \leq \alpha \|\Sigma_h^k\|^{-1/2}_{op}$ for any $k \in [K]$ with probability $1 - \xi$.

Recall that $\theta_h^0$ is not estimable when $\phi_0(x, a)$ is a constant vector for the trajectories in the same site (i.e., $\phi_0(x, a)$ only contains the site-level covariates), since $(\Phi_{0, h}^k)^T \Phi_{0, h}^k = n_k \phi_0(x_h^{k, \tau}, a_h^{k, \tau})\phi_0(x_h^{k, \tau}, a_h^{k, \tau})^T$ for $\tau \in [n_k]$ is a rank-one matrix. However, when we combine $K$ sites, if $K \geq d_0$, under mild conditions, $\sum_{k=1}^{K} (\Phi_{0, h}^k)^T \Phi_{0, h}^k$ will be a full rank matrix and $\theta_h^0$ can be estimated with theoretical guarantee, whose details will be given later.

The above theorems are data-dependent. To present the explicit rates related to the sample sizes $n_k, k \in [K]$, we need to impose more assumptions on the data generation.
mechanism. For notational simplicity, we define the following (uncentered) covariance matrices

\[
C_{ij,h}^k = \mathbb{E}_k[\phi_i(x_h,a_h)\phi_j(x_h,a_h)^T] \quad \text{and} \quad C_h^k = \mathbb{E}_k[\phi(x_h,a_h)\phi(x_h,a_h)^T],
\]

for \(i,j=0,1\), \(h \in [H]\), and \(k \in [K]\). By definition, \(C_{00,h}^k\) is the covariance of homogeneous features, \(C_{11,h}^k\) is the covariance of heterogeneous features and \(C_h^k\) is their joint covariance matrix. In what follows, we illustrate the necessity of FDTR by considering the setting where the data-collecting process well explores the state-action space. Recall that \(N = \sum_{k=1}^K n_k\) is the number of trajectories of all the sites. We have the following corollary.

**Corollary 1 (Suboptimality of FDTR with Well-Explored Dataset)** Assume that there exists an absolute constant \(b > 0\) such that \(C_h^k \geq bI_d\) for any \(h \in [H]\) and \(k \in [K]\) and \(\|\phi_0(x,a)\|^2 \leq d_0/d\) and \(\|\phi_1(x,a)\|^2 \leq d_1/d\). If we choose the tuning parameters as (13), it holds with probability at least \(1 - 2\xi\) that SubOpt\(^k\) \((\hat{\pi}^k; x)\) \(\leq 2\sqrt{2}\alpha H\sqrt{\frac{1}{bd}\left(\frac{d_0}{N} + \frac{d_1}{n_k}\right)}\) and \(\|\hat{\theta}_{h,k}^0 - \theta_{h,k}^0\| \leq \frac{\sqrt{2}\alpha}{\sqrt{N}b}\). Accordingly, we have \(\hat{\theta}_{h}^0 = \frac{1}{K} \sum_{k=1}^K \hat{\theta}_{h,k}^0\) satisfying \(\|\hat{\theta}_{h}^0 - \theta_{h}^0\| \leq \frac{\sqrt{2}\alpha}{\sqrt{N}b}\).

Remark 3 Under the well-coverage assumption in Corollary 1, we can get similar results for LDTR. Specifically, SubOpt\(^k\) \((\tilde{\pi}^k; x)\) \(\leq 2\sqrt{2}\alpha H\sqrt{\frac{1}{bd}\left(\frac{d_0}{n_k} + \frac{d_1}{n_k}\right)}\) and \(\|\tilde{\theta}_{h,k}^0 - \theta_{h,k}^0\| \leq \frac{\sqrt{2}\alpha}{\sqrt{n_k}b}\) with probability at least \(1 - 2\xi\), where \(\tilde{\theta}_{h,k}^0\) is the estimated preliminary homogeneous coefficient corresponding to the first \(d_0\) elements of \(\tilde{\theta}_{h,k}\) defined in line 6 of Algorithm 1.

Remark 4 Notice that \(\|\phi_0(x,a)\|^2 + \|\phi_1(x,a)\|^2 \leq 1\). The additional assumption that \(\|\phi_0(x,a)\|^2 \leq d_0/d\) and \(\|\phi_1(x,a)\|^2 \leq d_1/d\) implies that the norm is uniformly distributed among \(\phi_0\) and \(\phi_1\), which is only needed to obtain the explicit rate dependent on \(d_0, d_1\) and \(d\). Otherwise, the upper bound of SubOpt\(^k\) \((\tilde{\pi}^k; x)\) can be replaced by

\[
2\sqrt{2}\alpha H\sqrt{\|\phi_0(x,a)\|^2/(\|\phi(x,a)\|^2 bN) + \|\phi_1(x,a)\|^2/(\|\phi(x,a)\|^2 b_{n_k})}.
\]
Besides, the assumption that \( C_k \geq bI_d \) implies that \( \phi_0(x,a) \) and \( \phi_1(x,a) \) cannot be fully linear dependent, that is, a feature exists in both \( \phi_0 \) and \( \phi_1 \). Otherwise, \( C_k \) may not be full rank, violating the lower bounded eigenvalue assumption. However, the features in \( \phi_0 \) and \( \phi_1 \) can be correlated, as the age covariate example in Section 2.

The assumption that \( C_k \geq bI_d \) assumes that the dataset well explores the state and action space (Duan et al., 2020; Jin et al., 2021) in the sense that each direction in the feature space is well explored in the dataset \( D_k \). When considering the well-explored dataset, Corollary 1 shows that FDTR attains the suboptimality of order \( \tilde{O}(H^2d/\sqrt{d_0/(dN) + d_1/(dn_k)}) \), while the suboptimality of the preliminary estimator is \( \tilde{O}(H^2d/\sqrt{nk}) \) (Jin et al., 2021). So FDTR will have a tighter rate than LDTR when \( d_1 \ll d \). Thus, FDTR is more efficient than LDTR in eliminating the suboptimality arising from the site-level features. In specific, when \( d_1 = o(d/K) \), the suboptimality of FDTR is \( O(H^2d/\sqrt{1/N}) \) which achieves the desirable rate of \( N^{-1/2} \). Given our assumption of heterogeneity across the \( K \) sites as outlined in models (1) and (2), only the homogeneous component can be universally shared among sites, boasting an effective sample size of \( N = \sum_k n_k \). In contrast, the heterogeneous component maintains an effective sample size of \( n_k \), precisely mirroring the rate of \( \hat{\pi}^k \) as defined in Corollary 1. Besides, in Corollary 1, we further show that the statistical rate of the homogeneous parameter \( \theta^0_h \) is \( \tilde{O}(HdN^{-1/2}) \) even if \( d_1 \approx d \), which is better than the rate of LDTR with a factor of \( \sqrt{K} \). When \( H \) and \( d \) are fixed, it achieves the standard parametric rate \( O(N^{-1/2}) \) which performs like pooling all data together.

**Remark 5** Consider the setting where the dataset well explores the state-action space, which recovers the online setting after the exploration. For example, when \( d_0/d \approx 1 \) and \( d_1/d \approx 0 \), our setting recovers the homogeneity setting where the data of all the sites follow the same distribution. In such a setting, our sample complexity for achieving the \( \epsilon \)-optimal
solution is at the order of $O(1/\epsilon^2)$, which matches the rate of Fan et al. (2021). Given that our estimators reach these optimal rates (up to logarithmic factors), there is no statistical advantage to permitting multiple communication rounds.

However, the assumption that $C^k_h \succeq bI_d$ will be violated when \( \text{rank}(C^k_{00,h}) < d_0 \), which happens when $d_0 > 1$ and $\phi_0$ is constant in the same site. To this end, $\theta^0_h$ cannot be estimated by using the single site data only. However, $\theta^0_h$ can still be estimated by FDTR as shown by the following corollary.

**Corollary 2 (Suboptimality of FDTR with Homogeneous Covariates)** We assume that there exists an absolute constant $b > 0$ such that $C^k_{11,h} \succeq bI_d$ and

\[
\lambda_{\min}\left(\frac{1}{K} \sum_{k=1}^{K} C^k_{00,h}\right) \geq \max\{b, 2b^{-1}\|C^k_{10,h}\|^2\} \quad \forall k \in [K], h \in [H], \quad (16)
\]

and $\|\phi_0(x,a)\|^2 \leq d_0/d$ and $\|\phi_1(x,a)\|^2 \leq d_1/d$, $\forall (x,a) \in S \times A$. If we choose the tuning parameters as (13), it holds with probability at least $1 - 2\xi$ that $\text{SubOpt}^k(\hat{\pi}^k; x) \leq 2\sqrt{2}\alpha H \sqrt{\frac{1}{N_B} \left(\frac{d_0}{N} + \frac{d_1}{n_k}\right)}$ and $\|\hat{\theta}^0_{h,k} - \theta^0_h\| \leq \frac{\sqrt{\alpha}}{\sqrt{N_B}}$. Accordingly, we have $\|\hat{\theta}^0_h - \theta^0_h\| \leq \frac{\sqrt{\alpha}}{\sqrt{N_B}}$.

By imposing the assumption in (16), we get the same suboptimality and statistical rate as in Corollary 1. In particular, the assumption in (16) allows for $\text{rank}(C^k_{00,h}) < d_0$ for a single site $k$, which allows $\phi_0$ to be constant within each site. Recall that $C^k_h$ is the (uncentered) covariance between the homogeneous feature $\phi_0$ and the heterogeneous feature $\phi_1$. The inequality in (16) holds when such a correlation is relatively small. Besides, we require $\lambda_{\min}(K^{-1} \sum_{k=1}^{K} C^k_{00,h})$ to be relatively large, which holds when the space of site-level features is well-explored by the dataset $D$.

### 4.1 Extension to Non-parametric Estimation

Theorems 1 and 2 rely on the linear MDP assumption, which is restrictive in many real-world applications. However, FDTR is robust to model misspecified when the linear MDP...
structure is violated. As long as the discrepancy is not significant, FDTR still enjoys theoretical guarantees as shown in Supplementary S8. To further enhance the generalizability of FDTR, we extend it to non-parametric estimation. Specifically, instead of imposing the parametric assumptions (1) and (2) on the MDP, we consider using basis expansions with the number of basis functions growing with sample size to approximate the transition kernels and reward functions. Assume that $x_h = (x_{0h}^T, x_{1h}^T)^T$ where $x_{0h}$ is the homogeneous feature and $x_{1h}$ is the heterogeneous feature, and $x_{0h}, x_{1h}, a_h \in \mathbb{R}^{m_0}, \mathbb{R}^{m_1}, \mathbb{R}^{m_2}$, respectively, and let $m = m_0 + m_1 + m_2$. For simplicity, we assume that the homogeneous features in $\phi_0$ remain constant during the whole horizon, and $\mathcal{A}$ and $\mathcal{S}$ are bounded, which are common for many real-world applications. We also assume that $\mathbb{P}_{k}^k(x_{0(h+1)} \mid x_h, a_h)$ and $\mathbb{E}[r_k^k(x_h, a_h) \mid x_h = x, a_h = a]$ have qth order continuous and bounded derivative with respect to $x_{0(h+1)}, x_h$ and $a_h$. Let $\{\psi_{0s}(x_{0h}, a_h), s \in \mathbb{N}^+\}$ and $\{\psi_{1s}(x_{1h}, a_h), s \in \mathbb{N}^+\}$ be the basis functions of $(x_{0h}, a_h)$ and $(x_{1h}, a_h)$, respectively. By the property of multivariate basis expansion (Hastie et al., 2009), the basis functions of $(x_{1h}, a_h, x_{1(h+1)})$ can be represented by $\{\psi_{1s}(x_{1h}, a_h)\psi_{2t}(x_{1(h+1)}), s, t \in \mathbb{N}^+\}$, where $\{\psi_{2t}(x_{1(h+1)}), t \in \mathbb{N}^+\}$ are the basis functions of $x_{1(h+1)}$. We define $\phi_0(x_h, a_h) = (\psi_{01}(x_{0h}, a_h), \ldots, \psi_{0d_0}(x_{0h}, a_h))^T \in \mathbb{R}^{d_0}$ as the homogeneous basis vector with the number of bases $d_0$, $\phi_1(x_h, a_h) = (\psi_{11}(x_{1h}, a_h), \ldots, \psi_{1d_1}(x_{1h}, a_h))^T \in \mathbb{R}^{d_1}$ as the heterogeneous basis vector with the number of bases $d_1$ and $d = d_0 + d_1$. Examples of basis functions are B-splines or Fourier series basis terms. Then we can use the basis functions $\phi_0$ and $\phi_1$ to estimate the rewards and value functions. In addition, we define a new multi-site confidence bound as

$$
\Gamma_k^k(x, a) = (\alpha + \sqrt{N(H + 1)\eta}) \sqrt{\phi(x, a)^T(\Sigma_k^k)^{-1}\phi(x, a) + (H + 1)\eta},
$$

where $\alpha$ and $\eta$ are two tuning parameters.
Theorem 4 (Suboptimality of FDTR under Nonparametric Estimation) With the tuning parameters $\alpha$ set as (13) and $\eta = c_3 md^{-(q+1)/m}$ for some constant $c_3$. Then we have, for any $k \in [K]$ and for any $x \in S$, $\hat{\pi}^k = \{\hat{\pi}^k_h\}_{h=1}^H$ satisfies $\text{SubOpt}^k(\hat{\pi}^k; x) \leq CHN \frac{m}{\pi(m+q+1)} \sqrt{\zeta} \sum_{h=1}^H \mathbb{E}_{k,\pi^k,h} \left[ \sqrt{\phi(x_h, a_h)^T (\Sigma_h^{-1})^{-1} \phi(x_h, a_h)} \Big| x_1 = x \right] + CHN \frac{-(q+1)}{\pi(m+q+1)}$ with probability at least $1 - \xi$ for some constant $C$ dependent on $m$ and $q$.

Other basis functions can also be used such as multivariate trigonometric polynomials, with slightly different smoothness requirements for the transition kernel and rewards while yielding similar results. More discussion on the approximation property of these basis functions can be found in Schultz (1969). Under the same well-explored assumption as Corollary 1, we have the following corollary.

Corollary 3 Assume that there exists an absolute constant $b > 0$ such that $C h \geq b d$ for any $h \in [H]$ and $k \in [K]$ and $\|\phi_0(x, a)\|^2 \leq d_0/d$ and $\|\phi_1(x, a)\|^2 \leq d_1/d$. If we choose the tuning parameters as Theorem 4, it holds $\text{SubOpt}^k(\pi^k; x) \leq CHN \frac{m}{\pi(m+q+1)} \sqrt{\zeta} \sqrt{\frac{1}{bd} \left( \frac{d_0}{N} + \frac{d_1}{n_k} \right)} + CHN \frac{-(q+1)}{\pi(m+q+1)}$ with probability at least $1 - 2\xi$.

When $d_1 = o(d/K)$, Corollary 3 reveals that the suboptimality of FDTR is $\tilde{O}(HN \frac{-(q+1)}{\pi(m+q+1)})$.

When $q$ is large, indicating sufficiently smooth transition and reward functions, the term $\frac{-(q+1)}{2(m+q+1)}$ approximate $-\frac{1}{2}$. This suggests that the rate from Corollary 3 converges to the optimal rate of $N^{-1/2}$.

5 Experiments

5.1 Simulations

We perform extensive simulations to evaluate the performance of FDTR. In particular, we focus on how well the proposed methods work as we vary the dimension and cardinality.
of the state and action space, respectively, episode length, and the number of sites. We simulate the data according to the following linear MDP. We generate random vectors $\theta^0_h \in \mathbb{R}^{d_0}, \theta^k_h \in \mathbb{R}^{d_1}$ for $k \in [K]$ and matrix $\theta^\mu \in \mathbb{R}^{d_1 \times H}$ following element-wise Uniform(0, 1) distribution, which are then normalized to satisfy the assumptions in Section 4. We generate rewards using a Gaussian distribution centered at $\langle \phi_0(x, a), \theta^0_h \rangle + \langle \phi_1(x, a), \theta^k_h \rangle$ according to (2). Importance sampling is used to sample states from the state transitions density: given state action pair $(x, a)$ we draw the next state from a proposal distribution: $x' \sim q(\cdot|x, a)$ and re-weigh samples using $P^k_h(x'|x, a) / q(\cdot|x, a)$ with $P^k_h(x'|x, a) = \langle \phi_1(x, a), \mu^k_h(x') \rangle$, and we use column $h$ in $\theta^\mu$ as $\mu^k_h$. We clip state vectors and normalize rewards such that $x^{k, \tau}_h \in S, r^{k, \tau}_h \in [0, 1]$ for all $h \in [H], k \in [K], \tau \in [n]$. Finally, we use linear functions with an action-interaction term to represent the treatment effect for $\phi_0$ and $\phi_1$, specifically, $\phi_l(x_h, a_h) = (x_{lh}, a_h x_{lh})$ for $l = 0, 1$.

Based on the theoretical analysis presented in Theorems 1 and 2, we set the parameter $\lambda = 1$. The parameter $\xi$ defines the probabilities for the suboptimality to be valid and is assigned a value nearing one, specifically $\xi = .99$. The remaining hyper-parameter $c$ within $\alpha$ is determined using 5-fold cross-validation on the training data to optimize the estimated value functions across sites and trajectories, resulting in $c = .005$. We implement different benchmark methods for comparison. The first one is LDTR in Algorithm 1, which yields a policy $\pi^k = \{\tilde{\pi}^k_h\}_{h=1}^H$ for a fixed $k$. We then use the $K$ locally trained LDTRs to define LDTR (MV), which given a state, uses majority voting across the $K$ policies to select an action. We also train a $Q$-learning policy in a single hospital site. We use ordinary least squares to estimate the $Q$-functions, as these are linear on $\phi(x, a)$. There are three variations of this method. The first, $Q$-learn (1) uses a single $Q$-function for any time-step $h$ trained locally in each site. The second selects the most popular action among the $K$
locally trained $Q$ functions; we call this $Q$-learn (1-MV). The third one, $Q$-learn ($H$), is also locally trained $Q$-learning; however, this one uses a different function $Q_{h}(\cdot, \cdot)$ for each of the $H$ time steps.

Figure 2: Mean value function for FDTR and benchmarks trained on $K = 5$ sites for (2a), (2c) and $K = 10$ for (2b). We show the value function averaged over the $K$ sites for increasing sample size. Error bars show 95% CI. Finally, $(d, |A|, H)$ stands respectively for the dimension of state space, cardinality of action space, and episode length.

Figure 2 shows empirical results for the performance of FDTR, LDTR, and its majority voting version, and their $Q$-learning counterparts for different settings. It is clear that across settings, FDTR outperforms in terms of the mean value. These results are expected since FDTR efficiently aggregates data across sites to estimate the policy. As the state dimension becomes large all methods decrease in performance for any given sample size, this is natural as estimated parameters have larger standard errors. In these cases such as Figure (2c), FDTR still performs best relative to local and majority voting methods. It is worth noting that the larger sample size benefits FDTR in terms of better policy estimation and also decreases uncertainty in terms of its performance, as illustrated by the narrower standard errors. Additionally, FDTR can estimate coefficients at the hospital level, which other methods cannot do locally. Hospital-level covariate estimation allows FDTR to tailor
the policy to local hospital characteristics, translating into a better policy function.

5.2 FDTR for Sepsis treatment Across Intensive Care Units

We further illustrate the performance of FDTR in optimizing the treatment of sepsis, an acute and life-threatening condition in which the body reacts to infection improperly. Clinicians must determine fluid management strategies (actions) based on a patient’s clinical state including vital signs and lab tests (state) at different stages (time) (Rhodes et al., 2017). While survival is an important long-term reward to target, it is not a short-term parameter that can be tracked by physicians to adjust treatment strategies during hospitalization. We use an alternative reward based on serum lactate level which is an established marker for systemic tissue hypoperfusion that reflects cellular dysfunction in sepsis and is predictive of sepsis mortality (Lee and An, 2016; Ryoo et al., 2018). We identify optimal fluid management strategies for sepsis patients using longitudinal serum lactate levels as short-term rewards based on the MIMIC-IV EHR data (Johnson et al., 2020; Raghu et al., 2017).

Using publicly available SQL queries\(^1\), we extracted MIMIC-IV sepsis cohort which consists of data from 9 different care units with 25,568 patient trajectories (episodes) (Sonabend et al., 2020). The site-level covariates include an indicator for whether the care unit is not an ICU (noICU) and the patient flow (Flow) defined as the total duration of all patients at each care unit (normalized by the total duration of all patients at all care units), which characterizes the size of the care unit. Patient-level covariates include measurements of weight, temperature, systolic blood pressure, hemoglobin, and potassium levels. We use the feature maps $\phi_l(x_h, a_h) = (x_{lh}, a_h x_{lh}, a_h^2 x_{lh})$ for $l = 0, 1$ to incorporate

\(^1\)https://github.com/yugangjia/Team-Sepsis/blob/main/Sepsis_cohort.sql
the second order action-interaction effect, yielding a state-space dimension of 21. Each time step consists of a four-hour interval, and trajectories consist of $H = 5$ time steps. The reward is proportionately inverse to the lactic acid level, which is a clinical index measuring the severity of Sepsis (Lee and An, 2016), and we transform it to be between 0 and 1. The action space corresponds to the dosage median for intravenous fluids yielding three different actions. We use a step-importance sampling estimator (Thomas and Brunskill, 2016; Gottesman et al., 2018) for the value function, which we use to compare methods. We use a 50%-50% split at each care unit for training and test data, respectively. We train all methods described in Section 5.1 and evaluate them at each unit. The hyperparameters are chosen the same way as Section 5.1. Figure (3a) shows the value function estimate averaged over test sets. Estimates are computed for all methods along with the 95% confidence interval. FDTR performs significantly better than the rest of the methods. This is because FDTR aggregates information across care units and can estimate site-specific effects, which yields a superior policy function. As a sensitivity analysis, we have further fit a more complex model including non-linear bases and shown that including non-linear effects does not improve the value function, in part due to the bias-variance trade-off with limited sample size. The details and results are given in Supplementary S9.

Finally, we show the homogeneous coefficients estimated by FDTR averaged over all care units in Figure (3b). First, we observe that all of the estimated coefficients are positive. For example, the positive coefficients related to the variable “Flow” show that patients in larger care units (with a higher patient flow) might experience better outcomes, given the same treatment action. This could be due to factors such as the availability of resources, staffing levels, or specific expertise present in larger care units that may contribute to the more effective initial management of sepsis (Rudd et al., 2018). Furthermore, coefficients
of site-level covariates tend to decrease over time. The trend implies that the influence of site-level covariates on treatment decisions decreases as the treatment progresses. This is expected because treatment decisions at later steps are more likely to be driven by patient-specific factors, such as their response to previous treatments and evolving clinical conditions, rather than site-level factors (Zhang et al., 2020).

In conclusion, the clinical interpretation of the FDTR results for sepsis management underscores the importance of understanding the influence of care unit characteristics and treatment actions on patient outcomes. This knowledge can help healthcare providers make more informed decisions and tailor their treatment strategies for better patient care.

6 Discussion

The current implementation of FDTR allows users to specify features with common effects across sites and features with site-specific effects. It is also plausible to allow for more data-adaptive co-training by imposing shrinkage estimation on the learned site-specific parameters, following strategies similar to the heterogeneity-aware federated regression
methods (Duan et al., 2022). We show the sample complexity of FDTR comparable to the homogeneous case under our model and it is interesting to find if the sample complexity involving shrinkage estimation will have similar results.

An interesting extension to our method would be to equip FDTR with doubly robust (DR) models. For example, if we additionally model the treatment propensity observed in the data, a DR version of FDTR could potentially achieve suboptimality even if the linear MDP assumption is incorrect. Another extension is to develop communication-efficient FDTR algorithms for more general models, which warrants future exploration.
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Supplementary Material to
Federated Offline Reinforcement Learning

S1 Proof of Theorem 1

Algorithm 1 is the adoption of Algorithm 2 of \cref{algorithm:offline}. to the linear MDP model, and thus
Theorem 1 follows straightforwardly from Theorem 4.4 of \cref{algorithm:offline}.

S2 Proof of Theorem 2

For the kth site and any function $f : S \to \mathbb{R}$, we define the transition operator as

$$(\mathbb{P}_h^k f)(x, a) = \mathbb{E}_h[f(x_{h+1}) \mid x_h = x, a_h = a].$$

By (5), we know that there exists $\theta_h = ((\theta_h^0)^\top, (\theta_h^1)^\top, \ldots, (\theta_h^K)^\top)^\top \in \mathbb{R}^{dK}$ such that $\mathbb{P}_h^k \mathbb{V}_{h+1} = \phi^k(x, a)^\top \theta_h$ and $\mathbb{P}_h^j \mathbb{V}_{h+1} = \phi^j(x, a)^\top \theta_h$, for $j \in [K] \setminus \{k\}$. To simplify the notation, denote $Y_h \in \mathbb{R}^N$ as the concatenation of $Y_h^k(\mathbb{V}_{h+1})$ and $Y_h^j(\mathbb{V}_{h+1})$ for $j \in [K] \setminus \{k\}$. Now we upper bound the difference between $\mathbb{P}_h^k \mathbb{V}_{h+1}$ and $\mathbb{P}_h^k \mathbb{V}_{h+1}$. For all $h \in [H]$ and all $(x, a) \in S \times \mathcal{A}$, we have

$$(\mathbb{P}_h^k \mathbb{V}_{h+1})(x, a) - (\mathbb{P}_h^k \mathbb{V}_{h+1})(x, a) = \phi^k(x, a)^\top (\theta_h - \hat{\theta}_h,k)$$

$$= \phi^k(x, a)^\top \theta_h - \phi^k(x, a)^\top (\Lambda_h + \mathbb{H}_{k,\lambda}) + \mathbb{P}_h^k \mathbb{V}_{h+1}.$$

Thus, by triangle inequality, we have

$$| (\mathbb{P}_h^k \mathbb{V}_{h+1})(x, a) - (\mathbb{P}_h^k \mathbb{V}_{h+1})(x, a) | \leq |(i)| + |(ii)|.$$

In the sequel, we bound term (i) and term (ii) separately. Since $\mathbb{V}_{h+1} \in [0, H - 1]$, by Lemma S.2, we have $\|\theta_h^0\|^2 + \|\theta_h^k\|^2 \leq H^2 d$. By direct computation, we bound term (i) by

$$| (i) | = \| \phi^k(x, a)^\top (\theta_h - (\Lambda_h + H_{k,\lambda})^\top (\Lambda_h + H_{k,\lambda} - \mathbb{H}_{k,\lambda}) \theta_h) \|$$

$$= \| \phi^k(x, a)^\top (\Lambda_h + H_{k,\lambda})^\top H_{k,\lambda} \theta_h | = \lambda \| \phi(x, a)^\top (\Sigma_h^k)^{-1} (\theta_h^0)^\top, (\theta_h^k)^\top \|^\top$$

$$\leq \lambda \| (\theta_h^0)^\top, (\theta_h^k)^\top \| (\Sigma_h^k)^{-1} \| \phi(x, a) \| (\Sigma_h^k)^{-1} \leq H \sqrt{\alpha} \lambda \| \phi(x, a) \| (\Sigma_h^k)^{-1} \| \phi(x, a) \|.$$

Here the third equality comes from the matrix block-wise inverse formula, the first inequality comes from Cauchy-Schwarz inequality, and the last inequality follows from the fact that

$$\| ((\theta_h^0)^\top, (\theta_h^k)^\top) \| (\Sigma_h^k)^{-1} \| ((\theta_h^0)^\top, (\theta_h^k)^\top) \| \leq H \sqrt{\alpha}.$$

It remains to bound term (ii). To simplify the notation, for any $j \in [K], h \in [H]$ and $\tau \in [n_j]$, and any value function $V : S \to [0, H]$, we define

$$\epsilon_h^j(\tau)(V) = \tau^h + V(x_h^\tau) - (\mathbb{P}_h^j V)(x_h^\tau, a_h^\tau); \epsilon_h^j(\tau) = (\epsilon_h^1(\tau), \ldots, \epsilon_h^n_j(\tau))$$

$$\epsilon_h^j(V) = (\epsilon_h^1(V), \ldots, \epsilon_h^n_j(V))$$

$$1$$
and $\epsilon_h = (((\epsilon_1^h)^T, \ldots, (\epsilon_K^h)^T)^T$, where $\epsilon^j_h = (\epsilon^{j,1}_h (\tilde{V}^j_{h+1}), \ldots, \epsilon^{j,n_j}_h (\tilde{V}^j_{h+1}))^T$ for $j \in [K]\{k\}$, and $\epsilon^k_h = (\epsilon^{k,1}_h (\tilde{V}^k_{h+1}), \ldots, \epsilon^{k,n_k}_h (\tilde{V}^k_{h+1}))^T$. Using such a notation, we bound term (ii) using Cauchy-Schwarz inequality as

$$|\text{(ii)}| = |\phi^k(x, a)^T(\Lambda_h + H_{k,\Sigma})^+ \Phi^T_h \epsilon_h|$$

$$= |\phi(x, a)^T(\Sigma_h)^{-1}\left[(\Phi^T_{0,h})^T \epsilon_h^k - \sum_{j \neq k}^{K}(\Phi^T_{j,h})^T (I_{n_j} - P_{\Phi^T_h}) \epsilon^j_h\right]|$$

$$\leq \left\|\left[(\Phi^T_{0,h})^T \epsilon_h^k - \sum_{j \neq k}^{K}(\Phi^T_{j,h})^T (I_{n_j} - P_{\Phi^T_h}) \epsilon^j_h\right]\right\| \sqrt{\phi(x, a)^T(\Sigma_k)^{-1} \phi(x, a)}.$$

In the sequel, we upper bound term (iii) via concentration inequalities. An obstacle is that $\hat{V}^k_{h+1}$ and $\tilde{V}^j_{h+1}$, $j \neq k$ depends on $\{(x_{\tau,1}^j, a_{\tau,1}^j)^{j,\tau}\}_{j,\tau=1}^{K,n_j}$, as it is constructed based on the dataset $D$. To this end, we resort to uniform concentration inequalities to upper bound

$$\sup_{V^j \in V_{h+1}(R,B,\lambda), j \in [K]} \left\|\left[(\Phi^T_{0,h})^T \epsilon_h^k (V^k) - \sum_{j \neq k}^{K}(\Phi^T_{j,h})^T (I_{n_j} - P_{\Phi^T_h}) \epsilon^j_h (V^j)\right]\right\|$$

$$f(V^j)_{j \in [K]}$$

for each $h \in [H]$, where it holds that $\hat{V}^k_{h+1}, \tilde{V}^j_{h+1}$, $j \neq k \in V_{h+1}(R,B,\lambda)$. Here for all $h \in [H]$, we define the function class

$$V_h(R, B, \lambda) = \{V_h(x; \theta, \alpha, \Sigma) : \mathcal{S} \rightarrow [0, H] \text{ with } \|\theta\| \leq R, \alpha \in [0, B], \Sigma \succeq \lambda I_d\}$$

(S2)

where $V_h(x; \theta, \alpha, \Sigma) = \max_{a \in A} \left\{\min \{\phi(x, a)^T \theta - \alpha \sqrt{\phi(x, a)^T \Sigma^{-1} \phi(x, a)} + H - h + 1\}^+\right\}$. Notice that we use the feature map $\phi \in \mathbb{R}^d$ rather than $\phi^k \in \mathbb{R}^{d_K}$.

For all $\epsilon > 0$ and all $h \in [H]$, let $\mathcal{N}_h(\epsilon; R, B, \lambda)$ be the minimal $\epsilon$-cover of $V_h(R, B, \lambda)$ with respect to the supremum norm. In other words, for any function $V \in V_h(R, B, \lambda)$, there exists a function $V^+ \in \mathcal{N}_h(\epsilon; R, B, \lambda)$ such that

$$\sup_{x \in \mathcal{S}} |V(x) - V^+(x)| \leq \epsilon.$$

Meanwhile, among all $\epsilon$-covers of $V_h(R, B, \lambda)$ defined by such a property, we choose $\mathcal{N}_h(\epsilon; R, B, \lambda)$ as the one with the minimal cardinality.

Recall the construction of $\hat{V}^k_{h}$ in the Algorithm 1, and $\alpha_j \leq \alpha$ for $j \in [K]$ and $j \neq k$.

By Lemma S.2, we have $\|((\Theta^{k}_h)^T, (\Theta^{k}_h)^T)^T\| \leq H \sqrt{N/\lambda}$ and $\|\theta^k_h\| \leq H \sqrt{n_j/\lambda}$. Hence, for all $h \in [H]$, we have

$$\hat{V}^k_{h+1}, \tilde{V}^j_{h+1} \in V_{h+1}(R_0, B_0, \lambda), \quad \text{where } R_0 = H \sqrt{N/\lambda}, \text{ and } B_0 = 2\alpha.$$

Here $\lambda > 0$ is the regularization parameter and $\alpha > 0$ is the scaling parameter, which are specified in Algorithm 2. For notational simplicity, we use $\mathcal{V}_{h+1}$ and $\mathcal{N}_{h+1}(\epsilon)$ to denote $V_{h+1}(R_0, B_0, \lambda)$ and $\mathcal{N}_{h+1}(\epsilon; R_0, B_0, \lambda)$, respectively. As it holds that $\hat{V}^k_{h+1}, \tilde{V}^j_{h+1}, j \neq k \in$...
\( V_{h+1} \) and \( N_{h+1}(\epsilon) \) is an \( \epsilon \)-cover of \( V_{h+1} \), there exists functions \( V_{j}^{\dagger} \in N_{h+1}(\epsilon), j \in [K] \) such that 
\[
\sup_{x \in S} |V_{h+1}^{k}(x) - V_{h+1}^{k}(x)| \leq \epsilon; \sup_{x \in S} |\hat{V}_{h+1}^{j}(x) - V_{h+1}^{j}(x)| \leq \epsilon, j \in [K]/\{k\}.
\]
Hence, given \( V_{j}^{\dagger}, j \in [K] \) and \( \hat{V}_{h+1}^{k}, \hat{V}_{h+1}^{j}, j \in [K]/\{k\} \), the monotonicity of conditional expectations implies 
\[
\left| \left( \mathbb{P}_{h}^{k} V_{h+1}^{k}(x, a) - \mathbb{P}_{h}^{k} \hat{V}_{h+1}^{k}(x, a) \right) \right| = \left| \mathbb{E} \left[ V_{h+1}^{k}(x_{h+1}) - \hat{V}_{h+1}^{k}(x_{h+1}) \mid x_{h} = x, a_{h} = a \right] \right| \leq \epsilon, \forall (x, a) \in S \times A, \forall h \in [H]
\]
(S3)

Here the conditional expectation is induced by the transition kernel \( \mathbb{P}_{h}^{k}(\cdot \mid x, a) \). Similarly we have 
\[
\left| \left( \mathbb{P}_{h}^{j} V_{h+1}^{j}(x, a) - \mathbb{P}_{h}^{j} \hat{V}_{h+1}^{j}(x, a) \right) \right| \leq \epsilon, j \in [K]/\{k\}.
\]
Combining (S3) and the definition of the Bellman operator \( B \) in (5), we have 
\[
\left| \left( \mathbb{B}_{h}^{k} V_{h+1}^{k}(x, a) - \mathbb{B}_{h}^{k} \hat{V}_{h+1}^{k}(x, a) \right) \right| \leq \epsilon, \forall (x, a) \in S \times A, \forall h \in [H]
\]
and similarly 
\[
\left| \left( \mathbb{B}_{h}^{j} V_{h+1}^{j}(x, a) - \mathbb{B}_{h}^{j} \hat{V}_{h+1}^{j}(x, a) \right) \right| \leq \epsilon, \forall (x, a) \in S \times A, \forall h \in [H], j \in [K]/\{k\}.
\]
As a result, we have 
\[
|\epsilon_{h}^{k, \tau}(\hat{V}_{h+1}^{k}) - \epsilon_{h}^{k, \tau}(V_{h+1}^{k})| \leq 2\epsilon, \forall \tau \in [n_{h}]; \epsilon_{h}^{j, \tau}(\hat{V}_{h+1}^{j}) - \epsilon_{h}^{j, \tau}(V_{h+1}^{j})| \leq 2\epsilon, \forall j \in [K]/\{k\}, \forall \tau \in [n_{j}]
\]
for all \( h \in [H] \).

Also, recall the definition of term (iii). By the Cauchy-Schwarz inequality, for any two vectors \( a, b \in \mathbb{R}^{d} \) and any positive definite matrix \( \Lambda \in \mathbb{R}^{d \times d} \), it holds that \( \|a + b\|_{\Lambda}^{2} \leq 2\|a\|_{\Lambda}^{2} + 2\|b\|_{\Lambda}^{2} \). Hence, for all \( h \in [H] \), we have 
\[
|\text{(iii)}|^{2} \leq 2 \left[ \left( \Phi_{0, h}^{k} \right)^{\top} \epsilon_{h}^{k}(V_{h+1}^{k}) - \sum_{j \neq k}^{K} \left( \Phi_{0, h}^{j} \right)^{\top} \left( I_{n_{j}} - P_{\Phi_{1, h}^{j}} \right) \epsilon_{h}^{j}(V_{h+1}^{j}) \right]^{2} \right|_{(\Sigma_{h}^{k})^{-1}}^{f((V_{h+1}^{j}))} + 2 \left[ \left( \Phi_{0, h}^{k} \right)^{\top} \epsilon_{h}^{k}(V_{h+1}^{k}) - \epsilon_{h}^{k} \right]^{2} \left|_{(\Sigma_{h}^{k})^{-1}}^{A} \right.
\]
(S4)

The second term \( A \) on the right-hand side of (S4) is upper bounded by 
\[
A \leq 2 \left\| \left( \Sigma_{h}^{k} \right)^{-1/2} \left( \begin{array}{cccc} \Phi_{0, h}^{1} & \ldots & \Phi_{0, h}^{K} \\ 0 & \ldots & 0 \end{array} \right) \left( \begin{array}{c} \epsilon_{h}^{1}(V_{h+1}^{1}) - \epsilon_{h}^{1} \\ \vdots \\ \epsilon_{h}^{K}(V_{h+1}^{K}) - \epsilon_{h}^{K} \end{array} \right) \right\|^{2} \sum_{j=1}^{K} \left\| \epsilon_{h}^{j}(V_{h+1}^{j}) - \epsilon_{h}^{j} \right\|^{2}
\]
(S5)
\[
\leq 8N\epsilon^{2}.
\]

3
We then bound \( f(\{V^j\}_{j \in [K]}) \) via uniform concentration inequalities. Applying Lemma S.3 and the union bound, for any fixed \( h \in [H] \), we have
\[
\mathbb{P}_D \left( \sup_{V^j \in \mathcal{N}_{h+1}(e), j \in [K]} f(\{V^j\}_{j \in [K]}) \leq H^2 \left( 2 \log(1/\delta) + d \log(1 + N/\lambda) \right) \right)
\leq \delta |\mathcal{N}_{h+1}(e)|.
\]
For all \( \xi \in (0, 1) \) and all \( \epsilon > 0 \), we set \( \delta = \xi/(H|\mathcal{N}_{h+1}(e)|) \). Hence, for any fixed \( h \in [H] \), it holds that
\[
|\mathbb{E}_{x,a} \left[ \left( \mathcal{B}_h^{\epsilon \hat{V}_k} \right) (x,a) - \left( \hat{\mathcal{B}}_h^{\epsilon \hat{V}_k} \right) (x,a) \right]| \leq \alpha \sqrt{\phi(x,a)^T \Sigma_h^{-1} \phi(x,a)} = \Gamma_h(x,a),
\]
and that we have (S6) holds for all \( h \). When \( \epsilon = 1 \), we have
\[
N_{\hat{V}_{h+1}}(e; R_0, B_0, \lambda, j \in [K]/\{k\},
\]
where \( R_0 = H \sqrt{N/\lambda}, B_0 = 2\alpha, \lambda = 1, \alpha = cdH \sqrt{\zeta} \). Here \( c > 0 \) is an absolute constant, \( \xi \in (0, 1) \) is the confidence parameter, and \( \zeta = \log(2dHN/\xi) \) is specified in Algorithm 2. Recall that \( \mathcal{N}_{h+1}(e) = \mathcal{N}_{h+1}(e; R_0, B_0, \lambda) \) is the minimal \( \epsilon \)-cover of \( \mathcal{V}_{h+1} = \mathcal{V}_{h+1}(R_0, B_0, \lambda) \) with respect to the supremum norm. Applying Lemma S.5 with \( \epsilon = H \sqrt{d/\sqrt{N}}, \alpha = cdH \sqrt{\zeta} \), and \( \lambda = 1 \), we have
\[
\log |\mathcal{N}_h(e; R_0, B_0, \lambda)| \leq d \log(1 + 4R_0/\epsilon) + d^2 \log \left( 1 + 8d^{1/2}B_0^2/ (\epsilon^2 \lambda) \right)
= d \log(1 + 4H \sqrt{N/\lambda}/\epsilon) + d^2 \log \left( 1 + 8d^{1/2}4\beta^2/ (\epsilon^2 \lambda) \right)
\leq d \log(1 + 4N/\sqrt{\lambda d}) + d^2 \log \left( 1 + 32d^{1/2}2\beta^2N/ (dH^2 \lambda) \right)
= d \log(1 + 4N/\sqrt{\lambda d}) + d^2 \log(1+32d^{1/2}2^2\zeta N/\lambda)
= d \log(1 + 4N/\sqrt{d}) + d^2 \log(1 + 32d^{1/2}2^2\zeta N)
\leq 2d^2 \log(1 + 32d^{1/2}2^2\zeta N) \leq 2d^2 \log(64c^2d^{1/2}N \zeta),
\]
which implies that
\[
2H^2 \left( 2 \log(H|\mathcal{N}_{h+1}(e)|/\xi) + d \log(1 + N/\lambda) \right) + 8Ne^2
\leq 2H^2 \left( 2 \log(H/\xi) + 4d^2 \log(64c^2d^{1/2}N \zeta) + d \log(1 + N) \right) + 8H^2 d
\leq 2H^2 \left( 2\zeta + 4d^2 \log(64c^2) + 8d^2 \zeta + d \zeta + 4d \right)
\leq d^2 H^2 \zeta \left( 18(1 + 1/d) + 8 \log(64c^2) \right) \leq d^2 H^2 c^2 \zeta/4
\]
when \( c \geq 1 \) sufficiently large. We then have \( |(iii)| \leq \alpha/2 \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)} \). In addition, \( H \sqrt{d/\lambda} \leq \alpha/2 \), we have
\[
| (\mathbb{B}_h^k \hat{V}_{h+1}^k)(x,a) - (\hat{\mathbb{B}}_h^k \hat{V}_{h+1}^k)(x,a) | \leq 2\sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)} = \Gamma_h(x,a),
\]
which finishes the proof.

**S3  Proof of Theorem 3**

At first, we can show that the explicit expression for $\hat{\theta}_{h,k}$ and $\tilde{\theta}_{h,k}$ is

$$(\hat{\theta}_{h,k}^{\top}, \tilde{\theta}_{h,k}^{\top}) = (\Sigma_h^{-1})^{-1} \left( \sum_{j \neq k}^{K} (Y_h^j (\tilde{V}_h^j) (I_n - P_{\Phi_{1,h}^j}) \Phi_{0,h}^j + (Y_h^k (\tilde{V}_h^k) \Phi_{0,h}^k, (Y_h^k (\tilde{V}_h^k)) \Phi_{1,h}^k) \right).$$

The minimizer (10) satisfies the following conditions

$$\frac{\partial f_h}{\partial \theta^j} = -2(\Phi_{1,h}^j)^\top (Y_h^j (\tilde{V}_h^j) - \Phi_{0,h}^j \theta^j - \Phi_{1,h}^j \hat{\theta}^j) = 0_d, j \neq k,$n

$$\frac{\partial f_h}{\partial \theta^k} = -2(\Phi_{1,h}^k)^\top (Y_h^k (\tilde{V}_h^k) - \Phi_{0,h}^k \theta^k - \Phi_{1,h}^k \hat{\theta}^k) + 2\lambda \theta^k = 0_d,$n

$$\frac{\partial f_h}{\partial \theta^0} = -2 \sum_{j=1}^{K} (\Phi_{0,h}^j)^\top (Y_h^j (\tilde{V}_h^j) - \Phi_{0,h}^j \theta^j - \Phi_{1,h}^j \hat{\theta}^j) + 2\lambda \theta^0 = 0_d.$n

We then have

$$\hat{\theta}_h^j = ((\Phi_{1,h}^j)^\top \Phi_{1,h}^j + \lambda I_d)^{-1} (\Phi_{1,h}^j)^\top (Y_h^j (\tilde{V}_h^j) - \Phi_{0,h}^j \hat{\theta}^j)$$

$$\hat{\theta}_h^k = ((\Phi_{1,h}^k)^\top \Phi_{1,h}^k + \lambda I_d)^{-1} (\Phi_{1,h}^k)^\top (Y_h^k (\tilde{V}_h^k) - \Phi_{0,h}^k \hat{\theta}^k)$$

$$\hat{\theta}_h^0 = \sum_{j=1}^{K} (\Phi_{0,h}^j)^\top (\Phi_{0,h}^j + \lambda I_d) \hat{\theta}_h^j = \left( \sum_{j \neq k}^{K} (\Phi_{0,h}^j)^\top (Y_h^j (\tilde{V}_h^j) - \Phi_{0,h}^j \hat{\theta}_h^j) + (\Phi_{0,h}^j)^\top (Y_h^k (\tilde{V}_h^k) - \Phi_{0,h}^k \hat{\theta}_h^k) \right),$$

which further implies that

$$((\Phi_{1,h}^k)^\top \Phi_{1,h}^k + \lambda I_d) \hat{\theta}_h^k = (\Phi_{0,h}^k)^\top Y_h^k (\tilde{V}_h^k) - (\Phi_{1,h}^k)^\top \Phi_{0,h}^k \hat{\theta}_h^0$$

$$= \sum_{j \neq k}^{K} (\Phi_{0,h}^j)^\top (I_n - P_{\Phi_{1,h}^j}) \Phi_{0,h}^j + (\Phi_{0,h}^j)^\top \Phi_{1,h}^j \hat{\theta}_h^j$$

$$= (\Phi_{0,h}^j)^\top (I_n - P_{\Phi_{1,h}^j}) \Phi_{0,h}^j + (\Phi_{0,h}^j)^\top \Phi_{1,h}^j \hat{\theta}_h^j$$

$$= (\Phi_{1,h}^k)^\top \Phi_{1,h}^k \hat{\theta}_h^k + ((\Phi_{1,h}^k)^\top \Phi_{1,h}^k + \lambda I_d) \hat{\theta}_h^k = (\Phi_{1,h}^k)^\top Y_h^k (\tilde{V}_h^k).$$

As a result,

$$((\Phi_{0,h}^j)^\top (I_n - P_{\Phi_{1,h}^j}) \Phi_{0,h}^j + (\Phi_{0,h}^j)^\top \Phi_{1,h}^j + \lambda I_d) \hat{\theta}_h^j$$

$$= \sum_{j \neq k}^{K} (\Phi_{0,h}^j)^\top (I_n - P_{\Phi_{1,h}^j}) \Phi_{0,h}^j + (\Phi_{0,h}^j)^\top \Phi_{1,h}^j \hat{\theta}_h^j$$

$$= (\Phi_{0,h}^j)^\top \Phi_{1,h}^k \hat{\theta}_h^k + ((\Phi_{1,h}^k)^\top \Phi_{1,h}^k + \lambda I_d) \hat{\theta}_h^k = (\Phi_{1,h}^k)^\top Y_h^k (\tilde{V}_h^k).$$

We then get (S7) by rewriting the two equations into the matrix formula. By the proof of Theorem 2, we have

$$((\theta^0_{h,k})^{\top}, (\theta^k_{h,k})^{\top})^{\top} = \lambda (\Sigma_h^{-1})^{-1} ((\theta^0_{h,k})^{\top}, (\theta^k_{h,k})^{\top})^{\top}$$

$$+ (\Sigma_h^{-1})^{-1} \left[ (\Phi_{0,h}^j)^\top \epsilon_h^{k,j} - \sum_{j \neq k}^{K} (\Phi_{0,h}^j)^\top (I_n - P_{\Phi_{1,h}^j}) \epsilon_h^{k,j} \right].$$
Following the proof of Theorem 2, we can easily get
\[
\|((\theta_{h,k}^0)^T, \theta_{h,k}^0)^T - ((\theta_{h,k}^0)^T, \theta_{h,k}^0)^T\| \leq \alpha\|\Sigma_h\|^{-1/2},
\]
which implies that \(\|\theta_{h,k}^0 - \theta_{h,k}^0\| \leq \alpha\|\Sigma_h\|^{-1/2}\).

## S4 Proof of Corollary 1

Following from Theorem 2, it holds that
\[
\text{SubOpt}^k(\tilde{\pi}_k; x) \leq 2\alpha \sum_{h=1}^H \mathbb{E}_{k,x} \left[ \sqrt{\phi(x_h, a_h)^T (\Sigma_h^{-1}) \phi(x_h, a_h)} \mid x_1 = x \right].
\]
(S8)

Thus, it suffices to upper bound the right-hand side of (S8). By Lemma S.6, when \(n_k\) is sufficiently large, it holds for any \(k \in [K], h \in [H]\) that
\[
\left\| n_k^{-1} \Lambda_h^k - \mathbb{E}_k [\phi(x_h, a_h)\phi(x_h, a_h)^T] \right\| \leq b/2
\]
with probability at least \(1 - \xi\). It then holds for any \(k \in [K], h \in [H]\) that
\[
\lambda_{\min}(\Lambda_h^k) \geq bn_k/2
\]
(S9)

with probability at least \(1 - \xi\). In what follows, we conditioned on the event defined in (S9). By the definition of \(\Lambda_h^j\) in (7), we notice that the matrix \((\Phi_{0,h}^j)^T(\Pi_j - P_{\Phi_{1,h}^j})\Phi_{0,h}^j\) is the Schur complement of \((\Phi_{0,h}^j)^T\Phi_{0,h}^j\) in \(\Lambda_h^j\). Thus, following from (S9), we have that
\[
\lambda_{\min}\left((\Phi_{0,h}^j)^T(\Pi_j - P_{\Phi_{1,h}^j})\Phi_{0,h}^j\right) \geq n_j b/2.
\]

Thus, by the definition of \(\Sigma_h^k\) in (11), we have that
\[
\Sigma_h^k = \Lambda_h^k + \lambda I_d + \left[ \sum_{j \neq k}^{K} (\Phi_{0,h}^j)^T(\Pi_j - P_{\Phi_{1,h}^j})\Phi_{0,h}^j \right]_{d_0 \times d_1}
\]
\[
\geq \begin{bmatrix} (\lambda + Nb/2)I_{d_0} & 0_{d_0 \times d_1} \\ 0_{d_1 \times d_0} & (\lambda + n_k b/2)I_{d_1} \end{bmatrix},
\]
which further implies that
\[
(\Sigma_h^k)^{-1} \leq \begin{bmatrix} (\lambda + Nb/2)^{-1}I_{d_0} & 0_{d_0 \times d_1} \\ 0_{d_1 \times d_0} & (\lambda + n_k b/2)^{-1}I_{d_1} \end{bmatrix},
\]
which further implies that
\[
\phi(x_h, a_h)^T(\Sigma_h^k)^{-1}\phi(x_h, a_h) \leq \frac{\|\phi_0(x_h, a_h)\|^2}{\lambda + Nb/2} + \frac{\|\phi_1(x_h, a_h)\|^2}{\lambda + n_k b/2}
\]
\[
\leq \frac{\lambda + Nb/2}{d_0/d} + \frac{\lambda + n_k b/2}{d_1/d}.
\]
Combining with (S8), we have with probability at least $1 - 2\xi$ that

$$\text{SubOpt}^k(\hat{\pi}^k; x) \leq 2\alpha \sum_{h=1}^{H} \mathbb{E}_{k, \pi^k} \left[ (\varphi(x_h, a_h) (\Sigma_h)^{-1} \phi(x_h, a_h))^{1/2} | x_1 = x \right] \leq 2\alpha H \sqrt{(\lambda + Nb/2)^{-1} d_0/d + (\lambda + n_k b/2)^{-1} d_1/d},$$

which proves the first part of Corollary 1.

We then show the upper bound of $\|\hat{\theta}_0 - \theta_0\|$. Define $A = (\Phi_{0,h}^k)\tau \Phi_{0,h}^k + \sum_{j \neq k}^{K} (\Phi_{0,h}^j)\tau (I_n - P_{\Phi_{i,h}^j}) \Phi_{0,h}^j + \lambda I_{d_0}$, $B = (\Phi_{0,h}^k)\tau \Phi_{1,h}^k$ and $D = (\Phi_{1,h}^k)\tau \Phi_{1,h}^k + \lambda I_{d_1}$. By the inverse of the partitioned matrix, we then have

$$(\Sigma_h)^{-1} = \begin{bmatrix} A^{-1} - A^{-1}B(D - B'A^{-1}B)^{-1}B'A^{-1} & -A^{-1}B(D - B'A^{-1}B)^{-1} \\ -(D - B'A^{-1}B)^{-1}B'A^{-1} & (D - B'A^{-1}B)^{-1} \end{bmatrix}.$$

Let $C = D - B'A^{-1}B$. We then have

$$\lambda_{\min}(C) \geq \lambda_{\min}(D) - \|B\|^2 \|A^{-1}\| \geq \frac{bn_k}{2} - \frac{n_k^2(1 + b/2)^2}{\lambda + Nb/2} \geq \frac{bn_k}{4}$$

for $K$ sufficiently large. By the proof of Theorem 3, we have

$$\hat{\theta}_{0,h} - \theta_0 = \alpha \left( (A^{-1} - A^{-1}BC^{-1}B'TA^{-1}) \theta_0^0 - A^{-1}BC^{-1} \theta_0^k \right)$$

$$+ (A^{-1/2} - A^{-1/2}BC^{-1}B'TA^{-1/2}) \lambda_{\min}(D)\tau \epsilon_h - \sum_{j \neq k}^{K} (\Phi_{0,h}^j)\tau (I_n - P_{\Phi_{i,h}^j}) \epsilon_h^j$$

$$+ A^{-1}BC^{-1}D^{1/2}D^{-1/2}(\Phi_{1,h}^k)\tau \epsilon_h^k.$$

By following the proof of Theorem 2, it is not hard to show that

$$\|\hat{\theta}_{0,h} - \theta_0\| \leq \frac{\alpha}{\lambda + Nb/2} \left( (1 + 4n_k^2(1 + b/2)^2) \sqrt{d_0} + \frac{4n_k(1 + b/2)}{bn_k} \sqrt{d_1} \right) + \frac{\alpha}{3 \sqrt{\lambda + Nb/2}} \left( (1 + 4n_k^2(1 + b/2)^2) + \frac{4n_k(1 + b/2)\sqrt{\lambda + bn_k}}{bn_k} \right),$$

$$\leq \frac{\alpha}{\sqrt{\lambda + Nb/2}} \leq \frac{\sqrt{2} \alpha}{\sqrt{Nb}}$$

when $N$ is sufficiently large. Finally,

$$\|\hat{\theta}_0 - \theta_0\| \leq \frac{1}{K} \sum_{k=1}^{K} \|\hat{\theta}_{0,h} - \theta_0\| \leq \max_{k \in [K]} \|\hat{\theta}_{0,h} - \theta_0\| \leq \frac{\sqrt{2} \alpha}{\sqrt{Nb}},$$

which finishes the proof.
S5 Proof of Corollary 2

We have that
\[
\lambda_{\min}(\sum_{j \neq k}(C_{0,0,h}^j - C_{0,1,h}^j(C_{1,1,h}^j)^{-1}C_{1,0,h}^j)) \geq \lambda_{\min}(\sum_{j \neq k}C_{0,0,h}^j) - \sum_{j \neq k}\lambda_{\max}(C_{0,1,h}^j(C_{1,1,h}^j)^{-1}C_{1,0,h}^j)
\]
\[
\geq (K - 1)b/2.
\]

Then, similar to the proof of Corollary 1, we complete the proof of Corollary 2.

S6 Proof of Theorem 4

Here we define another basis functions
\[
\phi_2(x_{1(h+1)}) = (\psi_{21}(x_{1(h+1)}), \ldots, \psi_{2d_2}(x_{1(h+1)}))^T \in \mathbb{R}^{d_2}
\]
with the number of bases \(d_2\) and \(\phi_3(x_h, a_h, x_{1(h+1)}) = \text{Vec}(\phi_1(x_h, a_h)\phi_2(x_{1(h+1)}))^T \in \mathbb{R}^{d_3}\), where \(d_3 = d_1d_2\) and the function \(\text{Vec}(\cdot)\) vectorizes a matrix by concatenating its rows. By Theorem 5.2 (iv) of ?, there exists \(\theta_h^k \in \mathbb{R}^{d_2}, \theta_h \in \mathbb{R}^{d_1}\) and \(\mu_h^k \in \mathbb{R}^{d_1 \times d_2}\) such that
\[
\|P_h^k(x_{1(h+1)} \mid x_h, a_h) - \langle \phi_3(x_h, a_h, x_{1(h+1)}), \text{Vec}(\mu_h^k) \rangle \| \leq \eta, \quad \text{S10}
\]
\[
\|E[\tau_h^k(x_h, a_h) \mid x_h, a_h] - \langle \phi_0(x_h, a_h), \theta_h^0 \rangle - \langle \phi_1(x_h, a_h), \theta_h^k \rangle \| \leq \eta, \quad \text{S11}
\]
\[
\forall (x_{0(h+1)}, x_{1(h+1)})^T \in \mathcal{S}, x_h \in \mathcal{S}, a_h \in \mathcal{A}, \eta \text{ satisfying } \eta \leq C_gmd_{(q+1)/m} \text{ for some constant } C_g \text{ dependent on } q.
\]
By the boundedness of \(\mathcal{S}\), we have
\[
\|P_h^k(\cdot \mid x_h, a_h) - \langle \phi_3(x_h, a_h, \cdot), \text{Vec}(\mu_h^k) \rangle \|_{TV} \leq C\eta, \forall (x_h, a_h) \in \mathcal{S} \times \mathcal{A} \quad \text{S12}
\]
for some constant \(C\) dependent on the measure of \(\mathcal{S}\), where \(\| \cdot \|_{TV}\) is the total variation distance. Since we only consider the rate of \(\eta\), for simplicity, we assume \(C = 1\) (otherwise, \(C\) can be absorbed into \(C_g\)).

By Lemma 3.1 of ?, we have
\[
\text{SubOpt}^k(\pi^k_h; x) = -\sum_{h=1}^H \mathbb{E}_{k,\pi^k} [\ell_h^k(x_h, a_h) \mid x_1 = x] + \sum_{h=1}^H \mathbb{E}_{k,\pi^k,\ast} [\ell_h^k(x_h, a_h) \mid x_1 = x]
\]
\[
\text{(A): Spurious Correlation}
\]
\[
+ \sum_{h=1}^H \mathbb{E}_{k,\pi^k,\ast} \left[ (\tilde{Q}_h^k(x_h, \cdot), \pi_h^{k,\ast}(\cdot \mid x_h) - \tilde{\pi}_h^k(\cdot \mid x_h))_A \mid x_1 = x \right],
\]
\[
\text{(B): Intrinsic Uncertainty}
\]
\[
\text{(C): Optimization Error}
\]
where \(\ell_h^k(x, a) = (\mathbb{E}_h^k)_{\tilde{Q}_h^k} (x, a) - \tilde{Q}_h^k(x, a)\). By the definition of \(\tilde{\pi}_h^k\), we have (C) \(\leq 0\). We will show
\[
0 \leq \ell_h^k(x, a) \leq 2\Gamma_h^k(x, a)
\]
\[
\text{(S13)}
\]
with probability at least \(1 - \xi\), which yields
\[
\text{SubOpt}^k(\pi^k_h; x) \leq 2\sum_{h=1}^H \mathbb{E}_{k,\pi^k,\ast} [\Gamma_h^k(x_h, a_h) \mid x_1 = x].
\]
Before proving (S13), we bound \(|(\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) - (\hat{\mathbb{B}}_h^k \hat{V}_{h+1}^k)(x,a)|\) first. By definition, for \(k \in [K]\), we have
\[
(\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) = \mathbb{E}_h[r^k_h(x,a_h) + \hat{V}_{h+1}^k(x_{h+1}) | x_h = x, a_h = a]
\]
\[
= \mathbb{E}_h[r^k_h(x_h,a_h) | x_h = x, a_h = a] + \int_{x' \in S} \hat{V}_{h+1}^k(x' | x_h = x, a_h = a) dx'
\]
\[
= \langle \phi_0(x,a), \theta_0^h \rangle + \langle \phi_1(x,a), \tilde{\theta}_h^k \rangle + e_h^k(x,a),
\]
where \(\tilde{\theta}_h^k = \theta_h^k + \int_{x_1(h+1)} \mu^k_h \phi_2(x_1(h+1)) \hat{V}_{h+1}^k((x_0^{0,h}), x_1^{n(h+1)}) dx_{1(h+1)}\) and \(e_h^k(x,a)\) satisfies
\[
|e^k_h(x,a)| \leq \left| (\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) - \langle \phi_0(x,a), \theta_0^h \rangle - \langle \phi_1(x,a), \tilde{\theta}_h^k \rangle \right|
\]
\[
\leq |r^k_h(x_h,a_h) | x_h = x, a_h = a | - \langle \phi_0(x,a), \theta_0^h \rangle - \langle \phi_1(x,a), \tilde{\theta}_h^k \rangle |
\]
\[
+ \int_{x' \in S} \hat{V}_{h+1}^k(x' | x_h = x, a_h = a) dx' - \langle \phi_1(x,a), \tilde{\theta}_h^k - \theta_h^k \rangle |
\]
\[
\leq \eta + \max_{x' \in S} \hat{V}_{h+1}^k(x') || \mathbb{P}^k_h \cdot | x_h = x, a_h = a | - \langle \phi_3(x_h,a_h, \cdot), \text{Vec}(\mu^k_h) \rangle ||_{TV}
\]
\[
\leq (H + 1) \eta,
\]
by (S10) and (S12), and the fact that \(\hat{V}_{h+1}^k(x) \leq H\). As a result, we know that there exists \(\theta_h = ((\theta_0^h)^T, (\tilde{\theta}_h^k)^T, \ldots, (\tilde{\theta}_h^K)^T)^T \in \mathbb{R}^{dK}\) such that \((\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) = \phi^k(x,a)^T \theta_h + e_h^k(x,a)\) and \((\hat{\mathbb{B}}_h^k \hat{V}_{h+1}^k) = \phi^j(x,a)^T \theta_h + e^j_h(x,a), for j \in [K]/\{k\}\). Now we bound the difference between \(\mathbb{B}^k_h \hat{V}_{h+1}^k\) and \(\hat{\mathbb{B}}^k_h \hat{V}_{h+1}^k\). Define \(Y_h \in \mathbb{R}^N\) the same as Section 2. For all \(h \in [H]\) and all \((x,a) \in S \times \mathcal{X}\), we have
\[
(\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) - (\hat{\mathbb{B}}_h^k \hat{V}_{h+1}^k)(x,a) = \phi^k(x,a)^T (\theta_h - \tilde{\theta}_{h,k}) + e_h^k(x,a)
\]
\[
= \phi^k(x,a)^T \theta_h - \phi^k(x,a)^T (\Lambda_h + \mathbb{H}_{h,k}) \Phi_h^T Y_h + e_h^k(x,a)
\]
\[
= \phi^k(x,a)^T \theta_h - \phi^k(x,a)^T (\Lambda_h + \mathbb{H}_{h,k}) \Phi_h^T \Phi_h \theta_h
\]
\[
- \phi^k(x,a)^T (\Lambda_h + \mathbb{H}_{h,k}) \Phi_h^T (Y_h - \mathbb{E} Y_h) - \phi^k(x,a)^T (\Lambda_h + \mathbb{H}_{h,k}) \Phi_h^T (\mathbb{E} Y_h - \Phi_h \theta_h) + e_h^k(x,a),
\]
Thus, by triangle inequality, we have
\[
|(\mathbb{B}^k_h \hat{V}_{h+1}^k)(x,a) - (\hat{\mathbb{B}}_h^k \hat{V}_{h+1}^k)(x,a)| \leq |(iv)| + |(v)| + |(vi)| + |e_h^k(x,a)|.
\]
Similar to the proof of Theorem 2, we can show \(|(iv)| \leq H \sqrt{d/\lambda} \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)} \leq \alpha/2 \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)}\) and \(|(v)| \leq \alpha/2 \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)}\) with probability at least \(1 - \xi\). Denote \(u_h^k = \mathbb{E} Y_h^k \hat{V}_{h+1}^k - \Phi_h \theta_h\) and \(u_h^j = \mathbb{E} Y_h^j \hat{V}_{h+1}^j - \Phi_h \theta_h\) for \(j \in [K]/\{k\}\). We then bound \(|(vi)|\) as follows:
\[
\phi^k(x,a)^T (\Lambda_h + \mathbb{H}_{h,k}) \Phi_h^T (\mathbb{E} Y_h - \Phi_h \theta_h)
\]
\[
= \phi(x,a)^T (\Sigma_h^k)^{-1} \left[ (\Phi_{0,h})^T u_h^k - \sum_{j \neq k}^{K} (\Phi_{0,h})^T (\mathbb{I}_n - \mathbb{P}_{\phi_{1,h}^j}) u_h^j \right]
\]
\[
\leq \sqrt{\sum_{j=1}^{K} ||u_h^j||^2 \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)}} \leq \sqrt{N(H + 1) \eta \sqrt{\phi(x,a)^T (\Sigma_h^k)^{-1} \phi(x,a)}}
\]
Combining with (S14), we have
\[
\left| (B^k_{h} V^k_{h+1})(x, a) - (\hat{B}^k_{h} V^k_{h+1})(x, a) \right|
\leq (\alpha + \sqrt{N}(H + 1)\eta)\sqrt{\phi(x,a)^{T}(\Sigma^k_{h})^{-1}\phi(x,a)} + (H + 1)\eta = \Gamma^k_{h}(x,a).
\] (S15)

We now prove (S13). Recall the construction of $\hat{Q}^k_{h}$ in Line 6 of Algorithm 2. For all $h \in [H]$ and all $(x, a) \in S \times A$, if $(B^k_{h} V^k_{h+1})(x, a) - \Gamma^k_{h}(x,a) < 0$, we have
\[
\hat{Q}^k_{h}(x,a) = \min \left\{ (B^k_{h} V^k_{h+1})(x, a) - \Gamma^k_{h}(x,a), H - h + 1 \right\} = 0
\]
and $\iota^k_{h}(x, a) = (B^k_{h} V^k_{h+1})(x, a) - \hat{Q}^k_{h}(x,a) = (B^k_{h} V^k_{h+1})(x, a) \geq 0$ due to the non-negativity of $r^k_{h}$ and $\hat{V}^k_{h}$. Otherwise, we have $\hat{Q}^k_{h}(x,a) \leq (B^k_{h} V^k_{h+1})(x, a) - \hat{r}^k_{h}(x,a)$, which yields
\[
\iota^k_{h}(x, a) = (B^k_{h} V^k_{h+1})(x, a) - \hat{Q}^k_{h}(x,a) \geq (B^k_{h} V^k_{h+1})(x, a) - (\hat{B}^k_{h} V^k_{h+1})(x, a) + \hat{r}^k_{h}(x,a)
= (B^k_{h} V^k_{h+1})(x, a) - (\hat{B}^k_{h} V^k_{h+1})(x, a) + \hat{r}^k_{h}(x,a) \geq 0,
\]
where the last inequality comes from (S15). We then show the upper bound of $\iota^k_{h}(x, a)$. By (S15) and the fact $r^k_{h} \in [0,1]$ and $\hat{V}^k_{h} \in [0,H-h]$, we have
\[
(B^k_{h} V^k_{h+1})(x, a) - \Gamma^k_{h}(x,a) \leq (B^k_{h} V^k_{h+1})(x, a) \leq H - h + 1,
\]
which implies
\[
\hat{Q}^k_{h}(x,a) = \min \left\{ (B^k_{h} V^k_{h+1})(x, a) - \Gamma^k_{h}(x,a), H - h + 1 \right\} \geq (B^k_{h} V^k_{h+1})(x, a) - \Gamma^k_{h}(x,a)
\]
and
\[
\iota^k_{h}(x, a) = (B^k_{h} V^k_{h+1})(x, a) - \hat{Q}^k_{h}(x,a) \leq (B^k_{h} V^k_{h+1})(x, a) - (B^k_{h} V^k_{h+1})(x, a) + \Gamma^k_{h}(x,a) \leq 2\Gamma^k_{h}(x,a),
\]
which arrives the upper bound of $\iota^k_{h}(x, a)$. Finally, we need to decide the rate of $J$ to finish the proof. Recall that $\alpha = cdH\sqrt{\zeta}$ where $\zeta = \log(2dHN/\xi)$. By solving $d \approx \sqrt{N}\eta \approx \sqrt{N}md^{-(q+1)/m}$ we have the rate of $d$ is $N^{m/(m+q+1)}m^{m+q+1}$. Thus, by setting $d = cN^{m/(m+q+1)}m^{m+q+1}$ for some constant $c$, we have
\[
\text{SubOpt}^k(\hat{\pi}^k; x) \leq 2(\alpha + \sqrt{N}(H + 1)\eta)\sum_{h=1}^{H}E_{k,\pi^k,*}\left[ \sqrt{\phi(x,a)^{T}(\Sigma^{k}_{h})^{-1}\phi(x,a)} \mid x_1 = x \right]
+ 2(H + 1)\eta
\leq CHN^{m/(m+q+1)}m^{m+1}\zeta^{1/2}\sum_{h=1}^{H}E_{k,\pi^k,*}\left[ \sqrt{\phi(x,a)^{T}(\Sigma^{k}_{h})^{-1}\phi(x,a)} \mid x_1 = x \right]
+ CHN^{m/(m+q+1)}m^{m+1}.
\]

S7 Proof of Corollary 3

Its proof follows straightforwardly from the proof of Corollary 1 and Theorem 4, thus omitted here.
S8 Model Misspecification

In reality, algorithms designed for a linear MDP could perform poorly if the linear assumption is not satisfied. However, for FDTR, the following Theorem S.1 shows its robustness to model misspecification. Instead of assuming (1) and (2), we allow the underlying MDP to deviate from the linear MDP structure by assuming that

\[ \|\mathbb{P}_h^k(x_{h+1} | x_h, a_h) - \langle \phi_1(x_h, a_h), \mu_h^k(x_{h+1}) \rangle \|_{TV} \leq \Delta, \]  
\[ \|\mathbb{E}[r_h^k(x_h, a_h) | x_h, a_h] - \langle \phi_0(x_h, a_h), \theta_0^h \rangle - \langle \phi_1(x_h, a_h), \theta_1^h \rangle \| \leq \Delta, \]

for some \( \Delta \in [0, 1) \) and \( \forall x_h \in S \) and \( \forall a_h \in A \). Here \( \Delta \) characterizes the discrepancy of the underlying MDP from a linear MDP. The range of \( \Delta \in [0, 1) \) comes from the fact that \( \|\mathbb{P}_h^k(\cdot | x_h, a_h)\|_{TV} = 1 \) and \( |r_h^k(x_h, a_h)| \leq 1 \). The assumptions (S16) and (S17) state that we can use a linear MDP to approximate the underlying MDP, which could be non-linear. When \( \Delta = 0 \), Theorem S.1 becomes the same as Theorem 2.

**Theorem S.1 (Suboptimality of FDTR under Misspecified Linear MDP)** Assume the transition kernel \( \mathbb{P}_h^k(\cdot | x_h, a_h) \) and the reward function \( r_h^k(\cdot, \cdot) \) satisfy (S16) and (S17) for some \( \Delta \in (0, 1) \). In Algorithm 2, we replace \( \hat{\Gamma}_h^k(x, a) \) by \( \Gamma_h^k(x, a) \) with the tuning parameters \( \alpha \) set as (13) and \( \eta = \Delta \). Then we have, for any \( k \in [K] \) and for any \( x \in S \), \( \hat{\pi}^k = \{\hat{\pi}_h^k\}_{h=1}^H \) in Algorithm 2 satisfies

\[
\text{SubOpt}^k(\hat{\pi}^k; x) \leq 2(\alpha + \sqrt{N}(H + 1)\Delta) \sum_{h=1}^H \mathbb{E}_{k, \pi^k, \cdot}[\sqrt{\phi(x_h, a_h)\gamma(S_h^k)^{-1}\phi(x_h, a_h) | x_1 = x}]
+ 2(H + 1)\Delta
\]

with probability at least \( 1 - \xi \).

**Proof** The proof of Theorem S.1 is similar to the proof of Theorem 4. Specifically, we can get

\[
\text{SubOpt}^k(\hat{\pi}^k; x) \leq 2\sum_{h=1}^H \mathbb{E}_{k, \pi^k, \cdot}[\Gamma_h^k(x_h, a_h) | x_1 = x]
\leq 2(\alpha + \sqrt{N}(H + 1)\Delta) \sum_{h=1}^H \mathbb{E}_{k, \pi^k, \cdot}[\sqrt{\phi(x, a)\gamma(S_h^k)^{-1}\phi(x, a) | x_1 = x}]
+ 2(H + 1)\Delta
\]

with probability at least \( 1 - \xi \)  

\[ \\blacksquare \]

S9 Technical Lemmas

**Lemma S.2 (Bounded Coefficients)** Let \( V_{\max} > 0 \) be an absolute constant. For any functions \( V^j_j : S \to [0, V_{\max}] \), \( \forall j \in [K] \) and any \( h \in [H] \), let \( \theta_h \) be the weight vector in \( R^{d_h} \) satisfying \( \mathbb{V}_h^{j} \gamma^{j} = \phi^{j}(x, a)^{T} \theta^{j} \), \( \forall j \in [K] \), then we have

\[ \|\theta_h^j\| \leq (1 + V_{\max})\sqrt{d_1}; \quad \| (\hat{\theta}_{h,k}^j)^{T}, (\hat{\theta}_{h,k}^k)^{T} \| \leq H\sqrt{N/\lambda}; \quad \|\hat{\theta}_h^j\| \leq H\sqrt{n_k/\lambda}. \]
where \( \hat{\theta}_h \) is defined in (10) and \( \tilde{\theta}_h^0 \) is defined in Algorithm 1.

**Proof** By (5), we have \( \theta_h = ((\theta^0_h)^\top, (\tilde{\theta}^1_h)^\top, \ldots, (\tilde{\theta}^K_h)^\top)^\top \), where

\[
\theta^0_h = \theta_0; \quad \tilde{\theta}_h = \theta_h + \int_{x' \in S} \mu_h^j (x') V^j (x') \, dx', \forall j \in [K].
\]

Then we have

\[
\|\tilde{\theta}_h^j\| \leq \|\theta_h^j\| + \int_{x' \in S} \|\mu_h^j (x') V^j (x') \, dx'\| \leq \sqrt{d_1} + V_{\max} \|\mu_h^j (S)\| \leq (1 + V_{\max}) \sqrt{d_1}.
\]

Besides, note that \( |r_{h \tau}^k V_{h+1}^k (x_{h+1})| \leq H \) and \( |r_{h \tau}^j V_{h+1}^j (x_{h+1})| \leq H \), we have \( \|Y_h\| \leq H \) and hence \( \|Y_h\| \leq \sqrt{N} \|Y_h\|_\infty \leq \sqrt{N} H \). In addition,

\[
((\hat{\theta}_h^0), (\hat{\theta}_h^k))^\top = (\Sigma_h^k)^{-1} \left[ (\Phi_{0,h}^k)^\top Y_h^k - \sum_{j \neq k} (\Phi_{0,h}^j)^\top (I_{nj} - P_{\Phi_{1,h}^j}) Y_h^j \right].
\]

As a result,

\[
\|((\hat{\theta}_h^0), (\hat{\theta}_h^k))^\top\|^2 \\
\leq \|Y_h\|^2 \|((\Sigma_h^k)^{-1}) (\Phi_{0,h}^k)^\top \sum_{j \neq k} (\Phi_{0,h}^j)^\top (I_{nj} - P_{\Phi_{1,h}^j}) (\Phi_{1,h}^k)^\top \|_{\text{op}} \\
\leq \|Y_h\|^2 \|((\Sigma_h^k)^{-1})_{\text{op}} \leq NH^2 / \lambda.
\]

Similarly we can prove that \( \|\hat{\theta}_h^j\| \leq H \sqrt{n_k / \lambda} \). \( \square \)

**Lemma S.3 (Concentration of Self-Normalized Processes)** Let \( V_j : S \to [0, H - 1], j \in [K] \) be any fixed functions, \( \forall j \in [K] \). For any fixed \( h \in [H] \) and any \( \delta \in (0, 1) \), we have

\[
\mathbb{P}_D \left( f\{V_j\}_{j \in [K]} > H^2 (2 \log(1/\delta) + d \log(1 + N/\lambda)) \right) \leq \delta,
\]

where \( f\{V_j\}_{j \in [K]} \) is defined in (S1).

**Proof** For the fixed \( h \in [H] \) and all \( j \in [K], \tau \in [n_j] \), we define the \( \sigma \)-algebra

\[
\mathcal{F}_{h,j,\tau} = \sigma\{\{(x^s_h, a^s_h)\}_{s,i=1}^{K,n} \cup \{(r^s_h, x^s_{h+1})\}_{s,i=1}^{1,n}\},
\]

where \( \sigma(\cdot) \) denotes the \( \sigma \)-algebra generated by a set of random variables. For all \( j \in [K], \tau \in [n_j] \), we have \( \phi_j(x^j_h, a^j_h) \in \mathcal{F}_{h,j,\tau - 1} \), as \( (x^j_h, a^j_h) \) is \( \mathcal{F}_{h,j,\tau - 1} \)-measurable. Also, for the fixed function \( V : S \to [0, H - 1] \) and all \( \tau \in [n_j] \), we have

\[
epsilon_h^j(V) = \epsilon_h^j(V) + V(x^j_{h+1}) - (\mathbb{E}_h^j[V](x^j_h, a^j_h)) \in \mathcal{F}_{h,j,\tau}
\]

as \( (r^j_h, x^j_{h+1}) \) is \( \mathcal{F}_{h,j,\tau} \)-measurable. Hence, \( \{\epsilon_h^j(V_j)\}_{j=1}^{K,n_j} \) is a stochastic process adapted to the filtration \( \{\mathcal{F}_{h,j,\tau}\}_{j,\tau=0}^{K,n} \). We have

\[
\mathbb{E}_D[\epsilon_h^j(V_j) \mid \mathcal{F}_{h,j,\tau - 1}] \\
\quad = \mathbb{E}_D \left[ r^j_h + V_j(x_{h+1}) \mid \{(x^s_h, a^s_h)\}_{s,i=1}^{K,n}, \{(r^s_h, x^s_{h+1})\}_{s,i=1}^{j-1} \right] - (\mathbb{E}_h^j[V](x^j_h, a^j_h)) \\
\quad = \mathbb{E}_j \left[ r^j_h (x_h, a_h) + V_j(x_{h+1}) \mid x_h = x^j_h, a_h = a^j_h \right] - (\mathbb{E}_h^j[V](x^j_h, a^j_h)) = 0.
\]
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Here $\mathbb{E}_D$ is taken with respect to $\mathbb{P}_D$, while $\mathbb{E}_j$ is taken with respect to the immediate reward and next state in the underlying MDP. As a result, $\epsilon_h^{i,x}(V^j)$ is mean-zero and $H$-sub-Gaussian conditioning on $\mathcal{F}_{h,j,\tau-1}$.

We invoke Lemma S.4 with $M_0 = \lambda I$ and $M_N = \Sigma_h^k$. For the fixed function $V : \mathcal{S} \rightarrow [0, H - 1]$ and fixed $h \in [H]$, we have

$$\mathbb{P}_D(f(V_j)_{j \in [K]}) > 2H^2 \cdot \log \left( \frac{\det \left( \Sigma_h^k \right)^{1/2}}{\delta \cdot \det(\lambda I)^{1/2}} \right) \leq \delta$$

for all $\delta \in (0, 1)$. Note that $\|\phi^j(x, a)\| \leq 1$ for all $(x, a) \in \mathcal{S} \times \mathcal{A}$. We have $\|\Sigma_h^k\|_{\text{op}} \leq \lambda + N$. Hence, it holds that $\det(\Sigma_h^k) \leq (\lambda + N)^d$ and $\det(\lambda I) = \lambda^d$, which implies

$$\mathbb{P}_D(f(V_j)_{j \in [K]}) > 2H^2 \cdot (2 \cdot \log(1/\delta) + d \cdot \log(1 + N/\lambda)))$$

$$\leq \mathbb{P}_D(f(V_j)_{j \in [K]}) > 2H^2 \cdot \log \left( \frac{\det(\Lambda_h)^{1/2}}{\delta \cdot \det(\lambda I)^{1/2}} \right) \leq \delta$$

Therefore, we conclude the proof.

\[ \boxed{\text{Lemma S.4 (Concentration of Self-Normalized Processes (?))}} \]  
Let $\{F_t\}_{t=0}^\infty$ be a filtration and $\{\epsilon_t\}_{t=1}^\infty$ be an $\mathbb{R}$-valued stochastic process such that $\epsilon_t$ is $F_t$-measurable for all $t \geq 1$. Moreover, suppose that conditioning on $F_{t-1}$, $\epsilon_t$ is a zero-mean and $\sigma$-sub-Gaussian random variable for all $t \geq 1$, that is,

$$\mathbb{E}[\epsilon_t \mid F_{t-1}] = 0, \quad \mathbb{E}[\exp(\lambda \epsilon_t) \mid F_{t-1}] \leq \exp(\lambda^2 \sigma^2/2), \quad \forall \lambda \in \mathbb{R}. $$

Meanwhile, let $\{\phi_t\}_{t=1}^\infty$ be an $\mathbb{R}^d$-valued stochastic process such that $\phi_t$ is $F_{t-1}$-measurable for all $t \geq 1$. Also, let $M_0 \in \mathbb{R}^{d \times d}$ be a deterministic positive-definite matrix and

$$M_t = M_0 + \sum_{s=1}^t \phi_s \phi_s^T$$

for all $t \geq 1$. For all $\delta > 0$, it holds that

$$\left\| \sum_{s=1}^t \phi_s \epsilon_s \right\|_{M_t^{-1}}^2 \leq 2\sigma^2 \cdot \log \left( \frac{\det(M_t)^{1/2} \det(M_0)^{-1/2}}{\delta} \right)$$

for all $t \geq 1$ with probability at least $1 - \delta$.

\[ \boxed{\text{Proof}} \] See Theorem 1 of ? for a detailed proof.

\[ \boxed{\text{Lemma S.5 (\epsilon-Covering Number (?))}} \]  
For all $h \in [H]$ and all $\epsilon > 0$, we have

$$\log |\mathcal{N}_h(\epsilon; R, B, \lambda)| \leq d \log(1 + 4R/\epsilon) + d^2 \log \left( 1 + 8d^{1/2}B^2 / (\epsilon^2 \lambda) \right)$$

\[ \boxed{\text{Proof}} \] See Lemma D.6 in ? for a detailed proof.
Lemma S.6 (Concentration) When $n_k$ is sufficiently large, for any $h \in [H]$, it holds for any $h \in [H]$ and $k \in [K]$ that

$$\left\| n_k^{-1} \Lambda_h^k - C_h^k \right\| \leq C \sqrt{\log(dHK/\xi)/n_k}$$

with probability at least $1 - \xi$, where $C > 0$ is an absolute constant and the expectation $\mathbb{E}_{D_k}$ is with respect to the data collecting process at the $k$th site.

Proof We notice that

$$\frac{\Lambda_h^k}{n_k} - C_h^k = \frac{1}{n_k} \sum_{\tau=1}^{n_k} \left( \phi(x_h^{k,\tau}, a_h^{k,\tau}) \phi(x_h^{k,\tau}, a_h^{k,\tau})^\top - \mathbb{E}_{D_k} \left[ \phi(s_h, a_h) \phi(s_h, a_h)^\top \right] \right) = \frac{\sum_{\tau=1}^{n_k} Z_h^{k,\tau}}{n_k},$$

where we write

$$Z_h^{k,\tau} = \phi(x_h^{k,\tau}, a_h^{k,\tau}) \phi(x_h^{k,\tau}, a_h^{k,\tau})^\top - \mathbb{E}_{D_k} \left[ \phi(x_h, a_h) \phi(x_h, a_h)^\top \right] | x_1 = x].$$

We notice that $\|Z_h^{k,\tau}\| \leq 2$. Then, applying the matrix Bernstein inequality (14), we have that

$$\left\| n_k^{-1} \sum_{\tau=1}^{n_k} Z_h^{k,\tau} \right\| \leq C \sqrt{\log(d/\xi)/n_k}$$

with probability at least $1 - \xi$ for an absolute constant $C > 0$. Applying the union bound, by the definition of $Z_h^{k,\tau}$, we have for any $h \in [H]$ and $k \in [K]$ that

$$\left\| n_k^{-1} \Lambda_h^k - \mathbb{E}_{D_k} \left[ \phi(x_h, a_h) \phi(x_h, a_h)^\top \right] \right\| \leq C \sqrt{\log(dHK/\xi)/n_k}$$

with probability at least $1 - \xi$. Thus, we complete the proof of Lemma S.6.

S10 Additional Numeric Analysis

We have further conducted sensitivity analysis by using a more complex model. Specifically, for the heterogeneous covariates, we use a second-order polynomial as

$$\phi_l(x_h, a_h) = \left( x_{lh}, a_h x_{lh}, a_h^2 x_{lh}, x_{lh} \circ x_{lh}, a_h (x_{lh} \circ x_{lh}), a_h^2 (x_{lh} \circ x_{lh}) \right),$$

where $\circ$ denotes the elementwise multiplication of vectors, and $x_{lh}$ consists of the five patient-level covariates: measurements of weight, temperature, systolic blood pressure, hemoglobin, and potassium level. We then get $d_1 = 30$, plus $d_0 = 6$, yielding a state-space dimension of 36. The estimated value function is presented S1. We can see that including non-linear effects do not improve the value function, in part due to the bias-variance trade-off with a limited sample size.
Figure S1: Estimated value function.