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Abstract—Speaker counting is the task of estimating the number of people that are simultaneously speaking in an audio recording. For several audio processing tasks such as speaker diarization, separation, localization and tracking, knowing the number of speakers at each timestep is a prerequisite, or at least it can be a strong advantage, in addition to enabling a low latency processing. For that purpose, we address the speaker counting problem with a multichannel convolutional recurrent neural network which produces an estimation at a short-term frame resolution. We trained the network to predict up to 5 concurrent speakers in a multichannel mixture, with simulated data including many different conditions in terms of source and microphone positions, reverberation, and noise. The network can predict the number of speakers with good accuracy at frame resolution.

Index Terms—Speaker counting, CRNN, reverberation.

I. INTRODUCTION

Speaker counting is the task of estimating the number of people that are simultaneously speaking in successive segments of an audio recording. It can be seen as a subtask of speaker diarization, which consists in estimating who speaks and when, and which has long been limited to the case where one person speaks at a time, since it becomes much more complicated when several speech signals overlap [1], [2].

Although speaker counting has been relatively poorly addressed in the speech processing literature as a problem on its own, it can be an essential primary module for more complex machine audition tasks, in particular for source separation, localization and tracking. Yet, the vast majority of speech/audio source separation and localisation methods either consider that the number of sources to process is known a priori or has been previously estimated [3]–[6], or it is estimated from some clustering of the separation/localisation features, or they consider a maximum number of speakers [7], [8]. Speaker counting is also particularly useful for tracking, as it can help solving the difficult problem of detecting the appearance and disappearance of a speaker track along time as he/she starts/stops speaking [9].

In the literature, a few single-channel parametric methods for speaker counting correlate the number of speakers to some ad-hoc features extracted from the mixture signal [10], [11]. These methods fail at exploiting the spatial discrimination between the different sound sources. Classical multichannel approaches, based on the eigenvalue analysis of the estimated spatial covariance matrix (SCM), take this information into account [12]–[14]. However, they cannot be used in an under-determined setup. Methods based on clustering in the time-frequency (TF) domain remove this restriction [15]–[19], but are generally limited to the anechoic setting, and often require additional a priori information, e.g. the maximum number of concurrent sources in the processed sequence.

More recently, some attempts have been made to apply deep learning to audio source counting. In [20], a convolutional neural network is used to classify single-channel noisy audio signals into 3 classes: 1, 2, and 3-or-more sources. In [21], Stöter et al. compared several representations in supervised learning for single-channel speaker counting. The best results were obtained with a bi-directional long short-term memory (bi-LSTM) neural network, short-time Fourier transform (STFT) features, and a classification configuration. This work was extended in [22] with a convolutional recurrent neural network (CRNN) named CountNet, which has shown superior performance against traditional methods for estimating the maximum number of simultaneous speakers within an audio excerpt of 5 seconds. The importance of learning from reverberant audio examples was discussed, as well as the extension to a multichannel setup, although the latter has not been investigated. Therefore, being essentially a single-channel method, CountNet is blind to the spatial aspect of the source counting problem.

The contributions of the present paper are twofold:

• First, we evaluate the benefit of using a multichannel input in a neural network for the speaker counting problem. In the present study, we use the Ambisonics multichannel audio format, due to its increasing interest in interactive spatial audio applications, like Facebook
360\textsuperscript{1} or YouTube\textsuperscript{2}

- Second, we tackle the challenging problem of estimating the number of speakers at a short-term frame resolution. Compared to usual estimation on longer segments, this is a crucial novelty and advantage for exploiting speaker counting in further processes such as speaker separation and localization, since those latter are generally processed on a short-term frame-by-frame basis. Also, this would enable a low-latency (possibly real-time) overall process.

We show that the proposed CRNN with Ambisonics multichannel inputs leads to improved framewise counting performance upon a monochannel CRNN, and a state-of-the-art multichannel method.

II. PROPOSED METHOD

We now successively describe the input features, the output configuration, the mapping strategy and the network architecture we used for speaker counting.

A. Input features

In the present study, we use the Ambisonics signal representation as a multichannel input of our neural network. The Ambisonics format is particularly well-suited to represent the spatial properties of a soundfield, and is, to some extent, agnostic to the microphone array configuration [23]. That said, we do not claim that this representation is better than other (more conventional) multichannel formats for the speaker counting task, its use is here a choice of convenience in a general and more and more popular application framework.

The Ambisonics format is produced by projecting the recorded multichannel audio onto a basis of spherical harmonic functions. The number of retained coefficients defines the Ambisonics order: in practice, to obtain an Ambisonics representation of order \( m \), one needs a spherical microphone array containing at least \((m+1)^2\) capsules. Since, in theory, the capsules would need to be perfectly coincident, a set of phase calibration filters is applied beforehand. The use of first-order Ambisonics (FOA) \((m = 1)\) has been shown to provide a neural network with sufficient spatial information for single- and multi-speaker localization [6], [24], [25], thus motivating our choice as the input features. FOA provides a decomposition of the signal into the first four Ambisonics channels denoted \( W, X, Y, Z \). Channel \( W \) (order-0 spherical harmonic) represents the soundfield as if it was recorded by an omnidirectional microphone at the observation point. Channels \( X, Y \) and \( Z \) (order-1 spherical harmonics) correspond to the recordings of three polarized orthogonal bidirectional microphones. For a plane wave coming from azimuth \( \theta \) and elevation \( \phi \), and bearing a sound pressure \( p \), the FOA components are given in the STFT domain by:

\[
\begin{bmatrix}
W(t, f) \\
X(t, f) \\
Y(t, f) \\
Z(t, f)
\end{bmatrix} = \begin{bmatrix}
\frac{1}{\sqrt{3}} \cos \theta \cos \phi \\
\frac{1}{\sqrt{3}} \sin \theta \cos \phi \\
\sqrt{3} \sin \theta \\
\sqrt{3} \sin \phi
\end{bmatrix} p(t, f). \tag{1}
\]

where \( t \) and \( f \) denote the STFT time and frequency bins, respectively.

Because the phase of \( p(t, f) \) is a common information across channels, it does not provide much information for the spatial discrimination of different speakers. Taking the magnitude of the FOA vector entries only discards the sign of the trigonometric terms, which leads to ambiguities only for specific spatial configurations. In short, the spatial information of the FOA channels is mostly encoded in their magnitude.

We thus select this input representation: the magnitude of the STFT of the four FOA channels is computed and stacked to give a tridimensional tensor \( \mathbf{X} \in \mathbb{R}^{N_t \times F \times I} \) with \( N_t \) time frames, \( F \) frequency bins and \( I = 4 \) channels, which is the input feature for the neural network. The role of the number of frames \( N_t \), which is part of the parameters tested in our experiments, will be detailed in Section II-C. In our experiments, we use signals sampled at 16 kHz, a 1,024-point STFT (hence \( F = 513 \)) with a sinusoidal analysis window and 50% overlap. One frame thus represents 32 ms of additional signal information.

B. Outputs

We consider speaker counting as a classification problem where each class corresponds to a different number of active speakers from 0 (i.e. only background noise) to a maximum of 5 active speakers. During training, the output target encoding the class probabilities is a one-hot vector \( \mathbf{y} \) of size 6. The softmax function is used at the output layer of the neural network, to represent the probability distribution over the 6 classes. The predicted number of speakers is the class with the highest output probability. For training we use the categorical cross-entropy loss.

C. Sequence-to-sequence mapping

In [22], the maximum number of active speakers within a 5-s segment, i.e. a large sequence of short-term frames, was estimated. The whole segment was labeled with this maximum number of speakers, and a unique sequence-to-one decoding scheme was used to estimate this number for each segment. In contrast, in the present work, we target a much finer temporal resolution: We aim at predicting the total number of speakers for each short-term frame.\textsuperscript{4} To this aim, for training, each short-term frame is labeled by the total number of active speakers within the frame. Although we consider frame resolution at decoding, we still want to exploit a larger local context, but at a lower scale than the 5 s of [22]:

\textsuperscript{1}https://facebookincubator.github.io/facebook-360-spatial-workstation/Documentation/SpatialWorkstation/SpatialWorkstation.html, visited on 02/03/2020

\textsuperscript{2}https://support.google.com/youtube/answer/6395969, visited on 02/03/2020

\textsuperscript{3}We adopt the N3D Ambisonics normalization standard [23].

\textsuperscript{4}Of course, speaker counting with a lower time resolution can then be obtained by filtering the frame-wise results (e.g. with majority voting).
For each frame to classify, we use a short signal sequence of \( N_t \) frames as corresponding input to the network. \( N_t \) is within 10 to 30, i.e. a 320-ms to 1-s local context in our experiments. We treat the problem as a sequence-to-sequence scheme, combined with one-frame shift. Each input sequence of \( N_t \) frames produces a synchronized sequence of \( N_t \) decoded class probability vectors. We actually classify only the last frame within a sequence before proceeding to one-frame shift, and repeating the process. Our experiments demonstrated that the best decoding performance for that last frame was obtained by selecting the output vector at position \( N_t - 4 \) in the decoded sequence, which we adopt hereafter. Detailed analysis of this process will be reported in [26].

D. Network architecture

To design our network, we took inspiration from the CountNet CRNN architecture [22] (itself inspired from [27]), which was shown to be effective in exploiting the spectral information within a single-channel mixture. We speculate that this type of network can benefit from spatial information provided by the multichannel input.

The resulting architecture is illustrated in Fig. 1. The first part of the network is composed of two convolutional layers with 64 and 32, \( 3 \times 3 \) filters per channel, respectively (applied in the time-frequency dimensions), ending by an \( 1 \times 3 \) max-pooling layer. This is followed by another two convolutional layers with 128 and 64 \( 3 \times 3 \) filters per channel, respectively, and again one \( 1 \times 3 \) max-pooling layer. Padding is applied to keep the same dimensions after the convolutions. The extracted feature maps are then reshaped into a \( N_t \times 3,648 \) matrices, then fed into a LSTM layer with an output space of dimension \( N_t \times 40 \). Finally, the output layer is a 6-unit softmax layer that maps each 40-D vector coming from the LSTM layer into the probability distribution of the number of speakers. After each convolutional layer, rectified linear unit (ReLU) activations are used, whereas in the LSTM cells, we use tanh activation except for the recurrent step which uses hard-sigmoid.

Note that the temporal dimension is preserved all throughout the network to give an output for each frame. In particular for the LSTM layer, as already stated in Section II-C, we used sequence-to-sequence decoding so that one output vector corresponds to one input frame of the input tensor. This contrasts with [22] where sequence-to-one decoding was used in the LSTM to find the maximum number of simultaneous speakers within a 5-second audio mixture. Our sequence-to-sequence set-up is driven by our goal to estimate the number of speakers at framewise resolution.

III. EXPERIMENTS

A. Data

To train and test our CRNN network, we generated a dataset of synthesized speech mixtures with 0 (only spatially diffuse noise) up to 5 speakers, who speak at random times all along the signal. Inspired by the general methodology of [24], we used the spatial room impulse response (SRIR) generator [28] to simulate 10,200 “shoebox” room configurations (10,000 for training, 100 for validation and 100 for test). Room length, width and height were randomly chosen within [2, 10] m, [2, 10] m and [2, 3] m, respectively. The reverberation time \( T_{60} \) was randomly set between 200 ms and 800 ms. To simulate up to 5 speakers in the same room, for each room we generated SRIRs from 5 different positions with respect to a spherical microphone array randomly located in the room at least 0.5 m from the walls. This yielded a total number of 50,000 SRIRs for training, 500 for validation, and 500 for test.

We used 16-kHz speech signals from the TIMIT dataset [29]. This dataset contains English-speaking sentences uttered by different speakers with different accents. For each room configuration, we created a set of speech mixtures of 15 s length with a maximum number of speakers \( N_{sp} \) being between 1 to 5. The general principle is to first create one-speaker signals by concatenating short sentences of one speaker with transitional silences, then mix those signals together. More specifically, a mixture signal with at most \( N_{sp} \) active speakers is generated as follows: i) randomly select a speaker; ii) initialize the signal with a silence of random length within \([0.5, 1]\) s; iii) randomly pick a sentence from that speaker, concatenate it with the signal, and add a silence of random length within \([0.5, 2]\) s; iv) repeat step iii) until a 15 s signal is obtained. If too long, the final sentence is cropped and faded out in the last 100 ms. Finally, v) convolve this dry single-speaker signal with one of the generated random SRIRs. The same procedure is repeated for the \( N_{sp} - 1 \) remaining speakers and \( N_{sp} - 1 \) other SRIRs from the same room to
obtain $N_{sp}$ single-speaker reverberant signals. Finally, the $N_{sp}$
signals are added, plus a diffuse noise, to produce a quite
realistic reverberant “conversational” signal, with a number of
speakers varying between 0 to $N_{sp}$.

As a result of the above mixture generation (and due to the
intermittent nature of speech), frames with a large number of
speakers are less likely to occur than the ones comprising none
or few speakers. Therefore, to generate a more class-balanced
dataset, the probabilities to generate a mixture (for a given
room) where $N_{sp} = 1$, $N_{sp} = 2$, $N_{sp} = 3$, $N_{sp} = 4$, $N_{sp} = 5$
are respectively set to 0.2, 0.3, 0.4, 0.5 and 1.

The signal-to-interference ratio (SIR) between the first
source and the other sources is set randomly within 0−
10 dB. The diffuse noise sequences used in the mixture are
of various kinds (crowd, traffic, engine, nature sounds) from
the freesound dataset.\footnote{https://freesound.org/} We use a random signal-to-noise ratio
(SNR) between 10 and 20 dB with respect to the first source.
The diffuse field was simulated by averaging the diffuse parts
of two random SRIRs measured in a real reverberant room.

In addition to the control of the inserted silences, we used
the TIMIT word timestamps to detect silences within each
sentence at sample resolution, and we used them to create
frame-wise resolution labels for our dataset. A frame-level
label is defined as the maximum number of speakers among
all the samples of the frame.

We took care of using different speakers and noise se-
quences in the train, validation and test sets so that the network
is evaluated on speakers and noises sequences unseen during
training. The overall duration of the generated mixture dataset
is 25 hours for training, and 0.42 hours for validation and test.

B. Configurations

In order to assess the influence of the temporal context on
the speaker counting performance, we conducted experiments
with different values for the number of frames in the input
feature $X \in \mathbb{R}^{N_t \times 513 \times 4}$. We tested $N_t = 10$ (320 ms), 20
(640 ms) and 30 ($\approx 1$ s).

C. Training procedure

The CRNN was trained using the ADAM optimizer [30]
(with learning rate $= 10^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\epsilon = 10^{-7}$).
Early stopping was applied with a patience of 50 epochs by
monitoring the accuracy on the validation set, and the training
never exceed 300 epochs. We used the Keras framework with
Nvidia GTX 1080 GPUs.

D. Metrics and baseline

As we are considering source counting as a classification
problem, we use the per-class classification accuracy as a first
metric. It measures the percentage of frames in the test set that
are predicted in the same class as the ground truth. In addition,
we also use the mean absolute error (MAE) per class $k$ [22]:

$$\text{MAE}(k) = \frac{1}{T(k)} \sum_{t=1}^{T(k)} |\hat{k}(t) - k|,$$

where $\hat{k}(t)$ is the predicted class for frame $t$ of ground-truth
class $k$, and $T(k)$ is the total number of frames of class $k$ (here,
the different frames of class $k$ are arbitrarily “re-indexed” from
1 to $T(k)$ for simplicity of presentation, although they are not
all consecutive frames in the mixture signals).

To assess the advantage of using multichannel features, we
trained and tested the same CRNN with single-channel input
features, using only the $W$ channel.

E. Results

Table I reports the classification accuracy and the MAE
obtained for the single-channel and multichannel CRNNs, for
$N_t \in \{10, 20, 30\}$. We have trained each neural network 10
times, then we evaluate each of them on the test set and
average the obtained results.

Our CRNN seems rather effective for the 0-and 1-source
mixtures, then its performance gradually decreases with the
increasing number of concurrent speakers. The accuracy still
remains at a satisfactory level for the multichannel configura-
tion when $N_t \geq 30$, which obtains a score above 51% across
all classes.

We see that the use of the multichannel FOA input yields
better performance than the single-channel representation. For
example, for $N_t = 10, 20$, the accuracy is always better from
multichannel compared to single-channel, and for $N_t = 30$ we
can see that multichannel leads to either a close performance
to single-channel (for 0 and 1 speaker) or a significant im-
provement (for 2, 3, 4, 5 speakers). The improvement is even
better for a large number of sources, so spatial information
seems to help the CRNN for better speaker distinction.

Temporal context seems to have a slight impact on the
performance. We see that the results for $N_t = 20, 30$ are
slightly better than the results for $N_t = 10$, except for 0 and
1 speaker for which the performance is almost the same.

Though these results are obtained on speech signals gener-
ated with simulated reverberation and using stationary noise.
We can expect less accuracy on real recorded data.

IV. CONCLUSION

The proposed multichannel CRNN yields competitive
speaker counting performance at a framewise precision which
can be very useful for online speech analysis tasks such as
speaker localization or diarization. It performs with high
accuracy for 0-to-2-source mixtures, and decent accuracy
in the difficult configuration of more than 2 sources. The
presented results indicate that supplying the network with
multichannel features leads to a noticeable improvement in
counting performance over the corresponding single-channel
model. Yet, we conjecture that there is a considerable margin
for improvement, e.g. by introducing the higher order Ambi-
specifics (HOA) features, or by using a more adequate network
architecture.
| $N_S$ | method  | acc. MAE | acc. MAE | acc. MAE | acc. MAE | acc. MAE | acc. MAE | acc. MAE | acc. MAE |
|------|---------|----------|----------|----------|----------|----------|----------|----------|----------|
| 10   | single-CRNN | 95.56    | 0.05     | 86.47    | 0.14     | 59.36    | 0.44     | 48.11    | 0.56     | 51.86    | 0.52     | 40.73    | 0.70     |
|      | multi-CRNN  | 96.71    | 0.03     | 91.10    | 0.09     | 67.21    | 0.34     | 51.53    | 0.51     | 54.04    | 0.49     | 45.08    | 0.52     |
| 20   | single-CRNN | 93.75    | 0.06     | 77.63    | 0.10     | 72.72    | 0.07     | 55.69    | 0.37     | 70.79    | 0.37     | 55.69    | 0.45     |
|      | multi-CRNN  | 96.31    | 0.04     | 90.31    | 0.10     | 72.89    | 0.28     | 55.39    | 0.46     | 51.54    | 0.50     | 50.84    | 0.54     |
| 30   | single-CRNN | 97.79    | 0.04     | 96.43    | 0.10     | 67.30    | 0.34     | 53.53    | 0.47     | 53.98    | 0.48     | 46.92    | 0.72     |
|      | multi-CRNN  | 95.26    | 0.05     | 89.26    | 0.11     | 71.76    | 0.30     | 56.37    | 0.46     | 55.79    | 0.46     | 51.43    | 0.43     |

**TABLE I**

Classification accuracy and MAE for 0- to 5-speaker mixtures, for the different tested values of $N_S$, and for the single-channel and multichannel (FOA) configurations (best results are in bold).
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