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Since the nonlinear parabolic equation has many variables, its calculation process is mostly an algebraic operation, which makes it difficult to express the discrete process concisely, which makes it difficult to effectively solve the two grid algorithm problems and the convergence problem of reaction diffusion. To address this issue, the paper proposes a multivariable linear algebraic discretization method for NPEs. First, the NPE is discretized, the algebraic form of the nonlinear equation is transformed into the vector form, and the rough set (RS) and information entropy (IE) are constructed to allocate the weights of different variable attributes. According to the given variable attribute weight, the multiple variables in the equation are discretized by linear algebra. It can effectively solve the two grid algorithm problems and the convergence problem of reaction diffusion and has good adaptability in this field.

1. Introduction

When the relationship between the two variables is not linear, it is said to be nonlinear parabolic. Some of the relations could be square, logarithmic, exponential, trigonometric function relationships, etc. Because a parabolic equation can describe the state or process of a physical quantity changing with time, it has many applications in real life, such as heat conduction, liquid permeation, and gas permeation. For example, the heat conduction NPE is a differential equation that describes the dispersion of atmospheric pollutant concentration, coastal salinity, and the law of fluid motion, while the delay NPE is also widely used, such as in the fields of population dynamics, ecology, and environmental science. The data simulation problems can be reduced to a delay NPE [1]. There are many variables in the NPE. When the NPE is used in practice, the amount of data corresponding to each variable is huge. When the number of variables in the NPE increases, it becomes very difficult to solve the equation. Therefore, it is necessary to discretize the variables of NPE.

At present, some scholars have studied it. For example, document [2] proposes a three-step, two-layer grid method for the nonlinear reaction-diffusion problem, that is, solving the original nonlinear algebraic equations on the coarse grid (CG) and then correcting the CG. Through convergence analysis, it is found that the three-step two-layer mesh method can maintain the asymptotic optimal approximation of the mixed finite element solution when the selected coarse space step size is satisfied. However, this method has high computational complexity and low efficiency. When the variable data distribution is non-Gaussian, the second-order statistics method that relies on the data is often ineffective. It does not explicitly give the number of principal components, which may affect the results of discretization. In addition, some traditional discretization methods are mostly aimed at a single variable, and the calculation process is mostly an algebraic operation, making it difficult to express the discrete process concisely [3]. Therefore, to solve the two grid algorithm problems of NPE and the convergence problem of reaction diffusion, this paper will study the multivariable
linear algebraic discretization method of NPE to provide some help for solving the multivariable linear algebraic discretization problem of NPE.

2. Multivariable Linear Algebraic Discrete Methods for NPEs

2.1. Discretization of NPEs. For the NPE, the discretization of variables is used to discretize the attributes of the variables to solve the NPE. Discretization is the process of mapping a finite number of individuals in an infinite space into a finite space to improve the spatial and temporal efficacy of data or variables. Discretization is the process of reducing the size of data without making changes in the relative size of the variable data. Discretization essentially comes down to the problem of dividing the space of conditional attributes by using the selected breakpoints. The space of attributes is divided into a finite area, so that the decision values of objects in each area are the same. If an attribute has an attribute value, then there is a breakpoint on the attribute that is desirable. As the number of attributes increases, the number of desirable breakpoints increases geometrically. The process of selecting breakpoints is also the process of merging attribute values [4]. By merging attribute values, the number of attribute values and the number of breakpoints can be reduced, and thus the complexity of the problem can be reduced. The current discretization methods are all aimed at single variables, and they consider only one attribute for discrete attributes. Therefore, the result of the discretization of a single variable is often not optimal because the target class in variable data is determined by multiple attributes rather than by a single attribute.

To discretize the NPE, the scheme of the NPE should be changed. The discrete expression of the NPE is as follows:

\[
\begin{aligned}
\begin{cases}
\left. u_t - u_{xx} + \sigma \frac{\partial u}{\partial x} = f(u), \ (x, t) \in \Omega = (0, 1) \times (0, T), \\
u_x(0, t) = u(1, t) = 0, t \in (0, T), \\
u(x, 0) = 0, x \in \Gamma,
\end{cases}
\end{aligned}
\]

(1)

In the above formula (1), the nonhomogeneous term \( f(u) \) at the right end of the equation satisfies continuity, that is, for \( \forall v, \omega \in R \), there is a constant \( L \), which makes \(| f(x, t, v) - f(x, t, \omega) | \leq L | v - \omega | \) hold. Take the space step \( h = 1/M \), the time step \( k = 1/N \) (\( M, N \) are positive integers), and note that the space node is \( x_m = mh \), the time node is \( t_n = nk \), and the numerical solution is \( u(x_m, t_n) \). If the solution \( u \) of formula (1) has the necessary differentiability, then it is as follows:

\[
\begin{aligned}
\frac{\partial^2 u(x_m, t_n)}{\partial x^2} h^2 + \frac{1}{12} \frac{\partial^4 u(x_m, t_n)}{\partial x^4} h^4 + o(h^4).
\end{aligned}
\]

(2)

After a series of simplification and consolidation operations on formula (2), according to the relationship existing in formula (1).

\[
\frac{\partial^2 u(x, t)}{\partial x^2} = \frac{\partial u(x, t)}{\partial t} - f(x, t).
\]

(3)

From the Taylor expansion (3), we can get the following difference transformation scheme for NPE.

\[
k h^2 \left[ u(x_{m+1}, t) - 2u(x_m, t) + u(x_{m-1}, t) \right] + u(x_{m-1}, t) = \frac{k}{12} \frac{\partial u(x_{m+1}, t)}{\partial t} + \frac{10k}{12} \frac{\partial u(x_m, t)}{\partial t} + \frac{k}{12} \frac{\partial u(x_{m-1}, t)}{\partial t}
\]

(4)

To make a linear algebraic discretization of the transformed NPE, the difference scheme shown in the above formula is transformed into the vector form shown in the following formula.

\[
rAu' + Bu^n = Bu'^{n-1} + kBf^n + d^n.
\]

(5)

In the above formula (5), \( r, A, \) and \( B \) are all tridiagonal matrices of order \((M - 1) \times (M - 1)\), \( u^n, f^n, d^n \), and \( A, B \) are all \( M - 1 \)-dimensional column vectors, and \( k \) is the Taylor expansion order. The parameters of matrix form of NPE are as follows:

\[
\begin{aligned}
r &= \frac{k}{h^2}, \\
A &= \text{tri di ag}(-1, 2, -1), \\
B &= \text{tri di ag} \left( \frac{1}{12} \frac{10}{12} \frac{1}{12} \right).
\end{aligned}
\]

(6)

After transforming the NPE into vector form, several variables in the equation are treated with linear algebraic discretization [5–7]. The RS and IE of NPE variables are constructed.

2.2. Construction of RSs and IE. To deal with imprecise data, RS is used. RSs do not need any prior knowledge or additional information about the data. In RS, a variable data table is called an information system (IS). The IS is a quad \( G_{IS} = (U, W, V, f) \), which meets the following four conditions:

(1) \( U \) represents a nonempty set of objects.
(2) \( W \) represents a nonempty finite attribute set.
(3) \( V \) is the set of attribute values, \( V = U(V_w) \), \( V_w \) is the value field of attribute \( w \).
(4) \( f: U \times W \rightarrow V \) is a mapping function, which represents a value of the attribute value set mapped by each attribute of each object;

If an attribute from the attribute set is considered a decision attribute, IS \( G_{IS} \) is also called decision-table. Expressed as: \( T_D = (U, C, D, V, f) \), among them, \( C \cup D = W, C \cap D = \emptyset \); \( C \) is the set of conditional attributes; \( D \) is the set of decision-attributes. In a given decision-table (DT), there is an indistinguishable relationship; that is, there is a certain interaction between the two variables. Indistinguishable relations are defined as follows:

for a given DT \( T_D = (U, C, D, V, f) \) and \( Q \in C \cup D \), the binary relation \( IND(Q) \) is called indistinguishable relation. The definition formula is as follows:

\[ IND(Q) = \{(x, y) \in U \times U \}. \]

The above formula (7) satisfies \( \forall a \in Q(f(x, a) = f(y, a)). \) Indistinguishable relation \( IND(Q) \) is equivalent relation on \( U \), which divides \( U \) into disjoint equivalent classes. \( U/IND(Q) \) represents the set of equivalence classes of an equivalence relation \( IND(Q) \) on \( U \), \( U/\overline{Q} \) for each object \( x \in U \), the equivalent class of element \( x \) in \( U/\overline{Q} \) is represented by \([x] Q\). It is called the equivalence class of object \( x \) on equivalence relation \( IND(Q) \). Using the new DT instead of the original one can reduce the variable attributes of the NPE. After constructing the RS, the IE of the NPE is calculated.

IE is used to describe the purity of data sets. When data sets belong to a certain category, the IE is 0. When the data of data sets are more mixed, the IE is higher. IE and discrete breakpoint IE are defined as follows:

\[
E(S) = -\sum_{i=1}^{s} P(C_i, S) \log(P(C_i, S)),
\]

\[
E(W, T, S) = \left[ \frac{|S_1|}{|S|} \operatorname{Ent}(S_1) + \frac{|S_2|}{|S|} \operatorname{Ent}(S_2) \right].
\]

In the above formula (8), \( S \) is the set of objects; \( s \) is the number of variables in the NPE; \( C_i \) represents the number of variables of type \( i \) in object set \( S \); \( W, T \) represent breakpoint \( T \) on attribute \( W \), respectively; \( |S| \) is the cardinality of set \( S \) [8–10]. After constructing the RS and IE of the NPE, the breakpoint is selected and the discrete decision tree is established.

2.3. Model Problem. Through the reaction diffusion process of the mathematical model of the porous medium groundwater flow problem, and explain the physical meaning of the parameters in the model [11–13]. This model can be described by a set of nonlinear partial differential equations. The nonlinear reaction diffusion equation is given as follows:

\[
\frac{\partial p}{\partial t} - \nabla \cdot (K(P)\nabla p) = f(p, \nabla p), (x, t) \in \Omega \times J.
\]

The initial conditions are given as follows:

\[ p(x, 0) = p^0(x), x \in \Omega. \]

The boundary conditions are given as follows:

\[ K(P)\nabla p \times v = 0, (x, t) \in \partial \Omega \times J, \]

where \( \Omega \subset R^2 \), is the polygonal region whose boundary is marked as \( \partial \Omega \) [14, 15]. Where \( v \) is the normal vector outside the unit of \( \partial \Omega \), \( J = (0, T) \) and \( K \) are the tensor of the square integrable symmetric positive definite. It is composed of the first order conservation of mass and the following equations with respect to energy \( P \) and relative velocity \( u \).

\[
\frac{\partial p}{\partial t} + \nabla \cdot u = f(p, \nabla p),
\]

\[
K(P)^{-1}u + \nabla p = 0,
\]

where the strain in the equations (12) and (13) is \( p \) and \( u \), \( p \) is the unknown fluid pressure; \( u \) is the flow rate of the liquid; and \( f(p, \nabla p) \) is the external flow rate [16–18]. Firstly, the weak form of the equation and the fully discrete scheme of the extended mixed finite element are established. Then, the error estimates of the fully discrete scheme are obtained by using the projection operator and its approximation properties.

Let the following three variables, pressure \( p \), gradient \( \tau = \nabla p \), and flow \( \varphi = K(p)r \). The weak form of the initial boundary value problem is defined, i.e., there is \( (p, \tau, \varphi) \in W \times V \times \overline{V} \), so that,

\[
\left( \frac{\partial p}{\partial t}, \omega \right) + (\nabla \times \varphi, \omega) = (f(p, \tau), \omega), \omega \in W, \]

\[
(t, v) = -(p, \nabla \times v), v \in \overline{V},
\]

\[
(\varphi, v) = (K(p)\tau, v), v \in V,
\]

according to the weak form (14)–(16) of the initial boundary value problem, \( RT_k \) group of time discrete extended mixed finite element approximations can be established on the a-element, given \( (p^n/h, n/h, q^n/h) \in W_h \times V_h \times \overline{V}_h \), for \( n = 1, L, N \), let \( (p^n/h, n/h, q^n/h) \in W_h \times V_h \times \overline{V}_h \) satisfy the following formula:

\[
\left( p^n/h - p^{n-1}/t, \omega_h \right) + (\nabla \times q^n/h, \omega_h) = (f(p^n/h, r^n/h), \omega_h) \in W_h,
\]

\[
(t^n/h, v^n/h) = -(p^n/h, \nabla \times v^n/h), v^n/h \in \overline{V}_h,
\]

\[
(q^n/h, v^n/h) = (K(p^n/h)r^n/h, v^n/h), v^n/h \in V_h.
\]

The existence and uniqueness of the solutions of the nonlinear equations (17)–(19) have been proved. At the same time, the minimum number of breakpoints is obtained and the indiscernible relationship between objects is ensured. The reasonable criteria for breakpoint selection are generally: consistency, irreducibility, and minimum discreteness. Given a DT \( T_D = (U, C, D, V, f) \),
and \( C_i \) is the candidate breakpoint (CBP) set of the \( i \) conditional attribute \( a_i \in C \) on the domain \( U \). \( C_{si} \) is a subset of \( U \), \( C_{si} \) is the CBP set of the \( i \)-th conditional attribute \( a_i \in C \) on the domain \( C_{si} \), where \( C_{si} \) is a subset of \( C_i \).

In this paper, the label \( \{a_i | C_i\} \) is used to represent the set of value fields of attribute \( a_i \) on a subdomain \( U_j \). The formalized formula is as follows:

\[
C_{si} = \left\{ c | c \in C_i \land \min (a_i | C_i) < c < \max (a_i | C_i) \right\}. \tag{20}
\]

The specific treatment process is given as follows:

1. If the DT contains numerical attributes, the algorithm AFC4.5 is used to discretize them.

2. According to the processed data set \( U \), the discriminability matrix is generated, and the frequency function value of each attribute \( C \) is calculated, and the result is taken as the importance measure of the decision attribute \( D \).

3. Prepruning of decision tree: calculate the frequency function value and sum \( s \) of each attribute, and get the attribute \( a \) with the largest value and its corresponding value \( r \), if \( r/s \) is greater than a certain threshold, it reaches the leaf node. Otherwise, \( a \) is taken as the current test attribute.

4. Based on \( a \), a discrete decision tree is constructed, \( \text{Root} \rightarrow r \) (Root is the root node), then test each possible value \( v_j \) of \( r \). Add a new branch corresponding to test \( r \) value \( = v_j \) under \( \text{Root} \rightarrow r \). \( X_{v_j} \) is the subtable of \( U \) that satisfies the attribute value of \( r \) as \( v_j \). For each subtable \( X_{v_j} \), if the leaf node is not reached, AFC4.5(\( X_{v_j}, W-\{a\} \)) is called recursively.

The value of each matrix element in the judgment matrix (JM), i.e., the importance of different Table 1 attributes of the same NPE variable, can be determined according to the following table:

According to the knowledge of linear algebra, the maximum eigenvalue of JM \( R = (r_{mn})_{ij} \), and its corresponding eigenvector are calculated as follows:

\[
R = \lambda_{\max} \times w \ast. \tag{21}
\]

In the above formula (21), \( \lambda_{\max} \) is the maximum eigenvalue of JM \( R = (r_{mn})_{ij} \), and its corresponding eigenvector \( w \ast = (w_1 \ast, w_2 \ast, \ldots, w_n \ast) \). When experts compare the properties of NPE in two, it is impossible to achieve the same measurement, and there will be some errors. Therefore, to improve the reliability of determining the weight value, it is necessary to check the consistency of the JM.

When the JM \( R = (r_{mn})_{ij} \) is completely consistent, \( \lambda_{\max} = n \). However, in general, it is difficult to achieve. To test the consistency of the JM, the following formula is needed to calculate its consistency index \( CI \):

\[
CI = \frac{\lambda_{\max} - n}{n - 1}. \tag{22}
\]

In the above formula (22), when \( CI = 0 \), the JM \( R = (r_{mn})_{ij} \) has complete consistency. On the contrary, the larger \( CI \) is, the less consistent the JM \( R = (r_{mn})_{ij} \) is. To test whether JM \( R = (r_{mn})_{ij} \) has satisfactory consistency, it is necessary to compare \( CI \) with an average random consistency index \( RI \) to get \( CR \), that is,

\[
CR = \frac{CI}{RI}. \tag{23}
\]

The average random consistency index \( RI \) is shown in Table 2.

When \( CR < 0.1 \), the JM \( R = (r_{mn})_{ij} \) has satisfactory consistency; when \( CR \geq 0.1 \), adjust the JM \( R = (r_{mn})_{ij} \) until it is satisfied [19]. At this time, the attribute weights of the variables of the NPE are normalized to get the attribute weights of the variables of the NPE. After the attribute weights of the variables of the NPE are determined, the linear algebraic discretization of the variables of the equation is completed.

2.4. Realize Linear Algebraic Discretization of Variables.

The linear algebraic discretization of a multivariable non-linear parabolic method is to discretize the whole variable data set. Its basic idea is to fully consider the overall distribution of variables in the attribute space composed of all variable attributes and to use the complementarity and correlation of different attributes in distinguishing objects to generalize the discretization of the variable attribute space of the equation.

Multivariable linear algebraic discretization of NPEs is used to obtain the CBP set. The CBP set is assumed to be empty, and the CBP set for each continuous attribute is added to the CBP set. CBP sets for multivariable linear algebraic discretization include CBPs for all continuous attributes in the data set. After the initial breakpoint set is obtained, the optimal breakpoint is found. The optimal breakpoint is looked up using the objective function. The breakpoint selection of multivariate linear algebraic discretization is the CBP of all variable attributes, considering the complementarity and correlation of variable attributes. After deleting or adding a breakpoint to get the optimal breakpoint, the optimal breakpoint is put into the optimal breakpoint set, and the optimal breakpoint set is initially empty, and the breakpoint is deleted from the initial breakpoint set. In this case, the optimal breakpoint is the best breakpoint for partitioning continuous attributes, and the final breakpoint required for a dataset is in the optimal breakpoint set. In multivariable discretization, the splitting method first finds the optimal breakpoint from all the continuous attributes and then splits the objects in the dataset.

The first step is to find the initial breakpoint. The second step is to find the best breakpoint, and then to divide the continuous attribute values according to the breakpoint.

According to the results of attribute splitting, the variables are merged. In this paper, the method of clustering is used to merge the NPEs. The central idea of grid-based
clustering is to give a large set of multivariate data points, which are generally unevenly distributed in the data space. Multivariable linear algebraic discretization is equivalent to the process of hypercube partitioning of variable feature space by hyperplanes perpendicular to different continuous attribute axes. The discrete partition points on each continuous attribute axis correspond to the intersection points of the attribute axis and the hyperplanes divided perpendicular to it. Multivariable linear algebraic discretization is a process in which hyperplanes are determined independently on each continuous attribute axis. The number of hyperplane partitions and the importance of variable attributes in NPE obey certain probability distributions. According to the mathematical probability principle, we can determine the number of hyperplanes in linear algebraic discretization of different NPEs and use hyperplanes to discretize the variables in the attribute space. Thus, the multivariable linear algebraic discrete method for NPEs is studied.

3. Multivariable Linear Algebraic Discrete Method and its Convergence Analysis

3.1. Multivariable Linear Algebraic Discrete Method. The two new two-layer mesh methods and their convergence analysis for the extended hybrid finite element method for nonlinear parabolic discretization problems. By using the idea of correcting on CG, some new two-layer grid methods can be obtained. From the analysis of convergence of the discrete method, it is found that this method is obviously more effective than the existing two-layer grid method. Applying the idea of a Newton iteration on fine meshes and correction on coarse meshes to the extended hybrid finite element method of nonlinear reaction diffusion problems, a two-layer mesh algorithm is constructed.

The solution of a system of nonlinear equations in a fine space is decomposed into a system of nonlinear equations in a rough space, and then a Newtonian iterative system of linear equations in a fine space, and then a system of linear equations in a CG as a correction. This method can be divided into the following three steps:

Step 1: On the CG $F_{H}$, for any $w_{H} \in W_{H}$, $v_{H} \in \mathcal{V}_{H}$, $v_{H} \in V_{H}$, $(p_{H}^{n} - p_{H}^{n-1}, w_{H}) \in W_{H} \times V_{H} \times \mathcal{V}_{H}$ is calculated to satisfy the following nonlinear equations:

$$
\left( \frac{p_{H}^{n} - p_{H}^{n-1}}{\Delta t}, w_{H} \right) + (\nabla \cdot \phi_{H}^{n}, w_{H}) = (f(p_{H}^{n}), w_{H})(\tau_{H}^{n}, v_{H})
$$

(24)

Step 2: On the CG $F_{h}$, for any $w_{h} \in W_{h}$, $v_{h} \in \mathcal{V}_{h}$, $v_{h} \in V_{h}$, $(\mathcal{F}_{h}^{n}/(\nabla \cdot \mathcal{F}_{h}^{n}), w_{h}) \in W_{h} \times V_{h} \times \mathcal{V}_{h}$ is calculated to satisfy the following nonlinear equations:

$$
\left( \frac{p_{h}^{n} - p_{h}^{n-1}}{\Delta t}, w_{h} \right) + (\nabla \cdot \phi_{h}^{n}, w_{h}) = (f(p_{H}^{n}), w_{h})(\tau_{h}^{n}, v_{h})
$$

(25)

Step 3: On the CG $F_{H}$, for any $w_{H} \in W_{H}$, $v_{H} \in \mathcal{V}_{H}$, $v_{H} \in V_{H}$, $(\mathcal{F}_{H}^{n}/(\nabla \cdot \mathcal{F}_{H}^{n}), w_{H}) \in W_{H} \times V_{H} \times \mathcal{V}_{H}$ is calculated to satisfy the following nonlinear equations:

$$
\left( \frac{\mathcal{F}_{H}^{n} - \mathcal{F}_{H}^{n-1}, \mathcal{W}_{H}}{\Delta t}, w_{H} \right) + (\nabla \cdot \phi_{H}^{n}, w_{H}) = (f(\mathcal{F}_{H}^{n}), w_{H})(\tau_{H}^{n}, v_{H}) = (\mathcal{F}_{H}^{n}, \nabla \cdot \mathcal{V}_{H}^{n})(\phi_{H}^{n}, v_{H}) = (T_{1}, v_{H}).
$$

(26)
Among them,
\[ T_1 = K(p_{11}^n + K_p(p_{11}^n)(T_1 - T_1^n). \]

(27)

Several lemmas need to be quoted again to complete the above proof.

3.2. Lemmas. Symmetric lemma, the integer \( s \) is the central axis of symmetry of \( u(l)s/i \), and the number of \( u(l)s/i \) is equal in the range of equal distance on both sides of the axis of symmetry.

Corresponding lemma if \( s, t, m \) are integers and \( s - t = m \), then the number of \( u(l)/i \) in the interval \( (t, t + k) \) is equal to the number of \( u(l)/i \) in the interval \( (s, s + k) \), that is, the number of two corresponding combinations is equal in the corresponding interval of equal length [1].

Lemma 1. \( \lim_{i \to \infty} p_i/\omega_{i,v}^3 = \infty, \lim_{i \to \infty} p_i/\omega_{i,v}^2 = \infty \lim_{i \to \infty} p_i/\omega_{i,v} = \infty. \)
Proof:

(1) \( \cdot \omega_{i,v} = A_i/B_i \)

Set up \( a_i = p_i/\omega_{i,v}^3 = (B_i/A_i) p_i : a_{i+1} = (B_i/A_i) p_{i+1}/\omega_{i+1,v} = (B_{i+1}/A_{i+1}) p_{i+1} \)

\( a_{i+1} - a_i = p_{i+1}(B_{i-1}/A_{i-1}) - p_i(B_i/A_i) = p_{i+1}(B_i/A_i)^3 \)

\( (p_{i+1} - p_i)^3 = p_{i+1} - p_i \)

\( p_{i+1} - 3 + 3/\omega_{i,v} > 3 \)

(2) \( \cdot \omega_{i,v} = \infty, \omega_{i,v}^2 = \infty \).

(3) \( \cdot \omega_{i,v} = \infty, \omega_{i,v}^2 = \infty \).

Lemma 2. The number \( \delta^{(t-c)}_{i,v} \) of combination \( u_{i,v}^{(t-c)} \), if \( p_{i+1}^2 < \beta < p_{i+1}^2, \omega_{n,v} = \beta \), then in the \( \infty \) range,

\( \delta_{i,v}^{(t-c)} = \omega_{n,v}. \)

Proof:

(1) The number \( u(l)/i \) of combination \( \delta_{i,v}^{(l)} \).

For the convenience of narration, \( a \) is the number of \( u(l)/i \) in the interval \( (0, s) \), \( B \) is the number of \( u(l)/i \) in the interval \((s, \beta - s)\). \( \therefore \delta_{i,v}^{(l)} = D + \delta_{i,v}^{(-l)} \).

(2) Number \( \delta_{i,v}^{(t-c)} \) of combination \( u_{i,v}^{(t-c)} \).

Similarly.

(3) The number of non-two kinds of remainder combination is infinite.

\( \cdot S \) and \( T \) are constants and \( \beta \) is variable,

\( \lim_{\beta \to \infty} (\beta - s) = \beta, \lim_{\beta \to \infty} (\beta + t) = \beta. \)

(2) In the range of infinity,

\( \delta_{i,v}^{(t-c)} = \delta_{i,v}^{(l)} + \delta_{i,v}^{(-l)} = \omega_{n,v}. \)

When,

\( \omega_{n,v} = \beta \delta_{i,v}^{(l)} = \omega_{n,v}^{(l)} = \omega_{n,v}^{(t-c)} = \omega_{n,v}^{(t-c)}. \)

That is to say, in the range of \( \omega \), the number of all non-two types of remainder combinations is infinite.

The proof of lemma is finished.

3.3. Convergence of Mesh Discretization Method. Different results can be obtained under the grid settings, with large differences. If these results are in good agreement, it indicates that the simulation results are stable and reliable. On this basis, the convergence of the three-step two-layer grid discretization method is analyzed.

Order

\( \bar{n}/h = \bar{n}/H + \bar{n}/H, \bar{n}/h = \bar{n}/H + \bar{n}/H, \bar{n}/h = \bar{n}/H + \bar{n}/H + \bar{n}/H \)

It can get the following equation:
\[
\left( \frac{a^n - a^{n-1}}{\Delta t}, w_h \right) + \left( \nabla \times \left( \prod_k \psi^a - \psi^b \right), w_h \right) = \left( E + G, w_h \right) (\overline{\phi}^a, \psi^b) = \left( \prod_k \psi^a - \psi^b, \psi^b \right) = \left( \nabla \phi^a, \psi^b \right) + (K(p^a)\phi^a, \psi^b) - (T_4, \psi^b). \tag{34}
\]

From the above theorem analysis and convergence analysis, it can be seen that, as long as the step $H$ of the coarse space selected in the above algorithm satisfies $H = O(h_{k+1}^{\frac{1}{2}})$, the two-layer mesh method established can maintain the optimal approximation of the solution of the mixed finite element method. The idea is applied to the reaction diffusion problem when the reaction term is a pressure $p$-related term $(f(p, \nabla p))$, and the tensor $K$ is a nonlinear term related to $p$. That is $K(p)$. That is, to solve the original complex problem on the coarse mesh, and then to carry out Newton iteration on the fine mesh, that is to say, to solve a relatively simple problem on the fine mesh using the extended mixed finite element method, and then to correct it on the coarse mesh. By convergence analysis, the method can keep the best approximation of the mixed finite element solution.

4. Conclusions

NPE has important use value in many fields, such as science and technology manufacturing. But NPE usually contains many variables and is difficult to solve. NPE is an important branch of mathematics. It is one of the important tools needed to solve the linear algebraic discrete method of multivariable in reality. Based on the existing research results for NPE, the multivariable linear algebraic discrete method for NPE is studied. First, the NPE is discretized, the algebraic form of the nonlinear equation is transformed into the vector form, and the RS and IE are constructed to allocate the weights of different variable attributes. According to the given variable attribute weight, the multiple variables in the equation are discretized by linear algebra. Through the above steps, the research on the multivariable linear algebraic discretization method of NPE is completed in order to provide some help for the research in this field.
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