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MODEL REDUCTION USING $L^1$-NORM MINIMIZATION AS AN APPLICATION TO NONLINEAR HYPERBOLIC PROBLEMS

R. ABGRALL AND R. CRISOVAN
INSTITUT FÜR MATHEMATIK, WINTERthurSTRASSE 190,
CH 8057 ZÜRICH, SWITZERLAND

Abstract. We are interested in the model reduction techniques for hyperbolic problems, in particular in fluids. This paper, which is a continuation of [2], proposes a dictionary approach coupled with a $L^1$ minimization approach. We develop the method and analyze it in simplified one dimensional cases. We show in this case that error bounds with the full model can be obtained provided that a suitable minimization approach is chosen. The capability of the algorithm is then shown on non linear scalar problems, one dimensional unsteady fluid problems and two dimensional steady compressible problems. A short discussion on the cost of the method is also included in the paper.
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1. Introduction. Model reduction is becoming an essential tool to enable applications requiring either real-time predictions or the evaluation of a large number of partial differential equations (PDE) based computational models. The first category encompasses optimal control [35, 43] and model predictive control [32, 6]. Routine analysis and parametrized studies [5], design optimization [42, 8] and the quantification of uncertainty [17] are applications pertaining to the second category, to name just a few. In all of these applications, the large dimensionality associated with the discretized partial differential equations prevents their solution in real-time. Model reduction reduces that cost by restricting the solution to a subspace of the solution space. This subspace is usually described by a small number of reduced basis vectors. In turn, a projection step reduces the dimensionality of the system of discrete equations considered, enabling their fast solution.

While the model reduction of elliptic and parabolic PDEs has been the subject of numerous studies [37, 54] and its theory is well understood [38, 27, 49, 47, 31, 13, 12], reducing hyperbolic equations has proved to be much more challenging [11]. More specifically, moving waves and discontinuities such as shocks require a large number of basis vectors to accurately approximate these features [21]. This characterizes these problems as ones with large Kolmogorov $n$-widths [14]. Some model reduction approaches which deal with convection dominated or hyperbolic problems have been also developed, each of them proposing different methods in order to deal with nonlinearities, using: approximations of generalized Lax pairs [25], the solution of Monge-Kantorovich mass transfer problem [34], the method of freezing [46] or using the domain partitioning method, followed by an interpolation step [51]. All this prior work is mostly based on the studies and the theory of model order reduction for elliptic and parabolic equations and using an $L^2$ minimization norm. This norm is not the natural one for evolution problems which involves discontinuities, being not linked to the concept of weak solutions of hyperbolic conservation laws. In our case, using $L^1$-norm minimization, we place ourselves exactly in this scenario, obtaining a non-oscillatory behavior of the numerical solution.

In order to reduce the Kolmogorov $n$-width, approaches based on local bases considering local subspaces can be found in [7, 23, 9, 44]. The locality can be characterized in parameters [7], time [23] or state-space [9]. In the present work, an approach based on dictionaries is considered [36, 16]. More specifically, solutions corresponding to various time and parameter instances are collected and stored in such a dictionary using a greedy sampling method [54, 27, 17]. Each solution will then be considered as a reduced basis vector. In turn, localization in time and space
can be easily enforced by only considering basis vectors corresponding to restricted sub-domains of the time and parameters spaces. In addition to the reduction in number of basis vectors, this paper will demonstrate that a key advantage of a dictionary approach is a better approximation of states having sharp gradients and discontinuities. In particular, it will be demonstrated that avoiding basis truncation such as the one occurring in Proper Orthogonal Decomposition (POD) [50] or Non-Negative Matrix Factorization [10] avoid Gibbs phenomenon.

In addition to the choice of reduced basis, a key ingredient in projection-based model reduction is the definition of the reduced system of equations. For symmetric systems such as those arising in elliptic and parabolic PDEs, Galerkin projection is the method of choice. For non-symmetric systems, however, it has been shown that minimizing the \( L^2 \)-norm of the residual is preferable for stability considerations [19, 20]. In the present paper, model reduction based on the minimization of the \( L^1 \)-norm of the residual is introduced and its advantage is demonstrated in conjunction with a dictionary approach for reducing problems with sharp gradient and shocks. More specifically, the present work demonstrates that combining a dictionary and \( L^1 \) minimization promotes sparsity in the choice of basis functions participating in the reduced-order solution and results in more accurate and physical reduced-order solutions.

As we stated in the abstract, this work is a continuation of [2]. In here, we develop robust error estimators, select the dictionary elements using a greedy sampling algorithm, we illustrate the advantage of using \( L^1 \)-norm minimization also on a two dimensional example (2D) and we make use of hyper-reduction ideas, discussing also the cost of the method. These achievements were only mentioned as a future work in [2]. Moreover, in the current work, we are giving more implementation details of the method, we give solutions to the potential difficulties that might arise when using \( L^1 \)-norm minimization and last but not least, in the numerical applications part, we are comparing different \( L^1 \) minimization approaches with the \( L^2 \)-norm minimization, we study the convergence and the sparsity of the method and we illustrate for different targets, the quality of the reconstructed solution based on the number of elements in the dictionary.

This paper is organized as follows: we first discuss the problem of interest. In the following section, an approximation of the solution of nonlinear problems by reduced order models is presented. In the fourth section, we explain the role of \( L^1 \)-norm minimization in this problem, then we present in detail the algorithm we have developed and provide an error estimate. In Section 6 we describe the greedy sampling algorithm, used to select the elements in the reduced basis. In Section 7 we describe the potential difficulties that can arise using \( L^1 \)-norm minimization, we give solutions how to fix them and in the end we present efficient algorithms for the computation of the \( L^1 \)-norm minimization, both in the cases of linear and nonlinear residuals. In Section 8, we are discussing the computational cost of the method. The last section provides several numerical examples that illustrate the behavior of our methods, on linear and nonlinear problems, both in one (1D) and two dimensional case. A conclusion follows and we sketch some perspectives.

2. Problem of interest. In this work, high-dimensional models (HDM) arising from the space discretization of hyperbolic PDEs are considered. PDEs of the following type are considered

\[
\begin{align*}
\frac{\partial W}{\partial t} + L(W; \mu) &= f(t, \mu), \quad x \in \Omega, \quad t \in [0, T], \\
B(W; \mu) &= g(t, \mu), \quad x \in \partial \Omega, \quad t \in [0, T], \\
W(x, t = 0, \mu) &= W_0(x, \mu), \quad x \in \Omega,
\end{align*}
\]  

(2.1)

where \( W = W(x, t) \in \mathbb{R}^p \) is the state variable, \( t \in [0, T] \) is the time variable, \( x \in \Omega \subset \mathbb{R}^d \) is the space variable (1 \( \leq d \leq 3 \)) and \( \partial \Omega \) is the boundary of the domain. \( L \) is a differential operator such as the divergence of a flux and \( B \) a boundary operator, \( f \) and \( g \) are volume and surface forces, respectively and \( \mu = (\mu^1, \cdots, \mu^m) \in \mathcal{P} \subset \mathbb{R}^m \) is a vector of \( m \) parameters defining the system of interest.
Discretizing the PDE (2.1) using finite differences approximation or finite volume formulation leads to a system of large dimension $N = p \times N_{space}$ of ordinary differential equations (ODEs) of the following form

\[
\begin{cases}
\frac{dw}{dt} + f(w, t; \mu) = g(t, \mu), \ t \in [0, T] \\
w(t = 0, \mu) = w_0(\mu),
\end{cases}
\]

where $w = w(t, \mu) \in \mathbb{R}^N$ is the HDM state, $t$ denotes the time and $f(\cdot, \cdot)$, $g(\cdot)$ are nonlinear functions of their arguments.

In the remainder of this paper, the time and parameter variables are grouped together, unless explicitly stated, as a variable $\tau = [t; \mu]$. Hence, the HDM state is parametrized as

\[w(\tau) = w(t, \mu).\]  

In practice, the ODE (2.2) is discretized in time using a time discretization $t_0 = 0 < t_1 < \cdots < t_{N_t} = T$. Explicit and implicit time-discretization techniques are used in the present paper, resulting in a sequence of nonlinear systems of equations of large dimension $N$

\[r^n(w) = 0, \ n = 1, \cdots, N_t,\]

where $r^n = [r^n_1, \cdots, r^n_{N_t}]^T$. We give several examples later in the text. Note that the residual $r^n$ will depend on several time instances of the solution for unsteady problems, for example $w^n$ and $w^{n-1}$ in the simplest case. Steady problems can also be written in the form $r(w) = 0$.

The goal of model reduction is to approximate the high-dimensional system (2.4) using a much smaller number of variables while retaining accuracy of the solution. For that purpose, projection-based model reduction techniques approximate the state $w(\tau)$ in a subspace of $\mathbb{R}^N$ using a reduced-order basis (ROB)/dictionary $V = [v_1, \cdots, v_k] \in \mathbb{R}^{N \times k}$, $k << N$. The state is then approximated as

\[w(\tau) \approx Vq(\tau) = \sum_{i=1}^{k} v_i q_i(\tau)\]  

where $q(\tau) = [q_1(\tau), \cdots, q_k(\tau)]^T \in \mathbb{R}^k$ denotes the vector of $k$ reduced coordinates. Substituting the subspace approximation (2.5) into (2.4) usually results in a non-zero residual of dimension $N$

\[r^n(Vq) \approx 0.\]

which accounts for the fact that $Vq(\tau)$ is not in general an exact solution of the dynamical equation. Two common approaches result in the definition of a reduced system of equations:

- Galerkin projection \cite{38, 37} enforces the orthogonality of the residual to the ROB $V$ as

\[V^T r^n(Vq) = 0, \ n = 1, \cdots, N_t.\]  

This defines a set of $k$ nonlinear equations in terms of $k$ unknowns which can be solved by Newton-Raphson’s method.

- Residual minimization approaches \cite{42, 17, 19, 9, 20} minimize the residual in the $L^2$-norm sense

\[\min_{q \in \mathbb{R}^k} \|r^n(Vq)\|_2^2 = \sum_{i=1}^{N} (r^n_i(Vq))^2, \ n = 1, \cdots, N_t.\]  

In practice, this nonlinear least-squares problem can be solved using Gauss-Newton or Levenberg-Marquardt iterations \cite{45}. In Section 7, alternative residual minimization approaches based on $L^1$-norm minimization which are more appropriate for the reduction of hyperbolic problems will be proposed.
3. Dictionary approach. Projection-based model reduction techniques \cite{50, 49, 10} based on the pre-computed snapshots of the HDM for specific values of the vector \( \mathbf{\tau} = [t; \mathbf{\mu}] \). These snapshots are gathered in a snapshot matrix

\[
S = [w(\tau_1), \ldots, w(\tau_{N_s})]. \tag{3.1}
\]

Five approaches for compressing the snapshot matrix are described as follows:

- Proper Orthogonal Decomposition \cite{50} computes an optimal reduced-order basis of dimension \( k \) that minimizes the projection error of the snapshots onto the basis.
- Balanced POD \cite{55}, applicable to linear systems only, also takes into account snapshots of the dual system to construct the reduced basis for the primal and dual systems.
- Non-negative matrix factorization \cite{41} was recently applied to construct a non-negative reduced-order basis based on snapshots with positive entries in the context of contact problems \cite{10}. The reduced basis minimizes the positive reconstruction of the snapshots.
- Greedy sampling method was introduced in \cite{54, 27, 53} and approaches the task of choosing parameter sample points one by one in an adaptive manner.
- POD-Greedy algorithm is a combination of the Greedy algorithm with a temporal compression step. The main ingredient for time-sequence compression is the use of POD \cite{30}.

All five approaches perform a compression of the information contained in the snapshot matrix \( S \). More specifically, the \( N_s \) vectors contained in \( S \) are compressed, leading to a reduced-order basis of dimension \( k \leq N_s \).

In the present paper, an approach based on a dictionary of solutions is preferred as it does not incur any loss of information by compression. As such, the vectors \( \{v_i\}_{i=1}^k \) in the reduced basis are the solutions of the HDM:

\[
v_i = w(\tau_i) = w(t, \mathbf{\mu}_i), \; i = 1, \ldots, k. \tag{3.2}
\]

These vectors will constitute our dictionary. We denote with \( D = \{\mathbf{\mu}_i\}_{i=1}^k \) the set of parameters chosen by the greedy algorithm from a big training set \( C = \{\mathbf{\mu}_i\}_{i=1}^{N_c} \) at each greedy iteration. So, the number of samplings corresponds to the number of elements in the reduced basis. In this case, the error can be controlled using the error estimate given in Section 5.2. The solution of the HDM will then be approximated as

\[
w(\tau) \approx \sum_{i=1}^{k} w(\tau_i)q_i(\tau). \tag{3.3}
\]

In the present case, since the HDM is of very large dimension, over-complete dictionaries, as used in compressed sensing \cite{18, 24} and for which \( k \geq N \) will not be considered.

4. \( L^1 \)-norm residual minimization. In the present paper, model reduction based on \( L^1 \)-norm residual minimization is introduced to reduce the dimensionality of hyperbolic equations as an alternative to Galerkin projection and \( L^2 \)-norm minimization. Motivations for the use of the \( L^1 \)-norm are provided in this section. Model reduction based on \( L^1 \)-norm minimization will be introduced in Section 7 together with practical numerical procedure for their computation in Section 7.2.

Minimizing the \( L^1 \)-norm of the residual is known to lead to regressions that are much more robust to outliers \cite{15}. In the context of hyperbolic systems, Lavery’s work \cite{39, 40} was probably the first one which used \( L^1 \) minimization to solve hyperbolic problems. It was followed by Guermond et al. on Hamilton Jacobi equations and transport problems \cite{28, 29} and it has been shown, at least experimentally, that the numerical solution can retain an excellent non-oscillatory
behavior by minimizing the $L^1$-norm of the PDE residual. In [29], the schemes are designed by minimizing quantities that mimic the total variation of a functional, as in here. In the following sections, the idea is exploited in the case of model reduction. For completeness, the motivation for $L^1$-norm minimization is justified as follows for the problem

$$\frac{\partial W}{\partial t} + \text{div} F(W) = 0 \quad (4.1)$$

defined on $\Omega \subset \mathbb{R}^d \times \mathbb{R}^+$. The solution $W = W(x,t)$ belongs here to $\mathbb{R}^p$, so that $F = (F_1, \ldots, F_p)^T$. The weak form of the equation is: for any $\varphi \in \left[ C_0^1(\Omega) \right]^p$ with compact support in the interior $\Omega$ of $\Omega$:¹

$$\int_\Omega \varphi(x,t) \left( \frac{\partial W}{\partial t} + \text{div} F(W) \right) dt dx = 0. \quad (4.2)$$

Integrating by parts yields

$$\int_\Omega \frac{\partial \varphi}{\partial t} W dt dx + \int_\Omega \nabla \varphi \cdot F(W) dt dx = 0. \quad (4.3)$$

Restricting to the set of test functions $T = \left\{ \varphi \in \left[ C_0^1(\Omega) \right]^p, ||\varphi||_{\infty} \leq 1 \right\}$, $W$ is a solution if:

$$\sup_{\varphi \in T} \left( \int_\Omega \frac{\partial \varphi}{\partial t} W dt dx + \int_\Omega \nabla \varphi \cdot F(W) dt dx \right) = 0. \quad (4.4)$$

Remember that for any function $g \in L^1(\mathbb{R}^d)$, the total variation is defined as

$$TV(g) = \sup_{\varphi \in C_0^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d), ||\varphi||_{\infty} \leq 1} \left\{ \int_{\mathbb{R}^d} \nabla \varphi(x) \cdot g(x) dx \right\}, \quad (4.5)$$

and if, in addition, $g \in C^1(\mathbb{R}^d)$, then $TV(g) = \int_{\mathbb{R}^d} ||\nabla g|| dx = ||\nabla g||_{L^1(\mathbb{R}^d)}$. This shows that, defining the space-time flux $F = (W, F)$, $W$ is a weak solution if and only if the space-time total variation of $F$ vanishes, that is

$$TV(F(W)) = 0. \quad (4.6)$$

In other words, one can look for $W$ as a function of $L^1 \cap L^\infty$ such that $W$ minimizes $TV(F(V))$ over $V \in L^1 \cap L^\infty$, i.e.

$$W = \arg\min \{ TV(F(V)) \}, \quad V \in L^1 \cap L^\infty. \quad (4.7)$$

This does not guaranty uniqueness (and thus there is some abuse of language in this setting), since the entropy conditions are not encoded into this formulation. From (4.6), this non uniqueness can also be interpreted in term on the non strict convexity of the $L^1$ unit ball. However, (4.7) indicates that a natural setting is to minimize the $L^1$ norm of the space-time divergence of the space-time flux $F$, but something must be added in order to generate unique solutions, as the entropy criteria is a way to guaranty uniqueness of the solution of (4.1).

¹so that in particular $\forall (x, 0) \in \mathbb{R}^d \times \mathbb{R}^+, \varphi(x, 0) = 0$. 
How does it translates to the discrete setting? For simplicity, we only mention the case of explicit schemes. We discuss later the solution procedure for the case of implicit schemes. The following classical result is mentioned. Consider \( \{x_j\}_{j \in \mathbb{Z}} \) a strictly increasing sequence in \( \mathbb{R} \) and \( x_{j+1/2} = \frac{x_j + x_{j+1}}{2} \). Assuming that \( \mathbb{R} = \bigcup_{j \in \mathbb{Z}} [x_{j-1/2}, x_{j+1/2}] \) and considering \( g \) defined as: for any \( j \in \mathbb{Z} \),

\[
    g(x) = g_j \text{ if } x \in [x_{j-1/2}, x_{j+1/2}],
\]

then

\[
    TV(g) = \sum_{j \in \mathbb{Z}} |g_{j+1} - g_j|.
\]

Consider now an approximation procedure that enables, from \( w^n = W(\cdot, t_n) \), to compute \( w^{n+1} = W(\cdot, t_{n+1}) \). For instance, assume that we have a finite volume method, \( d = 1 \) and for any grid point \( j \in \{1, \ldots, N\} \), we define the mesh \( x_{j+1/2} = j\Delta x, t^n = n\Delta t \) and the control volumes \( c_j = (x_{j-1/2}, x_{j+1/2}) \). Considering \( \varphi = 1_{[x_{j-1/2}, x_{j+1/2}] \times [t^n, t^{n+1}]} \) with \( [x_{j-1/2}, x_{j+1/2}] \times [t^n, t^{n+1}] \subset \Omega \) in (4.2), we obtain the following:

\[
    0 = \int_{t_{j-1/2}}^{t_{j+1/2}} \int_{t^n}^{t^{n+1}} \left( \frac{\partial W}{\partial t} + \text{div } F(W) \right) dt dx \\
    = \Delta x \int_{x_{j-1/2}}^{x_{j+1/2}} \frac{1}{\Delta x} W(x, t^{n+1}) dx - \Delta x \int_{x_{j-1/2}}^{x_{j+1/2}} \frac{1}{\Delta x} W(x, t^n) dx \\
    + \Delta t \int_{t^n}^{t^{n+1}} \frac{1}{\Delta t} F(W(x_{j+1/2}, t)) dt - \Delta t \int_{t^n}^{t^{n+1}} \frac{1}{\Delta t} F(W(x_{j-1/2}, t)) dt.
\]

Using the approximations, \( w^n_j \approx \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} W(x, t^n) dx \) and \( f_{j+1/2}^{n+1}(w^n) \approx \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} F(W(x_{j+1/2}, t)) dt \), we obtain:

\[
    \Delta x (w^{n+1}_j - w^n_j) + \Delta t (f_{j+1/2}^{n+1}(w^n) - f_{j-1/2}^{n+1}(w^n)) = 0.
\]

(4.10)

In this case, the residual can be written as:

\[
    [r(w^n, w^{n+1})]_j = w^{n+1}_j - w^n_j + \frac{\Delta t}{\Delta x} (f_{j+1/2}^{n+1}(w^n) - f_{j-1/2}^{n+1}(w^n))
\]

(4.11)

and we can evaluate the value of \( w^{n+1} \) as the minimization solution of the total variation:

\[
    TV(r) = \sum_{j=1}^{N} \left| r(w^n, w^{n+1}) \right|.
\]

(4.12)

In (4.11), \( f_{j+1/2} \) is any consistent numerical flux at the cell interface \( x_{j+1/2} \); see [52] for the classical examples.

Substituting (2.5) in (4.11), for all time steps, find the coefficients \( q_i^n \) that minimizes the following residual:

\[
    r_j^n(Vq) = \sum_{i=1}^{k} q_i^{n+1} w_j^{n+1}(\mu_i) - \sum_{i=1}^{k} q_i^n w_j^n(\mu_i) + \frac{\Delta t}{\Delta x} \left( f_{j+1/2}^{n+1}(\sum_{i=1}^{k} q_i^n w_j^n(\mu_i)) - f_{j-1/2}^{n+1}(\sum_{i=1}^{k} q_i^n w_j^n(\mu_i)) \right).
\]

(4.13)
For the case of implicit schemes, the solution is obtained similarly as for the explicit case, obtaining the following residual that has to be minimized:

\[ r_{jn}^{(V,q)} = \sum_{i=1}^{k} q_{i}^{n+1} w_{j}^{n+1}(\mu_{i}) - \sum_{i=1}^{k} q_{i}^{n} w_{j}^{n}(\mu_{i}) + \frac{\Delta t}{\Delta x} \left( \sum_{i=1}^{k} q_{i}^{n+1} w_{j}^{n+1}(\mu_{i}) \right) - \frac{\Delta t}{\Delta x} \left( \sum_{i=1}^{k} q_{i}^{n} w_{j}^{n}(\mu_{i}) \right). \]  

(4.14)

**Remark 1.** The \( L^1 \) norm is convex but not strictly convex, and hence the minimization problem (4.12) may not have a unique solution. For this reason, in practice, we perturb the functional (4.12) to make it strictly convex. Let us denote it by \( J \), and thus we will look for solutions that minimize

\[ J(r(w^n, w^{n+1})). \]  

(4.15)

Examples are:

1. for \( \nu > 0 \),

\[ J(r(w^n, w^{n+1})) = \sum_{j=1}^{N} \left| r(w^n, w^{n+1}) \right| + \nu \sum_{j=1}^{N} (w_{j}^{n+1})^2, \]  

(4.16a)

2. More generally, if \( U \) is a convex entropy,

\[ J(r(w^n, w^{n+1})) = \sum_{j=1}^{N} \left| r(w^n, w^{n+1}) \right| + \nu \sum_{j=1}^{N} U(w_{j}^{n+1}). \]  

(4.16b)

The functional (4.16b) can be used for systems and the choice of \( \nu > 0 \) will be discussed in Section 7.1.

Another example of strictly convex functionals, probably more linked to the characterisation of entropy solution, is: for \( \nu > 0 \),

\[ J(r(w^n, w^{n+1})) = \sum_{j=1}^{N} \left| r(w^n, w^{n+1}) \right| + \nu \sum_{j=1}^{N} (w_{j}^{n+1} - w_{j}^{n})^2. \]  

**Remark 2.** Other potential difficulties using the minimization of a \( L^1 \)-norm will be presented in Section 7.

**5. Error estimation.** In this section, we provide an error estimate (in the scalar case) between the solution obtained by projecting onto the span of the dictionary or onto the convex hull of the dictionary and the solution of the original scheme. These error estimates are another way to justify the method and are provided in a simple setting: we consider a monotone scheme. In this section, we first precise the scheme settings, then we give a natural condition on the dictionary for obtaining these error estimates and in the end we state them and prove them.

**5.1. Scheme setting.** Consider the scalar conservation law equations with the initial condition:

\[
\frac{\partial w}{\partial t} + \frac{\partial f(w)}{\partial x} = 0, \quad x \in \mathbb{R}, t > 0 \\
w(x,0) = w_0(x), \quad x \in \mathbb{R}.
\]  

(5.1)
After discretizing, we assume that the scheme writes, for \( w := (w_j)_{j \in \mathbb{Z}} \),

\[
W_j^{n+1} = S(w_j^n, \lambda) \tag{5.2}
\]

with \( \lambda = \Delta t/\Delta x \) and the initial condition

\[
w_j^0 = \text{given}. \tag{5.3}
\]

We assume that the operator \( S \) is monotone for \( \lambda \in [0, b], b > 0 \), i.e. if for any sequence \( w \) and \( v \) bounded for the \( L^1 \) or \( L^\infty \) norms with \( j \in \mathbb{Z}, w_j \leq v_j \), then \( S(w_j, \lambda) \leq S(v_j, \lambda) \). Let \( L^1 \) and \( L^\infty \) norms be generically denoted by \( \| \cdot \| \).

An example is given by the explicit scheme

\[
S(w_j^n, \lambda) = w_j^n - \lambda (\hat{f}(w_{j+1}^n, w_j^n) - \hat{f}(w_j^n, w_{j-1}^n)) \tag{5.4}
\]

where we assume that the numerical flux \( \hat{f}(a, b) \) is monotone, i.e. increasing with respect to the first variable and decreasing with respect to the second one and the operator \( S \) is monotone under a CFL like condition.

Another example is given by the implicit scheme, where \( w_j^n \) is defined as the solution of

\[
S(w_j^{n+1}, \lambda) = w_j^{n+1} + \lambda (\hat{f}(w_{j+1}^{n+1}, w_j^{n+1}) - \hat{f}(w_j^{n+1}, w_{j-1}^{n+1})) \tag{5.5}
\]

which is unconditionally monotone.

Thanks to Crandall-Tartar lemma (for example, see [26]), we know that for any \( w \) and \( v \),

\[
\| S(w, \lambda) - S(v, \lambda) \|_{L^1} \leq \| w - v \|_{L^1}.
\]

The same is true in the \( L^\infty \) and \( L^2 \) norms.

5.2. Error estimate. We collect and store into the dictionary \( V \) the solutions \( \{w^n(\mu_i)\}_i \) of the problem (5.1) which correspond to various time and parameter instances and where also the initial conditions are depending on these parameters \( \{\mu_i\}_{i=1, \ldots, k} \in D \). Since the minimization procedure admits a unique solution, this enables to define a projection operator \( p^n \) for any time \( t^n \), by solving the following minimization problem: knowing \( w^*_n \in \text{span} \{w^n(\mu_i)\}_{\mu_i \in D} \), find \( w^{n+1}_* \in \text{span} \{w^{n+1}(\mu_i)\}_{\mu_i \in D} \) such that for any target \( \mu \in \mathcal{P} \),

\[
w^{n+1}_*(\mu) := \arg\min_{v_n \in \text{span} \{w^{n+1}(\mu_i)\}_{\mu_i \in D}} \left\{ J(v_n - S(w^n_*(\mu), \lambda)) \right\} = p^n \left( S(w^n_*(\mu), \lambda) \right),
\]

with \( J \) strictly convex. We consider in the following estimates that the scheme \( S \) is explicit. The same can be proven also for an implicit scheme.

Remembering that (5.2) applies for the elements of the dictionary, we have immediately the
following estimate:

\[
J \left( w_{r+1}^n(\mu) - S(w^*_r(\mu), \lambda) \right) = J \left( p^n(S(w^*_r(\mu), \lambda)) - S(w^*_r(\mu), \lambda) \right)
\]

\[
= \min_{\nu_r \in \text{span} \{\{w^{n+1}(\mu_i)\}\}} J \left( \nu_r - S(w^*_r(\mu), \lambda) \right)
\]

\[
\leq \min_{\mu_i \in \mathcal{D}} J \left( w^{n+1}(\mu_i) - S(w^*_r(\mu), \lambda) \right) \tag{5.6}
\]

\[
= \min_{\mu_i \in \mathcal{D}} J \left( S(w^n(\mu_i), \lambda) - S(w^*_r(\mu), \lambda) \right)
\]

\[
\leq \min_{\mu_i \in \mathcal{D}} J \left( w^n(\mu_i) - w^*_r(\mu) \right)
\]

provided \( \lambda \) enables to fulfill the monotonicity property for all the elements of the dictionary. In (5.6), the passage from line 2 to 3 simply comes from the fact we are minimizing on a smaller subset of \( \text{span} \{\{w^{n+1}(\mu_i)\}\} \), namely the element dictionary. The last inequality in (5.6) relies on (5.2). It is possible due because of the monotonicity of the scheme for the functionals defined in Remark 1 since a monotone scheme is \( L^1 \) stable, \( L^2 \) stable, and \( \text{TV} \) stable [26].

Next, we consider the case where we project on the convex envelop of the dictionary, i.e.

\[
\min_{q \in \mathbb{R}} \|r^n(\mathbf{V}q)\|_1 \quad \text{subject to} \quad \mathbf{1}^T q = 1, q \geq 0, \quad n = 1, \ldots, N_n. \tag{5.7}
\]

So the projection is a convex combination of the elements in the dictionary and for any target \( \mu \in \mathcal{P} \) we define:

\[
w^{n+1}_r(\mu) = p^n(S(w^*_r(\mu), \lambda)) = \sum_{i=1}^{k} \alpha^n_{i+1} w^{n+1}(\mu_i)
\]

with \( \alpha^n_i \geq 0 \) and \( \sum_{i=1}^{k} \alpha^n_i = 1, \forall n \). We obtain a sharper error estimate of type:

\[
J \left( w^{n+1}_r(\mu) - S(w^*_r(\mu), \lambda) \right) \leq \min_{\mu_i \in \mathcal{D}} J \left( w^n(\mu_i) - w^*_r(\mu) \right)
\]

\[
= \min_{\mu_i \in \mathcal{D}} J \left( w^n(\mu_i) - \sum_{j=1}^{k} \alpha^n_j w^n(\mu_j) \right)
\]

\[
\leq \min_{\mu_i \in \mathcal{D}} \left( \sum_{j=1}^{k} |\alpha^n_j| \right) \max_{\mu_j \in \mathcal{D}} J \left( w^n(\mu_i) - w^n(\mu_j) \right) \tag{5.8}
\]

\[
= \min_{\mu_i \in \mathcal{D}} \max_{\mu_j \in \mathcal{D}} J \left( w^n(\mu_i) - w^n(\mu_j) \right)
\]

\[
\leq \min_{\mu_i \in \mathcal{D}} \max_{\mu_j \in \mathcal{D}} J \left( w^0(\mu_i) - w^0(\mu_j) \right) =: J(D)
\]

Again, the last inequality in (5.8) is possible due to the monotonicity of the scheme for the functionals defined in Remark 1 because a monotone scheme is \( L^1 \) stable, \( L^2 \) stable and \( \text{TV} \) stable [26]. We have shown the following result:

**Proposition 5.1.** Consider \( J \) defined as in Remark 1. If \( S(\cdot, \lambda) \) is a monotone scheme for \( \lambda \in [0, b[, \, b > 0 \) then:
1. At time $t_{n+1}$, the minimization is done onto the span of the dictionary $\{w^n(\mu_i), \mu_i \in \mathcal{D}\}$, for any $\mu \in \mathcal{P}$, the reduced solution $w^{n+1}_*(\mu) = p^n(S(w^n_*(\mu), \lambda))$ satisfies:

$$J\left(w^{n+1}_*(\mu) - S(w^n_*(\mu), \lambda)\right) \leq \min_{\mu_i \in \mathcal{D}} J\left(w^n_*(\mu_i) - w^n_*(\mu)\right).$$

2. At time $t_{n+1}$, the minimization is done on the convex hull of the dictionary, for any $\mu \in \mathcal{P}$, the reduced solution $w^{n+1}_*(\mu) = p^n(S(w^n_*(\mu), \lambda))$ satisfies:

$$J\left(w^{n+1}_*(\mu) - S(w^n_*(\mu), \lambda)\right) \leq \min_{\mu_i, \mu_j \in \mathcal{D}} \max_{\mu_i, \mu_j \in \mathcal{D}} J\left(w^0(\mu_i) - w^0(\mu_j)\right).$$

For $J$ defined as in (4.16a) and using a projection over the span of the dictionary, we get the following estimate:

$$J\left(p^n(S(w^n_*(\mu), \lambda)) - S(w^n_*(\mu), \lambda)\right) = \min_{\nu_i \in \text{span}(\{w^{n+1}_*(\mu_i)\})} \min_{\mu_i \in \mathcal{D}} J\left(v_* - S(w^n_*(\mu), \lambda)\right)$$

$$\leq \min_{\mu_i \in \mathcal{D}} J\left(w^{n+1}_*(\mu_i) - S(w^n_*(\mu), \lambda)\right)$$

$$= \min_{\mu_i \in \mathcal{D}} J\left(S(w^n(\mu), \lambda) - S(w^n_*(\mu), \lambda)\right)$$

$$\leq \min_{\mu_i \in \mathcal{D}} J\left(w^n_*(\mu_i) - w^n_*(\mu)\right)$$

$$= \min_{\mu_i \in \mathcal{D}} \left(||w^n(\mu_i) - w^n_*(\mu)||_1 + \nu||w^n(\mu_i) - w^n_*(\mu)||^2\right)$$

$$\leq \min_{\mu_i \in \mathcal{D}} \left[(1 + \nu)||w^n(\mu_i) - w^n_*(\mu)||_\infty||w^n_*(\mu_i) - w^n_*(\mu)||_1\right]$$

where the last inequality holds due to the $L^p$ norms inequality: $||f||_q \leq ||f||_{r/q}||f||_1^{1-r/q}$, with $q = 2$ and $r = 1$.

Using the same technique as for the proof of proposition 5.1, we obtain in the case of the convex hull projection the following estimate:

$$J\left(p^n(S(w^n_*(\mu), \lambda)) - S(w^n_*(\mu), \lambda)\right) \leq \min_{\mu_i \in \mathcal{D}} \max_{\mu_i \in \mathcal{D}} \left[(1 + \nu)||w^n(\mu_i) - w^n_*(\mu)||_\infty||w^n_*(\mu_i) - w^n_*(\mu)||_1\right].$$

6. Training by greedy sampling. An essential step in the construction of a parametric ROM is the selection of the sampled snapshots in the time and parameter domains. Greedy approaches [54, 27, 17] proceed by iteratively selected the location in the parameter space where the error between the HDM and the ROM is the largest. Then, solve the full model for the chosen sampling and update the reduced model. These steps are repeated until the error is acceptable. As computing the error requires the expensive solution of the HDM, cheaper error indicators are used instead. In the present work, the cumulative $L^1$-norm of the residual vector corresponding to the ROM solution is used as error indicator:

$$\mathcal{E}(\mu) = \frac{1}{N_t} \sum_{n=1}^{N_t} ||r^n(Vq^n(\mu))||_1,$$
Proposition 5.1 shows that the error indicator (6.1) can be bounded by the greedy procedure is recalled in Algorithm 1. In Section 9, where the chosen greedy parameters in the dictionary are maximally separated, this bound can be interpreted as in [55] and can also be observed from the numerical experiments by minimizing, at each time step, residual minimization in the least-squares sense, a reduced system of equations is here obtained and how to fix them. In the second part of this section, model reduction based on minimizing the \( L^1 \)-norm is combined with the dictionary approach presented in Section 3 which leads to different algorithms used to solve the minimization problem.

Algorithm 1 Greedy sampling of the parameter space

**Input:** Residual function \( r(\cdot) \), tolerance for convergence \( \epsilon \), candidate parameter set \( C = \{ \mu_i \}_{i=1}^{N_c} \)

**Output:** Dictionary \( V \)

1: Randomly chose an initial sample parameter \( \mu_0 \in C \) and compute the associated HDM solution \( \{ w^n(\mu_0) \}_{n=1}^{N_t} \)
2: Construct an initial dictionary \( V = \{ w^n(\mu_0) \}_{n=1}^{N_t} \)
3: \( \text{for } i_c = 1, \cdots, N_c \text{ do} \)
4: \( \text{Solve for the ROM solution } \{ q^n(\mu_{i_c}) \}_{n=1}^{N_t} \text{ and evaluate the error indicator } E(\mu_{i_c}) \)
5: \( \text{end for} \)
6: \( j = 1 \)
7: \( \text{while } \max_{i_c=1,\cdots,N_c} E(\mu_{i_c}) > \epsilon \text{ do} \)
8: \( \text{Select } \mu_j = \arg \max_{i_c=1,\cdots,N_c} E(\mu_{i_c}) \)
9: \( \text{Compute the associated HDM solution } \{ w^n(\mu_j) \}_{n=1}^{N_t} \)
10: \( \text{Update the dictionary } V = V \cup \{ w^n(\mu_j) \}_{n=1}^{N_t} \)
11: \( \text{for } i_c = 1, \cdots, N_c \text{ do} \)
12: \( \text{Solve for the ROM solution } \{ q^n(\mu_{i_c}) \}_{n=1}^{N_t} \text{ and evaluate the error indicator } E(\mu_{i_c}) \)
13: \( \text{end for} \)
14: \( j = j + 1 \)
15: \( \text{end while} \)

where \( q^n(\mu) \) denotes the reduced coordinates for the parameter \( \mu \) at time iteration \( t^n \). The greedy procedure is recalled in Algorithm 1.

**Remark 3.** In the case of a monotone scheme and convex hull minimization, the result of Proposition 3.1 shows that the error indicator (6.1) can be bounded by \( J(D) \). An intuitive idea of this bound can be interpreted as in [55] and can also be observed from the numerical experiments in Section 9, where the chosen greedy parameters in the dictionary are maximally separated.

7. Potential difficulties using \( L^1 \)-norm and algorithms. In this section, we are firstly illustrating the potential difficulties that one can encounter when using \( L^1 \)-norm minimization and how to fix them. In the second part of this section, model reduction based on minimizing the residual in the \( L^1 \)-norm is combined with the dictionary approach presented in Section 3 which leads to different algorithms used to solve the minimization problem.

7.1. Potential difficulties and procedures. As an alternative to Galerkin projection and residual minimization in the least-squares sense, a reduced system of equation is here obtained by minimizing, at each time step \( n = 1, \cdots, N_t \), the \( L^1 \)-norm of the residual vector as

\[
\min_{q \in \mathbb{R}^k} \| r^n(Vq) \|_1 = \sum_{i=1}^{n} |r_i^n(Vq)|, \quad n = 1, \cdots, N_t
\]

or the projection on the convex envelop of the dictionary defined in (5.7). There are at least three difficulties associated with minimizing the \( L^1 \)-norm. The first one is due to \( L^1 \) non-differentiability at zero. To circumvent this issue, the Huber function [33], defined as follows can be introduced:

\[
\phi_M(x) = \begin{cases} 
  x^2 & \text{if } |x| \leq M \\
  M(2|x| - M) & \text{otherwise}, 
\end{cases}
\]

Then, the sequence of reduced systems of equations based on the Huber function is

\[
\min_{q \in \mathbb{R}^k} \sum_{i=1}^{n} \phi_M( r_i^n(Vq) ), \quad n = 1, \cdots, N_t.
\]
The Huber function $\phi_M$ behaves as a parabola close to $x = 0$ and as the $L^1$-norm for large values of $x$. It is continuously differentiable on $\mathbb{R}$ ($\phi_M \in C^1(\mathbb{R})$). It is also used in regressions as a loss function due to its non-sensitivity to outliers. In the present work, it will be used as a continuously differentiable alternative to the $L^1$-norm.

Figure 7.1 compares, in the scalar case, the $L^2$ and $L^1$-norms to the norm based on the Huber function for the particular case $M = 1$. Practical algorithm for solving the systems of equations (7.1) and (7.3), both in the case of linear and nonlinear residual functions are presented in the following section.

A second difficulty is that the $L^1$ norm is not strictly convex, so that the uniqueness is not guaranteed. This difficulty is taken into account in the solution procedure by adding a strictly convex penalization term, for example a $L^2$ constraint (as in (4.16a) and (4.16b)).

A third potential issue using a dictionary, as opposed to a reduced basis, is the fact that the dictionary may be rank-deficient. One option to address this issue is to perform a Gramm-Schmidt orthogonalization or a rank-revealing QR factorization. A drawback of that approach is that dictionary members are then linearly combined. Alternatively, a regularization term and a random perturbation is here added to the minimization functionals to ensure a system with full rank and a unique solution as follows:

- For $L^1$-norm minimization, the functional becomes

$$\min_{q \in \mathbb{R}^k} \|r^n(Vq)\|_1 + \nu \|q\|_2^2, \quad n = 1, \ldots, N, \quad \nu > 0. \tag{7.4}$$

- For Huber function minimization, the functional becomes

$$\min_{q \in \mathbb{R}^k} \sum_{i=1}^N \phi_M(r^n_i(Vq)) + \nu \|q\|_2^2, \quad n = 1, \ldots, N, \quad \nu > 0. \tag{7.5}$$

**Remark 4.** In numerical examples, we are using $\nu = 10^{-6}$ for $L^1$-norm minimization and $\nu = 10^{-8}$ for Huber function minimization. These values have been found to be robust throughout applications.

**7.2. Algorithms.** A classical solution to minimizing a linear residual vector in the $L^1$-norm is by recasting the problem as a linear program (LP). More specifically, assuming that the residual
is linear $r^n(Vq) = A^n Vq + b^n$ with $A^n \in \mathbb{R}^{N \times N}$ and $b^n \in \mathbb{R}^N$, a solution to (7.1) is given by the solution $q \in \mathbb{R}^k$ of the LP

$$\begin{aligned}
\min_{q,s,t} & \quad 1^T (s + t) \\
\text{s.t.} & \quad A^n Vq + b^n - s + t = 0 \\
& \quad s \geq 0 \\
& \quad t \geq 0.
\end{aligned} \quad (7.6)$$

Unfortunately, this LP involves $k + 2N$ variables and $3N$ constraints, including $N$ equality constraints, rendering this approach intractable in the case of model reduction.

Alternatively, the $L^1$-norm minimization problem can be solved by Iteratively Reweighted Least Squares (IRLS) \cite{22}. This approach proceeds iteratively by solving a sequence of weighted least-squares problems. An advantage of this approach is that its implementation can rely entirely on existing least-squares solvers. Furthermore, its complexity is similar to that of the $L^2$-norm minimization problem. The procedure is presented in Algorithm 2 in the case of a nonlinear residual vector. At each iteration $l$, a weighted least-squares problem is solved, where the weight depend on the current value of the residual vector $r^l$ as follows: $\Theta^l = \text{diag}(|r^l|^{-2})$.

**Algorithm 2** $L^1$-norm minimization by Iteratively Reweighted Least-Squares

**Input:** Residual function $r(\cdot)$ and associated Jacobian $J(\cdot)$, reduced basis $V$, initial guess $q^0$, tolerance for convergence $\epsilon$

**Output:** Solution $q$

1: $l = 0$
2: Compute $r^0 = r(Vq^0)$ and $Z^0 = J(Vq^0)V$
3: while $l = 0 \text{ OR } \|\Delta q^{l-1}\|_1 > \epsilon(1 + \|q^{l-1}\|_1)$ do
4: Compute the weights $\Theta^l = \text{diag}(|r^l|^{-2})$
5: Solve the weighted least-squares problem

$$\Delta q^l = \arg\min_y \|\Theta^l Z^l y + \Theta^l r^l\|_2^2$$

6: $q^{l+1} = q^l + \Delta q^l$
7: Compute $r^{l+1} = r(Vq^{l+1})$ and $Z^{l+1} = J(Vq^{l+1})V$
8: $l = l + 1$
9: end while
10: $q = q^l$

Similarly, minimization of the Huber function can also be done by an IRLS procedure, as described in Algorithm 3. The procedure only differs from its $L^1$-norm counterpart by the choice of weights. In the present work, the following choice of weights is proposed for a given residual vector $r^l$:

$$\Theta^l = \text{diag}(\Theta^l), \quad (7.7)$$

where

$$\Theta^l_i = \begin{cases} 1 & \text{if } |r^l_i| < M \\ \frac{M}{M - |r^l_i|} & \text{else} \end{cases} \quad (7.8)$$

and setting

$$M = \epsilon_2 \max \left(1, \max_i \left(|r^l_i|\right)\right). \quad (7.9)$$
The value $\epsilon_2 = 10^{-6}$ has been found to be a robust choice across different applications.

**Algorithm 3** Huber function minimization by Iteratively Reweighted Least-Squares

**Input:** Residual function $r(\cdot)$ and associated Jacobian $J(\cdot)$, reduced basis $V$, initial guess $q^0$, tolerance for convergence $\epsilon$

**Output:** Solution $q$

1. $l = 0$
2. Compute $r^0 = r(Vq^0)$ and $Z^0 = J(Vq^0)V$
3. while $l = 0$ OR $\|\Delta q^{-1}\|_1 > \epsilon(1 + \|q^{-1}\|_1)$ do
   4. Compute the weights $\Theta^l = \text{diag} \left( (|r^l_j| < M) + M|r^l_j|^{-\frac{1}{2}}(|r^l_j| \geq M) \right)$
   5. Let $M = \epsilon_2 \max(1, \max(|r^l_j|))$
   6. Solve the weighted least-squares problem
   $\Delta q^l = \text{argmin}_y \|\Theta^l Z^l y + \Theta^l r^l\|^2_2$
   7. $q^{l+1} = q^l + \Delta q^l$
   8. Compute $r^{l+1} = r(Vq^{l+1})$ and $Z^{l+1} = J(Vq^{l+1})V$
9. $l = l + 1$
10. end while
11. $q = q^l$

8. **Computational cost.** Let us make some comments on the computational cost of the method.

The minimization procedure consists in looking for the minimum of functionals of the type (4.16) where all the degrees of freedom describing the solution appears. This is a challenge, since in general, the algorithms to solve this kind of minimization procedure are much more expensive than those of the least square type. In all the numerical experiments that will be presented in Section 9, we consider a slightly different approach namely, instead of using all the degrees of freedoms, we use only a small subset of them $I$. Hence, instead of minimizing the total variation in (4.12), one can minimize the total variation over $I$, i.e.

$$TV(r) = \sum_{j \in I} \left| r(w^n_j, w^{n+1}_j) \right|.$$  \hspace{1cm} (8.1)

In practice, because of the uniqueness issues listed above, instead of the functional (4.16b), we minimize:

$$J(r(w^n, w^{n+1})) = \sum_{j \in I} \left| r(w^n_j, w^{n+1}_j) \right| + \nu \sum_{j \in I} (w^{n+1}_j)^2,$$

where $I$ is a small subset of the set of degrees of freedom defined as in (8.1). Of course the question is how to choose this set. Clearly, if $I$ is equal to the full set of grid points, the solution is given by (4.12). We discuss how to choose $I$ later in this paragraph, and focus first on the evaluation of $r(w^n, w^{n+1})$. We describe this in the steady two dimensional case, the extension to the unsteady case or the 1D case is quite straightforward. In our simulation we have chosen to use the scheme developed in [4, 48, 3] but this is not essential and what matters is that the stencil of the method is relatively compact. Since we are integrating a PDE of the form (4.1)

8.1. **Evaluation of $r(w^n, w^{n+1})$**. The computational domain is covered by an unstructured mesh which elements $K$ are triangles in 2D. The same method could deal with an hybrid
Consider a vertex $M_i$ in the computational mesh. We denote by $V_i$ the set of vertices that are connected to $M_i$ by an edge, and by $W_i$ the set of points that are needed to evaluate $[r(w^n, w^{n+1})]$, see Figure 8.1. In the case of the scheme described below, the two sets coincide, and we also have that the set $W = V_i \cup \{M_i\}$ is the set of vertices contained in $\bigcup_{K, M_i \in K} K$. The full order model writes:

$$
[r(w^n, w^{n+1})]_i = |C_i| \frac{w_i^{n+1} - w_i^n}{\Delta t} + \sum_{K, M_i \in K} \Phi(w_i^n, w_j^n, w_k^n).
$$

Here, the vertices of $K$ are $M_i, M_j, M_k$, and $|C_i|$ is the area of the dual control volume. Though the stencil of the method is reduced to $V_i \cup \{M_i\}$, the method is second order in space.

In the case of the reduced order model, we proceed as follows: knowing $q^n$, we evaluate the components of $Vq^n$ corresponding to the vertices of $\{M_i, i \in I\} \cup \bigcup_{i \in I} V_i$. For a regular mesh, this amounts to $\approx 7|I|$ evaluations. Then we evaluate $q^{n+1}$ by the minimisation of $J$ defined in (8.2).

Fig. 8.1: Representation of the set $V_i$. The vertex $M_i$ is indicated with a $\circ$, and the elements of $V_i$ by $\bullet$.

### 8.2. Evaluation of $I$.

In the dictionary approach a lot of information is encoded and the degrees of freedom are linked if they are in the same cone of dependence. In the fluid dynamics case, and for a subsonic solution, the problem to solve is essentially elliptic hence, two different degrees of freedoms are linked together i.e, if one consider the grid points $M_1$ and $M_2$, the flow field at $M_1$ has some knowledge of what occurs at $M_2$. In the case of a transonic flow, the subsonic and supersonic pockets are somehow disconnected. Using this rational, one can select randomly points in the mesh, taking into account an *a priori* knowledge of the location of the supersonic pockets when they exist.

This hyper-reduction strategy is applied in all our numerical results. In 2D, we use only about 100 points in each case. Several stencils will be chosen and the presented results seem not to be sensitive to the choices. In addition, in the 1D case where the full grid can be used, we have not experienced any change in the solution.

### 9. Numerical applications.

In the next numerical applications, we consider the parameter space $P$ to be included in $\mathbb{R}^m$, with $m = 1$. As a consequence, we denote the parameters in this section by $\mu$. 
9.1. Unsteady Burgers’ equation. We consider here the system

\[
\frac{\partial w}{\partial t} + \text{div} \ f(w) = 0
\]  

(9.1)

defined on \( \Omega = [0, \pi] \subset \mathbb{R}, \ t > 0 \) with periodic boundary conditions, \( f(u) = \frac{u^2}{2} \). The initial conditions are parametrized by

\[
w_0(x; \mu) = \mu |\sin(2x)| + 0.1, \quad \mu \in [0.2, 0.7].
\]

This initial condition is chosen such that a moving shock is generated in a finite time for \( \mu \neq 0 \). The shock moves with velocity \( \sigma_\mu = 0.5\mu+0.1 \). The PDE is discretized by an upwind first order scheme using a uniform mesh, resulting in a HDM of dimension \( N = 10^2 \), the CFL condition is 0.5, the number of iterations is \( N_t = 200 \) and the time step equals 0.0157.

The greedy sampling algorithm proposed in the Section 6 is firstly applied in an offline stage to construct a set of parameters \( D \) which is accurate in the parametric domain \( \mathcal{P} = [0.2, 0.7] \). For that purpose, a set \( C \) containing \( N_c = 11 \) random training parameters is considered. We start with an initial element in the dictionary and then 6 greedy iterations are performed using a reduced order method based on \( L^1 \)-norm minimization by LP and with the error indicator (6.1), resulting in a dictionary \( V \) with \( k = 7 \) members.

Fig. 9.1: Parameters contained in \( D \), which are selected by the greedy algorithm for Burgers’ equation

The values of \( D \) which represent the parameters selected by the greedy approach are reported in Figure 9.1 and the dictionary members of \( V \) are depicted in Figure 9.2. One can observe that the greedy algorithm selects in practice new samples that are maximally separated from the previously sampled dictionary members.

For the online stage, two target parameters \( \mu_1 = 0.575 \) and \( \mu_2 = 0.65 \) are randomly selected and the dictionary approach based on the previously constructed 7 sampled is tested together with the following four model reduction approaches:

1. Minimization of the \( L^2 \)-norm of the residual
2. Minimization of the \( L^1 \)-norm of the residual by Linear Programming
3. Minimization of the \( L^1 \)-norm of the residual by IRLS with tolerance \( \epsilon = 10^{-8} \)
4. Minimization of the Huber function applied to the residual by IRLS with tolerance \( \epsilon = 10^{-8} \)
Fig. 9.2: Members of the dictionary $V$ at $t = \pi$ for Burgers’ equation

Fig. 9.3: Comparison of all MOR approaches at $t = \pi$ for the target solution $\mu_1 = 0.575$

The solutions obtained using each MOR approach are compared with the target solution in Figure 9.3 and Figure 9.4 at time $t = \pi$. Qualitatively, one can observe that the $L^1$-norm and Huber function-based approaches approximate the target solution the best by providing solutions with steep discontinuities. On the other hand, the $L^2$-norm minimization of the residual leads to a solution that presents undershoot and overshoots before and after the discontinuity, respectively.

The relative errors in $L^1$-norm between the true solution and each ROM solution

$$E_{rel}(\mu) = \frac{||w_{true}(\mu) - w_{ROM}(\mu)||_1}{||w_{true}(\mu)||_1}$$

computed for the target $\mu \in \mathcal{P}$ using different minimization procedures are reported in Table 9.1. One can observe that the approaches based on $L^1$-norm minimization (including the Huber function) lead to the smallest errors. In that same table, the CPU timings are reported. One can observe that the Linear Programming procedure is less computationally expensive than the IRLS approach and more than 3 times faster than the Huber approach. Nevertheless, even if the Huber function minimization approach is more expensive, it leads to much more accurate
reduced solutions, as observed in Figure 9.3 and in Figure 9.4. These figures show the qualitative behavior of the $L^1$-norm types minimization in comparison with the quantitative results which are more or less in the same range for each norm considered, including $L^2$-norm. We can use the RB method to approximate the solution of the problem (9.1) for a target parameter range from 0.2 to 0.7. In Figure 9.5 we report the error (9.2) as a function of the target parameter $\mu \in \mathcal{P}$. More precisely, we show the linear interpolation of the RB approximation error computed for 98 equidistant target values between 0.2 and 0.7. The vertical dashed lines are plotted in correspondence with the parameter values selected by the greedy Algorithm 1. It is obvious that the RB approximation error tends to vanish close to the values selected by the greedy algorithm. We also consider different mesh sizes, and performing the relative error in $L^1$-norm using $L^1$-norm minimization by LP and $L^2$-norm minimization, we can observe a slightly better order of convergence when using $L^1$-norm type minimizations than $L^2$-norm minimization (see Figure 9.6).

| Method                  | $E_{rel}(\mu)$ | $L^2$-norm | $L^1$-norm (LP) | $L^1$-norm (IRLS) | Huber function (IRLS) |
|------------------------|----------------|------------|-----------------|-------------------|-----------------------|
| HDM                    | -              | 3.304e-6   | 1.510e-6        | 1.499e-6          | 1.229e-6              |
| CPU timings (s)        | 7.391e-2       | 4.412e-4   | 6.108e-4        | 8.874e-4          | 1.959e-3              |

Table 9.1: Unsteady Burgers’ equation: relative errors in $L^1$-norm and CPUs for solutions at time $t = \pi$, using different minimization techniques for a mesh with $N = 100$ points and the target $\mu_1 = 0.575$.

Finally, the reduced coordinates associated with each ROM are reported in Figure 9.7. The $L^1$-norm and Huber function minimization types lead to sparse solutions whether $L^2$-norm minimization has only non-zero contributions from all dictionary members.

**9.2. Euler equations.** The one-dimensional Euler equations are considered on $\Omega = [0, 1]$

$$\frac{\partial}{\partial t} \left( \frac{\rho}{E} \right) + \frac{\partial}{\partial x} \left( \frac{\rho w}{w(E + p)} \right) = 0,$$  

(9.3)
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Fig. 9.5: RB approximation error as a function of the target parameter in the range $[0.2, 0.7]$.

Fig. 9.6: Convergence plots of the true relative errors using $L^1$-norm minimization by LP and $L^2$-norm minimization.

for which $W = (\rho, \rho w, E)^T$ and the pressure is given by

$$p = (\gamma - 1) \left( E - \frac{1}{2} \rho w^2 \right)$$

(9.4)

with $\gamma = 1.4$. For this problem, we have taken a second order finite volume scheme with MUSCL extrapolation on the characteristic variables and the limiter is minmod on all waves. The simulations are displayed at the final time $T_{fin} = 0.16$ and it is obtained with 100 grid points and a time step of 0.001. As in [2], we choose that the conservative initial conditions $W_0(x; \mu), \mu \in [0, 1]$ are constructed from the linear combination of the Sod and Lax shock tube problems. As suggested in [2], we have reconstructed the density, momentum and total energy independently, and here we are using the $L^1$-norm minimization by LP. The purpose of this subsection is to show the behavior of the reconstructed solution based on the number of elements in the dictionary $V$ and for different targets.

The greedy sampling algorithm is applied to construct a set of parameters $\mathcal{D}$ that is accurate
in the parametric domain $\mathcal{P} = [0.1, 0.8]$. For that purpose, a set $\mathcal{C}$ containing $N_c = 15$ training parameters randomly distributed are considered. An initial dictionary is considered and then 4 and 6, respectively, greedy iterations are performed resulting in a dictionary $\mathbf{V}$ with $k = 5$ and $k = 7$, respectively, members.

We start with the reconstruction of the solution for the target $\mu_1 = 0.3$ (see Figure 9.8) and then, in order to show that our $L^1$ minimization type can handle other parameters as a target, we are also illustrating the solution for $\mu_2 = 0.5$ (see Figure 9.9). One can observe that increasing just a little the number of elements in the dictionary, in our example only with two more reduced basis, will result in a more accurate reconstructed solution.

**Remark 5.** Besides our effort to show by plotting the convergence, the sparsity, evaluating the errors and computing the CPUs, that $L^1$-norm minimization combined with a greedy algorithm improves the quality of the reduced solution, one can also compare these results with the ones obtained in [2] and a big improvement will be observed.

**9.3. Nonlinear steady problems: a two dimensional example.** The extension to multidimensions is straightforward. We have started from a code using a second order oscillation free method for solving the 2D Euler equations. A description of this method can be found, for example, in [1]. Note that this specific choice has no impact on the Reduced Order Model, since this algorithm is coded in Python on top of the CFD code which is called as a black box: any other CFD method would do the job. The used CFD mesh has 4510 grid points which corresponds to a total of 18040 unknowns. For this numerical experiment, the hyper-reduction is performed, using only a set of $\mathcal{I} = 100$ degrees of freedom, instead of $N = 4510$. Hence, only 2.2% of the total points is used.

The minimization is done on the mass, momentum components and total energy: we introduce 4 sets of independent parameters which are the expansion coefficients for the dictionaries. In other words, we first run the CFD code to get a finite number of CFD solutions. Each solution is described as vector of state variables $(\rho, m_x, m_y, E)$. From this we form four dictionaries, one for the density, two for the velocities and one for the total energy on which the reduced solutions are (independently) expanded. The minimization method is the straight $L^1$ minimization.

In order to illustrate the technique we have chosen a NACA012 profile with subsonic and transonic conditions. In the first case, the inflow mach number is $M_{\infty} = 0.65$ and the angle of attack (AoA) may change. The dictionary $\mathbf{V}$ is constructed by sampling the parameters $\mathcal{D} = \{-3.0^\circ, -2.0^\circ, -1.0^\circ, 1.0^\circ, 2.0^\circ, 3.0^\circ\}$ representing the AoA and the solution is sought for the predictive case $\mu = 0.0^\circ$. We illustrate the elements in the dictionary (Figure 9.10) and then,
using the $L^1$-norm minimization onto the convex hull of the dictionary, we obtain a ROM solution which is comparable with the exact numerical solution (Figure 9.11).

In the second case, we consider that a shock exists ($M_{\infty} = 0.85$) in order to illustrate that our method can also deal with this kind of problems. The dictionary $V$ is constructed by sampling
Fig. 9.9: Reconstructed solution of density, momentum and total energy with 5 (left) and 7 (right) elements in the dictionary for the target \( \mu_2 = 0.5 \) at time \( t = 0.16 \).

the parameters \( \mathcal{D} = \{-3.0^\circ, -2.0^\circ, -1.2^\circ, 1.0^\circ, 2.0^\circ, 3.0^\circ\} \) representing the AoA. Note that the symmetry is intentionally broken in order to show that the symmetry do not have any influence on the result. The solution is sought for the predictive case \( \mu = 0.0^\circ \). As in the first case, we illustrate the elements in the dictionary \( V \), in order to show that they are different (Figure 9.12).
Fig. 9.10: The components of the dictionary \( V \) constructed from the parameters \( D = \{ -3.0^\circ, -2.0^\circ, -1.0^\circ, 1.0^\circ, 2.0^\circ, 3.0^\circ \} \) for Mach=0.65

Fig. 9.11: The ROM solution and the exact numerical solution for Mach=0.65 and AoA=0.0^\circ
We obtain the following ROM solution using the $L^1$-norm minimization onto the convex hull of

\[ D = \{-3.0^\circ, -2.0^\circ, -1.2^\circ, 1.0^\circ, 2.0^\circ, 3.0^\circ\} \text{ for Mach}=0.85 \]

the dictionary (Figure 9.13). This one proves to be more robust: in this case we initialize by the projection on the dictionary of a uniform flow. We may have positivity (of the density and/or the pressure) issues, and because of that, the projection on the convex hull revealed to be an efficient tool to control and avoid this issue. There is some discrepancy between the ROM solution and the exact numerical solution because the problem is very sensitive to the angle (this can be seen from the dictionary elements in Figure 9.12). As shown in Section 9.2, if we increase the number of elements in the dictionary, the ROM solution will be more similar to the exact numerical one, but in this case there is no simple strategy to obtain error bounds as in the scalar case.

10. Conclusions, perspectives. We have presented a general framework to approximate the solution of steady and unsteady hyperbolic problems. The solution can be smooth or discontinuous, and in the unsteady case, moving waves may exist. Starting from any standard scheme (explicit or implicit), the reduced order solution is obtained at each time step (or each iteration in the implicit case) from a minimization problem in the $L^1$-norm. We give a sufficient condition to be able to solve the problem, and discuss the practical aspects of the method. It is illustrated by several examples dealing with linear and non linear problems, scalar and systems in one and two space dimensions. A rough error estimate is given, based on the successive projections and the initial solution.
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Fig. 9.13: The ROM solution and the exact numerical solution for Mach = 0.85 and AoA = 0.0°
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