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The complexation of transition metals with a rather new aminopoly carboxylic ligand, the glutamic $N,N$-bis(carboxymethyl) acid (GLDA) is investigated using the density functional at the PBE/TPZ level of theory. In order to predict the selectivity of metals and to gain insight into factors influencing the calculated log $K$ values, the GLDA ligand is studied in the gas phase and in solvent with the electrostatic COSMO model. In the absence of crystallographic data, most complexes prefer a pentacoordinated structure in gas phase. On the contrary, in presence of solvent the two structures can coexist, copper excepted, which does not adopt the octahedral form. Good correlations are found between the experimental thermodynamic values and several calculated parameters such as charge transfer, bond descriptors, or bonding free energy energies. The obtained calculations show that, copper excepted, the complexes are octahedral and for a selective separation of cations, the copper cation will be the first to be efficiently complexed.

Introduction

Industrial wastes contain significant amounts of heavy metals that can harm human health and threaten the ecosystem. The development of innovative technologies that respect the environment has become essential to protect them. To this end, new approaches minimizing the risks of hazardous chemicals, and in particular green chemical engineering for the extraction of heavy metals from industrial wastes must be widely developed.

Chelation technology, 1–4 one of the innovative research trends, has shown for a long time its potential to develop a sustainable technology for metal extraction from various metal-contaminated sites.5–15 However, the interaction mechanism of ligands with metals and the ecotoxicological risk related to the increased bioavailability of heavy metals due to the formation of metal chelate complexes (see, e.g. ref. 16–19) are yet to be satisfactorily explained. Accordingly, researchers are pushed to rely on theoretical studies to interpret and strengthen experimental studies in this field.

Density Functional Theory (DFT) methods have been used for the calculation of various chelating agents to study the coordination properties of chelating agents with metal ions. 20–24 Chen et al. 25 showed that metal complexation process occurs as a substitution reaction of coordinated water molecules by chelating agents. Garima et al. 26 studied the stability of some transition metal complexes with different chelating aminopoly carboxylic ligands: ethylenediaminetetraacetic acid (EDTA), ethylenediamine-$N,N$-disuccinic acid (EDDS), Nitrilotriacetic acid (NTA) and examined the processes of desolvation and complexation to rationalize the dynamics of ligand substitution reactions. In this context, this paper focuses the $1^{\text{st}}$-glutamic acid $N,N$ diacetic acid (GLDA).

GLDA, a pentadentate ligand of new generation, is one of the most important biodegradable aminopoly carboxylates (APCs) agents; this ligand has one nitrogen atom which makes it more easily biodegraded in comparison to the conventional APCs (Scheme 1). 27 This ligand has no toxic effect on human health, and is known as a chelate controlling the reactivity and
property of metal ions applications in different fields such as industry, domestic, and agriculture. It is utilized for the complexation of different bi- and trivalent metal ions. 28,29

To the best of our knowledge, very little research has been undertaken on the complexation of any metals with the GLDA chelator 30–36 and it had not yet been characterized for any ion chelation. At the same time, there is at present a need for a rational approach toward ligand design for selective complexation of metal ions in solution and for understanding the features controlling that selectivity. In light of this, the aim of the present research is to perform electronic structure calculations and chelation thermodynamics conceptualized initially by Martell37 to provide insight into the factors controlling the chelating ability of GLDA with the first row transition metal bivalent ions.

This investigation will explore how GLDA interacts with late transition metal ions, Mn 2+, Fe 2+, Co 2+, Ni 2+, Cu 2+ and Zn 2+. The paper is organized as follows: After a necessary description of the retained computational method, the next part will be devoted to the study of hydrated cation [M(H2O)6]2+, the third section will describe the structure and energetics of the complexed metal cations. The paper ends with some concluding remarks.

Computational method

In the present work, DFT calculations were carried out using the Amsterdam Density Functional (ADF) program developed by Baerends et al. 38–40 Electron correlation was treated within a generalized gradient approximation (GGA) using the Perdew, Burke, and Ernzerhof (PBE) functional. 41 Computation was performed using a triple-ζ Slater-type orbital (STO) basis set for all elements, augmented by two single-ζ polarization functions. Small frozen cores were retained for inner orbitals. Relativistic corrections were taken into account with the relativistic scalar zero-order regular approximation method (ZORA). 32 Topological analysis was performed with ADF and DGrid43 using ADF's tape21 file.

Two different GLDA–ion complex configurations were optimized. The first configuration is hexa-coordinated (four oxygen, one nitrogen atoms of GLDA and one water molecule) in close proximity to the cations, while the second configuration is penta-coordinated (no water molecule) (Fig. 3). Interaction energies (£int) between GLDA and the different metal ions are calculated using the following equation: 44

\[ E_{\text{int-complex}} = E_{\text{complex}} - E_{\text{GLDA}} - E_{\text{M}} \]  

It should be noted that in aqueous solution, the reaction of GLDA with the ion is considered to be a substitution reaction of water molecules of the hydrated ion by the GLDA. The chelation reaction in solution can therefore be defined as eqn (2) and (3):

\[ [\text{M(H}_2\text{O)}_n]^{2+} + \text{GLDA}^{4-} \rightarrow [\text{M,GLDA}]^{2+} + 6\text{H}_2\text{O} \]  

(2)

\[ [\text{M(H}_2\text{O)}_n]^{2+} + \text{GLDA}^{4-} \rightarrow [\text{M,GLDA}][\text{H}_2\text{O}]^{2-} + 5\text{H}_2\text{O} \]  

(3)

where eqn (2) is for the square pyramidal geometry and eqn (3) for the octahedral one, since five of the six water molecules coordinated to the ion in octahedral conformation are replaced by the pentadentate GLDA ligand

\[ E_{\text{int-H}_2\text{O}} = E_{\text{water-M}} - E_{\text{M}} - 6E_{\text{H}_2\text{O}} \]  

(4)

Due to the competitive interactions in the GLDA-ion and H2O-ion complexes, the chelation interaction energy can be defined as:

\[ E_{\text{complex-water}} = E_{\text{int-complex}} - E_{\text{int-H}_2\text{O}} \]  

(5)

Formation of the [M(H2O)6]2+ complexes

Because the complexation of the cation is obtained in solution, it is necessary to consider the hydrated cation as the reactant, and to calculate in a first step the energy of the solvation. The hydration of metal ions has been extensively studied experimentally and theoretically, as for instance in ref. 25 and 45. The nature of the coordinating sphere is usually determined by the chemical and physical properties of the central metal ion (e.g. size, charge, and electronics).

For sake of simplicity, in a first step, only the first coordination sphere, with a fixed coordination number of six, has been adopted for our calculations. Despite the fact that the inclusion of a second shell of solvent is relevant to increase the precision of the hydration energies. 46,47 It is surmised that neglecting the contribution of the second shell should just induce a limited underestimation of the complexation energy. The point will be discussed below (vide infra). For bivalent ions, the calculated hydration enthalpies between the single first coordination sphere only and the first and second ones together should not differ much. 48,49 Optimization calculations show that these complexes are almost in octahedral symmetry. Besides, the solvation around the hydrated cluster has been implicitly described using the COSMO model. 50–52 Geometric parameters are included in ESI7 (Table S6).

The results gathered in Table 1 show that neglecting the second solvent shell is indeed rather crude. The hydration energy of the different cations are shifted by ca. 5 kcal mol−1 going from 6H2O to a cluster of 6 water molecules. This underlines the importance of hydrogen bonds between the water molecules of the first shell of H2O. Moreover this is slightly enhanced by a negligible shift (0.03 kcal mol−1) when going from the largest cation to the smallest (the ionic radii vary from 0.83 to 0.73 Å for Mn2+ to Ni2+, respectively, 53 in
agreement with the distances in Table S6 (ESI†). (The smaller the cation, the closer the water molecules, the greater the hydrogen bonds between the water molecules).

To determine the $M^{2+}$ hydration free energies, we use the thermodynamic cycles used by Bryantsev et al. for the hydration of copper(II)33 shown in Fig. 1.

From Fig. 1, $\Delta G_{\text{solv}}(M^{2+})$ can be expressed as two way:

$$
\Delta G_{\text{solv1}}(M^{2+}) = \Delta G^{\text{gas}} - 6\Delta G^{\text{free}} + \Delta G_{\text{solv}}[M(H_2O)_6]^{2+}
$$

(6)

$$
\Delta G_{\text{solv2}}(M^{2+}) = \Delta G^{\text{gas}} - \Delta G^{0\rightarrow\infty} + \Delta G_{\text{solv}}[M(H_2O)_6]^{2+}
$$

(7)

where, $\Delta G^{\text{gas}}$ is the vacuum free hydration energy, $\Delta G^{0\rightarrow\infty}$ is the standard free energy of solvation for $[M(H_2O)_6]^{2+}$, and $\Delta G_{\text{solv}}(H_2O)$ is the standard free energy of solvation for $(H_2O)$. $\Delta G^{0\rightarrow\infty} = RT\ln(24.46) = 1.89$ kcal mol$^{-1}$ ($T = 298.15$ K) is the free energy change of 1 mol of gas from 1 atm (24.46 mol l$^{-1}$) to its concentration in one liter liquid state. The concentrations of H$_2$O and $(H_2O)_6$ in liquid water are 55.34 mol l$^{-1}$ and 55.34/6 mol l$^{-1}$, respectively. To combine the two hydration reactions presented in cycles 1 and 2 with standard free energies of solvation defined by a standard state of 1 mol l$^{-1}$, a correction term must be added. In cycle 1, the correction term is the free-energy change of 6 moles of H$_2$O gas from 55.34 mol l$^{-1}$ liquid state to 1 mol l$^{-1}$: $-6RT\ln(55.34) = -2.38 \times 6 = -14.3$ kcal mol$^{-1}$. For cycle 2, the correction term is the free-energy change of 1 mol of $(H_2O)_6$ gas from 55.34/6 mol l$^{-1}$ liquid state to 1 mol l$^{-1}$: $-RT\ln(55.34/6) = -1.31$ kcal mol$^{-1}$ at $T = 298.15$ K.

The correction related to the free energy of 1 mol l$^{-1}$ of water, as suggested by Bryantsev et al., leads to a significant shift in the energies (14.3 kcal mol$^{-1}$) if one considers free water molecules (eqn (6)), whereas it becomes small

Fig. 1 The two thermodynamic cycles used for the hydration and complexation of the metal ion. Cycle 1 with 6H$_2$O and cycle 2 with cluster of 6 water molecules.

Table 1 Ionic radius ($\text{Å}$), experimental free energy (kcal mol$^{-1}$) of hydration metal ion and computed thermodynamic properties for the solvation of the metal ion in gas phase and in solvent at 298.15 K, employing the thermodynamic cycles shown in Fig. 1.

| Ionic radius (Å) | $\Delta G^{\text{gas}}$ | $\Delta G^{\text{free}}$ | $\Delta G_{\text{solv}}(M^{2+})$ | $\Delta G_{\text{solv1}}(M^{2+})$ | $\Delta G_{\text{solv2}}(M^{2+})$ | $\Delta G_{\text{exp}}$ | Other $\Delta G_{\text{theor}}$ |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Mn 0.830        | −257.05         | −263.61         | −441.35         | −446.19         | −427.09         | 8.48            |
| Fe 0.780        | −280.89         | −287.46         | −468.44         | −473.29         | −445.50         | 4.69            |
| Co 0.745        | −326.05         | −332.64         | −588.79         | −513.66         | −481.35         | 4.87            |
| Cu 0.730        | −327.38         | −333.98         | −503.02         | −507.9          | −484.69         | 4.88            |
| Zn 0.740        | −304.85         | −311.46         | −482.67         | −487.56         | −472.02         | 4.89            |

$\Delta G_{\text{solv}}(M^{2+}) = \Delta G_{\text{solv1}}(M^{2+}) - \Delta G_{\text{solv2}}(M^{2+}).$ Ref. 25 B3LYP functional, PCM solvent model. Ref. 45 B3LYP functional, SMD solvent model. Ref. 54 B3LYP functional, COSMO solvent model. Ref. 56 COSMO-B3LYP/LACV3P+/6-311G++(d,p) level.
et al.\textsuperscript{54} recommended the corrections taking into account clusters of water molecules rather free water molecules. In our case, slightly better results with eqn (6) are also obtained. Finally, the corrections of the free energy change of 1 mol of gas from 1 atm to its concentration in one liter liquid state is also reduced when a cluster of 6 molecules is considered. In their calculations, Bryantsev \textit{et al.}\textsuperscript{54} recommended the corrections taking into account clusters of water molecules rather free water molecules. In our case, slightly better results with eqn (6) are also obtained. Finally, the corrections of the free energy change of 1 mol of gas from 1 atm to its concentration in one liter liquid state and the hydration energy of water are rather smaller than the errors with respect to the experimental values. Looking at results from ref. 25 and 45, the better results are obtained by ref. 25, who did not take into account the correction. The relative deviation of the hydration free energy varies from 2\% to 6\%. This variation can be attributed to two factors, on the one hand the neglect of the second sphere of coordination and on the other hand the quality of the method used in our calculations. This precision would be acceptable as far as relative energies are concerned, but insufficient for the estimation of reliable stability constants.

The importance of the hydrogen bonds between the water molecules around the [M(H\textsubscript{2}O)\textsubscript{6}]\textsuperscript{2+} cluster or within bulk water, \textit{i.e.} (H\textsubscript{2}O)(H\textsubscript{2}O), contributes significantly to the discrepancy in the solvation energies or the underestimation of the binding energies of water clusters. Among the factors leading to the discrepancies, one can mention the nature of the exchange–correlation functional (\textit{e.g.} B3LYP in ref. 54, PBE in the present work), and the poorness of dielectric continuum solvation methods to provide accurate solvation energies, in particular of water clusters. One could also argue that dispersion has not been explicitly taken into account, but it is known that hydrogen bonds in hydrogen-bond-dominated or mixed (\textit{i.e.} hydrogen bond + dispersion) molecular systems are rather well taken into account by GGA functionals like PBE.\textsuperscript{57,58}

Fig. 2 shows an excellent correlation (with $R^2 = 0.99$) between the solvation energy and the ionic radius of the cation. This indicates: (a) the discrepancy in the calculated solvation energy is systematic and is related to description of the water part, as discussed later (\textit{vide infra}), (b) the contribution of the cation to the solvation energy is mainly electrostatic, and therefore directly linked to the distance of the first shell water molecules to the cation, and consequently to the ionic radius of the cation: the smaller the cation, the larger solvation energy. This is systematic and is related to description of the water part, as already pointed out by Bryantsev \textit{et al.}\textsuperscript{56} this will be reminded a little further (\textit{vide infra}). This point will be more acute for the GLDA complexes discussed below.

**Structure and energetics of the metal–ion complex geometries**

To our knowledge, no crystallographic structure of GLDA complexes is available, so two geometries can be proposed: the first one depicts the coordination sphere by the nitrogen and four oxygen from the carboxylic functions, forming a square pyramid complex (A), the second one completes its coordination sphere with a water molecule leading to an octahedral structure (B). (see Fig. 3)

The two structures were optimized under vacuum and in the solvent state without any constraint; the calculation did not lead to coordination 6 in gas phase. The main results are gathered in Table 2 for the two structures A and B at High spin (HS).

In complex A all M–O bonds are equatorial, M–O\textsubscript{17} presents the largest bond length in the range from 2.07 \textAA{} for Cu\textsuperscript{2+} to 2.34 \textAA{} for Zn\textsuperscript{2+} and follows the trend: Zn\textsuperscript{2+} > Mn\textsuperscript{2+} > Fe\textsuperscript{2+} > Co\textsuperscript{2+} > Ni\textsuperscript{2+} > Cu\textsuperscript{2+}. The same tendency is noted for the B complexes structure, with an elongation of the M–O axial bond Table 2. (For additional information, see Tables S1, S2 and Fig. S1, ES\textsuperscript{T}). The variation of the dihedral angle O\textsubscript{12}O\textsubscript{14}O\textsubscript{16}O\textsubscript{17} is illustrated in Fig. 4. Noted that the lowest value is observed for the nickel complexes.

As expected, the calculations performed on the complexes A presenting High Spin (HS) and Low Spin (LS) configurations show that the HS complexes A are more stable than LS by 33.9 kcal mol\textsuperscript{-1} for Mn\textsuperscript{2+}, 16.84 kcal mol\textsuperscript{-1} for Fe and 1.66 kcal mol\textsuperscript{-1} for Co. This stability has a considerable influence on the distortion of the dihedral angle varying between 10 and 20 degrees. The reason stems from the electronic occupation of the HS HOMO and, to a lesser extent, the HOMO–1, with a (anti-bonding Sigma) d\textsubscript{x2–y2} character, whereas these orbitals are empty in the LS configuration.

**QTAIM analysis**

In order to explore the different interactions in the studied systems, the QTAIM theory is used. These interactions are
identified between atoms by bond critical points (BCP, in red in the Fig. 5 and 6) and the formation of cycles characterized by ring critical points RCP (indicated in green). As expected, the presence of BCPs visible in the Fig. 5 and 6 indicates the coordination bonded interactions and some additional intermolecular interactions in the two complexes A and B. In addition to the four rings formed by the metal and the donor atoms in the ligand and which are characterized by RCPs, we note the existence of other RCPs due to the formation of additional intermolecular interactions. The results of the topological analysis of complexes namely the values of the electron density, \( \rho(r) \), and its Laplacian, \( \nabla^2 \rho(r) \), are collected in Tables S3 and S4, respectively, in ESI.

Analyzing the results of the tables shows that all the values of the M-ligand BCP density are less than 0.1. These values, accompanied by relatively small and positive Laplacian values \( \nabla^2 \rho(r) \) indicate a closed shell interaction (mainly noncovalent).

The largest values of \( \rho_{BCP} \) at M–N and M–O interactions are found for complexes A and follow the trend: \( \text{Mn}^{2+} < \text{Fe}^{2+} < \text{Co}^{2+} < \text{Ni}^{2+} < \text{Cu}^{2+} < \text{Zn}^{2+} \). A good linear correlation can be noticed between the \( \rho_{BCP} \) and the bond lengths M–O and M–N (Fig. 7).

Excluding the Cu and Zn complexes, a good correlation between the three \( \rho_{RCP} \) and the experimental complex formation constants is found. As shown in Fig. 6, the strength of the pentadentate complex formation, as measured by the

**Table 2** High spin geometrical parameters computed for GLDA\(^{4-}\) complexes at PBE/TZP level

|        | M–O\(_{17}\) | M–O\(_{12}\) | M–O\(_{14}\) | M–O\(_{16}\) | M–O\(_{29}\) | M–N |
|--------|---------------|---------------|---------------|---------------|---------------|-----|
| **A Structure** | Mn 2.28/2.22 | 2.06/2.07 | 2.18/2.20 | 2.01/2.03 | — | 2.23/2.22 |
|        | Fe 2.18/2.12 | 2.08/2.08 | 2.08/1.98 | 1.98/2.12 | — | 2.19/2.17 |
|        | Co 2.17/2.13 | 2.01/2.01 | 2.09/2.09 | 1.97/1.95 | — | 2.10/2.07 |
|        | Ni 2.15/2.08 | 2.01/2.00 | 2.08/2.08 | 1.95/1.96 | — | 2.03/2.00 |
|        | Cu 2.07/2.02 | 2.01/1.99 | 2.03/2.03 | 1.95/1.95 | — | 2.23/2.17 |
|        | Zn 2.34/2.21 | 2.00/2.00 | 2.15/2.17 | 1.93/1.95 | — | 2.11/2.09 |
| **B Structure** | Mn 2.21  | 2.14 | 2.21 | 2.08 | 2.30 | 2.27 |
|        | Fe 2.11  | 2.13 | 2.09 | 2.12 | 2.24 | 2.21 |
|        | Co 2.12  | 2.08 | 2.13 | 2.02 | 2.22 | 1.94/2.11 |
|        | Ni 2.08  | 2.04 | 2.09 | 2.06 | 2.17 | 2.03 |
|        | Cu —  | —  | —  | —  | —  | —  |
|        | Zn 2.15  | 2.10 | 2.17 | 2.05 | 2.19 | 2.14 |

Italic values indicate the values in aqueous medium (continuum COSMO model).
formation constants, is nicely estimated by the $\rho$RCP values. The case of Cu and Zn complexes differs just because these cations accept only tetradentate ligands, in agreement with the 17 and 18 electrons rule,\textsuperscript{66} respectively, as expected.

All complexes have additional H–H interactions, Fe\textsuperscript{2+} complexes exhibit another interatomic O\textsubscript{15}–H interaction, apparently absent in the other complexes. These H–H close contacts in the complexes are related to a kind of wrapping of the ligand around the cation, the ligand curvature enabling the interaction of the neighboring H–H atom pairs.

The ligand-to-metal charge transfer ($\Delta Q$) upon complex formation is calculated from the difference between the formal +2 charge on the metal and its calculated charge in the complex. For the latter, the Bader charges are given in Table 3 whereas energies are given in Table 4. It is interesting to observe a high correlation between the Bader charges and the preorganization energy (defined and calculated in the next section, \textit{vide infra}) (Fig. 9)

**Metal–ligand energies and stability**

The stabilization energy of a metal–GLDA ligand complex in gas phase is calculated following eqn (1). It can be divided into a preorganization energy and the contribution arising from electronic effects. The first involves the geometrical changes of the ligand related to the preorganization and complementarity principles $E_{\text{pre-org}}$\textsuperscript{67} whereas the second is the total interaction energy between the ligand in its geometry in the complex, and the metal ion, and it corresponds to all electrostatic, polarization, and charge-transfer contributions $E_{\text{int}}$.\textsuperscript{44,68} The stabilization energy can be written as:

$$E_{\text{stabilization}} = E_{\text{pre-org}} + E_{\text{int}} \quad (8)$$

According to Hay \textit{et al.},\textsuperscript{69,70} the preorganization energy is determined by the following expression:

$$E_{\text{pre-org}} = E_{\text{ligand-complex}} - E_{\text{ligand}} \quad (9)$$

where $E_{\text{ligand-complex}}$ represents the energy of the ligand in the absence of the metal ion but in the complex geometry, and is evaluated by a single-point energy calculation. $E_{\text{ligand}}$ is the energy of the lowest-energy structure of the free ligand.

To understand the factors influencing the chelation energy ($E_{\text{complex-water}}$), \textit{i.e.} the formation energy of the complex in water, the different energy terms calculated and gathered in
Table 4, must be analyzed. These values give an overview of the binding of GLDA with the different ions. Note that the values for $E_{\text{int-complex}}$ in the absence of water molecules (eqn (1)) are more negative than the chelation energy $E_{\text{complex-water}}$ values. The latter are even more negative than $E_{\text{int-H}_2\text{O}}$, which makes the attraction of water by the cations weaker than the attraction of GLDA$^{4-}$ by the ions. This evident condition is required to have a complexation by the ligand onto a hydrated cation. Overall, the trend observed in all the energy values gathered in Table 4 follows the Irving–Williams series: Mn$^{2+}$ o Fe$^{3+}$ o Co$^{2+}$ o Ni$^{2+}$ o Cu$^{2+}$ 4 Zn$^{2+}$. 71,72 The charge transfer ($\Delta Q$) is strongly related to the preorganization energy and the interaction energies of different complexes (A structure), as it can be seen in Fig. 9 and 10 respectively.

**Formation of [M-GLDA]$^{2-}$, metal-ligand energies, and stability**

To determine the free energy for the reaction, the methodology suggested in similar studies by Chen et al. 25 and Franklin et al. 45 is followed. As already stated, we used six times the energy of one water molecule instead of the energy of a cluster of six water molecules. Indeed, this is just to neglect the weak interactions between the water molecules of the first shell, which are a little more distant than in water medium, because of their fixed location constrained by the octahedral shape. Indeed Chen et al. 25 showed, in their study of the complexation of transition metals by EDTA, that the difference between a cluster of 6 and of 18 water molecules (inside the electrostatic continuum) is rather small (0.2–3.2%), so that one can reasonably consider it as constant for all our studied complexes which possess a size within the same range (all belonging to the first 3d row of the periodic classification).

The substitution reaction according to reactions (1) and (2) in gas phase and in solution is studied in this section. The free energies in gas phase for structure A and complexation free energies in solution for the two structures A and B are summarized in Table 5. The changes in complexation free energies of eqn (1) are calculated in analogy to the analysis of hydration reaction with the thermodynamic cycle given in Fig. S4 (ESI†). The free energies of eqn (2) are calculated directly without going through the thermodynamic cycle. As can be seen in Table 5, the complex formation process is thermodynamically favorable since the free energy changes are negative for all complexes in both solution and gas phases. This free energy decreases from left to right in a row of the periodic table. On the other hand, a good linear correlation, copper ion excepted, between free energy and ionic radius is observed (see Fig. 11). The smaller the ionic radius the greater free energy of the corresponding complex.

The correlation between free energy and charge transfer of complexation reaction is well established, as can be observed in Fig. 12. The greater the charge transfer between GLDA$^{4-}$ and the metal ions, the most negative value of $\Delta G$ of the complexation reaction. This indicates that the formation of [Cu-GLDA]$^{2-}$ and [Ni-GLDA]$^{2-}$ in aqueous solutions is more favorable than the others.

The values between brackets correspond to complexation free energies calculated from eqn (10) and (11).

**Fig. 6** Bond critical points (BCPs, red) and ring critical points (RCPs, green) of GLDA-ions structure A.
As can be seen in Table 5, the estimation of the stability constant is overshooted by several order of magnitudes. (dozens of log units). The failure has been already underlined by Bryantsev et al. in a study of the complexation of uranyl cation by several ligands. The reason of this failure can be undoubtedly attributed to the poor description of the solvation of ions, particularly anions, by electrostatic continuum models. For example, the correlation of the residual error in the energy of water clusters with respect to the number of involved hydrogen bonds could be as large as 30 kcal/mol with the COSMO model, and 60 kcal mol for the SM6 model (for 30 bonds). The feature is made smaller if error compensations may occur. In that case, good correlations may be obtained if different ligands are compared for the complexation of a given cation-the case of the complexation of uranyl cation by Bryantsev et al., or the complexation of several cations by a given anion-our case of cations complexation by GLDA. In the first case Bryantsev et al. obtained a 0.3 factor between their calculated constants and the experimental ones. In our case, the correlation for the complexation of cations by GLDA, as depicted in Fig. 13, shows a similar factor amounting 2.7 leading to a range of nearly 7 log units.

As can be seen in Fig. 13, and already underlined, the correlation of the calculated complexation constant with the experimental complexation constants is rather good. However, a huge systematic error appeared and it is too large to be related only to either the choice of the exchange–correlation functional, or/and the basis set. Indeed the solvation model used, but this is true for other models, fails to deliver correct interaction energies of molecular ions and water medium. This has been already underlined by Bryantsev et al. More specifically, one obtains a correlation \( R^2 = 0.99 \) if one considers only the Mn–Co transition elements, and Ni\(^{2+}\), Cu\(^{2+}\) and Zn\(^{2+}\) are a little off of the correlation line (same slope indeed, but different shift). This is not to surprise, because of the electronic configuration of these elements within the complexes (and in their solvated structure): For them, the so-called 18 electrons rule is exceeded in case of octahedral environment, due to the occupation of anti-bonding MOs involving metal 4s and 4p orbitals. The position of these cations above the correlation line corresponds to a weaker interaction energy of axial water in the solvated \([\text{M(H}_2\text{O)}_6]\)\(^{2+}\). Nevertheless, a sixth coordination of water can be obtained, but either the involved axial water
molecules may be at larger distances than the equatorial ones, or all M–O bonds should be longer. The effect is, however, off-set by the smaller size of the cation when one goes from Mn to Zn (see Table S6, ESI†).

In case of the copper complex, one has a (well-known) strong Jahn–Teller effect which is responsible of the spatial structure far from a regular octahedron,75 and pushes one H₂O molecule on the z axis far away from Cu with respect to the other water molecules in [Cu(H₂O)₆]²⁺, or [CuGLDA]²⁻/C₀ (no B structure).

**Table 3** Bader charge and charge transfer for the A and B structures

|      | QA  | QB  | ΔQA  | ΔQB  |
|------|-----|-----|------|------|
| Mn²⁺ | 1.478 | 1.490 | 0.522 | 0.510 |
| Fe²⁺ | 1.377 | 1.400 | 0.623 | 0.600 |
| Co²⁺ | 1.261 | 1.296 | 0.739 | 0.704 |
| Ni²⁺ | 1.167 | 1.196 | 0.833 | 0.804 |
| Cu²⁺ | 1.134 | —    | 0.866 | —    |
| Zn²⁺ | 1.278 | 1.300 | 0.722 | 0.700 |

**Table 4** Computed Energy Components (kcal mol⁻¹) of GLDA⁴⁻ Complexes in Gas Phase

| Eqn | Eₚre-org  | Eₚre-complex | Eₚre-H₂O | Eₚre-complex–water |
|-----|-----------|-------------|----------|-------------------|
| Mn²⁺ | −822.80 | −912.15 | −306.69 | −605.46 |
| Fe²⁺ | −851.36 | −944.26 | −330.90 | −613.36 |
| Co²⁺ | −868.01 | −965.89 | −349.21 | −616.68 |
| Ni²⁺ | −899.21 | −996.53 | −380.33 | −618.20 |
| Cu²⁺ | −897.16 | −999.97 | −378.48 | −621.49 |
| Zn²⁺ | −872.65 | −968.16 | −354.78 | −613.38 |

**Fig. 8** Relationship between electron density cycles critical point for the two structures A, B, and log K. Linear correlation with $y = 0.01 + 0.0013 \log K$. The values for Zn²⁺ and Cu²⁺ are omitted from the correlations.

**Fig. 9** Correlation between ΔQ values of A structures calculated by DFT for the complexation of metal GLDA⁴⁻ and the preorganization energy of ligand.

**Fig. 10** Correlation of ΔQ with E_re-complex in vacuum.
In case of the zinc complex, a simple VSEPR model already lets expect a preference to tetracoordinated species. Indeed, as it has been shown in several works, zinc can easily accept pentadentate coordination and hexadentate environment in liquid water, because of a low LUMO consisting of Zn 4s orbital.

Complexation by HGLDA:

Up to now, the cation complexation by GLDA as occurring with the [GLDA]4 anion is considered. Indeed, the complexation is generally realized at a pH close to neutrality. In these conditions, the major species is the monohydrated [HGLDA]3 and one should consider the complexation reaction

\[ \text{M(H}_2\text{O)}^2^+ + \text{HGLDA}^3^- \rightarrow \text{[M(GLDA)]}^2^- + 6\text{H}_2\text{O} + \text{H}^+ \] (10)

\[ \text{M(H}_2\text{O)}^2^+ + \text{HGLDA}^3^- \rightarrow \text{[M(GLDA)(H}_2\text{O)]}^2^- + 5\text{H}_2\text{O} + \text{H}^+ \] (11)

If the hydrogen in HGDLA is supposed to be fixed to any carboxylic function, the formation energy of the 4 isomers is calculated. The hydrogen atoms are fixed in oxygen atoms labeled O12, O14, O16, O17, see Fig. 14. As expected the hydrogen is preferentially fixed to O14 (see Table S7 in ESI: relative energies of isomers: the O14–H bond is 1 kcal mol\(^{-1}\) more stable than the three other O–H bonds). However, it is known that the hydrogen in HGDLA is first fixed to the Nitrogen, and the calculated corresponding formation energy is found to be roughly larger by ca. 20 kcal mol\(^{-1}\) with respect to the formation energy of the hydrogenated carboxylate groups.

In a first step, one has to estimate the first acidity constant \( K_a^4 \), \( i.e. \) the free energy of the reaction:

\[ \text{HGLDA}^3^- \rightarrow \text{GLDA}^4^- + \text{H}^+ \] (12)

---

**Table 5**

| Element | \( \Delta G_{gas}^{gas} \) (kcal mol\(^{-1}\)) | \( \Delta G_{solution}^{solution} \) (kcal mol\(^{-1}\)) | \( \Delta G_{solution}^{solution} \) (kcal mol\(^{-1}\)) | \( \Delta G_{exp}^{a} \) (kcal mol\(^{-1}\)) | \( \log K^1 \) |
|---------|--------------------------------|--------------------------------|--------------------------------|--------------------------------|----------------|
| Mn      | -649.93                        | -78.25                         | -72.13                         | -10.33                         | 7.6            |
| Fe      | -657.87                        | -82.50                         | -76.38                         | -11.83                         | 8.7            |
| Co      | -661.75                        | -87.37                         | -81.25                         | -13.60                         | 10.0           |
| Ni      | -665.70                        | -96.37                         | -90.25                         | -14.82                         | 10.9           |
| Cu      | -666.70                        | -103.16                        | -97.04                         | -17.81                         | 13.1           |
| Zn      | -657.80                        | -92.54                         | -86.42                         | -13.60                         | 10.0           |

\( \Delta G_{exp} \) is derived from log \( K \) values using equation \( \Delta G = -2.302RT\log K \).
from which we obtain, assuming an electronic energy of H⁺ equal to zero, a free protonation energy equal to –13.6 kcal mol⁻¹, i.e. a pKₐ amounting 9.8 (see Table S7, ESI†), in good agreement with the experimental pKₐ, equal to 9.4.²⁷,²⁹

As previously underlined, the small hydrogenated systems are poorly described by DFT, in particular within LDA or GGA approximations.⁸⁰,⁸¹ The reason is the self-interaction error which dramatically over stabilize the systems because of an over delocalization of the electronic density. The archetype is the H₂⁺ system, discussed twenty years ago,⁸² and the three centers-two electron systems.⁸³ For instance, the calculated energies of proton solvation have been found, at the same level of calculation, equal to: –121.6 kcal mol⁻¹ for H₂O + H⁺ → H₃O⁺, and –129.8 kcal mol⁻¹ for 2 H₂O + H⁺ → H₅O²⁺. Similar values were obtained at higher levels of calculation.⁸⁴

This is a strong effect which involves energies which, at more sophisticated level of calculations, in gas phase, are amounting 165 kcal mol⁻¹ for H₂O⁺,⁸⁵ 193 kcal mol⁻¹ for H₃O⁺,⁸₆ 270 kcal mol⁻¹ for bulk water.⁸⁷ Values in the same range have been obtained at DFT level.⁸⁸ In their study of the pKa calculations of amines, Bryantsev et al.⁹⁰ treated the proton solvation energy as a parameter with its value adjusted to give the best match between theory and experiment, and retained a value in the –268 kcal mol⁻¹ and –267 kcal mol⁻¹ range. Therefore, in the present work, an approximate hydration energy of the proton used.

The complexation energies from [N(protonated)][HGDLa]⁻¹ are reported in Table 5 (values between brackets). Indeed, looking at the values reported in that table, and in Fig. 15 (which does not contain different physics than Fig. 13), it is important to indicate that a rather good correlation between the calculated constants and the experimental ones is obtained. The regression line provides a constant shift which is related to the solvation energy of the proton, and a slope, significantly different from unity, which is related to the solvation of the complex.

These correlations support the use of the calculated values to predict the relative complexation energies of transition metal by GLDA, and therefore, analytical applications to selectively extract these cations from solutions.

Concluding remarks

In this paper, a series of complexes between the late transition metals of the first row in their +2 oxidation state, the GLDA⁴⁻ ligand and one H₂O molecule, both in gas phase and in solvent are studied. More specifically, we have been able to predict the structure and the relative stabilities of formed complexes. A correlation with available experimental thermodynamic data²⁰ in absence of crystallographic data is found.

In gas phase, most complexes prefer a pentacoordinated structure. On the contrary, in presence of solvent the two structures can coexist, copper excepted, which does not adopt the octahedral form, as expected. The charge transfer from ligands to metal ions as measured by Bader charges is controlled by the preorganization energy of the ligand, and decreases in the order of Mn²⁺ < Fe²⁺ < Co³⁺ < Ni²⁺ < Cu²⁺ > Zn²⁺ in reasonable agreement with the Irving-Williams series. A good linear correlation is found between these two quantities.

The calculated free energies are in a good agreement with the Irving-Williams series and correlate well with experimental log K of complex formations. Copper complex has the most negative ΔG both in gas phase and in solvent, which indicates that its formation is much more favorable than that of other metals. The same complex has the largest binding amongst the series. This indicates that for analytic selective separations of cations, the copper cation will be the first to be efficiently complexed.

This investigation has explored how GLDA interacts with late 3d transition metal ions, Mn²⁺, Fe²⁺, Co³⁺, Ni²⁺, Cu²⁺ and Zn²⁺. In a further work, such approach will be extended to predict the chelating power of GLDA of other cations.
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