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**ABSTRACT:** As a potent greenhouse gas and ozone depleting agent, nitrous oxide (N₂O) plays a critical role in the global climate. Effective mitigation relies on understanding global sources and sinks which can be supported through isotopic analysis. We present a cross-dispersed spectrometer, coupled with a mid-infrared frequency comb, capable of simultaneously monitoring all singly substituted, stable isotopic variants of N₂O. Rigorous evaluation of the instrument lineshape function and data treatment using a Doppler-broadened, low-pressure gas sample are discussed. Laboratory characterization of the spectrometer demonstrates sub-GHz spectral resolution and an average precision of 6.7 × 10⁻⁶ for fractional isotopic abundance retrievals in 1 s.

Nitrous oxide (N₂O) is now the third largest greenhouse gas contributor to radiative forcing due to its strong global warming potential and prevalence in agriculture. The global average of N₂O in the atmosphere has increased 20% since the industrial revolution and emission rates from agriculture alone equate to a warming of more than 10% of that attributed to fossil fuel production of CO₂.† To implement effective mitigation strategies, global sources and sinks of N₂O must be known. Precision measurements of N₂O isotopic composition are one valuable approach for determining such sources, sinks, and even mechanisms of formation.²⁻¹⁰

The singly substituted isotopocules of N₂O include: ¹⁴N¹⁴N¹⁶O, ¹⁴N¹⁵N¹⁶O (¹⁵Nα), ¹⁵N¹⁴N¹⁶O (¹⁵Nβ), ¹⁴N¹⁴N¹⁸O, and ¹⁴N¹⁴N¹⁷O. Mass-resolving techniques were the first employed for N₂O isotope retrieval.¹¹, ¹² Initial studies focused on the site-preference of singly substituted ¹⁵N isotopomers as a method to elucidate net sources and sinks.² Further correlations between total ¹⁵N content (¹⁵NBulk) and agricultural or natural soil sources have been reported while site preference has been critical to determine the mechanism of N₂O production.⁴ When used in combination with retrievals for ¹⁸O-N₂O, site-preference data has also been used as a tracer for N₂O consumption in soils.⁴

In recent years, optical techniques have proven to be a viable alternative to less mobile mass-resolving techniques. Single frequency lasers combined with optical pathlength enhancement have been successful in determining isotopic composition of N₂O in laboratory and field environments.⁶⁻⁸, ¹⁰⁻¹³ While technology and instrument capabilities have improved, sensitivity and spectral range can still be a limiting factor. In many cases, only a selection of isotopes can be targeted unless a second laser diode is introduced¹³ and minutes of data collection may be required.¹⁵ Implementing optical frequency combs as the light source provides a potential solution for these limitations.

Optical frequency combs are now widely used to achieve multiplexed measurements of trace gas species.¹⁸⁻²⁰ As broad bandwidth laser sources, comprising a series of discrete frequencies separated by the laser repetition rate, combs allow for high-resolution measurements over unprecedented energy and time scale. Detection schemes include dual-comb,²¹ Fourier transform,²² and spatially dispersive spectroscopies.²³ Due to the ability to collect data on microsecond timescales with no moving parts and a broad instantaneous bandwidth,²⁴ spatially dispersive spectroscopy was selected as the basis of the instrument presented in this work.

Comb-based spatially dispersive spectrometers have the sensitivity to enable the study of reaction kinetics critical to understanding atmospheric processes,²⁴, ²⁵ but can be limited in terms of absolute accuracy when comb teeth are unresolved. Challenges in retrieving accurate optical frequency assignments and corresponding transmission through a gas sample are often attributed to a complex instrument function.²⁴, ²⁶⁻²⁸ In order to elevate these spectrometers for use in high-resolution spectroscopy, rigorous evaluation of the instrument function along with spectral reconstruction independent of reference databases are required. Here, we present an instrument for precision spectroscopy of N₂O using an optical frequency comb centered near 4.5 μm (2222 cm⁻¹) coupled to a cross-dispersed spectrometer using a virtually imaged phased array (VIPA) and ruled diffraction grating. The spectrometer lineshape and optical frequency distribution has been evaluated across the focal plane array which, when incorporated into a spectral fitting routine, enables simultaneous and accurate retrieval of all singly substituted, stable isotopic variants of N₂O.
**METHODS**

**Spectrometer Characterization.** Figure 1A illustrates the optical design of the cross-dispersed spectrometer. Light injected into the spectrometer was collimated then line-focused with a cylindrical lens for coupling into the VIPA etalon entrance window with anti-reflective coating. The VIPA etalon dispersed light in the vertical direction while its different transmission orders were separated in the horizontal plane by a ruled diffraction grating. This two-dimensional (2D) dispersion was imaged onto an InSb detector array (640 pixels by 512 pixels). Representative images for broadband comb and single-frequency laser dispersion are included in Figure 1B–C.

An important characteristic of dispersive spectrometers is the instrument lineshape (ILS) function imparted on the transmitted light. A rigorous understanding of the ILS is required to accurately model and subsequently evaluate transmission data from the spectrometer. Previously, the instrument lineshape imparted on molecular spectra retrieved from cross-dispersed spectrometers using VIPA etalons was assumed to be Voigt in nature. This assumption evolved from the known Lorentzian behavior of the VIPA etalon transmission coupled with an approximate Gaussian contribution from the grating spectrometer, particularly the pixel pitch of the focal plane array. However, with ample signal-to-noise (SNR), the Voigt profile has proven insufficient for experimental results presented in this work. Here, a Lorentzian lineshape convolved with a Sinc² function was implemented along with a final convolution with a Gaussian decay (Figure 1D). The Sinc² function is the standard single slit function often used for grating spectrometers and the decay component was used to account for asymmetry in the lineshape which can be attributed to minor optical aberrations. Representative curves for each ILS component and the composite function is shown in Figure 2. See “Spectral Model” section for further information.
We initially evaluated the instrument lineshape by imaging a single frequency, continuous-wave quantum cascade laser (cw-QCL) at various points on the focal plane array in order to empirically determine the best-fit line profile. A total of 27 cw-QCL images, comprising two fringe locations and the full extent of the VIPA free-spectral-range (FSR) in the vertical direction, were collected. To tune the location of the cw-QCL in the vertical direction, the temperature of the diode was adjusted while the diffraction grating was rotated to move the location of the incident beam in the horizontal plane. These 2D images were unwrapped as described in the following section. Each one-dimensional (1D) output was fit with the proposed lineshape and the relationship between halfwidth contributions of each function and cw-beam location was determined (Figure 1E). These relationships were used as initial parameters for the ILS when fitting molecular spectra.

To enable rapid acquisition of reference and probe images, two optical choppers in the free-space path were synchronized to one-half and one-quarter of the frame rate of the InSb array (148 Hz). This allowed for sequential capture of background (I_B), reference (I_R), and probe (I_P) images (Figure 4) and retrieval of a single normalized transmission image (T) at a rate of 37 Hz with 3 ms total integration time (t-int = 1 ms per image). To nullify image drift over the acquisition period, each image sequence was treated as follows:

\[
T(i) = \frac{I_P(i) - I_B(i)}{I_R(i) - I_B(i)},
\]

where \( I_X(i) \) is the image intensity at pixel \( i \) for each image \( X = P, R, \) and \( B \). Due to the challenge of normalizing differential spectral throughput when coupling each channel to the optical fiber, the transmission image with a target gas in the sample cell was further normalized by a transmission spectrum collected with the sample cell under vacuum.

Spectral Acquisition. Figure 3 shows the free-space optical path prior to entering the spectrometer. Output from an offset-free difference-frequency generation (DFG) optical frequency comb, with a stabilized repetition rate \( f_{rep} \) of 250 MHz (commercial Rb frequency standard, short-term stability < \( 2 \times 10^{-11} \) at 1 s) and full tunable bandwidth spanning 4.4 µm to 4.7 µm, propagated through a reference channel and probe channel. The probe channel held a single-pass absorption cell \( (L = 6.985 \) cm) which contained the gas sample. Pressure of the sample was monitored with a digital manometer having full-scale range of 130 kPa and calibrated by a NIST secondary standard. Ambient laboratory temperature was monitored by a platinum resistance thermometer in good thermal contact with an optical mount adjacent to the sample cell. Comb light from each channel was coupled onto a single-mode fiber for injection into the spectrometer.
Before quantitatively evaluating transmission data, the 2D image was unwrapped into a 1D spectrum illustrating optical transmission as a function of relative pixel. To achieve this, custom software was written to read in the reference channel 2D image, identify the illuminated pixel peak locations in each row of the image, and append the peak locations with corresponding transmission values in a 1D array in order of increasing frequency (as indicated by arrows in Figure 4). The same pixel grid was used for all subsequent probe, etalon, and cw-QCL images at that grating position. In order to compare the transmission spectrum to reference data and evaluate spectrometer performance, a method to construct an accurate frequency axis from relative pixel data was needed.

**Frequency Axis Construction.** An absolute frequency reference was combined with relative frequency markers to construct a traditional 1D transmission spectrum. The cw-QCL was coaligned with the output of the DFG comb and used to estimate the instrument lineshape function, the number of pixels in the VIPA FSR, and serve as an absolute frequency reference at a single location in InSb images (Figure 1C). A silicon etalon certified by NIST to have known length and FSR was placed in the probe channel optical path, with the sample cell under vacuum, to provide frequency markers throughout the 2D image (Figure 4) and provide a more accurate determination for the number of pixels in a single VIPA FSR.

As shown in Figure 1C, the VIPA FSR can be constrained in pixel space by where the image begins to repeat itself (i.e. the appearance of a second spot when imaging the single frequency cw-QCL). By unwrapping only this isolated section, a significant portion of redundant frequency information will be removed. The pixel location of the cw-QCL beam also serves as the starting point for determining optical frequency throughout the remainder of the image. Along a separate free-space optical path, the cw-QCL was mixed with the output of the DFG comb and the resulting RF beat note was monitored by a fast photodetector (>350 MHz electronic bandwidth). The frequency of the beat note was used in combination with the frequency of the cw-QCL measured by a wavemeter with manufacturer specified accuracy of ± 0.225 GHz at 300,000 GHz (or 1 μm) to determine the appropriate reference value, thus maintaining an absolute frequency grid with respect to the stabilized optical comb.

The silicon etalon with NIST-verified length (4.18929 mm ± 0.00025 mm at 296 K) and frequency-dependent FSR (10.4503 GHz at 2222 cm⁻¹ where n = 3.4239) was used to construct the relative frequency axis. When placed in the optical path, the 1D transmission exhibits pseudo-sinusoidal behavior where the period corresponds to the etalon FSR. The output is fit using the FSR as a constraint in order to extract the change in frequency per pixel (dv/dl). The etalon transmission was also used to achieve accurate fringe-to-fringe stitching when transforming images to 1D data. By extending the target area slightly beyond the cw-QCL estimate, the end of one vertical etalon transmission fringe can be overlapped with the beginning of the next fringe in order to determine with sub-pixel precision the proper splicing of the two segments. This method ensured that there were no redundant frequencies or transmission data. When combined with the absolute reference point, this approach provides a frequency axis for transmission data that is independent of spectral reference databases.

**Spectral Model.** Quantitative evaluation of transmission data was achieved by combining the derived ILS characteristics with modelled molecular spectra. First the absorption coefficient, α(ν), was modelled over the target wavenumber, ν, range based on the relation:

\[
\alpha(\nu) = \frac{\chi}{\nu^n} S \nu(\nu),
\]

(2)

where \( \chi, p, \) and \( T \) (mole fraction, pressure, and temperature) were measured, \( S \) (line strength) was provided by the HITRAN2016 database, and \( g(\nu) \) (molecular line profile) was treated as Voigt and calculated using the same reference data. The resulting \( \alpha(\nu) \) was sampled at \( f_{\text{rep}} \) before calculating optical transmission, \( T_{\text{rep}}(\nu) \), defined by

\[
T_{\text{rep}}(\nu) = \exp \left(-\alpha_{\text{rep}}(\nu)L\right),
\]

(3)

where \( L \) is the length of the absorption cell. Finally, this calculated transmission for each comb tooth was convolved with the ILS function to yield the model \( T_{\text{ILS}}(\nu) \):

\[
T_{\text{ILS}}(\nu) = T_{\text{rep}}(\nu) \otimes G_L(\nu) \otimes G_{S_2}(\nu) \otimes G_A(\nu),
\]

(4)

where \( G_L(\nu), G_{S_2}(\nu), \) and \( G_A(\nu) \) are the area-normalized Lorentzian, Sinc², and Gaussian decay components of the composite empirical lineshape function \( G_{\text{ILS}}(\nu) \). The methodology is generally illustrated in Figure 5.

Although an expression comprising concepts described in Eqs. (2)-(4) appears in Cossel et al., to the best of our knowledge it has never been applied to direct frequency comb spectroscopy using a cross-dispersed spectrometer. Instead, prior works have convolved an estimated, constant ILS with the molecular line shape function \( g(\nu) \) in Eq. (2)—a substantial approximation which could lead to biases in retrieved spectroscopic parameters, e.g. mole fraction.
where behavior was fundamentally linked to the by-line Boltzmann factors, a phenomenon which is successfully with relative intensities which deviated from the expected line-width spectrum. The respective frequency axes to construct a single, full-band-appropriate absolute frequency. The resulting transmission overlap with the preceding position was used to determine an tion of a relative frequency axis as described except that spectral without an absolute reference in frame, underwent the construc-

tion of the frequency of the cw-QCL and assumption of negligible Gaussian decay (i.e. asymmetry) contributions.

RESULTS AND DISCUSSION

Model Validation. We demonstrated the rigorous nature of our cross-dispersed spectrometer characterization and data treatment by evaluating a pure gas sample of N2O. Figure 6 shows data for the ν3 band of N2O collected over three grating positions while operating at a single crystal temperature of the DFG comb. Frequency axis construction proceeded as described above for the first two positions, where the image bandwidth encompassed the cw-QCL. The third grating position, without an absolute reference in frame, underwent the construction of a relative frequency axis as described except that spectral overlap with the preceding position was used to determine an appropriate absolute frequency. The resulting transmission spectra from each grating position were stitched together using the respective frequency axes to construct a single, full-bandwidth spectrum.

The composite spectrum exhibits rich rovibrational structure with relative intensities which deviated from the expected line-by-line Boltzmann factors, a phenomenon which is successfully mirrored in the model (Figure 6, inverted). We found this behavior was fundamentally linked to the frep of the comb and was critically dependent on accurate knowledge of the absolute frequency and a tooth-by-tooth ILS modeling approach.

While the absolute frequency was determined through a radiofrequency (RF) beat note between the cw-QCL and the comb, the long-term stability of the free-running cw-QCL limited the measurement uncertainty to approximately 30 MHz. Therefore, the optical frequency of the cw-QCL, νcw-QCL, was assigned to:

\[ ν_{cw-QCL} = n f_{rep} + f_{RF}, \]

where \( n \) is an integer determined from the wavemeter measurement of the frequency of the cw-QCL and \( f_{RF} \) is the RF beat frequency. This ensures the frequency axis assigned to experimental data is accurately linked to the stabilized comb output (i.e. integer multiples of the repetition rate). This is critical because an error smaller than \( f_{rep} \), or <250 MHz, results in model spectra with distinctly different band structure due to comb teeth sampling different portions of the Doppler-broadened molecular lines, which indicates we are operating in a pseudo tooth-resolved regime. Further, if the simulations of \( α(ν) \) are not sampled at \( f_{rep} \) before convolving with the ILS, the unique structure is lost altogether.

2-D Instrument Linshape Characterization. Characterization of the full spectrometer ILS revealed further variability across the 2D image. Typically, with comb transmission, more than 26 vertical fringes were imaged by the InSb array in a single frame (each separated by dark pixels not exposed to incident radiation). In order to capture variation in the ILS across the image, two fringe locations were targeted with the cw-QCL (Figure 1B). Results in Figure 1E show a linear dependence of Lorentzian and Sinc2 HWHM contributions to the ILS as the beam traversed the vertical fringe. Trends were consistent horizontally across the image and the HWHM of the Gaussian decay was nearly constant. Combining these results with the frequency per pixel relationship determined by etalon transmission data also allowed for ILS parameters as a function of relative frequency to be calculated.

To account for this behavior when modelling molecular spectra, a variable ILS was implemented through a fringe-by-fringe simulation approach. Transmission spectra from each grating position were split into component fringes spanning one VIPA FSR (~34 GHz). Spectra were simulated as described above on a per-fringe basis and convolved with the empirically derived ILS parameters. As the cw-QCL was not widely tunable, we were unable to evaluate the ILS at each fringe in each grating position. Therefore, an initial fit of the model to N2O data allowed the slope and intercept of the ILS relationship to float for every fringe while all N2O parameters were fixed. This resulted in a more detailed understanding of the change in each ILS component over the 2D image and is shown in Figure 7. A disk filter with 3-pixel radius was used to smooth the ILS data for visualization.

The composite full width at half maximum (FWHM) spanned 725 MHz to 1160 MHz, slightly larger than the FWHM estimated using the VIPA etalon and cross-dispersed spectrometer design parameters (500 MHz from VIPA etalon, 350 MHz from the grating spectrometer, 680 MHz convolved total).32 Figure 7 shows a pronounced vertical dependence in the composite linewidth with the maximum change in FWHM (ΔFWHMmax ≤ 410 MHz in a single fringe while a more gradual shift occurs in the horizontal (ΔFWHMmax ≤ 86 MHz). Relative contributions of ILS components confirmed an anticorrelated vertical dependence for the Lorentzian and Sinc2 contributions throughout the image whereas the Gaussian decay component primarily showed an increasing horizontal contribution. It is important to note that the data shown corresponds to the lowest-frequency grating position which was selected for isotopologue analysis. Here we are imaging near the edge of the comb output spectrum where the loss of photons, and thus SNR, towards the left side of the image reduces certainty in the retrieved ILS components.
Figure 7. ILS characterization results after fringe-by-fringe fitting with pure N₂O at 1.35 kPa. Top: Variation in Lorentzian, Sinc², and Gaussian decay HWHM contributions to the composite FWHM are shown for each comb tooth used in simulation over each light fringe at a single grating position. Bottom: Variation in the composite ILS FWHM.

Figure 8. Transmission spectrum, modelled results, and residuals for 1.35 kPa pure N₂O at a single grating position. Top: Inverted model (yellow), single-shot measurement (blue dots), and averaged measurement (light-blue line). Bottom: Residuals for the single-shot spectrum.

Test Case – N₂O Isotope Abundance Retrieval. Highlighted in Figure 8 are single-shot and averaged spectroscopic results. The ILS for each fringe in the spectrum was fixed to parameters shown in Figure 7. Then, a band-wide fit was performed to extract the fractional isotopic abundances ([N₂O]ᵣ), where [N₂O] can take on unitless values in the range of 0 to 1. The fitted values of [N₂O] were constrained such that the ∑[N₂O] over all singly substituted isotopologues was equal to the sum calculated from the HITRAN2016 fractional isotopic abundances (∑[N₂O]ᵣ = 0.99997028). For example, at 1 s of integration, the [N₂O] precision, σ, from the fit was 1.0 × 10⁻⁵ for ¹⁴N₂¹⁶O.

While the precision in [N₂O] is essential to demonstrate the utility of the broadband spectrometer, the sensitivity to changes in isotope ratios is more relevant to assess the capability of this instrument to evaluate sources and sinks of N₂O. Using ¹⁵N as an example, the isotope ratio, δ, can be calculated as:

\[ \delta^{15N} = \left( \frac{[^{15N}^{14N}^{16O]_{\text{exp}}}}{[^{15N}^{14N}^{16O]_{\text{ref}}} - 1} \right), \]  

(6)

where [N₂O]ₑₛₚ represents a measured fractional isotopic abundance of the sample gas and [N₂O]ᵣₑₛₚ is that of a reference gas. During initial evaluation of our spectrometer no standard reference gas was available. However, we can approximate the standard error in δ, σδ, using successive pairs of transmission spectra in our continuous data series. Here we assume that successive spectra originated from hypothetical sample and reference gases, respectively. Practically, this could be accomplished by using separate sample and reference gas cells, alternating the probe comb VIPA acquisition between the two cells. The Allan deviation of δ calculated from this hypothetical experiment for each single isotopic substitution of N₂O is plotted versus both integration time (tₑₛₚ) and laboratory time (tᵢₑₛₚ) in Figure 9.

Table 1 lists HITRAN2016 values for the fractional abundance of each isotopologue, the average value for all fitted [N₂O]ₑₛₚ, [N₂O]ₑₛₚ fit precision at 1 s, and the predicted uncertainty for hypothetical isotope ratio measurements at 1 s. Results are from a single grating position and data shown in Figure 8. If a maximum frame rate of 1/tₑₛₚ was achieved (i.e., zero dead-time image acquisition), using either a higher-frame-rate infrared camera or sub-windowing techniques, we could approach the 1-s figure-of-merit projected from the integration time axis of Figure 9 for all single isotopic substitutions. Such a figure-of-merit compares favorably with the best values reported in a recent evaluation of commercial gas analyzers with significantly longer sample path length.
Table 1. HITRAN2016 values for isotopic abundance, fitted abundance results at maximum \( \lambda_{\text{int}} \), experimental precision at 1 s, and estimated isotope ratio uncertainty at 1 s for all single isotopic substitutions of N2O.

| Isotope   | \([\text{N}_2\text{O}]_{\text{HT}}\) | \([\text{N}_2\text{O}]_{\text{exp}}\) | \(\sigma([\text{N}_2\text{O}]_{\text{HT}})\) | \(\sigma([\text{N}_2\text{O}]_{\text{exp}})\) |
|-----------|-------------------------------|------------------|------------------|------------------|
| \(^{14}\text{N}^{15}\text{O}\) | 0.99033300 | 0.999117 | 1.0 | n.a. |
| \(^{14}\text{N}^{17}\text{O}\) | 0.00364100 | 0.003728 | 0.62 | 2.1 |
| \(^{15}\text{N}^{16}\text{O}\) | 0.00364100 | 0.003758 | 0.61 | 3.4 |
| \(^{14}\text{N}^{16}\text{O}\) | 0.00198600 | 0.002091 | 0.80 | 6.0 |
| \(^{14}\text{N}^{18}\text{O}\) | 0.00036928 | 0.000276 | 0.27 | 13 |

CONCLUSIONS

We have demonstrated the utility of a cross-dispersed spectrometer coupled with a mid-infrared frequency comb for simultaneous retrieval of all singly substituted, stable isotopic variants of N2O. Presented is a detailed characterization of the instrument lineshape function and a method for robust frequency axis construction to achieve precision spectral modelling. We validated our approach for frequency axis construction by observing comb-tooth sampling of Doppler-broadened rovibrational lines without the use of molecular reference data as frequency markers. Comb-tooth by comb-tooth implementation of the variable ILS reduced our fit residuals by more than an order of magnitude—further validating spectrometer linearity and frequency accuracy. Precision fractional isotopic abundance retrievals indicate that the spectrometer provides adequate sensitivity with 1 s integration time and would be useful in evaluating pure N2O samples from various sources; however, sensitivity would need to improve via an increase in the sample path length in order to report real-time variation.

Future work will focus on developing a more robust scheme for instrument lineshape characterization. The ILS is directly affected by changes in optical alignment, some of which are induced by temperature change altering the dispersive properties of the VIPA etalon. As a result, a rapid evaluation of the ILS with minimal impact to the operational status of the spectrometer is required. While it is possible to employ a filter cavity in the free-space optical path to spatially resolve comb modes on the InSb array, that approach would lead to a substantial loss of signal reaching the spectrometer and ultimately degraded data quality. Instead, a Fabry-Pérot QCL operating in a harmonic state with GHz spacing could provide frequency markers and a multi-point reference grid for the ILS. Integrating a device of this kind would enhance the data throughput and enable future autonomous operation of the spectrometer.

Designing highly dispersive mid-infrared optics to fully resolve comb teeth at standard repetitions rates of 80 MHz to 250 MHz represents an ideal alternative. Although substantial losses in the mid-infrared coatings required to create high-finesse VIPA etalons have previously hindered research in this direction, Roberts et al. have recently reported a cross-dispersed VIPA spectrometer with record resolution of 190 MHz in the C-H stretch region from 3.0 µm to 3.5 µm — almost a factor of 5 better than the resolution we report at the center of the spectrometer image (890 MHz) for a wavelength of 4.5 µm. However, whenever the spectrometer resolution is of the same order of magnitude as \( f_{\text{rep}} \), the ILS may result in measurable crosstalk between imaged comb teeth, and therefore should still be thoroughly considered over the entire image. Here we required a comb-tooth-resolved model for accurate spectral analysis of our Doppler-broadened absorption lines, even with a center-image resolution of 3.6\( f_{\text{rep}} \). Therefore, robust approaches for rigorous ILS analysis remain important for rapid and accurate molecular spectroscopy using optical frequency combs and 2-D cross-dispersed spectrometers.
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