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Abstract. This paper shows a novel fuzzy approximate reasoning method based on the least common multiple (LCM). Its fundamental idea is to obtain a new fuzzy reasoning result by the extended distance measure based on LCM between the antecedent fuzzy set and the consequent one in discrete SISO fuzzy system. The proposed method is called LCM one. And then this paper analyzes its some properties, i.e., the reductive property, information loss occurred in reasoning process, and the convergence of fuzzy control. Theoretical and experimental research results highlight that proposed method meaningfully improve the reductive property and information loss and controllability than the previous fuzzy reasoning methods.
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1. Introduction

The fuzzy approximate reasoning is one of an important research branch in the uncertainty inference of Artificial Intelligence (AI) and Computational Intelligence (AI). This fuzzy approximate reasoning is consisted of two part, i.e., fuzzy modus ponens (FMP) and fuzzy modus tollens (FMT). In 1975 [38], the pioneer Lotfi A. Zadeh of fuzzy set theory, firstly in the world, proposed compositional rule of inference (CRI) for solving FMP and FMT. There are a lot of models of fuzzy approximate reasoning in fuzzy system theory and various applications. And the reductive property is one of the essential and important properties in the approximate reasoning theory and it’s applications. [3,16,23,34,36,37]

However many researched fuzzy approximate reasoning methods have some shortcomings [1,2,4,9,24]. For example, as presented in [22,23], the underlying semantic of CRI [38] is linguistically unclear, and its fuzzy reasoning result does not completely satisfy the reductive property. In order to overcome the shortcoming of CRI, the triple implication principle (TIP) [32] was proposed. However as pointed out in [10], shortcoming of TIP method is that it cannot be applied in practical problem, for example, fuzzy control [10,11,15,16,25,31,32,36,37,39]. As presented in [22], the several fuzzy reasoning methods based on the fuzzy relation have a contradiction that they can be applied to the practical problem, for example fuzzy control, but do not satisfy the reductive property, vice versa.

Somewhat, in order to overcome the shortcoming of CRI and TIP, a lot of fuzzy reasoning methods based on similarity measure (SM) are proposed [24,25,27−29,34,35]. Their basic idea is to consider the similarity measure between the consequent \( B(y) \) (resp. \( A(x) \)) and the fuzzy reasoning conclusion \( B'(y) \) (resp. \( A'(x) \)) if the antecedent \( A(x) \) (resp. \( B(y) \)) is similar to the given premise \( A'(x) \) (resp. \( B'(y) \)) for FMP (resp. FMT). This idea is right. But, as mentioned in [30], the fuzzy reasoning methods based on SM depend strongly on the similarity measure and the modification function, and do not completely satisfy the reductive property. As presented in [12,13], due to many fuzzy reasoning methods based on SM do use nonlinear operators, the fuzzy sets of reasoning result are non-normal and non-convex ones. Therefore in fuzzy reasoning processing, linear operators must possibly be used. According to [2,8,18−21,30,33], a lot of fuzzy reasoning methods mathematically seem that they are all accompanied with a common shortcoming, that is, information loss. One of the reasons that do not satisfy the reductive property is to occur to losses of information occurred in reasoning processes. Therefore, information loss must possibly be reduced in fuzzy reasoning processing. And when fuzzy reasoning methodology is studied, the axiom that FMT is opposite to FMP must be considered.

In [40], in order to overcome shortcoming of the CRI and TIP, authors proposed a new Quintuple Implication Principle (QIP) for fuzzy reasoning, which draws the approximate reasoning conclusion \( B'(y) \) of the consequent \( B(y) \) (resp. conclusion \( A'(x) \) of consequent \( A(x) \)) which is best supported by \( A(x) \rightarrow B(y), A'(x) \rightarrow A(x) \), and \( A'(x) \) (resp. \( A(x) \rightarrow B(y), B(y) \rightarrow B'(y), \) and \( B'(y) \)) for FMP (resp. FMT). The proposed QIP was illustratively compared with the CRI and TIP solutions, which is much closer to the proposition that for example “x is small” and, therefore, in accordance with human thinking than CRI and TIP. In order to overcome the various shortcomings presented in [2,7,8,10,17−23,27,28,30,36, and 40], a fuzzy reasoning method based on new idea has proposed in [12,13], which has not some information losses due to use liner operators and standardization operation. That is, in [12,13], authors proposed a new fuzzy reasoning method based on Turksen and Zhong’s Euclidian Distance Measure (DM) [5,27,28], so called DMM, which consists of both FMP–DM, and FMT–DM. The idea of the paper [12,13] is based on the paper [14].

In this paper we try to suggest a kind of distance measure based fuzzy approximate reasoning method in the single input single output (SISO) fuzzy system with discrete fuzzy set vectors. For this, we apply extended distance measure by using an least common multiple, will call it LCM method. Concretely, LCM method is consisted of two part, i.e., FMP–LCM, and FMT–LCM. In this paper, we compare the reductive properties for 5 fuzzy reasoning methods with respect to FMP.
and FMT, which are CRI, TIP, QIP, AARS, and our proposed LCM method. And we analysis theoretically on the information loss occurred in reasoning process, and the convergence for fuzzy control of the fuzzy reasoning method. The theoretical and experimental results highlight that the proposed approximate reasoning method is comparatively clear and effective, and in accordance with human thinking than other fuzzy reasoning methods.

The rest parts of this paper are organized as follows. In section 2, we discuss related works of distance measure and the method of FMP and FMT. And we show about the evaluation based on the criterion function of fuzzy reasoning methods. In section 3, a novel fuzzy approximate reasoning method for FMP and FM are proposed, i.e., FMP–LCM, and FM–LCM, respectively, and then those reductive properties are proved, and examples are showed for the proposed method. And in section 4, we discuss on the control property based on several fuzzy reasoning methods. In section 5, the reductive properties of Sade’s CRI based method [38], Wang’s TIP based method [32], Zhou et al.’s the QUIP based method [40], Turkmen et al.’s AIRS method [27,28], and our proposed LCM method for FMP and FM, are compared illustratively with respect to the reductive property. And then we consider on experiment results of the fuzzy controllability. In section 6, we describe the conclusion of this paper.

2. Related Works

Generally well known fuzzy reasoning methods are FMP and FM in the fuzzy system with 1 input 1 output 1 rule. General form of the fuzzy modus ponens presented in [7] is expressed as follows.

Rule; if \( x \) is \( A \) then \( y \) is \( B \), Premise: \( x \) is \( A \), Conclusion: \( y \) is \( B^* \) (1)

General form of FMT presented in [7] is also described as follows.

Rule; if \( x \) is \( A \) then \( y \) is \( B \), Premise: \( y \) is \( B \), Conclusion: \( x \) is \( A' \) (2)

where \( A' \in F(X) \), \( A \in F(X) \) are fuzzy sets defined in the universe of discourse \( X \). \( B' \in F(Y) \), \( B \in F(Y) \) are fuzzy sets defined in the universe of discourse \( Y \).

According to [7], the formula (2) can be written as follows, because FMT is opposite to FMP.

Rule; if \( y \) is \( B \) then \( x \) is \( A \), Premise: \( y \) is \( B \), Conclusion: \( x \) is \( A \) (3)

where \( \overline{A} = 1 - A \), \( \overline{B} = 1 - B \). The most general forms of the CRI solutions of FMP and FMT are as follows.

\[
\text{FMP–CRI: } B'(y) = \bigvee_{x \in X} (A'(x) \otimes (A(x) \rightarrow B(y)))
\]

\[
\text{FMT–CRI: } A'(x) = \bigvee_{y \in Y} (B'(y)) \otimes (A(x) \rightarrow B(y))
\]

Where \( \otimes \) is a left continuous t–norm and \( \rightarrow \) its residual. TIP solution of FMP and FMT are expressed as follows.

\[
\text{FMP–TIP: } B'(y) = \bigvee_{x \in X} (A'(x) \otimes (A(x) \rightarrow B(y)))
\]

\[
\text{FMP–TIP: } A'(x) = \bigwedge_{y \in Y} ((A(x) \rightarrow B(y)) \rightarrow B'(y)))
\]

The QIP solution of FMP and FMT presented in [40] is described as follows.

\[
\text{FMP–QIP: } B'(y) = \bigvee_{x \in X} (A'(x) \otimes (A'(x) \rightarrow A(x)) \otimes (A(x) \rightarrow B(y)))
\]

\[
\text{FMP–QIP: } A'(x) = \bigvee_{y \in Y} (A(x) \otimes (A(x) \rightarrow B(y)) \otimes (B(y) \rightarrow B'(y)))
\]

\[
\text{FMP–more or less form: } B'(y) = \min \{ 1, B(y) / SM(A'(x), A(x)) \}
\]

\[
\text{FMP–more or less form: } A'(x) = \min \{ 1, A(x) / SM(B'(y), B(y)) \}
\]

\[
\text{FMP–reduction form: } B'(y) = B(y) \times SM(A'(x), A(x))
\]

\[
\text{FMP–reduction form: } A'(x) = A(x) \times SM(B'(y), B(y))
\]

According to [28], one of distance measures (DM) for FMP, for FMT are as follows, respectively.
\[ DM(A', A) = \left[ \sum_{i=1}^{n} [\mu_{A}(x_i) - \mu_{A}(x_i)]^2 \right]^{1/2}, \text{ for FMP} \] (14)

\[ DM(B', B) = \left[ \sum_{i=1}^{n} [\mu_{B}(y_i) - \mu_{B}(y_i)]^2 \right]^{1/2}, \text{ for FMT} \] (15)

The \( SM(A', A) \) based on \( DM(A', A) \) is then defined as follows.

\[ SM(A', A) = (1 + DM(A', A))^{-1} \text{ for FMP, } SM(B', B) = (1 + DM(B', B))^{-1} \text{ for FMT} \] (16)

Several existing similarity measures \( SM(A', A) \) using Euclidean distance are as follows. [24,25,27–29,34,35]

\[ SM(A, B) = 1 - \left( \sum_{i=1}^{n} (\mu_{A}(x_i) - \mu_{B}(y_i))^2 \right) / \left( \sum_{i=1}^{n} (\mu_{A}(x_i) + \mu_{B}(y_i))^2 \right) \] (17)

\[ SM(A, B) = \frac{1}{n} \sum_{i=1}^{n} [1 - \mu_{A}(x_i) - \mu_{B}(y_i)] \] (18)

\[ SM(A, B) = 1 - \max \left[ \{ \mu_{A}(x_i) - \mu_{B}(y_i) \} \right] \] (19)

\[ SM(A, B) = \left[ \sum_{i=1}^{n} (\mu_{A}(x_i) \times \mu_{B}(y_i))^2 \right] / \left[ \max \left( \sum_{i=1}^{n} \mu_{A}^2(x_i), \mu_{B}^2(y_i) \right) \right] \] (20)

\[ SM(A, B) = \frac{1}{n} \sum_{i=1}^{n} [\min(\mu_{A}(x_i), \mu_{B}(y_i))] / \max(\mu_{A}(x_i), \mu_{B}(y_i)) \] (21)

\[ SM(A, B) = \min \left\{ \min(\mu_{A}(x_i), \mu_{B}(y_i)) \right\} \] (22)

\[ SM(A, B) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \frac{1}{2} (\mu_{A}(x_i) \leftrightarrow \mu_{B}(y_i)) + (\mu_{A}(x_i) \leftrightarrow \mu_{B}(x_i)) \right\} \] (23)

\[ SM(A, B) = \mu_A(\bullet) \leftrightarrow \mu_B(\bullet) = \min(\mu_A(\bullet) \rightarrow \mu_B(\bullet), (\mu_A(\bullet) \rightarrow \mu_A(\bullet))] \] (24)

\[ SM(A, B) = \sum_{i=1}^{n} [\mu_{A}(x_i) \times \mu_{B}(y_i) + v_{A}(x_i) \times v_{B}(y_i)] / \left( \sum_{i=1}^{n} [\mu_{A}^2(x_i) \times v_{B}^2(y_i)] \times (\sum_{i=1}^{n} v_{B}^2(y_i)) \right) \] (25)

In the formula (25) \( v_{A}(\bullet) = 1 - \mu_{A}(\bullet), v_{B}(\bullet) = 1 - \mu_{B}(\bullet) \). For the evaluation of quality of the fuzzy reasoning result, the reductive property criteria for FMP and FMT based on [7,12,13,23] are shown in Table 1.

| FMP | if \( x \) is \( A \) then \( y \) is \( B \) |
|-----|-----------------------------------|
| Premise, \( A' \) | Reductive property criterion function \( RPCF_{\text{red}} \) of \( y \) is \( B' \), (\%) |
| Case 1 | \( A' = A \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - b_{i}| / \theta) \times 100 \) |
| Case 2 | \( A' = A^2 \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - b_{i}| / \theta) \times 100 \) or \( (1 - \sum_{i=1}^{n} |b_{i} - b_{i}| / \theta) \times 100 \) |
| Case 3 | \( A' = A^{1/2} \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - b_{i}| / \theta) \times 100 \) or \( (1 - \sum_{i=1}^{n} |b_{i} - b_{i}| / \theta) \times 100 \) |
| Case 4 | \( A' = 1 - A \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - (1 - b_{i})| / \theta) \times 100 \) |
| Case 5 | \( A' = s.t. A \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - s.t. b_{i}| / \theta) \times 100 \) |

| FMT | if \( y \) is \( B' \) then \( x \) is \( A' \) |
|-----|-----------------------------------|
| Premise, \( B' \) | Reductive property criterion function \( RPCF_{\text{red}} \) of \( x \) is \( A' \), (\%) |
| Case 6 | \( B' = 1 - B \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i}^2 - (1 - a_{i})| / \theta) \times 100 \) |
| Case 7 | \( B' = 1 - B^2 \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i}^2 - (1 - a_{i})^2| / \theta) \times 100 \) or \( (1 - \sum_{i=1}^{n} |b_{i}^2 - (1 - a_{i})^2| / \theta) \times 100 \) |
| Case 8 | \( B' = 1 - B^{1/2} \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i}^{1/2} - (1 - a_{i})| / \theta) \times 100 \) or \( (1 - \sum_{i=1}^{n} |b_{i}^{1/2} - (1 - a_{i})| / \theta) \times 100 \) |
| Case 9 | \( B' = B \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |b_{i} - a_{i}| / \theta) \times 100 \) |
| Case 10 | \( B' = s.t. B \) | \( RPCF_{\text{red}} = (1 - \sum_{i=1}^{n} |a_{i} - s.t. a_{i}| / \theta) \times 100 \) |
In the Table 1, the indexes are \( \Theta = \text{lcm}(u, v) \), least common multiple of \( u \) and \( v \), \( u \) is number of fuzzy vector \( a'_1, a_k \) and \( v \) is number of fuzzy vector \( b'_1, b_k \). And Class 1 contains Case 1, 2, 3, 4, for FMP, and Case 6, 7, 8, 9, for FMT, and Class 2 contains Case 1, 2, 3, 5, for FMP, and Case 6, 7, 8, 10, respectively. And s.t. is an abbreviated word of 《slightly tilted of》 mentioned in [7]. And \( RPCF_{FMP} \), \( RPCF_{FMT} \) are presented in [12, 13].

3. Proposed Fuzzy Approximate Reasoning Method

In this section, we propose a kind of distance measure based fuzzy approximate reasoning method in SISO fuzzy system with discrete fuzzy set vectors of different dimensions. This method is called an extended distance measure (LCM) based fuzzy approximate reasoning method, for short, LCM method. Our proposed LCM method is consisted of two part, i.e., FMP–LCM, and FMT–LCM. The fuzzy reasoning method that the dimension of the antecedent discrete fuzzy set is equal to one of the consequent discrete fuzzy set has already solved in the paper [12, 13]. In this section, the discrete fuzzy set vectors of different dimensions mean that the dimension of the antecedent discrete fuzzy set differs from one of the consequent discrete fuzzy set in the SISO fuzzy system.

3.1. Fuzzy Approximate Reasoning Method For FMP–LCM

In this subsection, for the SISO fuzzy system with discrete fuzzy set vectors of different dimensions, we propose a novel fuzzy modus ponens based on least common multiple method, for short, FMP–LCM method, which differs from dimensions between the antecedent and consequent, i.e., mean the case of \( u \neq v \) when element number of the antecedent is \( u \) and element number of the consequent is \( v \). A novel approximate reasoning method of FMP for SISO fuzzy system with discrete fuzzy set vectors of different dimensions is described as following Stages, which is so called FMP–LCM. A novel FMP-LCM is as follows.

**Stage 1**: Compute the extended fuzzy row vectors.

Let \( u, v \) be all real integer index, then the extended fuzzy sets of the antecedent \( A \), the given premise \( A' \) and consequent \( B \), i.e., the least common multiple fuzzy vectors \( \tilde{A}, \tilde{A}' = [\tilde{A}_1, \tilde{A}_2', \ldots, \tilde{a}_{\theta-1}', \tilde{a}_{\theta}]^T \), \( l = 1, 2, \ldots \), and \( \tilde{B} \) with the index \( \Theta = \text{lcm}(u,v) \) are calculated as following, respectively:

\[
\tilde{A} = \begin{bmatrix}
a_1 & a_2 & \ldots & a_r & \ldots & a_{\theta-1} & a_{\theta} \\
x_1 & x_2 & \ldots & x_r & \ldots & x_{\theta-1} & x_{\theta}
\end{bmatrix}
\] (26)

\[
\tilde{A}' = \begin{bmatrix}
a'_1 & a'_2 & \ldots & a'_r & \ldots & a'_{\theta-1} & a'_{\theta} \\
x'_1 & x'_2 & \ldots & x'_r & \ldots & x'_{\theta-1} & x'_{\theta}
\end{bmatrix}
\] (27)

\[
\tilde{B} = \begin{bmatrix}
b_1 & b_2 & \ldots & b_r & \ldots & b_{\theta-1} & b_{\theta} \\
y_1 & y_2 & \ldots & y_r & \ldots & y_{\theta-1} & y_{\theta}
\end{bmatrix}
\] (28)

**Stage 2**: Compute the distance measure \( LCM(\tilde{A}', \tilde{A}) \) by least common multiple. Where index \( l = 1, 2, \ldots \) means the number of the given premise fuzzy set, and \( \Theta = \text{lcm}(u,v) \) is the least common multiple of \( u \) and \( v \). The distance measure \( LCM(\tilde{A}', \tilde{A})_{\Theta} \) (\( \Theta = \text{lcm}(u,v) \)) is calculated as follows.

\[
LCM(\tilde{A}', \tilde{A})_{\Theta} = \left[ \sum_{i=1}^{\Theta} \left( a'_i - a_i \right)^2 \right]^{1/2}, \text{ for FMP}
\] (29)

**Stage 3**: Compute the sign vectors \( \tilde{p} \) by the difference \( dif_{\tilde{a}} \) of the given premise and the antecedent.

\[
dif_{\tilde{a}_l} = a'_l - a_l, (k = \text{lcm}(u,v), l = 1, 2, \ldots)
\] (30)

\[
\tilde{p} = [\tilde{p}_1, \tilde{p}_2, \ldots, \tilde{p}_l, \ldots]^T, k = \text{lcm}(u,v), l = 1, 2, \ldots
\] (31)

P(+1,0,-1) form; \( \tilde{P}_d = \text{sign}(\text{dif}_{\tilde{a}}) \)\( = \begin{cases} +1, & \text{if } \text{dif}_{\tilde{a}} > 0 \\ 0, & \text{if } \text{dif}_{\tilde{a}} = 0 \\ -1, & \text{if } \text{dif}_{\tilde{a}} < 0 \end{cases} \) for FMP–LCM

\[
P(+1,-1) \text{ form; } \tilde{P}_d = \text{sign}(\text{dif}_{\tilde{a}}) \] (32)

P(+1,0,-1) form; \( \tilde{P}_d = \text{sign}(\text{dif}_{\tilde{a}}) \)\( = \begin{cases} +1, & \text{if } \text{dif}_{\tilde{a}} \geq 0 \\ -1, & \text{if } \text{dif}_{\tilde{a}} < 0 \end{cases} \) for FMP–LCM

\[
P(+1,-1) \text{ form; } \tilde{P}_d = \text{sign}(\text{dif}_{\tilde{a}}) \] (33)
Stage 4: Compute the vectorialized distance measure $\tilde{C}$, since the distance measure $LCM(\tilde{A}^*, \tilde{A})_\Theta$ with an index $\Theta = lcm(u, v)$ is a scalar.

$$\tilde{C} = LCM(\tilde{A}^*, \tilde{A})_\Theta \times \tilde{P}, \quad \Theta = lcm(u, v)$$

(34)

Stage 5: Obtain the quasi–quasi–approximate reasoning results $\tilde{B}^{**}_i$, $i = 1, 2, \cdots$ for FMP–LCM.

$$\tilde{B}^{**}_i = \begin{cases} \tilde{B}_i + \tilde{C}_i, & \text{if Case 1, 2, and 3} \\ 1 - \tilde{B}_i + \tilde{C}_i, & \text{if Case 4} \\ s.t. \tilde{B}_i + \tilde{C}_i, & \text{if Case 5} \end{cases}$$

(35)

Stage 6: Select the quasi–approximate reasoning results $B^{**}_i$, $i = 1, 2, \cdots$ from the quasi–approximate reasoning results $\tilde{B}^{**}_i$ for indices $k = 1, lcm(u, v)$.

$$\tilde{B}^{**}_i \rightarrow B^{**}_i, \text{ i.e., } \left[ \begin{array}{c} \tilde{B}^{**}_k \\ \vdots \\ \tilde{B}^{**}_{k+1} \end{array} \right] \rightarrow \left[ \begin{array}{c} \tilde{B}^{**}_1 \\ \vdots \\ \tilde{B}^{**}_n \end{array} \right]$$

(36)

Since the index $\Theta = lcm(u, v) = u \cdot m_v = v \cdot m_u$, so $B^{**}_k = \tilde{B}^{**}_k \cdot (m_v m_u)$.

Stage 7: Solve the individual approximate reasoning result $B^*_i$ from the quasi–approximate reasoning results $B^{**}_i$.

$$B^*_i = (B^{**}_i - \eta_i / (\xi_i - \eta_i), i = 1, 2, \cdots$$

(37)

Where, the maximum $\xi_i$ and minimum $\eta_i$ of $B^{**}_i$ for FMP is calculated as follows.

$$\xi_i = \max B^{**}_i, \quad \eta_i = \min B^{**}_i, i = 1, 2, \cdots$$

(38)

Stage 8: For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions, the final approximate reasoning result $B^*$ according to the given premises for FMP–LCM is obtained as follows.

$$B^* = \begin{cases} B^*_1, & l = 1, 2, \cdots \end{cases}$$

(39)

Example 3.1 About the proposed FMP–LCM, let us consider the fuzzy system with $4 \times 1$ dimension antecedent fuzzy row vector $A(x) = [1, 0.8, 0.4, 0]$ and $6 \times 1$ dimension consequent fuzzy row vector $B(y) = [0, 0.2, 0.4, 0.7, 0.9, 1]$. At this time the index $\Theta = LCM(u, v) = 12$. The dimensions of the extended every vector $\bar{A}$, $\bar{A}^*$, and $\bar{B}$ are $12 \times 1$ dimension, respectively. The proposed approximate reasoning results are computed by two form, i.e., $P(+1, 0, -1)$ form and $P(+1, -1)$ form. We obtain the final fuzzy approximate reasoning result based on proposed FMP–LCM: $P(+1, 0, -1)$ form: $B^* = [0, 0, 0, 0.2527, 0.4527, 0.6473, 0.8473, 1]$, $P(+1, -1)$ form: $B^* = [0, 0.2, 0.4, 0.5946, 0.7946, 1]$. 

3.2. Fuzzy Approximate Reasoning Method For FMT

In this subsection, for the SISO fuzzy system with discrete fuzzy set vectors of different dimensions, we propose a novel FMT–LCM method based on distance measure in the case that differs from dimensions between the antecedent and consequent, i.e., in the case of index $v \neq u$ when element number of the antecedent is $v$ and element number of the consequent is $u$. A novel approximate reasoning method of FMT for SISO fuzzy system with discrete fuzzy set vectors of different dimensions is described as following Stages, which is so called FMT–LCM. A novel FMT-LCM is as follows.

Stage 1: Compute the extended fuzzy row vectors. For this let $u, v$ be all real integer index, then the extended sets of the antecedent $\bar{B}$, the given premise $B^*$ and consequent $\bar{A}$, i.e., the least common multiple fuzzy vectors $\bar{B} = [B^*_1, \cdots, B^*_u]$, $\bar{B}_l = [\bar{B}_l^1, \cdots, \bar{B}_l^u]$, $l = 1, 2, \cdots$ and $\bar{A}$ with $\Theta = km(u, v)$ are calculated as following, respectively.

$$\bar{A} = \left[ \begin{array}{cccc} 1 - a_{i1} & 1 - a_{i2} & \cdots & 1 - a_{in} \\ x_1 & x_2 & \cdots & x_n \\ \vdots & \vdots & \ddots & \vdots \\ x_{i1} & x_{i2} & \cdots & x_{in} \end{array} \right]$$

(40)
\[
\vec{B} = \begin{bmatrix}
1 - b_1 & 1 - b_2 & \cdots & 1 - b_{r-1} & 1 - b_r \\
y_1 & y_2 & \cdots & y_{r-1} & y_r
\end{bmatrix}
\]
(41)
\[
\vec{B}^* = \begin{bmatrix}
b_1^* & b_2^* & \cdots & b_{r-1}^* & b_r^* \\
y_1 & y_2 & \cdots & y_{r-1} & y_r
\end{bmatrix}
\]
(42)

**Stage 2:** Compute Euclidian distance measure \( \text{LCM}(\vec{B}^*, \vec{B})_{\Theta} \). Where index \( i = 1, 2, \ldots \) means the number of the given premise fuzzy set. The distance measure \( \text{LCM}(\vec{B}^*, \vec{B})_{\Theta}(\Theta = \text{lcm}(u, v)) \) is calculated as follows.

\[
\text{LCM}(\vec{B}^*, \vec{B})_{\Theta} = \left[ \frac{1}{\Theta} \sum_{i=1}^{\Theta} [b_i - (1 - b_i)]^2 \right]^{1/2}, \text{ for FMT}
\]
(43)

**Stage 3:** Compute the sign vectors \( \vec{P}_j \) by the difference \( \text{dif}_u = b_i^* - (1 - b_i), (k = 1, \text{LCM}(u, v), l = 1, 2, \ldots) \) of the given premise and the antecedent.

\[
\vec{P}_j = [\vec{P}_{j1}, \vec{P}_{j2}, \cdots \vec{P}_{jl}], \quad k = 1, \text{LCM}(u, v), l = 1, 2, \ldots
\]
(44)

\[
P(\text{+1}, 0, -1) \text{ form; } \vec{P}_u = \text{sign}(\text{dif}_u) = \begin{cases} +1, & \text{dif}_u > 0 \\ 0, & \text{dif}_u = 0 \\ -1, & \text{dif}_u < 0 \end{cases}, \text{ for FMT–LCM}
\]
(45)

\[
P(\text{+1}, 1) \text{ form; } \vec{P}_u = \text{sign}(\text{dif}_u) = \begin{cases} +1, & \text{dif}_u \geq 0 \\ -1, & \text{dif}_u < 0 \end{cases}, \text{ for FMT–LCM}
\]
(46)

**Stage 4:** Compute the vectorialized distance measure \( \tilde{C}_j \) since distance measure \( \text{LCM}(\vec{B}^*, \vec{B})_{\Theta} \) with an index \( \Theta = \text{lcm}(u, v) \) is a scalar.

\[
\tilde{C}_j = \text{LCM}(\vec{B}^*, \vec{B})_{\Theta} \times \vec{P}_j, \quad \Theta = \text{LCM}(u, v)
\]
(47)

**Stage 5:** Obtain the quasi–quasi–approximate reasoning results \( \vec{A}_l^*, l = 1, 2, \ldots \) for FMT–LCM.

\[
\vec{A}_l^* = \begin{cases}
1 - \tilde{A}_l + \tilde{C}_j, & \text{if Case 6, 7, and 8} \\
\tilde{A}_l + \tilde{C}_j, & \text{if Case 9} \\
s.t. \tilde{A}_l + \tilde{C}_j, & \text{if Case 10}
\end{cases}
\]
(48)

**Stage 6:** Select the quasi–approximate reasoning results \( \vec{A}_l^* \) for indexes \( \Theta = \text{LCM}(u, v), \quad l = 1, 2, \ldots \). We will call this FMT–LCM. That is, the reasoning results by the extended dimension \( \Theta \times 1 \) is transformed into the original dimension \( u \times 1 \).

\[
\tilde{A}_l^* \rightarrow \tilde{A}_l^*, \quad \text{i.e., } [\tilde{a}_{i2k}^*]_{k=1}^{\Theta} \rightarrow [\tilde{a}_{i2l}^*]_{l=1}^{\Theta}
\]
(49)

The index \( \Theta = \text{LCM}(u, v) = u \cdot m_1 = v \cdot m_2 \), then \( \tilde{a}_{i2l}^* = \tilde{a}_{i2pm}^* \).

**Stage 7:** Solve the individual approximate reasoning result \( \vec{A}_l^* \) from the quasi–approximate reasoning results \( \vec{A}_l^* \).

\[
\vec{A}_l^* = (\vec{A}_l^* - \eta_l)(\xi_l - \eta_l), \quad l = 1, 2, \ldots
\]
(50)

Where, the maximum \( \xi_l \) and minimum \( \eta_l \) of \( \vec{A}_l^* \) is calculated as follows respectively.

\[
\xi_l = \max \vec{A}_l^*, \quad \eta_l = \min \vec{A}_l^*
\]
(51)

**Stage 8:** For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions, the final approximate reasoning result \( \vec{A}^* \) according to the given premises for FMT–LCM is obtained as follows.

\[
\vec{A}^* = [\vec{A}_l^*], \quad l = 1, 2, \ldots
\]
(52)
Example 3.2 About the proposed FMT–LCM, let us consider for SISO fuzzy system with $6 \times 1$ dimension antecedent fuzzy row vector $1-B(^y)=[1, 0.8, 0.6, 0.3, 0.1, 0]$ and $4 \times 1$ dimension consequent fuzzy row vector $1-A(^x)=[0, 0.2, 0.6, 1]$. When the given premise is $B(^y)=[1, 0.9, 0.8, 0.3, 0.1, 0]$; let us consider reasoning result of FMT–LCM. The proposed approximate reasoning results are computed by two form, i.e., $P(+1, 0, -1)$ form and $P(+1, -1)$ form. The index is $\Theta=LCM(u,v)=12$. The dimensions of the extended every vectors $\tilde{A}$, $\tilde{B}$, and $\tilde{B}'$ are $12 \times 1$ dimension. Therefore the proposed reasoning results for FMT–LCM are computed by two form, i.e., $P(+1, 0, -1)$ form and $P(+1, -1)$ form. The final results are as follows; $P(+1, 0, -1)$ form; $A'=[0, 0.2184, 0.5632, 1]$, $P(+1, -1)$ form; $A'=[0, 0.2, 0.6, 1]$. 

3.3. Reductive Property and Information Loss of the Proposed Method LCM

From proposed method FMP–LCM and FMT–LCM, following theorems with respect to the reductive property and information loss are obtained.

Theorem 3.1. For the SISO fuzzy system, if $A'(^x)=A(^x) \subseteq F(^x), x \in X$, and is applied FMP–LCM, then the reasoning result $B'(^y) \subseteq F(^y), y \in Y$ is the consequent $B(^y) \subseteq F(^y), y \in Y$, thereby the reductive property is completely satisfied. Where $F(^x), F(^y)$ are all the fuzzy subsets on the universe of discourse $X, Y$, respectively.

Proof. Since the indexes $u, v$ are all real integer index, then from the extended fuzzy sets of the antecedent $A$, the given premise $A'$ and consequent $B$, i.e., the least common multiple fuzzy vectors $\tilde{A}$, $\tilde{A}=[\tilde{a}], \tilde{A}=[\tilde{a}]$, $\tilde{B}=[\tilde{a}]$, new fuzzy approximate reasoning results $B'$ are calculated as follows , respectively. The difference between the extended every fuzzy vectors $\tilde{A}$ and $\tilde{A}$ according to the index $\Theta=LCM(u,v)$, are calculated as follows; $\tilde{A}-\tilde{A}=[a_n-a_0, \ldots, a_n-a_0, \ldots, a_n-a_0, \ldots]$. From the condition of theorem 3.1, since $a_n=a_r, r=1, \Theta$, following equation $\tilde{A}-\tilde{A}=0$ is satisfied. Therefore, for every index $\Theta$, the distance measure by the least common multiple (LCM).

$$LCM(\tilde{A}, \tilde{A})=\left[\frac{1}{\Theta} \sum_{r=1}^{u} \left|a_r-a_0\right|^\gamma\right]^{1/\gamma}$$

is equal to 0, thereby the quasi–quasi-approximate reasoning results is obtained as $\tilde{B}'=\tilde{B}+\tilde{C}$. Then the quasi–approximate reasoning results is computed as $\tilde{B}'=\tilde{B}$. From the individual reasoning result $B'=\tilde{B}$. The final fuzzy reasoning result is obtained as $B'=\tilde{B}$. Hence This theorem 3.1 is right. Therefore if the given premise discrete fuzzy vector is $A'(^x)=A(^x) \subseteq F(^x), x \in X$, and the proposed fuzzy approximate reasoning method, i.e., FMP–LCM is applied in the SISO fuzzy system, then the approximate reasoning result $B'(^y) \subseteq F(^y), y \in Y$ of FMP–LCM is obtained to equal to the consequent fuzzy vector $B(^y) \subseteq F(^y), y \in Y$ of the fuzzy rule, thereby when $F(^x), F(^y)$ are all the fuzzy subsets on the universe of discourse $X, Y$, respectively, the reductive property of the proposed FMP–LCM is completely satisfied. Thus Theorem 3.1 is proved. \(\square\)

Theorem 3.2 For the SISO fuzzy system, if the given premise is $B'(^y)=B(^y) \subseteq F(^y), y \in Y$, and FMT–LCM is applied in the fuzzy system, then its fuzzy reasoning result $A'(^x) \subseteq F(^x), x \in X$ is equal to the consequent $\tilde{A}(x) \subseteq F(x), x \in X$, thereby the reductive property is completely satisfied. Where $F(^x), F(^y)$ are all the fuzzy subsets on the universe of discourse $X, Y$, respectively.

Proof is abbreviated. \(\square\)

Theorem 3.3 For the SISO fuzzy system, proposed fuzzy reasoning method FMP–LCM has not information loss.

Proof. Computation process of FMP–LCM is as follows. Where $\tilde{B}$ is the least common multiple fuzzy vectors computed by LCM from original antecedent discrete fuzzy vector $\tilde{B}$, symbol $\frac{LCM}{LCM}$ means transformation by the least common multiple, and $\frac{LCM}{LCM}$ means reduced transformation of extended vector by LCM. And index $\Theta=LCM(u,v)$ is the least common multiple between dimension number $u$ of fuzzy set $\tilde{A}(x), A'(x) \subseteq F(X)$ and dimension number $v$ of fuzzy set $B(y) \subseteq F(Y)$. And $\tilde{p}=[\tilde{p}_0, \tilde{p}_1, \ldots, \tilde{p}_k, \ldots]$. $k=1, LCM(u,v)$, $l=1, 2, \ldots$ are sign vectors for addition operation of vectors since the extended distance measure $LCM(\tilde{A}, \tilde{A})$ is scalar.
As seen from the formula (25)-(38), since operation processes of Case 1, 2, 3, 4, and 5 have not used nonlinear operators, and accomplished standardization operation \((B_1^\alpha - \min B_1^\alpha)/(\max B_1^\alpha - \min B_1^\alpha)\) is applied, therefore from the above formula, we can easily know that FMP–LCM has not information loss. At this time there is no information loss by \(\min B_1^\alpha\) and \(\max B_1^\alpha\). Thus Theorem 3.3 is proved. □

**Theorem 3.4** For the SISO fuzzy system, proposed fuzzy approximate reasoning method FMT–LCM has not any information loss.

This proof is similar to Theorem 3.3 as shown the formula (39)-(51), so it is abbreviated.

### 4. Discussion to Controllability of Fuzzy Reasoning Methods

In this section we analyze on [19–22]’s fuzzy reasoning methods based on fuzzy relation and our proposed method based on distance measure with respect to fuzzy control.

#### 4.1. Comparison of Fuzzy Reasoning methods based on Fuzzy Relation and Proposed LCM

Let us consider [22]’s method and [32]’s CRI on the basis of the formula (1), (2). According to [19] fuzzy reasoning style is based on the idea converting the fuzzy conditional sentence of \(\langle x, y, R \rangle \) to the fuzzy relation for FMP and FMT. That is,

\[
\langle x, y, R \rangle = \langle (x, y) \rangle = R
\]

In general fuzzy control, 2 antecedents and 1 consequent are usually used as follows.

\[
\langle x_1, A_2 \rangle \quad \text{and} \quad \langle x_2, A_3 \rangle \rightarrow \langle y, B \rangle
\]

The formula (54) is divided as the formula (55).

\[
\langle x_1, A_2 \rangle \rightarrow \langle y, B \rangle = \langle (x, y) \rangle = R \quad \text{and} \quad \langle x_2, A_3 \rangle \rightarrow \langle y, B \rangle = \langle (x, y) \rangle = R
\]
By expressing like this, we can consider \((x, y)\) to the names of objects, and \(R\) in the formula (55) is a fuzzy relation. Denoting fuzzy rule \(\text{if } x \text{ is } A \text{ then } y \text{ is } B\) as \(A \rightarrow B\), then fuzzy relation \(A \rightarrow B\) is defined as fuzzy implication \(\mu_{A \rightarrow B}(u, v) = \mu_A(u) \rightarrow \mu_B(v)\). At this time, \(R\) may be changed according to what implication \(A \rightarrow B\) is used. They are as follows.

\[
R_u = A \times B = \bigcup_{u,v} \mu_A(u) \cup \mu_B(v) / \langle u, v \rangle
\]

(56)

\[
R_A = (1 - A) \times B = \bigcup_{u,v} [1 \land (1 - \mu_A(u) + \mu_B(v))] / \langle u, v \rangle
\]

(57)

\[
R_A = A \times B = \bigcup_{u,v} \mu_A(u) \land \mu_B(v) / \langle u, v \rangle
\]

(58)

\[
R_A = (A \times B) \cup ((1 - A) \times V) = \bigcup_{u,v} [\mu_A(u) \land \mu_B(v) \cup (1 - \mu_A(u))] / \langle u, v \rangle
\]

(59)

Using fuzzy relation \(R_u, R_A, R_B\) instead of \(A \rightarrow B\), conclusion \(B'\) is obtained by FMP–CRI. In the same way, conclusion \(A'\) is obtained by FMT–CRI. There are \(R_u, R_A\) methods beside fuzzy relation \(R_u, R_A, R_B\). In [16] they are as follows.

\[
\begin{align*}
R_u &= A \times V \rightarrow U \times B = \bigcup_{u,v} \mu_A(u) \rightarrow \mu_B(v) / \langle u, v \rangle
\end{align*}
\]

\[
\begin{align*}
\mu_A(u) \rightarrow \mu_B(v) &= \begin{cases} 
1, & \text{if } \mu_A(u) \leq \mu_B(v) \\
0, & \text{if } \mu_A(u) > \mu_B(v)
\end{cases}
\end{align*}
\]

(60)

\[
\begin{align*}
R_A &= A \times V \rightarrow U \times B = \bigcup_{u,v} \mu_A(u) \rightarrow \mu_B(v) / \langle u, v \rangle
\end{align*}
\]

\[
\begin{align*}
\mu_A(u) \rightarrow \mu_B(v) &= \begin{cases} 
1, & \text{if } \mu_A(u) \leq \mu_B(v) \\
\mu_B(v), & \text{if } \mu_A(u) > \mu_B(v)
\end{cases}
\end{align*}
\]

(61)

By combining fuzzy relation \(R_u\) and \(R_A\), four fuzzy relations are obtained. And by introducing the accommodation in multi–value logic, several fuzzy relations are obtained.

### 4.2. Analysis of Fuzzy Control Reasoning Methods

In this subsection, we consider about the fuzzy control based on different fuzzy reasoning methods. As shown in [33], the mathematical model of the simple control object is as follows.

\[
G(s) = [1/(1 + TS)] \cdot \exp(-\alpha s), \quad T = 20(s), \quad \tau = 2(s)
\]

(62)

Where target value is \(r(t) = 40\), the sampling time \(T = 1(s)\), error \(e(t) = r(t) - y(t)\), change of error \(\Delta e(t) = y(t - 1) - y(t)\). The increment \(\Delta u(k)\) of fuzzy control obtained by fuzzy reasoning is calculated as follows.

\[
u(k) = u(k - 1) + \rho \cdot \Delta u(k)
\]

(63)

Where, parameter \(\rho\) is amplification coefficient, \(k\) discrete time. According to the experimental result, proposed LCM, \(R_s, R_{ss}, R_s\), and so on, can be all applied to fuzzy control. Especially the fuzzy reasoning method \(R_u\) presented by E. H. Mamdani in [19] was widely used not only fuzzy control but also pattern recognition, expert system, modeling, predication, system analysis, diagnosis, retrieval system, learning system, and so on. As mentioned in [13–16], the fuzzy relation based reasoning methods \(R_s, R_{ss}, R_s, R_{ss}, R_s, R_{ss}\), and \(R_u\) cannot be applied to fuzzy control. From above consideration, those of reasons can be summarized as follows.

**Theorem 4.1.** Fuzzy reasoning methods CRI, TIP, and QIP based on the fuzzy relation and/or fuzzy implication and/or \(t\)-norm and/or \(t\)-conorm have some information loss in the fuzzy control reasoning processing.

**Proof.** Generally the information loss according to [30] can be considered as follows.

(i) To simplify antecedents of fuzzy control rules by using min operator leads to information loss,

(ii) To fire a part of fuzzy control rules with respect to certain threshold leads to information loss,

(iii) To aggregate fuzzy control rules or intermediate conclusions leads to information loss.

In above form (i) when the fuzzy control rule is given as “if \(x_1\) is \(A_1\) and \(x_2\) is \(A_2\) then \(y\) is \(B\)” then this is equivalent to the following assertion \(A_1 \times A_2 \rightarrow B\), fuzzy subset \(A_1 \times A_2\) is transformed, for example, by \(\min(A_1, A_2)\), and implication \(\rightarrow\) is computed, according to Łukasiewicz’s implication, \(\min(A_1, A_2) \rightarrow B = (1 - \min(A_1, A_2) + B) \land 1 = (\bullet) \land 1\). Since the larger membership degree among \(A_1\) and \(A_2\) has been lost by \(\min(A_1, A_2)\) and the larger membership degree among \(\bullet\) and 1 has also been lost by \((\bullet) \land 1 = \min((\bullet), 1)\), therefore it is obvious that information loss
happens always. In above form (ii), widely used method for the simplest fuzzy controller is as follows:

Step 1; Compute the distance (for example the Euclidian or Hausdorff distance) between the fuzzy input information, “$A_i^r$ and $A_i^l$”, and the antecedent of every fuzzy control rules,

Step 2: Set up certain threshold $\theta$.

Step 3; Find the fired fuzzy control rules of which the distances of their antecedents from the fuzzy input are smaller than the threshold $\theta$.

Step 4; Give up all the unfired fuzzy control rules.

From the mathematical viewpoint [17–21, 30], every fuzzy control rule should take part in the procedure of fuzzy reasoning no matter to what extent it acts. Hence the Step 4 leads to information loss. In above form (iii), when the several fuzzy control rules “if $x_i$ is $A_i$ then $y_i$ is $B_i$, $i = 1, n$” and the fuzzy input $A^*$ are given, then we can first aggregate these fuzzy control rules to construct a super rule, and then infer the fuzzy output $B^*$ according to the Zadeh’s compositional rule of inference (CRI). At this time with respect to the aggregation we employ min operator, thereby it would cause information loss. It is evidently clear that the more the fuzzy variable is increase the more the information loss of fuzzy reasoning process is large. The main reason is to nonlinear operators in the fuzzy reasoning process are employed. Since TIP, and QIP are both based on CRI, and employ nonlinear implication operators, and nonlinear t-norms, therefore the information losses in their fuzzy reasoning process are also exist, respectively. Therefore Theorem 4.1 is proved.

**Theorem 4.2.** Fuzzy reasoning methods based on the similarity measure expressed by the formula (10)-(13) and (16)-(25) have some information loss in the reasoning processing for fuzzy control.

**Proof.** This theorem can easily be proved on the basis of [30]. There are a lot of similarity measure (SM) based fuzzy approximate reasoning methods. As mentioned in [30], the fuzzy reasoning methods based on SM depend strongly on the similarity measure and the modification function, and do not completely satisfy the reductive property.

Firstly let us consider the formula (10)-(13). From the formula (10) the larger vale among 1 and $B(y) / SM(A,B)$ has been lost by computation of $B^*(y) = \min\{1, B(y) / SM(A,B)\}$. When these fuzzy reasoning methods based on the SM are all applied to the form (i)-(iii) and Step 1- Step 4 of Theorem 4.1, then their information loss is larger. The formula (11)-(13) also are similar to (10). The consideration for this is abbreviated. Therefore fuzzy reasoning methods based on the SM (10)-(13) has some information loss in the fuzzy control reasoning processing.

Next let us consider the formula (16)-(18). Although the formula (16), (17), and (18) have not some information loss, respectively, when they are applied in fuzzy control, information loss is necessarily happened. In other words, when the form (i)-(iii) and Step 1- Step 4 of Theorem 4.1 applied in fuzzy control, then the reasoning results by the formula (16)-(18) have some information losses.

Finally let us consider the formula (19)-(25). we can know that different SM affect differently on the reasoning result. In the formula (19) some information loss occurs by absolute value $|\mu_x(u) - \mu_y(v)|$ operation and $\max_{x\in A}(\cdot)$ operation. And in the formula (20) and (24), the result of operation by $\mu_x(u) \cdot \mu_y(v)$ is less than $\mu_x(u), \mu_y(v)$, respectively, thus information loss happens always. And in the formula (21), (22), and (23), the larger membership degree among $\mu_x(u)$ and $\mu_y(v)$ has been lost by $\min(\mu_x(u), \mu_y(v))$, whereas, the smaller membership degree among $\mu_x(u)$ and $\mu_y(v)$ has been lost by $\max(\mu_x(u), \mu_y(v))$. The formula (25) has some information loss by form (i)-(iii) and Step 1- Step 4 of Theorem 4.1. Therefore it is obvious that information loss happens in the formula (19)-(25). Thus Theorem 4.2 is proved.

**Theorem 4.3.** Fuzzy reasoning methods based on the fuzzy relation $R_s$ and $R_o$ presented by the formula (60), (61) do not satisfy the convergence of the fuzzy control.

**Proof.** Let $u_0 \in U$ be crisp input information. $\mu_x(u_0)$ membership function fuzzificated by crisp value $u_0 \in U$. For every crisp information value $u_0 \in U$, the fuzzy reasoning results by $R_s$ and $R_o$ are always obtained as 1 or 0 for $R_s$, and 1 or $\mu_y(v)$ for $R_o$, respectively, that is, according to CRI [32], conclusions $\mu_y(v)$ of fuzzy reasoning method $R_s$ and $R_o$ are obtained as follows, respectively.

$$\mu_y(v) = \vee u_0 [\mu_x(u_0) \land \mu_s(u)] \rightarrow \mu_y(v) = \vee u_0 [\mu_x(u_0) \land \mu_x(u)] \rightarrow \mu_y(v) = \{1, h \leq \mu_y(v), 0, h > \mu_y(v)\}$$  \hspace{1cm} (64)

$$\mu_y(u) = \vee u_0 [\mu_x(u_0) \land \mu_o(u)] \rightarrow \mu_y(v) = \{1, h \leq \mu_y(v), 0, h > \mu_y(v)\}$$  \hspace{1cm} (65)

, where $h = \vee u_0 [\mu_x(u_0) \land \mu_s(u)]$ is a degree of matching of the fuzzy control rule. From the formula (64) and (65) we
can know that when input information \( \mu_{A}(u_0) \) is changed according to \( u_0 \), then reasoning result \( \mu_{\beta}(v) \) is not changed and fixed as crisp value 1 and 0, and fuzzy set \( \mu_{\alpha}(v) \), therefore the convergence of the fuzzy control cannot be guaranteed. As mentioned in [16,17] these are logical contradiction between the reductive property and the practical problem (e.g. fuzzy control) Thus Theorem 4.3 is proved. □

**Theorem 4.4.** Fuzzy reasoning methods based on the fuzzy relation \( R_{sa}, R_{se}, R_{r}, R_{se}, R_{r}, \) and \( R_{s} \) presented by the formula (60), (61), and their combinations do not satisfy the convergence of the fuzzy control.

**Proof.** From Theorem 4.3 we can easily know the convergence of the fuzzy control. When the fuzzy relation \( R_{sa}, R_{se}, R_{r}, R_{se}, R_{r}, \) and \( R_{s} \) are applied to fuzzy control, for different input information different reasoning results are not obtained, but same ones are also calculated, respectively. That is, those have not their convergence. This can be illustratively proved by the extension of formula (64) and (65), respectively. □

**Theorem 4.5.** Fuzzy reasoning methods based on the fuzzy relation \( R_{r}, R_{p}, \) and \( R_{s} \) presented by the formula (56)-(59) do satisfy the convergence of the fuzzy control.

**Proof.** For different input information, different reasoning results are obtained by the fuzzy relation \( R_{r}, R_{p}, \) and \( R_{s} \). First, let us consider Mamdani’s fuzzy relation \( R_{r} \). For crisp information value \( u_i \in U \), let \( h_i = \vee \{ \mu_{A}(u_i) \cap \mu_{A}(u) \} \) be degree of matching of the \( i \)th rule, and \( n \) number of rules, then the individual fuzzy reasoning results by \( R_{r} \) are as follows.

\[
\mu_{\beta}(v) = \vee \{ \mu_{A}(u_i) \cap \mu_{A}(u) \} \rightarrow \mu_{\beta}(v) = h_i \wedge \mu_{\beta}(v) \quad (66)
\]

The final fuzzy reasoning result \( \mu_{\beta}(v) \) by fuzzy relation \( R_{r} \) and defuzzificated crisp value \( v_o \) by center of gravity are calculated as follows, respectively.

\[
\mu_{\beta}(v) = \bigcup_{i=1}^{n} \left[ h_i \wedge \mu_{\beta}(v) \right] \quad (67)
\]

\[
v_o = \frac{\bigcup_{i=1}^{n} \left[ h_i \wedge \mu_{\beta}(v) \right]}{\bigcup_{i=1}^{n} h_i} \quad (68)
\]

From formula (67) and (68), we can see that when degree of matching \( h_i \) is changed then \( \mu_{\beta}(v) \) and \( v_o \) are also changed according to \( h_i \), therefore the fuzzy reasoning by Mamdani’s \( R_{r} \) ([13]) has the convergence of the fuzzy control.

Next the fuzzy reasoning results by \( R_{p}, R_{r}, \) and \( R_{s} \) as follows, respectively.

\[
\mu_{\beta}(v) = \vee \{ \mu_{A}(u_i) \cap \mu_{A}(u) \} \rightarrow \mu_{\beta}(v) = h_i \wedge \mu_{\beta}(v), \text{ for } R_{p} \quad (69)
\]

\[
\mu_{\beta}(v) = \vee \{ \mu_{A}(u_i) \cap \mu_{A}(u) \} \rightarrow \mu_{\beta}(v) = h_i \wedge \mu_{\beta}(v), \text{ for } R_{r} \quad (70)
\]

\[
\mu_{\beta}(v) = \vee \{ \mu_{A}(u_i) \cap \mu_{A}(u) \} \rightarrow \mu_{\beta}(v) = h_i \wedge \mu_{\beta}(v) \cup (1-h_i) \wedge \mu_{\beta}(v), \text{ for } R_{s} \quad (71)
\]

The final fuzzy reasoning results \( \mu_{\beta}(v) \) by fuzzy relation \( R_{p}, R_{r}, R_{s} \) are calculated as follows, respectively.

\[
\mu_{\beta}(v) = \bigcup_{i=1}^{n} \left[ h_i \wedge \mu_{\beta}(v) \right], \text{ for } R_{p} \quad (72)
\]

\[
\mu_{\beta}(v) = \bigcup_{i=1}^{n} \left[ 1 \wedge \left( (1-h_i) \wedge \mu_{\beta}(v) \right) \right], \text{ for } R_{r} \quad (73)
\]

\[
\mu_{\beta}(v) = \bigcup_{i=1}^{n} \left[ h_i \wedge \mu_{\beta}(v), \text{ if } h_i \leq 0.5 \text{ or } (1-h_i) \wedge \mu_{\beta}(v), \text{ if } h_i > 0.5 \right], \text{ for } R_{s} \quad (74)
\]

From formula (72)-(74), we can know that when degree of matching \( h_i \) is changed then \( \mu_{\beta}(v) \) and \( v_o \) are also changed according to \( h_i \), with respect to \( R_{p}, R_{r}, R_{s} \), thus the fuzzy reasoning results by fuzzy relations \( R_{p}, R_{r}, R_{s} \) have also the convergence of the fuzzy control. Therefore Theorem 4.5 is proved. □

**Theorem 4.6.** Our proposed fuzzy reasoning method LCM presented by the theorem 3.1 and 3.2 in this paper has the
convergence of the fuzzy control and has not information loss with respect to FMP and FMT.

Proof. For different input information, different reasoning results are obtained by proposed method LCM. That is, for every crisp input information \( u_i \in U \), extended Euclidian distance measures \( LCM(\mu_{A_i}(u_0), \mu_{A_i}(u)) \) between the given premise \( \mu_{A_i}(u_0) \) and antecedent \( \mu_{A_i}(u) \) of \( i \)th fuzzy control rule are not equal to. That is,

\[
LCM(\mu_{A_i}(u_0), \mu_{A_i}(u)) \neq \cdots \neq LCM(\mu_{A_i}(u_0), \mu_{A_i}(u)) \neq \cdots \neq LCM(\mu_{A_i}(u_0), \mu_{A_i}(u))
\]  

(75)

From the proposed method, \( v_0 \in V \) satisfying following formula must be obtained.

\[
LCM(\mu_b(v_0), \mu_b(v)) = LCM(\mu_{A_i}(u_0), \mu_{A_i}(u))
\]

(76)

Our aim is to find a defuzzificated value, the crisp one \( v_0 \in V \) satisfying the formula (76). Then distance measures \( LCM(\mu_b(v_0), \mu_b(v)) \) between the fuzzy reasoning conclusion and the consequent fuzzy set of \( i \)th fuzzy control rule are obtained as follows.

\[
LCM(\mu_b(v_0), \mu_b(v)) \neq \cdots \neq LCM(\mu_b(v_0), \mu_b(v)) \neq \cdots \neq LCM(\mu_b(v_0), \mu_b(v))
\]

(77)

Where \( v_0 \in V \) is a defuzzificated value of the fuzzy reasoning result. Thus the fuzzy reasoning results \( \mu_b(v_0) \) are changed to different values \( v_i \in V \) with respect to different \( u_i \in U \). In other words for small input information, corresponding small reasoning results are obtained, whereas, for big input information, corresponding big reasoning results are obtained, which means that fuzzy reasoning method has in itself convergence. Therefore our proposed method does satisfy the reductive property and can be applied to the fuzzy control and so on.

Next proposed method LCM has not information loss. Its important reason is as follows. Let quasi–fuzzy reasoning result be \( \hat{B}_i \), then following formula is satisfied.

\[
\mu_b(v) = \mu_b(v) + LCM(\mu_{A_i}(u_0), \mu_{A_i}(u)) \times P_i
\]

(78)

Thus the fuzzy reasoning result of \( i \)th fuzzy control rule is calculated as follows.

\[
\mu_b(v) = (\mu_b(v) - \eta) / (\xi - \eta)
\]

(79)

Where \( \xi = \max_{1 \leq k \leq r} \hat{B}_i \) and \( \eta = \min_{1 \leq k \leq r} \hat{B}_i \) are maximum and minimum of the quasi–fuzzy reasoning result, respectively. By these operations the information losses are overcome. Since the standardization operation is used in formula (79), thereby proposed method LCM has not any information loss. Final crisp result \( v_0 \in V \) mentioned in formula (76) and (77) is calculated as follows.

\[
v_0 = (\sum_{i=1}^m \hat{B}_i(v)) / (\sum_{i=1}^m \hat{B}_i(v_i))
\]

(80)

Where \( v_0, v_i \in V \). From formula (80) we can know that the crisp value \( v_0 \in V \) has entirely not the information loss. Thus the proof of this Theorem 4.6 is completed.

From the theorem 4.1–4.6, we know that our proposed method LCM and \( R_c, R_p, R_s, R_m \) all have the convergence of the fuzzy control, i.e., fuzzy controllability. Whereas \( R_{ce}, R_{pe}, R_{se}, R_e \) have not all fuzzy controllability.

5. Comparisons of CRI, TIP, QIP, AARS, and Proposed Method LCM

In this section we discuss on the reductive property of our’s and CRI, TIP, QIP, and AARS methods and consider on experiment results of the fuzzy controllability .

5.1. Checking of the Proposed Method

Experiment 5.1 We have done experiment by MATLAB 2017. For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions in Class 1, let us consider an approximate fuzzy reasoning based on 5×1 dimension antecedent fuzzy row vector \( A(x) = [1, 0.3, 0, 0, 0] \) and 7×1 dimension consequent fuzzy row vector \( B(y) = [0, 0, 0, 0, 0, 0, 1] \) with respect to FMP–LCM. The given premises are \( A_i(x) = A(x) = [1, 0.3, 0, 0, 0, 0] \).

\( A_i(x) = very A(x) = [1, 0.09, 0, 0, 0] \), \( A_i(x) = more or less A(x) = [1, 0.55, 0, 0, 0] \), \( A_i(x) = not A(x) = [0, 0.7, 1, 1, 1] \), respectively. The proposed approximate reasoning results are computed by two form, i.e., \( P(+1, 0, –1) \) form and \( P(+1, –1) \) form. The computational fuzzy approximate reasoning result by MATLAB experiment is shown in Table 2.
Table 2. FMP–LCM Reasoning Results and Reductive Properties in Class 1

| FMP–LCM Premise $A'_i(x)$ | FMP–LCM Reasoning Results and Reductive Property | RPF
|---------------------------|-----------------------------------------------|----|
|                           | Reasoning Results $B'_i(y)$                    |    |
| $A'_1$ [1, 0.3, 0, 0, 0]  | $B'_1$ $P(+1,0,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$ | 100 % |
|                           | $P(+1,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$       | 100 % |
| $A'_2$ [1, 0.09, 0, 0, 0] | $B'_2$ $P(+1,0,–1)$ form $[0.072,0,0,0,0.072,0.35,1]$ | 94.24 % |
|                           | $P(+1,–1)$ form $[0.13,0.0,0.0,0.13,0.39,1]$    | 91.85 % |
| $A'_3$ [1, 0.55, 0, 0, 0] | $B'_3$ $P(+1,0,–1)$ form $[0.091,0.091,0.091,0.3,1]$ | 84.26 % |
|                           | $P(+1,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$       | 96.46 % |
| $A'_4$ [0, 0.7, 1, 1, 1]  | $B'_4$ $P(+1,0,–1)$ form $[0, 0, 1, 1, 1, 0.83, 1]$ | 63.53 % |
|                           | $P(+1,–1)$ form $[0, 0, 1, 1, 1, 0.83, 1]$      | 63.53 % |

RPCF

FMP–LCM $P (+1,0,–1)$ form 87.58 %
FMP–LCM $P (+1,–1)$ form 87.96 %

Experiment 5.2 For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions in Class 2, let us consider an approximate fuzzy reasoning based on $5 \times 1$ dimension antecedent fuzzy row vector $A(x)=[1, 0.3, 0, 0, 0]$ and $7 \times 1$ dimension consequent fuzzy row vector $B(y)=[0, 0, 0, 0, 0, 0, 0.3, 1]$ with respect to FMP–LCM. The given premises are $A'_i(x)=A(x)=[1, 0.3, 0, 0, 0]$. $A'_i(x)=\text{very} A(x)=[1, 0.09, 0, 0, 0]$. $A'_i(x)=\text{more or less} A(x)=[1, 0.55, 0, 0, 0]$. $A'_i(x)=\text{s.A.A(x)}=[1, 0.2, 0, 0, 0]$, respectively. The proposed fuzzy approximate reasoning results are computed by two forms, i.e., $P(+1,0,–1)$ form and $P(+1,–1)$ form. The computational fuzzy approximate reasoning result by MATLAB is shown in Table 3.

| FMP–LCM Premise $A'_i(x)$ | FMP–LCM Reasoning Results and Reductive Property | RPF
|---------------------------|-----------------------------------------------|----|
|                           | Reasoning Results $B'_i(y)$                    |    |
| $A'_1$ [1, 0.3, 0, 0, 0]  | $B'_1$ $P(+1,0,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$ | 100 % |
|                           | $P(+1,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$       | 100 % |
| $A'_2$ [1, 0.09, 0, 0, 0] | $B'_2$ $P(+1,0,–1)$ form $[0.072,0,0,0,0.072,0.35,1]$ | 94.24 % |
|                           | $P(+1,–1)$ form $[0.13,0.0,0.0,0.13,0.39,1]$    | 91.85 % |
| $A'_3$ [1, 0.55, 0, 0, 0] | $B'_3$ $P(+1,0,–1)$ form $[0.091,0.091,0.091,0.3,1]$ | 84.26 % |
|                           | $P(+1,–1)$ form $[0, 0, 0, 0, 0, 0.3, 1]$       | 96.46 % |
| $A'_4$ [0, 0.7, 1, 1, 1]  | $B'_4$ $P(+1,0,–1)$ form $[0, 0, 1, 1, 1, 0.83, 1]$ | 63.53 % |
|                           | $P(+1,–1)$ form $[0, 0, 1, 1, 1, 0.83, 1]$      | 63.53 % |

RPCF

FMP–LCM $P (+1,0,–1)$ form 87.63 %
FMP–LCM $P (+1,–1)$ form 96.39 %

Experiment 5.3 For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions in Class 1 and Class 2, experiment results of LCM are shown in Table 4.

Table 4. Comprehension of our proposed FMP–LCM in Class 1 and Class 2

| RPF | FMP–LCM– $P (+1,0,–1)$ form | FMP–LCM– $P (+1,–1)$ form | Average |
|-----|-----------------------------|---------------------------|---------|
|     | Class 1                     | Class 2                    |         |
| RPCF| 87.58%                      | 96.35%                     | 91.97%  |
| FMP–LCM– $P (+1,0,–1)$ form | 87.96%                     | 96.39% | 92.18% |

Experiment 5.4 For the SISO fuzzy system with discrete fuzzy set vectors of different dimensions, let us consider an approximate fuzzy reasoning based on $7 \times 1$ dimension antecedent fuzzy row vector $B(y)=[0, 0, 0, 0, 0, 0, 0.3, 1]$ and $5 \times 1$ dimension consequent fuzzy row vector $A(x)=[1, 0.3, 0, 0, 0]$ for FMP–LCM. It is shown in Table 5.

Experiment 5.5 For the SISO fuzzy system with discrete fuzzy set vectors with different dimensions in Class 1 and Class 2, let us consider the comprehensive reductive property of our proposed LCM method. It is shown in Table 6.

Table 5. Reductive Property of FMP–LCM in Class 1

| FMP–LCM– $P (+1,0,–1)$ form | Class 1 and 2 | LCM– $P (+1,0,–1)$ | LCM– $P (+1,–1)$ |
|-----------------------------|----------------|-------------------|------------------|
| 88.88% (RPCF–average)       | 90.473 %       | 90.65 %           |
| 89.01% (RPCF–average)       | 90.473 %       | 90.65 %           |

Table 6. Comprehension of LCM in Class 1 and Class 2

From the examples of Table 2 to Table 6, we can know that the reductive property of the proposed LCM method in the SISO fuzzy system with discrete fuzzy set vectors of different dimensions between the antecedent and consequent of the fuzzy rule, about the comprehension of Class 1 and 2, for LCM– $P (+1,0,–1)$ form and LCM– $P (+1,–1)$ form, is 90.063%.

5.2. Property of Proposed Method LCM
Property 5.1 Proposed method LCM deals with normal fuzzy sets as the paper [12, 13], whereas, deals not with non-normal fuzzy sets, because non-normal fuzzy sets can be transferred into normal fuzzy sets. In the real world, a lot of engineers and designers actually use normal fuzzy sets when fuzzy sets are applied in the fuzzy systems.

Property 5.2 The proposed method LCM contains previous method DMM [12, 13], that is, FMP–LCM, FMT–LCM contain FMP–DM, FMT–DM, respectively.

Property 5.3 The reductive property of \( P(+1, -1) \) form in the proposed method LCM is better than \( P(+1, 0, -1) \) form with respect to FMP and FMT, and, Class 1 and Class 2.

Property 5.4 CRI, TIP, QIP and AARS use nonlinear operators such as Max, Min, implications, \( t \)-norms, and \( t \)-conorms, whereas, the proposed method LCM uses linear operators.

Property 5.5 The proposed method LCM has not information loss in the fuzzy approximate reasoning process as the previous method DMM [12, 13], because the formula (37) for FMP and (50) for FMT do use respectively the standardization operator.

5.3. Comprehensive Comparisons of CRI, TIP, QIP, AARS and proposed LCM in Class 1

The reductive properties of CRI, TIP, QIP, AARS, and proposed LCM in Class 1 are shown in Table 7. Through the MATLAB experiments we can obtain the following propositions in Class 1.

| No | In Class 1 Reasoning Method | \( RPCF'–FMP \) | \( RPCF'–FMT \) | \( RPCF'_{\text{LR}} \) | Average |
|----|-----------------------------|-----------------|-----------------|-----------------|--------|
| 1  | Proposed LCM \( P(+1,0,−1) \) form | 87.58% | 88.88% | 88.23% | 88.36% |
| 2  | \( P(+1,−1) \) form | 87.96 % | 89.01 % | 89.49 % | 76.26% |
| 3  | CRI (1975) G\( ô \)del; G | 94.33 % | 61.81 % | 78.07 % | 67.61% |
| 4  | Gougen; Go | 94.61 % | 61.81 % | 78.21 % | 59.59% |
| 5  | Lukasiewicz; L | 90.18 % | 61.81 % | 76.00 % | 57.22% |
| 6  | \( R_o \) | 83.71 % | 61.81 % | 72.76 % | 89.01% |
| 7  | TIP (1999) G\( ô \)del; G | 94.33 % | 43.99 % | 69.16 % | 88.23% |
| 8  | Gougen; Go | 94.61 % | 44.69 % | 69.65 % | 76.00% |
| 9  | Lukasiewicz | 90.18 % | 44.69 % | 67.44 % | 77.29% |
| 10 | \( R_o \) | 83.71 % | 44.69 % | 64.20 % | 77.29% |
| 11 | QIP (2015–2018) Lukasiewicz | 77.29% | 42.45% | 59.87% | 59.87% |
| 12 | G\( ô \)del; G | 77.29% | 42.45% | 59.87% | 44.69% |
| 13 | \( R_o \) | 76.22 % | 41.26% | 58.74% | 42.45% |
| 14 | Gougen; Go | 77.29% | 42.45% | 59.87% | 41.26% |
| 15 | AARS (1990) \( \text{reduction form} \) | 76.11% | 39.19% | 57.65% | 57.65% |
| 16 | more or less form | 76.45% | 37.10% | 56.78% | 56.78% |

Proposition 5.1 For FMP, the reductive property of CRI–Gougen and TIP–Gougen among 16 individual fuzzy approximate reasoning methods dealt with in this paper is best high, whereas, QIP–Gougen best low, with respect to Class 1 in SISO fuzzy system with discrete fuzzy set vectors of different dimensions.

Proposition 5.2 For FMT, the reductive property of LCM–\( P(+1,0,−1) \) form and LCM– \( P(+1,−1) \) form among 16 individual fuzzy approximate reasoning methods is high, whereas, AARS–\( \text{reduction form} \) and AARS–more or less form best low, in Class 1 for SISO fuzzy system with discrete fuzzy set vectors of different dimensions.

Proposition 5.3 For average of FMP and FMT, the reductive property of LCM among 5 fuzzy approximate reasoning methods is best high, and then CRI, TIP, QIP whereas, AARS best low, in Class 1 for SISO fuzzy system with discrete fuzzy set vectors of different dimensions.

5.4. Comparisons of CRI, TIP, QIP, AARS and Proposed Method LCM in Class 2

In this subsection, we compare and analyze about CRI, TIP, QIP, AARS and proposed LCM method in Class 2. The reductive properties of five fuzzy reasoning methods for Class 2 are shown in Table 8.

| No | In Class 2 | \( RPCF'–FMP \) | \( RPCF'–FMT \) | \( RPCF'_{\text{LR}} \) | Average |
|----|------------|-----------------|-----------------|-----------------|--------|

Table 8. Reductive Properties of CRI, TIP, QIP, AARS and proposed LCM in Class 2
Table 10. Comparison of the fuzzy approximate reasoning computing times by MATLAB

| Reasoning Method | AARS [27,28] | Proposed LCM | CRI [38] | TIP [10,16,32] | QIP [17,40] |
|------------------|--------------|--------------|----------|----------------|-------------|
| Computing Time (ms) | 233          | 250          | 255      | 260            | 282         |

Proposition 5.7 AARS’s computational time is best shorted, and then our proposed LCM method, CRI, TIP, and then QIP’s one is longest.

Proposition 5.8 For FMP, in Class 1 and Class 2, the reductive property of CRI and TIP among 5 fuzzy approximate reasoning methods is best high, whereas, AARS best low, for SISO fuzzy system with discrete fuzzy set vectors of different dimensions.

Proposition 5.9 For FMT, Class 1 and Class 2, the reductive property of proposed LCM among 5 fuzzy approximate reasoning methods is best high, whereas, AARS best low, for SISO fuzzy system with discrete fuzzy set vectors of different dimensions.

Proposition 5.10 For FMP and FMT, Class 1 and Class 2, among 5 fuzzy approximate reasoning methods, the
reductive property of LCM is best high, and then CRI, TIP, whereas, AARS best low, for SISO fuzzy system with discrete fuzzy set vectors of different dimensions. And the proposed method LCM is well in accordance with human thinking than other reasoning methods.

Comprehensively among the 5 fuzzy reasoning methods for Class 1 and Class 2, our proposed LCM method is highest with respect to the reductive property.

5.6. Fuzzy Controllability of Several Fuzzy Reasoning Methods

The several fuzzy reasoning results calculated for FMP and FMT presented in [13,16,17,32] and proposed LCM are shown in Table 11, 12, 13 and 14, respectively.

| Table 11. FMP reasoning results by different fuzzy relations ([See 16,17]) |
|------------------|------------------|------------------|------------------|
| Method           | $A$              | $very A$         | $more or less A$ |
| $R_a$ [32]       | $\frac{1}{2}$ $\lor$ $\mu_A$ | $\frac{1}{2}$ $(\sqrt[3]{5} - 1) \lor \mu_A$ | $\frac{1}{2} (3 - \sqrt[3]{5}) \lor \mu_A$ |
| $R_e$ [32]       | $\frac{1}{2} (1 + \mu_A)$ | $\frac{1}{2} (3 + 2 \mu_A - \sqrt[3]{5} - 4 \mu_A)$ | $\frac{1}{2} \sqrt[3]{5} + 4 \mu_A - 1$ |
| $R_{e1}$ [13]    | $\mu_B$          | $\mu_B$          | $\frac{1}{5} \lor \mu_B$ |
| $R_{e1} \oplus R_{e2}$ [17] | $\mu_B$          | $\mu_B$          | $\mu_B$ |
| $R_{e1} \oplus R_{e2}$ [17] | $\frac{1}{2}$ $\lor$ $\mu_B$ | $\mu_B$          | $\frac{1}{2} \lor \mu_B$ |

| Table 12. FMT reasoning results by different fuzzy relation ([See 16,17]) |
|------------------|------------------|------------------|------------------|
| Method           | $not B$          | $not very B$     | $not more or less B$ |
| $R_a$ [32]       | $0.5 \lor (1 - \mu_A)$ | $\mu_A \lor (\sqrt[3]{5} - 1) \lor \mu_A$ | $\mu_A \lor (3 - \sqrt[3]{5}) \lor \mu_A$ |
| $R_e$ [32]       | $1 - \frac{1}{2} \mu_A$ | $\frac{1}{2} (1 - 2 \mu_A + \sqrt[3]{5} + 4 \mu_A)$ | $\frac{1}{2} (3 - \sqrt[3]{5} + 1 + 4 \mu_A)$ |
| $R_{e1}$ [13]    | $0.5 \lor \mu_A$ | $\frac{1}{2} (\sqrt[3]{5} - 1) \lor \mu_A$ | $\frac{1}{2} (3 - \sqrt[3]{5}) \lor \mu_A$ |
| $R_{e1}$ [17]    | $1 - \mu_A$      | $1 - \mu_A^2$    | $1 - \mu_A^4$ |
| $R_{e2}$ [17]    | $0.5 \lor (1 - \mu_A)$ | $\frac{1}{2} (\sqrt[3]{5} - 1) \lor (1 - \mu_A)$ | $\frac{1}{2} (3 - \sqrt[3]{5}) \lor (1 - \mu_A)$ |
| $R_{e2}$ [17]    | $1 - \mu_A$      | $1 - \mu_A^2$    | $1 - \mu_A^4$ |
| $R_{e3}$ [17]    | $0.5 \lor (1 - \mu_A)$ | $\frac{1}{2} (\sqrt[3]{5} - 1) \lor (1 - \mu_A)$ | $\frac{1}{2} (3 - \sqrt[3]{5}) \lor (1 - \mu_A)$ |
| $R_{e3}$ [17]    | $1 - \mu_A$      | $1 - \mu_A^2$    | $1 - \mu_A^4$ |

| Table 13. Proposed FMP–LCM and FMT–LCM Reductive Property for [17]'s problem |
|------------------|------------------|------------------|
| Antecedent; $A=[0, 0.25, 0.5, 0.75, 1]$, Consequent; $B=[0, 0.25, 0.5, 0.75, 1]$ |
| The Given premise: $A(x)$ | Conclusion: $B(y)$ |
| $A=[large]$       | $A'=[0, 0.250, 0.500, 0.750, 1]$ | $B'= [0, 0.250, 0.500, 0.750, 1]$ | 100 % |
| $very A=[large]^*$| $A'=[0, 0.063, 0.250, 0.563, 1]$ | $B'= [0, 0.087, 0.337, 0.587, 1]$ | 97.28 % |
| $more or less A=[large]$ | $A'=[0, 0.500, 0.707, 0.866, 1]$ | $B'= [0, 0.404, 0.654, 0.904, 1]$ | 96.26 % |
| $not A=[1-large]$ | $A'=[1, 0.750, 0.500, 0.250, 0]$ | $B'= [0.727, 1, 0.500, 0, 0.273]$ | 79.06 % |
| RCF; FMP–LCM–average | 93.15 % |
| Fuzzy Rule Antecedent; $1-B=[1, 0.750, 0.500, 0.250, 0]$, Consequent; $1-A=[1, 0.75, 0.5, 0.25, 0]$ |
| The Given premise; $B(y)$ | Conclusion; $A(x)$ |
| $not B=[1-large]$       | $B'=[1, 0.750, 0.500, 0.250, 0]$ | $A'=[1, 0.750, 0.500, 0.250, 0]$ | 100 % |
| $not very B=[1-large]^*$| $B'=[1, 0.938, 0.750, 0.438, 0]$ | $A'=[1, 0.913, 0.663, 0.413, 0]$ | 97.28 % |
| $not more or less B$ | $B'=[1, 0.500, 0.293, 0.134, 0]$ | $A'=[1, 0.506, 0.346, 0.096, 0]$ | 96.26 % |
| $B=[large]$ | $B'=[0, 0.250, 0.500, 0.750, 1]$ | $A'=[0.273, 0, 0.500, 1, 0.727]$ | 79.06 % |
| RCF; FMT–LCM–average | 93.15 % |

| Table 14. Comparison of [13,17]'s and proposed method LCM with respect to the reductive property and fuzzy control |
|------------------|------------------|------------------|
| No. | Fuzzy Reasoning Method | Reductive Property For FMP | Reductive Property For FMT | Reduced Property | Fuzzy Controlability |
|-------|------------------|------------------|------------------|
| 1     | Mizumoto [17]    | $R_a$             | 100 %             | 100 %             | 100 %             | No                |
| 2     | Proposed        | LCM               | 93.15 %            | 93.15 %            | 93.15 %            | Yes               |
| 3     | Mizumoto [17]    | $R_e$             | 100 %             | 75 %              | 87.5 %             | No                |
| 4     | Mizumoto [17]    | $R_{e1}$          | 75 %              | 75 %              | 75 %              | No                |
| 5     | Mizumoto [17]    | $R_{e2}$          | 75 %              | 0 %               | 37.5 %             | No                |
| 6     | Mizumoto [17]    | $R_{e3}$          | 75 %              | 0 %               | 37.5 %             | No                |
| 7     | Mizumoto [17]    | $R_{e4}$          | 50 %              | 0 %               | 25 %              | No                |
Table 5.11 As know from Table 11-14 the reductive property of the fuzzy reasoning method \( R_i \) is more than

**Proposition 5.11** As know from Table 11-14 the reductive property of the fuzzy reasoning method \( R_i \) is more than proposed LCM, but cannot be applied to fuzzy control. And the reductive property of \( R_i, R_e, R_{se}, R_{sc}, R_{ss} \) and \( R_i \) are less than proposed LCM, respectively. And since the fuzzy reasoning methods \( R_{se}, R_i, R_e, R_{sc}, R_{ss} \) and \( R_i \) do not satisfy the reductive property, which cannot be applied to the practical problems, for example fuzzy control.

**Proposition 5.12** Our proposed method LCM has not only high reductive property but also fuzzy controllability.

6. Conclusions

Firstly, in this paper we proposed a novel original method of fuzzy approximate reasoning that can open a new direction of research in the uncertainty inference of AI and CI, which is based on distance measure, concretely, an extended distance measure by the least common multiple (LCM). our proposed fuzzy approximate reasoning method LCM based on an least common multiple is an inference one for the SISO fuzzy system with discrete fuzzy set vectors of equal or different dimensions between the antecedent and consequent of fuzzy rule. We call it LCM method. LCM method is consisted of two part, i.e., FMP–LCM, and FMT–LCM.

Secondly, We proposed and proved 4 theorems with respect to the reductive property and information loss. And we proposed and proved 6 theorems with respect to fuzzy controllability of the several fuzzy reasoning methods based on the fuzzy relation and our proposed method based on LCM.

Thirdly, we compared the reductive properties for 5 fuzzy reasoning methods, i.e., CRI, TIP, QIP, AARS, and an our proposed LCM with respect to FMP and FMT. The experimental results highlight that the proposed approximate reasoning method LCM is comparatively clear and effective, and in accordance with human thinking than the existing fuzzy reasoning methods.
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