Human Action Recognition Based on Foreground Trajectory and Motion Difference Descriptors
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Abstract: Aimed at the problems of high redundancy of trajectory and susceptibility to background interference in traditional dense trajectory behavior recognition methods, a human action recognition method based on foreground trajectory and motion difference descriptors is proposed. First, the motion magnitude of each frame is estimated by optical flow, and the foreground region is determined according to each motion magnitude of the pixels; the trajectories are only extracted from behavior-related foreground regions. Second, in order to better describe the relative temporal information between different actions, a motion difference descriptor is introduced to describe the foreground trajectory, and the direction histogram of the motion difference is constructed by calculating the direction information of the motion difference per unit time of the trajectory point. Finally, a Fisher vector (FV) is used to encode histogram features to obtain video-level action features, and a support vector machine (SVM) is utilized to classify the action category. Experimental results show that this method can better extract the action-related trajectory, and it can improve the recognition accuracy by 7% compared to the traditional dense trajectory method.
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1. Introduction

Human behavior recognition is an important research area in intelligent video analysis. It is widely used in human–computer interactions, video surveillance, motion analysis, virtual reality, and other fields. Usually, the realization of video human behavior mainly includes two steps: one is feature extraction based on video information, the other is video classification based on feature vectors; however, because of the problems of background interference, partial occlusion, and different viewpoints, it is still a challenging task to obtain efficient and accurate motion representation [1–3].

In recent years, the trajectory-based method has achieved great success in the field of behavior recognition [4–6]. Unlike the method of directly extracting local features, the trajectory-based method extracts space–time trajectories by matching feature points between adjacent frames and then representing human behavior [7–10]. Yun [11] used scale-invariant feature transform (SIFT) to match and track spatiotemporal context information between adjacent frames, and Matikainen [12,13] used the Kanade–Lucas–Tomasi (KLT) optical flow method to track feature points between adjacent frames and extract trajectories. Although these methods can capture the movement trends of behavior, there are still some problems. These are all sparse tracking methods, and sparse trajectories cannot adequately represent complex human behavior. In order to solve this problem, Wang [14] used dense optical flow to sample dense feature points on regular grids, forming dense trajectory (DT). Four descriptors, histogram of oriented gradients (HOGs), optical flow (HOF), motion boundary histograms (MBHs), and trajectory shapes (TSS), are used to represent human behavior [15,16]. However, Vig [17] found...
that accuracy of human behavior recognition was maintained only by randomly selecting 30%–40% of descriptors in dense trajectory-based methods. This means that although dense trajectory descriptors can contain a lot of information, most of them are redundant or even irrelevant.

In view of the above analysis, a human behavior recognition method is proposed based on foreground trajectory and motion differential descriptors. Firstly, the optical flow method is used to estimate the motion amplitude of each frame, and the foreground area is determined according to the motion amplitude of the pixels. Based on the extracted foreground area, the initial sampling point of the trajectory is placed, which reduces interference information caused by the background compared with the global dense trajectory. Secondly, in order to better describe the relative time information between different behaviors, a motion difference descriptor (MDD) is introduced to quantify the foreground trajectory. A direction histogram of motion difference is constructed by calculating direction information of the motion difference per unit time of the trajectory point. Finally, a behavior descriptor based on motion difference is constructed. A Fisher vector (FV) is used to encode the local features to the global features at the video level, and the features are inputted into a support vector machine (SVM) to determine the behavior category. Experimental results show that the proposed method can extract the trajectory more accurately than the traditional optical flow method and, thus, achieve higher recognition accuracy.

2. Foreground Trajectory Extraction

The first step in foreground estimation extraction is to select the initial sampling point. Compared with sampling the background region, the sampling points of the foreground salient region often contain more motion information; therefore, selection of key points is very important. For a pixel \( P(x, y) \) in a frame, \( H(x, y) \) is the Hessian matrix [18] of the pixel \( P \), as shown in Formula (1).

\[
H(x, y) = \begin{bmatrix}
P_x^2 & P_xP_y \\ P_xP_y & P_y^2
\end{bmatrix}
\]  

(1)

\( P_x \) and \( P_y \) are the first derivatives of the horizontal and vertical directions of the pixel \( P \), respectively. If the determinant value \( |H(x, y)| \) is greater than the threshold \( Ths \), then \( P \) is considered an alternative key point. But in video, the key points of each frame will change with time. It is not enough to select the key points only by using the Heisen matrix. Therefore, this paper introduces an optical flow magnitude of each frame as an auxiliary measure of the key points.

Firstly, the dense optical flow field of each frame is calculated and expressed as \( \omega = (u, v) \), where \( u \) and \( v \) represent the horizontal and vertical components of the optical flow field, respectively. For a point \( P(x, y) \) in a frame, the definition of optical flow magnitude is shown in Equation (2).

\[
M(x, y) = \sqrt{(u_{x,y})^2 + (v_{x,y})^2},
\]  

(2)

where \( u_{x,y} \) and \( v_{x,y} \) represent the displacement values of points \( P(x, y) \) in horizontal and vertical directions. Generally speaking, the motion amplitude of background points is less than the average motion amplitude of frames because the foreground points are usually less than the background points, and these background points are usually static. However, the contribution of background points to behavior recognition is often relatively small. In view of this, this paper introduces the idea of adaptive amplitude threshold, defined as \( Thm = \bar{M} \), where \( \bar{M} \) is the average motion amplitude of the current frame. To sum up, for a certain pixel \( P(x, y) \), if it satisfies \( Thm > \bar{M} \) and \( |H(x, y)| > Ths \), then \( P \) is selected as the sampling point of the foreground trajectory.

For a sampling point \( P_t(x_t, y_t) \) in frame \( t \), the corresponding position of the sampling point in frame \( t + 1 \) is defined as Equation (3).

\[
P_{t+1} = (x_t, y_t) + (K \cdot \omega_t)|_{(x_t, y_t)},
\]  

(3)
where $K$ is a $3 \times 3$ median filter, and $\omega_t$ is a two-channel optical flow matrix of the first $t$ frame. A motion trajectory $(P_t, P_{t+1}, P_{t+2}, \ldots, P_{t+L})$ is formed by connecting the sampling points in the continuous $L$ frames in series. At the same time, in order to avoid the drift of sampling points, the sampling step and trajectory length are set to 5 and 15, respectively.

3. Second-Order Motion Descriptor

Many descriptors have been successfully applied to human behavior such as trajectory shape, HOG, HOF, and MBH. They describe trajectory shape characteristics, static behavior characteristics, motion velocity characteristics, and motion boundary characteristics from different aspects. Among them, both HOF and MBH are descriptors based on motion features, and they have better recognition effects than static descriptors [17]. Motion feature is an important part of human behavior recognition. Therefore, in order to better describe motion information contained in videos, the motion differential descriptor (MDD) was obtained by calculating temporal variation in optical flow along the trajectory, which was used to represent the relative motion information of the behavior.

For a trajectory $\{(x_{t+i}, y_{t+i})|\ i = 0, 1, 2, \ldots, L - 1\}$ in frame $t$, $L$ is the length of the trajectory, and MDD is defined as the time derivative of the optical flow displacement along the trajectory direction. Assuming that point $(\tilde{x}_{t+i}, \tilde{y}_{t+i})$ is any point in the neighborhood of point $(x_{t+i}, y_{t+i})$ on the trajectory, and point $(\tilde{x}_{t+i+1}, \tilde{y}_{t+i+1})$ is the corresponding point at the same position in the spatial neighborhood of point $(x_{t+i+1}, y_{t+i+1})$ on the trajectory in the next frame, the time derivative of the optical flow along the trajectory of point $(\tilde{x}_{t+i}, \tilde{y}_{t+i})$ is defined as:

$$\Delta u_t|_{(\tilde{x}_{t+i}, \tilde{y}_{t+i})} = u_{t+i+1}|_{(\tilde{x}_{t+i+1}, \tilde{y}_{t+i+1})} - u_{t+i}|_{(\tilde{x}_{t+i}, \tilde{y}_{t+i})}.$$  \hfill (4)

$$\Delta v_t|_{(\tilde{x}_{t+i}, \tilde{y}_{t+i})} = v_{t+i+1}|_{(\tilde{x}_{t+i+1}, \tilde{y}_{t+i+1})} - v_{t+i}|_{(\tilde{x}_{t+i}, \tilde{y}_{t+i})}.$$ \hfill (5)

Firstly, the optical flow derivatives of each point in the trajectory and its neighborhood are calculated. Then, the optical flow derivatives are accumulated into a 8-bit directional histogram according to the magnitude of the optical flow. We can get the motion difference descriptor $f_i$ for a point in the trajectory. Based on this, the optical flow time derivative of the machine neighborhood of the trajectory point is calculated and quantified according to the trajectory length $L$. Finally, the motion difference descriptor of the trajectory is obtained as follows:

$$\text{MDD} = \frac{1}{L} \sum_{0}^{L-1} f_i.$$ \hfill (6)

4. Algorithmic Implementation Steps

The framework of the human behavior recognition algorithm based on foreground trajectory and second-order motion difference descriptors is shown in Figure 1.

The algorithm steps are as follows:

1. Video streams were inputted, and dense optical flow fields were calculated. Sampling candidates with large amounts of information were initially selected.

2. According to the magnitude of optical flow in each frame, the foreground region closely relating to behavior was determined, and the sample candidate points unrelated to the foreground were eliminated to obtain the starting point of the trajectory.

3. The foreground trajectory starting point was tracked in eight scale spaces. The foreground trajectory was formed, and the scaling factor between each two scale spaces was $1 / \sqrt{2}$. In this paper, the maximum length $L$ of the trajectory was set to 15 to avoid the phenomenon of feature point drift.

4. A space–time block with a size of $3 \times 3 \times 2$ was constructed along the foreground trajectory, and feature descriptors were extracted. HOG, HOF, MBH, and MDD proposed in this paper were used as human behavior descriptors, and a 492-dimensional feature vector was obtained, which
5. Experimental Results and Discussion

In order to verify the effectiveness of the human behavior recognition algorithm in this paper, experimental tests were conducted on two real scene datasets, YouTube [19] and UCF sports [20]. The YouTube dataset had 11 behavior categories as well as 1168 fragments that were divided into 25 groups. The UCF sports dataset had 10 sports categories from sports videos. Because of the interference of perspective, background, and light, there were large intraclass differences and some challenges. The software environment used in the experiment was OpenCV + Visual Studio. In both datasets, the ratios of the number of videos in the training set and test set were set to 2:1.

Firstly, this paper calculated the optical flow of the video to get the foreground region, and it extracted the trajectory based on the foreground region. Taking the UCF sports data set as an example, the results were compared with those in reference [12], as shown in Figure 2. From left to right are the original map, the traditional trajectory, and the foreground trajectory. As can be seen from Figure 2, the foreground trajectory obtained after foreground extraction suppressed the interference caused by background noise to a certain extent, greatly reducing the number of trajectories and improving the speed and quality of subsequent feature coding.

Figure 1. Flow chart of the human behavior recognition algorithm. HOG, histogram of oriented gradient; HOF, optical flow; MBH, motion boundary histogram; MDD, motion difference descriptor; PCA, principal component analysis; GMM, Gauss mixture model; FV, Fisher vector; and SVM, support vector machine.
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validity of the motion difference descriptor, the recognition ability of a single motion difference descriptor was tested and combined with three basic descriptors. Experimental results are shown in Table 1. Combination 1 represents the combination of three basic descriptors: HOG, HOF, and MBH. Combination 2 represents the combination of three basic descriptors and the motion difference descriptors mentioned in this paper, namely HOG, HOF, MBH, and MDD. “Combination 2” added to MDD was superior to the combination of traditional basic descriptors in recognition rates of both benchmark data and above, which illustrated the effectiveness of the method proposed in this paper. In addition, in order to show more intuitively the accuracy of classification and recognition results obtained by this algorithm, confusion matrices of recognition results on UCF sports and YouTube datasets were calculated respectively, as shown in Figure 3.

Table 1. Comparison of recognition results of different descriptors.

| Descriptor | UCF Sports (%) | YouTube (%) |
|------------|----------------|-------------|
| HOG        | 84.3           | 74.3        |
| HOF        | 79.2           | 70.9        |
| MBH        | 84.5           | 81.5        |
| MDD        | 87.5           | 81.3        |
| Combination 1 | 90.4     | 87.0        |
| Combination 2 | 92.8     | 89.6        |

Figure 2. Comparison of traditional dense trajectory and foreground trajectory extraction in this paper.

Many works proved the recognition abilities of HOG, HOF, and MBH; therefore, these three descriptors were used as basic descriptors in this paper. At the same time, in order to verify the validity of the motion difference descriptor, the recognition ability of a single motion difference descriptor was tested and combined with three basic descriptors. Experimental results are shown in Table 1. Combination 1 represents the combination of three basic descriptors: HOG, HOF, and MBH. Combination 2 represents the combination of three basic descriptors and the motion difference descriptors mentioned in this paper, namely HOG, HOF, MBH, and MDD. “Combination 2” added to MDD was superior to the combination of traditional basic descriptors in recognition rates of both benchmark data and above, which illustrated the effectiveness of the method proposed in this paper. In addition, in order to show more intuitively the accuracy of classification and recognition results obtained by this algorithm, confusion matrices of recognition results on UCF sports and YouTube datasets were calculated respectively, as shown in Figure 3.

Figure 3. Obfuscation matrixes obtained by the algorithm in this paper on different data sets.
From the obfuscation matrix in Figure 3 we saw that in the UCF sports data set, because there were some similarities between “skating” and “walking” actions, some “skating” actions were recognized as “walking” actions, so there was a false recognition rate of 0.13 between them. In the YouTube dataset, because of the instability of samples and the complexity of background, it was difficult to identify the dataset itself. A high false recognition rate was seen with “basketball shoot” because, compared to other actions, this action was more complex and was composed of multiple actions, so it was very difficult to identify.

Finally, in order to evaluate the overall performance of the algorithm, the recognition accuracy was used as the evaluation index, and the results were compared with those of references [2,3,10,14] on UCF sports and YouTube datasets, respectively. The comparison results are shown in Table 2.

| Methods          | UCF Sports (%) | YouTube (%) |
|------------------|----------------|-------------|
| Reference [2]    | 90.0           | 85.3        |
| Reference [3]    | 92.0           | 88.9        |
| Reference [10]   | 91.4           | 87.6        |
| Reference [14]   | 89.7           | 86.1        |
| Proposed         | 92.8           | 89.6        |

As can be seen from Table 2, the recognition accuracy of this algorithm was 92.8% on the UCF sports data set, which was 2.8%, 0.8%, 1.4%, and 2.9% higher than that of references [2,3,10,14], respectively. On the YouTube data set, the recognition accuracy of this algorithm was 89.6%, which was 4.3%, 0.7%, 2.0%, and 3.5% higher than that of references [2,3,10,14], respectively. Recognition accuracy was improved to a certain extent. This was because the proposed algorithm more accurately extracted trajectories related to behavior and ensured the accuracy of behavior representation. Meanwhile, the motion time was modeled effectively by MDD, which improved the recognition accuracy of the whole algorithm.

To evaluate the computational complexity of the proposed foreground trajectory, we computed the average time consumption per video for both trajectory extraction and descriptor representation on UCF sports. The experiment compared the proposed trajectory with reference [12] with Intel I7 (3.6GHz CPU), only a single CPU core was used, and both of the codes were not optimized. Time consumptions for the above two trajectories were compared in Table 3. Extraction of the foreground trajectory was somewhat more computationally expensive than [12]. This was because foreground trajectory used a motion-based sampling strategy, and it needed to traverse every moving point in the next frame, which was time consuming. But the number of the foreground trajectory was much smaller than [12], so the descriptor computation and encoding process for the former saved much more time. In addition, we did not count the time consumption of optical flow for PCA and GMM training because the processes between these two types of trajectories were similar.

| Trajectory Numbers | Trajectory Extraction (s) | Descriptor Computation (s) | Descriptor Encoding (s) | Total (s) |
|--------------------|---------------------------|---------------------------|------------------------|-----------|
| Reference [12]     | 26739                     | 6.04                      | 50.18                  | 87.69     |
| Proposed           | 2344                      | 18.15                     | 5.39                   | 28.40     |

6. Conclusions

In view of the redundancy of the traditional dense trajectory method and the insufficiency of background interference, a foreground trajectory extraction method is proposed. Firstly, the motion amplitudes between video frames are estimated by optical flow method. The foreground region of motion is determined according to the motion amplitude of pixels, and the sample points of trajectory
are placed in the foreground region, which reduces the behavior-independent trajectory to a certain extent. The dense trajectory is extracted from the main action area, and the trajectory descriptor is constructed along the trajectory. Secondly, in order to better describe the relative time information between different behaviors, a motion difference descriptor is introduced to describe the foreground trajectory, and a motion difference direction histogram is constructed to represent the relative time information of motion. Finally, a Fisher vector is used to encode the feature descriptor and classify it with the SVM. Experimental results show that the proposed method can improve the effectiveness and comprehensiveness of the expression of behavior features in traditional dense trajectories in a certain range, and the results of behavior recognition are also better than those of traditional dense trajectory methods and some improved methods. To sum up, we have to admit that some problems still exist during this foreground-based sampling. This strategy may lead to tapping in local minima point drifting, which we will focus on in future work.
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