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Abstract—Action Unit (AU) detection plays an important role for facial expression recognition. To the best of our knowledge, there is little research about AU analysis for micro-expressions. In this paper, we focus on AU detection in micro-expressions. Micro-expression AU detection is challenging due to the small quantity of micro-expression databases, low intensity, short duration of facial muscle change, and class imbalance. In order to alleviate the problems, we propose a novel Spatio-Temporal Adaptive Pooling (STAP) network for AU detection in micro-expressions. Finally, STAP is aggregated by a series of convolutional filters of different sizes. In this way, STAP can obtain multi-scale information on spatial and temporal domains. On the other hand, STAP contains less parameters, thus it has less computational cost and is suitable for micro-expression AU detection on very small databases. Furthermore, STAP module is designed to pool discriminative information for micro-expression AUs on spatial and temporal domains. Finally, Focal loss is employed to prevent the vast number of negatives from overwhelming the micro-expression AU detector. In experiments, we firstly polish the AU annotations on three commonly used databases. We conduct intensive experiments on three micro-expression databases, and provide several baseline results on micro-expression AU detection. The results show that our proposed approach outperforms the basic Inflated inception-v1 (I3D) in terms of an average of F1-score. We also evaluate the performance of our proposed method on cross-database protocol. It demonstrates that our proposed approach is feasible for cross-database micro-expression AU detection. Importantly, the results on three micro-expression databases and cross-database protocol provide extensive baseline results for future research on micro-expression AU detection.
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I. INTRODUCTION

Emotion analysis is a meaningful and challenging task in our daily life. One of the most important ways to analyze emotion is through facial expressions. According to intensity and temporal change, facial expressions can be generally divided into two categories: macro-expression and micro-expression. Macro-expressions are the common and intentional expressions that we can see in our daily interactions typically last from 0.5s to 4s. Micro-expressions are involuntary and subtle facial muscle change which occurs within 0.5s \cite{1}, \cite{2}. Micro-expressions can reveal people’s hidden emotions and have many potential and emerging applications in different fields, such as clinical diagnosis, national security and interrogations \cite{3}.

Facial behavior consists of a set of Action Units (AUs) defined by Facial Action Coding System (FACS) \cite{4}. FACS is a comprehensive, anatomically based system for describing all visually facial movements. In FACS, AUs are defined as the basic facial movements, which work as the building blocks to formulate multiple facial expressions \cite{5}. Importantly, AU detection plays an indispensable role in analyzing complicated facial expressions \cite{6}, \cite{7}. Currently, there are a number of researches on automatic AU detection of macro-expressions \cite{8}, \cite{9}. Traditional AU detection approaches usually focus on geometric features based on facial landmarks or appearance features based on textures. In the recent years, various deep learning (DL) approaches have also been proposed to obtain discriminative facial representations and have achieved promising performance in AU detection of macro-expressions \cite{6}, \cite{8}–\cite{10}.

However, to the best of our knowledge, there is little literature about AU analysis for micro-expressions. Compared with AU detection in macro-expressions, micro-expression AU detection becomes more challenging. Micro-expression AUs have much lower intensity and shorter duration. As observed in Table I micro-expression databases have very small sample size, comparing with facial expression databases, such as BP4D \cite{15} and DISFA \cite{16}. For example, BP4D includes 328 videos (41 participants \times 8 videos each, about 140,000 frames in total). For reducing the storage demands and processing time, each video consists of the most expressive segment (about one minute on average). This reduced the retention of frames in which little facial expression occurred \cite{15}. So, the number of frames containing subtle AUs is also limited and it is not enough for micro-expression AU detection with static frames. Additionally, micro-expression AU detection suffers from the class imbalance, as shown in Table I. There is a big number gap between different AUs. For example, in CASMEII

| Subjects | CASMEII | CASME | SAMM |
|----------|---------|-------|------|
| ME clips | 247     | 195   | 159  |
| FPS      | 200     | 60    | 200  |

TABLE I MICRO-EXPRESSION DATABASES (CASMEII \cite{11}, CASME \cite{12} AND SAMM \cite{13})
TABLE II
AU DISTRIBUTION OF CASMEII, CASME AND SAMM DATABASES

| database | AU1 | AU2 | AU4 | AU5 | AU6 | AU7 | AU9 | AU10 | AU12 | AU14 | AU15 | AU17 | AU18 | AU20 | AU24 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| CASMEII  | 26  | 21  | 129 | 2   | 13  | 58  | 13  | 17  | 54  | 27  | 16  | 25  | 1   | 1   | 2   |
| CASME    | 23  | 17  | 69  | 0   | 1   | 4   | 40  | 3   | 9   | 23  | 14  | 13  | 11  | 2   | 4   |
| SAMM     | 6   | 18  | 23  | 10  | 5   | 46  | 5   | 6   | 30  | 13  | 4   | 7   | 4   | 7   | 10  |

Fig. 1. Illustration of cross-correlation coefficients between different AUs. (a), (b) and (c) represent the AU cross-correlation coefficients in CASMEII, CASME and SAMM databases, respectively. Only common AUs with more than 10 samples are considered. (d) shows the macro-expression AU cross-correlation matrix studied on more than 350,000 valid frames with AU labels [14]. Red solid rectangles indicate the positive correlations between AUs.

In this paper, we concern the aforementioned problems of micro-expression AU detection, and present a new method to resolve them. Firstly, multiple AUs may occur on one micro-expression, thus, it should be analyzed whether to train single AU or multi-label AUs on very small micro-expression databases [5]. Since various deep learning approaches have been proved to be a powerful tool for video analysis and achieve good performance on macro-expression AU detection, we detect micro-expression AUs based on the deep structure. Micro-expression AUs could co-exist. It would be difficult to train good model for multi-label classification [17]. For example, in Table II there are 11 common AU labels in CASMEII database, thus making the high-dimensional exponential label space, which involves $2^{11}$ combinations. As shown in Figure 1, there are rare AUs occurring simultaneously in micro-expressions. Therefore, it is difficult to use correlation between micro-expression AUs to detect AUs. It is reasonable to train single AU detection model through one-vs-rest protocol.

On the other hand, recent researches demonstrate that local sparse structure with multi-scale filters in convolutional neural network can obtain multi-scale discriminative information with a small number of parameters. For example, the Inception module (shown as Figure 3) [18] and Inflated Inception-v1 (I3D) [19] are proposed to analyze videos in action recognition. The main advantage of Inception module is a significant quality gain with less computational requirements, compared to traditional deep networks [20]. Due to its less parameters, Inception module is the good basic module for micro-expression AU detection on very small micro-expression databases [11], [12], [21]. As well, this kind of module can reduce the time and storage cost during the training procedure. Therefore, we employ the Inception modules to detect AUs.

Secondly, according to the definition of AUs [4], AUs become active on sparse facial regions. Recently, region adaptation learning representations for regions of interest have been presented to improve the results of AU detection [5], [6], [14]. For example, Zhao et al. [14] and Li et al. [5] learned AUs on cropped individual regions of interest (ROI) centered at facial landmarks. However, these methods seriously depends on the performance of facial landmark detection. Instead, Deep Region and Mulit-label Learning method (DRML) [5] was proposed to induce important facial regions by exploiting a region layer, such that it can capture facial structure information for obtaining better AU detection result with subtle movements. These studies indicate that facial ROI play an important role to AU detection.

Furthermore, since micro-expression AUs have low intensity, small regions related with AUs are occurred, while the most of regions are not changed [22]. It means that we can possibly detect micro-expression AUs on these ROI. Multiple-
instance learning (MIL) \cite{23} was successfully implemented to locate the action region with the most information \cite{24}. Motivated by the concept of MIL, we propose to use an attention mechanism with a maximum pooling operation to get representative micro-expression AU features.

Thirdly, micro-expression AUs are subtle, thus, the spatial information is not discriminative enough for detecting micro-expression AUs. Recent researches for facial AU detection demonstrate that considering the temporal information of AUs can improve the performance for AU detection in macro-expressions compared to static images \cite{5}, \cite{25}. Facial muscle in micro-expressions does not only have low intensity, but also quickly changes in short duration. Therefore, temporal information plays an important role for micro-expression AU detection. In deep learning architectures, such as I3D \cite{19}, averaging pooling / maximum pooling has been proposed to aggregate the temporal information, e.g. in action recognition. However, this sort of mechanisms seriously ignores the different weights of frames contributing in temporal domain. Recent study of micro-expressions in \cite{26} found that micro-expression frames can have unequal contributions for micro-expression recognition. Motivated by this finding \cite{26}, we consider the different contributions of frames for micro-expression AU detection. Adaptive pooling is a pooling operation to fuse different information by the importance without any additional inference steps or extra computation \cite{27}. This adaptive pooling processing has also been implied for efficient human action recognition in videos \cite{28} to pool informative frames. Considering the advantage of adaptive pooling, we design an adaptive pooling module to pool discriminative information for AUs on spatial and temporal spaces.

Lastly, as shown in Table \ref{table:1}, it is seen that in the micro-expression databases, micro-expression AU detection suffers from severe class imbalance problem. For example, in CASMEII database, the ‘AU4’ category has 129 samples, while ‘AU9’ just has 13 samples. It leads to that the size of positive samples are significantly less than negative ones in micro-expression AU detection. In imbalanced databases, convolutional neural network tends to be biased toward the majority class with poor accuracy for the target class \cite{29}. The classical strategies resolving class imbalance problem for deep learning are re-sampling, cost-sensitive training or weighted loss \cite{30}. Amongst these methods, Focal loss \cite{31} has proved to be a more effective alternative compared with other approaches for this problem. Focal loss is a dynamically scaled cross entropy loss which can automatically down-weight the contribution of vast easy examples and focus the model on hard examples rapidly. Their work inspires us to use Focal loss to alleviate class imbalance issue of micro-expression AU detection.

In this work, we propose a new deep spatio-temporal adaptive pooling network with Focal loss for micro-expression AU detection. The architecture is shown in Figure \ref{fig:2}. Different from traditional CNN frameworks which consist of convolutional layers followed by fully connected layers, our work is primarily consisted of Inception modules which contain multi-scale convolutional filters. In this way, we can obtain the multi-scale spatial and temporal information of micro-expression AUs with effective computational cost. The attention based adaptive pooling module can pool discriminative and informative representation for micro-expression AU detection. Specifically, for spatial domain, we detect the AU based on the ROI (the region including AUs) with a maximum pooling operation, while for temporal domain, we employ a softmax weighted pooling to adjust the temporal weight for aggregating the temporal information. Lastly, we use the Focal loss \cite{31} to resolve the classification problem of category imbalance.

Our main contributions can be concluded as followed:

- To the best of our knowledge, this is the first work to detect micro-expression Action Units. To alleviate the problems of micro-expression AU detection, we propose a new spatio-temporal adaptive pooling network with Focal loss to efficiently pool discriminative and informative frame regions. According to intensive experiments, our proposed network has been demonstrated to achieve the promising performance, comparing with hand-crafted features and the state-of-the-art I3D.
- In this paper, we provide the baseline results of AU detection in micro-expressions on three publicly available micro-expression databases. Different from the existing works in micro-expression recognition, we polish the AU annotations of CASME, CASMEII and SAMM databases and make the intensive experiments on these AU annotations. The polished annotation will provide basic information for further study in micro-expression analysis, especially in exploring the relationship between micro-expression AU and micro-expression emotion category.
- Besides the experiments on intra-database, we conduct the experiments by using our proposed method and one hand-crafted feature on cross-database micro-expression AU detection. It is also the first time to conduct this kind of study in micro-expression AU detection. The experiments show that our approach can achieve promising performance on cross-database micro-expression AU detection.

II. SPATIO-TEMPORAL ADAPTIVE POOLING NETWORK WITH FOCAL LOSS

A common CNN structure for macro-expression AU detection is designed as region-based feature extraction followed by multiple fully connected (FC) layers and multi-sigmoid cross entropy loss to recognize multiple AUs \cite{6}, \cite{14}. Especially, FC layer needs lots of parameters and multi-sigmoid cross entropy is based on the predicted results for the multiple AUs, which makes it prone to extreme loss explode \cite{5}. However, the micro-expression AU refers to subtle intensity and quickly change. As well, the micro-expression databases are very small, and with severe class imbalance, it makes it far away from satisfying requirements of FC and multi-sigmoid cross entropy. To solve these problems, we construct a Spatio-Temporal Adaptive Pooling network (STAP) with Focal loss for micro-expression AU detection.
Fig. 2. Framework of the proposed Spatio-temporal adaptive pooling neural network with Focal loss (Inc. represents the Inception module).

The outline of the proposed STAP network architecture is shown as Figure 2. This network consists of three important components: micro-expression AU multi-label detection based on Inception modules, spatio-temporal adaptive pooling module and Focal loss. In this section, we firstly discuss multi-label AU detection, and then illustrate the effectiveness of spatio-temporal adaptive pooling module. Finally, we describe the Focal loss which impedes the mis-detection caused by AU imbalance.

A. Micro-expression AU Multi-label Detection based on Inception Modules

The principle of designing the basic network is inspired by the Inflated Inception-V1 (I3D) network for action detection with Inception modules [18], [19]. Unlike conventional CNN frameworks [32], where the same convolutional filters are shared within the same layer, the Inception module [18], [19] aggregates 2 different sizes of filters ($1 \times 1$, $3 \times 3$) to compute multi-scale spatial information and assembles $1 \times 1$ convolutional filters for dimension and parameter reduction, shown in Figure 3.

As shown in Table II, for most AUs, there are less than 40 samples. The limited quantity cannot guarantee the convergence when training multiple AUs detection models simultaneously for each micro-expression. Moreover, the relationship information between different micro-expression AUs is not strong enough to identify multiple AUs [33]. In our paper, the one-vs-rest protocol is used to transform the multi-label micro-expression AU detection to multiple binary classification problem. For each AU detection, the samples of target AU are viewed as positive samples and all other samples as negatives.

The shallow layers of STAP network are consisted of two convolutional layers with two max-pooling operation and 9 Inception modules following the I3D structure. The input is $N$ aligned RGB micro-expression sequential frames. The output feature maps of the last Inception module corresponds to facial micro-expression spatial structure. Different from I3D which average pools all the feature maps leading to information lose, we design spatio-temporal adaptive pooling module to pool discriminative information for micro-expression AUs. Finally, the Focal loss is employed to train the imbalanced micro-expression AUs.

B. Spatio-temporal Adaptive Pooling Module

One key aspect of STAP network is to design a spatio-temporal adaptive pooling module (shown in Figure 4), which can capture the discriminative local appearance change which is subtle and quick, according to the micro-expression AU regions of interest in spatio-temporal domain.

Most of deep learning methods utilize standard convolutional layers shared over the image. However, for structured face images, the spatial stationarity assumption can not hold. So, different facial regions abide by different local statistics and have different contribution for AU detection. Zhao et.al [6] proposed a region layer for learning weights to capture the information from the important patches. The region layer...
can obtain better performance, especially for subtle AUs, compared with other CNN approaches [34]. Motivated by above observations [6], we firstly design a spatial adaptive pooling operation to learn the micro-expression AUs information from the region of interest. As one micro-expression AU is detected for each training process and face is symmetrical, AUs lie in only one or two facial regions. How to decide the region containing information about micro-expression AUs is a problem. Multiple instance learning is a kind of weakly supervised leaning method which can train classifiers with a maximum operation on bag-level labeled data [34]. For object detection task, MIL can realize object detection in a series of candidate region boxes [35]. For micro-expression AU detection, the face can also be divided into several equal candidate regions, and identify AU based on the ROI through a maximum pooling operation. These findings encourage us to design a multi-instance learning scheme to pool AU features on the ROI automatically.

On the other hand, unlike AUs in macro-expressions, micro-expression AU changes in very short duration. The temporal information plays an important role for micro-expressions. A popular framework for extracting temporal information in videos is using a temporal pooling operation to squeeze different frame information to a summary vector, such as average and max pooling [36], [37]. Compared with other temporal information fusion solutions like Latent Variable Models [38] or RNN [39], temporal pooling methods do not need additional inference steps during learning or intermediate hidden states.

But, the normally used pooling approaches usually consider that all frames in the video make the equal contribution. Recently, research in micro-expression recognition [40] shows that micro-expressions recorded with high-speed camera contain redundancy information. Therefore, not all frames have useful information. Some works on micro-expression recognition [26] further demonstrates that the method using just the onset, apex and offset frames can also achieve promising performance as the approaches based on video sequence. These state-of-the-art works indicate that different frames in micro-expression make different contribution to micro-expression recognition. Therefore, simple averaging all frames or choosing the maximum frame (Apex frame) is not appropriate. Motivated by [26], [40], STAP adds adaptive weights on the micro-expression frames by using softmax weighted average pooling operation. In this way, the micro-expression AU temporal information can be fused efficiently without extra learning cost. In STAP framework, the output of the last Inception module is a sequence of 1024 7 × 7 feature maps maintaining the ME spatial and temporal information. Following the face structure, every two rows of the feature map can be viewed as a ROI candidate. The average pooling with 1 × 2 × 7 kernel and stride 1 is employed to pool features representing ROI change between frames. In this way, we do not need to detect ROI regions by facial landmark in advance. Then a max pooling is followed to pool the feature of ROI with a maximum operator over 1 × 6 × 1. As so far, we obtain 1024D feature sequences to represent the micro-expression AU information along the temporal domain. Unlike common CNNs employing multiple FC layers to compute the category information, STAP uses a 1 × 1 × 1 convolutional filter to convolve the 1024D micro-expression AUs features to 2D vectors Πt = [p̂1, p̂2, ..., p̂C], corresponding to AU classes. The flowchart is shown in Figure 4.

Finally, soft-max weighed pooling [27] is employed to fuse the AUs information on time dimension. The equation of soft-max weighed average pooling is defined as followed:

$$\hat{P}_t = \frac{\exp(\hat{p}(t))}{\sum_{u \in T} \exp(\hat{p}(u))}$$

where $\hat{p}(t)$ represents the 2D feature vector corresponding to AU classes probability. This operation can increase the weight of important temporal information.

C. Focal loss for Data Imbalance

In this paper, our STAP network simplifies the multi-label AU detection problem to multiple binary classification problems with one-vs-rest protocol. However, the AU distribution is imbalanced. Especially, in our framework, we treat the target AU as positive samples and all other AUs as negative samples for each AU detection. The number of negative samples is much larger than the positive samples which lead to bias information learning and misclassification.

![Image](image-url)
In order to detect small amount of subtle AUs in micro-expression databases, the Focal loss focusing training on a sparse set of hard examples is employed, defined as followed:

\[ FL(p_t) = -\alpha_t \cdot (1 - p_t)^\gamma \cdot \log(p_t), \] (2)

where the \( p_t \) represents micro-expression AU probability. The relative loss for correctly classified instances can be reduced by setting \( \gamma > 0 \) and the focus is training hard, easily misclassified samples. \( \alpha_t \) is the factor to adjust the ratio of positive and negative quantity.

III. EXPERIMENTS

In this section, we present the results of LBP-TOP [41], LPQ-TOP [42], I3D [19], I3D with Focal loss (I3DF) and our proposed method STAP, STAP with Focal loss (STAPF) in micro-expression AU detection and the result analysis. Firstly, we introduce the settings of our experiments. Then, we demonstrate and discuss the results of baseline algorithms, STAP network and other comparing approaches. Finally, we intensively discuss the results of cross-database training with our proposed STAP network.

A. Settings

**Database and annotation.** We evaluated STAP network on three spontaneous micro-expression databases: CASMEII, CASME and SAMM. In our experiments, we only consider the common AUs with more than 10 samples in each micro-expression database.

CASMEII consists of 247 micro-expression elicited from 26 participants with a camera of 200 fps. It includes the cropped face with high resolution (640 × 480 pixels). We used 243 videos with common 11 AUs: ‘AU1’, ‘AU2’, ‘AU4’, ‘AU5’, ‘AU7’, ‘AU9’, ‘AU10’, ‘AU12’, ‘AU14’, ‘AU15’, ‘AU17’ occurred in disgust, happy, surprise, angry and others emotions.

CASME database is spontaneous micro-expression clips including frames from onset to offset. It contains 195 spontaneous micro-expression clips from 19 subjects and recorded with frame rate of 60 fps. There are 171 samples related with four common emotions: disgust, repression, surprise and tense, including 8 AUs: ‘AU1’, ‘AU2’, ‘AU4’, ‘AU9’, ‘AU14’, ‘AU15’ and ‘AU17’.

SAMM collects 159 micro-expression samples from 32 participants with 13 ethnicities with recording rate 200 fps. ‘AU2’, ‘AU4’, ‘AU5’, ‘AU7’, ‘AU12’, ‘AU14’ and ‘AU24’ were evaluated in our experiments.

**Metrics.** AU detection is a multi-label binary classification problem. For a binary classification task especially when samples are not balanced, F1-score can better interpret the algorithm performance better. In our evaluation, F1-scores are computed for 11 AUs in CASMEII, 8 AUs in CASME and 7 AUs in SAMM according to the AU samples quantity and importance. The overall performance of the algorithm is described by the average F1-score.

**Implementation.** In our experiments, we all employ the cropped face images provided by the databases. The input is aligned RGB micro-expression sequential images, which are interpolated into 10 through the Temporal interpolation model [43]. All models were pre-trained on ImageNet [44]. During training, the learning rate is set as 0.01. A momentum of 0.9 and drop out of 0.5 was used. All implementations were based on the Tensorflow.

Following common experimental settings for AU detection, we use two-fold cross validation. The databases are split to two folds based on subject IDs. Each time one fold is used for training. The other fold is divided to two sub-folds for testing and validation. The Linear SVM classifiers, we use one fold to train and the other fold to test for each time.

B. Results

Tables 3, 4 and 5 show the results of 11 AUs for CASMEII, 8 AUs for CASME and 7 AUs for SAMM, respectively. The results are discussed from six perspectives: handcrafted vs. deep features, multi-label vs. single label learning, spatio-temporal adaptive pooling vs. average pooling, data imbalance, cross databases and computational and storage cost.

**Handcrafted vs. deep features.** This is the first work for micro-expression AU detection. We provide the baseline of the micro-expression AU detection. For the baseline, the frames are divided to 5 × 5 blocks. LBP-TOP features [41] and LPQ-TOP features [42] are extracted on blocks as handcrafted features. For LBP-TOP, the radii were set to (3,3,3). One-vs-rest Linear SVM (c = 1000) is used to train a single classifier per AU class. LBP-TOP achieves better results compared to LPQ-TOP. LBP-TOP is chosen as the baseline of micro-expression AU detection. The baselines of CASMEII, CASME and SAMM databases based on LBP-TOP are 29.76%, 24.41% and 8.62%, respectively. Some of the AU F1-scores are 0.00%, e.g. AU9 and AU10 in CASMEII. This is caused by the class imbalance. Comparing the results of LBP-TOP, LPQ-TOP and deep learning methods (I3D, STAP and STAPF) in Table IV on CASME database, all of 8 AUs in F1-score are higher for DL methods. The improvements of DL are larger on CASMEII and SAMM databases by showing in Tables III and V respectively. It illustrates that DL features has generalizability on different databases. Amongst all the DL methods, our STAPF has the best performance on all three databases. As shown in
Tables III, IV and V. STAPF obtains about 55%, 36% and 49% improvement in terms of average F1-score on CASMEII, CASME and SAMM databases, respectively. It is worth to notice that the feature dimensions for Linear SVM with LBP-TOP, LPQ-TOP, I3D, STAP and STAPF network are 4425, 19200, 1024, 1024 and 1024, respectively. We can see that the performance of I3D, STAP and STAPF network surpass handcrafted features, such as LBP-TOP and LPQ-TOP, and also the learning features of I3D, STAP and STAPF network have lower dimension than the engineered features. We can infer that the learned features can capture more discriminative characteristics for micro-expression AU detection compared to the handcrafted features.

Multi-label vs. single label learning. Multi-label learning could improve AU detection for macro-expressions through taking AU correlations into account [6]. In our experiments, we also try to realize multi-label AU detection of micro-expressions with multi-label sigmoid cross-entropy loss, shown by Equation 3, which considers the correlations between AUs.

$$\text{Loss} = - \sum (l \cdot \log(p) + (1 - l) \cdot \log(1 - p)), \quad (3)$$

where $l$ and $p$ represent the ground truth and score for one class, respectively. $1 - l$ and $1 - p$ represent for other classes, respectively. In our implementation, we see that the loss function of [6] cannot converge well in micro-expression AU detection. The training accuracy just can achieve 55%. It may be explained by that the micro-expression databases are much smaller compared with macro-expressions databases. For macro-expression AUs in BP4D database, the 10 multi-AU detection model is trained on more than 140,000 face images. However, for CASMEII, it only contains 247 micro-expression clips with 17,101 frames. That is too difficult to identify 11 AUs simultaneously with so little data, especially for the subtle and quick micro-expression movements. The number of subtle AUs in macro-expression databases [13] is also small which is not enough for micro-expression AU detection on static frames. As for the limited quantity, it is also difficult to dig statistical relationship between different AUs. The I3D, STAP and STAPF network results in Tables III, IV and V show that approaches with one-vs-rest protocol can get better performance on CASMEII, CASME and SAMM databases. The average F1-score of STAPF even achieves more than 85.09% on CASMEII database.

Spatio-temporal adaptive vs. average pooling. Here we discuss the effectiveness of the spatio-temporal adaptive pooling module. The shallow layers of I3D, STAP and STAPF network share the same structure. However, I3D uses average pooling for final classification. Observing the results of I3D, STAP in Tables III, IV and V, we can find that spatio-temporal adaptive pooling module improves the average F1-score by 1.21%, 0.28% and 1.96% on CASMEII, CASME and SAMM databases compared with average pooling. It validates the observation that STAPF module learns more discriminative information than average pooling. The results show that the proposed STAPF module helps micro-expression AU detection by fusing the spatial and temporal information effectively.

Data imbalance. As the micro-expression AUs are difficult to learn and imbalanced, the Focal loss is employed to learn the hard micro-expression AU information and avoid bias learning, compared to common softmax cross entropy loss. From Table III, we can see that I3D with Focal loss (I3DF) reached higher F1-score in 7 out of 11 AUs and STAPF can improve the average F1-score by 1.58% in comparison with I3D and STAP, respectively. In CASME database (Table IV), I3DF and STAPF outperformed I3D and STAP on F1-score by 2.61% and 2.94%, respectively. In SAMM database (Table V), on average, I3DF outperformed I3D with 1.10% and STAPF outperformed STAP with 0.84% higher in terms of F1-score. The results justify that Focal loss can learn the hard micro-expression AU information from imbalanced AU samples.

Cross databases. We evaluate our STAPF on cross-database scenarios. For each run, we choose one database for training, one for validation and the other for test. Considering the AU distribution of the three databases, AU1, AU2, AU4, AU9, AU12, AU14 and AU17 are chosen to be evaluated. In this way, the CASMEII, CASME and SAMM database contains 228, 154 and 78 samples, respectively. The results are shown in Table VII. STAPF achieves promising performance on cross-database scenarios. The F1-score of CASMEII trained on CASME database even obtains 63.91%. The F1-score of STAPF trained on SAMM database is the worst which is still more than 43%. In general, the results training on CASMEII and CASME databases are better than those from training on SAMM database. That is because the size of CASMEII...
TABLE VI
F1-score (%) of cross-database micro-expression Action Unit detection with LBP-TOP (Baseline).

| Train Data | CASMEII | CASMEII | CASME | CASME | SAMM | SAMM | CASMEII |
|------------|---------|---------|-------|-------|------|------|---------|
| Test Data  | CASME   | SAMM    | CASMEII | CASMEII | SAMM | SAMM | CASMEII |
| 1          | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 2          | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 4          | 62.50   | 44.00   | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 9          | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 12         | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 14         | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| 17         | 0.00    | 0.00    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |
| Avg        | 8.90    | 6.29    | 0.00    | 0.00    | 0.00 | 0.00 | 0.00    |

TABLE VII
F1-score (%) of cross-database micro-expression Action Unit detection with STAPF.

| Train Data | CASMEII | CASMEII | CASME | CASME | SAMM | SAMM | CASMEII |
|------------|---------|---------|-------|-------|------|------|---------|
| Test Data  | CASME   | SAMM    | CASMEII | CASMEII | SAMM | SAMM | CASMEII |
| 1          | 63.83   | 60.00   | 42.86  | 66.67  | 61.22| 50.00| 0.00    |
| 2          | 66.67   | 59.57   | 63.16  | 60.87  | 53.57| 41.67| 0.00    |
| 4          | 62.18   | 54.55   | 65.79  | 30.59  | 45.28| 41.67| 0.00    |
| 9          | 49.35   | 54.55   | 66.67  | 40.00  | 49.35| 66.67| 0.00    |
| 12         | 25.80   | 45.28   | 66.67  | 45.28  | 6.67 | 33.84| 0.00    |
| 14         | 51.85   | 64.86   | 68.57  | 52.65  | 40.00| 62.50| 0.00    |
| 17         | 61.11   | 72.72   | 73.68  | 66.67  | 50.00| 58.82| 0.00    |
| Avg        | 54.40   | 58.79   | 63.91  | 51.82  | 43.72| 33.60| 0.00    |

and CASME database is larger than the size of SAMM database. In addition, the CASMEII and CASME databases only contain subjects from Asia, while the SAMM database includes subjects from various ethnicities. The baseline results with LBP-TOP on three databases were shown in Table VI. In most cases, the one-vs-rest Linear SVM classifies all the AU samples to the negative class with large sample size, and leads to 0.00% in terms of F1-score. Compared with the baseline results, we can conclude that the STAPF is feasible for cross-database micro-expression AU detection. The database size and diversity has influence on the detection performance. The larger database and unified appearance can improve the micro-expression AU detection accuracy.

Computational and storage cost. The STAP network experiments were running on a NVIDIA Tesla K80c GPU with 12 GB memory. For each step in the training process, we evaluated the running time for each iteration. When the batch size is set as 6. The average training time of each step is 0.92 sec. As the micro-expression databases are small. The number of training step for each database is no more than 1000, which means each model can be finished in 920 sec (15.3 min). The size of parameter for STAPF network model is about 32.4M on average. Although we train one model for each micro-expression AU, the computational and storage cost for each model is rather small.

IV. Conclusion

Micro-expression AU detection is an important and challenging task, as the micro-expressions have small databases, subtle and quick facial muscle change and data imbalance. In this paper, we propose deep Spatio-temporal Adaptive Pooling network (STAP) with Focal loss for micro-expression AU detection. STAP is an end-to-end trainable network and able to identify subtle and quick micro-expression AUs on specific regions with efficient temporal information. To this end, we introduce a spatio-temporal adaptive pooling module to capture discriminative AU information based on regions of interest and weighted temporal information fusion. Furthermore, Focal loss is employed to solve the mis-detection caused by data imbalance. To the best of our knowledge, this is the first work concentrating on micro-expression AU detection. We presented the baseline results of micro-expression AU detection. The re-organized annotations of CASME, CASMEII and SAMM databases are going to be released for future study. Experiments conducted on within- and cross-database scenarios demonstrate the effectiveness of STAP network with focal loss. The future work includes detecting multi-label micro-expression AUs by multi-task learning. The proposed STAP module introduces potential applications to general facial AU detection and facial expression recognition.
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