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Abstract: The most serious threats to the current mobile internet are Android Malware. In this paper, we proposed a static analysis model that does not need to understand the source code of the android applications. The main idea is most of the malware variants are created using automatic tools. Also, there are special fingerprint features for each malware family. According to decompiling the android APK, we mapped the Opcodes, sensitive API packages, and high-level risky API functions into three channels of an RGB image respectively. Then we used the deep learning technique convolutional neural network to identify Android application as benign or as malware. Finally, the proposed model succeeds to detect the entire 200 android applications (100 benign applications and 100 malware applications) with an accuracy of over 99% as shown in experimental results.
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I. INTRODUCTION

With the rapid development of mobile internet, mobile devices, especially smartphones, are not only as important tools for people to communicate with the outside world but also as personal digital assistants or enterprise digital assistants to organize or plan their users' work and also private life. So, mobile security has become increasingly important in mobile computing. The professional virus attacks over the years have been significantly upgraded, such as the abuse of system vulnerabilities, security reinforcement technology, especially social engineering. Although the number of malware is increasing every year, most of the variants are modified or generated based on the original malicious [1]. In most cases, hackers use automated or module reuse tools to generate malware automatically. These variants often share the same ancestor's work, resulting in a high score of similarity among variants. So, how to recognize the fingerprints among different variants is the main task we should pay more attention to. About the mobile operating systems, there are Android, iOS, Symbian OS, and Windows phones. Considering the open-source and widespread applications, in this paper, we mainly focus on the Android system. We introduce a new method to classify the android applications. For each android application sample, we decompile the application and extract the Opcode feature and map it into R channel of RGB image, API package feature into G channel and risk API function feature into B channel, we merge three channels into one combined feature image and use the deep learning algorithm for classification android applications. The rest of the paper is organized as follows: we give a brief introduction to the related work in Section 2. Our main contributions and image processing technique are described in Section 3 and 4. In Section 5, The experimental results are shown. Section 6 shows conclusion and future work.

II. RELATED WORK

The methods of malware detection can be usually divided into two categories: static analysis and dynamic analysis.

In static analysis, the codes of the sample are examined comprehensively by decompiling or disassembling the malware binary files without executing it, which can prevent OS from malicious damages. The advantages of static analysis are low cost and require less time of analysis. But the disadvantages of static analysis are limited signatures database and can't detect zero-day malware. Hence, in the most, static analysis is a trivial task since hackers use code obfuscation, such as encryption, binary packers to evade detection. Dynamic analysis can analyze the behavior of the malware during executing it in a debugger. Currently, sandbox-based dynamic analysis is one of the most popular solutions. A sandbox executes a sample of malware in an isolated environment that can record and monitor system calls and behaviors dynamically. The core limitations of dynamic analysis are more time and power consumption.

A. Static Analysis Approach

The static analysis method is an approach to determine the functionalities and maliciousness of a malware sample by analyzing and disassembling its source code, without executing the malware. In [2] proposed DroidMat, the authors provide Android malware detection through Androidmanifest.xml file and API call tracing. They extract the information (e.g., requested permissions, Intent messages passing, etc.) from each application’s manifest file, and regards components (Activity, Service, Receiver) as entry points for tracing API calls related to permissions. They apply K-means and KNN algorithms to classify the Android application as benign or malware. They collected 1,738 Android applications (1,500 Android benign apps and 238 malware apps) to test DroidMat. Finally, they achieved accuracy rate 97.87% for detecting Android Malware. In [3] presented Permission Usage to detect Malware in Android (PUMA) as a new approach for detecting Android Malware APKs using machine learning by analyzing the extracted permissions from the application itself.
They collected 4,301 Android Malware samples and 1,811 benign apps. They used several machine learning techniques for malware detection, including Naïve Bayes, Simple Logistic, Bayes Net, SMO, J48, IBK, Random Forest, and Random Tree. At the end, they performed an analysis of the extracted permissions from Android apps and achieved accuracy 92% for detection.

In [4] proposed the combination of permissions and API calls and they used several machine learning methods for Android malware detection. In their approach, the permission is extracted from each App’s profile information and APIs are extracted from the packed App file by using packages and classes to represent API calls. They gathered 2,510 Android applications (1,250 benign and 1,260 malware). Their proposed model achieved a precision of up to 94.9%.

B. Dynamic Analysis Approach

In dynamic analysis, the detection phases and training happen during the execution of the app. Aside from the ability to detect unknown malware, this feature also allows zero-day attacks to be detected.

In [5], the authors main goal is to protect mobile device users and cellular infrastructure companies from malicious applications. So, they proposed a new behavior-based anomaly detection system for detecting meaningful deviations in a mobile application's network behavior. The detection is performed based on the application’s network traffic patterns only. For each application, a model represented its specific traffic pattern is learned locally. They used semi-supervised machine learning methods for learning the normal behavioral patterns and for detection deviations from the application's expected behavior.

In [6], the authors proposed a combination of network traffic analysis with machine learning methods to identify malicious network behavior in highly imbalanced traffic and eventually to detect malicious apps. They collected dataset from the Drebin Project. Where they captured traffic from over 5,560 mobile malware samples. So, they build a tool to convert mobile traffic packets into traffic flows. Finally, the accuracy rate of machine learning classifiers can reach up to 99.9%. However, the performance of the classifiers declines when the imbalanced problem gets worse.

In [7], the authors proposed a lightweight framework for Android malware detection. Their proposed method is a combination between network traffic analysis and a machine learning algorithm (C4.5) that is capable of identifying Android malware with high accuracy. Where, Network traffic generated by the mobile app is mirrored from the wireless access point to the server for data analysis. During the evaluation process, they tested their model with 8,312 benign apps and 5,560 malware apps. So, their results show that the proposed model performs better than state-of-the-art approaches. Finally, when combining two detection mechanisms, it achieves a detection rate of 97.89%.

So, there have been some relative works on Android malware using static or dynamic methods. But different from the existing work, our contributions are as follows:

1) Proposing a new model recognizes Android malware without understanding its source code and execution behavior.

2) Using visualization techniques to detect the Android App as benign or malware.

3) Integrate the Opcodes sequence features, API Package Name features, and high risky API calls features to three different RGB channels.

4) Using Convolution Neural Network to train the Android apps to feature images and get excellent detection results.

III. VISUAL REPRESENTATION OF ANDROID APPLICATION

The authors proposed in [8]. A method for visualizing and classifying malware using image processing techniques, which transform windows platform malware binaries to gray-scale images. In 2015, [9] won the championship of Kaggle, a famous Microsoft Malware Classification Challenge. Interestingly, the championship team with three people did not engage in security, and the methods used are very different from our common methods. They use gray-images, n-gram, and PE-header features, and use machine learning to classify the malware. Without understanding the malware’s source code, it shows great potential that image-based methods for detection malware.

Based on this idea, we propose a method which mapping Android applications to RGB images. Where, we extract three features: Opcode, sensitive API packages, and high level risky API functions. Next, integrate them into one RGB color image. Finally, we will use image processing technique to classify Android malware.

A. Proposed Model Architecture

As shown in Figure 1 the working flow of our model. Firstly, we decompile the application and extract the Opcodes; Secondly, mapping the different Opcodes to pixels in the R channel of the RGB image, and then coloring some sensitive API packages in the G channel. Highlighting the risky API functions in the B channel. Thirdly, merging the three R, G, B channels to generate the feature image. Finally using deep learning convolution neural network to classify the android applications images as benign or malware.

![Figure 1: Android Malware Detection Model](image-url)
B. Android APK Decompilation

An Android APK is usually written in Java and compiled to Dalvik bytecode which is contained in a .dex file. This file can be just-in-time compiled by the Dalvik virtual machine or compiled once into a system-dependent binary by ART (Android Runtime) platform. The APK file contains the Dalvik executable .dex file. AndroidManifest.xml is used to describe the content of the package, including the permissions information. Also, it contains the digital certificates for authentication and the resources the app uses, for instance, image files, sounds, etc.

We used Apktool [10] to decompile an APK file. The decompiled code can be later modified and repacked again with the same tool. This process is represented in the diagram in Figure 2. Apktool outputs are AndroidManifest.xml file and class files of the application are also decompiled in a different format called smali [11] code (assembler/disassembler for the dex format used by Dalvik).

Figure 2: Diagram representation of Apktool decompile and compile option on any APK file

C. Opcode Feature Extraction

Feature extraction is the core for Android Malware Detection. We try to use an RGB image to describe Android Malware features in this paper. Besides that, once we got the featured images, we can use some image processing techniques, i.e., deep learning, to classify the Android images as benign or malware. First of all, we should map the Opcode into the R channel of the RGB image. Android OS has a total of 255 Opcodes coding from the 0x00 to 0xFF according to different functions [12]. Here, we adopt a method similar to [8], mapping the Opcode to pixels by converting its hex value (encoded in Android OS) to decimal value. An example is given in Figure 3.

Figure 3: An example of mapping the Opcodes to pixel values in the R channel of an image

D. API Colouring

API (Application Programming Interface) is a set of protocols, functions, and tools for building software applications. API calls are applied in Android application development to implement functionalities conveniently. For example, if we want to get the phone number, we should call android.telephony.TelephonyManager → getLine1Number.

In Android OS, the API calls are usually given in parameters of a function call instruction as shown in Figure 4.

```
invoke-static {v0}, Ljava/lang/System;->exit(I)V
```

Figure 4: An API call example of Android Structure

To extract the API call features, we divide them into 58 classes by their packages. Among them, 18 classes are related to high-level security that is mapped to the G channel. In contrast, the other classes 40 are related to high-level risky methods that are mapped to the B channel of the RGB image as in [13].

E. RGB Image Creation

In the previous section, we extract Opcodes, API packages, risky API functions, and map them to different pixel values. After that, we should integrate all the three features into an integrated RGB image as combined features. Figure 5 shows an example of the RGB image Creation. While Algorithm 1 shows how to map Opcode to RGB image.

```
algorithm 1: Map Opcode to RGB image

Input Opcode, API Package, and API Function
Output RGB image
Initialization i=0
while Opcode file not end do
  while Opcode file not end do
    while Opcode file not end do
      if API Package is belong to high level security API Packages then
        GPixal = Call getGPixalValue(API Package)
      else
        GPixal = 0
      end
      if API function is belong to high level risky API functions then
        BPixal = Call getBPixalValue(API Function)
      else
        BPixal = 0
      end
      RGB pixel [i] = call merge(RPixal, GPixal, BPixal)
    end
  end
end
```

Figure 5: An example of RGB image Creation

IV. IMAGE PROCESSING TECHNIQUE

We adopt a Convolutional Neural Network (CNN) to classify the previous Android images as benign or malware in this paper. The CNN structure illustrated in Figure 6. Our architecture of CNN consists of two sets of convolutions, and pooling layers, followed by a fully-connected neural network classifier.
The convolution layer will learn 32 convolution filters, where each filter is of size 3x3. If each input feature image is shown as \( x_i \), learnable weight value \( w_{ij} \), then the output feature image is:

\[
y_i = b_i + \sum x_i \ast w_{ij}
\]

Where \( \ast \) is a convolution operator, and \( b \) is a learnable bias parameter.

The purpose of the convolution layer is to extract different features from the input layer. The first layer can only extract convolution low-level features such as lines, angles, edges, etc., more layers of the network can extract more complex features from low-level features in an iteration.

The output feature image adopts as activation function \( R = h(y) \) for non-linear mapping. In this paper, we use the ReLU activation function because it gives us much better classification accuracy. The ReLU is defined as:

\[
f(y) = \max(0, y)
\]

The activation function can enhance the non-linear characteristic of the decision function and the whole neural network but does not change the Convolution layer itself.

The ReLU activation function followed by 2x2 max-pooling in both x and y directions with a stride of 2 to reduce training parameters. It divides the input image into several rectangular regions and outputs the maximum value of each subregion. The max-pooling layer will constantly reduce the size of the data space, so the number of parameters and the amount of computation will drop. Also, it can control the overfitting during training to a certain extent. Typically, the CNN convolutional layer is periodically inserted into the pooling layer. After the second subsampling layer (S2), we flatten the output feature image to vector and link it to two fully connected layers whose dimensions are 128, 1 (binary classification) respectively. The first fully connected layer adopts ReLU as activation function and the last one (Loss Layer) uses Sigmoid, which is defined as:

\[
s(x) = \frac{1}{1 + e^{-x}}
\]

Figure 6: Structured of our used CNN network

V. EXPERIMENTS AND ANALYSIS

The experimental dataset is downloaded from the CICAndMal2017 dataset [14]. The dataset contains 5,491 Android applications (5,065 benign and 426 malware). We choose 200 Android applications (100 benign and malware) the malware category is from Ransomware. The experimental programs are written in Python, and the hardware environment is Intel Core i7 and 16 GB Ram. In the proposed Model, log loss is used as an evaluation measure. Log loss is the cross-entropy between correct labels and predicted labels. The exact formula for the log loss evaluation has been shown in the following:

\[
Logloss = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} y_{ij} \log(\hat{y}_{ij})
\]

Here, \( N \) is the number of samples and \( M \) is the number of classes. \( y \) represents the true label of the class and \( \hat{y} \) is the probability of the given sample. A log that is mentioned in the above formula is Natural Logarithm.

Accuracy is another evaluation measure used for evaluating the performance of the proposed model mathematically accuracy can be defined as below:

\[
TP + TN
\]

In the above equation, \( TP \) and \( TN \) are the number of positive and negative samples, respectively which are correctly classified by the classifiers. Whilst, \( FP \) and \( FN \) are the number of positive and negative samples, respectively, which are misclassified by the classifiers.

Table I shows the performance of the proposed model in terms of Log loss and accuracy against 10 independent runs.

| Epoch | Train Loss | Train-Accuracy | Validation Loss | Validation Accuracy |
|-------|-----------|----------------|----------------|---------------------|
| 1     | 0.2873    | 0.8970         | 0.5561         | 0.9500             |
| 2     | 0.1167    | 0.9600         | 0.6668         | 0.9000             |
| 3     | 0.0756    | 0.9770         | 1.7611         | 0.7000             |
| 4     | 0.0697    | 0.9821         | 1.1063         | 0.9000             |
| 5     | 0.0473    | 0.9853         | 1.0038         | 0.9500             |
| 6     | 0.0398    | 0.9866         | 0.9285         | 0.9500             |
| 7     | 0.0360    | 0.9880         | 1.0277         | 0.9000             |
| 8     | 0.0297    | 0.9900         | 0.9625         | 0.9500             |
| 9     | 0.0279    | 0.9905         | 0.8924         | 0.9500             |
| 10    | 0.0295    | 0.9895         | 1.1223         | 0.9500             |

Figure 7 illustrates the relation between the number of trials (Epoch) and loss related to the training process and the validation process. In begin, train loss and validation loss stood at 0.23 and 0.55 respectively. Then, validation loss increased gradually from epoch 1 to epoch 2 and reached 0.6. In contrast, train loss decreased dramatically in the period of epoch and reached 0.1. Also, validation loss reached to the top 1.8 at epoch 3. While train loss decreased to 0.07 at the same epoch. Afterward, validation loss decreased gradually from epoch 3 to epoch 4 and reached 1.1. At the same time, train loss decreased dramatically to 0.05. Finally, validation loss fluctuated from epoch 4 to epoch 10. Whereas, train loss decreased and stable at 0.02 at the same time.

Figure 7: The relation between epoch and accuracy-related to train process and validation process.
At first, train accuracy and validation accuracy stood at 0.89 and 0.95 respectively. While train accuracy increased dramatically and reached 0.96 from epoch 1 to epoch 2. In contrast, validation accuracy decreased gradually and reached 0.90 at the same time. Then, validation accuracy dropped sharply and reached 0.70. While train accuracy increased and reached to 0.97. After that, validation accuracy fluctuated from epoch 4 to epoch 10 and reached 0.95 at the end. Whereas, train accuracy increased dramatically and reached 0.99 at the same time.

Figure 8: The relation between epoch and accuracy

VI. CONCLUSION

In this paper, we propose an Android malware detection algorithm that combines the Android application visualization method and deep learning techniques. First of all, we extract the Opcode features, API calls packages, and high-level risky API function features. Then we adopt a convolution neural network to train the images and classify the Android applications. The experimental results show that the classification accuracy can be 99%. About the future work, we can integrate the proposed static method with dynamic analysis to extend the robustness and adaptability of the detection system.
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