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Abstract

The CODI-CRAC 2022 Shared Task on Anaphora Resolution in Dialogues is the second edition of an initiative focused on detecting different types of anaphoric relations in conversations of different kinds. Using five conversational datasets, four of which have been newly annotated with a wide range of anaphoric relations: identity, bridging references and discourse deixis, we defined multiple tasks focusing individually on these key relations. The second edition of the shared task maintained the focus on these relations and used the same datasets as in 2021, but new test data were annotated, the 2021 data were checked, and new sub-tasks were added. In this paper, we discuss the annotation schemes, the datasets, the evaluation scripts used to assess the system performance on these tasks, and provide a brief summary of the participating systems and the results obtained across 230 runs from three teams, with most submissions achieving significantly better results than our baseline methods.

1 Introduction

The performance of models for single-antecedent anaphora resolution on the aspects of anaphoric interpretation annotated in the standard ONTONOTES dataset (Pradhan et al., 2012) has greatly improved in recent years (Wiseman et al., 2015; Lee et al., 2017, 2018; Kantor and Globerson, 2019; Joshi et al., 2020). So the attention of the community has started to turn to more complex cases of anaphora not found or not properly tested in ONTONOTES, and on genres other than news.

Well-known examples of this trend are work on the cases of anaphora whose interpretation requires some form of commonsense knowledge tested by benchmarks for the Winograd Schema Challenge (Rahman and Ng, 2012; Liu et al., 2017; Sakaguchi et al., 2020), or the pronominal anaphors that cannot be resolved purely using gender, for which benchmarks such as GAP have been developed (Webster et al., 2018). GAP, however, still focused on identity coreference. In addition, more research has been carried out on aspects of anaphoric interpretation that go beyond identity anaphora but are covered by datasets such as ARRAU (Poesio et al., 2018; Uryupina et al., 2020). These include, e.g., bridging reference (Clark, 1977; Hou et al., 2018; Hou, 2020; Yu and Poesio, 2020; Kobayashi and Ng, 2021), discourse deixis (Webber, 1991; Marasović et al., 2017; Kolhatkar et al., 2018) or split-antecedent anaphora (Eschenbach et al., 1989; Vala et al., 2016; Zhou and Choi, 2018; Yu et al., 2020b, 2021).

There has also been interest in other genres apart from news. This includes substantial research on annotating and resolving coreference in biomedical and other scientific domains (Cohen et al., 2017; Lu and Poesio, 2021) as well as in literary documents (Bamman et al., 2020). There are, however, language genres still understudied in the literature on anaphoric reference. Arguably the most important among these is conversational language in dialogue. Anaphora resolution in dialogue requires systems to handle grammatically incorrect language suffering from disfluencies and mentions jointly created across utterances (Poesio and Rieser, 2010) or whose function is to establish common ground rather than refer (Clark and Brennan, 1990; Heeman and Hirst, 1995). Dialogue involves much more deictic reference, vaguer anaphoric and discourse deictic reference, speaker grounding of pronouns and long-distance conversation structure. These are complexities that are normally absent from news or Wikipedia articles, which constitute the bulk of current datasets for coreference resolution (Poesio et al., 2016). There has been some research on coreference in dialogue (Byron, 2002; Eckert and Strube, 2001; Müller, 2008), but very limited in scope (primarily related to pronominal interpretation), due to the lack of suitable corpora.

Work was done prior to joining AWS AI Labs.
The one language for which substantial corpora of coreference in dialogue exist is French: the ANCOR corpus (Muzerelle et al., 2014) has enabled the development of an end-to-end neural model for coreference interpretation in dialogue by Grobol (2020). For English, the one resource we are aware of fully annotated for anaphoric reference is the TRAINS corpora included in the ARRAU corpus (Uryupina et al., 2020).

The CODI-CRAC 2021 Shared Task in Anaphora Resolution in Dialogue (Khosla et al., 2021) was organized to address this need for datasets about anaphoric reference in dialogue by providing participants with the opportunity to develop automated approaches for anaphora resolution that tackle less studied forms of anaphora as well as coreference, and generalize to different types of conversational setups. A number of groups participated to this first edition, but we organizers also realised that the community could benefit from a second edition using more data and more cleaned-up, adding more tasks, and improving the evaluation. As a result, we organized this year’s second edition. Like the first edition, CODI-CRAC 2022 involved three tasks that individually tackle a particular anaphoric relation: identity, bridging, and discourse deixis, in four conversational datasets from different domains newly annotated with the above-mentioned relations. Unlike the first edition, participants also had training data in those four domains, in addition to development and test sets. To accommodate for systems that use gold/predicted mentions for bridging and discourse deixis tasks, we set up separate leaderboards for the two settings.

In this paper we present an overview of the CODI-CRAC 2022 shared task. We begin by providing some background in Section 2 and introducing the new CODI-CRAC 2022 corpus in Section 3. We then provide an extensive overview of the different CODI-CRAC 2022 tasks, markable settings, and evaluation metrics in Section 4, and submission details in Section 5. This is followed by details of the baselines in Section 6 and participating systems in Section 7. We present a discussion of the performance of the systems on different tasks and sub-corpora in Section 8, and finally conclude this paper in Section 9.

1 https://codalab.lisn.upsaclay.fr/competitions/614

2 Background

2.1 Beyond Identity Coreference
Most modern anaphoric annotation projects cover basic identity anaphora as in (1).

(1) [Mary]_i bought [a new dress]_j but [it]_j didn’t fit [her]_i.

However, many other types of identity anaphora exist, as well as other types of anaphoric relations that are not annotated in ONTONOTES but are annotated in other corpora. The CODI-CRAC 2021 and 2022 Shared Tasks covered the range of anaphoric relations included in the first Universal Anaphora survey of phenomena to be covered (see below)

### Split-antecedent anaphora

Split-antecedent anaphors (Eschenbach et al., 1989; Kamp and Reyle, 1993) are cases of plural identity reference to sets composed of two or more entities introduced by separate noun phrases, as in (2).

(2) [John]_1 met [Mary]_2. [He]_1 greeted [her]_2. [They]_1,2 went to the movies.

Such references are annotated in, e.g., ARRAU (Uryupina et al., 2020), GUM (Zeldes, 2017) and Phrase Detectives (Poesio et al., 2019).

### Discourse deixis

In ONTONOTES, event anaphora, a subtype of discourse deixis (Webber, 1991; Kolhatkar et al., 2018) is marked, as in (3) (where [that] arguably refers to the event of a white rabbit with pink ears running past Alice) but not the whole range of abstract anaphora, illustrated by, e.g., [this] in the same example, which refers to the fact that the Rabbit was able to talk. (Both examples from the Phrase Detectives corpus (Poesio et al., 2019).)

(3) So she was considering in her own mind (as well as she could, for the hot day made her feel very sleepy and stupid), whether the pleasure of making a daisy-chain would be worth the trouble of getting up and picking the daisies, when suddenly a White Rabbit with pink eyes ran close by her. There was nothing so VERY remarkable in [that]; nor did Alice think it so VERY much out of the way to hear the Rabbit say to itself, ’Oh dear! Oh dear! I shall be late!’ (when she thought it over afterwards, it occurred to her that she ought to have wondered at
this, but at the time it all seemed quite natural); but when the Rabbit actually TOOK A WATCH OUT OF ITS WAISTCOAT-POCKET, and looked at it, and then hurried on, Alice started to her feet, for it flashed across her mind that she had never before seen a rabbit with either a waistcoat-pocket, or a watch to take out of it, and burning with curiosity, she ran across the field after it, and fortunately was just in time to see it pop down a large rabbit-hole under the hedge.

Bridging references There are other forms of anaphoric reference besides identity, and there are now a number of corpora annotating (a subset of) these forms. Possibly the most studied of non-identity anaphora is bridging reference or associative anaphora (Clark, 1977; Hawkins, 1978; Prince, 1981) as in (4), where bridging reference / associative anaphora the roof refers to an object which is related to / associated with, but not identical to, the hall.

(4) There was not a moment to be lost: away went Alice like the wind, and was just in time to hear it say, 'Oh my ears and whiskers, how late it's getting!' She was close behind it when she turned the corner, but the Rabbit was no longer to be seen: she found herself in [a long, low hall, which was lit up by a row of lamps hanging from [the roof]].

2.2 Universal Anaphora

The more general types of anaphoric reference just discussed are now routinely annotated in a number of corpora, including ANCORA (Recasens and Martí, 2010), ARR AU (Uryupina et al., 2020), GNOME (Poesio, 2004), GUM (Zeldes, 2017), ISNOTES (Markert et al., 2012), the Prague Dependency Treebank (Nedoluzhko, 2013), and TÜBA-DZ (Versley, 2008). (See Poesio et al. (2016) for a more detailed survey and Nedoluzhko et al. (2021) for a more recent, extensive update.)

Some of these resources are of a sufficient size to support shared tasks. In particular, the ARR AU corpus was used as the dataset for the Shared Task on Anaphora Resolution with ARR AU in the CRAC 2018 Workshop (Poesio et al., 2018).

In order to enable further progress in the empirical study of anaphora by coordinating the many existing efforts to annotate not just identity coreference, but all aspects of anaphoric interpretation from identity of sense anaphora to bridging to discourse deixis; and not just for English, but all languages, the Universal Anaphora (UA) initiative was launched in 2020. Progress so far includes a first proposal concerning the range of phenomena to be covered, as well as a survey of the range of existing anaphoric annotations and a proposal for a markup format extending the CONLL-U format developed by the Universal Dependencies initiative with mechanisms for marking up the range of anaphoric information covered by UA. Crucially, a scorer able to evaluate all types of anaphoric reference in the scope of the proposal was also developed, which was used in CODI-CRAC 2021 and for this shared task (Yu et al., 2022).

2.3 Datasets of Anaphora in Dialogue

A limitation of most resources annotated for anaphora is that they mostly focus on expository text. The one substantial dataset of anaphoric relations in dialogue is ANC ORA for French (Muzerelle et al., 2014), in which identity and bridging anaphora are annotated. Among the small number of English corpora that cover dialogue include ONTONOTES (Pradhan et al., 2012), which contains a small number of conversations annotated for identity anaphora and a small subtype of discourse deixis (as discussed earlier). ARR AU’s (Poesio and Artstein, 2008; Uryupina et al., 2020) TRAINS sub-corpus consists of task-oriented dialogues for identity, bridging, and discourse deixis. We include TRAINS in CODI-CRAC 2022 training data. The more recently released ONTOGUM (Zhu et al., 2021) builds upon the ONTONOTES schema and adds several new genres (including more spoken data) to the ONTONOTES family. Both identity anaphora and bridging are annotated in the dataset.

3 The CODI-CRAC 2022 Corpus

One of the objectives of the CODI-CRAC shared tasks was to annotate new data for studying anaphora in dialogue. The only existing dataset covering the full range of phenomena and with some coverage of dialogue, the ARR AU data used for the CRAC 2018 Shared Task, was made available as training material. In addition, new data

2https://universalanaphora.github.io/UniversalAnaphora/

3https://universaldependencies.org/
from dialogue corpora were annotated for development and testing using the same annotation scheme used in ARRAU.

### 3.1 ARRAU: Corpus and Annotation Scheme

**Genres** The ARRAU corpus\(^4\) (Poesio and Artstein, 2008; Uryupina et al., 2020) was designed to cover a variety of genres. It includes a substantial amount of news text in a sub-corpus called RST, consisting of the Penn Treebank (Marcus et al., 1993). The TRAINS domain of task-oriented dialogues includes a complete annotation of the TRAINS-93 corpus\(^5\) and the pilot dialogues in the so-called TRAINS-91 corpus. In addition, ARRAU includes a complete annotation of the spoken narratives in the Pear Stories (Chafe, 1980), and documents in the medical and art history genres from the GNOME corpus (Poesio, 2004).

**Annotation scheme** Following the CRAC 2018 shared task, a revised version of the annotation guidelines was produced, as part of the work on the ARRAU 3 release of the corpus. The new annotation guidelines were completed after CODI-CRAC 2021 and made available on the corpus page.\(^6\) The new guidelines were used in CODI-CRAC 2022 to check the annotation of the documents already annotated for CODI-CRAC 2021 and to annotate new data. For more information on the scheme, please consult the manual or, for a quick summary, (Khosla et al., 2021).

### 3.2 New Data

The annotated corpus created for CODI-CRAC 2022 consists of conversations from the same well-known conversational datasets already used in CODI-CRAC 2021: the AMI corpus (Carletta, 2006), the LIGHT corpus (Urbanek et al., 2019), the PERSUASION corpus (Wang et al., 2019) and SWITCHBOARD (Godfrey et al., 1992). For each of these datasets, documents for about 15K tokens were annotated in 2021 for development according to the ARRAU annotation scheme, and about the same number of tokens were annotated for testing. For this year’s shared task, the development data from 2021 were used as training data; and new test data were annotated.

**Switchboard** SWITCHBOARD\(^7\) (Godfrey et al., 1992) is one of the best known dialogue corpora. It consists of 1,155 five-minute spontaneous telephone conversations between two participants not previously acquainted with each other. In these conversations, callers question receivers on provided topics, such as child care, recycling, and news media. 440 speakers participate in these 1,155 conversations, producing 221,616 utterances. It was annotated for dialogue acts by Stolcke et al. (1997)\(^8\) and for information status by Nissim et al. (2004).

**AMI** The AMI corpus\(^9\) (Carletta, 2006) is a collection of 100 hours of meeting recordings between several participants. The recordings include signals from close-talking and far-field microphones, individual and room-view video cameras, and output from a slide projector and an electronic whiteboard. Several types of annotation were carried out, including dialogue acts, topics, summaries, named entities, and focus of attention.

**LIGHT** Amazon, Facebook, Google, and other AI companies have all created dialogue corpora in recent years to support their research on conversational agents. LIGHT (Urbanek et al., 2019) is one of the many recently created corpora available on the Parl.ai platform.\(^10\) LIGHT is a large-scale fantasy text adventure game research platform for training agents that can both talk and act, interacting either with other models or with humans. The LIGHT corpus was entirely created through crowdsourcing at different levels. In the first round, workers created a number of settings (the King’s palace, the dark forest, etc); then in a second round workers created fitting characters for each scenario, providing information about their background history, their personality, etc. Finally, in a third round, workers created dialogues between these characters.

---

\(^4\)[http://www.arrauproject.org](http://www.arrauproject.org)

\(^5\)[http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC95S25](https://catalog.ldc.upenn.edu/LDC95S25)

\(^6\)[https://github.com/arrauproject/data/blob/main/ARRAU_3_Annotation_Manual_1.0.pdf](https://github.com/arrauproject/data/blob/main/ARRAU_3_Annotation_Manual_1.0.pdf)

\(^7\)[https://catalog.ldc.upenn.edu/LDC97S62](https://catalog.ldc.upenn.edu/LDC97S62)

\(^8\)[This version is available from https://convokit.cornell.edu/documentation/switchboard.html](https://convokit.cornell.edu/documentation/switchboard.html)

\(^9\)[https://groups.inf.ed.ac.uk/ami/corpus/](https://groups.inf.ed.ac.uk/ami/corpus/)

\(^10\)[https://parl.ai/projects/light/](https://parl.ai/projects/light/)
Persuasion The Persuasion for Good corpus\(^\text{11}\) (Wang et al., 2019) is a collection of online conversations generated by Amazon Mechanical Turk workers, where one participant (the persuader) tries to convince the other (the persuadee) to donate to a charity. 1017 conversations were collected in total, along with demographic data and responses to psychological surveys from users. Several speaker-level annotations were marked, including, e.g., demographics, the big five personality traits, etc.

3.3 Annotation

The dataset was annotated using the same MMAX2 tool (Müller and Strube, 2006) – indeed, almost exactly the same MMAX style – used to annotate and check ARRAU Release 2 and Release 3. But this time, the annotation work was divided between the DALI team at Queen Mary University (Maris Camilleri and Paloma Carretero Garcia, who have been annotating ARRAU 3), and a team at CMU coordinated by Lori Levin (Taiqi He and Katherine Zhang). This division of labor made it possible to (i) ensure that every new document would be annotated by at least two annotators, (ii) re-check the documents already annotated in 2021, and (iii) test the reliability of the scheme.

3.4 The Corpus

Some basic statistics about the CODI-CRAC 2022 dataset are provided in Table 1. For each dataset, the Table reports number of documents, size in tokens, number of markables, and how many of these are Discourse Old (Identity Coreference) anaphors (DO), bridging references, and discourse deixis. With a total of 214,625 tokens and 60,993, the CODI-CRAC 2022 dataset is to our knowledge the largest dataset annotated for anaphoric interpretation in dialogue. It is also one of the largest datasets annotated for bridging references.

After annotation, the documents were converted into the CONLL-UA ‘Extended’ format used by the scorer, described by a document on the Universal Anaphora site.\(^\text{12}\) AMI, LIGHT and PERSUASION are freely available from the Shared Task Codalab site. ARRAU and SWITCHBOARD are distributed by LDC.\(^\text{13}\)

4 Task Description

Following the structure of the last year’s Shared Task, CODI-CRAC 2022 covers three key aspects of anaphoric interpretation: identity anaphora, bridging anaphora, and discourse deixis. Participants or groups could participate in one or more tasks.

4.1 Markable Settings

To address the challenge of the bridging reference resolution and discourse deixis tasks, in addition to the predicted (Pred) and gold mention (Gold M) settings from last year, a gold anaphors (Gold A) setting is added to those tasks. In total, the Bridging (Task2) and Discourse Deixis (Task 3) tasks have three settings: Pred: the system is responsible for predicting their mentions; Gold M: with the gold mentions provided and Gold A: both gold anaphors and gold mentions were provided. The three settings were run in the order of Pred, Gold M and Gold A – the later settings became available after the runs under the previous settings had been submitted. The three settings were scored separately and independently.

4.2 Evaluation Settings

Same as last year, the Universal Anaphora (UA) scorer (Yu et al., 2022; Paun et al., 2022) was used to evaluate the systems. The same settings for last year’s shared task were used, more specifically, the settings for the individual tasks are as follows:\(^\text{14}\)

**Task 1** For Task 1, we use the default settings of the scorer where the identity relations (including split-antecedents) and singletons were evaluated. Non-referring expressions were excluded from the evaluation.

```
python ua-scorer.py key system
```

**Task 2** For Task 2, the scorer was called using the following command:

```
python ua-scorer.py key system \ 
keep_bridging
```

**Task 3** Finally, for Task 3, the scorer was called using the following command:

```
python ua-scorer.py key system \ 
evaluate_discourse_deixis
```

\(^{11}\)https://convokit.cornell.edu/documentation/persuasionforgood.html
\(^{12}\)https://github.com/UniversalAnaphora/UniversalAnaphora/blob/main/documents/UA_CONLL_U_Plus_proposal_v1.0.md
\(^{13}\)ARRAU is also freely available to any group that purchased the Penn Treebank and TRAINS-93 corpora from LDC.
\(^{14}\)For a full description of the task(s), see https://github.com/juntaoy/codi-crac2022_scripts/blob/main/2022_CODI_CRAC_Introduction.md
Table 1: Statistics about the CODI-CRAC 2022 corpus (new datasets only)

| Domain       | Docs | Tokens | Markables | DO | Bridging | Disc. Deix |
|--------------|------|--------|-----------|----|----------|------------|
| LIGHT        | train | 20     | 11495     | 3907 | 2132     | 381        | 72         |
|              | dev   | 21     | 11824     | 3941 | 2181     | 424        | 84         |
|              | test  | 38     | 22017     | 7330 | 3770     | 812        | 128        |
| AMI          | train | 7      | 33741     | 8918 | 4579     | 853        | 230        |
|              | dev   | 3      | 18260     | 4870 | 2350     | 638        | 118        |
|              | test  | 3      | 16562     | 3990 | 2007     | 432        | 118        |
| PERSUASION   | train | 21     | 9185      | 2743 | 1242     | 248        | 95         |
|              | dev   | 27     | 12198     | 3697 | 1715     | 316        | 133        |
|              | test  | 33     | 14719     | 4233 | 2111     | 304        | 105        |
| SWITCHBOARD  | train | 11     | 14992     | 4024 | 1679     | 589        | 128        |
|              | dev   | 22     | 35027     | 9392 | 3991     | 1165       | 265        |
|              | test  | 12     | 14605     | 3888 | 1606     | 464        | 107        |
| Total        | 218   | 214625 | 60933     | 29363| 6626     | 1583       |

5 Submission Details

The shared task was hosted on a single CodaLab page, including evaluations and datasets distribution. The competition consists of three development phases and seven evaluation phases. In the development phases, a small in-domain training set for each domain alongside a large out-of-domain training set (i.e. the ARRAU corpus) is available. In addition, a validation set for each domain is also provided. The development phases are handy tools to get the systems prepared for the evaluation phases. Apart from the development phases, the participants can also download the scoring script to evaluate their systems offline. During the evaluation phases, the different versions of the unseen test sets (Pred, Gold M, Gold A) were released incrementally to accommodate the needs of the evaluation phases. The submissions were evaluated individually on each of the four domains, and then the macro-average of the four scores are used for the final ranking of individual tasks. Apart from the corpora provided by us, additional resources were also permitted.

6 Baselines

We used the same baseline systems from last year’s shared task, and further, evaluate those baselines in the newly introduced phases. More precisely the baselines for identity anaphora and bridging reference resolution tasks are derived from state-of-the-art neural models, whereas the discourse deixis baseline is a simple but effective system based on heuristic rules.

For identity anaphora resolution (Task 1), we used the coreference resolution model provided by the Xu and Choi (2020)\textsuperscript{15}. More specifically, we use their SpanBERT setting without any higher-order inference (SpanBERT + no HOI). The model was trained with the ONTONOTES (English) dataset and then evaluated directly on CODI-CRAC 2022 datasets without fine-tuning.

For bridging reference resolution (Task 2), we use the single-task variant of the Yu and Poesio (2020) system\textsuperscript{16}. The system is trained on the bridging annotations of the RST sub-corpus of ARRAU. Since the system do not predict the mentions itself, for the predicted mention setting (Pred), we supply the system with mentions predicted by Yu et al. (2020a)’s mention detector (BIAFFINE MD)\textsuperscript{17}. The mention detector was also trained on the same RST sub-corpus of ARRAU. For Gold M and Gold A settings, we use the gold mentions and anaphoras provided respectively. The system is evaluated on CODI-CRAC 2022 data without further training.

For discourse deixis (Task 3), the baseline for predicted mention setting (Pred) uses two simple heuristics: first only considers demonstrative pronouns (this, that) as anaphors and then uses the immediately preceding clause/utterance in the conver-

\textsuperscript{15}https://github.com/lxucs/coref-hoi
\textsuperscript{16}https://github.com/juntaoys/dali-bridging
\textsuperscript{17}https://github.com/juntaoys/dali-md
situation to be their antecedent. For the gold mention setting (Gold M) we further restrict the anaphors to be the intersection of the demonstrative pronouns and the gold mentions and then apply the same rule for antecedent selection. For the gold anaphor setting (Gold A), the baseline links the gold anaphors to their immediately preceding clause/utterance. The heuristic-based baselines are then evaluated on the CODI-CRAC 2022 data of all four domains.

The performance of our baselines on different sub-corpora is shown in Tables 3, 4, and 5 alongside the participant systems.

A helper script developed from last year’s shared task is available to help participants convert the CONLL-UA format to and back from the various JSON format used by our baselines.

7 Participating Systems

Similar to last year, a total of 54 individual participants registered for the CODI-CRAC 2022 shared task on CodaLab. Among them, three teams submitted results for Task 1, and two submitted results for Task 2 and Task 3. Apart from Emory_NLP, all the teams from last year participated in this year’s shared task, but DFKI and INRIA joined forces to participate as one team. All three teams (UTD_NLP, KU_NLP, DFKI-INRIA) submitted system description papers. We summarize their approaches below and in Table 2.

UTD_NLP participated in all three tasks. For identity anaphora, the authors built a pipeline system consisting of three components: a mention detector, an entity coreference resolver and a non-referring/entity classifier. All three components use the same underlining system they used in last year’s shared task (Kobayashi et al., 2021), a multi-task learning approach adapted from the Xu and Choi (2020) system for mention detector and coreference resolution. The training objectives and priorities, however, were configured differently to maximise the performance of the individual tasks. Finally, those components were used in a pipeline fashion to deliver their final results. For discourse deixis, a system similar to Xu and Choi (2020)’s was used. They use both heuristics and a binary classifier to supply the anaphors. For each anaphor, antecedents were selected from up to 10 immediate previous utterances. The team based their bridging resolution system on the Yu and Poesio (2020)’s model, with additional dialogue-specific features included. The main focus of this year was on exploring the different pre-training and fine-tuning strategy. In total, four different training strategies were evaluated by them.

KU_NLP submitted results for identity anaphora resolution (task 1). The team proposed a pipeline system that resolves the mentions separately from the coreference resolution. The mention detection part solves the problem by classifying all possible mentions into mentions and non-mentions. The predicted mentions then feed into the coreference part of the system that solves the task in a mention-pair fashion. Additional speaker features were used to leverage the mention representations.

DFKI-INRIA participated in all three tasks. For the identity anaphora task, they utilise the Workspace Coreference System (WCS) (Anikina et al., 2021) they introduced in last year’s shared task with the Xu and Choi (2020) system. The singletons predicted by the WCS system are added to the Xu and Choi (2020) to create their final results. Similar to the WCS system, the mentions are predicted separately using SpaCy. For bridging, they build their system on a simplified Joshi et al. (2019) system with mention pruning and coarse-to-fine steps removed. They only submitted to the Gold A phase, where gold mentions and gold anaphors were provided. For discourse deixis, the team employ a multi-task learning approach based on the Xu and Choi (2020) system, the system first uses heuristics to find the candidate anaphors, then resolve the antecedents and finally uses an anaphora type classifier to filter out the identity, non-referring anaphors. The system also used several linguistic features (e.g. PoS, dependency relations) to aid the anaphora type classification.

8 Results and Discussion

8.1 Task 1 – Identity Anaphora

All three teams participated the task 1, in total they made 55 runs to the official leaderboard. For this task, we report the CoNLL average F1 scores for each sub-corpus and take the macro-average of them to rank the participating systems.

As shown in Table 3, all the participating systems outperform the baseline by large margins (up to 27% on the macro-average scores). The best result was achieved by the UTD_NLP team, with large improvements over the baseline by more than
| Track                     | Team                  | Baselines                                      | Framework                                                                 | Markable ID                        | Train. Data            | Dev. Data            |
|--------------------------|-----------------------|-----------------------------------------------|---------------------------------------------------------------------------|------------------------------------|-----------------------|----------------------|
| **Anaphora Resolution**  | UTD_NLP               | Xu and Choi (2020)                            | A pipeline of mention detection, entity coreference and non-referring/mention removal components. Modifies baseline to handle singleton clusters and enforce dialogue-specific constraints. | Adapted from Xu and Choi (2020)   | CODI-CRAC 2022 + OntoNotes | CODI-CRAC 2022       |
|                          | KU_NLP                | -                                             | A pipeline system that predicts the mentions and resolves the coreference separately. | Span classification               | CODI-CRAC 2022         | CODI-CRAC 2022       |
|                          | DFKI-INRIA            | Xu and Choi (2020), Anikina et al. (2021)     | The Xu and Choi (2020) was used as the main system for coreference and the output is supplemented with singletons from the Anikina et al. (2021) system | SpaCy                             | CODI-CRAC 2022 + OntoNotes | CODI-CRAC 2022       |
| **Bridging Resolution**  | UTD_NLP               | Yu and Poesio (2020)                          | Build upon the baseline with SpanBERT as the backbone. Additional dialogue-specific features were used. | Adapted from Xu and Choi (2020)   | CODI-CRAC 2022         | CODI-CRAC 2022       |
|                          | DFKI-INRIA            | Joshi et al. (2019)                           | Remove the coarse-to-fine score of the baseline and resolve the bridging in the Gold A setting. | Joshi et al. (2019)                | CODI-CRAC 2022 + BASHI + IS-Notes | CODI-CRAC 2022       |
| **Discourse Deixis Resolution** | UTD_NLP               | Xu and Choi (2020)                            | Using heuristic and a binary classifier to select candidate anaphors. For each selected anaphor up to 10 previous utterances were used as candidate antecedents. Then the system assigns antecedents to each of the candidate anaphors | Obtained as part of joint mention detection and deixis resolution | CODI-CRAC 2022         | CODI-CRAC 2022       |
|                          | DFKI-INRIA            | Xu and Choi (2020)                            | A multi-task learning system learning on both coreference and discourse deixis. With additional anaphor type classifier to filter non-discourse deixis anaphors. | Heuristic for anaphors; antecedents were predicted by the baseline | CODI-CRAC 2022         | CODI-CRAC 2022       |

Table 2: Summary of the Participating Systems
Table 3: Performance on Task 1 (Evaluation Phase) – Identity Anaphora (CoNLL Avg. F1)

| Team         | LIGHT | AMI  | PERS. | SWBD. | Avg. |
|--------------|-------|------|-------|-------|------|
| Eval AR      |       |      |       |       |      |
| UTD_NLP      | 82.23 | 62.90| 79.20 | 75.81 | 75.04|
| DFKI-INRIA   | 72.06 | 51.41| 69.87 | 60.61 | 63.49|
| KU_NLP       | 68.27 | 48.87| 69.06 | 60.99 | 61.80|
| Baseline     | 54.23 | 34.14| 53.16 | 49.30 | 47.71|

Table 4: Performance on Task 2 (Evaluation Phase) – Bridging Anaphora (Entity F1)

| Team         | LIGHT | AMI  | PERS. | SWBD. | Avg. |
|--------------|-------|------|-------|-------|------|
| Eval Br (Gold A) |       |      |       |       |      |
| UTD_NLP      | 46.80 | 39.35| 56.91 | 44.40 | 46.87|
| DFKI-INRIA   | 37.68 | 35.23| 50.99 | 35.78 | 39.92|
| Baseline     | 29.93 | 22.69| 37.83 | 30.39 | 30.21|

| Eval Br (Gold M) |       |      |       |       |      |
| UTD_NLP      | 26.77 | 19.65| 34.59 | 27.74 | 25.94|
| Baseline     | 4.99  | 8.77 | 11.49 | 7.08  | 8.08 |

| Eval Br (Pred) |       |      |       |       |      |
| UTD_NLP      | 23.25 | 13.42| 27.75 | 19.72 | 21.04|
| Baseline     | 4.01  | 4.66 | 8.45  | 4.00  | 5.28 |

25% for all four sub-corpora. For LIGHT and PERSUASION, the system achieved CoNLL Avg. F1 scores of 80% or more, the result on the SWITCHBOARD followed closely with an F1 of 76%. The system performance on the toughest sub-corpus (AMI) is way below the other sub-corpora a large 20% gap between LIGHT and AMI are visible across all the participant system as well as the baseline. The reason leads to the large gaps in performance between AMI and other sub-corpora is mainly due to the conversations in AMI being substantially longer than the other corpora. This challenged the systems with a much longer distance between the anaphors and their antecedents.

8.2 Task 2 – Bridging Anaphora

Two teams submitted their results to Task 2, with UTD_NLP participating in all three phases and DFKI-INRIA only participating in the antecedent selection (Gold A) setting. The entity F1 scores for each sub-corpora together with the macro-average of those scores, the latter was used for ranking the systems.

Two teams submitted a total of 102 runs to the leaderboard for three different settings (67 runs for Pred, 5 runs for Gold M and 30 runs for Gold A).

This makes bridging (Task 2) overtaking the identity resolution (Task 1) becomes the most popular task of this year’s shared task in terms number of runs submitted to the leaderboard. Table 4 introduces the results of each phases. For the predicted mention setting (Pred), where the systems need to predict both the mentions and the bridging relations, the baseline only achieved a score of 5% on average. The task is very challenging given that only a limited amount of training data is available and the complexity of the bridging task itself. Yet the best result from UTD_NLP quadrupled the ones of the baseline. With the help of available gold mention (Gold M), both the baseline and the UTD_NLP performance further improved slightly by 3-5%. The small improvements achieved by using the gold mentions indicate that 1. the mentions predicted by the systems are not substantially different from the gold mentions; 2. the bridging task remains very challenging even though the gold mentions are provided. In the gold anaphor setting (Gold A) where the gold bridging anaphors are made available in addition to the gold mentions, the system performance increased dramatically. The baseline performance is more than tripled and the best results are 20% higher than the ones of the gold mention (Gold M) setting. Over the four sub-corpora, the PERSUASION seems to be the easiest corpus, both baseline and the participating systems achieved the best results on this corpus. The system results on the other three sub-corpus vary from system to system, in general, no clear distinction between them.

Table 5: Performance on Task 3 (Evaluation Phase) – Discourse Deixis (CoNLL Avg. F1)

| Team         | LIGHT | AMI  | PERS. | SWBD. | Avg. |
|--------------|-------|------|-------|-------|------|
| Eval DD (Gold A) |       |      |       |       |      |
| UTD_NLP      | 52.40 | 72.50| 69.61 | 72.11 | 66.66|
| DFKI-INRIA   | 44.95 | 56.54| 62.79 | 0.00  | 41.07|
| Baseline     | 40.07 | 39.89| 51.43 | 37.72 | 42.28|

| Eval DD (Gold M) |       |      |       |       |      |
| UTD_NLP      | 38.38 | 55.12| 54.89 | 49.83 | 49.56|
| DFKI-INRIA   | 35.91 | 47.13| 48.24 | 0.00  | 32.82|
| Baseline     | 18.14 | 22.95| 30.15 | 21.37 | 23.15|

| Eval DD (Pred) |       |      |       |       |      |
| UTD_NLP      | 37.09 | 53.31| 54.59 | 49.76 | 48.69|
| DFKI-INRIA   | 36.82 | 50.09| 47.04 | 0.00  | 33.49|
| Baseline     | 10.94 | 17.39| 16.61 | 13.30 | 14.56|
8.3 Task 3 – Discourse Deixis

For Task 3, two teams (UTD_NLP and DFKI-INRIA) participated in all three phases. In total, we received 72 runs from them, in which 30 runs were submitted to the predicted mention setting (Pred), 34 runs for the gold mention setting (Gold M) and 8 runs for the gold anaphor setting (Gold A). The UTD_NLP team submitted results for all four sub-corpora whereas the DFKI-INRIA team submitted predictions for three sub-corpora leaving the SWITCHBOARD behind. We report the CoNLL average F1 for each sub-corpora and rank the systems using the mean of those scores (see Table 5).

For the predicted mention setting, the baseline system achieved a score of around 15% for all four sub-corpora, both participating systems achieved much better results than the baseline. The performances are relatively close for LIGHT and AMI, and for PERSUASION, the UTD_NLP is 7% better than the DFKI-INRIA team. The best performing system achieved CoNLL average F1 scores on or above 50% for all sub-corpora evaluated, the only exception is the LIGHT which is more than 10% lower than other corpora. In the gold mention setting (Gold M), the baseline does improve largely (9%) by further filtering the heuristic anaphors with the gold mentions. However, the additionally available gold mentions do not improve largely the performance of the participating systems. The performance of the DFKI-INRIA team on LIGHT and AMI even dropped slightly. Finally, in the gold anaphor setting (Gold A), the naive baseline already achieved a score above 40%, and the best participating system achieved an F1 above 66% on average. This suggests the identification of discourse deixis anaphor remains challenging. Overall, all the systems outperform the baseline by a large margin in all the sub-corpora they participated.

8.4 Discussion

Since this is the second year of the shared task, we adopted many valuable assets from the first year, such as the scorer, the code to set up the CodaLab and the baselines etc. For this year, one of the main focus becomes to improve the quality of the annotation. We managed to release the revised version of the RST portion of the ARRAU 3 data that serves as the main training data for the shared task. In addition, we also annotated brand new test sets for all sub-corpora and revised the dev/test sets from last year to make them train/dev sets respectively. The consistency of the annotation has been largely improved for this year’s shared task data and this makes the corpus of higher quality. We also managed to release most of the data as scheduled. Apart from the data, we also introduced the gold anaphor settings for bridging and discourse deixis tasks to allow the participants to develop systems focused on the antecedent selection sub-task. To adapt to the new phase, we extended the baselines from last year to the gold settings.

In terms of the results, although the test sets are not the same as last year, the baseline performance remains similar is a good indication that the hardness of the tasks does not change much. In comparison with last year, we noticed some improvements for both bridging and discourse deixis tasks. The performance on the bridging task improved 3-5% on average and for discourse deixis, we saw large improvements of 6% and 10% for the gold/predicted mention settings respectively. Apart from more advanced systems being used, the additional in-domain training set available this year might also play a role in the improvements. By contrast, the best performances on identity resolution are similar to last year’s. This might as a result of the development set that was already used for training by the best-performing system from last year. Hence the settings are not that different between the two years.

Finally, we would like to thank all participants for making a great effort to push further the performances on all the individual tasks. And congratulate them for outperforming the baselines by large margins.

9 Conclusion and Future Work

In this paper we presented a general overview of the CODI-CRAC 2022 shared task. Like the first shared task in this series, CODI-CRAC 2022 focused on resolving three types of anaphoric relations in dialogues: identity, bridging reference, and discourse deixis.

Based on the feedback from participants to the first task, in this second event we released the annotation guidelines beforehand so that participants could know exactly how the data had been annotated. In addition, we re-checked the data newly annotated for the first edition (now available for training and development, so that participants could
do some in-domain training as well), and using a larger group of annotators, which resulted in an hopefully more objective annotation. New test data in the four new dialogue domains was also annotated.

The participant systems outperformed the baselines on virtually all tasks and settings, although a clear difference in performance could be observed for bridging reference between pure resolution and resolution + identification. (Interestingly, we didn’t observe much difference in performance between the ‘Gold Mention’ and ‘Predicted’ settings for either bridging nor discourse deixis.) A clear difference was observed between the results on the AMI datasets and on the other datasets for identity anaphora and bridging reference, possibly due to greater length of the documents in AMI.
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