Abstract—In this work, we propose an approach for extrinsic sensor calibration from per-sensor ego-motion estimates. Our problem formulation is based on dual quaternions, enabling two different online capable solving approaches. We provide a certifiable globally optimal and a fast local approach along with a method to verify the globality of the local approach. Additionally, means for integrating previous knowledge, for example, a common ground plane for planar sensor motion, are described. Our algorithms are evaluated on simulated data and on a publicly available dataset containing RGB-D camera images. Further, our online calibration approach is tested on the KITTI odometry dataset, which provides data of a lidar and two stereo camera systems mounted on a vehicle. Our evaluation confirms the short run time, state-of-the-art accuracy, as well as online capability of our approach while retaining the global optimality of the solution at any time.

Index Terms—Calibration and Identification, Sensor Networks, Optimization and Optimal Control

I. INTRODUCTION

WITH an evolving automation process, a growing number of sensors are embedded in robotic systems. Two exemplary reasons for this are increasing the field of view (FoV) or densifying certain areas. While intrinsic sensor parameters are often determined independently for each sensor, an extrinsic calibration is the key for fusing data from various sensors. Thus, extrinsic sensor calibration is a crucial step in the process of building any robotic system.

Several approaches for extrinsic sensor calibration have been proposed so far. While following the same objective, they distinctively vary in strategy. Most available algorithms belong to one of the following three categories: target-based, registration-based, and motion-based. Target-based algorithms [1]–[3] aim to detect engineered calibration targets within the FoV of multiple sensors at different positions or points in time. The extrinsic calibration is then estimated by matching the estimated target poses within each sensor’s coordinate system. In contrast, registration-based approaches [4]–[6] directly use overlapping FoVs of multiple sensors and estimate the calibration by aligning their measurements. For example, for lidar-camera calibration [5], lidar depth discontinuities are aligned with image edges. However, target- and registration-based methods are subject to severe limitations, since they either require a specific calibration procedure, involving capturing the target at different positions, or can only be used on sensors with overlapping FoVs. Furthermore, they are restricted to specific sensor types and cannot be used on motion sensors like Inertial Measurement Units (IMUs). In contrast, motion-based calibration approaches [7], [8], including our proposed algorithm, only require per-sensor ego-motion estimates. This makes them suitable for many sensor types such as cameras, lidars, radars, or IMUs. Although per-sensor ego-motion is not directly available from most sensors, algorithms used for registration and mapping are effective tools to estimate it [9]–[11]. Since we want to offer a universal calibration tool that can be deployed on many different sensor setups, our work is focused on motion-based extrinsic calibration.

While some calibration approaches are designed for online use [5], [12], most algorithms are developed with regard to offline calibration. However, using online calibration, new sensors can be easily integrated into the system without extensive calibration procedures. Further, online calibration can be used to verify and correct a given calibration. This is an important aspect since sensors of robotic systems can be displaced, for example, after maintenance. Fig. 1 gives an overview of our online calibration approach.

Fig. 1. Our proposed extrinsic calibration can be divided into distinct parts. First, ego-motions $V_A$ and $V_B$ are estimated separately for each sensor. The resulting motions are then passed to our calibration, which consists of a fast local and a global estimation part for estimating the calibration $T$. In the beginning, a global solution is calculated. This global solution is then used to initialize the fast optimization. When updating the fast solution, its globality is verified by evaluating the duality gap. In case of errors, the global solution is used as a fallback.
Homogeneous matrices or dual quaternions (DQs) are used [13], both over-representing 6 DOF. While Euler angles are a more compact representation for orientations, without further definitions, their representation has many ambiguities. Additionally, they are not directly feasible for error calculation since, for example, $L^2$ errors can differ when changing the defined rotation axes order. Therefore, Euler angle representations should be avoided whenever possible. Homogeneous matrices for rigid body displacements are another way for representing 3D transformations. Although they are better for calculation, as they form a group w.r.t. multiplications, they are still subject to constraints and ambiguities. Those need close attention when working with them. Especially for optimization approaches, these constraints must always be enforced, leading to cumbersome problem definitions.

In contrast, DQs provide a rather compact representation and still form a group w.r.t. multiplications. Furthermore, only a single ambiguity concerning the sign exists for DQs, and only two constraints are necessary to ensure a valid transformation representation. Hence, we formulate our problem based on DQs, since they are more feasible and compact than homogeneous matrices and over-represent rigid displacements by only two parameters.

Our main contributions are:

- a problem formulation allowing integration of previous knowledge in Section III e.g., common ground planes for planar motion,
- a globally optimal online extrinsic calibration approach from per-sensor ego-motion, based on a DQ optimization problem in Section V,
- an extensive evaluation based on simulated and on real-world data from public datasets in Section V,
- a Python-based open-source library for ego-motion simulation and extrinsic calibration\[1\]

II. RELATED WORK

For estimating the required per-sensor ego-motion, registration algorithms [4], [11] or online capable SLAM algorithms like LOAM for lidars [9] or OpenVSLAM for cameras [10] can be used. Additionally, SLAM algorithms are often directly used to estimate the sensor calibration by registering the individual maps of multiple per-sensor SLAM algorithms [14]–[16]. Nevertheless, overlaps between the maps are crucial in this case. This creates unwanted requirements on the ego-motion, for example, large rotations within a small position range [14].

However, many other algorithms only rely on per-sensor ego-motion. Most of them use the rotation matrix or the quaternion representation for the rotation and handle the translation separately as a vector. This also means, similar to [17] or [18], the rotation is often optimized first, and afterward, the translation in a consecutive step. In [18], the quaternion representation for rotations is used, and quaternion products are transformed into matrix-vector products for defining the optimization problem. Eigenvalue decomposition is then applied for obtaining the solution.

https://github.com/uulm-mrm/motion_based_calibration

In contrast, DQs provide a combined representation for rotation and translation. DQs are more widely used in hand-eye calibration tasks [19], although approaches also exist for regular extrinsic calibration [7]. In [19], the problem is solved analytically by applying the Singular Value Decomposition (SVD). Assuming the two smallest singular values are almost zero, the associated right-singular vectors are then projected onto the constrained manifold. However, as our experiments indicate, this approach fails to find an appropriate solution in case this assumption is violated, i.e., for planar motion with higher noise. In [7], the optimization problem is defined based on the Lie algebra of the Lie group of DQs and the calibration is solved by a non-linear least squares optimization.

A major drawback of the previously mentioned works is their local optimization approach, which leads to dependencies of the result on the initialization. Addressing this issue, based on [20], a global optimization for extrinsic and hand-eye calibration with additional scale estimation is proposed by [8], [21]. The rotation matrix and the translation vector are estimated using Lagrange duality. However, due to the rotation matrix representation, the optimization has 22 constraints in total, which increases the computation time. Similarly, another global approach proposed in [22] suffers from a high computational burden, more precisely, 6s for only 1630 transformation pairs. In contrast to the previously mentioned approaches, we provide online capable global and local strategies based on the DQ representation and an additional globality verification for the local approach.

For the special case of indoor robotics and autonomous vehicles with planar motion, not all calibration parameters are observable since the rotation axes of all transformations are parallel [7]. Therefore, the non-observable parameter $z$ as well as the roll and pitch angle are often estimated from a common ground plane [15], [18], [23] and only the remaining parameters $x$, $y$, and yaw angle are estimated from per-sensor motion. Since our approach is based on DQs, we can restrict the optimization on planar calibration only, i.e., $x$, $y$, and yaw angle, for the cost of only two additional constraints.

To summarize this section, to the best of our knowledge, we propose the first online calibration with certifiably global solutions, which can be used for non-planar and planar motion-based calibration.

III. PROBLEM FORMULATION

In this section, we derive the optimization problem similar to [8], [20], but represent rigid displacements with DQs instead of homogeneous matrices. This results in a simplified problem formulation involving fewer constraints. Thus, DQs are generally introduced before the actual objective function is derived.

For our work, we assume synchronized sensor pairs and known intrinsic calibrations. This also includes the scaling for monocular camera motion estimation. If sensors do not provide simultaneous measurements but provide their data in a common time frame, the motion estimations can be interpolated, for example, similar to [23]. Further, all noise,
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white Gaussian processes.

A. Dual Quaternions

DQs, which combine the dual number theory with ordinary
quaternions, are briefly introduced in this section. For a more
detailed explanation, we refer to [13]. Given two quaternions
$q_r$ and $q_d$, a DQ $q$ is noted by

$$ q = q_r + \epsilon q_d, \quad (1) $$

where $\epsilon$ is the dual number with $\epsilon^2 = 0$ and $\epsilon \neq 0$, which
commutes with all other elements of the algebra. $q_r$ is called
the real part and $q_d$ the dual part. The conjugate of a DQ $q^*$
is defined as

$$ q^* = q_r^* + \epsilon q_d^*, \quad (2) $$

with $q_r^*$ and $q_d^*$ being the respective conjugated quaternions.
Similar to quaternions, a DQ $q$ is a unit DQ if and only if

$$ \|q\|^2 = q \cdot q^* = 1. \quad (3) $$

Carrying out the multiplication of [3] leads to

$$ \|q\|^2 = q \cdot q^* = (q_r + \epsilon q_d) \cdot (q_r^* + \epsilon q_d^*) $$

$$ = \|q_r\|^2 + \epsilon (q_r \cdot q_d^* + q_d \cdot q_r^*) = 1. \quad (4) $$

Thus, a DQ $q = q_r + \epsilon q_d$ is unit if and only if

$$ \|q_r\|^2 = 1 \quad \land \quad q_r \cdot q_d^* + q_d \cdot q_r^* = 0. \quad (5) $$

The group of unit DQs is of special interest for this work, since it
directly represents rigid body displacements, as explained in the following. By restricting the real part
of DQs to be positive, rigid body displacements are represented
unambiguously in our work. Given an arbitrary rotation with
axis $n \in \mathbb{R}^3$ and magnitude $\theta \in \mathbb{R}$, as well as a translation
t $ \in \mathbb{R}^3$, the quaternions $r$ and $t$, representing rotation and translation, are created first by

$$ r = \left( \cos \frac{\theta}{2}, n \sin \frac{\theta}{2} \right), \quad t = (0, t), \quad (6) $$

using the scalar-vector representation of quaternions. The DQ
$q$ is subsequently defined by

$$ q = r + \epsilon \cdot \frac{1}{2} \cdot t \cdot r, \quad (7) $$

representing the respective 3D transformation of $r$ and $t$. Such
a transformation can be applied to a point $v \in \mathbb{R}^3$ similar
to ordinary quaternions. To do so, the respective DQ $q_v = 1 + \epsilon (0, v)$ is transformed by

$$ q_v = q \cdot q_v \cdot q^*. \quad (8) $$

The transformed point $\tilde{v}$ can be retrieved from $q_v$, since the
structure is preserved.

A key feature of DQs, which we will take advantage of later, is that multiplications can be expressed using matrices.
Given two DQs $p$ and $q$, their multiplication is defined by

$$ p \cdot q = p_r \cdot q_r + \epsilon (p_r \cdot q_d + p_d \cdot q_r). \quad (9) $$

Let $M_{pr}^l$, $M_{pd}$ and $M_{qr}^l$, $M_{qd}$ represent the left and right side
multiplications of the respective ordinary quaternions [13].
Now, $Q_p^l$ and $Q_q^r$ defined by

$$ Q_p^l = \begin{bmatrix} M_{pr}^l & 0 \\ M_{pd} & M_{pqr} \end{bmatrix}, \quad Q_q^r = \begin{bmatrix} M_{qr}^l & 0 \\ M_{qd}^l & M_{qd} \end{bmatrix}, \quad (10) $$

represent the left and right side multiplication of $p$ and $q$, respectively. Given $Q_p^l$ and $Q_q^r$, the multiplication [13] can be expressed with

$$ \text{vec}(p \cdot q) = Q_p^l \cdot \text{vec}(q) = Q_q^r \cdot \text{vec}(p), \quad (11) $$

where $\text{vec}(\cdot)$ denotes the representation of a DQ as eight
dimensional vector. Generally, quaternions are sequentialized
by the order $(w, x, y, z)$, where $w$ is the real part and $(x, y, z)$
the respective vector part. For DQs, the real and the dual
vectors are concatenated.

B. Deriving a Cost Function

Similarly to [3], our first objective is to formulate a
quadratic cost function. Given an arbitrary graph of transformations,
the loop-closing condition requires the composition
of all transformations along any path with identical start and
end point to result in an identity transformation. Fig. 2 shows
two rigidly connected sensors, which are freely moved in 3D space.
This motion of two sensors can be conceived as a graph,
where $T$ is the transformation from sensor $B$ to sensor $A$, and
$V_a$ and $V_b$ are respective sensor ego-motion transformations.
The general loop-closing condition is then given by

$$ V_a \circ T \circ V_a^{-1} \circ T^{-1} = I, \quad (12) $$
where $I$ denotes the identity transformation. Based on this condition, the authors of [8] formulate a quadratic function using homogeneous transformation matrices. In this work, we use DQs instead. Thus, given DQs $q_T$, $q_a$, and $q_b$ representing the respective transformations, the condition (12) can be written as
\[
q_a \cdot q_T = q_T \cdot q_b.
\]
Subsequently, a quadratic representation is derived by
\[
q_T \cdot q_b - q_a \cdot q_T = 0 \iff (Q\vec{q}_b - Q\vec{q}_a)\vec{v}(q_T) = 0
\]
\[
\|\|_2^2 \vec{v}(q_T)^TQ\vec{v}(q_T) = 0,
\]
where the cost matrix $Q = (Q\vec{q}_b - Q\vec{q}_a)(Q\vec{q}_b - Q\vec{q}_a)$ is used. In order to apply weights, a weight matrix $W$ represents the sum of the left side of (14) for $J$ $\eta$ $DQ$ based optimization procedures. The step specific weights thus, can be used as quadratic cost function for the following $\eta$ with weights matrix of step $n$ Section III-F. For $Q$ $q$ using homogeneous transformation matrices. In this work, we given by
\[
Q_w = (Q\vec{q}_b - Q\vec{q}_a)^T \mathbf{W}^T \mathbf{W} (Q\vec{q}_b - Q\vec{q}_a).
\]
The previous equations are only derived for a single pair of ego-motion estimates. For multiple steps $n$, the weighted cost matrix of step $i$ is defined as $Q_w,i$. Let now the cost function $J : D \rightarrow \mathbb{R}$ be of the form
\[
J(q) = \sum_{i=1}^n \eta_i \vec{q}_i^T Q_w^i \vec{q}_i,
\]
with weights $\eta_i$ and $q \in \mathbb{R}^8$ representing a vectorized DQ. $J$ represents the sum of the left side of (14) for $n$ steps and, thus, can be used as quadratic cost function for the following DQ based optimization procedures. The step specific weights $\eta_i$ must satisfy $\sum_{i=1}^n \eta_i = 1$. This normalization is required for a consistent globality verification, as described later in Section III-F. For $\eta_i = \frac{1}{n}$, weights are equally distributed.

C. Unit Dual Quaternion Constraints

To ensure that the DQ $q$ represents a rigid body displacement, certain constraints must be satisfied. Given the condition [5], two equality constraint functions $g_1$ and $g_2$, formally given by
\[
g_1(q) = 1 - \|q_{(1...4)}\|^2 = 0,
\]
\[
g_2(q) = 2(q_1q_5 + q_2q_6 + q_3q_7 + q_4q_8) = 0,
\]
are defined. For $q = [q_1 \ldots q_8]^T$, the subvector containing the first four elements is denoted by $q_{(1...4)}$. The constraint $g_1$ requires the first half of $q$ to be normalized, which reflects the left part of [5]. The right part is represented by $g_2$ after carrying out the multiplication.

D. Optimization Problem

Given the cost function $J$ and the two equality constraints $g_1$ and $g_2$, the optimization problem is defined by
\[
\min_q J(q)
\]
\[
\text{w.r.t. } g(q) = \begin{pmatrix}
1 - \|q_{(1...4)}\|^2 \\
2(q_1q_5 + q_2q_6 + q_3q_7 + q_4q_8)
\end{pmatrix} = 0.
\]

In comparison to the primal optimization problem of [8], the number of equality constraints is reduced from 22 down to 2. Additionally, its dimension is reduced from 10 to 8. Thus, starting from the same initial condition, the optimization problem (18) is a more compact representation due to the use of DQs.

A main feature of [8] is the certifiably global solution. In fact, the globality of a solution can only be guaranteed under certain conditions, which are outlined later. Otherwise, it is only possible to verify the globality of a given solution. Since the structure of both optimization problems using either homogeneous matrices or DQs is equal, the Lagrangian dual problem can be defined similarly to [20] for our problem [18]. Furthermore, due to the small number of constraints, the respective Lagrangian function is less complicated. Formally, given the Langrange multiplier $\lambda = [\lambda_1 \lambda_2]^T$, it is given by
\[
L(q, \lambda) = q^T Q q + \lambda^T g(q).
\]
Using $P_{\|}(\lambda)$ and $P_\times(\lambda)$ defined by
\[
P_{\|}(\lambda) = \begin{bmatrix}
-\lambda_1 & 0_4 \\
0_4 & 0_4
\end{bmatrix},
\]
\[
P_\times(\lambda) = \begin{bmatrix}
0_4 & \lambda_1 \\
\lambda_4 & 0_4
\end{bmatrix},
\]

it can be further simplified to
\[
L(q, \lambda) = q^T Q q + q^T P_{\|}(\lambda_1) q + \lambda_1 + q^T P_\times(\lambda_2) q,
\]
\[
= q^T Z(\lambda) q + \lambda_1,
\]
where $Z(\lambda)$ is given by $Z(\lambda) = Q + P_{\|}(\lambda_1) + P_\times(\lambda_2)$. Next, the Lagrangian dual problem is specified. It is given by
\[
\max_{\lambda_1, \lambda_2} \lambda_1
\]
\[
w.r.t. \quad Z(\lambda) \succeq 0.
\]
The dual problem results in a Semidefinite Programming (SDP) problem, for which solvers like [24] are available.

E. Planar Motion Constraints

In this section, we demonstrate how additional knowledge can be integrated into our proposed approaches by adding respective constraints. A planar-only motion hereby serves as an example. We assume that the common ground plane is already estimated for both sensors using concepts similar to [15], [18], [23]. Without loss of generality, we treat the ground plane as $xy$-plane. If a sensor’s ground plane is given in Hesse normal form with normal vector $v_G$ and distance $d_G$, we can calculate an aligning DQ $q_G$ by
\[
\eta_G = v_G^T e_z, \quad \theta_G = \arccos(v_G^T e_z),
\]
\[
t_G = d_G e_z,
\]
with $e_z = [0 \ 0 \ 1]^T$ and by using [6] and [7]. In general, the transformation $q_G$ for sensors $a$ and $b$ is denoted by $G_a$ and $G_b$, respectively. As illustrated in Fig.2 the planar components of estimated motion and calibration are calculated as
\[
V_{a,p} = G_a^{-1} \circ V_a \circ G_a,
\]
\[
V_{b,p} = G_b^{-1} \circ V_b \circ G_b,
\]
\[
T_p = G_b^{-1} \circ T \circ G_a.
\]
In the following, we use \( V_{a,p} \) and \( V_{b,p} \) as new inputs for estimating the planar calibration \( T_p \). Fig. 2 illustrates the transformation from 3D motion to planar motion.

After applying the previously described transformations, the values of \( z \) as well as of the roll and pitch angle are assumed to be zero. This means that \( r \) and \( t \) of (7) are given by
\[
 r = \begin{pmatrix} \cos \frac{\theta}{2} \\ 0 \\ \sin \frac{\theta}{2} \end{pmatrix}^T, \\
 t = \begin{pmatrix} 0 \\ x \\ y \end{pmatrix}^T. 
\] (25a, b)

From (7), we can see that \( r = q_r \) and \( t = 2q_dq^*_r \). In combination with (25), this results in the following constraints for planar-only calibration:
\[
 q^2_2 + q^2_3 = 0, \quad q_1q_8 - q_4q_5 = 0. 
\] (26)

These constraints are included into the Lagrangian function using \( P_r(\lambda) \) and \( P_d(\lambda) \), which are defined similarly to (20).

After estimating the planar calibration \( T_p \), the full calibration \( T \) is finally calculated as
\[
 T = G_b \circ T_p \circ G_a^{-1}. 
\] (27)

**F. Globality Verification**

Solving our problem using a local optimization approach generally cannot guarantee to result in a global optimum. However, in our case, it is possible to verify the globality of a local solution using the verification proposed in [25].

Given a local solution \( q \), the dual problem’s first-order optimality condition must be satisfied for \( \hat{q} \) in order to be a global solution. This is formally given by
\[
 \frac{\partial L}{\partial q} \bigg|_{\lambda = \hat{\lambda}} q = \hat{q}, \\
 \frac{\partial L}{\partial \lambda} \bigg|_{q = q} = Z(\hat{\lambda}) \hat{q} = 0. 
\] (28)

Since (28) is an over-determined linear system of equations, it can be solved using least squares algorithms w.r.t. \( \lambda \), given the local solution \( \hat{q} \). If its solution is such that \( Z(\hat{\lambda}) \hat{q} = 0 \) and \( Z(\hat{\lambda}) \succeq 0 \), the solution \( \hat{q} \) is globally optimal. Otherwise, the duality gap is evaluated and serves as a measure for the distance between local and global solutions. Since the sum of the weights \( \eta_i \) in the cost function (16) is normalized to one, it is possible to set a threshold for the duality gap independent of the number of measurements \( n \).

**IV. ALGORITHMS**

In this section, we describe the fast local and the global optimization approach for the previously described problem formulation. Further, we propose an algorithm which combines both approaches for globally optimal online calibration.

**A. Fast Optimization**

Since the primal optimization problem (18) only has two constraints, a fast optimization can be achieved by applying standard constrained quadratic solving approaches. We have compared the performance of two approaches, i.e., Sequential Quadratic Programming (SQP) and Interior-Point (IP) [26], in preliminary investigations. Since SQP methods have performed better, they are used in the following.

Due to the quadratic structure of the cost function, its gradient \( \nabla J(q) = 2Qq \) can be passed to the optimizer analytically. Although the fast optimization only retains local solutions, their globality can still be verified using the concept described in Section III-F. Performance differences, especially during online calibration, are investigated later in Section VI.

**B. Global Optimization**

While local optimization approaches are well suited for certain scenarios, a global solution is mostly favored when calibration is only performed once and with lower speed requirements. Thus, similar to [20], a global approach solving the Lagrangian dual problem is outlined here. As stated before, the optimization problem given in (22) can be solved using solvers like [24]. However, these solvers generally only deliver a global dual solution \( \hat{\lambda} \), based on which the respective primal solution has to be recovered. In general, the primal solution is given by
\[
 \hat{q} = \arg \min_q L(q, \hat{\lambda}), 
\] (29)

which results in a quadratic subproblem given by
\[
 \hat{q} = \arg \min_q q^T Z(\hat{\lambda}) q. 
\] (30)

Only if the duality gap is zero, the primal solution is guaranteed to be global. This is achieved if and only if the subproblem can be solved such that \( q^T Z(\hat{\lambda}) q = 0 \) holds. Since \( Z \succeq 0 \) is required, \( \hat{q} \) has to be an element of the null space of \( Z(\hat{\lambda}) \). Assuming a one-dimensional null space similar to (7), we can use \( g_1 \) to retrieve a unique solution:
\[
 \text{span}(\{ v \}) = \text{null}(Z(\hat{\lambda})), \\
 \hat{q} = v / \| v_{1,...,4} \|. 
\] (31)

Since (31) represents all possible solutions and at least one solution must exist, other constraints, e.g. \( g_2 \), are always satisfied. As stated above, since the duality gap is zero, a solution recovered this way is guaranteed to be global.

**C. Online Calibration**

For online calibration, the previously described fast and global optimization approaches are combined. As shown in Fig. 1 and illustrated in Algorithm 1 for planar motion, both approaches rely on the same input data. In each iteration, the data matrix \( Q_i \) is updated and used to calculate the normalized \( Q \). If the fast optimization yields verified global solutions for at least \( t_{noFail} \), the global optimization is not invoked. Nevertheless, the globality of the fast optimization solution is verified in every iteration and the global optimization is used as a fallback in case of discrepancies. By this, our verification ensures global solutions, even when only the local optimization is used. Additionally, due to the initialization with the solution of the previous iteration, our local approach converges faster, improving the execution time. \( t_{lastLocalError} \) is initialized to the start time \( t_1 \) since the first global solution is used to initialize the fast optimization.
Algorithm 1 Online Extrinsic Calibration for Planar Motion

Input: Sensor motion $Q_i = \{q_{a,i}, q_{b,i}\}$, weights $W_i$

Constant: Min. time w/o local error $t_{noFail}$

Output: Calibration $\hat{q}_i$

1: procedure CALIBRATE($Q_i, W_i, t_i, t_{lastLocalError}$)
2: Form $Q_{i,p}$ from $Q_i$ \textgreater{} planar motion \cite{24}
3: Form $Q_{w,i}$ from $Q_{i,p}$ and $W_i$ \textgreater{} data matrix \cite{15}
4: $Q_i \leftarrow Q_{i-1} + Q_{w,i}$ \textgreater{} \cite{16}
5: $Q \leftarrow Q_{i/i}$ \textgreater{} equally distributed $n_i$
6: $\hat{q}_{i,p} \leftarrow$ Solution with SQP (init: $\hat{q}_{i-1,p}$) \textgreater{} \cite{19}, \cite{7}, \cite{8}
7: $\text{isglobal} \leftarrow$ Check globality of $\hat{q}$ \textgreater{} \cite{II-F}
8: if $\neg$isglobal then
9: $t_{lastLocalError} \leftarrow t_i$ \textgreater{} store error time
10: if $t_i - t_{lastLocalError} \leq t_{noFail}$ then
11: $\hat{q}_{i,p} \leftarrow$ Solution with SDP \textgreater{} global \cite{22}, \cite{30}
12: Form $\hat{q}_i$ from $\hat{q}_{i,p}$ \textgreater{} 3D calibration \cite{27}
13: return $\hat{q}_i, t_{lastLocalError}$

V. EXPERIMENTS

In this section, we describe our experiments and discuss the results. First, motion data with artificial noise was simulated for investigating the influences of noise and different dataset sizes. Second, our work is compared to the approaches of \cite{19}, \cite{7} and \cite{8} on the publicly available dataset provided by the authors of \cite{7}. Finally, the KITTI odometry dataset \cite{27} is used to verify the influence of additional planar motion constraints and to evaluate the performance of our proposed online calibration approach.

The rotation and translation errors $\varepsilon_r$ and $\varepsilon_t$ between predicted calibration $\hat{q}$ and ground-truth calibration $q_T$ are calculated as

$$\varepsilon_r = 2 \arccos(q_{r,1}), \quad (32a)$$
$$\varepsilon_t = \|2 \cdot q_{r,d} : q_{r,r}^*\|, \quad (32b)$$

with $q_c = q_{r}^{-1} \cdot \hat{q}$ and $q_c = \text{vec}(q_c)$. In contrast to other error metrics, these metrics describe physical quantities, i.e., rotation magnitude and translation offset. All evaluations were run on a computer containing an ADM Ryzen\textsuperscript{TM} 7 3700X CPU and 64GB of DDR4 RAM. If not stated differently, optimization times are averaged over ten runs.

A. Simulated Data

During our work, we developed a framework for simulating sensor motion data. This framework can generate transformation matrices as well as DQs. Using this framework, extensive test data was generated, which is publicly available with our code. In contrast to real data, a simulation allows the configuration of parameters such as noise levels.

For simulation, a 2D path is projected onto a 3D surface as sketched in Fig. 3. The surface’s normal vector in combination with the path’s directions define the orientations along the path. The poses are then used to generate transformations for rigidly connected sensors following the 6D path.

Further, unbiased Gaussian noise can be added to the transformations. Thereby, the standard deviation is referred to as noise level. It can either be configured with absolute values or relative ones, generated from the average sensor motion. For example, given a path with an average of 1 m and 0.1 rad per transformation, a noise level of 10\% leads to a respective Gaussian noise with $\sigma_{\text{trans}} = 0.1$ m, $\sigma_{\text{rot}} = 0.01$ rad.

B. General Optimization Behavior

To generally test our approach, calibrations were estimated based on simulated data with different parameters. More precisely, the data was simulated for six noise levels, 167 dataset sizes, and eight sensor poses with distances between 2 m and 8 m. Each parameter set was used eight times in total, leading to a total amount of 224 448 sensor pair optimizations. The results for the global optimization are presented in Fig. 4.

Generally, the results show that rotation and translation errors decrease for either an increasing amount of points or a decreasing noise level. Thus, we were able to verify that our approach is able to compensate for noise with an increasing amount of points.

![Algorithm 1 Online Extrinsic Calibration for Planar Motion](image)

![Fig. 3. An example of a simulated path: A 2D path (a) is projected onto a rough surface, resulting in a 3D path (b). The exemplary surface shown is a sinusoid mixture.](image)

![Fig. 4. Translation errors of calibrations based on simulated data are plotted over the number of points used for the global optimization. For each data point, the median over eight simulation runs was used. All results are grouped by their relative noise level. Respective rotation errors tend to follow the same general course and are therefore not depicted separately.](image)
TABLE I
RESULTS ON THE RGB-D DATASET.

| Approach | $\varepsilon_t$ [cm] | $\varepsilon_r$ [°] | Time [ms] |
|----------|----------------------|-----------------------|-----------|
| Analytic [19] | 1.08 | 0.94 | 0.2 |
| Local [7] | 1.20 | 1.04 | 1900.0 |
| Matrix [8] | 1.28 | 1.06 | 61.5 |
| Global (ours) | 1.16 | 1.06 | 43.9 |
| Fast (ours) | 1.16 | 1.06 | 6.2 |

C. RGB-D Data

We have evaluated and compared our approach using the data provided by the authors of [7]. They provide 200 interpolated frames of per-sensor ego-motion estimates for two synchronized Xtion RGB-D cameras with full 6D-motion and known calibration. As shown in Table I, our approaches reach a similar translation accuracy while being considerably faster than [7], [8]. Although the local approach of [7] provides a better rotation accuracy, it takes more than 100 times longer than our local approach. Since all assumptions of [19] are met in this experiment, this approach outperforms all other methods. Furthermore, this experiment verifies that all methods are able to find appropriate solutions for well-conditioned data.

D. KITTI Odometry

The KITTI odometry dataset [27] provides calibrated data of a Velodyne HDL-64E lidar and two stereo camera setups mounted on a vehicle. Further, ground truth poses provided by an OXTS system are available for 11 sequences. An example is shown in Fig. 5. We evaluated our method on sequences 04-10, since all were recorded with the same calibration. For this purpose, we concatenated the sequences, which resulted in a total of 12,074 frames, covering approximately 20 minutes. The per-sensor ego-motions of lidar and stereo cameras were estimated using online capable implementations of LOAM and OpenVSLAM respectively. The ground plane for the planar motion extension was estimated in the first frame using a RANSAC based plane fitting on point clouds.

The calibration results between the lidar and the first stereo camera system are displayed in Table II, showing that a successful extrinsic sensor calibration of autonomous vehicle sensors based on per-sensor ego-motion can be achieved. Especially the rotation can be estimated precisely. For the general 3D case, our approaches deliver similar results to [8] while being considerably faster.

However, the analytic solution of [19] does not yield an appropriate solution. In contrast to the previous scenario [V-C], the motion in this experiment almost only consists of planar motion, which violates the assumption of at least two non-parallel rotation axes in [19]. Furthermore, the sensor motion estimations are subject to relatively high noise.

Despite the use of a rather simple and unfiltered plane estimation, the results show that our planar extension leads to notable improvements. The translation error is decreased while still providing accurate rotation estimates and, at the same time, the execution time is further reduced.

E. Online Estimation

For evaluating our online calibration approach, we used sequence 07 of the KITTI dataset [27] and iteratively added the ego-motion estimates for planar motion as described in IV-C. Results for the first 150 frames are displayed in Fig. 6. It shall be noted that, if given more frames, errors converge to the same values as given in Section V-D. While the fast approach takes 3.7 ms for the planar case during offline calibration, the execution time further decreases to 1.8 ms during online calibration. This is comparable to the analytic solution of [19], which is not able to incorporate previous solutions. Average verification execution times of approximately 0.05 ms can be neglected compared to the over all processing time.

The duality gap indicates discrepancies between the local and the global solution within the first frames. Therefore, the global approach is used, leading to longer execution times. Nevertheless, except for the initial step, our online

https://github.com/HKUST-Aerial-Robotics/A-LOAM
https://github.com/xdspacelab/openvslam

Fig. 5. The first 1000 ground-truth poses of sequence 07 of KITTI are shown. The first (green) and 150th (red) frame are marked with dots.

TABLE II
RESULTS ON THE KITTI ODOMETRY DATASET.

| Approach | $\varepsilon_t$ [cm] | $\varepsilon_r$ [°] | Time [ms] | $\varepsilon_t$ [cm] | $\varepsilon_r$ [°] | Time [ms] |
|----------|----------------------|-----------------------|-----------|----------------------|-----------------------|-----------|
| Analytic [19] | $>10^5$ | 71.5 | 4.2 | — | — | — |
| Matrix [8] | 17.84 | 0.263 | 62.7 | — | — | — |
| Global (ours) | 20.76 | 0.257 | 45.1 | 15.85 | 0.355 | 53.1 |
| Fast (ours) | 20.76 | 0.257 | 5.6 | 15.84 | 0.336 | 3.7 |

Fig. 6. Rotation and translation error, scaled duality gap, and execution time during an online calibration of sequence 07 of [27] are plotted. The red dashed line marks the verification threshold. The green dashed line at 48 frames marks the point from which only the fast approach is invoked, which decreases the execution time significantly.
calibration always complies with the sensor update rate of 10 Hz. As soon as the local approach retrieves verified global results, the global optimization is no longer processed. This point is marked with a green dashed line in Fig. 6. While the rotation error decreases in an exponential manner, the translation error slightly increases first before it rapidly drops. The motion path displayed in Fig. 5 shows that, due to a turn of the vehicle, motion changes from almost pure translation to additional rotation at this point. Thereby, the optimization problem gets conditioned more homogeneously, leading to an immediate decrease of translation errors. Please note that global optimality does not necessarily imply high accuracy.

### F. Globality Verification

Lastly, we evaluated the globality verification of our local solution. For this, the global solution of an offline calibration was used and falsified intentionally to different degrees. Comparing the duality gap with the error’s magnitude, we observed a strong relation. Even at small changes of about 0.1° or 0.1 m, discrepancies are reliably indicated. For online calibration, the duality gap is only related to the respective error magnitude and independent of the frame number since the costs are normalized using the weights $\eta_i$.

### VI. CONCLUSION

To conclude, we have described two optimization approaches for extrinsic calibration based on per-sensor egomotion. Both, the fast local and the global approach are combined for an online calibration estimation with certifiable global solutions. Our formulation allows to add additional constraints, e.g., for planar motion. The evaluation on simulated and real-world data demonstrates that our approach achieves state-of-the-art accuracy while simultaneously obtaining the lowest run time on typical data from autonomous vehicles.

For future work, we are planning on adding the scaling factor for monocular visual odometry to our estimation, similar to [21], [23]. Furthermore, we intend to extend our online approach to track sensor calibration drifts and to determine the estimation consistency over time.
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