Supporting Information for:

The Intermolecular NOE Depends on Isotope Selection:

Short Range vs. Long Range Behavior

Philipp Honegger,†,‡,∥ Maria Enrica Di Pietro,¶,∥ Franca Castiglione,*¶ Chiara Vaccarini,¶ Alea Quant,‡ Othmar Steinhauser,‡ Christian Schröder,*‡ and Andrea Mele¶,§

†Department of Systems Biology, Harvard Medical School, 200 Longwood Avenue, Boston MA 02115, United States
‡Department of Computational Biological Chemistry, University of Vienna, Währinger Straße 17, 1090 Vienna, Austria
¶Department of Chemistry, Materials and Chemical Engineering “G. Natta”, Politecnico di Milano, Piazza L. da Vinci 32, 20133 Milano, Italy
§CNR-SCITEC Istituto di Scienze e Tecnologie Chimiche, Via A. Corti 12, 20133 Milano, Italy
∥These authors contributed equally

E-mail: franca.castiglione@polimi.it; christian.schroeder@univie.ac.at
1 Theory

The nuclear Overhauser effect describes a magnetization transfer between two different nuclei with spins $I$ and $S$ via a dipole-coupled mechanism. Its dynamics can be described by the first-order differential equations,\(^1\)

\[
\frac{d\langle I_z \rangle}{dt} = \rho_{II}\langle I_z \rangle + \sigma_{IS}\langle S_z \rangle \\
\frac{d\langle S_z \rangle}{dt} = \sigma_{SI}\langle I_z \rangle + \rho_{SS}\langle S_z \rangle
\] (1)

a special case of Redfields relaxation theory\(^2\) where $I_z$ and $S_z$ represent the longitudinal magnetization of spins $I$ and $S$. The structural information of the system studied is contained in the self- and cross-relaxation rates $\rho$ and $\sigma$ modulating the transfer rate, sometimes referred to as the 'lattice' or, more descriptively, 'chemical environment'. These relaxation rates can be measured experimentally. They depend on the spectrometer frequency $\nu$ and the isotope-specific Larmor frequencies $\nu_I = \nu \cdot \gamma_I$ and $\nu_S = \nu \cdot \gamma_S$:

\[
\sigma_{\text{NOESY}}^{L} = 0.6J_{IS}(\nu_I + \nu_S) - 0.1J_{IS}(|\nu_I - \nu_S|) \\
\sigma_{\text{ROESY}}^{R} = 0.3J_{IS}(\nu_I) + 0.2J_{IS}(|\nu_I - \nu_S|)
\] (3)

where $\sigma_{\text{NOESY}}^{L}$ and $\sigma_{\text{ROESY}}^{R}$ refer to the laboratory- and the rotation frame cross relaxation rate. $J(\nu)$ is the spectral density function (SDF) which contains the information of the dipole-coupled system. It can be obtained via real-part Fourier transform as

\[
J_{IS}(\nu) = \text{Re} \left[ \int_{0}^{\infty} e^{-i2\pi\nu t} G_{IS}(t) \, dt \right] = \int_{0}^{\infty} \cos(-2\pi\nu t)G_{IS}(t) \, dt
\] (5)
with \( G_{IS}(t) \) as the time correlation function (TCF), \( G_{IS}(t) = \text{Tr} \left\langle \hat{T}_{IS} (0) \cdot \hat{T}_{IS} (t) \right\rangle \), of the dipole-dipole tensor trace involving the two interacting spins:

\[
\hat{T}_{IS} (t) = \frac{1}{r_{IS}(t)^3} \left( \frac{3\vec{r}_{IS}(t) : \vec{r}_{IS}(t)}{r_{IS}(t)^2} - \hat{E} \right) \tag{6}
\]

where \( \vec{r}_{IS}(t) = \vec{r}_I(t) - \vec{r}_S(t) \) is the vector joining the interacting nuclei \( I \) and \( S \) at time \( t \), \( \hat{E} \) is the unity matrix and the colon marks the dyadic product of two vectors.

The TCF of two spins \( I \) and \( S \) can be rewritten as

\[
G_{IS}(t) = \left\langle \frac{1}{r_{IS}(0)^3} \frac{1}{r_{IS}(t)^3} \left( \frac{3}{2} \cos^2(\theta_{IS}(t)) - \frac{1}{2} \right) \right\rangle \tag{7}
\]

where \( \theta_{IS}(t) \) is the angle swept by the spin-joining vector \( \vec{r}_{IS} \) during timespan \( t \). In this form, the temporal evolution of the NOE becomes clear: The dynamics of the TCF depend on the randomization rate of the spin-joining vector \( \vec{r}_{IS} \). This vector can be either randomized by changing the internuclear distance (mutual diffusion towards or away from each other) or altering the internuclear orientation. Of these two, translational mutual diffusion is the prominent dynamics in the intermolecular case.\(^3\)

In principle, structural information is present in the amplitude \( G_{IS}(t = 0) \) of the TCF:\(^4\)

\[
G_{IS}(0) = 4\pi \rho_{IS} \int_0^\infty r^2 g_{IS}(r_{IS}) \frac{1}{r_{IS}} dr \tag{8}
\]

with \( \rho_{IS} \) as the number density of particles in a volume and \( g_{IS}(r_{IS}) \) as the radial pair distribution function (RDF) of spins \( I \) and \( S \). In essence, this is analogous to the calculation of a coordination number, but weighed by a decay term \( 1/r^6 \). From this, we can infer that the SDF at \( \nu = 0 \) is the product of the amplitude \( G_{IS}(0) \) (structural information) and the relaxation time \( \tau_{IS} \) (dynamics information):

\[
J_{IS}(0) = \int_0^\infty G_{IS}(t) \, dt = G_{IS}(0) \int_0^\infty \frac{G_{IS}(t)}{G_{IS}(0)} \, dt = G_{IS}(0) \cdot \tau_{IS} \tag{9}
\]
Experimentally, we have neither access to the TCF amplitude $G(0)$ nor the zero-frequency SDF $J(0)$. Instead, spectrometer frequency $\nu$ (e.g. 500 MHz for $^1$H) determines the part of the SDF $J(\nu)$ and of the correlation function $G(t)$ obtainable by experiment, inherently influenced by the dynamics of the sample.
2 Methods

2.1 Experimental

The ionic liquid 1-ethyl-3-methylimidazolium triflate (99%) and the salt lithium trifluoromethanesulfonate (96%) were purchased from Iolitec and Sigma Aldrich, respectively. A mixture was prepared by combining IL and salt in a 0.9:0.1 molar ratio. After proper stirring, both the neat IL \([\text{C}_2\text{MIm}][\text{OTf}]\) and the mixture \(0.9 \, [\text{C}_2\text{MIm}] \cdot 0.1 \, [\text{Li}^+] \cdot 1.0 \, [\text{OTf}^-]\) were dried under vacuum and transferred in 5 mm NMR tubes. The tubes were equipped with a capillary containing DMSO-d\(_6\) and immediately flame-sealed after transferring the samples. The absence of a detectable water signal in the NMR spectra indicated that the water content is negligible.\(^5\) NMR experiments were carried out at 298 K without sample spinning with a Bruker NEO 500 console (11.74 T) equipped with a direct observe BBFO (broadband including fluorine) iProbe and a variable-temperature unit. The instrument was carefully tuned, shimmed, and the 90\(^{\circ}\) pulses calibrated. \(^{1}\text{H}\)–\(^{19}\text{F}\) and \(^{1}\text{H}\)–\(^{7}\text{Li}\) HOESY experiments were acquired using the phase sensitive echo-antiecho pulse sequence (hoesyetgp in the Bruker library) with observation on \(^{1}\text{H}\) and \(^{7}\text{Li}\) channel, respectively. 29 spectra were recorded using 4 transients over \(2048 \times 128\) complex data points for \(^{1}\text{H}\)–\(^{19}\text{F}\) HOESY and 23 spectra using 4 transients over \(2048 \times 256\) complex data points for \(^{1}\text{H}\)–\(^{7}\text{Li}\) HOESY. In all cases, 32 dummy scans and a 9s-long relaxation delay were used. The range for the mixing time was 20 ms - 4 s for \(^{1}\text{H}\)–\(^{19}\text{F}\) experiments and 50 ms - 6 s for the \(^{1}\text{H}\)–\(^{7}\text{Li}\) experiments. All HOESY data sets were processed by applying a sine squared window function in both dimensions (SSB = 2) and zero-filling to \(2048 \times 512\) prior to the Fourier transform. The cross-peak integrals were measured using the Bruker software. For a semi-quantitative interpretation of the data, the peak volume of each cross-peak has been corrected by dividing the original integral by a correction factor taking into account the contribution of the number of spins, \(N_I N_S/(N_I + N_S)\), with \(N_I\) the equivalent spins \(^1\text{H}\) and \(N_S\) the equivalent spin \(^{19}\text{F}\) or \(^7\text{Li}\).\(^6\)–\(^{12}\)
2.2 Computational

2.2.1 Molecules and force field

In contrast to our preceding IL-NOE study,\textsuperscript{4} the molecules (C\textsubscript{2}MIm\textsuperscript{+}, Li\textsuperscript{+} and OTf\textsuperscript{−}) are modeled as fully atomistic to accurately represent the internuclear distances of spin-bearing \textsuperscript{1}H, \textsuperscript{7}Li and \textsuperscript{19}F nuclei. In addition, the simulations are fully polarizable modelled by Drude oscillators. Non-polarizable simulations of ILs exhibit too directed and inflexible charges and hence too slow dynamics.\textsuperscript{13} They do no capture the natural molecular dynamics caused by flexible charge distributions of net charged molecules.\textsuperscript{14,15}

The trajectory of [C\textsubscript{2}MIm][OTf] was reused from ref. 16. The trajectory of 0.9[C\textsubscript{2}MIm\textsuperscript{+}]-0.1[Li\textsuperscript{+}]-1.0 [OTf\textsuperscript{−}] was produced analogously: The molecules were parametrized using the force field creation tool GAAMP,\textsuperscript{17} CGenFF output\textsuperscript{18,19} was refined with quantum-chemical data. The molecules were rendered polarizable by attaching Drude particles to all non-hydrogen atoms (mass = 0.2 amu, harmonic bond constant = 500 kcal/mol Å\textsuperscript{2}).

The non-hydrogen atoms and their attached Drude particle form an atomic dipole and account for induced dipole-induced dipole attraction. Hence the Lennard-Jones attraction of the polarizable atoms had to be reduced. We used a \(\lambda\)-scaling correction introduced by Vlugt \textit{et al.}\textsuperscript{20} and chose a scaling factor of \(\lambda = 0.4\) in accordance to previous C\textsubscript{2}MIm\textsuperscript{+}-based IL MD studies which accurately reproduced experimental dielectric spectra\textsuperscript{16} and NMR field cycling dispersion curves.\textsuperscript{21} Similar scaling approaches are reported by Pádua and co-workers.\textsuperscript{22}

2.2.2 Equilibration and simulation

All subsequent fully atomistic, polarizable MD simulations were carried out with CHARMM.\textsuperscript{23} The system comprises 900 molecules of C\textsubscript{2}MIm\textsuperscript{+}, 100 ions of Li\textsuperscript{+} and 1000 molecules of OTf\textsuperscript{−}.

The initial intermolecular geometry of the simulation box was generated using PACKMOL\textsuperscript{24} followed by energy minimization via 1000 steps of a steepest-descent algorithm. The system was then equilibrated as an isothermal-isobaric \(NpT\) ensemble (\(T = 300K\), \(p = 1\))
atm) with periodic boundary conditions until the simulation box length converged to its equilibrium extent.

The trajectory was produced as an isothermal-isochoric NVT ensemble with periodic boundary conditions and a dual Nose-Hoover thermostat\textsuperscript{25,26} to keep the temperature of the atoms at 300 K and the temperature of the Drude particles at 1 K. The SHAKE algorithm was applied to covalent bonds involving hydrogen atoms to constrain high-frequency vibrations. This allowed for a time step of 0.5 fs, a write frequency of 50 fs, and a total trajectory length of 20 ns. Electrostatic interactions were calculated using the Particle-Mesh Ewald method\textsuperscript{27,28} with conducting boundary conditions ($\kappa = 0.41 \, \text{Å}^{-1}$).

2.2.3 Post-production analysis

The spectral features of the simulation were calculated using a Python3 program introduced in ref. 21. The CHARMM trajectory was read into the program with the MDAnalysis module.\textsuperscript{29,30} The first 5000 ps of the trajectory were discarded to exclude possible slow equilibration artifacts.

The trajectory was unfolded to remove toroidal coordinate jumps and allow for the natural diffusive motion of the molecules crucial to the dipole-coupled TCF. The time series of all spin-pairs was recorded ($1000 \times 11 + 900 \times 3 + 100 \times 1$ spins, totalling 95,226,900 pairs; 120 unique pairs by atomic identity; 36 unique pairs by chemical shift; further divided into 120 distance bins each) and correlated. Since the computational effort is considerable, the runtime performance was enhanced using Cython classes and functions and further accelerated by C++ implementations where possible. The SDFs were calculated from the TCFs with the numpy.fft library.

The RDFs $g(r)$ were obtained by MDAnalysis based python scripts. Their respective decomposition into first, second and bulk solvation shell (see Fig. 1) was done by Voronoi tesselation which was performed using the Voro++ library.\textsuperscript{31}
3 Supplementary figures

3.1 Structure

The RDF between two particle sets is defined as:

\[
g(r_{ij}) = \frac{1}{4\pi N_i \rho_j} \sum_{i=1}^{N_i} \sum_{j=1}^{N_j} \frac{\delta(|\vec{r}_i - \vec{r}_j|)}{|\vec{r}_i - \vec{r}_j|^2}
\]  

\[10\]

with \(N_i\) and \(N_j\) as the particle counts, \(\rho_j = N_j/V\) as the number density and \(\delta\) as the Dirac delta function. Fig. 1 presents the RDF \(g(r_{ij})\) of all C\(_2\)MIm\(^+\)-Li and C\(_2\)MIm\(^+\)-F pairs, further divided into shells via Voronoi tesselation,\(^{32}\) a purely geometrical, parameter-free procedure.\(^{33–35}\) The first shell, often referred to as the contact shell, is of particular interest to the structure. The second shell is characterized by the transition to the bulk formed by the third and subsequent shells. Voronoi tesselation is a more reliable descriptor of particle neighborhood for anisotropic molecules than radial shells.\(^{36}\)
Figure 1: Pair distribution functions $g(r)$ of C$_2$MIm$^+$ protons and Li$^+$ (left-hand side) or F in OTf$^-$ (right-hand side). The solid line represents the total RDFs, the filled curves indicate the contributions of the first, second and third solvation shell (left to right).
3.2 Relaxation times and amplitudes

Figure 2: TCF relaxation times $\tau$ (left-hand side) and amplitudes $G(0)$ (right-hand side) of the H-F spin pairs in $[C_2MIm][OTf]$ (top), the H-F spin pairs in $0.9[C_2MIm] 0.1[Li] 1.0[OTf]$ (middle) and the H-Li spin pairs in $0.9[C_2MIm] 0.1[Li] 1.0[OTf]$ (bottom), resolved by internuclear distance $r$. The solid lines in the left-hand side diagrams compare the predicted parabolic distance dependence of the relaxation time $\tau$ (ref. 37) to the relaxation times obtained directly from the trajectories.
3.3 Experimental spectra

Figure 3: (a) $^1$H-$^{19}$F and (b) $^1$H-$^7$Li HOESY spectra recorded at 298 K with a mixing time of 900 ms and 1200 ms, respectively, for the mixture 0.9[C$_2$MIm]·0.1[Li$^+$]·1.0[OTf$^-$].

Figure 4: (a) $^1$H-$^{19}$F HOESY build-up curves for the neat IL [C$_2$MIm][OTf$^-$] and corresponding fit using Eq. (2). (b) $^1$H-$^7$Li HOESY build-up curves for the mixture 0.9 [C$_2$MIm] · 0.1 [Li$^+$] · 1.0 [OTf$^-$] and corresponding fit using Eq. (2).
3.4 Spatially resolved computational NOEs

Figure 5: Cumulative contributions of shell-resolved cross-relaxation rates $\sigma_{L}^{\text{NOESY}}(r, \nu)$ of the C$_2$MIm$^+$-F spin pairs (left-hand side) and the C$_2$MIm$^+$-Li spin pairs (right-hand side). Note that $\sigma_{L}$ converges faster for $^1$H-$^7$Li spin pairs than $^1$H-$^{19}$F spin pairs.
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