The cross-correlation of galaxies in absorption with the Lyman α forest
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ABSTRACT
We present the first clustering measurement of Strong Blended Lyman α (SBLA) absorption systems by measuring their cross-correlation with the Lyman α forest. SBLAs are a new population of absorbers detected within the Lyman α forest. We find a bias of 2.329 ± 0.057, consistent with that of Damped Lyman α absorbers (DLAs). For DLAs, we recover a bias of 2.331 ± 0.057 larger than previously reported (Pérez-Rafols et al. 2018b). We also find a redshift space distortion parameter β = 0.417 ± 0.010, also consistent with the recovered value for DLAs (β = 0.416 ± 0.010). This is consistent with SBLA and DLA systems tracing different portions of the circumgalactic medium of a broadly common population of galaxies. Given these common clustering properties, we combined them to perform a cross-correlation of galaxies in absorption with the Lyman α forest. We find that the BAO scale uncertainty of this new measurement is 1.75× that of Lyα auto-correlation and 1.6× that of the quasar cross-correlation with the Lyman α forest. We note that the current preferred metal contamination model for fitting the correlation functions with respect to the Lyα forest is not realistic enough for SBLA systems, likely due to their status as high redshift precision sites of high metal enrichment. Mock spectra including SBLA systems and their associated metal absorption are required to understand this sample fully. We conclude that SBLAs have the potential to complement the standard Lyα cosmological analyses in future surveys.
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1 INTRODUCTION
The standard ΛCDM model for cosmology describes an expanding Universe. This expansion is presently accelerating. The origin of this acceleration is currently one of the greatest open questions of modern physics. The first evidence for this acceleration was seen by luminosity distances to type Ia supernovae (SNe IA, Riess et al. 1998; Perlmutter et al. 1999). Baryonic Acoustic Oscillations (BAO) in the matter correlation function support this evidence by measuring the expansion rate normalised to the sound horizon r_s. The comoving scale of the BAO peak r_d acts as a "comoving standard ruler". It can be estimated, for example, using CMB anisotropies which, in turn, provide indirect evidence of this accelerated expansion (Planck Collaboration et al. 2016, 2020). The latest constraints on cosmological parameters from BAO (Alam et al. 2021) are consistent with those from SNe Ia (Scolnic et al. 2018; Jones et al. 2019) and CMB measurements.

BAO measurements are performed on various redshifts using various tracers depending on the availability of those tracers. At redshifts z ≤ 2 the BAO scale is measured using discrete tracers such as galaxies (e.g. Alam et al. 2017; Bautista et al. 2018), galaxy clusters (Hong et al. 2016), and quasars (Ata et al. 2018). At higher redshifts, the number density of discrete tracers decreases and becomes insufficient for high-precision clustering measurements. At these redshifts, BAO has been measured using the Lyman α (Lyα) absorption from the Intergalactic and Circumgalactic Media (IGM and CGM, respectively) observed in the so-called Lyα forest. The BAO scale was first measured in the Lyα auto-correlation function (Busca et al. 2013; Slosar et al. 2013; Kirkby et al. 2013; Delubac et al. 2015; Bautista et al. 2017; de Sainte Agathe et al. 2017).
A key potential source of systematic errors in the measurement of BAO in the Lyα forest is its associated metal absorption. This absorption generates additional line-of-sight correlations associated with the ratio of restframe wavelengths for the transitions in question (Slosar et al. 2011; Pieri et al. 2014; Bautista et al. 2017; du Mas des Bourboux et al. 2019). Indeed, it has further been argued that metal transitions can be characterised (particularly in correlation functions that weight by line strength) as arising due to galaxies in absorption. Here we define ‘galaxies in absorption’ to mean both the lines of sight passing through the galaxy itself and the regions around them, which they dominate gravitationally (known as the CGM and typically defined as within the virial radius of the hosting galaxy). Metal absorption either as a structure tracer or as a structure contaminant is closely connected to the presence and properties of galaxies in absorption. Hence attempts should be made to treat galaxies in absorption embedded in the Lyα forest as distinct collapsed systems in order to measure their properties and their impact for measuring BAO. This is the subject of this work and its companion publication (Morrison et al. 2022).

A variety of information is present in the broadband shape of the correlation function of the Lyα forest beyond the measurement of BAO alone (e.g. Cuceu et al. 2021). A limitation of this deeper exploitation is the fact that the Lyα is a mixed tracer. The Lyα forest traces both diffuse gas structures (in the IGM) and gas in the collapsed structures (in the CGM). As a result, the bias and redshift space distortions of the systems in order to measure their properties and their impact for measuring BAO. This is the subject of this work and its companion publication (Morrison et al. 2022).

An additional challenge is presented by the fact that the broad absorption profile associated with Damped Lyα (DLA) absorption systems (along with sub-DLAs) in the Lyα leaves a measurable imprint on the correlation function (Rogers et al. 2018). This can be somewhat mitigated by the masking and/or correction of known DLAs in the data, but not all DLAs are identified and their contribution must be taken into account in model fits to correlation functions with respect to the Lyα forest.

The goal of this paper is to take initial steps towards identifying this larger set of galaxies in absorption, mask them from the Lyα forest sample and treat them as distinct tracers in their own right.

The clustering properties of DLAs were previously studied by (Font-Ribera et al. 2012) and Pérez-Ráfols et al. (2018b, a), but no BAO measurement was reported since the number of DLAs was deemed to be too low. The DR16 DLA sample of Chabanier et al. (2022) offers a much larger sample than can be used to measure BAO. These systems represent rare cases where very high column densities \( \left( N_\text{HI} > 2 \times 10^{20} \text{cm}^{-2} \right) \) are present in the circumgalactic medium systems in the forest among systems that show self-shielded properties \( N_\text{HI} \gtrsim 10^{17} \text{cm}^{-2} \).

Pieri et al. (2014) found that a larger sample of strong and blended Lyα forest systems, with column densities too low for self-shielding to occur, are also typically tracing galaxies in absorption. Updated studies, including more data, seem to support this picture (Yang et al. 2022). Morrison et al. (2022) explore this further and provide the sample of galaxies in absorption used in this work, which they have classed as ‘strong blended Lyα’ or SBLA systems. We explore the use of SBLAs and DLAs together as a new sample tracer of collapsed structures embedded in the diffuse Lyα forest.

This paper is organized as follows. In section 2 we present the DLA and SBLA catalogues, and the Lyα flux transmission field. These are used to measure the correlation functions as described in section 3. We present our results for the DLAs and the SBLAs in section 4 and discuss its inclusion to the standard Lyα BAO analysis in section 5. In section 6, we discuss the implications of our work: on the measured biases, for cosmological mocks and on upcoming surveys. Finally, we summarize our findings and conclusions in section 7.

Throughout this paper, we use version 4 of the python package picca (du Mas des Bourboux et al. 2021) We use the package vega for modelling and fitting correlation functions.

2 DATA SAMPLES

The study presented here uses different catalogues that are based mainly on the Data Release 16 (DR16) of the extended Baryon Oscillation Spectroscopy Survey (eBOSS, Dawson et al. 2016), part of the Sloan Digital Sky Survey IV (SDSS-IV, Blanton et al. 2017).

2.1 DLA sample

We use the DLA sample from Chabanier et al. (2022)\(^1\). DLAs in this sample were identified using the convolutional neural network algorithm of (Parks et al. 2018). Chabanier et al. (2022) searched for DLAs only in quasars not identified as Broad Absorption Line Quasars and in the wavelength window \( 90.0 \leq \lambda \leq 134.6 \text{nm} \) in the quasar rest frame. We refer the reader to these two papers for a detailed description of the procedure. We note that this catalogue was used by du Mas des Bourboux et al. (2020) in their masking procedure (see section 2.3).

In this catalogue, two estimates of the column density are given: one from the Convolutional Neural Network, \( N_\text{HI}_{\text{CNN}} \), and one from a profile fit, \( N_\text{HI}_{\text{FIT}} \). Results from Chabanier et al. (2022) indicate that the latter is less biased (and thus preferable), but it is only computed for DLA candidates in the rest-frame range \( 104.0 \leq \lambda_{\text{RF}} \leq 121.6 \text{nm} \) and log \( N_{\text{HI}} \leq 22 \). We keep \( N_\text{HI}_{\text{FIT}} \) as our \( N_{\text{HI}} \) estimate, whenever it is available, and we use \( N_\text{HI}_{\text{CNN}} \) when it’s not.

The catalogue contains a total of 117,458 DLA candidates with \( 2 \leq z_{\text{DLA}} \leq 5.5 \) and \( 19.7 \leq \log N_{\text{HI}} \leq 22 \). From this

---

\(^1\) Available at [https://github.com/ignhub/picca/releases/tag/v4](https://github.com/ignhub/picca/releases/tag/v4)

\(^2\) Available at [https://github.com/andreicuceu/vega/tree/master/vega](https://github.com/andreicuceu/vega/tree/master/vega)

\(^3\) Available at [https://drive.google.com/drive/folders/1UsFVw9WpapqzwascbmkzsvY29gbzKHzA](https://drive.google.com/drive/folders/1UsFVw9WpapqzwascbmkzsvY29gbzKHzA)
initial sample, we construct a pure sample of DLAs (with purity > 0.9) by restricting to candidates with $z_{\text{DLA}} < 3.2$ and 20.5 < log$N_{\text{HI}}$ < 21.5 (Chabanier et al. 2022). This reduces the number of DLAs candidates to 29,368. Of these, 3 DLAs are identified in sight lines with THING_ID > 0. This normally means some problem occurred during the reduction process and so we discard these DLAs. The final number of DLAs used is 29,365.

2.2 SBLA sample

As described in Morrison et al. (2022), SBLAs are defined as systems with true flux transmission less than 25% over a \(\sim 138\text{km/s}\) region of the forest. Since Ly$\alpha$ forest lines are always intrinsically narrower (excluding DLAs, which we mask), this only occurs when extended absorption structures are present. Pieri et al. (2010), Pieri et al. (2014) and Morrison et al. (2022) set out the argument for why SBLAs appear to be galaxies in absorption, in particular using Lyman break galaxy samples and physically properties absorbers associated with SBLAs.

We construct an extended version of a fixed purity sample of prioritising higher completeness and purity of 30% using a criterion for purity described in Morrison et al. (2022). Here we summarize the procedure used for the detection but refer the reader to Morrison et al. (2022) for more details including a characterisation of the sample.

SBLAs are selected from quasar spectra with some basic pre-selection criteria applied. These are extracted from the DR16Q quasar catalogue (Lyke et al. 2020) following the procedure indicated in Lee et al. (2013) in order to compute PCA continua of the Ly$\alpha$ forest. We restrict to quasars with redshift $z \geq 2.15$, with detection of Broad Absorption Lines, with a median signal-to-noise $S/N \geq 0.2\text{pixel}^{-1}$ in the Ly$\alpha$ forest and $S/N \geq 0.5\text{pixel}^{-1}$ over the region 126.8–138.9nm, and with less than 20% of the pixels flagged to be unreliable in the rest-frame wavelength range 121.6–160.0nm. The first cut ensures that there are enough Ly$\alpha$ pixels to fit the PCA continua. The rest of the cuts ensure that these PCA continua are reliable.

From this subset of quasar spectra, we initially pre-select those with a transmitted flux $-0.05 \leq F < 0.25$ over bins of $\sim 138\text{km/s}$ in the rest-frame wavelength range 104.1–118.5nm. In Morrison et al. (2022) they restrict the redshift of the SBLA candidates to be $2.4 < z_{\text{abs}} < 3.1$, but here we extend this range to be $1.94 < z_{\text{abs}} < 5.45$. The SBLA sample is built by finding a maximum observed (noise-in) flux limit that returns a true (noise-free) flux of $F < 0.25$ with 30% purity. This maximum observed flux is dependent on the S/N of each Ly$\alpha$ forest and its functional dependence on S/N was derived using Ly$\alpha$ forest mock spectra of SDSS DR11 dataset (Bautista et al. 2015). Our final sample has a total of 742,832 SBLAs. The need for this S/N dependent flux maximum is driven by the fact that the flux transmission probability distribution is skewed towards weaker absorption across our idealised $F < 0.25$ limit, which in turn drives the purity.

The mock spectra are of acceptable quality for the studying purity since all that requires is an acceptable representation of the diffuse Ly$\alpha$ forest. Understanding completeness is more challenging since it requires a realistic SBLA population, which is not present in these mocks. Indeed, one of the goals of this initial study is to stress the importance of these mocks (and thus motivate their creation). For the purposes of this work, we prioritize completeness over purity in order to deal with this uncertainty. In doing this we priorise the measurement BAO over reliable measurements of SBLA bias. A measurement of SBLA bias from a purer sample will be presented in Morrison et al. (2022). Nevertheless, our completeness will not be 100% and the role of missing SBLAs must be considered. The most obvious impact is the loss of potential structure tracers. A further effect is that missed SBLAs are not masked (see section 2.3). Both effects combined impact our goal of separating collapsed and diffuse parts of the Ly$\alpha$ forest in search of optimal correlation function signal and simpler correlation function fitting.

2.3 Ly$\alpha$ sample

DLAs and SBLAs are cross-correlated with the flux transmission field extracted from the Ly$\alpha$ forest, $\delta_q(\lambda)$. We use the two catalogues from Du Mas des Bourboux et al. (2020) corresponding to the transmission field of the “Ly$\alpha$ region”, $\lambda_{\text{RF}} \in [104, 120]$ nm and the “Ly$\beta$ region”, $\lambda_{\text{RF}} \in [92, 102]$ nm containing the transmission field from 210,005, and 69,656 sightlines respectively.

The extraction of the flux transmission field is explained in detail in Du Mas des Bourboux et al. (2020), but we summarize it here. The mean transmission field at the observed wavelength, $\lambda$, is obtained from the ratio of the observed flux, $f_q(\lambda)$, and the mean expected flux, $\overline{F}(z)C_q(\lambda)$:

$$\delta_q(\lambda) = \frac{f_q(\lambda)}{\overline{F}(z)C_q(\lambda)} - 1,$$

where $\overline{F}(z)$ is the mean transmission and $C_q(\lambda)$ the unabsorbed quasar continuum.

The unabsorbed quasar continuum is estimated from the spectra themselves, distorting the field. To correct this, we apply the following transformation

$$\delta_q(\lambda_i) \rightarrow \sum_j \eta_j^q \delta_q(\lambda_j) ,$$

where

$$\eta_j^q = \delta_j^K - \frac{w_j}{\sum_k w_k} \frac{w_j (\Lambda_j - \Lambda_q)}{\sum_k w_k (\Lambda_k - \Lambda_q)},$$

and $\Lambda_q$ is the mean of $\Lambda = \log \lambda$ for spectrum $q$. The weights used here are

$$w_i = \sigma_q^{-2}(\lambda_i) \left( \frac{1 + z_i}{1 + 2.25} \right)^\gamma_{\log}^{-1},$$

where $\sigma_q^2(\lambda_i)$ is the pixel variance due to instrumental noise and large-scale structure (LSS), and the redshift evolution of the Ly$\alpha$ bias is taken into account ($\gamma_{\log} = 2.9$, McDonald et al. 2006).

Correcting the distortion (equation 24) introduces a slight change in the evolution of $\delta(\lambda)$ per wavelength bin, allowing it to deviate from zero. This property is reintroduced by redefining:

$$\delta_q(\lambda_i) \rightarrow \delta_q(\lambda_i) - \overline{\delta_q(\lambda)} .$$

Available at https://dr16.sdss.org/sas/ds16/eboss/lya/
During this procedure, whenever a line of sight contains a DLA, pixels where the DLA reduces the transmission by at least 20% are masked from the analysis (both the computation of $\delta_1$ and the cross-correlations, see section 3). For the clustering analysis, we require a DLA sample with high purity, as we described in section 4. However, any missed DLA will impact our measurement of the Lyo forest. This means that we require a highly complete DLA sample for the masking procedures. Thus, here we mask all the 117,458 DLA candidates, even if they don’t meet the purity criteria to make it to our DLA sample.

We note that SBLAs are not masked in the standard analysis. Not masking these objects implies a high degree of cross-correlation between the SBLA and the Lyα forest (

\[ \text{corr} \]) and for the procedure to measure the Lyα forest and quasars we use $\gamma_{\text{obj}} = 1.44$ as in du Mas des Bourboux et al. (2020). The Lyα cross-correlation with quasars is computed using the modified Lyα forest as in du Mas des Bourboux et al. (2020) for more details on this measurement. Not masking these objects implies a high degree of cross-correlation between the SBLA-Lyα forest. SBLAs are masked at the observed frame by removing all the pixels that meet $|\log(\lambda) - \log(\lambda_{\text{abs}})| \leq 2.5 \cdot 10^{-4}$, where $\lambda_{\text{abs}} = \lambda_{\text{Ly}a} (1 + z_{\text{abs}})$ is the wavelength of the SBLA. Correlations (and models) computed using the standard Lyα flux transmission field (i.e. not masking SBLAs) are labelled as standard. Similarly, correlations (and models) computed using the modified Lyα flux transmission field with SBLAs masked are labelled as masked.

### 3 CROSS-CORRELATIONS: METHOD AND MODELLING

We measure the cross-correlation between the Lyα forest and the DLAs and the SBLAs. Since the Lyα transmission field is measured in two spectral regions we have four correlation functions:

- $\text{Ly}a(\text{Ly}a) \times \text{DLA}$
- $\text{Ly}a(\text{Ly}a) \times \text{SBLA}$
- $\text{Ly}a(\text{Ly}a) \times \text{SBLA}$
- $\text{Ly}a(\text{Ly}a) \times \text{SBLA}$

where $\text{Ly}a(\text{Ly}a)$ stands for Lyα absorption in the Lyα region. As we will see in section 3.3 in order to perform a joint fit we need to mask SBLAs from the Lyα forest. Thus, we also recompute the Lyα autocorrelation and the Lyα-quasar cross-correlation following the steps in (du Mas des Bourboux et al. 2020) but using our masked version of $\delta_1$.

In the following subsections, we describe the measurement of the cross-correlation, the distortion matrix (used when fitting the model), the cross-correlation between samples, and the model we assume for the cross-correlation. The correlation functions and their models are computed following the procedure described in (du Mas des Bourboux et al. 2020). Here, we summarize the procedure to compute the cross-correlation, indicating the particularities of the DLAs and SBLA measurements. For our model, we take the procedure described in du Mas des Bourboux et al. (2020) for more details on this measurement and for the procedure to measure the Lyα auto-correlation.

#### 3.1 Measurement of the cross-correlations

The correlation functions are defined as

\[ \xi_A = \frac{\sum_{(i,j) \in A} w_i w_j \delta_{ij}}{\sum_{(i,j) \in A} w_i w_j} , \]

where $i, j$ index a Lyα-object pixel pair belonging to the $(r_i, r_j)$ pixel A. Here, the term object stands for a DLA or an SBLA depending on the computed correlation function. The Lyα weights, $w_i$, are computed as stated in equation 4. The object weights are defined as

\[ w_j = \left( \frac{1 + z_j}{1 + 2.25} \right)^{\gamma_{\text{obj}} - 1} . \]

Here, we take $\gamma_{\text{obj}} = 0$ as we do not consider any redshift evolution of the biases for the DLAs and the SBLAs. For the DLAs, this choice is motivated by the lack of redshift evolution in the DLA bias reported by Pérez-Rafols et al. (2018b). For the SBLAs, this choice is motivated by the fact that we recover a similar bias (see section 4), suggesting they come from the same halo population. When computing the cross-correlation with quasars we use $\gamma_{\text{obj}} = 1.44$ as in du Mas des Bourboux et al. (2020).

The cross-correlation is computed for all pixel-object pairs $(i, j)$ of separation parallel and perpendicular to the line of sight $(r_i, r_j)$ up to $200h^{-1}\text{Mpc}$, in bins of $4h^{-1}\text{Mpc}$, excluding pairs corresponding to the same line of sight (the correlation vanishes due to the continuum fitting procedure). Distances are computed assuming Planck Collaboration et al. (2016) cosmology as a fiducial cosmology. Note that the cross-correlation is not symmetric with respect to $r_i$, and we define it as positive when the object (DLA or SBLA) is in front of the Lyα pixel, i.e. $z_{\text{Ly}a} > z_{\text{obj}}$. We compute the correlation function in bins of $4h^{-1}\text{Mpc}$, resulting in a total of $N_{\text{bins}} = 100 \times 50 = 5000$ bins.

The covariance matrix is computed using the same estimator as in (du Mas des Bourboux et al. 2020)

\[ C_{AB} = \frac{1}{W_A W_B} \sum_s W_A^s W_B^s (\xi_A^{s} \xi_B^{s} - \xi_A^{s} \xi_B^{s}) , \]

where $s$ is a sub-sample with summed weight $W_A^s$ and measured correlation $\xi_A^{s}$, and $W_A = \sum_s W_A^s$. Note that here we neglect the small cross-correlation between the subsamples.

#### 3.2 Cross-covariance between samples

We compute the cross-covariance between samples by using a modified version of the estimator of the covariance matrix in equation 8

\[ C_{\text{cov}}^{AB} = \frac{1}{W_A W_B} \sum_s W_A^s W_B^s (\xi_A^{s} \xi_B^{s} - \xi_A^{s} \xi_B^{s}) , \]

where $\xi^1$ and $\xi^2$ are two different measured correlation functions.

#### 3.3 Measurement of the distortion matrix

The projection performed in equations 2 and 3 mix the $\delta_1$ within a given forest and modify significantly the correlation function. Assuming that the transformations on $\delta_1$ are linear combinations of the true $\delta_1$, the true and distorted correlation functions are related by a "distortion matrix", $D_{AB}$, as

\[ \xi_{\text{distorted}}(A) = \sum_B D_{AB} \xi_{\text{true}}(B) . \]

The distortion matrix can be estimated, assuming that the projections in equations 2 and 3 capture the full description.
3.4 Model of the correlation function

In this section, we present the theoretical model of the correlation functions used here. In general, we will be using an equivalent model to that of the Lyα-quasar cross-correlation from du Mas des Bourboux et al. (2020), but adapted to the particular cases of DLAs/SBLAs. However, in section 5 we also use the Lyα autocorrelation and its cross-correlation with quasars, DLAs or SBLAs. For these correlation functions, we use the same model as in du Mas des Bourboux et al. (2020). We now give a short description of the model for the cross-correlation here, emphasising the differences specific to the DLAs/SBLAs cases, and refer the reader to du Mas des Bourboux et al. (2020) for a more detailed explanation. The model for the Lyα autocorrelation is similar to that of the cross-correlation and given the importance of cross-correlations to this work, we focus on reviewing the methods. Details of the autocorrelation measurement methodology can be found in section 4 of du Mas des Bourboux et al. (2020).

The theoretical model for the cross-correlation, ξ′, is composed of different correlations:

\[ ξ′ = ξ_{\text{Lyα}} \times \text{obj} + \sum_m ξ_{\text{obj} \times m}, \]

(12)

where \( ξ_{\text{Lyα}} \times \text{obj} \) is the cross-correlation of our objects (DLA, SBLA or QSO, depending on the measured correlation) with the Lyα forest and \( ξ_{\text{obj} \times m} \) is the cross-correlation of our objects with other metal absorbers in the Lyα and Lyβ spectral regions.

The components of the correlation function are computed from the Fourier Transform of the tracer bias power-spectrum

\[ P(k) = b_i b_j (1 + \beta_i \mu_i^2) (1 + \beta_j \mu_j^2) P_{\text{QL}}(k) F_{\text{NL}}(k) G(k), \]

(13)

where the vector \( k = (k_\parallel, k_\perp) = (k, \mu_k) \) has components \( (k_\parallel, k_\perp) \) parallel and perpendicular to the line-of-sight, with \( \mu_k b_k / k \). The first multiplicative term after the equality stands for the bias (b) and redshift-space distortion (β) parameters for tracers i and j. \( P_{\text{QL}}(k) \) is the quasi-linear power spectrum decoupling the peak and smooth component and including non-linear broadening for the BAO peak as explained in du Mas des Bourboux et al. (2020). \( F_{\text{NL}} \) corrects for non-linear effects at large \( k \), and \( G(k) \) corrects for the averaging of the correlation function in individual \( (r_\parallel, r_\perp) \) bins.

Finally, the correlation function (and the quasi-linear power spectrum accordingly) is decomposed into smooth and peak components, \( ξ_{\text{sm}} \) and \( ξ_{\text{peak}} \), respectively, to allow the position of the BAO peak to vary:

\[ ξ_{\parallel, \perp, \text{sm}} = ξ_{\text{sm}} + ξ_{\text{peak}} (α_{\parallel, \perp}). \]

(14)

The variation is characterized by the BAO parameters \( α_{\parallel} \) and \( α_{\perp} \):

\[ α_{\parallel} = \frac{|D_H (z_{\text{eff}}) / r_d|}{D_H (z_{\text{eff}}) / r_{d, \text{fid}}} \quad \text{and} \quad α_{\perp} = \frac{|D_M (z_{\text{eff}}) / r_d|}{D_M (z_{\text{eff}}) / r_{d, \text{fid}}}, \]

(15)

where \( D_H \) and \( D_M \) are the Hubble and coming angular diameters at the redshift of references \( z_{\text{eff}} \). and \( r_d \) is the scale of the sound horizon.

To account for unknown astrophysical effects and other possible sources of systematic errors, we add polynomial "broadband" terms to the cross-correlations between the Lyα forest and SBLAs. We follow the same choice as du Mas des Bourboux et al. (2020) - Bautista et al. (2017) and adopt the form

\[ B(r, μ) = \sum_{j=0}^{j_{\text{max}}} \sum_{i=\text{min}}^{i_{\text{max}}} a_j (μ) (r^i), \]

(16)

where \( L_j \) are the Legendre polynomials and we take \((i_{\text{min}}, i_{\text{max}}) = (0, 2)\), and \( j_{\text{max}} = 6 \). The broadbands are only added to the correlations involving SBLAs as correlations involving DLAs are too noisy for broadbands to be relevant. The correlations involving quasars and the Lyα autocorrelation are shown to not need these broadbands in du Mas des Bourboux et al. (2020).

The standard Lyα BAO fits include data points from 10 to 180 h^−1 Mpc. The reason for the lower cut is that the linear approximation starts to break at small distances, where both non-linearities and astrophysical processes start to become more and more relevant. The larger cut is set to keep the computing time manageable. Since the BAO peak occurs at roughly \( \sim 100 h^{-1} \) Mpc, this large distance cut is sufficiently large for our measurements. Here we deviate from these standard Lyα BAO fits by discarding object-pixel pair data where galaxies in absorption are close to the line-of-sight such that \( r_\perp > 30 h^{-1} \) Mpc. We discuss the reasons behind this requirement in section 4.

4 CROSS-CORRELATION MEASUREMENTS

In this section, we present the measured cross-correlation functions for DLAs and SBLAs and their best-fit models. For clarity, throughout this section we show only the cross-correlations with the Lyα absorption in the Lyα region, i.e. Lyα(Lyα) × DLA and Lyα(Lyα) × SBLA. However, the reported results for the fits are computed in a joint fit using also the Lyα(Lyβ) cross-correlations. The Lyα(Lyβ) correlations are given in appendix A. Generally, we will refer to the DLA and SBLA bias and redshift space distortions as \( b_{\text{gal abs}} \) and \( b_{\text{gal abs}} \) to reflect that both objects are identified through their absorption of background light and are expected to be associated with galaxies.

4.1 Lyα-DLA cross-correlation

Figure 1 shows the Lyα(Lyα) × DLA cross-correlation for both a masked and unmasked flux transmission field. The best-fit model to each are shown as solid lines and its parameters are given in the table 1. The recovered value for the DLA bias is \( 2.336 \pm 0.058 \) when SBLAs are not masked in the computation of the Lyα flux transmission field and \( 2.337 \pm 0.058 \) when they are. It is notable that there is no effect on the DLA bias when we mask or do not mask the SBLAs from the computation of the Lyα flux transmission field.

Pérez-Rafols et al. (2018b) find a slightly lower value of \( 2.00 \pm 0.19 \) for the DLA bias. This shift in the DLA bias might...
Figure 1. Lyα(Lyα) × DLA correlation function (points with errorbars). The best fit model is overplotted as a dashed line and was computed using a joint fit including also Lyα(Lyβ) × DLA correlation function. Black points and lines show the data and best-fit model using the standard Lyα flux transmission field, i.e. not masking SBLAs. Red points and lines show the data and best-fit model with masked Lyα flux transmission field. Solid lines show the best-fit model including the cross-correlation of Lyα with both DLAs and SBLAs (on data with masked flux transmission field). The different panels show different bins of $\mu = r_\parallel / r$ from perpendicular to the line-of-sight (top) to close to the line-of-sight (bottom). We can see that masking SBLAs does not significantly impact the Lyα(Lyα) × DLA cross-correlation.

Figure 2. Same as figure 1 but for the Lyα(Lyα) × SBLA correlation function. We can see that masking SBLAs has a larger impact here (compared to Lyα(Lyα) × DLA). The correlation function is affected mostly in distances <80$h^{-1}$Mpc.

4.2 Lyα-SBLA cross-correlation

Having analysed the correlation between DLAs and the Lyα forest we now shift our attention to SBLAs. The black points in Figure 2 show the Lyα(Lyα) × SBLA cross-correlation using the standard flux transmission field. The best-fit model is shown as black solid lines and its parameters are given in the first block of table 1. In the plot, we can see that the errors of the correlation function are much smaller compared to DLAs, as expected from the fact that the SBLA sample is much larger. The measured average SBLA correlation function errors are 32% of the DLA correlation function errors, corresponding to finding 15 times more pairs of SBLA-Lyα pixels than DLA-Lyα pixels. We note that this is different from the ratio of objects in the samples as it depends in a non-trivial way on the geometry of the survey.

The measured SBLA bias is $2.329 \pm 0.057$ when SBLAs are not masked in the computation of the Lyα flux transmission field and $2.334 \pm 0.057$ when they are. This value is consistent with the measured DLA bias, supporting our assumption that both systems originate in similar physical systems.

The similarity of the bias parameters for SBLAs and DLAs suggests that both systems reside in a similar halo population. However, there is no effect on the SBLA bias when we mask or do not mask the SBLAs from the computation of the Lyα flux transmission field.
values. Error bars are given by standard \( \sigma \).

In Section 4 we have shown the first clustering measurements using masked Ly\( \alpha \) flux transmission field plus a joint fit of the two. Here DLAs and SBLAs are assumed to trace SBLAs in the Ly\( \alpha \) forest. Naturally, the cross-correlation of galaxies in absorption with the Lyman \( \alpha \) forest. Thus, the BAO errors and results should be taken into account when SBLAs are masked in the flux transmission field, deliberately neglect the BAO constraints themselves. We warn the reader that the Ly\( \alpha \) × GalAbs cross-correlation is not tested with mocks so it may be potentially subject to systematics. Thus, the BAO errors and results should be taken with a grain of salt and only as a proof of concept of what could be achieved. In this work we focus on the estimates of BAO uncertainty that we can gain from the data alone, and deliberately neglect the BAO constraints themselves.

Finally, it is worth noting that the fits performed here ignore the bins of the correlation functions with \( r_{\min} < 30 h^{-1}\text{Mpc} \) (see section 5.4). We discuss this choice in section 5.3. Note that to have a clean apples-to-apples comparison when SBLAs are masked in the flux transmission field, this cut is applied to all the correlation functions. This means that the results for the Ly\( \alpha \) auto-correlation and the Ly\( \alpha \) × QSO cross-correlation in tables 2 and 3 will not be exactly the same as those reported by du Mas des Bourboux et al. (2020).

5 THE VALUE OF ADDITIONAL CROSS-CORELATIONS

In Section 4 we have shown the first clustering measurements from galaxies detected in absorption (namely DLAs and SBLAs) by correlating them with the Ly\( \alpha \) forest. Naturally, the question arises: how useful are these cross-correlations compared to the well-established Ly\( \alpha \) auto-correlation and the Ly\( \alpha \) × QSO cross-correlation? In this section, we explore the answer to this question and justify the need for realistic mocks if these new correlations are to be added to the standard Ly\( \alpha \) BAO analysis.

We start by studying the limitations of a joint fit in section 5.1 which is part of our motivation to explore masking SBLAs in the Ly\( \alpha \) forest. We then explore the effect this masking has on the different correlation functions in section 5.2. Then, we assess the relative importance of the new additions by performing a joint fit in section 5.3. We warn the reader that the Ly\( \alpha \) × GalAbs cross-correlation is not tested with mocks so it may be potentially subject to systematics. Thus, the BAO errors and results should be taken with a grain of salt and only as a proof of concept of what could be achieved. In this work we focus on the estimates of BAO uncertainty that we can gain from the data alone, and deliberately neglect the BAO constraints themselves.

Finally, it is worth noting that the fits performed here ignore the bins of the correlation functions with \( r_{\min} < 30 h^{-1}\text{Mpc} \) (see section 5.4). We discuss this choice in section 5.3. Note that to have a clean apples-to-apples comparison when SBLAs are masked in the flux transmission field, this cut is applied to all the correlation functions. This means that the results for the Ly\( \alpha \) auto-correlation and the Ly\( \alpha \) × QSO cross-correlation in tables 2 and 3 will not be exactly the same as those reported by du Mas des Bourboux et al. (2020).

5.1 Cross-covariance between the samples

The standard Ly\( \alpha \) BAO analysis (du Mas des Bourboux et al. 2020) performs a joint fit using four correlation functions Ly\( \alpha \) (Ly\( \alpha \)) × Ly\( \alpha \) (Ly\( \alpha \)), Ly\( \alpha \) (Ly\( \alpha \)) × Ly\( \beta \) (Ly\( \beta \)), Ly\( \alpha \) (Ly\( \alpha \)) × QSO and Ly\( \alpha \) (Ly\( \beta \)) × QSO. In this joint fit, the cross-covariance between these correlation functions is neglected. This is necessary as the covariance matrices for the individual samples are computed via the sub-sampling tech-
nique, and there are not enough sub-samples to compute the full covariance matrix including the cross-covariance between the samples. A direct calculation of the full covariance matrix including the cross-covariance between the samples is currently too computationally expensive. By neglecting the cross-covariance, the covariance matrices for the individual correlation functions can be inverted independently and a joint fit can be performed in a reasonable computing time. du Mas des Bourboux et al. (2020) showed that the cross-covariance between the Lyα auto-correlation and its cross-correlation with quasars is very small and can thus be neglected (see their figure 1). Here, we compute the cross-covariance between pairs of correlations (see section 3.2) to check whether or not they are also small. We find that this cross-covariance is generally negligible except for two cases: i) the correlations Lyα(Lyα) × Lyα(Lyα) and Lyα(Lyα) × SBLA (see top left panel in figure 3), where we see a clear cross-covariance with a mean of ∼ −30%, and ii) the correlations Lyα(Lyα) × Lyβ(Lyβ) and Lyα(Lyβ) × SBLA (see bottom left panel in figure 3), where we see a clear cross-covariance with a mean of ∼ −15%. This is expected as SBLAs are both present in the Lyα flux transmission field and used as tracers. The negative sign is also expected as they enter the sample with a negative bias when part of the Lyα flux transmission field and with a positive bias when acting as tracers.

These cross-covariances are greatly reduced to < 5% by masking these SBLAs from the Lyα forest (see right panels in figure 3). The values of the cross-covariance when SBLAs are masked are small enough that a joint fit is possible (though only marginally). As the statistical constraints become tighter and tighter, this approximation might no longer be valid and so new fitting strategies need to be explored to be prepared for this future challenge. An improved DLA and SBLA identification algorithm would also help mitigate this problem. The validation of such an algorithm would require the usage of simulated spectra including these objects, that are unfortunately not available to date.

5.2 Effects of masking SBLAs in the Lyα forest

We have seen that in order to make the cross-covariance negligible to perform a joint analysis we need to mask the SBLAs from the Lyα forest flux transmission field. Here we assess the impact this has on the different correlation functions and its constraining power on the BAO scales. In section 3.4 we have already discussed the effect of masking these objects in the Lyα × DLA and Lyα × SBLA correlation functions. Here we discuss the impact this masking has on the Lyα autocorrelation and its cross-correlation with quasars.

We expect the constraining power of these correlation functions to be slightly worse since we have removed some of the largest absorbers from the forest. Table 2 show the best-fit results for the Lyα auto-correlation, the Lyα × QSO cross-correlation and the joint fit of both with and without masking SBLAs. Surprisingly, we find that the BAO constraints are essentially unaffected.

We do observe, however, a decrease of 0.012 (2.2σ) in the recovered Lyα forest bias (in absolute value) when masking SBLAs and using only the Lyα forest autocorrelation. When the cross-correlation with quasars is also included, the decrease is 0.012 (2.4σ). The change goes in the expected direction since we removed the points with larger bias from the analysis.

When considering only the cross-correlation with quasars, we observe an increase in the Lyα bias. However, we observe that when we are masking SBLAs the recovered value for the Lyα bias is more in agreement with the measurements from the Lyα auto-correlation alone and when both correlations are used in the fit. We also observe that there is a significant decrease in the quasar bias error (the error when masking SBLAs is ∼ 13 times smaller). This suggests that it is also important to mask these objects when measuring the cross-correlation with quasars.

5.3 Choice of the r⊥ cut

In section 3.4 we explained that we exclude those bins in the correlation function that have r⊥ < 30h−1Mpc. Here we justify this choice. We re-compute the fits to the Lyα × SBLA cross-correlation using the Lyα flux transmission field with masked SBLA and not including this extra constraint. The results of this exercise can be seen in figure 4 where we plot the Lyα(Lyα) × SBLA cross-correlation, our selected model with r⊥ < 30h−1Mpc, and the model without this cut. The different panels show the correlation function as a function of r∥ for increasing bins in r⊥. In the first r⊥ bin, we see that the fit model underpredicts the SiII(119.0) and overpredicts the SiIII(126.0) by a factor of 3. The problem alleviates as we separate further from the quasar and is no longer seen in the bin for rserp > 30h−1Mpc.

Let us focus on the bin closest to the line of sight. This is the bin that is most affected by the contamination by metals. While we model our contamination, this plot suggests that our model for the metal contamination is not good enough to explain the observations. We note some key differences between the SBLAs and the other tracers (Lyα forest, DLAs, and QSOs) that could explain why correlations involving SBLAs are more sensitive to metal contamination.

First, we expect most of the metals to be closer to galaxies as they are mostly generated by supernovae from stars on those galaxies. Because we are now using these as tracers, it is possible that we are more sensitive to non-linearities present in the metal enrichment of the gas. We would not see this effect on the correlations with DLAs as our statistical precision is not good enough. On top of this, the redshift accuracy of SBLAs is far superior to that of quasars and DLAs. Quasar redshifts are identified using the emission lines, which are known to have systemic shifts (see e.g. Shen et al. 2016). Instead, the redshift of SBLAs is directly determined by the absorption of the Lyα line. This can also be seen comparing the parameters σv,QSO and σv,gal from tables 1 and 2. The former yields ∼ 10h−1Mpc whereas the latter yields ∼ 0h−1Mpc.

Other possible explanations for this effect include unknown astrophysical systematic effects that bleed to the 3D correlation function, target selection effects and/or other sources of systematic errors. By not including bins with r⊥ < 30h−1Mpc in the fit we are mitigating these effects. To reliably include these low perpendicular separations in our parameter fits (and thus improve our constraining power) we would require a more in-depth study of this metal modelling including tests with synthetic spectra. We leave such a study for the future when said mocks are available.
The cross-correlation of galaxies in absorption with the Lyman $\alpha$ forest

5.4 Performance of DLAs/SBLAs compared to other Ly$\alpha$ BAO probes

To assess the relative importance of the correlations Ly$\alpha$ $\times$ GalAbs compared to Ly$\alpha$ auto and Ly$\alpha$ $\times$ QSO we compare the BAO constraints of the different probes using the masked flux transmission field. We start by comparing the single tracer fits. Here, we consider DLAs and SBLAs as a single tracer: galaxies in absorption (GalAbs). Even though there are more SBLAs than DLAs, we see in their joined fit in table 1 that the BAO constraints benefit from using both. We also checked that this statement holds even when we consider joined fits with multiple tracers.

The BAO constraints along the line-of-sight from the Ly$\alpha$ $\times$ GalAbs ($\alpha_\parallel$) are $\sim 75\%$ worse than the Ly$\alpha$ auto-correlation and $\sim 60\%$ worse than the Ly$\alpha$ $\times$ QSO cross-correlation. For the transverse BAO parameter ($\alpha_\perp$), the constraints are $\sim 50\%$ worse than for the Ly$\alpha$ auto-correlation and $\sim 60\%$ worse than for the Ly$\alpha$ $\times$ QSO cross-correlation. We see that this measurement is not competitive on its own. However, we stress that the correlation with galaxies is more affected by an imperfect metal contamination model which motivated the exclusion of low $r_\perp$ bin from the fit (see section 5.3). The relative importance of this tracer should be reassessed once a better metal contamination model is developed.

We now move to explore the impact on joint fits. We perform joint fits using pairs of tracers, i.e. Ly$\alpha$ auto + Ly$\alpha$ $\times$ QSO, Ly$\alpha$ auto + Ly$\alpha$ $\times$ GalAbs and Ly$\alpha$ $\times$ QSO + Ly$\alpha$ $\times$ GalAbs. We see that the combination Ly$\alpha$+GalAbs has $\sim 20\%$ larger error for $\alpha_\parallel$ than Ly$\alpha$+QSO but that has $\sim 10\%$ smaller errors compared to the combination QSO+GalAbs. Similarly, for $\alpha_\perp$ we see that the combination Ly$\alpha$+GalAbs has $\sim 25\%$ larger errors than Ly$\alpha$+QSO and $\sim 5\%$ smaller errors than the combination QSO+GalAbs.

Finally, if we perform a joint fit using all the available correlations we find an overall decrease of the error bars (compared to the combination of Ly$\alpha$+QSO) of $\sim 8\%$ for both $\alpha_\parallel$ and $\sim 7\%$ for $\alpha_\perp$. Naturally, this need to be taken with a grain of salt as the Ly$\alpha$ $\times$ SBLA cross-correlation has not been properly tested against systematics. Once again, we stress
Table 2. Best-fit parameters for the Lyα auto-correlation (Lyα), its cross-correlation with quasars (QSO) and a joint fit of the two (Lyα+QSO). The first block contains the fits when SBLAs are not masked from the Lyα flux transmission field and the second block when they are. Values without error bars were fixed to the given values and empty values indicate the parameters that were not used in some of the fits. Error bars are given by \( \chi^2 \) for all parameters except for \( \alpha_\parallel \) and \( \alpha_\perp \). These two parameter errors are estimated from a \( \chi^2 \) scan. The Lyα forest and quasar biases are derived at the bottom of the table (but not used in the fit). We see that masking SBLAs from the computation of the Lyα flux transmission field does not hurt the constraining power of the correlation functions. Note that the results on this table do not match those of du Mas des Bourboux et al. (2020) as our fits do not include the bins with \( r_\perp < 30 \text{h}^{-1}\text{Mpc} \) (see text for details).

| Parameters | Lyα | SBLAs unmasked | Lyα+QSO | Lyα | SBLAs masked | Lyα+QSO |
|------------|-----|----------------|---------|-----|---------------|---------|
| \( \alpha_\parallel \) | 1.057 ± 0.041 | 1.035 ± 0.040 | 1.043 ± 0.029 | 1.050 ± 0.038 | 1.044 ± 0.042 | 1.044 ± 0.027 |
| \( \alpha_\perp \) | 0.976 ± 0.048 | 0.955 ± 0.040 | 0.964 ± 0.030 | 0.974 ± 0.046 | 0.946 ± 0.043 | 0.959 ± 0.030 |
| \( b_{\text{Lyα}} \) | −0.236 ± 0.005 | −0.172 ± 0.004 | −0.217 ± 0.011 | −0.210 ± 0.005 | −0.210 ± 0.007 | −0.193 ± 0.010 |
| \( b_{\text{QSO}} \) | 2.02 ± 0.09 | 2.04 ± 0.10 | 2.02 ± 0.10 | 2.03 ± 0.09 | 2.03 ± 0.10 | 2.03 ± 0.09 |
| \( b_{\text{Lyα+QSO}} \) | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| \( \eta_{\text{Lyα+QSO}} \) | 0.049 ± 0.058 | 0.049 ± 0.058 | 0.049 ± 0.058 | 0.240 ± 0.021 | 0.291 ± 0.028 | 0.261 ± 0.016 |
| \( \Delta r_{\text{Lyα+QSO}} \) | 5.236 ± 3.715 | 6.155 ± 1.871 | 6.155 ± 1.871 | 8.941 ± 2.413 | 6.565 ± 2.470 | 6.565 ± 2.470 |
| \( 10^{\beta_{\text{Lyα+QSO}}} \times 10^{\beta_{\text{QSO}}} \), | | | | | | |
| \( \sigma_{\text{QSO}} \) | 236.2 | 236.2 | 236.2 | 236.2 | 236.2 | 236.2 |
| \( \Delta b_{\text{Lyα+QSO}} \) | −4 ± 3 | −4 ± 3 | −4 ± 3 | −4 ± 3 | −4 ± 3 | −4 ± 3 |
| \( \Delta b_{\text{QSO}} \) | −0.21 ± 0.01 | −0.21 ± 0.01 | −0.21 ± 0.01 | −0.21 ± 0.01 | −0.21 ± 0.01 | −0.21 ± 0.01 |
| \( \Delta b_{\text{Lyα}} \) | −0.035 ± 0.018 | −0.035 ± 0.018 | −0.035 ± 0.018 | −0.035 ± 0.018 | −0.035 ± 0.018 | −0.035 ± 0.018 |
| \( \Delta b_{\text{Lyα+QSO}} \) | 0.493 | 0.493 | 0.493 | 0.493 | 0.493 | 0.493 |
| \( \Delta b_{\text{QSO}} \) | 0.009 ± 0.001 | 0.009 ± 0.001 | 0.009 ± 0.001 | 0.006 ± 0.001 | 0.006 ± 0.001 | 0.006 ± 0.001 |
| \( \sigma_{\text{Lyα+QSO}} \) | 30.9 ± 2.4 | 30.9 ± 2.4 | 30.9 ± 2.4 | 33.8 ± 3.2 | 33.9 ± 3.2 | 33.9 ± 3.2 |

6 DISCUSSION

6.1 Importance of masking SBLAs. Implications of the measured biases

In section 5.1 we have seen that masking SBLAs in the computation of the Lyα flux transmission field helps in reducing the cross-covariance between the samples. This is convenient because it simplifies a joint fit of the different correlation functions. What is more, the constraints on BAO parameters are minimally affected by the extra masking (see section 5.2).

However, the importance of masking SBLAs in the computation of the Lyα flux transmission field goes beyond this. Lyα absorption within the Lyα forest is known to come from two distinct sources. On the one hand, we have the intergalactic medium (IGM), which is diffuse and only mildly non-linear and hence has a small clustering bias. On the other hand, Lyα and associated metal absorption arising from the circumgalactic medium (CGM), are associated with collapsed structures and therefore a larger bias is expected.

Using an inhomogeneous Lyα forest tracer leads to certain challenges and constraints. The fitted tracer bias and redshift space distortions become hybrid quantities and the relative contributions of the underlying source clustering properties are difficult to disentangle. Furthermore, metals are highly inhomogeneous and largely associated with the CGM. Metal fits (and metals in mocks derived from these fits) that neglect this is unrepresentative of the true population, potentially concealing important effects embedded in correlation function estimates. In this context, the measurement of Lyα forest tracer bias with and without the masking of SBLAs is potentially informative since it could indicate whether a more homogeneous tracer has indeed been obtained.

Having SBLAs removed from the Lyα forest implies that the degree of mixing of the Lyα forest is now lower. In a simplified picture, one could argue that there are only two phases to the Lyα forest and that now we can interpret the Lyα bias as a physical quantity. This would imply that the IGM clustering is weaker than that of the CGM. This could mean that the IGM is found between large halos, connecting them, but a more detailed study is required to understand this. While this picture does make sense, it is important to note that we have only made a first step towards the full understanding of the Lyα forest and a more detailed study of the different phases of the forest is required before any solid claims are made.

6.2 Implications for cosmological mocks

Synthetic spectra, or mocks, are used to test the models of the Lyα correlation functions (e.g. Farr et al. 2020; Etourneau 2020). However, the results of this work indicate that the current Lyα mocks are not sufficiently complex for a complete description of possible systematic effects. For instance, the
population of galaxies in absorption is incomplete in these mocks given that they include only High Column Density Absorbers (including DLAs and sub-DLAs, but with column densities much higher than those typically measured in SBLAs), which also do not have associated metals.

Having a realistic population of galaxies in absorption present in the mocks is desirable for a full description of the correlation function including physically motivated broadband functions. Having more reliable mocks is necessary to correctly measure Alcock-Paczynski and Redshift Space Distortions (see e.g. Cuceu et al. 2021), as well as reliable metals and a meaningful Lyα bias. For instance, masking SBLAs seems to have an important impact on the measured Lyα and quasar bias parameters (see section 5.2). We need these objects in the mocks in order to properly test these changes.

What is more, from stacking results such as those from Pieri et al. (2010, 2014), Yang et al. (2022) or preferably full population analysis such as those from Morrison et al. (2022), we see that SBLAs have a high level of associated metal absorption. This metal absorption has a strong impact on the correlation function at small angular separations, the scales where our fit model fails. In the current, LyαCoLoRE mocks (Farr et al. 2020), metals are “painted” on following the Lyα forest opacity with only coefficients determining their relative strengths derived from metal model fits to the 3D correlation function. High levels of astrophysical realism were not the goal. The main purpose was to develop physical models that are sufficiently sophisticated to fit the eBOSS DR16 Lyα auto- and quasar cross-correlations. This approach provides a simple means to test the continuity between metal addition to mocks and their fits. In fact, the metal fit in the correlation function is somewhat more sophisticated than the prescription for metal addition derived from it; the redshift space distortion for the metals is fixed β = 0.5 (du Mas des Bourboux et al. 2020), which is a reasonable value for galaxies in absorption as opposed to the Lyα forest redshift space distortions used in LyαCoLoRE mocks.

The new measurements presented here suggest that the metal model lacks realism even for the simplistic treatment of metals as contaminants to the 3D correlation function when a wider set of correlation functions are considered. To use the new correlation functions presented here (to both boost statistical constraints and better separate the forest into diffuse/collapsed components) a more realistic metal mock prescription and subsequent metal model fit must be explored.
Figure 4. Lyα(Lyα) × SBLA correlation function vs $r_{\parallel}$ in bins of $r_{\perp}$ (values are given in $h^{-1}$ Mpc) when SBLAs are masked in the computation of the Lyα flux transmission field (points with errorbars). The black solid line corresponds to our best-fit model and the red dashed line corresponds to the best-fit model where the bins with $r_{\perp} < 30$ are also included in the fit. We see that the models underpredict the Si II(119.0) and overpredict the Si III(126.0) by a factor of 3.

6.3 Impact on upcoming surveys

The work in this paper uses data from the eBOSS survey, but it will have more impact on the next generation of surveys over the coming years. The work presented here will allow for fuller exploitation of the data and enable analysis methods (e.g. cosmological mocks and correlation function modelling) to be sufficiently refined when confronted with next-generation sample precision. Two next-generation surveys show the clearest potential for measuring the clustering of galaxies in absorption with the Lyα forest. Firstly, the DESI survey [DESI Collaboration et al. 2016a,b] will observe an unparalleled large sample of Lyα quasars, where SBLAs are detected. This survey has already started operations gathering quasar spectra [Alexander et al. 2022]. DESI will be taking spectra of $\sim 50$ Lyα quasars per square degree, a factor of three higher than the 17 Lyα quasars per square degree observed in BOSS+eBOSS (DESI Collaboration et al. 2016a). DESI will observe around 700,000 Lyα forest quasar spectra.

Secondly, the WEAVE-QSO survey [Pieri et al. 2016] as part of the wider WEAVE survey [Dalton et al. 2016] will observe fewer Lyα quasar spectra than DESI but with higher density at $z > 2.5$ and higher spectral resolution (Pieri et al. 2016, Pieri et al. in prep). The first light with the WEAVE spectrograph on the William Herschel Telescope is expected by the end of 2022. WEAVE-QSO will observe more than 400,000 Lyα forest quasar spectra.

In addition to the larger samples, these next-generation surveys will provide higher signal-to-noise allowing tests for SBLA purity and completeness will be improved for the same quasars. DESI Lyα will have approximately twice the spectral resolution and WEAVE-QSO will have three times the resolution compared to the (e)BOSS spectra. This increased resolution opens the possibility to assess smaller blending scales than that of the current samples of SBLAs, which is limited to that of the (e)BOSS line spread function. WEAVE-QSO and DESI will offer the potential to recover a broader population of galaxies in absorption, through the freedom to treat the absorption grouping scale as a free parameter.

7 SUMMARY AND CONCLUSIONS

We have presented the first measurements of the Lyα × SBLA cross-correlations. We compared these correlations with the Lyα × DLA cross-correlation and found that they have similar clustering strengths, suggesting that they come from the same type of systems, namely galaxies in absorption. We also presented the first BAO measurement of these high-$z$ ($z > 2$) galaxies and compared its constraining power with that of the Lyα auto-correlation and the Lyα × QSO cross-correlation. Our main conclusions are as follows:

- Our clustering measurements suggest that DLAs and SBLAs reside in the same population of halos.
- The removal of SBLA from the Lyα forest allows for a cleaner interpretation of the Lyα forest bias factor, as we make progress towards separating the contribution of CGM absorption from the overall IGM forest signal. This is also an analysis requirement since the use of SBLAs as a separate tracer requires their masking in the forest tracer to diminish...
cross-covariance between the Lyα × SBLA correlation function and standard correlation functions to acceptable levels.

- The BAO scale uncertainty from the Lyα × SBLA cross-corrrelation are 1.75× that of the Lyα auto-correlation and 1.6× the Lyα × QSO cross-correlation if the tracers are used on their own. By combining all three probes we can decrease the error bars by ~ 8% for α∥ and ~ 7% for α⊥ compared to the most up-to-date measurements from eBOSS (du Mas des Bourboux et al. 2020).

- Tests with mocks are needed in order to build confidence in the BAO measures explored here. These combined results should be taken as a demonstration and not used to constrain cosmological models.

- We find that the correlation function fit model breaks at small perpendicular separations (r⊥ < 30h−1 Mpc) for the correlation Lyα × SBLA. We excluded these points from our fit, but the model should be revised and tested on mocks once they become available. The cause for this breakdown is likely to be the metal fit portion of this model since SBLAs are the sites of particularly strong metals, and such sites are not taken into account in the fitting.

- The already running DESI survey and the upcoming WEAVE-QSO survey will boost the precision of this measurement. Higher confidence in SBLA detection and greater flexibility to broaden the selection of strong blended Lyα absorption to different blending scales in this new data will make the measurement more robust.
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DATA AVAILABILITY

The catalogue of SBLAs will be made public upon publication. We refer the reader to [du Mas des Bourboux et al. 2020] and [Chabanier et al. 2022] for the data access to the SDSS spectra used to generate Lyα flux transmission field and the DLA catalogue respectively. The software used in this analysis are publicly available on GitHub: picca (https://github.com/igmhub/picca/releases/tag/v4) and vega (https://github.com/andreicuceu/vega/tree/master/vega).
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Figure A1. Same as figure 1 but for Lyα(Lyβ) × DLAs. We see that the correlation function remains unchanged when SBLAs are masked from the computation of the Lyα flux transmission field.

APPENDIX A: Lyα(Lyβ) CORRELATION FUNCTIONS

In section 4 we have shown the cross-correlation of Lyα(Lyα) × DLAs and Lyα(Lyα) × SBLAs and mentioned that the reported fits also included the correlations with Lyα(Lyβ). For completeness, here we show the equivalent plots for the Lyα(Lyβ) cross-correlations. Figure A1 contains the Lyα(Lyβ) × DLA cross-correlation and figure A2 contains the Lyα(Lyβ) × SBLA cross-correlation. We note that there are no changes to these correlation functions when masking SBLAs from the computation of the Lyα flux transmission field since there are no SBLAs in the Lyα(Lyβ) field and thus they remain unchanged.
The cross-correlation of galaxies in absorption with the Lyman $\alpha$ forest

Figure A2. Same as figure 1 but for Ly$\alpha$(Ly$\beta$) $\times$ DLAs. We see that the correlation function remains unchanged when SBLAs are masked from the computation of the Ly$\alpha$ flux transmission field.