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Abstract. Comminution process, particularly grinding, is very important in the mineral processing industry. Some characteristics of ore particles, which occur as a product of grinding process, have a significant impact on the effects of further ore processing. At the same time, this process requires a significant amount of energy and also significantly affects the overall processing costs. Therefore, in this paper, we propose new multiple criteria decision making model based on grey compromise programming for adequate comminution circuit design selection.

Although it is based on a simple procedure, we consider that the proposed model is efficient and flexible, and that it also represents the basis for forming more sophisticated models for comminution circuit design selection, as in addition, many other decision making problems in business environment, which is characterized by predictions and uncertainty.
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Introduction

The comminution and grinding processes are very important in the mineral processing industry. During these processes, ore particle size reduction is done to ensure the conditions for efficient liberation of commercially valuable minerals from gangue, in the next stage of ore processing. It is very important that grounded ore has adequate particle size distribution.

Grinding requires significant amounts of energy consumption, which significantly affects the processing costs in many ways. In addition, the grinding process often requires
the use of grinding media, such as balls or rods, which also has an impact on the processing costs.

In order to reduce processing costs, ensure the appropriate particle size distribution of milled ore and provide the necessary plant throughput, during the time, it was formed more than one device for crushing and grinding ore, of which we mention: autogenous (AG) mills, semi-autogenous (SAG) mills, ball mills, pebble mills and rod mills. As a result it was formed several typical Grinding Circuit Designs (GCD), and a significant number of their variants.

After a detailed consideration of literature, we noted with some regret, that papers which directly consider selection of GCD are very rare (such as Putland 2006). In the literature there are papers and researches which consider selection of GCD, but they mainly consider optimizations or contain comparisons of some GCD for conditions which exist in a particular mine (such as Ergun et al. 2004; Ahmadabadi et al. 2008).

Selection of the appropriate GCD can greatly affect decreasing of production costs, such as lower energy consumption and grinding media consumption. However, the reduction of production costs, during the separation of valuable metals from ores, is not the only goal that should be achieved.

If we take into account that ores with high content of valuable minerals were already excavated and processed, and that we have now very limited quantities of ores with low content of valuable minerals, lower production costs with, at the same time, lower utilization of valuable components cannot be considered as the best and the smartest choice.

GCD include a significant amount of heavy, and of course, expensive equipment. Therefore, it is quite reasonable aspiration to reduce the amount of money that will be spent into building of the plant. However, from a long-term perspective, the higher levels of capital investment costs can provide a lower production costs and/or better valuable minerals utilization.

Equipment used in the GCD is exposed to high loads, and therefore requires a significant and intensive maintenance. During the maintenance, plant is unable to perform processing of ore, which can have very significant effect to the total revenues.

Generally, in the case of GCD selecting there exist several mutually conflicting criteria, and therefore we propose to consider this problem as a multiple criteria decision making problem.

In the case of GCD selecting, some performance ratings of alternatives sometimes can not be precisely determined because their values are obtained based on the assessments of one or more experts. In addition, some characteristics that are used for selection, such as some characteristics of ore, may be variable over time. Therefore we propose to consider selection of GCD as a decision making problem under uncertainty.

Finally, when selecting the GCD, in order to obtain more realistic results and achieve adequate selection of GCD, it is often necessary to consider opinions and attitudes of more experts. Therefore we propose to consider selection of GCD as a group decision making problem.
As a result of the above mentioned, we propose to consider GCD selection as multiple criteria group decision making problem under uncertainty.

In the mineral processing, GCD can not be easily isolated from a complex system, of which they are very important part. Effects that are achieved based on the application of a GCD have a significant impact on the rest of the ore processing. More precisely, the process of grinding ore and ore particles size distribution may have a significant impact on the rest of the ore processing and extraction of valuable minerals. In addition, some characteristics of the ore, which, after crushing, come in GCD, significantly affect the grinding process, as well as effects that are achieved by applying this process.

Therefore, we also propose that the problem of selection of appropriate GCD should be consider much broader, i.e. as a problem of selection the Comminution Circuits Design (CCD) using a group of multiple criteria group decision making under uncertainty.

Because of all above mentioned reasons, the rest of this manuscript is organized as follow. Some preliminaries significant for the development of the proposed methodology, are given in section 1. Thus, in subsection 1.1 the basic elements of grey system theory are considered, while in section 1.2 compromise programming is presented. In section 2, a framework for CCD evaluation using grey compromise programming is presented. In section 3, a numerical example is considered with the aim to explain in details the proposed methodology. Finally the conclusions are given.

1. Preliminaries

In the past few decades, the multiple criteria decision making (MCDM) was developed rapidly. As a result, numerous multiple criteria decision making methods have been formed. At the beginning, these methods were based on the use of crisp performance ratings and crisp weights. However, many real-world decision making problems are complex and often associated with some forms of uncertainties and therefore these methods do not give always satisfactory results.

To provide the ability to deal with uncertainties, Zadeh (1965) introduced fuzzy set theory, after which Bellman and Zadeh (1970) proposed the decision making in a fuzzy environment.

In contrast to the classical set theory, fuzzy set theory allows partial membership to sets and also introduces several forms of fuzzy numbers. Compared to the crisp numbers, fuzzy numbers enable creation of much more realistic models of complex problems and therefore the fuzzy MCDM approach has became the useful tool for solving many real world decision making problems.

Another important approach was proposed by Deng (1982). Similarly to the fuzzy set theory, Deng (1982) proposed grey system theory, which allows the decision making with lack of some required information.

Based on mentioned theories, a number of ordinary MCDM methods are extended, with the aim to allow the use of fuzzy or interval grey numbers.
1.1 Grey systems theory and grey numbers

Unlike the classical set theory, in grey system theory required information may be partially or even fully unknown. The use of partially known information enables the formation of more realistic models of complex real-world decision making problems.

In the grey system theory, the availability of information is associated with the corresponding color. Precise information is associated with white color, while unavailable information is associated with black color. Between these colors are placed partially known information, and it is associated with grey color.

Grey system theory also introduces the concept of interval grey numbers. Let \( x \) denote a closed and bounded set of real numbers. A grey number \( \otimes x \), shown in Figure 1., is defined as an interval with known lower \( \underline{x} \) and upper \( \bar{x} \) bounds but unknown distribution information for \( x \) (Deng 1989):

\[
\otimes x = [\underline{x}, \bar{x}] = \{ x' \in x | \underline{x} \leq x' \leq \bar{x} \}.
\] (1)

The greyness of an interval grey number is determined by distance between it bounds. When upper and lower bounds are the equal, \( \underline{x} = \bar{x} \), interval grey number becomes a white number, i.e. deterministic number. Otherwise, when distance between bounds increases and bounds tends to infinity, \( \underline{x} \to -\infty \) and \( \bar{x} \to +\infty \), interval grey number becomes a black number.

The width \( \otimes x_\omega \) of an interval grey number \( \otimes x \) is defined as:

\[
\otimes x_\omega = \bar{x} - \underline{x}.
\] (2)

The Whitened Mid Value \( x_m \) of an interval grey number \( \otimes x \) is defined as:

\[
x_m = 0.5 \left( \underline{x} + \bar{x} \right).
\] (3)

The grey degree \( Gd(\otimes x) \) of an interval grey number \( \otimes x \) is defined as ratio between its width and Whitened Mid Value (Huang et al. 1995), as follows:

\[
Gd(\otimes x) = \frac{x_\omega}{x_m} \cdot 100
\] (4)

and it is expressed in percentage (%).

The basic arithmetic operations on the interval grey numbers are partly different in relation to operations on crisp numbers. For given two interval grey numbers \( \otimes x_1 = [\underline{x}_1, \bar{x}_1] \) and \( \otimes x_2 = [\underline{x}_2, \bar{x}_2] \) some basic operations, used in this paper, are defined as follows (Deng 1992; Liu and Lin 2006):
\[ \otimes x_1 + \otimes x_2 = [\bar{x}_1 + x_2, \bar{x}_1 + \bar{x}_2], \quad (5) \]
\[ \otimes x_1 - \otimes x_2 = [x_1 - \bar{x}_2, \bar{x}_1 - x_2], \quad (6) \]
\[ \otimes x_1 \times \otimes x_2 = [x_1 x_2, \bar{x}_1 \bar{x}_2], \quad (7) \]
\[ k \times \otimes x = [k \bar{x}, k \bar{x}], \quad (8) \]
\[ (\otimes x)^{-1} = [1/\bar{x}, 1/x]. \quad (9) \]

The transformation of an interval grey number to the appropriate crisp value can be made by using the whitening function, which can be shown as follows (Liu and Lin 2006):

\[ x(\lambda) = \lambda \bar{x} + (1-\lambda) \bar{x}, \quad (10) \]

with \( \lambda \) as whitening coefficient and \( \lambda \in [0,1] \). Because of its similarity with a widely used \( \lambda \) function, formula (10) is often shown in the following form:

\[ x(\lambda) = (1-\lambda) \bar{x} + \lambda \bar{x}. \quad (11) \]

### 1.2. Compromise programming

The concept of Compromise programming was proposed by Zeleny (1973) and Yu (1973). The basic idea of this MCDM method is to determine the alternative that has the least distance from the ideal solution.

For a multiple criteria decision making problem which include \( m \) alternatives that are evaluated in terms of \( n \) criteria, compromise programming can be presented as follows:

\[ \min L_{p,i} = \left\{ \sum_{j=1}^{n} w_j \left( \frac{x_{ij}^* - x_{ij}}{x_{ij}^* - x_{ij}^-} \right)^p \right\}^{1/p}, \quad (12) \]

where \( L_{p,i} \) is the distance metric of \( i \)-th alternative for a given parameter \( p \), \( w_j \) is the weight of \( j \)-th criteria; \( x_{ij}^* \) and \( x_{ij}^- \) the best (ideal) and the worst value of \( j \)-th criterion, respectively; \( x_{ij} \) the performance ratings of \( i \)-th alternative on \( j \)-th criterion, \( i = 1, 2, \ldots, m \) and \( j = 1, 2, \ldots, n \).

The parameter \( p \), in formula (12) is used to represent the importance of the maximal deviation from the ideal point. By varying the parameter \( p \) from 1 to infinity, it is possible to move from minimizing sums of individual deviations to minimizing the maximal deviation to the ideal point, in a decision-making process. The choice of a particular value of this compensation parameter \( p \) depends on the type of problem and desired solution (Tecle et al. 1998).

The best \( x_{j}^* \) and the worst \( x_{j}^- \) performance ratings of \( j \)-th criterion are determined using the following formulae:

\[ x_{j}^* = \begin{cases} \max_{i} x_{ij}; & j \in \Omega_{\max} \\ \min_{i} x_{ij}; & j \in \Omega_{\min} \end{cases}, \quad (13) \]
\[ x_j^i = \begin{cases} \min_{i} x_{ij} ; & j \in \Omega_{\text{max}} \\ \max_{i} x_{ij} ; & j \in \Omega_{\text{min}} \end{cases} \]  

where \( \Omega_{\text{max}} \) and \( \Omega_{\text{min}} \) are sets of benefit and cost criteria, respectively.

Over time, a number of MCDM methods also are formed, from which we emphasize some of the most prominent, such as: Simple Additive Weighting (SAW) method (MacCrimon 1968), Analytic Hierarchy Process (AHP) method (Saaty 1980), Technique for Ordering Preference by Similarity to Ideal Solution (TOPSIS) method (Hwang, Yoon 1981), Preference Ranking Organisation Method for Enrichment Evaluations (PROMETHREE) method (Brans, Vincke 1985), ELimination and Choice Expressing REALity (ELECTRE) method (Roy 1991), COmplex PRoportional ASsessment (COPRAS) method (Zavadskas et al. 1994; Zavadskas et al. 2009b), VIKOR (VIsekriterijumska optimizacija i KOmpromisno Resenje in Serbian, means Multiple criteria Optimization and Compromise Solution) method (Opricovic 1998), Multi-Objective Optimization on the basis of Ratio Analysis (MOORA) method (Brauers, Zavadskas 2006) and Additive Ratio Assessment (ARAS) method (Zavadskas, Turskis 2010; Zavadskas et al. 2010a; Turskis, Zavadskas 2010).

A comprehensive classification of MCDM methods is given by Zavadskas et al. (2010a) and Turskis and Zavadskas (2010). According to this classification, Compromise programming can be classified into methods based on quantitative measurements, as well as SAW, TOPSIS, VIKOR, COPRAS, MOORA and ARAS method.

However, the above mentioned methods are also based on different approaches; it uses aggregation procedures of different complexity and often different normalization procedures. A comprehensive overview of mentioned methods, and their comparison, is given in Stanujkic et. al (2012).

The SAW method is probably the simplest, best known and previously often used MCDM methods. This method is characterized by simple aggregation procedure and the possibility of applying different normalization procedures. The basic idea of SAW method is that overall ranking index for each alternative is calculated as the sum of products of its performance ratings and weights of criteria, and alternatives with higher values of overall ranking index have higher ranks.

Aggregating procedure of SAW method do not make a difference between cost and benefit criteria. Therefore, during normalization performance ratings of cost criteria also must be transformed into corresponding performance ratings of benefit criteria. The necessity of this kind of transformation is often mentioned as a weakness of the SAW method.

The next characteristic method from the above group is TOPSIS method, as one of the most widely used MCDM method. The basic idea of TOPSIS method is that the best alternative should have the shortest distance from the ideal solution and the farthest distance from the negative-ideal solution, in Euclidean space.
And finally, the third method, which we consider here is VIKOR method. The VIKOR method has significant similarities with the TOPSIS method, but there are also significant differences, which reflect themselves in the normalization and aggregation phases. For normalization, VIKOR method uses Linear scale transformation, max-min method, or more precisely, aggregation procedure of VIKOR method is also based on the formula \( p = 1 \) and \( p \to \infty \).

Based on the above, we can state that Compromise programming, similar to the TOPSIS and VIKOR methods, is based on the idea that the best alternative has least distance to the reference point, i.e. ideal solution. However, Compromise programming has much simpler aggregation procedure, which is derived based on well-known Minkowski metric.

It is also significant that the aggregation procedure used in Compromise Programming method, expressed by the formula (12), for \( p = 1 \) has a similar form as the aggregation procedure in the SAW method when Linear transformation max-min method is applied. Also, for \( p \to \infty \) aggregation procedure has great similarities with procedures used in the Reference Point Approach method of the MOORA method.

Finally, compared with COPRAS method, we can conclude that these MCDM methods use aggregation procedures which have approximately same complexity, but their approaches to determine the most appropriate alternative are different.

The Compromise programming methodology has made a prominent use in the field of water resources management (e.g., Duckstein, Opricovic 1980; Simonovic, Burn 1989; Simonovic \textit{et al.} 1992), but it is also applied in many other fields, such as forest management (Tecle \textit{et al.} 1998; Poff \textit{et al.} 2010) and economy (Andre \textit{et al.} 2008).

Ordinary MCDM methods are based on the use of crisp values, and they are not appropriate for solving some complex decision making problems. Therefore, a many ordinary MCDM methods are also extended for use of interval grey numbers. Some proposed extensions of ordinary MCDM methods are: Grey TOPSIS (Zavadskas \textit{et al.} 2010b; Lin \textit{et al.} 2008; Chen, Tzeng 2004), Grey AHP (Li \textit{et al.} 2010), COPRAS-G (Zavadskas \textit{et al.} 2008a, Zavadskas \textit{et al.} 2009a), ARAS-G (Turskis, Zavadskas 2010) and SAW-G (Zavadskas \textit{et al.} 2010b; Medineckiene \textit{et al.} 2010).

These extended MCDM methods are applied to solve many real world problems, such as material selection (Chatterjee, Chakraborty 2012), cutting tool material selection (Maity \textit{et al.} 2012), evaluate service quality (Kuo, Liang 2011), selection of project managers (Zavadskas \textit{et al.} 2008b), selection of an expatriate host country (Chen, Tzeng 2004), and so on.

Also, there are extensions of Compromise programming for use gray numbers. Some of the most prominent are proposed by Luo \textit{et al.} (2006), Wu and Chang (2004) and Chang \textit{et al.} (1999).

However, in comparison with other actual MCDM methods, such as TOPSIS, AHP and VIKOR, Compromise programming is rarely used. Therefore, in this article we consider the use of a Compromise programming because of it simplicity and efficiency, and also propose a new extension which allows the use of grey numbers.
2. Framework for Comminution Circuits Design evaluation

One model for the evaluation and selection of CCD, using grey Compromise programming for group decision making, is proposed in this section. The proposed model consists of the following steps:

Step 1: Select the evaluation criteria. To define criteria for selection of CCD, four experts in the field of Mineral Processing are consulted. They were initially identified four basic criteria:
- Costs;
- Time utilization;
- Valuable minerals utilization; and
- Ore adequacy.

Costs. The criterion named Costs is complex criterion because it includes several types of costs. In order to ensure an efficient model for the selection of CCD this criterion is hierarchically decomposed into several sub-criteria. As a result of decomposition the following sub-criteria are obtained: Investment costs, Energy cost, Grinding media costs, and Maintenance costs.

Due to the decomposition of complex criteria Costs, we have the following complete list of evaluation criteria:

\[ C_1 \] – Investment costs,
\[ C_2 \] – Energy cost,
\[ C_3 \] – Grinding media costs,
\[ C_4 \] – Maintenance costs,
\[ C_5 \] – Time utilization,
\[ C_6 \] – Valuable minerals utilization, and
\[ C_7 \] – Ore adequacy.

Time utilization. A large amount of heavy equipment and installations used for grinding ore are exposed to high loads which causes the necessity for their significant maintenance. The various CCD, or more precisely, the equipment that is used in them, requires different time for maintenance. During a maintenance the grinding plants cannot perform a grinding of ore. Therefore the criterion Time Utilization was introduced to represent the ratio between the time that a plant operates and the time used for its maintenance.

Valuable minerals utilization. Many characteristics of milled ore, such as particle size, particles size distribution and the way of splitting the crystal structure of minerals, can have very significant impact to the ratio between quantity of separed valuable minerals and quantity of valuable minerals contained in ore. Different CCD, i.e. equipment used in them, could have effect on the separation of valuable components. Bearing in mind this characteristic of different CCD, we introduce new criterion: Valuable minerals utilization in our model. Valuable minerals utilization is the ratio between estimated quantities of extracted valuable minerals and total quantity of valuable minerals in units of ore.
Ore adequacy. Some types of grinding mills, such as the autogenous (AG) and semiautogenous (SAG) mills, may be more suitable for grinding ore with certain characteristics. Therefore the criterion Ore adequacy is introduced, which allows the opportunity for decision makers to express the adequacy of CCD for a given ore.

**Step 2: Determine the weights of evaluation criteria.** In MCDM, the weights of criteria are very significant. As a result, numerous approaches have been discussed in the literature, such as pairwise comparisons taken from the AHP method, Entropy method and so on. To determine a more realistic weight of criteria, it is often necessary to examine the opinion of several experts, from a given field. In such cases the use of linguistic variables can be very convenient.

Several linguistic scales with a various numbers of elements were proposed in the literature. There was also considered application of different fuzzy distribution forms for quantification of linguistic variables, such as trapezoidal, triangular and interval form. In this approach, we propose the use of linguistic scale with five variables, shown in Table 1.

| Linguistic variable | Corresponding interval grey number |
|---------------------|-----------------------------------|
| Very low (VL)       | [0.0, 0.3]                        |
| Low (L)             | [0.1, 0.5]                        |
| Medium (M)          | [0.3, 0.7]                        |
| High (H)            | [0.5, 0.9]                        |
| Very high (VH)      | [0.7, 1.0]                        |

Proposed linguistic scale for weights of criteria is based on the scale proposed by Wang and Chang (1995, 2007). However, instead of using a triangular fuzzy numbers for expressing appropriate qualitative values of linguistic variables, we propose the use of interval grey numbers.

Suppose that a group has $K$ decision makers, and that interval grey number $\otimes w_j^k$ represent the weight of $j$-th criterion assessed by $k$-th evaluator. To integrate the different opinions of decision makers, the following formula is used:

$$\otimes w_j = \frac{1}{K} \sum_{k=1}^{K} \otimes w_j^k,$$

where $\otimes w_j$ is the weight of $j$-th criterion, expressed by interval grey number; $j = 1, 2, ..., n$; $n$ is number of criteria; $k = 1, 2, ..., K$.

Since the results obtained by using formula (15) are also interval grey numbers, $\otimes w_j$ can be more clearly shown as follows:

$$\otimes w_j' = [w_j', \bar{w}_j'],$$
where
\[ w'_j = \frac{1}{K} (w^1_j + w^2_j + \ldots + w^K_j) \quad \text{and} \]
\[ \bar{w}'_j = \frac{1}{K} (\bar{w}^1_j + \bar{w}^2_j + \ldots + \bar{w}^K_j). \]

In ordinary MCDM, the following condition is usually satisfied:
\[ \sum_{j=1}^{n} w_j = 1. \quad (19) \]

When we use the grey criteria weights, each weight is limited by its lower and upper bound, that is why we use condition (20) instead condition (19):
\[ \sum_{j=1}^{n} (w_j + \bar{w}_j) / 2 = 1. \quad (20) \]

The weights obtained using the formulae (17) and (18) do not satisfy condition (20), and therefore the normalized criteria weights are calculated using the following formula:
\[ \otimes w_j = \frac{1}{k_w} \otimes w'_j, \quad (21) \]

where
\[ k_w = \sum_{l=1}^{n} w^m_l \]

and \( w^m_l \) is Whiten Mid Value of \( l \)-th criterion.

**Step 3: Construct the grey decision matrix.** The next step in the proposed methodology is constructing decision matrix, using a group decision making approach. For decision making problem which involves \( m \) alternatives, \( n \) criteria and \( K \) decision makers, a typical grey multiple criteria group decision making problem can be expressed in matrix format as follows:
\[ \otimes D = [\otimes x_{ij}]_{m \times n \times K}, \quad (23) \]

where \( \otimes D \) is grey group decision making matrix; \( \otimes x^k_{ij} \) is grey performance rating of \( i \)-th alternative to the \( j \)-th criterion given by \( k \)-th decision maker; \( i = 1, 2, \ldots, m; j = 1, 2, \ldots, n; k = 1, 2, \ldots, K. \)

Linguistic scales with five linguistic variables, shown in Table 2, are also used for assigning grey performance ratings of alternatives. As well as in the case of linguistic scale for weights of criteria, this scale is also based on the scale proposed by Wang and Chang (1995).

| Table 2. Linguistic scales for the ratings of alternatives |
|----------------------------------------------------------|
| Linguistic variable | Corresponding interval grey number |
|---------------------|-----------------------------------|
| Very poor (VP)      | [0, 3]                            |
| Poor (P)            | [1, 5]                            |
| Medium (F)          | [3, 7]                            |
| High (G)            | [5, 9]                            |
| Very high (VG)      | [7, 10]                           |
The three-dimensional decision matrix, shown in (23), is not suitable to determine overall performance ratings of considered alternatives, and therefore it is transformed into the corresponding two-dimensional decision matrix as follows:

$$\otimes D = [\otimes x_{ij}]_{m \times n},$$  \hspace{1cm} (24)$$

where $\otimes x_{ij}$ is grey performance rating of $i$-th alternative to the $j$-th criterion, and it can be calculated using the following formula:

$$\otimes x_{ij} = \frac{1}{K} \sum_{k=1}^{K} \otimes x_{ij}^k. \hspace{1cm} (25)$$

Similar to the formula (15), formula (25) can be accurately displayed as follows:

$$\otimes x_{ij} = [\bar{x}_{ij}, \bar{x}_{ij}], \hspace{1cm} (26)$$

where

$$\bar{x}_j = \frac{1}{K} (\bar{x}_j^1 + \bar{x}_j^2 + \ldots + \bar{x}_j^K) \text{ and} \hspace{1cm} (27)$$

$$\bar{x}_j = \frac{1}{K} (\bar{x}_j^1 + \bar{x}_j^2 + \ldots + \bar{x}_j^K). \hspace{1cm} (28)$$

**Step 4: Normalize the grey decision matrix.** The next step is forming the normalized decision matrix $\otimes R = [\otimes r_{ij}]_{m \times n}$. However, before we consider the formula for calculating the normalized grey performance ratings $\otimes r_{ij}$, we will write formula (12) in the form that is suitable for grey compromise programming use, as shown:

$$\min \otimes L_{p,i} = \left\{ \left( \sum_{j=1}^{n} (\otimes w_j \times \otimes r_{ij}) \right)^{\frac{1}{p}} \right\}, \hspace{1cm} (29)$$

where

$$\otimes r_{ij} = \frac{1}{x_j^+ - x_j^-} \times \otimes d_{ij}, \hspace{1cm} (30)$$

$$\otimes d_{ij} = [\bar{d}, \bar{d}] = \left\{ \begin{array}{ll} \left[ x_j^+ - x_{ij}, \bar{x}_j^+ - \bar{x}_{ij} \right]; & j \in \Omega_{\max} \\ \left[ \bar{x}_j^+ - x_{ij}, x_j^- - x_{ij} \right]; & j \in \Omega_{\min} \end{array} \right., \hspace{1cm} (31)$$

$$\otimes x_j^* = \left[ \bar{x}_j^*, \bar{x}_j^* \right] = \left\{ \begin{array}{ll} \left[ \max_i x_{ij}, \max_i \bar{x}_{ij} \right]; & j \in \Omega_{\max} \\ \left[ \min_i x_{ij}, \min_i \bar{x}_{ij} \right]; & j \in \Omega_{\min} \end{array} \right., \hspace{1cm} (32)$$

$$x_j^+ = \left\{ \begin{array}{ll} \max_i x_{ij}; & j \in \Omega_{\max} \\ \min_i x_{ij}; & j \in \Omega_{\min} \end{array} \right. \text{ and} \hspace{1cm} (33)$$

$$x_j^- = \left\{ \begin{array}{ll} \min_i x_{ij}; & j \in \Omega_{\max} \\ \max_i x_{ij}; & j \in \Omega_{\min} \end{array} \right.. \hspace{1cm} (34)$$
Using formula (30) normalized grey performance ratings can be calculated.

Distance from a grey performance rating to the ideal point is discussed in detail in Appendix A.

**Step 5:** Construct the weighted normalized grey decision matrix. Considering different weights of criteria, the weighted normalized decision matrix can be computed by multiplying grey weights of evaluation criteria and the values in the normalized grey decision matrix. The weighted normalized grey decision matrix \( \mathcal{V} \) is defined as:

\[
\mathcal{V} = [\mathcal{v}_{ij}]_{m \times n},
\]

where

\[
\mathcal{v}_{ij} = \mathcal{w}_j \cdot \mathcal{r}_{ij}.
\]

**Step 6:** Calculate the grey overall performance rating \( \mathcal{L}_i \), for each alternative. The overall performance ratings of each alternative, for a given parameter \( p \), can be calculated using the following formula:

\[
\mathcal{L}_{i,p} = \left( \sum_{j=1}^{n} \mathcal{v}_{ij}^p \right)^{1/p},
\]

where \( v_{ij}^p \) is weighted normalized performance of \( i \)-th alternative with respect to \( j \)-th criterion.

As a result of using interval grey numbers in the formula (37), obtained performance rating for each alternative is also interval grey number. To select the most appropriate one, or rank alternatives, it is necessary to translate these interval grey numbers into corresponding crisp numbers, i.e. exact values, and this can be done using formula (10). By using different values of the coefficient \( \lambda \), decision maker can examine the different scenarios, from the extremely pessimistic (\( \lambda = 0 \)) to the extremely optimistic (\( \lambda = 1 \)).

**Step 7:** Determine the optimal alternative. The applicability of considered alternatives can be determined by sorting their crisp \( L_i \) in descending order. The most acceptable alternative is the alternative with the lowest value, as shown by the following formula:

\[
A^* \in \left\{ A^*_i \mid L = \min_{i} L_{i,p} \right\}.
\]

**3. Case study and discussion**

In this section we’ll show the simplicity and efficiency of the proposed approach in solving particular problem.

The Mining company XYZ from Serbia plans to start exploitation of new mine with surface mining. His geographic location, i.e. the distance of the new mine to the existing flotation, does not provide a cost-effective transportation of excavated ore. Therefore, the team of three experts was formed with the aim to evaluate the comminution circuit design and propose the most appropriate one. They consider three alternatives, i.e. three typical Grinding Circuit designs, as follows:
Alternative 1 \((A_1)\): First typical Comminution circuit design. As first, or typical, we highlight the GCD in which:

i. ore crushing is done in three phases, as primary, secondary and tertiary; and

ii. ore grinding is done in two phases; whereby, the primary grinding is done by using the rod mills, while the secondary grinding is done by using ball mills.

The rod mills usually require less speed versus the similar ball mills, which has a positive effect on energy consumption. A smaller number of rpm is achieved through the use of grinding rods. Furthermore, thanks to the use of rods, a possibility of over-grinding also is reduced. The larger ore particles, formed during primary grinding, are separated using some type of classifiers, usually with hydro-cyclones, and then sent to secondary grinding. In this comminution circuit design, secondary grinding is carried out using ball mills because they allow more efficient grinding of small ore particles. This GCD, shown in Figure 2, provides a high technological efficiency. However, large amount of equipment required in these comminution circuits is associated with a significantly large investment and maintenance costs.

Alternative 2 \((A_2)\): Second typical Comminution circuit design. Contrary to previously considered, this GCD, shown in Figure 3, uses one stage grinding process, where the grinding is done using a ball mill.

Alternative 3 \((A_3)\): Third typical Comminution circuit design. Third comminution circuit design, shown in Figure 4., is more specific. Its the most important feature is the use of semi-autogenous (SAG) mills, and rarer autogenous (AG) mills.

Fig. 2. Schematic overview of typically two-stage grinding process, based on the use of rod and ball mills

Fig. 3. Schematic overview of one-stage grinding process, based on the use of ball mills

Fig. 4. Schematic overview of two-stage grinding process, based on the use of SAG and ball mills
Thanks to its characteristics and specificities, these mills are also used for crushing (secondary and tertiary) and grinding (primary). In grinding part this comminution circuit design has similarities with the first GCD.

At the beginning of the evaluation, each expert evaluates the criteria, using the linguistic variables from Table 1. Assigned linguistic variables and the weight of criteria, obtained by using formula (15), or more precisely formulae (17), (18) and (21), are shown in Table 3.

| Criteria                    | $E_1$ | $E_2$ | $E_3$ | $\otimes w_j$ |
|-----------------------------|-------|-------|-------|---------------|
| Investment costs            | $C_1$ | H     | M     | H             | [0.10, 0.19] |
| Energy cost                 | $C_2$ | H     | H     | H             | [0.12, 0.21] |
| Grinding media costs        | $C_3$ | M     | L     | L             | [0.04, 0.13] |
| Maintenance costs           | $C_4$ | M     | M     | M             | [0.07, 0.16] |
| Time utilization            | $C_5$ | H     | M     | M             | [0.08, 0.18] |
| Valuable minerals utilization| $C_6$ | VH    | VH    | VH            | [0.16, 0.23] |
| Ore adequacy                | $C_7$ | H     | H     | H             | [0.12, 0.21] |

In the next step, experts evaluate the performance ratings of considered alternatives to the selected criteria, also using linguistic variables, but now from Table 2. Assigned linguistic variables for performance ratings and corresponding quantitative values, obtained using formula (25), are shown in Table 4.

| Criteria | $E_1$ | $E_2$ | $E_3$ | $\otimes w_j$ |
|----------|-------|-------|-------|---------------|
| $C_1$ $A_1$ | G     | F     | G     | [4.33, 8.33]  |
| $C_1$ $A_2$ | F     | P     | F     | [2.33, 6.33]  |
| $C_1$ $A_3$ | F     | G     | G     | [3.67, 7.67]  |
| $C_2$ $A_1$ | G     | G     | G     | [5.00, 9.00]  |
| $C_2$ $A_2$ | F     | F     | F     | [3.00, 7.00]  |
| $C_2$ $A_3$ | P     | G     | P     | [2.33, 6.33]  |
| $C_3$ $A_1$ | G     | G     | G     | [5.00, 9.00]  |
| $C_3$ $A_2$ | F     | G     | F     | [3.67, 7.67]  |
| $C_3$ $A_3$ | P     | F     | P     | [1.67, 5.67]  |
| $C_4$ $A_1$ | G     | G     | G     | [5.00, 9.00]  |
| $C_4$ $A_2$ | G     | F     | F     | [3.67, 7.67]  |
Based on the data shown in Tables 4 and 3 a grey decision matrix, shown in Table 5, is formed.

### Table 5. Grey decision matrix

| Criteria  | $E_1$ | $E_2$ | $E_3$ | $\otimes w_j$ |
|-----------|------|------|------|-------------|
| $C_4$     | $A_3$ | F    | F    | F           | [3.00, 7.00] |
| $C_5$     | $A_1$ | F    | F    | G           | [3.67, 7.67] |
| $C_5$     | $A_2$ | G    | F    | F           | [3.67, 7.67] |
| $C_6$     | $A_3$ | G    | F    | VG          | [5.00, 8.67] |
| $C_6$     | $A_1$ | G    | VG   | G           | [5.67, 9.33] |
| $C_6$     | $A_2$ | F    | VG   | F           | [4.33, 8.00] |
| $C_7$     | $A_3$ | VG   | VG   | G           | [7.00, 10.0] |
| $C_7$     | $A_1$ | VG   | VG   | VG          | [7.00, 10.0] |
| $C_7$     | $A_2$ | F    | F    | G           | [3.67, 7.67] |

The grey ideal point $\otimes x_j^*$, the largest $x_j^+$ and the smallest $x_j^-$ performance ratings, for any criterion, are determined using the formulae (32), (33) and (34), and these values are shown in Table 6.

### Table 6. The grey ideal point and largest and smallest performance ratings

| Criteria  | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ |
|-----------|------|------|------|------|------|------|------|
| $w_j$     | [0.10, 0.19] | [0.12, 0.21] | [0.04, 0.13] | [0.07, 0.16] | [0.08, 0.18] | [0.16, 0.23] | [0.12, 0.21] |
| Opt.      | min  | min  | min  | min  | max  | max  | max  |
| $A_1$     | [4.33, 8.33] | [5.00, 9.00] | [5.00, 9.00] | [5.00, 9.00] | [3.67, 7.67] | [5.67, 9.33] | [7.00, 10.0] |
| $A_2$     | [2.33, 6.33] | [3.00, 7.00] | [3.67, 7.67] | [3.67, 7.67] | [3.67, 7.67] | [4.33, 8.00] | [3.67, 7.67] |
| $A_3$     | [3.67, 7.67] | [2.33, 6.33] | [1.67, 5.67] | [3.00, 7.00] | [5.00, 8.67] | [7.00, 10.0] | [5.00, 8.67] |

Based on data from Tables 5 and 6, distances from alternatives to the grey ideal point are calculated using the formula (31). These distances are shown in Table 7.
Table 7. Distances from alternatives to the grey ideal point, in relation to the evaluation criteria

|      | \(C_1\)  | \(C_2\)  | \(C_3\)  | \(C_4\)  | \(C_5\)  | \(C_6\)  | \(C_7\)  |
|------|----------|----------|----------|----------|----------|----------|----------|
| Opt. | min      | min      | min      | min      | max      | max      | max      |
| \(A_1\) | [-2.00, -2.00] | [-2.67, -2.67] | [-3.33, -3.33] | [-2.00, -2.00] | [1.33, 1.00] | [1.33, 0.67] | [0.00, 0.00] |
| \(A_2\) | [0.00, 0.00] | [-0.67, -0.67] | [-2.00, -2.00] | [-0.67, -0.67] | [1.33, 1.00] | [2.67, 2.00] | [3.33, 2.33] |
| \(A_3\) | [-1.33, -1.33] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [2.00, 1.33] |

After that, using the formula (30) normalized grey decision matrix was formed. The normalized grey decision matrix is shown in Table 8.

Table 8. Normalized grey decision matrix

|      | \(C_1\)  | \(C_2\)  | \(C_3\)  | \(C_4\)  | \(C_5\)  | \(C_6\)  | \(C_7\)  |
|------|----------|----------|----------|----------|----------|----------|----------|
| Opt. | min      | min      | min      | min      | max      | max      | max      |
| \(A_1\) | [0.33, 0.33] | [0.40, 0.40] | [0.45, 0.45] | [0.33, 0.33] | [0.27, 0.20] | [0.24, 0.12] | [0.00, 0.00] |
| \(A_2\) | [0.00, 0.00] | [0.10, 0.10] | [0.27, 0.27] | [0.11, 0.11] | [0.27, 0.20] | [0.47, 0.35] | [0.53, 0.37] |
| \(A_3\) | [0.22, 0.22] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.32, 0.21] |

In the next step, using the formula (30), the weighted normalized grey decision matrix was formed, and it is shown in Table 9.

Table 9. Weighted normalized grey decision matrix

|      | \(C_1\)  | \(C_2\)  | \(C_3\)  | \(C_4\)  | \(C_5\)  | \(C_6\)  | \(C_7\)  |
|------|----------|----------|----------|----------|----------|----------|----------|
| Opt. | min      | min      | min      | min      | max      | max      | max      |
| \(A_1\) | [0.03, 0.06] | [0.05, 0.08] | [0.02, 0.06] | [0.02, 0.05] | [0.02, 0.04] | [0.04, 0.03] | [0.00, 0.00] |
| \(A_2\) | [0.00, 0.00] | [0.01, 0.02] | [0.01, 0.04] | [0.01, 0.02] | [0.02, 0.04] | [0.08, 0.08] | [0.06, 0.08] |
| \(A_3\) | [0.02, 0.04] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.00, 0.00] | [0.04, 0.04] |

Finally, using the formula (37), and different values for the parameter \(p\), decision makers can determine the ranking of alternatives and selection of the most appropriate one. Also, using different values of the coefficient \(\lambda\), decision makers can examine different scenarios, such as pessimistic, moderate or optimistic.

The ranking results obtained using formula (37) for \(p = 1\) and some characteristic values of coefficient \(\lambda\), are shown in Table 10.

As can be seen, for different values of the coefficient \(\lambda\), alternative \(A_3\) is the best placed. Depending on the value of \(\lambda\) alternatives \(A_1\) and \(A_2\) have the second or third position. Obtained results were expected, however the high dominance of alternative \(A_3\) is in a way surprising. The explanation lies in the fact that three experts from the field of mineral processing was involved in this evaluation, and they gave more importance to criteria which are related to technology and utilization of valuable minerals from ore.
Analysis of obtained criteria weights fully confirms the above statement. For example, the criterion $C_6$ – Valuable minerals utilization is given more importance $[0.16, 0.23]$ compared to the criterion $C_1$ – Investment costs, which has a weight of $[0.10, 0.19]$.

By including a financial expert in the process of determining the weight of criteria, we would probably get the other weight of criteria.

However, limited amounts of minerals no longer allow their irrational exploitation. In addition, the higher time utilization and higher utilization of valuable minerals in the long run provides better financial results.

Table 11 shows the width $\otimes x_w$ and the grey degree $Gd(\otimes x)$ of the overall grey performance ratings of the considered alternatives. As can be seen, the alternative $A_3$ has very small width and grey degree over other alternatives, which make it as the most appropriate alternative.

| $\otimes L_i$ | $\otimes x_w$ | $x_m$ | Gd  |
|--------------|---------------|-------|-----|
| $A_1$        | [0.181, 0.324] | 0.273 | 0.186 | 146.87 |
| $A_2$        | [0.190, 0.269] | 0.242 | 0.173 | 139.68 |
| $A_3$        | [0.059, 0.087] | 0.002 | 0.193 | 0.98  |

The ranking results obtained using formula (37) for $p = 2$ and some characteristic values of coefficient $\lambda$, are shown in Table 12. For $p = 2$ the city-block distance is replaced with Euclidean distance, which is used in very prominent TOPSIS method, but the TOPSIS also includes the distance between alternative and anti-ideal solution, and uses a different normalization procedure.

Table 12. Ranking results obtained using proposed approach for $p = 2$ and characteristic values of coefficient $\lambda$.

| $\otimes L_i$ | $L_i$ | Rank | $\otimes L_i$ | $L_i$ | Rank | $\otimes L_i$ | $L_i$ | Rank |
|---------------|------|------|---------------|------|------|---------------|------|------|
| $A_1$         | [0.033, 0.105] | 0.033 | 2             | 0.069 | 3     | 0.105         | 3     | |
| $A_2$         | [0.036, 0.072] | 0.036 | 3             | 0.054 | 2     | 0.072         | 2     | |
| $A_3$         | [0.003, 0.008] | 0.003 | 1             | 0.006 | 1     | 0.008         | 1     | |
The parameter $p$ is used in formulas (12) and (29) to represent the importance of the maximal deviation from the ideal solution, i.e. distance between an alternative an ideal solution. When $p = 1$ all deviations have equal importance, but with increasing value of the parameter $p$ also increases an importance of larger deviations, so that when $p \to \infty$ impact to the rank order of alternatives have only their largest deviations.

By using $p = 2$ and the decision makers moderate attitude, the alternative $A_3$ becomes the best placed, while in case of its pessimistic and optimistic attitude takes the second position.

According to the opinion of experts who were involved in the ranking, this rank order is most acceptable.

**Conclusions**

Comminution circuit design selection is very important and also very complex problem. In order to select the most appropriate comminution circuit design, it is necessary to include the impact of a number of conflicting criteria.

However, this problem is too complex and does not allow to express performance ratings of alternatives using crisp numbers, which is why we propose the use of interval grey numbers.

We also believe that the complexity of the proposed MCDM methods has an impact on their acceptance by decision makers. Therefore we selected one simple MCDM method and proposed its extension in order to use interval grey numbers. Although it is based on a simple procedure, we consider that the proposed model is efficient and flexible, and that it also represents the basis for forming more sophisticated models for comminution circuit design selection.

The ordinary Compromise Programming method lie between simplicity of Simple additive weighting method and reliability of the TOPSIS method.

We hope that the proposed extension of Compromise Programming will keep the same performances, simplicity and reliability, with additional flexibility in solving real world problems obtained on the basis of interval grey numbers use.

We also believe that it can be used much broader, for modeling and solving complex real-world decision problems in business environments, especially a category of decision problems related with predictions and uncertainties.
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**APPENDIX**

How to measure the distance between an interval grey number and the ideal point?

The procedure for determining the distance between an interval grey number and reference point is more complex than the procedure used for determining distance between a crisp number and reference point and it initiates three dilemmas (Stanujkic et al. 2012). The first dilemma is which characteristic of an interval grey number best represents the interval grey number: its upper or lower bound, mean, or another characteristic? The second dilemma is how to determine the ideal point when performance ratings are expressed using interval grey numbers? This dilemma also initiates the third, very important, dilemma: What is really ideal point in cases of using interval grey numbers? Just crisp point in n-dimensional space or grey reference point, i.e. grey body – ellipsoid, in n-dimensional space (Stanujkic et al. 2012)?

Figure 5, adopted from Stanujkic et al. 2012, shows three characteristic reference point theory approaches. The first approach (a) shows distance between a point (an exact value) to the reference point. Next approach (b) shows the distance between an interval grey number and classical reference point, and the last approach (c) shows distance between interval grey number and the grey ideal point.

In the multiple criteria decision making we must accept the fact that there are, if we omit the rare non-monotonic, two types of criteria: the cost and benefit criteria.
When we use the grey interval numbers to determine the performance ratings of benefit criteria, intervals upper bounds reflect optimistic and intervals lower bounds reflect pessimistic decision makers point of view. In contrary to the previous one, when we consider cost criteria, intervals lower bounds reflect optimistic and intervals upper bounds reflect pessimistic point of view. Figure 6 shows distances between the grey performance rating and crisp ideal point.

To determine the ideal point in the considered case, we can use the following formula:

\[ x_j^* = \begin{cases} \max_i x_{ij}; & j \in \Omega_{\text{max}} \\ \min_i x_{ij}; & j \in \Omega_{\text{min}} \end{cases}, \quad (39) \]

when observed in n-dimensional space, the ideal point is a point whose coordinate on the j-th axis represents the most desirable performance j-th criterion.

After that, the most desirable \( d_j^+ \) and least desirable \( d_j^- \) distance between the grey reference point and ideal point can be calculated using following formula:

\[ \otimes d_j = [d, \overline{d}] = \begin{cases} [x_j^* - \overline{x}_{ij}, \overline{x}_j - x_{ij}]; & j \in \Omega_{\text{max}} \\ [x_j^* - \overline{x}_{ij}, \overline{x}_j - x_{ij}]; & j \in \Omega_{\text{min}} \end{cases}. \quad (40) \]

However, when we use the interval grey numbers to represent performance ratings, we also prefer to use it to represent the most desirable performance ratings of criteria, and thus for presenting coordinates of grey ideal point.

We use the formula (32) to determine the coordinates of the grey ideal point and formula (31) to determine the distances between the grey performance rating and the grey ideal point. Figure 7 shows distances between the grey performance rating and grey ideal point.
In the example below, a comparison of the previously discussed approach is shown. Let it be given five alternatives \( A_1, A_2, \ldots, A_5 \), which is evaluated with respect to two criteria, \( C_1 \) and \( C_2 \). The data needed for their evaluation are given in Table 13.

**Table 13.** The data used for the evaluation of alternatives

| Criteria | \( C_1 \) | \( C_2 \) |
|----------|----------|----------|
| Weight   | 0.50     | 0.50     |
| Optimization | min | max |

| Alternatives | \( \bar{x}_{1j} \) | \( \bar{x}_{1j} \) | \( \bar{x}_{2j} \) | \( \bar{x}_{2j} \) |
|--------------|-----------------|-----------------|-----------------|-----------------|
| \( A_1 \)    | 45, 55          | 45              | 55              |
| \( A_2 \)    | 50, 65          | 50              | 65              |
| \( A_3 \)    | 25, 45          | 25              | 45              |
| \( A_4 \)    | 65, 90          | 65              | 90              |
| \( A_5 \)    | 10, 40          | 10              | 40              |

Data obtained using the formula (39) and (40), as well as appropriate distance metrics for \( p = 1 \), are shown in Table 14. Table 15 shows the results of ranking the alternatives for the characteristic values of \( \lambda \).

**Table 14.** The results of calculations in the case of crisp ideal point

| \( \otimes x_{ij} \) | \( \otimes d_{ij} \) | \( \otimes r_{ij} \) | \( \otimes L_{1,i} \) |
|----------------------|----------------------|----------------------|----------------------|
| \( C_2 \) | \( C_1 \) | \( C_2 \) | \( C_1 \) | \( C_2 \) |
| \( A_1 \) | [45, 55] | [45, 55] | [–45, –35] | [45, 35] | [0.56, 0.44] | [0.56, 0.44] | [0.56, 0.44] |
| \( A_2 \) | [50, 65] | [50, 65] | [–55, –40] | [40, 25] | [0.69, 0.50] | [0.50, 0.31] | [0.59, 0.41] |
| \( A_3 \) | [25, 45] | [25, 45] | [–35, –15] | [65, 45] | [0.44, 0.19] | [0.81, 0.56] | [0.63, 0.38] |
| \( A_4 \) | [65, 90] | [65, 90] | [–80, –55] | [25, 0] | [1.00, 0.69] | [0.31, 0.00] | [0.66, 0.34] |
| \( A_5 \) | [10, 40] | [10, 40] | [–30, 0] | [80, 50] | [0.38, 0.00] | [1.00, 0.63] | [0.69, 0.31] |

**Table 15.** The ranking results in the case of crisp ideal point

| \( \otimes L_{1,i} \) | \( \lambda = 0 \) | \( \lambda = 0.5 \) | \( \lambda = 1 \) |
|----------------------|------------------|------------------|------------------|
| \( L_i \) | Rank | \( L_i \) | Rank | \( L_i \) | Rank |
| \( A_1 \) | [0.56, 0.44] | 0.56 | 1 | 0.5 | 1 | 0.44 | 5 |
| \( A_2 \) | [0.59, 0.41] | 0.59 | 2 | 0.5 | 1 | 0.41 | 4 |
| \( A_3 \) | [0.63, 0.38] | 0.63 | 3 | 0.5 | 1 | 0.38 | 3 |
| \( A_4 \) | [0.66, 0.34] | 0.66 | 4 | 0.5 | 1 | 0.34 | 2 |
| \( A_5 \) | [0.69, 0.31] | 0.69 | 5 | 0.5 | 1 | 0.31 | 1 |
Data obtained using the formula (32) and (31), as well as appropriate distance metrics for $p = 1$, are shown in Table 16. Table 17 shows the results of ranking alternatives for the characteristic values of $\lambda$.

**Table 16.** The results of calculations in the case of grey ideal point

| $\otimes x_i$ | $\otimes d_i$ | $\otimes r_i$ | $\otimes L_{1,i}$ |
|-------------|-------------|-------------|-------------|
| $A_1$       | [45, 55]    | [20, 35]    | [0.19, 0.44] | [0.22, 0.44] |
| $A_2$       | [50, 65]    | [15, 25]    | [0.31, 0.50] | [0.25, 0.41] |
| $A_3$       | [25, 45]    | [40, 45]    | [0.06, 0.19] | [0.28, 0.38] |
| $A_4$       | [65, 90]    | [0, 0]      | [0.63, 0.69] | [0.31, 0.34] |
| $A_5$       | [10, 40]    | [55, 50]    | [0.69, 0.63] | [0.34, 0.31] |

**Table 17.** The ranking results in the case of grey ideal point

| $\otimes L_{1,i}$ | $L_i$ | Rank | $\otimes L_{1,i}$ | $L_i$ | Rank | $\otimes L_{1,i}$ | $L_i$ | Rank |
|-------------------|------|------|-------------------|------|------|-------------------|------|------|
| $A_1$             | [0.22, 0.44] | 0.22 | 1 | [0.33] | 1 | 0.44 | 5 |
| $A_2$             | [0.25, 0.41] | 0.25 | 2 | [0.33] | 1 | 0.41 | 4 |
| $A_3$             | [0.28, 0.38] | 0.28 | 3 | [0.33] | 1 | 0.38 | 3 |
| $A_4$             | [0.31, 0.34] | 0.31 | 4 | [0.33] | 1 | 0.34 | 2 |
| $A_5$             | [0.34, 0.31] | 0.34 | 5 | [0.33] | 1 | 0.31 | 1 |

As can be seen from tables 15 and 17, both approaches give the same ranking orders. However, we consider that the use of the grey ideal point is much more logical based.
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