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Abstract

Background: Transcription factors (TFs), the key players in transcriptional regulation, have attracted great experimental attention, yet the functions of most human TFs remain poorly understood. Recent capabilities in genome-wide protein binding profiling have stimulated systematic studies of the hierarchical organization of human gene regulatory network and DNA-binding specificity of TFs, shedding light on combinatorial gene regulation. We show here that these data also enable a systematic annotation of the biological functions and functional diversity of TFs.

Result: We compiled a human gene regulatory network for 384 TFs covering the 146,096 TF–target gene (TF–TG) relationships, extracted from over 850 ChIP-seq experiments as well as the literature. By integrating this network of TF–TF and TF–TG relationships with 3715 functional concepts from six sources of gene function annotations, we obtained over 9000 confident functional annotations for 279 TFs. We observe extensive connectivity between TFs and Mendelian diseases, GWAS phenotypes, and pharmacogenetic pathways. Further, we show that TFs link apparently unrelated functions, even when the two functions do not share common genes. Finally, we analyze the pleiotropic functions of TFs and suggest that the increased number of upstream regulators contributes to the functional pleiotropy of TFs.

Conclusion: Our computational approach is complementary to focused experimental studies on TF functions, and the resulting knowledge can guide experimental design for the discovery of unknown roles of TFs in human disease and drug response.
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Background

Regulation of gene expression is essential for the realization of cell type-specific phenotypes [1] during normal development [2] and the adaptation of cellular organisms to their environment [3]. To a large degree, transcriptional regulation occurs through the interaction of protein factors with the genomic DNA [4]. Multiple proteins, including the chromatin remodelers, transcription factors (TFs), cofactors, and other transcription initiation factors [5], work in coordination to regulate the spatiotemporal details of gene expression. In the narrow sense, TFs are proteins that bind DNA in a sequence-specific manner and mediate the integrations of other proteins with specific target genes (TGs) for fine-granular expression control [6]. In this study, we adopt a broad definition of TF that includes the cofactors and other transcription initiation factors.

The pivotal role of TFs in development and cell identity determination is highlighted by the induced pluripotent stem cell (iPSC) technology [7, 8] and trans-induction techniques [9, 10], in which the introduction of just a few specific TFs is sufficient for converting fibroblast cells into pluripotent stem cells, or converting one differentiated cell type, e.g., pancreatic exocrine cells, directly into another differentiated cell type, e.g., β-cells. In addition, TFs are key players controlling diverse physiological functions, ranging from metabolism [11, 12], chemical and mechanical stress responses [13–16], song-learning [17, 18], to longevity and aging [19–21]. Many TFs are directly involved in diseases such as cancer, diabetes, and neural developmental disorders [9].
TFs have attracted intense research attention [22]; yet, the biological functions of most TFs are still poorly understood. The number of human TFs is estimated to be approximately 1500–2000 based on DNA-binding domain evidence [23–26]. In total, the sequence-specific DNA-binding activities of only 564 TFs are confirmed by experimental evidence and the existence of an additional 490 TFs is supported indirectly by phylogenetic evidence or author claims, based on the Gene Ontology (GO) database [27–30]. Limited knowledge is available on the biological functions of most TFs, with a small number of ‘famous’ TFs, such as TP53, attracting much attention [23]. However, recent developments of high-throughput technologies such as ChIP-seq and DNase-seq [31] provide an unprecedented amount of data on gene regulation, with binding profiles for over 100 TFs from ENCODE alone [32]. This has spurred systematic data-driven studies on transcriptional regulation, such as the discovery of cis-regulatory motifs [33, 34], the mapping of the hierarchical architecture of human gene regulatory networks, and the modeling of combinatorial regulation [32, 35–38]. At the same time, analytics tools have been developed for annotating ChIP-seq data [39–41], some allowing analysis of GO term enrichment for the binding sites [42–44].

In this study, we integrate the existing knowledge about functions and phenotypes of human genes with the transcriptional regulatory network to study the functions of human TFs. We define the ‘target functions’ of a TF as the statistical overrepresented functions among its TGs, and provide a systematic annotation of TF functions, ranging from metabolic pathways to disease phenotypes. In parallel, we define the functional similarity of two-TFs based on their TG overlaps, independent of the availability of gene function annotations, and annotate each TF by functionally similar TFs (Fig. 1). We study the pleiotropic functions of individual TFs and show that multifunctionality is associated with the number of upstream regulators of the TFs. With these analyses, we demonstrate a computational approach for achieving systematic understanding of TF functions.

**Results**

**The compendium of human TF TGs**

We compiled a TF–TG data compendium covering the direct transcriptional regulation targets of 384 unique TFs extracted from over 850 ChIP-seq experiments as well as the literature with low throughput experimental evidence. Low throughput experiments, ENCODE ChIP-seq, and other sources of ChIP-seq data are complementary in their TF coverage. It remains a challenge to accurately assign ChIP-seq signals to specific promoters and identify the TGs of a TF. We adapted a previously published method (TIP [45]), which statistically evaluates each gene as a potential TG based on both the locations and the intensities of the TF binding signals relative to the gene transcriptional start site(s). Overall, 149 (39%) TFs are covered only by high-throughput experiments, among which 52 (35%) are covered by the ENCODE consortium [32, 37] and 107 are covered by individual research labs (based on data published by October 2013). Meanwhile, 122 (32%) TFs are retrieved only from low-throughput experiments, and 113 (29%) TFs from both low- and high-throughput experiments (Additional file 1: Figure S1A).

A total of 16,967 unique TGs of TFs are available, including both TFs and non-TFs. We filtered the TGs identified in high-throughput experiments to achieve an estimated false discovery rate (FDR) of 0.01. Combining all sources, 146,096 TF–TG relationships were obtained. Each gene was regulated by 8.6 TFs in the compendium on average, while each TF in the compendium regulated 380.5 genes (Additional file 1: Figure S1B). Further, 63% of TGs were each regulated by five or more TFs, while 18% were each regulated by a single TF in the compendium. Most TFs also had regulators within the compendium, with the exception of 14 TFs that appeared to be master regulators among the TFs in the compendium, including BCOR, GLI2, HLF, HNF4G, MAZ, NELFE, NFATC1, NOTCH1, PHOX2A, RXRA, STAT4, SOX10, TEAD2, and THRA, although RXRA and SOX10 were self-regulated. Note that these TFs could be still be regulated by TFs without existing ChIP-seq data or regulated through distant cis-elements not effectively captured by current experimental/computational approaches.

**Defining the target functions of TFs**

Transcription factors perform their functions by (1) interacting with proteins and cis-regulatory elements and (2) consequently regulating the expression of downstream TGs. There are hence two aspects of functions for a TF, the molecular functions of a TF that enables its regulation of the TGs, and the biological functions exerted by the genes that are under control of the TF. Formally, we define the target functions (e.g., target diseases, target signaling pathways) of a TF as the consensus functions of the TGs, and we identify the target functions of a TF by detecting the enrichment of functional terms in the TGs. The TGs, as a whole, precisely define the biological functions regulated by a TF, while the target functions summarize the functional impacts upon perturbation of a TF.

We first compiled 3715 functional concepts covering molecular to organism level functions (Additional file 1: Table S1), including Mendelian diseases from OMIM, disease and phenotype associations from dbGAP genome-wide association studies (GWAS), pharmacokinetic (PK) and pharmacodynamics (PD) pathways from
PharmGKB, signaling and metabolic pathways from Reactome, and molecular functions and biological processes from GO. There were significant overlaps among the genes annotated in the six sources, yet each source has some unique genes (Additional file 1: Figure S2.)

We then confirmed the presence of functional signals in the TFTG compendium, i.e., that TFs were not randomly targeting functionally unrelated genes, and that the TFTG compendium contained a significant number of true TGs. We compared the TF–function associations obtained using a real TFTG compendium against that obtained using a randomized compendium, where we constructed the fake TFs to have the same number of random TGs as the corresponding real TFs. We observed 237,566 TF–function pairs with $P$ values for real TFs smaller than the corresponding $P$ values for
the fake TFs, compared to 155,801 pairs showing the opposite relationship (Fig. 2). To estimate the total number of true associations present for the real TFs, we assumed (1) that true associations for real TFs are all in the upper triangle, i.e., having $P$ values from real compendium less than the corresponding $P$ values from the randomized compendium and (2) that false associations for real TFs are equally distributed in the upper and lower triangle, i.e., having similar $P$ values from the real and fake TFs. This led to an estimated 81,765 true target function annotations for the real TFs. The ratio between the true and false associations was larger at the smaller $P$ value regions (Fig. 2 inset). At a $P$ value cutoff of 0.001, there were 16,158 associations for real TFs and 999 for fake TFs, corresponding to an FDR of 6.18%; while at a $P$ value cutoff of 0.0001, there were 9132 associations for real TFs but only 130 for fake TFs, corresponding to an FDR of 1.42%.

**Gene universe impacts the detection of target functions**

The target functions of a TF are detected by identifying a statistically significant enrichment of functional terms among the TGs of the TF. A critical step to obtain proper statistics for enrichment analysis is the choice of gene universe, which is the ‘allowed’ set of genes that restrict the TGs of a TF as well as the member genes of a functional term to be used in determining statistical associations. In Additional file 1: Figure S3, we provide an example of TF SPI1 and functional term ‘immune system’. The choice of gene universe affected not only the significance ($P$ value) but also the direction of TF-target function association. In general, an overly large gene universe inflated the strength of the positive association, i.e., enrichment of functional terms, while an overly restrictive gene universe inflated the strength of the negative association, i.e., depletion of functional terms.

We suggest that the gene universe must be chosen based on the implicit limitations of each type of functional annotations stemming from how the annotation was obtained, thus generally providing a smaller and hence more conservative universe. For manual curation, such as OMIM and PharmGKB, the function annotations are limited by the available literature. We therefore constructed a conservative ‘Literature Rich’ gene universe that included protein-coding genes annotated by one or more sources from OMIM, PharmGKB, GO biological processes, GO molecular functions, Reactome, KEGG, and Biocarta. For machine annotations coming from high-throughput experiments followed by computational filtering, such as the GWAS phenotype annotations, we used the ‘coding genes’ as a conservative universe (see Methods for more details). We disregarded non-coding genes as they are generally poorly annotated. We used the Literature Rich gene universe to detect target Mendelian diseases, pharmacogenomic pathways, signaling/metabolic pathways, molecular functions, and biological processes, and used the coding gene universe to detect target phenotypes studied in GWAS.

**TF–target function network**

At an FDR of 0.05, we identified 9747 significant TF–target function relationships using the conservative gene universes (Fig. 3a). The TF–target function associations formed a scale-free network [46], with power law distributions for both the number of target functions per TF and the number of TFs per target function (Fig. 3b and Additional file 1: Figure S4A). Overall, 279 (73%) TFs were annotated by at least one functional term (Additional file 1: Supplemental Material Section 1.1 [47, 48]). The lack of the annotations of the remaining TFs was likely due to the small sample size, i.e., number of TGs. The un-annotated TFs had 26.3 TGs on average, compared to 519.0 TGs on average for annotated TFs (Additional file 1: Figure S4B). An average TF was positively associated with 0.47 Mendelian diseases, 0.052 GWAS phenotypes or diseases, 0.26 pharmacogenomic pathways, 11.2 signaling and metabolic pathways, 7.9 biological processes, and 1.4 molecular functions (Additional file 1: Table S2). Extensive regulator sharing was observed among different types of gene functions (Additional file 1: Figure S5A), while we also observed biases of 62 TFs towards specific types of functions.
Fig. 3  

(a) Global view of the transcription factors (TFs) and their target functions; 311 TFs and 1420 annotations with one or more significant associations at FDR 0.1 levels were retained. Red indicates positive associations, green indicates negative associations, white indicates FDR > 0.1. Intensity of the colors corresponds to the significance levels: FDR 0.1, 0.05, and 0.01. The TF and target function clustering showed on the left and top was performed based on the TF-target function association phi coefficient matrix. We used the literature rich gene universe for the association analysis except for the TF-GWAS phenotype association, for which the coding gene universe was used. 

(b) The network visualization [148] of TF–target function and TF–known function relationships. Edges are colored red or green the same way as in (a). A solid edge links a TF with a significant target function that is not a known function. A dashed edge links a TF with a known function. A dashed edge with color links a TF with a known function that is also a significant target function, while a grey dashed edge links a TF with a known function that is not a significant target function. Node colors and shapes correspond to function types – purple circles, TFs; grey rectangles, Reactome pathways; blue triangles, GO molecular functions; white diamonds, GO biological processes; red rhomboids, PharmGKB PK and PD pathways; yellow hexagon, Mendelian diseases; green octagons, GWAS phenotypes. 

(c–g) Local regions of TF–function networks selected from (b)
Target functions predict known functions of TFs

We globally validated the TF–target function relationships by comparing them against the known functions of these TFs. Of course, our TF–target function relationships do not necessarily map to a TF–function relationship that is covered by existing gene annotation databases. For example, AHR targets molecular function oxygen binding, indicating that AHR regulates proteins that bind oxygen and likely catalyze oxidation reactions, but this does not mean oxygen binding is a molecular function of AHR protein itself. HNF1A targets many PK pathways (Fig. 3g), but HNF1A is naturally not an annotated member of these PK pathways, as the PK pathways in PharmGKB focus on the metabolic enzymes and transporters of drugs. Despite that, we found that the TF–target function associations could predict the known TF–target function relationships for all six types of functions. An overall area under the ROC curve (AUC) of 0.80 was achieved by using the P value from Fisher’s exact test as the predictive score. For specific types of functions, AUC of 0.81 was achieved for Mendelian diseases, 0.74 for GWAS phenotypes, 0.85 for pharmacogenetic pathways, 0.76 for GO biological processes, 0.76 for Reactome signaling and metabolic pathways, and 0.72 for GO molecular functions (Additional file 1: Figure S6). The true performance was likely higher, given the function–target function mapping issue.

Not only were target functions of TFs predictive of their known functions, but the numbers of target functions (i.e., multi-functionality) were also predictive of the numbers of known functions (Wald t statistic 6.07, $P = 3.1 \times 10^{-5}$; or Wald t statistic 5.07, $P = 6.3 \times 10^{-7}$ after controlling for the number of TGs per TF).

We manually validated the TF–target function relationships for Mendelian diseases, GWAS phenotypes, and pharmacogenetic pathways for which solid genetic evidence, such as direct mutation of the TF in patients, is available.

Mendelian diseases targeted by TFs

We identified the target Mendelian diseases of a TF based on the enrichment of disease causing genes [49] in the TGs of the TF. In total, 181 TF–target Mendelian disease relationships were identified at a FDR of 0.05. Overall, the predicted relationships between TFs and target Mendelian disease strongly correlated with known genetic mutations of TFs in the target Mendelian diseases (two-sample Wilcoxon test $P = 1.0 \times 10^{-159}$). This suggests that the genetic architecture of human diseases reflects the structure of normal transcriptional regulatory network. The majority of the top 20 TF–Mendelian disease associations (from 13 TFs) were supported by direct genetic evidence such as mutations of the TF in the target Mendelian disease, GWAS associations between the TF and closely related diseases, or phenotypes closely related to the target disease as observed in mouse knockout models of the TF (Table 1). For example, we identified porphyria as a target disease of GATA1 (odds ratio 170, $P = 9.8 \times 10^{-9}$), while direct mutation of GATA1 (R216W) has been reported in a congenital erythropoietic porphyria patient [50], and the mutant was suggested to cause the disease by regulating UROS, a common causal gene of congenital erythropoietic porphyria. Details for more examples are available in Additional file 1: Supplementary Material Section 1.2.

Complex phenotypes targeted by TFs

We identified 20 significant complex phenotypes for seven TFs (Additional file 1: Table S3 [51–62]). Transcription factors NFKB1 and RFX5 (Fig. 3d) are each associated with three and six autoimmune disorders, while both TFs are known to be involved in autoimmunity [53, 63, 64]. Especially, NFKB1 has been recently identified as a causal gene of autosomal dominant variable immunodeficiency-12 [65], which shows features of autoimmunity. NFKB1 is also genetically associated with autoimmune disease Ulcerative colitis [61]. Details of additional TF–target phenotype relationships are available in Additional file 1: Supplementary Material Section 1.8.

Pharmacogenetic pathways targeted by TFs

We identified 99 TF–target pharmacogenomic pathway relationships, covering 47 unique TFs and 45 unique pharmacogenetic pathways in PharmGKB. There was no preference towards PK or PD pathways, with 20 of 40 PK pathways and 26 of 50 PD pathways identified. However, different TFs were responsible for the target PK and PD pathways. Further, 18 of the 26 target PK pathways were the targets of just four TFs (see Additional file 1: Table S4), i.e., HNF1A, AHR, NR1I3, and FOXA2. Among them, nuclear receptor genes HNF1A, AHR, and NR1I3 are well known to regulate xenobiotic-metabolizing enzymes [60, 66–68]. Unique target PK pathways were found for each of the four TFs, suggesting their complementary roles in regulating drug metabolism. In addition to these four TFs, SP1 and TP53 were each associated with three PK pathways for cancer drugs. SP1 and TP53 were also associated with other cancer PD pathways, and their associations with cancer are strongly supported by the literature [69, 70].

We manually examined the full list of identified target PD pathways and confirmed the majority of the associations (Additional file 1: Table S4). A PD pathway describes the disease pathway that is perturbed...
by a drug. A target PD pathway is considered confirmed if the TF is a member of the PD pathway or closely related pathways, or if the TF is known to be genetically linked to the disease or closely related phenotypes. For example, ELK1 is identified as a regulator of the EGFR Inhibitor Pathway, while the TF itself is a member of the PD pathway. HNF1A is identified as a regulator of the PD pathways for cancer, high cholesterol, and diabetes, while mutations of HNF1A are known to cause hereditary cancers and diabetes, and variants of HNF1A are strongly associated with cholesterol level in GWAS [71]. E2F1 and E2F4 have been identified for multiple antimetabolite PD pathways. Antimetabolites are a class of drugs used for inducing medical abortions and treating cancers and autoimmune diseases through halting of cell cycles, while E2F1 and E2F4 are well-known regulators of cell cycles [72, 73].

Table 1: Top 20 TF-target disease associations. The “Literature Rich” gene universe is used for the association detection

| TF    | Target disease                      | log2(OR) | P value | Evidence |
|-------|-------------------------------------|----------|---------|----------|
| ATF3  | Lysosomal storage disease           | 4.5      | 3.9 x 10^{-09} | –        |
| BRCA1 | Mitochondrial metabolism disease    | 3.1      | 3.7 x 10^{-09} | –        |
| CTBP2 | Heart septal defect                 | 6.9      | 4.4 x 10^{-10} | Mouse [149] |
|       | Congenital heart disease            | 6.5      | 1.6 x 10^{-09} | Mouse [149] |
| ETS1  | Organ system cancer                 | 2.6      | 1.2 x 10^{-08} | Mutation [150] |
| GATA1 | Acute porphyria                     | 7.4      | 9.8 x 10^{-09} | Mutation [50] |
| HNF4A | Mitochondrial metabolism disease    | 3.0      | 5.3 x 10^{-09} | Mutation in MODY1 [140] |
| NFE2  | Lysosomal storage disease           | 5.7      | 4.8 x 10^{-12} | –        |
|       | Lipid storage disease               | 6.0      | 5.8 x 10^{-09} | –        |
| RFX2  | Bardet-Biedl syndrome               | 5.5      | 1.1 x 10^{-12} | Mouse [144, 145] |
| SOX10 | Waardenburg’s syndrome              | 11.4     | 2.0 x 10^{-09} | Mutation [141] |
| SUZ12 | Heart septal defect                 | 6.2      | 7.4 x 10^{-09} | Mouse [151] |
| TPS3  | Organ system cancer                 | 3.5      | 1.5 x 10^{-19} | Mutations in multiple cancer |
|       | Cancer                              | 3.5      | 3.6 x 10^{-19} | Types [152] |
|       | Disease of cellular proliferation   | 3.4      | 1.7 x 10^{-18} |          |
|       | Reproductive organ cancer           | 4.8      | 1.2 x 10^{-08} |          |
| USF1  | Disease of metabolism               | 2.2      | 1.3 x 10^{-10} | Association with FCHL [153, 154] |
| USF2  | Disease of metabolism               | 4.1      | 1.3 x 10^{-09} | –        |
|       | Disease of metabolism               | 2.3      | 2.8 x 10^{-09} | –        |

Log2(OR), log2 transformed odds ratio

P value from single-tailed Fisher’s exact test for odds ratio > 1

Evidence lists published genetic evidence directly support the association of the TF with the disease

Mutation mutations of the TF are observed in the disease or closely related diseases

Association, the TF gene locus is genetically associated with the disease or related diseases

Mouse mouse model shows phenotypes directly related to the disease.

Non-genetic evidence in the literature is not considered.

MODY1 maturity-onset diabetes of the young, FCHL familial combined hyperlipidemia

Table 2: Discordance transcription factors’ target function similarity and target gene similarity

| TF pair classification | Target-function sharing | Target-gene sharing | Counts | Significant sharing of known functions | P value |
|-----------------------|-------------------------|---------------------|--------|----------------------------------------|---------|
| Unexpected target function similarity | Significant | Low | 329 | 117 (35.6%) | 0.0010 OR = 1.45 |
| Other pairs with low target gene sharing | Not | Low | 42,373 | 11,704 (27.6%) | |
| Expected target function similarity | Significant | High | 4583 | 1772 (38.7%) | 7.7 x 10^{-13} OR = 1.27 |
| Other pairs with high target gene sharing | Not | High | 26,251 | 8727 (33.2%) | |

Significant target-function sharing: target function overlap significantly higher than expected by change (FDR ≤ 0.05)

Significant target function overlap significantly higher than expected by change (FDR ≤ 0.01, see Additional file 1: Table S9 for results at threshold 0.05)
TG sharing among TFs

While the TGs of a TF define its biological functions, the TG sharing between two TFs also reflects the functional relatedness between TFs. We studied the relationship between the TG overlaps and target function sharing between pairs of TFs.

As expected, the TG sharing, measured by Pearson's phi coefficient \( \phi_{GF} \), was highly associated with the target function sharing \( \phi_{Target \ Fun} \) (Wald \( t \) statistic 126.95, or 109.75 when controlling for the number of TGs, both \( P < 2.2 \times 10^{-16} \)). Among 73,536 possible TF pairs (Additional file 1: Figure S7), 12,434 (16.9%) showed significant TG sharing at a FDR of 0.01 based on Fisher's exact test. We refer to these similar TFs as TF neighbors. Relatedly, there were 11,205 pairs of TFs with one or more shared target functions, including 5866 pairs that also showed significant TG sharing (odds ratio 9.3).

Despite the overall consistency between target function overlap and TG sharing, many exceptions occur. Significant TG sharing was observed for 6568 pairs of TFs that did not share any target functions, including 428 pairs that surprisingly showed negative correlations between their target function association profiles. This could be caused by unknown or poorly understood functions common to these TF neighbors, and suggests that the TG-based TF neighbors may provide functional information missed by the target functions; therefore, the TF neighbors may serve as an additional layer in the TF function annotations. On the other hand, significant target function sharing (at a FDR < 0.05) was observed for 329 pairs of TFs that had lower-than-expected TG overlaps. To validate these unexpected target function similarities, we examined the known (literature reported) functions of these TF pairs. Indeed, 35.6% [74] out of the 329 pairs are supported by the literature, compared to 27.6% of the other TF pairs (\( P = 0.001 \) by Fisher's exact test, see Table 2). The top five TF pairs by target function sharing were MXII and RFX1, TRIM28 and VDR, LMO2 and ZNF263, ARNTL and BHLHE40, and ETV5 and MXII. Among these, two pairs, TRIM28 and VDR, and ARNTL and BHLHE40, did not share any TGs. However, TRIM28 and VDR shared 12 target functions, e.g., Reactome Telomere Maintenance, out of 15 and 14 target functions for the two TFs, respectively; while ARNTL and BHLHE40 shared two target functions, Reactome Bmal1 Clock Npas2 Activates Circadian Expression and Reactome Circadian Clock, out of four and two target functions for the two TFs, respectively. Mouse gene knock-out confirmed an abnormal circadian rhythm as a phenotype for both ARNTL [75, 76] and BHLHE40 [77], and the two proteins may be interaction partners [78]. A complete list of the TF pairs is available in Additional file 4: Table S8.

TFs link apparently unrelated functions: coffee and warfarin

Parallel to the TF–TG sharing and TF–target function sharing, we observed extensive member gene overlaps and regulator sharing between pairs of functional concepts (Additional file 1: Supplemental Material Section 1.3). The majority of TFs (64%) had two or more target functions. We observed that apparently unrelated gene functions were frequently linked by TFs. For example, AHR was found to be associated with coffee consumption and the PK pathways for drugs amodiaquine, warfarin, erlotinib, and phenytoin, as well as the estrogen metabolism pathways (Fig. 3e). Based on these observations, we hypothesized that coffee consumption would interfere with the metabolism of these drugs and estrogen, either through modifying the activities of AHR target enzymes or by impacting the expression of the enzyme genes through feedback regulation of AHR activity. The interactions of coffee drinking with both warfarin [79] and phenytoin [80] have been reported. On the other hand, coffee consumption is actually associated with decreased venous thromboembolism [81], which warfarin can effectively treat. The coffee–estrogen link is even more intriguing. High coffee intake has been found in multiple studies to be significantly associated with decreased risk of estrogen receptor-negative breast cancer [82, 83] and breast cancer risk in BRCA mutant carriers [84]. In addition, high coffee intake impacts the risk of Parkinson's disease in female in an estrogen-dependent manner [85, 86], possibly through modifying blood estrogen levels [87].

Indeed, we believe two apparently unrelated functions or phenotypes can be inherently related, and the relationship can be discovered through the TG based on TF function annotation as performed herein.

Obviously, when two functional concepts are statistically associated, i.e., when they share a significant number of member genes, they will likely be linked to the same regulators (Fig. 4a and Additional file 1: Figure S9A); however, the inverse is not true. Two functions can be linked by TFs even when they do not share a significant portion of member genes (Fig. 4b and Additional file 1: Figure S9B). In fact, of the 954 function pairs that shared identical sets of regulators, 356 (37%) pairs had less gene overlap than expected by chance (Additional file 2: Table S6), i.e., with odds ratio < 1. Most of such function pairs did not share any member genes. For example, hereditary lipid storage diseases did not share any genes with Reactome pathways iron uptake and transport and insulin receptor recycling, but the three functions were found to share regulators ATP3, NFE2, USF1, and USF2, while iron uptake and transport was also a target function of ARNT (Fig. 4c). Other examples include ventricular septal defect and developmental pattern specification process, which are both
targeted by SUZ12 and CTBP2, PECAM1 Interactions and disease agammaglobulinemia targeted by EBF1, intestinal disease and Human immunodeficiency virus infectious disease both targeted by NFKB1, prostate cancer and intestinal cancer both targeted by TP53, and Metalloendopeptidase Activity and cognitive disorder both targeted by ETV4, among many others.

Measuring the functional pleiotropy of TFs

A TF is functional pleiotropic if it targets multiple unrelated functions. The above analyses suggest extensive functional pleiotropy of TFs. In addition, while examining the functional pleiotropy of TFs, we observed that it was correlated with the regulator diversity of the TFs. Here, we quantified the functional pleiotropy of TFs in order to further study, in the next section, its causes from the perspective of transcriptional regulation. The number of target functions nTarget Fun can be a measure of TF functional pleiotropy, with the caveat that it double counts closely related or redundant functional concepts. We hence defined function diversity πTarget Fun as the ‘effective’, i.e., non-redundant, number of target functions by weighting each function by its uniqueness, which is the inverse of the accumulative similarity between the function and other functional concepts. Similarly, we define regulator diversity πReg of a gene as the effective, i.e., non-redundant, number of regulators. The regulator diversity corrects for related or cooperative TFs that are counted independently in the number of regulators nReg targeting a gene (Methods and Additional file 1: Supplemental Material Section 1.4). To motivate further analysis, we present examples of TFs with different levels of functional pleiotropy and regulator diversity in Table 3 as well as in Figs. 5a, Table 4, and Additional file 1: Figure S11A.

Upstream regulation enables functional pleiotropy of TFs

Over the set of 384 TFs in the TFTG compendium, we observed a global positive association between the target function diversity of TFs with the regulator diversity (Wald test $P = 3.3 \times 10^{-10}$ between diversity measures πTarget Fun and πReg, or $P = 1.6 \times 10^{-9}$ between raw counts $n_{\text{Target Fun}}$ and $n_{\text{Reg}}$), i.e., TFs with more effectively unrelated upstream regulators also tended to have more effectively unrelated target functions, suggesting diverse modes of upstream regulation as a mechanism for TFs to realize functional pleiotropy. To eliminate technical biases due to ChIP-seq experiment quality or uneven research attention for different TFs, we controlled for $n_{\text{TG}}$, the number of TGs per TF, as a confounding factor through a linear model. However, regulator diversity remained a significant predictor of the TF’s function diversity ($P = 5.3 \times 10^{-6}$, Wald test). Further, we examined the known functions of TFs, which, unlike the target functions, were independent of the TFTG data compendium. A significant association remained between the
known function diversity and the regulator diversity of TFs ($P = 6.3 \times 10^{-5}$ between diversity measures $\pi_{\text{Known}}^\text{Fun}$ and $\pi_{\text{Reg}}$ or $P = 0.00022$ between raw counts $n_{\text{Known}}^\text{Fun}$ and $n_{\text{Reg}}$). This was true regardless of the number of TGs for the TFs. In fact, a slightly stronger correlation was observed when TFs with less than 100 TGs were removed (Additional file 1: Figure S12). Finally, to completely eliminate the impact of human research biases toward popular TFs, which could result in a higher number of literature-reported TGs as well as literature-reported upstream regulators for the popular TFs, we repeated all of the above experiments after removing all low-throughput (literature derived) data in the TFTG compendium. We observed that regulator diversity and function diversity remained significantly associated (Additional file 1: Supplemental Material Section 1.5).

As a control, we evaluated the association between the TF's functional pleiotropy and its hierarchical location within the gene regulatory network, measured by PageRank [88]. Neither the PageRank-function diversity nor the PageRank-target function diversity associations were significant after controlling for the number of TGs of TFs (Additional file 1: Supplemental Material Section 1.6 [89, 90]).

In addition, we observed that the positive association was universal for all six types of function annotations. The trends were stronger for biological processes and molecular pathways, and weaker for GWAS and disease phenotypes (Fig. 5b). The association between function and regulator diversities extended to non-TF genes as well, with $P = 7.9 \times 10^{-5}$ between diversity measures $\pi_{\text{Known}}^\text{Fun}$ and $\pi_{\text{Reg}}$, and $P = 3.0 \times 10^{-18}$ between raw counts $n_{\text{Known}}^\text{Fun}$ and $n_{\text{Reg}}$ for 11,345 genes that have both regulator and function annotations (Additional file 1: Supplemental Material Section 1.7).

If regulator diversity is indeed a cause of TF function diversity, it is likely through driving the expression of the TF in diverse conditions. To evaluate this mechanism, we examined the expression of TFs in a collection

Table 3 Functional pleiotropy and regulator diversity of selected transcription factors (TFs), including two most functional pleiotropic TFs, BRCA1 and ZNF143, two TFs with the highest upstream regulatory diversity, MYC and TP53, and three TFs with lower functional pleiotropy, HNF1A, NFKB1, and SUZ12

| TF     | Function pleiotropy | Regulator diversity |
|--------|---------------------|---------------------|
|        | Target function | Effective target function | Known function | Effective known function | Upstream regulator | Effective upstream regulator |
| BRCA1  | 272                 | 45.5                | 101              | 14.5              | 33                | 15.9              |
| ZNF143 | 242                 | 35.4                | 22               | 2.8               | 53                | 22.1              |
| MYC    | 159                 | 24.2                | 68               | 12.4              | 50                | 25.1              |
| TP53   | 175                 | 26.8                | 166              | 25.4              | 49                | 23.0              |
| HNF1A  | 30                  | 6.3                 | 58               | 11.2              | 9                 | 3.8               |
| NFKB1  | 143                 | 23.7                | 34               | 6.2               | 26                | 11.7              |
| SUZ12  | 48                  | 8.3                 | 4                | 1.0               | 11                | 4.9               |
of 327 human tissue types and cell lines [91]. As expected, expression diversity of TFs was significantly associated with the regulator diversity (Spearman rank correlation 0.22, \( P = 2.7 \times 10^{-6} \), or Spearman rank correlation 0.26, \( P = 3.6 \times 10^{-7} \) for the raw counts). On the other hand, there was a significant association between expression diversity of TFs and the target-function diversity (Spearman’s rank correlation 0.10, \( P = 0.048 \) and the function diversity (Spearman’s rank correlation 0.26, \( P = 2.2 \times 10^{-7} \)). Similarly, we observed strong associations between expression diversity of general genes and the function and regulator diversities of genes (Additional file 1: Supplemental Material Section 1.7). These findings support transcriptional regulation

**Table 4** Complete target gene-based annotations for two example transcription factors (TFs) (A) NFKB1 and (B) SUZ12. Three types of information are provided (1) the top TF neighbors obtained by TF distance (target-gene overlap measured by Pearson’s phi coefficient) < 0.8, (2) the target functions in six categories, and (3) the functional diversities in six categories and total diversity. See Additional file 1: Figure S9 for a visualization of the regulator and target function networks surrounding NFKB1.

| Annotation of NFKB1 | Similar TFs: REL, BCL11A | Significant target functions \( \log_{10} P \) value | Functional diversity |
|---------------------|--------------------------|-------------------------------------------------|----------------------|
| GWAS phenotype      | Arthritis, rheumatoid (8.4) | 2.0 |
|                     | Psoriasis (6.95)           |  |
|                     | Colitis, ulcerative (6.29) |  |
| Mendelian disease   | Disease of cellular proliferation (7) | 2.5 |
|                     | Organ system cancer (6.84) |  |
|                     | Cancer (6.64)              |  |
|                     | + 10 more                  |  |
| PD/PK pathway       | EGFR inhibitor pathway (PD) (6.13) | 1.2 |
|                     | Doxorubicin pathway (cancer cell) (PD) (5.47) |  |
| Signaling/metabolic pathway | Immune system (17.11) | 13.2 |
|                     | Cytokine signaling in immune system (14.62) |  |
|                     | Interferon gamma signaling (10.89) |  |
|                     | + 46 more                  |  |
| Biological process (GO) | Adaptive immune response (5.86) | 10.2 |
|                     | Regulation of protein metabolic process (5.81) |  |
|                     | Regulation of cytokine production (5.72) |  |
|                     | + 71 more                  |  |
| Molecular function (GO) | Cytokine activity (14.33) | 3.2 |
|                     | Receptor binding (8.3) |  |
|                     | Chemokine activity (7.22) |  |
|                     | + 4 more                  |  |
| **Total Diversity:** |                         | 23.7 |

| Annotation of SUZ12 | Similar TFs: CTBP2 | Significant Target Functions \( \log_{10} P \) value | Functional diversity |
|---------------------|-------------------|-------------------------------------------------|----------------------|
| GWAS phenotype      | –                 | 0 |
| Mendelian disease   | Heart septal defect (8.13) | 1.8 |
|                     | Congenital heart disease (7.57) |  |
|                     | Disease (7.14) |  |
|                     | + 6 more |  |
| PD/PK pathway       | –                 | 0 |
| Signaling/metabolic pathway | Regulation of beta cell development (12.19) | 1.2 |
|                     | Regulation of gene expression in beta cells (6.26) |  |
|                     | Class b 2 secretin family receptors (4.08) |  |
| Biological process (GO) | Anatomical structure development (40.03) | 5.8 |
|                     | Multicellular organisal development (33.22) |  |
|                     | System development (32.56) |  |
|                     | + 29 more |  |
| Molecular function (GO) | Transcription factor activity (36.68) | 2.2 |
|                     | DNA binding (33.55) |  |
|                     | RNA polymerase II transcription factor activity (11.83) | + 1 more |  |
| **Total Diversity:** |                         | 8.3 |
diversity as a mechanism for functional pleiotropy of TFs and other genes.

Discussion

A major challenge in data-driven TF function annotation is to minimize the impacts from false bindings and to reliably extract gene function signals. We combined multiple statistical strategies to achieve this. First, TGs from ChIP-seq experiments were extracted with a stringent FDR, which was calculated using a statistical framework modified from TIP [45] by combining binding locations and intensity information to enrich for true TF-DNA binding events over false signals. Second, we defined the target functions of TFs as the consensus functions among the putative TGs. The statistical enrichment analysis hence further filtered noises from the remaining false TGs. Third, we chose conservative gene universes specific to the types of functions, so as to minimize spurious associations. Finally, we applied the Benjamini-Hochberg multi-test correction procedure and required a FDR of 5% for all associations reported. With these, approximately 10,000 significant TF-target function associations were obtained. Meanwhile, the total number of true TF-target function associations was estimated to be over 80,000, indicating the presence of rich functional signals in the TFTG data (Fig. 3). We believe there is room for further improvement to retrieve a higher number of TF-target function annotations at a controlled FDR.

We globally validated the TF-target function associations by comparing them with known TF-function relationships, and showed that the target functions cover both known and novel TF-function relationships. Despite the fact that TF-target function and TF-function relationships did not always have direct correspondence, we observed a good prediction performance with an AUC 0.80 with six types of gene functions combined. In addition, we manually validated the top target diseases, phenotypes, and pharmacogenetic pathways based on the literature, and found the majority to be supported by direct genetic evidence, such as direct mutations or GWAS implicated associations of a TF in patients with the target disease, or phenotypes of mouse knockout models of the TF (Table 1, Additional file 1: Tables S3 and S4 [49, 71, 92–115]), even when they were not annotated as a known function of the TFs. Given that our knowledge was incomplete for even the most well studied TFs, we believe the non-validated TF-target functions represent opportunities for future experimental studies of the TFs.

The foundation of this study was the hypothesis that genes regulated by a same TF are functionally related. We believe this extends to the functional concept level, i.e., that multiple concepts targeted by the same TF(s) are also functionally related at some higher level. Based on co-regulation, we predicted the interaction between coffee consumption and the metabolism of multiple drugs, including warfarin, as well as the interaction between coffee consumption and estrogen metabolism, both of which are validated by multiple published experimental studies [79–86]. Further, we showed that TFs link hundreds of functional concept pairs that do not share any member genes. This highlights the potential usage of the TF-target function network to study the high-level organization principles among biological functions that is unattainable by solely studying the member genes of functions, e.g., through a member gene-based function–function association network.

Based on the TF-target function network, we examined the functional pleiotropy of TFs. We discovered that a TF with more target functions (or known functions) were themselves regulated by significantly more TFs, and both function and regulator diversities were associated with the expression diversity of the TF in cell lines and tissues. These findings suggest that regulator diversity may be a cause of function diversity of TFs, and it works by driving the expression diversity of genes. TF–TG interactions mediated by distant cis-regulatory regions, e.g., enhancers, are challenging to identify due to the large variations in the relative locations of enhancers. Such signals are not captured in this study. In an attempt to capture distant regulations, we relaxed the window size from 6000 to 20,000 bps in the statistical inference of TF-target genes (Additional file 1: Supplemental Methods section 2.1). We observed that the majority of the TF–TG relationship remained the same. Given that the statistical signal is expected to be weaker for bindings at larger distance to TSS, the existing experimental and computational frameworks are in general inefficient in capturing enhancer regulations. In addition, an overly wild window would reduce statistical power in detecting the true signals. This study therefore focused on the smaller 6000-bp window.

Gene regulation is well known to be cell type-specific, and co-expression of TFs is required for the co-regulation of TFs on the shared TGs [24]. However, current high-throughput studies for in vivo TF-DNA binding, including the ENCODE project [32, 116], are generally limited to a small number of tissue/cell types. Comprehensive ChIP-seq analysis on a large number of cell types remains unrealistic due to cost and resource requirements. We therefore compiled the TF–TG relationships in a cell type- and development stage-agnostic manner. Contingent on data availability, this work can be easily extended to perform cell type-specific TF function annotation. Despite this limitation, the resulting TFTG data partially captured the cell type specificity of
TFs, as we observed that TFs sharing similar tissue expression patterns also shared a greater amount of TGs (Wald t test, $P = 1.9 \times 10^{-78}$).

**Conclusion**

In an effort to manually annotate TF functions [22], over 100 experts joined efforts to curate and integrate published knowledge and provide mini-reviews on TFs. We believe automated yet accurate function annotation and manual curation are complementary and will together greatly facilitate our understanding of the biological functions of human TFs.

Despite large consortium efforts such as ENCODE [32, 117], existing data for TF–TG relationships remains scarce. Our TFTG compendium covers 384 unique TFs. This is the largest collection, to our knowledge, compared to 237 TFs in a recently published study [74], yet it only covers a small fraction (20–25%) of the putative 1500–2000 TFs in human [23, 26]. Relatedly, we notice that the TFTG compendium is biased toward the well-known TFs, likely due to preferential attachment of research efforts to popular TFs. For the same reason, some TFs enjoy higher TG coverage than the others. These biases currently limit the power of TG-based TF function annotation. However, with the maturity of ChIP-seq and related high-throughput assays for in vivo protein-DNA binding and the availability of the technologies to more labs, we expect a steady accumulation of TFTG data with improved accuracy and completeness, yet with reduced biases. Such data will ultimately enable the annotation of all TFs in the human genome, and serve as the foundation for hypothesis generation and further experimental studies of the roles of TFs in normal biological processes and diseases.

**Methods**

**Transcription factor TG data compendium**

We compiled TFTG relationships from multiple sources. ChIP-seq experiments from both large- [28, 32, 37] and small-scale studies were included. Meta-data of 413 ChIP-seq experiments for 235 unique TFs were curated manually by October 2013 from GEO [118], in addition to approximately 450 ChIP-seq experiments for 115 unique TFs from the ENCYclopedia of DNA elements (ENCODE) [32, 37]. The binding signals from TGs were differentiated from those from non-TGs using a modified version of the TIP algorithm [45], which combines the binding location and intensity information for statistical determination of TF TGs (Additional file 1: Supplemental Methods section 2.1 [119–121]). Manually curated low-throughput TG annotations were compiled from multiple databases, including BIND, HTRI, PAZAR, and TRED [122–125]. Only TFTG relationships with direct literature evidence from low-throughput experiments [126, 127], e.g., as electrophoretic mobility shift assays, were included. We did not differentiate sequence-specific DNA-binding TFs from other DNA binding transcriptional regulators. Some cofactors that do not directly bind DNA were also included when ChIP-seq data were available. Despite this, we refer to all these transcriptional regulators as TFs in this study.

**Gene function annotation data**

Six types of gene annotations were used in this analysis to annotate TFs. GO [25] for biological processes and molecular functions, together with the Reactome pathways [128] were retrieved from the MSigDB v4.0 [129]. The pharmacogenomics pathways for PD and PK were retrieved on January 20, 2013, from the Pharmacogenomics Knowledgebase (PharmGKB) [130]. Gene disease association data from GWAS were obtained on May 4, 2014, from dbGAP [131] and NHGRI [132] catalogs with $P$ value cutoffs at $1 \times 10^{-3}$ (loose set) or $1 \times 10^{-5}$ (stringent set), and the closest gene (or two genes if the SNP was intergenic) to each SNP was retained. When not specified, the loose set was used. Of note, a large $P$ value cutoff was used to capture the majority of the true disease-related genes rather than to select for confident ones, as our goal here was to associate complex phenotypes and diseases rather than individual genes with TFs. The gene–Mendelian disease annotations were obtained on July 5, 2014, from the Online Mendelian Inheritance in Man (OMIM) [49], and the disease genes were further grouped in a hierarchical manner to disease classes based on the disease ontology [133]. For all data, only genes uniquely mapped to the Entrez Gene database [134] were retained.

**Defining coding genes and Literature Rich genes**

Coding genes were defined as all Entrez genes that have associated protein products in Ensembl Protein or UniProt databases. Literature Rich genes were defined as coding genes annotated in any of the following seven data sources: GO Biological Processes, GO Molecular Functions, Reactome, PharmGKB, Kyoto Encyclopedia of Genes and Genomes pathways [135], Biocart [136], and OMIM [49]. There were 19,847 coding and 10,931 Literature Rich genes in total. Interestingly, 333 of the Literature Rich genes were not Coding genes, but pseudogenes, discontinued gene records, or gene loci without defined genes. These were removed, leaving 10,561 Literature Rich genes in total.

**Measuring the associations between binary variables**

Fisher’s exact test [137] was used for testing the associations between TFs and biological functions by detecting significant enrichment of genes that were TGs of a TF and were also annotated with a given function. G-test
was used as a fast approximation to Fisher’s exact test in preliminary analyses and to demonstrate the presence of functional signals in the TF TG data (Fig. 3). To perform multi-test correction, we calculated the Benjamini–Hochberg FDR [138] on the P values for each type of annotation separately.

Since Fisher’s exact test does not have a test statistic that can be used to measure the similarities between two binary variables, we used Pearson’s phi coefficient (ϕ, PPC) to measure association strength,

\[ \phi = \frac{n_{11}n_{00} - n_{10}n_{01}}{\sqrt{(n_{10} + n_{11})(n_{00} + n_{10})(n_{01} + n_{11})(n_{00} + n_{01})}}, \]

where \( n_{ij} \) are the observed number of \( ij \) value pairs for the two random variables. The strengths of TF–function association, TF–TF TG sharing, TF–TF target function sharing, TF–TF known function sharing, and function–function member gene sharing are denoted as \( \phi_{TF, Fun}, \phi_{TG, Fun}, \phi_{TargetFun}, \phi_{Fun} \) and \( \phi_{Fun, Fun} \) respectively. PPC is sample size independent, and serves as a good measure of the magnitude of associations. The sign of PPC indicates the directionality of an association.

Functional and regulator diversities of TFs

We measured the effective number of TFs (i.e., the regulatory diversity) of a function or gene and the effective number of target functions (i.e., the function diversity) of a TF by down weighting the TFs (or functions) that were correlated with other TFs (or functions). Given Pearson’s phi coefficient \( \phi_{tt} \) between TFs \( t \) and \( t' \), the uniqueness of TF \( t \) is defined as \( u_t = 1/\sum_{t' \in TFs} \phi_{tt}' \). Note that \( u_t \) is always within 0 to 1, since the association between a TF with itself is always 1, i.e., \( \phi_{tt}' = 1 \). The regulator diversity \( \pi_{Regg} \) of a function or gene (including TF) \( g \) is then defined as the weighted counts of the TFs targeting the function or gene, \( \pi_{Regg} = \sum_{t \in TFs} \pi_{t} g_{tt} \). The regulator diversity measures the effective (non-redundant) number of regulators for a gene (or a TF). Similarly, we can define the uniqueness of each function annotation term, phenotype, or disease, and then define the target function diversity \( \pi_{Target_Fun} \) (i.e., effective number of target functions) of a TF or the function diversity \( \pi_{Fun} \) (i.e., effective number of known functions) of a gene.

Endnotes

1The target function association profile of a TF is comprised of the Pearson’s phi coefficients between the TF and all 3715 functional concepts. A lack of positive correlation between two profiles indicates that the two TFs are likely functionally unrelated based on the known functional concepts.
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