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Abstract

We present a deep convolutional GAN which leverages techniques from MP3/Vorbis audio compression to produce long, high-quality audio samples with long-range coherence. The model uses a Modified Discrete Cosine Transform (MDCT) data representation, which includes all phase information. Phase generation is hence integral part of the model. We leverage the auditory masking and psychoacoustic perception limit of the human ear to widen the true distribution and stabilize the training process. The model architecture is a deep 2D convolutional network, where each subsequent generator model block increases the resolution along the time axis and adds a higher octave along the frequency axis. The deeper layers are connected with all parts of the output and have the context of the full track. This enables generation of samples which exhibit long-range coherence. We use MP3net to create 95s stereo tracks with a 22kHz sample rate after training for 250h on a single Cloud TPUv2. An additional benefit of the CNN-based model architecture is that generation of new songs is almost instantaneous.

1. Introduction

The impressive progress in the field of image generation has resulted in generative models which are able to generate high-resolution images indistinguishable from real pictures (Karras et al., 2018; 2019; Zhang et al., 2019). The field of generative models for music has long focused on generation of music scores. For such models, the final conversion to sound relies on synthesized musical sounds (e.g. MIDI files) to convert the symbolic music into an audio signal. This approach reduces the dimensionality of the audio generation problem, but limits the output to a combination of the set of synthesized sounds.

With the increase in computing power in recent years, generative audio models have moved to generate raw audio directly (van den Oord et al., 2016; Donahue et al., 2019; Engel et al., 2019; Dhariwal et al., 2020). An high-quality stereo sample of 20 seconds has an uncompressed size of 3.4MiB when sampled at 44.1kHz with a 16-bit resolution. This is similar to the high-resolution 1024x1024 images with 3 8-bit color channels from Karras et al. (2018) which have a 3.0MiB size in its uncompressed representation. Dhariwal et al. (2020) show that it is now possible to generate diverse and coherent audio samples several minutes long. However, these generative model require large amounts of computing power.

On the other hand, audio is an integral part of consumer electronic devices, which have much less computing power. This is in large part due to audio compression techniques such as MP3 and Vorbis compressing the audio data into much smaller data formats (Brandenburg, 1999). MP3 relies on two key features to achieve a reduction in audio file size, often by as much as 75-93% (Siegert et al., 2016). First, it leverages the psychoacoustic properties of human hearing (Johnston, 1988). In particular, if a audio signal is below the threshold for hearing, the human ear will not perceive it. Additionally, certain louder sounds will mask more quiet sounds, even if the more quiet sound would have been audible when played by itself. The second key feature behind MP3 compression is Huffman coding which further decreases the data format size. Huffman coding would not be an easy data format for (convolutional) neural networks to parse, given the codes have variable length. The psychoacoustic properties, on the other hand, allow us to remove a significant amount of data from the audio signal without an audible impact, hence reducing the computing power required to generate raw audio samples with a generative model.

The psychoacoustic properties of the ear are expressed in the frequency domain, so MP3 encoding first converts an audio signal using the modified discrete cosine transformation (MDCT). Compared to other Fourier-related transformations, such as the Short-Time Fourier Transforms (STFT), the MDCT transformation has the added benefit that it is a real transformation. All phase information of the raw audio
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2. Model

2.1. Modified Discrete Cosine Transform (MDCT) amplitudes as data representation

Given a signal \( x(t) \) sampled over \( t \in [0, T] \) with sample rate \( f_s = 1/t_0 \), we can group the sampled datapoints in \( M \) blocks of length \( N \):

\[
x(mN + nt_0) \quad \text{with} \quad \begin{cases} n = 0, \ldots, N - 1 \\ m = 0, \ldots, M - 1 \end{cases}
\]

where \( T = NMt_0 \).

By applying on each pair of consecutive blocks the following linear transformation, we can compute the MDCT amplitudes \( A_k(m) \):

\[
A_k(m) = \sum_{n=0}^{2N-1} x((mN + n)t_0) w_n \cos \left( \frac{\pi}{N} \left( n + \frac{1}{2} \right) \left( k + \frac{1}{2} \right) \right)
\]

where \( k = 0, \ldots, N - 1 \) is the frequency index corresponding with the following frequency filter band:

\[
[f_k^0, f_k^0 + \frac{f_s}{2N}] = \left[ \frac{f_s}{2N} k, \frac{f_s}{2N} (k + 1) \right]
\]

The discretized window function \( w_n \) satisfies

\[
w_n = w_{2N-1-n}
\]

\[
w_n^2 + w_{n+N}^2 = 1
\]
These latter conditions ensure that the MDCT transformation is invertible. As such, MDCT is a lossless linear transformation of the raw audio signal. Multiple choices exist for the window function, in our implementation we opted for the window function used by the Vorbis project behind the Ogg data format:

\[
w_n = \sin\left(\frac{\pi}{2}\sin^2\left[\frac{\pi}{2N}\left(n + \frac{1}{2}\right)\right]\right)
\]

(6)

The MDCT is similar to the Short-Time Fourier Transform (STFT) which has been applied in several recent music generation models (Donahue et al., 2019; Vasquez & Lewis, 2019; Engel et al., 2019),

\[
\tilde{A}_k(m) = \sum_{n=-\infty}^{\infty} x(nT)w_{n-m}(\cos kn - i \sin kn)
\]

(7)

where \(w_n\) is a discretization of a window function with compact support.

Compared to the STFT, the MDCT transformation amplitudes \(A_k(m)\) are real-valued whereas the STFT amplitudes \(\tilde{A}_k(m)\) are complex. The spectrogram of the STFT is defined as \(|A_k(m)|^2\). Taking the spectrum of the STFT amplitudes removes the phase information of the original signal. Hence, generative models producing a spectrogram also need to generate the corresponding phase to produce the audio signal. The Griffin-Lim algorithm (Griffin & Lim, 1984) and other approaches exist to reconstruct the phase (Decorsière et al., 2015; de Chaumont Quitry et al., 2019).

Additionally, MDCT has strong energy compaction properties compared to other discrete transformations such as STFT (Rao & Yip, 1990) meaning that a lower number of non-zero amplitudes are needed to carry the same amount of information. And finally, the MDCT representation allows to leverage the psychoacoustic filtering effect (see section 2.2).

MP3net uses the MDCT representation directly, hence not removing the implicit phase information and benefiting from the compaction of the audio signal in few amplitudes. See figure 1 for an example of the MDCT representation and the corresponding spectrogram. Note that we observed that it is beneficial for convergence and expressivity of the model not to convert the amplitudes to a (signed) log-scale (dB) when representing the audio signal in our model. Since MDCT is a linear transformation, superposition of two audio samples is achieved by adding the respective amplitudes. We hypothesize this helps the model to easily superimpose different sounds from different feature channels to generate the output. Another benefit is not switching to the (signed) dB is that it allows for the application of progressive training (Karras et al., 2018) to reduce the training time. Indeed, if one trains the deeper layers in the progressive training process, one needs to train the model on downsampling (blurred) data. However, if one were to blur the dB-rescaled amplitudes, the blurred data tends to blur the information in the blurred sample (see section 5).

### 2.2. Psychoacoustic filter

The psychoacoustic filter consists of two key features. First, the filter leverages the fact that the human ear cannot hear certain quiet sounds. The level of perception depends on the frequency of the tone. Based on auditory experiments, one can approximate the amplitude intensity of this absolute threshold as (Zölzer, 2008):

\[
I_{\text{absolute threshold}_j} = 10^{\frac{L_{\text{absolute threshold}}(f_j)}{10}}
\]

(8)

where

\[
L_{\text{absolute threshold}}(f)[\text{dB}] = 3.64f^{-0.8} - 6.5e^{-0.6(f-3.3)^2} + 10^{-3}f^4
\]

(9)

The human ear is not able to distinguish between all the different possible raw audio signals. This phenomena is known as the psychoacoustic filter (Zölzer, 2008). Mathematically this filter is expressed in the frequency spectrum, making the MDCT or STFT representation of the audio data the natural representation to apply this filter on.

The psychoacoustic filter consists of two key features. First,
of each band. In figure 2, the absolute threshold is plotted in green. Amplitudes in the region below the absolute threshold (shaded in light green) are inaudible.

A second psychoacoustic effect is that louder noises can render more quiet sounds inaudible, even if they are above the absolute threshold. This masking effect is also frequency dependent. The farther a frequency \( j \) of an amplitude \( A_j \) is from the frequency \( i \) of the masking amplitude \( A_i \), the weaker the masking effect:

\[
I_{\text{mask}, j} = \left( \sum_i (A_i^2) \alpha \vec{\tau}(f_{ij} - O_j) \right)^{1/\alpha} \tag{10}
\]

with \( f_{ij} \) the spreading function and \( O_j \) the offset:

\[
f_{ij} = 15.81 + 7.5(i - j + 0.474) - 17.5 \sqrt{1 + (i - j + 0.474)^2} \tag{11}
\]

\[
O_j = \tau(14.5 + j) + (1 - \tau)5.5 \tag{12}
\]

Here, \( \alpha \) is a fixed non-linear superposition coefficient and \( \tau \) is the tonality of the amplitude spectrum \( A_k \) given by the spectral flatness measure:

\[
\tau = \min \left( 1, \frac{10}{-60dB} \log_{10} \frac{\exp \left( \frac{1}{N} \sum_k \ln A_k \right)}{\sum_k A_k} \right) \tag{13}
\]

which is 0 for white noise and 1 for a pure tone. The frequency indices in formulas (10)-(13) refer to the mid-point frequencies of the respective Bark bands. In figure 2, the masking threshold of the spectrum (in blue) is plotted in yellow. Note that the first harmonic in the figure is below the masking threshold and hence inaudible.

In MP3 compression, all amplitudes are quantized as integer multiples \( a_k(m) \) of the auditory threshold:

\[
A_k(m) \approx a_k(m) \max(I_{\text{absolute threshold}, k}, I_{\text{mask}, k}) \tag{14}
\]

This discretization process introduces an inaudible quantization error of size:

\[
\frac{1}{2} \max(I_{\text{absolute threshold}, k}, I_{\text{mask}, k}) \tag{15}
\]

In the MP3 format, the auditory threshold is stored for each Bark band, together with the integer multiples using Huffman coding.

In generative models, this psychoacoustic auditive equivalence between two different audio signals can be leveraged to improve training stability and convergence. Alternatively it can be used to reduce the dimensionality of the problem. In MP3net, we opted to add gaussian noise with a standard deviation proportional to the psychoacoustic quantization error of equation (15) to the MDCT amplitudes for both real and generated samples before they enter the discriminator. As studied by Arjovsky & Bottou (2017) and Jenni & Favaro (2019), this process improves the stability of the GAN training process, since it smooths the distribution of both the true and generated distributions, extending the support of both distributions. In earlier versions of our model, we implemented the psychoacoustic filter as a differentiable projection similar to a Leaky ReLU. This projection operator projected both real and generated samples onto a lower dimensional manifold by attenuating inaudible frequencies. However, the model yields better results with the gaussian noise approach.

We believe that the psychoacoustic equivalence might also be useful for VAE-based generative models. The autoencoder can be trained to project out the psychoacoustic equivalence.

### 3. Network architecture

#### 3.1. 2D convolutions to up- and downscale the MDCT amplitude representation

Our network architecture is based on the architecture of the ProGAN network (Karras et al., 2018) with successive model blocks which scale up/down the image using strided 2D convolutions in the generator and discriminator respectively. Each model block in the generator takes the activation tensor from the previous layer as input and computes an activation tensor with double the resolution as output. The structure of the output tensor is such that each original input pixel is replaced with 2x2 pixels. Similarly, the model blocks of the discriminator halve the resolution of the input activation tensor.

To build a similar convolutional network which doubles the audio resolution, we need to consider the two different ways we can increase the resolution given our MDCT amplitude tensor representation. First, we can double the sampling rate \( f_s \to 2f_s \) of \( x(t) \) by doubling the number of blocks \( M \to 2M \). Using the notation of equation (1), we get:

\[
x\left( \tilde{m}Nt_0 + n \frac{t_0}{2} \right) \tag{16}
\]

with:

\[
n = 0, \ldots, N - 1 \tag{17}
\]

\[
\tilde{m} = 0, 1, \ldots, M - 3 \frac{2}{N \text{ new blocks}} \tag{18}
\]

We see that, similar to the image, each block \( m \) of the input activation tensor \( A_k(m) \) is replaced by two blocks \( \tilde{m} = m \) and \( m + 1/2 \) in the output activation tensor \( A_k(\tilde{m}) \). We also note that while the number of filter bands \( N \) has not
changed, the corresponding frequencies of the filter bands have doubled to:

$$\tilde{f}_k^0 = \frac{(2f_s)}{2N} k \quad \text{with} \quad k = 0, \ldots, N - 1 \quad (19)$$

Alternatively, we can double the sampling rate of $x(t)$ by doubling the size of the blocks $N \to 2N$:

$$x \left( (m2N + \hat{n}) \frac{t_0}{2N} \right) \quad \text{with} \quad \hat{n} = 0, \ldots, 2N - 1 \quad (20)$$

This time there is no change to the block structure $m$ of the output activation tensor $A_k(m)$, but the filter bands corresponding with $\hat{k}$ are now given by

$$\tilde{f}_k^0 = \frac{(2f_s)}{2N} \hat{k} \quad (21)$$

with,

$$\hat{k} = 0, \ldots, N - 1, \quad N, \ldots, 2N - 1 \quad (22)$$

Here, we see that each frequency component $k$ is not replaced by two corresponding frequencies $k = \hat{k}$ and $\hat{k} + 1/2$, as was the case for the block structure $m$ when doubling the number of blocks. Instead, we first have the original $N$ frequencies from the input tensor and then we add $N$ new higher frequencies. Intuitively, we can understand this as adding a new higher-pitched octave with $N$ frequencies to our MDCT amplitude representation. Indeed, these new frequencies with even index $\hat{k}$ are exactly double the frequencies of the highest octave already present in the input activation tensor:

$$\tilde{f}_{2k}^0 = 2f_k^0 \quad \text{where} \quad k = \frac{N}{2}, \ldots, N - 1 \quad (23)$$

Given this relation, we can take the MDCT amplitudes of the highest octave of the input tensor (frequencies $k = N/2, \ldots, N - 1$) and apply a transposed convolution with stride 2 to generate the new higher-pitched octave with $N$ amplitudes (frequencies $\hat{k} = N, \ldots, 2N - 1$). We then concatenate the newly generated octave with the input amplitudes.

Using the above method we build a generator model block (see figure 3) which doubles the number of frequency components ($N \to 2N$) and quadruples the number of blocks ($M \to 4M$). To allow the model to balance the MDCT amplitudes of the newly created octave with the lower octaves, we introduce a convolutional layer with strides $1 \times 1$ and kernel $1 \times 1$ and without activation before concatenating.

The discriminator model block has the same structure as the generator model block, with the layer order reversed except for the position of the octave balancing layer. In the generator, this layer is located just before the downsampled highest octave is summed with the lower octaves.

![Figure 3. Design of the generator model block. The activation tensor of MDCT amplitudes $A_k(m)$ is represented by the horizontal bar, where the width illustrates the number of filter bands $k$. The (unbatched) dimensions of the tensors are indicated as block length $\times$ filter bands $\times$ channels. The notation for the transposed convolutions indicates the strides for the block $\times$ filter band directions.](image)

### 3.2. Overall model architecture

The model architecture of MP3net is shown in figure 4. The model is a WGAN with gradient penalty. Similar to Karras et al. (2018), the discriminator loss function has a small drift term $\epsilon_{\text{drift}} \mathbb{E}_{x \in \mathcal{P}_r} [D^2(x)]$.

Both real and generated MDCT amplitudes pass through the psychoacoustic layer where gaussian noise is added. The standard deviation of the gaussian is proportional to the quantization error computed in equation (15).

The model also contains the minibatch standard deviation layer as described in Karras et al. (2018). This layer is added just before the last model block in the discriminator. It computes the variance over the minibatch for each of the elements in the activation tensor. This variance is added as an extra feature to the discriminator to force the generator to produce a diversity of generated samples. If the generator were only to produce a low diversity of samples, then the resulting low variance over the minibatch would help the discriminator to identify the samples as generated.

No batch normalization or pixelwise feature normalization layers (see Karras et al. (2018)) are included in the generator. Note that we observed that standard batch normalization, where each feature is rescaled independently, destroys the training process as the model is unable to learn patterns which require calibration along the feature dimension.
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The benefit of using a deep convolutional network is that since the deepest layers of our MP3net have the full context of the generated sample, they are able to produce samples with long-range coherence. Additionally, once the model is trained, inference is almost instantaneous.

Given that 2D convolutional networks are well studied due to their importance in image generation, we can borrow some of the tools developed in that context to further improve model performance. In particular, progressive training of the deeper layers could significantly reduce the training time (Karras et al., 2018) and self-attention layers such as discussed in (Zhang et al., 2019) can further improve long-range coherence of the generated audio sample.

4. Experiments with the MAESTRO dataset

4.1. Dataset description

Our experiments are based on the MAESTRO-V2.0.0 dataset (Hawthorne et al., 2019). This dataset contains over 200h of classical piano music, recorded over nine years of the International Piano-e-Competition. To train MP3net, we use the WAV audio files from the competition years 2004, '06, '08 and '09 (51GiB of WAV files). These audio files were recorded with conventional recording equipment and hence contain some background noises. We resampled the audio to 22,016Hz and sliced the pieces into fixed-length audio samples for training. As such, the start of the training samples does not usually coincide with the start of the music piece. We did not condition MP3net on starting position of the sample in the song as was done in Dhariwal et al. (2020).

4.2. Training details

We ran two experiments. In the first experiment, the model generates 95-second audio samples to evaluate long-range coherence, musicality and diversity of the generated samples. In the second experiment, we reconfigure the model to produce 5-second samples to study audio quality and timbre.

4.2.1. 95-SECOND MODEL

We used a model with a 512 dimensional latent space and 6 subsequent model blocks (see figure 3). The dimension of the generated output is $16,384 \times 128 \times 2$ in the MDCT representation of block length $x$ filter bands $x$ channels. We capped the number of feature channels at 512 in the deeper layers of the network. The dimensions of our model was memory-bound by the 8GiB HBM of each TPUv2 core. We used a batch-size of 8 and split convolutions over activations with large block length into multiple convolutions along the batch dimension to avoid TPU padding overhead on the batch dimension. The generator and discriminator each have 59 million parameters. We used the Adam optimizer with learning rate $0.0001$, $\beta_1 = 0.5$ and $\beta_2 = 0.9$.

We trained the model for 250h on a single Cloud TPUv2, corresponding with 750,000 iterations of the discriminator (batch size 8), with two discriminator updates for each generator update. While we have not benchmarked the resulting generated samples of MP3net against other multi-minute generative audio models, such as jukebox (Dhariwal et al., 2020), the training time of MP3net is orders of magnitude smaller than jukebox which requires approximately 400,000h on a single V100.

4.2.2. 5-SECOND MODEL

To study audio quality and timbre, we increased the number of features in the most shallow layer of the model to 128. We offset this increase in memory consumption by shortening the sample to 5s ($1,024 \times 128 \times 2$) with a model consisting of 5 subsequent model blocks. This model configuration has 64 million parameter for both the generator

\[\text{Table: Model Architecture} \]

| M x | N x | c |
|-----|-----|---|
| 4 x | 2 x | 512 |
| 16 x | 4 x | 512 |
| 64 x | 8 x | 256 |
| 256 x | 16 x | 64 |
| 1024 x | 32 x | 16 |
| 1024 x | 32 x | 2 |
| 1024 x | 32 x | 16 |
| 256 x | 16 x | 64 |
| 64 x | 8 x | 256 |
| 16 x | 4 x | 513 |
| 4 x | 2 x | 512 |

\[\text{Figure 4. Model architecture of MP3net with 4 model blocks. The model to create 1m35s long samples with a 22,016Hz sample rate has 6 model blocks.}\]
and the discriminator. We used the same Adam optimizer hyperparameters as for the 95s model and lowered $\beta_1$ to zero for the last 18,000 iterations to improve convergence.

The 5s model was trained for 120h on a single Cloud TPUv2, corresponding with 160,000 iterations of the discriminator (batch size 64).

4.3. Observations

A set of generated samples together with the source code of our model is available on the web page\footnote{https://korneelvdbroek.github.io/mp3net}.

4.3.1. Audio Quality and Timbre

A key parameter to compare the short-range performance of an audio model is the tonality $\tau = \mathbb{E}_m[\tau(m)]$ with $\tau(m)$ defined in equation (13). In figure 5, we see that the tonality of the 95s samples quickly increases during initial training iterations, but then levels off in the 40-45% range. Comparing with the real samples used for training which have a much higher tonality of around 72-73% we see that a tonality gap of 30% remains. The 5s samples exhibit a similar tonality gap.

Both the 95s model as well as the 5s model reproduce the piano timbre in the generated samples. However, the additional feature depth of the shallow layers of the 5s model results in a piano timbre which is clearly superior to that of the 95s model. The generated samples of the 5s model have a clearer and brighter piano sound, often with a better defined start of each note reproducing characteristic sound of the piano hammer hitting the string. Indeed, in the spectrogram of the 5s model one can more clearly identify the characteristic triangular structure of a piano note, where all harmonics start at exactly the same time and the higher harmonics fade out faster than the lower harmonics. The timbre of the 95s samples sometimes resembles more woodwind-or string-like timbres.

During the training process, we often observe a characteristic humming sound both for the 5s and the 95s generated samples. The spectrograms of the samples with hum exhibit a checkerboard pattern with a periodicity along the block (time) direction linked with the more shallow model blocks. Similar checkerboard patterns have also been observed in images generated using (transposed) convolutions. In Odena et al. (2016), this phenomena is described, together with techniques to avoid these artefacts. When freezing the weights of all but the two most shallow model blocks in both the generator and the discriminator, the tonality improves and the humming noise disappears after training for an additional 10-20k iterations. However, this comes at the expense of less interesting musicality in the generated samples.

We also note that the expressivity of the highest octave in the samples produced by our model is limited. The model generates much less well defined harmonics in the highest octave, while many training samples do exhibit such structure in the highest octave.

4.3.2. Musicality

The rhythmic structure of the generated sample exhibits coherence from start to end of most 95s samples, with the tempo remaining constant throughout the sample.

The harmonic progressions in many of the generated samples follow the patterns common for western classical music. The chords structure is consistent between the start and end of these sample. Some other samples exhibit an atonal structure, without a clear tonal center. This latter is
to be expected since ~4% of the training dataset contains atonal pieces (mostly from Alexander Scriabin). Some of the generated samples, exhibit clear melody. Even some of the 5s samples contain short musical phrases consisting of interesting motifs.

While the 95s clearly do not have the form and structure of a humanly composed piece, one can identify musical phrases starting softly (piano), building up with a crescendo towards a louder (forte) section. We have not identified any recurrent melodies (chorus) in any of the generated pieces.

4.3.3. Sample diversity

The MAESTRO dataset consists of music from the Baroque era over the Classical, Romantic and Impressionist styles, to the Expressionist period. Even though the generated samples are unprimed, samples resembling each of these styles are generated. The tempo of the generated samples also varies from slow pieces to samples with fast bravura. Harmony, chord progressions and melody are also very varied amongst the generated samples.

5. Related Work

The field of synthetizing sound and music using computers is as old as computer science itself. With the advent of artificial neural networks new methods have become available to create audio. One of these techniques, Generative Adversarial Networks (GAN), uses two competing neural networks to generate a distribution of generated samples which closely approximates the true distribution of real samples. This technique was first described in the seminal paper by Goodfellow et al. (2014).

A lot of research in recent years has contributed to improving the stability of the training process of GANs. Arjovsky et al. (2017) introduced the WGAN model with a loss function based on the Wasserstein distance between distributions. This loss function helps to improve stability, in particular for distributions which have a low dimensional support compared to the full dimensionality of the data representation space. Gulrajani et al. (2017) introduced a further key improvement to the WGAN technique by replacing the weight clipping with a gradient penalty in the loss function. Multiple other GAN flavors exist with different loss functions and other features to stabilize the training process (Roth et al., 2017; Lim & Ye, 2017; Mescheder et al., 2018). Recent research on GAN stability has identified the key role played by the singular values of the network kernels (Sedghi et al., 2019).

GAN-based models have produced impressive results in the field of image generation. Karras et al. (2018) introduced the ProGAN model. It can generate 1024 × 1024 images of faces in full color which are hard to distinguish from real pictures. The StyleGAN model (Karras et al., 2019), is a further modification to the ProGAN model allowing one to tune the style of the generated image at each level of detail going from fine-grained features over middle-level styles, such as eyes, hair and lighting of the picture to high-level styles like hair style and face shape. The SAGAN model (Zhang et al., 2019) uses a self-attention layer to increase the long-range coherence of convolutional neural nets and boost model performance for images which contain geometric structures. As these models become very large with millions to billions of parameters, new challenges in stabilizing the trainings process present themselves. Brock et al. (2019) explore these issues and give an extensive hyper-parameter scan for hinge-loss based model such as SAGAN.

Part of the research into audio generation has focus on symbolic music generation such as in Hadjeres et al. (2017) and Dong et al. (2017). Direct generation of the raw audio is often more computationally intensive but required for key applications such as authentically reproducing human speech in text-to-speech. Several different neural network techniques have been applied to generate raw audio. WaveNet (van den Oord et al., 2016) uses an autoregression model to generate speech which mimics human voices. Using Variational Autoencoder (VAE) based model, Jukebox (Dhariwal et al., 2020) produces impressive quasi-realistic multi-minute songs primed on music genre, artist and lyrics. GAN-based models on raw audio were introduced in WaveGAN (Donahue et al., 2019).

Most closely related to the work presented here is GANsynth (Engel et al., 2019) and MelNet (Vasquez & Lewis, 2019). GANsynth produces the STFT spectrograms for 4s audio samples. The GANsynth architecture is based on ProGAN. The resulting GANsynth audio samples of musical notes from different instruments are consistently judged by human evaluators of better fidelity compared to the similar samples generated by WaveNet. MetNet combines an RNN-based autoregressive model with a multi-scale generation procedure to generate STFT amplitude spectrograms which capture both the local as well as more long-range structures of spoken language and music.

6. Future work

Since the model architecture of MP3net is very similar to the convolutional networks well studies in the field of image generation, we can borrow many of the techniques of image generation. In particular, using progressive training (Karras et al., 2018) we might be able to reduce training time significantly and improve convergence. Progressive training, leverages the layered structure of the model where deeper layers are trained first. This training process is much faster since the memory footprint of the features in the deeper
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We would like to explore the long-range coherence on a more diverse set of training data. In particular, training on the Blizzard (King & Karaiskos, 2011) and VoxCeleb2 datasets (Chung et al., 2018) would test the model’s ability to synthesize speech. Transformer techniques as used in Zhang et al. (2019) can further improve the long-range coherence of the generated samples.

Another direction to explore is conditioning the network. Vasquez & Lewis (2019) conditioned MelNet on text for text-to-speech synthesis. In Dhariwal et al. (2020), the model is conditioned on the lyrics of songs in a lyrics-to-song synthesis. Another approach to controlling the generated samples is to upgrade the network structure in line with StyleGAN (Karras et al., 2019). This modified architecture would allow us to control the generated audio at different scales.

7. Conclusion

In this paper, we introduce MP3net, a 2D convolutional GAN with an architecture similar to some of the most successful image generation GANs (Karras et al., 2018; Zhang et al., 2019; Karras et al., 2019). MP3net borrows techniques from the field of audio compression. In particular, we use the MDCT as data representation since it includes all phase information of the original audio sample and we leverage the psychoacoustic properties of human ears to simplify the training problem by widening our data and generated distributions. Our model is able to produce high-quality, stereo audio with relative limited computational power. The samples produced exhibit long-range coherence over the full 95s of the samples produced. This ability is explained in part by the fact that the deepest convolutional layers of the model do have the full context of the sample. Hence they are able to generate music features that are coherent from the start to the end of the sample. Compared to other generational models generating multi-minute samples, training times of MP3net are much shorter and inference is quasi-instantaneous given the inherent CNN-model architecture.
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