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Abstract: Many statistical distributions approximate well the frequent values of the maximum discharges, but have a very large spread for medium or rare probabilities of exceedance. This scattering defines a range of uncertainty of maximum discharges outside the measured values. Based on the upper (U) and lower (L) values of the uncertainty interval, a maximum discharge flood (MDF) and a maximum volume flood (MVF) are defined for each probability of exceedance. This approach is in agreement with the bivariate analysis, the contour lines for a certain probability of exceedance putting into evidence an infinity of couples (maximum discharge, flood volume). If the most critical combinations are selected, the MDF and MVF are derived. Apart from maximum discharge and flood volume, the shape of the design flood, characterized by the time to peak and the total duration, is also important. The easiest way to obtain the design flood is to use an analytical curve that passes through the characteristic points of the flood. Another possibility, which was largely developed in this paper, is to normalize the floods, then to define clusters of floods with similar shapes, and to obtain an average dimensionless flood for each class. Finally, a family of design floods with different shapes, but characterized by the same parameters for each probability of exceedance, are derived. The use of these floods in the design or operation of hydrotechnical works or in the delineation of flooded areas is presented at the end.
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1. Introduction

The design flood represents the maximum flood that a hydraulic structure can safely pass [1] or that can guarantee the safety of hydraulic structures [2,3]. The magnitude of the design flood is usually associated with the probability of exceedance of the maximum discharge [4]. The probability of exceedance represents the complementary value of the security degree of the objective to be protected.

In the current practice, the flood hydrograph for the probability of exceedance $P\%$ is constructed considering the maximum discharge $Q_{P\%}$ and the output volume of a hydrological model, previously calibrated [3].

The correct estimation of the design flood is necessary for proper planning, design and operation of major hydraulic structures (dams and reservoirs, dikes, diversions) or structures associated with water (bridges, culverts, drainage systems, pumping stations), as well as for the delineation of the flooded areas and flood risk management.

There are different approaches to obtain the design flood [5-7] among which one can cite:
- Empirical formulae, which derive the peak discharge as a function of catchment size and climatic catchment characteristics.
- Envelope curves of observed floods
- Methods based on the frequency analyses of observed floods. The analysis can be at-site or at regional level.
- Joint peak-volume design flood methodology, which derives the exceedance probability of the design flood volume given a design peak discharge based on a regional approach.
- Rainfall-based methods: a) The design event–based models consider that the probability of exceedance of the design flood is equal to the probability of exceedance of the input rainfall, (assumption which except for small catchments is not valid); b) In the joint probability approach, a deterministic rainfall-runoff model receives probability-distributed inputs to obtain probability-distributed outputs; c) The continuous simulation uses the registered or generated rainfall for a long period to compute the flood hydrographs, subjected then to statistical processing.

In the past and even quite recently, only the maximum discharge corresponding to different probabilities of exceedance was considered to be the main parameter of the design flood \([5, 8-12]\). This approach is leading in steady state hydraulic simulation to the worst extension of the flooded areas. The result is an over-evaluation of the flood extent, since the flood attenuation in the floodplain is not taking into account the storage in the depression areas and the corresponding decrease of the maximum discharge in the downstream sections.

The volume of the design flood is also of maximum interest especially in the case of large reservoirs, which storing partially the flood attenuate the peak discharge, as it is the case of the Three Gorges Reservoir \([13]\).

In bivariate flood frequency analysis both the maximum discharges and the corresponding flood volume are considered \([14-22]\). This approach is necessary if the purpose is to derive the storage for flood control of the reservoirs and the spillways characteristics. The maximum discharges and the flood volumes are not independent variables, and can be studied using either the bivariate frequency analysis \([23]\), or copulas which overcome the drawbacks of the bivariate distributions \([14, 24]\).

Chuntian et al \([25]\) considered not only the peak discharge and the flood volume, but also the peak time. Other authors \([14, 26, 27]\) characterize a flood by peak, volume, duration, which are correlated random variables.

Mediero et al. \([3]\) generated a set of synthetic hydrographs that preserved the statistical characteristics of the observed peaks, volumes and durations, while the hydrograph shape was defined by two variables: the time of the peak and the location of the hydrograph centroid.

Brunner et al \([17]\) used for the characterization of a flood event the following parameters: peak discharge, time to peak, duration and flood volume. However, for the bivariate return periods they used only two design variables, peak discharge and flood volume; although the flood duration was mentioned as a potential variable, a window of 72 hours, which was kept constant, was considered for the flood volume estimation.

Brunner et al \([28]\) obtained the Synthetic Design Hydrograph based on peak magnitude and flood volume, using frequency analysis, and a selected probability density function to model the shape of a normalized registered hydrograph.
Other authors included under the name of loading system variables the following characteristics describing the flow: peak discharge, flood hydrograph shape and duration, sediment transport rate, volume and concentration and rate of driftwood transport [29, 30].

In the present paper the synthetic flood, which represents a statistical footprint of a river location, is characterized by 4 main parameters [31, 32]:

- \( Q_{P\%}^{\text{max}} \) - maximum discharges corresponding to the probability of exceedance \( P\% \)
- \( T_p \) - the time to peak of the flood hydrograph
- \( D \) - total duration of the flood hydrograph
- \( \gamma \) - compactness coefficient, defined as follows:

\[
\gamma = \frac{W}{Q_{P\%}^{\text{max}} D},
\]

where \( W \) is the flood volume. The parameters \( T_p, D, \gamma \) are computed as the average values of the 4-5 most significant registered floods ranked according to the maximum discharge [31].

![Figure 1. Parameters of the synthetic floods](image)

In the statistical processing of the hydrological data, the complete data series is rarely used. Two methods are employed to select data of interest from the complete series [9, 33-37]:

- Annual maximum series or BM (Block maxima), obtaining the extreme value series; in this case, the annual maximum discharges is the data to be processed [5];
- Partial-duration series or POT (Peak Over Threshold), all events which exceed a pre-defined value are included in the analysis [5, 38-41].

Prior to any statistical analysis, the hydrological data have to be checked for mutual independence and identical distribution, the homogeneity and the lack of trend of the sample data. The stationarity of data, although in most of the cases implicitly supposed, is questionable due to land cover and land use changes or of climate change [42]. Statistical tests like Wald-Wolfowitz, Turning point, Mann-Whitney- Wilcoxon and Mann-Kendall were used if the basic statistical assumptions are fulfilled [43-45].

The empirical distribution of the registered data is fit by different theoretical distributions [5, 34, 46-48].
The most commonly used distributions in hydrology can be divided into four groups [37]: the normal family (normal, log-normal, log-normal type 3), the general extreme-value (GEV) family (GEV, Gumbel, log-Gumbel, Weibull), the Pearson type 3 family (Pearson type 3, log-Pearson type 3), and the generalized Pareto distribution.

According to the selection procedure, the following distributions are preferred [49]:

a) for annual maximum series (BM): Generalized Extreme Values (GEV), Pearson 3, LogPearson3 (LP3), Gamma2, Generalized Gamma, Lognormal distribution etc.

b) for partial-duration series (POT): Generalized Pareto Distribution (GPD), Weibull, LogPearson3, Gamma2, Generalized Gamma distribution etc.

Following a comparison of different statistical distributions, one of them is selected and is considered to be adequate for a country or a region. Thus, in the United States, comparing Lognormal, Gamma, Gumbel, Log-Gumbel, Hazen and Log-Pearson3 (LP3) the recommended distribution for flood statistical analyses is LP3 [5]. Australia and Slovenia also opted for LP3 distribution, UK prefers GEV and Generalized logistics, while China uses Lognormal distribution [41, 48]. Pearson III distribution was found to be the best distribution for the extrapolation of the regional curves in Danube basin [32]. LN distribution and LP3 distribution were used for the AM analyses on the Danube River [50, 51].

If more distributions are analysed, the most suitable distribution is selected using goodness-of-fit tests, like Kolmogorov-Smirnov, Anderson-Darling or Chi-Squared tests [45, 52]. Other authors [27, 42] utilized the root mean square error, Akaike information criterion and Bayesian information criteria to select the most appropriate statistical model.

The true value of the statistical estimates is expected to lie within a confidence interval, whose size depends on the confidence level $\beta$ of the test [34].

The confidence level is expressed as $\beta = 1 - \alpha$, where $\alpha$ is the significance level and represents the probability of incorrectly (type I error) rejecting the null hypothesis when it is true [53]. Usually, $\beta$ is chosen to be 95%. The confidence interval of an estimate indicates the uncertainty associated with the mean of the estimated value. The upper and lower limits of the confidence interval are the confidence limits, representing the margin of error around the estimated value.

The best distribution to fit the empirical data is however unknown [6] or could even change in time as a consequence of aleatory uncertainty, due to the time variability and the length of the maximum discharge’s series [52, 54]. Out of this, the registered data are subjected to epistemic uncertainty due to incomplete knowledge of the hydrological system [54-56]. The uncertainty is also present as a result of climate change scenarios [57]. Due to aleatory and epistemic uncertainty, the statistical estimates belong to an uncertainty interval, which is not similar to the confidence interval. The former depends on the spreading of the analysed statistical distributions, while the latter is associated to a given distribution.

This paper is organized as follows: Section 2 presents the Method used in this study; Section 3 provides 2 Case studies; Section 4 contains Discussions, and Section 5 Conclusions.

2. Materials and Methods

For the beginning, two statistical variables were separately processed:

- Maximum annual discharges (Block Maxima approach);
- Flood volumes, selecting those floods whose discharges exceed a specified threshold value (Peak Over Threshold approach).

Then, the compactness coefficient, the shape and the flood duration of the design flood were derived.

2.1 Maximum annual discharges

For the annual maximum discharges, first the aleatory and then the epistemic uncertainty was investigated.

The aleatory uncertainty is highlighted by analysing time series of different lengths of the registered or generated maximum discharges. The set of registered maximum annual discharges was split into two series: the first 30 values were statistically processed and then new values were added followed by new statistical processing. In each case, the graphical representations were plotted on the normal probability paper, allowing a better visualization of the cumulative distribution function especially for small probabilities of exceedance. It was noticed that for the same value of the probability of exceedance \( P\% \) the maximum discharges \( Q_{p\%}^{\text{max}} \) increase during wet periods, while after a dry period the same characteristics decrease, putting into evidence the aleatory uncertainty. The tendency of dry years and wet years to cluster together into longer dry and wet periods is known as the Hurst phenomenon [58].

A similar approach was used for the generated values of maximum discharges. Based on the sample data of maximum annual discharges, a set of 1000 values following the log Pearson 3 distribution and keeping the same statistical parameters was randomly generated. The discharges corresponding to different probabilities of exceedance were computed for successive series of generated values, by increasing step by step the number of processed discharges from 80 to 500. One noticed that the cumulative distribution curves cover a quite large interval of values for medium and rare probabilities of exceedance, putting into evidence the aleatory uncertainty. Thus, for the probability of exceedance 0.1% the difference between the maximum and the minimum theoretical discharge is about 10%. The aleatory uncertainty interval decreases with the increase of the probability of exceedance, being minimum in the central part of the distribution.

To investigate the epistemic uncertainty, using EasyFit software, a number of about 60 statistical distributions were analysed and then ordered according to Kolmogorov-Smirnov, Anderson-Darling and Chi-Squared tests. Different probability distributions fit well the empirical values, but the extrapolation outside the domain of measurements leads to a large spreading of the estimates as signalled by many authors [47, 48, 52, 55, 59].

During statistical processing, it was found that minimum 8-10 ranked distributions should be kept to define the lower and the upper limits of the epistemical uncertainty interval. That means that, for a given probability of exceedance \( P\% \), the peak discharge \( Q_{p\%}^{\text{max}} \) belongs to an interval denoted by \( (Q_{L}^{\text{max}}, Q_{U}^{\text{max}})_{p\%} \) where the symbols \( L \) and \( U \) refers to the lower and the upper limit respectively of the uncertainty interval. Consequently, \( Q_{p\%}^{\text{max}} \) is not a unique value as usually accepted, but it has an infinite number of values for the same probability of exceedance \( P\% \).

To avoid the arbitrary selection of the number of retained distributions, one proceeds as follows:

- The discharges \( Q_{0.1\%}^{\text{max}} \) computed with the analysed statistical distributions for the probability of exceedance 0.1% is statistically processed.
The lower and upper values of the interval of epistemic uncertainty, \( Q_{L_{\text{max}}}^{0.1\%} \) and \( Q_{U_{\text{max}}}^{0.1\%} \) respectively, are chosen according to a pre-defined percentage difference between these limits. For example, the difference between the selected upper and the lower value should not exceed 20% in order to avoid a large interval of uncertainty:

\[
\frac{(Q_{U_{\text{max}}}^{0.1\%}) - (Q_{L_{\text{max}}}^{0.1\%})}{Q_{U_{\text{max}}}^{0.1\%}} \leq 0.20, \tag{2}
\]

The distributions inside, but close to the interval limits \( Q_{L_{\text{max}}}^{0.1\%}, Q_{U_{\text{max}}}^{0.1\%} \) are then chosen as the lower and upper margins of the uncertainty interval.

### 2.2 Flood volumes

As previously mentioned, the partial series of the floods' volume is processed using a POT approach. There are different recommendations concerning the selection of the threshold: to be chosen low enough that at least one event in each year is included [9], to be equal with 85% of all daily discharges, to be close to long-term mean discharge or to include in average 4 maximum values per year [50]. Another possibility is to choose the threshold equal with the bankfull discharge, when the floodplain begins to be flooded. The bankfull discharge corresponds to a sharp change in the slope of the rating curve [60]. Finally, in case of a dam regulating the river flow, the threshold can be considered equal with the discharge capacity of the bottom gates of the dam.

In this paper, the threshold is chosen in such a way the total number \( n \) of selected floods is equal with the number \( N \) of the years with daily or sub-daily discharges. Thus, the empirical exceedance probability associated to each measured value can be interpreted as an annual probability [9].

If \( n \neq N \), the average duration of the sampling interval \( d \) is less than or greater than one year if more or fewer floods respectively than the number of years are selected. The theoretical probabilities of exceedance \( P_d = P(d) \) corresponding to the maximum discharges over a period \( d \) other than the year must be converted into annual probabilities of exceedance \( P_a = P_1 = P(1) \), which correspond to the same maximum discharges (Figure 2).
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**Legend:**
- \( P_a \) = blue line;
- \( P_d \) for \( n > N \) = red line;
- \( P_d \) for \( n < N \) = green line.

**Figure 2.** The relationship between the probability of exceedance \( P_a \) % for the sampling interval \( d \) and the annual probability of exceedance \( P_1 \) %: (a) \( n > N \); (b) \( n < N \).

If we denote by \( F_1^c \) the annual probability of exceedance (where the index \( c \) indicates the complementary function of the cumulative distribution function), respectively by \( F_d^c \) the probability of exceedance corresponding to an interval \( d \) different from one year, one can write:
\[ P_d = F_d^*(Q), \]  
where it results:  
\[ Q = (F_d^*)^{-1}(P_d), \]  
Therefore, the annual probability of exceedance corresponding to the same flow rate \( Q \) is:  
\[ P_1 = F_1^*(Q) = F_1^*[ (F_d^*)^{-1}(P_d) ], \]  
A similar relationship is obtained if working with the cumulative distribution function (the probability of not exceeding) instead of the exceedance probability:  
\[ P_1 = F_1(Q) = F_1[ F_d^{-1}(P_d) ], \]  
However, the calculation of the annual probability of exceedance in this way encounters some difficulties, because many of the usual distributions do not admit the inverse; of course, numerical inversion can be used if necessary. 

An approximate solution can be obtained relatively easily, starting from the relation [34]:  
\[ P_M = 1 - (1 - P_1)^M, \]  
where: \( P_1 \) is the annual probability of exceedance of the discharge \( Q_{P6}^{\text{max}} \), and \( P_M \) is the probability of exceedance of the same event for a period of \( N \) years.

Suppose that in \( N \) years with available data, a number of \( M \) floods above a certain threshold were selected, where \( M \) is greater than the number of years \( (M > N) \). In this case, the probability of exceedance of the same event for a period of \( M \) intervals of average duration \( d = N/M \) (years) is:  
\[ P_M = 1 - (1 - P_d)^M, \]  
As shown before, the probability of exceedance \( P_d \) must be put in correspondence with the annual probability of exceedance \( P = P_1 \) for the same calculated discharge, where \( d \) is the size of the average sampling interval expressed in years. Let be:  
\[ Q_N = Q(P_N) \]  
\[ Q_M = Q(P_M). \]  
Equating the values of the two discharges is obtained:  
\[ Q(P_N) = Q(P_M), \]  
Applying the inverse function results:  
\[ Q^{-1}Q(P_N) = Q^{-1}Q(P_M), \]  
or:  
\[ P_N = P_M, \]  
It follows from here:  
\[ 1 - (1 - P_1)^N = 1 - (1 - P_d)^M, \]  
The previous relation allows the calculation of the exceedance probability corresponding to the new average time interval \( d = N/M \) years as a function of the annual probability of exceedance:
\[ P_{d=N/M} = 1 - (1 - P_1)^{N/M}, \quad (14) \]

where \( P_1 \) is the annual probability of exceedance (corresponding to a period of 1 year), and \( P_{d=N/M} \) is the probability of exceedance of the new interval.

Let be for example \( N = 85 \) years and \( M = 130 \) selected floods. According to the above formula, to obtain the discharge with an annual probability of exceedance 1%, the discharge corresponding to the probability of exceedance 0.65% based on the 130 selected values must be calculated. Thus, if \( M > N \), results \( P = P_1 > P_d \).

If the number of \( m \) selected floods is less than the number of years \( N \) (i.e. \( m < N \)), the relation for the calculation of the exceedance probability corresponding to a time interval \( d = N/m \) years is similar to previous one, but the average duration is now \( d = N/m \):

\[ P_{d=N/m} = 1 - (1 - P_1)^{N/m}, \quad (15) \]

where \( P_1 \) is the annual probability of exceedance (over a time interval of 1 year), and \( P_{d=N/m} \) is the probability of exceedance of the new average time interval, greater than one year. Let for example consider \( N = 85 \) years and \( m = 48 \) floods selected. To obtain the discharge with an annual probability of exceedance 1%, the discharge corresponding to the probability of exceedance 1.76% based on 48 selected values must be calculated. If \( m < N \), then \( P = P_1 < P_d \).

The previous relationships allow the transformation of probabilities \( P_d \) into annual probabilities of exceedance. However, these additional computations are not necessary if the number of selected floods is equal to the number of years with measured values.

Considering a threshold discharge \( Q_{thr1} \), all floods whose discharges exceeds this threshold are selected. The excess discharges are assumed to be independent with an arbitrary distribution [38]. However, the fulfilment of these basic assumptions can be checked.

In a certain year 2-3 floods can be selected, while in dry years no flood is retained for future analysis. For the selected floods, a second threshold \( Q_{thr2} = a Q_{thr1} \), where \( a < 0.9 \), is introduced in order to derive the floods duration. It can be considered that \( Q_{thr2} \) represents a discharge corresponding to the warning level, which announces the beginning of a flood. The threshold \( Q_{thr2} \) is chosen in such a way to obtain distinct floods. That means that two consecutive floods have to be separated by at least three-times the average time to rise and the discharge between two consecutive flood has to drop below the value of the two thirds of the smaller of the two peaks [61, 62].

For a selected flood, the flood duration \( D \) (or the Total duration \( T_t \)) corresponds to all discharges \( Q(t) > Q_{thr2} \) (Figure 3). The volume of interest is the integral of the discharges higher than the threshold [16].

The flood volumes over \( Q_{thr2} \) are then statistically processed in the same way as used for the maximum discharges, resulting the interval of uncertainty for the volumes \( V_{P%} \) denoted by \( (V_L, V_U)_{P%} \). That means an infinite number of volumes \( V_{P%} \) corresponds to the probability of exceedance \( P% \).
To conclude, among the statistical distributions only the best ones should be retained, based on statistical tests like chi-square, Kolmogorov or Anderson-Darling. The lower and the upper limits of the selected distributions define the interval of uncertainty. In defining design flood, the upper limit of the maximum discharge and the lower limit of the volume are coupled for each probability of exceedance, and vice versa. The flood characterized by the couple \((Q_{\text{upper}}^{p_{\%}}, V_{\text{lower}}^{p_{\%}})\) will be referred as the Maximum Design Flood (MDF), while the flood defined by the couple \((Q_{\text{lower}}^{p_{\%}}, V_{\text{upper}}^{p_{\%}})\) is called the Maximum Volume Flood (MVF).

These considerations are supported by the bivariate analysis. The cumulative distribution function of maximum discharge and corresponding flood volume represents the simultaneous probability of non-exceedance of two statistical variables:

\[
H(Q_{\text{max}}, V)_{p_{\%}} = P(Q_{\text{max}} < Q_{p_{\%}}^{\text{max}}; V < V_{p_{\%}}),
\]  

where \((Q_{\text{max}}, V)\) is a random vector whose components can be expressed in terms of their marginals:

\[
F(Q_{p_{\%}}^{\text{max}}) = P(Q_{\text{max}} < Q_{p_{\%}}^{\text{max}})
\]

\[
F(V_{p_{\%}}) = P(V < V_{p_{\%}}),
\]

In this case, if \(Q_{\text{max}}\) represent maximum registered discharges, \(V\) is the total volume of the flood, adding both volumes above and under the threshold. If \(Q_{\text{thr2}}\) was subtracted from the registered discharges, then \(V\) represents only the volume above the threshold.

As in the case of univariates, in hydrology the probability of exceedance of the same couple of statistical variables (maximum discharge and the corresponding flood volume) is of interest:

\[
\tilde{H}(Q_{\text{max}}, V)_{p_{\%}} = P(Q_{\text{max}} \geq Q_{p_{\%}}^{\text{max}}, V \geq V_{p_{\%}}),
\]

It can be shown that:

\[
\tilde{H}(Q_{\text{max}}, V)_{p_{\%}} = 1 - P(Q_{\text{max}} < Q_{p_{\%}}^{\text{max}}, V < V_{p_{\%}}) - P(Q_{\text{max}} < Q_{p_{\%}}^{\text{max}}, V \geq V_{p_{\%}}) - P(Q_{\text{max}} \geq Q_{p_{\%}}^{\text{max}}, V < V_{p_{\%}}).
\]

Thus, \(H(Q_{\text{max}}, V)_{p_{\%}}\) and \(\tilde{H}(Q_{\text{max}}, V)_{p_{\%}}\) meaning the probability of non-exceedance and the probability of exceedance respectively are not strictly complementary as in the case of univariates.

The design flood, characterized by the probability of exceedance \(P_{\%}\) cannot have simultaneously both the maximum discharge \(Q_{p_{\%}}^{\text{max}}\) and the volume \(V_{p_{\%}}\), which belong to a hydrograph whose probability of exceedance is unknown being defined by the common probability

Figure 3. Selection of the floods above the threshold
of the marginal probabilities of peak and volume [3]. High peak discharge does not necessarily mean high hydrograph volume [63].

That means the point \((Q^\text{max}_{p\%}, V_{p\%})\) is not situated on the isoline of exceedance probability \(\bar{H}(Q^\text{max}, V)_{p\%}\), as it can be seen from Figure 4a.

![Figure 4](image)

**Figure 4.** Bivariate approach: (a) The isoline \(\bar{H}(Q^\text{max}, V)_{p\%}\) and the point \((Q^\text{max}_{p\%}, V_{p\%})\) for the probability of exceedance \(P\% = 1\%\); (b) Critical point at the intersection of the isolines with the first bisector

An ensemble of couples \((Q^\text{max}, V)_{p\%}\) corresponds to the probability of exceedance \(P\%\) of the design flood, each of the two components having a different probability of individual exceedance. Among this ensemble, the most critical combinations correspond to the maximum discharge flood characterized by the pair \((Q^\text{max}_U, V_L)_{p\%}\), respectively to the maximum volume flood \((Q^\text{max}_L, V_U)_{p\%}\), where the indexes U and L mean the upper and the lower limit respectively of the interval of uncertainty. This approach is similar to that recommended by Volpi and Fiori [16] in the context of bivariate flood frequency analysis. Another critical couple [16] is the equivalent of the vertex in the plane \((u,v)\) situated at the intersection of the first bisector with the isoline of exceedance probability (Figure 4b).

Prohaska and Ilić [22] recommended for flood management issues 4 characteristic points, from which 3 are on the isoline \(\bar{H}(Q^\text{max}, V)_{p\%}\) corresponding to the probability of exceedance \(P\%\), while the 4th is the “maximum possible hydrograph” whose parameters are \((Q^\text{max}_{p\%}, V_{p\%})\), although the probability of exceedance of this couple is lower than \(P\%\).

2.3 Compactness coefficient and shape of the design flood

There are the following cases to define the design flood (MDF or MVF):

A. Reproducing the shape of floods that occurred in the past:
   A1. A single flood of maximum discharge, respectively another one for the maximum volume characterize the design flood for each probability of exceedance
   A2. A family of floods, with different shapes and time to peaks, are defined for each probability of exceedance for MDF, and similarly for MVF.

B. Using a spline function that passes through the points \((0, 0), (T_p, Q^\text{max}_{p\%}), (D, 0)\) and respecting the compactness coefficient (see Figure 1).
B1. A single synthetic flood of maximum discharge, respectively another one for the maximum volume for each probability of exceedance.

B2. A family of synthetic floods, with different time to peaks, are defined for each probability of exceedance for MDF, and similarly for MVF.

In the case A1, the shape of the registered floods characterized by the maximum discharge and by the maximum volume is reproduced. In scenario A2, all the floods above the threshold are normalized and then, using a clusterization procedure, they are grouped into classes according to their shape. For instance, the floods can be divided into the following categories: 1 peak, 2 peaks or 3 peaks. The normalized floods with a single peak can be subdivided according to the position of the peak: peak below 0.2; peak in the range (0.1; 0.3); (0.3; 0.4); (0.40; 0.6) or above 0.6. If necessary, the discretisation can be thinner. For each category or sub-category, the weighted average values of the normalized floods are derived. Instead of a single flood for the maximum discharge flood and the maximum volume flood respectively as in case A1, a family of design floods with different shapes is derived for each probability of exceedance in case A2.

Similar considerations apply to cases B1 and B2, with the difference that spline functions will be used to obtain the shape of synthetic floods.

The normalized floods, which are dimensionless, have the same shape as the original floods and are obtained as follows:

\[ t_i = \frac{T_i - T_s}{T_t} \cdot 100 \quad [\%], \]
\[ q_i = \frac{Q_i - Q_{thr2}}{Q_{max} - Q_{thr2}} \cdot 100 \quad [\%], \]

where:
- \( t_i \) – time corresponding to discharge \( q_i \) value of the dimensionless hydrograph [%]
- \( T_i \) - time of recording discharge \( Q_i \) of the registered flood hydrograph [dd/mm/yyyy hh:mm]
- \( T_s \) - time of starting of the registered flood [dd/mm/yyyy hh:mm]
- \( T_t \) - total duration of registered flood [day]
- \( q_i \) - discharge value of the dimensionless hydrograph [%]
- \( Q_i \) - discharge at the moment \( T_i \) for the registered hydrograph [m³/s]
- \( Q_{thr2} \) – threshold for separating distinct floods
- \( Q_{max} \) - maximum discharge (the peak) of the current flood

The average dimensionless hydrograph of a class is obtained considering the dimensionless hydrographs belonging to the same class. Classes represent groups of dimensionless floods which have a similar shape. Classes clustering can be done manually or automatically. Dimensionless hydrographs within a class are weighted by the following weighting factor:

\[ w_f = \frac{Q_{max}(f) - Q_{thr2}}{\sum_{j=1}^{n}(Q_{max}(j) - Q_{thr2})}, \]

where:
- \( w_f \) – weighting factor for the dimensionless flood \( f \) [-].
- \( Q_{max}(f) \) – peak discharge of the dimensionless flood \( f \) [m³/s]
- \( n \) – number of dimensionless floods belonging to the same class [-].
As an example (Figure 5a), the average dimensionless flood of the Class 2 is the weighted average between dimensionless floods 58 and 67, where the weighting factors are: \( w_{58}=0.31 \) and \( w_{67} = 0.69 \). The shape of the Class 9 is the weighted average of 8 floods (Figure 5b).

\[ \gamma = \frac{\sum_{i=2}^{n} \left( \frac{q_{i-1} + q_i}{2} \right) (t_i - t_{i-1})}{q_{\max} \cdot t_{tot}} = \sum_{i=2}^{n} \frac{q_{i-1} + q_i}{2} (t_i - t_{i-1}) \tag{23} \]

because \( q_{\max} = 1 \) and \( t_{tot} = 1 \).

d) The dimensionless time to peak \( t_{p,k=\text{Class}2} \) of the normalized floods is also determined.

e) **Maximum discharge flood.** In the case A1 the shape of the maximum discharge flood will be similar to the shape of the first ranked of the registered flood in descending order of the maximum discharges. The compactness coefficient of this flood is denoted by \( \gamma_{1d}^d \), while the dimensionless time to peak is denoted by \( (t_{p1})^d \). The current time value is \( (t_{12})^d \) and the corresponding discharge is \( (q_{12})^d \). The letter \( d \) from the exponent has no meaning of power, but of index, and represents discharge. In the case A2, the normalized floods are grouped into classes according to their shape, and then an average dimensionless flood is derived for each.
class. The compactness coefficient will be kept at the value \( \gamma_1^d \), while the time to peak will be different for each class. Similar considerations can be made for the cases B1 and B2: the compactness coefficient is kept at the value \( \gamma_1^d \) in all cases, while the shape of the synthetic floods is given by analytical relations.

f) **Maximum volume flood.** In the case A1, all the \( K \) dimensionless floods are taken into account, and the maximum value of the compactness coefficient is chosen:

\[
\gamma_{j,v}^p = \max_k \{ \gamma_{k,v} \},
\]

(24)

The index \( j \) for which \( \gamma_{j,v}^p \) is maximum designates the sequence number of the flood in the descending ordered of the maximum discharges. The letter \( v \) from the exponent has no meaning of power but of index to indicate volume. The dimensionless time to peak of the maximum volume flood is denoted by \( (t_p)_j^v \). The current time value is \( (t_i)_j^v \) and the corresponding discharge is \( (q_i)_j^v \).

In Scenario A1, the shape of the maximum volume flood will be similar to the shape corresponding to the \( j^{th} \) ranked of the registered flood in descending order of the maximum discharges.

In the case A2, the compactness coefficient of the normalized floods will be kept at the value \( \gamma_j^v \), while the time to peak will be different for each class.

Similar considerations can be made for the cases B1 and B2: the compactness coefficient is kept at the value \( \gamma_j^v \) in all cases, while the shape of the synthetic floods is given by analytical relations.

2.4 **Duration of the synthetic flood**

The flood volume \( V \) above the threshold, without any reference to the probability of exceedance \( P\% \), is:

\[
V = \gamma (Q_{\text{max}} - Q_{\text{thr2}}) D,
\]

(25)

where:

- \( V \) is the flood volume above threshold \( Q_{\text{thr2}} \);
- \( \gamma \) – the compactness coefficient of the flood;
- \( Q_{\text{max}} \) – maximum discharge of the flood,
- \( Q_{\text{thr2}} \) – the threshold;
- \( D \) - duration of the synthetic flood.

It was admitted that the compactness coefficient \( \gamma_1^d \) of all maximum discharge floods is the same regardless of the probability of exceedance of the flood. Similarly, \( \gamma_k^v \) is the compactness coefficient of all synthetic floods of maximum volume regardless of the probability of exceedance of the flood.

The duration \( D_{P\%} \) of the synthetic flood for the probability of exceedance \( P\% \) is calculated with the relation:

\[
D_{P\%} = \frac{V_{P\%}}{\gamma (Q_{P\%} - Q_{\text{thr2}})},
\]

(26)

where:

- \( V \) is the flood volume above threshold \( Q_{\text{thr2}} \);
\[ \gamma - \text{the compactness coefficient of the flood;} \]
\[ Q^{\max} - \text{maximum discharge of the flood,} \]
\[ Q_{\text{thr2}} - \text{the threshold;} \]
\[ D - \text{duration of the synthetic flood.} \]

It was admitted that the compactness coefficient \( \gamma^d \) of all maximum discharge floods is the same regardless of the probability of exceedance of the flood. Similarly, \( \gamma^v \) is the compactness coefficient of all synthetic floods of maximum volume regardless of the probability of exceedance of the flood.

The duration \( D_{p\%} \) of the synthetic flood for the probability of exceedance \( P\% \) is calculated with the relation:

\[
D_{p\%} = \frac{V_{p\%}}{\gamma (Q^{\max}_{p\%} - Q_{\text{thr2}})},
\]

(27)

where the parameters \( \gamma, Q^{\max}_{p\%}, V_{p\%} \) are replaced by \( \gamma^d, (Q^{\max}_U)_{p\%}, (V_U)_{p\%} \) for the maximum discharge flood and by \( \gamma^v, (Q^{\max}_L)_{p\%}, (V_L)_{p\%} \) for the maximum volume flood respectively.

The synthetic flood duration \( D_{p\%} \) has a variable size, depending on the probability of exceedance \( P\% \). For the same probability of exceedance, the duration \( D_{p\%} \) is shorter for the maximum discharge flood compared to the maximum volume flood.

2.5 Time to peak of the design flood

In the cases A1 and B1 (a single flood for MDF and another one for MVF), the time to peak for the design flood is:

\[
(T_p)_{p\%} = t_p \cdot D_{p\%},
\]

(28)

where \( t_p \) is replaced by \( (t_p)^d \) for the maximum discharge flood and by \( (t_p)^v \) for the maximum volume flood. The computed value for \( (T_p)_{p\%} \) corresponds to maximum discharge flood or to maximum volume flood respectively.

In the cases A2 and B2 (a family of design floods) the time to peak of the normalized floods in each class is computed with a similar relation, \( D_{p\%} \) being the same no matter the class.

2.6 Construction of synthetic flood waves

As previously mentioned, a synthetic flood is a discharge hydrograph defined by the following elements: peak discharge, flood volume, duration and shape.

The statistical processing of the annual maximum discharges is undertaken by EasyFit commercial software, while the other steps in defining the design floods are made using different in-house software IHS.

The algorithm for the construction of synthetic floods is the following:

1) Identify the period with available data for analysis.
2) Select the following data:
   a) the maximum annual discharges;
   b) the time series of discharges exceeding a certain threshold. The threshold \( Q_{\text{thr1}} \) is chosen in principle so that the number of floods is equal to the number of years. Otherwise, the
relationships presented in paragraph 2.2 shall be taken into account in determining the annual probabilities of exceedance.

3) Choose the threshold $Q_{thr2}$ and determine the floods’ volume above it.

4) Test the independence, homogeneity and stationarity of the obtained series.

5) Generate and process the statistical distributions of the maximum annual discharges and establish the confidence interval or the uncertainty interval, depending how many distributions are considered:
   a) if a single statistical distribution is used, in order to take into account the uncertainty the interval corresponding to a chosen confidence level (95% or less) is calculated.
   b) if several statistical distributions are used to extrapolate the empirical distribution, the inadequate distributions are eliminated using statistical tests. The upper and lower envelope of the discharges calculated with the retained distributions represent the uncertainty interval of discharges.

6) Process the floods volume above the threshold $Q_{thr2}$ in the same way as the maximum annual discharges, resulting in the uncertainty interval of the flood volumes.

7) Determine the compactness coefficient of the floods above the threshold distinctly for the maximum discharge floods and for the maximum volume floods respectively:
   a) the first K floods ($K < 5$ usually) are selected in descending order of the maximum discharge;
   b) the selected floods (discharges above the threshold $Q_{thr2}$) are normalized;
   c) the compactness coefficient $\gamma_k$ for each flood $k = 1, K$ is determined;

8) Normalize the selected floods (discharges above the threshold $Q_{thr2}$).

9) Establish the shape of the synthetic flood
   a) In the case A1 for the maximum discharge flood, the shape of the flood ranked first following the descending order of the maximum discharges is selected. The compactness coefficient of this flood is $\gamma^d_1$, while the dimensionless time to peak is $(t_p^d)_1$. For the maximum volume flood, the flood shape corresponding to the maximum value of the compactness coefficient $\gamma^v_j$ is chosen. The dimensionless time to peak of the maximum volume flood is denoted by $(t_p^v)_j$ and is different for MDF and MVF.
   b) In the case A2, the normalized floods are grouped into classes according to their shape (see Figure 5) and then an average dimensionless flood is derived for each class (Figure 6). The compactness coefficient will be kept as in Scenario A1 for MDF and MVF respectively, but the time to peak is different for each class.
   c) Similar considerations are made for the cases B1 and B2.

10) Calculate the flood duration $D^{MDF}_{P%}$ for the pairs $(Q_{U}^{max}, V_L)_{P%}$ that characterize the maximum discharge flood and the duration $D^{MVF}_{P%}$ for the pairs $(Q_{L}^{max}, V_U)_{P%}$ that characterize the maximum volume flood respectively, corresponding to each probability of exceedance $P\%$. The flood duration is expressed in days, making the necessary transformations.
11) Multiply the ordinates of the maximum discharge flood and maximum volume flood respectively with the maximum discharge (from which the threshold $Q_{thr2}$ was substracted) corresponding to the probability of exceedance $P\%$, and add to the ordinates thus obtained the threshold value $Q_{thr2}$. The timing in days on the abscissa is obtained by multiplying the adimensional time with the flood duration. Thus for the maximum discharge flood one obtains:

$$
(Q_{i}^{MDF})_{P\%} = (q_i)^d \cdot ((Q_{U}^{max})_{P\%} - Q_{thr2}) + Q_{thr2} \tag{29}
$$

$$
(T_{i}^{MDF})_{P\%} = (t_i)^d \cdot D_{P\%}^{MDF} \tag{30}
$$

For the maximum volume flood the coordinates of the synthetic flood are:

$$
(Q_{i}^{MVF})_{P\%} = (q_i)^v \cdot ((Q_{L}^{max})_{P\%} - Q_{thr2}) + Q_{thr2} \tag{31}
$$

$$
(T_{i}^{MVF})_{P\%} = (t_i)^v \cdot D_{P\%}^{MVF}. \tag{32}
$$

The notations keep their original meaning. The indexes MDF and MVF refer to maximum discharge flood and maximum volume flood.

The time to peak $(T_{p}^{MDF})_{P\%}$ for MDF and $(T_{p}^{MVF})_{P\%}$ for MVF respectively are implicitly obtained with the above relations. In the case A1 there is only one design flood for the MDF and another one for MVF respectively, but with different compactness coefficients and times to peak. They reproduce the shape of significant floods which occurred in the past. In the case A2 a family of design floods for MDF and MVF respectively, which reproduce shapes of registered floods in the past, is obtained. The design floods in each category or sub-category for maximum discharge flood are characterized by the same parameters: $Q_{P\%}^{max}, D_{P\%}, Y$, but the shape and the peak time are different. The same rule applies to the maximum volume flood, but $Q_{P\%}^{max}$ and $D_{P\%}$ are different from the similar parameters of the maximum discharge flood.

In cases B1 and B2, the synthetic flood is characterized by the same parameters, $(Q_{P\%}^{max}, T_{P}^{MDF}, D_{P}^{MDF}, V_L)_{P\%}$ and $(Q_{P\%}^{max}, T_{P}^{MVF}, D_{P}^{MVF}, V_U)_{P\%}$ respectively, but the shape is mathematically derived. A spline function unites the points $(0, Q_{thr2})$, $(T_{p}^{MDF}, Q_{U}^{max})$ and $(D_{P}^{MDF}, Q_{thr2})$ for the MDF and $(0, Q_{thr2})$, $(T_{p}^{MVF}, Q_{L}^{max})$, $(D_{P}^{MVF}, Q_{thr2})$ for the MVF by keeping the corresponding flood volume. In the case B1, the time to peak $T_p$ as well as the flood duration $D$
have a different value for MDF and MVF. In the case B2 the time to peak $T_p$ is different for each class of floods, being at the same time different for MDF and MVF.

3. Case studies

In the following, 2 case studies will be presented. They were initiated in international cooperation, but were developed after the projects’ finalization. The first case study was analysed in the frame of Danube Floodrisk project (DANUBE FLOODRISK - PA 05 (danube-region.eu) [64] SEE (South East Europe) transnational and interregional programme, while the second case study was undertaken to support the Joint Operational Programme Romania-Ukraine-Republic of Moldova EastAvert project [65]. In both cases, the data for the Romanian territory were provided by the National Institute of Hydrology and Water Management, Bucharest, Romania.

The Danube River and its tributaries are the object of numerous initiatives for cooperation, like International Commission for the Protection of the Danube River (ICPDR) created in 1998 to promote policy agreements and the setting of joint priorities and strategies for improving the state of the Danube and its tributaries, or the EU Strategy for the Danube Region (EUSDR) endorsed in 2011 by the European Council.

An important scientific research work [51] was completed in 2019 by scientists from eleven countries of the Danube River Basin. The work was performed and carried out with the involvement of the National Committees of IHP UNESCO of the Regional cooperation of the countries in the Danube River Basin under the coordination of the Institute of Hydrology of the Slovak Academy of Sciences.

3.1 Case study no. 1

The complete time series of maximum daily discharges registered at Turnu Măgurele on Danube River from 1931 till 2008 was available for the statistical analysis (Figure 7).

![Figure 7. Complete time series of discharges registered at Turnu-Măgurele](source: National Institute of Hydrology and Water Management, Romania)

The time series were checked for potential trend, finding that the hypothesis of stationarity is justifiable. A future direction of research is to consider the time dependency of the distribution parameters [42] in order to derive the worst possible flood for a given probability of exceedance. However, the interval of uncertainty, as it is defined, is able to include a possible non-stationarity of
the hydrological data. The results of the statistical tests concerning the mutual independence and identical distribution, the homogeneity and the lack of trend of the annual maximum discharges are presented in Table 1.

| Statistical Test | Statistics | $|Z|$ statistics | Z quantile | First degree error | Conclusions |
|------------------|------------|-----------------|------------|--------------------|-------------|
| Wald-Wolfowitz   | R=31       | 1.74264         | $Z_{0.05} = 1.65$ | 0.0814             | Mutual independence 5% threshold |
| Turning point    | T=50       | 0.18115         | $Z_{0.05} = 1.65$ | 0.85626             | i.i.d 10% threshold |
| Mann-Whitney-Wilcoxon | W=700 | 0.03179         | $Z_{0.05} = 1.65$ | 0.97464             | Mutual Homogeneity 10% threshold |
| Mann-Kendall     | T=115      | 0.49192         | $Z_{0.05} = 1.65$ | 0.62278             | No trend 10% threshold |

According to the statistical tests, in all cases the null hypothesis (mutual independence, mutual homogeneity and lack of trend) is accepted with threshold 10%. The only exception is the Wald-Wolfowitz test, where the null hypothesis is accepted for 5% threshold, but it is rejected for 10% threshold.

The explanation for the lack of trend of the annual maximum discharges is the large size of the Danube river basin, which is able to compensate at least in the lower Danube reaches the local effects of the climate changes. Thus, one can suppose that for the lower Danube the variation of the discharges $Q_{P\%}$ is due mainly to natural variability.

The aleatory uncertainty for a LP3 distribution was put into evidence by analysing different lengths of registered or generated data at Turnu Măgurele on Danube River, while the epistemic uncertainty analysis was based on the selection of a number of statistical distributions which fit relatively well the selected discharges from 1931 till 2008 at the same gauge station.

### 3.1.1. Aleatory uncertainty

For the beginning, the initial selection of the 78 values of the maximum annual discharges was split into two series: the first 30 values were statistically processed considering log Pearson 3 distribution, and then new values were added followed by new statistical processing. The maximum discharges corresponding to 0.1% probability of exceedance are in the range (18800, 20050) m$^3$/s (Figure 8a).

In the following, based on the sample data of maximum annual discharges, a set of 1000 values following the log Pearson 3 distribution and keeping the same statistical parameters were randomly generated. The discharges corresponding to different probabilities of exceedance were computed for the generated values, by increasing step by step the number of processed discharges from 80 to 500.

The evolution of the maximum discharge values corresponding to 0.1% probability of exceedance versus the increase of the sample volume of generated values is presented in Figure 8b.
For generated values, the maximum discharges corresponding to 0.1% probability of exceedance are in the range (18600, 20550) m$^3$/s. One can notice the strong variability of the maximum discharges corresponding to the first 200 registered plus generated values, and the relative stabilization of the discharges for larger sample volumes. After stabilization, the maximum discharges corresponding to 0.1% probability of exceedance are in the range (18600, 19620) m$^3$/s. This result is a consequence of the law of large numbers, according to which the average of the results obtained from a large number of trials is close to the expected value of the statistics.

Figure 8. Discharges $Q_{0.1\%}$ versus volume of the sample: (a) registered discharges; (b) registered discharges plus generated values.

The graphical representations of the cumulative distribution function were plotted on the probability format, allowing the visualization of the cumulative curve. The dark solid line in Fig. 9 represents the curve of the probabilities of exceedance for the initial set of 78 annual maximum discharges, while the grey solid lines correspond to different volumes of the sample.

Figure 9. Cumulative distribution curves for different samples volumes: (a) 216 values; (b) 496 values

The cumulative curves cover a quite large range of values for medium and rare probabilities of exceedance. Figure 9 can be considered an illustration of the aleatory uncertainty. Thus, for the probability of exceedance 0.1%, the maximum discharge is in the range (18611, 20483) m$^3$/s, which means a difference of 1872 m$^3$/s, or a percentage of 10%. The percentage is 8% for the probability of
exceedance 1% and decreases with the increase of the probability of exceedance, being minimum in the central part of the distribution.

3.1.2. Epistemic uncertainty

Another statistical processing, aiming to put into evidence the epistemic uncertainty, was made for the same data in the frame of Danube Floodrisk project [64]. Using EasyFit software, a large number of statistical distributions were analysed. All these models are fitted to data and compared using conventional goodness-of-fit tests. However, all tests of the statistical model adequacy are based on the central range of the sample, while the adequacy should be mainly tested for the extreme range of observations in order to estimate high events corresponding to low probabilities of exceedance [48]. But extreme values are rarely available and raise problems related to their empirical probability of exceedance. A quite recent approach in Romania [66], but not yet in the current practice, is to use a large number of theoretical distributions and to order them according to their adequacy based on statistical tests. For each probability of exceedance, a histogram showing the distribution of the computed values is obtained. In Figure 10 the empirical distribution, the lower and the upper limits of the maximum uncertainty interval are represented. At the same time, for the probability of exceedance 0.1% and 1% histograms of the computed discharges are derived. If necessary, a statistical characterization of the theoretical discharges can be derived.

However, some statistical distributions lead to a very wide spread of discharges especially for low probabilities of exceedance. For this reason, the distributions were ordered according to their adequacy based on statistical tests (Kolmogorov-Smirnov, Anderson-Darling or Chi-Squared test).

![Figure 10](image)

**Figure 10.** Uncertainty interval of the maximum discharges at Turnu Măgurele gauge station considering 30 distributions (IUGG, 2016)

The results obtained using the first 9 ranked distributions according to Kolmogorov-Smirnov test are presented in Table 2 and Figures 11 and 12. The retained uncertainty interval is included in the maximum uncertainty interval from Figure 10. For example, for 0.1% AEP the maximum uncertainty limits are (15700 – 22100), while the retained interval based on the first 9 ranked distributions is (16221 – 19646) for POT and (17317 – 19884) for BM approach.

**Table 2.** Maximum discharges at Turnu-Măgurele gauge station
According to Table 2, the uncertainty interval for 1% annual probability of exceedance is in the range (15825 -16888) m$^3$/s. The maximum discharge registered at Turnu Măgurele during the 2006 flood on 23-24 of April was 16300 m$^3$/s and according to INHGA corresponds to 1% probability of exceedance. This discharge fits perfectly between the limits of the uncertainty interval. At the same time, the interval of aleatory uncertainty for 1% annual probability of exceedance (Figure 8) is in the range (16000-17800) m$^3$/s. The maximum discharge registered at Turnu Măgurele during the 2006 flood is again within these limits.
3.1.3. Flood volumes

The HIS software was used for the separation of the significant floods, using all daily data for the discharges between 1931-2008. The threshold for floods selection is \( Q_{\text{thr1}} = 9700 \, \text{m}^3/\text{s} \), while \( Q_{\text{thr2}} = 8300 \, \text{m}^3/\text{s} \). All discharges greater than 8300 m\(^3\)/s were taken into consideration for computing the flood volume, followed by statistical processing of the volumes undertaken with EasyFit software. The obtained results are presented in Figure 13 and Table 3.

![Figure 13. Uncertainty interval of the flood volumes above \( Q_{\text{thr2}} \) at Turnu Măgurele gauge station](image)

| P% | \( V_{\text{lower}} \) \((10^6 \, \text{m}^3)\) | \( V_{\text{upper}} \) \((10^6 \, \text{m}^3)\) |
|----|-----------------|-----------------|
| 0.1 | 70384           | 87390           |
| 1   | 45768           | 53677           |
| 10  | 21633           | 22428           |

3.1.4. Flood shape

The HIS software separates the floods according to the threshold values (\( Q_{\text{thr1}} = 9700 \) and \( Q_{\text{thr2}} = 8300 \, \text{m}^3/\text{s} \)). In the following table the first 5 floods in decreasing order of the maximum discharge, as well as their main characteristics (starting date, maximum discharge, total volume, volume above the threshold \( Q_{\text{thr2}} \), compactness (shape) coefficient, time to peak and total duration above \( Q_{\text{thr2}} \)) are presented.

| No | Date          | Max [m3/s] | Vol [10^6 m^3] | VolSu [10^6 m^3] | VolSu [%] | Shape | Tp [day] | Tt [day] |
|----|---------------|------------|----------------|-----------------|-----------|-------|---------|---------|
| 80 | 07/03/2006    | 16300      | 34198          | 31880           | 0.53      | 45.9  | 86.5    |         |
| 38 | 14/02/1970    | 165121     | 54819          | 50560           | 0.55      | 106.3 | 156.0   |         |
| 31 | 13/03/1962    | 14940      | 45298          | 41293           | 0.63      | 17.2  | 43.2    |         |
| 54 | 30/04/1980    | 14400      | 47509          | 43270           | 0.48      | 26.0  | 49.0    |         |
Taking into consideration the compactness coefficient, the floods that occurred in 2006 and 1981 (Figure 14) were considered for the next steps, by skipping the flood clusterization. Based on the dimensionless floods (Figure 15), synthetic floods were obtained both for maximum discharge flood and for maximum volume flood. In the following only the synthetic floods for \( Q_{\text{upper}} \cdot V_{\text{lower}} \) (Class1) and \( Q_{\text{lower}} \cdot V_{\text{upper}} \) (Class 2) are presented (Figures 16 and 17; Tables 5 and 6).

![Figure 14](image1.png)  Significant floods at Turnu Măgurele gauge station: (a) 2006 flood; (b) 1981 flood

![Figure 15](image2.png)  Dimensionless floods: (a) Class 1; (b) Class 2

![Figure 16](image3.png)  Design Floods (\( Q_{\text{upper}} \); \( V_{\text{lower}} \)) from Class 1
### Table 5. Main parameters of synthetic floods from Class 1 at Turnu-Măgurele

| P%   | Q upper (m³/s) | V lower above threshold (10⁶ m³) | Total V lower (10⁶ m³) | Flood duration above threshold (days) |
|------|----------------|----------------------------------|------------------------|-------------------------------------|
| 0.1  | 19884          | 70384                            | 179720                 | 152                                 |
| 1    | 16888          | 45768                            | 141656                 | 134*                                |
| 10   | 13679          | 21633                            | 94004                  | 101                                 |

* In 2006 the maximum discharge was 16300 m³/s, the flood volume above the threshold (8300 m³/s) was 37301 mil. m³ and the flood duration above the threshold was 117 days.

### Figure 17. Design Floods (Q lower; V upper) from Class 2

### Table 6. Main parameters of synthetic floods Class 2 at Turnu-Măgurele

| P% | Q lower (m³/s) | V upper above threshold (10⁶ m³) | Total V upper (10⁶ m³) | Flood duration above threshold (days) |
|----|----------------|----------------------------------|------------------------|-------------------------------------|
| 0.1| 17317          | 87390                            | 220534                 | 185                                 |
| 1  | 15835          | 53677                            | 151682                 | 137*                                |
| 10 | 13541          | 22428                            | 81231                  | 82                                  |

* In 1970 the maximum discharge was 14940 m³/s, the flood volume above the threshold (8300 m³/s) was 49637 mil. m³, and the flood duration above the threshold was 157 days.

### 3.2 Case study no. 2

Răduați-Prut gauge station is located on Prut River, about 125 km upstream Stânca-Costești reservoir. It is not influenced by the backwater effect, even at exceptional water levels in the reservoir. The catchment area in the dam section is 12,000 km². Among the 247 large dams in Romania, Stanca – Costesti dam is ranked as 49 in terms of dam height and is the second, after Iron Gates on Danube in terms of reservoir volume, having a total capacity 1,285 mil.m³. The surface area of the reservoir is 77 km², while its length at the maximum water level during floods is about 120 km. The flood control storage, between the top of the conservation level and the top of the
surcharge pool (the maximum allowed water level in the reservoir during rare floods corresponding to 0.1% probability of exceedance of the maximum discharge), is 665 mil. m$^3$.

In the first decade of 21$^{st}$ century two major floods occurred: the first, between 25 July - 02 August 2008, which was characterized by a very compact shape and a maximum discharge of 3520 m$^3$/s and a volume of about 1.16 $\times$ 10$^9$ m$^3$ (Figure 18a), while the second one, in 2010 had the maximum discharge of 2040 m$^3$/s, a very large duration (19.06 - 8.08.2010) and an exceptional volume of 2.45$\times$10$^9$ m$^3$ (Figure 18b).

Figure 18. Remarkable floods registered in 2008 and 2010: (a) 2008 flood; (b) 2010 flood

The most difficult situation in operation occurred in 2008, when the spillways were used at maximum discharge capacity to avoid crest overflow (Figure 19a). Water level in the reservoir reached 98.27 m.a.s.l. (Figure 19b) overpassing the upper limit of the flap gates (98.20 m.a.s.l.), which represents the design flood level for medium floods (1% probability of exceedance of the maximum discharge).

Figure 19. Stănca-Costești reservoir during 2008 flood (ANAR): (a) downstream view; (b) evolution of water level in the reservoir

Since the reservoir was put into operation in 1978, the flood characteristics modified, being necessary to re-evaluate the maximum discharges and flood volumes and to change accordingly the operation rules of the reservoir during medium and rare floods.

An update in 2007 of the maximum discharges, before the two exceptional floods in 2008 and 2010, provided the following values:

Table 7. Maximum discharges at Rădăuți-Prut
A classical statistical analysis of the maximum discharges for the period 1987-2016 based on BM approach is presented in the following figures: LogNormal distribution with 3 and 2 parameters (Figure 20) and a POT approach using Pearson 3 distribution (Figure 21).

| Probability of exceedance | Q max P% |
|---------------------------|---------|
| 0.1%                      | 4300    |
| 1%                        | 2800    |
| 10%                       | 1500    |

Figure 20. Annual maximum discharges fitted with Lognormal distribution: (a) LN3; (b) LN2

Figure 21. Maximum discharges (POT approach) – Pearson 3 distribution

| P%| LogN 3p (BM) | LogN 2p (BM) | Pearson 3 (POT) |
|---|--------------|--------------|-----------------|
| 0.1| 5143         | 5425         | 5110            |
| 1  | 3203         | 3311         | 3400            |
| 10 | 1670         | 1686         | 1800            |
Compared with 2007 evaluation, one can notice an increase of Qp% discharges of about 16% for 0.01% AEP and 12.5% for 1% AEP.

Using the presented methodology, the floods above the threshold 2 (which was set to 90 m3/s, almost the average multiannual flow) were normalised and then grouped into classes of similar shapes (Figure 22). In some classes only a flood with a very particular shape is represented (classes 6; 8; 9 and 10), while in other classes (1; 2; 3; 4; 5 and 7) more floods are grouped.

Figure 22. Classes of dimensionless floods: (a) Class 1; (b) Class 2; (c) Class 3; (d) Class 4; (e) Class 9; (f) Class 10
The statistical processing of the maximum discharges (BM and OT approach) and floods volume above the threshold are presented in Figure 23. Based on these results (Tables 9-11), the design floods were derived. Only the design floods for classes 9 and 10 are presented in the following, due to the exceptional character of these floods. The flood in class no. 9 reproduces the shape of 2008 flood, which was very compact and raised a difficult situation for flood attenuation, while the flood in class no. 10 has a similar shape with 2010 flood, characterized by 3 peaks, an exceptional duration and a huge volume.

The design floods for classes 9 and 10 have the following characteristics (Table 12):

**Table 12.** Parameters of the design floods at Rădăuți-Prut
| P%  | Flood characterization | Q max (m³/s) | W (10⁶ m³) | Class 9 |               |               | Class 10 |               |
|-----|-----------------------|--------------|------------|---------|---------------|---------------|----------|---------------|
|     |                       |              |            | Tp (days) | Tt (days)     | Tp (days)     | Tt (days) |
| 0.1%| MDF                   | 6543         | 2760       | 7.5     | 15.4          | 11.2          | 22.4     |
|     | MVF                   | 5145         | 3598       | 12.5    | 25.6          | 18.7          | 37.3     |
| 1%  | MDF                   | 3476         | 1713       | 8.9     | 18.2          | 13.3          | 26.5     |
|     | MVF                   | 3204         | 2020       | 11.4    | 23.3          | 17.0          | 34.0     |
| 10% | MDF                   | 1738         | 719        | 7.7     | 15.7          | 11.4          | 22.8     |
|     | MVF                   | 1641         | 743        | 8.4     | 17.2          | 12.5          | 25.0     |

**Legend:** MDF – blue solid line; MVF – orange solid line

**Figure 24.** Maximum discharge flood and maximum volume flood: (a) and (b) Q 0.1%; (c) and (d) Q 1%; (e) and (f) Q 10%. (a), (c), (e) Class 9. (b), (d), (f) Class 10.
In the Figure 24, the maximum discharge flood and maximum volume flood of the classes 9 and 10 for the probabilities of exceedance 0.1%; 1% and 10% are shown. The design floods in the class 9 and 10, for the same type (MDF or MVF) differ only by time to peak and the total duration, while the maximum discharge and volume respectively are the same.

It can be seen that the differences between the maximum discharge flood MDF and maximum volume flood MVF diminish as the probability of exceedance increases.

In the Figure 25, the maximum discharge floods 0.1%, 1% and 10% are represented on the same graph for class 9 and class 10 respectively.

![Figure 25](image)

**Figure 25.** Maximum discharge flood for 0.1% (blue); 1% (orange) and 10% (red).
(a) Class 9; (b) Class 10.

### 4. Discussion

1. The limits of the uncertainty interval can be established in different ways:
   - Choosing the best distribution based on statistical tests and using the confidence interval to define the lower and the upper limits of the maximum discharges and flood volumes respectively. The statistical distribution can be different for maximum discharges and for flood volumes. Usually, the confidence level \( \beta \) is 95%, but it can be reduced to avoid a large difference between the upper and lower limit, which normally should be less than 20%.
   - Selecting a large number of statistical distributions as largely presented in the previous chapters.
   - Establishing a correlation between the maximum discharges and flood volumes and defining the confidence intervals both for discharges and volumes based on the Student distribution.
   - Based on bivariate flood frequency analysis.

   No matter what approach is used, the main idea is the same: to define upper and lower limits of the uncertainty intervals and to make the appropriate combinations corresponding to the maximum discharge flood characterized by the pair \((Q_U^{\text{max}}, V_L)_{\%\%}\) respectively to the maximum volume flood \((Q_L^{\text{max}}, V_U)_{\%\%}\).

2. The maximum discharge flood is necessary for the design of the surface spillways when the top level of the conservation pool coincides with the spillway crest level and the design of the dike’s height. The maximum volume flood is used to establish the flood protection volume both under the spillway crest level and above it in order to define the top of the surcharge pool. Both MDF and MVF
should be used to derive the optimal operation rules of the reservoirs during medium and rare floods. At the same time, both types of floods should be used for determining the position of the infiltration curve through dikes and for stability computation during flood periods: the MDF has a lower duration than the MVF, but the maximum discharges are higher which can lead to a potentially dangerous situation. At the same time the MVF, even if the maximum discharges are lower than in the case of MVF, because of its large duration can also put the dike stability into danger. Finally, both types of floods can be used for deriving the uncertainty related to the delineation of the flooded areas.

3. The floods are grouped into classes based on a similar shape of the dimensionless floods. A large number of such classes can be defined (up to 10-15, depending on the length of the period with available data). The simulations of the reservoirs operation considering different classes of floods of the same probability of exceedance put, however, into evidence that the most critical situations are related to the operation of the outlets during the maximum volume flood having the shape of the registered maximum volume flood (which is very compact and has a large duration) and during the maximum discharge flood (which has a shorter duration, but the gradient of incoming volumes into reservoir is higher than in previous case, meaning a large volume of water should be evacuated in a shorter time in order to avoid reaching dangerous level in the reservoir).

4. The hydrological processing is not an end in itself, but has the role of providing information necessary for the flood management in critical situations, and the obtained results must be realistic from a physical point of view. As such, the selection of the most dangerous situations needs expert judgement, since not always any discharge-volume combination is plausible. For example, the maximum volume flood, Class 1, for 0.1% probability of exceedance at Turnu-Măgurele station has a total duration over the threshold $Q_{thr2} = 8300 \text{ m}^3/\text{s}$ of about 240 days (8 months), which seems unrealistic (Figure 26a). On the contrary, both floods MDF and MVF, Class 2, for 0.1% probability of exceedance are realistic (Figure 26b). Even the duration is plausible taking into account that 1970 flood’s duration, which has the largest volume registered in 78 years, was 157 days.

5. The design floods that reproduce the shape of registered floods are more credible than the analytic floods that pass through the characteristic points (Figure 1), respecting the volume or the compactness coefficient. If the flood that reproduces the shape of the registered floods in classes 9 and 10 at Rădăuți-Prut station overlaps on the same graph with the analytic flood characterized by the same maximum discharge, volume, time to peak and duration, it is found that there is a fairly

![Figure 26](https://www.preprints.org/doi/10.20944/preprints202102.0363.v1)
good agreement in the case of unimodal floods (Figure 27), but very important differences occur for multimodal floods (Figure 28).

![Synthetic Floods(0.1%) Class 9](image)

**Figure 27.** Overlapping unimodal synthetic floods

![Synthetic Floods(0.1%) Class 10](image)

(a) & (b)

**Figure 28.** Overlapping multimodal synthetic floods: (a) the 1st peak; (b) the 2nd peak.

If the purpose is to delineate the flooding areas, then the analytic floods will lead to approximately the same results as the floods reflecting the shape of the registered floods. However, if the purpose is to determine the operational framework rules for the optimal attenuation in a reservoir during flood conditions, it is preferable to use the shape of real floods.

5. **Conclusions**

The hydrological processing of flood waves can be performed at different degrees of complexity, depending on the future utilization of the results. The simplest way, used in case of delineation of the flooded areas or for dikes designing, based on a steady state simulation, is to consider the maximum discharge corresponding to a probability of exceedance P%, which is treated in the following as a deterministic value, neglecting the associated aleatory and epistemic uncertainty. In such a case, for each probability of exceedance a unique extension of the flooded area is obtained.

If the hydrologic uncertainty is taken into account, for any distribution a confidence interval can be defined. The maximum discharges belong to this interval with a confidence level β. Considering the upper and lower limits of the discharges, the uncertainty limits of the flooded areas are derived.
The problem gains in complexity when more distributions are used to fit the registered discharges. All of them approximate well the frequent values of the maximum discharges, but have a very large spread for medium or rare probabilities of exceedance. This scattering defines a range of uncertainty for the extrapolation of maximum discharges outside the measured values. The choice of the upper (U) and the lower (L) limits of this interval is a problem of expert judgement, but normally, the difference between the minimum and maximum values for 0.1% probability of exceedance should not exceed 20%. Based on the extreme values of the uncertainty interval, the maximum discharge flood \((Q_U^{\text{max}}, V_L)_{p\%}\) and the maximum volume flood \((Q_L^{\text{max}}, V_U)_{p\%}\) are defined for each probability of exceedance \(p\%\). This approach is in perfect agreement with the bivariate analysis, the contour lines for a certain probability of exceedance putting into evidence an infinity of couples (maximum discharge, flood volume), which are not independent variables. From these couples, only the most critical combinations are selected, leading to MDF and MVF.

Apart from these parameters the shape of the design flood, characterized by the time to peak and the total duration, is also important. The easiest way is to use an analytical curve that passes through the characteristic points of the flood. Other possibility, which was largely developed in this paper, is to obtain dimensionless floods, then to define clusters of floods with similar shapes and finally to obtain an average dimensionless flood for each class. Based on them, design floods corresponding to different classes of clusterization, but characterized by the same parameters for each probability of exceedance, are derived.

More than one design flood has also been addressed by other researchers. Quite recently, Mediero et al [3] obtained a set of synthetic hydrographs that preserved the statistical characteristics of the observed peaks, while Volpi and Fiori [16] adopted an ensemble approach choosing the most critical events in term of hydrological loads on the hydraulic structures.

All design floods can be used to examine the consequences of their occurrence upon the environment and hydrotechnical works. However, in a simplified approach only the MDF reproducing the shape of the registered flood characterized by the maximum discharge and the MVF having a similar shape to the flood with the maximum registered volume can be used for further simulations.

The floods corresponding to the maximum discharges will be used for the design of spillways, or for the dike design in order to prevent high levels leading to dike overtopping. The most dangerous floods for reservoirs operation are those that are very compact, corresponding to the maximum compactness coefficient. In these cases, pre-emptying the reservoir based on a reliable hydrological forecast in order to increase the flood protection volume is a necessary management strategy.

For the dike stability, both the MDF and MVF can be used. The MDF, although the high levels have a short duration, can activate preferential routes of infiltration through the galleries of rodents, endangering the stability of the dike. On the other hand, the long duration of MVF floods also makes them dangerous because the infiltration curve can reach the downstream face of the dike. Both floods represent boundary conditions for transient computation of the water flow through the dike and its foundation. The critical gradients will then be computed, putting into evidence the sensitive parts of these hydraulic structures.

In the frame of this paper, 2 case studies were presented: a) processing Turnu-Măgurele daily discharges on Danube River for deriving the MDF and MVF with the purpose to study the stability of the dikes, the flood attenuation in lateral enclosures and the delineation of the flooded areas in
case of dike break; b) processing Rădăuți-Prut daily discharges on Prut River to obtain floods of different shapes and to study their influence on the optimal operation rules of the spillways and bottom gates of Stânca-Costești reservoir.
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