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Abstract—Quantum embedding learning is an important step in the application of quantum machine learning to classical data. In this paper we propose a quantum few-shot embedding learning paradigm, which learns embeddings useful for training downstream quantum machine learning tasks. Crucially, we identify the circuit bypass problem in hybrid neural networks, where learned classical parameters do not utilize the Hilbert space efficiently. We observe that the few-shot learned embeddings generalize to unseen classes and suffer less from the circuit bypass problem compared with other approaches.

Index Terms—Quantum machine learning, few-shot learning, parameterized quantum circuits

I. INTRODUCTION

Quantum computing has been investigated in the context of machine learning in recent years and is argued to hold great potential in augmenting existing machine learning algorithms [1]–[4]. Hardcore proofs of quantum advantage are demonstrated in approaches that utilize quantum inputs, including quantum convolutional neural networks for quantum error correction and quantum phase recognition [4] and a quantum kernel method that accelerates linear algebra subroutines [5], [6]. On the other hand, for classical inputs, parameterized quantum circuits (PQCs) are often utilized for encoding classical information, followed by a variational processing circuit and a measurement circuit for classification [7]. It is believed that such models might be more expressive and trainable than their classical counterparts [2]. Numerous studies have examined this encode-process-measure paradigm and argued for potential quantum advantage [8].

Recently, the search for hybrid quantum-classical machine learning architectures that can boost machine learning on classical data has been receiving substantial attention [9]–[14]. In particular, PQCs have been emphasized because of their feasibility on near-term devices. These approaches are also fraught with theoretically proven challenges, however. For quantum machine learning to be advantageous, a significant geometric difference between the classical and quantum data embedding is needed, and the quantum embedding must map to the correct answers with lower complexity than that of the classical embedding [5]. Further, supervised quantum machine learning can be viewed as a kernel method, where the variational processing circuit is treated as a mere extension to the measurement, and the most important aspect is the embedding circuit once again [7]. In light of this, Lloyd et al. [15] proposed a hybrid algorithm that learns the quantum embeddings that maximally separate different classes.

In this paper we propose a quantum few-shot embedding learning paradigm, which learns a mapping from classical data to quantum embeddings that are useful for training downstream quantum machine learning tasks. Crucially, we identify the circuit bypass problem in hybrid neural networks, where learned classical parameters do not have large geometric differences from quantum embeddings. We observe that the few-shot learned embeddings generalize to unseen classes with high accuracy and suffer less from the circuit bypass problem compared with other approaches.

To enable this study, we develop a quantum machine learning library, QTensorAI, for large-scale machine learning studies. The plethora of numerical simulations and experiments that discuss potential quantum advantage investigate small system sizes because of simulation difficulties. This focus is especially problematic because some learning algorithms with few qubits are known to perform better, but those with more than 10 to 15 qubits are significantly worse because the embedding schemes fail to realize large geometric differences for an exponentially large Hilbert space [5], [9]. We seamlessly integrate highly parallel tensor network quantum circuit simulations with the standard deep learning framework and enable simulations of circuits with large numbers of qubits. This capability allows us to verify our numerical results with confidence.

II. CLASSICAL FEW-SHOT LEARNING

Few-shot learning (FSL) is a machine learning paradigm that is designed to tackle a class of supervised learning problems where the user has limited access to supervised data [16].
This paradigm is potentially helpful in experimenting with human-like learning [17], learning from rare cases [18], and reducing data-gathering effort and computational cost [19]. The key distinction between FSL and other supervised learning methods is the use of prior knowledge. Typical categorization of the FSL papers is based on how prior knowledge is used to help solve the problem [16]:

- Data approach: increases the number of samples (data augmentation like rotation, cropping, etc.)
- Model approach: constrains hypothesis space (multitask learning, embedding learning, etc.)
- Algorithm approach: alters search strategy in hypothesis space (refining existing parameters, refining metalearned parameters, learning the optimizer)

In this work we investigate prototypical networks, a model approach that uses embedding learning. This makes prototypical networks (and other embedding learning approaches) particularly relevant to our quantum embedding learning objective.

Consider a set of \( N \) images

\[
D = \{(x_1, y_1), \ldots, (x_N, y_N)\}
\]

with \( C \) classes [20]. We can choose \( n < C \) classes randomly, sample \( k \) images from each class \( c \) to form a support set \( S_c \), and sample a number of images to form a query set \( Q_c \). The goal is to predict the label of images in \( Q = \bigcup Q_c \) based on the labels in \( S = \bigcup S_c \). We call this task \( L \), which is an \( n \)-way \( k \)-shot classification task.

Since many ways of sampling classes and images exist, \( L \sim T \) follows a distribution of all possible tasks [21]. During validation, as long as the validation task is sampled from \( T \), the algorithm should be able to correctly label images with only a few examples, even for classes that were never seen during training. We usually need a large number of image classes to produce many few-shot tasks. Overall, the algorithm must learn to extract features that are generally useful for all tasks \( L \), rather than those that are useful for only one specific task.

In prototypical networks [20] and matching networks [21], embedding \( \phi \) of individual images are extracted by using a neural network. For prototypical networks, a prototypical embedding is produced for each class \( c \):

\[
\phi_c^0 = \frac{1}{k} \sum_{i \in S_c} \phi_i.
\]

The query sample is classified in the class whose distance \( d \) from the query embedding is minimized. The probability distribution of classifying a query sample \( x^q \) as class \( c \) is the softmax function over the distances between the query embedding and the prototypical embeddings of all classes: [20]

\[
p_{\text{classical}}(y^q = c|x^q) = \frac{\exp\left(-d(\phi^0_c, \phi^q)\right)}{\sum_c \exp\left(-d(\phi^0_c, \phi^q)\right)},
\]

where \( \phi^q \) is the query embedding. The loss \( L \) is the negative log-probability of the true class \( c \) [20]:

\[
L_{\text{classical}} = -\log(p(y^q = c|x^q)).
\]

The Euclidean distance \( d \in [0, \infty] \) and similar samples have smaller \( d \). Softmax gives a target of \([0,1]\) and admits a probabilistic interpretation.

### III. Quantum Few-Shot Learning

![Diagram of quantum FSL](image)

As we mentioned, learning quantum embeddings that are maximally separating is crucial, rather than relying on a fixed embedding scheme and training the processing circuit [3], [7], [15]. If we train the network on a specific task, the learned embeddings are likely to be task dependent and not very useful in other tasks. Classically, embedding learning can be achieved by using unsupervised learning techniques such as autoencoders [22], [23], where a decoder that regenerates the original input from a bottlenecked encoding from an encoder can be used. Although quantum variants of autoencoders have been proposed [24], [25], they were not developed for learning quantum embeddings of classical data as far as we know.

We propose FSL as a paradigm for quantum embedding learning because it samples hundreds or thousands of tasks and therefore the resulting embeddings are not task specific. Crucially, we observe that the learned embeddings do not form a low-dimensional manifold compared with classification or regression embeddings, which we will elaborate on in the Learned Pre-Quantum Embeddings subsection in the Results (IV-B). Further, the learned embeddings can generalize to unseen classes. We emphasize that we do not claim quantum enhancement on FSL, although it is worth exploring in its own right. Instead, we focus on the few-shot enhancement of quantum embeddings and their limitations at this stage.

#### A. Quantum Embedding

To learn quantum embeddings of classical inputs, we replace the distance estimation part of the algorithm with a parameterized quantum circuit, as shown in Fig. 1. For each input sample \( x_i \), the classical neural network \( f_{\theta} \), where all layers have ReLU activation except the last layer, processes the input up to the distance evaluation part, giving classical values

\[
\phi_i = f_{\theta}(x_i).
\]
The classical values are used as rotation angles to the quantum circuit \( U \), translating a classical embedding of the sample into a quantum feature vector that is the state vector produced by the circuit. We call these learned classical rotation angles the \textit{prequantum embedding}.

Consider a quantum circuit that takes the prequantum embedding \( \phi_i \) and additional parameters \( \theta \) that are independent of the prequantum embeddings. The embedded quantum state is

\[
|\Psi(x_i)\rangle = U(\phi_i, \theta)|0, \ldots, 0\rangle = U(f_{cl}(x_i), \theta)|0, \ldots, 0\rangle. \tag{6}
\]

For the distance metric between the embedded samples, we use the fidelity between the corresponding quantum states:

\[
d = F(|\Psi(x_i)\rangle, |\Psi(x_j)\rangle) = |\langle \Psi(x_i)|\Psi(x_j)\rangle|^2. \tag{7}
\]

In the prototypical network, however, the distance between the support samples and the query samples is \textit{not} evaluated pairwise. The network instead produces a prototypical vector of all support samples in a class, which is the average vector of all the vectors. Classically, the prototypical vector is trivial to obtain by taking the mean of all classical values. Since our embeddings are quantum state vectors, however, constructing a prototypical vector in the quantum embedding space is not easy. Naively taking the mean of the classical prequantum embedding would not result in a linear sum of the quantum feature vectors. However, since all we need is the inner product between the query vector and the class \( c \) prototypical vector and that the inner product is linear, we can obtain the desired inner product by summing the individual inner products between all support vectors and the query vector:

\[
\langle \Psi^p|\Psi(x^q)\rangle = \frac{1}{k} \sum_{i \in S_c} \langle \Psi(x_i^c)|\Psi(x^q)\rangle, \tag{8}
\]

where \( |\Psi^p\rangle \) is the prototypical vector of the class, \( x_i^c \) is the \( i \)th support sample, and \( x^q \) is the query sample. If we want to obtain the final inner product, the full complex amplitude of the individual inner products must be obtained rather than just the absolute value. We can do so by using a generalized Hadamard test, which is discussed in the Methods section (V-C). Note that if we use the matching network [21] paradigm of metalearning, we can use the absolute value of the pairwise inner products directly without having to worry about the complex amplitude, since it does not construct prototypical vectors.

\section*{B. Loss Function}

For our quantum model, the inner product admits a natural probabilistic interpretation without the need for softmax. The normalized classification probability and the loss are

\[
P_{\text{quantum}}(y^q = c|x^q) = \frac{\langle \Psi^p|\Psi(x^q)\rangle^2}{\sum_{c'} \langle \Psi^p|\Psi(x^q)\rangle^2}, \tag{9}
\]

\[
L_{\text{quantum}} = -\ln P_{\text{quantum}}. \tag{10}
\]

In fact, numerical simulations show that if we use the softmax probability and the negative log-probability loss, the performance is slightly worse.

\section*{C. Quantum Circuit Ansatz}

We use the quantum circuit ansatz proposed by Lloyd et al. [15] to encode the prequantum embedding into quantum feature vectors. In their ansatz, they initialize all qubits to the \( |0\rangle \) state, repeat an encoding layer \( l \) times, and then add a layer of \( R_x \) gates parameterized on the prequantum embedding. For the single encoding layer, they perform a single layer of \( R_x \) gates whose angles are the prequantum embedding, followed by a chain of individually parameterized pairwise \( ZZ \) gates (for our simulation, we include only nearest-neighbor \( ZZ \) interactions), and then a layer of individually parameterized \( R_y \) gates. The parameters of the \( ZZ \) and \( R_y \) gates are independent of the prequantum embedding and stay the same across different inputs, but they are updated during training: they are parameters unique to the quantum circuit. We denote these parameters as \( \theta \).

We will call the ansatz proposed by Lloyd et al. [15] the \textit{metric learning ansatz}. We also study the effects of initialization of the \( \theta \) parameters that determine how much entanglement the circuit has. We initialize \( \theta \) uniformly within specified ranges. When the initialization range is \( 0 \), the circuit is equivalent to one made of single-qubit rotation gates only. We can increase this range up to \( 2\pi \) to turn up the circuit entanglement.

In the unentangled case, the resulting \( n \)-qubit state is

\[
|\Psi_\mu\rangle = \bigotimes_{\mu} (\cos \phi_{i,\mu}|0\rangle - i \sin \phi_{i,\mu}|1\rangle), \tag{11}
\]

up to a multiplicative factor in the angles due to the sequential application of \( R_y \) rotations in multiple layers. The inner product between two states corresponding to two samples is

\[
\langle \Psi_i|\Psi_j\rangle = \prod_{\mu} \cos (\phi_{i,\mu} - \phi_{j,\mu}). \tag{12}
\]

This is a sensible result since we expect large inner products for inputs with similar angles. Moreover, we can encode \( 2^n \) mutually orthogonal states easily. Of course, since we are not using entanglement, this is just a quantum-inspired, classically tractable representation. The weakly entangled ansatz seeks to bring this to a more classically intractable representation.

Comparatively, the classical cosine distance can encode only \( n \) orthogonal vectors. For the Euclidean distance, we can encode infinitely many “approximately orthogonal” vectors since we can simply spread them out in a large (but only \( n \)-dimensional) space, and the negative exponential in the softmax function will make their confusion probability small.

\section*{IV. HYBRID LEARNING RESULTS}

\subsection*{A. Few-Shot Learning Benchmark}

For classical networks we examine the performance of both the Euclidean distance and the cosine distance metric. The Euclidean distance is known to outperform the cosine distance [20]; and since the quantum inner product is more similar to the cosine distance, we believe the cosine distance is a fairer comparison.
The dataset we use is the Omniglot [26] dataset. Omniglot consists of 1,623 handwritten characters from 50 alphabets with 20 examples each. We train on 60-way 5-shot tasks and test on 5-way 5-shot tasks, following the default settings of Snell et al. [20]. We evaluate the performance of models with prequantum embeddings of size 64 corresponding to 64 qubits. The performance comparison is shown in Fig. 2[2]. Our best quantum model achieves a classification testing accuracy of over 98%, which is significant. We stress that the testing accuracies are calculated on types of characters that were never seen during training, indicating the great generalization capabilities of the quantum embedding scheme.

For the classification task, we find that the prequantum embeddings are concentrated in two spots. Each spot corresponds to a different label. This shows that the classical neural network learns to classify the samples and simply outputs the values of prequantum embedding that would give rise to the correct measurement value.

For the classification task, we find that the prequantum embeddings are concentrated in two spots. Each spot corresponds to a different label. This shows that the classical neural network learns to classify the samples and simply outputs the values of prequantum embedding that would give rise to the correct measurement value.

For the single-variable regression task, we use two quantum circuits, each responsible for one component of the prediction values. The interpretation of the learned prequantum embedding is harder. We expect, however, that it needs to occupy a two-dimensional region to be able to give distinct two-dimensional outputs.

Overall, we observe that if the target output is a dimensional, the learned prequantum embedding will occupy an n-dimensional manifold. This is especially problematic if we hope to exploit quantum neural networks for potential advantage. Essentially, the classical neural network cares only about getting the quantum neural network to give the correct output, and not the utilization of the quantum circuit, essentially bypassing the circuit and treating it as a strange nonlinearity. We refer to this as the circuit bypass problem. The low dimensionality of the prequantum embedding space is actually shown in Fig. 5 of Lloyd et al. [15], but was not viewed a problem at the time. In their work, the learned prequantum embeddings form 0-D dots for classification, which illustrates that our statement about the circuit bypass problem also appears in more complex architectures and problems.
More formally, let the output space be $Y \in \mathbb{R}^n$, and assume that the trained prequantum embedding point clouds in the $d > n$-dimensional space $E \in \mathbb{R}^d$ are sampled with the probability measure $\mathcal{P}$ supported on the unit ball \( [27] \). We hypothesize that for hybrid networks trained without special treatments, a submanifold $M \in \mathcal{G}((n,CV,\tau/C))$ exists such that $L(M,\mathcal{P}) < C\epsilon$, where $L(M,\mathcal{P}) = \int d(x,M)^2 d\mathcal{P}(x)$ measures the error of the manifold from the distribution, $d(x,M) = \inf_{y \in M} |x - y|$, $\mathcal{G}((n,CV,\tau/C))$ is the family of $n$-dimensional submanifolds of the unit ball in $E$ with volume $\leq CV$ and reach $\geq \tau/C$, $V$ and $\tau$ are hyperparameters that constrains the complexity of the manifolds, and $C$ is a $d$-dependent constant. In other words, the prequantum embeddings approximately occupy an $n$-dimensional manifold.

Further, for the smallest $M$ satisfying the condition, $f : M \rightarrow Y(M)$ is likely a diffeomorphism, where $f$ is a function from the manifold to the output space, with points from the manifold as inputs. This is in contrast with the condition for quantum advantage in learning with quantum-enhanced feature spaces, where many-to-one mappings are characteristic.

2) Few-Shot Learning: We now return to few-shot learning. In general, the need to distinguish hundreds of classes of images means that the learned embeddings should maximally occupy the embedding space as much as possible to reduce confusion and is therefore generally on a high-dimensional manifold (limited by the dimension of the embedding space). Indeed, we verify that the learned prequantum embeddings for the Omniglot dataset do nontrivially occupy multiple dimensions. We perform principal component analysis on the prequantum embeddings and show in Fig. 7 the explained variance against the number of components. We observe that around 15 dimensions are required to explain 90% of the variance, indicating that the embeddings are not low dimensional.

To examine the embedding in depth, we choose 10 classes of characters randomly and visualize in Fig. 9 their embeddings in 2D utilizing t-SNE \[28\]. We observe that the prequantum embeddings form clusters according to their class assignment. To examine the quantum embeddings, instead of computing the Hilbert space state vectors directly, which is prohibitively difficult for 64 qubits, we project the quantum embeddings onto a 2D plane according to their pairwise distances using MDS \[29\] in Fig. 8. Specifically, we use the negative logarithm
of the square of the inner product as pairwise dissimilarity. One can clearly see that the structure of the prequantum embedding space is almost preserved in the quantum embedding space. This situation cannot admit large geometric differences between the quantum embedding and the classical embedding, hence ruling out quantum advantage.

We believe this problem is similar to the low-dimensional manifold issue. Since the quantum circuit preserves the geometric relationship between data points well, the function $f : \mathcal{M} \rightarrow \mathcal{H}(\mathcal{M})$ is likely a diffeomorphism, where $\mathcal{M}$ is the smallest approximate manifold for the prequantum embeddings and $\mathcal{H}$ is the quantum Hilbert space. Therefore, we also identify this issue under the circuit bypass problem.

![Fig. 8. Prequantum feature space embeddings for FSL.](image)

![Fig. 9. Quantum feature space embeddings for FSL.](image)

### V. METHODS

#### A. High-Performance Simulation

In deep learning, training the neural network requires thousands or millions of samples, and parallel computation is often necessary. Typically, a batch of training samples is passed to the neural network and processed in parallel to speed up the training. Training quantum neural networks is even harder because of the exponential cost in simulating quantum circuits as the number of qubits grows. We employ two approaches to speed up quantum neural networks: the tensor network approach and batch parallelism for quantum simulation. The result is that we incur a linear cost in the number of qubits for shallow circuits and are able to efficiently utilize all GPU resources available.

1) **Tensor Network Simulator**: Tensor network simulators treat quantum circuits as a graph [30]. The most straightforward way to use a tensor network simulator is to evaluate the transition amplitude of the circuit unitary between two computational basis states. Evaluation of such amplitudes corresponds to contracting the tensor network into a rank zero tensor. In the limit of large $n$ and small $l$, the tensor network would have a small transverse size in the layer direction and can be contracted in the longitudinal qubit direction to minimize the largest rank of the tensor that needs to be stored. Since the memory cost is exponential to the rank of the tensor, finding the contraction order that minimizes the rank is crucial [31] and does not generally boil down to heuristics such as contracting along the qubit direction.

Our model evaluates the fidelity between two quantum states prepared by the encoding circuit, namely,

$$d = F = |\langle \Psi(x_j) | \Psi(x_i) \rangle |^2$$

which is computable from exactly the transition amplitude between the $|0, \ldots, 0\rangle$ states when joining the encoding circuit of a sample $j$ with the inverse encoding circuit of a sample $i$. For this work we use QTensor [32], [33], a tensor network simulator platform for studies of the Quantum Approximate Optimization Algorithm (QAOA) in high-performance computing environments. It is based on the QTree simulator.

2) **Batch Parallelism and GPU Optimization for AI**: QTENSOR was designed to evaluate a single large circuit at a time. In deep learning tasks we are often limited to smaller circuits but need to evaluate them with different parameterization across a whole batch or other parallel dimensions (i.e., those due to convolution). QTensor is already equipped with backpropagation because of the need to update QAOA parameters, and it has a PyTorch backend to support that. Therefore, it is in principle friendly to parallelization, and we developed the library QTensorAI to achieve parallelism and convenient interfacing with PyTorch models by wrapping components of the quantum neural network as nn.Module objects. Because the same circuit for a given module will be executed thousands or even millions of times, it is advantageous to optimize the circuit contraction order to aggressively minimize the maximum tensor rank upon model initialization and then reuse this contraction order for future executions.

Moreover, with the use of PyTorch CUDA Graphs [34], [35], we further speed up the simulations. For circuits that need many contraction steps, the CPU needs to launch GPU kernels hundreds or thousands of times, incurring significant overhead. Tracing CUDA Graphs allows static graphs to be captured and replayed, reducing the CPU call to a single graph launch operation.

#### B. Details of Low-Dimensional Tasks

All classical neural networks for low-dimensional tasks have 8 fully connected layers with ReLU activation except the layer before the quantum circuit. For classification or regression tasks, we need not limit ourselves to a kernel...
approach and use the metric learning ansatz, which requires pairwise evaluation. Instead, all the circuits used here have two qubits and follow the ansatz used by Abbas et al.\cite{1}, where outputs are measurement expectations. Specifically, two input values from classical neural networks are fed to the encoding circuit, followed by three variational layers whose parameters are separately optimized.

We use two-dimensional inputs for all the tasks. For the classification task, if the first component is larger than the second, we assign the label 1. Otherwise, it is assigned –1. For the single-variable regression task, the target value is proportional to the difference between the two components. For the two-variable regression task, one target value is proportional to the difference, and the other is proportional to the sum between the two components.

C. Hadamard Test

To obtain the complex value of the inner product of the quantum embeddings on a real device, we can use the Hadamard test\cite{36}. The test estimates $\text{Re}(\langle \psi | U | \psi \rangle)$ (or $\text{Im}(\langle \psi | U | \psi \rangle$ with modification) with the circuit shown in Fig.\ref{fig:10}. The estimate is given by the probability difference between measuring the ancilla in $|0\rangle$ and in $|1\rangle$.

$$|0\rangle \quad \text{H} \quad |\psi\rangle \quad \text{H} \quad \text{U}$$

![Fig. 10. Hadamard test circuit.](image)

In our case,

$$|\psi\rangle = |0, \ldots, 0\rangle \quad (15)$$

$$U = U^\dagger(\phi, \theta)U(\phi_j, \theta). \quad (16)$$

Further, to implement controlled $U$ for the metric learning ansatz, we need only single-qubit controlled gates: we have controlled $R_x$ gates that are $\phi$-dependent, and the $\theta$ dependent $ZZ$ and $R_y$ gates will cancel out if the ancilla is in $|0\rangle$ and the $R_x$ gates are not executed.

VI. CONCLUSION AND OUTLOOK

We investigated the quantum few-shot learning paradigm as a method of learning general quantum embeddings. We find that our weakly entangled quantum embeddings exhibit superior performance over classical cosine distance. Although this result does not offer quantum enhancement to few-shot learning since the Euclidean distance yields better results, the quantum embeddings obtained with few-shot learning have the most desirable properties compared with alternatives. First, the learned embeddings generalize well to unseen classes. Second, quantum few-shot embeddings do not occupy low-dimensional manifolds compared with classification-based embedding learning methods.

We identified the circuit bypass problem that can plague hybrid quantum embedding learning approaches and other hybrid architectures, making them unable to realize high geometric differences and, consequently, quantum advantage. However, methods to regularize the prequantum embedding space by penalizing the formation of low-dimensional manifolds or maximizing the geometric distance could resolve this issue. Recently, a regularization that encourages low-dimensional manifolds has been developed that calculates the manifold dimension and adds that to the loss function\cite{37}. In our setting we can subtract the manifold dimension instead to force the embeddings to occupy high-dimensional manifolds. Further, the geometric difference between the classical prequantum and the quantum embedding can be explicitly computed and added to the loss function, encouraging nontrivial quantum encodings. These directions hold the potential to mitigate the circuit bypass problem and warrant future investigation.
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