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Abstract

In this paper we look at a class of random optimization problems that arise in the forms typically known in statistical physics as Little models. In [5] the Little models were studied by means of the well known tool from the statistical physics called the replica theory. A careful consideration produced a physically sound conclusion that the behavior of almost all important features of the Little models essentially resembles the behavior of the corresponding ones of appropriately scaled Sherrington-Kirkpatrick (SK) model. In this paper we revisit the Little models and consider their ground state energies as one of their main features. We then rigorously show that they indeed can be lower-bounded by the corresponding ones related to the SK model. We also provide a mathematically rigorous way to show that the replica symmetric estimate of the ground state energy is in fact a rigorous upper-bound of the ground state energy. Moreover, we then recall on a set of powerful mechanisms we recently designed for a study of the Hopfield models in [19, 21] and show how one can utilize them to substantially lower the upper-bound that the replica symmetry theory provides.

Index Terms: Little models; ground-state energy.

1 Introduction

We start by looking at what is typically known in mathematical physics as Little model. The model was popularized in [13]. It essentially looks at what is called Hamiltonian of the following type

\[ \mathcal{H}(H, x, y) = \sum_{i=1}^{n} \sum_{j=1}^{m} A_{ij} x_i y_j, \]  

where

\[ A_{ij}(H) = H_{ij}, \]  

are the so-called quenched interactions and \( H \) is an \( m \times n \) matrix (we will typically consider scenario where \( m \) and \( n \) are large and \( \frac{m}{n} = \alpha \) where \( \alpha \) is a constant independent of \( n \); however, many of our results will hold even for fixed \( m \) and \( n \)). Typically, one assumes that the elements of matrix \( H \) as well as the elements of vector \( x \) are binary. In fact, to be a bit more precise, one assumes that the elements of \( H \) are from set \( \{-1, 1\} \), whereas the elements of \( x \) are from set \( \left\{ -\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}} \right\} \) and the elements of \( y \) are from set \( \left\{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right\} \) (if of this form the elements of \( x \) and \( y \) are typically called binary spins). This is fairly often written a bit differently with scaling factors \( \frac{1}{\sqrt{m}} \) and \( \frac{1}{\sqrt{n}} \) often taken outside the sum and \( x, y \in \{-1, 1\} \).
However, we will find our presentation to be substantially lesscumbersome if we do keep the scaling factors inside the sum.

Also, while the assumption that elements of \( H \) are binary as well is not strange/novel in statisticalphysics it is in fact even more common in neural networks communities (see, e.g. [2][3][16][24]). Additionally, in the physics literature one usually follows a convention and introduces a minus sign in front of theHamiltonian given in (1). Since our main concern is not really the physical interpretation of the given Hamiltonian but rather mathematical properties of such forms we will avoid the minus sign and keep the form as in (1). Also, fairly often one considers the scenario where the interactions on the main diagonal are excluded. This is a bit more typical in say Sherrington-Kirkpatrick (SK) or Hopfield models (see, e.g. [11][17][19][21]) where \( m = n \) and/or \( x_i = y_i, 1 \leq i \leq n \). Since we consider a bit more general (rather different) scenario we will refrain from such an exclusion. If of interest of course it is relatively easy to remove them (however, we find writing substantially more compact if we keep these terms as well). Also, while on the subject that involves \( m = n \) we should mention that when \( m = n \) one can consider the scenario with the quenchedinteractions being symmetric, i.e. \( A_{ij} = A_{ji}, \forall i, j \) (or alternatively \( H_{ij} = H_{ji}, \forall i, j \)). In that case the Little model is typically referred to as the symmetric Little model (along the same lines the model that we will pursue here is often called the asymmetric Little model). While we defer a thorough discussion about the symmetric model to a companion paper, we briefly mention that in [5] the authors considered the asymmetric model but did mention that all results they obtained through their considerations should be translatable to the symmetric case as well (as it will turn out many of the results that we will present below for the asymmetric case can indeed be translated to the symmetric case as well).

To characterize the behavior of physical interpretations that can be described through the above Hamiltonian one then looks at the partition function

\[
Z(\beta, H) = \sum_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} e^{\beta H(x, y)}, \tag{3}
\]

where \( \beta > 0 \) is what is typically called the inverse temperature. Depending on what is the interest of studying one can then also look at a more appropriate scaled \log version of \( Z(\beta, H) \) (typically called the free energy)

\[
f_p(n, \beta, H) = \frac{\log (Z(\beta, H))}{\beta \sqrt{n}} = \frac{\log (\sum_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} e^{\beta H(x, y)})}{\beta \sqrt{n}}. \tag{4}
\]

Studying behavior of the partition function or the free energy of the Little model of course has a long history. Since we will not focus on the entire function in this paper we just briefly mention that a long line of results can be found in e.g. excellent references [1][4][5]. In this paper we will focus on studying optimization/algorithmic aspects of \( \log (Z(\beta, H)) \). More specifically, we will look at a particular regime \( \beta, n \to \infty \) (which is typically called a zero-temperature thermodynamic limit regime or as we will occasionally call it the ground state regime). In such a regime one has

\[
\lim_{\beta, n \to \infty} f_p(n, \beta, H) = \lim_{\beta, n \to \infty} \frac{\log (Z(\beta, H))}{\beta \sqrt{n}} = \lim_{n \to \infty} \frac{\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} \mathcal{H}(H, x, y)}{\sqrt{n}} = \lim_{n \to \infty} \frac{\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x}{\sqrt{n}}, \tag{5}
\]
which essentially renders the following form (often called the ground state energy)

$$\lim_{n,\beta \to \infty} f_p(n, \beta, H) = \lim_{n \to \infty} \max_{x, y \in \{-1, 1\}^n} y^T H x \sqrt{n}.$$ (6)

The above form will be one of the main subjects that we study in this paper. We will refer to the optimization part of (6) as the asymmetric Little form.

As mentioned earlier one can study its a symmetric counterpart as well. Also, as mentioned earlier we will present results in that direction in a forthcoming paper. Additionally, looking at the asymmetric Little form from a purely mathematical point of view, one can also consider the minmax version of the problem. While this problem may not typically be of so much interest from the theoretical physics’ point of view it is mathematically a very interesting problem and in fact a generalized version of several hard combinatorial problems. Since, the concepts that we will develop in this paper will be powerful enough to handle that case as well, we will in the later parts of the paper provide a few pointers as to how it can be handled.

For mathematical completeness we will formally define a minmax counterpart of (6)

$$\lim_{n,\beta \to \infty} f_n(n, \beta, H) = \lim_{n \to \infty} \min_{x \in \{-1, 1\}^n} \max_{y \in \{-1, 1\}^m} y^T H x \sqrt{n}.$$ (7)

We will then correspondingly refer to the optimization part of (7) as the minmax asymmetric Little form (along the same lines, we will sometimes refer to the optimization part of (6) as the max asymmetric Little form).

In the following sections we will present a collection of results that relate to behavior of the forms given in (6) and (7) when they are viewed in a statistical scenario. The results related to (6) that we will present below will essentially correspond to what is called the ground state energy of the asymmetric Little model. As it will turn out, in the statistical scenario that we will consider, (6) and (7) will be almost completely characterized by their corresponding average values

$$\lim_{n,\beta \to \infty} E f_p(n, \beta, H) = \lim_{n \to \infty} E \max_{x, y \in \{-1, 1\}^n} y^T H x \sqrt{n}.$$ (8)

and

$$\lim_{n,\beta \to \infty} E f_n(n, \beta, H) = \lim_{n \to \infty} E \min_{x \in \{-1, 1\}^n} \max_{y \in \{-1, 1\}^m} y^T H x \sqrt{n}.$$ (9)

Also, before proceeding further we should mention a few known/conjectured facts about the asymmetric/symmetric Little models as well as where among many of them our work falls in. As we mentioned earlier, these models have been studied for a long time and instead of reviewing the entire chronology of these studies we will focus on the results that are probably the most relevant when it comes to what we will present below. Also, we preface this short discussion by saying that almost all results mentioned below treat a general Little form, i.e. they treat the free energy and all other parameters of interest at any temperature (i.e. for any value of $\beta$). Of course, this is substantially wider than what we are concerned here with. Our concern is essentially a special case, called the zero-temperature regime where $\beta \to \infty$. However, all our results can be extended to general partition function and to the free energy at any temperature. Since we are mostly interested in an optimization/algorithmic point of view (rather than a pure physicist point of view) we found it to be substantially easier to present the results only for “the ground-state” regime (we will present the full blown partition function/free energy analysis elsewhere).

Now, going back to a more concrete discussion about known related results about the Little model. We
start by mentioning that an early approach to connect the Little models and the SK model followed what was
presented in [1, 6]. In [1] considered an application of the Little model in a neural network context. They
employed the replica theory approach and assuming a replica symmetry they obtained a same set of results
one would get for an appropriately scaled SK model. In [6] the authors conducted a various numerical
experiments that eventually suggested that the symmetric Little model may be a bit more different from the
SK model than initially thought. Namely, they obtained values for the free energy at certain temperatures
that seemed to suggest that if one is to extrapolate them to a thermodynamic limit regime that the energies
would be a bit higher than the corresponding ones of the SK model (we should emphasize that since we keep
avoiding the negative sign of some of the quantities this phenomenon is termed slightly differently in [5, 6];
namely, according to the definitions of the models overthere the energies were considered as potentially a
bit lower than the corresponding ones of the SK model). However, [5] then went a bit further and attempted
to provide a sound settling of this phenomenon. Namely, in [5] the authors recalled that all numerical
experiments are typically done on finite size examples. Then they further pointed out that deducing the
thermodynamic behavior based on that may not always work correctly (moreover, they also pointed out that
if one works with a finite \( n \), occasionally there could even be a substantial difference between the results one
would get for say Gaussian or Bernoulli Little models; we will say more on the definitions of these below).

Continuing further along these lines the authors in [5] then proceeded with the analysis of the asymmetric
Little model through the replica framework. Eventually their analysis produced the same answer one initially
could have predicted, i.e. the thermodynamic behavior of the asymmetric Little model should indeed match
the thermodynamic behavior of the appropriately scaled SK model. Moreover, while the authors in [5]
worked with the asymmetric Little model (in the framework that they used it offers a nice set of numerical
simplifications) they also pointed out that it is expected that all the results that they presented should be
applicable to the symmetric Little model.

In a piece of a bit more recent work the authors in [4] considered a set of models that also includes the
asymmetric Little model. They presented a collection of rigorous as well as replica type results. In fact, they
were able to show that in certain low \( \beta \) regime (or in a physicist terminology, in a certain high temperature
regime) the two actually match. Moreover, they also showed several replica symmetric predictions as to
how the free energy should behave in the entire range of \( \beta \)'s. Also, as they correctly pointed out, it turns out
that the replica symmetry predictions are not sustainable as \( \beta \) grows and consequently will not be correct
for \( \beta \)'s larger than a critical value (and certainly not for \( \beta \to \infty \)). In the regime where the replica symmetry
predictions are correct [4] does show that the behavior of the asymmetric Little model indeed matches the
corresponding one of the SK model.

As mentioned earlier, in this paper we attack probably the hardest regime, i.e. the zero-temperature –
\( \beta \to \infty \) regime. (Somewhat contradictory, while this regime is long believed to be the hardest for achieving
a mathematically sound resolution, it is the easiest to present which, as we mentioned earlier, is the reason
why we chose it!) The results that we will present hint that even in such a regime it is reasonable to believe
that the replica theory predictions could be correct. While the symmetry may need to be broken, the original
wisdom that the Little models should resemble the SK model may still be in place (of course, as is now well
known in the zero-temperature regime the symmetry has to be broken in the SK model as well).

Before proceeding further with our presentation we will briefly discuss the organization of the paper. In
Section 2 we will consider the asymmetric Little form. More specifically, in Subsection 2.1 we will present
a way to create a lower bound on the the ground state energy of the asymmetric Little model. In Subsection
2.2 we will present a way to create an upper bound on the very same ground state energy. Moreover, the
upper bound that we will present in Subsection 2.2 will match the one that can be obtained through the
replica approach (assuming the replica symmetry). In Subsection 2.3 we will then present a mechanism that
can “substantially” lower the upper bounds from Subsection 2.2. In Section 3 we will consider the minmax
counterpart of the asymmetric Little form. Along the same lines, we will then in Section 3 present a way
that can create the minmax counterparts for many of the results from Section 2. Finally in Section 4 we will
present a few concluding remarks.

2 Asymmetric Little form

In this section we will look at the following optimization problem (which clearly is the key component in estimating the ground state energy of the asymmetric Little model in the thermodynamic limit)

$$\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x. \quad (10)$$

For a deterministic (given fixed) $H$ this problem is of course known to be NP-hard (it essentially falls into the class of binary bilinear optimization problems). Instead of looking at the problem in (10) in a deterministic way i.e. in a way that assumes that matrix $H$ is deterministic, we will look at it in a statistical scenario (this is of course a typical scenario in statistical physics). Within a framework of statistical physics (and even more so within the framework of neural networks) the problem in (10) (or say similar ones like the Hopfield form) is studied assuming that elements of matrix $H$ are comprised of Bernoulli $\{-1, 1\}$ i.i.d. random variables see, e.g. [1, 5, 15, 24]. While our results will turn out to hold in such a scenario as well we will present them in a different scenario: namely, we will assume that the elements of matrix $H$ are i.i.d. standard normals. We will then call the form (10) with Gaussian $H$, the Gaussian asymmetric Little form. On the other hand, we will call the form (10) with Bernoulli $H$, the Bernoulli asymmetric Little form. In the remainder of this section we will look at possible ways to estimate the optimal value of the optimization problem in (10).

In the first part below we will introduce a strategy that can be used to obtain a lower bound on the optimal value. In the second part we will then create a corresponding upper-bounding strategy. As it will turn out the lower bound will match the expected prediction that relates the asymmetric Little model to the SK-model. However, the upper bound will be a bit above that. In the third part of this section we will then present a mechanism that can be used to lower the upper-bound. Finally the upper-bound will come fairly close to matching the lower bound (which, as mentioned above, essentially matches the result obtained in [5] and concurs with the corresponding (appropriately scaled) one for the SK model). This hints that the prediction made in [5] on the grounds of the replica theory may in fact be mathematically rigorously correct.

2.1 Lower-bounding ground state energy of the asymmetric Little form

In this section we will look at the optimization problem from (10). In fact, we will look at its objective value. To that end let us introduce a quantity $\xi_p$ as its objective value

$$\xi_p = \max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x. \quad (11)$$

As mentioned above, we will assume that the elements of $H$ are i.i.d. standard normal random variables.

In what follows we will to a degree follow the strategies presented in [19,21] when the Hopfield models were discussed. We will try to provide as thorough explanation as possible but will still on occasion assume a substantial level of familiarity with many of the results we presented in [19,21].

As we did in [19,21], we before proceeding further with the analysis of (11) recall on several well known results that relate to Gaussian random variables and the processes they create. First we recall on the following results from [9,18] that relate to statistical properties of certain Gaussian processes.

**Theorem 1.** ([9,18]) Let $X_i$ and $Y_i$, $1 \leq i \leq n$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_i^2) = E(Y_i^2)$
2. \( E(X_i X_l) \leq E(Y_i Y_l), i \neq l. \)

Then

\[
P(\bigcap_i (X_i \geq \lambda_i)) \leq P(\bigcap_i (Y_i \geq \lambda_i)) \iff P(\bigcup_i (X_i \geq \lambda_i)) \leq P(\bigcup_i (Y_i \geq \lambda_i)).
\]

The following, more simple, version of the above theorem relates to the expected values.

**Theorem 2.** (\cite{18}) Let \( X_i \) and \( Y_i, \) \( 1 \leq i \leq n, \) be two centered Gaussian processes which satisfy the following inequalities for all choices of indices:

1. \( E(X_i^2) = E(Y_i^2) \)
2. \( E(X_i X_l) \leq E(Y_i Y_l), i \neq l. \)

Then

\[
E(\min_i (X_i)) \leq E(\min_i (Y_i)) \iff E(\max_i (X_i)) \geq E(\max_i (Y_i)).
\]

Now, to create a lower-bounding strategy for the asymmetric Little form we will rely on Theorems 1 and 2. We start by reformulating the problem in (11) in the following way

\[
\xi_p = \max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} y^T H x.
\]

(12)

We will first focus on the expected value of \( \xi_p \) and then on its more general probabilistic properties. The following is then a direct application of Theorem 2.

**Lemma 1.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( H^{(1)} \) and \( H^{(2)} \) be \( m \times m \) and \( n \times n \) matrices, respectively, with i.i.d. standard normal components. Then

\[
E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} (y^T H x)) \geq E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} \left( \frac{1}{\sqrt{2}} y^T H^{(1)} y + \frac{1}{\sqrt{2}} x^T H^{(2)} x \right)).
\]

(13)

Proof. The proof of a similar lemma is presented in \cite{19} and is a direct application of Theorem 2. The only thing that is now different is the set of allowed \( y \)’s which structurally changes nothing in the proof. \( \square \)

Using results of Lemma 1, we then have

\[
E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} y^T H x) \geq E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} \frac{1}{\sqrt{2}} y^T H^{(1)} y + \frac{1}{\sqrt{2}} x^T H^{(2)} x)
\]

\[
= E(\max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} \frac{1}{\sqrt{2}} y^T H^{(1)} y) + E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \frac{1}{\sqrt{2}} x^T H^{(2)} x),
\]

(14)

and after scaling

\[
\frac{E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} \max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} (y^T H x))}{\sqrt{n}} \geq \frac{E(\max_{y \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^m} (y^T H^{(1)} y))}{\sqrt{2n}} + \frac{E(\max_{x \in \left(-\frac{1}{m}\sqrt{\frac{1}{m}}\right)^n} x^T H^{(2)} x)}{\sqrt{2n}}.
\]

(15)
Now, using incredible results of [10,14,25] one has

\[
\lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} x^T H^{(2)}(x))}{\sqrt{2n}} = \xi_{SK} \approx 0.763
\]

\[
\lim_{n \to \infty} \frac{E(\max_{y \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} y^T H^{(1)}(y))}{\sqrt{2n}} = \sqrt{\alpha} \xi_{SK} \approx \sqrt{\alpha} \times 0.763,
\]

(16)

where \(\xi_{SK}\) is the average ground state energy of the so-called Sherrington-Kirkpatrick (SK) model in the thermodynamic limit (more on the SK model can be found in excellent references [10,14,17,25]). We do mention that the work of [10,14,25] indeed settled the thermodynamic behavior of the SK model. However, the characterization of \(\xi_{SK}\) in [10,14,25] is not explicit and the value we give in (16) is a numerical estimate (it is quite likely though, that the estimate we give is a bit conservative; the true value is probably more around 0.7632). Connecting (15) and (16) one then has the following lower-bound of the ground state energy of the asymmetric Little model

\[
\lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} x^T H^{(1)}(x))}{\sqrt{n}} \geq \sqrt{\alpha} \xi_{SK} + \xi_{SK} \approx (\sqrt{\alpha} + 1) \times 0.763.
\]

(17)

The above lower bound (apart from a scaling factor \((\sqrt{\alpha} + 1)\)) pretty much matches the ground state energy of the SK model. It is also relatively straightforward to see how the scaling factor comes about. In fact there are many ways how it can be done. However, it is neat to have it presented at some point so we will take the opportunity to briefly sketch the idea right here.

Namely, let \(H^{(2,s)}\) be a random symmetric matrix (i.e. \(H^{(2,s)}_{ij} = H^{(2,s)}_{ji}, \forall i,j\)) with i.i.d. standard normal components. Typically the ground state energy of the SK model is then defined as

\[
\xi_{SK} = \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1,j>i}^n H^{(2,s)}_{ij} x_i x_j)}{\sqrt{n}}
\]

\[
= \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1,j\neq i}^n H^{(2,s)}_{ij} x_i x_j)}{2\sqrt{n}}.
\]

(18)

This of course comes from the definition of the Hamiltonian that views the quenched interactions only in one direction, or in other words views them symmetrically. Let (as in Lemma 1) \(H^{(2)}\) be an \(n \times n\) matrix with i.i.d. standard normal entries. Then

\[
\lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1}^n H^{(2)}_{ij} x_i x_j)}{\sqrt{2n}} = \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1,j\neq i}^n H^{(2)}_{ij} x_i x_j)}{2\sqrt{n}}
\]

\[
= \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1,j\neq i}^n (H^{(2)}_{ij} + H^{(2)}_{ji}) x_i x_j)}{2\sqrt{2n}}
\]

\[
= \lim_{n \to \infty} \frac{E(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \sum_{i=1}^n \sum_{j=1,j\neq i}^n (H^{(2,s)}_{ij} + H^{(2,s)}_{ji}) x_i x_j)}{2\sqrt{n}},
\]

(19)
where statistically (in fact, even literally) speaking one can write

\[ H_{ij}^{(2,s)} = \frac{H_{ij}^{(2)} + H_{ji}^{(2)}}{\sqrt{2}}, \quad i \neq j. \]

Combining (18) and (19) one essentially has

\[
\lim_{n \to \infty} \mathbb{E}\left( \max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} x^T H^{(2)} x \right) = \lim_{n \to \infty} \mathbb{E}\left( \max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} \sum_{i=1}^{n} \sum_{j=1}^{n} H_{ij}^{(2)} x_i x_j \right) = \xi_{SK},
\]

which is exactly what is stated in the first part of (16). The second part of (16) follows in an analogous fashion. The only difference is possible mismatch between \( m \) and \( n \) which results in an extra scaling factor of \( \sqrt{\alpha} \). The results of (16) then easily imply (17) as shown above.

We now turn to deriving a more general probabilistic result related to \( \xi_p \). We will do so through the following lemma (essentially a direct consequence of Theorem 1).

**Lemma 2.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( H^{(1)} \) and \( H^{(2)} \) be \( m \times m \) and \( n \times n \) matrices, respectively, with i.i.d. standard normal components. Let \( \zeta \) be a scalar. Then

\[
P(\max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} (y^T A x - \zeta) \geq 0) \geq P(\max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} \left( \frac{1}{\sqrt{2}} y^T H^{(1)} y + \frac{1}{\sqrt{2}} x^T H^{(2)} x \right) - \zeta) \geq 0).
\]

(21)

**Proof.** As mentioned above, the proof is basically a direct consequence of Theorem 1. \( \square \)

Assuming all \( \epsilon \)'s are arbitrarily small positive constants, setting \( \zeta = \xi_p^{(l)} = (1 - \epsilon_1^{(m,sk)}) \sqrt{m} + (1 - \epsilon_1^{(n,sk)} \xi_{SK}) \sqrt{n} \), and following step by step what was done in [19] (the only difference being the structure of the set of allowed \( y \)'s) one arrives at

\[
P(\max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} (y^T H x \geq \xi_p^{(l)}) \geq \lim_{n \to \infty} P(\max_{x \in \{-1,1\}^m, y \in \{-1,1\}^n} \left( \frac{1}{\sqrt{2}} y^T H^{(1)} y + \frac{1}{\sqrt{2}} x^T H^{(2)} x \right) - \xi_p^{(l)} \geq 0) \geq 1.
\]

(22)

We summarize our results from this subsection in the following lemma.

**Lemma 3.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( m = \alpha n \), where \( \alpha > 0 \) is a constant independent of \( n \). Let \( \xi_p \) be as in (11). Let \( \xi_{SK} \) be the average ground state energy in the thermodynamic limit of the SK model as defined in (16). Further, let all \( \epsilon \)'s be arbitrarily small constants independent of \( n \) and let \( \xi_p^{(l)} \) be a scalar such that

\[
\frac{\xi_p^{(l)}}{\sqrt{n}} = (1 - \epsilon_1^{(m,sk)}) \sqrt{\alpha} + (1 - \epsilon_1^{(n,sk)} \xi_{SK}.
\]

(23)
Then
\[ \lim_{n \to \infty} P \left( \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n, y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} y^T H x \geq \xi_p(t) \right) \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_p \geq \xi_p(t)) \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_p^2 \geq (\xi_p(t))^2) \geq 1, \] (24)

and
\[ \lim_{n \to \infty} \frac{E_{\xi_p}}{\sqrt{n}} = \lim_{n \to \infty} \frac{E(\max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n, y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} y^T H x)}{\sqrt{n}} \geq (\sqrt{\alpha} + 1)\xi_{SK} \approx (\sqrt{\alpha} + 1) \times 0.763. \] (25)

**Proof.** The proof follows from the above discussion, (17), and (22).

**Remark:** One can of course be a bit more specific as to in what way the above probabilities are converging as \( n \to \infty \). However, to make writing as neat as possible we choose probably the simplest way to characterize it.

### 2.2 Upper-bounding ground state energy of the asymmetric Little form

In this subsection we will create the corresponding upper-bound results. To create an upper-bounding strategy for the asymmetric Little form we will again (as in the previous subsection) rely on Theorems 1 and 2. We start by recalling what the problem of interest is. Namely, we will be interested in providing a characterizing of an upper bound on the typical behavior of \( \xi_p \)

\[ \xi_p = \max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n, y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} y^T H x. \] (26)

As in the previous subsection, we will first focus on the expected value of \( \xi_p \) and then on its more general probabilistic properties. We will closely follow what was done in the previous subsection and to a degree what was done earlier in [19]. We start by recalling on the following direct application of Theorem 2.

**Lemma 4.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable. Then

\[ E(\max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n, y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} (y^T H x + g)) \leq E(\max_{x \in \left(-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\right)^n, y \in \left(-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\right)^m} (g^T y + h^T x)). \] (27)

**Proof.** The proof is sketched in [19] for a slightly different setup and follows as a standard-direct application of Theorem 2. \( \square \)
Using results of Lemma 4 we then have

\[
E\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x\right) = E\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (y^T H x + g)\right) \\
\leq E\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (g^T y + h^T x)\right) = E \sum_{i=1}^n |g_i| + E \sum_{i=1}^n |h_i| \leq \frac{2}{\sqrt{n}} \sqrt{m} + \frac{2}{\sqrt{n}} \sqrt{n}.
\] (28)

Connecting beginning and end of (28) we finally have an upper bound on \(E\xi_p\) from (11), i.e.

\[
E\xi_p = E\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x\right) \leq \frac{2}{\sqrt{n}} \sqrt{m} + \frac{2}{\sqrt{n}} \sqrt{n} = \sqrt{n}(\sqrt{\alpha} + 1)\sqrt{\frac{2}{n}}.
\] (29)

or in a scaled (possibly) more convenient form

\[
\frac{E\xi_p}{\sqrt{n}} = \frac{E\left(\max_{x \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x\right)}{\sqrt{n}} \leq (\sqrt{\alpha} + 1)\sqrt{\frac{2}{n}}.
\] (30)

As in the previous subsection we now turn to deriving a more general probabilistic result related to \(\xi_p\). We will do so through the following lemma.

**Lemma 5.** Let \(H\) be an \(m \times n\) matrix with i.i.d. standard normal components. Let \(g\) and \(h\) be \(m \times 1\) and \(n \times 1\) vectors, respectively, with i.i.d. standard normal components. Also, let \(g\) be a standard normal random variable and let \(\xi_\alpha\) be a function of \(x\). Then

\[
P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (y^T Ax + g - \xi_\alpha) \geq 0\right) \leq P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (g^T y + h^T x - \xi_\alpha) \geq 0\right).
\] (31)

**Proof.** The proof is basically the same as the proof of Lemma 4. The only difference is that instead of Theorem 2 it relies on Theorem 1. \(\Box\)

Assume all \(\epsilon\)'s are positive arbitrarily small constants. Let \(\xi_\alpha = -\epsilon_5^{(g)} \sqrt{n} + \xi_p^{(u)}\) where \(\xi_p^{(u)}\) is such that

\[
(1 + \epsilon_1^{(m)}) \sqrt{m} \sqrt{\frac{2}{\pi}} + (1 + \epsilon_1^{(n)}) \sqrt{n} \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} \sqrt{n} < \xi_p^{(u)}
\]

\[
\Rightarrow (1 + \epsilon_1^{(m)}) \sqrt{\alpha} \sqrt{\frac{2}{\pi}} + (1 + \epsilon_1^{(n)}) \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} \sqrt{n} < \frac{\xi_p^{(u)}}{\sqrt{n}}.
\] (32)

Following what was done in (19) one then has

\[
\lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (y^T H x) \geq \xi_p^{(u)}\right)
\leq \lim_{n \to \infty} P\left(\max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n, y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (g^T y + h^T x + \epsilon_5^{(g)} \sqrt{n}) \geq \xi_p^{(u)}\right) \leq 0.
\] (33)

We summarize our results from this subsection in the following lemma.
Lemma 6. Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( m = \alpha n \), where \( \alpha > 0 \) is a constant independent of \( n \). Let \( \xi_p \) be as in (11). Let all \( \epsilon \)'s be arbitrarily small constants independent of \( n \) and let \( \xi_p^{(u)} \) be a scalar such that

\[
(1 + \epsilon_1^{(m)}) \sqrt{\alpha} \sqrt{\frac{2}{\pi}} + (1 + \epsilon_1^{(n)}) \sqrt{\frac{2}{\pi}} + \epsilon_5^{(g)} < \xi_p^{(u)} \sqrt{n}.
\]  

(34)

Then

\[
\lim_{n \to \infty} P(\max_{\mathbf{x} \in \{-1/\sqrt{m}, 1/\sqrt{m}\}^m, \mathbf{y} \in \{-1/\sqrt{m}, 1/\sqrt{m}\}^m} (\mathbf{y}^T H \mathbf{x}) \leq \xi_p^{(u)}) \geq 1
\]

\[
\iff \lim_{n \to \infty} P(\xi_p \leq \xi_p^{(u)}) \geq 1
\]

\[
\iff \lim_{n \to \infty} P(\xi_p^2 \leq (\xi_p^{(u)})^2) \geq 1,
\]  

(35)

and

\[
\frac{E \xi_p}{\sqrt{n}} = \frac{E(\max_{\mathbf{x} \in \{-1/\sqrt{m}, 1/\sqrt{m}\}^m, \mathbf{y} \in \{-1/\sqrt{m}, 1/\sqrt{m}\}^m} \mathbf{y}^T H \mathbf{x})}{\sqrt{n}} \leq (\sqrt{\alpha} + 1) \sqrt{\frac{2}{\pi}}.
\]  

(36)

Proof. The proof of the first part follows from the above discussion. On the other hand, as mentioned above, the proof of the probability part follows in the same way as the corresponding one in [19].

The results that we presented in the above lemma are of course mathematically completely rigorous. However, they actually match the ones that can be obtained through the framework of the replica theory assuming the replica symmetry (see, e.g. [4]). That essentially means that what we presented above actually establishes the replica symmetry prediction as a rigorous upper bound on the ground state energy of the asymmetric Little model.

To give some flavor as to what we presented so far we will fix \( \alpha = 1 \). For such a scenario we essentially obtained a lower bound on the ground state energy that is equal to two times the ground state energy of the SK model, i.e. that is approximately equal to \( 2 \times 0.763 \). On the other hand we established an upper bound that is equal to the replica-symmetry prediction for the ground state energy, i.e. that is equal to \( 2 \sqrt{\frac{2}{\pi}} \approx 2 \times 0.7978 \). We should also point out that the replica symmetry prediction for the ground state energy of the asymmetric Little model (i.e. \( 2 \sqrt{\frac{2}{\pi}} \approx 2 \times 0.7978 \)) is also two times the replica-symmetry prediction for the ground state energy of the SK model (which is \( \sqrt{\frac{2}{\pi}} \approx 0.7978 \)). While all of this seems to be well aligned with the belief a physicist’s approach to these problems would help form, it is still not clear what the real value of the ground state energy is. What we have shown indeed supports the idea that the ground state energy of the asymmetric Little model could be two times the ground state energy of the SK model but we haven’t really excluded possibility that it may be higher than that as well.

In the following subsection we will provide a powerful mechanism to substantially lower the upper bound presented above. This may further substantiate belief that the original prediction about possible connection between the asymmetric Little and the SK model may in fact be correct. The mechanism that we will present will in large part rely on an important progress that we recently made while studying the Hopfield models in [21]. The progress we made there enabled us to substantially lower the upper bound of the positive Hopfield form obtained in [19]. More importantly, it was the first example where we were able to move substantially further away from the typical replica symmetry bounds.

We should also take the opportunity to emphasize once again that the upper bounds for the positive Hopfield model presented in [19] as well as those for the asymmetric Little model presented above are
essentially rigorous confirmation that the results of the replica symmetry theory are not only a good estimate but actually an estimate that is guaranteed to be from a certain side of the targeted quantity (in these cases, the replica symmetry theory estimates are upper bounds; however in some other scenarios they are often rigorous lower bounds; some examples include the negative Hopfield form discussed in [19] or the corresponding ones related to minmax version of the asymmetric Little form discussed below in Section 3 as well as various other results presented in e.g. [20,22,23]).

2.3 Lowering the upper-bound on the ground state energy of the asymmetric Little form

The results that we presented in the previous subsection are a relatively easy way to establish upper-bounds on the ground state energy of the asymmetric Little model. In fact, mathematically speaking, what we did in the previous subsection is nothing too original. We essentially just recognized that certain problems of interest in theoretical physics or statistical mechanics can be easily fitted into well known mathematical frameworks. Of course, if one ignores the physics component then the random optimization problems that we studied so far are not unknown. Our arguments given above clearly rely on mathematical results of [18] and [8]. In fact, not only do they rely on what was shown in [8,18], their slight modifications were already worked out as simple examples in e.g. [8].

On the other hand the results that we will present in this subsection will turn out to be not only practically substantially better than the corresponding ones from the previous subsection but also they will contain a substantial conceptual mathematical improvement as well. As it will soon become clear, the changes that we will adopt below when compared to the previous subsection will visually appear as minimal. However, such visually minimal changes result in our opinion in a substantial breakthrough in studying various random combinatorial problems (see, e.g. [19,21]).

To start the presentation off we recall that in this subsection we of course again look at the optimization problem from (10). To have it at hand we also rewrite it once again

$$
\xi_p = \max_{x \in \{-\sqrt{\frac{1}{m}} , \sqrt{\frac{1}{m}}\}^n , y \in \{-\sqrt{\frac{1}{m}} , \sqrt{\frac{1}{m}}\}^m} y^T H x.
$$

Since we will continue to assume that the elements of $H$ are i.i.d. standard normal random variables we will recall on another result that relates to to statistical properties of certain Gaussian processes.

**Theorem 3.** ([8]) Let $X_i$ and $Y_i$, $1 \leq i \leq n$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_i^2) = E(Y_i^2)$

2. $E(X_iX_l) \leq E(Y_iY_l)$, $i \neq l$.

Let $\psi()$ be an increasing function on the real axis. Then

$$
E(\min_i \psi(X_i)) \leq E(\min_i \psi(Y_i)) \iff E(\max_i \psi(X_i)) \geq E(\max_i \psi(Y_i)).
$$

In the previous subsection we relied on the above theorem to create an upper-bound on the ground state energy of the asymmetric Little model. However, the strategy employed in the previous subsection utilized only a basic version of the above theorem where $\psi(x) = x$. Here we will substantially upgrade the strategy by looking at a very simple (but way better) different version of $\psi()$. Along the same lines, we should mention that the strategy that we will present below will relate to what we presented in the previous subsection in the same way the results related to the positive Hopfield model obtained in [21] relate to the corresponding ones from [19].
We do recall without going into details that the ground state energies will concentrate in the thermodynamic limit. Hence in this subsection we will mostly focus on the expected value of \( \xi_p \) (one can then easily adapt our results to describe more general probabilistic concentrating properties of ground state energies similarly to what was done in the previous subsection). The following is then a direct application of Theorem 3.

**Lemma 7.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable and let \( c_3 \) be a positive constant. Then

\[
E(\max_{x \in \{-1/n, 1/n\}^n, \|y\|_2 = 1} e^{c_3(y^THx + g)}) \leq E(\max_{x \in \{-1/n, 1/n\}^n} e^{c_3(g^Ty + h^Tx)}). \tag{38}
\]

**Proof.** As mentioned above, the proof is a standard/direct application of Theorem 3. For a slightly different set of \( y \)’s it was presented in [21]. The structure of set of allowed \( y \)’s changes nothing and the proof from [21] can be translated step by step here. We skip such an easy exercise.

To make the previous lemma operational we follow/adapt the strategy of [21]. After repeating step by step what was done in [21] one arrives at

\[
E(\max_{x \in \{-1/n, 1/n\}^n, y \in \{-1/n, 1/n\}^m} y^THx) \leq -\frac{c_3}{2} + \frac{1}{nc_3}\log(E(\max_{x \in \{-1/n\}^n} (e^{c_3h^Tx}))) + \frac{1}{nc_3}\log(E(\max_{y \in \{-1/n\}^m} (e^{c_3g^Ty}))). \tag{39}
\]

Let \( c_3 = c_3^{(s)}\sqrt{n} \) where \( c_3^{(s)} \) is a constant independent of \( n \). Then (39) becomes

\[
E(\max_{x \in \{-1/n\}^n, y \in \{-1/n, 1/n\}^m} y^THx) \leq -\frac{c_3^{(s)}}{2} + \frac{1}{nc_3^{(s)}}\log(E(\max_{x \in \{-1\}^n} (e^{c_3^{(s)}h^Tx}))) + \frac{1}{nc_3^{(s)}}\log(E(\max_{y \in \{-1\}^m} (e^{c_3^{(s)}\sqrt{m}g^Ty}))). \tag{40}
\]

Transforming further we obtain

\[
-\frac{c_3^{(s)}}{2} + \frac{1}{nc_3^{(s)}}\log(E(\max_{x \in \{-1\}^n} (e^{c_3^{(s)}h^Tx}))) + \frac{1}{nc_3^{(s)}}\log(E(\max_{y \in \{-1\}^m} (e^{c_3^{(s)}\sqrt{m}g^Ty})))
\]

\[
= -\frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}}\log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) + \frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}}\log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}\alpha})))
\]

\[
= \frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}}\log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) + \frac{\alpha}{c_3^{(s)}}\log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}\alpha}))). \tag{41}
\]
Connecting (40) and (41) we finally have
\[
E(\max_{x \in \{-1, 1\}^n \cap \mathcal{M}_m} y^T H x) \leq \frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2}})) + \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2\alpha}})).
\]

(42)

One should now note that the above bound is effectively correct for any positive constant \(c_3^{(s)}\). Of course to make it as tight as possible one then has
\[
E(\max_{x \in \{-1, 1\}^n \cap \mathcal{M}_m} y^T H x) \leq \min_{c_3^{(s)} \geq 0} \left( \frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2}})) + \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2\alpha}})) \right).
\]

(43)

We summarize our results from this subsection in the following lemma.

**Lemma 8.** Let \(H\) be an \(m \times n\) matrix with i.i.d. standard normal components. Let \(n\) be large and let \(m = \alpha n\), where \(\alpha > 0\) is a constant independent of \(n\). Let \(\xi_p\) be as in (7). Let \(\xi_p^{(u, \text{low})}\) be a scalar such that
\[
\xi_p^{(u, \text{low})} = \min_{c_3^{(s)} \geq 0} \left( \frac{c_3^{(s)}}{2} + \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2}})) + \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{-c_3^{(s)}}{\sqrt{2\alpha}})) \right).
\]

(44)

Then
\[
\frac{E\xi_p}{\sqrt{n}} \leq \xi_p^{(u, \text{low})}.
\]

(45)

Moreover,
\[
\lim_{n \to \infty} P(\max_{x \in \{-1, 1\}^n \cap \mathcal{M}_m} y^T H x \leq \xi_p^{(u, \text{low})}) \geq 1
\]
\[
\iff \lim_{n \to \infty} P(\xi_p \leq \xi_p^{(u, \text{low})}) \geq 1
\]
\[
\iff \lim_{n \to \infty} P(\xi_p^2 \leq (\xi_p^{(u, \text{low})})^2) \geq 1.
\]

(46)

In particular, when \(\alpha = 1\)
\[
\frac{E\xi_p}{\sqrt{n}} \leq \xi_p^{(u, \text{low})} = 2 \times 0.7688.
\]

(47)

**Proof.** The first part of the proof related to the expected values follows from the above discussion. The probability part follows by the concentration arguments from the previous subsections (also, see, e.g. discussion in [19, 21]).

One way to see how the above lemma works in practice is (as specified in the lemma) to choose \(\alpha = 1\) to obtain \(\xi_p^{(u, \text{low})} = 2 \times 0.7688\). This value is substantially better than \(2 \times 0.7978\) offered in the previous subsection. Also, we should finally clarify a bit what we mean by a substantial improvement. If one just merely looks at numbers, improvement from 0.7978 to 0.7688 may not seem as a whole lot. However, there are two things to keep in mind. First, according to the lower bounds presented in Subsection 2.1 the value we are discussing in any event can not go below 0.763. So in terms of closing the gap from 0.763 – 0.7978 to 0.763 – 0.7688 the improvement may actually seem rather substantial. Second, while all the numbers we just mentioned seem close to each other, an extensive experience in studying random combinatorial problems usually suggests that any improvement over the standard replica-symmetry type of results is typically a big breakthrough. Here, not only that the strategy presented above manages to go below the replica-symmetry...
predictions (actually a rigorous upper bounds as shown in the previous subsection) but it almost approaches the lower bounding value. Moreover, all of that is achieved with a seemingly fairly simple yet super powerful approach. While there are other ways one can utilize to provide upper bounds on the ground state energy of the asymmetric Little model, we should mention that not that many of them we found capable of providing the values below the replica-symmetry predictions (upper bounds). Moreover, it is only the techniques that we presented in this and the previous two subsections that we observed as capable of making a substantial improvement over the replica-symmetry predictions (i.e. capable of reaching into a .76... zone).

3 Minmax asymmetric Little form

In this section we will look at the following optimization problem

$$\min_{x \in \{-1/\sqrt{n}, 1/\sqrt{n}\}^n} \max_{y \in \{-1/\sqrt{m}, 1/\sqrt{m}\}^m} y^T H x.$$  (48)

Clearly, this is a minmax version of the problem given in (10) that we studied in the previous section. This problem may not have as much of importance within the theoretical physics community as its max counterpart (10) does have. However, when viewed in a purely optimization/algorithmic way it is a more general variant of a well known combinatorial problem called number partitioning problem (NPP). In fact, for $m = 1$ in (48) one has exactly the random real number partitioning problem. For an integer $m > 1$ one then has a multiple number partitioning problem where overall partitioning deviation is estimated through the $\ell_1$ norm (of course instead of the $\ell_1$ one can look at deviations with respect to say the $\ell_2$ norm; in such scenarios one then for $m > 1$ has a variant of the negative Hopfield model; of course when $m = 1$ the $\ell_1$ and $\ell_2$ deviations would be the same and one has that a single number partitioning problem can be casted as both, a variant of the negative Hopfield model and as a variant of minmax of the asymmetric Little model). We should also recall that in Section 1 we mentioned that throughout the paper we would assume that $m$ and $n$ are large and proportional to each other (although the proportionality constant, namely $\alpha$, can be assumed to be arbitrarily small). Still, $m = 1$ would not fit into such a scenario. However, as we also mentioned in Section 1 many of the results that we will present will be applicable even for fixed (finite) values of $m$ and $n$. Along the same line, the concepts that we will present below will remain useful even when $m = 1$. However, some of the calculations that we will present below will have to be done a bit more carefully in that case and we will present such considerations in a separate paper that relates exclusively to the NPP’s.

For a deterministic (given fixed) $H$ the above problem (48) is of course known to be NP-hard (as (10), it essentially falls into the class of binary bilinear optimization problems). Instead of looking at the problem in (48) in a deterministic way i.e. in a way that assumes that matrix $H$ is deterministic, we will adopt the strategy of the previous section and look at it in a statistical scenario. Also as in the previous section, we will assume that the elements of matrix $H$ are i.i.d. standard normals. We will then call the form (48) with Gaussian $H$, the Gaussian minmax asymmetric Little form. On the other hand, if needed, we will call the form (48) with Bernoulli $H$ (the case probably more of interest in neural networks/statistical physics), the Bernoulli minmax asymmetric Little form. In the remainder of this section we will look at possible ways to estimate the optimal value of the optimization problem in (48). In fact we will introduce a strategy similar to the one presented in the previous section to create a lower-bound on the optimal value of (48).
3.1 Lower-bounding ground state energy of the minmax asymmetric Little form

As mentioned above, the subject of consideration in this section is the problem from (48). As earlier we will call its optimal objective value $\xi_n$, i.e.

$$
\xi_n = \min_{x \in \{-\sqrt{\frac{1}{n}}, \sqrt{\frac{1}{n}}\}^n} \max_{y \in \{-\sqrt{\frac{1}{m}}, \sqrt{\frac{1}{m}}\}^m} y^T H x.
$$

(49)

As hinted above, we will be interested in typical behavior of $\xi_n$ when the above problem is of statistical nature. Also, as mentioned above, for the statistical concreteness we will assume that the elements of $H$ are i.i.d. standard normal random variables. Of course, as earlier, as far as the validity of the results that we will present below is concerned, there is really not that much of a restriction on the assumed statistics. On the other hand we believe that there is a substantial difference in the quality/simplicity of the presentation and for that reason we choose to work in the standard normal setup (of course, we do believe that the standard normal setup offers the opportunities for the most elegant presentations). To utilize such a setup we start by recalling on the following set of results from [9] (they relate to statistical properties of certain Gaussian processes which will obviously be useful in dealing with an $H$ of that type).

**Theorem 4.** ([9]) Let $X_{ij}$ and $Y_{ij}$, $1 \leq i \leq n, 1 \leq j \leq m$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_{ij}^2) = E(Y_{ij}^2)$
2. $E(X_{ij}X_{ik}) \geq E(Y_{ij}Y_{ik})$
3. $E(X_{ij}X_{lk}) \leq E(Y_{ij}Y_{lk}), i \neq l$.

Then

$$
P(\bigcap \bigcup_{i} \bigcup_{j} (X_{ij} \geq \lambda_{ij})) \leq P(\bigcap \bigcup_{i} \bigcup_{j} (Y_{ij} \geq \lambda_{ij})).
$$

The following, more simpler, version of the above theorem relates to the expected values.

**Theorem 5.** ([9]) Let $X_{ij}$ and $Y_{ij}$, $1 \leq i \leq n, 1 \leq j \leq m$, be two centered Gaussian processes which satisfy the following inequalities for all choices of indices

1. $E(X_{ij}^2) = E(Y_{ij}^2)$
2. $E(X_{ij}X_{ik}) \geq E(Y_{ij}Y_{ik})$
3. $E(X_{ij}X_{lk}) \leq E(Y_{ij}Y_{lk}), i \neq l$.

Then

$$
E(\min_{i} \max_{j} (X_{ij})) \leq E(\min_{i} \max_{j} (Y_{ij})).
$$

For $m = 1$ in Theorems 4 and 5 they effectively simplify to Theorems 1 and 2, respectively (Theorems 1 and 2 are often referred to as the Slepian’s lemma (see, e.g. [18]). In fact, to be completely chronologically exact, the two above theorems actually extended the Slepian’s lemma.

Now, to create a lower-bounding strategy for the minmax asymmetric Little form we will rely on Theorems 4 and Theorem 5. As in the previous section, we will first focus on the expected value of $\xi_n$ and then on its more general probabilistic properties. The following is then a direct application of Theorem 5.
Lemma 9. Let $H$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $m \times 1$ and $n \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable. Then

$$E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} (y^T H x + g)\right) \geq E\left(\max_{x \in \{-\sqrt{m}, \sqrt{n}\}} \min_{y \in \{-\sqrt{m}, \sqrt{n}\}} (g^T y + h^T x)\right).$$

(50)

Proof. As mentioned above, the proof is a standard/direct application of Theorem 5. A sketch of it in a fairly similar scenario can be found in [19].

Using results of Lemma 9 we then have

$$E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} y^T H x\right) = E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} (y^T H x + g)\right)$$

$$\geq E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} (g^T y + h^T x)\right) = E\sum_{i=1}^{m} |g_i| - E\sum_{i=1}^{n} |h_i| \geq \sqrt{\frac{2}{\pi}} \sqrt{m} - \sqrt{\frac{2}{\pi}} \sqrt{n}.$$  

(51)

Connecting beginning and end of (51) we finally have a lower bound on $E\xi_n$ from (49), i.e.

$$E\xi_n = E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} y^T H x\right) \geq \sqrt{\frac{2}{\pi}} \sqrt{m} - \sqrt{\frac{2}{\pi}} \sqrt{n} = (\sqrt{\alpha} - 1) \sqrt{\frac{2}{\pi}} \sqrt{n},$$

(52)

or in a scaled (possibly) more convenient form

$$\frac{E\xi_n}{\sqrt{n}} = \frac{E\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} y^T H x\right)}{\sqrt{n}} \geq (\sqrt{\alpha} - 1) \sqrt{\frac{2}{\pi}}.$$  

(53)

Of course, the above result will be useful as long as the most right quantity is positive, i.e. as long as $\alpha > 1$.

We now turn to deriving a more general probabilistic result related to $\xi_n$. We will do so through the following lemma.

Lemma 10. Let $H$ be an $m \times n$ matrix with i.i.d. standard normal components. Let $g$ and $h$ be $m \times 1$ and $n \times 1$ vectors, respectively, with i.i.d. standard normal components. Also, let $g$ be a standard normal random variable and let $\zeta_\alpha$ be a function of $x$. Then

$$P\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} (y^T A x + g - \zeta_\alpha) \geq 0\right) \geq P\left(\min_{x \in \{-\sqrt{m}, \sqrt{n}\}} \max_{y \in \{-\sqrt{m}, \sqrt{n}\}} (g^T y + h^T x - \zeta_\alpha) \geq 0\right).$$

(54)

Proof. The proof is basically the same as the proof of Lemma 9. The only difference is that instead of Theorem 5 it relies on Theorem 4.

Let $\zeta_\alpha = \xi_5^{(q)} \sqrt{n} + \xi_5^{(l)}$ with all $\epsilon$’s being arbitrarily small positive constants independent of $n$ and

$$1 - \epsilon_1^{(m)} \sqrt{\frac{2}{\pi}} - (1 + \epsilon_1^{(n)}) \sqrt{\frac{2}{\pi}} - \epsilon_5^{(g)} \sqrt{n} > \xi_5^{(l)}$$

$$\leftrightarrow \quad (1 - \epsilon_1^{(m)}) \sqrt{\alpha} - (1 + \epsilon_1^{(n)}) \sqrt{\frac{2}{\pi}} - \epsilon_5^{(g)} > \frac{\xi_5^{(l)}}{\sqrt{n}}.$$  

(55)
Following further what was done in \[19\] one then has

\[
\lim_{n \to \infty} P\left( \min_{x \in \left(-\frac{\sqrt{m}}{\sqrt{n}}, \frac{\sqrt{m}}{\sqrt{n}}\right)^n} \max_{y \in \left(-\frac{\sqrt{m}}{\sqrt{m}}, \frac{\sqrt{m}}{\sqrt{m}}\right)^m} y^T H x \geq \xi_n^{(l)} \right) \\
\geq \lim_{n \to \infty} P\left( \min_{x \in \left(-\frac{\sqrt{m}}{\sqrt{n}}, \frac{\sqrt{m}}{\sqrt{n}}\right)^n} \max_{y \in \left(-\frac{\sqrt{m}}{\sqrt{m}}, \frac{\sqrt{m}}{\sqrt{m}}\right)^m} \left( g^T y + h^T x - \epsilon_n^{(g)} \sqrt{n} \right) \geq \xi_n^{(l)} \right) \geq 1. \tag{56}
\]

We summarize our results from this subsection in the following lemma.

**Lemma 11.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( n \) be large and let \( m = \alpha n \), where \( \alpha > 0 \) is a constant independent of \( n \). Let \( \xi_n \) be as in (49). Let all \( \epsilon \)'s be arbitrarily small positive constants independent of \( n \) and let \( \xi_n^{(l)} \) be a scalar such that

\[
(1 - \epsilon_1^{(m)}) \sqrt{\alpha} \left( \frac{\sqrt{2}}{\pi} - (1 + \epsilon_1^{(n)}) \right) \sqrt{\frac{2}{\pi}} - \epsilon_5^{(g)} \geq \xi_n^{(l)} \sqrt{n}. \tag{57}
\]

Then

\[
\lim_{n \to \infty} P\left( \min_{x \in \left(-\frac{\sqrt{m}}{\sqrt{n}}, \frac{\sqrt{m}}{\sqrt{n}}\right)^n} \max_{y \in \left(-\frac{\sqrt{m}}{\sqrt{m}}, \frac{\sqrt{m}}{\sqrt{m}}\right)^m} y^T H x \geq \xi_n^{(l)} \right) \geq 1 \\
\iff \lim_{n \to \infty} P(\xi_n^{(l)} \geq 1) \geq 1 \\
\iff \lim_{n \to \infty} P(\xi_n^{(l)} \geq (\xi_n^{(l)})^2) \geq 1, \tag{58}
\]

and

\[
E \xi_n^{(l)} \sqrt{n} = \frac{E(\max_{x \in \left(-\frac{\sqrt{m}}{\sqrt{n}}, \frac{\sqrt{m}}{\sqrt{n}}\right)^n} \max_{y \in \left(-\frac{\sqrt{m}}{\sqrt{m}}, \frac{\sqrt{m}}{\sqrt{m}}\right)^m} y^T H x}{\sqrt{n}} \geq (\sqrt{\alpha} - 1) \sqrt{\frac{2}{\pi}}. \tag{59}
\]

**Proof.** The first part follows from the above discussion. The probability part follows from the considerations presented in \[19\]. \( \Box \)

As mentioned earlier, the results from the above lemma will be useful only when \( \alpha > 1 \).

### 3.2 Lifting the lower-bound on the ground state energy of the minmax asymmetric Little form

Similarly to what was the case when in Section 2 we studied the asymmetric Little form, we recall that the results we presented in the previous subsection are a relatively easy way to establish lower-bounds on the ground state energy of the minmax asymmetric Little model. Again from a pure mathematical prospective what we did in the previous subsection is nothing too original. We essentially just recognized that certain problems of interest in combinatorial optimization can be related to similar concepts from theoretical physics or statistical mechanics and then altogether can be easily fitted into well known probabilistic frameworks. As was the case in Section 2 the random optimization problems that we studied so far in this section are not unknown. Our arguments given above clearly rely on mathematical results of \[8\]. In fact, not only do they rely on what was shown in \[8\], their slight modifications were already worked out as simple examples in e.g. \[8\].

On the other hand the results that we will present in this subsection will turn out to be a conceptual counterpart to the improvement we provided for the max form in Subsection 2.3. As such they will (perhaps
not surprisingly any more) provide practically substantially better lower bounds than the methods of the
previous subsection.

To start things off we recall that in this subsection we of course again look at the optimization problem
from (48). To have it at hand we also rewrite it once again

\[ \xi_n = \min_{x \in \{ -\sqrt{\frac{n}{m}}, \sqrt{\frac{n}{m}} \}} \max_{y \in \{ -\sqrt{\frac{m}{n}}, \sqrt{\frac{m}{n}} \}} y^T H x. \]  

(60)

Since we will continue to assume that the elements of \( H \) are i.i.d. standard normal random variables we will
recall on (and slightly extend) the following result from [8] that relates to statistical properties of certain
Gaussian processes. (This result is essentially a minmax counterpart to the one given in Theorem [3].)

**Theorem 6.** ([8]) Let \( X_{ij} \) and \( Y_{ij}, 1 \leq i \leq n, 1 \leq j \leq m \), be two centered Gaussian processes which satisfy the following inequalities for all choices of indices 1.

\[ E(X_{ij}^2) = E(Y_{ij}^2) \]

2. \( E(X_{ij}X_{ik}) \geq E(Y_{ij}Y_{ik}) \)

3. \( E(X_{ij}X_{lk}) \leq E(Y_{ij}Y_{lk}), i \neq l. \)

Let \( \psi() \) be an increasing function on the real axis. Then

\[ E(\min_i \max_j \psi(X_{ij})) \leq E(\min_i \max_j \psi(Y_{ij})). \]

Moreover, let \( \psi() \) be a decreasing function on the real axis. Then

\[ E(\max_i \min_j \psi(X_{ij})) \geq E(\max_i \min_j \psi(Y_{ij})). \]

**Proof.** The proof of all statements but the last one is of course given in [8]. A simple sketch of the validity
of the last statement is given in [21].

Although it may not be immediately visible, the results we presented in the previous subsection essentially also rely on the above theorem. As was the case with the max form in Section [2] the strategy employed in the previous subsection relied only on a basic version of the above theorem where \( \psi(x) = x \). Similarly to what was done in Subsection [2,3] we will here substantially upgrade the strategy from the previous subsection by looking at a very simple (but way better) different version of \( \psi() \).

As was the case with the max form in Subsection [2,3] we do mention without going into details that the ground state energies will again concentrate in the thermodynamic limit and hence we will mostly focus on the expected value of \( \xi_n \) (it is relatively easy to adapt our results to describe more general probabilistic concentrating properties of ground state energies similar to those presented in Subsections [2,1] [2,2] and [3,1]). The following is then a direct application of Theorem [6]

**Lemma 12.** Let \( H \) be an \( m \times n \) matrix with i.i.d. standard normal components. Let \( g \) and \( h \) be \( m \times 1 \) and \( n \times 1 \) vectors, respectively, with i.i.d. standard normal components. Also, let \( g \) be a standard normal random variable and let \( c_3 \) be a positive constant. Then

\[ E(\max_{x \in \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \}} \min_{y \in \{ -\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}} \}} e^{-c_3(y^T H x + g)} \leq E(\max_{x \in \{ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \}} \min_{y \in \{ -\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}} \}} e^{-c_3(g^T y + h^T x)}). \]  

(61)
Proof. As mentioned above, the proof is a standard/direct application of Theorem 6. A sketch of it in a similar scenario is given in [21].

Following step by step what was done in [21] one can establish a lower bound on the expected value of the ground state energy of the minmax asymmetric Little model

$$E\left( \min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^m} \max_{y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x \right) \geq \frac{c_3}{2} - \frac{1}{c_3} \log(E\left( \max_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} (e^{-c_3 h^T x}) \right)) - \frac{1}{c_3} \log(E\left( \min_{y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} (e^{-c_3 g^T y}) \right)).$$

(62)

As in Subsection 2.3 let $$c_3 = c_3^{(s)} \sqrt{n}$$ where $$c_3^{(s)}$$ is a constant independent of $$n$$. Then (62) becomes

$$E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x) \geq \frac{c_3^{(s)}}{2} - \frac{1}{nc_3^{(s)}} \log(E\left( \max_{x \in \{-1,1\}^n} (e^{-c_3^{(s)} h^T x}) \right)) - \frac{1}{nc_3^{(s)}} \log(E\left( \min_{y \in \{-1,1\}^m} (e^{-c_3^{(s)} g^T y}) \right)).$$

(63)

Transforming further we obtain

$$\frac{c_3^{(s)}}{2} - \frac{1}{nc_3^{(s)}} \log(E\left( \max_{x \in \{-1,1\}^n} (e^{-c_3^{(s)} h^T x}) \right)) - \frac{1}{nc_3^{(s)}} \log(E\left( \min_{y \in \{-1,1\}^m} (e^{-c_3^{(s)} g^T y}) \right))$$

$$= \frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(E(e^{c_3^{(s)} h_1})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)} \sqrt{2}}{\sqrt{\alpha}}))$$

$$= \frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}}))$$

$$= -\frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})).$$

(64)

Connecting (63) and (64) we finally have

$$E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x) \geq -\frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})).$$

(65)

One should again note that the above bound is effectively correct for any positive constant $$c_3^{(s)}$$. Of course to make it as tight as possible one then has

$$E(\min_{x \in \{-\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}\}^n} \max_{y \in \{-\frac{1}{\sqrt{m}}, \frac{1}{\sqrt{m}}\}^m} y^T H x) \geq \max_{c_3^{(s)} \geq 0} \left( -\frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) \right).$$

(66)

We summarize our results from this subsection in the following lemma.

Lemma 13. Let $$H$$ be an $$m \times n$$ matrix with i.i.d. standard normal components. Let $$n$$ be large and let $$m = \alpha n$$, where $$\alpha > 0$$ is a constant independent of $$n$$. Let $$\xi_n$$ be as in (49) let and $$\xi_n^{(li,ft)}$$ be a scalar such that

$$\xi_n^{(li,ft)} = \max_{c_3^{(s)} \geq 0} \left( -\frac{c_3^{(s)}}{2} - \frac{1}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) - \frac{\alpha}{c_3^{(s)}} \log(\text{erfc}(\frac{c_3^{(s)}}{\sqrt{2}})) \right).$$

(67)
Then
\[ E\xi_n \geq \xi_n^{(l, lift)}. \] (68)

Moreover,
\[ \lim_{n \to \infty} P\left( \min_{x \in \{-1/\sqrt{n}, 1/\sqrt{n}\}} \max_{y \in \{-1/\sqrt{m}, 1/\sqrt{m}\}} y^T H x \geq \xi_n^{(l, lift)} \right) \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_n \geq \xi_n^{(l, lift)}) \geq 1 \]
\[ \iff \lim_{n \to \infty} P(\xi_n^2 \geq (\xi_n^{(l, lift)})^2) \geq 1. \] (69)

In particular, when \( \alpha = 1 \)
\[ E\xi_n \geq \xi_n^{(l, lift)} = 0.24439. \] (70)

**Proof.** The first part of the proof related to the expected values follows from the above discussion. The probability part follows by the concentration arguments similar to those we presented in Section 2 (also, see, e.g. discussion in [19]).

Similarly to what we did in Subsection 2.3, one can assess how the above lemma works in practice by choosing a particular \( \alpha \). Also, as we did in is Subsection 2.3 (and as we specified above in Lemma 13) we selected a popular squared choice, i.e. we selected \( \alpha = 1 \). For such an \( \alpha \) one obtains \( \xi_n^{(l, lift)} = 0.24439 \). This value is of course substantially better than 0 offered by considerations presented in the previous subsection. Also, one should note that solving minmax version of the asymmetric Little problem can be much harder than solving the max version considered in Section 2. According to the results that we presented above this seems certainly true if the main concern is the typical behavior of optimal values of the problem’s random instances (moreover, the minmax problem is substantially harder algorithmically as well). In fact the analytical results that we provided in this paper actually indicate what seems to be a trend. Namely, the upper bound that we obtained on the max version of the problem in Subsection 2.2 was conceptually substantially improved through the mechanism of Subsection 2.3. However, practically/numerically the improvement is hardly a few percents. On the other hand the lower bound that we obtained on the minmax version of the problem in Subsection 3.1 was both, conceptually and practically, substantially improved through the mechanism of Subsection 3.2. A fairly similar trend we observed when we studied the Hopfield models in [19, 21]. The upper bounds on the max version of the problem were improved conceptually but the practical improvement was not that substantial. On the other hand, in addition to the conceptual improvement, the numerical improvement on the lower bounds of the minmax version of the Hopfield problem was also substantial. Moreover, if one compares the max and minmax problems for the asymmetric Little and Hopfield model the improvement we achieved for the Little model cases is numerically more significant. All of this of course suggests/confirms that the replica symmetry predictions are much closer to the true values when it comes to the max problems.

### 4 Conclusion

In this paper we looked at classic asymmetric Little models from statistical mechanics. These models were thoroughly studied both numerically and theoretically in e.g. [4–6]. The replica theory investigations conducted in [5] essentially predicted that the asymmetric Little model should resemble the well-known/studied Sherrington-Kirkpatrick (SK) model. We in this paper provided a few mathematically rigorous results that hint that the predictions made in [5] and (to a degree later in [4]) may indeed be correct.
More specifically, we studied the behavior of the free energy in the thermodynamic limit at zero temperature (this of course corresponds to what is in statistical physics typically called the ground state energy in the thermodynamic limit). We proved the lower bounds on the ground state energy that match the appropriately scaled values one would get for the SK model. We also created a simple upper bound which turned out to match the one that could be obtained through the replica theory approach assuming the replica symmetry (see, e.g. [4,5]). Moreover, we then presented a powerful mechanism that can be used to lower this simple upper bound. Finally, the lowered upper bound came fairly close to the the lower bound which matches the corresponding one of the appropriately scaled SK model. Consequently, the results that we provided hint that the original predictions about resemblance/equivalence between the asymmetric Little and the appropriately scaled SK model may in fact be mathematically correct.

For the sake of simplicity of the exposition we chose to focus on the free energy in the zero temperature limit. All our considerations can easily be extended to cover the behavior of the free energy at any temperature. That requires no further insight but does require a substantially more detailed presentation and we will defer further discussion in that direction to a forthcoming paper.

We then switched from the standard asymmetric Little model to what we referred to as the minmax asymmetric Little model/form (in such a context we often referred to the standard asymmetric Little model as the max asymmetric Little model). While the minmax model on its own may not have as much of statistical physics prominence as does the max one it is nevertheless an interesting/important mathematical/optimization type of problem. Namely, the resulting problem is a version of what is called number partitioning problem in optimization/complexity/algorithms theory. We then studied the typical behavior of this problem and presented a set of results that resemble in large part the ones that we presented for the max case. Again, the improvements we achieved over standard methods seemed both, conceptually and practically significant.

Finally, we should mention that we presented a collection of theoretical results for a particular type of randomness, namely the standard normal one. However, as was the case when we studied the Hopfield models in [19,21], all results that we presented can easily be extended to cover a wide range of other types of randomness. There are many ways how this can be done (and the rigorous proofs are not that hard either). Typically they all would boil down to a repetitive use of the central limit theorem. For example, a particularly simple and elegant approach would be the one of Lindeberg [12]. Adapting our exposition to fit into the framework of the Lindeberg principle is relatively easy and in fact if one uses the elegant approach of [7] pretty much a routine. However, as we mentioned when studying the Hopfield model [19], since we did not create these techniques we chose not to do these routine generalizations. On the other hand, to make sure that the interested reader has a full grasp of a generality of the results presented here, we do emphasize again that pretty much any distribution that can be pushed through the Lindeberg principle would work in place of the Gaussian one that we used.

It is also important to emphasize that we in this paper presented a collection of very simple observations. One can improve many of the results that we presented here but at the expense of the introduction of a more complicated theory. We will present results in such a direction elsewhere.
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