State Initialization of a Hot Spin Qubit in a Double Quantum Dot by Measurement-Based Quantum Feedback Control
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A measurement-based quantum feedback protocol is developed for spin state initialization in a gate-defined double quantum dot spin qubit coupled to a superconducting cavity. The protocol improves qubit state initialization as it is able to robustly prepare the spin in shorter time and reach a higher fidelity, which can be pre-set. Being able to pre-set the fidelity aimed at is a highly desired feature enabling qubit initialization to be more deterministic. The protocol developed herein is also effective at high temperatures, which is critical for the current efforts towards scaling up the number of qubits in quantum computers.

I. INTRODUCTION

Since Loss and DiVicenzo’s initial proposal of a quantum computing architecture relying on spin states in coupled single-electron quantum dots [1], steady efforts have been devoted to developing electron spin qubits in research laboratories [2,6] and in industry with major players like Intel [7,8] and IBM [9,10]. The long coherence times of electron spin qubits on the order of seconds in silicon [2,6,11,12], and their spatial compactness, along with the exquisite fabrication capabilities of the silicon electronics industry, make them great candidates for physical qubit implementations.

To execute quantum algorithms, a key requirement for a qubit according to the DiVicenzo criteria [13] is the ability to initialize it to a known quantum state, typically corresponding to the qubit’s ground state and denoted |0⟩. In practice, it is necessary that qubit initialization be robust, i.e., performed with high fidelity. This typically requires initialization to be carried out on a short timescale relative to the qubit’s decoherence time. Protocols have been developed with this aim of reducing the initialization time and improving fidelity.

We herein develop and numerically evaluate a new measurement-based quantum feedback (MBQFB) approach for actively initializing a spin qubit with high fidelity in an architecture consisting of a Si/SiGe gate-defined double quantum dot (DQD) coupled to a microwave superconducting cavity (µWSCc), which is reminiscent of circuit quantum electrodynamics (cQED). This DQD-µWSCc architecture proposed in [4,14,15] is a promising candidate for the fabrication of two-dimensional arrays of qubits with the long-range spin-spin connectivity required for quantum information processing. Such connectivity, which remains a great challenge [16–18], is achieved in this architecture through microwave photons in cavities to mediate the long-range spin-spin interactions, as has been demonstrated for superconducting qubits [19–21]. Using the large electric dipole moment of the electron charge state in a DQD through spin-charge hybridization, coherent interactions between single spins and microwave photons have already been demonstrated theoretically [4] and experimentally [15,22].

Several schemes for initializing qubits have been studied in cQED (see [23] and references therein). They can be initialized to the ground state via passive thermal relaxation (which has also been used for electron spin qubits in quantum dots [2,24]), or some form of feedback conditioned on the outcome of a single-shot measurement [25,27]. These methods lead to limited fidelities and require very low operating temperatures in the tens to hundreds of mK.

Our approach to spin qubit active initialization using MBQFB is made possible by the DQD-µWSCc architecture which allows weak dispersive and quantum non-demolition (QND) measurements of the qubit’s state via the cavity, leading to so-called dispersive readout of the spin qubit [28]. The main advantage of feedback control is the ability to cope with uncertainty and recover from unexpected events such as noise, measurement errors, and quantum jumps in the case of quantum systems. These are the reasons why feedback protocols have been developed extensively to control classical dynamical systems (with great success). We hereby present the design of a closed-loop feedback control protocol to drive the qubit towards the desired initial state in a gradual and continuous manner via weak measurements and appropriate control signals applied to the qubit. Our protocol was motivated by that developed by Haroche’s group to control a quantum cavity using measurements made on Rydberg atoms in the two-level approximation [29,31], with the significant difference that here the roles are inverted: the two-level system is controlled and the cavity serves for measurements.

In a numerical study, we show that our MBQFB protocol achieves higher qubit state initialization fidelities and shorter initialization times than with the current leading approaches mentioned above. Our approach also has the experimental advantage that it works with the qubit operated at temperatures up to 1 K and beyond to a few Kelvins while maintaining state initialization fidelities over 99.9%. Current efforts in scaling up spin qubit architectures [32–34] require on-chip control electronics that generate heat. Hence, initialization of spin qubits at higher temperatures [35–40], so-called hot qubits, is currently of very high interest.

This paper is organized as follows: Sect. II presents the mathematical model of the DQD system considered herein comprising a spin and a charge degree of freedom interacting with a superconducting cavity. The spin and charge degrees of freedom of the DQD architecture can be reduced to an effec-
tive two-level system, allowing to define a qubit and leading to an effective Jaynes-Cummings Hamiltonian describing the interaction between the qubit and the cavity as in cQED. That section also develops the model for dispersively measuring the qubit via the cavity, enabling weak QND measurements. Such measurements are essential for qubit state initialization relying on MBQFB, which is described in Sect. III. Results of numerical simulations are presented in Sect. IV and Sect. V concludes the paper.

II. SYSTEM MODEL

A. Double quantum dot coupled to a cavity

The system considered herein is that analyzed by Benito et al. [4] and realized experimentally in [15], comprised of a gate-defined DQD coupled to a microwave superconducting cavity (Fig. 1). This DQD-μWSCc system has a highly desired feature for initializing a qubit state by MBQFB as considered here since it allows weak QND measurements of the qubit’s state via measurement of the cavity’s state.

The DQD (Fig. 1) confines a single electron in a gate-defined double electrostatic well. The spatial degree of freedom allows two basis states, for which the electron is located along with a tunnel coupling energy between the two dots denoted \(t_c\). The DQD is subjected to an external longitudinal magnetic field \(B_z\) and a small transverse magnetic field gradient \(B_x\). The \(B_z\) field separates the degenerate energy levels by Zeeman splitting. The \(B_x\) field gradient resulting from a micromagnet fabricated on top of the device induces спин-charge hybridization, which is required to achieve a strong spin-photon coupling with the microwave cavity [22, 41, 42]. Note that in the remainder of the present paper, the magnetic fields \(B_z\) and \(B_x\) will be given in energy units; hence \(B_z\) stands for \(g\mu_B B_z\), and similarly for \(B_x\), where \(g\) is the Landé factor for the electron \((g = 2)\), and \(\mu_B\) is the Bohr magneton. Under appropriate conditions, the DQD-μWSCc system depicted in Fig. 1 can be described by the following Jaynes-Cummings Hamiltonian [4]:

\[
H_{JC} = \hbar \omega_c a^\dagger a + \hbar \omega_d \sigma_z + \hbar g_s (\sigma_z^g + a^\dagger a^\dagger) + \hbar g_x (\sigma_x^g + a^\dagger a^\dagger),
\]

(1)

Appendix A provides a summary of the complete model of the DQD-μWSCc and the details of the derivation to arrive at the Jaynes-Cummings Hamiltonian along with the expressions for the parameters \(\omega_c\), \(\omega_d\), and \(g_s\) in terms of the basic parameters of the DQD and the cavity. Here, the operators \(a\) and \(a^\dagger\) are the annihilation and creation operators for the cavity mode of interest, and the operators \(\sigma_z\) and \(\sigma_x\) relate to the spin degree of freedom considered as the qubit.

B. Measurements

To implement quantum feedback, it is important that weak, and QND measurements be used to affect as little as possible the state of the qubit as it is being measured. This can be achieved with a qubit-cavity coupling in the dispersive regime, with the effective dispersive Hamiltonian given by [19]:

\[
H_{\text{disp}} = \hbar (\omega_d + \chi \sigma_z) a^\dagger a + \frac{\hbar (\omega_c + \chi)}{2} \sigma_z,
\]

(2)

with \(\chi = g_s^2/(\omega_c - \omega_d)\) being the dispersive interaction strength. This Hamiltonian is an approximation of the Jaynes-Cummings model in the case of a large frequency detuning between the qubit and the cavity relative to the coupling strength \(g_s\).

The two physical qubit states \(|g\rangle\) and \(|e\rangle\) serve as the logical qubit states. To measure a qubit in a general state \(|\phi\rangle = c_g |g\rangle + c_e |e\rangle\), the cavity is first emptied and initialized in a coherent state \(|\alpha\rangle\) (the \(a\) here shall not be confused with that of Eq. (A36)). The qubit and cavity are then entangled for a duration \(T_m\) under the unitary evolution of the dispersive Hamiltonian; \(T_m\) defines the measurement time. The combined qubit-cavity system state after the entanglement interaction is:

\[
|\Psi\rangle = c_g |g\rangle \otimes |\alpha_g\rangle + c_e |e\rangle \otimes |\alpha_e\rangle.
\]

(3)

This shows that it is possible to measure the state of the cavity after entanglement with the qubit and subsequently infer the qubit’s state; the latter being thus measured indirectly via the cavity. Experimentally, a Josephson parametric converter (JPC) device can be used to perform such a measurement and the remainder of this section is an adaptation for the present purposes of some of the developments presented in Ref. [44]. Fig. 2 depicts a measurement chain using a JPC. The JPC allows recording two output values \((I_m, \Omega_m)\), which are used to determine the new qubit state after a measurement. The \(\alpha\)’s of the coherent states appearing in Eq. (3) are related to the means of the output values \(\bar{I}_m\) and \(\bar{\Omega}_m\) as follows [44]:

\[
\alpha_g = -\bar{I}_m + i\bar{\Omega}_m,
\]

(4)

\[
\alpha_e = \bar{I}_m + i\bar{\Omega}_m,
\]

(5)

whereby \(\bar{I}_m\) and \(\bar{\Omega}_m\) are related to each other and can be deter-
The overlap between the two distributions is large. In this case, when the qubit measurement is indirectly performed via the cavity, the qubit state is less disturbed and only a small amount of information about this state is extracted. For \( T_m = 2 \mu s \), the overlap between the two distributions is small (distributions apart), and when a measurement is performed, the qubit state is thereby strongly disturbed. In this case, the qubit after the measurement is in either the \(|g\rangle\) or \(|e\rangle\) state and the quantum information encoded within the qubit state prior to the measurement is destroyed; this is evidently not desirable for feedback control.

The diagonal form of the measurement operator \( M_{I_m,Q_m} \) with unequal diagonal elements shows that only the states \(|g\rangle\) and \(|e\rangle\) can be prepared by way of quantum feedback as it converges. The reason is that upon convergence, the qubit is repeatedly measured with very little control applied to it. Hence, only eigenstates of the measurement operators can be prepared with quantum feedback \([29,31]\). Fig. 4 shows results validating this in the present case. The validation process consists of measuring the qubit state in sequence a number of times defined as \( n_{rep} \). When \( n_{rep} \) is large (\( n_{rep} = 100 \) is used here), the qubit ends up in either the state \(|g\rangle\) or \(|e\rangle\). The histograms in Fig. 4 were obtained with 10,000 runs of measurements, taking the final state of the qubit at the end of each run containing \( n_{rep} \) measurements. Fig. 4(a) illustrates the case with no decoherence. The states \(|g\rangle\) and \(|e\rangle\) are equiprobable after measurement in this situation. Fig. 4(b) depicts the results in the presence of decoherence (cavity and qubit). In this case, owing to decoherence, the qubit state is much more likely to be found in \(|g\rangle\) after measurement.

FIG. 2. Schematic illustration of the measurement chain of the DQD via a cavity. Adapted from [44].

### III. Qubit State Initialization Using Quantum Feedback Control

The goal of control is to find a command signal to bring a system (the qubit here) to a desired state. In feedback control, this is achieved by monitoring the state of the system during control and adapting the command signal accordingly to reach the desired state.

---

\[
\begin{align*}
T_m^2 + \varOmega_m^2 & = \tilde{n}kT_m, \quad \frac{T_m}{\varOmega_m} = \frac{\chi}{\kappa}, \\
\end{align*}
\]

with \( \kappa \) being the cavity decay rate, and \( \tilde{n} = \frac{|\alpha|^2}{\kappa T_m} \). Using the density operator to specify the state of the qubit, and denoting that density operator before a measurement by \( \rho_{\text{before}} \), the state after measurement of the cavity delivering \((I_m, Q_m)\) is

\[
\rho_{\text{after}}(I_m, Q_m) = \frac{M_{I_m,Q_m} \rho_{\text{before}} M_{I_m,Q_m}^\dagger}{\text{tr}(M_{I_m,Q_m} \rho_{\text{before}} M_{I_m,Q_m}^\dagger)},
\]

with

\[
M_{I_m,Q_m} = \frac{e^{-(Q_m - Q_m^0)^2/\sigma_m^2}}{\sqrt{\pi}} \begin{bmatrix} e^{-(I_m - I_m^0)^2/\sigma_m^2} & 0 \\ 0 & e^{-(I_m^\dagger - I_m^0)^2/\sigma_m^2} \end{bmatrix},
\]

where \( \sigma_m^2 = \frac{1}{2} \) is the fundamental quantum noise associated with a measurement in both quadratures \( I \) and \( Q \).

Classical noise is also present in measurements and must be considered in addition to the fundamental quantum noise. For the measurements considered here, classical noise can be assumed to be Gaussian and zero mean with variance \( \sigma_m^2 \) in both quadratures [44]. Introducing the total observed variance \( \sigma_m^2 = \sigma_m^2 + \sigma_m^e \) after an imperfect (so-called inefficient) measurement due to the classical noise, and defining the measurement efficiency as \( \eta_m = \sigma_m^2/\sigma_m^2 \), the qubit density operator after an inefficient measurement that delivers measurement values \( I_m \) and \( Q_m \) becomes

\[
\rho_{\text{after}}(I_m, Q_m) = \frac{\int dI dQ P(I_m, Q_m | I, Q) M_{I,Q} \rho_{\text{before}} M_{I,Q}^\dagger}{\text{tr}\left(\int dI dQ P(I_m, Q_m | I, Q) M_{I,Q} \rho_{\text{before}} M_{I,Q}^\dagger\right)},
\]

Here the measurement operator \( M_{I,Q} \) is that of Eq. (5) with \( I_m \) and \( Q_m \) replaced by \( I \) and \( Q \) (note, however, that the means \( I_m \) and \( Q_m \) remain as such in the expression of \( M_{I,Q} \), as well as \( \eta_m \)), and [44]

\[
P(I_m, Q_m | I, Q) = \frac{\exp\left(-\frac{I_m - I_m^0)^2}{2(1-\eta_m)\sigma_m^2}\right) \exp\left(-\frac{(Q_m - Q_m^0)^2}{2(1-\eta_m)\sigma_m^2}\right)}{2\pi(1-\eta_m)\sigma_m^2}.
\]
As discussed above in Sect. II A, the equivalent two-level system serving as the qubit interacting with the cavity can be described by a Jaynes–Cummings Hamiltonian. A strong analogy can thus be established with cavity quantum electrodynamics (CQED) and its analogon cQED with circuits. Hence control techniques inspired from those developed for CQED and cQED can be adapted. To control the qubit, it is assumed here that a general unitary gate having the form

\[ U(\beta, \hat{n}) = \exp \left( -i \frac{\beta}{2} \hat{n} \cdot \hat{\sigma} \right) = \cos \frac{\beta}{2} I - i \sin \frac{\beta}{2} \hat{n} \cdot \hat{\sigma} \]  

(11)
can be applied to its state, where \( \beta \) is the "spin rotation" angle and \( \hat{n} = n_x \hat{i} + n_y \hat{j} + n_z \hat{k} \equiv (n_x, n_y, n_z) \) is a unit vector (\( ||n|| = 1 \)) specifying the axis around which the spin rotation takes place (\( \hat{i}', \hat{j}' \) and \( \hat{k}' \) are the unit vectors along the coordinates axes \( x, y \) and \( z \)). Hence, \( \beta \) and the direction specified by \( \hat{n} \) are the available parameters for control. In effect, the vector \( \beta \hat{n} \) contains 3 independent parameters, and as will be seen below, it is those parameters that will be chosen appropriately for control. Such a unitary can be realized by way of electric dipole spin resonance (EDSR). For the DQD architecture considered here, EDSR can be implemented by subjecting the electron in the DQD to a longitudinal magnetic field \( B_z \) in Fig. 1 and using gate voltages in the radio-frequency range applied to high-frequency electrodes to move the electron back and forth from one dot to the other in the DQD, which makes the electron see an alternating transverse radio-frequency magnetic field along \( x \) as needed for EDSR [45,46].

Let \( \rho_m^{\beta} \) be the state of the qubit after a measurement and prior to applying the control via the gate \( U \). Then, the state of the qubit \( \rho_q^{\beta} \) after applying the control is given by

\[ \rho_q^{\beta} = U(\beta, \hat{n}) \rho_m^{\beta} U(\beta, \hat{n})^\dagger. \] 

(12)

One may object that if a general unitary gate is possible, then reaching any desired state with such a gate will be possible, and hence there is no need for feedback control. This is a simplistic view because this would require that the qubit be prepared in an \textit{a priori} known state before applying the gate, and that is exactly the problem addressed here, namely preparing that initial state. Furthermore, if an unexpected event occurs during state preparation, then there can be no guarantee that the desired state will be reached. Feedback control as considered here will thus consist in gradually bringing the state in a controlled way to the desired end state by monitoring its state during state preparation, and adapting the command signal as necessary. This is similar in spirit to the protocol devised by Serge Haroche’s group to prepare Fock states in a microwave cavity [29,30] as part of a CQED set-up. As mentioned previously, in the situation considered here, the cavity is used to gain information about the qubit’s state in a QND manner and by least disturbing that state.

The control objective is to ultimately reach a state that has the smallest fidelity distance from the target state to be denoted \( \rho_{\text{tag}}^q \). The fidelity distance \( d_F(\rho_1, \rho_2) \) between two states \( \rho_1 \) and \( \rho_2 \) used here is defined as \( d_F(\rho_1, \rho_2) = 1 - F(\rho_1, \rho_2) \), where \( F(\rho_1, \rho_2) = \text{tr}(\rho_1 \rho_2^\dagger) \) is the fidelity. The control problem can thus be cast as minimizing the fidelity distance. Such minimization will be carried out iteratively by requiring that for each feedback loop (iteration), and given the information obtained about the state via a measurement made in the loop, the distance between the state \( \rho_q^{\beta} \), after the \( U \) gate is applied, and the target state \( \rho_{\text{tag}}^q \) be smaller than the distance between the state prior to the application of the \( U \) gate, \textit{i.e.} the state after measurement \( \rho_m^{\beta} \), and the target state, that is

\[ d_F(\rho_q^m, \rho_{\text{tag}}^q) < d_F(\rho_m, \rho_{\text{tag}}^q). \] 

(13)

which, using Eq. \[12\], amounts to

\[ \text{tr}(U \rho_m^q U^\dagger \rho_{\text{tag}}^q) > \text{tr}(\rho_{m}^{\beta} \rho_{\text{tag}}^q). \] 

(14)

By developing to first order the left-hand side of the previous inequality for small values of \( \beta \), in which case \( U(\beta, \hat{n}) \approx I - i \frac{\beta}{2} \hat{n} \cdot \hat{\sigma} \), it is shown that this inequality is satisfied by choosing \( \beta \hat{n} \), such that

\[ \beta(n_x \text{tr}(i\sigma_x, C) + n_y \text{tr}(i\sigma_y, C) + n_z \text{tr}(i\sigma_z, C)) > 0, \] 

(15)

where \( C \) stands for the commutator given by \( C = [\rho_{\text{tag}}^q, \rho_{m}^{\beta}] \). Defining the vector

\[ \vec{\nu} = \text{tr}(i\sigma_x, C) \hat{i} + \text{tr}(i\sigma_y, C) \hat{j} + \text{tr}(i\sigma_z, C) \hat{k}, \] 

(16)

the condition in Eq. \[15\] is equivalent to \( \beta \hat{n} \cdot \vec{\nu} > 0 \). For this condition to be satisfied, \( \beta \) can be chosen positive and small, and \( \hat{n} \) can be taken as \( \vec{\nu} || \vec{\nu} \|. \) More specifically as regards \( \beta \), its value must be chosen sufficiently small such that when developing the left-hand side of the inequality in Eq. \[14\] in...
powers of \( \beta \), the second order term is much smaller than the first order term to ensure that the inequality holds robustly to first order (for this calculation, \( U(\beta, \hat{n}) \) must be expanded to second order in \( \beta \)). This leads to the following condition on \( \beta \):

\[
\beta \ll \zeta, \quad \text{with} \quad \zeta = \frac{\text{tr}(\hat{n} \cdot \sigma C)}{\text{tr}(\hat{n} \cdot \sigma \hat{\rho}_{\text{tag}})} - \text{tr}(\rho_{\text{actual}} \hat{\rho}_{\text{tag}}). \tag{17}
\]

In practice, for the results presented below \( \beta = \epsilon \zeta \), with \( \epsilon = 0.1 \) (the exact value of \( \epsilon \) does not affect much the results, \( \epsilon = 0.01 \) has also been tested without significant changes).

The feedback protocol of the qubit considered here is implemented in an iterative process similar to that presented in [29], and is depicted as a block diagram in Fig. 5. In this figure, the actuator is the physical interface that translates a calculated command signal into a physical action that can physically be applied (typically in the form of fields) to the quantum system (qubit here) to control it. More specifically here, this physical interface consists of the radio-frequency voltages applied to the high frequency electrodes that allow EDSR. The physical interface consists of the radio-frequency voltages applied to the high frequency electrodes that allow EDSR. In a real experiment this free evolution occurs by itself, but for the purpose of feedback control, it is also customary, ease the modelling process, although in reality, there can be decoherence and thermal events during a cavity measurement, or a control action. Such assumptions nevertheless provide for accurate and realistic modelling results as shown by the work of Haroche et al. in the case of controlling a microwave quantum cavity [29][30], and are justified by the fact that decoherence and thermal events are stochastic. Hence, realistic modelling results are obtained by assuming that these events occur during a finite period of time in the course of a feedback loop, and apart from cavity measurement and qubit control action. The Lindblad equation for the combined (entangled) evolution of the qubit and cavity is given by:

\[
\frac{d\rho^{q, c}}{dt} = -i[H_{\text{JC}}, \rho^{q, c}] + \frac{\kappa'}{2}(1 + n_{\text{th}}(\omega_{c}))a^\dagger a \rho^{q, c} + \rho^{q, c} a^\dagger a + 2a^\dagger a \rho^{q, c} a^\dagger a
\]

\[
+ \frac{\kappa' n_{\text{th}}(\omega_{c})}{2} (a^\dagger a \rho^{q, c} + \rho^{q, c} a^\dagger a) - \gamma_s (1 + n_{\text{th}}(\omega_{s})) \left( \sigma_s^x \rho^{q, c} + \rho^{q, c} \sigma_s^x - 2 \sigma_s^y \rho^{q, c} \sigma_s^y \right)
\]

\[
+ \frac{\gamma_s n_{\text{th}}(\omega_{s})}{2} (\sigma_s^y \rho^{q, c} + \rho^{q, c} \sigma_s^y - 2 \sigma_s^y \rho^{q, c} \sigma_s^y), \tag{18}
\]

with \( \rho^{q, c}(0) = \rho^{q, c}_{\text{actual}} \otimes \rho^{c}(\alpha) \), and where

\[
n_{\text{th}}(\omega) = \frac{1}{e^{\hbar \omega / k_B T} - 1} \tag{19}
\]

is the average number of thermal photons per mode at frequency \( \omega \) given by Planck’s law. The parameters used in \( H_{\text{JC}} \) appearing in Eq. (18) are those of the dispersive regime. The qubit and cavity evolve according to the previous Lindblad equation for a duration \( T_m = 200 \) ns (duration of a weak measurement as seen above). Following this evolution, the qubit is subjected to a QND weak measurement via an \((I, Q)\) measurement of the cavity as previously described in Sect. [11B]. The state of the qubit \( \rho^{q}_{\text{actual}} \) is then compared by the controller against the target state using the fidelity distance. If this distance is small enough.

![Fig. 5. Block diagram of the feedback protocol.](image-url)
(i.e. smaller than a preset threshold), then the target state is considered to be reached. Otherwise, the controller computes the parameters $\beta$ and $\hat{h}$ of the control operator $U(\beta, \hat{h})$ as described above in order to reduce the fidelity distance. The operator $U(\beta, \hat{h})$ is then applied to the qubit by way of EDSR and another feedback iteration is initiated.

In this paper, the control protocol is developed and tested by way of numerical simulations. In a real experiment, the sequence of modelling steps within a given feedback iteration described above defines a quantum filter [47, 48]. During an experiment, the exact state of the qubit cannot be known. However, a quantum filter, which provides a state estimator analogous to a Kalman filter is classical control theory, allows having a real-time estimate of the state of the qubit in the computer. This estimate enables computing the parameters $\beta$ and $\hat{h}$ of the control operator $U(\beta, \hat{h})$ to be applied at the end of the iteration as demonstrated by Haroche et al. [30]. Although prior to feedback the state of the qubit is unknown, accumulation of information on the qubit state via weak measurement outcomes over multiple feedback loops allows the filter to provide a faithful and reliable real-time representation of the qubit’s real state irrespective of the initial state [29]. For clarity, each of the elementary operations on the qubit state (Lindblad evolution, weak measurement, and control) will be represented in what follows using the superoperator formalism [29, 49]. Hence, assuming $\rho^q_{\text{before}}$ is the qubit state prior to an elementary operation and $\rho^q_{\text{after}}$ is the state after that operation, then the general form of the equation representing the effect of that operation on state $\rho^q_{\text{before}}$ to give state $\rho^q_{\text{after}}$ will generally be written as $\rho^q_{\text{after}} = S \rho^q_{\text{before}}$, where $S$ is the superoperator representing the operation. Using this formalism, the evolution of the qubit state resulting from the Lindbladian evolution during a time $T_q$ (Eq. (18)) is written as

$$\rho^q_{\text{after}} = L(T_q)\rho^q_{\text{before}}.$$  
Likewise, Eq. (9) for a measurement with outcome $m_q, Q_m$, will be written as $\rho^q_{\text{after}} = M_{m_q, Q_m}\rho^q_{\text{before}}$. Finally, the action of the control unitary gate (Eq. (12)) takes the form $\rho^q_{\text{after}} = U(\beta, \hat{h})\rho^q_{\text{before}}$. Summarizing, and provided that the state of the qubit is $\rho^q_{\text{begin,j}}$ at the beginning of the $j$-th iteration, the state of the qubit at the end of the iteration is given by:

$$\rho^q_{\text{end,j}} = U(\beta_j, \hat{h}_j)M_{m_{q,j}, Q_{q,j}}L_j(T_m)\rho^q_{\text{begin,j}}.$$  
(20)

This equation can be applied recursively at each iteration to get a real-time estimate of the state of the qubit. Starting from an initial qubit state $\rho^q_0$ prior to feedback, the estimate of the state provided by the quantum filter at the end of iteration $k$ ($k = 0$ corresponding to the initial state) is given by

$$\rho^q_{\text{end,k}} = \prod_{j=1}^{k} U(\beta_j, \hat{h}_j)M_{m_{q,j}, Q_{q,j}}L_j(T_m)\rho^q_0.$$  
(21)

As mentioned, feedback control loops are iteratively applied until convergence, i.e. until the fidelity distance reaches a value below a predetermined threshold value.

### IV. RESULTS

The target state for initialization is the qubit’s ground state $|g\rangle$ considered to be the logical state $|0\rangle$. Note that given the qubit is in a state $\rho^q$, the probability of preparing the qubit’s ground state $|\rho^q_{\text{tag}}\rangle = |0\rangle$, with corresponding density operator $\rho^q_{\text{tag}} = \rho^q$ ($0\rangle$), is the same as the fidelity since $F(\rho^q,\rho^q_{\text{tag}}) = \text{tr}(\rho^q\rho^q_{\text{tag}}) = \text{tr}(\rho^q |0\rangle\langle 0|) = \wp(0)$. Numerical results of qubit state initialization using the feedback approach described above will now be presented and compared to two other initialization approaches, namely thermal relaxation to the ground state and conditional feedback based on a single shot measurement. These two other approaches are considered as they can be performed with the DQD-µWSCc architecture without any additional hardware such as a single electron transistor (SET) to measure the qubit. All numerical simulations have been performed using QuTip [50], and the parameters values used are provided in Table I. These values were taken from the literature [4, 15] and are experimentally realistic. From Table I, the following values are computed (see Appendix A, Eqs. (A26), (A35)-(A38), (A41)-(A43)): $\omega_{R}/(2\pi) = 5.885$ GHz, $\eta = 0.0156$, $\alpha = 78.46^\circ$, $\kappa/(2\pi) = 1.895$ MHz, and $\gamma/(2\pi) = 1.501$ MHz, $\omega_{R}'/(2\pi) = 6.02$ MHz, $\omega_{R}/(2\pi) = -0.146$ GHz, and $g_{\text{r}}/(2\pi) = 4.89$ MHz. The effective cavity and qubit frequencies $\omega_{R}$ and $\omega_{R}'$ are given with respect to the frame rotating at the cavity driving frequency $\omega_{R}$. In the laboratory frame, $\omega_{R}$ needs to be added to these frequencies.

#### A. Thermal relaxation to the ground state

In thermal relaxation to the ground state, the qubit is assumed to be in an $a$ priori unknown initial state and one waits sufficiently long for it to fall into its ground state [2, 24]. More precisely, once the probability of measuring the qubit in the ground state is sufficiently high, the qubit is considered initialized and can be used for a computation.

To model thermal relaxation along with decoherence of the
qubit’s state $\rho^q$, the following Lindblad equation is used

\[
\dot{\rho}^q = -\frac{i\omega_q}{2}[\sigma_z, \rho^q] + \frac{\gamma_s}{2}(1 + n_{th})[\sigma_+, \rho^q - 2\sigma_- \rho^q \sigma_-] - \frac{\gamma R_{th}}{2}(\sigma_- \sigma^q + \rho^q \sigma^q - 2\sigma_+ \rho^q \sigma_+ - 2\sigma_- \rho^q \sigma_-),
\]

from which the probability of the qubit being in the ground state at different times can be computed. Fig. 6 shows the results at 10 mK and 1 K for 100 initial states (pure and mixed) which were randomly sampled on and within the Bloch sphere to simulate an unknown initial state. These are realistic temperatures in experiments. At the very low temperature (10 mK), the qubit is initialized to the ground state with high probability after $3 \mu s$ irrespective of the initial state. A mean fidelity of 98.7% is obtained with a 95% confidence interval of [98.58, 98.82]. At the higher temperature (1 K), the approach fails reaching state $|0\rangle$ (mean initialization fidelity of 56.92% with a 95% confidence interval of [56.91, 56.93]).

This approach has two drawbacks. First, it requires very low temperatures to avoid thermal excitation once in the ground state. Second, even at very low temperatures, this approach is slow as it is limited by the longitudinal relaxation time $T_1$; optimizing this approach contradicts the requirement for qubits to have long coherence times because faster initialization requires a smaller $T_1$.

B. Conditional feedback based on a single shot measurement

Conditional feedback based on a single shot measurement consists of performing a QND projective, hence strong, measurement of the qubit and conditionally applying a $\pi$ rotation (assumed to be perfect) depending on the measurement outcome [25,27]. If the qubit is measured in the ground state, then no action is taken and by the projection postulate the qubit is in the ground state. Else, if the qubit is found in the excited state, then a $\pi$ rotation is applied to bring the qubit to its ground state. Here a strong measurement is performed via the cavity with a measurement time $T_m = 2 \mu s$ (Gaussian distributions well separated, Sect. III B). The same approach as in Sect. III using the Lindblad equation is used for simulating decoherence and thermal effects during the measurement time $T_m$. Fig. 7 depicts the histograms obtained with conditional feedback. A mean fidelity of 97.14% with 95% confidence interval of [95.45, 98.82] is obtained at $T = 10$ mK, and at $T = 1$ K the mean fidelity is 96.50% with a 95% confidence interval of [95.04, 98.14]. Simulations were also performed for a measurement time $T_m = 3 \mu s$ with a mean fidelity of 98.51% (95% confidence interval of [97.47, 99.77]) at 10 mK and mean fidelity of 98.31% (95% confidence interval of [97.47, 99.77]) at 1 K. Further extending the measurement time marginally improves fidelity.

C. Quantum feedback control

In initialization relying on MBQFB control (Sect. III), a targeted fidelity can be fixed at the outset, which is a key advantage of this approach. Here, a fidelity of 99.9% is targeted. A weak measurement with $T_m = 200$ ns is performed in each feedback loop. Fig. 8 shows the results of the numerical simulations with the fidelity plotted as a function of the number of feedback iterations. For both temperatures (10 mK and 1 K), the mean number of iterations required to reach the target fidelity is 11 (95% confidence interval of [10, 12]), corresponding to a mean initialization time of $2.2 \mu s$. This is shorter than the other two approaches considered above and, this, for a higher pre-set fidelity. The figure also illustrates that the feedback state initialization protocol is effective even in the presence of quantum jumps.

V. CONCLUSIONS

In this work, a measurement-based quantum feedback protocol was developed for spin state initialization in an architec-
ture relying on a gate-defined double quantum dot coupled to a superconducting cavity. This is a promising qubit building block for a spin-based quantum computer. Compared to two other initialization approaches relevant to this architecture, the protocol developed herein improves qubit state initialization as it is able to robustly initialize the spin in shorter time and reach a higher fidelity, which can be pre-set. The latter point is a highly desired feature as it provides for a more deterministic way of qubit initialization at a desired fidelity. It is to be noted as it is able to robustly initialize the spin in shorter time and a superconducting cavity. This is a promising qubit building feature relying on a gate-defined double quantum dot coupled to greater than the decoherence rates is critical in current e.

This appendix reviews the mathematical calculations, and for the sake of readability and completeness, notably for the energy eigenstates. The Hamiltonian for the DQD of Fig. 1 is given by [4]:

$$H_0 = \frac{1}{2} (\epsilon \tau_z + 2 \tau_x \sigma_z + B x \sigma_x \sigma_z).$$  \hspace{1cm} (A1)

This is a four-level system, where the $\tau$ and $\sigma$ operators are respectively Pauli operators pertaining to the electron’s spatial and spin degrees of freedom. Since the spatial degree of freedom is related to the charge’s position in the double well, it is also referred to as the charge degree of freedom. A qubit can be defined using a two-level subspace of this system. In occupation number formalism, the $L$ and $R$ basis spatial states are defined as $|L\rangle = |1,0\rangle$ and $|R\rangle = |0,1\rangle$, where the number appearing left (right) in the ket is the occupation of the DQD’s left (right) site. The spatial operators are given by: $\tau_z = |L\rangle \langle L| - |R\rangle \langle R|$, and $\tau_x = |L\rangle \langle R| + |R\rangle \langle L|$. The energy levels and eigenstates of the Hamiltonian will be needed in what follows. For $B_x = 0$, there is no spin-charge coupling, and the energy orbitals are given by:

$$|E_0^{(0)}\rangle = |-, \downarrow\rangle, |E_1^{(0)}\rangle = |+, \downarrow\rangle, |E_2^{(0)}\rangle = |-, \uparrow\rangle, |E_3^{(0)}\rangle = |+, \uparrow\rangle. \hspace{1cm} (A2)$$

Here, superscript (0) indicates that these are the eigenstates for $B_x = 0$, and the states $|\pm\rangle$ are the eigenstates of the bare DQD Hamiltonian $H_{DQD,bare} = \frac{1}{2} (\epsilon \tau_z + 2 \tau_x \sigma_z)$ with respective eigenvalues $E_\pm = \pm \frac{1}{2} \Omega$, where $\Omega = \sqrt{\epsilon^2 + 4 \Omega^2}$ is the so-called "orbital energy". Explicitly, these eigenstates are given by

$$|\pm\rangle = \left((\cos \frac{\theta}{2} - \sin \frac{\theta}{2}) |L\rangle + (\cos \frac{\theta}{2} + \sin \frac{\theta}{2}) |R\rangle \right)/\sqrt{2},$$  \hspace{1cm} (A3)

$$|\pm\rangle = \left((\cos \frac{\theta}{2} + \sin \frac{\theta}{2}) |L\rangle + (\cos \frac{\theta}{2} - \sin \frac{\theta}{2}) |R\rangle \right)/\sqrt{2},$$  \hspace{1cm} (A4)

where $\theta = \arctan \frac{\epsilon}{2 \Omega}$ is the so-called "orbital angle".

For $B_x \neq 0$, the energy levels can be obtained exactly analytically and are as follows in ascending order (the calculations pose no difficulty, but are lengthy) [4]:

$$E_0 = -\frac{1}{2} \left(\Omega + \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + B_z^2 \cos^2 \theta, \hspace{1cm} (A5)$$

$$E_1 = -\frac{1}{2} \left(\Omega - \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + B_z^2 \cos^2 \theta, \hspace{1cm} (A6)$$

$$E_2 = \frac{1}{2} \left(\Omega - \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + B_z^2 \cos^2 \theta, \hspace{1cm} (A7)$$

$$E_3 = \frac{1}{2} \left(\Omega + \sqrt{B_x^2 + B_z^2 \sin^2 \theta} \right)^2 + B_z^2 \cos^2 \theta. \hspace{1cm} (A8)$$

Analytical expressions for the associated energy eigenstates $|E_0\rangle$, $|E_1\rangle$, $|E_2\rangle$, and $|E_3\rangle$ are much more difficult to obtain analytically. Rather, first order stationary perturbation theory is resorted to; this is justified for the present purposes since $B_x \ll B_z$. To apply perturbation theory, the Hamiltonian is
written as

\[ H_0 = H_z + H_s, \]  

(A9)

where \( H_z = H_0(B_z = 0) \) is the Hamiltonian with \( B_z = 0 \), and \( H_s = \frac{1}{2} B_z \tau_z \sigma_z \) is the perturbation caused by the magnetic field \( B_z \) and responsible for spin-charge hybridization. The \( H_s \) term can be considered small compared to the elements of the \( H_z \) matrix, since \( B_z \ll B_c \). To first order, the eigenstates are then given by:

\[ |E_n^{(1)} = |E_n^{(0)} + \sum_k |E_k^{(0)} \rangle \langle E_k^{(0)} | H_z |E_n^{(0)} \rangle \langle E_n^{(0)} |, \]  

(A10)

where \( |E_n^{(0)} \rangle \) and \( |E_n^{(0)} \rangle \) are the eigenstates of \( H_z \). This leads to the following expressions for the energy eigenstates to first order (not normalized):

\[ |E_0^{(1)} = |-, \uparrow \rangle + \frac{B_z \sin \theta}{2 B_c^2} \langle -, \uparrow | | E_n^{(0)} \rangle, \]  

(A11)

\[ |E_1^{(1)} = |+, \uparrow \rangle + \frac{B_z \sin \theta}{2 B_c^2} \langle +, \uparrow | | E_n^{(0)} \rangle, \]  

(A12)

\[ |E_2^{(1)} = |-, \uparrow \rangle - \frac{B_z \cos \theta}{2 (\Omega - B_c^2)} \langle -, \uparrow | | E_n^{(0)} \rangle, \]  

(A13)

\[ |E_3^{(1)} = |+, \uparrow \rangle - \frac{B_z \sin \theta}{2 (\Omega + B_c^2)} \langle +, \uparrow | | E_n^{(0)} \rangle. \]  

(A14)

Since \( B_z \ll B_c \), the eigenstates can be further simplified to:

\[ |E_0^{(1)} = |-, \uparrow \rangle, \]  

(A15)

\[ |E_1^{(1)} = \cos \frac{\Phi}{2} |-, \uparrow \rangle + \sin \frac{\Phi}{2} |+, \downarrow \rangle, \]  

(A16)

\[ |E_2^{(1)} = \sin \frac{\Phi}{2} |-, \uparrow \rangle - \cos \frac{\Phi}{2} |+, \downarrow \rangle, \]  

(A17)

\[ |E_3^{(1)} = |+, \uparrow \rangle, \]  

(A18)

where \( \Phi = \arctan \frac{B_z \cos \theta}{\Omega - B_c^2} \) is the so-called "spin-orbit mixing angle". The latter states form the orbital basis in the presence of coupling.

To obtain a coupling between the spin and microwave photons (~10 GHz), the gap between the energy eigenstates must be of the order of \( \geq 40 \mu eV \). The qubit can be defined on either the transition \( E_0 \leftrightarrow E_1 \) or the transition \( E_0 \leftrightarrow E_2 \), with \( E_0 \) being the ground state energy. Charge decoherence corresponds to the transitions from the state \( |+, \downarrow \rangle \) to the state \( |-, \downarrow \rangle \).

To manipulate the qubit state with feedback control, it is essential to use weak QND measurements. Such measurements can be performed with the DQD coupled to a single quantized mode of frequency \( \omega_c = 2 \pi f_c \) of the superconducting microwave cavity (Fig. 7). The Hamiltonian for the cavity mode of frequency \( \omega_c \) is given by

\[ H_c = \hbar \omega_c a^\dagger a, \]  

(A19)

where \( a \) and \( a^\dagger \) are respectively the bosonic annihilation and creation operators for the cavity photons at frequency \( \omega_c \). The coupling of the DQD with the single mode of the cavity can be described by the following interaction term [4]:

\[ H_I = \hbar g_c (a + a^\dagger) \tau_z. \]  

(A20)

The term \( a + a^\dagger \) is proportional to the electric field within the cavity. In the eigenbasis of \( H_0(B_z \neq 0) \), the interaction term \( H_I \) becomes non-diagonal and takes the following form [4]:

\[ H_I = \hbar g_c (a + a^\dagger) \sum_{n,m=0}^3 d_{n,m} \sigma_{nm}, \]  

(A21)

where the step operators \( \sigma_{nm} = |E_n \rangle \langle E_m | \) correspond to the transitions between the energy levels of the DQD and \( d_{n,m} \) are the dipole moments associated with these transitions. This coupling leads to a spin-photon coupling via spin-charge hybridization. The full Hamiltonian of the DQD coupled with the quantized mode of the cavity is given by

\[ H = H_0 + H_z + H_s. \]  

(A22)

The DQD coupled to the cavity is an open quantum system. The DQD qubit is to be measured via a measurement of the transmission of the cavity driven at a frequency \( \omega_R \). The dynamics of this coupled system thus needs to be described. For this purpose, input-output theory is used [51], which is based on the Heisenberg picture and the quantum Langevin equations. If the cavity frequency is close to the Zeeman frequency (\( \hbar \omega_c \approx B_z \)), the transition \( E_0 \leftrightarrow E_1 \) is off-resonance with the Zeeman frequency, and thus level \( E_3 \) can be ignored. In addition, \( \sigma_{03} \) satisfies \( \sigma_{03} = -\frac{i}{2} \gamma_c \sigma_{03} \), where \( \gamma_c \) is the charge decoherence rate; \( \sigma_{03} \) is not coupled to \( \sigma_{01} \) and \( \sigma_{02} \). It is shown in Ref. [4] that the dynamical evolution of the operators \( a, \sigma_{01} \), and \( \sigma_{02} \) in the frame rotating at the driving frequency \( \omega_R \) is governed by:

\[ \dot{a} = i \Delta_0 a - \frac{\kappa}{2} a + \sqrt{\kappa_1} a_{in,1} - ig_c (d_{01} \sigma_{01} + d_{02} \sigma_{02}), \]  

(A23)

\[ \dot{\sigma}_{01} = -i \phi_1 (\sigma_{01}) - \gamma_c \sin^2 \frac{\Phi}{2} \sigma_{01} + \frac{\gamma_c}{2} \sin \Phi \sigma_{02} - ig_c d_{10} a, \]  

(A24)

\[ \dot{\sigma}_{02} = -i \phi_2 \sigma_{02} - \gamma_c \cos^2 \frac{\Phi}{2} \sigma_{02} + \frac{\gamma_c}{2} \sin \Phi \sigma_{01} - ig_c d_{20} a. \]  

(A25)

Here,

\[ \Delta_0 = \omega_R - \omega_c, \]  

(A26)

is the detuning of the driving field relative to the cavity frequency, \( \delta_n = (E_n - E_0)/\hbar - \omega_R \), with \( \omega_R \) being near-resonant to the \( E_0 \leftrightarrow E_1 \) transition; \( \kappa \) is the total cavity decay rate, \( \kappa_1 = \kappa/2 \) is the decay rate through the input port, and \( a_{in,1} \) is the incoming field into the cavity.

In what follows, it will be useful to reduce the spin and charge degrees of freedom to an effective two-level system. For this purpose, it is convenient to consider the orbital basis \( |\pm \rangle \otimes |\uparrow \downarrow \rangle \), and introduce the operators \( \sigma_{\tau} = |-, \downarrow \rangle \langle +, \downarrow \rangle \) and \( \sigma_z = |-, \downarrow \rangle \langle -, \uparrow \rangle \) [4]. Here, indices \( \tau \) and \( s \) respectively refer to the charge and spin degrees of freedom. It is seen that \( \sigma_{\tau} \) is
the charge flip operator and will be related to charge decoherence effects in the regime of operation considered herein, and \( \sigma_x \) is the spin-flip operator with the charge remaining in the \([-] \) state. Through Eqs. (A15)-(A18), \( \sigma_y \) and \( \sigma_z \) are related to \( \sigma_0 \) and \( \sigma_2 \) as follows [4]:

\[
\begin{align*}
\sigma_0 & = \cos \frac{\Phi}{2} \sigma_x + \sin \frac{\Phi}{2} \sigma_z, \\
\sigma_2 & = \sin \frac{\Phi}{2} \sigma_x - \cos \frac{\Phi}{2} \sigma_z.
\end{align*}
\]

(A27) (A28)

The evolution of the system can thus be described in the orbital basis by the following equations [4]:

\[
\dot{\sigma}_t = -i \Delta_\tau \sigma_t - \gamma_c \sigma_t + \Omega \cos \alpha \sigma_z,
\]

(A29)

\[
\dot{\sigma}_x = -i \Delta_\tau \sigma_x + \frac{i}{2} B_0 / \hbar \cos \theta \sigma_t,
\]

(A30)

\[
\dot{\sigma}_z = -i \Delta_\tau \sigma_z + \frac{i}{2} B_0 / \hbar \cos \theta \sigma_t,
\]

(A31)

with

\[
\Delta_{\tau}(s) = +\left(\frac{\Omega - B_0}{2}\right) / \hbar - E_{00} / \hbar - \omega_R,
\]

(A32)

where \( \Delta_\tau / (2\pi) \) and \( \Delta_s / (2\pi) \) are in the few GHz range.

To reduce the charge decoherence (i.e. maintain superpositions of \([L]\) and \([R]\) states) and maximize the spin-photon coupling, it is important that the dynamics of the charge be in a stationary mode (\( \dot{\sigma}_t = 0 \), frozen charge dynamics), which gives [4]:

\[
\dot{\sigma}_t = i \Delta_\tau \sigma_t + \frac{k^*}{2} a + \sqrt{k_1} a_{m,1} + \Omega \cos \alpha \sigma_z,
\]

(A33)

\[
\dot{\sigma}_x = -i \Delta_\tau \sigma_x + \frac{i}{2} \sin \alpha \cos \alpha \eta (\Delta_t + i \gamma_c) \sigma_z,
\]

(A34)

\[
\dot{\sigma}_z = -i \Delta_\tau \sigma_z + \gamma_c \sigma_t + \frac{i}{2} \sin \alpha \cos \alpha a \eta \Delta_s a,
\]

\[
\eta = \frac{(B_0 / \hbar)^2 / 4 + g_c^2}{\Delta_s^2 + \gamma_c^2} \cos^2 \theta,
\]

(A35)

\[
\alpha = \arctan \left( \frac{B_0 / \hbar}{2 g_c} \right),
\]

(A36)

and effective decay rates

\[
\gamma_x = \gamma_c \eta \sin^2 \alpha,
\]

(A37)

\[
\gamma_y = \gamma_c \eta \sin^2 \alpha.
\]

(A38)

Because the charge dynamics are frozen, the spin degree of freedom represented by \( \sigma_x \) and the cavity degree of freedom represented by \( \alpha \) will be the only degrees of freedom considered. Neglecting \( \gamma_c \) compared to \( \Delta_s / (2\pi) \), see Table I below, whereas \( \Delta_s / (2\pi) \) is in the GHz range, Eqs. (A33) and (A34) can be written as [4]:

\[
\dot{\sigma}_t = i \omega'_t a - \frac{k^*}{2} a + \sqrt{k_1} a_{m,1} + \Omega \cos \alpha \sigma_z,
\]

(A39)

\[
\dot{\sigma}_x = -i \omega'_x / 2 \sigma_z - \gamma_c \sigma_t + i \gamma_c \sigma_z / 2,
\]

(A40)

with

\[
\omega'_t = \Delta_0 + \Delta_t \eta \cos^2 \alpha,
\]

(A41)

\[
\omega'_x / 2 = \Delta_s - \Delta_s \eta \sin^2 \alpha,
\]

(A42)

\[
g_s = \sin \alpha \cos \alpha \eta \Delta_s.
\]

(A43)

Considering the input field mode \( a_{m,1} \) and the effective decay rates \( \kappa' \) and \( \gamma_x \), Eqs. (A39) and (A40) show that the dynamics of the operators \( a \) and \( \sigma_x \) are those of a two-level system coupled to a single-mode field described by an effective Jaynes-Cummings Hamiltonian given by

\[
H_{JC} = \hbar \omega'_t a^\dagger a + \hbar \omega'_x / 2 \sigma_z + \hbar \gamma_c (a^\dagger \sigma_x + a \sigma_x^\dagger).
\]

(A44)

In other words, Eqs. (A39) and (A40) can be obtained from this effective Hamiltonian.
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