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Abstract

We discuss a fractional-order SIRD mathematical model of the COVID-19 disease in the sense of Caputo in this article. We compute the basic reproduction number through the next-generation matrix. We derive the stability results based on the basic reproduction number. We prove the results of the solution existence and uniqueness via fixed point theory. We utilize the fractional Adams–Bashforth method for obtaining the approximate solution of the proposed model. We illustrate the obtained numerical results in plots to show the COVID-19 transmission dynamics. Further, we compare our results with some reported real data against confirmed infected and death cases per day for the initial 67 days in Wuhan city.

Introduction

It is very important to study the mathematical models of infectious diseases for the better understanding of their evaluation, existence, stability and control [1–4]. As the classical approaches of mathematical models do not determine high degree of accuracy to model these diseases, fractional differential equations were introduced to handle such problems, which have many applications in applied fields like production problems, optimization problems, artificial intelligence, medical diagnostics, robotics, cosmology, and many more. Fractional differential equations are used in mathematical models of biological phenomena during the last few decades [5–12]. One of the infectious diseases is COVID-19 caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The disease was first reported in December 2019 in Wuhan city, China, which spread throughout the world and led to a continuing pandemic outbreak in 2020 [12]. It is declared that the COVID-19 pandemic represents a great global threat 2019 which has affected 212 countries and different territories around the world. According to the data reported by Worldmeter and WHO [13–16], as of May 03, 2020, it has been noticed that more than 3.5 million people were infected with 0.247 million deaths. Even in some countries like Italy and Spain, the death rate is as high as almost 0.066. It is reported that most people infected with COVID-19 will experience mild to moderate lung infections, such as trouble breathing, fatigue, vomiting, cough, and others physical signs. However, other symptoms of varying severity, such as gastroenteritis and neurological disorders have also been identified [15]. If an infected person coughs or sneezes, the COVID-19 transmits mostly by droplets from the nose, and once a person inhales the droplets in the air, he will be exposed to the danger of getting the infection. As a result, the best way to prevent the virus is to avoid mixing up with the people. The severity of this pandemic attracted the researchers and scientists throughout the world [16–24]. It was observed that more and more countries started to put ban on international traveling, close schools, businesses, and even shopping malls. The COVID-19 has caused considerable financial damage around the globe. A significant number of doctors and researchers dedicated themselves to the struggle against pandemics and carried out work in their areas of expertise. They studied COVID-19 from various viewpoints, such as virology, infectious diseases, public environmental occupational safety, microbiology, sociology, veterinary sciences, political economics, and media studies, etc. China, Spain, and the USA are the leading countries on COVID-19 research because the early outbreak of the virus urged them to start relevant research immediately. A group of researchers studied the origin of COVID-19. Recently, Hasan et al. [25] proposed a
new compartmental SIRD model of COVID-19 as follow

\[
\begin{aligned}
\dot{\mathcal{S}}(t) &= -\beta \frac{\mathcal{S}(t) \mathcal{I}(t)}{N} + \gamma \mathcal{S}(t) - (\gamma + \kappa) \mathcal{S}(t), \\
\dot{\mathcal{I}}(t) &= \beta \frac{\mathcal{S}(t) \mathcal{I}(t)}{N} - (\gamma + \kappa) \mathcal{I}(t), \\
\dot{\mathcal{R}}(t) &= \gamma \mathcal{I}(t) - \kappa \mathcal{R}(t).
\end{aligned}
\]

(1)

In this model they divided the total population \(N\) into four epidemiological classes: \(\mathcal{S}\) (susceptible class), \(\mathcal{I}\) (infected class), \(\mathcal{R}\) (recovered class), and \(\mathcal{D}\) (death class). The description of the parameters are as follow:

- \(\beta\) is the average number of contacts per person per time,
- \(\gamma\) is the recovery rate,
- \(\kappa\) is the death rate.

In the last few decades, researchers have given significant attention to the study of fractional calculus. That is because the fractional calculus can more effectively describe and process the preservation and inheritance properties of different structures than the integer-order models. We include [26–30] for further applications about fractional calculus. Hence, the aforementioned area has been investigated from various angles such as qualitative theory, numerical analysis, etc. (see [28–30]). Researchers, therefore, expanded the classical calculus to the fractional order via fractional order modeling in [31–33] using different mathematical techniques. For example, in 1980, Adomian devised a popular method of decomposition to handle nonlinear problems analytically. Before that, the aforementioned method was gradually introduced as an important tool for calculating analytical or approximate solutions to many specie problems. The mathematical models were extensively analyzed using decomposition, homotopy and variation techniques [34–37]. The methods mentioned were extensively used to treat both linear and nonlinear FODEs [38–43]. Recently, the “residual power series method”, “Fourier transform method”, “spectral methods” and “method of collocation” as well as several new ways of computational methods have been used to manage differential equations in both fractional and classical order and their systems (see for details [45,44,46–49]).

Since mathematical modeling of dynamical real-world processes/phenomena has been well-predicted by using fractional-order equations. The mentioned operators have appeared in various fields such as physics, chemistry, and engineering. Because in most situations, the memory and hereditary characteristics of materials and processes have not been well-predicted via ordinary differential operators. They can be explained comprehensively with real acceptable remarks by using fractional order operators. Further since the most notable definitions among the fractional differential operators are those given by Reimann-Liouville, Caputo, and recently those given by Caputo-Fabrizzo and Atangana-Baleanu type fractional operators. These operators have their characteristics in using. Since in the past two decades, Caputo derivatives have adopted mostly to handle biological models of infectious disease. Therefore by using fractional differential operator, we state that in the fields of continuous-time modeling, various researchers have pointed out that fractional derivatives are better tools in describing acoustics, rheology, polymeric chemistry, linear viscoelasticity, and many more such type of sciences [50]. Therefore, motivated from the above mentioned work, here we study the model (1) under Caputo fractional-order derivative. For \(0 < \alpha \leq 1\),

\[
\begin{aligned}
C_{D_{a}^{\alpha}}\int_{0}^{t} \frac{\mathcal{S}(\xi)}{\mathcal{I}(\xi)} d\xi &= -\beta \frac{\mathcal{S}(t) \mathcal{I}(t)}{N}, \\
C_{D_{a}^{\alpha}}\int_{0}^{t} \frac{\mathcal{I}(\xi)}{\mathcal{I}(\xi)} d\xi &= \beta \frac{\mathcal{S}(t) \mathcal{I}(t)}{N} - (\gamma + \kappa) \mathcal{I}(t), \\
C_{D_{a}^{\alpha}}\int_{0}^{t} \frac{\mathcal{R}(\xi)}{\mathcal{I}(\xi)} d\xi &= \gamma \mathcal{I}(t), \\
C_{D_{a}^{\alpha}}\int_{0}^{t} \frac{\mathcal{D}(\xi)}{\mathcal{I}(\xi)} d\xi &= \kappa \mathcal{R}(t),
\end{aligned}
\]

(2)

along with initial conditions

\[
\begin{aligned}
\mathcal{S}(0) &= \mathcal{S}_0, & \mathcal{I}(0) &= \mathcal{I}_0, \\
\mathcal{R}(0) &= \mathcal{R}_0, & \mathcal{D}(0) &= \mathcal{D}_0.
\end{aligned}
\]

It is remarkable to develop some effective numerical methods to compute the approximate solutions to both linear and nonlinear problems based on fractional-order differential equations. In this regard, various methods and algorithms have been proposed for the analytical and numerical solutions of the mentioned problems. In several research articles, Euler’s method and RK4 method have been utilized to investigate numerical solutions to various classes of fractional order differential equations. Therefore, finding the numerical solution of (2) with an appropriate technique is very important. In this paper, we use the Adams–Bashforth method [51] of fractional order to find the numerical solution of (2). The advantage of this method is that it converts the considered system into a system of Volterra type integral equations. In this way, one can apply the numerical schemes for Volterra type integral equations to find the numerical solution of (2). Keeping these points in view, we first establish some existence results, boundedness, and computation of the basic reproductive numbers for checking the stability of the considered model. Then, by utilizing fixed point theory, we derive some necessary conditions for the existence of at least a solution and its uniqueness.

We organized the paper as follows: Section 1 presents the introduction of the COVID-19 pandemic disease and the development of the fractional calculus. Section 2 includes basic notions of fractional calculus. Section 3 provides equilibrium points and stability analysis. It also deals with the existence and uniqueness results of the solution, and presents the numerical scheme used to find the approximate system solution of the model (2). Section 4 gives the graphical representation of the model, while Section 5 presents the conclusion of the article.

Preliminaries and derivation of basic reproductive number

Definition 1. [25] The Caputo fractional derivative of a continuous function \(\Phi\) on \([0, T]\) is defined as:

\[
D_{a}^{\alpha}\Phi(t) = \frac{1}{\Gamma(n - \alpha)} \int_{0}^{t} (t - \zeta)^{n-\alpha-1} \frac{d^{n}}{d\zeta^{n}} \Phi(\zeta) d\zeta,
\]

where \(0 < \alpha \leq 1, n = [\alpha] + 1,\) and \([\alpha]\) represents the integers part of \(\alpha\).

Definition 2. [28] The fractional integral of a continuous function \(\Phi\) on \(L^{1}([0, T], \mathbb{R})\) of order \(0 < \alpha \leq 1\) corresponding to \(t\) is defined as:

\[
I_{a}^{\alpha}\Phi(t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t - \zeta)^{\alpha-1} \Phi(\zeta) d\zeta.
\]
Lemma 1. The solution the problem with fractional order and \( h \in L[0, T] \)
\[ D^\alpha \Phi(t) = h(t), \quad 0 < \alpha \leq 1, \]
\[ \Phi(0) = \Phi_0, \]
where \( \Phi_0 \) is any real number given by
\[ \Phi(t) = \Phi_0 + \frac{1}{\Gamma(\alpha)} \int_0^t (t - \zeta)^{\alpha-1} h(\zeta) d\zeta. \]

Here, we discuss the feasibility region of solution and stability analysis of equilibrium points on the basis of the basic reproduction number.

Lemma 2. The solution of the model under consideration is restricted to the feasible region given by
\[ T = \{(S, J, I, D) \in \mathbb{R}_+^4 : 0 \leq N(t) \leq N_0 \}, \]
and the pandemic will occur if \( \mathcal{R}_0 > \frac{1}{\mathcal{R}_0} \).

Proof. Let
\[ \mathcal{F}(t) = J(t) + I(t) + D(t) + \mathcal{S}(t), \]
this implies that
\[ \frac{d\mathcal{F}}{dt} = \frac{dJ(t)}{dt} + \frac{dI(t)}{dt} + \frac{dD(t)}{dt} + \frac{d\mathcal{S}(t)}{dt}. \]
Now adding all equation of (1), we get
\[ \frac{d\mathcal{F}}{dt} = -\beta \mathcal{S}(t) \mathcal{J}(t) \frac{N}{N} + \beta \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) - (\gamma + \kappa) \mathcal{J}(t) + \gamma \mathcal{J}(t) + \kappa \mathcal{J}(t) = 0. \]

Solving (3), we have
\[ \mathcal{F}(t) = \mathcal{F}(0), \]
but as \( \mathcal{F}(0) \leq \mathcal{F}_0 \), where \( \mathcal{F}_0 \) is initial total population at \( t \in [0, T] \), where \( 0 \leq t \leq T < \infty \). From this we can write as \( \mathcal{F}(t) \leq \mathcal{F}_0 \). This shows the boundedness of the considered population dynamical model.

Next, from first equation of (1)
\[ \frac{d\mathcal{S}}{dt} \leq 0, \]
or
\[ \mathcal{S}(t) \leq \mathcal{S}_0, \]
therefore, \( \mathcal{J}(t) \) is always decreasing and hence no pandemic will occur. Second equation of (1) is
\[ \frac{d\mathcal{J}}{dt} = \beta \mathcal{S}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) - (\gamma + \kappa) \mathcal{J}(t), \]
where \( \mathcal{S}_0 \) is called threshold phenomenon or critical community size for pandemic.

If \( \mathcal{S}_0 < \frac{1}{\mathcal{R}_0} \) which gives \( \frac{d\mathcal{J}(t)}{dt} < 0 \), so infection class is decreasing and hence no pandemic will occur. If \( \mathcal{S}_0 > \frac{1}{\mathcal{R}_0} \) which yields \( \mathcal{J}(t) > \frac{1}{\mathcal{R}_0} \).

Hence, we have \( \frac{d\mathcal{J}(t)}{dt} > 0 \), so infection class is increasing and the pandemic will occur.

Theorem 1. The disease-free equilibrium point of (2) is
\[ E_0 = (\mathcal{S}_0, \mathcal{J}_0, \mathcal{I}_0, \mathcal{D}_0) = \left( \frac{\gamma + \kappa}{\beta}, 0, 0, 0 \right). \]

Proof. For this, we write (2) as
\[ \mathcal{J}_0 = \mathcal{J}_0, \]
\[ \mathcal{I}_0 = \mathcal{I}_0, \]
\[ \mathcal{D}_0 = \mathcal{I}_0 = \mathcal{D}_0 = \mathcal{D}_0. \]
From second equation of (4) and using (2), we take \( \mathcal{F}(t) = 0 \), then
\[ \mathcal{F}(t) = \frac{\gamma + \kappa}{\beta} \]
and putting values of \( \mathcal{F} = 0 \) in 3rd and 4th equations of (4), we get
\[ \mathcal{F}(t) = 0, \quad \mathcal{D}(t) = 0. \]
Thus the required disease-free equilibrium point is
\[ E_0 = (\mathcal{S}_0, \mathcal{J}_0, \mathcal{I}_0, \mathcal{D}_0) = \left( \frac{\gamma + \kappa}{\beta}, 0, 0, 0 \right). \]

Hence the theorem is proved.

Theorem 2. The basic reproduction number for (2) is determined as
\[ R_0 = \frac{1}{N}. \]

Proof. To find the basic reproduction number, we take the second equation of (2) as \( \mathcal{X} = I \),
\[ \mathcal{F}(\mathcal{X}) = \mathcal{F}(\mathcal{X}) = \mathcal{F}(\mathcal{X}) = \mathcal{F}(\mathcal{X}) = \mathcal{F}(\mathcal{X}). \]
where
\[ \mathcal{F} = \frac{\beta \mathcal{S}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t)}{N}, \quad \mathcal{V} = (\gamma + \kappa) \mathcal{J}(t). \]

The non-linear term is \( \mathcal{F} \) and the linear term is \( \mathcal{V} \). Now we will find the next generation matrix \( \mathcal{F} \), where
\[ \mathcal{F} = \frac{\partial \mathcal{F} \mathcal{J}(t) \mathcal{J}(t)}{\partial \mathcal{S}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t) \mathcal{J}(t)}, \]
and
\[ \mathcal{V} = \frac{\partial \mathcal{V}(\gamma + \kappa) \mathcal{J}(t) \mathcal{J}(t)}{\gamma + \kappa}, \quad \mathcal{V}^{-1} = \frac{1}{\gamma + \kappa}, \]
then
\[ \mathcal{F}^{-1} = \frac{\beta \mathcal{S}(t) \mathcal{J}(t) \mathcal{J}(t)}{N(\gamma + \kappa)}. \]

Since \( \mathcal{R}_0 \) is the leading eigen-value of the next generation matrix \( \mathcal{F}^{-1} \) at disease-free equilibrium point \( E_0 = (\frac{\gamma + \kappa}{\beta}, 0, 0, 0) \), which can be written as
\[ \rho(\mathcal{F}^{-1})e_0 = \frac{1}{N}. \]

Therefore, the basic reproduction number is given by
\[ R_0 = \frac{1}{N}. \]
Thus the requisite result is demonstrated.

Theorem 3. If \( R_0 < 1 \), the pandemic free equilibrium point of (2) is locally asymptotically stable and unstable if \( R_0 > 1 \).
Proof. One can measure the Jacobian matrix for (2) as
\[
J = \begin{bmatrix}
\frac{\partial \mathcal{F}_1}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_1}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_1}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_1}{\partial \mathcal{F}_1} \\
\frac{\partial \mathcal{F}_2}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_2}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_2}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_2}{\partial \mathcal{F}_1} \\
\frac{\partial \mathcal{F}_3}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_3}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_3}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_3}{\partial \mathcal{F}_1} \\
\frac{\partial \mathcal{F}_4}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_4}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_4}{\partial \mathcal{F}_1} & \frac{\partial \mathcal{F}_4}{\partial \mathcal{F}_1}
\end{bmatrix},
\]
where \(\Phi_i, i = 1, 2, 3, 4\) represents right hand side of (2). Apply partial derivatives, we get
\[
J = \begin{bmatrix}
\frac{-\beta \mathcal{F}}{N} & \frac{-\beta \mathcal{F}}{N} & 0 & 0 \\
\frac{\beta \mathcal{F}}{N} & \frac{\beta \mathcal{F}}{N} & (\gamma + \kappa) & 0 \\
0 & \gamma & 0 & 0 \\
0 & \kappa & 0 & 0
\end{bmatrix}.
\]
After using the values of \(E_0\), we obtain
\[
J_{t_0} = \begin{bmatrix}
\frac{-\beta \mathcal{F}}{N} & \frac{-\beta \mathcal{F}}{N} & 0 & 0 \\
\frac{\beta \mathcal{F}}{N} & \frac{\beta \mathcal{F}}{N} & (\gamma + \kappa) & 0 \\
0 & \gamma & 0 & 0 \\
0 & \kappa & 0 & 0
\end{bmatrix}.
\]
Now, the characteristics equation of (7) can be determined as
\[
\det(J - \lambda I) = \begin{vmatrix}
-\lambda & (\gamma + \kappa) & 0 & 0 \\
\gamma & -\lambda & 0 & 0 \\
0 & \gamma & -\lambda & 0 \\
0 & 0 & \kappa & -\lambda
\end{vmatrix} = 0.
\]
After evaluation of the determinant our interested eigenvalue is \(\lambda\), and is given by
\[
\lambda = \frac{\gamma + \kappa}{N} - (\gamma + \kappa),
\]
or \(\lambda = R_0 - 1\), implies that \(\lambda\) must be negative if \(R_0 < 1\), hence proved our required result.

Main work

We demonstrate the existence of unique solution of the model (2) through fixed point theory. Finally, we present the numerical scheme of the proposed model via fractional Adams–Bashforth method. Let \(\mathcal{B} = \mathcal{C}_{a,b}\) be the Banach space of all continuous and bounded real-valued function on a closed interval \([a, b]\). To study the existence of unique solution, we consider (2) as follows:
\[
\begin{cases}
\mathcal{F}_1(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = -\beta \mathcal{F}(t) \mathcal{F}(t) \\
\mathcal{F}_2(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \beta \mathcal{F}(t) \mathcal{F}(t) - (\gamma + \kappa) \mathcal{F}(t), \\
\mathcal{F}_3(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \gamma \mathcal{F}(t), \\
\mathcal{F}_4(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \kappa \mathcal{F}(t).
\end{cases}
\]
Applying fractional integral to both sides of Eq. (8), we have
\[
\mathcal{F}(t) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} \mathcal{F}_1(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, Y)dY,
\]
\[
\mathcal{F}(t) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} \mathcal{F}_2(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, Y)dY,
\]
\[
\mathcal{F}(t) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} \mathcal{F}_3(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, Y)dY,
\]
\[
\mathcal{F}(t) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} \mathcal{F}_4(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, Y)dY.
\]
Now, we define a compact Banach space \(\mathcal{C}_{a,b}\) as
\[
\mathcal{C}_{a,b} = \mathcal{C}_{a,b} \times \mathcal{B}(t),
\]
where
\[
\mathcal{B}(t) = \min\{\mathcal{F}_0, \mathcal{F}_0, R_0, D_0\},
\]
and
\[
\mathcal{B}(t) = \max\{\mathcal{F}_0, \mathcal{F}_0, R_0, D_0\}.
\]
Also, we assume that
\[
Q = \max_{\mathcal{C}_{a,b}} \sup_{\mathcal{C}_{a,b}} \sup_{\mathcal{C}_{a,b}} \|\mathcal{F}_1\|, \sup_{\mathcal{C}_{a,b}} \|\mathcal{F}_2\|, \sup_{\mathcal{C}_{a,b}} \|\mathcal{F}_3\|, \sup_{\mathcal{C}_{a,b}} \|\mathcal{F}_4\|.
\]
Define the infinite norm as:
\[
\|\Omega\|_{\infty} = \sup_{\mathcal{C}_{a,b}} \|\Omega(t)\|.
\]
Now, we define an operator \(\Psi : \mathcal{C}_{a,b} \rightarrow \mathcal{C}_{a,b}\) by
\[
\mathcal{F}_1(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = -\beta \mathcal{F}(t) \mathcal{F}(t) \\
\mathcal{F}_2(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \beta \mathcal{F}(t) \mathcal{F}(t) - (\gamma + \kappa) \mathcal{F}(t), \\
\mathcal{F}_3(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \gamma \mathcal{F}(t), \\
\mathcal{F}_4(\mathcal{F}, \mathcal{F}, \mathcal{R}, \mathcal{D}, t) = \kappa \mathcal{F}(t).
\]
\[ \Psi(t) = \mathcal{N}(0) + \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{L}(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY. \]  

(12)

First, we show that the operator \( \Psi \) is well defined. For this, we need to show that

\[ \| \Psi(t) - \mathcal{N}(0) \|_s < \frac{b}{b}. \]

Consider

\[ \| \Psi(t) - \mathcal{N}(0) \|_s = \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_3(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY \leq \frac{Q}{\Gamma(a)} \int_0^t (t - Y)^{a-1} dY \leq \frac{Qa^a}{\Gamma(a + 1)} \]

where

\[ a < \left( \frac{b}{b} \right)^{\frac{1}{2}}. \]

Similarly, we can derive the above inequality for the remaining terms. Thus, if

\[ a < \left( \frac{b}{b} \right)^{\frac{1}{2}}, \]

then the operator \( \Psi \) is well-defined.

Second, we have to show that the operator \( \Psi \) satisfies the Lipschitz condition, i.e.

\[ \| \Psi_1 - \Psi_2 \|_s < \mathcal{R} \| N_1 - N_2 \|_s. \]

For the first component, we have

\[ \| \Psi_1 - \Psi_2 \|_s = \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_3(\mathcal{J}_1, \mathcal{R}, \mathcal{D}, Y) dY - \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_3(\mathcal{J}_2, \mathcal{R}, \mathcal{D}, Y) dY \]

\[ = \frac{1}{\Gamma(a)} \int_0^t (\mathcal{F}_3(\mathcal{J}_1, \mathcal{R}, \mathcal{D}, Y) - \mathcal{F}_3(\mathcal{J}_2, \mathcal{R}, \mathcal{D}, Y))(t - Y)^{a-1} dY \]

\[ \leq \mathcal{R} \| \mathcal{F}_3(\mathcal{J}_1, \mathcal{R}, \mathcal{D}, Y) - \mathcal{F}_3(\mathcal{J}_2, \mathcal{R}, \mathcal{D}, Y) \|_t \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \]

\[ \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \]

\[ \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \]

\[ \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \leq \mathcal{R} \mathcal{F}_3(\mathcal{J}_1 - \mathcal{J}_2) \]

where

\[ \mathcal{F}_3 = \frac{a^a |t| \| \mathcal{J}(t) \|_s}{\Gamma(a + 1)}. \]

Similarly for the other terms, we have

\[ \| \Psi_1 - \Psi_2 \|_s \leq \mathcal{R} \| \mathcal{J}_1 - \mathcal{J}_2 \|_s, \]

\[ \| \Psi_2 - \Psi_3 \|_s \leq \mathcal{R} \| \mathcal{J}_2 - \mathcal{J}_3 \|_s, \]

\[ \| \Psi_3 - \Psi_4 \|_s \leq \mathcal{R} \| \mathcal{J}_3 - \mathcal{J}_4 \|_s. \]

so, the operator \( \Psi \) is a contraction, if

\[ \begin{pmatrix} \mathcal{H}_1 \\ \mathcal{H}_2 \\ \mathcal{H}_3 \\ \mathcal{H}_4 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}. \]

Hence \( \Psi \) is a contraction on a compact Banach space. It implies that \( \Psi \) has a unique solution. Consequently, the model (2) has a unique solution.

**Numerical scheme**

Here the general method to find the solution of the considered system by fractional Adams–Bashforth method has been discussed. Consider the model (8)

\[ \begin{aligned} \mathcal{J}_1(t) &= \mathcal{F}_1(\mathcal{J}, \mathcal{R}, \mathcal{D}, t), \\
\mathcal{J}_2(t) &= \mathcal{F}_2(\mathcal{J}, \mathcal{R}, \mathcal{D}, t), \\
\mathcal{J}_3(t) &= \mathcal{F}_3(\mathcal{J}, \mathcal{R}, \mathcal{D}, t), \\
\mathcal{J}_4(t) &= \mathcal{F}_4(\mathcal{J}, \mathcal{R}, \mathcal{D}, t). \end{aligned} \]

(13)

with the initial conditions

\[ \mathcal{J}(0) = \mathcal{J}_0, \quad \mathcal{J}(0) = \mathcal{J}_0, \quad \mathcal{R}(0) = \mathcal{R}_0, \quad \mathcal{D}(0) = \mathcal{D}_0. \]

Applying fractional integral to both sides of (13) and using initial conditions, we get

\[ \begin{aligned} \mathcal{J}(t) - \mathcal{J}(0) &= \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_1(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY, \\
\mathcal{J}(t) - \mathcal{J}(0) &= \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_2(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY, \\
\mathcal{J}(t) - \mathcal{J}(0) &= \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_3(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY, \\
\mathcal{J}(t) - \mathcal{J}(0) &= \frac{1}{\Gamma(a)} \int_0^t (t - Y)^{a-1} \mathcal{F}_4(\mathcal{J}, \mathcal{R}, \mathcal{D}, Y) dY. \end{aligned} \]

(14)

Here, we will derive the numerical scheme for the first equation of the system (14).
\( \mathcal{F}(t) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^t (t - Y)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, Y) dY. \) \label{eq15}

Let us denote \( t_s = sh \), \( s = 0, 1, 2, \ldots, J \), where \( h = \frac{1}{J} \) is the step size and \( J > 0 \) is an integer and \( T > 0 \). At \( t = t_{s+1}, s = 0, 1, 2, \ldots, \), the Eq. \eqref{eq15} gets the form

\[ \mathcal{F}(t_{s+1}) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^{t_{s+1}} (t_{s+1} - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt, \]

and

\[ \mathcal{F}(t_s) - \mathcal{F}(0) = \frac{1}{\Gamma(\alpha)} \int_0^{t_s} (t_s - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt. \]

By subtracting \eqref{eq17} from \eqref{eq16}, we obtain

\[ \mathcal{F}(t_{s+1}) = \mathcal{F}(t_s) + \frac{1}{\Gamma(\alpha)} \int_0^{t_{s+1}} (t_{s+1} - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt + \frac{1}{\Gamma(\alpha)} \int_0^{t_s} (t_s - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt. \]

We can write the above equation as

\[ \mathcal{F}(t_{s+1}) = \mathcal{F}(t_s) + \mathcal{A}_{a1} + \mathcal{A}_{a2}, \] \label{eq18}

where

\[ \mathcal{A}_{a1} = \frac{1}{\Gamma(\alpha)} \int_0^{t_{s+1}} (t_{s+1} - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt, \]

\[ \mathcal{A}_{a2} = \frac{1}{\Gamma(\alpha)} \int_0^{t_s} (t_s - t)^{\alpha - 1} \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) dt. \]

Using Lagrangian polynomial interpolation, we approximate the function \( \mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t) \) as

\[ \mathcal{F}_1 = \mathcal{F}(t_{s+1}) + \frac{t - t_{s+1}}{t_{s+1} - t_{s+1}} \mathcal{F}(t_{s+1}) + \frac{t - t_{s+1}}{t_{s+1} - t_{s+1}} \mathcal{F}(t_{s+1}), \]

thus,

\[ \mathcal{A}_{a1} = \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \int_0^{t_{s+1}} (t_{s+1} - t)^{\alpha - 1} (t - t_{s+1}) dt - \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \int_0^{t_{s+1}} (t_{s+1} - t) dt. \]

Solving the integrals on the right hand side of the above equation, we have

\[ \mathcal{A}_{a1} = \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{2h^\alpha}{\alpha + 1} \right] - \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{h^\alpha}{\alpha + 1} \right]. \]

Similarly

\[ \mathcal{A}_{a2} = \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{h^\alpha}{\alpha + 1} \right] - \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{h^\alpha}{\alpha + 1} \right]. \]

Substituting the values of \( \mathcal{A}_{a1} \) and \( \mathcal{A}_{a2} \) in Eq. \eqref{eq18}, we get the approximate solution of the first equation of the model \eqref{eq2}.

\[ \mathcal{F}(t_{s+1}) = \mathcal{F}(t_s) + \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{2(s + 1)^\alpha + s^\alpha}{(a + 1)} \right] - \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{h^\alpha}{\alpha + 1} \right]. \]

Similarly for the remaining equations, we have

\[ \mathcal{F}(t_{s+1}) = \mathcal{F}(t_s) + \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{2(s + 1)^\alpha + s^\alpha}{(a + 1)} \right] - \frac{\mathcal{F}_1(\mathcal{F}, \mathcal{I}, \mathcal{R}, \mathcal{P}, t_{s+1})}{\Gamma(\alpha)} \left[ \frac{h^\alpha}{\alpha + 1} \right]. \]

Numerical simulations

We conduct numerical simulations to represent the effects of our model with data from various world meter and WHO reports; Starting on 4 January 2020, when the Chinese authorities have confirmed 6 Cases a day. Slowly and gradually the number to 1460 on 20 January 2020 followed by 26 deaths. In next day the number confirmed cases increased to 1739 followed by 38 deaths. This number is rapidly increased to 3892 with 254 deaths on 4 February 2020 data followed by
Fig. 1. Graphical representation of susceptible class at different fractional order.

Fig. 2. Graphical representation of infected class at different fractional order.

Fig. 3. Graphical representation of recovered class at different fractional order.

Fig. 4. Graphical representation of death class at different fractional order.
The population of Wuhan city is 11 million, therefore take, worldometer. To control the disease, Chinese authority lockdown in Wuhan city; the spread of the disease was reduced. As the total population of the Wuhan city is 11 million, therefore take, \( N = 11000000/250 \). In the first days of the outbreak, this denominator was determined and proved later to be a realistic value. It is an appropriate value for the restriction of individual movements according to the actual data recorded by the WHO. As for the preconditions, fixed these values: 

\[ J_0 = N - 6, \quad S_0 = 1, \quad R_0 = 0, \quad \text{and} \quad D_0 = 0. \]

In Figs. 1–4, we have provided the approximate solutions of different classes against the data given and corresponding to various fractional orders. We see that the population are initially assumed to be uninfected (susceptible). Once the epidemic began the susceptible population continued to drop as seen in Fig. 1. Hence, as they were exposed to infection, the population density of the infected class was rapidly increasing as shown in Fig. 2. This rise resulted in an increase in the death class, and many people got rid of the infection that contributed to an increase in the recovered population. Due to the fractional-order the rate of decay and growth is different. The smaller the order the quicker the process concerned, and vice versa. Furthermore, if the fractional-order \( \alpha \to 1 \) the subsequent solutions always meet the integer-order solution. Since the fractional differential operator has a greater degree of freedom and offers a full geometry spectrum, we took just a few fractional orders to analyze the model’s dynamic behaviors under consideration. Further, in Fig. 5, we compare our simulated results with the available real data published in [5] from 4th January 2020 to 8th March 2020 for 67 days as \([6, 12, 19, 25, 31, 38, 44, 60, 80, 131, 131, 259, 467, 688, 776, 1776, 1460, 1739, 1984, 2101, 2590, 2827, 3233, 3892, 3697, 3151, 3387, 2653, 2984, 2473, 2022, 1820, 1998, 1506, 1278, 2051, 1772, 1891, 399, 894, 397, 650, 415, 518, 412, 439, 441, 435, 579, 206, 130, 120, 143, 146, 102, 46, 45, 20, 31, 26, 11, 18, 27, 29, 39, 39]\) (see Table 1). We see that the graphs of the curves of simulated data and real data are very close to each other at the order of \( 0.97 \). Hence, \( \alpha = 0.97 \) is the best suitable fractional-order value. Further, the confirmed reported death in [5] as \([0, 0, 0, 0, 0, 0, 0, 0, 4, 4, 4, 8, 15, 15, 25, 26, 26, 38, 43, 46, 45, 57, 64, 66, 73, 73, 86, 89, 97, 108, 97, 254, 121, 121, 142, 106, 106, 98, 115, 118, 109, 97, 150, 71, 52, 29, 44, 37, 35, 42, 31, 38, 31, 30, 28, 27, 23, 17, 22, 11, 7, 14, 10, 14, 13, 13]\) from 4th January 2020 to 8th March 2020 for 67 days are compare with the simulated data against different fractional order in Fig. 6.

Again from Fig. 6, we see that at fractional-order \( \alpha = 0.97 \), the simulated data and real data are very close to each other; hence, the best choice of the fractional-order value is \( \alpha = 0.97 \).

### Conclusion and future work

In this paper, we investigated the fractional-order SIRD model of COVID-19 in the case of Caputo. Using the next-generation matrix, we derived a proper numerical scheme using the Adams–Bashforth fractional method to find an approximate solution to the proposed model. Lastly, we presented the numerical simulation to illustrate the better dynamics of the SIRD fractional-order model COVID-19. Also, we have compared our simulated results of infected and death class with real data for reported cases of infection and death. We see that numerical results are close to real data solutions. The curve very well coincides with real data at \( \alpha = 0.97 \). So this is the best value of fractional order. We will study the SIRD model in the future under new operators called fractal-fractional operators.

### Authors contribution

All the authors have equal contribution in this work.

### Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

### Acknowledgment

We are thankful to the reviewers for their careful reading and suggestions.

### References

1. Djordjevic J, Silva CJ, Torres DFM. A stochastic SICA epidemic model for HIV transmission. Appl Math Lett 2018;84:168–75.
[2] Ndiatxextasicidiersi rei F, Area J, Nieto JJ, Silva CJ, Torres DFM. Mathematical modeling of Zika disease in pregnant women and newborns with microcephaly in Brazil. Math Models Appl Sci 4: 2018; 8929-8941.

[3] Rachah A, Torres DFM. Dynamics and optimal control of Ebola transmission. Math Comput Sci 2016;10:331–42.

[4] Ullah A, Abdeljawad T, Ahmad S, Shah K. Study of a fractional-order epidemic model of childhood diseases. J Funct Space 2020. https://doi.org/10.1515/2020-S895310.

[5] Derouich M, Boutayeb A, Twizell EH. A model of Dengue fever. Biomed Eng 2003;2:11-8.

[6] Feng Z, Jorge X, Velasco H. Competitive exclusion in a vector-host model for the Dengue fever. J Math Biol 1997;35:523-44.

[7] Bauch CT. The role of mathematical models in explaining recurrent outbreaks of infectious childhood diseases. In: Brauer F, van den Driessche P, Wu J, editor. Mathematical epidemiology. Lecture notes in mathematics, vol. 1945. Springer, Berlin, Heidelberg; 2008.

[8] Das A, Pal M. A mathematical study of an imprecise SIR epidemic model with treatment control. J Appl Math Comp 2018;56:477-500.

[9] Qureshi S, Yusuf A. Mathematical modeling for the impacts of deforestation on wildlife species using Caputo differential operator. Chaos Solit Fract 2019;129:1-8.

[10] Qureshi S, Yusuf A. A new third order convergent numerical solver for continuous fractional order model of COVID-19 with lockdown. Adv Differ Equ 2020;2020(1):394.

[11] Feng Z, Jorge X, Velasco H. Competitive exclusion in a vector-host model for the Dengue fever. J Math Biol 1997;35:523-44.

[12] Brauer F, Castillo-Chavez C, Feng Z. Mathematical models in epidemiology. New York: Springer; 2019.

[13] COVID-19 Coronavirus Pandemic. https://www.worldometers.info/coronavirus/#regio, Accessed March 26, 2020.

[14] Salud DL, Alerta OP. Epidemiologica Nuevo coronavirus (nCoV). https://www.paho.org/hq/index.php?option=com_docman&view=download&category_slug=coronavirus-alertas-epidemiologicas&alias=51351-16-de-enero-de-2020-nuevo-coronavirus-ncov-alerta-epidemiologica-1&Itemid=270&lang=es, accessed on January 16, 2020.

[15] D.I. Salud, O.P. Actualizació textasciatricue on Epidemiomtextasciatricue Ogica Nuevo coronavirus (2019- ncov). https://www.paho.org/hq/index.php?option=com_docman&view=download&category_slug=coronavirus-alertas-epidemiologicas&alias=51355-20-de-enero-de-2020-nuevo-coronavirus-n cov-actualizaciom-epidemiologica-1&Itemid=270&lang=es, accessed on January 20, 2020.

[16] Aguilar JB, Faust GSM, Westafer LM, Gutierrez JB. Investigating the impact of asymptomatic carriers on COVID-19 transmission. Preprint doi:10.1101/2020.03.18.2007994.

[17] Ahmed I, Iqbal IA, Yusuf A, Kumam P, Kumam W. Analysis of Caputo fractional-order model for COVID-19 with lockdown. Adv Differ Equ 2020;2020:1(394).

[18] Chen Y, Guo D. Molecular mechanisms of coronavirus RNA capping and methylation. Virol Sin 2016;27(3):3-11.

[19] Maier BF, Brockmann D. Effective containment explains subexponential growth in recent confirmed COVID-19 cases in China. Science 2020;08. https://doi.org/10.1126/science.abb4557.

[20] Trilla A. One world, one health: the novel coronavirus COVID-19 epidemic. Med Clin (Barc) 154(5): 2020; 175-177.

[21] Wong G, Liu W, Liu Y, Zhou B, Bi Y, Gao GF. MERS, SARS, and ebola: the role of super-spreaders in infectious disease Cell Host Microbe 18(4): 2015; 398-401.

[22] Kim Y, Lee S, Chu C, Cho S, Hong S, Shin Y. The characteristics of Middle Eastern respiratory syndrome coronavirus transmission dynamics in South Korea. Osong Public Health Res Perspect 2016;7:49-55.

[23] Alasmawi H, Aldarmaki N, Tridane A. Modeling of a super-spread event of the Mers-corona virus during the Hajj season using simulation of the existing data. Int J Stat Med Res 2017;1:24-30.

[24] Ndalrous F, Area J, Nieto JJ, Torres DFM. Mathematical modeling of COVID-19 transmission dynamics with a case study of Wuhan. Chaos Solit Fract (2020).

[25] Hasan A, Susanto H, Tjahjono VR, Kundaniartha R, Puri ERM, Hadisoeomo P, Nuraini N. A new estimation method for COVID-19 time-varying reproduction number using active cases, 2020.

[26] Toledo-Hernandez Rasil, Rico-Ramirez Vicente, Igleias-Silva Gustavo A, Diwekar Urmila M. A fractional calculus approach to the dynamic optimization of biological reactive systems. Part I: fractional models for biological reactions. Chem Eng Sci 2014;117:217-28.

[27] Kilbas AA, Marichev Ol, Samko SG. Fractional integrals and derivatives (theory and applications). Switzerland: Gordon and Breach; 1993.

[28] Kilbas AA, Srivastava H, Trujillo J. Theory and application of fractional differential equations North Holland mathematics studies, vol. 204. Amsterdam: Elsevier; 2006.

[29] Magin R. Fractional calculus in bioengineering. Begell House publishers; 2004.

[30] Hilfer R. Applications of fractional calculus in physics. Singapore: World scientific; 2000.

[31] Podlubny I. Fractional differential equations, mathematics in science and engineering. New York: Academic Press; 1999.

[32] Lakshmikantham V, Leela S, Vasundhara J. Theory of fractional dynamic systems. Cambridge, UK: Cambridge Academic Publishers; 2009.

[33] Rossikhin YA, Shitikova MV. Applications of fractional calculus to dynamic problems of linear and nonlinear hereditary mechanics of solids. Appl Mech Rev 1997;50:15–67.

[34] Awadvek F, Adawi A, Mustafa Z. Solutions of the SIR models of epidemics using HAM. Chaos Solit Fract 2009;42:3047–52.

[35] Bizaur J. Solution of the epidemic model by Adomian decomposition method. Appl Math Comput 2006;172:1101-6.

[36] Rafei M, Ganji DD, Daniali H. Solution of the epidemic model by homotopy perturbation method. Appl Math Comput 2007;187:1056-62.

[37] Rafei M, Daniali H, Ganji DD. Variational iteration method for solving the epidemic model and the prey and predator problem. Appl Math Comput 2007;186:1701-9.

[38] Khan H, Li Y, Khan A, Khan A. Existence of solution for a fractional order Lotka-Volterra reaction diffusion model with Mittag-Leffler kernel. Math Methods Appl Sci 2019;42(9):3377-87.

[39] Abdilrazee AHM. Admoian decomposition method: convergence analysis and numerical approximations, M.Sc. Dissertation, McMaster University Hamilton, Canada; 2008.

[40] Abdilrazee A, Pelinsky D. Convergence of the Adomian decomposition method for initial value problems. Numer Methods Partial Differ Equ 2011;27(4):749-66.

[41] Nighipour A, Mansafian J. Application of the Laplace adomian decomposition method and implicit methods for solving Burger, s equation. TWMS J Pure Appl Math 2015;6(1):68-77.

[42] Rida SZ, Gaber AAMY. Solution of the fractional epidemic model by LADM. Fract Calc Appl 2016;7(1):189-95.

[43] Haq F, Shah K, Rahman G, Shahzad M. Numerical solution of fractional order smoking model via laplace Adomian decomposition method. Alexand Eng J 2018; 57(2):1061-9.

[44] Haq F, Shah K, Rahman G, Shahzad M. Numerical analysis of fractional order model of HIV-1 infection of CD4+ T-cells. Comput Methods Differ Equ 2017;5(1): 1-11.

[45] Khan A, Khan TS, Syam MI, Khan H. Analytical solutions of time-fractional wave equation by double Laplace transform method. Eur Phys J Plus 134(4): 2019; 163.

[46] Bekir A, Aksoy E, Cevikel AC. Exact solutions of nonlinear time fractional partial differential equations by sub-equation method. Math Methods Appl Sci 2015;38 (13):2779-84.

[47] Kaplan M, Ahmet B. A novel analytical method for time fractional differential equations. Optik 2016;127(20):8209-14.

[48] Kumar A, Kumar S, Yan S. Residual power series method for fractional diffusion equations North Holland mathematics studies, vol. 204. Amsterdam: Elsevier; 2006.

[49] Feng Z, Jorge X, Velasco H. Competitive exclusion in a vector-host model for the Dengue fever. J Math Biol 1997;35:523-44.

[50] Toorvik PJ, Bagley RL. On the appearance of the fractional derivatives in the behaviour of real materials. J Appl Mech 1984;51(2):294-8.

[51] Wang Z. A numerical method for delayed fractional-order differential equations. J Appl Math 2013; 2013; Article ID 256071. doi: 10.1155/2013/256071.