Abstract— Integrated systems have incorporated a variety of functionalities within the same chip, requiring on-chip communication mainly based on the Network-on-Chip (NoC) design paradigm. Complex systems may impose strict requirements concerning performance, power and reliability. Thus, the choice of proper routing algorithms to the on-chip communication for NoCs merits special attention. To assist designers to adjust communication parameters, implement routing algorithms, and check system correctness, simulators become powerful and cost-effective solutions. This article explores Multi-Agent System to develop a high level abstraction NoC simulation environment. The simulator allows designers to evaluate routing algorithms, test alternative configurations and message formats. The simulation provides important measurements such as rate of utilization of routers, network contention and delay in sending messages. As a case study, the XY and WF routing algorithms were modeled and analyzed. Results highlight the pros and cons of each algorithm, and outline the simulator overall performance.
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I. INTRODUCTION

Nanotechnology advances allow designers to create fully functional systems, requiring on-chip communication mainly based on the Network-on-Chip (NoC) design paradigm, being used in high performance architectures, IoT, and embedded systems in general. NoCs resemble the traditional networking solutions, where packets are sent through the network following routing policies. A variety of topologies and routing algorithms can be chosen to better meet performance or reliability requirements. Both traditional networks and NoCs provide good flexibility to adapt to general communication patterns, but NoCs impose restrictions about size, especially for memories used in the routers. Therefore, routing algorithms for NoCs must be simple and efficient in the overall memory usage to avoid traffic contention [2].

Simulators become powerful and cost-effective solutions to assist NoC designers. By running specific scenarios, these tools help to determine channel and buffer sizing, project routing and switching techniques, assess communication performance, specify packet format, and avoid starvation caused by deadlocks. NoC simulation tools have been adopted academically and by the industry in the last years [3][4][5][6][7][8][9][10][11][12][13][14][15]. However, most of these tools present a complex interface and require extra runtime and knowledge when explored together with hardware simulation tools. There is a lack on the literature of user-friendly NoC simulators, that abstract intrinsic hardware details during the NoC design and configuration.

This article explores Multi-Agent System (MAS) to develop an NoC simulation environment. The MAS similarity with the intrinsic NoC behavior brings good agreement between the simulations and the expected behavior of the routing algorithms. Besides presenting the first NoC simulator based on MAS, the main contributions of this work include: (i) providing a high level of abstraction and hardware-independent simulator of routing algorithms for NoCs; (ii) enabling the fast and easy implementation of new algorithms in a modular platform. The high-level abstraction allows a fast validation of the routing algorithms. The modular implementation of the simulator will enable users to easily insert or adapt the current modules to the detailed application targets. The adaptive platform offered by the simulator facilitates more complex evaluation metrics to be added according to the abstraction level desired by the users.

The proposed simulator addresses routing algorithms for NoCs, enabling the implementation and test of new algorithms with a high level of abstraction and hardware independence. Simulation output shows important results such as the rate of utilization of routers, network contention and delay in sending messages. These metrics help analysts take design decisions and balance tradeoffs. As a case study, the XY and West-First (WF) algorithms [2] are compared using a wide selection of configurations. Results highlight the pros and cons of each algorithm. For instance, the simulator indicated a better use of spare routers by the WF algorithm, which is expected due to its partially adaptive behavior.

In [16], a first version of the simulator was proposed and some preliminary results were discussed. This work extends the previous one by enhancing the simulator with extra load generation patterns, modular design and implementation of routing algorithms, and new output metrics for analysis, such as the saturation rate. In addition, this article presents implementation details of the simulator and provides a comprehensive assessment of NoCs usage under different settings and workloads.

The rest of this work is structure as follow. Section [H] reviews other NoC simulators found in the literature. Section [III] presents the NoC simulator and the adoption of MAS on its development. Section [IV] evaluates the simulator and presents a detailed analysis of traditional NoC routing algorithms. Section [V] concludes the article.
II. NOC SIMULATORS

NoC intercommunication adds complexity to the hardware design. Thus, cost-effective tools are required to support the design, configuration and evaluation of NoCs, especially in the early stages of the developing cycle. Simulators have demonstrated suitable to evaluate traffic, reliability and energy consumption of MPSoCs. This section gives an overview of the simulators intended for routing analysis. For a comprehensive survey on existent NoCs simulators the reader is referred to reports in [17][18][3][19].

In [18] is presented a review of frameworks and simulators proposed to predict the performance of NoC-based multicore systems, covering traffic models, latency evaluation, and the design challenges for NoC simulators. The study highlights that the evaluation can be speed-up when NoC simulators abstract the router components in a higher-level language providing cycle- and flit-accurate assessments of the target design. Compared to hardware description-based NoC-simulators, more flexible data types and structures can be adopted in these models. Therefore, many router components such as buffers and allocators can be implemented more efficiently. Another feature of these simulators is the parameterized design, which allows the users to explore over a large design space such as the buffer sizes, link bandwidth, routing schemes without recompiling the simulators.

We also observe in the literature frameworks proposed to address three main requirements: (i) automated NoC generation; (ii) automated production of NoC-IP core interfaces; (iii) analysis of NoC traffic parameters. These approaches are system-level simulations where the evaluations are based on hardware description to provide more accurate simulations by implementing every component, with the drawback of the simulation runtime. MAIA framework intends to solve all these three points and has been used to prototype SoCs in FPGAs [20]. The traffic generation and analysis provided in the MAIA framework are similar to our developed simulator in the leading goals. However, our simulator presents a higher level of abstraction, removing the hardware synthesis steps to accelerate a behavioral evaluation of the routing algorithms.

Noxim [5] allows the configuration of input parameters, such as network size, buffers, and packets. It returns as output latency statistics and power consumption. The simulator proposed in this work provides similar parameters settings. In both of them the analyst can configure the number of nodes, and size of buffers and messages. Regarding traffic generation, our tool offers two modes of packets injection: the manual sending of packets, suitable for interactive experimentation; and random mode, where the senders are evenly distributed throughout the NoC. Noxim follows a discrete probability distribution to the injection of packets.

Like Noxim, Booksim [21] allows the configuration of number of nodes, topology, routing algorithm and load generation. A similarity of Booksim with the proposed simulator is the possibility of associating costs to the actions in the routers given in number of cycles. Thus, it is possible to calculate route packets transmission costs.

DARSIM [6] stands out from other simulators for the large set of load patterns available. Users can set up typical workloads such as transpose, bit-complement, and H.264 decoder profiles. In addition, DARSIM can play simulation traffics defined a priori. The simulator proposed in this work is able to generate messages defined manually or provided by origin/destination pairs randomly chosen. In our tool, the maximum distance between origin and destination nodes is also configurable. DARSIM adopts distinct ports for input and output with each neighbor, where each port has separate buffers. In our simulator, the buffer is shared between all the packets the router receives, and there is only one bidirectional channel with each neighbor router.

HNOCs [14] is a modular open-source simulator for heterogeneous NoCs based on OMNeT++, a framework for NoC modeling. HNOCs allows the setup of variable link capacities and the number of virtual channels per port. It informs statistical measurements such as end-to-end latencies, throughput, and transfer latencies. The PANE simulator [15] also provides a modeling and analysis tool for asynchronous, synchronous, and mixed synchronous-asynchronous (heterogeneous), but with good improvements compared with HNOCs [14]. For example, PANE allows users to configure the NoC with delays for each functional unit. Arbitration in asynchronous models can also take an unequal amount of time depending on when the requests arrive. In addition, the authors report that HNOCs may consume up to four times more memory than PANE to simulate a 4 × 4 mesh NoC with uniform traffic. Both HNOCs and PANE are promising to be open-source system-level NoC simulators. As in our proposal, HNOCs and PANE are designed for extensibility. However, a difference is that our simulator also implements an interactive mode, allowing users to inspect and change parameters at runtime.

Alternative approaches were also considered to evaluate NoCs. For instance, the Network Simulator (NS-2) is originally developed to simulate computer networks. Under certain assumptions, in [22], it was used to represent and analyze NoCs. NS-2 is an open-source tool developed in C++. It implements a discrete event-driven simulator, where its modularity and extensibility have facilitated its adoption by researching communities. However, the workaround to translate NoCs into NS-2 components discourage its use.

Noxim, Booksim, DARSIM, and PANE lack from a graphical interface. Most of parameters are defined through input files and simulation results are summarized by an output report. Differently from the aforementioned simulators, our NoC simulator provides a graphical interface that makes the tool easy to use. Input parameters are configured through sliders, switches, and buttons, which are intuitive. The graphical interface also allows users to check the status of NoC routers at run-time. An iterative mode enables users to perform manual actions, such as sending targeted messages, choosing the source and destination routers. Besides providing a report at the end of the execution, our tool can be configured to depict state of routers on-the-fly. Users can stop, resume, or even modify parameters during the simulation process. Therefore, the proposed simulator provides simple and versatile means to model and evaluate routing algorithms on NoCs.
III. THE MAS-BASED NOC SIMULATOR

The NoC simulator proposed in this work provides a high level of abstraction, avoiding details of the physical synthesis or hardware prototypes and providing a fast alternative to explore different routing algorithms. Most of existent NoC simulators require the installation of additional Application Programming Interface (API) and library dependencies. In contrast, the proposed simulator does not depend on external libraries, being limited only to the installation of NetLogo. The developed tool is open source and is available at [23].

The graphical interface facilitates the configuration of parameters and provides detailed information about routers and traffic of packets. The interface offers a wide range of configurable settings to model NoCs and their routing algorithms. For instance, users can set up the network size, packet size, routing algorithm and traffic generation pattern. During a simulation, the internal state of routers, traffic measurements and general statistics are shown, with the possibility to interrupt and resume execution. This allows you to observe momentary behaviors of the network as a whole, or of internal states of routers. At the end of a simulation, raw data with simulation results and a comprehensive report are made available.

Multi-Agent Systems models the behavior of autonomous artificial agents working collectively for some purpose. In general, a MAS is characterized by a set of autonomous agents that can reason, react, and interact with each other and with the environment [24]. An agent can be defined as an autonomous entity, being able to act on its own, performing actions within its knowledge to achieve goals. Agents can interact with each other via message passing, perceiving changes or actively changing the environment. Agents may have individual or collective goals, and to achieve these goals, they make use of their resources. As agents are usually analyzed in sets, forming multi-agent systems, they have a partial representation of the environment.

Table 1 draws parallels between agents of a SMA and routers of a NoC. While agents are virtual, routers are real entities. An agent is inserted in a simulated environment; in the router’s context, the environment is the NoC itself. Agents communicate with other agents; routers communicate by message passing with other routers through their physical interconnections. An agent has goals and satisfactions, and a router forwards messages to other routers to reach a destination node. An agent has its own resources, just like a router, which maintains input and output ports, memory buffers, and a processing unit. Each agent perceives only a partial representation of the environment, and a router is capable of detecting congestion with directly connected neighbors.

A. NoC Simulator Design

The simulator adopts a 2D mesh topology. Agents are organized in the grid apart from each other by a unit of measure. Then, the links between an agent and its neighbors are created within a distance of 1. The mesh forms a $N \times N$ matrix, where $N$ is an input value. The type of packet switching used in the simulator is the wormhole.

Figure 1 shows the structure of a router. Routers communicate each other through ports interconnected by a crossbar. There are 4 input and 4 output ports: North, South, East and West; and an input and output ports for the Processing Unit, aka Processing Element (PE). Buffers are implemented as bounded lists, with size defined by the user. Flits are the atomic units that form packets. In most cases, a flit corresponds to a phit (physical unit), which is the minimum amount of data transmitted in one link transaction. In this case, the flit width matches the width of the channel [23]. Only one flit is removed or added at a time and buffer access follows a FIFO order.

Routers store usage information of its ports, which are checked whenever a flit transferred from a port to another. When a flit is being sent, the crossbar connects the input buffer from the source port with the output buffer of the destination port. Once a port is allocated to a packet, other packets are unable to access the port until it is released. The simulator uses a credit-based flow control to implement the port allocation. When two or more ports compete for the same resource, the arbitrator determines which port has the priority in each execution cycle in a Round Robin fashion.

At each cycle, all routers execute as an atomic step. The flits generated by the message generator are transferred to the PE input buffer. On each router with messages in transit, a destination port is chosen for the next flit, according to the routing algorithm. To process a port, it is checked whether the buffer of that port contains a flit. If a flit exists, it is checked whether the destination buffer has enough space and the flit has access to the destination port. If both conditions are met, the flit is routed to its destination. Otherwise, it remains in the buffer and awaits for the next cycle. Once all router ports are processed, simulation metrics are calculated and a new cycle begins, unless the last simulation cycle is reached.

B. Implementation Details and Internal Structures

The simulator provides extensible modules to implement routing algorithms, arbiter, and traffic generation. Customized modules can be easily added to the simulator. In addition to the code information, it is also important to note the interface of the tool. To illustrate this interface, Figure 2 shows a screenshot of the simulator interface during an execution. The left-hand side exhibits the buttons for configuring the NoC and simulation parameters. Users can also
Table I. Similarities between agents and routers.

| Agent                          | Router                           |
|-------------------------------|----------------------------------|
| Virtual entity                | Real entity                      |
| Environment                   | Network on Chip                  |
| Communicate with other agents | Send messages to destination nodes|
| Manage its own resources      | Manage its buffers and processing unit|
| Have a partial representation of the environment | Messages are sent to the routers directly interconnected|

configure logging settings, simulation size, and running controls. and some types of packet send. At the middle of the screen are available metrics displays. Metrics such as the hop count and latency, as well as traffic generation settings are displayed and updated on-the-fly. The simulator exhibits a grid with NoC routers. Different colors are used to indicate the level of use for each router, colored according to the most used port at the moment. Further details about the output metrics are discussed in Section 4.

The main parts of the simulator are:

**Packets:** NoCs communication protocols split messages into packets to improve bandwidth usage despite the application workload. In addition to the payload, packets piggyback information indicating the beginning and end of a message, as well as the destination node address. In the wormhole packet switching, each packet consists of at least 3 flits: the header, one or more flits containing payload chunks, and the tail. When a router receives a flit header, the recipient’s information is extracted and the routing algorithm determines which port the packet flits must follow to reach the destination. Headers are composed by: packet identification, flit type and destination address. The packet identification indicates the packet that the flit belongs to, and it is used by routing algorithms to ensure that flits with the same identifier correspond to chunks of the same packet. The flit type contains a code for each flit type (header, body or tail). The destination address informs a coordinate (x, y) of the destination router. According to the header information, routers reserve ports for a packet and update the routing table. Ports are released upon receipt of tail flits;

**Cycles:** Simulation time is given by cycles. Once per cycle, each router executes, measurements are updated, and the cycle counter is increased. Time markers and number of hops are piggyback on the flits during the simulation. Thus, for each flit, the cycle when the packet arrived at the router, the hop count, and the cycle in which the flit was created, are tracked. The simulator measures the communication latency by computing the number of cycles took to the flits reach their destination.

**Arbiter:** The arbiter is responsible for deciding which packet has the priority to access a destination port. To guarantee fairness, the arbiter implemented in the simulator follows a Round-Robin schema, changing the priority every cycle. The arbiter behavior can be configured before simulation starts. Other arbitration policies might be easily added to the simulator due to its modular design.

**Routing:** In the simulator, routing is divided into two parts: algorithm and routing table. The routing algorithm implements the routing strategy, while the routing table is an auxiliary structure used by a variety of routing algorithms.

Upon receipt of a flit header, the router extracts the destination coordinate (x, y), and executes the routing algorithm to determine an output port. The decision is recorded into the routing table to avoid re-execution of the routing algorithm for the upcoming flits from the same packet. These steps are performed by every router throughout the packet route. This way, the header makes room for the body flits, drawing a communication path. When a router receives a flit body, it checks if the output port is reserved to that flit. If it is, the flit is forwarded to that port; otherwise, it is kept in the port buffer and waits until the port is available. When a flit tail is received, the router terminates allocations made to that packet, i.e., the packet information is removed from the routing table and output port used in the communication is released. It is worth noting that whether a flit is allowed to move either from one internal buffer to another, or to another router's buffer, it is first checked if there is enough space in the destination buffer. If the destination buffer is full, the flit remains in the same position and awaits for the next cycle. Similarly to the arbiter module, other routing algorithms can be added to the simulator.

**Traffic Generator:** This module is responsible for generating packets. There are options for both manual and random traffic generation. For manual traffic, users choose source and destination routers through the simulator interface. Random traffic generation can be oriented or random. In the former, users explicitly indicate source and destination pairs, and one of these pairs is chosen at random for each packet generated. In random traffic, the simulator randomly chooses a source and a destination router within a radial distance from the source router determined by a message radius. Figure 5 illustrates possible destination routers for a source router in the center of the network. Figures 5(a) and 5(b) represent message radius with values 1 and 2, respectively. In the current version of the simulator, senders are evenly distributed throughout the NoC following an uniform distribution. However, other load patterns may be coupled to the traffic generator.

**C. Input Parameters**

The main input parameters available on the simulator are:

Mesh size: the number of routers in the NoC. It is configured by setting row and column length, forming a 2D grid.

Buffers size: the size of buffers associated to input and output ports. The size is given in number of flits the buffer is capable to store.

Arbitration: the type of arbiter used in the simulation.

Routing algorithm: the routing algorithm to be used. In the current version the XY and WF (West-First) algorithms are available.
Routing Cost: determines how many cycles it takes for the routing algorithm to calculate a route. By choosing the value 0, the routing is calculated instantaneously, causing the routing cost to be disregarded. More realistic scenarios depend on NoCs specifications.

Transmission cost: counts the number of cycles taken to transfer flits to the input buffer in the destination router. Packet size: determines the number of flits of each packet. Traffic type: defines the traffic type. When random traffic is set, the message radius must be informed. To configure the traffic generator, the user informs the frequency in which new packets are generated as well as the number of packets created by generation.

Simulation size: the duration of a simulation given in number of cycles. Output log: when this option is selected, the simulator records detailed information about the state buffers for all routers at specified cycles interval.

D. Output Metrics

Some output metrics are presented at run-time, while others are logged into a file. The most important metrics are:

Packets and Flits accounting: measures the number of packets and flits created and received. The difference between them determines how many have not reached the destination yet.

Execution time: reports the simulation time in seconds.

Hops count: measures the minimum, average and maximum number of hops counted in the packets route. A hop is counted when a flit moves from one router to another.

Delay count: measures the minimum, average and maximum number of cycles since the insertion of flits in the NoC until they reach the destination.

Coloring Occupancy Rate: indicates the routers’ buffers occupancy. For each cycle, buffers usage is calculated and the routers receive a color corresponding to their level of occupation, as detailed in Table II. The simulator provides a visual output of router usage, coloring routers. Furthermore, an output file records the buffer occupancy rate of each buffer at specified cycles interval.

| Color  | Occupancy rate                           |
|--------|------------------------------------------|
| White  | 0% of buffer capacity is occupied        |
| Blue   | 1 ≈ 24% of buffer capacity is occupied  |
| Green  | 25 ≈ 49% of buffer capacity is occupied |
| Yellow | 50 ≈ 74% of buffer capacity is occupied |
| Red    | 75 ≈ 99% of buffer capacity is occupied |
| Black  | 100% of buffer capacity is occupied      |

IV. SIMULATOR VALIDATION

This section highlights the routing algorithm influence on NoCs performance. Results reveal the practicality of using
the simulator and its versatility for analysis. The XY and West-First (WF) algorithms are evaluated. In XY algorithm, packets are routed in the $x$ direction until reach the $x$ target, then they follow the $y$ direction until reach their destination. The WF algorithm is partially adaptive, being able to choose less congested routes. If the $x$ target destination is smaller than the $x$ position of the current router, routing follows to the left regardless the $y$ position of the destination. Thus, packets can be forwarded to the east, north, or south directions, depending on the network traffic.

Three groups of tests were devised. The first group aims to verify the latency impact for different volumes of load. The second group explores output data from simulation logs to perform routers analysis over time. The third group evaluates the simulator performance. All simulations were executed in a computer with a processor with 4 cores and 4 threads at 3.1GHz, and 8 GB of RAM. It was used the Windows 10 OS and NetLogo 6.0.4. While some parameters vary according to the test case, others remain the same for every experiment and they are described in Table IV. The first 1,000 cycles of each execution were disregarded, as they represent the warm up period.

| Parameter                | Settings          |
|--------------------------|-------------------|
| Mesh size                | $3 \times 3$     |
| Input/Output buffer size | 8 flits           |
| Routing cost             | 0 cycles          |
| Flits transferring cost  | 0 cycles          |
| Duration of simulation   | 10,000 cycles     |
| Arbiter                  | Round-Robin       |

A. Group 1: Evaluation of latency and network contention

These experiments explore congestion-free scenarios and gradually increase the workload to induce congestion in some routes. Three scenarios were derived, varying the number of source and destination pairs in the network, as well as the load intensity. Figure 4 illustrates the arrangement of routers in the network. Source routers are marked in gray and destination routers are marked in black. The resulting path by applying the XY algorithm is given by arrows directions. Scenario 1 is a simple case where only three routers are needed to route packets from nodes 0 to 6. Figure 4(b) illustrates the scenario 2, where three independent routes transfer packets from nodes 0 to 6, 1 to 7, and 2 to 8. Finally, Figure 4(c) shows the scenario 3, where three routes transfer packets from nodes 1, 3, and 5 to node 7. Different from the scenario 2, in this case all routes have a common router (node 4) along their paths.

For each of these scenarios, three load patterns were applied. All adopt 3 flits per packet, but their differ in the number of cycles to generate new packets. Packets are generated every 3 cycles to represent low load (workload A), 2 cycles to moderate load (workload B) and 1 cycle to heavy load (workload C). The combination of workloads and scenarios described is presented in Table III. As expected, in congestion-free routes the latency is affected only by the distance between source and destination routers. Under congestion, latency is also impacted by the paths where packets wait for accessing ports. By applying higher loads, both buffers occupancy and latency rates increase.

The minimum, average and maximum number of hops remains the same in all cases, once the XY routing algorithm sets a fixed and deterministic route for any pair of nodes. Therefore, packets are always forwarded through 2 nodes to reach the destination, with a minimum latency equals to 3 for all cases. This value corresponds to the arrival of the flit.

![Fig. 4: Load generated through oriented traffic: (a) one source/destination pair, (b) three source/destination pairs without route intersection, (c) three source/destination pairs with route intersection.](image)

Table IV. Common parameters adopted in the experiments.

| Parameter               | Settings          |
|-------------------------|-------------------|
| Mesh size               | $3 \times 3$     |
| Input/Output buffer size| 8 flits           |
| Routing cost            | 0 cycles          |
| Flits transferring cost | 0 cycles          |
| Duration of simulation  | 10,000 cycles     |
| Arbiter                 | Round-Robin       |

| Workload.Scenario | Hops | Latency | Flits |
|-------------------|------|---------|-------|
|                   | min. | avg.    | max.  | min. | avg. | max. | delivered | dropped |
| A.1                | 2    | 2       | 2     | 3    | 4    | 5    | 9995      | 0       |
| A.2                | 2    | 2       | 2     | 3    | 4    | 5    | 9995      | 0       |
| A.3                | 2    | 2       | 2     | 3    | 4    | 5    | 9995      | 0       |
| B.1                | 2    | 2       | 2     | 3    | 9    | 9    | 9996      | 4986    |
| B.2                | 2    | 2       | 2     | 3    | 5    | 9    | 14992     | 0       |
| B.3                | 2    | 2       | 2     | 3    | 49   | 88   | 9996      | 4935    |
| C.1                | 2    | 2       | 2     | 3    | 9    | 9    | 9996      | 19986   |
| C.2                | 2    | 2       | 2     | 3    | 8    | 9    | 28185     | 1785    |
| C.3                | 2    | 2       | 2     | 3    | 49.9 | 88   | 9996      | 19929   |
head of a packet, two transmission cycles between routers plus one cycle for delivering the flit to the PE at the destination. Other flits (body and tail) can just be delivered after their predecessors flits. Thus, the average and maximum latency vary according to the buffer occupancy, but are never smaller than the latency to deliver the flit header plus one. In workload A, where 1 packet is generate every 3 cycles, there is no saturation in the network, so all flits are delivered.

Patterns B and C increase the frequency of packets generated. The impacts are perceptible in the number of flits delivered at the end of the simulation and the increasing in the average and maximum latency. In Scenario 1 there is a single route, so the higher latency derives exclusively from high buffers occupancy. Heavy buffer usage incurs a increasingly number of dropped flits, especially with workload C. Scenario 2 draws three independent routes, which provides a balanced access to the network routers. When compared to Scenario 3, where a central router takes part in three distinct routes, Scenario 2 exhibits lower latencies and less dropped flits.

B. Group 2: Assessment of occupancy and saturation rates

These experiments evaluate the buffer usage and congestion for NoCs with different sizes. The following network sizes are created: $5 \times 5$, $10 \times 10$ and $15 \times 15$. Radial distance between source and destination are configured to simulate messages exchanged exclusively by neighbors (using small radius), and by routers close one another (average radius). The load intensity is modeled in a way that 10% and 20% of nodes send packets at each load generation cycle to mimic light and high load patterns, respectively. Table V summarizes the radial distance between communicating routers and the amount of packets created per cycle for all scenarios of group 2. Other parameters were configured according to the settings presented in Table IV.

| Scenario | Radius | Packets created per cycle |
|----------|--------|---------------------------|
| $5 \times 5$ | 1 | Small: 1, Medium: 4, Low load: 3, High load: 5 |
| $10 \times 10$ | 1 | Small: 1, Medium: 8, Low load: 10, High load: 20 |
| $15 \times 15$ | 1 | Small: 1, Medium: 11, Low load: 23, High load: 45 |

Two figure of merits are adopted to analyze the state of internal buffers and congestion: the occupancy rate and the saturation rate, as stated in Equations 1 and 2. The occupancy rate measures the average number of flits stored in each port from the router’s input buffers for the whole simulation. The saturation rate calculates the average number of flits stored in the buffer ports with the highest utilization for the whole simulation.

$$\text{saturation rate} = \frac{\sum_{n=1}^{\text{simulation size}} \max(I_N, I_E, I_S, I_W)}{\text{simulation size} \times \text{input buffer size}}$$

(2)

For each scenario described in Table V, 5 repetitions were performed, and presented the same results. That suggests the simulation time and the warm up period were properly configured. Individual measurements for North, East, South, and West ports of each router were extracted from the logs generated by the simulator. These files contain the number of flits stored in each buffer for each simulation cycle. Thus, calculating occupancy and saturation rates is straightforward.

To illustrate the expressiveness of the occupancy and saturation rates, heat maps for both rates were generated. These maps show the intensity of both rates in each router, where darker and lighter coloration means high and low rates, respectively. The $x$ and $y$ axis indicate the position of routers in the network, given by their $X$ and $Y$ coordinates.

Figure 5 depicts the heat map of the $5 \times 5$ NoC occupancy rate, varying the radial distance, and applying low and high workloads (see Table V for details). When radius is equal to 1, represented by Figures 5(a) and 5(b), messages are only exchanged between neighboring routers. As observed, this causes an homogeneous use of the network, presenting a low utilization for all the routers. As the radius increases, regions with concentration of use can be observed, especially in more intense traffic, as can be observed in Figure 5(d).

![Figure 5: Routers occupancy rate for a 5 x 5 mesh with the XY routing algorithm.](image)

Figure 6 shows the saturation rate for the same scenarios of Figure 5. Although the occupancy and saturation rates look similarly at first glance, there are spots with high saturation, especially when workload is high. For example, the router located in the coordinate (3,2) in Figure 6(d) has not indicated high occupancy rate during the simulation, even though some of its ports were highly demanded by the routing algorithm.

To further analyze the saturation of the router indicated by the coordinate (3,2), the average number of flits in every port
buffer is calculated showing that port West buffer stored 7.5 flits in average during the execution, while other ports stored less than 1 flit in their buffers. Figure 7 exhibits the state of router’s input ports for simulation window from cycle 5700 to 5900. Port West was the one that had the highest usage, being completely occupied most of the time. While a majority of the traffic comes from west, a low traffic comes from east, south, and north, contributing to the moderate or low occupancy rate. This behavior might be expected since the router is located near to the right border and it is vertically centralized. The XY routing algorithm does not take into account the state of buffers to define routes, then saturation in the intermediate routers can be observed.

Figures 8 and 9 show the heat map graphs for the occupancy and saturation rates of a $10 \times 10$ NoC, using radial distances of 1, and 8, with low and high loads (see Table V for the complete setup). Compared to the previous results, it is possible to observe that, with the increase of the network size, routers located in central locations are the most requested. This is expected with the use of XY routing algorithm.

In order to compare different routing algorithms, we implemented the XY and WF algorithms and the traffic congestion and routers state for the scenarios described in Table V are evaluated considering both of them. Figures 10 and 11 show the occupancy rate when algorithms XY and WF are used, respectively. They consider a $15 \times 15$ NoC, radial distances of 1, and 11, with low and high loads. Although both figures indicate a higher load in routers placed in the center, the flits concentration when using WF is slightly shifted to the left. Furthermore, the adaptive behavior of WF algorithm reduces overloaded routers. The coloring pattern for the WF algorithm is more homogeneous than the XY. Notice the better usage of routers near to the borders (see the difference in the occupancy rate on the top, bottom, and corner regions in these figures).

Figures 12 and 13 show the saturation rate for the previous experiments. Independently of the routing algorithm, there is a greater saturation of routers located at the center of the NoC. However, similar to the occupancy rate observation, when using WF algorithm, the load is slightly shifted to the left. In general, there was observed an homogeneous use of routers when packets are exchanged by neighbors. Despite the algorithm in use, as the number of hops between source and destination routers increases, it is possible to observe the high occupancy of the routers located in the central area. This is expected since packet destinations are further away from the source, obligating flits to travel through the entire network.

C. Group 3: Simulator Performance

These tests aim to evaluate how the simulation time may be affected by network size, refreshing of statistics and col-
As expected, the simulation time increases as routers are added to the network. Furthermore, it can be observed that the refreshing of the graphical interface panel has the greatest impact in the simulation time. For instance, a simulation of network with 900 routers with graphical update enabled can take 5 hours, while the same simulation without graphical refreshing takes less than 1.5 hours. The frequency of logging has little impact in the simulation time.

The use of a multi-agent platform for the development of the NoC simulator demonstrate a good performance when compared to the performance of state-of-the-art high-level abstraction simulators. For instance, in [15] scenarios simi-
lar to ours were used to evaluate NoCs with mesh topologies and different sizes using the PANE simulator. Test scenarios were configured with one-flit-long packets injected at 0.05 packets/router and the simulation took 235 minutes, i.e., ≈ 4 hours, to execute a 32 × 32 NoC. Our 30 × 30 test case took less than 1.5 hours to execute with the graphical refreshing disabled. Despite the good performance observed with our simulator, it is worth noting that the comparison between PANE performance and our simulator is based on similar, but not identical, scenarios. Furthermore, the tests were conducted in experimental environments with different configurations. Concerning system-level approaches, the simulation is more time-consuming due to the number of details considered in the component’s description. According to [26], a single simulation scenario may easily take several hours, even for small networks (e.g., 4 × 4 NoC-based MPSoCs), and it can be unfeasible for larger scenarios. Some approaches, such as the one proposed in [20] can drastically reduce the execution time of system-level simulations. In [27], authors report a reduction from 2 hours to 5 minutes to simulate a 4 × 4 NoC-based MPSoCs. However, this type of simulation is still more expensive than high-level abstraction simulations, as expected.

V. CONCLUSION

This work presented a NoC simulator developed as a Multi-Agent System. The simulator provides a high degree of abstraction, with hardware independence and ease of use. Thus, a vast set of NoCs can be modeled and analyzed under different settings and workloads. The simulator is designed to facilitate the addition of new routing algorithms and enables the traffic analysis for each routing strategy. Packets latency and network queuing can be investigated in terms of routers occupancy and saturation, with the support of output metrics returned by simulator.

To demonstrate the potential of the simulator, this article implemented two traditional routing algorithms for NoCs as a case study, the XY and West-First (WF). Different scenarios concerning the NoC capacities and workload were used to evaluated the pros and cons of each algorithm. It was possible to observe how the workload impacts latency, packet loss, occupancy and saturation of routers under different NoC configurations. When comparing XY and WF algorithms, results demonstrated the advantages of the WF algorithm, which are consequence of its partially adaptive behavior. From the case study observation, the simulator allows the easily and quickly introduction of new routing algorithms for NoCs and reconfiguration of the NoC architecture, providing a powerful environment for design space exploration and finding the best routing solution for particular NoC applications. Also, the Multi-Agent System demonstrated a powerful approach to represent NoCs.
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