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Abstract. We use a function field analogue of a method of Selberg to derive an asymptotic formula for the number of (square-free) monic polynomials in \( \mathbb{F}_q[X] \) of degree \( n \) with precisely \( k \) irreducible factors, in the limit as \( n \) tends to infinity. We then adapt this method to count such polynomials in arithmetic progressions and short intervals, and by making use of Weil’s ‘Riemann hypothesis’ for curves over \( \mathbb{F}_q \), obtain better ranges for these formulæ than are currently known for their analogues in the number field setting. Finally, we briefly discuss the regime in which \( q \) tends to infinity.

1. Introduction

One natural generalisation of the problem of counting primes up to \( x \) is to count numbers up to \( x \) with exactly \( k \) distinct prime divisors. In \([Sa]\), Sathé proved that for \( A > 0 \) an arbitrary constant we have

\[
\pi_k(x) := \# \{ n \leq x : n = p_1 \ldots p_k \text{ for some } p_1, \ldots, p_k \text{ distinct primes} \} \sim G \left( \frac{k - 1}{\log \log x} \right) \frac{x}{\log x} \left( \log \log x \right)^{k-1} \frac{1}{(k-1)!}
\]

uniformly for \( x \geq 3 \) and \( 1 \leq k \leq A \log \log x \), where \( G(z) = \frac{1}{\Gamma(1+z)} \prod_{p \text{ prime}} (1 + \frac{1}{p})^z(1 - \frac{1}{p})^{-z} \).

In \([Se]\), Selberg gave a simpler proof of this result, now known as the “Sathé-Selberg Formula”. One might ask whether a similar formula also holds for numbers restricted to a given arithmetic progression or short interval. For example, in \([Sp]\), Spiro showed that such a formula holds for \( n \leq x \) restricted to \( n \equiv a \mod q \), provided \( q \) does not exceed some fixed power of \( \log x \).

We begin by proving an asymptotic formula for the number of monic polynomials in \( \mathbb{F}_q[X] \) of degree \( n \) with exactly \( k \) distinct irreducible divisors, using an adaptation of Selberg’s technique. If we let \( \mathcal{M} = \{ f \in \mathbb{F}_q[X] : f \text{ monic}, \mathcal{M}_n = \{ f \in \mathcal{M} : \deg f = n \} \} \) and \( \mathcal{I} = \{ p \in \mathcal{M} : p \text{ irreducible} \} \), then we get

**Theorem 1.** Let \( A > 1 \). Then uniformly for all \( n \geq 2 \) and \( 1 \leq k \leq A \log n \)

\[
\Pi_k(n) := \# \{ f \in \mathcal{M}_n : f = p_1 \ldots p_k \text{ for some } p_1, \ldots, p_k \in \mathcal{I} \text{ distinct} \}
\]

\[
= q^n \frac{(\log n)^{k-1}}{(k-1)!} \left( G \left( \frac{k - 1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]

where \( G(z) = F(1/qz) \) and \( F(1/qz) = \prod_{p \in \mathbb{P}} \left( 1 + \frac{1}{qz-1} \right) \left( 1 - \frac{1}{qz+1} \right)^z \).

This says that the asymptotic density of polynomials in \( \mathcal{M}_n \) with \( k \) distinct prime divisors is \( \frac{1}{n} \frac{(\log n)^{k-1}}{(k-1)!} G \left( \frac{k - 1}{\log n} \right) \). An asymptotic formula of this form was first derived by Car in \([C]\), but with an error term which inexplicitly depends on \( k \) and \( q \).

With some additional technical work following Chapters II.5 and II.6 of \([T]\), one could strengthen **Theorem 1** to be of an analogous form to Chapter II.6 Theorem 4 of \([T]\), namely

\[
\Pi_k(n) = \frac{q^n}{n} \left( \sum_{j=0}^{J} \frac{P_{j,k}(\log n)}{n^j} \right) + O_A \left( \left( \frac{cJ+1}{n} \right)^{J+1} \frac{(\log n)^k}{k!} \right)
\]

where \( P_{j,k}(x) \) is a polynomial of degree at most \( k - 1 \), \( J \) is a non-negative integer, and \( c \) is some absolute constant.

Such an improvement could also be carried through to Theorems \([2]\) and \([3]\) below, to give similarly strengthened versions of what they state.

Next, we apply our method to Dirichlet L-functions for \( \mathbb{F}_q[X] \), to derive an asymptotic formula for the number of such polynomials in a given arithmetic progression with difference of degree no bigger than roughly \( n/2 \).
Theorem 2. Let \( g, d \in \mathbb{F}_q[X] \) be coprime and \( m = \deg d \). Let \( A > 1, n \geq 2 \) and \( 1 \leq k \leq A \log n \).

Then for \( m \leq \left( \frac{1}{2} + \frac{1 + \log(1 + \frac{1}{n})}{\log q} \right) n \) we have

\[
\Pi_k(n; g, d) := \# \{ f \in \mathcal{M}_n \mid f \equiv g \mod d : f = p_1 \ldots p_k \text{ for some } p_1, \ldots, p_k \in \mathcal{I} \text{ distinct} \}
\]

\[
= \frac{1}{\Phi(d)} \frac{n^k}{n} (k-1)! \left( G_d \left( \frac{k-1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]

where \( \Phi(d) = \left| (\mathbb{F}_q[X]/(d(X)))^\times \right| \), and \( G_d(z) = \left( \prod_{p \mid d} \left( 1 + \frac{1}{q^{\deg p}} \right)^{-1} \right) G(z) \) where \( G(z) \) is defined as in Theorem 1.

This range on the degree of the difference is obtained by our use of Weil’s ‘Riemann Hypothesis’, which allows us to bound the contributions from the non-principal characters as roughly square-root of the contribution from the principal character. A better range would require additional cancellation amongst these characters. This range corresponds to taking the difference up to roughly \( \sqrt{x} \) in the number field setting, compared to any fixed power of \( \log x \) as in Theorem 1 of [Sp].

Finally, by using an ‘involution-trick’, we apply Theorem 2 to derive an asymptotic formula for the number of such polynomials in a given ‘short interval’ of length \( n \) shorter than roughly \( n/2 \) (which again corresponds to roughly \( \sqrt{x} \) in the number field setting).

Theorem 3. Let \( g \in \mathbb{F}_q[X] \). Let \( A > 1, n \geq 2 \) and \( 1 \leq k \leq A \log n \).

Then for \( h \) satisfying \( n - 1 \geq h \geq \left( \frac{1}{2} + \frac{1 + \log(1 + \frac{1}{n})}{\log q} \right) (n + 1) \), we have

\[
\Pi_k(n; g; h) := \# \{ f \in \mathcal{M}_n \mid \deg(f - g) \leq h : f = p_1 \ldots p_k \text{ for some } p_1, \ldots, p_k \in \mathcal{I} \text{ distinct} \}
\]

\[
= \frac{q^{h+1}}{n} \frac{(\log n)^{k-1}}{(k-1)!} \left( H \left( \frac{k-1}{\log n} \right) + \frac{k-1}{q \log n} \right) G(z) \text{ where } G(z) = \frac{A}{q + z} G(z)
\]

where \( H(z) = \frac{q-1}{q + z} G(z) \) and \( G(z) \) is defined as in Theorem 1.

The two main terms in Theorem 3 come from counting polynomials with non-zero constant term and polynomials with zero constant term separately. In the range where \( k \gg \log n \), the latter is roughly a factor of \( q \) smaller than the former, and so of the same order of magnitude in the limit as \( n \) tends to infinity.

Note that, though Theorems 1, 2 and 3 are relevant only in the regime in which \( n \) tends to infinity, the error term in each does not depend on \( q \). Moreover, we briefly discuss in Section 5 the regime in which \( q \) tends to infinity.

2. The function field Sathé–Selberg formula

2.1. Outline. Let \( \omega(f) = \# \{ p \in \mathcal{I} : p | f \} \) and define the Möbius function on \( \mathcal{M} \) by

\[
\mu(f) = \begin{cases} (-1)^{\omega(f)} & \text{if } f \text{ is square-free} \\ 0 & \text{otherwise} \end{cases}
\]

so that \( \mu^2 \) is the indicator function for the square-free polynomials in \( \mathcal{M} \) and

\[
\Pi_k(n) = \sum_{f \in \mathcal{M}_n} \mu^2(f).
\]

In order to study \( \Pi_k(n) \), we will consider a two variable zeta function for \( \mathcal{M} \) which will serve to count irreducible factors, namely,

\[
A(T, z) = \sum_{f \in \mathcal{M}} \mu^2(f) z^{\omega(f)} T^{\deg f} = \prod_{p \in \mathcal{I}} (1 + z T^{\deg p}).
\]

By taking \( z \in \mathbb{C} \) and considering \( A(T, z) \) as a power series in \( T \) we will derive estimates for its coefficients, which we denote by \( A_z(n) = \sum_{f \in \mathcal{M}_n} \mu^2(f) z^{\omega(f)} \). Then we can recover \( \Pi_k(n) \) from the identity

\[
\sum_{k \geq 0} \Pi_k(n) z^k = A_z(n)
\]

using Cauchy’s formula

\[
\Pi_k(n) = \frac{1}{2\pi i} \oint \frac{A_z(n)}{z^{k+1}} \, dz.
\]
This plan will be carried out by first deriving an estimate for the coefficients of the power series of \( \zeta(T)^z \), where \( \zeta(T) = \sum_{f \in \mathcal{M}} T^{\deg f} \) is the zeta function for \( \mathcal{M} \), and then relating this to the estimate we want. Throughout, \( A > 1 \) will be an arbitrary constant and \( z \) a complex variable satisfying \(|z| \leq A\).

2.2. Proof of Theorem 1. First note that there are \( q^n \) polynomials in \( \mathcal{M}_n \) and that therefore, for \(|T| < 1/q\),

\[
\zeta(T) = \sum_{f \in \mathcal{M}} T^{\deg f} = \sum_{n \geq 0} q^n T^n = \frac{1}{1 - qT}.
\]

For \( T \) in this range, we define \( \zeta(T)^z = \exp(z \log \zeta(T)) \), where we choose the branch of the logarithm which is defined on the cut plane \( \mathbb{C} \setminus [0, \infty) \) and is real for \( T \) real.

Lemma 2.1. If we define \( D_z(n) \) for \( n \geq 0 \) via the identity \( \zeta(T)^z = \sum_{n \geq 0} D_z(n) T^n \), then we have that

\[
D_z(n) = q^n \binom{n + z - 1}{n}
\]

where \( \binom{w}{n} = \frac{1}{n!} \prod_{j=0}^{n-1} (w - j) \).

\[\text{Proof.} \quad \text{The binomial theorem gives us} \]

\[
\zeta(T)^z = (1 - qT)^{-z} = \sum_{n \geq 0} \binom{n + z - 1}{n} q^n T^n.
\]

□

Corollary 2.2. For all \( n \geq 1 \) and \(|z| \leq A\),

\[
D_z(n) = q^n \frac{n^{z-1}}{\Gamma(z)} + O_A \left( q^n n^{\Re z - 2} \right).
\]

\[\text{Proof.} \quad \text{By choosing the implied constant large enough, it is sufficient to prove this for \( n \geq 2A \). In this range, we consider two cases. The first is when \( z \) is a non-positive integer, in which case} \]

\[D_z(n) = 0 = q^n \frac{n^{z-1}}{\Gamma(z)} \cdot \text{Otherwise}\]

\[\text{we can use the Weierstrass Product Formula for} \ \Gamma(z) \ \text{in the second line below to get} \]

\[
\frac{\Gamma(n + z)}{\Gamma(n + 1)} = \frac{1}{n + z} \left( \prod_{k=1}^{n} \frac{k + z - 1}{k} \right) \Gamma(z)
\]

\[
= \frac{1}{n + z} \left( \prod_{k=1}^{n} \frac{k + z}{k} \right) e^{-z} \left( \prod_{k=1}^{\infty} \frac{k}{k + z} e^{z/k} \right)
\]

\[
= \frac{e^{-z}}{n + z} \left( \prod_{k=1}^{n} e^{z/k} \right) \left( \prod_{k=n+1}^{\infty} \frac{k}{k + z} e^{z/k} \right)
\]

\[
= \frac{e^{-z}}{n + z} \exp \left( \sum_{k=1}^{n} \frac{z}{k} \right) \exp \left( \sum_{k=n+1}^{\infty} \left( \frac{z}{k} - \log \left( 1 + \frac{z}{k} \right) \right) \right)
\]

\[
= \frac{e^{-z}}{n + z} \exp \left( z \left( \log n + \gamma + O \left( \frac{1}{n} \right) \right) \right) \exp \left( \sum_{k=n+1}^{\infty} \sum_{m=2}^{\infty} (-1)^m \frac{z^m}{mk^m} \right)
\]

\[
= \frac{n^z}{n + z} \left( 1 + O_A \left( \frac{1}{n} \right) \right) \exp \left( O_A \left( \frac{1}{n} \right) \right) = n^{z-1} \left( 1 + O_A \left( \frac{1}{n} \right) \right).
\]

From this and Lemma 2.1 we can conclude that

\[
D_z(n) = q^n \binom{n + z - 1}{n} = q^n \frac{\Gamma(n + z)}{\Gamma(n + 1) \Gamma(z)} = q^n \frac{n^{z-1}}{\Gamma(z)} \left( 1 + O_A \left( \frac{1}{n} \right) \right).
\]

□

It was fairly straightforward to derive an asymptotic formula for \( D_z(n) \). The following technical proposition will allow us to use this result to deduce asymptotic formulae for the coefficients of more general series provided their behaviour at \( 1/q \) is similar to the singularity of \( \zeta(T)^z \) at \( T = 1/q \).
Proposition 2.3. Let $C(T, z) = \sum_{n \geq 0} C_n T^n$ and $M(T, z) = \sum_{n \geq 0} M_n T^n$ be power series with coefficients depending on $z$ satisfying $C(T, z) = M(T, z) \zeta(T)$. Suppose also that, uniformly for $|z| \leq A$,
\[(*) \sum_{a \geq 0} \left| \frac{M_a}{q^a} \right| a^{2A+2} \ll_A 1.\]

Then, uniformly for $|z| \leq A$ and $n \geq 1$, we have
\[C_z(n) = q^n n^{z-1} \frac{M(1/q, z)}{1/q} + O_A(q^n n^{Rz-2}).\]

**Proof.** Using our expression for $D_z(n)$ from Corollary 2.2 and that $D_z(0) = 1$, we get
\[C_z(n) = \sum_{0 \leq a \leq n} M_z(a) D_z(n-a) = q^n \left[ \sum_{0 \leq a \leq n} \frac{M_z(a) (n-a)^{z-1}}{\Gamma(z)} + O_A \left( \sum_{0 \leq a < n} \left| \frac{M_z(a)}{q^a} \right| (n-a)^{Rz-2} \right) + \frac{M_z(n)}{q^n} \right].\]

Here we split the first sum at $n/2$ and use the fact that
\[(n-a)^{z-1} = \begin{cases} n^{z-1} (1 + O_A(a/n)), & \text{if } 0 \leq a \leq n/2 \\ O_A(n^{A-1}), & \text{if } n/2 < a < n. \end{cases}\]

Combining this with (*) we get
\[\sum_{0 \leq a < n} \frac{M_z(a) (n-a)^{z-1}}{\Gamma(z)} = \sum_{0 \leq a \leq n/2} \frac{M_z(a) n^{z-1}}{\Gamma(z)} (1 + O_A(a/n)) + O_A \left( \sum_{n/2 < a < n} \left| \frac{M_z(a)}{q^a} \right| n^{A-1} \right)\]
\[= \sum_{0 \leq a \leq n/2} \frac{M_z(a) n^{z-1}}{\Gamma(z)} + O_A \left( n^{Rz-2} \sum_{0 \leq a \leq n/2} \frac{M_z(a)}{q^a} + n^{Rz-2} \sum_{n/2 < a < n} \frac{M_z(a)}{q^a} \right)\]
\[= \frac{n^{z-1}}{\Gamma(z)} M(1/q, z) + O_A \left( n^{Rz-1} \sum_{a > n/2} \frac{M_z(a)}{q^a} + n^{Rz-2} \right)\]
\[= \frac{n^{z-1}}{\Gamma(z)} M(1/q, z) + O_A \left( n^{Rz-2} \sum_{a > n/2} \frac{M_z(a)}{q^a} + n^{Rz-2} \right)\]
\[= \frac{n^{z-1}}{\Gamma(z)} M(1/q, z) + O_A \left( n^{Rz-2} \right).\]

Where, in the final term of the second line, we use that $n^{Rz-2} q^{2A+1} \gg n^{-A-2} n^{2A+1} = n^{A-1}$ for $n/2 < a < n$. Similarly, for the second sum we get
\[\sum_{0 \leq a < n} \left| \frac{M_z(a)}{q^a} \right| (n-a)^{Rz-2} = \sum_{0 \leq a \leq n/2} \left| \frac{M_z(a)}{q^a} \right| n^{Rz-2} (1 + O_A(a/n)) + O_A \left( \sum_{n/2 < a < n} \left| \frac{M_z(a)}{q^a} \right| n^{A-2} \right)\]
\[\ll_A n^{Rz-2} \sum_{0 \leq a \leq n/2} \left| \frac{M_z(a)}{q^a} \right| + n^{Rz-3} \sum_{0 \leq a \leq n/2} \left| \frac{M_z(a)}{q^a} \right| + n^{Rz-3} \sum_{n/2 < a < n} \left| \frac{M_z(a)}{q^a} \right| \ll_A n^{Rz-2}.\]

Finally, by (*) we have that the last term is
\[\frac{M_z(n)}{q^n} \ll n^{Rz-2} \left| \frac{M_z(n)}{q^n} n^{A+2} \right| \ll n^{Rz-2} \sum_{a \geq 0} \left| \frac{M_z(a)}{q^a} \right| a^{A+2} \ll_A n^{Rz-2}.\]

Putting everything together proves the proposition. \(\square\)

**Remark 2.4.** This follows the same ideas as Theorem 7.18 of [MV].
We will apply the previous proposition with the series \( F(T, z) = \sum_{n \geq 0} B_z(n) T^n \) defined by
\[
F(T, z) := A(T, z) \zeta(T)^{-z} = \prod_{p \in \mathcal{I}} (1 + z T^{\deg p})(1 - T^{\deg p})^{-z}.
\]

First we check that the conditions of Proposition 2.3 are satisfied.

**Proposition 2.5.** For \( |z| \leq A, n \geq 2 \) and \( \sigma > \frac{1}{2} \)
\[
\sum_{0 \leq a \leq n} \frac{|B_z(a)|}{q^a} \leq \begin{cases} 
2 & \text{if } \sigma = \frac{1}{2} \smallbreak 
\frac{1}{\sqrt{2}}^\sigma (3/2)^{2A+2} & \text{if } \sigma > \frac{1}{2}
\end{cases}
\]
where \( c_{A, \sigma} \) is a constant depending on \( A \) and \( \sigma \), and \( c_A \) is a constant depending on \( A \).

Consequently, since \( a^{2A+2} \leq q^{a^3/2} \) for \( a \) sufficiently large, we have for \( |z| \leq A \) that
\[
\sum_{a \geq 0} \frac{|B_z(a)|}{q^a} a^{2A+2} \ll_A \sum_{a \geq 0} \frac{|B_z(a)|}{q^{2a^3/3}} \ll_A 1.
\]

**Proof.** If we let \( b_z(f) \) be the multiplicative function defined on powers of monic irreducible polynomials \( p \) by the power series identity
\[
1 + \sum_{k \geq 1} b_z(p^k) S^k = (1 + zS)(1 - S)^2
\]
then \( F(T, z) = \sum_{f \in \mathcal{M}} b_z(f) T^{\deg f} \) and so \( B_z(n) = \sum_{f \in \mathcal{M}_n} b_z(f) \). From this definition, we see that \( b_z(p) = 0 \) on irreducible \( p \) and, by Cauchy’s inequality after integrating over the complex circle \( |S| = \frac{1}{\sqrt{2}} \)

\[
|b_z(p^k)| \leq (3/2)^{k/2} M_A, \quad k \geq 2
\]
where \( M_A = \sup_{|z| \leq A, |S| = \frac{1}{\sqrt{2}}} |(1 + zS)(1 - S)^2| \) is some constant depending on \( A \).

Therefore, letting \( \mathcal{M}_\leq n = \{ f \in \mathcal{M} : \deg f \leq n \} \) and \( \mathcal{I}_\leq n = \{ p \in \mathcal{I} : \deg p \leq n \} \), we have
\[
\sum_{0 \leq a \leq n} \frac{|B_z(a)|}{q^a} \leq \sum_{f \in \mathcal{M}_\leq n} \frac{|b_z(f)|}{q^{\deg f}} \leq \prod_{p \in \mathcal{I}_\leq n} \left( 1 + \sum_{k \geq 1} \frac{|b_z(p^k)|}{q^{\deg p}} \right) \leq \prod_{p \in \mathcal{I}_\leq n} \left( 1 + M_A \sum_{k \geq 2} \left( \frac{\sqrt{3}/2}{q^{\deg p}} \right)^k \right) \leq \prod_{p \in \mathcal{I}_\leq n} \left( 1 + \frac{3M_A/2}{q^{\deg p}(q^{\deg p} - \sqrt{3}/2)} \right).
\]

Taking the logarithm and using the prime polynomial theorem we get
\[
\sum_{p \in \mathcal{I}_\leq n} \log \left( 1 + \frac{3M_A/2}{q^{\deg p}(q^{\deg p} - \sqrt{3}/2)} \right) \leq 6M_A \sum_{1 \leq d \leq n} \frac{q^{d(1-2\sigma)}}{d} \leq \begin{cases} 
6M_A & \text{if } \sigma > \frac{1}{2} \smallbreak 
12M_A \log n & \text{if } \sigma = \frac{1}{2}
\end{cases}
\]
Exponentiating then gives the stated result. \(\square\)

**Remark 2.6.** Proposition 2.5 also proves that \( F(1/q, z) \) is absolutely uniformly convergent for \( |z| \leq A \) and so holomorphic in \( z \) for \( |z| \leq A \).

**Remark 2.7.** This follows the same ideas as the beginning of Chapter II.6 of [T].

**Corollary 2.8.** Uniformly for \( |z| \leq A \) and \( n \geq 1 \), we have
\[
A_z(n) = q^n \frac{n^{z-1}}{\Gamma(z)} F(1/q, z) + O_A(q^n n^{\Re z - 2}).
\]

**Proof.** By Proposition 2.5 this follows from Proposition 2.3 with \( C(T, z) = A(T, z) \) and \( M(T, z) = F(T, z) \). \(\square\)

We now turn to the proof of a generalisation of the main result in this section.
Proposition 2.9. Let $A > 1$, $M(z)$ be a holomorphic function for $|z| \leq A$, and $C_z(n)$ be an arithmetic function such that uniformly for $|z| \leq A$ and $n \geq 1$

$$C_z(n) = q^n \frac{n^{z-1}}{\Gamma(z)} M(z) + O_A(q^n n^{\Re z - 3/2}).$$

Moreover, for $k \geq 1$ an integer, let $\alpha_k(n)$ be the arithmetic function defined by

$$\alpha_k(n) = \frac{1}{2\pi i} \oint \frac{C_z(n)}{z} dz.$$

Then for $N(z) = \frac{M(z)}{\Gamma(z)}$, we have that uniformly for all $n \geq 2$ and $1 \leq k \leq A \log n$

$$\alpha_k(n) = \frac{q^n (\log n)^{k-1}}{n (k-1)!} \left( N \left( \frac{k-1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right).$$

Proof. When $k = 1$ we integrate around the circle $|z| = 1/4$ to get

$$\alpha_1(n) = \frac{1}{2\pi i} \oint \frac{C_z(n)}{z} dz = \frac{q^n}{n} \left( \frac{1}{2\pi i} \oint \frac{N(z)n^z}{z} dz + O_A(n^{-1/4}) \right) = \frac{q^n}{n} \left( N(0) + O_A(n^{-1/4}) \right).$$

Now assume $k > 1$. We integrate the around the circle $|z| = r = \frac{k-1}{\log n} < A$ so that the contribution from the error term in $C_z(n)$ is

$$O_A \left( q^n \int_{|z|=r} \frac{n^{\Re z - 3/2}}{z^k + 1} dz \right) \ll_A q^n n^{r-3/2} r^{-k} = q^n \frac{n^{3/2}}{r} \frac{(\log n)^{k-1}}{(k-1)^k} \ll_A q^n \frac{(\log n)^k}{n^{3/2} (k-1)!}$$

which is smaller than the error which we are aiming for in the theorem.

The contribution from the main term in $C_z(n)$ is

$$\frac{q^n}{n} \int_{|z|=r} \frac{N(z)n^z}{z^k} dz.$$ 

Integration by parts gives

$$\int_{|z|=r} \frac{n^z}{z^k - 1} dz = \frac{k-1}{\log n} \int_{|z|=r} \frac{n^z}{z^k} dz = r \int_{|z|=r} \frac{n^z}{z^k} dz \equiv \frac{1}{2\pi i} \int_{|z|=r} (z - r) \frac{n^z}{z^k} dz = 0.$$

Using this fact to determine that the last term in the following line vanishes, we have

$$\frac{1}{2\pi i} \int_{|z|=r} \frac{N(z)n^z}{z^k} dz = \frac{N(r)}{2\pi i} \int_{|z|=r} \frac{n^z}{z^k} dz + \frac{1}{2\pi i} \int_{|z|=r} (N(z) - N(r) - N'(r)(z - r)) \frac{n^z}{z^k} dz$$

$$= \frac{N(r)}{2\pi i} \int_{|z|=r} \frac{n^z}{z^k} dz + O \left( \int_{|z|=r} N''(r)(z - r)^2 \frac{n^z}{z^k} dz \right)$$

$$= \frac{N(r)(\log n)^{k-1}}{(k-1)!} + O_A \left( \int_{|z|=r} |z - r|^2 \frac{n^z}{z^k} |dz| \right)$$

where $N(z)$ is a composition of holomorphic functions and so holomorphic for $|z| \leq A$, so in the final line we can use that $N''(z)$ is uniformly bounded for $|z| \leq A$ by a constant depending on $A$.

We can estimate this last integral as follows

$$\int_{|z|=r} |z - r|^2 \frac{n^z}{z^k} |dz| = \int_0^{2\pi} r^{3-k} |e^{i\theta} - 1|^2 e^{-r \cos \theta} \log n \, d\theta$$

$$= r^{3-k} \int_{-\pi}^{\pi} 4 \sin^2(\theta/2) e^{(k-1) \cos \theta} d\theta$$

$$\leq r^{3-k} \int_{-\pi}^{\pi} \theta^2 e^{(k-1)(1-\theta^2/5)} d\theta$$

$$\leq r^{3-k} k^{k-1} \int_{-\infty}^{\infty} \theta^2 e^{-(k-1)(\theta^2/5)} d\theta$$

$$\ll r^{3-k} k^{k-1} (k-1)^{-3/2}.$$ 

The error is therefore

$$\ll_A q^n \frac{e^{k-1}}{n (k-1)(k-3/2)} (\log n)^{k-3} \ll_A q^n \frac{k (\log n)^{k-3}}{n (k-1)!}.$$
by Stirling’s approximation again and the result follows. □

**Remark 2.10.** This follows the same ideas as Theorem 7.19 of [MV].

Now, taking $M(z) = F(1/q, z)$, $N(z) = G(z)$, $C_z(n) = A_z(n)$ and $\alpha_k(n) = \Pi_k(n)$ in Proposition 2.9 and using Remark 2.6 and Corollary 2.8 to verify its hypotheses, we prove Theorem [MV]

**Remark 2.11.** We can also estimate $\rho_k(n) := \{f \in M_n : \omega(f) = k\}$ by first proving an analogue of Proposition 2.9 for the power series

$$\hat{F}(T, z) := \zeta(T)^{-z} \sum_{f \in M} \omega(f) T^{\deg f} = \prod_{p \in \mathcal{P}} \left(1 + \frac{\zeta(T^{\deg p})}{1 - T^{\deg p}}\right) (1 - T^{\deg p})^z$$

then applying Proposition 2.9 with $M(T, z) = \hat{F}(T, z)$ and $C(T, z) = \hat{A}(T, z)$ where

$$\hat{A}(T, z) = \sum_{n \geq 0} \hat{A}_z(n) T^n := \sum_{f \in M} \omega(f) T^{\deg f} = \hat{F}(T, z) \zeta(T)^z$$

and finally applying Proposition 2.9 with $M(z) = \hat{F}(1/q, z)$, $N(z) = \hat{G}(z) = \frac{\hat{F}(1/q, z)}{1 + z}$, $C_z(n) = \hat{A}_z(n)$ and $\alpha_k(n) = \rho_k(n)$, in order to obtain an analogue of Theorem [MV], namely

$$\rho_k(n) = \frac{q^n (\log n)^{k-1}}{n (k-1)!} \left( \hat{G} \left( \frac{k-1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)$$

uniformly for all $n \geq 2$ and $1 \leq k \leq A \log n$.

Using this, and following Theorem 7.20 and Theorem 7.21 of [MV], we can prove the analogue of the Erdős-Kac theorem for $\mathbb{F}_q[T]$, which tells us the mean, variance and limiting distribution of the function $\omega$.

## 3. The Sathé–Selberg formula in arithmetic progressions

We now follow the same strategy, but with Dirichlet L-functions, in order to count polynomials, with a prescribed number of irreducible factors, in arithmetic progressions. In the next section, we will see how this can then be used to count such polynomials from a “short interval”.

Let $d \in \mathcal{M}$ be some polynomial of degree $m \geq 1$. Consider the characters $\chi : (\mathbb{F}_q[X]/(d(X)))^\times \rightarrow \mathbb{C}^\times$, with $\chi_0$ being the principal character, and let

$$L(T, \chi) = \sum_{f \in \mathcal{M}} \chi(f) T^{\deg f} = \prod_{p \in \mathcal{P}} (1 - \chi(p) T^{\deg p})^{-1}$$

be the associated L-function. As for $\zeta(T)^z$, we define $L(T, \chi)^z = \exp(z \log L(T, \chi))$ for $|T| < 1/q$ where we choose the branch of the logarithm which is real for $T$ real. Our first task is to relate the coefficients of $\zeta(T)^z$ and $L(T, \chi)^z$.

Consider the following identities which follow from the binomial theorem,

$$\zeta(T)^z = \prod_{p \in \mathcal{P}} (1 - T^{\deg p})^{-z} = \prod_{p \in \mathcal{P}} \left(1 + \sum_{k \geq 1} \binom{z + k - 1}{k} T^{k \deg p}\right)$$

$$L(T, \chi)^z = \prod_{p \in \mathcal{P}} (1 - \chi(p) T^{\deg p})^{-z} = \prod_{p \in \mathcal{P}} \left(1 + \sum_{k \geq 1} \binom{z + k - 1}{k} \chi(p^k) T^{k \deg p}\right).$$

We see that if $d_z(f)$ is the multiplicative function defined on irreducible powers $p^k$ as $d_z(p^k) = \binom{z + k - 1}{k}$ then $\zeta(T)^z = \sum_{f \in \mathcal{M}} d_z(f) T^{\deg f}$ and $L(T, \chi)^z = \sum_{f \in \mathcal{M}} d_z(f) \chi(f) T^{\deg f}$. Hence, $D_z(n, \chi) := \sum_{f \in \mathcal{M}_n} d_z(f) \chi(f)$ is the coefficient of $T^n$ in $L(T, \chi)^z$. 


3.1. Generalised divisor sums twisted by non-principal characters.

**Proposition 3.1.** For \( \chi \neq \chi_0, |z| \leq A \) and \( n \geq 1 \)
\[
|D_z(n, \chi)| \leq q^{n/2} \left( n + Am - (A + 1) \right) \leq q^{n/2} \left( n + Am \right).
\]

**Proof.** From Proposition 4.3 of [R], we know that for \( \chi \neq \chi_0 \) we have
\[
L(T, \chi) = \sum_{j=1}^{m-1} \left( \sum_{f \in \mathcal{M}_j} \chi(f) \right) T^j = \prod_{j=1}^{m-1} (1 - \alpha_j T)
\]
where \( |\alpha_j| \leq \sqrt{q} \) as a consequence of Weil’s Theorem (the ‘Riemann Hypothesis’ for curves over \( \mathbb{F}_q \)).

Now, from the binomial theorem we get
\[
L(T, \chi)^z = \prod_{j=1}^{m-1} (1 - \alpha_j T)^z = \sum_{n \geq 0} \left( \sum_{r_1 + \ldots + r_{m-1} = n} \left( \frac{z}{r_1} \right) \ldots \left( \frac{z}{r_{m-1}} \right) \alpha_1^{r_1} \ldots \alpha_{m-1}^{r_{m-1}} \right) (-1)^n T^n.
\]
Using that \( |\alpha_j| \leq \sqrt{q} \) and \( |z| \leq A \) we get that
\[
|D_z(n, \chi)| = \left| \sum_{r_1 + \ldots + r_{m-1} = n} \left( \frac{z}{r_1} \right) \ldots \left( \frac{z}{r_{m-1}} \right) \alpha_1^{r_1} \ldots \alpha_{m-1}^{r_{m-1}} \right|
\leq \sum_{r_1 + \ldots + r_{m-1} = n} \left( \frac{z}{r_1} \right) \ldots \left( \frac{z}{r_{m-1}} \right) \sqrt{q^{r_1 + \ldots + r_{m-1}}}
\leq q^{n/2} \sum_{r_1 + \ldots + r_{m-1} = n} \frac{(A + r_1 - 1) \ldots (A + r_{m-1} - 1)}{r_1 \ldots r_{m-1}}.
\]
Now, we recognise the sum as the coefficient of \( T^n \) in the expansion of
\[
((1 - T)^{-A})^{m-1} = (1 - T)^{-A(m-1)}
\]
which is also \( \binom{n + A(m-1) - 1}{n} = \binom{n + Am - (A + 1)}{n} \). Indeed, this shows that the power series expansion of \( L(T, \chi)^z \) is majorised by that of \( (1 - \sqrt{q} T)^{-A(m-1)} \). Since \( m, n \geq 1 \) we get that
\[
|D_z(n, \chi)| \leq q^{n/2} \left( n + Am - (A + 1) \right) \leq q^{n/2} \left( n + Am \right).
\]
\( \square \)

3.2. Formulae for \( \Pi_k(n, \chi) \). We are now interested in \( \Pi_k \) twisted by a character, which we define as
\[
\Pi_k(n, \chi) := \sum_{f \in \mathcal{M}_n, \omega(f) = k} \mu^2(f) \chi(f)
\]
which, by analogy to Section 2, we relate to the generating function
\[
A(T, z, \chi) := \sum_{f \in \mathcal{M}} \mu^2(f) z^{\omega(f)} \chi(f) T^{\deg f} = \prod_{p \in \mathcal{I}} (1 + z \chi(p) T^{\deg f})
\]
whose power series coefficients are
\[
A_z(n, \chi) := \sum_{f \in \mathcal{M}_n} \mu^2(f) \chi(f) z^{\omega(f)}
\]
so that, similarly to before
\[
\sum_{k \geq 0} \Pi_k(n, \chi) z^k = A_z(n, \chi)
\]
and by Cauchy’s Theorem
\[
\Pi_k(n, \chi) = \frac{1}{2\pi i} \oint \frac{A_z(n, \chi)}{z^{k+1}} \, dz.
\]
Moreover, recall that we had
\[ F(T, z) = \sum_{f \in \mathcal{M}} b_z(f) T^{\deg f} = \prod_{p \in \mathcal{I}} (1 + z T^{\deg p})(1 - T^{\deg p})^z = A(T, z) \zeta(T)^{-z} \]
so we naturally define \( F(T, z, \chi) \) by
\[ F(T, z, \chi) := \sum_{f \in \mathcal{M}} b_z(f) \chi(f) T^{\deg f} = \prod_{p \in \mathcal{I}} (1 + \chi(p) z T^{\deg p})(1 - \chi(p) T^{\deg p})^z = A(T, z, \chi) L(T, \chi)^{-z} \]
and let \( B_z(n, \chi) := \sum_{f \in \mathcal{M}_n} b_z(f) \chi(f) \) so that \( A_z(m, \chi) = \sum_{a+b=m} B_z(a, \chi) D_z(b, \chi) \).

### 3.2.1. Non-principal characters

In this subsection, \( \chi \) will be a non-principal character.

**Lemma 3.2.** For \( |z| \leq A \) and \( n \geq 2 \)
\[ \sum_{0 \leq a \leq n} \frac{|B_z(a, \chi)|}{q^{a/2}} \leq n^{c_A} \]
where \( c_A \) is a constant depending on \( A \).

**Proof.**
\[ \sum_{0 \leq a \leq n} \frac{|B_z(a, \chi)|}{q^{a/2}} \leq \sum_{f \in \mathcal{M}_n} \frac{|b_z(f)|}{q^{\deg f/2}} \leq n^{c_A} \]
by the proof of Proposition 2.5. \( \square \)

We can use this to get an estimate for \( A_z(n, \chi) \) as follows:

**Proposition 3.3.** For \( A > 1 \) and \( n \geq 2 \)
\[ A_z(n, \chi) \leq q^{n/2} \left( \frac{n + Am}{n} \right)^{n^{c_A}}. \]

**Proof.** Using Proposition 3.1 and Lemma 3.2 we get
\[ A_z(n, \chi) = \sum_{0 \leq a \leq n} B_z(a, \chi) D_z(n - a, \chi) \]
\[ \leq q^{n/2} \sum_{0 \leq a \leq n} \frac{|B_z(a, \chi)|}{q^{a/2}} \left( \frac{n - a + Am}{n - a} \right) \]
\[ \leq q^{n/2} \left( \frac{n + Am}{n} \right) \sum_{0 \leq a \leq n} \frac{|B_z(a, \chi)|}{q^{a/2}} \leq q^{n/2} \left( \frac{n + Am}{n} \right)^{n^{c_A}}. \]

\( \square \)

We can now use Cauchy’s Theorem to bound \( \Pi_k(m; \chi) \).

**Proposition 3.4.** For \( A > 1 \) and \( n \geq 2 \)
\[ \Pi_k(n; \chi) \leq q^{n/2} \left( \frac{n + Am}{n} \right)^{n^{c_A}}. \]

**Proof.** Recall the identity
\[ \Pi_k(n; \chi) = \frac{1}{2\pi i} \oint \frac{A_z(n, \chi)}{z^{k+1}} \, dz \]
where we take the contour to be the circle of radius \( r = 1 \) centred at 0. Then Proposition 3.3 gives us that this is
\[ \leq q^{n/2} \left( \frac{n + Am}{n} \right)^{n^{c_A}} \frac{1}{2\pi} \oint \left| \frac{dz}{z^{k+1}} \right| \leq q^{n/2} \left( \frac{n + Am}{n} \right)^{n^{c_A}}. \]

\( \square \)
Taking the logarithm of the right hand side, and using the fact that

\[\log(1 + x) = x - \frac{x^2}{2} + \frac{x^3}{3} - \cdots\]

Now, for some \(N\) order those of the same degree arbitrarily. Then we must have that \(\deg P < m\).

**Lemma 3.6.** For \(|z| \leq A\) and \(\sigma \geq \frac{2}{3}\)

\[
\sum_{a \geq 0} \frac{|B_d^d(a)|}{q^a} \ll_A A \prod_{p \mid d} (1 - q^{-\sigma \cdot \deg P})^{-A}.
\]

**Proof.** By making a change of variable \(S = T^{\deg P}\), we see that the multiplicative coefficients \(b_d^d(f)\) are defined on prime powers \(f = p^k\) by the formal power series identity

\[
1 + \sum_{k \geq 1} b_d^d(p^k)S^k = \begin{cases} (1 - S)^z & \text{if } p \mid d \\ (1 + zS)(1 - S)^z & \text{if } p \nmid d. \end{cases}
\]

So if \(p \mid d\), we have that \(|b_d^d(p^k)| = |z| \leq (A^k - 1)\), and if \(p \nmid d\) we have that \(b_d^d(p^k) = b_z(p)\). Therefore, we get

\[
\sum_{a \geq 0} \frac{|B_d^d(a)|}{q^a} \leq \sum_{f \in M} \frac{|b_d^d(f)|}{q^{\sigma \cdot \deg f}} \leq \prod_{p \mid d} \left(1 + \sum_{k \geq 1} \frac{|b_d^d(p^k)|}{q^{k \cdot \sigma \cdot \deg P}}\right) \prod_{p \mid d} \left(1 + \sum_{k \geq 1} \frac{|b_d^d(p^k)|}{q^{k \cdot \sigma \cdot \deg P}}\right) = \prod_{p \mid d} \left(1 + \sum_{k \geq 0} \frac{|b_z(p^k)|}{q^{k \cdot \sigma \cdot \deg P}}\right) = \prod_{p \mid d} (1 - q^{-\sigma \cdot \deg P})^{-A} \sum_{f \in M} \frac{|b_z(f)|}{q^{\sigma \cdot \deg f}}.
\]

Now, by the proof of Proposition \[\sum_{f \in M} \frac{|b_z(f)|}{q^{\sigma \cdot \deg f}} \ll_A 1 \text{ for } \sigma \geq \frac{2}{3},\] which gives the result. \(\Box\)

**Lemma 3.7.** For \(d \in \mathbb{F}_q[X]\) of degree \(m \geq 1\) and \(1 \geq \sigma > \frac{1}{2}\), we have

\[
\prod_{p \mid d} (1 - q^{-\sigma \cdot \deg P})^{-1} \leq (2 + 2 \log m)^{8(qm)^{1-\sigma}}.
\]

**Proof.** Arrange the primes \(p_1, \ldots, p_r\) dividing \(d\) and the primes \(P_1, \ldots\) in \(M\), in order of degree (where you can order those of the same degree arbitrarily). Then we must have that \(\deg P_1 \leq \deg p_1\).

Now, for some \(N \in \mathbb{N}\), we have that \(\sum_{P : \deg P < N} \deg P < m \leq \sum_{P : \deg P \leq N} \deg P\). This means that \(d\) has at most \(#\{P : \deg P \leq N\}\) prime factors, and so, by the observation in the paragraph above

\[
\prod_{p \mid d} (1 - q^{-\sigma \cdot \deg P})^{-1} \leq \prod_{P : \deg P \leq N} (1 - q^{-\sigma \cdot \deg P})^{-1}.
\]

Taking the logarithm of the right hand side, and using the fact that \(-\log(1 - \frac{x}{2}) \leq \frac{1}{x-1}\) for \(x > 1\), combined with the prime polynomial theorem, we get

\[
\sum_{P : \deg P \leq N} -\log(1 - q^{-\sigma \cdot \deg P}) \leq \sum_{r \leq N} \frac{\Pi(r)}{q^{\sigma r} - 1} \leq 4 \sum_{r \leq N} \frac{\Pi(r)}{q^{\sigma r}} \leq 4 \sum_{r \leq N} \frac{q^{(1-\sigma)r}}{r} \leq 8q^{(1-\sigma)N}(\log(1 + N))
\]

where \(\Pi(n) = \Pi_1(n) = \#\{f \in M_n : f \text{ is prime}\}\). Our choice of \(N\) tells us that \(q^N \leq qm\) (so \(N \leq (1 + 2 \log m)\)), since we have from the prime polynomial theorem that

\[
m > \sum_{P : \deg P \leq N-1} \deg P = \sum_{r \leq N-1} \Pi(r)r \geq \sum_{r \leq N-1} \Pi(r)r = q^{N-1}.
\]

Putting everything together we get that

\[
\prod_{p \mid d} (1 - q^{-\sigma \cdot \deg P})^{-1} \leq \exp(8q^{(1-\sigma)N}(\log(1 + N))) \leq (2 + 2 \log m)^{8(qm)^{1-\sigma}}.
\]

\(\Box\)
Proposition 3.8. For $|z| \leq A$ we have that
\[
\sum_{a \geq 0} \frac{|B^{d}(a)|}{q^a} a^{2A + 2} \ll_A (1 + \log m)^{K_A}
\]
where $K_A$ is a constant depending on $A$.

**Proof.** When $\log m < 10A + 10$ it suffices to show that \( \sum_{a \geq 0} \frac{|B^{d}(a)|}{q^a} a^{2A + 2} \ll_A 1 \). This is indeed true in this case, since $m \ll_A 1$, and so by Lemma 3.6 we have that $\sigma \geq \frac{2}{3}$
\[
\sum_{a \geq 0} \frac{|B^{d}(a)|}{q^a} a^{2A + 2} \ll_A 1.
\]

When $\log m \geq 10A + 10$, let $\tau = \frac{2A + 2}{\log m \log q} \leq \frac{1}{5 \log 2} \leq \frac{1}{3}$ so that $1 - \tau \geq \frac{2}{3}$ and moreover
\[
a \geq (\log m)^2 \implies (2A + 2) \frac{\log a}{a} \leq (2A + 2) \frac{2 \log m}{(\log m)^2} \leq 2A + 2 \frac{\log q}{\log m} \implies a^{2A + 2} \ll \tau^a.
\]
So overall we have that $a^{2A + 2} \ll (\log m)^{4A + 4} q^a$. Using this fact and Lemmas 3.6 and 3.7 we get that
\[
\sum_{a \geq 0} \frac{|B^{d}(a)|}{q^a} a^{2A + 2} \ll (\log m)^{4A + 4} \sum_{a \geq 0} \frac{|B^{d}(a)|}{q^{(1 - \tau)a}}
\]
\[
\ll_A (\log m)^{4A + 4} \prod_{p|d} (1 - q^{-(1 - \tau) \deg p})^{-A}
\]
\[
\ll_A (\log m)^{4A + 4} (2(1 + \log m))^{8(qm)}
\]
\[
\ll_A (1 + \log m)^{K_A}.
\]

Proposition 3.9. Uniformly for $|z| \leq A$ and $n \geq 1$, we have
\[
A_z(n, \chi_0) = q^n \frac{n^{z-1}}{\Gamma(z)} F_d(1/q, z) + O_A(q^n n^{\frac{\log z}{2}} (1 + \log m)^{K_A})
\]
\[
= \left( \prod_{p \in \mathcal{I}} \left( 1 + \frac{z}{\deg p} \right)^{-1} \right) F(1/q, z) q^n \frac{n^{z-1}}{\Gamma(z)} + O_A(q^n n^{\frac{\log z}{2}} (1 + \log m)^{K_A}).
\]

**Proof.** The first equality follows from the proof of Proposition 2.3 (carrying throughout an additional factor of $(1 + \log m)^{K_A}$ in the error term) and Proposition 3.8 after noting that
\[
A(T, z, \chi) = \prod_{p \in \mathcal{I}} (1 + z \chi(p) T^{\deg p}) = \zeta(T)^z \prod_{p \in \mathcal{I}} (1 + z T^{\deg p}) (1 - T^{\deg p})^z \prod_{p \in \mathcal{I}} (1 - T^{\deg p})^z = \zeta(T)^z F_d(T, z).
\]
The second equality follows from the observation that
\[
F_d(T, z) = \prod_{p \in \mathcal{I}} (1 + z T^{\deg p}) (1 - T^{\deg p})^z \prod_{p \in \mathcal{I}} (1 + z T^{\deg p})^{-1} = F(T, z) \prod_{p \in \mathcal{I}} (1 + z T^{\deg p})^{-1}.
\]

We now turn to the proof of the main result of this subsection,

Proposition 3.10. Let $A > 1$, $\sqrt{n} \geq (1 + \log m)^{K_A}$ and $G_d(z) = \left( \prod_{p \vert d} \left( 1 + \frac{z}{q_{p, \deg p}} \right)^{-1} \right) F_{1/q, z} \zeta(1+z)$. Then
\[
\Pi_k(n, \chi_0) = \frac{q^n (\log n)^{k-1}}{n (k-1)!} \left( G_d \left( \frac{k - 1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]
uniformaly for all $n \geq 2$ and $1 \leq k \leq A \log n$. 

□
Proof. For \(|z| \leq A\), by Proposition \[\text{3.9}\] and our condition on \(n\),
\[
A_z(n, \chi_0) = \left( \prod_{p | d} \left( 1 + \frac{2}{q^{\deg(p)}} \right)^{-1} \right) F(1/q, z) q^n n^{z-1} + O_A(q^n n^{Rz-3/2}).
\]
Now, we use Proposition \[\text{2.9}\] with \(M(z) = \left( \prod_{p | d} \left( 1 + \frac{2}{q^{\deg(p)}} \right)^{-1} \right) F(1/q, z)\) (which is holomorphic for \(|z| \leq A\) by Remark \[\text{2.6}\]), \(N(z) = G_d(z)\), \(C_z(n) = A_z(n, \chi_0)\) and \(\alpha_k(n) = \Pi_k(n, \chi_0)\) to deduce the result.

□

3.3. Proof of Theorem 2. We are now ready to present the proof of Theorem 2.

Proof of Theorem 2 We use the orthogonality of characters,
\[
\sum_{f \in \mathcal{M}_n \mod d} 1 = \frac{1}{\Phi(d)} \sum_{f \in \mathcal{M}_n} \sum_{\chi} \bar{\chi}(g) \chi(f)
\]
where the sum is over characters \(\chi : (\mathbb{F}_q[X]/(d(X)))^\times \to \mathbb{C}^\times\) and \(\Phi(d) = \left| (\mathbb{F}_q[X]/(d(X)))^\times \right|\), to get that
\[
\Pi_k(n; g, c) = \sum_{f \in \mathcal{M}_n \mod d} \mu^2(f) = \frac{1}{\Phi(d)} \Pi_k(n, \chi_0) + O \left( \frac{1}{\Phi(d)} \sum_{\chi : \chi \neq \chi_0} q^{n/2} \left( n + Am \right) n^{c_A} \right)
\]
\[
= \frac{1}{\Phi(d)} \Pi_k(n, \chi_0) + O \left( q^{n} \prod_{p | d} \left( 1 - \frac{1}{q^{\deg(p)}} \right) \right) \sum_{\chi : \chi \neq \chi_0} q^{n} n^{c_A}
\]
\[
= \frac{1}{\Phi(d)} \Pi_k(n, \chi_0) + \sum_{\chi : \chi \neq \chi_0} q^{n} \left( \log n \right)^{k-1} \left( G_d \left( k-1 \right) \log n \right) + O \left( q^{n} \left( n + Am \right) n^{c_A} \right)
\]
\[
= \frac{1}{\Phi(d)} \Pi_k(n, \chi_0) + \sum_{\chi : \chi \neq \chi_0} q^{n} \left( \log n \right)^{k-1} \left( G_d \left( k-1 \right) \log n \right) + O \left( q^{n} \left( n + Am \right) n^{c_A} \right)
\]
where we use Proposition \[\text{3.1}\] in the third line and Proposition \[\text{3.10}\] (which is applicable since the condition \(1/2 - 1/\log(q)\) \(n \geq m\) implies the condition \(\sqrt{n} \gg A (1 + \log m)^{k} A\)) in the fourth line.

First note that, using Stirling’s inequalities \(\sqrt{2\pi n} \leq n! \leq en\sqrt{n} e^{-n}\) we get that for \(a, b \geq 1\)
\[
\left( \frac{a+b}{a} \right) = \left( \frac{a+b}{a} \right)! \leq e (a+b)^{a+b+1/2} e^{- (a+b)} \leq \frac{e}{2\pi} \left( \frac{a+b}{a} \right)^{1/2} \left( \frac{a+b}{a} \right)^{1/2} \left( \frac{a+b}{a} \right)^{a} \left( \frac{a+b}{a} \right)^{b} \leq \left( 1 + \frac{b}{a} \right) a \left( 1 + \frac{b}{a} \right) b.
\]

Using this and the condition \(1/2 - 1/\log(q)\) \(n \geq m\) we get
\[
q^{n/2} \left( n + Am \right) n^{c_A+2} \leq q^{n/2} \left( n + Am \right) n^{c_A+2} \leq q^{n/2} \left( 1 + \frac{A}{2} \right)^{n} \leq \left( 1 + \frac{A}{2} \right)^{n} \leq q^{n/2} \left( 1 + \frac{A}{2} \right)^{n} e^n \leq q^{n-m}.
\]
From this, we then get that
\[
\Pi_k(n; g, c) = \left( \prod_{p | d} \left( 1 - \frac{1}{q^{\deg(p)}} \right)^{-1} \right) \frac{q^{n-m} \left( \log n \right)^{k-1}}{n \left( k-1 \right)!} \left( G_d \left( k-1 \right) \log n \right) + O \left( \frac{k}{\log n} \right)^{2} \right)
\]
\[
= \frac{1}{\Phi(d)} \Pi_k(n, \chi_0) + \sum_{\chi : \chi \neq \chi_0} q^{n} \left( \log n \right)^{k-1} \left( G_d \left( k-1 \right) \log n \right) + O \left( \frac{k}{\log n} \right)^{2} \right).
\]

□
Remark 3.11. It is convenient for our proof of Theorem 3 to restate the result of Theorem 2 as it appears in the end of the proof, that is (under the same conditions as Theorem 2)

\[ \Pi_k(n; g, c) = \left( \prod_{p|d} \left( 1 - \frac{1}{q^\deg p} \right)^{-1} \right) \frac{q^{n-m} (\log n)^{k-1}}{n} \left( (k-1) + O_A \left( \frac{k}{(\log n)^2} \right) \right). \]

4. The Sathé-Selberg formula in short intervals

4.1. The Involution Trick. As in [KR], we define the involution of a polynomial \( f \in \mathbb{F}_q[X] \) to be the polynomial

\[ f^*(X) := X^{\deg f} f(1/X). \]

The idea that such an involution links arithmetic progressions and short intervals has been known for a long time (see for example [H]). The following lemma, for example, appears as Lemma 4.2 in [KR].

Lemma 4.1. For \( f \in \mathbb{F}_q[X] \) not divisible by \( X \), \( \omega(f^*) = \omega(f) \) and \( \mu(f^*) = \mu(f) \).

Proof. First of all, we note that for \( f, g \in \mathbb{F}_q[X] \)

\[ (fg)^*(X) = X^{\deg f} g(1/X) = X^{\deg f} f(1/X) X^{\deg g} g(1/X) = f^*(X) g^*(X). \]

Moreover, if \( f \in \mathbb{F}_q[X] \) is not divisible by \( X \), then \( \deg f^*(X) = \deg f(X) \) so

\[ (f^*)^*(X) = X^{\deg f} f^*(1/X) = X^{\deg f} X^{-\deg f} f(X) = f(X). \]

Together, these imply that if \( f = p_1^{a_1} \ldots p_r^{a_r} \in \mathbb{F}_q[X] \) where \( p_i \) are distinct irreducibles none of which are \( X \), then \( f^* = (p_1^{*a_1}) \ldots (p_r^{*a_r}) \) where \( p_i^{*} \) are distinct irreducibles none of which are \( X \). So, if \( f \in \mathbb{F}_q[X] \) is not divisible by \( X \), then \( \omega(f^*) = \omega(f) \) and \( \mu(f^*) = \mu(f) \).

In order to apply our result concerning polynomials from an arithmetic progression to prove one about polynomials belonging to a short interval, we use the following observation.

Lemma 4.2. Let \( f \) and \( g \) be polynomials of degree \( n \) and \( h \) an integer \( \leq n \). Then \( \deg(f - g) \leq h \) if and only if \( f^* \equiv g^* \mod X^{n-h} \).

Proof. Write

\[ f(X) = a_n X^n + \ldots + a_h X^h + \ldots + a_0 \]
\[ g(X) = b_n X^n + \ldots + b_h X^h + \ldots + b_0 \]

where \( a_n \) and \( b_n \) are non-zero. Then

\[ f^*(X) = a_n + \ldots + a_h X^{n-h} + \ldots + a_0 X^n \]
\[ g^*(X) = b_n + \ldots + b_h X^{n-h} + \ldots + b_0 X^n. \]

From this we can see that each condition is satisfied if and only if \( a_i = b_i \) for each \( i = h + 1, \ldots, n \).

4.2. Proof of Theorem 3. We first split the sum defining \( \Pi_k(n; g; h) \) into two

\[ \Pi_k(n; g; h) = \sum_{\substack{f \in M_n \ \text{deg}(f-g) \leq h \ \omega(f) = k \ \omega(f) = k \ f(0) \neq 0}} \mu^2(f) + \sum_{\substack{f \in M_n \ \text{deg}(f-g) \leq h \ \omega(f) = k \ f(0) = 0}} \mu^2(f). \]
Using Lemma 4.2 on the first sum we get
\[
\sum_{f \in \mathcal{M}_n, \deg f = n} \mu^2(f^*) = \sum_{\deg f = n} \mu^2(f)
\]
\[
= \sum_{a \in \mathbb{F}_q^*} \sum_{f \in \mathcal{M}_n, f \equiv a^{-1}g^* \mod X^{n-h}, \omega(f) = k} \mu^2(f)
\]
\[
= \sum_{a \in \mathbb{F}_q^*} \Pi_k(n; a^{-1}g^*, X^{n-h}).
\]

Since \(a^{-1}g^*\) has non-zero constant term for each \(a \in \mathbb{F}_q^*\) and from the condition of the theorem we have that
\[
\left(\frac{1}{2} - \frac{1 + \log(1 + \frac{k}{\log q})}{\log q}\right) n > n - h \geq 1,
\]
so we may apply Remark 3.11 to get
\[
(q - 1) \frac{q^h (\log n)^{k-1}}{q - 1} \frac{\log n}{n} \frac{1}{(k - 1)!} \left( H \left( \frac{k - 1}{\log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]
\[
= \frac{q^h (\log n)^{k-2}}{n} \frac{\log n}{(k - 2)!} \left( H \left( \frac{k - 2}{\log(n - 1)} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]
\[
= \frac{q^{h+1} (\log n)^{k-1}}{n} \frac{\log n}{(k - 1)!} \left( H \left( \frac{k - 1}{q \log n} \right) + O_A \left( \frac{k}{(\log n)^2} \right) \right)
\]
\]

Putting everything together proves the Theorem.
5. The \(q\)-Limit

We conclude by briefly discussing what happens in the regime in which \(q\) tends to infinity. First, note that

\[
\Pi_k(n) = \sum_{\substack{f \in \mathcal{M}_n \atop \omega(f) = k}} \mu^2(f) = \frac{1}{k!} \sum_{\substack{p_1, \ldots, p_k \in \mathcal{I} \atop \text{pairwise distinct} \atop \deg(p_1 \ldots p_k) = n}} 1 = \frac{1}{k!} \left( \sum_{\substack{p_1, \ldots, p_k \in \mathcal{I} \atop \deg(p_1 \ldots p_k) = n}} 1 + O \left( \frac{k}{2} \sum_{\substack{p_k \in \mathcal{I} \atop \deg(p_k) = n}} 1 \right) \right)
\]

where the error term comes from bounding the over count by terms where (at least) two of the \(p_i\) are the same. Now, using the prime polynomial theorem, and taking \(k = O(q)\) for the third equality below we get that our sum is

\[
\sum_{\substack{p_1, \ldots, p_k \in \mathcal{I} \atop \deg(p_1 \ldots p_k) = n}} 1 = \sum_{n_1 + \ldots + n_k = n \atop n_i \geq 1} \prod_{i=1}^{k} \frac{1}{n_i} (q^{n_i} + O(q^{n_i/2})) \]

\[
= q^n \sum_{n_1 + \ldots + n_k = n \atop n_i \geq 1} \frac{1}{n_1 \ldots n_k} (1 + O(1/q))^k
\]

\[
= \frac{q^n}{n} \sum_{n_1 + \ldots + n_k = n \atop n_i \geq 1} \frac{n_1 + \ldots + n_k}{n_1 \ldots n_k} (1 + O(k/q))
\]

\[
= \frac{q^n k}{n} \sum_{n_1 + \ldots + n_{k-1} \leq n-1 \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} (1 + O(k/q)).
\]

Similarly, using the second equality above, and again taking \(k = O(q)\), the sum in the error term is

\[
\leq \sum_{r \leq n-1} q^r \sum_{n_1 + \ldots + n_{k-1} = r \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} (1 + O(1/q))^k
\]

\[
\leq q^{n-1} \sum_{n_1 + \ldots + n_{k-1} \leq n-1 \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} (1 + O(k/q)).
\]

Putting these results together we get, as long as \(k = O(q)\), that

\[
\Pi_k(n) = \frac{q^n}{n} \frac{1}{(k-1)!} \sum_{n_1 + \ldots + n_{k-1} \leq n-1 \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} (1 + O(kn/q))
\]

which gives us an asymptotic formula for \(\Pi_k(n)\) as \(q \to \infty\), as long as \(k = o(q/n)\).

Moreover, note that, when \(k = O(\log n / \log \log n)\), we have that

\[
\log^{k-1} n \left( 1 + O \left( \frac{k \log k}{\log n} \right) \right) = \left( \sum_{r \leq n} \frac{1}{r} \right)^{k-1} \leq \sum_{n_1 + \ldots + n_{k-1} \leq n-1 \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} \leq \left( \sum_{r \leq n} \frac{1}{r} \right)^{k-1} = \log^{k-1} n \left( 1 + O \left( \frac{k}{\log n} \right) \right)
\]

so that, as long as \(k = o(\log n / \log \log n)\), we get, as \(n \to \infty\), that

\[
\frac{q^n}{n} \frac{1}{(k-1)!} \sum_{n_1 + \ldots + n_{k-1} \leq n-1 \atop n_i \geq 1} \frac{1}{n_1 \ldots n_{k-1}} \sim \frac{1 \log^{k-1} n}{n (k-1)!}
\]
This agrees with Theorem 1 in this range for $k$ (after noting that $G(z) = (1 + o(|z|))$).

One can use similar elementary calculations, along with the input of the prime polynomial theorem in arithmetic progressions, to get asymptotic formulae for $\Pi_k(n; g, d)$, and consequently $\Pi_k(n; g; h)$ using the involution trick (as in Section 4) for the same range of $k$.
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