Prefrontal connectomics: from anatomy to human imaging
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The fundamental importance of prefrontal cortical connectivity to information processing and, therefore, disorders of cognition, emotion, and behavior has been recognized for decades. Anatomic tracing studies in animals have formed the basis for delineating the direct monosynaptic connectivity, from cells of origin, through axon trajectories, to synaptic terminals. Advances in neuroimaging combined with network science have taken the lead in developing complex wiring diagrams or connectomes of the human brain. A key question is how well these magnetic resonance imaging (MRI)-derived networks and hubs reflect the anatomic “hard wiring” first proposed to underlie the distribution of information for large-scale network interactions. In this review, we address this challenge by focusing on what is known about monosynaptic prefrontal cortical connections in non-human primates and how this compares to MRI-derived measurements of network organization in humans. First, we outline the anatomic cortical connections and pathways for each prefrontal cortex (PFC) region. We then review the available MRI-based techniques for indirectly measuring structural and functional connectivity, and introduce graph theoretical methods for analysis of hubs, modules, and topologically integrative features of the connectome. Finally, we bring these two approaches together, using specific examples, to demonstrate how monosynaptic connections, demonstrated by tract-tracing studies, can directly inform understanding of the composition of PFC nodes and hubs, and the edges or pathways that connect PFC to cortical and subcortical areas.

Neuropsychopharmacology (2022) 47:20–40; https://doi.org/10.1038/s41386-021-01156-6

INTRODUCTION

The modern era of neuroanatomy began with the development of cellular and axonal markers at the turn of the twentieth century. Nissl and Golgi stains could, for the first time, allow scientists to visualize the morphology of cells and permit the classification of cell types. Myelin degenerative stains made possible the visualization of myelinated axons and the connections between brain regions. Based on these and other stains developed at the end of the nineteenth century, two anatomic subfields for understanding brain organization emerged and blossomed during the early twentieth century: cytoarchitectonics (led by Brodmann and others), which segmented the brain based on cortical layer cell morphology; and myeloarchitectonics (led primarily by the Vogts), which classified cortical areas based on myelin distribution and fiber orientation through cortical layers [1–3]. However, the modern ideas about the functional specification of brain regions, and the importance of communication between regions, predate these technical developments and maps. Indeed, they can be traced back to the anatomist Franz J Gall (1758–1828), who not only assigned function to regions of gray matter but also recognized the functional significance of white matter (WM) connectivity between regions [4]. Carl Wernicke (1848–1905), the father of disconnection theory, promoted the idea that connectivity was central to function, and that functions were not localized within specific brain regions (with the exception of primary sensory and motor functions) [5]. Geschwind modified this view by suggesting that higher cortical function involves a combination of functional localization and connectivity between specialized cortical areas, leading to the idea that the brain was comprised of complex anatomic networks supporting cognitive and emotional processes [6]. The term “hubs” was first used in human network neuroscience to describe the critical role of transmodal cortical areas as “anatomical and computational epicenters for large-scale neurocognitive networks” [7] (Box 1).

More recently, advances in neuroimaging have been combined with network science in an effort to quantify the complex wiring diagram of whole nervous systems, or connectomes. Whole-brain functional magnetic resonance imaging (fMRI) networks have been subdivided into functionally specialized resting-state networks, including the default mode network (DMN) [8]. Graph theoretical analysis has offered a more quantitative approach to the concept of hubs and it has been recognized that highly connected hubs are central to integrative processing across brain networks [9], and also create vulnerabilities for dysfunction [10]. Thus, computational analyses of connectivity, based on imaging data, have formalized the definition of hubs and led to the identification of several brain regions that likely integrate diverse information [11]. Together, these emerging ideas of brain organization have laid the foundation for new research approaches for delineating and probing brain networks, which may be disrupted in psychiatric disorders [12].
network hubs and a more precise evaluation of the fiber bundles likely to connect the nodes or hubs. Linking this anatomic “gold standard” to the connectivity profiles derived from the indirect, imaging methods in humans will be a key next step to better understand the locations of network nodes and connections that are related to disease and therefore could be targeted for therapeutic interventions.

A key challenge is to translate what we know about monosynaptic connectivity from the anatomical studies in animals to inform and constrain the interpretation of functional and structural connectivity metrics derived from multimodal MRI measurements. In this review, we address this challenge by focusing on what is known about monosynaptic prefrontal cortical connections in NHPs and how this compares to MRI-derived measurements of network organization in humans. We use the NHP as our animal model of prefrontal cortical connectivity since it is most closely homologous to the human PFC (see Preuss and Wise in this volume). First, we set the stage by outlining the direct approach to identifying anatomic connections by tract tracing and review the major monosynaptic connections and pathways for each PFC region. We then review the available MRI-based techniques for indirectly measuring structural and functional connectivity and introduce graph theoretical methods for the analysis of hubs, modules, and topologically integrative features of the connectome. Finally, we bring these two approaches together, demonstrating how monosynaptic connections demonstrated by tract-tracing studies can directly inform understanding of the nodes and hubs comprised by the PFC, and the edges or pathways that connect PFC nodes with other cortical and subcortical areas. In this section, we focus on the two most widely used MRI methods for anatomical and functional connectivity mapping, dMRI, and rs-fMRI, respectively. We highlight two examples of anatomically defined long-distance pathways or edges that connect the PFC to subcortical targets: the anterior limb of the internal capsule (ALIC) and the dopamine–PFC pathway. Although these pathways do not link corticocortical connections between hubs, they exemplify an approach that allows more precise translation between anatomic and imaging methods and is generalizable to corticocortical tracts. Moreover, the ALIC is an excellent example of a long-distance fiber bundle that carries all PFC fibers, and it is the principal target for neurosurgical lesions and deep brain stimulation (DBS) therapeutic approaches for obsessive-compulsive disorder and depression (see Rasmussen and Goodman in this volume) [22–28]. The midbrain dopamine system is arguably the most studied system in psychiatry and is increasingly a focus of imaging studies. Finally, we use the DMN with a focus on its hub in the medial PFC, to determine the anatomical composition of this hub and to test the consistency of both dMRI- and rs-fMRI-based metrics of connectivity with anatomic connections defined by tract tracing. As noted, the DMN is one of the most widely studied human brain networks in both normal and clinically abnormal states [8, 29–34].
intrinsic fluorescence, whose sensitivity could be further increased with immunohistochemical processing. These tracers have in turn now largely been replaced by viral tracers, optogenetic methods, etc., especially for rodent work. Collectively, these methods clearly allow the direct visualization of labeled cells, axons, their pathways through the WM, and terminal fields.

However, there are important limitations to these methods. First, and perhaps most important, they can only be used in animals. Thus, direct visualization of connections from one brain region to another is not possible in humans, for which only indirect methods (e.g., imaging) are available. Tracers suffer from a variety of other problems. Conventional tracers can be taken up by fibers of passage and the exact area of axonal uptake at the injection site can be difficult to determine. In addition, inconsistency in uptake and transport can result in variability. Nonetheless, the large, cumulative literature that contains hundreds of tracer injections in different PFC regions using these conventional tracers clearly demonstrates the organization of PFC connections and the replicability of these connections across laboratories. Due to the high costs and variability of viral tracers and optogenetic methods in NHPs, large studies replicating the anatomic literature are neither practical nor needed.

**FRONTOCORTICAL CONNECTIVITY AND PATHWAYS**

The PFC is a large, complex, and heterogeneous area that can be broadly subdivided into regions that include the dorsolateral PFC (dIPFC), ventrolateral PFC (vIPFC), rostral parts of the orbitofrontal cortex (OFC), and frontal pole or area 10 (FP). In addition, the caudal OFC and anterior cingulate cortex (ACC) are often also included in the PFC, despite the fact that, based on the cytoarchitectonic criteria (the presence of a clear granular layer), they may not be technically classified as PFC. For a more complete discussion of PFC classification, see Preuss and Wise in this volume.

As these areas are implicated in many psychiatric illnesses, we include them in this review. In addition to these classically recognized anatomic areas, a ventral and medial region of PFC (the ventromedial PFC or vIPFC) has more recently been identified primarily based on imaging studies that demonstrated the region’s activation during both positive and negative decision-making tasks and implicated it in several diseases [35–41]. However, the area is not well-defined anatomic and different studies include various anatomic areas within the vmPFC. For example, some researchers include only ventral areas 10 and 32 [42], others include rostromedial orbital area 11, while others include more lateral and caudal OFC areas [43]. Due to this lack of consistency across studies, in this review, we focus on the anatomic areas within the vmPFC, rather than a broader vmPFC region.

Each PFC region is further architectonically divided into specific cortical areas. Based on the widely used Brodmann’s areas, these include dIPFC, areas 9, 46, and 9/46; vIPFC, areas 44, 45, and 47/12; ACC, areas 24, 25, and 32; and OFC, areas 11, 13, and 14. The connections of these areas and the pathways they use to reach their targets are well documented [24, 44–53]. Overall, each cortical region is highly connected to adjacent areas (referred to as short-distance connections), but axons also travel long distances to reach other specific cortical regions (long-distance connections). Thus, e.g., axons from area 10 project to adjacent areas 9, 11, and 32 and also make long-distance connections to the superior temporal cortex. Likewise, area 9/46 has short-distance connections to areas 9, 46, vIPFC, and premotor cortex, as well as long-distance connections to the parietal cortex, etc. (Fig. 1).

Although there is a large anatomic literature describing cortical and subcortical connections of the PFC, fewer studies have focused on the organization of the axons as they travel through the WM. However, this understanding is now critical as more emphasis is placed on WM as an important component of circuit dysfunction in psychiatric illnesses and as a therapeutic target. Axons exit each cortical area and are organized in a similar patterned arrangement. One set of fibers forms a dense, centrally located stalk as it enters the WM [24, 44, 54]. The stalk carries the capsular fibers (internal (IC), external, and extreme (Extm) capsules), corpus callosum (CC), cingulate bundle (CB), and Muratoff bundle (corticostriatal fibers) (Fig. 2). Short- and long-distance ipsilateral corticocortical fibers travel adjacent to the stalk as they enter the major WM pathways [24, 44, 54]. Long-distance connections from dorsal and more caudal PFC areas travel primarily through the superior longitudinal fasciculus (SLF I, II, and III), Extm, the CC, and CB. Those from ventral regions travel primarily through the Extm and uncinate fasciculus (UF), CC, and CB. Subcortical connections to the thalamus and
brainstem travel in the IC and through the Extm and Muratoff bundle to reach the striatum [24, 44, 47, 48, 55–58]. Below, we briefly outline the main connections and pathways from each region, with some additional examples of the trajectories of some key fiber pathways.

**Orbitofrontal cortex**

OFC has unique access to both primary and highly processed sensory information. These connections, coupled with those to the amygdala, cingulate, and perirhinal cortex, explain many of the functional properties of the OFC. Overall, it is considered to play an essential role in learning complex stimulus–outcome relationships and signaling outcome expectations. While other brain regions are also involved in these relationships, the OFC is particularly critical for value-based decision making, as this requires updating value-based changes over time [12, 59–62]. The OFC is a primary node for the limbic network with direct connections to both cortical and subcortical regions that modulate motivation and emotions. For a more complete discussion of OFC function, see Izquierdo and Rudebeck in this volume.

The OFC occupies the ventral surface of the frontal lobe and is bounded medially by area 10 and the subgenual ACC (sACC) (rostrally and caudally, respectively) and laterally by the vIPFC (see Fig. 1b). The OFC can be generally parceled into somewhat different regions based on a rostrocaudal axis and a mediolateral axis of connections and functions [45, 63–65]. The most medial part of the orbital surface (gyrus rectus) includes areas 14 and ventral 10. Areas 11 (rostrally) and 13 (caudally) are bounded laterally by the lateral OFC sulci. Lateral to the lateral OFC sulcus is the orbital portion of the area of the vIPFC (area 47/12). The caudal OFC region (area 13) and adjacent agranular areas (see Preuss and Wise in this volume) receive direct inputs from the primary olfactory and gustatory cortex, as well as higher-order somato-sensory, auditory, and visual cortical areas. Taken together, the caudal OFC is considered important for integrating input from multisensory regions [63–65]. In addition to these sensory inputs, perirhinal cortex, an area important for object recognition, also projects primarily to the caudal OFC [66]. In contrast to the caudal areas, the rostral OFC (area 11), which is the granular cortex, receives not only highly processed sensory information but is also connected to cognitive areas of the frontal lobe, including the FP and rostral areas 9 and 24, and lateral areas 45 and 46.

Interestingly, the parahippocampal gyrus also projects primarily to the rostral OFC [52, 64]. Consistent with these connectional differences between caudal and rostral OFC, there is an apparent gradient between primary reward representations in more caudal OFC/insular cortex and representations of secondary rewards, such as money, in more rostral OFC regions [67]. Such dissociations may rely on the differential inputs from early versus higher sensory representations to caudal versus rostral OFC, respectively, or they may reflect the preponderance of amygdala connections to rostral OFC compared to the rostral OFC connections to other regions, such as dIPFC and FP, which are more important for executive functions. There is also a mediolateral gradient of connections. Medial regions of OFC are tightly linked to medial PFC, including the cingulate cortex, medial area 10, and medial area 9. Lateral OFC areas are heavily connected to the vIPFC and area 46. These connectional differences, as with the rostrocaudal gradient, are likely related to the different behavioral effects of lesions that involve more medial versus lateral OFC areas [62]. As with all PFC connections described below, this is an overview of general OFC connections. Indeed, within any given area, there are connections with multiple regions, including some outside the expected areas. For example, while the entorhinal cortex and the subiculum project primarily to the caudal OFC, some terminal patches are also found in rostral areas.

Pathways from the ventral surface of the frontal cortex enter the UF immediately adjacent to their cortical region, some of them forming the stalk, which cuts through the UF to enter the capsule and striatum. Others travel medially through the UF to enter the CB, and the CC (Fig. 2a). Axons enter the IC and striatum from a ventral position, passing through the Extm that surrounds the striatum, terminating in the ventral striatum and taking up a ventral position in the IC. A medial bundle travels within the UF to reach medial orbital regions, the sACC, and the CC and CB. Laterally, fibers continue in the UF to innervate lateral orbital regions, the temporal pole, entorhinal cortex, and subiculum. As orbital fibers enter the temporal lobe, some branch laterally to enter the middle longitudinal fasciculus terminating in the superior temporal gyrus [24, 44, 47, 55, 68].

**Anterior cingulate cortex**

In contrast to the OFC, the ACC has a relative absence of sensory connections, but is tightly connected to emotional, cognitive, and...
motor control areas. The ACC lies on the medial surface, extending from the level of the premotor cortex, curving rostrally with the genu of the CC and then caudally, ventral to the callosum. It is composed of multiple subregions that support its wide range of functions, including the use of value-related information to help regulate flexibility, adaptation, and top-down control [69–73]. For a more complete discussion of ACC function, see Monosov and Rushworth in this volume. This functionally heterogeneous region is further subdivided into the sACC (areas 25, 32), the rostral ACC (rACC, areas 32, 24), and dorsal ACC (dACC, area 24) (see Fig. 1a).

The sACC is an important mediator of emotion, motivation, and determining value [71, 74–76] and is connected to the motivation network including the medial and caudal OFC, hippocampus, hypothalamus, and amygdala. The rACC is located rostral to the genu of the CC and is tightly linked with the sACC, dACC, OFC (area 14), medial area 9, the dlPFC and vPFC, and the rostral temporal cortex. More dorsocaudal regions of the rACC have some links to rostral motor control areas, including the frontal eye fields (FEFs) and the prefrontal supplementary motor area [52, 77]. Thus, the rACC sits at the connectional intersection of the motivation and action control networks, an important position in the transition from valuation through choice to action, particularly in situations of uncertainty [69, 78–82]. The rACC is considered a hub and one of the main anchors within the DMN [8, 83, 84]. Located caudal to the genu, the dACC is more tightly connected with the action network consisting of motor control areas, including FEF and premotor areas [52, 77], and is associated with motor planning and action execution [85, 86]. This region also has strong connections to the insula and is considered to be part of the SN defined by rs-fMRI [16] (see also Monen and D’Esposito in this volume). Interestingly, amygdala projections continue to terminate in patches throughout the dACC, including some in the caudal parts [66]. Importantly, the connections of these divisions through the ACC are a continuum and there are no specific borders between the ACC subdivisions [77].

Cingulate fibers forming the stalk cut through the CB to reach frontal WM before splitting into pathways that are directed towards the CC, the capsules, and striatum (Fig. 2b). Axons within the IC occupy a position dorsal to those from the OFC, preserving a dorsal–ventral topography within the capsule [24]. These fibers are also positioned in the medial part of the IC. ACC fibers traveling to PFC regions do not form a single bundle, but continue to cross through the CB as a continuous stream of fibers and course along its edge, arching around the gyrus to reach dorsal medial and lateral frontal areas. Thus, fibers emerging from a given ACC region traveling to ipsilateral and contralateral cortical areas, the striatum, thalamus, and brainstem, do not remain within the CB. However, those dACC axons that do join the dorsal CB travel rostrally and caudally for significant distances to terminate throughout the cingulate cortex, including the posterior cingulate cortex. Fibers also travel ventrally within the subgenual CB to reach the sACC. Some of these axons also join the UF to terminate in the OFC. Others join the amygdalofugal pathway and medial forebrain bundle (MBF) to terminate in the amygdala and hypothalamus [44, 47, 56].

Frontal pole (area 10)

This region is large in human, but relatively small in NHPs, and perhaps the least studied of PFC areas. Functionally, it is considered to be involved in higher cognitive function, complex reasoning, and abstract rule representation [87–89]. Based on NHP studies, the region is considered as the apex of cognitive function in the PFC hierarchy [90], while other studies suggest that its central role in mediating the balance between exploitation and exploration [89]. The frontopolar area is strongly connected to rostral frontal regions (areas 9, 46, 32, 24, 11, and 14). Less densely connected regions are located caudally in the orbital area 13, vPFC areas 47/12 and 45, premotor area 6, and area 8. Unlike adjacent areas 9 and 46, area 10 has dense connections to the temporal lobe, including auditory, visual, and multisensory association regions [44, 47, 91]. Fibers from the frontal pole take both a dorsal route through the SLF and CB, and a ventral route through the Extm [47]. These pathways are topographically organized, with fibers from dorsal regions taking similar routes as fibers from area 9, and ventral regions using similar pathways as the OFC (unpublished observations).

Dorsolateral PFC

The dIPFC is further divided into areas 9, 46, and 9/46 (see Fig. 1c). The dIPFC is involved in executive function and specifically in working memory [92–94]. Although other brain regions are also active during the delay phase of working memory tasks (including the vIPFC), activity in the dIPFC, especially more rostral PFC regions surrounding the principal sulcus in areas 46 and 9/46, is particularly linked with the action associated with working memory task [95–97]. For a more complete discussion of the role of dIPFC in cognitive control see Friedman and Robbins in this volume. Areas 46 and 9/46 have tight links to adjacent frontal areas, including the FEFs, premotor cortex, and vIPFC (areas 44, 45 and 47/12). There are additional, albeit fewer, connections with orbital regions, particularly area 11. Long-distance connections of dIPFC are primarily with the cingulate cortex, including posterior cingulate cortex, retrosplenial cortex, and with both inferior and superior parietal lobules. Connections with the parietal cortex form the basis for the frontoparietal network involved in cognitive control [98, 99]. Finally, there are some, albeit less-dense connections with the superior temporal sulcus, rostral temporal, and paralimbic regions. Area 9 has similar connections, except that it conspicuously lacks connections with the parietal cortex. Thus, in contrast to areas 46 and 9/46, rostral 9 is primarily connected to adjacent PFC regions, including area 10 and ACC, although there are also some connections to OFC and temporal cortex [100–104].

Fibers from the dIPFC form the stalk curve around the dorsal aspect of the striatum as they enter the IC, where they are positioned dorsal to those from the vIPFC and lateral to fibers from the medial PFC (Fig. 2c). A second group of fibers leaves the stalk and travel medially to join the CB and CC and a third group enters the Muratoff bundle. Short association fibers travel within the subcortical WM to innervate other dIPFC regions, area 10, area 8, and premotor cortex. Long association fibers enter the SLF (I, II, and III), Extm and UF. Cortical fibers traveling caudally enter the SLF (I and II). Those within the SLF I terminate in the superior parietal cortex and secondary somatosensory area II. Others travel more ventrally, through the SLF II, to reach the caudal inferior parietal lobe and those within the SLF III terminate in the frontoparietal opercular cortex. Fibers traveling to the temporal lobe travel through the Extm, to join the middle longitudinal fasciculus (Fig. 2c) [44, 47, 48, 101].

Ventral lateral PFC

The vIPFC has been implicated in behavioral flexibility, memory retrieval, reversal learning, and language [105–111]. For a complete discussion of the vIPFC function, see Monosov and Rushworth in this volume. This multifunctional area benefits from its position in the frontal cortex, surrounded by (and connected to) areas involved in sensory, cognitive, emotional, and motor processing. The vIPFC is cytoarchitecturally and functionally divided into three areas, 47/12, 45, and 44 (Fig. 1c). Area 47/12 (pars orbitalis of the inferior frontal gyrus, IFG) is the most rostral and ventral region. Area 47/12 is considered a component of the ventral attention rs-fMRI network [112] and its anatomic connections place it in a key position between sensory, motor, and limbic systems. This large region has dense anatomic connections to multiple adjacent regions of the PFC, including the OFC medially (areas 11 and 13) and dorsally (areas 44, 45, 46, and 9/46), specific
ACC regions, lateral area 9, and ventral area 6. Temporal lobe connections include the parahippocampal gyrus, perirhinal cortex, TE, TL, TA, TPO, and amygdala [24, 46, 48, 50, 66, 113–116]. Finally, area 47 has limited but functionally important connections with specific parietal regions, e.g., the intraparietal sulcus [46, 49, 101]. Areas 45 and 44 are caudal and dorsal to area 47, corresponding to the pars triangularis and pars opercularis of the IFG, respectively. These areas both participate in language functions and are more tightly linked to motor control regions (areas 8 and 6) compared to area 47 [50, 113, 117]. Although area 45 is also connected to the OFC and ACC, area 44 is not. Indeed, area 44 is most closely connected to motor control regions, and functionally important for motor inhibitory control [108, 118, 119].

Axons from caudal vIPFC areas split off from the stalk and curve around the dorsolateral aspect of the striatum to enter the IC where they are positioned between OFC (ventral) and dlPFC around the dorsolateral aspect of the striatum to enter the IC [55, 120]. As we will see below, this crossing becomes a false streamline has been erroneously named as part of the MFB [28], resulting in a false-positive streamline within the capsule. This false streamline has been erroneously named as part of the MFB [55, 120]. As fibers descend in the capsule, those terminating in the thalamus are positioned medial to those that continue to the brainstem and spinal cord [55].

The ALIC contains the ascending dopaminergic fibers that terminate throughout the frontal cortex, albeit with different distribution patterns [121, 122]. This bundle courses rostrally through the ventral forebrain, before arching dorsally around the CC to enter the frontal cortex [123–125]. In addition, fibers leave the ventral tegmental area and cross the IC to enter the striatum directly (Fig. 3c, d). As we will see below, this crossing becomes a challenge for tractography analysis of diffusion MRI data to accurately track the ventral tegmental dopamine fibers to the PFC [28], resulting in a false-positive streamline within the capsule. This false streamline has been erroneously named as part of the MFB [126, 127].

**Summary**

All regions of the PFC, as defined above, are associated with different, albeit overlapping functions that are reflective of their complex interconnections. These include both short-distance connections surrounding each cortical area and long-distance connections, both within the frontal cortex and the temporal and parietal regions, e.g., the intraparietal sulcus [46, 49, 101]. Areas 45 and 44 are caudal and dorsal to area 47, corresponding to the pars triangularis and pars opercularis of the IFG, respectively. These areas both participate in language functions and are more tightly linked to motor control regions (areas 8 and 6) compared to area 47 [50, 113, 117]. Although area 45 is also connected to the OFC and ACC, area 44 is not. Indeed, area 44 is most closely connected to motor control regions, and functionally important for motor inhibitory control [108, 118, 119].

Axons from caudal vIPFC areas split off from the stalk and curve around the dorsolateral aspect of the striatum to enter the IC where they are positioned between OFC (ventral) and dlPFC around the dorsolateral aspect of the striatum to enter the IC [55, 120]. As we will see below, this crossing becomes a false streamline has been erroneously named as part of the MFB [28], resulting in a false-positive streamline within the capsule. This false streamline has been erroneously named as part of the MFB [55, 120]. As fibers descend in the capsule, those terminating in the thalamus are positioned medial to those that continue to the brainstem and spinal cord [55].

The ALIC contains the ascending dopaminergic fibers that terminate throughout the frontal cortex, albeit with different distribution patterns [121, 122]. This bundle courses rostrally through the ventral forebrain, before arching dorsally around the CC to enter the frontal cortex [123–125]. In addition, fibers leave the ventral tegmental area and cross the IC to enter the striatum directly (Fig. 3c, d). As we will see below, this crossing becomes a challenge for tractography analysis of diffusion MRI data to accurately track the ventral tegmental dopamine fibers to the PFC [28], resulting in a false-positive streamline within the capsule. This false streamline has been erroneously named as part of the MFB [126, 127].

**Summary**

All regions of the PFC, as defined above, are associated with different, albeit overlapping functions that are reflective of their complex interconnections. These include both short-distance connections surrounding each cortical area and long-distance connections, both within the frontal cortex and the temporal and parietal regions, e.g., the intraparietal sulcus [46, 49, 101]. Areas 45 and 44 are caudal and dorsal to area 47, corresponding to the pars triangularis and pars opercularis of the IFG, respectively. These areas both participate in language functions and are more tightly linked to motor control regions (areas 8 and 6) compared to area 47 [50, 113, 117]. Although area 45 is also connected to the OFC and ACC, area 44 is not. Indeed, area 44 is most closely connected to motor control regions, and functionally important for motor inhibitory control [108, 118, 119].
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The ALIC contains the ascending dopaminergic fibers that terminate throughout the frontal cortex, albeit with different distribution patterns [121, 122]. This bundle courses rostrally through the ventral forebrain, before arching dorsally around the CC to enter the frontal cortex [123–125]. In addition, fibers leave the ventral tegmental area and cross the IC to enter the striatum directly (Fig. 3c, d). As we will see below, this crossing becomes a challenge for tractography analysis of diffusion MRI data to accurately track the ventral tegmental dopamine fibers to the PFC [28], resulting in a false-positive streamline within the capsule. This false streamline has been erroneously named as part of the MFB [126, 127].
Fig. 4  **Human brain network analysis: high-level schematic.** Brain regions or nodes are defined based on anatomical, functional, or multimodal parcellations, thus subdividing the whole brain into $p$ regional nodes (1). Connectivity between nodes can be estimated in many different ways, to define the weight of an edge or connection between each possible pair of nodes. Anatomical connectivity (2, left) can be estimated by dMRI tractography, structural covariance, or morphometric similarity; functional connectivity (2, right) can be estimated by the correlation between nodal mean time series. The resulting ($p \times p$) matrix is the connectome, which can be represented in diverse formats, including (left) an anatomical rendering, where the nodes are located at the centroid of each region and a line is drawn between nodes if their pairwise connectivity exceeds an arbitrary threshold; or (right) a ring diagram, where the regional nodes are arranged around the perimeter of the circle (color-coded according to anatomical criteria or modular affiliation) and edges traverse the interior of the circle denoting suprathreshold connectivity. Finally, the complex topological properties of these networks, including hubs and modules, can be estimated using tools from graph theory, here illustrated for the simplest class of binary undirected graphs (from [236]).
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cortical regions tend to vary in size together across a group of
people. High positive structural covariance indicates that two
cortical regions tend to vary in size together across a group of
brains. It is difficult to know how to interpret this metric in terms
of the axo-synaptic connectivity of an individual brain. There is
some support for the neurodevelopmental model [135, 136] that
structural covariance reflects coupled growth of brain regions
benefitting from the sustained mutually trophic effects of
reciprocal axo-synaptic connectivity [137].

The morphometric similarity is typically measured by the
interregional correlation of a macro- and/or microstructural vector,
e.g., a cortical depth profile of multiple T1 or magnetization
transfer (MT) measurements spanning the 2–3 mm distance
between pial surface and WM boundary [138, 139], estimated
on the basis of MRI data from a single individual. A high
correlation between regional MRI feature vectors indicates that
they are microstructurally similar in some way, e.g., two regions
may share a similar depth profile of a cortical myelination marker
like MT [139].

The first tier of biological interpretation is that such morpho-
metrically similar regions are architectonically congruous, i.e., they
have similar lamination and/or myelination of cortical tissue. This
interpretation is supported by data showing that morphometric
similarity (positive correlation measured using a regional pair of
10-feature vectors of macro- and microstructural MRI parameters
in each individual scan) was generally greater between regions
belonging to the same von Economo class of cortex, whereas
dissimilarity (negative interregional correlation of feature vectors)
was more likely between regions in distinct cytoarchitectonic
areas [140].

The second tier of biological interpretation is that cyto-
or myelo-architectonically congruent cortical areas are more likely to
be reciprocally interconnected by axo-synaptic projections than
dissimilar regions. This relationship is substantiated by prior
histological data from primate cortical anatomy [141]. Thus,
morphometric similarity measured by MRI can be conceived as a
proxy marker of axo-synaptic connectivity between architectonically
similar regions. This two-step interpretation of morphometric
similarity as an indirect marker of anatomical connectivity has
been experimentally tested, and to some extent validated, by
comparison of morphometric similarity measured by MRI and

parietal lobes. In addition to the corticocortical projections, axons
from each area terminate in overlapping striatal and thalamic
regions. Some PFC areas, notably the OFC, ACC, and vPFC, are
also tightly connected to the amygdala. Each cortical region is
large and contains subregions with different functional and
connectivity profiles.

The combination of MRI and statistical methods for the analysis
of patterns of functional and anatomical connectivity across the
whole brain has substantially advanced our understanding of
global brain network organization. rs-fMRI data can be reliably
decomposed into functionally specialized networks, many of
which include distinct PFC areas as hubs for distributing
information within or between networks [128]. The rACC is part
of the DMN; dACC is part of the SN; the vPFC is part of the ventral
attention network; and the dPFC is part of the executive,
cognitive control, or multitask network [16, 19, 20, 29, 98] (see
do Menon and D’Esposito in this volume). The DMN has been of
particular focus in the detailed investigation since its discovery as
a system of consistently task-deactivated regions in multiple fMRI
activation studies [8]. Recent data have indicated that the DMN
can be further divided into individually variable subnetworks in
single-subject fMRI scans. Importantly, anatomically homologous
regions can be identified as part of a putative DMN by fMRI
studies in anesthetized rodents and NHPs. Tract-tracing studies in
the marmoset have also been used to show that retrograde tracer
injection into frontopolar regions (areas 9, 10, and 11) substantially
recapitulates the connectivity of the DMN [83], indicating that
these PFC areas of the marmoset brain are an input hub, receiving
short-distance projections from other areas of PFC, as well as
long-distance projections from the ACC, the posterior cingulate
cortex, and the parietal cortex. These studies remind us that
detailed reconciliation of tract-tracing and MRI data will ultimately
require a fine-grained approach to areal parcellation, analysis of
connections or edges as well as areas or nodes, and likely
increasing emphasis on individual differences in the pattern of
anatomical and functional connectivity characteristic of late-
developing PFC areas.

We now summarize the MRI methods commonly used to assess
anatomical and functional connectivity (section “Frontocortical
connectivity and pathways”) and then introduce some graph
theoretical methods for network analysis with a particular focus on
how we can quantify hubs of high connectivity and define the
organization of pathways or edges (section “MRI methods for
indirectly measuring anatomical and functional connectivity”).

MRI METHODS FOR INDIRECTLY MEASURING ANATOMICAL
AND FUNCTIONAL CONNECTIVITY

Methods for analyzing human brain networks in vivo have
transformed the field, providing opportunities to characterize
not only normal connections but also pathologies or changes
associated with psychiatric disorders (Fig. 4). However, in contrast
to anatomic tracing studies, dMRI and fMRI are indirect measures
of network connectivity—neither the axons nor cells are labeled.
Moreover, these methods do not indicate the directionality of
connections.

Diffusion-weighted MRI (dMRI)

Tractography, based on the diffusivity of water molecules
constrained by tissue microstructure, reflects axonal orientation
that is captured in terms of directionally polarized or anisotropic
diffusion of water molecules by dMRI signals. Tractography
algorithms use the local orientation information in each voxel
to estimate the axonal tract trajectories from one voxel to the next,
sometimes over long anatomical distances. Thus, tractography
do not reconstruct axons but demonstrates the so-called
“streamlines”, i.e., paths of least hindrance to water diffusion,
which are assumed to run parallel with axonal tracts, and as such it

is prone to error [129–133]. Tractography typically summarizes the
local orientational information in the data in terms of a
distribution function, with a small number of peaks indicative of
dominant axial orientations. But determining the axonal
trajectories that give rise to these peaks is ambiguous because
there are multiple configurations of axon populations that can
give rise to the same peak distributions. As a result, a tractography
algorithm working out the next step in the streamline will have to
make an arbitrary decision on which peak to follow with more
dominant directions emphasized, and smaller bundles (with
different orientations) de-emphasized or lost. Simplistic rules on
the geometry of bundles (e.g., to minimize the bending angle or
the path length between regions) are typically used to make these
decisions. These rules are unlikely to be true at every decision
point in the voxel-by-voxel reconstruction of streamlines, which
leads to errors in tractography such as false-positive connections
[129, 134], or biases in the distributions of cortical terminations,
e.g., gyral bias [132]. NHP tracing data can be used to elucidate
the extent to which such rules are appropriate [24].

Structure covariance network analysis and morphometric
similarity

Anatomical connectivity has also been inferred from gray matter
MRI measurements by two classes of methods: structural
covariance network analysis and morphometric similarity analysis.
Structural covariance is typically measured by the interregional
correlation of a macrostructural scalar, e.g., cortical thickness or
volume, estimated on the basis of MRI data from hundreds of
people. High positive structural covariance indicates that two
cortical regions tend to vary in size together across a group of
brains. It is difficult to know how to interpret this metric in terms
of the axo-synaptic connectivity of an individual brain. There is
some support for the neurodevelopmental model [135, 136] that
structural covariance reflects coupled growth of brain regions
benefiting from the sustained mutually trophic effects of
reciprocal axo-synaptic connectivity [137].

The morphometric similarity is typically measured by the
interregional correlation of a macro- and/or microstructural vector,
e.g., a cortical depth profile of multiple T1 or magnetization
transfer (MT) measurements spanning the 2–3 mm distance
between pial surface and WM boundary [138, 139], estimated
on the basis of MRI data from a single individual. A high
correlation between regional MRI feature vectors indicates that
they are microstructurally similar in some way, e.g., two regions
may share a similar depth profile of a cortical myelination marker
like MT [139].

The first tier of biological interpretation is that such morpho-
metrically similar regions are architectonically congruous, i.e., they
have similar lamination and/or myelination of cortical tissue. This
interpretation is supported by data showing that morphometric
similarity (positive correlation measured using a regional pair of
10-feature vectors of macro- and microstructural MRI parameters
in each individual scan) was generally greater between regions
belonging to the same von Economo class of cortex, whereas
dissimilarity (negative interregional correlation of feature vectors)
was more likely between regions in distinct cytoarchitectonic
areas [140].

The second tier of biological interpretation is that cyto- or
myelo-architectonically congruent cortical areas are more likely to
be reciprocally interconnected by axo-synaptic projections than
dissimilar regions. This relationship is substantiated by prior
histological data from primate cortical anatomy [141]. Thus,
morphometric similarity measured by MRI can be conceived as a
proxy marker of axo-synaptic connectivity between architectonically
similar regions. This two-step interpretation of morphometric
similarity as an indirect marker of anatomical connectivity has
been experimentally tested, and to some extent validated, by
comparison of morphometric similarity measured by MRI and
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axo-synaptic connectivity measured by tract tracing in the primate cortex [142].

Resting-state functional MRI
In addition to these three MRI-based measures of anatomical connectivity, rs-fMRI data have often been used to measure interregional functional connectivity. Typically, low-frequency (<0.1 Hz) oscillations in blood oxygenation level-dependent (BOLD) contrast are measured at each cortical and subcortical region over the course of 10–20 min, while the subject lies quietly in the scanner. Functional connectivity is estimated simply by the correlation (or partial correlation, or mutual information, or coherence) between each pair of regional BOLD time series, to constitute a matrix or functional connectome representing the strength of symmetrically coupled oscillations between all possible pairs of regions. It has been repeatedly demonstrated, by independent component analysis and other multivariate methods, that the human fMRI connectome has a characteristic anatomical pattern, with positively connected areas clustering in laterally symmetrical, functionally specialized resting-state networks, e.g., the frontoparietal network, comprising dPFC, which may be positively or negatively connected to other resting-state networks.

Fig. 5  Functional connectivity profiles of human prefrontal cortical seed regions. Eight seed regions of lateral and medial PFC (shown in the central panel) were used to estimate the functional connectivity—or fMRI time-series correlations—between the seed and a range of other cortical regions. The eight radar plots show the strength of connectivity between each of the seeds (located at the center of the circles) and 22 other regions (labeled on the perimeter of each circle). The red line shows the strength of functional connectivity in the range −0.4 to 0.5, against the background of three concentric circles representing connectivity of −0.1 (the inner circle), +0.2 (the middle circle), or +0.5 (the outer circle or perimeter) (from [20]).
networks, e.g., the DMN, comprising medial PFC and posterior cingulate cortex [20, 128] (see Fig. 5). It seems likely, given the reliability of functional connectomes measured repeatedly in the same person over time, and the replicability of functional connectome organization measured in different people and samples, that functional connectivity reflects some enduring substrate of monosynaptic connectivity [143]. However, the mechanisms by which anatomical connectivity might constrain functional connectivity are not yet certainly established. Much depends empirically on how anatomical connectivity is measured, e.g., by dMRI tractography, and how the rs-fMRI data are preprocessed in an effort to minimize noise and eliminate possible confounding effects of head motion prior to estimation of functional connectivity [144]. Experimental transection of interhemispheric callosal fibers in the macaque caused some disruption of functional connectivity between frontal regions, but this could be largely compensated by indirect anatomical connections mediated by intact anterior commissural fibers, implying that “a near-normal pattern of functional connectivity can be maintained by just a few indirect structural connections” [145]. However, careful studies using a seed-based correlational approach, whereby a single prefrontal cortical area is selected as a seed region and then functional connectivity is estimated between it and some or all other regions in the brain, have demonstrated that frontal areas defined by dMRI tractography in the human brain have distinct functional connectivity profiles that are somewhat consistent with the fMRI connectivity of homologous PFC regions in NHP [146, 147] (Fig. 5).

Taken together, there is clearly no single perfect MRI surrogate marker of monosynaptic connectivity, as it is measured directly by tract tracing. Indeed, all of these summarized MRI methods share the limitation of measuring undirected associations between regions, in place of the directed tracts defined by anterograde or retrograde tracers. The anatomical interpretation of MRI-derived connectivity metrics as proxies for monosynaptic connectivity between regions seems intuitively most straightforward for dMRI tractography, but there are technical limits to the resolution of long-distance tracts or crossing fibers by tractography. Morphometric similarity can be interpreted as a marker of monosynaptic connectivity, by two experimentally testable assumptions, but this relatively recent technique needs further development and validation. Structural covariance is also arguably interpretable as a marker of monosynaptic connectivity, but this technique suffers from the severe limitation that it can only be used to estimate mean anatomical connectivity in a group of brains. Rs-fMRI reflects some aspects of anatomical connectivity, but the mechanistic relationships between monosynaptic connectivity and coupled neurovascular oscillations are not entirely understood. Nonetheless, rs-fMRI continues to be very widely used for estimating the functional connectome of humans of all ages and across a wide range of disorders and has played a central role in understanding brain networks beyond monosynaptic connectivity. It has provided an approach to identify large, distributed networks, changes in which are linked to circuit dysfunction associated with mental health illnesses. Moreover, coupled with computational methods, described below, it allows for the identification of nodes and connectional hubs that likely are “critical gateways” for distributing information across whole-brain networks, as originally suggested by Mesulam.

**Connectomics: Topological Properties of Brain Networks Modeled as Graphs**

Graph theory is a way of thinking formally about the topology of networks and the patterns of connections or edges between nodes that are conserved under any continuous spatial deformation or scaling. Mathematically, modern graph theory draws on ideas about topological analysis dating back to Euler in the seventeenth century and foundational studies of random graphs by Erdős, Rényi, and others in the twentieth century. In this century, graph theoretical tools have been very extensively developed and applied to quantitative analysis of diverse real-world networks or systems, ranging from social and economic networks to gene expression and protein interaction networks [148, 149].

One reason graph theory has been so central to the dramatic growth of twenty-first century network science is that graphs can be very simple, reducing a complicated and detailed real-life system to a stripped-down scheme of nodes and edges. Their simplicity makes graphs easier to visualize and quantify than the real systems they represent, and it makes them computationally feasible even for systems incorporating millions of nodes (and therefore trillions of edges). The other principal reason for the success of graph theory is that, despite their sometimes extreme simplicity, graphs have proven to be highly informative about the complex topological patterns that are nearly ubiquitous among social networks, economies and markets, nervous, and neurovascular systems [150]. In particular, graphical analysis of diverse real-world systems has consistently identified the existence of hubs, nodes that are especially central in some sense to the topological integration of the network as a whole.

Here, we will focus on brain network analysis—also known as connectomics—through the prism of the graph theoretical concept of hubs in brain networks. We will provide a brief introduction to degree centrality and related graph metrics of “hubness” that have been measured in many scales, modalities, and species of brain network data [151]. We will illustrate how hubness is related to other topological properties of the connectome, e.g., modules, and to anatomical constraints, e.g., spatial distance. For more comprehensive reviews of graph theoretical methods for network neuroscience, see [11, 152].

**Degree centrality of binary graphs: the simplest hubs**

The minimal representation of a connectome is as a binary graph: a set of identical nodes connected to each other by a set of undirected, unweighted edges. An obvious way of identifying a highly connected hub in a binary graph is simply to count the number of edges that connect each node to the rest of the network. This amounts to estimating the degree of each node, or its degree centrality. Each node can then be arbitrarily designated a hub if its degree is in the top 5% or 10%, say, of the distribution of degree over all nodes in the binary network.

The degree distribution of binary brain graphs is not Normal. Like many other complex systems, the degree distribution of brain networks is asymmetrically long-tailed, often conforming technically to a truncated power law, so that the probability of a few nodes having an outstandingly high degree is much greater than would be expected in a random Normal graph [151, 153]. There is clear evidence for the existence of hubs, defined by degree criteria, in binary graphs of nervous systems ranging from the *Caenorhabditis elegans* synaptic–neuronal connectome [154] to the human dMRI tractography connectome [155].

However, this simplest concept of hubness is by no means the only, or always the best, possible metric. There, is in fact, a wealth of topological centrality (hubness) metrics available, which may be more or less appropriate, depending on the nature of the data available (tract tracing or MRI) and the hypothetical question of interest.

**Weighted and directed degree centrality metrics of hubness**

We can define the connectome as a \((p \times p)\) matrix, where \(p\) is the number of nodes and each element of the matrix represents the edge, or pairwise association, between a pair of nodes \(i\) and \(j\). This matrix will generally be weighted, meaning there is a continuously variable weight or strength of association for each edge, or element of the matrix. An unweighted or binary matrix can be constructed
from a weighted matrix by applying a threshold to each edge so that weights greater than the threshold are binarized to 1, and weights less than the threshold go to 0. A weighted matrix can include edges that have negative (<0) and positive (>0) weights, in which case it may also be called a signed matrix; or it may only include edges with positive weights, in which case it is unsigned.

Weighted or binary, signed or unsigned, the connectome matrix can also be symmetric or asymmetric. In a symmetric matrix, the edge between i and j is identically weighted with the edge between j and i; thus, there are only (p^2 – p)/2 unique, undirected edges in the connectome. In an asymmetric matrix, the edge from i to j can be differently weighted to the edge from j to i; so, there are twice as many (p^2 – p) unique edges overall. An asymmetric connectome matrix will be drawn as a directed graph, with arrowheads on the edges.

For each of these different types of the connectome, there are corresponding measures of degree centrality. For weighted connectomes, the weighted degree is most simply the sum of the edges connecting each node to all other nodes, i.e., the sum of each row (or column) of the interregional correlation matrix from an rs-fMRI experiment. For asymmetric connectomes, the total degree of each node can be decomposed into the total number of different edges, or out-degree, and the number of afferent edges, or in-degree. For signed connectomes, the degree is either estimated separately for positive and negative weights or the degree is estimated from the sum of the absolute weights, thus effectively transforming a signed matrix to a (simpler) unsigned matrix. For each connectome, there also many other metrics of centrality besides degree, e.g., eigenvector centrality, closeness centrality, etc. [11].

We know a priori that mammalian whole-brain anatomical networks would be best represented by a weighted, unsigned, asymmetric connectome, allowing for various dense, invariably positive, but not necessarily reciprocal, axonally mediated, monosynaptic connectivity between regions. Tract-tracking data, using directionally specific anterograde or retrograde tracers, and high-resolution measurement of tracer signals, have been used to estimate asymmetric, weighted connectomes for the mouse [156], the rat [157], the marmoset, and the macaque monkey [158]. However, MRI data, as indicated above, do not allow clear differentiation of afferent from efferent connections to or from a given region, and they have low signal-to-noise data compared to tract-tracing data [159]. Thus, human brain anatomical connectomes measured from MRI data are forced to be unrealistically symmetric and to represent a narrower range of variability in edge weights, or connection densities, than the many orders of magnitude variation in asymmetric axonal connection density that can be measured from tract-tracing data [160].

**Hubs, modules, and network integration**

A less formal way of thinking about hubs in brain networks is by analogy to the global airline network [11]. If each airport is regarded as a node, and each flight contributes to the weight of the directed edge between nodes, then the global airline network can be represented as a weighted, directed graph. This network can be decomposed into a number of modules, or subnetworks, roughly corresponding to distinct geographical regions or continents. In general, the module of a graph comprises a community of nodes that are densely connected to each other, but sparsely connected to nodes in other modules or communities in the network. Various algorithms can be used to nearly decompose a graph into a number of subgraphs, communities, or modules defined in this way [149]. The modular community structure of the airline network reflects the well-known fact that most flights are between airports in the same regional module, e.g., domestic flights between US airports, and there are relatively few intercontinental flights or intermodular edges, e.g., long-haul flights between US and European airports.

The total hubness of each airport in the network can therefore be broken down in terms of its intramodular degree (the number of flights to other airports in the same module) and its intermodular degree (the number of flights to airports in different modules). Airports with a high intramodular degree can be called provincial hubs, like Anchorage in Alaska, because they have many local flights, whereas airports with high intermodular degree can be called connector hubs, like JFK in New York, because they have many intercontinental flights [161].

Brain networks generally also have a modular community structure [162]. This means the whole-brain graph can be nearly decomposed into a number of subgraphs or modules [163, 164]. In the connectomes of many different species, it has been found that topologically defined modules typically comprise anatomically neighboring nodes, collectively serving a specialized cognitive process. In mammalian connectomes, e.g., cortical areas serving specialist sensory input analysis are anatomically colocated in the occipital cortex and topologically affiliated to the same visual modules [165].

Thus, the hubness of each node in the connectome can be conditioned on the community structure in the same way as each airport in the global airline network. We can measure hubness in terms of intramodular and intermodular degree, or by the participation coefficient, which is a measure of the ratio between intra- and intermodular degree at each node [166]. In the mammalian cortex, areas with a high intramodular degree, a.k.a., provincial hubs, tend to be functionally specialized areas with many connections to nearby areas, whereas areas with a high intermodular degree, a.k.a., connector hubs, tend to be functionally generalized areas of association cortex with more connections to distant areas [167]. This observation of connector hubs in the human connectome is not only topologically analogous to the airline network it is also consistent with prior anatomical theories about the critical role of transmodal areas (heteromodal, paralimbic, and limbic cortices) in deriving cognition from sensation [168]: “transmodal areas are not necessarily centers where convergent knowledge resides, but critical gateways (hubs, sluices, or nexuses) for accessing the relevant, distributed information” from upstream areas of the more specialized sensory cortex [7].

In the brain, as in the global airline network, there is a fundamental tension between topological segregation and integration. In that sense, they are both examples of the broad class of complex networks defined by the “small-world” characteristic of high segregation and high integration compared to the topology of a random graph [169, 170]. Brains and airline networks combine both: (i) locally clustered, intramodular, or “clique” connectivity between nodes within a segregated subset of the network; and (ii) globally distributed, intermodular or “inclusive” connectivity between otherwise-segregated subsets of nodes that are thus integrated with the whole network. Provincial hubs are important for segregated topology and local clustering of connectivity between nodes in the same module; connector hubs are important for integrated topology and global connectivity between modules [9, 171]. Unlike the airline network, however, an emerging aspect of brain functional network organization is the capacity for some nodes to switch affiliation between modules dynamically over the course of time, leading to the concepts of dynamic connector hubs [172] and versatile modular affiliation [173].

For “higher-order” human brain function, and many neuropsychiatric disorders [174], it seems likely that topologically integrative features of the connectome, such as connector hubs, are particularly important. Higher-order, executive or intelligent functions are thought to be served by large-scale cortical or cortico-subcortical networks, encompassing regional nodes that are widely distributed in space across the brain and topologically affiliated to many different modules [175]. For example, the...
emergence of a global workspace for higher-order, effortful processing theoretically “breaks modularity” of specialized, automatic processing [176, 177], and the functional coactivation of a multitask network distributed across multiple cortical lobes is critical for the general intelligence factor, $g$, or adaptive task control [98]. These prior theories are compatible with brain graph results showing that integrative hub regions in the mouse connectome (tract-tracing data [156]) were enriched for expression of genes known to be functionally important for learning, memory, and single organism behavior, and in the C. elegans connectome (electron microscopy data [154]) most of the neurons constituting a “rich club” of densely interconnected hubs were the so-called command interneurons of the locomotor circuit with a functional role in backward or forward motion. Thus, in general, hubs seem to be important for adaptive whole animal behavior. Likewise, in the human connectome, performance of effortless cognitive tasks was associated with more intermodular edges and high-degree connector hubs [178], and hubness of frontal cortical nodes in MRI (morphometric similarity) networks was positively correlated with verbal and non-verbal intelligence quotient in healthy young people [142]. Further analysis and modeling of the relationships between connectome topology and information processing capacity is an active focus of ongoing research [179]. For example, recent studies have used the connectome to specify the wiring diagram of links between processing nodes in a neuromorphic computing model of memory capacity, seeking to use the connectome to bridge the gap between computational neuroscience and artificial intelligence [180].

The importance of hubs for global brain network integrity is also evidenced by in silico studies of resilience to attack. If the nodes of a connectome are serially deleted at random then the global efficiency of the network—a measure of topological integration—will incrementally decrease with each deletion [181]. However, the rate of decrease in global efficiency is accelerated as a function of the number of nodes deleted if the network is subject to a targeted attack, focusing first on the highest degree hub in the network and then proceeding to delete nodes in decreasing order of hubness [153]. Analogously, the global efficiency of the airline network will be much more severely degraded by a targeted attack on connector hubs, like JFK in New York, than by random attack on less central airports. This observation that connectome hubs not only make the network globally integrated (a strength) they also make it vulnerable to attack (a weakness) is consistent with prior anatomical theories about the critical role of transmodal hubs [168]: “paradoxically, they also provide “neural bottlenecks” in the sense that they constitute regions of maximum vulnerability for lesion-induced deficits in the pertinent cognitive domain” [7].

In clinical studies of brain disorders, it has been shown that pathological changes in gray matter are more likely to be concentrated in high-degree hubs of the normative connectome than in low-degree non-hubs [10, 182, 183]. The anatomical locations of the hubs impacted by different disorders seem likely to be somewhat disease specific. For example, schizophrenia was associated with reduced hubness of prefrontal cortical nodes, whereas Alzheimer’s disease was associated with reduced hubness of temporal cortical nodes [10, 183]. The common association between neurological and psychiatric disorders and MRI evidence of abnormality in brain network hubs could reflect the disruptive impact of the pathological attack on the integrative aspects of network topology that are important for higher-order function. However, it is also possible that hubs are especially vulnerable to pathological processes [184], as well as being more likely to generate symptoms once lesioned [12, 175]. For example, in Alzheimer’s disease and other neurodegenerative disorders, the anatomical distribution of loci of gray matter atrophy (MRI “lesions”) has been mapped to the normative connectome and modeled as the outcome of various candidate pathogenic processes, including trans-synaptic propagation of a pathogenic agent from an initial epicenter, typically a network hub [185, 186]. Using a directed human anatomical connectome, obtained by combining tract-tracing data on the mouse brain with diffusion-weighted MRI data on selected cortico-subcortical connections of the human brain [187], it was recently reported that anterograde diffusion of a pathogenic agent provided a good account of the observed longitudinal progression of gray matter lesions in Huntington’s disease [188]. These and related recent studies [189] reinforce the importance of network hubs in shaping the anatomical progression of neurodegenerative processes and provide an elegant illustration of how descriptive connectomics can be used as the basis for more causal mechanistic models of brain disease. In this light, neurodegenerative processes can even be regarded as “natural experiments” in human tract tracing, whereby close correspondence between observed anatomical patterns of neurodegeneration and the patterns predicted by trans-synaptic propagation across the connectome supports the fundamental concept that hubs identified by statistical analysis of MRI data correspond to human brain regions with a high degree of axo-synaptic connectivity.

**Spatial embedding, wiring cost, and hubs**

One reason that the connectome and the global airline network share so many topological features in common is that both are examples of complex networks embedded in space and spatial networks generally are constrained to reduce the costs associated with long-distance connections [190, 191]. The importance of minimizing the wiring cost of connectivity between neurons was first recognized by Ramón y Cajal, who proposed a small number of conservation laws, including conservation of space and conservation of biological material, which accounted for many details of neuronal histology and network configuration [192]. It has since been widely agreed that many aspects of brain network organization are consistent with minimization of wiring [193] and this parsimonious tendency is explicable in terms of the imperative to control metabolic costs and to fit a topologically high dimensional brain network into the finite and low-dimensional space of the skull [191, 194].

However, cost minimization cannot account entirely for brain network organization. The frequency distributions of connection distance in the C. elegans, mouse, macaque, and human connectomes generally indicate a majority of short-distance connections, but also more long-distance connections than would be expected in comparable networks generated by strict cost minimization rules [156, 195]. Moreover, long-distance connections tend to be concentrated on high-degree hubs, especially connector hubs mediating intermodular connections between spatially distributed modules [166]. These observations have motivated the concept that brain networks represent an economical trade-off between cost minimization (which drives the formation of anatomically colocated clusters and modules of densely interconnected nodes) and topological integration (which is valuable for information processing, but requires the existence of connector hubs and long-distance edges) [181, 196]. For example, connector hubs of the PFC will have more long-distance connections, e.g., to the parietal, temporal and posterior cingulate cortex, as described above. Networks that accurately simulate the topological properties of connectomes can be produced by generative models that define the probability of a connection between two nodes as the product of a distance-penalizing, cost minimization factor, and a competitive factor that promotes the formation of connections between topologically similar nodes (homophily) regardless of the distance between them [197, 198]. It is possible that other selection pressures, such as the importance of resilience of brain networks to pathological attack, may also be important in the evolution of...
connectome topology. However, these results from generative modeling of normative network formation by a simple two-factor model (representing the trade-off between wiring cost and topological homophily) have been successfully extended to consideration of atypical connectomes associated with schizophrenia or other neurodevelopmental disorders, indicating the potential in future to understand more deeply the developmental mechanisms that determine the formation of clinically symptomatic or cognitively disabling human brain networks [199].

**RELATIONSHIP BETWEEN ANATOMIC STUDIES DEMONSTRATING HARD WIRING AND MRI STUDIES DEMONSTRATING NETWORKS AND HUBS**

The relationship between structure and function is of ongoing interest. There is little doubt that diffusion tractography should reflect, at least partially, the anatomic hard wiring of brain regions. In contrast, while rs-fMRI is affected by structural constraints, it reflects the dynamic interactions of a network over time, and, as such, is expected to demonstrate connectivity beyond those constraints [200]. Structure/function comparisons are often made directly between dMRI and rs-fMRI, each of which has intrinsic problems in reflecting the actual hard wiring (as described above), or between the anatomic literature and MRI, which we will focus on first.

Early studies benchmarked the accuracy of human dMRI-derived maps by comparing tractography streamlines with the human and NHP anatomic literature [201–205]. As methods for high-quality scanning have improved, comparisons are increasingly being carried out between NHP dMRI-derived networks and the NHP tract-tracing literature [206–210]. However, relying on the literature, while accurate from an anatomic perspective and thus an important first step, is nonetheless limited. Most animal tracing studies focus primarily on the source and target endpoints (injection site and labeled cell distributions), with little precise information about the trajectories of the axons that connect the endpoints. In addition, most studies do not provide a comprehensive account of all connections to or from a specific area, limiting the documentation to selected areas of interest. However, when a comprehensive tracing experimental data set is compared to dMRI, the results are moderately consistent across modalities [158]. However, the PFC has not been extensively explored in this manner. More recently, studies have been designed specifically to compare anatomic pathways with dMRI-generated streamlines in NHPs [24, 68, 133, 211–214]. These data, most of which have been collected in independent groups of animals, have contributed to a better overall understanding of where and how dMRI streamlines can produce both false positives and false negatives.

Unlike dMRI, rs-fMRI is a measure of functional connectivity rather than structure. Thus, emphasis on understanding the relationship between tract-tracing data and rs-fMRI has not been viewed as critical. Nonetheless, several recent studies have begun to explore this relationship [215, 216]. Cross-species comparative rs-fMRI studies using data-driven approaches have now demonstrated that the distributed networks identified in the human brain could also be observed in NHPs [32, 84, 217–221]. Moreover, comparisons between published results from NHP tract-tracing studies and NHP rs-fMRI studies have demonstrated a link between hard wiring and functional connectivity [219, 220]. Taken together, functional connectivity patterns seen with rs-fMRI appear to be largely, but not completely, determined by the underlying anatomic connections [222, 223]. Interestingly, functional connections are most stable between regions with reciprocal structural connections [223]. In addition, a few studies have taken a region-based approach [215, 224–226], which also showed good correspondence between tract-tracing data and rs-fMRI connectivity and were more precise than comparisons between structural and functional MRI data [200, 227].

A relatively new approach to compare human rs-fMRI connectivity and NHP tract-tracer studies is to place seeds in human brain regions homologous to the injection sites for NHP experiments. In a study using rs-fMRI in humans, to examine whether there was a striatal hub at which projections from the inferior parietal lobule and PFC converged, seeds were placed in the caudate nucleus in homologous regions to specific tracer injections. Connectivity profiles of the seed-based circuits were consistent with the anatomical pattern of tracer connections to the homologous injection sites [226]. This type of study, in which specific injection sites are used for a seed-based correlational analysis, has great potential for identifying unique subregions within large anatomic areas that display hub-like characteristics. However, even when comparing tract-tracing and MRI connectivity metrics in NHPs, two confounding elements remain: (i) the accuracy of registering the histological specimen with the MRI data to place the seed in precisely the same position as the tracer injection site; and (ii) individual variability across animals. Tract-tracing and MRI studies in the same animal allow for a voxel-wise assessment of tractography accuracy. Using a cross-species, cross-modal approach (NHP tracing and NHP dMRI in the same animal, combined with dMRI in humans), we can determine which streamlines were the correct ones and which represent false positives or false negatives. Below, we describe three studies that included some experiments in which tracer injections and the dMRI scan were carried out in the same animal. Two demonstrate the ability to understand the organization and trajectory of long-distance bundles carrying PFC fibers. The first describes the complex trajectory of the dopamine–PFC pathway; the second segments the ALIC based on the location of specific PFC fibers within it. The third study identifies and locates a hub within the larger rACC hub of the DMN [24, 28, 228].

**Ascending midbrain pathways**

As described above, the MFB, which travels through the ventral forebrain, carries the ventral tegmental dopamine fibers to the PFC. Recently, a so-called new component of the MFB (referred to as the superolateral MFB) was described in the human brain based on dMRI tractography. This component appeared to travel within the IC, not in the classic MFB. Combining tracing and dMRI in the NHP, we could demonstrate that the streamlines entering the IC were false positives (Fig. 7). To reach the cortex, VTA fibers travel through the ventral forebrain, which could be demonstrated using dMRI and validated with tyrosine hydroxylase (TH)-positive immunoreactivity in both NHP and human brains. Other axons cross the IC to terminate in the caudal striatum (Fig. 7a). However, streamlines that enter the IC are false positives, which could also be demonstrated in the human brain (Fig. 7b, c). The lack of TH-positive fibers in the capsule further validates the lack of VTA dopamine fibers (and the MFB) passing through the capsule [28]. Thus, the long-distance dopaminergic pathway to the PFC does not travel through the IC, but rather follows the well-described MFB.

**PFC pathways through the ALIC**

As described above, the ALIC is organized such that fibers from dorsal PFC regions are dorsal to those from ventral regions, and axons from medial PFC regions are medial to those from lateral areas, which results in five segments: a ventral segment (VpFC fibers); medial and lateral midsegments (ACC and vPFC fibers, respectively); and medial and lateral dorsal segments (medial PFC and dPFC fibers) (see Fig. 3b) [55, 120]. Using the cross-species, cross-modal approach, it was possible to follow the correct streamlines and identify the false-positive streamlines as they split from the stalk and curved around the striatum to enter the ALIC (Fig. 7d, e). Not surprisingly, the same false positives were also found in the human dMRI (Fig. 7f). Moreover, these false positives were in the same positions as those seen in the NHP,
showing the teal region of the DMN (Fig. 7a) [82]. In contrast, the most ventral rACC These results suggest a hub embedded within the large rACC additional inputs include those from the OFC, FEFs, and vmPFC. found that one subregion, located in the rACC and dACC, received the distribution of afferent connections to the rACC, we recently considered a global network hub and a key anchor in the DMN [83, 229]. However, this large region receives a gradient of inputs across the structure, such that the ventral part is linked to emotion processing areas, the rostral region with cognitive control areas, and the caudal regions with motor control areas [77, 230]. Thus, a stage for linking abnormalities within the ALIC to specific connections and helps to fine-tune the neurological placement of DBS electrodes [24, 28, 55, 120]. This type of multimodal, multispecies comparative study can be generalized to determine the organization of long-distance connections related to specific networks.

An rACC hub
As indicated above, the rACC sits at the connectional intersection of the emotion, cognition, and executive control networks and is considered a global network hub and a key anchor in the DMN [83, 229]. However, this large region receives a gradient of inputs across the structure, such that the ventral part is linked to emotion processing areas, the rostral region with cognitive control areas, and the caudal regions with motor control areas [77, 230]. Thus, a key question is whether a hub exists within this gradient or whether the information is processed sequentially—i.e., from valuation to cognition to action. Based on the anatomical distribution of afferent connections to the rACC, we recently found that one subregion, located in the rACC and dACC, received inputs from more areas than would be expected based solely on the inputs predicted by anatomical gradients (dIPFC, vIPFC). The additional inputs include those from the OFC, FEFs, and vmPFC. These results suggest a hub embedded within the large rACC region of the DMN (Fig. 7a) [82]. In contrast, the most ventral rACC is most closely linked to the OFC and vmPFC, and thus the limbic network. Interestingly, the most dorsal and caudal area is linked to the FEFs and the insula, suggesting that this is part of the SN.

We tested whether we could identify this anatomically localized hub region using dMRI, first in NHPs and then in the human brain (Fig. 7b). Using each frontal voxel as a seed, tractography in the NHPs demonstrated that streamlines from each frontal area converged in a similar location within the rACC as the hub defined by tract-tracing experiments. Applying the same tractography approach to human connectome dMRI data from the Human Connectome Project, streamlines from the homologous frontal areas converged in a similar position in the human rACC. Interestingly, the variance across individuals was similar in both species, with little rostrocaudal variance, but greater dorsoventral variance.

Finally, we tested how well the anatomical results compared to rs-fMRI connectivity. Seeds were placed in the rACC at similar locations as anatomic injection sites in the NHP anatomy experiments. Consistent with the anatomic results, the most ventral seed resulted in relatively limited connections, while the central seed showed the most diverse connections. Connections of the ventral seed were strongest with the ventral medial parts of the PFC (areas 25, 10, and 14). Its main long-distance connection was to the PCC, consistent with its affiliation as part of the DMN. The anatomical pathway of this connection is through the CB [231]. The most dorsal seed is also tightly linked to adjacent areas (dIPFC and dmPFC) with long-distance connections to the premotor cortex (via the CB) and the frontoinsular cortex (FIC), specifically the insula. The anatomical pathway between the FIC and ACC is through the Extm [47]. Interestingly, this seed did not show strong connections to the PCC, one of the hubs of the DMN, suggesting that this position of the rACC may not be central to the DMN. However, its connections were more consistent with involvement in the SN [16] (see Menon and D’Esposito in this volume). The connections of the central seed, placed in a similar position as the rACC hub described above, had a wider range of long-distance connections, compared to the more dorsal and ventral seeds, including to the OFC, FEFs, vIPFC, and rostral temporal cortex, in addition to its strong connection to the PCC. The anatomical pathways mediating these diverse connections include: the Extm, to temporal cortex; the CB, to FEFs; and CB and UF to OFC [47, 231]. Taken together, the combination of anatomy and imaging allows us more specifically to pinpoint the location...
Fig. 7 The rACC hub. a Schematic illustration of the FC regions with strong projections in each case. The dashed contour at the center of each schematic represents the rACC and the circles indicate the injection placement for each case. a.1 = injection 1, a.2 = injection 4, a.3 = injection 6. Colored branches represent the strength of inputs (based on cell counts) from each brain region (green = 50%; red = 75%). Case 4 (a.2) showed the most diverse input. b Top: sagittal section showing the localized hub in seven individual monkeys using dMRI tractography. Each red dot marks the center of the hub region in one monkey. The center of the hub was defined by the voxel with the highest weighted sum of probabilistic streamlines from all 29 seeded areas. Bottom: sagittal sections showing the localized hub across human individuals using dMRI tractography. Each red dot marks the center of the hub region in one subject. The center of the hub was defined by the voxel with the highest weighted – sum of probabilistic streamlines from all seeded FC areas. c rs-fMRI connectivity following seed placement in the rACC in similar locations as the anatomic injection sites. Top: seed placements. c.1. Seed placement in the ventral rACC. This placement showed the most limited connections, consistent with the NHP anatomy data. c.2. Seed placement in the central rACC. This placement showed the most diverse connections, consistent with the NHP anatomy data. c.3. Seed placement in the dorsal rACC. This placement showed an intermediate level of connections, consistent with the NHP anatomy data.

and composition of hubs and edges embedded within the network of larger regions initially identified using rs-fMRI.

Linking anatomy with imaging is a two-way street. While anatomy provides the ground truth for hard-wired connections, imaging can guide the interpretation of hard wiring. For example, in the above example of the rACC, the idea that this region is an important hub was identified by rs-fMRI [83], but then further probed by anatomic studies [82]. Combining the NHP anatomy and MRI data also lends validity to the location and composition of hubs and edges in the human connectome and eliminates issues related to cross-species, cross-modalities evaluation in one step [232]. These three studies show the value of NHP tract-tracing data for anatomically validating the connections defined by MRI that are likely to represent monosynaptic connections. However, this raises the issue of how to validate MRI-based connectivity without NHP tract-tracing data. Although the direct comparisons described above are ideal, they are available for all connections. However, there does exist extensive anatomic literature that can guide connectional studies.

Another way in which anatomical studies can be used to cross-validate the topological concept of hubness is by studying the physiology associated with cognitive or behavioral tasks at hubs or the consequences of focal lesions to hubs. For example, cells in the rACC hub region described above are sensitive to the value and uncertainty of aversive outcomes and actively anticipate the resolution of uncertainty about future risky outcomes [69] (see Monosov and Rushworth in this volume). As predicted by in silico models of network disintegration by a targeted attack on highly connected nodes, lesions of putative connector hubs of the cortex should have the greatest impact on complex behaviors that depend on the integration of information and action across multiple sensory and motor domains. For example, selective lesions of the sulcus of the ACC in NHPs caused behavioral deficits in reward learning, indicating an integrative role for the lesioned area in accessing reward probability information, widely distributed throughout the brain, as the cortical component of a distributed circuit to determine “which actions are worth making” [233]. Selective lesions of the gyrus of the ACC caused impairments in social behavior, consistent with it playing a crucial role in valuing social information on the basis of integrated interactions with several other brain areas including the OFC and amygdala [234]. These and other experimental lesion studies [235] suggest that locally targeted disruption of the cortex can have effects on extensively distributed information processing and related complex behaviors, as would be expected if the lesioned areas were topological hubs.

Most generally, these examples highlight the opportunity to use anatomic data—from tract-tracing and lesion studies—to demonstrate the hard wiring that underlies the concept of hubs based on human imaging. This paves the way to validate, probe, and explore in greater detail the relationship of anatomically and MRI-defined hubs to both normal and abnormal behaviors in future studies [235]. In this endeavor, a highly translational strategy, capable of working between microscale (cellular) and macroscale (whole brain), as well as between animal models and human studies, will be crucial to achieve a neuroscientifically panoramic view of hubs and other complex topological motifs in the frontal cortex.
CONCLUSIONS
There is growing consensus that psychiatric illnesses are manifestations of circuit dysfunction. While, historically, anatomy has provided the foundation for understanding circuits, neuroimaging approaches have recently taken the lead. These approaches have demonstrated an intricate interplay in the complex network topology of the brain between segregation and integration, e.g., between functionally specialized modules and the connector hubs that bridge different modules. Highly connected hub nodes are central to network integration and MRI studies have demonstrated that they are also central to understanding many neurodegenerative and neurodevelopmental disorders. However, neuroimaging relies on indirect methods that often do not reflect the hard wiring that defines the underlying structure of networks. Now is a critical time for the field to circle back and evaluate how well the indirect methods of imaging reflect the hard wiring demonstrated by NHP tracing experiments. This knowledge forms the basis for identifying how circuits are organized and interact, and the extent to which connections observed in imaging studies represent direct wiring. Four alignment between analyses, and imaging studies in both NHPs and humans that link understanding network interactions and therapeutic interventions. This review discussed NHP anatomy, imaging approaches and analyses, and imaging studies in both NHPs and humans that link across species and modalities. Taken together, these studies begin to address how closely structural (or functional) connectivity derived from MRI corresponds to the “gold standard” monosynaptic connectivity based on NHP tracing data. Further alignment between these two neuroscientific domains will be fundamental to establishing the biological mechanisms that underpin MRI measurements of frontal cortical hubs and their relevance for both higher-order cognitive function and its clinical disorders.
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