FineNet: Frame Interpolation and Enhancement for Face Video Deblurring
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Abstract

The objective of this work is to deblur face videos. We propose a method that tackles this problem from two directions: (1) enhancing the blurry frames, and (2) treating the blurry frames as missing values and estimate them by interpolation. These approaches are complementary to each other, and their combination outperforms individual ones. We also introduce a novel module that leverages the structure of faces for finding positional offsets between video frames. This module can be integrated into the processing pipelines of both approaches, improving the quality of the final outcome. Experiments on three real and synthetically generated blurry video datasets show that our method outperforms the previous state-of-the-art methods by a large margin in terms of both quantitative and qualitative results.

1. Introduction

Many face videos contain blurry frames, due to the amateur use of hand-held cameras or the fast movement of highly animated faces. Blurry faces are very unpleasant to watch, and they are the causes of failure for downstream tasks such as gaze estimation and expression recognition. Thus face deblurring is important for many applications.

Deblurring is an important research problem, and it has been extensively studied in the literature of signal processing and computer vision. Recent state-of-the-art methods [4, 9, 15, 21, 23, 26] are based on deep learning, where a convolutional neural network is trained to enhance the blurry frames by exploiting the temporal redundancy among neighboring frames. A key step in the processing pipeline of these methods is alignment, where the neighboring frames are warped to align with the target frame in consideration [4, 11, 27]. Unfortunately, alignment can be difficult if the target frame is too blurry, and inaccurate alignment leads to poor deblurring results.

In this paper, we propose to tackle deblurring from an additional direction. In addition to treating deblurring as an enhancement problem, we consider a blurry frame as a missing frame and estimate it by interpolating from neighboring frames. We refer to this novel approach as frame interpolation, which is radically different from the popular frame enhancement approach [4, 11, 27], as illustrated in Fig. 2. One advantage of the interpolation approach is that it bypasses the problematic blurry frame, while the enhancement approach has to use the blurry frame as the alignment target. On the other hand, the enhancement approach does have advantages over the interpolation approach, especially when the target frame is already of high quality, so it is easier to enhance than to ‘create’ from scratch. Given the complementary benefits of these two approaches, we propose to combine them to improve the quality of the deblurred output video. We will refer to our method as FineNet, which stands for Frame Interpolation and Enhancement Network. The benefits of FineNet over individual approaches are illustrated in Fig. 1.

In addition to tackling deblurring from two directions, another technical novelty of our paper is the development of the Face-Aware Offset Calculation (FOC) modules for frame alignment and interpolation. The idea is to use facial
landmarks as a prior for finding correspondences and calculating positional offsets between image frames, and the facial landmarks can be obtained by running a facial landmark detector. However, the facial landmark detector might fail catastrophically, and it is challenging to design a robust approach to use facial landmarks. In this work, instead of defining explicit constraints based on the predicted landmarks, we use the landmark heatmaps to estimate the positional offsets for the deformable convolution kernels [7, 30]. This approach is robust to the inaccuracy of the detected facial landmarks, and it improves the quality of the final deblurring outputs.

We compare the proposed method with other state-of-the-art deblurring methods on several popular facial video benchmark datasets and find that our model quantitatively outperforms the others by a large margin. We also evaluate on Internet videos with real blur and observe that our model produces clearer and sharper results.

2. Related work

**Image and video deblurring.** Traditional deblurring methods, deconvolution, aim to recover from a given blurry image $y$ the original sharp image $x$ and the blur kernel $k$ (usually assumed to be a convolution kernel). This is an ill-posed task, and it requires some prior knowledge of the sharp image and the blur kernel. Chan and Wong [5] suggested using a total variation penalty to enforce the sparsity of the sharp image gradient. Pan et al. [14] discovered that the dark channel of the sharp image was sparser than in the blurry one, thus proposed a dark channel prior favoring sharp image in a MAP-based optimization method. Liu et al. [13] and Zuo et al. [31] proposed some common priors for the blur kernel, but these methods are computationally expensive. Furthermore, the proposed priors may not be suitable to in-the-wild blurry images. Most traditional algorithms struggle with non-linear and non-uniform blur kernels.

Together with the advancement of deep learning, there has been tremendous improvement in the performance of deblurring methods in the last few years. Video deblurring was initially considered as a special case of image deblurring, but many recent video deblurring methods also used temporal information to improve performance. One popular approach is to align neighboring frames by using motion field and subsequently fuse the aligned frames to recover the sharp image. Optical flow was used for frame warping in [4, 15, 21], while neighboring frames were used to estimate kernels of a convolutional network [9, 23, 26]. In this paper, we will furthermore exploit the temporal information by a frame interpolation module.

**Facial image enhancement.** Face deblurring can improve the performance of various face analysis systems, including gaze estimation, expression analysis, and 3D face modeling. In many selfie and streaming applications such as Skype and Zoom, faces are often the main focus of a video, so a face-specific deblurring algorithm is preferred over a generic method. To this end, the proposed face-specific deblurring method is well aligned with a number of image enhancement techniques that have been developed specifically for faces, exploiting the semantic structures of faces. The facial structures can be used as priors for face deblurring. One common prior is semantic segmentation. Shen et al. [17] concatenated face semantic labels with face images as the input of the model. Yasarla et al. [29] parsed a face into four parts, deblurred each part separately before combining the results. Beyond 2D priors, 3D face rendering has also been used to guide the deblurring process [15]. One common problem of the aforementioned methods is that they rely heavily on the facial estimation modules, but face parsing and 3D face rendering modules do not work well with blurry faces. That explains why the deblurring algorithms that explicitly and directly use face priors cannot handle severe blur. To avoid the problem of existing methods, we use facial landmarks to learn the dynamic kernels of deformable convolution layers, and this approach is more robust to the failure of the facial landmark detection module.

**Using facial landmarks for deblurring.** Thanks to deep learning, facial landmark detection has had a great leap in performance lately. Landmark detection methods [2, 3, 8, 25, 28] can now produce reasonable facial key-points even on blurry images. Most current state-of-the-art methods [2, 3, 20, 28] use CNNs to regress a heatmap for each land-
mark point and subsequently use those heatmaps to generate the locations of landmarks. In this paper, we use those intermediate heatmaps instead of the predicted points.

Sun et al. [18] proposed a cyclic process to connect deblurring and landmarks detection. Their model included two branches corresponding to the two mentioned tasks. The output of the first branch was used as the input of the second branch. The output of the second branch, in turn, was used as a prior for the first branch. However, this process was overly time-consuming. Following Wang et al. [26], we split the process into two stages. At the first stage, we use a smaller FineNet to remove noise and reduce blur density. At the second stage, we apply our full model.

3. FineNet

FineNet has two branches: enhancement and interpolation, as illustrated in Fig. 3. The enhancement branch aims to enhance each blurry frame directly, with the assistance of warped frames by aligning the nearby frames to the target frame. The interpolation branch treats the blurry frame as a missing observation and estimates it from the nearby frames. The output images from the enhancement and interpolation branches are fused to produce the final output.

To improve both the enhancement and interpolation branches, we leverage the facial landmarks to calculate the location offsets for the deformable convolutional kernels [7, 30]. We introduce Face-aware Offset Calculation (FOC), a novel module that takes the target frame, the neighboring frames, and their facial landmark heatmaps to predict the alignment offsets. FOC modules will be used in both the enhancement and interpolation branches. For a better understanding of the proposed method, we first review deformable convolution and the important roles of location offsets. We will then describe FOC, followed by the description of the enhancement and interpolation branches.

3.1. Preliminaries: deformable convolution

Deformable Convolution Network (DCN) was proposed by Dai et al. [7]. Instead of using convolution kernels with rigid and uniform receptive fields, DCN performs convolution operators on deformable locations with the location offsets being specified by an additional network branch. Zhu et al. [30] extend DCN by introducing additional learnable modulation scalars \( \Delta m \) to improve the performance of deformable convolution operation. Deformable convolution has been used in the alignment module of deblurring methods [23, 26], yielding impressive results. Inspired by their success, we also propose to use deformable convolution in both the enhancement and interpolation branches.

Given a feature map \( F \), the feature at position \( p \) in the next layer \( F'(p) \) can be obtained by a convolution layer with a kernel of size \( 3 \times 3 \) as follows:

\[
F'(p) = \sum_{k=1}^{9} w_k * F(p + p_k).
\]

(1)

where \( p_k \in \{(-1, -1), (-1, 0), \cdots \} \) and \( w_k \) is the weight of the location \( p_k \) in the kernel. Different from normal convolution network, modulated deformable convolution network [30] has two additional learnable offsets \( \Delta p_k \) and modulation scalars \( \Delta m_k \). Now the feature at position \( p \) in the next layer \( F'(p) \) is:

\[
F'(p) = \sum_{k=1}^{9} w_k * F(p + p_k + \Delta p_k) * \Delta m_k.
\]

(2)

3.2. Face-aware Offset Calculation (FOC)

Offset estimation is a critical step in the DCN-based feature alignment, but it was overlooked in previous deblurring works [23, 26], which used only two convolution layers for offset estimation. We instead design a dedicated module called Face-aware Offset Calculation (FOC). A FOC module takes features and landmark heatmaps of several frames as input. The output of the module is an offset map for alignment or interpolation. More specifically, suppose we have a set of frames and the corresponding extracted heatmaps (using [3]). We use a feature extraction module to convert them to feature maps, denoted as \( F = \{F_0, \cdots, F_k\} \) and \( H = \{H_0, \cdots, H_k\} \) respectively. Then, we concatenate \( F \) and \( H \) together and put them into a FOC module to get the offset. In the enhancement branch, a FOC module takes one neighboring frame and the target frame as input. A deformable convolution layer will use the estimated offset values to align the neighboring feature map to the target one. In the interpolation branch, a FOC module takes three input frames either \([t - 2, t - 1, t + 1]\) or \([t + 2, t + 1, t - 1]\). A deformable convolution layer will take the computed offset values to convert the middle frame of the input set to the target frame \( t \). The architecture of a FOC module is illustrated in Fig. 4.

The set of face landmark heatmaps is a crucial component in FOCs. Under severe blur, landmark heatmaps can be inaccurate and affect the performance of FOCs. However, we only use these keypoints to support the alignment step, while other papers use them to guide the reconstruction module directly. Our approach reduces the effect of incorrect landmark detection. Furthermore, we combine multiple alignments in the fusion step, making the system more robust to landmark localization errors.

Hereafter, for brevity while describing the network branches, we will use the terms “frame” and “heatmap” to imply the corresponding feature maps.
3.3. Enhancement branch

To refine a blurry frame $t$, the enhancement branch uses information from five consecutive frames $t-2, t-1, t, t+1, t+2$. This branch has four processing steps: features extraction, alignment, fusion, and reconstruction. Each frame after downsampling goes through the features extraction module to generate a feature map. The feature maps of all frames are aligned to the feature map of frame $t$ using the alignment module. The alignment module is an extension of the PCD alignment module [26] with our proposed FOC module. All the aligned feature maps, including the feature map of the target frame $t$, are combined by the fusion module to estimate the feature map of the enhanced target frame. Finally, the predicted target frame can be generated by its feature map using the reconstruction module.

We develop the alignment module based on the PCD align module [26], but improve it by using a FOC module to calculate the offsets for the DCN kernels. As will be seen in our experiments, this extension by itself already yields a model that outperforms the previous state-of-the-art deblurring methods.

To align frame $t+i$ to frame $t$, we compute offsets and aligned features at multiple scales from coarse to fine as suggested by Wang et al. [26]. For each scale level, we first use the feature maps and landmark heatmaps of the downsampled images to calculate the deformable convolution kernels as described in Sec. 3.2. Except for the bottom level, the kernels will be refined by fusing with the upsampled offset estimation from the previous level. Finally, we convolve those deformable kernels with the feature map of frame $t+i$. Fig. 5 depicts this alignment procedure.

Following [26], we use a pyramid and cascading structure for alignment, as can be seen in Fig. 7. For each frame, we compute a pyramid of feature maps. The first level of the pyramid is the feature map extracted by a feature extraction module. From the second level, the feature map of the pyramid will be calculated directly from the previous level by a
At each non-leaf level \( l \) to frame \( t \) and the bottom one is Level 3. To align frame \( t' = t + i \) to frame \( t \), each level in the pyramid structure of frame \( t' \) is aligned with that respective level in the pyramid of frame \( t \).

At each non-leaf level \( l - 1 \), we refine the aligned features by concatenating them with the corresponding upsampled features from level \( l \), followed by a convolutional layer. For offset calculation, we do the same but replace the convolutional layer by a FOC module. Formally, let \( F^3_t \) and \( F^3_{t'} \) be the feature maps of frame \( t \) and \( t' \) at level \( l \), \( A^l_t \) the desired aligned feature map and \( \Delta P^l_{t'} \) the map for location offsets. Also, we denote \( H_t \) and \( H_{t'} \) as the landmark heatmaps of frame \( t \) and \( t' \). \( A^l_t \) and \( \Delta P^l_{t'} \) are calculated as follows:

\[
\Delta P^3_{t'} = \text{FOC}(F^3_{t'}, F^3_t),
\]
\[
A^l_t = \text{DConv}(F^3_t, \Delta P^3_{t'}),
\]
\[
\Delta P^2_{t'} = \text{FOC}(\text{Conv}(F^2_{t'} \oplus F^2_t), (\Delta P^3_{t'})^2),
\]
\[
A^l_t = \text{Conv}(\text{DConv}(F^2_t, \Delta P^2_{t'} \oplus (A^3_t)^2)^2),
\]
\[
\Delta P^1_{t'} = \text{FOC}(\text{Conv}(F^1_{t'} \oplus F^1_t), (\Delta P^2_{t'})^2, H_{t'}, H_t),
\]
\[
A^l_t = \text{Conv}(\text{DConv}(F^1_t, \Delta P^1_{t'}) \oplus (A^2_t)^2)^2),
\]

where \( \oplus \) and \( \uparrow \) are the concatenation and upsampling operators. We only use facial landmark heatmaps in the FOC module of Level 0. When aligning feature maps of each non-top level, we use a simplified FOC module with a small encoder-decoder network that does not use the landmark prior to save computational cost.

### 3.4. Interpolation branch

The interpolation branch also uses deformable convolution with a feature pyramid and cascading architecture. The ‘missing’ frame \( F_t \) is interpolated from \( F_{t-2}, F_{t-1}, F_{t+1}, F_{t+2} \) and their corresponding landmark heatmaps \( H_{t-2}, H_{t-1}, H_{t+1}, H_{t+2} \). We use both forward and backward interpolations, denoted by \( F^+- \) and \( F^- \) respectively, as follows. First, we compute \( F_t^+ \) by applying the interpolation module on three frames \( [F_{t-2}, F_{t-1}, F_{t+1}] \) and their landmark heatmaps. Second, we compute \( F_t^- \) by applying the interpolation module on three frames \( [F_{t+2}, F_{t+1}, F_{t-1}] \) and their landmark heatmaps (note the decreasing order of the frames). Finally, we combine \( F_t^+ \) and \( F_t^- \) by a fusion module and predict the missing frame \( F_t \) using the combined feature map. Fig. 6 depicts the forward interpolation procedure.

For both forward and backward interpolation, we use three neighboring frames instead of four. In our ablation studies described in the experiment section, there is no benefit of using four frames over three, so we opt to use three frames to reduce computational cost.

Note that our frame interpolation module is designed specifically for the deblurring purposes. While this method may be applicable to a similar application of video slow-motion, it is beyond the scope of our paper.

Although two branches use a very similar network architecture, they perform two very different tasks. In the enhancement branch, each neighbor frame is aligned to the target frame separately, then fused together. This branch heavily relies on the target frame and aims to enhance it. In the interpolation branch, we ignore the target blurry frame and recover it from its neighbors.

One may question if the interpolation branch is effective when consecutive frames are blurry. We analyzed the real blurry videos and found interpolation useful most of the time. In many cases, the number of consecutive blurry frames is small such as abrupt face movement or low FPS videos. One clear neighbor frame is enough for an efficient interpolation. Even when all neighbor frames are blurry, the partially clear areas of these frames can complement each other. We will analyze the efficiency of this interpolation in Sec. 4.

### 3.5. Combining enhanced and interpolated frames

We use a simple network module to combine the output images from the enhancement and interpolation branches. The combination module is a simple architecture, containing two downsampling layers, followed by nine ResNet blocks and two upsampling layers.

Early fusion is another approach to fuse the results from the enhancement and interpolation branches. Instead of fusing the final output images, we have also experimented with fusing the intermediate feature maps, five from the enhancement branch and two from the interpolation branch. But early fusion is not as good as late fusion, as will be seen in our ablation studies described below.

### 3.6. Training Loss

For both interpolation and enhancement branches, we use \( L_1 \) loss between the predicted frame and ground truth. In addition, we also use spatial gradient loss [24] to enhance the sharpness of the reconstructed face. Let \( G_x \) and \( G_y \) be the gradient map with respect to coordinate \( x \) and \( y \) respectively. The training losses of the enhancement and interpolation branches are:

\[
\mathcal{L}_{en} = ||I^{gt} - I^{in}||_1 + ||G_x(I^{gt}) - G_x(I^{in})||_1 + ||G_y(I^{gt}) - G_y(I^{in})||_1,
\]
\[
\mathcal{L}_{en} = ||I^{gt} - I^{in}||_1 + ||G_x(I^{gt}) - G_x(I^{in})||_1 + ||G_y(I^{gt}) - G_y(I^{in})||_1.
\]

where \( I^{en} \) and \( I^{in} \) are the image outputs of the enhancement and interpolation branches, and \( I^{gt} \) is the ground truth frame. After training the enhancement and interpolation branches, we train the combination module to combine \( I^{en} \) and \( I^{in} \). For the combination module, we only use \( L_1 \) loss.
for training, i.e., \( \mathcal{L}_{\text{combine}} = \| I^{gt} - \hat{I} \|_1 \), where \( \hat{I} \) is the final output of our deblurring network.

4. Experiments

We compared FineNet with five state-of-the-art deblurring methods: two natural video deblurring methods [22, 26], a natural image deblurring method [12], a facial image deblurring method [29], and a facial video deblurring method [15]. We used three datasets in our experiments, and all methods were trained on the same set of training data until convergence. We used PSNR and SSIM for quantitative evaluation and an user study for qualitative evaluation.

4.1. Datasets

We used the training videos of VoxCeleb for training the deblurring models, and we evaluated them on the test videos of VoxCeleb and 300VW datasets as well as a self-collected dataset of blurry Youtube videos.

**VoxCeleb [6].** This is a large dataset of face video clips collected from Youtube with about 146K training videos and 6K testing videos. Due to its large size, we randomly choose around 1300 videos from the training videos, approximately 700K frames, to create the training set. We use [10] to synthesize blurred images. Sun et al. [18] suggested generating motion blur based on estimated face movement. However, constraining motion blur by a noisy and potentially inaccurate movement estimation limits the trained deblurring model’s power. We empirically found that the models trained with random motion blur achieved higher performance. Therefore, we use random blur kernels to generate training data in our experiments. We chose 130 videos from the testing set for evaluation.

**300VW [16].** This dataset contains high-quality and sharp face videos. We used 30 videos from this dataset for testing, evaluating the generalization ability of the trained models to a new domain. We did not use videos from this dataset for training the deblurring models.

**Blurry Youtube.** In addition to evaluating our method on synthetically blurred images, we also test it on 100 low-quality face videos from Youtube that contain blurry frames. Qualitative experiments show that our model provides clearer deblurring results than other methods.

4.2. Implementation Details

We train our network with mini-batch size of 12 images. We use Adam optimizer with \( \beta_0 = 0.9 \) and \( \beta_1 = 0.999 \). The initial learning rate is \( 10^{-4} \), and training converges after around 200,000 iterations.

Following [26], we use a two-stage strategy. In the first stage, we use a small deblurring module to remove noise and partially deblur the video. In the second stage, we will handle severely blurry frames. This strategy improves the performance of the alignment and interpolation modules.

4.3. Comparison with State-of-the-art Methods

The average PSNR and SSIM values of all methods on the VoxCeleb and 300VW test sets are reported in Table 1.

| Method          | VoxCeleb PSNR | VoxCeleb SSIM | 300VW PSNR | 300VW SSIM |
|-----------------|---------------|---------------|------------|------------|
| DeblurGAN [12]  | 26.45 0.4418  | 26.83 0.6228  |            |            |
| UMSN [29]       | 31.08 0.9035  | 31.35 0.9538  |            |            |
| Ren et al. [15] | 32.26 0.9089  | 33.05 0.9278  |            |            |
| SRN-Deblur [22] | 34.71 0.9342  | 34.15 0.9501  |            |            |
| EDVR [26]       | 34.77 0.8409  | 29.12 0.8775  |            |            |
| **FineNet (proposed)** | **37.04 0.9612** | **38.22 0.9700** |            |            |

Table 1. Quantitative results on the VoxCeleb and 300VW testing sets. FineNet significantly outperforms all other methods.
Table 2. Benefits of the FOC module and its landmark input on both Enhancement and Interpolation branches. The numbers are reported on 300VW dataset.

| FOC | Landmarks | Enhancement | Interpolation |
|-----|-----------|-------------|---------------|
|     |           | PSNR/SSIM   | PSNR/SSIM     |
| x   | x         | 29.12/0.8775| 35.49/0.9490 |
| ✓   | x         | 37.37/0.9590| 36.36/0.9598 |
| ✓   | ✓         | 37.81/0.9649| 36.87/0.9633 |

As can be seen, FineNet outperforms other methods by a large margin. More specifically, on VoxCeleb, FineNet achieves PSNR of 37.04, while the PSNR of the second-best method is only 34.77. The performance gap between FineNet and the second-best one is even wider on the 300VW test set (c.f., 38.22 and 34.15). The models using face identity [15, 29] fail to produce a clear output in case of severely blurred target frame. Meanwhile, FineNet still generates high-quality output with sharp component boundaries, even in that adverse condition, as shown in Fig. 8.

We notice a significant performance drop of the EDVR model on the cross-domain task, i.e., testing on 300VW data. As mentioned by Wang et al. [26], the EDVR model is highly dataset-biased. Therefore, the performance would decrease when there are differences between the domains of the training and testing videos.

Besides deblurring methods, we also compare FineNet with state-of-the-art interpolation methods, including [1] and [19], on the 300VW dataset. Our method achieves 1.2db higher in terms of PSNR than the best method. Experiment details can be found in supplementary materials.

4.4. Ablation Studies

We perform several ablation studies to understand the contribution of various components of FineNet. The first set of experiments are to test: (1) the importance of having the FOC modules for computing the location offsets for deformable convolution kernels; and (2) the importance of using landmark heatmaps in the FOC modules. Table 2 reports the results on these experiments. Note that we propose to use FOC modules in both the enhancement and interpolation branches, so we actually perform two sets of ablation studies here. As can be observed, there is a clear benefit of using FOC modules; the PSNR drops sharply if we do not use FOC in the enhancement branch. The landmark heatmaps are also useful, for both enhancement and interpolation branches. Using the landmark heatmaps of two frames, FOC can predict the face movement and produce accurate offsets for deformable convolution.

Next, we evaluate the contribution of the enhancement and interpolation branches toward the final model. We report deblurring results on the 300VW dataset in Table 3. As can be seen, the best result is obtained when both branches are used. The need for using both branches has been justified with Fig. 1. On the one hand, the interpolation frame is useful when the blur is too severe for proper enhancement. On the other hand, if the target frame is already in good quality, it is easier to enhance it. FineNet combines the two methods to avoid the limitations of both. In Fig. 11, the first row is the case in which the output of the interpolation branch is better than the enhancement branch, while in the second row, the interpolation branch fails to generate sharp facial components. The combination of both branches yields the best results in both cases. As shown in the second and the third plots of Fig. 10, the combination method outperforms enhancement and interpolation for 95.3% and 85.0% of time, respectively.

To verify our fusion scheme, we also report the performance of the early fusion approach in the third row of Table 3. Unlike our late fusion, it gives only a minor gain. This is because the feature maps from the enhancement branch outnumber the feature maps of the interpolated branch, making early fusion ineffective.

While landmark input is helpful in overall, landmarks es-
Table 3. Benefits of Enhancement-Interpolation fusion. The numbers are reported on 300VW dataset. Enh and Int denote Enhancement and Interpolation branches respectively.

| Enh | Int | Late fusion | Oracle landmarks | PSNR/SSIM       |
|-----|-----|-------------|------------------|----------------|
| ✓   | x   |             |                  | 37.81/0.9649   |
| x   | ✓   |             |                  | 36.87/0.9633   |
| ✓   | ✓   |             | x                | 37.88/0.9655   |
| ✓   | ✓   | ✓           |                  | 38.22/0.9700   |
| ✓   | ✓   | ✓           | ✓                | 38.22/0.9698   |

Figure 10. Pairwise comparisons between the enhancement branch, the interpolation branch, and their combination on the 300VW dataset. For each pair of methods, the pie plot reports the number of times one method has a higher quantitative result than the other.

Estimated from severely blurry frames are unreliable and may hurt the system performance. To verify that, we test FineNet with “oracle” landmarks computed from the ground-truth frames and report in the last row of Table 3. There is no gain in PSNR, indicating the robustness of our system with respect to landmark localization error. This is because we only use landmark heatmaps as an implicit prior for calculating the deformable kernel offsets. This approach is robust to the failure of the landmark detector, unlike the methods that explicitly use facial structure priors.

For the interpolation module, we also experimented with using four frames for both forward and backward interpolation. However, there is no significant difference in performance for using either three or four frames. The PSNR/SSIM of the two methods are 36.83/0.9632 and 37.44/0.9715, respectively.

4.5. Evaluation on real blur videos

Finally, to validate the practical usefulness of FineNet, we run it and other state-of-the-art methods on the real low-quality Youtube videos. The results are shown in Fig. 9. Those videos contain real blur caused by camera shakes, rapid face movement, or both. The frames generated by our model look better than the outputs of other methods. We conducted an user study where 46 users was asked to select the best deblurred image among the results of FineNet and other methods for 23 test cases. Impressively, FineNet was selected 91.3% of the time.

5. Conclusions

We have presented FineNet, a network for video deblurring. FineNet contains two parallel branches for frame enhancement and frame interpolation. We have also introduced a novel module for calculating the spatial offsets between two facial feature maps, using landmark heatmaps. Experiments on a number of real and synthetic blurry frames demonstrate the good performance of our method.
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