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Abstract. Dirac structures and Morse families are used to obtain a geometric formalism that unifies most of the scenarios in mechanics (constrained calculus, nonholonomic systems, optimal control theory, higher-order mechanics, etc.), as the examples in the paper show. This approach generalizes the previous results on Dirac structures associated with Lagrangian submanifolds. An integrability algorithm in the sense of Mendella, Marmo and Tulczyjew is described for the generalized Dirac dynamical systems under study to determine the set where the implicit differential equations have solutions.

1. Introduction. Dirac structures were introduced in [16, 17] as a unified approach to both presymplectic and Poisson geometries. One of the motivations behind the definition was the study of constrained systems, including the celebrated case of the constrained bracket induced by a degenerate Lagrangian function (which was first studied by Dirac [22, 23], and after whom Dirac structures are named). The infinite-dimensional analog was introduced in [24] in the context of integrable evolution equations.

Dirac structures were soon employed to describe many situations of interest in mechanics and mathematical physics. In particular the idea of using a Dirac structure $D \subset TM \oplus T^*M$, where $M = T^*Q$ and $D$ is induced by the canonical symplectic structure, and a Hamiltonian function $H: M \rightarrow \mathbb{R}$ which represents the energy $E = H$ to write an implicit Hamiltonian system of the form

$$\dot{x} \oplus dE(x) \in D_x$$

is already found in [49, 50]. This has been the cornerstone of the development of a geometric theory of Port-Hamiltonian systems [18]; we refer the interested reader to [48] for a survey and a comprehensive list of references. Building on the notion of implicit Hamiltonian system, the case of Lagrangian systems (possibly degenerate)

2010 Mathematics Subject Classification. Primary: 37J05, 70H03; Secondary: 34A26.

Key words and phrases. Dirac structures, Morse families, mechanics, Dirac system, integrability algorithm.
was described in [53, 54] using the so-called “Dirac differential” $\mathcal{D}L: TQ \to T^*T^*Q$ of the Lagrangian $L: TQ \to \mathbb{R}$. In a nutshell, the Dirac differential combines Tulczyjew’s diffeomorphisms and the differential of $L$ to define a subset of $T^*T^*Q$. It is then proved that the implicit Lagrangian system

$$X \oplus \mathcal{D}L \in D_{\omega_Q},$$

where $X: TQ \oplus T^*Q \to TT^*Q$ is a partial vector field and $D_{\omega_Q} \subset TT^*Q \oplus T^*T^*Q$ is the Dirac structure induced by the canonical symplectic form $\omega_Q$ on $T^*Q$, leads to the equations of the Lagrangian system written in an implicit form. One of the virtues of (2) is that one might modify the Dirac structure $D_{\omega_Q}$ to account for a nonholonomic distribution $\Delta_Q \subset TQ$, and produce the standard nonholonomic equations (again, the equations are obtained in an implicit way). One can modify this approach to include more general situations such as vakonomic mechanics [37].

Dirac systems, i.e. system of the form (1), also include Lagrangian systems given by $L: TQ \to \mathbb{R}$. In this case, one enlarges the phase space and works on the Pontryagin bundle $M = TQ \oplus T^*Q$, endowed with a suitable Dirac structure, and the energy $E: M \to \mathbb{R}$ given by $E(q, v, p) = pv - L(q, v)$. Within this framework, there is no need for neither a Dirac differential operator nor the notion of a partial vector field as in [53, 54]. The reader can take a look at [9] for the more elaborated examples of nonholonomic systems and LC-circuits.

Another unified approach to Dirac systems, but based on the more general notion of Dirac algebroids, is found in [27]. Using a somehow similar approach to that of [53], the authors develop a formalism which includes, among others, mechanics on algebroids, non-autonomous systems and vakonomic and nonholonomic mechanics.

In this paper, we wish to take an alternative point of view and generalize Dirac systems in such a way that dynamics is defined by means of a Lagrangian submanifold of the phase space. We will use Morse families to generate those Lagrangian submanifolds, an approach that has already been applied in the realm of optimal control problems [4]. With this notion of generalized Dirac system we are able to recover many examples in the literature in a unified intrinsic formalism, including nonholonomic and vakonomic mechanics, optimal control problems and constrained problems on linear almost Poisson manifolds.

The paper starts with a brief review of the relevant definitions in Dirac geometry (Section 2). In Section 3 the basic construction of Lagrangian submanifolds out of Morse families is explained (we follow closely the exposition in [39]), and we define the notion of generalized Dirac system that we will consider in this paper. Theorem 3.3 relates this approach with the standard notion of Dirac system. Section 4 is devoted to a number of examples and in Section 5 we discuss the application of the integrability algorithm in [43] to the notion of generalized Dirac system and discuss the preservation of the presymplectic structure by the dynamics under the assumption of the integrability of the Dirac structure. The paper ends with a section devoted to future work. The final appendix contains details about the relation between the Dirac structures of interest to us and some natural maps in mechanics.

2. Preliminaries on Dirac structures. Consider a finite dimensional vector space $U$, and let $U^*$ be its dual. We endow the vector space $U \oplus U^*$ with the following symmetric non-degenerate pairing:

$$\langle (u_1, \alpha_1), (u_2, \alpha_2) \rangle = \langle \alpha_1, u_2 \rangle + \langle \alpha_2, u_1 \rangle,$$
where \((u_1, \alpha_1), (u_2, \alpha_2) \in U \oplus U^*\). A linear Dirac structure on \(U \oplus U^*\) is a Lagrangian subspace \(D \subset U \oplus U^*\) or, in other words, \(D\) satisfies \(D = D^\perp\) where the orthogonal is taken relative to the pairing \(\langle \cdot, \cdot \rangle\). It is easy to show that a Dirac structure is characterized by the following two conditions: \(\langle (u_1, \alpha_1), (u_2, \alpha_2) \rangle = 0\) for all \((u_1, \alpha_1), (u_2, \alpha_2) \in U \oplus U^*\), and \(\dim D = \dim U\).

**Definition 2.1.** A Dirac structure on a manifold \(M\) is a subbundle \(D \subset TM \oplus T^*M\) such that, for each \(m \in M\), \(D_m \subset T_m M \oplus T^*_m M\) is a linear Dirac structure.

We remark that we do not require any integrability condition in this definition; this is the convention in e.g. [18, 53]. The reader can find more details about the geometric meaning of the integrability condition on \([16]\); we will come back to this topic later in Section 5. Two basic examples of Dirac structures are the following:

(i) If \(\omega\) is a 2-form on \(M\), the musical isomorphism \(\omega^\sharp : TM \to T^*M\) is defined by \(v \mapsto \omega^\sharp(v) = \omega(v, \cdot)\). Its graph defines a Dirac structure that we denote \(D_\omega\):

\[
D_\omega = \{(v, \omega^\sharp(v)) \mid v \in TM\} \subset TM \oplus T^*M.
\]

(ii) Let \(\Lambda\) be a Poisson bivector on \(M\), and let us denote by \(\sharp_\Lambda : T^*M \to TM\) the morphism given by \(\langle \beta, \sharp_\Lambda(\alpha) \rangle = \Lambda(\beta, \alpha)\), for each \(\alpha, \beta \in T^*M\). The graph of \(\sharp_\Lambda\) defines a Dirac structure:

\[
D_\Lambda = \{(\sharp_\Lambda(\alpha), \alpha) \mid \alpha \in T^*M\} \subset TM \oplus T^*M.
\]

More general Dirac structures can be obtained restricting forms or bivectors to distributions or codistributions, respectively. We refer to [18, 53]) for more details and examples. We remark that, in general, Dirac structures are not given by graphs of forms or bivectors, see e.g. [6].

Within the framework of Dirac manifolds (manifolds equipped with a Dirac structure), there are operations of “backward” and “forward” which extend the usual notions of pull-back of a 2-form and push-forward of a bivector (see [7, 6]). We start with the construction in the case of vector spaces. Let \(\varphi : U \to V\) be a linear map between the vector spaces \(U\) and \(V\). The following holds:

1) If \(D_V\) is a linear Dirac structure on \(V\), then

\[
\mathcal{B}_\varphi(D_V) = \{(u, \varphi v^*) \in U \oplus U^* \mid u \in U, v^* \in V^*, (\varphi u, v^*) \in D_V\}
\]

is a linear Dirac structure on \(U\) that we call backward of \(D_V\) by \(\varphi\).

2) If \(D_U\) is a linear Dirac structure on \(U\), then

\[
\mathcal{F}_\varphi(D_U) = \{(\varphi u, v^*) \in V \oplus V^* \mid u \in U, v^* \in V^*, (u, \varphi^* v^*) \in D_U\}
\]

is a linear Dirac structure on \(V\) that we call forward of \(D_U\) by \(\varphi\).

These operations can be extended pointwise to the case of Dirac manifolds, although one needs some regularity condition to assure that the resulting distributions are smooth (and hence, define Dirac structures). In more detail, the construction of the backward and the forward for Dirac manifolds are as follows. Let \(f : M \to N\) be a smooth map, then:

1) Let \(D_N \subset TN \oplus T^*N\) be a Dirac structure on \(N\). For each \(m \in M\) the map \(T_m f : T_m M \to T_{f(m)} N\) can be used to define pointwise the backward image of \((D_N)_{f(m)}\) by \(T_m f\) in the sense of (3). This defines a Lagrangian distribution of \(TM \oplus T^*M\). When it is a subbundle (i.e. the distribution is regular), then it becomes a Dirac structure \(D_M\) on \(M\) that we call the backward of \(D_N\) by \(f\), and denote it by \(D_M \equiv \mathcal{B}_f(D_N)\).
2) Let \( D_M \subset TM \oplus T^*M \) be a Dirac structure on \( M \) which is \( f \)-invariant, meaning that
\[
\mathcal{F}_{(T_m f)}((D_M)_m) = \mathcal{F}_{(T_{m'} f)}((D_M)_{m'}), \quad \text{whenever } f(m) = f(m'),
\]
with the forward \( \mathcal{F}_{(T_m f)} \) as in (4). Then, similarly to the backward case, one can use the forward construction to define pointwise a Lagrangian distribution of \( TN \oplus T^*N \). Whenever this distribution becomes smooth, it defines a Dirac structure on \( N \) that we call the forward of \( D_M \) by \( f \), and denote it by \( D_N \equiv \mathcal{F}_f(D_M) \).

Some regularity conditions which guarantee that these constructions define Dirac structures can be found in [6, 12]. The forward and the backward of a Dirac structure have the following functorial property: if \( f: M \to N \) and \( g: N \to Q \) are smooth maps, then
\[
\mathcal{B}_{(g \circ f)} = \mathcal{B}_f \circ \mathcal{B}_g, \quad \mathcal{F}_{(g \circ f)} = \mathcal{F}_g \circ \mathcal{F}_f.
\]

3. Morse families and generalized Dirac systems. The notion of a Morse family or phase function was introduced in [35]. Here we just give some key definitions and essential results that we will need later. More details can be found in [1, 21, 31, 39, 51] and references therein. In particular, we will follow [39].

Morse families and Lagrangian submanifolds. A simple but important example of a Lagrangian submanifold of \( T^*Q \) is provided by the image \( \alpha(Q) \) of a closed 1-form \( \alpha \) on \( Q \). More general Lagrangian submanifolds of cotangent bundles can be represented as a certain quotient of images of 1-forms, as we will explain next following [39]. Recall that if \( \pi: M \to N \) is a submersion the conormal bundle is
\[
(\ker T\pi) = \{ \alpha \in T^*M \mid (\alpha, v) = 0, \text{ for all } v \in \ker T_{\pi(a)} \} \subset T^*M.
\]
Define the vector bundle morphism \( j_\pi : (\ker T\pi) \to T^*N \) by
\[
(j_\pi(\eta), T\pi(v)) = (\eta, v)
\]
for all \( \eta \in (\ker T\pi) \) and for all \( v \in T_{\pi(a)} M \). It is easy to check that this application is well defined and that the following diagram is commutative
\[
\begin{array}{ccc}
(\ker T\pi) & \xrightarrow{j_\pi} & T^*N \\
\downarrow(\pi_M)|_{(\ker T\pi)} & & \downarrow\pi_N \\
M & \xrightarrow{\pi} & N
\end{array}
\]
One can also show using the definition of \( j_\pi \) that the restriction of \( j_\pi \) to each fiber is an isomorphism from that fiber to the corresponding fiber of \( T^*N \). The map \( j_\pi \) can be locally described as follows. Let \((q^i, y^a)\) be fibered coordinates on \( M \) and \((q^i)\) on \( N \) such that \( \pi(q^i, y^a) = (q^i) \) which induce coordinates \((q^i, y^a, p_i, z_a)\) on \( T^*M \) and \((q^i, p_i)\) on \( T^*N \). The subbundle \((\ker T\pi)\) is locally described by coordinates \((q^i, y^a, p_i, z_a = 0)\), and
\[
j_\pi : (\ker T\pi) \to T^*N, \quad (q^i, y^a, p_i, z_a = 0) \mapsto (q^i, p_i).
\]
We write \( \pi^* : T^*_{\pi(q)} N \to T^*_q M \) for the pullback of \( \pi \). Note that
\[
\pi^* \circ j_\pi = \id_{(\ker T\pi)}.
\]
Definition 3.1. Let \( \pi: M \to N \) be a submersion of a differentiable manifold \( M \) onto a differentiable manifold \( N \). Let \( E: M \to \mathbb{R} \) be a differentiable function. The function \( E \) is called a Morse family over the submersion \( \pi \) if the image of the differential of \( E \), \( dE(M) \subset T^*M \), and the conormal bundle are transverse in \( T^*M \).

Recall that by definition \( dE(M) \) and \((ker T\pi)^\circ\) are transverse in \( T^*M \), denoted by \( dE(M) \cap (ker T\pi)^\circ \), if
\[
\forall \alpha \in (ker T\pi)^\circ \cap dE(M) \subset T^*M, \quad T_\alpha(dE(M)) + T_\alpha(ker T\pi)^\circ = T_\alpha(T^*M).
\]
In coordinates adapted to the fibration, if the submersion \( \pi: M \to N \) is expressed by \( \pi(q^i, y^a) = (q^i) \), then the condition for \( E: M \to \mathbb{R} \) to be a Morse family is that the matrix
\[
\left( \frac{\partial^2 E}{\partial q^i \partial y^a} \frac{\partial^2 E}{\partial y^a \partial y^b} \right)
\]
has maximal rank for all \((q^i, y^a)\) satisfying \( \frac{\partial E}{\partial y^a} = 0 \).

Observe that as a consequence of Definition 3.1 the submanifold \((ker T\pi)^\circ \cap dE(M)\) is isotropic in \((T^*M, \omega_M)\), since it is contained in the Lagrangian submanifold \( dE(M) \). A computation shows that \( \dim ((ker T\pi)^\circ \cap dE(M)) = \dim N \) (see [39]). We remark that the restriction of the canonical symplectic form \( \omega_M \) to \((ker T\pi)^\circ\) is equal to \( \pi^*\omega_N \), locally \( dq^i \wedge dp_i \). From here we derive the following useful result (see also [39, Appendix 7, Proposition 1.12] or Chapter 4 in [31]).

Proposition 1. Let \( E: M \to \mathbb{R} \) be a Morse family. The restriction of the morphism \( j_\pi: (ker T\pi)^\circ \to T^*N \) to the isotropic submanifold \((ker T\pi)^\circ \cap dE(M)\) is a Lagrangian immersion of \((ker T\pi)^\circ \cap dE(M)\) in \((T^*N, \omega_N)\). This Lagrangian immersion is said to be generated by the Morse family \( E \).

We will denote by
\[
S_E = j_\pi (dE(M) \cap (ker T\pi)^\circ)
\]
the immersed Lagrangian submanifold in the above proposition. Observe that in general \( S_E \) is not horizontal, that is, it is not transverse to the fibers of the canonical cotangent projection \( \pi_N \), and consequently, it is not the image of the differential of a function on \( N \).

Example 1. Consider the submersion \( \pi: M = \mathbb{R}^3 \to N = \mathbb{R}^2, \pi(x_1, x_2, x_3) = (x_1, x_2) \). The function \( E = x_2 x_3 - (x_1)^2 \) is a Morse family over \( \pi \) because the matrix (6) has (maximal) rank equal to 1 as \( (\partial^2 E / \partial x_2 \partial x_3) = 1 \). The submanifold \( S_E \) is then
\[
S_E = \{(x_1, 0, -2x_1, x_3)\} \subset T^*N,
\]
which is not transverse to the fibers of \( \pi_N \).

Weak Morse families. We will now describe a certain extension of the basic results on Morse families discussed in the previous paragraphs. Namely we will study cases where we have the weaker condition that \((ker T\pi)^\circ \cap dE(M)\) is a submanifold and for all \( \alpha \in (ker T\pi)^\circ \cap dE(M) \) we have that
\[
T_\alpha((ker T\pi)^\circ \cap dE(M)) = T_\alpha(ker T\pi)^\circ \cap T_\alpha dE(M).
\]
That is, we are assuming that \((ker T\pi)^\circ\) and \( dE(M) \) are weakly transverse (this is sometimes called clean intersection). Under the condition of weak transversality we have that
\[
j_\pi|_{(ker T\pi)^\circ \cap dE(M)} : (ker T\pi)^\circ \cap dE(M) \to T^*N
\]
is of constant rank (a subimmersion). With this assumption, \(j_\pi((\ker T\pi)^{\circ} \cap dE(M))\) is an immersed Lagrangian submanifold of \(T^* N\) which may include multiple points (see [39]).

The local criteria we will be using for weak transversality of \(dE(M)\) is the following. The submanifold \((\ker T\pi)^{\circ}\) is described locally by \(z_0 = 0, a = 1, \ldots, k\) (where \(k = \dim M - \dim N\)). Let \(z = (z_1, \ldots, z_k)\), which is a \(\mathbb{R}^k\)-valued function. We define the set

\[ M_0 = \{ m \in M \mid dE(m) \in (\ker T\pi)^{\circ} \} \subset M. \]

Locally, \(M_0\) coincides with the set \((z \circ dE)^{-1}(0)\). The differential of the map \(z \circ dE\) is the matrix \((6)\). Therefore, if its rank is constant, using the constant rank theorem the set \((z \circ dE)^{-1}(0)\) defines an embedded submanifold whose tangent space is \(\text{Im} \ dE \cap \ker z\). To sum up, if the matrix in \((6)\) has constant rank (not necessarily maximum), \(dE(M_0) = (\ker T\pi)^{\circ} \cap dE(M)\) is an embedded submanifold of \(T^* M\) whose tangent space satisfies the clean intersection condition.

**Definition 3.2.** With the notation introduced above, \(E\) will be called a weak Morse family if \((\ker T\pi)^{\circ}\) and \(dE(M)\) are weakly transverse.

**Example 2.** The following simple example of weak Morse family is of interest in this paper. Given the submersion \(\pi : M \to N\) and a function \(f : N \to \mathbb{R}\), take \(E = \pi^* f : M \to \mathbb{R}\). Obviously \(E\) is not a Morse family (the rank of \((6)\) is zero), but it is a weak Morse family and moreover

\[ j_\pi((\ker T\pi)^{\circ} \cap dE(M)) = \text{Im} \ d\! f, \]

which is a Lagrangian submanifold of \((T^* N, \omega_N)\).

**Dirac systems and Dirac systems over a weak Morse family.** Assume that \(M\) is endowed with a Dirac structure \(D_M\), and let \(E : M \to \mathbb{R}\) be a given energy function. We consider the following implicit dynamical system: for a curve \(\gamma : I \to M\) (where \(I \subset \mathbb{R}\) is an interval), we say that \(\gamma\) is a solution of the Dirac system \((D_M, dE)\) if

\[ \dot{\gamma}(t) \oplus dE(\gamma(t)) \in (D_M)_{\gamma(t)} \quad \text{for all} \quad t \in I. \quad (7) \]

The system described by \((7)\) is general enough to encompass a number of situations of interest in mathematical physics including of course classical Lagrangian and Hamiltonian systems, but also nonholonomic mechanics or electric LC circuits [53, 54, 9].

We will now extend the definition of Dirac system to include more general Lagrangian submanifolds defined in terms of weak Morse families. As the examples in the next section show, this broader definition permits to describe more general dynamical systems in terms of a Dirac structure and a Lagrangian submanifold. With the notations used in this section, let \(\pi : M \to N\) be a surjective submersion, \(S_E \subset T^* N\) a Lagrangian submanifold induced by a weak Morse family \(E : M \to \mathbb{R}\), and \(D_N\) a Dirac structure on \(N\). We look for curves \(n(t)\) in \(N\) which solve the following implicit dynamical system

\[ \dot{n}(t) \oplus \mu_{n(t)} \in (D_N)_{n(t)} \quad \text{for all} \quad t \in I. \quad (8) \]

More precisely: a curve \(n(t) \in N\) is a solution if there exists \(\mu_{n(t)} \in (S_E)_{n(t)}\) such that \((8)\) holds, where the notation \(\mu_{n(t)}\) means that \(\pi_N(\mu_{n(t)}) = n(t)\) (recall that \(\pi_N : T^* N \to N\) is the canonical projection of the cotangent bundle). We will say that the dynamical system \((8)\) is a Dirac system over \(E\). We will also refer to \((8)\) as
the (generalized) Dirac system \((D_N, S_E)\). The dynamics could have been defined in a more general way using submanifolds not being Lagrangian so that, for instance, dissipative systems could have been included in this framework. But then important properties such as conservation of energy and other geometric structures could not be longer fulfilled. Some discussion on this topic is included in Section 5.

**Remark 1.** The notion of Dirac system over a Morse family includes the case of a standard Dirac system \((D, dE)\) as follows. If \(D\) is a Dirac structure on \(M\), one can consider the identity map on \(M\), \(1_M : M \to M\), and then the energy \(E\) is obviously a Morse function for \(1_M\). The Dirac system \((D, S_E)\) obtained coincides with the Dirac system \((D, dE)\).

The solution curves of the Dirac system over a Morse family can be alternatively described as a projection of solution curves of the Dirac system \((D_M, dE)\), where \(D_M = B_\pi(D_N)\) is the backward of \(D_N\) by \(\pi\). Recall that the backward Dirac structure \(D_M\) is well defined since \(\pi\) is a submersion (see [6]). More precisely:

**Theorem 3.3.** Let \(I\) be an interval of \(\mathbb{R}\), \(E : M \to \mathbb{R}\) a weak Morse family over the submersion \(\pi : M \to N\), \(D_N\) a Dirac structure over \(N\), and \(D_M = B_\pi(D_N)\) the backward Dirac structure on \(M\) induced by \(D_N\).

i) If \(m : I \to M\) is a solution of the Dirac system determined by \((D_M, dE)\), that is, for all \(t \in I\)

\[
\dot{m}(t) \oplus dE(m(t)) \in (D_M)_{m(t)},
\]

then the curve \(n : I \to N\) defined by \(n = \pi \circ m\) is a solution of the Dirac system determined by \((D_N, S_E)\), that is, there exists \(\mu_{n(t)} \in (S_E)_{n(t)}\) such that for all \(t \in I\)

\[
\dot{n}(t) \oplus \mu_{n(t)} \in (D_N)_{n(t)}.
\]

ii) Conversely, if \(n : I \to N\) is a solution of the Dirac system determined by \((D_N, S_E)\), then there exists a solution \(m(t)\) of the Dirac system \((D_M, dE)\) which projects onto \(n\), i.e. \(n = \pi \circ m\).

**Proof.** Using the definition of \(D_M = B_\pi(D_N)\), \(\dot{m}(t) \oplus dE(m(t)) \in (D_M)_{m(t)}\) implies \(dE(m(t)) \in (\ker T\pi)_{\pi(m(t))}\). Therefore, \(n = \pi \circ m\) satisfies

\[
j_\pi(dE(m(t))) \in (S_E)_{n(t)}
\]

and thus

\[
T\pi(\dot{m}(t)) \oplus j_\pi(dE(m(t))) \in (D_N)_{n(t)}.
\]

This means that \(n(t)\) solves the generalized Dirac system \((D_N, S_E)\). The converse follows easily from the definitions.

However, we cannot claim that any curve \(m(t)\) that projects onto a solution \(n(t)\) and such that \(dE(m(t)) \in (\ker T\pi)_{\pi(m(t))}\) is a solution of the Dirac system \((D_M, dE)\), as the following simple example shows.

**Example 3.** We consider the following elements:

- \(N = \{(x_1, x_2, x_3) : x_3 > 0\} \subset \mathbb{R}^3\) endowed with the Dirac structure given by the graph of the presymplectic form \(\omega = -(dx_1 \wedge dx_2)\), i.e.

\[
D_N = \{(\dot{x}_1, \dot{x}_2, \dot{x}_3, p_{x_1}, p_{x_2}, p_{x_3}) \mid p_{x_1} = \dot{x}_2, p_{x_2} = -\dot{x}_1, p_{x_3} = 0\}.
\]

- \(M = N \times \mathbb{R}\), with the obvious submersion \(\pi : M \to N\). It is clear that \(D_M = \{(\dot{x}_1, \dot{x}_2, \dot{x}_3, \dot{y}, p_{x_1}, p_{x_2}, p_{x_3}, p_y) \mid p_{x_1} = \dot{x}_2, p_{x_2} = -\dot{x}_1, p_{x_3} = 0, p_y = 0\}\).
The first condition implies on $N_c$ with $\alpha$ characteristic distribution $\ker(\mathcal{C}/\sim)$, such that:

\[ \mathcal{C}/\sim \text{ is the cotangent bundle } (\mathcal{C}/\sim, \omega_C) \text{ is the natural projection of } \omega \text{ to } \mathcal{C}/\sim, \text{ (notice that } (\mathcal{C}/\sim, \omega_C) \text{ is again a symplectic manifold as long as it is again a manifold). If } L \subset M \text{ is a Lagrangian submanifold and } L \cap C \text{ has clean intersection then } \tilde{\pi}(L \cap C) \text{ is a Lagrangian submanifold of } (\mathcal{C}/\sim, \omega_C). \]

Remark 2. The procedure given in Proposition 1 and used in Theorem 3.3 is a particular case of a well-known theorem in symplectic geometry, the coisotropic reduction theorem [5, 52]. We start with a coisotropic submanifold $C$ of a general symplectic manifold $(M, \omega)$ and we consider $C/\sim$ the quotient space of $C$ by the characteristic distribution $\ker(\omega(C))$. Let us denote by $\tilde{\pi}: C \rightarrow C/\sim$ the canonical projection and by $\omega_C$ the natural projection of $\omega$ to $C/\sim$, (notice that $(C/\sim, \omega_C)$ is again a symplectic manifold as long as it is again a manifold). If $L \subset M$ is a Lagrangian submanifold and $L \cap C$ has clean intersection then $\tilde{\pi}(L \cap C)$ is a Lagrangian submanifold of $(C/\sim, \omega_C)$. In our case the initial symplectic manifold is the cotangent bundle $(\mathcal{C}/\sim, \omega_C)$ and the coisotropic submanifold is $C = \ker(T^0\pi^\ast)$. Then the quotient symplectic manifold is $(\mathcal{C}/\sim, \omega_C) = (T^0\mathcal{C}/\sim, \omega_{\mathcal{C}})$ and the projection is $\tilde{\pi} = \pi^\ast$. Thus, Proposition 1 is a consequence of the coisotropic reduction theorem taking $L = dE(M)$ and Theorem 3.3 shows the relation between reduced and unreduced dynamics.

4. Examples. The purpose of this section is to show how the notion of generalized Dirac system covers many examples of interest in mechanics and control theory.

4.1. Mechanics on linear almost Poisson structures. Let $\tau_A: A \rightarrow Q$ be a vector bundle of rank $n$ over a manifold $Q$ of dimension $m$, and let $A^\ast$ be the dual vector bundle of $A$, with corresponding vector bundle projection $\pi_{A^\ast}: A^\ast \rightarrow Q$. Recall that a linear almost Poisson structure on $A^\ast$ is a bracket

\[ \{\cdot, \cdot\}_A^\ast: C^\infty(A^\ast) \times C^\infty(A^\ast) \rightarrow C^\infty(A^\ast) \]

such that:

i) $\{\cdot, \cdot\}_A^\ast$ is skew-symmetric, that is,

\[ \{\varphi, \psi\}_A^\ast = -\{\psi, \varphi\}_A^\ast, \quad \text{for } \varphi, \psi \in C^\infty(A^\ast). \]

ii) $\{\cdot, \cdot\}_A^\ast$ satisfies the Leibniz rule, that is,

\[ \{\varphi \varphi', \psi\}_A^\ast = \varphi \{\varphi', \psi\}_A^\ast + \varphi' \{\varphi, \psi\}_A^\ast, \quad \text{for } \varphi, \varphi', \psi \in C^\infty(A^\ast). \]

iii) $\{\cdot, \cdot\}_A^\ast$ is linear, which by definition means that if $\varphi$ and $\psi$ are linear functions on $A^\ast$ then $\{\varphi, \psi\}_A^\ast$ is also a linear function.
If, in addition, the bracket satisfies the Jacobi identity, then \{\cdot,\cdot\}_{A^{*}} is called a linear Poisson structure on \(A^{*}\). We will denote by \(A^{*}(df, dg) = \{f, g\}_{A^{*}}\) the (almost) Poisson bivector associated to an (almost) Poisson linear structure. The associated Dirac structure will be denoted \(D_{A^{*}} \subset TA^{*} \oplus T^{*}A^{*}\).

The local description of such a bracket is as follows. Let \((q^i), 1 \leq i \leq n\) be local coordinates on an open subset \(U\) of \(Q\) and \(\{e^A\}, 1 \leq A \leq \text{rank} A^{*}\) be a local basis of sections of \(\pi_{A^{*}} : A^{*} \to Q\). Any point \(\alpha_q \in A^{*}\) is locally given by \(\alpha_q = p_A e^A(q)\) and, therefore, \(\{q^i, p_A\}\) provide coordinates on \(A^{*}\). With respect to this system of coordinates on \(A^{*}\), the linear almost Poisson bracket has the following local expressions:

\[
\{p_A, p_B\}_{A^{*}} = -C_{ABPD}^{\beta} A^{D}, \quad \{q^i, p_A\}_{A^{*}} = \rho_A^i, \quad \{q^i, q^j\}_{A^{*}} = 0,
\]

with \(C_{ABPD}^{\beta}\) and \(\rho_A^i\) real \(C^\infty\)-functions on \(U\). Consequently, the linear almost Poisson bivector associated to the linear almost Poisson structure on \(A^{*}\) has the following coordinate expression:

\[
\Lambda_{A^{*}} = \rho_A^i \frac{\partial}{\partial q^i} \wedge \frac{\partial}{\partial p_A} - \frac{1}{2} C_{ABPD}^{\beta} \frac{\partial}{\partial p_A} \wedge \frac{\partial}{\partial p_B}.
\]

We remark that this example generalizes the case \(A = TQ\), where the Poisson bivector \(\Lambda_{T^{*}Q}\) is the canonical one associated to the canonical symplectic form. Note that both \(\omega_Q\) and \(\Lambda_{T^{*}Q}\) define the same Dirac structure on \(T^{*}Q\).

**Equations of motion.** We specify the dynamics giving a Lagrangian function \(L : A \to \mathbb{R}\) with associated energy function \(E : M \to \mathbb{R}\), with \(M = A \oplus A^{*}\),

\[
E : A \oplus A^{*} \to \mathbb{R}, \quad (v_q, \alpha_q) \mapsto (\alpha_q, v_q) - L(v_q),
\]

which is a Morse family over the submersion \(\pi_{(M,A^{*})} : M \to A^{*}\). This Morse family generates the immersed Lagrangian submanifold \(S_E\) of the symplectic manifold \((T^{*}A^{*}, \omega_{A^{*}})\). A curve \(\gamma : I \subset \mathbb{R} \to A^{*}\) is a solution of generalized Dirac system \((D_{A^{*}}, S_E)\) if there exists \(\mu_{\gamma(t)} \in (S_E)_{\gamma(t)}\) such that

\[
(\gamma(t), \dot{\gamma}(t)) \oplus \mu_{\gamma(t)} \in (D_{A^{*}})_{\gamma(t)} \quad \text{for all} \quad t \in I.
\]

Taking coordinates \((q^i, v^A)\) on \(A\) induced by the dual basis \(\{e_A\}\) of \(\{e^A\}\), we have coordinates \((q^i, v^A, p_A)\) on \(A \oplus A^{*}\). Then \(pr_2(q^i, v^A, p_A) = (q^i, p_A), E(q^i, v^A, p_A) = p_A v^A - L(q^i, v^A)\), and we find:

\[
S_E = \left\{(q^i, p_A, \alpha_i, \beta^A) \in T^{*}A^{*} \middle| \alpha_i = -\frac{\partial L}{\partial q^i}, \beta^A = v^A, p_A - \frac{\partial L}{\partial v^A} = 0\right\}.
\]

Note that, in general, \(S_E\) will not be the graph of the differential of a real function on \(A^{*}\) (but it is an immersed Lagrangian submanifold, as shown in Section 3). If the Lagrangian is regular, then \(S_E\) can be obtained as a differential.

The expression of \(D_{A^{*}} \subset TA^{*} \oplus T^{*}A^{*}\) is obtained as the graph of the bivector \(\Lambda_{A^{*}}:\)

\[
D_{A^{*}} = \{(q^i, p_A, \rho_A^i, p_A, \alpha_i, \beta^A) \mid \dot{q}^i = \rho_A^i \beta^A, \dot{p}_A = -\rho_A^i \alpha_i - C_{ABPD}^{\beta B}\}.
\]

The equations of motion will follow from the generalized Dirac system \((D_{A^{*}}, S_E)\). In coordinates, a curve solves the Dirac system \((D_{A^{*}}, S_E)\) if, and only if,

\[
\dot{q}^i = \rho_A^i v^A, \quad \dot{p}_A = \rho_A^i \frac{\partial L}{\partial q^i} - C_{ABPD}^{\beta B}, \quad p_A - \frac{\partial L}{\partial v^A} = 0.
\]
For the Hamiltonian description, the energy $E$ is given by the Hamiltonian $H(q,p)$, and the Dirac system $(D_A^*, dE)$ leads to:

$$q^i = \rho^A_i v^A, \quad \dot{p}_A = -\rho^B_A \frac{\partial H}{\partial q^i} - C_{A}^{QB} p_Q \frac{\partial H}{\partial p_B},$$

which agree with those in the literature, see [19]. We refer the interested reader Appendix A for more details on the geometry of $D_{A^*}$. We will now discuss briefly some particular cases of interest.

**Lagrangian mechanics.** Here $A^* = T^*Q$ with the canonical bracket $\Lambda_{T^*Q} = \partial_q \wedge \partial p$ (i.e. $\rho_j^j = \delta^j_j, C_{jk}^i = 0$). The equations (9) read:

$$\frac{dq^i}{dt} = v^i, \quad \frac{dp_i}{dt} = \frac{\partial L}{\partial q^i}, \quad p_i - \frac{\partial L}{\partial v^i} = 0.$$

They can be rewritten as the well-known Euler-Lagrange equations for $L$.

$$\frac{dq^i}{dt} = v^i, \quad \frac{d}{dt} \left( \frac{\partial L}{\partial v^i} \right) = \frac{\partial L}{\partial q^i}.$$

**Euler-Poincaré equations.** Here $A^* = g^*$ is the dual of a Lie algebra (as a vector bundle over a point), equipped with the Lie-Poisson bracket:

$$\{ f, g \} = -\left\langle \nu, \left[ \frac{\delta f}{\delta \nu}, \frac{\delta g}{\delta \nu} \right] \right\rangle.$$

With the notations of this section, this means that $C^i_{jk}$ are the structure constants of $g$ (with the sign convention $[e_j, e_k] = -C^i_{jk} e_i$, where $\{ e_i \}_i$ is a basis of $g$). The equations (9) are in this case:

$$\frac{d\nu}{dt} = ad^*_\xi \nu, \quad \nu = \frac{\delta L}{\delta \xi},$$

which correspond to the Euler-Poincaré equations

$$\frac{d}{dt} \left( \frac{\delta L}{\delta \xi} \right) = ad^*_\xi \frac{\delta L}{\delta \xi}.$$

We refer the reader to [33, 40] for more details.

**Euler-Poincaré equations with advected parameters.** Another important class of examples comes from actions of Lie algebras on manifolds. Given a homomorphism $\Phi$ from the Lie algebra $g$ to the Lie algebra of vector fields on $Q$, $\mathfrak{X}(Q)$, we can induce the following linear Poisson bracket on the trivial bundle $A^* = Q \times g^* \rightarrow Q$:

$$\{ f, g \}_{A^*} = -\left\langle \nu, \left[ \frac{\delta f}{\delta \nu}, \frac{\delta g}{\delta \nu} \right] \right\rangle + dq_g \left( \Phi \left( \frac{\delta f}{\delta \nu} \right) \right) - df_g \left( \Phi \left( \frac{\delta g}{\delta \nu} \right) \right).$$

Here $dq \, f$ stands for the differential of $f$ with respect to $q \in Q$, and the evaluation point $(q, \nu)$ has been suppressed. It is not difficult to check that the equations (9) read:

$$\frac{dq}{dt} = -\Phi(\xi(q)), \quad \frac{d\nu}{dt} = ad^*_\xi \nu - J(\alpha), \quad \nu = \frac{\delta L}{\delta \xi}, \quad \alpha = \frac{\delta L}{\delta q},$$

where $J : T^*Q \rightarrow g^*$ is the associated cotangent momentum map $\langle J(\alpha_q), \xi \rangle = \langle \alpha_q, \Phi(\xi)_q \rangle$. The equations above might be rewritten as follows:

$$\frac{d}{dt} \left( \frac{\delta L}{\delta \xi} \right) = ad^*_\xi \frac{\delta L}{\delta \xi} + J \left( \frac{\delta L}{\delta q} \right), \quad \frac{dq}{dt} = -\Phi(\xi(q)).$$
As a particular case, suppose that \( G \) is a Lie group acting by left representation on a vector space \( V \), and denote by \( v \mapsto gv \) the left representation of \( g \in G \) on \( v \in V \). Then, \( G \) also acts on the left on its dual space \( V^* \). For each \( v \in V \), denote by \( \rho_v : g \to V \) the linear map given by

\[
\rho_v(\xi) = \frac{d}{dt} \bigg|_{t=0} \exp(\xi t)v,
\]

and denote by \( \rho^*_v : V^* \to g^* \) the map

\[
\langle \rho^*_v(a), \xi \rangle = \langle a, \rho_v(\xi) \rangle, \quad a \in V^*, \quad \xi \in g.
\]

We will use the common notation \( \rho^*_v a = v \circ a \in g^* \). Particularizing the previous discussion to this case, we have the homomorphism \( \Phi : g \to \text{End} \,(V^*) \) given by

\[
\langle \Phi(\xi)a, v \rangle = \langle v \circ a, \xi \rangle.
\]

In this case \( A^* = V^* \times g^* \to V^* \), and for a given a Lagrangian \( L : V^* \times g \to \mathbb{R} \) we obtain the Euler-Poincaré equations with advected parameters

\[
\frac{d}{dt} \left( \frac{\delta L}{\delta \xi} \right) = ad^*_{\xi} \frac{\delta L}{\delta a} + \left( \frac{\delta L}{\delta a} \circ a \right), \quad \frac{da}{dt} = -\Phi(\xi)a.
\]

We refer the reader to [34] for many interesting applications of these equations. See also [10, 11] for a discussion of variational principles in this context.

**Remark 3.** Using linear almost-Poisson manifolds we also cover the case of nonholonomic mechanics applying exactly the previous framework. The most important difference is that in this case the Dirac structure is non-integrable because the constraints are nonholonomic as they are given by a non-integrable distribution. In the case of linear constraints, the nonholonomic dynamics is completely described by a \( C^\infty \)-distribution \( A \) on the configuration space \( Q \) (or equivalently, a vector subbundle of \( TQ \) over \( Q \)) and a mechanical Lagrangian \( L : TQ \to \mathbb{R} \):

\[
L(v_q) = \frac{1}{2} g(v_q, v_q) - V(q), \quad v_q \in T_q Q.
\]

Here \( g \) denotes a Riemannian metric on the configuration space \( Q \) and \( V : Q \to \mathbb{R} \) is a potential function. The nonholonomic dynamics can be seen as a generalized Dirac system using the projector \( P : TQ \to A \) induced by the Riemannian metric \( g \) (see [19, 29]). We define the linear almost Poisson bracket \( \{ \cdot, \cdot \}_{A^*} \) on \( A^* \) by:

\[
\{ f, g \}_{A^*} = \{ f \circ i^*_A, g \circ i^*_A \}_{T^*Q} \circ P^*,
\]

where \( i_A : A \to TQ \) denotes the inclusion, \( \{ \cdot, \cdot \}_{T^*Q} \) is the standard Poisson bracket of the cotangent bundle and \( f, g \in C^\infty(A^*) \). This bracket induces a (non-integrable) Dirac structure \( D_{A^*} \) on \( A^* \). Now using \( E : A \oplus A^* \to \mathbb{R} \) defined by \( E(v_q, \alpha_q) = \langle \alpha_q, v_q \rangle - L(v_q) \), we obtain the solutions of the nonholonomic mechanics as the solutions of the generalized Dirac system determined by \( (D_{A^*}, dE) \).

### 4.2. Constrained variational calculus on linear almost Poisson manifolds.

Let \( L : M \to \mathbb{R} \) be a constrained Lagrangian where \( M \subset TQ \) is a constraint submanifold. A constrained variational problem [2, 15, 36] consists on finding critical points of an action functional

\[
\int_{t_0}^{t_1} L(q(t), \dot{q}(t)) \, dt
\]

on the family of curves satisfying some fixed endpoints condition as, for instance, \( q(t_0) = q_0, \, q(t_1) = q_1 \) and, besides, satisfying the constraints, that is, \( (q(t), \dot{q}(t)) \in \)
using the standard procedure of Lagrange multipliers. The usual way to present $D$ is a solution of the Dirac system (10), that do not admit nontrivial variations. Normal solutions, in opposition to the abnormal ones, which are pathological curves that do not admit nontrivial variations.

In the case of normal solutions it is possible to characterize the solutions by using the standard procedure of Lagrange multipliers. The usual way to present the equations of motion of vakonomic mechanics is the following:

$$
\begin{align*}
\frac{d}{dt} \left( \frac{\partial L}{\partial q^i} \right) - \frac{\partial L}{\partial q^i} &= \lambda_a \frac{\partial \Phi^a}{\partial q^i} + \lambda_a \left[ \frac{d}{dt} \left( \frac{\partial \Phi^a}{\partial q^i} \right) \right] - \frac{\partial \Phi^a}{\partial q^i}, \\
\Phi^a(q, \dot{q}) &= 0, \quad 1 \leq a \leq m,
\end{align*}
$$

(10)

where $\lambda_a$ are Lagrange multipliers to be determined and $\tilde{L} : TQ \to \mathbb{R}$ is an arbitrary extension of $L$ to $TQ$. The equations (10) can be seen as the Euler-Lagrange equations for the extended Lagrangian $L = \tilde{L} + \lambda_a \Phi^a$. Note that if we consider the extended Lagrangian $\lambda_0 \tilde{L} + \lambda_a \Phi^a$, with $\lambda_0 = 0$ or 1, then we recover all the solutions, both the normal and the abnormal ones [2].

We will see how our scheme is easily adapted to the case of constrained variational problems. Assume, for sake of simplicity, that the restriction $(\tau_Q)|_M : M \to Q$ is a surjective submersion. In this case, we can choose coordinates $(q^i, \dot{q}^i)$ on $M$ and the constraints are rewritten $\Phi^a(q^i, \dot{q}^i) = \varphi^a(q^i, \dot{q}^i) - \dot{q}^a$. In other words, $M$ admits the local description:

$$
M = \left\{ (q^i, \dot{q}^i, \dot{q}^A) \mid \dot{q}^a = \varphi^a(q^i, \dot{q}^A) \right\}.
$$

Given the Lagrangian $L : M \to \mathbb{R}$, define the function $E : M \times Q T^*Q \to \mathbb{R}$ by

$$
E(v_q, \alpha_q) = (\alpha_q, v_q - L(v_q),
$$

where $v_q \in M_q$ and $\alpha_q \in T^*_q Q$. In adapted coordinates

$$
E(q^i, \dot{q}^A, p_i) = \langle p_A, \dot{q}^A \rangle + \langle p_a, \varphi^a(q^i, \dot{q}^A) \rangle - L(q^i, \dot{q}^i).
$$

It is a simple computation to show that $E$ is a Morse family for the projection $\text{pr}_2 : M \times Q T^*Q \to T^*Q$, and it generates the following immersed Lagrangian submanifold $S_E$ of $T^*T^*Q$:

$$
S_E = \left\{ (q^i, p_i, \alpha_i, \beta^i) \in T^*T^*Q \right\} \alpha_i = \frac{\partial E}{\partial q^i}, \beta^i = \frac{\partial E}{\partial p_i}, \frac{\partial \beta^i}{\partial v^A} = 0,
$$

$$
= \left\{ (q^i, p_i, \alpha_i, \beta) \in T^*T^*Q \right\} \alpha_i = -\frac{\partial L}{\partial q^i} + p_a \frac{\partial \varphi^a}{\partial q^i}, \beta^A = v^A, \beta^a = \varphi^a(q^i, \dot{q}^A),
$$

$$
p_A + p_a \frac{\partial \varphi^a}{\partial v^A} - \frac{\partial L}{\partial v^A} = 0 \right\}.
$$

If we consider the Dirac structure $D_{\omega_Q}$ on $T^*Q$, then a curve $\gamma(t) = (q^i(t), \dot{q}^i(t))$ is a solution of the Dirac system $(D_{\omega_Q}, S_E)$ if

$$
\begin{align*}
\frac{dq^A}{dt} &= v^A, \quad \frac{dq^a}{dt} = \varphi^a(q^i, \dot{q}^A), \quad \frac{dp_i}{dt} = \frac{\partial L}{\partial q^i}, \quad p_A = \frac{\partial L}{\partial q^A} - p_a \frac{\partial \varphi^a}{\partial q^A}.
\end{align*}
$$
In other terms,
\[
\begin{align*}
\frac{dq^i}{dt} &= v^i, \\
\frac{dq^a}{dt} &= \varphi^a(q^i, \dot{q}^A), \\
\frac{dp_a}{dt} &= \frac{\partial L}{\partial q^a} - p_b \frac{\partial \varphi^b}{\partial q^a}, \\
\frac{d}{dt} \left( \frac{\partial L}{\partial v^A} - p_a \frac{\partial \varphi^a}{\partial v^A} \right) &= \frac{\partial L}{\partial q^a} - p_a \frac{\partial \varphi^a}{\partial q^a}.
\end{align*}
\]

These equations are equivalent to the equations (10), where \(\Psi^a(q^i, \dot{q}^A) = \varphi^a(q^i, \dot{q}^A) - \dot{q}^a\) and \(\lambda_a = \frac{\partial L}{\partial p_a} - p_a\).

**The case of a general vector bundle.** The same procedure works in the case of reduced constrained systems where we have a Dirac structure on a linear almost Poisson manifold \(A\), of reduced constrained systems where we have a Dirac structure on a linear almost Poisson manifold \(A\), as discussed earlier in Section 4.1. Besides the vector bundle \(\tau_A : A \to Q\), we assume that we have a fiber bundle \(\tau_M : M \to Q\) with \(M \subset A\) (which, in general, is not a vector subbundle) and a Lagrangian \(L : M \to \mathbb{R}\).

With the notation used above, let \(\text{pr}_2\) denote the projection
\[
\text{pr}_2 : M \times_Q A^* \longrightarrow A^*,
\]
and take as a Morse family
\[
E : M \times_Q A^* \longrightarrow \mathbb{R},
\]
\[
(v_q, \alpha_q) \mapsto (\alpha_q, v_q) - L(v_q),
\]
where \(v_q \in M_q\) and \(\alpha_q \in A_q^*\). The equations corresponding to the generalized Dirac system determined by the pair \((D_{\Lambda_A^*}, S_E)\) are:
\[
(\gamma(t), \dot{\gamma}(t)) \oplus \mu_{\gamma(t)} \in (D_{\Lambda_A^*}, \gamma(t)) \quad \text{for all } t \in I,
\]
where \(\mu_{\gamma(t)} \in (S_E)_{\gamma(t)}\). In order to write locally the equations of motion, we will choose local fiber bundle coordinates \((q^i, y^A, y^a)\) of \(A\) such that
\[
M = \{(q^i, y^A, y^a) | y^a = \varphi^a(q^i, y^A)\},
\]
and we obtain
\[
E(q^i, y^A, y^a, p_A, p_a) = p_A y^A + p_a \varphi^a(q^i, y^A) - L(q^i, y^A).
\]
Observe now that
\[
S_E = \left\{(q^i, p_A, p_a, \alpha_i, \beta^A, \beta^a) \in T^* A^* \middle| \begin{array}{c}
\alpha_i = \frac{\partial E}{\partial \dot{q}^i}, \\
\beta^A = \frac{\partial E}{\partial p_A}, \\
\beta^a = \frac{\partial E}{\partial p_a}, \\
\frac{\partial L}{\partial \dot{q}^i} + p_a \frac{\partial \varphi^a}{\partial q^a} + \frac{\partial L}{\partial v^A} = 0
\end{array}\right\}
\]
\[
= \left\{(q^i, p_A, p_a, \alpha_i, \beta^A, \beta^a) \in T^* A^* \middle| \begin{array}{c}
\alpha_i = -\frac{\partial L}{\partial q^i} + p_a \frac{\partial \varphi^a}{\partial q^a}, \\
\beta^a = \varphi^a(q^i, v^A), \\
\beta^A = y^A,
\end{array}\right\}
\]
and the solutions \(\gamma(t) = (q^i(t), p_A(t), p_a(t))\) of the Dirac system \((D_{\Lambda_A^*}, S_E)\) verify the following systems of equations:
\[
\begin{align*}
\dot{q}^i &= \rho^i_A y^A + \rho^i_a \varphi^a(q^i, y^A), \\
\dot{p}_a &= \rho^a_A \frac{\partial L}{\partial \dot{q}^i} - \rho^a_b p_b \frac{\partial \varphi^b}{\partial q^i} - C_{ab} y^B - C_{ab} y^B
\end{align*}
\]
\[\hat{p}_A = \rho_A \frac{\partial L}{\partial q} - \rho_A \frac{\partial \varphi^b}{\partial q^j} - C_{AB}^{CD} p_D y_B - C_{AC}^{DE} p_E y^B,\]
\[p_A = \frac{\partial L}{\partial y^A} - p_a \frac{\partial \varphi^a}{\partial y^A} .\]

These equations can be found in [36].

**Higher-order mechanics.** Our geometric approach also recovers the higher-order mechanics whose Lagrangian function is given by:

\[L : T^*T^{(k-1)}Q \rightarrow \mathbb{R}\]

and we have the Dirac structure \(D_\omega T^*T^{(k-1)}Q\) on \(T^*T^{(k-1)}Q\) defined by the natural symplectic structure on the cotangent bundle \(T^*T^{(k-1)}Q\) over \(T^{(k-1)}Q\). It is important to note that the manifold \(T^{(k)}Q\) can be embedded into \(TT^{(k-1)}Q\) fitting into the following commutative diagram:

\[\begin{array}{ccc}
T^{(k)}Q & \xrightarrow{j_k} & TT^{(k-1)}Q \\
\downarrow & & \downarrow \\
T^{(k-1)}Q & & \\
\end{array}\]

Hence, we can define the Morse family as follows

\[E : T^{(k)}Q \times T^{(k-1)}Q T^*T^{(k-1)}Q \rightarrow \mathbb{R}, (v, \alpha) \mapsto \langle \alpha, j_k(v) \rangle - L(v),\]

where \(v \in T^{(k)}Q\) and \(\alpha \in T^*T^{(k-1)}Q\). The reader can obtain as an exercise the equations of motion corresponding to the generalized Dirac system determined by \((D_\omega T^*T^{(k-1)}Q, S_E)\) and check that they are precisely the equations for the higher-order mechanics in [20]. We point out that in this case \(S_E\) is a submanifold of \(T^*T^*T^{(k-1)}Q\).

### 4.3. Optimal control theory.

We will adopt the notation of Section 4.1. We consider the optimal control problem of an autonomous system with fixed initial and final boundary conditions \(q_0\) and \(q_T\), where \([0, T] \subset \mathbb{R}\) is a fixed interval. The set of admissible controls \(u\) are piecewise-continuous functions of time taking values on a set \(U \subset \mathbb{R}^m\). The state or control equations and associated boundary conditions have the form

\[\dot{q} = F(q, u), \quad q(0) = q_0, \quad q(T) = q_T,\]

and the cost functional is:

\[\int_0^T L(q(t), u(t)) \, dt.\]

The optimal control problem consists of finding the minimum value of the cost functional over the control set and to determine the solution of the state equations for this optimal control. The standard way to single out the solution candidates is via Pontryagin’s maximum principle [45], but we will show here how to characterize them using our framework.
The function \( E : C_{\tau_C \times \pi_Q} T^* Q \to \mathbb{R} \) defined by
\[
E(u_q, \alpha_q) = \langle \alpha_q, F(u_q) \rangle - L(u_q), \quad u_q \in C_q, \quad \alpha_q \in T^*_q Q,
\]
is not in general a Morse family over \( \text{pr}_2 \). Locally, \( E(q^i, u^a, p_i) = p_i F^i(q^j, u^b) - L(q^j, u^b) \) (Pontryagin’s Hamiltonian). The matrix
\[
\left( \begin{array}{cc}
p_j & \frac{\partial^2 F^j}{\partial q^i \partial u^a} \\
& \frac{\partial^2 F^j}{\partial q^i \partial u^a}
\end{array} \right)
\]
does not necessarily have maximum rank and thus it is not, in general, a Morse family. It may happen that \( S_E \) is not a immersed submanifold of \( T^* T^* Q \). In any case, we can consider the system determined by \( (D_{\omega_Q}, S_E) \) and the solutions are now given by:
\[
\left( \gamma(t), \dot{\gamma}(t) \right) \in \{ (D_{\omega_Q})_{\gamma(t)} \} \quad \text{for all } t \in I,
\]
where \( \mu_{\gamma(t)} \in (S_E)_{\gamma(t)} \). Locally,
\[
S_E = \left\{ (q^i, p_i, \alpha_i, \beta^i) \in T^* T^* Q \mid \exists u \in U \text{ such that } \alpha_i = p_j \frac{\partial F^j}{\partial q^i} - \frac{\partial L}{\partial q^i}, \right. \\
\left. \beta^i = F^i(q, u), p_i \frac{\partial F^i}{\partial u^a} - \frac{\partial L}{\partial u^a} = 0 \right\}.
\]
Following the same procedure as in the previous sections we obtain the equations of motion for the system \( (D_{\omega_Q}, S_E) \)
\[
\dot{q}^j = F^j(q, u) = \frac{\partial E}{\partial p_j}, \\
\dot{p}_i = \left( \frac{\partial L}{\partial q^i} - p_j \frac{\partial F^j}{\partial q^i} \right) = -\frac{\partial E}{\partial q^i}, \\
0 = p_i \frac{\partial F^i}{\partial u^a} - \frac{\partial L}{\partial u^a} = \frac{\partial E}{\partial u^a},
\]
which are the typical Pontryagin’s equations for the Hamiltonian function \( E : C_{\tau_C \times \pi_Q} T^* Q \to \mathbb{R} \).

The case of general bundles. An interesting generalization of the previous optimal control problem consists of replacing \( TQ \) by a vector bundle \( A \) over \( Q \). That is the following data are given: a control bundle \( \tau_C : C \to Q \) (typically, \( C = Q \times U \)), a fibered mapping \( F : C \to A \) (such that \( \tau_C = \tau_A \circ F \)), a cost function \( L : C \to \mathbb{R} \) and the Dirac structure \( D_{\Lambda A^*} \) defined in Section 4.1. Consider the bundle \( C_{\tau_C \times \pi_A} A^* \) and the projection
\[
\text{pr}_2 : C_{\tau_C \times \pi_A} A^* \to A^*.
\]
The function \( E : C_{\tau_C \times \pi_A} A^* \to \mathbb{R} \) is defined by
\[
E(u_q, \alpha_q) = \langle \alpha_q, F(u_q) \rangle - L(u_q), \quad u_q \in C_q, \quad \alpha_q \in A^*_q.
\]
Locally
\[
S_E = \left\{ (q^i, p_A, \alpha_i, \beta^A) \in T^* T^* Q \mid \exists u \in U \text{ such that } \alpha_i = p_A \frac{\partial F^A}{\partial q^i} - \frac{\partial L}{\partial q^i}, \right. \\
\left. \beta^A = F^A(q, u), p_A \frac{\partial F^A}{\partial u^a} - \frac{\partial L}{\partial u^a} = 0 \right\}.
\]
$$\beta^A = F^A(q,u), p_A \frac{\partial F^A}{\partial u^a} - \frac{\partial L}{\partial u^a} = 0 \right) .$$

From the Dirac system \((D_A, \Lambda^*, S_E)\) we obtain the equations of motion

$$\begin{align*}
\dot{q}^j &= \rho_j^A F^A(q,u), \\
\dot{p}_A &= \rho_j^A \left( \frac{\partial L}{\partial q^j} - p_B \frac{\partial F^B}{\partial q^j} \right) - \mathcal{C}^C_{ABP} F^B(q,u), \\
0 &= p_A \frac{\partial F^A}{\partial u^a} - \frac{\partial L}{\partial u^a}.
\end{align*}$$

These equations can be compared with the equations obtained for an optimal control problem defined on Lie algebroids in [42]. When the function \(E\) is a Morse family, then everything falls into the description in [4] where the integrability algorithm is used to find the solutions. In the next section the algorithm will be adapted to the family of generalized Dirac systems described in this paper.

5. **Integrability algorithm and Dirac systems.** We are going to adapt the integrability algorithm developed in [43] to solve implicit differential equations to the case of Dirac systems defined by Morse families. We first review the integrability algorithm prior to adapt it to the unified framework described in this paper.

**Integrability algorithm.** When an implicit differential equation is given, the algorithm allows to find a subset, if it exists, where the solution curves lie. The steps in the algorithm guarantee that the curves will not leave that final subset because of imposed tangency conditions.

Let \(S\) be an implicit differential equation on a manifold \(P\), that is, a submanifold \(S\) of \(TP\). In such a case, it is possible to construct an algorithm to extract the integrable part of \(S\) in \(P\) (see [43]).

A curve \(\gamma: I \subseteq \mathbb{R} \to P\) is called a solution of the differential equation \(S\) if \(\dot{\gamma}(I) \subseteq S\). The implicit differential equation \(S\) is said to be integrable at \(v \in S\) if there is a solution \(\gamma: I \subseteq \mathbb{R} \to P\) such that \(\dot{\gamma}(0) = v\). The implicit differential equation \(S\) is said to be integrable if it is integrable at each point \(v \in S\).

**Proposition 2.** [43, Proposition 5] Let \(\tau_P: TP \to P\) be the canonical tangent bundle projection. If \(N = \tau_P(S)\) is a submanifold of \(P\) and if the mapping

$$\begin{align*}
\tau_P: S &\to N, \\
v &\mapsto \tau_P(v)
\end{align*}$$

is a surjective submersion, then the condition \(S \subset TN\) is sufficient for integrability of the implicit differential equation \(S\).

In order to obtain the integrable part of an implicit differential equation we construct the following sequence of objects

\((S^0, N^0, \tau^0), (S^1, N^1, \tau^1), \ldots, (S^k, N^k, \tau^k), \ldots\)

where

\begin{align*}
S^0 &= S, & N^0 &= \tau_P(S) = N, & \tau^0 &= \tau_P, \\
S^1 &= S \cap TN, & N^1 &= \tau_P(S^1), & \tau^1 &= \tau_{P|S^1}, \\
\vdots \\
S^k &= S^{k-1} \cap TN^{k-1}, & N^k &= \tau_P(S^k), & \tau^k &= \tau_{P|S^k}.
\end{align*}
For each \( k \), it is assumed that the sets \( N^k \) are submanifolds and that the mappings \( \tau^k \) are surjective submersions. Since the dimension of \( P \) is finite, the sequence of implicit differential equations \( S^0, S^1, \ldots, S^k, \ldots \) stabilizes at some index \( k \), that is, \( S^k = S^{k+1} \). The integrable implicit differential equation \( S^k \subset TP \) is the integrable part of \( S \). We remark that \( S^k \) is possibly empty.

**Adaptation of the integrability algorithm for Dirac systems.** As described in Section 3, a Dirac system over a Morse family \( E \) is an implicit dynamical system given by equation (8). This system is defined on the Whitney sum \( TN \oplus T^*N \).

We will apply the integrability algorithm in the part corresponding to the tangent bundle by defining the following submanifold of \( TN \):

\[
S_{D_N,E} = \{ v \in TN \mid \exists \alpha \in S_E \text{ such that } (v, \alpha) \in D_N \}.
\]

A solution to the dynamical system \((D_N, S_E)\) is a curve \( n(t) \) in \( N \) such that \( \dot{n}(t) \) lies in \( S_{D_N,E} \). To obtain the integrable part of \( S_{D_N,E} \) in \( N \), we start by taking \( S^0 = S_{D_N,E}, N^0 = \tau_N(S^0) \) and \( \tau^0 = \tau_N \).

The following steps of the algorithm are defined by

\[
S^k = T\tau_N(S^{k-1}) \cap S^{k-1}, \quad N^k = \tau_N(S^k), \quad \tau^k = \tau_{N|_{S^k}}.
\]

If the algorithm stabilizes, there exists a final submanifold (possibly empty) satisfying \( S_{k_f} = T\tau_N(S_{k_f}) \cap S_{k_f} \). The steps of the algorithm generate a sequence of submanifolds in \( N \) as follows

\[
N_{k_f} \leftarrow N_{k_f-1} \leftarrow \ldots \leftarrow N_1 \leftarrow N_0 \leftarrow N.
\]

As a consequence, for every \( x \) in \( N_{k_f} \) there exists \( v \) in \( T_xN_{k_f} \) such that \( v \) is in \((S_{D_N,E})_x\). In this way we have found the base submanifold where the original dynamical system has solution. Thus a solution to the dynamical system \((D_N, S_E)\) is a curve \( n(t) \) on \( N_{k_f} \) such that \( (\dot{n}(t), \mu_{n(t)}) \in (D_N)(n(t)) \), where \( \mu_{n(t)} \in (S_E)(n(t)) \).

By the properties of Dirac structures reviewed in Section 2, and assuming some regularity condition\(^1\), the backward of \( D_N \) by the map \( i_{k_f} = i_0 \circ i_1 \circ \ldots \circ i_{k_f} : N_{k_f} \rightarrow N \) defines a Dirac structure \( D_{N_{k_f}} = B_{i_{k_f}}(D_N) \) on \( N_{k_f} \). This condition is not necessarily always true. Nevertheless, we can make some comments about the dynamics on \( D_{N_{k_f}} \) if the Morse family is also pull-backed. A solution of \((D_N, S_E)\) is always a solution of \((D_{N_{k_f}}, i_{k_f}^*(S_E))\), but the converse does not hold in general, as is known for the case of singular Lagrangians studied in [23, 25, 26].

**Remark 4.** A comprehensive study of the constraint algorithm for standard Dirac systems can be found in [9].

**A conservation result.** We will now prove that if the Dirac structure is integrable, any solution of the Dirac system in the final constraint manifold \( N_{k_f} \) preserves the presymplectic structure along the corresponding leaf. This result generalizes the case in which the Lagrangian submanifold is given by the graph of an energy function.

The assumption of integrability on \( D_N \) defines a distribution \( \mathcal{F} = \text{pr}_1(D_N) \) of \( N \) where \( \text{pr}_1 : D_N \rightarrow TN \) is the projection onto the tangent bundle. If we apply the above integrability algorithm, we obtain the final submanifold \( N_{k_f} \subset N \) (we assume it is non empty). It is possible to define a presymplectic foliation \( \mathcal{F} \cap TN_{k_f} \) of \( N_{k_f} \). The leaf of the foliation \( \mathcal{F} \cap TN_{k_f} \) through a point \( z \in N_{k_f} \) will be denoted

---

\(^1\)For instance, if \( D_N \cap (\{0\} \oplus TN_{k_f}) \) has constant rank. This is the so-called “clean intersection condition” in [6].
by $\mathcal{H}_z^f$, and the corresponding presymplectic structure on $\mathcal{H}_z^f$ will be denoted by $\omega_z^f$. Note that, by definition of $N_{x_t}$, for any $X \in \mathfrak{X}(\mathcal{H}_z^f)$ there exists a 1-form $\mu$ in $S_E$ defined along $\mathcal{H}_z^f$ such that

$$(X, \mu) \in D_{N_y} \text{ for any } y \in \mathcal{H}_z^f.$$

Consequently, $i_X \omega_z^f = \mu$ on $\mathcal{H}_z^f$ pointwise. We are now ready to prove the following result:

**Proposition 3.** Let $X$ be a vector field on $\mathcal{H}_z^f$ such that there exists $\mu$ in $S_E$ defined along $\mathcal{H}_z^f$ satisfying $i_X \omega_z^f = \mu$. Then $\mathcal{L}_X \omega_z^f = 0$. In particular, the flow of $X$ preserves $\omega_z^f$.

**Proof.** Using Cartan’s formula and the definition of $D_N$, we get $\mathcal{L}_X \omega_z^f = d(i_X \omega_z^f) = d\mu$. As $S_E$ is a Lagrangian submanifold of $T^*N$, for any $Y_1, Y_2 \in \mathfrak{X}(S_E)$ we have that $0 = \omega_N(Y_1, Y_2) = -d\theta_N(Y_1, Y_2)$, where $\theta_N$ is the canonical 1-form on $T^*N$. At $\nu \in T^*N$ we have

$$0 = -d\theta_N(Y_1, Y_2) |_{\nu} = (-Y_1[\theta_N(Y_2)] + Y_2[\theta_N(Y_1)] + \theta_N([Y_1, Y_2])) |_{\nu} = -Y_1[\nu(T(\pi_N(Y_2)))] + Y_2[\nu(T(\pi_N(Y_1)))] + \nu([\pi_N(Y_1), \pi_N(Y_2)].$$

In particular, extending $\nu$ to a 1-form on $N$, the previous computation for $Y_1, Y_2 \in \mathfrak{X}(S_E)$ can be rewritten as follows:

$$0 = -d\theta_N(Y_1, Y_2) |_{\nu} = -(d\pi_N^* \nu)(Y_1, Y_2) = -\pi_N^* d\nu(Y_1, Y_2)$$

$$= -d\nu(T(\pi_N(Y_1), \pi_N(Y_2)).$$

But this implies that for any $Z_1, Z_2 \in \mathfrak{X} \in (\mathcal{H}_z^f)$ obtained from the projections of vector fields on $S_E$ we have

$$(\mathcal{L}_X \omega_z^f)(Z_1, Z_2) = d\mu(Z_1, Z_2) = 0.$$
The algorithm in this examples needs two steps to stabilize
\[ S^1 = \{ (x^1, x^2, x^3, x^4, p_1, 0, 0, x^3; \dot{x}^1, \dot{x}^2, \dot{x}^3, \dot{x}^4, 2\dot{x}^1, 2\dot{x}^2, 2\dot{x}^4, 2x^4) \mid x^2 = 0, \dot{x}^1 = 0, \dot{x}^4 = 0, 2x^4 = \dot{x}^3 \} , \]
\[ N^1 = \tau_P(S^1) = \{ (x^1, 0, x^3, p_1, 0, 0, x^3) \} , \]
\[ S^2 = \{ (x^1, 0, x^3, x^4, p_1, 0, 0, x^3; \dot{x}^1, \dot{x}^2, 2\dot{x}^4, 0, 0, 0, 2x^4) \mid \dot{x}^2 = 0 \} , \]
\[ N^2 = \{ (x^1, 0, x^3, x^4, p_1, 0, 0, x^3) \} . \]

The final submanifold is a symplectic manifold with symplectic 2-form obtained by pullbacked the natural symplectic form on \( P \) the final submanifold is a symplectic manifold with symplectic 2-form obtained by

Future work. The unified formalism developed in this paper includes and extends recent results in the literature such as [37] where nonholonomic and vakonomic mechanics are described using Dirac structures. As the authors prove there, nonholonomic mechanics cannot be described by Lagrangian submanifolds. However, a Morse family also defines a Lagrangian submanifold that can be used to provide the Dirac structures with dynamics. This approach makes it possible to describe nonholonomic mechanics as described in Section 4.1, as well as many other examples explained in Section 4.

The future research lines include:

1. The interconnection of simpler systems allows to describe complex systems as the theory of port-Hamiltonian systems shows [48, 49]. Dirac structures have already been used in this context [14, 13] (we also refer to [3] for a recent geometric approach), but our formalism provides an intrinsic description to tackle the interconnection of Dirac systems by means of Lagrangian submanifolds and Morse families.

2. To solve the generalized Dirac systems is usually challenging. This paper reveals a unified geometric approach that opens the path to define geometric integrators for those Dirac systems [32, 38, 41, 44].

Appendix A. Natural maps and commutative diagrams. There are some interesting relations between the Dirac structure \( D_{\omega_Q} \) on \( T^* Q \), given by the graph of \( \omega_Q \), and the spaces \( TT^* Q \), \( T^* T^* Q \) and \( TT^* Q \) appearing in the Tulczyjew triple. Let us first recall that there are canonically defined isomorphisms whose local expressions are

\[ b_{\omega_Q} : TT^* Q \rightarrow T^* T^* Q , \quad (q^i, p_i, \dot{q}^i, \dot{p}_i) \mapsto (q^i, p_i, -\dot{p}_i, \dot{q}^i) , \]
\[ a_{\omega_Q} : TT^* Q \rightarrow T^* T^* Q , \quad (q^i, p_i, \dot{q}^i, \dot{p}_i) \mapsto (q^i, \dot{q}^i, \dot{p}_i, p_i) . \]

The intrinsic definition of these maps, and the motivation behind them, can be found in [47, 46]. With these maps in mind, and noting that \( D_{\omega_Q} \) reads

\[ D_{\omega_Q} = \{ (q^i, p_i, \dot{q}^i, \dot{p}_i, \alpha_i, \beta^i) \mid \dot{p}_i + \alpha_i = 0, \dot{q}^i - \beta^i = 0 \} , \]

we will define diffeomorphisms \( \Psi_1, \Psi_2 \) and \( \Psi_3 \) from \( D_{\omega_Q} \) to the spaces \( TT^* Q \), \( T^* T^* Q \) and \( T^* T^* Q \), respectively. Namely, if we denote by \( pr_1 \) and \( pr_2 \) the projections of \( TT^* Q \oplus T^* T^* Q \) onto \( TT^* Q \) and \( T^* T^* Q \), and by \( i_{D_{\omega_Q}} : D_{\omega_Q} \hookrightarrow TT^* Q \oplus T^* T^* Q \), then we set:
\[ \Psi_1: \mathcal{D}_\omega Q \subset T^*Q \oplus T^*T^*Q \to T^*Q, \quad \Psi_1 = \text{pr}_1 \circ i_{\mathcal{D}_\omega Q}, \]

\[ \Psi_2: \mathcal{D}_\omega Q \subset T^*Q \oplus T^*T^*Q \to T^*Q, \quad \Psi_2 = \text{pr}_2 \circ i_{\mathcal{D}_\omega Q}, \]

\[ \Psi_3: \mathcal{D}_\omega Q \subset T^*Q \oplus T^*T^*Q \to T^*T^*Q, \quad \Psi_3 = \alpha_Q \circ \Psi_1. \]

These maps and their coordinate expressions are shown in Diagram 1 (where \( \sharp_\omega Q \) is the inverse of \( \flat_\omega Q \)).

One might also relate \( \mathcal{D}_\omega Q \) to the Dirac structure \( \mathcal{D}_M \) on \( M = TQ \oplus T^*Q \), given by the graph of the pullback of \( \omega_Q \) to \( M \). In coordinates

\[ \mathcal{D}_M = \{(q^i, v^i, p_i, \dot{q}^i, \dot{v}^i, \dot{p}_i, \alpha_i, \gamma_i, \beta_i) \mid \dot{p}_i + \alpha_i = 0, \gamma_i = 0, \dot{q}^i - \beta_i = 0 \} \] (12)

There are natural maps

\[ T^*Q \leftarrow \text{pr}_{T^*Q} \quad M = TQ \oplus T^*Q \quad \hookrightarrow \quad T^*TQ \]

where \( \text{pr}_{T^*Q} \) is the projection onto \( T^*Q \), and \( \hookrightarrow \) is the inclusion (it is a vector bundle inclusion, see [9] for a definition). In coordinates, \( \hookrightarrow (q, v, p) = (q, v, p, 0) \). The basic observation is that the spaces \( T^*Q \) and \( T^*TQ \) both have canonical Dirac structures \( \mathcal{D}_\omega Q \) and \( \mathcal{D}_{\omega TQ} \), and that \( \mathcal{D}_M \) can be obtained via the backward of these structures by either the projection or the inclusion, i.e. \( \mathcal{D}_M = B_{\text{pr}_{T^*Q}}(\mathcal{D}_\omega Q) = B_{\hookrightarrow}(\mathcal{D}_{\omega TQ}) \). We summarize the situation in an enlarged diagram (Diagram 2).

\[ \text{Diagram 2. } \mathcal{D}_M \text{ and } \mathcal{D}_\omega Q. \]

The map \( \Phi: \mathcal{D}_M \to \mathcal{D}_\omega Q \) is a vector bundle morphism over the projection \( \text{pr}_{T^*Q} \), in coordinates

\[ \Phi(q^i, v^i, p_i, \dot{q}^i, \dot{v}^i, \dot{p}_i, \alpha_i, \gamma_i, \beta_i) = (q^i, p_i, \dot{q}^i, \dot{p}_i, \alpha_i, \beta_i). \] (13)
A coordinate-free definition is $\Phi = Tpr_{T^*Q} \oplus T^*i_{T^*Q}$, where $i_{T^*Q}: T^*Q \to M = TQ \oplus T^*Q$ is the inclusion $i_{T^*Q}(q,p) = (q,0,p)$, and $T^*i_{T^*Q}$ is the cotangent map of $i_{T^*Q}$.

In the case of a linear almost Poisson bracket discussed in Section 4.1, there is a similar commutative diagram for $D\Lambda^*$ (compare with Diagram 1):

$$
\begin{array}{ccc}
D\Lambda^* & \xrightarrow{\Psi_2} & T^*A^* \\
\downarrow{\Psi_3} & \downarrow{\Psi_1} & \downarrow{i_{\Lambda^*}} \\
T^*A & \xrightarrow{\varepsilon} & TA^*
\end{array}
$$

To define the maps involved, let us first recall the existence of a canonical isomorphism $R: T^*A^* \to T^*A$, in coordinates $R(q^i,p_A,\dot{q}^i,\dot{p}_A,\alpha_i,\beta_A) = (q^i,\gamma_A,\rho_A^i\dot{p}_A,C_D^PV_B\gamma_D - \rho_A^i\alpha_i)$. The map $\varepsilon$ in the diagram is such that the following diagram is commutative

$$
\begin{array}{ccc}
T^*A^* & \xrightarrow{\varepsilon} & TA^* \\
\downarrow{\varepsilon} & \downarrow{\varepsilon} & \downarrow{\varepsilon} \\
T^*A & \xrightarrow{\varepsilon} & TA^*
\end{array}
$$

(in particular, it depends on the Poisson structure chosen). In coordinates, we find $\varepsilon(q^i,v^A,\alpha_i,\gamma_A) = (q^i,\gamma_A,\rho_A^i\dot{p}_A,C_D^PV_B\gamma_D - \rho_A^i\alpha_i)$.

We refer the reader to [28, 30] for more details. We can now define the maps $\Psi_1$, $\Psi_2$, and $\Psi_3$. Denote by $pr_1$ and $pr_2$ the projections of $TA^* \oplus T^*A^*$ onto $T^*A^*$ and $TA^*$, and $i_{D\Lambda^*}: D\Lambda^* \to TA^* \oplus T^*A^*$ the inclusion. Then:

$$
\begin{align*}
\Psi_1 &: D\Lambda^* \to T^*A^*, & \Psi_1 = pr_1 \circ i_{D\Lambda^*}, \\
\Psi_2 &: D\Lambda^* \to T^*A^*, & \Psi_2 = pr_2 \circ i_{D\Lambda^*}, \\
\Psi_3 &: D\Lambda^* \to T^*A, & \Psi_3 = R \circ pr_2 \circ i_{D\Lambda^*} = R \circ \Psi_2.
\end{align*}
$$

The coordinate expressions are summarized in the following diagram:

$$
\begin{array}{ccc}
(q^i,p_A,q^i,\dot{p}_A,\alpha_i,\beta_A) & \xrightarrow{\Psi_2} & (q^i,p_A,\alpha_i,\beta_A) \\
\downarrow{\Psi_3} & \downarrow{\Psi_1} & \downarrow{i_{\Lambda^*}} \\
(q^i,\beta_A,-\alpha_i,p_A) & \xrightarrow{\varepsilon} & (q^i,p_A,\rho_A^i\beta_A,-\rho_A^i\alpha_j - C_D^PV_B\beta_B)
\end{array}
$$

We also have an enlarged commutative diagram generalizing Diagram 2:
where $D_M = B_{\pi(M,A^*)}(D_{A,A^*})$ and the map $\Phi$ is defined analogously to (13).
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