Fast and stable schemes for non-linear osmosis filtering
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Abstract

We consider a non-linear variant of the transport-diffusion osmosis model for solving a variety of imaging problems such as shadow/soft-light removal and compact data representation. The non-linear behaviour is encoded in terms of a general scalar function $g$ with suitable properties, which allows to balance the diffusion intensity on the different regions of the image while preventing smoothing artefacts. For the proposed model, conservation properties (intensity and non-negativity) are proved and a variational interpretation is showed for specific choices of $g$. Upon suitable spatial discretisation, both an explicit and a semi-implicit iterative scheme are considered, for which convergence restrictions and unconditional stability are proved, respectively. To validate the proposed modelling and the computational speed of the numerical schemes considered, we report several results and comparisons for the problem of shadow/light-spot removal and compact data representation, showing that artefact-free and computationally efficient results are obtained in comparison to standard linear and anisotropic models, and state-of-the-art approaches.
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1. Introduction

The use of Partial Differential Equations (PDEs) in the context of image processing and computer vision is nowadays pretty well-established. Linear and non-linear diffusion PDEs have been indeed considered over the last decades for several image processing problems, such as denoising, deconvolution, inpainting and segmentation, see, e.g., \cite{1,2,3,4}. For these tasks, standard approaches resorting to the use of parabolic (anisotropic) non-linear diffusion PDEs of second or higher-order have been used, and their interpretation as gradient flows of suitable non-smooth regularisation functionals such as the edge-preserving Total Variation (TV) semi-norm have been drawn. In this work, we concentrate on a non-linear PDE where a non-linear diffusion term is combined with a further transport term, which finds its motivations into the modelling of the physical process of osmosis.

In biology, such term indicates a non-symmetric transport process where molecules pass through a semipermeable membrane in such a way that at its steady state, the liquid concentrations on both sides of the membrane differ. Osmosis is, for instance, the primary mechanism for transporting water inside and outside living cells, and it stands at the very basis of many medicine and engineering processes. Due to its non-trivial (i.e. non-flat) steady states, such process can be seen indeed as the non-symmetric counterpart of standard diffusion processes in the sense that, during evolution, the probability of moving from inside to outside the cell through the membrane is not equal to the probability of performing the reverse process \cite{5}.
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The corresponding interpretation of the osmosis process in the context of image analysis involves the study of how intensity values at each pixel are propagated within the image domain. Previous works have considered osmosis filtering in the context of imaging, either in linear isotropic or anisotropic form, proposing also some efficient numerical schemes based on standard finite-difference discretisation and/or operator splitting. For all these models, the combination of diffusion with transport is made thanks to the use of a drift term defined in terms of a vector field which, intuitively, models the non-symmetric nature of the process. Interestingly, such PDEs are all in divergence form, thus allowing for provable conservation of average intensity of the initial image as well as non-negativity. Furthermore, upon a particular choice of the drift term, an explicit expression of the non-flat steady state can be found. When applied to imaging tasks aiming at balancing intensity information (i.e. for shadow/light-spot removal problems and/or for image fusion), the advantage of using an osmosis approach is that it can integrate mismatching image data in a seamless way (see also for a variational osmosis-based model for image fusion showing the advantage with respect to state of the art methods). Recently, a more sophisticated approach has been proposed in where a non-local version of the osmosis operator along with an anisotropic regularisation term have been integrated in a variational formulation. This model achieves good performance in shadow removal, but at the price of a high computational cost.

Due to its differential structure, osmosis filtering shows similarities to gradient domain methods introduced in computer graphics for a wide number of surface editing and reconstruction applications, such as the famous Poisson editing, see e.g., and. Compared to these approaches, image osmosis offers the additional advantage of being invariant under multiplicative illumination changes and provide very good results in shadow removal and image cloning. However, due to the underlying linear smoothing enforced by the diffusion terms, standard osmosis approaches typically suffer from some reconstruction artefacts (typically, oversmoothing) which prevent their practical use. For reference, we further refer the reader to where alternative approaches to shadow removal are used, based, for instance, of suitable mapping into appropriate colour spaces and/or learning approaches.

Contribution. In this paper, we present a non-linear version of the image osmosis model, which avoids standard smoothing artefacts of linear models thanks to the use of a non-linear diffusivity function promoting isotropic edge-stopping diffusion. Analytically, we prove that the proposed evolution model maintains the same conservation properties of the original linear model, and that it can be interpreted as the gradient flow of a suitable non-smooth energy for specific choices of the drift term. We then show that analogous properties hold also at a discrete level, whenever appropriate finite-difference discretisation stencils and explicit and semi-implicit schemes are used. For those schemes, we prove conditional and unconditional stability, respectively. Such property is particularly interesting as it allows for the fast computation of the desired steady-state solution. Thanks to such stability property, the proposed model is fully automatic as no hyperparameters need to be tuned in it. The proposed model and algorithms are validated on exemplar image processing tasks, such as shadow removal, light removal and compact data representation, and several comparisons with other state-of-the-art as well as alternative osmosis filtering models are given.

Structure of the paper. In Section a short review of existing osmosis filtering models and of their use in applications is given. In Section the proposed continuous non-linear osmosis model is proposed and its conservation and variational properties are proved. In Section spatial and temporal discretisation schemes are studied, in particular from the point of view of consistency with the aforementioned properties in the continuous setting and in terms of stability and convergence. In Section several results for three different imaging applications (shadow removal, light removal and compact data representation) are showed, confirming that the use of the proposed non-linear model improves upon linear and state-of-the-art methods. Some conclusions are reported in Section.
Notation. We will denote the set of non-negative and positive real numbers by $\mathbb{R}_+$ and $\mathbb{R}_+^*$, respectively. In the following Sections 2 and 3, we will use the bold notation to denote vectorial fields in $\mathbb{R}^N$. To avoid unnecessary heavy notation in the discretised setting introduced starting from Section 4, we will use standard (unbold) notation to denote both vectors in $\mathbb{R}^N$ and matrices in $\mathbb{R}^{N \times N}$.

2. Linear osmosis filtering

The original image osmosis model firstly introduced in [6] in the context of imaging is a parabolic, linear and isotropic transport-diffusion PDE defined on a rectangular domain $\Omega \subset \mathbb{R}^2$ for an initial positive image $f : \Omega \to \mathbb{R}_+^*$ (the extension to the vectorial case is immediate). Its transport component is defined in terms of a drift vector field $d : \Omega \to \mathbb{R}^2$ whose expression will be made more precise in the following. Assuming homogeneous Neumann boundary conditions, the model reads:

$$
\begin{align*}
\frac{\partial u}{\partial t} &= \text{div} (\nabla u - du) \quad \text{on } \Omega \times (0,T], \\
\langle \nabla u - du, n \rangle &= 0 \quad \text{on } \partial \Omega \times (0,T]; \\
u(x,0) &= f(x) \quad \text{on } \Omega,
\end{align*}
$$

(1)

where $T \in (0, +\infty)$ is a final time, and $n$ is the outer normal vector to the image boundary $\partial \Omega$. In [6], it has been proved that the evolution process (1) preserves the average mass (grey value) of the image as well as its non-negativity. Moreover, if the drift $d$ is defined in a canonical form, i.e. in terms of a given reference image $v : \Omega \to \mathbb{R}_+^*$ as:

$$
d := \nabla \log v,
$$

(2)

then it can be showed that the steady-state solution $w : \Omega \to \mathbb{R}_+^*$ is nothing but a multiplicative rescaling of $v$, that is $w = cv$, with $c > 0$ [6, Proposition Ic]), see Figure 1 for a visual illustration. It can be shown that analogous properties hold upon suitable finite-difference discretisation [8].

![Figure 1: Evolution of the osmosis model (1). From left to right: (constant) initial image $f$, reference image $v$, vector representation of drift $d$ (with zoom) and steady state $w$.](image)

An anisotropic linear version of (1), with analogous conservation and convergence properties, has been developed in [7] in order to favour directional linear diffusion. Similarly as in [6], this has been done by encoding local directional information of the image in a positive semi-definite symmetric tensor $W$. The corresponding anisotropic model takes the form:

$$
\begin{align*}
\frac{\partial u}{\partial t} &= \text{div} (W(\nabla u - du)) \quad \text{on } \Omega \times (0,T], \\
\langle W(\nabla u - du), n \rangle &= 0 \quad \text{on } \partial \Omega \times (0,T]; \\
u(x,0) &= f(x) \quad \text{on } \Omega.
\end{align*}
$$

(3)

For both models (1) and (3), there is of course no clear interest in observing convergence to a rescaled version $w$ of an image which is need in advance to define the model. However, upon slight modifications of the drift term $d$, osmosis models can be applied to many different problems such as shadow removal, compact data representation and image cloning, as shown in [6]. In the following, we review how these tasks can be tackled by osmosis.
2.1. Applications of the osmosis filtering

Osmosis models in the form (1) and (3) can be easily modified for several imaging applications. To do so, a suitable decomposition of the image domain \( \Omega \) in terms of a disjoint union of subsets is required. Let thus \( \Omega = \Omega_{\text{in}} \sqcup \Omega_{\text{b}} \sqcup \Omega_{\text{out}} \) be a given partition of \( \Omega \), where \( \Omega_{\text{b}} \) denotes a possibly expanded boundary region separating \( \Omega_{\text{in}} \) from \( \Omega_{\text{out}} \). Given the reference image \( v \), a simple modification of the drift term \( d \) consists in forcing it to vanish in correspondence of all points of \( \Omega_{\text{b}} \) so that an artificial set of discontinuities is created. In mathematical terms, this means choosing for all \( x \in \Omega \):

\[
d(x) := \left( \nabla (\log v) \chi_{\Omega_{\text{b}}} \right)(x) = \begin{cases} \nabla v(x) / v(x) & \text{if } x \in \Omega_{\text{in}} \cup \Omega_{\text{out}}, \\ 0 & \text{if } x \in \Omega_{\text{b}}, \end{cases}
\]

where \( S \subset \Omega \), \( \chi_S : \Omega \to \{0,1\} \) denotes the characteristic function of the subset \( S \). Practically, the role of the characteristic function is played upon discretisation by a mask matrix \( M \in \{0,1\}^{\mid \Omega \mid} \) whose null pixels identify the region \( \Omega_{\text{b}} \). As \( d \) is set to zero on \( \Omega_{\text{b}} \), the transport term vanishes therein, hence equations (1) and (3) induce linear isotropic/anisotropic diffusion, respectively. Note that the preliminary detection of \( \Omega_{\text{b}} \) can be obtained, for instance, by standard image segmentation techniques, such as, e.g., edge detection [3].

**Shadow removal.** For shadow removal problems the given image \( f \) is characterised by the presence of a constant (i.e. with no space-variant intensity) shadowed region \( S \subset \Omega \), see Fig. 2a. The mask \( M \) is thus associated here to a preliminary detection of the shadow boundary \( \Omega_{\text{b}} \) (for instance by using [16, 19]), see Fig. 2b. By choosing as a reference image \( v = f \) in (4), we can thus evolve model (1) as done, e.g., in [6, 8, 9], to obtain the result in Fig. 2c. Due to its intrinsic transport-diffusion properties, we observe that the linear osmosis filtering does correctly perform shadow removal by balancing the intensity between the shadowed/un-shadowed regions of the image. However, due to the choice (4), the drift term \( d \) vanishes on the \( \Omega_{\text{b}} \), hence, pure Laplace diffusion is enforced therein. By considering a non-linear version of (1) as described in the following sections, we will improve upon such drawback and obtain the more accurate result reported in Fig. 2d. Furthermore, in order to address the more realistic situations of shadows with blurred (i.e. not sharp) boundaries as it is observed in natural images, we will further show how the proposed model can be applied also in case of soft-edged shadows, see Section 5.1.

**Spot-light removal.** A problem analogous to shadow removal is the spot-light removal problem where, similarly, the task is to remove a light spot from a given image \( f \) (Fig. 3a). Given the segmentation of the constant spot light boundary (Fig. 3b), the use of osmosis removes the spot by balancing the intensity between the two regions in the image. The results obtained by applying standard linear and the proposed non-linear osmosis filtering are shown in Fig. 3c-3d.
Compact image representation. The task of compact image (or, generally, data) representation consists in representing a given image with as little information as possible using some limited, but significant, image content (see, e.g. [20], [21]). Such problem has been previously considered in [6] for the linear osmosis model: there, a greyscale image is reconstructed by osmosis evolution by starting from the intensity values on pre-detected edges which is encoded in the definition of the drift-term $d$ so that:

$$d := \left( \frac{\nabla v}{v} \chi_{\partial \Omega} \right) (x) = \begin{cases} \frac{\nabla v(x)}{v(x)} & \text{if } x \in \Omega_b, \\ 0 & \text{if } x \in \Omega \setminus \Omega_b, \end{cases} \quad (5)$$

where $\Omega_b$ denotes here the set of the edges. The task is thus a sort of interpolation process where starting from $f$ (Fig. 4a) and using only the data assigned on the mask $M$ (Fig. 4b) to define the drift term as in (5), the osmosis evolution produces the result in Fig. 4c. Fig. 4d is the ground-truth image, reported here for comparison.

3. Analysis of the continuous model

Given a rectangular image domain $\Omega \subset \mathbb{R}^2$ with boundary $\partial \Omega$ and a finite time $T > 0$, let $d : \Omega \to \mathbb{R}^2$ be a given drift vector field, $f \in L^\infty(\Omega; \mathbb{R}^*_+)$ a positive greyscale image (the extension to the RGB case is straightforward) and $g : \Omega \times (0, T] \to \mathbb{R}^*_+$ be a positive (non-linear) diffusivity function driving the evolution process. The proposed non-linear osmosis model is given by the following drift-diffusion PDEs:

$$\partial_t u(x, t) = \text{div} \left( g(x, t) \left( \nabla u(x, t) - d(x) u(x, t) \right) \right) \quad \text{for } (x, t) \in \Omega \times (0, T], \quad (6)$$

which we endow with homogenous Neumann boundary conditions and initial condition

$$\begin{cases} \langle \nabla u - du, n \rangle = 0 & \text{on } \partial \Omega \times (0, T]; \\ u(x, 0) = f(x) & \text{on } \Omega. \end{cases} \quad (7)$$
The model \([6]\) favors diffusion and transport according to the function \(g(\cdot)\). The following result shows that thanks to its divergence form, model \([6]\) enjoys standard conservation properties for any \(g\).

**Proposition 3.1** (Conservation properties). Any solution \(u : \Omega \times (0, T] \to \mathbb{R}\) of the non-linear osmosis process \([6]\) satisfies the following properties:

1. The average grey value is preserved:
   \[
   \frac{1}{|\Omega|} \int_{\Omega} u(x,t)dx = \frac{1}{|\Omega|} \int_{\Omega} f(x)dx =: \mu(f) \quad \forall t > 0; \quad (8)
   \]

2. The evolution preserves non-negativity:
   \[
   u(x,t) \geq 0 \quad \forall x \in \Omega, \forall t > 0. \quad (9)
   \]

**Proof.** 1) Define, for all \(t \in (0, T]\), \(m(t) := (\int_{\Omega} u(x,t)dx)/|\Omega|\). Then, by \([6]\),

\[
\frac{dm}{dt} = \frac{1}{|\Omega|} \int_{\Omega} \partial_t u(x,t)dx = \frac{1}{|\Omega|} \int_{\Omega} \text{div}(g(x,t)(\nabla u(x,t) - d(x)u(x,t)))dx = \\
= \frac{1}{|\Omega|} \int_{\partial \Omega} (g(s,t)(\nabla u(s,t) - d(s)u(s,t)), n(s)) ds = 0, \quad \forall t > 0
\]

thanks to the divergence theorem and by imposing Neumann boundary conditions.

2) Let now \(\tau > 0\) be the smallest time such that \(\min_{x \in \Omega} u(x,t) = 0\). Suppose that this minimum is obtained at a \(\xi \in \text{int}(\Omega)\). Then \(u(\xi, \tau) = 0\) and \(\nabla u(\xi, \tau) = 0\). Computing the time derivative of \(u\) at point \((\xi, \tau)\) gives:

\[
\partial_t u(\xi, \tau) = (\text{div}(g(\cdot, \cdot)(\nabla u(\cdot, \cdot) - d(\cdot)u(\cdot, \cdot))))(\xi, \tau) = \\
= g(\xi, \tau)\Delta u(\xi, \tau) + \langle \nabla u(\xi, \tau), \nabla g(\xi, \tau) \rangle - \text{div}(d(\cdot)g(\cdot, \cdot)u(\cdot, \cdot))(\xi, \tau) = \\
= g(\xi, \tau)\Delta u(\xi, \tau) + 0 - \langle \text{div}(d(\cdot))(\xi, \tau) \cdot (u(\xi, \tau)g(\xi, \tau)) - \langle d(\cdot), \nabla (g(\cdot, \cdot)u(\cdot, \cdot)) \rangle(\xi, \tau) = \\
= g(\xi, \tau)\Delta u(\xi, \tau) - 0 - \langle d(\cdot), \nabla u(\cdot, \cdot) \rangle g(\cdot, \cdot) + u(\cdot, \cdot)\nabla g(\cdot, \cdot)(\xi, \tau) = \\
= g(\xi, \tau)\Delta u(\xi, \tau) = g(\xi, \tau)\Delta u(\xi, \tau),
\]

by standard properties of the divergence operator. Then, at \((\xi, \tau)\) the evolution behaves as the diffusion equation \(u_t = g\Delta u\), where \(g\) is positive. Hence, the operator \(\mathcal{L} := g\Delta\) is elliptic so the standard minimum/maximum principle can be applied. This tells us that for any \(t \geq \tau\) the solution of the non-linear model remains non-negative, as desired.

We now propose a special choice of the diffusivity function \(g : \Omega \times (0, T] \to \mathbb{R}_+^\ast\) and set for all \(x \in \Omega\) and \(t \in (0, T]\):

\[
g(x,t) := g(\|s(x,t)\|) := \frac{1}{\|s(x,t)\|}, \quad \text{with} \quad s(x,t) := \nabla u(x,t) - d(x)u(x,t), \quad (10)
\]

which will be used to characterise the steady states of \([6]\) as minimisers of a suitable energy functional. To show that, we first need the following lemma.

**Lemma 3.2.** Let \(\Omega\) be an open rectangular domain in \(\mathbb{R}^2\) and \(w \in C^1(\Omega, \mathbb{R}^2) \cap C^0(\overline{\Omega}, \mathbb{R}^2)\). Then:

\[
\int_{\partial \Omega} \langle w, n \rangle \ z \ ds - \int_{\Omega} \text{div}(w) \ z \ dx = 0 \quad \forall z \in C^0(\overline{\Omega}) \quad (11)
\]

if and only if

\[
\begin{aligned}
\langle w, n \rangle &= 0 \quad \text{on} \partial \Omega \\
\text{div}(w) &= 0 \quad \text{on} \ \Omega.
\end{aligned} \quad (12)
\]
Proof. Eq. (12) implies eq. (11) obviously. For the inverse implication, consider the two alternative cases: either \( \text{div}(w)(x) = 0 \) for all \( x \in \Omega \), or there exists a point \( x_0 \in \Omega \) s.t. \( \text{div}(w)(x_0) \neq 0 \). We prove by contradiction that the second case is not possible. Suppose that \( \text{div}(w)(x_0) > 0 \). Since \( w \in C^1(\Omega; \mathbb{R}^2) \), then there exists a neighbourhood \( B(x_0, r) \subset \Omega \) s.t. \( \text{div}(w)(x) > 0 \) for all \( x \in B(x_0, r) \). Now, let \( z_0 \in C^0(\Omega) \) be a function that satisfies (11). Consider

\[
z^* := z + \Phi(\chi_{B(x_0, r)}) \in C^0(\Omega)
\]

where \( \Phi(\chi_{B(x_0, r)}) \) is a non-negative smooth regularization of \( \chi_{B(x_0, r)} \), with support in \( B(x_0, r) \). Then, we have

\[
\int_{\partial \Omega} \langle w, n \rangle \ z^* \ ds - \int_{\partial \Omega} \text{div}(w) \ z^* \ dx = \int_{\partial \Omega} \langle w, n \rangle \ z \ ds - \int_{\partial \Omega} \text{div}(w) \ z \ dx = 0 - \int_{\partial \Omega} \text{div}(w) \Phi(\chi_{B(x_0, r)}) \ dx = - \int_{B(x_0, r)} \text{div}(w) \Phi(\chi_{B(x_0, r)}) \ dx < 0
\]

because \( \text{supp}(\Phi(\chi_{B(x_0, r)})) \subset B(x_0, r) \), \( \Phi(x) \geq 0 \) and \( \text{div}(w) > 0 \) in \( B(x_0, r) \). We have thus reached a contradiction, as for \( z^* \in C^0(\Omega) \) equation (11) is not verified. Therefore, it must be \( \text{div}(w)(x) = 0 \) for all \( x \in \Omega \). We claim that this implies also that

\[
\int_{\partial \Omega} \langle w, n \rangle \ z \ ds = 0 \quad \forall \ z \in C^0(\Omega; \mathbb{R}). \tag{13}
\]

By contradiction, consider a point \( x_1 \in \partial \Omega \) s.t. \( \langle w, n \rangle (x_1) \neq 0 \) (suppose positive). Since \( w \in C^0(\Omega; \mathbb{R}^2) \), there exists \( B(x_1, r) \subset \Omega \) s.t. \( \langle w, n \rangle (x) > 0 \) for all \( x \in B(x_1, r) \cap \partial \Omega \). Let now \( z \in C^0(\Omega) \) be a function satisfying (13) and define \( z^* := z + \Phi(\chi_{B(x_1, r)}) \), where \( \Phi(\cdot) \) is as a smooth regularisation of \( \chi_{B(x_1, r)} \) with support in \( B(x_1, r) \). Then,

\[
\int_{\partial \Omega} \langle w, n \rangle \ z^* \ ds = \int_{\partial \Omega} \langle w, n \rangle \ z \ ds + \int_{\partial \Omega} \langle w, n \rangle \Phi(\chi_{B(x_1, r)}) \ ds = 0 + \int_{\partial \Omega} \langle w, n \rangle \Phi(\chi_{B(x_1, r)}) \ ds = \int_{B(x_1, r) \cap \partial \Omega} \langle w, n \rangle \Phi(\chi_{B(x_1, r)}) \ ds > 0
\]

because \( \text{supp}(\Phi(\chi_{B(x_1, r)})) \cap \partial \Omega \subset B(x_1, r) \cap \partial \Omega \), \( \Phi(x) \geq 0 \) and \( \langle w, n \rangle (x) > 0 \) in \( B(x_1, r) \cap \partial \Omega \). We thus built a function \( z^* \) that does not satisfy (13), which is of course a contradiction. Therefore, \( \langle w, n \rangle (x) = 0 \) for all \( x \in \partial \Omega \). \( \square \)

Thanks to this lemma, we are now able to interpret the non-linear PDE model \( \Theta \) as the gradient flow of a suitably defined energy functional \( E(u) \) in the special case when the difffusivity function \( g \) is defined as in (10).

**Proposition 3.3.** Let \( v \in H^1(\Omega; \mathbb{R}^*_+) \) be a given reference image, \( d = \nabla (\log v) \) the canonical drift vector field associated to \( v \) and \( g \) be defined as in (10). Then, a function \( u^* : \Omega \times (0, T] \rightarrow \mathbb{R}_+ \) satisfies the following steady state equation

\[
\text{div}(g(|\nabla u^* - du^*|) (\nabla u^* - du^*)) = 0 \quad \text{with boundary condition } \langle \nabla u^* - du^*, n \rangle = 0,
\]

if and only if \( u^* \) is a stationary point of the energy functional

\[
E(u) := \int_{\Omega} |\nabla \left( \frac{u}{v} \right)(x)| \ dx.
\]
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Moreover, $u^*$ is a multiplicative rescaling of $v$ where the rescaling constant is the ratio between the average gray value of $f = u(\cdot, 0)$ and $v$, i.e.:

$$u^*(x) = \frac{\mu(f)}{\mu(v)} v(x), \quad \forall x \in \Omega.$$  

**Proof.** Conventionally, for $x \in \Omega$ and $t \in (0, T]$ such that $\nabla u(x, t) - d(x) u(x, t) = 0$, we set

$$\frac{\nabla u(x, t) - d(x) u(x, t)}{|\nabla u(x, t) - d(x) u(x, t)|} = 0.$$  

Let us now consider any test function $z \in C^\infty(\Omega; R_+^*)$. We have

$$\left( \frac{d}{d\eta} E(u + \eta z) \right) \bigg|_{\eta=0} = \left( \int_{\Omega} \frac{\nabla (u + \eta z)}{|\nabla (u + \eta z)|} \cdot \nabla \left( \frac{z}{v} \right) \, dx \right) \bigg|_{\eta=0} =$$

$$= \int_{\Omega} \frac{\nabla u - \nabla \frac{u}{v}}{|\nabla \frac{u}{v}|} \cdot \nabla \left( \frac{z}{v} \right) \, dx =$$

$$= \int_{\Omega} \frac{\nabla u - \nabla \frac{u}{v}}{|\nabla \frac{u}{v}|} \cdot \nabla \left( \frac{z}{v} \right) \, dx =$$

$$= \int_{\Omega} \frac{\nabla u - \nabla \frac{u}{v}}{|\nabla \frac{u}{v}|} \cdot \nabla \left( \frac{z}{v} \right) \, dx =$$

where the rescaling constant is the ratio $c \in \mathbb{R}_1$, is a stationary point of the energy $E(u)$, i.e. $\eta=0$ vanishes at $u^*$ and the reverse holds thanks to Lemma 3.2.

To conclude the proof, we have that is easy to observe that every image $u^* = cv$, with $c \in \mathbb{R}_1$, is a stationary point of the energy $E(\cdot)$. Hence, such functions are solutions of the steady-state equation (14). Since the osmosis evolution preserves the average grey value by Proposition 3.1, one can further show that:

$$\mu(f) = \mu(u^*) = \frac{1}{|\Omega|} \int_{\Omega} cv(x) dx = c \mu(v),$$

whence $c = \mu(f)/\mu(v) > 0$. 

An analogous result can be proved as a corollary of the previous proposition by allowing the further dependence on a smoothing parameter $p \in [1, 2)$. In Section 5 we will validate our model for different values of $p$, evaluating the practical effects of its choice on exemplar tests.

**Corollary 3.4.** Under the same assumptions of Proposition 3.3 and defining for $p \in [1, 2)$ the diffusivity term $g_p$ as

$$g_p(x, t) := g_p(|s(x, t)|) := \frac{1}{|s(x, t)|^p}, \quad \forall (x, t) \in \Omega \times (0, T],$$

then the steady-state of the energy functional

$$E_p(u) := \int_{\Omega} \frac{v^{1-p}}{2-p} \left| \nabla \left( \frac{u}{v} \right) (x) \right|^{2-p} \, dx$$

satisfies:

$$\text{div} (g_p(|\nabla u^* - \nabla v^*|) (\nabla u^* - \nabla v^*)) = 0.$$  
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A possible direction of future work consists in investigating the $p$-osmosis model so as to extend the osmosis filtering to a spatially adaptive filtering, as proposed for image denoising, e.g., in [22].

4. Model discretisation using finite difference schemes

In this section we introduce fast and stable computational methods for the nonlinear osmosis PDE model by rewriting it using the linearity of the divergence operator as follows

$$\partial_t u = \text{div} (g(u)\nabla u) - \text{div} (g(u)du),$$  \hspace{1cm} \text{(20)}

along with the boundary conditions and initial condition $f \in L^\infty(\Omega; \mathbb{R}^+)$ as in (7).

We use Finite Difference Method (FDM) to approximate the solution of (20) on a regular grid $\Omega_h \subset \Omega$ approximating the space domain $\Omega$ of the PDE, where $h > 0$ denotes the spatial grid size along both horizontal and vertical directions. We first apply a semi-discretisation in space on $\Omega_h$, and then a full discretisation in time on $(0, T]$ using both explicit and semi-implicit strategies, with the final objective of providing a numerical scheme which shows stability to any fixed time-step discretisation parameter.

In the following, we thus assume $u \in \mathbb{R}^{m_x \times m_y}$ to be a discretised image defined on $\Omega_h$ of size $N := m_x m_y$, and we denote by $u_{i,j}$ the value of $u$ at pixel $(i,j)$ for $i = 1, \ldots, m_x$, $j = 1, \ldots, m_y$. To avoid singularities appearing due to the special choice of the diffusivity function $g$ in (10), we will use an $\epsilon$-regularised version defined in terms of $0 < \epsilon \ll 1$ as $g(s) = \frac{1}{|s|_\epsilon}$ with $s = \nabla u - du$, with

$$|s|_\epsilon := \sqrt{(s^x)^2 + (s^y)^2 + \epsilon},$$

where $s^x$ and $s^y$ denote the horizontal and vertical components of $s$, respectively, and the smoothing parameter $\epsilon > 0$ ensures that $g(s)$ is well-defined at each point. Considering the canonical drift term $d = \nabla \log v = \nabla v/v$, the value of $g$ at $(i,j)$ is approximated using central finite difference schemes for the discretization of the partial first-order derivatives by

$$g_{i,j} = g(s_{ij})$$

$$s_{ij} = \left( \frac{u_{i+1,j} - u_{i-1,j}}{2h} - \frac{v_{i+1,j} - v_{i-1,j}}{2h}, \frac{u_{i,j+1} - u_{i,j-1}}{2h} - \frac{v_{i,j+1} - v_{i,j-1}}{2h} \right) \hspace{1cm} \text{(21)}$$

where $s^x$ and $s^y$ denote the horizontal and vertical components of $s$, respectively.

Figure 5: Finite difference stencil: the pixel neighbourhood of $(i,j)$ are denoted by south (S), north (N), east (E), west (W).
4.1. Semi-discretisation in space

The spatial differential operators in \(\nabla\), \(d = (dx, dy)\), \(u\) and the \(\epsilon\)-regularised diffusivity function \(g\) on the edges between two adjacent pixels, following the stencil illustrated in Fig. 3. Hence, the semi-discretisation in space of \([20]\) at \((i, j)\) applying second-order central finite differences reads:

\[
(\partial_t u)_{i,j} = \frac{1}{h}\left[\nabla_N u \cdot g_{N_{i,j}} + \nabla_S u \cdot g_{S_{i,j}} + \nabla_E u \cdot g_{E_{i,j}} + \nabla_W u \cdot g_{W_{i,j}}\right] + \nonumber \]

\[
- \left[d_N^u \cdot g_{N_{i,j}} \cdot u_{N_{i,j}} + d_S^u \cdot g_{S_{i,j}} \cdot u_{S_{i,j}} + d_E^u \cdot g_{E_{i,j}} \cdot u_{E_{i,j}} + d_W^u \cdot g_{W_{i,j}} \cdot u_{W_{i,j}}\right] \tag{22}
\]

where each term is defined as in Table 1.

| \(\Delta_N\) | \(\Delta_S\) | \(\Delta_E\) | \(\Delta_W\) |
|---------------|---------------|---------------|---------------|
| \(u_{i,j} = \frac{u_{i+1,j} - u_{i-1,j}}{h}\) | \(u_{i,j} = \frac{u_{i,j+1} - u_{i,j-1}}{h}\) | \(u_{i,j} = \frac{u_{i+1,j+1} + u_{i-1,j-1} - 2u_{i,j}}{h}\) | \(u_{i,j} = \frac{u_{i+1,j+1} + u_{i-1,j-1} - 2u_{i,j}}{h}\) |
| \(g_N = \frac{g_{i+1,j} + g_{i-1,j}}{2}\) | \(g_S = \frac{g_{i,j+1} + g_{i,j-1}}{2}\) | \(g_E = \frac{g_{i+1,j+1} + g_{i-1,j-1}}{2}\) | \(g_W = \frac{g_{i+1,j+1} + g_{i-1,j-1}}{2}\) |
| \(u_N = \frac{u_{i+1,j} + u_{i,j+1} - u_{i-1,j} - u_{i,j}}{2}\) | \(u_S = \frac{u_{i+1,j+1} + u_{i-1,j-1} - u_{i+1,j-1} - u_{i-1,j+1}}{2}\) | \(u_E = \frac{u_{i+1,j+1} + u_{i,j+1} - u_{i+1,j} - u_{i,j}}{2}\) | \(u_W = \frac{u_{i+1,j+1} + u_{i,j+1} - u_{i+1,j} - u_{i,j}}{2}\) |
| \(d_N^u = \frac{2(u_{i+1,j} - u_{i,j})}{h(u_{i+1,j} + u_{i,j})}\) | \(d_S^u = \frac{2(u_{i,j+1} - u_{i,j})}{h(u_{i,j+1} + u_{i,j})}\) | \(d_E^u = \frac{2(u_{i+1,j+1} - u_{i,j})}{h(u_{i+1,j+1} + u_{i,j})}\) | \(d_W^u = \frac{2(u_{i+1,j+1} - u_{i,j})}{h(u_{i+1,j+1} + u_{i,j})}\) |

Table 1: FD discretization schemes.

Note that the discretisation [22] also holds on boundary pixels, having preliminarily set \(d = 0\) on the boundary edges and mirroring the image therein in order to satisfy the Neumann homogeneous boundary condition [6].

We thus rewrite [22] by incorporating the discretisations reported in Table 1 and collecting the coefficients of the pixel \((i, j)\) and its neighbours:

\[
(\partial_t u)_{i,j} = u_{i-1,j} \frac{g_S}{h} \left(\frac{1}{h} - \frac{d_N^u}{2}\right) + u_{i+1,j} \frac{g_N}{h} \left(\frac{1}{h} - \frac{d_S^u}{2}\right) + \nonumber \]

\[
+ u_{i,j-1} \frac{g_W}{h} \left(\frac{1}{h} - \frac{d_E^u}{2}\right) + u_{i,j+1} \frac{g_E}{h} \left(\frac{1}{h} - \frac{d_W^u}{2}\right) + \nonumber \]

\[
+ u_{i,j} \left[\frac{g_S}{h} \left(\frac{1}{h} - \frac{d_N^u}{2}\right) + \frac{g_N}{h} \left(\frac{1}{h} - \frac{d_S^u}{2}\right) + \frac{g_E}{h} \left(\frac{1}{h} - \frac{d_W^u}{2}\right) + \frac{g_E}{h} \left(\frac{1}{h} - \frac{d_W^u}{2}\right)\right]. \tag{23}
\]

In order to represent [23] in matrix-vector form, we first rearrange into a single vector \(u(t) = (u_1(t), \ldots, u_N(t))^T \in \mathbb{R}^N\) the values of the evolving image \(u(T)\) at each pixel \(i = 1, \ldots, N\). Then, we write semi-discretised-in-space model which leads to the following Cauchy problem:

\[
\begin{aligned}
\frac{du}{dt} &= A(u) u(t), \\
u(0) &= f, \tag{24}
\end{aligned}
\]

where \(A(u) \in \mathbb{R}^{N \times N}\) is a non-symmetric sparse matrix, with only five non-zero diagonals and with entries given by

\[
a_{ij} := \begin{cases} 
\sum_{k \in \mathcal{N}(i)} \frac{g_k + g_i}{2h^2} \left(1 - \frac{v_k - v_i}{v_k + v_i}\right) & \text{if } i = j, \\
\frac{g_j + g_i}{2h^2} \left(1 - \frac{v_j - v_i}{v_j + v_i}\right) & \text{if } i \neq j, j \in \mathcal{N}(i), \\
0 & \text{if } i \neq j, j \notin \mathcal{N}(i).
\end{cases} \tag{25}
\]
where $\mathcal{N}(i)$ represents the set of the neighbours in directions $\{N, E, O, W\}$ of the pixel $i$ and $g_i$ is evaluated at pixel $i$ according to formula (21).

The next proposition shows some useful properties of the matrix $A(u)$.

**Proposition 4.1.** For every vector $u \in \mathbb{R}^N$, let $A(u) \in \mathbb{R}^{N \times N}$ be the matrix with entries given in (25). Then, the following properties hold:

1. $A(u)$ has non-negative off-diagonals,
2. all column sums of $A(u)$ are 0,
3. $A(u)$ is irreducible,
4. $A(u)v = 0$.

**Proof.**

1) According to (25), if pixel $i$ and pixel $j$ are not adjacent, then the entry $a_{ij}$ is zero. On the other hand, as $g_i, g_j, v_i, v_j > 0$, then $a_{ij} > 0$, $\forall i, j$.

2) Considering an arbitrary column $l$ of $A$, we have:

$$
\sum_{i=1}^{N} a_{i,l} = a_{l,l} + \sum_{j \in \mathcal{N}(l)} a_{j,l} = \sum_{j \in \mathcal{N}(l)} \frac{g_j + g_l}{2h^2} \left(-1 - \frac{v_j - v_l}{v_j + v_l}\right) + \sum_{j \in \mathcal{N}(l)} \frac{g_l + g_j}{2h^2} \left(1 - \frac{v_l - v_j}{v_l + v_j}\right) = 0.
$$

3) Since $a_{ij} > 0$ for all adjacent $i, j$, so the directed graph $G_A$ associated to $A$ is strongly connected and $A$ is irreducible.

4) The value of the $ij$ coordinate of the vector $A(u)v$ is obtained from the right hand side of the expression (22), substituting $u$ with $v$. Writing explicitly every term as described in Table (1), it is easy to see that they cancels each other. Therefore $A(u)v = 0$.

The properties showed in the lemma above are crucial for the following. Typically, they are proved in the context of symmetric space-discretisation matrices (see, e.g., [1]), but have been shown to hold also in the case of non-symmetric diffusion-transport operators such as the osmosis one, see, e.g., [8, 7].

### 4.2. Fully-discretisation in time

We present two possible fully discretised approximations of (24), obtained by applying Euler integration methods in time. Let $\tau > 0$ denote a uniform time-step and for $k = 0, 1, \ldots$ let $u^k$ be the approximation of $u$ at discrete time $k\tau \in (0, T]$.

- **Explicit discretisation:** We first consider the simplest space discretisation at the $k$th discrete time step that leads to the following full explicit scheme

$$
\frac{u^{k+1} - u^k}{\tau} = A(u^k)u^k \implies u^{k+1} = (I + \tau A(u^k))u^k.
$$

- **Semi-implicit discretisation:** Alternatively, we can consider a semi-implicit scheme where the nonlinear terms of the equation are treated from the previous time step, while the linear ones are considered at the current time step; this leads to the semi-implicit scheme

$$
\frac{u^{k+1} - u^k}{\tau} = A(u^k)u^{k+1} \implies u^{k+1} = (I - \tau A(u^k))^{-1}u^k.
$$

In both cases, the time-stepping process approximating (24) can be represented in terms of a matrix $P \in \mathbb{R}^{N \times N}$ as

$$
\begin{align*}
\begin{cases}
    u^{k+1} = P(u^k)u^k, \\
    u^0 = f.
\end{cases}
\end{align*}
$$
where

\[ P = I + \tau A, \quad P = (I - \tau A)^{-1} \text{ in (26)}, \quad P = (I - \tau A)^{-1} \text{ in (S.I.)}. \] (27)

The following proposition provides sufficient conditions on matrix \( P \) such that the evolution process (26) is stable.

**Lemma 4.2.** Let \( f \in (\mathbb{R}_+)^N \) and let assume that \( P(u^k) \in \mathbb{R}^{N \times N} \), defined in (27), satisfies the following assumptions for all \( k \in \mathbb{N} \):

(A1) all column sums of \( P \) are 1,
(A2) \( P \) is non-negative.

Then the iterative process (26) is stable with respect to the \( 1 \)-norm, i.e. \( \|u^k\|_1 \leq \|f\|_1 \) \( \forall k \in \mathbb{N} \).

**Proof.** For all \( k \), we recursively have

\[ u^k = P(u^{k-1})u^{k-1} = P(u^{k-1}) \cdot P(u^{k-2}) \cdot \ldots \cdot P(u^1) \cdot P(f) \cdot f \]

\[ \|u^k\|_1 \leq \|P(u^{k-1})\|_1 \cdot \|P(u^{k-2})\|_1 \cdot \ldots \cdot \|P(u^1)\|_1 \cdot \|P(f)\|_1 \cdot \|f\|_1. \]

Since \( P(u^k) \) has column sums equal to one, then \( \|P(u^j)\|_1 = 1 \) for all \( j = 1, \ldots, k - 1 \) and \( \|u^k\|_1 \leq 1 \cdot \|f\|_1 \) for all \( k \in \mathbb{N} \). \( \square \)

We are interested in verifying if the conservation properties of the non-linear osmosis model proved in Proposition 3.1 for the continuum setting hold in the discrete case. The following lemma adds two other conditions on the matrix \( P \) needed for the process to preserve the average mass and the non-negativity. Furthermore, it provides a useful information on the localisation of the eigenvalues of \( P \).

**Lemma 4.3.** Let \( f \in (\mathbb{R}_+)^N \) and consider the iterative process (26), where, for all \( k \), the matrix \( P(u^k) \in \mathbb{R}^{N \times N} \) satisfies both the assumptions (A1)-(A2) in Lemma 4.2 and the following

(A3) \( P \) is irreducible,
(A4) \( P \) has only positive diagonal entries.

Then we have

(1) the average grey value is preserved:

\[ \sum_{i=1}^{N} u_i^k = \sum_{i=1}^{N} f_i, \]

(2) the evolution preserves non-negativity: \( u_i^k \geq 0 \) for all \( i = 1, \ldots, N \), \( k > 0 \),
(3) \( P \) has a simple eigenvalue \( \lambda = 1 \), with a corresponding positive eigenvector, and the other eigenvalues have absolute value strictly less than one.

**Proof.** (1) Thanks to the hypotheses (A1) of Lemma 4.2 we can write

\[ \sum_{i=1}^{N} u_i^k = \sum_{i=1}^{N} \sum_{j=1}^{N} p_{ij} u_j^{k-1} = \sum_{j=1}^{N} \left( \sum_{i=1}^{N} p_{ij} \right) u_j^{k-1} = \sum_{j=1}^{N} u_j^{k-1} = \ldots = \sum_{j=1}^{N} f_j, \]

(2) Applying the first step to the non-negative initial image \( f \), we have

\[ u_i^1 = p_i f_i + \sum_{i \neq j} p_{ij} f_j \geq 0 \quad i = 1, \ldots, N \]

since \( f_i, f_j, p_{ii}, p_{ij} \geq 0 \). This observation can be applied recursively for all \( k \).
(3) In Lemma 4.2 we proved that $\|P\|_1 = 1$ and, therefore, the eigenvalues $\lambda$ of $P$ satisfies $|\lambda| \leq 1$. Moreover, $\lambda = 1$ is an eigenvalue of $P$. In fact, if we define the vector $e = (1, \ldots, 1)$, then $P^T e^T = e^T$, because column-wise $P$ sums up to one. By Gerschgorin’s theorem, we know that the eigenvalues lie within the set $\Lambda$ of all Gerschgorin’s disk:

$$
\Lambda := \bigcup_{j=1}^{N} B_j \quad \text{with} \quad B_j := \left\{ z \in \mathbb{C} \left| |z - p_{jj}| \leq \sum_{i \neq j} |p_{ij}| \right. \right\}.
$$

Now, since $P$ is non-negative with unit column sums and positive diagonal entries, the right hand side of the last inequality becomes

$$
\sum_{i \neq j} |p_{ij}| = \sum_{i \neq j} p_{ij} = 1 - p_{jj} \in [0,1).
$$

Therefore $\lambda = 1$ is the only eigenvalue of $P$ s.t. $|\lambda| = 1$, while for the others $|\lambda| < 1$. Moreover, $P$ has spectral radius $\rho(P) = 1$. By Perron-Frobenius theorem (see, e.g., Th.8.4.4 in [23]) we can thus conclude as the spectral radius of a $P$ is a simple eigenvalue associated to a positive eigenvector.

Up to this point, we have defined sufficient conditions on the matrix $P$ to make the evolution process (26) stable for any time step $k$, and guarantee the desired conservation properties. Specifically, we stated that $P$ must satisfy the assumptions (A1)-(A4) for all $k$.

With the following theorem, we show that both the explicit (E) and the semi-implicit (S.I.) time-discretisation schemes verify such conditions.

**Theorem 4.4 (Numerical Stability).** Let $f \in (\mathbb{R}^*_+)^N$ and for $u \in \mathbb{R}^N$ let $A$ be the matrix with entries $a_{ij}$, with $i, j = 1, \ldots, N$, defined in (25). Then

1. the explicit scheme (E) is conditionally stable for

$$
\tau \leq 1/ \max\{|a_{11}|, \ldots, |a_{NN}|\} \quad (28)
$$

2. the semi-implicit scheme (S.I.) is unconditionally stable for any $\tau > 0$.

**Proof.** Thanks to Lemma 4.2 we simply need to show that, in both cases, $P$ is non-negative and has column sums equal to 1.

1) In the explicit scheme, $P = I + \tau A$, where $A$ has non-negative off-diagonals and column sums zero. Thus $P$ has column sums 1 for any $\tau$ and is non-negative only if condition (28) is satisfied.

2) In the semi-implicit scheme, $P = (I - \tau A)^{-1}$. $A$ has column sums zero and for all $j = 1, \ldots, N$ we have

$$
-a_{jj} = \sum_{i \neq j} a_{ij} \implies 1 - \tau a_{jj} > \tau \sum_{i \neq j} a_{ij}.
$$

Hence, the matrix $I - \tau A$ is strictly column diagonally dominant and non-singular. Moreover, it has non-positive off-diagonal entries. Therefore, $I - \tau A$ is a non-singular M-matrix (see [24], Th. 6.2.3 (C10)) and its inverse has only strictly positive entries (see [24], Th. 6.2.7). This satisfies (A1) of Lemma 4.2. Lastly, all column sums of $P = (I - \tau A)^{-1}$ are 1. In fact, if we define $e = (1, \ldots, 1)$, we have $e = e(I - \tau A)$ and, equivalently, $e = e(I - \tau A)^{-1}$. □

The following result investigates under which sufficient conditions the discretised solution obtained by solving (26) satisfies the conservation properties introduced in Proposition 3.1 along the time iterations $k$ and how a steady-state can be computed.
Theorem 4.5. Let \( f \in (\mathbb{R}^*_+)^N \). Then, the solution \( u^k \) computed at discrete time \( k\tau \) with \( g \) defined as in (21) preserves its mass and non-negativity for any \( k \geq 1 \). Moreover, it converges to the steady-state solution \( u^* \) defined by
\[
    u^* = \frac{\mu_f v}{\mu_v},
\]
if
1. \( \tau \leq 1 / \max\{|a_{1,1}^-,...,a_{N,N}^+|\} \), when the explicit scheme (E) is applied
2. \( \tau > 0 \), when the semi-implicit scheme (S.I.) is applied.

Proof. We start by proving that, in both cases, the assumptions of Lemma 4.3 are verified. We have already verified in the proof of Theorem 4.5 when \( P \) satisfies (A1) and (A2). Two other conditions, namely (A3) and (A4), still need to be checked.

1) We know that \( a_{ii}^- < 0 \) for all \( i \) because \( A \) has column sums zero and non-negative off-diagonal entries. Therefore, the condition on \( \tau \) ensures that the diagonal entries of \( P \) are strictly positive: \( 1 + \tau a_{ii}^- > 0 \) \( \forall i = 1,...,N \). \( P = I + \tau A \) is irreducible because it has the same directed graph of \( A \), which is irreducible.

2) In Theorem 4.5 we showed that \( P = (I - \tau A)^{-1} \) has only strictly positive entries. Therefore, its diagonal is positive and it is irreducible because its directed graph is strongly connected. Hence, independently on which time discretization we chose, explicit or semi-implicit, we can apply Lemma 4.3 eventually with restrictions on \( \tau \), which guarantees that the evolution verifies the conservation properties. Moreover, the matrices \( P(u^k) \) have eigenvalues with magnitude strictly less than one, with the exception of the simple eigenvalue \( \lambda = 1 \), that has a corresponding positive eigenvector. Now, we observe that this eigenvector is the same for all matrices \( P(u^k) \). In fact, since \( A(u^k)v = 0 \), we have:

1. in the explicit case \( P(u^k)v = (I + \tau A(u^k))v = v \);
2. in the semi-implicit case \( P(u^k)^{-1}v = (I - \tau A(u^k))v = v \) and, hence, \( P(u^k)v = v \).

Therefore, the evolution \( u^{k+1} = P(u^k)u^k \) attenuates all components outside the eigenspace of \( \lambda = 1 \) to zero and the process converges to a positive eigenvector \( w \) with the same average grey value as the initial vector \( f \). In other terms, as \( k \to \infty \), we have
\[
    u^k \longrightarrow w = \frac{\mu_f}{\mu_v} v.
\]

Numerically, the proposed semi-implicit scheme (S.I.) can be solved at each iteration by means of any efficient preconditioned linear iterative solver suitable for sparse, diagonally dominant M-matrices, such as e.g., SOR (successive over-relaxation) method.

5. Numerical results

As described in Section 2.1, upon specific choices of the drift term \( d \) in (6), the nonlinear osmosis model can be applied to the shadow removal (see Section 5.1), light-spot removal (see Section 5.2) and the compact image representation (see Section 5.3) task. We will compare qualitatively and quantitatively the results by our approach with the ones obtained by other osmosis-based methods as well as with state-of-the-art approaches. Furthermore, some considerations on the computational efficiency of the proposed models will be made. Reconstruction quality will be measured in terms of the well-known Structural Similarity Index (SSIM \( \in [0,1] \)) error between the original non-shadowed image and the reconstructed image, due to its intrinsic dependence of luminance, contrast and structure features. Note that the explicit iterative scheme (E) is practically unusable for most of the examples considered, due to the constraint (28) on the time-step \( \tau \) which for the following examples forced
constrains of the type $\tau < 10^{-8}$ which make the use of such scheme very limited in practice. On the contrary, the unconditional stability of the semi-implicit scheme (S.I.) allows for the use possibly large values of the time-step. In the examples, we used $\tau = 10^2$, which provides convergence and good level of accuracy in few iterations. For the processing of colour images, the proposed model is run on each R, G, B channel independently. All algorithms are tested on an AMD Ryzen 5 3450U processor (2.10GHz) with 16GB RAM using MATLAB R2021a.

5.1. Shadow removal

Recalling the shadow removal problem described in Section 5.1, we test the non-linear model by setting the starting point of the osmosis evolution and the reference image as $u^0 = v = f$, the given image. We remind that for such problem, the drift term $d$ is defined as in (4). This choice corresponds to consider two different evolutions in the regions composing the image domain which explicitly read

$$\left\{ \begin{array}{ll}
\partial_t u = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) & \text{on } \Omega_b \times (0,T) \\
\partial_t u = \text{div} \left( \frac{\nabla u - \nabla f}{|\nabla u - \nabla f|} \right) & \text{on } (\Omega_{in} \cup \Omega_{out}) \times (0,T)
\end{array} \right. \quad (30)$$

with boundary conditions defined as in (7). Note that choosing $d$ in a canonical form according (4) allows to preserve the image content outside $\Omega_b$, while diffusing non-linearly, in the form of a Total Variation flow, on $\Omega_b$ itself. The intensity balancing effect in the regions $\Omega_{in}$ and $\Omega_{out}$ depends solely by the evolution equation on $\Omega_b$, the region where the drift term is set to zero. Moreover, the diffusivity function $g$ allows to tune the diffusion intensity on the pixels in $\Omega_b$ depending on the value of $\nabla u$. In particular, $g$ slows down the diffusion on the pixels with high gradient values, which correspond to edges that need to be preserved.

We test the performance of the proposed non-linear shadow removal model both in case of hard shadows and for more realistic soft-edged shadows.

In the case of hard shadows, synthetic examples $f$ can be easily generated by a constant multiplicative rescaling of a ground-truth image $f^*$ only in correspondence of a bounded region $S \subset \Omega$. Denoting by $c \in (0,1)$ the (unknown) constant loss of luminosity on $S$, we can construct first the shadow image by setting it as:

$$s = \begin{cases} 
  c & \text{on } S \\
  1 & \text{on } \Omega \setminus S
\end{cases} \quad (31)$$

and obtain a shadowed version $f$ of $f^*$ by Hadamard (point-wise) multiplication

$$f = \begin{cases} 
  f^* \odot s & \text{(hard shadow)} \\
  f^* \odot (G_{\sigma} \ast s) & \text{(soft shadow)}
\end{cases} \quad (32)$$

where ‘$\ast$’ denotes the standard convolution product and $G_{\sigma}$ is a Gaussian convolution kernel with standard deviation $\sigma > 0$. Such convolution allows to generate an area of penumbra around shadow boundaries, which is often the case in real-world images where the shadow edges can not be precisely distinguished.

Fig. 6 shows the results of the proposed nonlinear osmosis model solved by means of the semi-implicit scheme on two hard-shadowed images. For such images, it is easy to distinguish whether a pixel belongs to the shadowed or to the un-shadowed region. Hence, we can use a thin (2 pixel wide) mask covering one pixel from each side of the boundary between the
two regions. This choice is sufficient to accurately remove the shadow while preserving all features on the shadow boundary.

Fig. 7 shows the results obtained for the soft-edged shadow removal problem in correspondence of two different masks (wide and thin) and three input images where shadows are characterised by penumbra boundaries of increasing dimension (from left to right) corresponding to different increasing values of $\sigma \in \{0, 1, 2\}$ in (32). As seen before, the thin mask is a good choice for the case of hard shadows (i.e. $\sigma = 0$), but it becomes less effective as $\sigma$ increases, i.e. as the penumbra region becomes wider, as it cannot cover appropriately the boundary between the two regions $\Omega_{in}$ and $\Omega_{out}$. In these cases, it is necessary to enlarge the shadow mask. Using a wider one, we observe that the shadows are properly removed.

![Figure 6: Shadow removal on images with hard shadows.](image)

![Figure 7: Shadow removal on input images $f$ corrupted by a constant shadow convolved with convolution kernel $G_\sigma$ with increasing standard deviation $\sigma$. Two different mask thicknesses, 6px and 2px, are considered.](image)
and features are well-preserved, in particular near the pixels with limited intensity variation.

Note, however, that using a large mask may result in some drawbacks, as shown in Fig. 8 where a wide (6 pixel) mask is used. As this choice enlarges the region where the non-linear TV-type diffusion is induced, typical TV drawbacks are observed. For instance, we observe in Fig. 8b that some artefacts appear in the attempt of connecting circular structures (see the boundary between the yellow and the green region). Furthermore, as it can be observed in Fig. 8d, when the shadow mask is too large some undesired connectivity effect is observed. As it is well-known, the use of TV as a regulariser in inpainting problems forces the minimisation of the length of level lines causing artefacts, a property that can be seen through the use of the standard coarea formula [4].

A possible remedy for these two drawbacks consists in employing a different diffusivity function $g$. As we remarked in Corollary 3.4, a slight variation of the non-linear model depending on a diffusivity function $g_p$ depending on a constant parameter $p \in [1, 2)$ as in (17) can be considered. The use of higher values of $p$ helps to better identify the regions of the shadow boundary that are crossed by the underlying edges of the image. In these regions, since $g_p(u) = 1/|\nabla u|^p$, we have the effect of slowing down the diffusion, thus favouring edge preservation.

In Figure 9 we show some results with $p = 1$ (second row) and $p = 1.9$ (third row).
images of Fig. 8 and on two other examples. The use of a possible space-variant strategy adapting the value of \( p \) to the local image content would mitigate the previously observed drawbacks and, as such, is an interesting direction of future research.

In the following, we compare qualitatively and quantitatively our results with the ones obtained by means of the standard linear osmosis model (1) and its anisotropic variant (3) proposed in [7] to limit the smoothing effect due to Laplace diffusion on the shadow boundary.

In Fig. 10 some examples of hard shadow removal are shown. We notice that the linear model is effective in removing the shadow, but produces visible blurring on the shadow boundary. The anisotropic model is able to connect well the underlying features of the image, but does not well balance the image intensity between the inside and the outside of the shadow. Our model works well for both tasks, achieving very good SSIM values in comparison with the original ground truth images.

In Fig. 11 we compare the results obtained by the three different models on soft-shadowed images and real images. We observe that around the mask region our model performs as good as the anisotropic one. However, while the anisotropic model tends to make the whole image slightly blurred (due to the smoothing kernels required to defined the diffusion tensor \( W \)), the non-linear model preserves the sharpness of the image everywhere.

We now compare the computational efficiency required to compute the numerical solution of the non-linear model by using the semi-implicit scheme (S.I.) with the linear (solved with a fully implicit scheme with \( \tau = 10^3 \)), and the anisotropic model (solved by exponential integration). In this respect, we report in Table 2 the execution time (in seconds) and the number of iterations (in brackets) for the three models when applied to the images of Figure 10 and 11 using as same stopping criteria a mean squared error w.r.t. to the ground truth smaller then a given tolerance for artificially corrupted images (a,b,c,d), and a sufficiently small \( (10^{-3}) \) relative change for real-world images (e,f,g). From a visual inspection of Fig. 11 we can observe that the results obtained by the anisotropic model are qualitatively comparable with the non-linear ones, although they require a much more significant computational effort, see Table 2. This is due to the more sophisticated nature of the anisotropic model (3) which requires the computation of the matrix field \( W \) and its possible update at every iteration. Interestingly, the proposed non-linear model appears faster than the linear model in reaching convergence. This is due to the action of the diffusivity
Input $f = v$

|                | Linear [6] | Anisotropic [7] | Non-linear |
|----------------|------------|------------------|------------|
| (c)            | 0.9712     | **0.9937**       | 0.9931     |
| (d)            | 0.9412     | 0.9464           | **0.9538** |
| (e)            |            |                  |            |
| (f)            |            |                  |            |
| (g)            |            |                  |            |

Figure 11: Results of osmosis models on artificially soft-shadowed images and natural images, with associated SSIM when computable.

Table 2: Execution time (in seconds) and number of iterations till convergence (in brackets) for results in Fig. 10 (a,b) and Fig. 11 (c,d,e,f,g).

|      | Linear [6] | Anisotropic [7] | Non-linear |
|------|------------|------------------|------------|
| (a)  | 3.98 (7)   | 27.39 (4)        | **1.25** (3) |
| (b)  | 6.44 (19)  | 29.71 (5)        | **1.45** (4) |
| (c)  | 11.54 (20) | 20.77 (2)        | **1.80** (3) |
| (d)  | 8.66 (26)  | 18.70 (3)        | **3.53** (8) |
| (e)  | 31.63 (9)  | 1307.06 (10)     | **10.37** (3) |
| (f)  | 105.55 (30)| 2592.00 (18)     | **27.08** (7) |
| (g)  | 19.14 (9)  | 723.48 (10)      | **8.62** (4) |

Finally, we provide an extensive list of comparisons with alternative approaches proposed...
for shadow removal Illuminant invariant approaches are used, e.g., in [14, 15], where an "intrinsic" image is extracted from the input image and then shadow removal is treated as reintegration problem, using this image as a guide to derive gradient information or similarity measures between shadowed and lighted regions. A variational approach to shadow and spot-light removal has been proposed in [25], in the context of image decomposition. Colour transfer techniques, such as [26, 27], use gradient information to recover the shadow-free image by solving a Poisson equation. Other methods consists in scaling the shadow region by a suitable factor, modelling the shadow as uniform [28] or even non-uniform [29]. Another class of solvers treat the task as a matting problem, considering the shadow pixels as foreground and the lit pixels as background [30, 31].

In Fig. 12 we report a comparison between the results obtained by the proposed non-linear osmosis model and three of the most recent and successful methods for shadow removal: a deep learning approach, [18], a region-based shadow detection and removal [17] and, finally, a variational approach based on a non-local version of the osmosis model, [11] followed by a further contrast correction step as described by the authors. We observe that

---

The test images have been downloaded from the ISTD dataset, available at [https://github.com/DeepInsight-PCALab/ST-DCGAN](https://github.com/DeepInsight-PCALab/ST-DCGAN).
our method produces visually pleasant results compared to state-of-the-art methods and more sophisticated variants of the standard osmosis model \[11\] further requiring a contrast correction step. Quantitatively, it outperforms all other approaches in terms of SSIM values.

5.2. Spot-light removal

Recalling Section 2.1, an analogous use of the osmosis model (30) can be done for the spot-light removal problem. Here, a synthetic spot-lighted image \( f \) is obtained by Hadamard product \( f \odot (G_x * \ell) \) between a light-spot-free image \( f^* \) and a light image (with bounded lighted region \( L \subset \Omega \) ) \( \ell \) defined as

\[
\ell = \begin{cases} 
  c & \text{on } L \\
  1 & \text{on } \Omega \setminus L,
\end{cases}
\]

with \( c > 1 \). Positive values of the standard deviation \( \sigma \) produce soft-lighted images, which require a larger mask. Fig. 13 shows the results for four increasing levels of \( \sigma \). Analogous comments to the ones made in the case of shadow removal applications can be done in this case, too.

![Spot-light removal results](image)

Figure 13: Spot-light removal results. Input images were obtained by convolving the light-free image with a Gaussian kernel with variance \( \sigma \), whose values are reported on the left column.

5.3. Compact data representation

As recalled in Section 5.3, image osmosis can also be applied to the problem of compact data representation, by means of a proper definition of the drift term. Given an image \( v \) with average grey value \( \mu_v \), we thus consider \( M = \Omega_\ell \) to be a pre-computed edge-mask via
standard segmentation algorithms (Canny, Sobel, . . . ) and define the drift term as in (5). Explicitly, the two equations guiding the osmosis evolution in this case then read:

$$\begin{align*}
\partial _t u &= \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) \quad \text{on } (\Omega \setminus \Omega_b) \times [0,T] \\
\partial _t u &= \text{div} \left( \frac{\nabla u - \nabla v}{|\nabla u - \nabla v|} \right) \quad \text{on } \Omega_b \times [0,T]
\end{align*}$$
(34)

with initial and boundary conditions defined as in (7). By setting $f \equiv \mu_v$ on $\Omega$ and making use of the actual values of the reference image $v$ only on edges to define the drift term $d$ on $\Omega_b$, by evolving (34) the information is diffused on $\Omega \setminus \Omega_b$, which can be thought of as the piecewise-constant region of the image. The process thus converges to an approximation $w$ of the reference image $v$.

Fig. 14 compares the results obtained via linear and non-linear osmosis. In general, the reconstructed images seem to have a lower contrast than the original ones, but the non
linear model favours a better approximation, as confirmed by the SSIM values, in particular on strongly piecewise-constant images, such as cartoons.

6. Conclusions

We presented a non-linear extension of the linear osmosis model originally proposed in [6]. The non-linearity is encoded in the model through a diffusivity term $g$ whose definition depends on the magnitude of the diffusion-transport term, which allows the model to balance the intensity values inside and outside the region of interest and, at the same time, to preserve the underlying features on the boundary (i.e., edges), thus preventing smoothing artefacts.

Forward-Euler discretisation is used to approximate the time evolution. As far as spatial discretisation is concerned, suitable finite difference schemes are defined. A semi-implicit scheme is used to deal with nonlinear term in a computationally efficient way.

The proposed model enjoys conservation properties such average grey value and non-negativity preservation, both in its continuous formulation and in its discrete form. Unconditional stability of the semi-implicit iterative scheme can be proved using standard scale-space properties. A fast convergence to the steady-state solution can thus be obtained.

The efficiency and the numerical accuracy of the presented schemes are validated through three imaging applications: shadow and spot-light removal, and compact data representation. The results are accurate, can be computed efficiently and outperform the ones obtained by alternative osmosis models and state-of-the-art approaches both visually and in terms of SSIM values. The simplicity of the model guarantees a low computational cost and, furthermore, a fast computation. Moreover, and most importantly, it only requires a preliminary segmentation of the region of interest (shadow, light-spot, edge mask) without any other tuning of model hyperparameter, which makes it, essentially, fully automatic.

An interesting future research direction is the study of a combined non-linear and anisotropic osmosis model as well as the possible extension to higher-order differential order so as to reduce the observed reconstruction drawbacks.
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