Swarming bottom feeders: Flocking at solid-liquid interfaces
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We present the hydrodynamic theory of coherent collective motion (“flocking”) at a solid-liquid interface, and many of its predictions for experiment. We find that such systems are stable, and have long-range orientational order, over a wide range of parameters. When stable, these systems exhibit “giant number fluctuations”, which grow as the 3/4th power of the mean number. Stable systems also exhibit anomalous rapid diffusion of tagged particles suspended in the passive fluid along any directions in a plane parallel to the solid-liquid interface, whereas the diffusivity along the direction perpendicular to the plane is not anomalous. In the remaining parameter space, the system becomes unstable.

Many “active” systems consist of macroscopically large numbers of self-propelled particles that align their directions of motion. This occurs both in living [1–5] and synthetic [6–10] systems. Such “active orientationally ordered phases” exhibit many phenomena impossible in their equilibrium analogs (e.g., nematics [11]), including spontaneous breaking of continuous symmetries in two dimensions [12–15], instability in the extreme Stokesian limit [16], and giant number fluctuations [17–19].

“Dry” active systems - i.e., those lacking momentum conservation due to, e.g., friction with a substrate [14, 19, 20] - behave quite differently from “wet” active fluids (i.e., those with momentum conservation) [21].

In this paper, we present the first theory of a natural hybrid of these two cases: polar active particles at a solid-liquid interface (see figure 1). We are motivated by experiments [22] in which highly concentrated actin filaments on a solid-fluid interface are propelled by motor proteins, and those of Bricard et al. [23, 24], who studied the emergence of macroscopically directed motion in “Quincke rollers”. The latter are motile colloids, spontaneously rolling on a solid substrate when a sufficiently strong electric field is applied.

These systems differ from both dry and wet active matter, as defined above, by having both friction from the underlying solid substrate and the long range hydrodynamic interactions due to the overlying bulk passive fluid.

The geometry we consider here, as in Ref. [22, 23], places a collection of polar, self-propelled particles at the flat interface (the x-y plane of our coordinate system) between a solid substrate and a semi-infinite bulk isotropic and incompressible passive liquid. as illustrated in Fig. 1. We consider the extreme Stokesian limit, in which inertial forces are completely negligible compared to viscous forces.

FIG. 1. (Color online) Schematic diagram of our system: a layer of active polar particles moving on a solid substrate with a passive ambient (“bulk”) fluid above.

The most surprising result of our work is that, even in the presence of noise, this system can be in a stable, long-range ordered polar state, in sharp contrast to “wet” active systems, which are generically unstable [16] at low Reynolds number, and equilibrium systems, which cannot display long range orientational order in two dimensions at finite temperature [25–28].

Remarkably, this ordered state is predicted even by a linear theory. Furthermore, this linear theory provides an asymptotically exact long wavelength description, in contrast to dry polar active systems, which can only be correctly described by a non-linear theory. Indeed, dry polar active systems can only exhibit long range order due to non-linear effects [12, 15].

Concomitant with the long-range polar order, the density fluctuations are giant: the standard deviation \( \sqrt{\langle (N - \langle N \rangle)^2 \rangle} \) of the number \( N \) of the active particles contained in a fixed open area scales with its average \( \langle N \rangle \) according to

\[
\sqrt{\langle (N - \langle N \rangle)^2 \rangle} \propto \langle N \rangle^{3/4}.
\]

This agrees very well with the experiments of [22], which found \( \sqrt{\langle (N - \langle N \rangle)^2 \rangle} \propto \langle N \rangle^{0.8} \). Note that our prediction should not be confused with qualitatively similar
predictions for dry active matter \cite{17} \cite{20} and active nematics \cite{30}, for which the exponent is different, because they belong to different universality classes.

We also find that the fluctuations in the active fluid layer stir the bulk fluid above it, making the diffusion of a passive tagged particle \textit{parallel} to the active fluid layer anomalous: specifically, the mean squared displacement grows with time as \( t \ln t \), whereas the diffusive motion \textit{perpendicular} to the active fluid layer remains conventional, i.e., the mean squared displacement scales like \( t \).

To understand the physics of this system, we have constructed a theory which, when linearized for small fluctuations about a uniform reference state, is asymptotically exact in the long wavelength limit, and gives the above results. We define \( \hat{p}(r, t) \) as the coarse grained polarization of the active particles, and \( \rho(r, t) \) as the conserved areal density of the active polar particles on the surface. Taking our uniform reference state to be \( \hat{p}(r, t) = \hat{x} \) (see Fig. 1), and \( \rho = \rho_0 \), one hydrodynamic variable is the transverse fluctuations \( p_y \) of \( \hat{p}(r, t) \), which we take to have unit magnitude, i.e., \( |\hat{p}|^2 = 1 \). This is a non-conserved broken symmetry - i.e., “Goldstone” - mode. Our second hydrodynamic variable is the fluctuations \( \delta \rho(r, t) \equiv \rho(r, t) - \rho_0 \) of the density from its mean value.

These variables couple to the bulk passive fluid velocity \( \mathbf{v}(r, z, t) \) via an active boundary condition given below in (12). Eliminating \( \mathbf{v}(r, z, t) \) by solving the Stokes equation for the bulk fluid subject to this active boundary condition gives the equations of motion for the spatially Fourier transformed fields \( p_y(q, t) \) and \( \delta \rho(q, t) \):

\[
\partial_t p_y(q, t) = -i v_p q_z p_y(q, t) - \gamma \left( q_x^2 + q_y^2 \right) p_y(q, t) - \left( \frac{2 \sigma_q}{\rho_c} \right) \left( \frac{q_x q_y}{q} \right) \delta \rho(q, t) - i \sigma_q q_y \delta \rho(q, t) + f_y(q, t),
\]

where \( v_p, v_y, \gamma, \gamma_p, \rho_c, \) and \( \sigma_q \) are parameters of our model. Note the non-analytic character of the damping \( \gamma \) and \( \gamma_p \) terms in [3]: due to long-ranged hydrodynamic interactions mediated by the bulk passive fluid.

In [2] and [3], \( f_x \) and \( f_y \) are zero-mean Gaussian white noises whose variances are parameters of our model.

For stability, fluctuations must decay for all directions of \( q \). We show in the associated long paper (ALP) [31] that this condition is satisfied provided that the analogs of the bulk compressibility and the shear and bulk viscosities in our system are all positive, and that the coupling of the density of the active particles to their self-propelled speeds is not too strong.

Thus, in contrast to “wet” active matter in the “Stokesian” limit [15] [16], our “mixed” system can be generically stable. Indeed, the requirements for stability are almost as easily met for these systems as for an equilibrium fluid. Furthermore, when the stability conditions are met, fluctuations about the uniform ordered state in this model decay with a rate that scales linearly with \( q \), quite different from the linear theory of dry active matter. The also propagate nondispersively with a wavespeed independent of \( q \).

This unusual damping in this linear theory is responsible for many novel phenomena: most strikingly, it makes \( \langle p_y^2(r, t) \rangle \) asymptotically independent of the lateral size of the system, a tell-tale signature of orientational long-range order. It also leads to giant number fluctuations of the active particles given by [1], as mentioned earlier.

In the ordered state, the active particles “stir” the passive fluid above them. The mean squared components \( \langle v_x^2(r, z, t) \rangle \), and \( \langle v_y^2(r, z, t) \rangle \) of the passive fluid velocity field \( \mathbf{v}(r, z, t) \) thereby induced are inversely proportional to the distance \( z \) from the solid-fluid interface.

The unequal-time correlations \( \langle v_x y(r, z, t) v_x y(r, z, 0) \rangle \) of the in-plane velocity fluctuations of the passive fluid also exhibit long temporal correlations, which decay as \( 1/t \), whereas the correlation \( \langle v_z(r, z, t) v_z(r, z, 0) \rangle \) of the the bulk fluid velocity perpendicular to the surface decays as \( 1/t^3 \).

The correlations of the in-plane velocity in turn lead to anomalous diffusion of neutrally buoyant passive particles in the \( x \)- and \( y \)-direction, with variances of the displacements growing faster with time than the linear dependence found for simple brownian particles. Specifically, we find, for a particle that is initially a height \( z_0 \) above the solid-liquid interface:

\[
\langle (r_i(t) - r_i(0))^2 \rangle = \begin{cases} 
2 D_z t \left[ \ln \left( \frac{v_0 t}{z_0} \right) + O(1) \right], & t \ll \frac{z_0^2}{D_z}, \\
D_z t \left[ \ln \left( \frac{v_0 t}{z_0} \right) + O(1) \right], & t \gg \frac{z_0^2}{D_z},
\end{cases}
\]

where \( i = x, y \), \( v_0 \) is a system-dependent characteristic speed (roughly speaking, the self-propulsion speed of the active particles), \( z_0 \) is the initial distance from the surface, and \( D_x, y, z \) are diffusion constants which are independent of \( z_0 \). Note that the mean square displacements depend on the initial height \( z_0 \) for short times \( t \ll z_0^2/D_z \), but not for long times \( t \gg z_0^2/D_z \). The crossover between these limits is the time \( t = z_0^2/D_z \) it takes for a neutrally buoyant particle to diffuse a distance \( z_0 \) in the \( z \)-direction.
Diffusion in the z-direction remains conventional, controlled by a z-independent diffusivity.

This set of predictions could also be tested experimentally by particle tracking of neutrally buoyant tracer particles in the passive fluid.

Particles denser than the passive fluid, which therefore sediment, will also be affected by this activity induced flow. We find that particles sedimenting at a speed \( v_{\text{sed}} \ll v_0 \) from an initial height \( z_0 \) will, when they reach the surface, be spread out over a region of RMS dimensions \( \sqrt{(x(z = 0) - x(z = z_0))^2} \) and \( \sqrt{(y(z = 0) - y(z = z_0))^2} \) in the \( x \) and \( y \) directions, respectively, with

\[
\langle (r_i(t) - r_i(0))^2 \rangle = 2D_1 \left( \frac{z_0}{v_{\text{sed}}} \right) \ln \left( \frac{v_0}{v_{\text{sed}}} \right), \quad v_{\text{sed}} \ll v_0, \tag{5}
\]

where \( v_0 \) is roughly the mean speed of the active particles, and \( v_{\text{sed}} \) is the speed at which the sedimenting particles sink.

Once again, these predictions should be readily testable in particle tracking experiments.

We find that the polarization \( \mathbf{p} \), has a simple scaling form for its spatio-temporally Fourier transformed correlation function:

\[
C_{pp}(\mathbf{q}, \omega) \equiv \langle |p_y(\mathbf{q}, \omega)|^2 \rangle = \left( \frac{1}{q^2} \right) F_{pp} \left( \frac{\omega}{q}, \theta_\mathbf{q} \right), \tag{6}
\]

where the scaling function \( F_{pp}(u, \theta_\mathbf{q}) \) is given in the ALP; and \( \theta_\mathbf{q} \equiv \tan(qg_{\mathbf{q}z}) \) is the angle between \( \mathbf{q} \) and the direction \( \hat{\mathbf{x}} \) of the mean polarization. The positions of the peaks in \( C_{pp}(\mathbf{q}, \omega) \) versus \( \omega \) [32] (but most definitely not their widths), are precisely those found for dry active matter in [13, 15]; i.e., \( \omega_{\text{peak}} = c_\pm(\theta_\mathbf{q})q \), where \( c_\pm(\theta_\mathbf{q}) \) is given by [15] and plotted in Figure 2.

These peak positions agree with those found in the experiments of [23] on Quinke rollers.

The density-density correlation function \( C_{\rho \rho}(\mathbf{q}, \omega) \equiv \langle |\rho(\mathbf{q}, \omega)|^2 \rangle \), and the density-polarization cross-correlation \( C_{\rho p}(\mathbf{q}, \omega) \equiv \langle p_y(\mathbf{q}, \omega)|\delta\rho(-\mathbf{q}, -\omega) \rangle \), both obey similar scaling laws, which are given in detail in the ALP.

Integrating these spatio-temporally Fourier-transformed correlation functions over all frequencies \( \omega \) shows that the equal time correlation functions \( C_{pp}(\mathbf{q}) \equiv \langle |p_y(\mathbf{q}, t)|^2 \rangle \), \( C_{\rho \rho}(\mathbf{q}) \equiv \langle |\rho(\mathbf{q}, t)|^2 \rangle \), \( C_{\rho p}(\mathbf{q}) \equiv \langle p_y(\mathbf{q}, t)|\delta\rho(-\mathbf{q}, t) \rangle \) all scale like \( 1/q \). Their dependence on the direction of \( \mathbf{q} \) is given explicitly in the ALP.

Fourier transforming these in space shows that the real space, equal-time correlation functions \( C_{pp}(\mathbf{r}) = \langle p_y(\mathbf{r} + \mathbf{R}, t)p_y(\mathbf{R}, t) \rangle \), \( C_{\rho \rho}(\mathbf{r}) = \langle \rho(\mathbf{r} + \mathbf{R}, t)\delta\rho(\mathbf{R}, t) \rangle \), and \( C_{\rho p}(\mathbf{r}) = \langle p_y(\mathbf{r} + \mathbf{R}, t)|\delta\rho(\mathbf{R}, t) \rangle \) all scale like \( 1/r \), and depend on the direction of \( \mathbf{R} \). Explicit expressions for this direction-dependence are given in the ALP.

These predictions could also be tested experimentally in systems in which the active particles can be imaged, like those of [22, 23]. Although the anisotropy of the system ensures that all the correlators are anisotropic functions of distance \( \mathbf{r} \), nonetheless, their spatial scaling remains isotropic. That is, the anisotropy exponent \( \zeta \) that determines the relative scaling between \( x \) and \( y \) is \( \zeta = 1 \), in contrast to the Toner-Tu model [14].

The correlator \( C_{pp}(\mathbf{r} - \mathbf{r}') \) can be used to obtain the result [1] for the giant number fluctuations. The bulk velocity can be obtained from \( p_y(\mathbf{r}, t) \) and \( \delta\rho(\mathbf{r}, t) \) through the aforementioned solution of the Stokes equation subject to the active boundary condition. This in turn allows us to derive the anomalous diffusion [1]; see the ALP 31 for detailed derivations.

We will now provide an outline of how we obtained these results. Details can be found in the ALP.

In the presence of friction from the substrate, there is no momentum conservation on the surface, so the only conserved variable on the surface is the active particle number. We also include the bulk fluid velocity \( \mathbf{v}(\mathbf{r}, t) \), which is defined throughout the semi-infinite three dimensional (3D) space above the surface, since in that space momentum (which is equivalent to velocity in the limit of an incompressible bulk fluid) is conserved. However, we work in the Stokesian limit, in which viscous forces dominate inertial ones.

We formulate the hydrodynamic equations for these variables by expanding their equations of motion phenomenologically in powers of fluctuations of both fields \( \mathbf{p} \) and \( \rho \) from their mean values, and in spatio-temporal gradients. In doing so, we respect all symmetries and conservation laws of the underlying dynamics. In our non-equilibrium system, additional equilibrium constraints like detailed balance do not apply. Our system has underlying rotational invariance in the plane of the surface, which is spontaneously broken by the active parti-
cles when they align their polarizations.

Conservation of the active particles implies that $\rho(r_i, t)$ obeys a continuity equation:

$$\partial_t \rho + \nabla_s \cdot \mathbf{J}_\rho = 0,$$

where $\nabla_s = \hat{x} \partial/\partial x + \hat{y} \partial/\partial y$ is the 2D gradient operator, with $\hat{x}$ and $\hat{y}$ the unit vectors along the $x$ and $y$ axis respectively. We phenomenologically expand the active particle current $\mathbf{J}_\rho$ to leading order in powers of the bulk velocity evaluated at the surface $\mathbf{v}(r_i, z = 0)$, and gradients, while respecting rotation invariance. In practice, this means we can make the vector $\mathbf{J}_\rho$ only out of vectors the system itself chooses, i.e., out of gradients, the surface velocity $\mathbf{v}_s(r_i, t) \equiv \mathbf{v}(r_i, z = 0, t)$, and the polarization $\hat{p}(r_i, t)$. These constraints force $\mathbf{J}_\rho$ to take the form:

$$\mathbf{J}_\rho(r_i) = \rho_e(\rho, |\mathbf{v}_s|)\mathbf{v}_s(x, y) + \kappa(\rho, |\mathbf{v}_s|)\hat{p}$$

(8)

to leading order in gradients. The factor $\kappa(\rho, |\mathbf{v}_s|)$ is an active parameter reflecting the self-propulsion of the particles through interaction with the solid substrate, while the $\rho_e$ term reflects convection of the active particles by the passive fluid above them. The parameter $\rho_e \neq \rho$ in general due to drag between the active particles and the substrate.

In calculating the bulk velocity $\mathbf{v}(r_i, z, t)$, we assume the bulk fluid is in the extreme “Stokesian” limit, in which inertia is negligible relative to viscous drag. This should be appropriate for most systems in which the active particles are microscopic, since the Reynolds’ number will be extremely low for such particles. It is, however, certainly not valid for bottom-feeding fish, so the title of this paper takes some poetic license!

In this limit, the three-dimensional (3D) incompressible bulk velocity field $\mathbf{v} = (v_i, v_2)$, $i = x, y$ satisfies the 3D Stokes’ equation

$$\eta \nabla^2 v_i(r_i, z) = \partial_a \Pi(r_i, z),$$

(9)

where $\eta$ is the bulk viscosity of the fluid, together with the incompressibility constraint $\nabla \cdot \mathbf{v} = 0$. Here $\nabla_3 \equiv \hat{x} \partial/\partial x + \hat{y} \partial/\partial y + \hat{z} \partial/\partial z$ is the full three-dimensional gradient operator, with $\hat{x}$, $\hat{y}$, and $\hat{z}$ as the unit vectors along the $x$, $y$, and $z$ axes respectively, and $\Pi$ is the bulk pressure which enforces the incompressibility constraint.

This equation (7) can be solved exactly for the bulk velocity $\mathbf{v}(r_i, z, t)$ in terms of the surface velocity $\mathbf{v}_s(r_i, t)$. If we Fourier expand the surface velocity:

$$\mathbf{v}_s(r_i, t) = \frac{1}{\sqrt{L_x L_y}} \sum_q \mathbf{v}_s(q, t) e^{iq \cdot r_i}$$

(10)

where $(L_x, L_y)$ are the linear dimensions of our (presumed rectangular) surface, then, as we show in the ALP, the bulk velocity $\mathbf{v}(r_i, z, t)$ is given by

$$\mathbf{v}(r_i, z, t) = \frac{1}{\sqrt{L_x L_y}} \sum_q \mathbf{v}_s(q, t) - z(q \cdot \mathbf{v}_s)(\hat{q} + i\hat{z}) e^{-qz + iq \cdot r_i}.$$

(11)

The last ingredient in our theory is the boundary condition on the bulk fluid velocity at the interface. The active particles at the solid-liquid interface generate active forces, which change the boundary condition from the familiar partial-slip boundary condition to:

$$v_{si}(r_i, t) = v_a(\rho) p_i(r_i, t) + \zeta_1(\rho) \hat{p} \cdot \nabla v_i p_i + \zeta_2(\rho) p_i p_j \hat{p} \cdot \nabla^2 \zeta(\rho) + \mu \eta \left( \frac{\partial v_i(r_i, z, t)}{\partial z} \right) |_{z=0} - \partial_t P_{s}(\rho),$$

(12)

where $v_a(\rho)$ is the spontaneous self-propulsion speed of the active particles relative to the solid substrate, $\zeta_{1,2}$ and $\zeta$ are coefficients of the active stresses permitted by symmetry, and $P_{s}(\rho)$ is a surface osmotic pressure. As before $i = (x, y)$. For a system in thermal equilibrium, $v_a = 0 = \zeta_{1,2}(\rho) = \zeta(\rho)$, and (12) reduces to the well-known equilibrium partial slip boundary condition.

We now turn to the equation of motion for $\hat{p}$. As the active particles are polar, the system lacks $\hat{p} \to -\hat{p}$ symmetry. This allows $\partial_t \hat{p}$ to contain terms even in $\hat{p}$. The most general equation of motion for $p_k$ allowed by symmetry, neglecting “irrelevant” terms,

$$\partial_t p_k = T_{ki} \left( \alpha v_{si} - \lambda_{pv} (\mathbf{v}_s \cdot \nabla) p_i + \left( \frac{\nu_1 - 1}{2} \right) p_j \partial_i v_{sj} + \left( \frac{\nu_1 + 1}{2} \right) (\hat{p} \cdot \nabla_s) v_{si} - \lambda (\hat{p} \cdot \nabla_s) p_i - \partial_i P_{s}(\rho) + f_i \right),$$

(13)

where the projection operator $T_{ki} \equiv \delta_{ki} - p_k p_i$ insures that the fixed length condition $|\hat{p}| = 1$ on $\hat{p}$ is preserved. It is the breaking of Galilean invariance by the solid substrate that allows $\lambda_{pv}$ to differ from 1, and the presence
of the “self-advection” term $\alpha$ in (13). The terms proportional to $\nu$ are “flow alignment terms”, identical in form to those found in nematic liquid crystals [34]. The term with coefficient $\lambda$ is allowed by the polar symmetry of the particles, and can be interpreted as self advection of the particle polarity in its own direction. The function $P_p(\rho)$ is a density dependent “surface polarization pressure” independent of the “osmotic pressure” $P_\rho(\rho)$ introduced earlier. We have also added to the equation of motion (13) a white noise $\mathbf{f}$ with statistics

$$
\left\langle f_i(\mathbf{r}_j,t) f_j(\mathbf{r}_k,t') \right\rangle = 2D_p \delta_{ij} \delta(\mathbf{r}_j - \mathbf{r}_k) \delta(t-t').
$$

(14)

Our hydrodynamic model, then, is summarized by the equations of motion (7), (8), and (13) for $\rho$ and $\mathbf{p}$, respectively, and the solution (11) of the Stokes equation (9) for the bulk velocity field $\mathbf{v}(x,y,z,t)$ obtained with the boundary condition (12). Fluctuations also involve the noise correlations (14).

These equations of motion and boundary conditions have an obvious spatially uniform, steady state solution: $\rho(\mathbf{r},t) = \rho_0, \mathbf{p}(\mathbf{r},t) = \mathbf{0}$, where we have defined $\rho_0 \equiv \rho_0(\rho_0)$ and have chosen the $\mathbf{x}$ axis of our coordinate system to be along the (spontaneously chosen) direction of polarization, as illustrated in figure 1.

To study fluctuations about this steady state, we expand the equations of motion (7), (8), and (13) for $\rho$ and $\mathbf{p}$, and the boundary condition (12), to linear order in $\delta \rho$ and $p_y$. We obtain the bulk velocity $\mathbf{v}(\mathbf{r},z,t)$ from the surface velocity $\mathbf{v}_s(\mathbf{r},t)$ using our solution (11) of the Stokes equation. This ultimately produces Eqs. (2) and (3), where the phenomenological hydrodynamic parameters $v_o, v_p, \gamma, \gamma, \rho_0$, and $\sigma_i$ are all related to the expansion coefficients of the various parameters introduced above when expanded in powers of the small fluctuations $\delta \rho$ and $p_y$. The rather involved details of this calculation are given in the ALP.

The correlation functions can be straightforwardly determined from these equations of motion, and shown to have peaks at $\omega_{\text{peak}} = c_\pm(\theta_q)q$, where $c_\pm(\theta_q)$ is given by

$$
c_\pm(\theta_q) = \pm \sqrt{\frac{1}{4} (v_\rho - v_p)^2 \cos^2 \theta_q + c_0^2 \sin^2 \theta_q + \frac{(v_p + v_\rho)^2}{2} \cos \theta_q}.
$$

(15)

We have presented a comprehensive hydrodynamic theory of flocking at a solid-liquid interface. This theory makes quantitative, experimentally testable predictions about orientational long range order, spatio-temporal scaling of fluctuations, giant number fluctuations and anomalous diffusion along directions parallel to the solid-liquid interface. These predictions are exact in the asymptotic long wavelength limit, as will be shown in the ALP using renormalization group arguments. One simple variant on our system would be to replace the bulk isotropic fluid of our system with a nematic.
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