The system created in non-central relativistic nucleus-nucleus collisions possesses large orbital angular momentum. Due to spin-orbit coupling, particles produced in such a system could become globally polarized along the direction of the system angular momentum. We present the results of $\Lambda$ and $\bar{\Lambda}$ hyperon global polarization measurements in Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV and 200 GeV performed with the STAR detector at RHIC. The observed global polarization of $\Lambda$ and $\bar{\Lambda}$ hyperons in the STAR acceptance is consistent with zero within the precision of the measurements. The obtained upper limit, $|P_{\Lambda,\bar{\Lambda}}| \leq 0.02$, is compared to the theoretical values discussed recently in the literature.
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I. INTRODUCTION

The system created in non-central relativistic nucleus-nucleus collisions possesses large orbital angular momen-
in such a system is global system polarization. This phenomenon manifests itself in the polarization of secondary produced particles along the direction of the system angular momentum. The global polarization may provide valuable insights into the evolution of the system, the hadronization mechanism, and the origin of hadronic spin preferences. The system orbital angular momentum may be transformed into global particle spin orientation preferences by spin-orbit coupling at various stages of the system evolution. It can happen at the partonic level, while the system evolves as an ensemble of deconfined polarized quarks. The polarization of the secondary produced hadrons could also be acquired via hadron re-scattering at a later hadronic stage. An example of such system orbital momentum transformation into global polarization of produced $\rho$-mesons, due to pion re-scattering, is discussed in.

One specific scenario for the spin-orbit transformation via the polarized quark phase is discussed in. There, it is argued that parton interactions in non-central relativistic nucleus-nucleus collisions lead first to the global polarization of the produced quarks. The values for this global quark polarization at RHIC (Relativistic Heavy Ion Collider) energies were estimated to be quite high, around 30% percent. In the case of a strongly interacting QGP (Quark Gluon Plasma), this global quark polarization can have many observable consequences, such as a left-right asymmetry in hadron production at large rapidity (similar to the single-spin asymmetry in $pp$ collisions) or polarization of thermal photons, di-leptons, and final hadrons with non-zero spin. In particular, it would lead to global polarization of the hyperons, which could be measured via their weak, self-analyzing decays. Assuming that the strange and non-strange quark polarizations, $P_s$ and $P_q$, are equal, in the particular case of the ‘exclusive’ parton recombination scenario, the values of the global polarization $P_H$ for $\Lambda$, $\Sigma$, and $\Xi$ hyperons appear to be similar to those for quarks: $P_H = P_q \approx 0.3$. Recently more realistic calculations of the global quark polarization were performed within a model based on the HTL (Hard Thermal Loop) gluon propagator. The resulting hyperon polarization was predicted to be in the range from $-0.03$ to $0.15$ depending on the temperature of the QGP formed.

In this paper we present the results of $\Lambda$ and $\bar{\Lambda}$ hyperon global polarization measurements in $Au+Au$ collisions performed at $\sqrt{s_{NN}}=62.4$ and 200 GeV with the STAR (Solenoidal Tracker At RHIC) detector. In this work the polarization is defined to be positive if the hyperon spin has a positive component along the system orbital momentum, while in the opposite convention is used. The paper is organized as follows. First we overview the global polarization measurement technique and introduce relevant observables. Then the results of $\Lambda$ and $\bar{\Lambda}$ hyperon global polarization are presented as functions of pseudo-rapidity, transverse momentum, and collision centrality. Subsequently, the possible systematic uncertainties of the method and the detector acceptance effects are discussed and systematic errors are estimated.

II. GLOBAL POLARIZATION OF HYPERONS

The global polarization of hyperons can be determined from the angular distribution of hyperon decay products relative to the system orbital momentum $L$:

$$\frac{dN}{d\cos\theta^*} \sim 1 + \alpha_H \, P_H \, \cos\theta^* ,$$

(1)

where $P_H$ is the hyperon global polarization, $\alpha_H$ is the hyperon decay parameter, and $\theta^*$ is the angle in the hyperon rest frame between the system orbital momentum $L$ and the 3-momentum of the baryon daughter from the hyperon decay.

The global polarization $P_H$ in Eq. 1 can depend on hyperon kinematic variables such as transverse momentum $p_t^H$ and pseudorapidity $\eta^H$, as well as on the relative azimuthal angle between the hyperon 3-momentum and the direction of the system orbital momentum $L$. In this work we report the $p_t^H$ and $\eta^H$ dependence of the global polarization averaged over the relative azimuthal angle (see section II C for a detailed discussion of this definition).

Since the system angular momentum $L$ is perpendicular to the reaction plane, the global polarization can be measured via the distribution of the azimuthal angle of the hyperon decay baryon (in the hyperon rest frame) with respect to the reaction plane. Thus, the known and well established anisotropic flow measurement techniques can be applied.

In order to write an equation for the global polarization in terms of the observables used in anisotropic flow measurements, we start with the equation that directly follows from the global polarization definition:

$$P_H = \frac{3}{\alpha_H} \langle \cos\theta^* \rangle .$$

(2)

The angle brackets in this equation denote averaging over the solid angle of the hyperon decay baryon 3-momentum in the hyperon rest frame and over all directions of the system orbital momentum $L$, or, in other words, over all possible orientations of the reaction plane. Similarly, we can write an equation for the global polarization in terms of the reaction plane angle $\Psi_{RP}$ and the azimuthal angle $\phi_p^*$ of the hyperon decay baryon 3-momentum in the hyperon’s rest frame (see Fig. 1 for notations). By using a trigonometric relation among the angles, $\cos\theta^* = \sin\theta_p^* \cdot \sin(\phi_p^* - \Psi_{RP})$, one finds the following equation for the global polarization:

$$P_H = \frac{8}{\pi \alpha_H} \langle \sin(\phi_p^* - \Psi_{RP}) \rangle .$$

(3)
In this equation, perfect detector acceptance is assumed. See section II C for the discussion of the detector acceptance effects.

FIG. 1: Diagram showing the notations for the different angles adopted in this paper. The laboratory frame is defined by the x, y, and z (beam direction) axes. $p_\rho^*$ is the hyperon decay baryon 3-momentum in the hyperon rest frame. The reaction plane is spanned by the impact parameter $b$ and the beam direction. The normal to the reaction plane defines the direction of the system orbital momentum $L$. Reversal of the orbital momentum, $L \rightarrow -L$, corresponds to changing the reaction plane angle by $\Psi_{RP} \rightarrow \Psi_{RP} + \pi$.

Equation 3 is similar to that used in directed flow measurements [7, 8, 9, 10]. For example, the hyperon directed flow can be defined as $v_1^H = \langle \cos (\phi_H - \Psi_{RP}) \rangle$, where $\phi_H$ is the azimuthal angle of the hyperon’s transverse momentum. The similarity to Eq. 3 allows us to use the corresponding anisotropic flow measurement technique, and in this paper we will follow the same naming conventions and notations as those adopted in an anisotropic flow analysis.

A. Technique

The main components of the detector system used in this analysis are the STAR main TPC (Time Projection Chamber) [11], two STAR Forward TPCs [12] and the STAR ZDC SMD (Zero Degree Calorimeter Shower Maximum Detector) [13, 14, 15]. Data taken with a minimum-bias trigger have been used for this analysis. The collision centrality was defined using the total charged particle multiplicity within a pseudorapidity window of $|\eta| < 0.5$. The charged particle multiplicity distribution was divided into nine centrality bins (classes): 0-5% (most central collisions), 5-10%, 10-20%, 20-30%, 30-40%, 40-50%, 50-60%, 60-70%, and 70-80% of the total hadronic inelastic cross section for Au+Au collisions. Our analysis was restricted to events with a primary vertex within 30 cm of the center of the TPC along the beam direction. This yielded a data set of 8.3 $\times$ $10^6$ (9.1 $\times$ $10^6$) minimum-bias events for Au+Au collisions at 62.4 GeV (200 GeV) recorded with the STAR detector during RHIC run IV (year 2004).

The hyperon reconstruction procedure used in this analysis is similar to that in [16, 17, 18]. The $\Lambda$ and $\bar{\Lambda}$ particles were reconstructed from their weak decay topology, $\Lambda \rightarrow p\pi^-$ and $\bar{\Lambda} \rightarrow \bar{p}\pi^+$, using charged tracks measured in the TPC. The corresponding decay parameter is $\alpha_\Lambda = -\alpha_{\bar{\Lambda}} = 0.642 \pm 0.013$ [10]. Particle assignments for $p$ ($\bar{p}$) and $\pi^-$ ($\pi^+$) candidates were based on charge sign and the mean energy loss, $dE/dx$, measured for each track with at least 15 recorded space hits in the TPC. Candidate tracks were then paired to form neutral decay vertices, which were required to be at least 6 cm from the primary vertex. The reconstructed momentum vector at the decay vertex was required to point back to the primary event vertex within 0.5 cm. For the $\Lambda$ and $\bar{\Lambda}$ reconstruction we chose pion candidates with a dca (distance of closest approach) to the primary vertex of more than 2.5 cm and proton candidates with a dca > 1.0 cm.

FIG. 2: (Color online) Invariant mass distribution for the $\Lambda$ (filled circles) and $\bar{\Lambda}$ (open squares) candidates after the quality cuts for Au+Au collisions at $\sqrt{s_{NN}}$=62.4 GeV (centrality region 0-80%). Figure 2 shows the invariant mass distributions for the reconstructed $\Lambda$ (filled circles) and $\bar{\Lambda}$ (open squares) candidates in the $|\eta_{\Lambda,\bar{\Lambda}}| < 1.3$ and $p_{t,\Lambda,\bar{\Lambda}} < 4.5$ GeV/c region from the data sample for Au+Au collisions at 62.4 GeV.
In this analysis the hyperon candidates with invariant mass within the window 1.11 < m_{Λ, ¯Λ} < 1.12 GeV/c^2 are used. The background contribution, including K^0_S meson contamination, is estimated by fitting the invariant mass distribution with the sum of a Gaussian and 3rd-order polynomial function, and is less than 8%; it has been included in the estimate of the total systematic errors.

The Λ and ¯Λ global polarization is calculated on the basis of Eq. 3. The measured hyperons consist of primordial Λ (Λ) and feed-downs from multistrange hyperons (Σ^0 and Ω) and Σ^0 decays, and also from short-lived resonances decaying via strong interactions. The effect of these feed-downs, estimated as described below, is incorporated in our systematic errors in subsection II C. Under the assumption that the global polarization has the same value for Λ and Σ^0 [1], we estimate the relative contribution from Σ^0 to the extracted global polarization of the Λ hyperons to be ≤ 30%. This estimate takes into account an average polarization transfer from Σ^0 to Λ of −1/3 [21, 22] (this value can be affected by non-uniform acceptance of the daughter Λ). The Σ^0/Λ production ratio is measured in d+Au collisions at √s_{NN} = 200 GeV to be 15% [22] and is typically expected to be 2-3 times higher in Au+Au collisions. Based on the results in [23], the contribution of feed-downs from multiply strange hyperons (Ξ, Ω) is estimated to be less than 15%. This can dilute the measured polarization and introduce a similar systematic uncertainty (∼15%) to the global polarization measurement. The effect of feed-downs to Λ (¯Λ) from strongly decaying resonances has not been measured with the STAR detector. String fragmentation model calculations [24], and study within the scenario of hadron gas fireball formation at thermal and partial chemical equilibrium [25], suggest that in pp collisions the fraction of direct hyperons is about 25-30% for Λ and 15-30% for Λ.

The global polarization measurement could also conceivably be affected by hyperon spin precession in the strong magnetic field within the TPC. Using the equation for the spin precession frequency, ω_H = 2μ_H B/h, one can estimate the shift of the Λ and Λ azimuthal spin orientation in the TPC magnetic field (B = 0.5 T) at μ_Λ = 3.0 GeV/c to be |δφ_Λ| ∼ |ω_Λ * τ_Λ * γ_Λ| ∼ 0.022 (γ_Λ is the hyperon’s Lorentz factor). For the hyperon magnetic moment μ_H and mean lifetime τ_H we use values [10]: μ_Λ = −0.613 μ_N (where μ_N is the nuclear magneton) and τ_Λ = 2.63 × 10^{-10} s. Thus, the effect of the spin precession on the global polarization measurements is negligible (≤ 0.1%).

The reaction plane angle in Eq. 3 is estimated by calculating the so-called event plane flow vector Q_EP. This implies the necessity to correct the final results by the reaction plane resolution R^1_{EP}. Similar to the case of directed flow, the global polarization measurement requires knowledge of the direction of the system orbital momentum L, hence, of the first-order event plane vector. Taking this into account, one can rewrite Eq. 3 in terms of the first-order event plane angle Ψ^{(1)}_EP and its resolution R^{(1)}_{EP}:

\[ P_H = \frac{8}{\pi \alpha_H} \frac{\langle \sin (\phi_H - \Psi^{(1)}_EP) \rangle}{R^{(1)}_{EP}}. \]  
(4)

There are a few different possibilities to determine the first-order event plane vector in the STAR detector, using either the TPC, the Forward TPCs, or the ZDC SMD. In this analysis, the first-order event plane vector was determined from the Forward TPCs, which span a pseudorapidity region (2.7 < |η| < 3.9) characterized by much larger directed flow than the TPC region (|η| < 1.3). The charged particle tracks with transverse momentum 0.15 < p_t < 2.0 GeV/c are used to define the event plane vector. The combination of two Forward TPC event plane vectors provides the full event plane. The corresponding event-plane resolution, R^{(1)}_{EP}{(FTPC)}, is obtained from the correlation of the two event plane vectors defined for two random subevents [26]. Information on the second-order event plane vector determined by the strong elliptic flow in the TPC pseudorapidity region was also used in this analysis, to calculate the systematic errors coming from the uncertainty in the reaction plane definition. Use of the ZDC SMD to determine the first-order reaction plane would introduce smaller systematic uncertainties, but significantly poorer reaction plane resolution, compared to the use of the Forward TPCs, and was not practical due to limited statistics. For more discussion on systematic uncertainties and the role of the reaction plane resolution, see subsection II C.

The direction of the system angular momentum in Eq. 4 is fixed by a convention, that spectator neutrons are deflected along the direction of the impact parameter and thus their directed flow measured with ZDC SMD is positive for a positive pseudorapidity value. From correlations between Forward TPC and ZDC SMD [10] it follows that directed flow in the Forward TPC pseudorapidity region, which is used to determine the first order event plane in this analysis, has an opposite sign compared to that of spectator neutrons. This is further taken into account when determining the direction of the system angular momentum.

B. Results

Figure 3 presents the Λ–hyperon global polarization as a function of Λ transverse momentum p_t calculated on the basis of Eq. 4. The filled circles show the results of the measurement for Au+Au collisions at √s_{NN}=200 GeV. The open squares indicate the results of a similar measurement for Au+Au collisions at √s_{NN}=62.4 GeV. The data points are corrected for the effects of the non-uniform detector acceptance. Details on acceptance effects and systematic uncertainties are discussed in Sec. II C. Although the error bars at higher Λ transverse momentum are rather large, there could be
an indication in Fig. 3 of a possible $p_{T}^\Lambda$ dependence of the global polarization (a constant line fit to the data points in the range of 3.3 GeV < $p_{T}^\Lambda$ < 4.5 GeV yields: $P_\Lambda = (-23.3 \pm 11.2) \times 10^{-2}$ with $\chi^2/ndf = 0.22/2$ for Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV (centrality region 20-70%) and $P_\Lambda = (-20.7 \pm 14.2) \times 10^{-2}$ with $\chi^2/ndf = 0.38/2$ for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV (centrality region 0-80%). Unfortunately, at present there exists no theory prediction for the global polarization dependence on particle transverse momentum to compare with these results.

It was found in this analysis that the event plane vectors defined with the particles measured in the Forward TPCs are reliable within the centrality region 0-80% for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV. With higher multiplicity at $\sqrt{s_{NN}}=200$ GeV, saturation effects in the Forward TPCs for the most central collisions become evident, and the estimated reaction plane angle is unreliable. Due to this effect, the centrality region used for the $\Lambda$ ($\bar{\Lambda}$) hyperon global polarization measurement in Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV is limited to 20-70%.

Figure 4 presents the $\Lambda$–hyperon global polarization as a function of $\Lambda$ pseudorapidity $\eta^\Lambda$. The symbol keys for the data points are the same as in Fig. 3. Note that the scale is different from the one in Fig. 3. The $p_T$-integrated global polarization result is dominated by the region $p_T^\Lambda < 3$ GeV/c, where the measurements are consistent with zero (see Fig. 3). The solid line in Fig. 4 indicates a constant fit to the experimental data: $P_\Lambda = (2.8 \pm 0.6) \times 10^{-4}$ with $\chi^2/ndf = 6.5/10$ for Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV (centrality region 20-70%) and $P_\Lambda = (1.9 \pm 0.8) \times 10^{-3}$ with $\chi^2/ndf = 14.3/10$ for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV (centrality region 0-80%). As indicated by the numerical values given in the caption, the lines associated with each of the two beam energies are almost indistinguishable from zero within the resolution of the plot. The results for the $\Lambda$–hyperon global polarization as a function of $\eta^\Lambda$ within the STAR acceptance are consistent with zero.

Figure 5 presents the $\Lambda$–hyperon global polarization as a function of centrality given as fraction of the total inelastic hadronic cross section. Filled circles show the results for Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV (centrality region 20-70%) and open squares indicate the results for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV (centrality region 0-80%). Only statistical uncertainties are shown.

Figure 5 presents the $\Lambda$–hyperon global polarization as a function of centrality given as a fraction of the total inelastic hadronic cross section. Filled circles show the results for Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV (centrality region 20-70%) and open squares indicate the results for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV (centrality region 0-80%). Only statistical uncertainties are shown.

Figure 5 presents the $\Lambda$–hyperon global polarization as a function of centrality given as a fraction of the total inelastic hadronic cross section. Filled circles show the results for Au+Au collisions at $\sqrt{s_{NN}}=200$ GeV (centrality region 20-70%) and open squares indicate the results for Au+Au collisions at $\sqrt{s_{NN}}=62.4$ GeV (centrality region 0-80%). Only statistical uncertainties are shown.
elastic hadronic cross section. The symbol keys for the data points are the same as in Fig. 3. Within the statistical uncertainties we observe no centrality-dependence of the Λ global polarization.

The statistics for Ñ-hyperons are smaller than those for Λ–hyperons by 40% (20%) for Au+Au collisions at \( \sqrt{s_{NN}} = 62.4 \text{ GeV} \) (200 GeV). Figures 6, 7, and 8 show the results for the Ñ-hyperon global polarization as a function of Ñ transverse momentum, pseudorapidity, and centrality (the symbol keys for the data points are the same as in Figs. 3, 4, and 5). Again, no deviation from zero has been observed within statistical errors. The constant line fits for the Ñ–hyperon global polarization give:

\[
P_{\Lambda} = (1.8 \pm 10.8) \times 10^{-3} \text{ with } \chi^2/\text{ndf} = 5.5/10 \text{ for Au+Au collisions at } \sqrt{s_{NN}} = 200 \text{ GeV (centrality region 20-70%) and } P_{\Lambda} = (-17.6 \pm 11.1) \times 10^{-3} \text{ with } \chi^2/\text{ndf} = 8.0/10 \text{ for Au+Au collisions at } \sqrt{s_{NN}} = 62.4 \text{ GeV (centrality region 0-80%)}.\]

C. Acceptance effects and systematic uncertainties

The derivation of Eq. 3 assumes a perfect reconstruction acceptance for hyperons. For the case of an imperfect detector, we similarly consider the average of \( \langle \sin(\phi_p^* - \Psi_{RP}) \rangle \) but take into account the fact that the integral over solid angle \( d\Omega_p^* = d\phi_p^* \sin \theta_p^* d\theta_p^* \) of the hyperon decay baryon’s 3-momentum \( p_p^* \) in the hyperon rest frame is affected by detector acceptance:

\[
P_{\Lambda} = (1.8 \pm 10.8) \times 10^{-3} \text{ with } \chi^2/\text{ndf} = 5.5/10 \text{ for Au+Au collisions at } \sqrt{s_{NN}} = 200 \text{ GeV (centrality region 20-70%) and } P_{\Lambda} = (-17.6 \pm 11.1) \times 10^{-3} \text{ with } \chi^2/\text{ndf} = 8.0/10 \text{ for Au+Au collisions at } \sqrt{s_{NN}} = 62.4 \text{ GeV (centrality region 0-80%)}.\]
Here \( \mathbf{P}_H \) is the hyperon 3-momentum, and \( A(\mathbf{p}_H, \mathbf{p}_p^* \rangle \) is a function to account for detector acceptance. The integral of this function over \((dQ_H^p/4\pi)(d\phi_H^p/2\pi)\) is normalized to unity. As stated in the beginning of section III, the global polarization can depend on the relative azimuthal angle \( (\phi_H - \Psi_{RP}) \). Taking into account the symmetry of the system, one can expand the global polarization as a function of \( (\phi_H - \Psi_{RP}) \) in a sum over even harmonics:

\[
P_H(\phi_H - \Psi_{RP}, p^H, \eta^H) = \sum_{n=0}^{\infty} P_n^{(2n)}(p^H, \eta^H) \cos\{2n[\phi_H - \Psi_{RP}]\}.
\]

In this work we report the global polarization averaged over all possible values of \( (\phi_H - \Psi_{RP}) \):

\[
P_H(p^H, \eta^H) \equiv \bar{P}_H(\phi_H - \Psi_{RP}, p^H, \eta^H) = P_n^{(0)}(p^H, \eta^H).
\]

Substitution of Eq. 6 into Eq. 5 and integration over the reaction plane angle \( \Psi_{RP} \) gives:

\[
\langle \sin (\phi_p^* - \Psi_{RP}) \rangle = \frac{\alpha_H}{2} \int \frac{dQ_H^p}{4\pi} \frac{d\phi_H}{2\pi} A(\mathbf{p}_H, \mathbf{p}_p^* \rangle \sin \theta_p^* \left[ P_H(p^H, \eta^H) - \frac{1}{2} \cos \{2(\phi_H - \phi_p^*)\} \right] P_n^{(2)}(p^H, \eta^H).
\]

Based on this equation, the observable \( (\phi_p^* - \Psi_{RP}) \) can be written in the following form:

\[
\frac{8}{\pi \alpha_H} \langle \sin (\phi_p^* - \Psi_{RP}) \rangle = \frac{4}{\pi} \sin \theta_p^* \left[ P_H(p^H, \eta^H) - \frac{1}{2} \sin \theta_p^* \cos \{2(\phi_H - \phi_p^*)\} \right] P_n^{(2)}(p^H, \eta^H) = A_0(p^H, \eta^H) P_n^{(0)}(p^H, \eta^H) - A_2(p^H, \eta^H) P_n^{(2)}(p^H, \eta^H),
\]

where functions \( A_0(p^H, \eta^H) \) and \( A_2(p^H, \eta^H) \) are defined by the average of \( \sin \theta_p^* \) and \( \sin \theta_p^* \cos \{2(\phi_H - \phi_p^*)\} \) over detector acceptance according to equations:

\[
A_0(p^H, \eta^H) = \frac{4}{\pi} \int \frac{dQ_H^p}{4\pi} \frac{d\phi_H}{2\pi} A(\mathbf{p}_H, \mathbf{p}_p^* \rangle \sin \theta_p^*,
\]

\[
A_2(p^H, \eta^H) = \frac{2}{\pi} \sin \theta_p^* \cos \{2(\phi_H - \phi_p^*)\} \right] = \frac{2}{\pi} \int \frac{dQ_H^p}{4\pi} \frac{d\phi_H}{2\pi} A(\mathbf{p}_H, \mathbf{p}_p^* \rangle \sin \theta_p^* \cos \{2(\phi_H - \phi_p^*)\}.
\]

As follows from Eq. 9 there exist two different contributions due to detector acceptance. The first one affects the overall scale of the measured global polarization and is given by the acceptance correction function \( A_0(p^H, \eta^H) \). A different effect due to non-uniform detector acceptance comes from the admixture of higher harmonic terms in Eq. 9 proportional to \( P_n^{(2\nu)}(p^H, \eta^H) \).

Since the values of \( P_n^{(2\nu)}(p^H, \eta^H) \) are not measured in this analysis and values of \( A_2(p^H, \eta^H) \) are small (see below), we present data in Figs. 4A corrected only with the \( A_0(p^H, \eta^H) \) function, providing an estimate for the systematic uncertainty associated with acceptance effects due to higher harmonic terms. In the case of a perfect acceptance, \( A_0(p^H, \eta^H) = 1 \) and \( A_2(p^H, \eta^H) = 0 \), and Eq. 9 reduces to the global polarization \( \mathcal{P}_R \). Since the background contribution to the hyperon invariant mass distribution is small (see Fig. 2), the value of these functions \( A_0(p^H, \eta^H) \) and \( A_2(p^H, \eta^H) \) can be extracted directly from the experimental data by calculating the average over all events for the \( \Lambda \) and \( \bar{\Lambda} \) candidates for \( \sin \theta_p^* \) and \( \sin \theta_p^* \cos \{2(\phi_H - \phi_p^*)\} \), respectively.

Figure 4 shows the pseudorapidity \( \eta^{\Lambda, \bar{\Lambda}} \) and transverse momentum \( p_t^{\Lambda, \bar{\Lambda}} \) dependence of the acceptance correction function \( A_0 \) defined in Eq. 10 for \( \Lambda \) (filled circles) and \( \bar{\Lambda} \) (open squares) candidates reconstructed from Au+Au collisions at \( \sqrt{s_{NN}}=200 \) GeV. For different centralities, this function varies within 2% around an average value of 0.98. The deviation of \( A_0 \) from unity is small and it reflects losses of the daughter protons (anti-protons) or pions from the STAR detector acceptance, primarily at small angles with respect to the beam direction. Proton (anti-proton) losses and pion losses dominate in different regions of phase space, since in the detector frame the protons (anti-protons) follow the parent \( \Lambda \) direction much more closely than do the pions. When the \( \Lambda \) (\( \bar{\Lambda} \)) momentum is itself near the acceptance edges (\( |\eta| \approx 1 \),
then the primary losses come from protons (anti-protons) falling even closer to the beam direction. This disfavoring of small \( \theta_p^* \) tends to increase \( \sin \theta_p^* \), hence \( A_0 \), with respect to uniform acceptance. In contrast, when the hyperon is near midrapidity or at high \( p_t^H \), the daughter protons are constrained to stay within the detector acceptance. Then the primary losses arise from forward-going daughter pions, preferentially correlated with large \( \sin \theta_p^* \), tending to reduce \( A_0 \) from unity. In any case, the corresponding corrections to the absolute value of the global polarization are estimated to be less than 20% of the extracted polarization values.

The contribution from \( P_H^{(2)}(p_t^H, \eta^H) \) in Eq. \( \ref{eq:2} \) is defined by the deviation from zero of the function \( A_2(p_t^H, \eta^H) \). The value of this function has been also extracted from the experimental data and is presented in Fig. \( \ref{fig:10} \). The global polarization \( P_H \) is not expected to change sign depending on the relative orientation of the hyperons momentum direction and the system orbital momentum. This implies that \( |P_H^{(2)}| \leq |P_H^{(0)}| \), and the corresponding corrections from the admixture of \( P_H^{(2)}(p_t^H, \eta^H) \) to the \( \Lambda \) and \( \bar{\Lambda} \) hyperon global polarization measurement are less than \( A_2 \), which is <20%.

The hyperon directed flow is defined as the first order coefficient in the Fourier expansion of the hyperon azimuthal angular distribution with respect to the reaction plane. Due to non-uniform detector acceptance it will interfere with the hyperon global polarization measurement and this can dilute the measured polarization \( \Delta \). Assuming that hyperon directed flow is of the same order of magnitude as for charged particles (\( \leq 10\% \)), the effect of such interference is negligible (\( \leq 1\% \)) in the \( \Lambda \) and \( \bar{\Lambda} \) hyperon global polarization measurement \( \Delta \). It is possible that due to both the hyperon reconstruction procedure and imperfection of the reaction plane determination, the higher harmonics of hyperon anisotropic

**FIG. 9:** (Color online) Acceptance correction function \( A_0(p_t^\Lambda, \eta^\Lambda) \) defined in (10) as a function of \( \Lambda \) (filled circles) and \( \bar{\Lambda} \) (open squares) transverse momentum (top) and pseudorapidity (bottom). The deviation of this function from unity affects the overall scale of the measured global polarization according to Eq. \( \ref{eq:9} \). See the text for details and discussions on \( A_0 p_t^H \) and \( \eta^H \) dependence.

**FIG. 10:** (Color online) Function \( A_2(p_t^\Lambda, \eta^\Lambda) \) defined in (11) as a function of \( \Lambda \) (filled circles) and \( \bar{\Lambda} \) (open squares) transverse momentum (top) and pseudorapidity (bottom). The deviation of this function from zero defines the contribution to the observable (3) from \( P_H^{(2)}(p_t^H, \eta^H) \) in the expansion (6). depending on the relative orientation of the hyperons momentum direction and the system orbital momentum.
flow (i.e. elliptic flow) will also contribute, but these are higher order corrections compared to those from hyperon directed flow.

To check the analysis code, Monte Carlo simulations with sizable linear transverse momentum dependence of hyperon global polarization and hydrodynamic $p_T^H$ spectra have been performed. Both the sign and magnitude of the reconstructed polarization agreed with the input values within statistical uncertainties.

The measurement could be affected by other systematic effects. Most of them are similar to those present in an anisotropic flow analysis, with the most significant one coming from the determination of the event plane vector and its resolution. In calculating the reaction plane resolution, we have used the random sub-event technique $R$, as well as the mixed harmonic method $[6, 10, 27]$ with the second-order event plane determined from TPC tracks. The mixed harmonic method is known to be effective in suppressing a wide range of non-flow effects (short range correlations, effects of momentum conservation $[28]$, etc.).

To suppress the contribution to the global polarization measurement from “non-flow” effects (mainly due to momentum conservation) the combination of both east and west Forward TPC event plane vectors was used. The contribution from other few-particle correlations (i.e., resonances, jets, etc.) was estimated by comparing the results obtained from correlations using positive or negative particles to determine the reaction plane. Uncertainties related to the dependence of tracking efficiency (in particular, charged particle and Λ (¯Λ) hyperon reconstruction efficiency) on azimuthal angle were estimated by comparing the results obtained with different magnetic field settings and also with event plane vectors determined from positively or negatively charged particles.

The magnitude of non-flow correlations is multiplicity dependent and its contribution to anisotropic flow measurement increases with collision centrality. The average uncertainty due to the reaction plane reconstruction is estimated to be 30%.

All uncertainties discussed in sections II A and II C are relative. Table I summarizes systematic errors in the global polarization measurement. Although some of the systematic uncertainty contributions may be expected to be correlated, we have conservatively combined all contributions by linear summation to arrive at an upper limit for the total systematic uncertainty. The overall relative uncertainty in the Λ (¯Λ) hyperon global polarization measurement due to detector effects is estimated to be less than a factor of 2.

Taking all these possible correction factors into account, and that our measurements are consistent with zero with statistical error of about 0.01, our results suggest that the global Λ and ¯Λ polarizations are ≤ 0.02 in magnitude.

### III. CONCLUSION

The Λ and ¯Λ hyperon global polarization has been measured in Au+Au collisions at center of mass energies $\sqrt{s_{NN}}$=62.4 and 200 GeV with the STAR detector at RHIC. An upper limit of $|P_{Λ, ¯Λ}| ≤ 0.02$ for the global polarization of Λ and ¯Λ hyperons within the STAR acceptance is obtained. This upper limit is far below the few tens of percent values discussed in $[1]$, but it falls within the predicted region from the more realistic calculations $[4]$ based on the HTL (Hard Thermal Loop) model.
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| Source of uncertainty | Value  |
|-----------------------|--------|
| Decay parameter $\alpha_{Λ, ¯Λ}$ error | 2% |
| Background, $K_S^0$ contamination | 8% |
| Multistrange feed-down | 15% |
| $Σ^0$ feed-down | 30% |
| $P_H(\phi_H - ψ_{RP})$ dependence ($A_2$ term) | 20% |
| Reaction plane uncertainty | 30% |
| Hyperon anisotropic flow contribution | $\leq 1\%$ |
| Hyperon spin precession | $\leq 0.1\%$ |
| Total uncertainty (sum) | 105% |

TABLE I: Summary table for systematic uncertainties of the Λ (¯Λ) global polarization measurement. See sections II A and II C for details.
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