Abstract

Some real-world decision-making problems require making probabilistic forecasts over multiple steps at once. However, methods for probabilistic forecasting may fail to capture correlations in the underlying time-series that exist over long time horizons as errors accumulate. One such application is with resource scheduling under uncertainty in a grid environment, which requires forecasting electricity demand that is inherently noisy, but often cyclic. In this paper, we introduce the conditional approximate normalizing flow (CANF) to make probabilistic multi-step time-series forecasts when correlations are present over long time horizons. We first demonstrate our method’s efficacy on estimating the density of a toy distribution, finding that CANF improves the KL divergence by one-third compared to that of a Gaussian mixture model while still being amenable to explicit conditioning. We then use a publicly available household electricity consumption dataset to showcase the effectiveness of CANF on joint probabilistic multi-step forecasting. Empirical results show that conditional approximate normalizing flows outperform other methods in terms of multi-step forecast accuracy and lead to up to 10x better scheduling decisions. Our implementation is available at https://github.com/sisl/JointDemandForecasting.

1. Introduction

Electric load forecasting is one of the core problems for modern power grids. Depending on the forecasting horizon, there are three types of load forecasts: short-term (minutes or hours ahead), mid-term (months ahead), and long-term (a few years ahead). Short-term load forecasting (STLF), which is the main focus of this paper, is typically used to assist real-time energy dispatching. Accurate electric load forecasting is important for the safe and efficient operation of modern power grids. A medium-sized utility company can save millions of dollars annually by improving the accuracy of forecasts (Tribble, 2003).

Short-term load forecasting can be very difficult, especially with the increasing uncertainties in both power consumption and power generation. For example, renewable energy generation, which has grown exponentially in the last ten years (?), is highly dependent on weather conditions. With the increasing number of adopted appliances, the total power consumption pattern also becomes more complex.
Demand forecasting also has many potential applications on the customer side. With the growing popularity of home batteries and solar panels, demand forecasting can help guide sustainable battery transport and storage. With the increasing adoption of electric vehicles (EV), EV charging scheduling is important for the safe operation of power grids. Accurate demand forecasting will be essential in guiding charge scheduling. In general, planning can be improved by incorporating uncertainty into forecasts.

The field of probabilistic load forecasting (PLF) seeks to predict a probability distribution of future demand. Specifically, methods aim to characterize \( p(y_{t+K} \mid y_{t-L:t}) \), where \( y_i \) is the load at time \( i \), \( L \) is a lag index, and \( K \) is the index for future load. By capturing variability in future loads, planning using PLF can be much more robust. However, one significant drawback to the methods typically used for probabilistic short-term load forecasting is that they often only consider forecasting a single future time-step, i.e. where \( K = 1 \) (Hong & Fan, 2016).

While single-step forecasts are useful for next-step planning, the dynamic allocation of resources often requires considering longer time horizons. For example, to schedule the charging of a set of electric vehicles when external demand is at a minimum, one would need to forecast a distribution over trajectories of possible future demand. With previous work in PLF, building models for multiple-step forecasting generally requires applying one of two methods:

1. **Independent**: build separate models for different future times (i.e. \( p(y_{t+1} \mid y_{t-L:t}), p(y_{t+2} \mid y_{t-L:t}), \) etc.)

2. **Iterative**: repeatedly append samples from a single-step model as inputs to sample further into the future (i.e. \( \hat{y}_{t+1} \sim p(y_{t+1} \mid y_{t-L:t}), \hat{y}_{t+2} \sim p(y_{t+2} \mid y_{t-L+1:t, \hat{y}_{t+1}}), \) etc.)

Forecasting using independent models cannot capture correlations between different time-steps. When sampling independent models, we are often left with noisy, discontinuous electricity demand trajectories. Iterative methods generate smooth trajectories, but errors can accumulate with every step, which is especially problematic if time-series exhibit correlations over long time horizons.

An alternative to iterative and independent methods is one in which we explicitly model the joint distribution \( p(y_{t+1:t+K} \mid y_{t-L:t}) \). This paper briefly discusses extensions of frequently used STLF methods to do joint multi-step demand forecasting. We then introduce an approach called the *conditional approximate normalizing flow* (CANF). To the best of our knowledge, this is the first attempt at conditioning a normalizing flow to do multi-step forecasting.

We demonstrate the ability of an approximate normalizing flow to estimate the joint density of a toy distribution better than a Gaussian Mixture Model (GMM) while still being amenable to explicit conditioning. The forecasting performance of the CANF is then compared to other joint and iterative multi-step probabilistic forecasting methods. Additionally, we use task scheduling under uncertainty to compare decision quality when using different forecasting methods. We observe that the CANF achieves consistently superior performance in both predictive accuracy and decision quality. In summary, the main contributions of this paper are to:
• Introduce the conditional approximate normalizing flow to perform explicit joint multi-step probabilistic forecasting,

• Demonstrate the efficacy of using approximate normalizing flows to estimate probability densities while remaining amenable to explicit conditioning, and,

• Empirically compare the forecasting accuracy and resulting decision quality of the CANF when predicting household electricity consumption.

The electricity demand forecasting domain has the properties that a) strong correlations exist over long time horizons that are not easily captured by iterative methods, and b) there is not enough data for a GMM to express a joint model sufficiently well. We believe our method would perform well on other domains with these same characteristics.

The remainder of this paper is organized as follows: Section 2 outlines motivation and related work, Section 3 describes methods for joint multi-step forecasting and how to use those forecasts for scheduling under uncertainty, Section 4 highlights experiments and results, and Section 5 concludes.

2. Motivation and Related Work

This section motivates the need for accurate multi-step probabilistic load forecasting and discusses relevant literature on the topic.

2.1 Using forecasts for planning

To motivate the need for multi-step forecasting, consider the following example, as illustrated in Fig. 1: we are given a fixed time-window to charge an electric vehicle. For sustainability (and potentially cost) considerations, we want to charge when external electricity demand is at a minimum. At each time step, we must forecast external electricity demand at future points in time, and decide whether waiting for potentially lower external demand is worth the risk. Our decision will inevitably be based on our confidence that external demand will decrease and, if so, by how much. Without scheduling, EV charging can cause extra energy costs for customers and cause extremely high peak power consumption, which is very dangerous for the power grid infrastructures (Wu, Zeng, Lu, & Boulet, 2017). Similarly, many planning problems regarding the allocation of resources in a power grid environment rely on multi-step forecast ‘trajectories’.

Dynamic energy management (Wytock, Moehle, & Boyd, 2017; Moehle, Busseti, Boyd, & Wytock, 2019) is a form of robust model predictive control that makes single-step decisions based on long-term performance against many sampled energy scenarios, thus considering future uncertainty. Planning with Monte Carlo Tree Search (Couëtoux, Hoock, Sokolovska, Teytaud, & Bonnard, 2011; Browne, Powley, Whitehouse, Lucas, Cowling, Rohlfshagen, Tavener, Perez, Samothrakis, & Colton, 2012) requires sampling many futures while searching the action space to make higher-reward decisions.

Explicit multi-step forecast distributions concisely characterize ‘risk’ and may sometimes be used for scalable, risk-sensitive planning through convex optimization. One such famous example is portfolio optimization (Markowitz, 1959), in which the explicitly forecasted covariance of asset returns is used to make risk-bounded portfolio allocations. Additionally,
explicit joint multi-step forecast can be used to estimate the likelihood of rare events—e.g. peak loads, which are critical to safe grid operation—with low variance (Owen, Maximov, & Chertkov, 2019).

Success in using predictive models for planning hinges on accurate multi-step trajectories (Nagabandi, Kahn, Fearing, & Levine, 2018). As described in the previous section, using independent models to forecast different future points in time fails to capture correlations between time points. Iterative methods are smooth but generally slow to sample from, potentially limiting their effectiveness in sampling-based planners.

2.2 Load forecasting

There is rich and continually expanding literature on probabilistic electric load forecasting (Hong & Fan, 2016). The Global Energy Forecasting competitions have showcased a number of successful techniques for forecasting quantiles of a single-step demand distribution (Hong, Pinson, & Fan, 2014; Hong, Pinson, Fan, Zareipour, Troccoli, & Hyndman, 2016; Hong, Xie, & Black, 2019). These techniques have included quantile regression, gradient boosted regression trees, quantile random forests, autoregressive integrated moving average, and neural networks.

More recently, there has been success using long short-term memory (LSTM) (Hochreiter & Schmidhuber, 1997), a form of the recurrent neural network, to do single-step point load forecasting (Kong, Dong, Jia, Hill, Xu, & Zhang, 2017). The LSTM has since been used for single-step probabilistic load forecasting by mapping the hidden state to fixed quantiles of a single-step load distribution and guiding training using the pinball loss with a Huber penalty (Wang, Gan, Sun, Zhang, Lu, & Kang, 2019).

Unfortunately, methods that rely on quantile regression cannot be extended to joint multi-step forecasting because there are an infinite number of ways to ascribe $\hat{y}_{t+1}^q$ and $\hat{y}_{t+2}^q$ such that $P(y_{t+1} \leq \hat{y}_{t+1}^q \land y_{t+2} \leq \hat{y}_{t+2}^q) = q$. We can however trivially extend neural networks to do joint probabilistic forecasting by using them to parameterize a low-rank,
k-component Gaussian Mixture Model (GMM) over the multi-step forecast space. That is:

\[ p(y_{t+1:t+K} \mid y_{t-L:t}) = \sum_{i=1}^{k} \pi_i \mathcal{N}(y_{t+1:t+K}; \mu_i, \Sigma_i), \]

(1)

\[ \pi_i = \frac{e^{\lambda_i}}{\sum_{j=1}^{k} e^{\lambda_j}}, \quad \Sigma_i = \text{diag}(e^{d_i}) + B_i B_i^T, \]

(2)

\[(\lambda_i, \mu_i, d_i, B_i)_{i=1}^{k} = f(y_{t-L:t}; \theta), \]

(3)

where \( \pi_i, \mu_i, \) and \( \Sigma_i \) are the weight, mean, and covariance of each component in the mixture, \( B_i \in \mathbb{R}^{K \times r} \) is a matrix with rank \( r < K \), and \( f \) is the regression model parameterized by \( \theta \). This formulation is amenable to use with both feedforward and recurrent neural networks as models \( f \).

The broader field of time-series forecasting is well studied (Hyndman & Athanasopoulos, 2018). Methods are typically classified as either using autoregressive (AR) (Billings, 2013), or state-space models (SSMs) (Ghahramani & Hinton, 1996; Kantas, Doucet, Singh, Maciejowski, & Chopin, 2015; ?). While AR models benefit from their versatility and data efficiency, SSMs are more amenable to prior knowledge (Gupta, Menda, Manchester, & Kochenderfer, 2020), and recursive Bayesian estimation.

The Gaussian Process (GP) is a non-parametric approach to describing a distribution over possible functions that map input to output (Williams & Rasmussen, 2006). Gaussian Processes with different kernel functions have been applied to single-step probabilistic electric load forecasting (Blum & Riedmiller, 2013; Shepero, van der Meer, Munkhammar, & Widén, 2018). Shepero et al. (2018) address positive skewness in electricity data by applying a log transform to the input data (rendering a Log-Normal Process).

The traditional formulation for GPs is single-output, preventing the retrieval of a joint multi-step forecast \( p(y_{t+1:t+K} \mid y_{t-L:t}) \). Multi-task Gaussian Processes (Bonilla, Chai, & Williams, 2008) address this issue by fitting a joint model over all outputs of all data points, using the kernel function

\[ \text{Cov}(y_{t+i}, y'_{t+j}) = K_s(i, j)K(y_{t-L:t}, y'_{t-L:t}), \]

(4)

where \( K_s \) is the scale factor correlating output indices, and \( K \) is a kernel function applied between inputs.

GPs have also been applied to learn non-parametric state-space models of nonlinear and high-dimensional dynamical systems (Wang, Hertzmann, & Fleet, 2006; Frigola, Chen, & Rasmussen, 2014).

3. Methodologies

This section describes scheduling under uncertainty in a grid environment, describes conditional Gaussian models, and formulates the Conditional Approximate Normalizing Flow.

3.1 Scheduling under uncertainty

We consider the problem of choosing the \( D \) minimum-load indices from a \( K \)-step probabilistic forecast in order to schedule some task. Given a utility function \( U \), we select the
ordered set of $D$ time indices $a^*_1:D$ that maximize utility (and minimize cost):

$$a^*_1:D = \arg \max_{a_1:D} M_{a_1,K} [U(s_1:K, a_1:D)],$$

$$s_{1:K} \sim p(y_{t+1:t+K} \mid y_{t-L:}),$$

where $M$ is an appropriate metric applied onto the utility distribution (e.g., expectation, value-at-risk, conditional value-at-risk (Kochenderfer & Wheeler, 2019)). We choose a utility function that sums the forecasted load at scheduled indices,

$$U(s_1:K, a_1:D) = -\sum_{i=1}^D s_{a_i}.$$ (6)

This utility function weights all chosen time indices evenly, but it may be more appropriate to consider an alternative weighting when the allocated indices are not used evenly (e.g. in electric car charging).

### 3.2 Conditional Gaussian and Gaussian Mixture Models

Multi-task Gaussian Processes (Bonilla et al., 2008) can be used to predict correlations between output time indices of single sequences while searching for similarities between different inputs sequences. But they fail to capture the correlation between input and output time indices explicitly. One way we can explicitly capture correlations over time between input and output is by fitting an explicit distribution over the full input and target time series, $y_{t-L:t+K}$, and conditioning on every newly observed input. A simple approach is to fit a full-rank multivariate Gaussian to the training data:

$$p(y_{t-L:t+K}) = \mathcal{N}(y_{t-L:t+K}; \mu, \Sigma),$$

$$\mu = \frac{1}{n} \sum_{i=1}^n y^i_{t-L:t+K},$$

$$\Sigma = \frac{1}{n} \sum_{i=1}^n (y^i_{t-L:t+K} - \mu)(y^i_{t-L:t+K} - \mu)^T,$$

with $n$ training data sequences.

Once fit, we can partition our distribution between inputs and outputs and use the Schur complement to form the posterior distribution of a demand trajectory forecast given its input:

$$p(y_{t+1:t+K} \mid y_{t-L:t}) = \mathcal{N}(y_{t+1:t+K} \mid \mu_{b|a}, \Sigma_{b|a}),$$

$$\mu_{b|a} = \mu_b + \Sigma_{ba} \Sigma_{aa}^{-1} (y_{t-L:t} - \mu_a),$$

$$\Sigma_{b|a} = \Sigma_{bb} - \Sigma_{ba} \Sigma_{aa}^{-1} \Sigma_{ab}. $$
This method is a probabilistic analog to linear regression—it can be shown that the predicted mean $\mu_{b|a}$ is equivalent to that achieved if linear regression were performed to regress to each future index independently.

We can improve upon this method by fitting a richer class of joint distributions to \( p(y_{t-L:t+K}) \). Again, we choose to fit a \( k \)-component multivariate Gaussian Mixture Model:

$$ p(y_{t-L:t+K}) = \sum_{i=1}^{k} \pi_i \mathcal{N}(y_{t-L:t+K}; \mu_i, \Sigma_i). $$

The GMM can be fit easily over training data using the Expectation-Maximization (EM) algorithm, with the number of clusters chosen to minimize the negative log-likelihood of a validation dataset. The GMM is well suited for load trajectory prediction because it can capture multi-modality, which can stem from a number of latent factors (e.g. time-of-day, weekday/weekend/holiday, weather).

Once fit, we can apply a similar method to partition the joint distribution and form an explicit, analytical conditional:

$$ p(y_{t+1:t+K} | y_{t-L:t}) = \sum_{i=1}^{k} \pi'_i \mathcal{N}(y_{t+1:t+K}; \mu'_i, \Sigma'_i), $$

$$ \pi'_i \propto \pi_i \mathcal{N}(y_{t-L:t}; \mu_{ia}, \Sigma_{iaa}), $$

$$ \mu'_i = \mu_{ib|a} = \mu_{ib} + \Sigma_{iba} \Sigma_{iab}^{-1} (y_{t-L:t} - \mu_{ia}), $$

$$ \Sigma'_i = \Sigma_{ib|a} = \Sigma_{ibb} - \Sigma_{iba} \Sigma_{iab}^{-1} \Sigma_{iab}. $$

### 3.3 Conditional Approximate Normalizing Flow

One issue with conditional GMMs is that they are limited in the joint distribution \( p(y_{t-L:t+K}) \) they can represent. One alternative for fitting a richer joint distribution is to use a normalizing flow (Rezende & Mohamed, 2015; Dinh, Sohl-Dickstein, & Bengio, 2017; ?). A normalizing flow is a set of reversible transformations that map the input space \( \mathcal{Y} \) to some simple distribution (e.g. isotropic Gaussian) on latent space \( \mathcal{Z} \). If \( f_\theta \) maps \( \mathcal{Y} \) to \( \mathcal{Z} \), we can express \( p_Y(y_{t-L:t+K}) \) using the change of variables formula as

$$ p_Y(y_{t-L:t+K}) = p_Z(z) \left| \det \frac{\partial f_\theta(y_{t-L:t+K})}{\partial y_{t-L:t+K}} \right|. $$

Density estimation (and therefore model fitting) can be done with forward passes through \( f_\theta(y_{t-L:t+K}) \), while sampling can be done efficiently with inverse passes through \( f_\theta^{-1}(z) \).

Unfortunately, we cannot explicitly condition the joint normalizing flow over a partial trajectory. We mitigate this by approximating the joint normalizing flow with a many-component GMM, which we can then condition explicitly. The conditional approximate normalizing flow (CANF) is formulated as follows:

1. Fit a normalizing flow over \( p(y_{t-L:t+K}) \)
2. Approximate the flow by sampling a large number of points and fitting the points with a many-component GMM

3. To forecast, condition the approximate normalizing flow on partial trajectories with Eqs. (14) to (19)

The conditional approximate normalizing flow can alternatively be viewed as a data augmentation method on top of the conditional GMM. In the next section, we see that this method shows strong empirical results.

4. Experiments

In our experiments, we demonstrate the efficacy of using an approximate normalizing flow for density estimation, and study the forecast accuracy of our proposed methods on electricity demand data, as well as the quality of decisions to arise from those forecasts.

4.1 Toy density estimation

To demonstrate the efficacy of using an approximate normalizing flow to fit a joint distribution over \( y_{t-L:t+K} \), we compare the use of a Gaussian mixture model, normalizing flow, and approximate normalizing flow to fit samples from \( p_{\text{data}} = \mathcal{U}([0, 1]^2) \). We fit each model \( p_\theta \) using 1000 samples for training by maximum likelihood estimation and 200 samples for validation to select hyperparameters. Our validation process finds that the best GMM has 9 components, the best RealNVP (Dinh et al., 2017) normalizing flow model uses 4 coupling layers which each use 2-layer, 12-unit feedforward networks for scale and translation, and the best final model approximates the normalizing flow by sampling 10k points and fitting a 40-component GMM.

In Figure 2, we can see the fitted distributions compared to the underlying sample-generating box. We see that the normalizing flow model fits the joint density better than the GMM. When we approximate the normalizing flow (in order to be able to condition explicitly), though we lose estimation quality compared to the normalizing flow, we still see a net improvement compared to the GMM. We compare Kullback-Leibler divergences

\[
D_{KL}(p_{\text{data}} \parallel p_\theta) = \mathbb{E}_{x \sim p_{\text{data}}(\cdot)}[\log p_{\text{data}}(x) - \log p_\theta(x)]
\]

after training each model ten times.

![Figure 2: Log-density estimates when using GMM, normalizing flow, and approximate normalizing flow models to fit 1000 samples from \( \mathcal{U}([0, 1]^2) \) (in red).](image)
with the tuned hyperparameters. We find the GMM, normalizing flow, and approximate normalizing flow models exhibit mean divergences of $0.150 \pm 0.002$, $0.082 \pm 0.004$, and $0.102 \pm 0.005$ respectively. That is, the approximate normalizing flow yields a one-third improvement over the original GMM for estimating the joint density function while remaining amenable to explicit conditioning.

4.2 Demand forecasting

We evaluate our proposed methods for joint multi-step demand forecasting on the ‘OpenEI Commercial and Residential Hourly Load Profiles for all TMY3 Locations in the United States’ dataset (OPENEI, 2020), and compare performance against iterative single-step forecast rollouts. We focus on forecasting demand over the next 12 hours ($K = 12$) given either demand from the past 8 hours ($L = 7$) or the past 24 hours ($L = 23$). We believe that forecasting 12 hours is appropriate for a range of scheduling applications, and that 8 and 24 hours are reasonable input lengths. We compare methods at two arbitrarily chosen locations: Bakersfield, California, and Salt Lake City, Utah.

4.2.1 Dataset

The OpenEI Commercial and Residential Hourly Load Profiles dataset includes a year of hourly load consumption data for residential houses in various locations within the US. The houses in the dataset are tailored to represent what might be expected from a typical house in that location. Though the consumption patterns in the dataset are on the household level, their smoothness is representative of what one might also expect at a higher level in the energy hierarchy. Since we only have one year of data and seasonality plays a factor in consumption, we cannot choose our testing data as the latter part of the time series. Instead, we randomly select 25% of weeks to form our testing set. Then, we apply a rolling window to our training and our testing sets separately to compile every ($K + L + 1$)-step input-output time sequence in each set.

Consumption forecasting methods can be improved by taking into account weather or time (e.g. hour, weekday, month) information. We stray from doing so here in order to focus our comparison on assessing the relative difference between methods given past demand alone. In practice, accounting for additional information sources would be straightforward. For almost all methods listed here, we can simply append the information embedding vector $e_t$ to the input sequence vector $y_{t-L:t}$ at train and test time.\textsuperscript{1}

4.2.2 Evaluation metrics

We use weighted absolute percentage error (WAPE) and root-weighted-square error (RWSE) to evaluate variability in deviations from the true demand trajectories under the predictive

\textsuperscript{1} For recurrent neural networks, the embedding should be appended to the warmed-up hidden state $h_t$.  
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Table 1: Multi-step forecast performance and decision scores with both via K-step (I)terative rollouts and explicit (J)oint forecast models for \( p(\mathbf{y}_{t+1:t+12} \mid \mathbf{y}_{t-7:t}) \) (above) and \( p(\mathbf{y}_{t+1:t+12} \mid \mathbf{y}_{t-23:t}) \) (below). Means and standard deviations are computed from up to 10 successful trials.

| Model | Bakersfield, CA | Salt Lake City, UT |
|-------|-----------------|--------------------|
|       | WAPE | RWSE | LL | Dec. Score | WAPE | RWSE | LL | Dec. Score |
| ARMA (I) | 0.529 | 0.746 | —     | 0.384 | 0.460 | 0.537 | —     | 0.396 |
| IFNN (I) | 0.310±0.008 | 0.596±0.047 | —     | 0.121±0.078 | 0.230±0.026 | 0.432±0.166 | —     | 0.106±0.045 |
| IRNN (I) | 0.311±0.051 | 0.620±0.014 | —     | 0.185±0.047 | 0.262±0.036 | 0.399±0.036 | —     | 0.163±0.073 |
| CG (J) | 0.521 | 0.716 | 10.4  | 0.340 | 0.431 | 0.485 | 11.2  | 0.323 |
| JFNN (J) | 0.358±0.025 | 0.651±0.030 | 14.6±0.6 | 0.101±0.023 | 0.262±0.018 | 0.398±0.017 | 12.4±1.7 | 0.085±0.022 |
| JRNN (J) | 0.269±0.023 | 0.543±0.046 | 14.5±1.1 | 0.030±0.011 | 0.214±0.015 | 0.340±0.017 | 13.9±1.6 | 0.046±0.014 |
| MOGP (J) | 0.559±0.043 | 0.770±0.050 | -1.3±0.6 | 0.144±0.051 | 0.431±0.016 | 0.504±0.017 | 0.6±0.5  | 0.120±0.013 |
| GNN (J) | 0.321±0.013 | 0.536±0.024 | 15.4±1.1 | 0.131±0.010 | 0.217±0.003 | 0.344±0.009 | 14.4±0.2  | 0.077±0.004 |
| CANG (J) | 0.192±0.007 | 0.352±0.013 | 20.6±0.3 | 0.012±0.001 | 0.173±0.010 | 0.295±0.011 | 21.9±0.5  | 0.037±0.013 |

probability distributions:

\[
W A P E = \frac{1}{nmK} \sum_{i=1}^{n} \sum_{\tau=1}^{K} \sum_{j=1}^{m} \left| \frac{y_{i+\tau}^{j} - z_{t+\tau}^{ij}}{y_{i+\tau}^{j}} \right|, \tag{21}
\]

\[
R W S E = \sqrt{\frac{1}{nmK} \sum_{i=1}^{n} \sum_{\tau=1}^{K} \sum_{j=1}^{m} \left( y_{i+\tau}^{j} - z_{t+\tau}^{ij} \right)^{2}}, \tag{22}
\]

where \( n \) is the number of testing sequences, \( m \) is a large number of samples (1000) from the predictive distribution, and \( z_{t+1:t+K}^{ij} \) is the \( j \)th demand trajectory sample from the predictive distribution of the \( i \)th test sequence. These metrics quantify linear- and quadratic-like errors for probabilistic forecasts. Unfortunately, metrics that score single-step probabilistic forecasts based on their quantiles cannot be extended to higher dimensions (e.g., pinball loss). Where applicable, we also compare the mean log-likelihood of the true trajectories under the predicted distribution during testing (LL).

To compare decision quality, we use our predictive forecasts to predict \( D = 4 \) indices in which load is minimized. We choose the action that maximizes the 20% value-at-risk on utility (minimizing the 80% value-at-risk on cost) using Equations (5) and (6).
We report a decision score which is the 80% quantile on proportional regret across the test set. Proportional regret is defined as

$$PR = \frac{U(y_{t+1:t+K}, a_{1:D}) - U(y_{t+1:t+K}, a_{1:D}^*)}{U(y_{t+1:t+K}, a_{1:D}^*)},$$

where $y_{t+1:t+K}$ and $a_{1:D}^*$ are the true future load and best action in hindsight and $a_{1:D}$ is the selected action. The decision score therefore indicates the bound on suboptimality achieved 80% of the time.

4.2.3 Iterative forecast methods

To compare joint demand forecasting with iterative rollouts of single-step forecasts, we fit a number of single-step models. We obtain samples from the $K$-step joint distribution by iteratively sampling from the models and updating their inputs.

**ARMA:** Autoregressive moving average (ARMA) predicts the demand at the next step to be normally distributed around a linear combination of the previous steps. The single-step ARMA model can be found by applying the conditional Gaussian method to single-step forecasting.

**IFNN/IRNN:** The single-step feedforward neural network (IFNN) uses a 3-layer, 40-unit/layer neural network to map to a 3-component univariate Gaussian Mixture Model. The single-step recurrent neural network (IRNN) uses an LSTM block with 40 hidden units and a 3-layer output network with 20 units/layer and map to a 3-component univariate Gaussian Mixture Model. This is close to what was done by Wang et al. (2019), who mapped an LSTM to single-step quantiles trained to minimize pinball loss rather than to a GMM trained to minimize NLL.

4.2.4 Joint forecast methods

Implementation of the conditional Gaussian model (CG) is straightforward, and described in Equations (10) to (13). To fit a GMM over the joint input-output distribution to use in the conditional GMM model (CGMM), we use the Scikit-learn implementation of EM (Pedregosa, Varoquaux, Gramfort, Michel, Thirion, Grisel, Blondel, Prettenhofer, Weiss, Dubourg, et al., 2011) and five components in the mixture. To fit the multi-output Gaussian Process (MOGP) model, we use the Gpyptorch implementation of multi-task GPs (Gardner, Pleiss, Weinberger, Bindel, & Wilson, 2018) with a rank-5 inter-output scale kernel $K_s$. Our input kernel $K$ is a product of a Matérn kernel and a rational quadratic kernel, both with index-independent characteristic length scales.

For the joint feedforward neural network model (JFNN, Equations (1) to (3)), we use a 3 layer, 40 unit/layer network to map to a two-component GMM, where all covariances are rank-2. For the joint RNN model (JRNN, Equations (1) to (3)), we use an LSTM to map inputs to a 40-unit hidden state. The hidden state is mapped to a 3-component GMM with rank-3 covariance matrices through a 3 layer, 40 unit/layer feedforward neural network.

For the conditional approximate normalizing flow model (CANF), we use RealNVP (Dinh et al., 2017) with 10 coupling layers which each use 2-layer, 32-unit feedforward networks for scale and translation within the coupling. Once trained, we sample one million points, and fit a 25-component GMM to approximate the flow.
All parameterized models are trained using the Adam optimizer (? ) to minimize the negative log-likelihood of future loads given their predictive distributions.

4.3 Results

In order to compare multi-step forecast accuracy and decision quality between all the methods, we report metrics on forecasts of $y_{t+1:t+12} \mid y_{t-7:t}$ and $y_{t+1:t+12} \mid y_{t-23:t}$ in Table 1. We see that the joint forecasting methods are indeed of similar or even of better quality than iterative ones, although they require predicting more distributional parameters. As expected, we can see a correlation between forecast accuracy (in terms of WAPE, RWSE, and LL) and decision score.

As shown in Table 1, CANF can achieve superior performance in terms of both forecast accuracy and most importantly, decision quality. In the Bakersfield $y_{t+1:t+12} \mid y_{t-7:t}$ setting for example, the CANF yields a RWSE that is 34% better than the CGMM (the next best joint method), 41% better than the IFNN (the next best iterative method), and decision scores that are ten time better than both alternatives. Furthermore, when looking at the distribution over log-likelihoods of full test sequences (Fig. 3), we observe approximate flows are much better at GMMs at characterizing the full trajectory likelihoods and are only slightly worse than their non-approximate counterparts. This result matches that of Section 4.1. We also find that non-approximate normalizing flows are prone to having adverse outliers from the flow models overfitting, but this behavior gets curtailed when approximating.

We examine this performance further by measuring the weighted error metrics per time-index to determine how the quality of sampled trajectories evolves. The per-index RWSE using the IFNN, CGMM, and CANF models to forecast $y_{t+1:t+12} \mid y_{t-7:t}$ is presented in Fig. 4.

From this per-index break-down, it becomes clear that the joint methods capture longer time-horizon correlations that the rollouts do not (in this case, the cyclical nature of electricity demand). This is because, typically, iterative methods cannot capture long-horizon correlations and accumulate errors over time, where this is not an issue for joint methods.

We show some samples from rollouts of the single-step RNN overlaid with the demand distribution explicitly predicted using a conditional approximate normalizing flow at random
Figure 4: Evolution of per-index RWSE when using the IFNN, CGMM, and CANF models to predict \( y_{t+1:t+12} \mid y_{t-7:t} \) in Bakersfield, CA.

Figure 5: Sample multi-step forecast distributions predicting \( y_{t+1:t+12} \mid y_{t-7:t} \) in Salt Lake City, UT using the IRNN and CANF models.
test points in Fig. 5. As expected, the forecast uncertainty remains bounded for CANF but grows with time for IRNN.

The experiments conducted empirically support the claims that conditional approximate normalizing flows give superior performance in terms of forecast accuracy and decision quality for scheduling in the explored setting.

5. Conclusion

Certain real-world problems require forecasting joint multi-step uncertainties to make good decisions. Accurate multi-step short-term load probabilistic forecasting is crucial for future safe and sustainable grid operation, with applications across different hierarchies of power systems. Short-term forecasting for both generation and consumption of power is made more difficult by correlations that exist over long time horizons and noise injected by many unobserved factors.

In this paper, we used the scheduling of resource allocation under uncertainty to motivate the need to consider multi-step electric load forecasting. We extended a set of methods for joint multi-step demand forecasting and introduced the conditional approximate normalizing flow model, which estimates a joint multi-step time-series density while still being amenable to explicit conditioning. We then demonstrated the benefit of using an approximate normalizing flow for density estimation, finding the ANF to improve the KL divergence by one-third compared to a GMM when estimating the density of a uniform square. Finally, we showed empirically that the conditional approximate normalizing flow yields more accurate forecasts and better resource scheduling decisions when forecasting hourly electricity consumption. We expect CANF to work well on other low-dimensional forecasting problems with strong correlations over long time horizons. Future work includes addressing the co-evolution of demand forecasts at correlated locations and applying these methods to more challenging planning problems.
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