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Abstract

Despite their success for semantic segmentation, convolutional neural networks are ill-equipped for incremental learning, i.e., adapting the original segmentation model as new classes are available but the initial training data is not retained. Actually, they are vulnerable to catastrophic forgetting problem. We try to address this issue by “inverting” the trained segmentation network to synthesize input images starting from random noise. To avoid setting detailed pixel-wise segmentation maps as the supervision manually, we propose the SegInversion to synthesize images using the image-level labels. To increase the diversity of synthetic images, the Scale-Aware Aggregation module is integrated into SegInversion for controlling the scale (the number of pixels) of synthetic objects. Along with real images of new classes, the synthesized images will be fed into the distillation-based framework to train the new segmentation model which retains the information about previously learned classes, whilst updating the current model to learn the new ones. The proposed method significantly outperforms other incremental learning methods, and obtains the state-of-the-art performance on the PASCAL VOC 2012 and ADE20K datasets.

1. Introduction

Semantic segmentation, aims at assigning semantic class labels to each pixel in a given image, provides significant impacts on various real-world applications, such as autonomous driving [14], augmented reality [1], etc. Specifically, current state-of-the-art semantic segmentation approaches based on the fully convolutional network (FCN) [23] have made remarkable progress in several ways, e.g., by modeling context information [50, 7, 49, 43, 19], recovering the spatial details [8, 36, 20] or designing stronger networks [46, 42, 34].

However these methods struggle in incrementally learning new tasks whilst preserving good performance on previous ones when new categories are added. Meanwhile, for protecting the data privacy, the requirement for prior training data can be very restrictive in practice. The methods will suffer from a dramatic decrease in performance on old classes when updating the model without the previous training data (including both training images and labels).

Considering the example in Figure 1, a segmentation model is trained for classes background, horse and person in step $t$ and is further trained for classes background, horse, person and plant in step $t+1$ only with the new dataset. In the new dataset, the new class plant is labeled, the others (dashed bars) are labeled as background. After training on the new dataset, the network is expected to segment all four classes. However, the fact is, the network can segments the plant in the image, but may fails to segment the person and horse, which is referred as catastrophic forgetting.

While the problem of incremental learning has been traditionally addressed in object recognition [6, 22, 21] and detection [40], much less attention has been devoted to semantic segmentation [27, 28, 5]. To alleviate the catastrophic forgetting issue of incremental learning in semantic
Semantic segmentation, Michieli et al. [27] utilize knowledge distillation [17] frameworks with new designed distillation losses to preserve previously learned knowledge when learning on new data. However, there are two obstacles remaining. 1) Semantic distribution shift within the background class, as shown in Figure 1, the class plant is labeled as background in step $t$ but is labeled as foreground in step $t+1$. 2) Lack of samples of old classes, as shown in Figure 1, the new dataset does NOT contain samples of the old class person and has a few samples of the old class horse. The distillation will be inefficient if the new images can not activate the response of the “Teacher” model (previous trained model) on the old classes. For the obstacle #1, Cermelli et al. [5] introduce a new objective function to explicitly cope with the evolving semantics of the background class. In this paper, we mainly study the obstacle #2.

In the absence of prior training data, an interesting question arises – can we somehow generate fake training samples for old classes from the already trained segmentation model and use both fake data of old classes and real data of new classes in distillation framework for incremental learning? A lot of methods have attempted to synthesizes images from the trained classification model [45, 29]. The most popular and simple-to-use method is DeepDream [29]. It synthesizes or transforms an input image to yield high output responses for chosen classes in the output layer of a given classification model. For segmentation segmentation, it is difficult to give a preset detailed segmentation map in output layer of segmentation model. Inspired by the Multiple Instance Learning (MIL) based pooling method [33], we introduce a Scale-Aware Aggregation module (SAA) to adaptively pool the segmentation map into the classification scores. This aggregation module will put more weight on pixels which are important for the classification decision. Thus, we could choose classes manually as the supervision instead of setting detailed pixel-wise segmentation maps. Furthermore, the proposed SAA could adjust the scale (the number of pixels) of objects belonging to pre-assumed classes. It could help to generate more diverse fake data. The fake data generation method for segmentation model is named as SegInversion.

After generating fake data, the fake images and real images of new classes will be fed into a distillation-based framework to train a new segmentation model. The fake data can be used to activate response of the “Teacher” model, which makes it efficient for “Student” model to learn knowledge of old classes. The real data can supervise “Student” model to learn knowledge of new classes. The distillation-based framework of incremental learning is named as Half-Real Half-Fake Distillation (HRHF).

To demonstrate the effectiveness of our approach, we conduct elaborate experiments on the challenging PASCAL VOC 2012 [12] and ADE20K [51] datasets. Our approach obtains the state-of-the-art performance under various settings. To summarize, the contributions of this paper are as follows:

- We propose the Half-Real Half-Fake Distillation framework for incremental learning, which use fake data of old classes and real data of new classes simultaneously to update the new segmentation model.

- We propose the SegInversion which uses the previous trained segmentation model with the image-level labels to synthesize fake images. The core of SegInversion is the Scale-Aware Aggregation module which can control the scale (the number of pixels) of synthetic objects.

- Our work outperforms several previous incremental learning methods by a large margin (i.e., up to 35% mIoU on PASCAL VOC 2012) and obtains the state-of-the-art performance on the PASCAL VOC 2012 and ADE20K datasets.

2. Related work

**Semantic Segmentation** The last years have seen a renewal of interest in semantic segmentation. FCN [23] is the first approach to adopt fully convolutional network for semantic segmentation. Current state-of-the-art semantic segmentation approaches based on the fully convolutional network (FCN) [23] have made remarkable progress in several ways, e.g. by modeling context information [50, 7, 49, 43, 19], recovering the spatial details [8, 36, 20] or designing stronger networks [46, 42, 34]. The vast majority of semantic segmentation methods consider a static setting, i.e., the training data for all classes are available before training. There are few works [27, 31, 32, 41, 5] that focus on the problem of incremental learning in semantic segmentation. Ozdemir et al. [31, 32] designed the incremental learning approach for medical image segmentation and adapt a standard image-level classification method [22] to segmentation and devising a strategy to select relevant samples of old datasets for rehearsal. Taras et al. [41] proposed a similar approach for segmenting remote sensing data. Michieli et al. [27] considered incremental learning for semantic segmentation in a particular setting where labels are provided for old classes while learning new ones. Recently, Cermelli et al. [5] proposed a more principled formulation of the incremental learning problem in semantic segmentation and address the problem of modeling the background shift of the semantic segmentation setting. Both [27] and [5] utilize a distillation framework to transform the knowledge of old classes from the previous segmentation network to the new segmentation network, meanwhile update the new model on the data of new classes. Different from [27] and [5], the proposed
method mainly study the problem of lack of samples of old classes during distillation, which is failed to be considered before.

**Incremental Learning** Incrementally learning several tasks with one neural network exhibits the problem of catastrophic forgetting [26]. The problem has been extensively studied for image classification tasks [9, 3, 47]. The works can be grouped into three categories: replay-based [4, 18, 30, 35, 39, 44, 11], regularization-based [10, 6, 21, 22], and parameter isolation-based [24, 25, 38]. In replay-based methods, examples of previous tasks are either stored [4, 18, 35] or generated [30, 39, 44] and then replayed while learning the new task. Parameter isolation-based methods [24, 25, 38] assign a subset of the parameters to each task to prevent forgetting. Regularization-based methods can be divided into prior-focused [6, 21] and data-focused [10, 22].

The methods [27, 5] for incremental learning in semantic segmentation could also be grouped into regularization-based methods. They utilize a knowledge distillation framework to use the output of previous segmentation as the supervision of new segmentation network.

**Image synthesis** The works could be grouped into two categories: Generative adversarial networks (GANs) based [15, 30, 39, 44] and Model Inversion based [13, 29, 45]. Generative adversarial networks (GANs) [15] have been at the forefront of generative image modeling, yielding high-fidelity images. Though adept at capturing the image distribution, training a GAN’s generator requires access to the original data.

Fredrikson et al. [13] propose the model inversion attack to obtain class images from a network through a gradient descent on the input. And its followup DeepDream [29] and DeepInversion [45] further improves image diversity and quality. Despite notable progress on synthesizing images based on classification network, much less attention has been devoted to synthesize images from segmentation network. Because it’s almost impossible to manually generate the 2D segmentation map as the target. The proposed SegInversion with Scale-Aware Aggregation module could make it possible to synthesize images from segmentation network with the image-level labels.

3. Approach

Our Half-Real Half-Fake framework consists of two stages: (i) SegInversion for fake data generation, and (ii) Half-Real Half-Fake Distillation for learning new segmentation model. In this section, we briefly discuss the background and notation, and then introduce the fake data generation and the training of the new segmentation model.

3.1. Problem Definition and Notation

We first introduce the task of incremental learning for semantic segmentation. The incremental learning for semantic segmentation can be defined as the ability of a learning system (e.g., a neural network) to learn the segmentation and the labeling of the new classes without forgetting or deteriorating too much the performance on previously learned ones [27].

The training is realized over multiple phases, called learning steps, and each step $t$ introduces novel categories $C_t$ to be learnt. The labels of new data are donated as
The number of categories to be segmented at step $t$ is donated as $C^t$. We assume that we have trained our network with the parameters $\theta_t$ at step $t$. At learning step $t$ we are also provided with a training set $D^t$ that is used in conjunction to the previous segmentation model $\theta_{t-1}$ to train and update the model $\theta_t$. Following the standard incremental learning settings, the sets of labels $C^t$ at the different learning steps are disjoint, except for the special void/background class.

3.2. Fake Data Generation with SegInversion

Inspired by DeepDream [29] and DeepInversion [45], we proposed the SegInversion to synthesize high-fidelity and high-resolution images. To make it possible to generate fake data using the trained segmentation network with the image-level labels, we introduce the Scale-Aware Aggregation module. This module could adaptively pools the 2D segmentation map into the classification scores.

As shown in Figure 2, given a randomly initialized input $x \in \mathbb{R}^{H \times W \times C}$, $H, W, C$ being the height, width, and number of color channels. The previous trained segmentation model $\theta_{t-1}$ takes the $x$ as input and output the segmentation map $s \in \mathbb{R}^{H_o \times W_o \times C^{t-1}}$, $H_o, W_o$ being the height, width of the output. Considering the objects of some categories have special shapes and contexts, it is too complex to generate an appropriate segmentation map as the 2D target manually. To address this issue, we need a way to aggregate these pixel-level scores into a single image-level classification score $\hat{y} \in \mathbb{R}^{C^{t-1}}$, $C^{t-1}$ is the number of categories in the previous step. Thus, we can use an arbitrary 1D one-hot vector $y \in \mathbb{R}^{C^{t-1}}$ as the target label. The aggregation should drive the network towards appropriate pixel-level assignments, such that it could perform decently on segmentation tasks.

Inspired by LSE pooling [33], we propose the Scale-Aware Aggregation approach to adaptively adjust the number of pixels belonging to the category:

$$\hat{y}^k \equiv \frac{1}{r} \log \left( \frac{1}{H_o W_o} \sum_{i,j} \exp(r \ast s^t_{i,j}) \right) \quad \forall k \in C^{t-1}. \quad (1)$$

The hyper-parameter $r$ controls the object scale belonging to the category: high $r$ values implies having an effect similar to the max aggregation, very low $r$ values will have an effect similar to the score averaging[33]. This means, high $r$ will promote to generate objects with the small scales, while low $r$ will promote to generate objects with the large scales. Different from [33], $r$ could be randomly generated for each category and each input image. The advantage of this aggregation is to increase the diversity of the fake data.

Assuming an $r$ is chosen randomly and the segmentation map is aggregated into the the classification scores $\hat{y}$. The fake image could be synthesized by optimizing,

$$\min_x \ell_{cls}(\hat{y}, y) + R(x). \quad (2)$$

where $\ell_{cls}(\cdot)$ is a classification loss (e.g., cross-entropy), and $R(\cdot)$ is an image regularization term. Following DeepInversion [45], we use an image prior [29] and feature distribution regularization term [45] as $R(\cdot)$. In the optimization step, the learnable parameters of trained segmentation are all fixed and errors between the target and the classification scores $\hat{y}$ are back-propagated to $x$ and update $x$ by the gradients. Then, the updated image will be passed into the network repeatedly until the loss is lower than the preset value.

3.3. Half-Real Half-Fake Distillation for Incremental Learning

To better preserve old knowledge in the pretrained model, we choose the distilling framework which uses the prediction of the old model $\theta_{t-1}$ as the supervision of new segmentation network $\theta_t$. Different from the previous methods, we could use the fake data and real data to drive the distillation framework to update the segmentation network. As shown in Fig. 2, the images of the mini-batch are sampled from the fake data and real data, then the batched images are fed into the previous (old) trained segmentation network and the student (new) segmentation network to produce segmentation map $s^{t-1} \in \mathbb{R}^{H_o \times W_o \times C^{t-1}}$ and $s^t \in \mathbb{R}^{H_o \times W_o \times C^t}$, respectively.

Here, we introduce a distillation loss to preserve old knowledge and a segmentation loss to learn new classes. Following [5], we use Probability Rearrange to solve the semantic distribution shift within the background class. The Probability Rearrange module takes $s^t$ as input and add probabilities of the new classes into the background, then the probabilities of old classes (including background) are selected to produce $\hat{s}^t \in \mathbb{R}^{H_o \times W_o \times C^{t-1}}$. Thus, after probability rearrangement, the adapted $s^t$ has the same shape with $s^{t-1}$. We use the distillation loss to encourage the match of two probability maps. The distillation loss is defined as follow:

$$\ell_{kd}^t = -\frac{1}{H_o W_o} \sum_u \sum_{c \in C^{t-1}} s_{u, c}^{t-1} \log \hat{s}_{u, c}^t. \quad (3)$$

In addition to building a distillation loss using the “soft” probabilities, we also design a segmentation loss on the “hard” index map and segmentation map $s^t$. To obtain complete labels of all classes, the Label Merge module firstly converts the label of new classes into one-hot map, then concatenates the probability map $s^{t-1}$ and the one-hot map, to obtains the index map for all classes by applying argmax function on the concatenated map. Finally, the index map is
converted into the one-hot map $y_{\text{merge}}$. The segmentation loss is defined as follow:

$$
\ell_{\text{seg}}^t = -\frac{1}{H_w W_h} \sum_u y_{u \text{merge}}^t \log s_u^t. 
$$ (4)

In particular, we minimize a loss function of the following form. $\lambda > 0$ is a hyper-parameter balancing the importance of the two terms.

$$
\ell_{\text{all}} = \lambda \ell_{kd} + \ell_{\text{seg}}. 
$$ (5)

4. Experiments

4.1. Experimental setup

We give a comprehensive comparison between our method and the previous state-of-the-art method MiB [5] on commonly used benchmarks for semantic segmentation: PASCAL VOC 2012 [12] and ADE20K [51]. We employ the same experimental setups in both datasets as in MiB [5] and prove that our method achieves new state-of-the-art results. All results are reported as mean Intersection-over-Union (mIoU) in percentage averaged over all the classes. Two more baselines are listed as in MiB [5]: simple fine-tuning (FT) in each step and training on all classes offline (Joint). The latter one can be regarded as an upper bound in performance. Besides, we also list other incremental learning methods for comparison in Table 1 and Table 7 for reference: incremental learning methods like Elastic Weight Consolidation (EWC) [21], Path Integral (PI) [48] and Riemannian Walks (RW) [6], which all employ different strategies to compute the importance of parameters for old classes, and also data-focused methods like Learning without forgetting (LwF) [22], LwF multi-class (LwF-MC) [35] and the segmentation method ILT [27].

4.2. Implementation Details

For semantic segmentation, as in MiB [5], we use the same Deeplab-v3 architecture [7] with a ResNet-101 [16] backbone and output stride of 16. We also use in-place activated batch normalization as proposed in [37] and apply the same data augmentation and training hyper-parameters as in [5].

For fake data generation, we use Adam optimizer as in [2] with learning rate 0.25. The batch size is 16 and the resolution of input noise is 512 x 512. The training step is set to 1000.

The $\lambda$ is set to 1 for balancing the distillation loss and the segmentation loss.

4.3. PASCAL VOC 2012

PASCAL VOC 2012 [12] is one of the widely used benchmarks for semantic segmentation, which has 20 foreground object classes. Following [5, 27, 40], we adopt two experimental settings depending on how images are sampled while building the incremental datasets: disjoint and overlapped. For the first setup, each learning step contains a unique set of images, whose pixels belong to classes seen either in the current or in the previous steps. For the second setup, each learning step contains all the images that have at least one pixel of a novel class, which means that images may now contain classes that will be learned in the future. In both setups for each incremental learning step, there are only labels for novel classes, while other classes are labeled as background in the ground truth. We report results for three different experiments as in [5, 27, 40]: the addition of one class (19-1), five classes all at once (15-5) and five classes sequentially (15-1).

Addition of one class (19-1). In this setting, two learning steps are adopted: learning 19 classes in the first step and the last \textit{tv-monitor} class in the second step. Results are reported in Table 1. Performance with simple fine-tuning drops significantly. Our method surpasses others in performance by a large margin in both disjoint and overlapped setups. To be more specific, our method alleviates the catastrophic forgetting successfully in the second step while keeping a much better performance for the new class and improves 8\% in overall mIoU compared with MiB [5], which has the best performance among previous methods.

Single-step addition of five classes (15-5). In this experiment, 15 classes are observed by model during training in the first step and the last 5 classes (\textit{plant, sheep, sofa, train} and \textit{tv-monitor}) are added simultaneously in the second step. Our method still surpasses all the other methods in all steps and gains 5\% in overall mIoU compared with MiB [5].

Multi-step addition of five classes (15-5). This setting is similar to the previous one except that the last 5 classes are learned sequentially one by one in 5 steps. This is a more difficult task than the last two experiments, and all the methods almost totally failed in this scenario except MiB [5]. Our method further outperforms it by a large margin in both old and new classes. Overall, our method improves the performance in mIoU in this scenario by 24.6\% in disjoint and 34.9\% in overlapped.

4.4. Ablation studies

To verify the rationality of the HRHF, we conduct extensive ablation experiments on the validation set of PASCAL VOC with different settings for HRHF.

The effect of fake data generated by SegInversion To verify the effectiveness of fake data generated by SegInversion,
Table 1. Comparison of mIoU on the PASCAL VOC 2012 dataset with different methods

| Method   | 19-1 Disjoint | 19-1 Overlapped | 15-5 Disjoint | 15-5 Overlapped | 15-1 Disjoint | 15-1 Overlapped |
|----------|---------------|-----------------|---------------|-----------------|---------------|-----------------|
| FT       | 5.8 12.3 6.2  | 6.8 12.9 7.1    | 1.1 33.6 9.2  | 2.1 33.1 9.8   | 0.2 1.8 0.6   | 0.2 1.8 0.6     |
| PI[48]   | 5.4 14.1 5.9  | 7.5 14.0 7.8    | 1.3 34.1 9.5  | 1.6 33.3 9.5   | 0.0 1.8 0.4   | 0.0 1.8 0.5     |
| EWC[21]  | 23.2 16.0 22.9| 26.9 14.0 26.3  | 26.7 37.7 29.4| 24.3 33.5 27.1 | 0.3 4.3 1.3   | 0.3 4.3 1.3     |
| RW[6]    | 19.4 15.7 19.2| 23.3 14.2 22.9  | 17.9 36.9 22.7| 16.6 34.9 21.2 | 0.2 5.4 1.5   | 0.0 5.2 1.3     |
| LwF[22]  | 53.0 9.1 50.8 | 58.4 37.4 53.1  | 58.9 36.6 53.3|                 | 0.8 3.6 1.0   | 1.0 3.9 1.8     |
| LwF-MC[35]| 63.0 13.2 60.5| 67.2 41.2 60.7  | 58.1 35.0 52.3|                 |               |                 |
| ILT[27]  | 69.1 16.4 66.4| 63.6 39.5 73.3  | 66.3 40.6 59.9|                 |               |                 |
| MiB[5]   | 69.6 25.6 67.4| 71.8 43.3 64.7  | 75.5 49.4 69.0|                 |               |                 |
| HRHF     | 76.8 56.3 75.8| 76.6 57.3 75.7  | 76.2 49.2 69.5| 78.9 57.8 73.9  | 72.6 32.2 62.5| 72.4 39.6 64.6  |

Table 2. The effect of fake data generated by SegInversion

| Method | 19-1 15-5 15-1 |
|--------|---------------|
| Baseline | 73.2 32.8 72.2 |
| +Noise  | 70.7 34.6 70.0 |
| HRHF    | 76.8 56.3 75.8 |

Table 3. Comparison of mIoU using different aggregation method

| Method | 1-19 20 all |
|--------|-------------|
| FT     | 5.8 12.3 6.2 |
| MiB    | 69.6 25.6 67.4 |
| AVG    | 75.1 53.2 74.9 |
| MAX    | 74.5 54.9 74.4 |
| SAA    | 76.8 56.3 75.8 |

Table 4. The influence of different $r$ in SAA

| $r$ | 0.5 | 1   | 5   | 10  | 20  | Random |
|-----|-----|-----|-----|-----|-----|--------|
| mIoU| 75.3| 75.0| 74.9| 74.6| 74.5| 75.8   |

Table 5. The effect of the HRHF distillation loss

| Method | 19-1 15-5 15-1 |
|--------|---------------|
| HRHF   | 76.8 56.3 75.8 |
| W/O KD | 71.5 57.8 70.9 |

Table 6. The effect of the proportion of fake data in a mini-batch

| Real:Fake | 19-1 20 all |
|-----------|-------------|
| 1:1       | 76.8 56.3 75.8 |
| 1:2       | 72.7 43.7 71.3 |
| 2:1       | 75.2 57.4 74.3 |

we conducted experiments on PASCAL VOC settings as shown in Table 2. Our HRHF without using fake data is denoted as “Baseline”. “+Noise” means replacing fake data with random noise data in HRHF. Compared with baseline, using random noise only slightly affects the results. The experimental results demonstrate the effectiveness of the fake data generated by SegInversion.

The effect of the SAA To synthesize images by previously trained segmentation network using chosen classes rather than detailed segmentation map, we introduce the Scale-Aware Aggregation approach. To verify the effectiveness of the proposed SAA, we conduct experiments on PASCAL VOC with 19-1 setting. In Table 3, “AVG” denotes using average aggregation method in SegInversion, seen in section 3.2, “MAX” denotes using max aggregation method in SegInversion. “AVG” denotes using the proposed SAA approach. The experimental results demonstrate that the proposed SAA outperforms the other types of aggregation approaches. It is worth noting that the proposed HRHF outperforms the previous state-of-the-art method by a large margin, e.g., MiB [5], even if the average aggregation method or max aggregation method is used.

The effect of the random $r$ in SAA To further prove the effectiveness of the hyper-parameter $r$ in SAA. We explore the influence of $r$ with different values. As shown in Table 4, the results are evaluated on PASCAL VOC 2012 with 19-1 setting. In fake data generation step, a $r$ in SAA is set to {0.5, 1, 5, 10, 20}. “random” donates that the $r$ is randomly chosen from a set {0.5, 1, 5, 10, 20} for each random input. The high $r$ values implies having an effect
Figure 3. The relationship between the $r$ and the scale of the object. The images in first row contains 2 classes: background and train. The images in second row contains 5 classes: background, person, car and bird.

Figure 4. Visualization of several incremental learning methods on PASCAL VOC 2012 validation set. The left column is the input images, the 2nd, 3rd, 4th columns are results of FT, MiB and HRHF respectively. The last column is ground truth.
similar to the max aggregation and the very low values will have an effect similar to the averaging aggregation. The experimental results demonstrate that the results decrease with the increasing of r. And, randomly selecting r could achieve better results than the fixed r. We argue that the r could control the scale of the object and help increase diversity in fake data. As shown in Figure 3, we keep the input noise and model fixed, then set r to different values. With the increasing of r, the scale of object decreases. Meanwhile, we try to choose different number of categories as the target. The visualization shows the conclusion is consistent.

The effect of the HRHF distillation loss. To prove the effectiveness of the proposed distillation framework, we conduct the experiments on PASCAL VOC 2012 with 19-1 setting. The “HRHF” donates the complete distillation framework with the segmentation loss and the distillation loss. “W/O KD” donates HRHF without the distillation loss. As shown in Table 5, the “HRHF” obtains better performance than “W/O KD” on the old classes and overall results under all settings. After several update steps under the 15-1 setting, the “HRHF” also obtains better performance on the new classes. The experimental results demonstrate that the distillation loss could effectively preserve previous knowledge of old classes.

The effect of the proportion of fake data in a mini-batch. It is also important to manage the proportion of fake data in a mini-batch. As shown in Table 6, the experimental results demonstrate HRHF achieves best performance when the ratio of real data to fake data is 1:1.

Visualization results of several incremental learning methods. To get an intuitive understanding of our HRHF, we visualize the results of several incremental learning methods as shown in Figure 4. The experiments are conducted under the 19-1 setting. The tv-monitor is the new class, which is marked in blue color. As we can see, the image in the last row contains a monitor, all incremental learning methods could segment the monitor correctly. However, FT and MiB have the bad performance on the old classes, for example, the plants in the first row, person in the third row are misclassified. The visualization shows the proposed HRHF could not only adapts the old network to the new classes, but also have the good performance on the old classes.

4.5. ADE20K

ADE20K [51] is a large-scale dataset that contains images from 150 classes. Following [5], we use the same setup and create the incremental datasets by splitting the whole dataset into disjoint image sets. In each step it provides annotations only for novel classes while other classes are labeled as background in the ground truth. In Table 7 we report our results which still preserve a good performance in this more difficult benchmark for incremental learning of semantic segmentation.

Single-step addition of 50 classes (100-50). In this experiment, we initially train the network on 100 classes in the first step and add the remaining 50 all at once. MiB has already achieved good performance, especially in step 101-150, our method succeeds to further improve the overall performance by 1.2%.

Multi-step addition of 50 classes (100-10). Similar to the previous experiment, but instead of adding remaining 50 classes in the second step, we add them 10 by 10 in 5 incremental steps. This is a relatively difficult setting, in which almost all methods performs badly except MiB. Our method still outperforms it by 4.3%.

Three steps of 50 classes (50-50). Finally we analyze the performance on three sequential steps of 50 classes. Our method achieves the best result and improves performance by 6.3% in total.

5. Conclusion and future work

We have studied the incremental class learning problem for semantic segmentation, analyzing the realistic scenario where both old images and annotations are not available, leading to the catastrophic forgetting problem. We address this issue by proposing a new Half-Real and Half-Fake distillation framework which uses real data of new
classes and fake data of old classes, effectively learning new classes without deteriorating its ability to recognize old ones. Meanwhile, to generate fake data using the previous trained segmentation model, we proposed SegInversion with a new Scale-Aware aggregation approach to “invert” a trained segmentation network to synthesize class-conditional input images starting from random noise. Experimental Results show that our approach outperforms the other state-of-the-art incremental learning methods.
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