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The problem of infrared divergence of the effective electromagnetic field at finite temperature (T) is revisited. A model of single spatially localized electron interacting with thermal photons is considered in the limit T → 0 using two different regularization schemes. The first is based on the shift i0 → iε of the electron propagator pole in the complex energy plane, and is used to explicitly calculate the effective field in the one-loop approximation. We show that the matrix-valued imaginary part of the electron self-energy can be consistently related to the pole shift, and that the presence of the heat bath leads to appearance of an effective ε ∼ T, thus providing a natural infrared regulator of the theory. We find that the one-loop effective Coulomb field calculated using this ε vanishes. The other scheme combines an infrared momentum cutoff with smearing of the δ-functions in the interaction vertices. We prove that this regularization admits factorization of the infrared contributions in multi-loop diagrams, and sum the corresponding infinite series. The effective electromagnetic field is found to vanish in this case too. An essentially perturbative nature of this result is emphasized and discussed in connection with the long-range expansion of the effective field.
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I. INTRODUCTION

Interpretation of the effective (mean) field calculations is one of the most subtle questions in quantum field theory. It is raised every time one attempts to go beyond the realm of the scattering matrix, and is of vital importance in investigating such issues as the spontaneous symmetry breaking in the Electroweak theory, the quark-gluon plasma effects in quantum Chromodynamics, particle creation and inflation in quantum cosmology etc. In essential, this question consists of the following three apparently unrelated parts: 1) The gauge-dependence problem, i.e., dependence of the effective field on the choice of the auxiliary conditions used to fix gauge invariance, 2) Measurability of the fields, i.e., consistency of the formal field-theoretic predictions with the principal limitations of quantum measurements, and 3) The presence of infrared divergences.

The first two of these particular problems are formidable in Yang-Mills theories, which is why the question of interpretation of the effective field is still far from its resolution there. In quantum electrodynamics, on the contrary, they are relatively simple and amenable to general analysis. In fact, the proof of gauge independence of the effective quantities such as Heisenberg-Euler Lagrangian, the effective (mean) field, etc. is not difficult and has been given in quite general form [1]. Furthermore, measurability of the electromagnetic field was proved in the fundamental works by Bohr and Rosenfeld [2, 3]. In particular, it was argued in [3] that the measuring apparatus can in principle be designed so as to take into account radiative corrections despite the presence of ultraviolet divergences. This consideration was subsequently generalized and carried over to the gravitational interaction in [4].

What remains unsolved, however, is the problem of infrared divergences of the fields produced by elementary particles. Namely, it is known very well that the vertex formfactors of massive field quanta, used in constructing effective fields, are infrared-divergent. In this respect, electromagnetic interaction has many similarities with gravity, in particular, regarding resolution of the infrared catastrophe. Unfortunately, the corresponding proof [5, 6] of cancelation of the infrared divergences in the S-matrix does not apply to the effective fields. In fact, the very statement of the problem in the two cases is quite different. The Bloch-Nordsieck theorem states that infrared divergences in the radiative corrections to the scattering cross sections exactly cancel those due to the emission of real soft photons. At the same time, the latter do not appear in the effective field formalism at all. An opinion can be found in the literature (see, e.g., [7]) that this problem can be overcome by using the effective potential defined via the S-matrix according to [8, 9]. It is known, however, that such definition is highly ambiguous [10]: There are infinitely many potentials which lead to the same S-matrix, and not all of this arbitrariness can be traced to the gauge freedom in the theory. As a result, even to achieve agreement with the classical theory requires introduction of certain prescriptions at each order of the perturbation expansion. Apart from this difficulty, such a definition would not help investigating the issues mentioned at the beginning.

By this reason, the effective field formalism can be applied, strictly speaking, only to the fields produced by classical sources. If, for instance, the mass of a charged particle is sufficiently large, radiative corrections to its interaction with the electromagnetic field can be neglected, thus putting the question about their divergence aside. In fact, assumptions of this kind underlie the classic calculation [11] and its generalizations [12]. However, this limitation...
looks rather unsatisfactory from the theoretical point of view, especially in the light of the positively resolved issue 2) above.

This problem is sharpened at finite temperatures, because the heat-bath effects introduce new low-energy singularities to the photon propagator. These additional singularities are generally believed to worsen infrared properties of the Feynman integrals. Previous investigations of the infrared problem have been aimed mainly at generalizing the Bloch-Nordsieck and Kinoshita-Lee-Nauenberg theorems to nonzero temperatures \[12, 13, 14, 15, 16, 17, 18, 19\]. It should be mentioned in this connection that extending the S-matrix formalism to finite temperatures is itself a nontrivial task. Some general results in this direction were obtained in \[16\], where an S-matrix connecting states with different temperature was constructed. An independent definition of the finite-temperature S-matrix is given in \[17\] where infrared finiteness of the S-matrix is proved in the eikonal approximation. These results were subsequently improved in \[18\]. Though in a different way, cancelation of the lowest-order infrared divergences at finite temperature was earlier demonstrated in \[13\]. However, it was argued later that the infrared divergences treated either way still persist at arbitrary temperatures \[19\]. It is important to stress that all these developments proceed within the conventional approach based on summation of the scattering cross sections over suitable classes of processes. As was already mentioned, their results do not apply to the effective fields.

There is an argument often used in the literature, according to which infrared divergences in the formfactors can be discarded within the long-range expansion of the electromagnetic or gravitational fields. Indeed, it is known that the infrared-divergent contributions considered as functions of the momentum transfer, \( p \) (which is the variable Fourier-conjugated to the distance from the field source), are analytic at \( p = 0 \). Though infinite, such contributions consequently give rise to terms proportional to the Dirac delta-function or its derivatives in the coordinate space.

The divergent part of the effective field thus turns out to be confined to the region of source localization. Yet, this argument cannot be recognized convincing. The point is that such terms appear at every order of the perturbation theory, and each order adds new derivatives acting on the delta-function. Therefore, the question as to locality of the divergent contribution can be settled only after summing the infinite series of differential operators, because the sum of local operators may well turn out to be a nonlocal operator.

Turning back to the infrared problem in the general case, we would like to stress that inclusion of the finite temperature effects into consideration is a question of principle: no matter how small temperature might be, it is never zero exactly, and the question as to whether \( T \approx 0 \) can be replaced by \( T = 0 \) can be answered only by investigating the general nonzero-temperature case. In other words, continuity of this sort, being a necessary physical requirement for the very possibility to neglect the heat-bath effects, is to be proved rather than postulated. It may well turn out that in view of the aforementioned principal inequality \( T \neq 0 \), the notion of the vacuum effective field is to be defined as the limit of its finite-temperature counterpart for \( T \to 0 \). The purpose of the present paper is to examine the infrared problem from this point of view. In this respect, our investigation differs from the standard approach based on the high-temperature expansion, which is commonly used in actual calculations (consideration of the low-temperature case can be found, \( e.g. \), in \[14, 19\]). We restrict ourselves to the electromagnetic interaction because its diagrammatics is much simpler than gravitational, and admits in certain cases partial summation of the perturbation series, which cannot be performed in the presence of self-interaction of the gauge field. We introduce a simplified model for a single spatially-localized charge interacting with the heat-bath photons at equilibrium, which neglects the influence of the photon interactions on their statistical distribution. This simplification is in fact a valid approximation in investigating the infrared problem, because it is the low-energy asymptotic of the photon distribution that is only important in this case, while the radiative corrections to this distribution vanish at zero momentum. This model requires some modification of the diagrammatic rules, which is described in Sec. II. To examine the infrared divergences of the effective electromagnetic field, we use two different regularization schemes. The first, called \( \varepsilon \)-regularization for brevity, consists in the usual finite shift \( i0 \to ic \) of the poles of the electron propagator in the complex energy plane. This regularization is quite natural in view of the fact that the temperature effects lead to appearance of an imaginary part in the electron self-energy, thus providing an effective infrared regulator which replaces \( \varepsilon \) by a quantity \( \sim T \). This scheme is also very convenient in actual calculations as it reveals some important features hidden in other regularizations, such as the cancelation of counterterm contributions to the effective field, considered in Sec. II. However, it does not admit factorization of many-loop infrared contributions, which hinders partial summation of the perturbation series. The other scheme, called \( \lambda \)-regularization in what follows, is based on the introduction of an infrared cutoff, and is described in Sec. \( IV A \). This scheme does admit summation of the infrared contributions similar to that employed in the standard treatment of the infrared catastrophe. This summation is performed in Sec. \( IV B \). The general conclusion drawn in Sec. \( IV \) is that both regularizations suggest vanishing of the effective electromagnetic field calculated using the perturbation theory, thus revealing an essentially non-perturbative nature of the infrared problem. The paper has an Appendix where some technical aspects of our work are discussed on the basis of the Ward identities.
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II. PRELIMINARIES

Consider the electromagnetic field produced by an electron of mass $m$, which is on average at rest and interacts with the virtual as well as real photons in equilibrium at finite temperature $T \ll m$. Neglecting the effects related to the quantum spreading of the electron wavefunction, the field is purely electric, so that it is sufficient to find the effective scalar potential

$$A^\text{eff}_0(x) = N^{-1} \text{Tr} \left( A_0(x) e^{-\beta H_a \varrho} \right), \quad N = \text{Tr} \left( e^{-\beta H_a \varrho} \right), \quad \beta = 1/T. \quad (1)$$

Here $A_0(x)$ is the Heisenberg picture operator of the scalar potential, $H_a$ the Hamiltonian of free photons, $\varrho$ the electron density matrix, and the trace is over all photon states as well as the single electron states. The matrix $\varrho$ is assumed to describe a non-thermalized state, viz. a state in which the electron is spatially localized. Having chosen $H_a$ to be the free photon Hamiltonian we thereby omit corrections to the photon distribution due to their interactions. It is readily seen that within the one-loop approximation, these interactions do not change the effective field indeed. In fact, in investigating the infrared divergence problem at higher orders they can be neglected as well. This is because in this case, it is the low-energy asymptotic of the photon distribution that only matters, while the radiative corrections to the photon Green functions vanish at zero momentum to all orders. Also, the electron Hamiltonian might have been added to the exponent in Eq. (1). However, since there is only one nonrelativistic electron, and $T \ll m$, its contribution can be easily shown to factorize and cancel the corresponding contribution to the normalization factor $N$, leaving the value of the effective field unchanged.

To evaluate the right hand side of Eq. (1), we shall use the general framework of the real time approach [20]. Since there is only one charged particle present which is not in thermal equilibrium with the photon bath, the standard finite-temperature-field-theory techniques are not directly applicable to the calculation of $A^\text{eff}_0$. The relevant extension of the real time formulation can be obtained as follows. According to the Schwinger-Keldysh method [21, 22], the expectation value (1) can be written as

$$A^\text{eff}_0(x) = N^{-1} \text{Tr} \left( T_c \left[ \exp \left( \int_C d^4 x L_I(x) \right) A_0(x) \right]_{in} e^{-\beta H_a \varrho} \right), \quad (2)$$

where $L_I$ is the interaction Lagrangian, and the $x^\mu$-integration is along the contour $C = C_1 \cup C_2$ in the complex time plane, shown in Fig. 1(a). The subscript $in$ indicates that the operators are taken in the interaction picture; $T_c$ is the usual ordering along the contour $C$. Concerning the choice of the time contour, the following circumstance must be mentioned from the outset. It is a common procedure of the real time techniques that the factor $e^{-\beta H}$, with $H$ the full Hamiltonian, is promoted into a integral along the interval $[t_i, t_i - i\beta]$ in the complex time plane, followed by a contour deformation shown in Fig. 1(b). Taking the limit $t_i \to -\infty, t_f \to \infty$ then allows one to get rid of the contributions of the contour segments $C_3$ or $C_4$. This procedure presupposes eventual factorization of such contributions, resulting from the vanishing of the two-point Green functions having one argument on $C_3$ or $C_4$ and the other on $C_1$ or $C_2$. It is known, however, that in theories containing massless particles, this transformation is jeopardized by the infrared singularities [20]. It turns out that the model we consider is the case where the trick with the contour deformation is not legitimate. Specifically, an explicit calculation shows that the one-loop diagrams involving the Green functions which connect $C_{1,2}$ with $C_3$ actually do not vanish. In particular, omitting them makes the effective electromagnetic field complex-valued. On the other hand, the replacement of $H$ by the free photon Hamiltonian makes it unnecessary to follow the above-mentioned procedure. Thus, to avoid the complications associated with the contour deformations, we adhere to the original Schwinger-Keldysh formulation.

Perturbation expansion of the right hand side of Eq. (2) leads to the sum of terms of the form

$$\int d^4 y \int d^4 y' \ldots \text{Tr} \left[ A_0(x) A_\mu(y) A_\nu(y') \ldots \right]$$

$$\times \text{Tr} \left( T_c[ \bar{\psi}(y) \gamma^\mu \psi(y) \vdots \bar{\psi}(y') \gamma^\nu \psi(y') \vdots \ldots ] \right). \quad (3)$$

Hereon all the field operators are taken in the interaction picture, and the subscript $in$ is omitted. As usual, the particle propagators acquire $2 \times 2$ matrix structure as the result of $T_c$-ordering. By virtue of the Wick theorem, the first factor in the above expression is represented as the sum of products of various finite-temperature photon two-point functions, while the second a similar sum constructed from the vacuum Green functions for the electron-positron.

---

1 We use relativistic units $\hbar = c = 1$. Also, the Minkowski metric is $\eta_{\mu \nu} = \text{diag}\{+1, -1, -1, -1\}$. 
FIG. 1: (a) Integration contour used in Eq. (2). (b) The contours commonly used in the real-time techniques, parameterized by $\sigma \in (0, 1)$. The limit $t_i \to -\infty, t_f \to \infty$ is understood.

field, and the single factor $\text{Tr} (\bar{\psi}(y') \psi(y''))$. Each propagator bears indices 1 or 2 assigned to its ends, according to whether the end belongs to the contour branch $C_1$ or $C_2$, and connects vertices of the corresponding type, with an extra minus sign for each 2-type vertex. The observation point $x$ is assigned index 1. In momentum space, the matrix photon propagator in the Feynman gauge reads

$$D_{\mu\nu}(k) = \eta_{\mu\nu} D^{ij}(k),$$

where

$$D^{(11)}(k) = -\tilde{D}_{(22)}(k) = \left[ \frac{1}{k^2 + i\delta(k^2)} \right],$$

$$D^{(21)}(k) = -2\pi i \left[ \theta(k_0) + n(k) \right] \delta(k^2),$$

$$D^{(12)}(k) = -2\pi i \left[ \theta(-k_0) + n(k) \right] \delta(k^2),$$

while the electron matrix propagator $D_{e}(k)$ has the elements

$$D_{e}^{(11)}(k) = -\tilde{D}_{e}^{(22)}(k) = \frac{\bar{k} + m}{m^2 - k^2 - i\delta},$$

$$D_{e}^{(21)}(k) = 2\pi i \delta(k^2 - m^2) \theta(k_0)(\bar{k} + m),$$

$$D_{e}^{(12)}(k) = -2\pi i \delta(k^2 - m^2) \theta(-k_0)(\bar{k} + m),$$

where the tilde symbolizes the special operation of complex conjugation which treats the $\gamma$-matrices as real quantities: $\tilde{\gamma} = \gamma$. It will be convenient to represent $D_{e}(k)$ in the form

$$D_{e}(k) = M(k) \left( \begin{array}{cc} D_F & 0 \\ 0 & -\tilde{D}_F \end{array} \right) M(k), \quad D_F(k) = \frac{1}{m^2 - k^2 - i\delta},$$

$$M(k) = \left( \begin{array}{cc} 1 & \theta(k_0) \\ \theta(-k_0) & 1 \end{array} \right),$$

which is established directly using Eqs. (4)–(6).

III. ONE-LOOP CONTRIBUTION TO THE EFFECTIVE FIELD

A. $\epsilon$-regularization

Infrared singularities in the electromagnetic formfactors and self-energy contributions to the effective field, as well as ultraviolet divergences require introduction of intermediate regularization. The simplest and very convenient choice we make in order to investigate the effective field in the one-loop approximation is the usual finite shift of the electron propagator poles in the complex $k^0$-plane. Namely, we replace the function $D_F(k)$ in Eq. (7) by

$$D_F(k) = \frac{1}{m^2 - k^2 - i\varepsilon}, \quad \varepsilon > 0$$
(similar regularization of the photon propagator is unnecessary). Accordingly, the $\delta$-function appearing in the electron propagator is regularized as

$$2\pi i \delta(k^2 - m^2) \to \frac{1}{m^2 - k^2 - i\varepsilon} - \frac{1}{m^2 - k^2 + i\varepsilon}.$$ 

Obviously, $\varepsilon$ plays the role of infrared regulator, and for brevity, we call this scheme $\varepsilon$-regularization in what follows. In fact, the introduction of $\varepsilon$-regulator is necessary in the real-time formulation of thermal field theory in order to correctly treat the products of singular functions appearing in the Feynman diagrams. As we shall see, it helps revealing some nontrivial features of the one-loop contribution to the effective field, which are hidden in other regularizations.

To make the $\varepsilon$-regularization physically meaningful, one should impose some restriction on the value of $\varepsilon$ with respect to the physical parameters of the theory. Since $\varepsilon$ has dimension $[mass]^2$, such a restriction should be smallness of $\varepsilon$ in comparison with some quadratic combination of $T$ and $m$. We assume throughout that $\varepsilon$ satisfies

$$\varepsilon \ll mT.$$ 

It will be seen below that this condition appears naturally in the theory. In addition to that, we introduce a momentum threshold, $\Lambda$, separating the infrared effects. It satisfies $T \ll \Lambda \ll m$, and identifies the photons with $k < \Lambda$ as “soft.”

The bispinor amplitudes and the momentum-space density matrix are normalized on unity:

$$\bar{u}_\sigma u_\sigma = 1, \quad \sum_\sigma (2\pi)^3 \tilde{\varrho}_{\sigma\sigma}(q, q) = 1.$$ 

It is easily verified that in the tree approximation,

$$J(p, q) = -e\gamma^0.$$ 

The one-loop diagrams representing $A^\text{eff}_0$ are shown in Figs. 2–4.

![FIG. 2: Vertex contribution to the effective field.](image)

It is not difficult to see that the diagrams (c) and (d) in Fig. 2 are irrelevant. This is because they involve the function $D_k^{(12)}(q - k) \sim \theta(k_0 - q_0)$, and therefore do not contribute at small loop momenta. By this reason, diagrams involving this function are omitted in Figs. 3, 4. Less trivial is the fact that the counterterm diagrams do not contribute either (the procedure of introducing temperature-dependent counterterms is discussed in detail e.g., in [25, 26]). For the proof, we note that the vertices in Fig. 4 generated by the counterterm Lagrangian, are contracted with the
bispinor amplitudes on the mass shell. Therefore, the corresponding vertex factor is proportional to the unit matrix. Denoting \( l_c \) the proportionality coefficient, we find for the sum of diagrams in Fig. 4
\[
J_{(4)}(p,q) = i e l_c \left[ \frac{\sl{q} + \sl{p} + m}{-i\varepsilon} \gamma^0 - (\sl{q} + \sl{p} + m) \left( \frac{1}{-i\varepsilon} - \frac{1}{i\varepsilon} \right) \gamma^0 + \gamma^0 \frac{\sl{q} + \sl{p} + m}{-i\varepsilon} \right] = 0, \tag{11}
\]
since \((\sl{q} + \sl{p})\gamma^0 \rightarrow m\gamma^0, \gamma^0 \sl{q} \rightarrow m\gamma^0\) upon contraction with \( \bar{u}, u \) on the mass shell. We can interpret this fact by saying that when calculating the effective field, the usual renormalization prescriptions for the electron propagator can be assumed fulfilled automatically. Thus, only diagrams in Fig. 2(a), 2(b) and Fig. 3(a)–3(d) remain to be considered.

Our primary aim below is to extract the small loop-momentum parts of the above diagrams, and to show that the one-loop contribution to the effective field is infrared-finite. In doing this, we consider arbitrarily small but finite temperatures, and calculate asymptotics of the diagrams as \( T \rightarrow 0 \). The calculation reveals two types of infrared-divergent terms in these asymptotics. Their leading at \( T \rightarrow 0 \) terms are proportional to \( \ln(\beta\varepsilon) \), while the subleading ones are linear in temperature. It turns out that the singular part \( \ln \varepsilon \) of the former exactly cancels the corresponding vacuum contribution, so that the finite remainder proportional to \( \ln \beta \) determines the low-temperature behavior of the vertex and the electron self-energy contributions to the effective field. The role of the other terms is different. The point is that the linear in \( T \) contribution to the electron self-energy contains an imaginary part, and acts as a natural infrared regulator of the theory. In other words, taking into account the subleading terms is equivalent to replacing \( \varepsilon \rightarrow \text{const} \cdot T \). It turns out that this gives rise to some finite temperature-independent terms in the vertex formfactor which exactly cancel the tree contribution.

B. Electron self-energy contribution

To begin with, let us show that the one-loop contribution to the normalization factor \( N \) vanishes. This is conveniently done using the following representation for the matrix electron self-energy
\[
\Sigma(q) = M^{-1}(q) \begin{pmatrix} \Sigma_F & 0 \\ 0 & -\Sigma_F \end{pmatrix} M^{-1}(q) = \begin{pmatrix} \Sigma_F & 0 \\ -\theta(q_0)(\Sigma_F - \tilde{\Sigma}_F) & -\Sigma_F \end{pmatrix}, \tag{12}
\]
where $M$ is defined in Eq. (7), and $\Sigma_F \equiv \Sigma^{(11)}(q)$. It must be mentioned that this representation is generally valid only in the limit $\varepsilon \to 0$. This is because its derivation is based on the identity $\mathcal{D}_e^{(11)} + \mathcal{D}_e^{(22)} = \mathcal{D}_e^{(12)} + \mathcal{D}_e^{(21)}$ for the exact electron propagator, which is a direct consequence of the time-ordering prescription, and hence, is affected by the $\varepsilon$-regularization. However, explicit calculations show that it holds true also for the leading terms we are interested in, and so we use Eq. (12) below to render the formulas more compact. The one-loop contribution to $\mathcal{N}$, shown in Fig. 5 reads

$$
\mathcal{N}^{\text{loop}} = \sum_{\sigma,\sigma'} \int \frac{d^3q}{(2\pi)^3} \theta_{\sigma \sigma'}(q,q) \tilde{u}_\sigma(q) \left( \Sigma^{(11)}(q) + \Sigma^{(21)}(q) + \Sigma^{(22)}(q) \right) u_\sigma(q).
$$

Using Eq. (12) shows immediately that the integrand is zero identically (in this case, the $\varepsilon$-regularization is unnecessary).

Moreover, it turns out that the real Lorentz-invariant parts of the electron self-energy (reality being understood in the sense of the operation $\overline{\cdot}$) also cancel upon substitution to the effective field. To see this, let us write down the contributions of diagrams in Fig. 3 to the function $J(p,q)$

$$
J_{(3a)} = i e \Sigma_F(q+p) \frac{1}{\varepsilon}(\not{q} + \not{p} + m)\gamma^0
$$

$$
J_{(3b)} = -i e \Sigma_F(q+p) \frac{2}{\varepsilon}(\not{q} + \not{p} + m)\gamma^0
$$

$$
J_{(3c)} = i e \left( \tilde{\Sigma}_F(q+p) - \Sigma_F(q+p) \right) \frac{1}{\varepsilon}(\not{q} + \not{p} + m)\gamma^0
$$

$$
J_{(3d)} = i e \gamma^0(\not{q} + \not{m}) \frac{1}{\varepsilon}\Sigma_F(q).
$$

Recalling that these expressions are sandwiched between bispinor amplitudes, we may replace $\not{q} + \not{p} \to m$ in the first three of these expressions, and $\not{q} \to m$ in the last one. Taking into account also the mass-shell conditions $q^2 = (q+p)^2 = m^2$, we conclude that the Lorentz-invariant part of their sum involves only the difference $\tilde{\Sigma}_F - \Sigma_F$. It follows that the vacuum contribution is $O(\varepsilon)$, since it is Lorentz-invariant and real for $\varepsilon = 0$.

The explicit expression for $\Sigma_F$ at the one-loop level reads

$$
\Sigma_F(q) = i e^2 \int \frac{d^4k}{(2\pi)^4} \frac{\gamma^\mu(\not{q} + \not{k} + m)\gamma^\mu}{m^2 - (q-k)^2 - i\varepsilon} \left[ \frac{1}{k^2 + i0} - 2\pi i n(k) \delta(k^2) \right].
$$

In view of what was just said, the ultraviolet divergence of $\Sigma_F$ is of no importance for the present computation. Furthermore, since its imaginary part comes from integration over small $k$, we may cut the integral at $k = \Lambda \gg T$. As $T$ is arbitrarily small, $\Lambda$ can be taken small enough to neglect $\not{k}$ in the numerator as well as $k^2$ in the denominator. Then the vacuum contribution (corresponding to the first term in the square brackets) takes the form [we have to retain the $O(1/\varepsilon)$-terms because they are combined with the mass-shell electron propagators in Fig. 3 which are $O(1/\varepsilon)$]

$$
\Sigma^{\text{vac}}_F(q) = -i e^2(2m - \not{q}) \int_{0}^{\Lambda} \frac{d^4k}{(2\pi)^4} \frac{1}{2kq + i\varepsilon} \frac{1}{k^2 + i0} + \cdots
$$

$$
= \frac{e^2}{2\pi^2}(2m - \not{q}) \int \frac{d\Omega}{4\pi} \frac{kd\kappa}{2\kappa a - i\varepsilon} + \cdots = -i \frac{e^2}{8\pi^2}(2m - \not{q}) \frac{\varepsilon}{m^2} \ln \frac{\varepsilon}{m^2} + \cdots,
$$

where $a = \hat{k}q$, $k_0 = |\hat{k}| = 1$, $\int d\Omega$ is the integration over directions of $\hat{k}$, and “...” stands for real terms, or terms of higher order in $T, \varepsilon$.

To find the heat-bath contribution, let us use the condition (8) to introduce an auxiliary intermediate scale $\Lambda$ such

![Diagram](image-url)

**FIG. 5:** One-loop contribution to the normalization factor $\mathcal{N}$. 

---
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that $\varepsilon/m \ll \lambda \ll T$. Then the loop integral can be evaluated as

$$\Sigma^\text{heat}_F(q) = \frac{e^2}{2\pi^2} (2m - \gamma) \int \frac{d\Omega}{4\pi} \int_0^\infty d\kappa \kappa \left( \frac{1}{2\kappa\alpha - i\varepsilon} - \frac{1}{2\kappa\alpha + i\varepsilon} \right)$$

$$= \frac{e^2}{2\pi^2} (2m - \gamma) \int \frac{d\Omega}{4\pi} \left[ \int_0^\lambda d\kappa \left( \frac{1}{\beta} - \frac{1}{2} \right) \left( \frac{1}{2\kappa\alpha - i\varepsilon} - \frac{1}{2\kappa\alpha + i\varepsilon} \right) + \frac{i\varepsilon}{2a^2} \int_0^\lambda \frac{n(\kappa)}{\kappa} d\kappa \right] + \cdots$$

$$= \frac{i e^2}{8\pi^2} (2m - \gamma) \left[ \frac{\varepsilon}{m^2} \ln(\beta m) + \frac{2\pi}{\beta} (a^{-1}) \right] + \cdots,$$

Adding the two contributions yields

$$\Sigma_F(q) = \frac{i e^2}{8\pi^2} (2m - \gamma) \left[ \frac{\varepsilon}{m^2} \ln(\beta m) + \frac{2\pi}{\beta m} \right] + \cdots,$$

where the angular brackets denote averaging over directions of the 3-momentum,

$$\langle f \rangle = \int \frac{d\Omega}{4\pi} f.$$

Using the condition $|q| \ll m$, this expression can be further simplified to

$$\Sigma_F(q) = \frac{i e^2}{8\pi^2} (2m - \gamma) \left[ \frac{\varepsilon}{m^2} \ln(\beta m) + \frac{2\pi}{\beta m} \right] + \cdots, \quad (18)$$

which will be sufficient for our purposes below. We note, first of all, that the heat-bath contribution proportional to $\ln \varepsilon$ cancels that of the vacuum part. This fact allows us to use $\Sigma_F$ to construct a function of $\varepsilon$, regular in a vicinity of $\varepsilon = 0$. Indeed, $\Sigma_F$ was defined initially for $\varepsilon > 0$, and the found cancelation of logarithmic singularities means that it can be continued analytically to the region $\varepsilon \leq 0$, and that this continuation is unique. Let us denote it $\Sigma_F^{(+)}(q,\varepsilon)$. We need this continuation because Eq. (13) shows that at finite temperature, the electron mass acquires an imaginary part $\simeq \alpha T$ ($\alpha = e^2/4\pi$ is the fine structure constant), and this part is positive. This means in turn that its mass squared becomes $m^2 + iE$, where $m$ is the (renormalized) vacuum mass, and $E \sim \alpha m T$. In other words, the finite-temperature effects introduce natural infrared regulator $E$, replacing in effect $\varepsilon \rightarrow \varepsilon - E$, so that removal of the infrared regularization is now to be understood as $\varepsilon \rightarrow -E$ in the analytically continued functions.

Specifically, the electron self-energy becomes in this limit $\Sigma_F^{(+)}(q, -E)$, while the mass-shell electron propagator, $(q + m)/(iE)$.

In order to determine the precise value of $E$, we have to relate the matrix-valued imaginary part of the electron self-energy to the scalar shift of the propagator pole. Since a change of $E$ changes the electron self-energy, which in turn affects $E$ itself, one has to use Eq. (13) to find the fixed point for $E$, i.e., the value which upon replacing $\varepsilon \rightarrow -E$ in the electron propagator would give the same $E$ as read off from the electron self-energy calculated using this propagator. Let us write, for brevity, $\text{Im} \Sigma_F(q) = i\sigma_1 \gamma + i\sigma_2 m$, where $\sigma_{1,2} = O(\alpha)$ are real quantities whose explicit expressions can be found by replacing $\varepsilon \rightarrow -E$ in Eq. (13). Using the fact that $\text{Re} \Sigma_F(q)$ vanishes on the mass shell (this condition is satisfied automatically, Cf. Sec. (11A)), we have for the electron propagator near its pole

$$\frac{1}{m - \gamma + \Sigma_F(q)} = \frac{q + m + im\sigma_2 - i\gamma \sigma_1}{m^2 - q^2 + 2i(q^2\sigma_1 + m^2\sigma_2) + q^2\sigma_1^2 - m^2\sigma_2^2}.$$

Since the leading terms in $\sigma_{1,2}$ are $O(\alpha)$, and do not contain $\ln(\beta m)$, within the accuracy of our calculation this expression reduces on the mass shell ($q^2 = m^2$) to

$$\frac{q + m}{2im^2(\sigma_1 + \sigma_2)}.$$

---

2 The fact that the mass eigenvalues in thermal field theory can have positive as well as negative imaginary part was emphasized in [24, 25].
On the other hand, according to the definition of $E$, the mass-shell electron propagator is

$$
\frac{q + m}{iE}.
$$

Comparison of the two formulas yields $E = 2m^2(\sigma_1 + \sigma_2)$, or, using Eq. (18),

$$
E = \frac{e^2m^2}{4\pi^2} \left[ -\frac{E}{m^2} \ln(\beta m) + \frac{2\pi}{\beta m} \right] .
$$

Thus, we find

$$
E = \frac{e^2m}{2\pi\beta} \left( 1 + \frac{e^2}{4\pi^2} \ln(\beta m) \right)^{-1} .
$$

(19)

It should be emphasized that the temperature in this calculation does not have to satisfy $e^2 \ln(\beta m) \ll 1$, so that Eq. (19) is valid for all $T$ down to zero. Finally, using this result in the sum of the four contributions (13) – (16), we arrive at the following expression for the electron self-energy contribution to the function $J(p, q)$

$$
J_{(3)}(p, q) = e\gamma \frac{4m}{E} \ln \Sigma_{(+)} = 2e\gamma^0 .
$$

Because of the mixing of orders caused by $E = O(e^2)$ in the denominator, this contribution turns out to be a first-order quantity.

C. Vertex contribution and nullification of the one-loop Coulomb potential

At last, let us consider diagrams in Fig. 2. To extract the leading term as $T \to 0$, we again introduce the cutoff $\Lambda$, and replace $m^2 - (q - k)^2 \to 2kq$ in the mass-shell electron propagators. Performing the standard $\gamma$-matrix algebra with the help of the formula $(q + m)\gamma^\mu u_\sigma(q) = 2q^\mu u_\sigma(q)$, one then finds that the infrared contribution of diagrams (a), (b) in Fig. 2 is contained in the expression

$$
J_{(2)} = 4ie^3\gamma^0(m^2 - p^2/2) \int \frac{d^4k}{(2\pi)^4} \left[ \frac{1}{k^2 + i0} \frac{1}{2kq + i\epsilon} \frac{1}{2k(q+p) + i\epsilon} \right. 
$$

$$
- \frac{1}{2kq - i\epsilon} \frac{2\pi i\delta(k^2)}{2kq + i\epsilon} + 2\pi i\delta(k^2) \left. \theta(k_0) \right] \left( \frac{1}{2k(q+p) - i\epsilon} - \frac{1}{2k(q+p) + i\epsilon} \right) .
$$

Integration over $k_0$ yields

$$
J_{(2)} = \frac{e^3\gamma^0}{2\pi^2}(m^2 - p^2) \int \frac{d\Omega}{4\pi} \int_0^\Lambda dk \kappa \left[ \frac{1}{2ka - i\epsilon} \frac{1}{2ka + i\epsilon} + \frac{2n(k)}{2ka - i\epsilon} \kappa + \frac{1}{2ka + i\epsilon} \kappa \right] ,
$$

(20)

where $b = \tilde{k}(q + p)$. It is seen from this expression that in the formal limit $T \to 0$, the second term in the integrand vanishes (because $n(k) \to 0$), leaving us with the vacuum contribution given by the first term. However, this reasoning is not actually legitimate since it is drawn from consideration of the integrals which diverge for $\epsilon \to 0$. Taking the limit $T \to 0$ keeping $\epsilon$ fixed is indeed only formal as it violates condition [3]. At the same time, it was shown in the preceding section that the finite-temperature effects introduce natural scale for $\epsilon$, namely, $E \sim \alpha m T$, and this value automatically satisfies [3], because $\alpha \ll 1$. Under this condition, the $\kappa$-integral can be written, using the auxiliary intermediate scale $\lambda$,

$$
\int_0^\Lambda dk \kappa \left[ \frac{1}{2ka - i\epsilon} \frac{1}{2ka + i\epsilon} + \left( \frac{2}{\beta k} - 1 \right) \frac{1}{2ka - i\epsilon} \frac{1}{2ka + i\epsilon} + \frac{1}{4ab} \left( \int_\lambda^\infty \frac{dk}{\kappa} + \int_\lambda^\infty \frac{2dk}{\kappa(e^{\beta k} - 1)} \right) .
$$

We see that the logarithmic singularity of the vacuum contribution is exactly canceled by the temperature-independent term coming from the expansion $n(k) = 1/(\beta k) - 1/2 + O(\beta k)$. The other integrals are evaluated with the help of the
formulas

\[ \int_0^\lambda \frac{dk}{2\kappa a - i\varepsilon} \frac{1}{2\varepsilon} = \frac{\pi}{2(\varepsilon (a+b) - \frac{1}{4\lambda ab})} \]

(19)

(\varepsilon \text{ is the Euler constant}). It remains to set \( \varepsilon = -E \), and use the formula (19). To this end, it is to be noted that although no restriction on the momentum transfer, \( p \), is imposed a priori, the fact that Eq. (19) was derived under the condition \( |q| \ll m \) implies that \( p \) also must satisfy \( |p| \ll m \). Then \( b = a = m \), and the leading terms in the vertex contribution to \( J(p, q) \) take the form

\[ J(2)(p, q) = \frac{e^3\gamma_0}{8\pi^2} (2m^2 - p^2) \ln(\beta m) ((ab)^{-1} \]

\[ -e\gamma_0 m \left( 2 - \frac{p^2}{m^2} \right) ((a + b)^{-1}) \left( 1 + \frac{e^2}{4\pi^2} \ln(\beta m) \right) = -e\gamma_0. \]

Using the obtained results, it is easy to demonstrate nullification of the Coulomb field of a localized charge. The condition \( |p| \ll m \) means that the electric field is measured far enough from the charge. More precisely, if the electron is localized near \( x_0 \), then the distance between this point and the point of observation, \( r = |x - x_0| \gg 1/m \). Adding the vertex and self-energy contributions gives \( J(2) + J(3) = e\gamma_0 \). It follows that the one-loop contribution to the function \( J(p, q) \) exactly cancels the tree value (10), so that

\[ A^\text{eff}_0(x) = 0 \quad \text{for} \quad r \gg 1/m. \]

Thus, independently of the particular choice of the electron density matrix, the leading long-range term of its electric potential – the Coulomb field – vanishes upon account of the one-loop radiative contributions.

This analysis can be extended to higher orders. For instance, it is not difficult to see that two-loop diagrams contain terms proportional to \((T/\varepsilon)^2\), and therefore, contribute \( O(\varepsilon) \)-terms to the effective potential. In particular, they modify the quantity \( E \), which in turn changes the structure of the \( O(\varepsilon^3) \)-terms found at the one-loop level, etc.

Unfortunately, \( \varepsilon \)-regularization does not allow extension of the above result to all orders, because the mixing of orders in the coupling constant obscures the structure of the perturbation series.

### IV. HIGHER-LOOP CONTRIBUTIONS TO THE EFFECTIVE FIELD

#### A. \( \lambda \)-regularization

In addition to mixing the perturbation series, the \( \varepsilon \)-regularization has the drawback that it breaks the usual factorization of many-loop infrared contributions (see Sec. IV.B below). To investigate their structure, we shall now introduce a regularization that does not lead to mixing of various orders of the perturbative expansion, and allows direct summation of the divergent contributions.

First of all, we introduce the usual infrared cutoff \( \lambda_0 \ll T \), so that all loop momenta are now restricted to the interval \( \lambda_0 < k < \Lambda \). Still, this cutoff is insufficient for the purpose of regularizing diagrams with the self-energy insertions. In order to make these and the corresponding counterterm diagrams meaningful, it is necessary to regularize the mass-shell propagators (see Figs. 3, 4). Leaving the mass shell does not help in this respect, as it precludes factorization of the infrared contributions. By this reason, we introduce the following smearing of the Dirac delta-functions expressing conservation of the 4-momentum in the interaction vertices

\[ \delta^4(q_1 + k - q_2) \to \Delta_\lambda(q_1 + k - q_2), \]

where \( \Delta_\lambda(w) \) satisfies

\[ \int d^4w \Delta_\lambda(w) = 1, \quad \Delta_\lambda(w) = \Delta_\lambda(-w), \]

\[ \Delta_\lambda(w \neq 0) \to 0 \quad \text{as} \quad \lambda \to 0. \]
A convenient choice is
\[ \Delta_\lambda(w) = \frac{1}{\pi^2 \lambda^4} \exp \left( -\frac{w^2 + w^2}{\lambda^2} \right). \] (27)

It will be assumed in what follows that the parameter \( \lambda \) characterizing the width of the smeared delta-function satisfies \( \lambda \ll \lambda_0 \). We shall also use the following notation
\[ \Delta_\lambda^*(w) = \frac{1}{16} \int d^4 \xi \Delta_\lambda \left( \frac{w - \xi}{2} \right) \Delta_\lambda \left( \frac{w + \xi}{2} \right). \] (28)

Next, to ensure convergence of the effective field in the limit \( \lambda \to 0 \), we have to introduce counterterms into Lagrangian. To be specific, let us consider diagrams of the type shown in Fig. 6(a). The external line with the self-energy insertion contributes a factor
\[ -\frac{1}{A^2} d^4 \frac{1}{\omega_1 + \omega_2} + i0 (\slashed{q} + \omega_1 + \omega_2 + m) \Sigma^{(11)}(q + \omega_1) \]
\[ = -\frac{1}{A^2} d^4 \frac{1}{2q \omega + i0} (\slashed{q} + \psi + m) \left[ \Sigma^{(11)}(q) + O(\lambda) \right]. \] (29)

Here the quantity \( \Sigma^{(11)}(q) \) is taken on the mass shell. The renormalization prescription that the propagator poles be at the physical mass requires vanishing of this quantity, which can be met by introducing a counterterm. The above expression shows that the delta-functions appearing in the two-point counterterm vertices are to be regularized as
\[ \delta^4(q_1 - q_2) \to \Delta_\lambda^*(q_1 - q_2). \] (30)

Then the counterterm diagram shown in Fig. 6(b) reads
\[ \int d^4 w \Delta_\lambda^*(w) \frac{1}{2qw + i0} (\slashed{q} + \psi + m) \Sigma^{(11)}(q). \] (31)

The remaining contribution coming from integration of the \( O(\lambda) \)-term in Eq. (29) will be taken care of below when summing all infrared many-loop contributions. It is worth noting that in the limit \( p \to 0 \), the counterterm contributions to the effective field cancel each other, just as in the case of \( \varepsilon \)-regularization. This can be verified directly repeating the calculation of Sec. III [Cf. Eq. (11)]. However, this property is violated at finite \( p \) by the Lorentz-noninvariant integration in Eq. (31).

**B. Factorization of infrared contributions**

Now that the finite-momenta contributions to the electron self-energy have been canceled by counterterms as discussed in the preceding section, it remains to take into account contributions of small virtual photon momenta. The general structure of diagrams to be considered is shown on Fig. 7. In terms of the function \( J(p, q) \), the sum of all such diagrams can be written as a series
\[ J(p, q) = -e \gamma^0 I_\Lambda(p, q) \sum_{N=0}^{\infty} (e^2)^N I_N(p, q, \Lambda), \] (32)
where the factor $I_\Lambda(p, q)$ corresponds to photons with momenta $k > \Lambda$. Let us first show that the $\varepsilon$-regularization does not admit the usual factorization of infrared contributions. $I_N$ has the following general form

$$ I_N(p, q, \Lambda) = \frac{1}{i^N} \sum_{n_i=0}^{N-n_f} \sum_{n_f=0}^{N-n_i} \int \frac{d^4k_i}{(2\pi)^4} \frac{d^4k_{n_0}}{(2\pi)^4} m^{2(n_i+n_f)} (m^2 - p^2/2)^n D^{(11)}(k_1) \cdots D^{(11)}(k_{n_0}) $$
$$ \times \frac{F_{n_i}^{n_0}(q, k_1, \ldots, k_{n_0}) F_{n_f}^{n_0}(q+p, k_1, \ldots, k_{n_0})}{n_i!n_f!n_0!}, $$

(33)

where $N$ is the number of virtual photon lines, of which $n_i$ ($n_f$) reside on the ingoing (outgoing) electron line, while the remaining $n_0 \equiv N - n_i - n_f$ connect the two electron lines. In the case of $\varepsilon$-regularization, the function $F_{n_0}^{n_0}$ can be conveniently written as

$$ F_{n_0}^{n_0}(q, k_1, \ldots, k_{n_0}) = \int d^4w_1 \cdots d^4w_{2n+n_0} D^{(11)}(w_2) \cdots D^{(11)}(w_{2n}) $$
$$ \times \delta(k_1 - w_{2n+1}) \cdots \delta(k_{n_0} - w_{2n+n_0}) \delta(w_2 + w_1) \cdots \delta(w_{2n} + w_{2n-1}) $$
$$ \times \sum_{\text{perm}} \left[ \prod_{k=1}^{n_0} \frac{1}{w_1 q + i\varepsilon (w_1 + w_2) q + i\varepsilon} \cdots \frac{1}{(w_1 + \cdots + w_{2n+n_0}) q + i\varepsilon} \right] $$
$$ + \text{2-terms}, $$

(34)

where the sum is over all permutations of indices $1, 2, \ldots, 2n+n_0$, and “2-terms” denotes the contribution of diagrams involving 2-vertices. A partial permutation with respect to the indices 1,2 of the expression in the square brackets
yields
\[
\left[ \frac{1}{w_1 q + i\varepsilon} \frac{1}{w_2 q + i\varepsilon} \left( 1 + \frac{i\varepsilon}{(w_1 + w_2)q + i\varepsilon} \right) \cdots \frac{1}{(w_1 + \cdots + w_{2n+n_0})q + i\varepsilon} \right]. \tag{35}
\]

It is seen that the usual factorization is hindered by the term proportional to \(\varepsilon\), which is not negligible because \((w_1 + w_2)q\) may take on values as small as \(\varepsilon\). Things are different in the \(\lambda\)-regularization which replaces Eq. (34) by the following

\[
F^n_{\text{no}}(q, k_1, \ldots, k_{n_0}) = \int d^4 k_{n_0+1} \cdots d^4 k_{n_0+n} \int d^4 w_1 \cdots d^4 w_{2n+n_0} D^{(11)}(k_{n_0+1}) \cdots D^{(11)}(k_{n_0+n})
\]
\[
\times \Delta(w_{2n+1} - k_1) \cdots \Delta(w_{2n+n_0} - k_{n_0})
\]
\[
\times \Delta(w_1 - k_{n_0+1}) \cdots \Delta(w_{2n+n_0} - k_{n_0+n}) \Delta(w_2 + k_{n_0+1}) \cdots \Delta(w_{2n+n_0} + k_{n_0+n}).
\]
\[
\times \sum_{\text{perm}} \left[ \frac{1}{w_1 q + i\varepsilon} \frac{1}{(w_1 + w_2)q + i\varepsilon} \cdots \frac{1}{(w_1 + \cdots + w_{2n+n_0})q + i\varepsilon} \right] + \text{2-terms.} \tag{36}
\]

Now the second term in the large parentheses in Eq. (35) is \(O(\varepsilon/\lambda_0)\), and it is not difficult to check that so are all other terms proportional to \(\varepsilon\), appearing in the course of the permutation. Therefore, under the assumption \(m\lambda_0 \gg \varepsilon\), they can be omitted, and we may consistently set \(\varepsilon = 0\).

Next, let us show that the 2-terms do not contribute to the effective field in the \(\lambda\)-regularization. Figure 8 depicts general structure of the corresponding diagrams. By the reason explained at the beginning of Sec. III, diagrams with a 1-vertex appearing to the left of a 2-vertex vanish. If a diagram has \(m > 1\) vertices of the 2-type on the outgoing electron line, then the corresponding sum over permutations reads

\[
\sum_{\text{perm}} \left[ \frac{1}{w_1 q - i\varepsilon} \cdots \frac{1}{(w_1 + \cdots + w_{m-1})q - i\varepsilon} \left( \frac{1}{w_1 + \cdots + w_m}q + i\varepsilon \right) \right]
\]
\[
= \sum_{\text{perm}} \frac{1}{m!} \left[ \left( \frac{1}{w_1 q - i\varepsilon} \cdots \frac{1}{(w_1 + \cdots + w_{m-1})q - i\varepsilon} \right) - \left( \frac{1}{w_1 q - i\varepsilon} \cdots \frac{1}{(w_1 + \cdots + w_{m+1})q - i\varepsilon} \right) \right]
\]
\[
= 0,
\]

where we explicitly performed the permutation over indices 1, ..., \(m\), and used the factorization rule proved above. In the case \(m = 1\), expression in the square brackets takes the form

\[
\left( \frac{1}{w_1 q - i\varepsilon} - \frac{1}{w_1 q - i\varepsilon} \right) \frac{1}{w_1 + \cdots + w_{n_0}q + i\varepsilon}.
\]

This vanishes, too, because \(w_i \neq 0\) in the \(\lambda\)-regularization. Thus, the contribution of the 2-terms is zero. This result is discussed from a more general point of view in the Appendix.

We are ready to perform summation of the infrared contributions in the series \(\sum_{n}E_{\text{irr}}(\Delta)\). This is very similar to the standard treatment of the loop infrared divergences (see, e.g., \(\text{[27]}\)). The sum over permutations in Eq. (36) becomes

\[
\frac{1}{w_1 q + i\varepsilon} \frac{1}{w_2 q + i\varepsilon} \cdots \frac{1}{w_{2n+n_0}q + i\varepsilon}.
\]

Substituting Eq. (36) into Eq. (35), and designating

\[
d_{st} = -iq_{st} \int \frac{d^4 k}{(2\pi)^4} \int d^4 w_1 \int d^4 w_2 \Delta(w_1 - \eta_1 k)\Delta(w_2 + \eta_2 k)D^{(11)}(k),
\]

where \(s, t = 1, 2, q_1 = q, q_2 = q + p, \eta_1 = 1, \eta_2 = -1\), we obtain

\[
I_N(p, q, \Lambda) = \sum_{n_1=0}^{N-n_1} \sum_{n_2=0}^{N-n_2} \frac{d_{11}^{n_1}}{n_1!} \frac{d_{12}^{n_2}}{n_2!} \frac{d_{21}^{n_1}}{n_1!} \frac{d_{22}^{n_2}}{n_2!} \frac{d_{12}^{n_1}}{n_1!} \frac{d_{21}^{n_2}}{n_2!} = \left( \frac{d_{11} + d_{22} + 2d_{12}}{N! 2^N} \right)^N. \tag{38}
\]
Under the assumption \( \lambda \ll \lambda_0 \), \( d_{st} \) can be evaluated as

\[
d_{st} = i\eta_s \eta_t q_s q_t \int \frac{d^4k}{(2\pi)^4} \int d^4w_1 \int d^4w_2 \frac{\Delta(w_1)\Delta(w_2)D^{(11)}(k)}{(kq_s)(kq_t)} + O \left( \frac{\lambda}{\lambda_0} \right).
\]

Therefore, in the limit of removed \( \lambda \)-regularization,

\[
d_{st} = i\eta_s \eta_t q_s q_t \int \frac{d^4k}{(2\pi)^4} \frac{D^{(11)}(k)}{(kq_s)(kq_t)}
\]

Substitution of Eq. (38) into Eq. (32) gives

\[
J(p, q) = -e\gamma^0 \exp \left\{ \frac{e^2}{2}(d_{11} + d_{22} + 2d_{12}) \right\} I_\Lambda(p, q)
\]

The integrals \( d_{st} \) can be computed in the same way as the \( J_{(2)} \)-integral in Sec. [IVC]. One has

\[
d_{st} = \frac{\eta_s \eta_t}{4\pi^2} q_s q_t \int \frac{d\Omega}{4\pi} \frac{1}{(kq_s)(kq_t)} \left[ \frac{2}{\beta\lambda_0} + \ln(\beta\Lambda) + (\gamma - \ln(2\pi)) \right],
\]

and the use of Eq. (21) brings this function to the form

\[
d_{st} = \frac{\eta_s \eta_t}{4\pi^2} q_s q_t \int \frac{d\Omega}{4\pi} \frac{1}{(kq_s)(kq_t)} \left[ \frac{2}{\beta\lambda_0} + \ln(\beta\Lambda) + (\gamma - \ln(2\pi)) \right].
\]

Thus, retaining the singular terms in the exponent gives finally

\[
J(p, q) = -e\gamma^0 \exp \left\{ \frac{\alpha}{\pi} \left[ 1 - (m^2 - p^2/2) \langle (ab)^{-1} \rangle \right] \left[ \frac{2}{\beta\lambda_0} + \ln(\beta\Lambda) \right] \right\} I_\Lambda(p, q).
\]

The expression in the exponent is negative for all \( p \). For small momentum transfer, for instance, one has

\[
J(p, q) = -e\gamma^0 \exp \left\{ -\frac{\alpha p^2}{3\pi m^2} \left[ \frac{2}{\beta\lambda_0} + \ln(\beta\Lambda) \right] \right\} I_\Lambda(p, q), \quad |p| \ll m.
\]

As was already mentioned in the Introduction, the question as to whether the infrared divergence of the effective field matters at large distances can be resolved only after summing up the infinite series of local terms proportional to the \( \delta \)-function derivatives. We now see that the soft-photon contribution leads to vanishing of the effective electric field at all distances from the charge: substituting the above expression for \( J(p, q) \) into Eq. (37), and taking the limit \( \lambda_0 \to 0 \) yields

\[
A^{\text{eff}}_0(x) = 0 \quad \text{for all} \quad x.
\]

V. DISCUSSION AND CONCLUSIONS

We have investigated the effective electric potential of a localized electron using two different regularizations of the infrared divergences. In both cases, our results suggest that the effective field calculated using the perturbation theory vanishes. Though leading to the same conclusion, the two regularization schemes are quite different. While vanishing of the field in the \( \lambda \)-regularization resembles that of the S-matrix amplitudes with a fixed number of real photons, and occurs as the result of summation of all divergent diagrams in the infinite perturbation series, the field nullification in the \( \varepsilon \)-regularization takes place already at the one-loop level. To the best of our knowledge, nothing similar has been encountered in calculations of other field-theoretic expectation values. In addition to that, this scheme reveals a number of important cancelations between various diagrams, described in Sec. [III]

It should be stressed, however, that our consideration is inherently perturbative, and hence is not complete, because the power-expansion with respect to the coupling constant breaks down, explicitly or implicitly, in both schemes. As to the \( \varepsilon \)-regularization, we found that this scheme is quite natural in view of the fact that the finite-temperature effects provide an effective infrared regulator proportional to the photon bath temperature, which renders any diagram with a given number of loops infrared-finite. But the resulting mixing of orders in \( \alpha \) makes it necessary to take into account
diagrams with arbitrary number of loops. This complication bears some resemblance to that caused by the gluon mass generation in high-temperature QCD \[28\], the difference being that in our case, it is imaginary contribution to the mass that is responsible for the breakdown of the perturbative expansion.\(^3\)

On the other hand, as we showed in Sec. IV, the \(\lambda\)-regularization is free of this drawback. This scheme allowed us to consistently take the limit \(\varepsilon \to 0\) in the cut integrals, and rendered diagrams with 2-vertices vanishing. Specifically, the assumption \(\lambda_0 \gg |\varepsilon|/m\) permitted us to overcome the question about generation of an effective \(\varepsilon\), which is formally zero in this regularization. In itself, this does not contradict the fact that it is nonzero in the other scheme, because, as was mentioned above, the perturbative calculation using the \(\varepsilon\)-regularization is not complete. However, appearance of an imaginary part in the particle mass seems to be a general property of thermal field theory, signifying the presence of a relaxation mechanism driving the quantum field to the equilibrium with the heat bath \[25, 26, 29\].

Therefore, if the result \(E \neq 0\) is scheme-independent, the limit \(\lambda_0 \to 0\) cannot be taken in Eq. (41), because in effect, it would violate the assumption \(\lambda_0 \gg |\varepsilon|/m\). Rather, Eq. (11) can be used in this case to estimate the function \(J(p, q)\). Indeed, the only formal condition that the parameter \(\lambda_0\) must satisfy is \(\lambda_0 \ll T\) (see Sec. IV A). At the same time, \(E/m \sim \alpha T \ll T\), so that a rough estimate for \(J(p, q)\) can be obtained by replacing \(\lambda_0 \to E/m\). Equation (11) then would give \(J \sim -e\gamma_0^0 \exp \{O(\alpha^0)\} I_\Lambda\), showing that if \(E \neq 0\), the consideration based on the \(\lambda\)-regularization goes beyond the perturbation theory, too.

We would like to emphasize that this conclusion about essentially non-perturbative nature of the infrared problem is directly related to the question of whether the infrared divergences affect the long-range behavior of the effective field. We have seen that despite the infrared-divergent terms in the effective field are local at every loop order, the sum of the infinite number of such terms is not (see Sec. IV B). Specifically, if the limit \(\lambda_0 \to 0\) can actually be taken in Eq. (41), the effective field vanishes at all distances from the charge. On the other hand, if the temperature effects set a lower \(O(\alpha)\)-bound on \(\lambda_0\), then the infrared factor in \(J(p, q)\) corrects the effective field at large distances; though of the relative order \(1/r^2\), this correction cannot be determined within the perturbation theory.
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APPENDIX: WARD IDENTITIES AND A RELATION BETWEEN 2-TERMS AND \(E\).

As we have seen, the perturbation expansion in powers of the coupling constant breaks down in the case \(E \neq 0\). In view of this breakdown, it is natural to look for non-perturbative means for investigating the infrared problem. One of such means is the use of the Ward identities. Unfortunately, the introduction of \(\varepsilon\)-regulator, necessary in the real-time techniques to deal with the products of singular functions, violates the usual Ward identities. Still, consideration of the unregularized identities makes sense by the following reason. As we have seen, the finite \(E\) plays the role of an effective \(\varepsilon\)-regulator, though it necessitates analytical continuation to the negative values of \(\varepsilon\). Therefore, under the assumption that the exact electron self-energy admits this continuation, the existence of \(E \neq 0\) suggests that \(\varepsilon\) can be consistently set equal to zero.

\(^3\) That the thermal field theory in its present formulation is inherently non-perturbative was discussed from a more general standpoint in Ref. \[24\].
To derive the Ward identities for our model, let us consider the following exact Green function

$$G_{(ijk)}^\mu(x,y,z) = \text{Tr} \left( T_c \left[ \psi_i(z) J^\mu_j(x) \bar{\psi}_k(y) \right] e^{-\beta H_0} \theta \right),$$

where $J^\mu(x) = \bar{\psi}(x) \gamma^\mu \psi(x)$ is the electromagnetic current, and the subscript indices indicate position of the corresponding time argument on the contour $C$ (see Sec. III). As before, the components relevant to the infrared properties of the effective field have $j = k = 1$ (other components can be dealt with using complex conjugation). Using the current conservation $\partial_\mu J^\mu(x) = 0$, we find for their 4-divergences

$$\frac{\partial}{\partial x^{\mu}} \text{Tr} \left( T_c \left[ \psi_1(z) J^\mu_1(x) \bar{\psi}_1(y) \right] e^{-\beta H_0} \theta \right) = \delta^4(x-y) \text{Tr} \left( T_c \left[ \psi_1(z) \bar{\psi}_1(y) \right] e^{-\beta H_0} \theta \right),$$

$$\frac{\partial}{\partial x^{\mu}} \text{Tr} \left( T_c \left[ \psi_2(z) J^\mu_1(x) \bar{\psi}_1(y) \right] e^{-\beta H_0} \theta \right) = \delta^4(x-y) \text{Tr} \left( T_c \left[ \psi_2(z) \bar{\psi}_1(y) \right] e^{-\beta H_0} \theta \right).$$

Diagrams representing $G_{(ijk)}^\mu$ are shown schematically in Fig. 9. To compute the left hand sides of Eqs. (43), (44), we shall use the Ward identity for the photon polarization operator $\Pi^\mu(x-y)$. 

$$\partial_\mu \Pi^\mu_{ij}(x-y) = 0.$$ 

It follows from this identity that diagrams in Fig. 9(a) do not contribute to the left hand sides of Eqs. (43), (44). Going over to the momentum space, these equations thus yield

$$\mathcal{D}^{(11)}_e(q+p) p_\mu \Gamma^{\mu}_{(111)}(q+p,q) \mathcal{D}^{(11)}_e(q) = \mathcal{D}^{(11)}_e(q+p) - \mathcal{D}^{(11)}_e(q),$$

$$p_\mu \left[ \mathcal{D}^{(21)}_e(q+p) \Gamma^{\mu}_{(111)}(q+p,q) + \mathcal{D}^{(22)}_e(q+p) \Gamma^{\mu}_{(211)}(q+p,q) \right] \mathcal{D}^{(11)}_e(q) = \mathcal{D}^{(21)}_e(q+p),$$

where $\mathcal{D}^{(ij)}_e$ and $\Gamma^{\mu}_{(111)}$ are the exact electron propagators and proper vertices. Notice that all other vertex components can be derived from these by complex conjugation. The first of these identities can be rewritten as

$$p_\mu \Gamma^{\mu}_{(111)}(q+p,q) = (\mathcal{D}^{(11)}_e(q+p))^{-1} - (\mathcal{D}^{(11)}_e(q+p))^{-1}.$$

Using this in Eq. (44), and taking into account that $\mathcal{D}^{(21)}_e(q) = \mathcal{D}^{(11)}_e(q) + \mathcal{D}^{(22)}_e(q)$ for $q_0 > 0$, we bring the other Ward identity to the form

$$p_\mu \Gamma^{\mu}_{(211)}(q+p,q) = (\mathcal{D}^{(22)}_e(q+p))^{-1} + (\mathcal{D}^{(11)}_e(q+p))^{-1}.$$

This identity is of particular importance as it gives insight into the connection between the appearance of $E \neq 0$ and the vanishing of 2-terms, underlying factorization of the infrared contributions to the effective field. Namely, rewriting it as

$$p_\mu \Gamma^{\mu}_{(211)}(q+p,q) = 2i \text{Im} \Sigma_F(q+p),$$

we see that $\Gamma^{\mu}_{(211)}(q+p)$ cannot vanish, if $E \neq 0$ (in fact, the exact vertex is singular for $p \to 0$ in this case). Accordingly, this function was found non-vanishing in the one-loop calculation of Sec. III(C). On the other hand, it was demonstrated in Sec. III(B) that using the $\lambda$-regularization, one can consistently set $\varepsilon = 0$ at any given loop order, and prove that the sum of diagrams involving 2-vertices vanishes. Accordingly, $E$ is formally zero in the $\lambda$-regularized perturbation theory. As discussed in Sec. IV if $E$ does not vanish in the complete theory, this result is valid only for $\lambda_0 \gg E/m$.
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