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1 Introduction

In the field of nonlinear and statistical physics, various theoretical and experimental research have been performed on the transition from a stable state to a chaotic state [1–17]. Various routes to chaos have been identified considering the factors leading to chaos [9, 11, 14]. Notably, the Lyapunov exponent $\lambda$ of the system above the critical point from the stable state to the chaotic state with parameter $a$ can be approximately expressed as

$$\lambda \sim b|a - a_c|^\nu,$$

where $b$ is a constant, $a_c$ is the critical point, and $\nu$ is the critical exponent. The critical exponent $\nu$ can be considered to be the crux indicator of phase transition between predictable and chaotic states as in other critical exponents of phase transition in physics. Moreover, this exponent is expected to be universal and constant for each route to chaos regardless of minor differences among systems [11]. Particularly, Huberman and Rudnick performed a numerical simulation to estimate that for the period-doubling route, $\nu$ in the logistic map is $\frac{\log 2}{\log \delta} = 0.4498069...$, where $\delta = 4.669201...$ is the Feigenbaum constant [9]. The intermittency route is another route. Pomeau and Manneville [11] estimated that $\nu = 1/2$ for intermittency types I and III. Recently, machine learning has been used to predict the critical phenomena of chaos [18].

Moreover, researchers have rigorously proved that $\nu = 1/2$ by demonstrating the ergodic property for one-parameter maps, which exhibit intermittency and preservation of the Cauchy distribution [19, 20].

Cauchy distribution has a fat tail in which the expectation value and the variance cannot be defined. This fat tail can be observed in a lot of fields, including earthquakes [21, 22], the worldwide web [23], economics and finance [24, 25], and chaotic dynamics [26]. According to the generalised central limit theorem (GCLT) [27], the limit distribution of summation of random numbers, which obey an arbitrary distribution on the domain of attraction characterised by the power exponent $\beta + 1$ such as $\rho(x) \approx |x|^{-(\beta+1)}$, converges to a stable distribution with exponent $\beta$. Therefore, the stable distribution with exponent $\beta$ can be regarded as a fixed point of the universality class of the renormalisation group in the domain of attraction characterised by $\beta$.

In this paper, we consider a system in which the class of invariant density functions is extended by adding a new parameter to the existing maps. Here, the class of superdiffusive character (power exponent of the invariant density function) can be changed by adding the parameter. We prove that the critical exponent of the Lyapunov exponent is $\nu = 1/2$ regardless of the power exponent by demonstrating the ergodic property although the universality class in the GCLT can be changed by adjusting the added parameter $\beta$. In other words, the universality of the critical exponent of the Lyapunov exponent is more robust than that of the class of power exponents.
2 Dynamics

An extension of super generalised Boole (SGB) transformations [20] is considered. For SGB transformations, the Cauchy distribution is determined as a unique invariant density when appropriate conditions are satisfied. Adopting the method of a previous study [28], parameter $\beta$ is added in SGB transformations to extend the class of the invariant density. The extended maps are described in the following. Let $F_K(x)$ be the K-angle formula of the cot function such that

$$F_K(\cot \theta) \overset{\text{def}}{=} \cot K\theta.$$  \hfill (1)

For example, $F_3, F_4,$ and $F_5$ are expressed as

$$F_3(x) = \frac{x^3 - 3x}{3x^2 - 1},$$
$$F_4(x) = \frac{x^4 - 6x^2 + 1}{4x^3 - 4x},$$
$$F_5(x) = \frac{x^5 - 10x^3 + 5x}{5x^4 - 10x^2 + 1}.$$  \hfill (2)

Subsequently, function $U_{K, \alpha, \beta}(x)$ is defined as

$$U_{K, \alpha, \beta}(x) \overset{\text{def}}{=} \left| \frac{\alpha}{x} \right|^\beta \frac{1}{\beta} \left( F_K \left( \frac{|x|^{\beta} \text{sgn}(x) \left| \frac{\alpha}{x} \right|^{\beta} \text{sgn} \left( \frac{\alpha}{x} \right) \right) \right),$$  \hfill (3)

where $|\alpha| > 0$ and $0 < \beta < 2$. The extended super generalised Boole (ESGB) transformation is defined as

$$x_{n+1} = U_{K, \alpha, \beta}(x_n),$$  \hfill (4)

where SGB transformations correspond to the case with $\beta = 1$. For example, $U_{3, \alpha, \beta}, U_{4, \alpha, \beta},$ and $U_{5, \alpha, \beta}$ are given by

$$x_{n+1} = U_{3, \alpha, \beta}(x_n) = \left| 3\alpha \frac{y^3 - 3y}{3y^2 - 1} \right|^\beta \text{sgn} \left\{ \frac{\alpha y^3 - 3\alpha}{3y^2 - 1} \right\},$$
$$x_{n+1} = U_{4, \alpha, \beta}(x_n) = \left| 4\alpha \frac{y^4 - 6y^2 + 1}{4y^3 - 4y} \right|^\beta \text{sgn} \left\{ \frac{\alpha y^4 - 6\alpha y^2 + 1}{4y^3 - 4y} \right\},$$
$$x_{n+1} = U_{5, \alpha, \beta}(x_n) = \left| 5\alpha \frac{y^5 - 10y^3 + 5y}{5y^4 - 10y^2 + 1} \right|^\beta \text{sgn} \left\{ \frac{\alpha y^5 - 10\alpha y^3 + 5\alpha y}{5y^4 - 10y^2 + 1} \right\},$$

where $y = |x_n|^{\beta} \text{sgn}(x_n)$. Figure 1 illustrates the behavior of the return maps of $U_{3, \alpha, \beta}, U_{4, \alpha, \beta},$ and $U_{5, \alpha, \beta}$. Moreover, Figure 2 shows $U_{3, 3, 1}, U_{3, 1, 1},$ and $U_{3, 1, 2}$.  


Fig. 1: Return maps of $U_{3,\frac{1}{2}}, U_{4,\frac{1}{4}},$ and $U_{5,\frac{1}{5}}$. The solid, broken, and dotted lines correspond to $U_{3,\frac{1}{2}}, U_{4,\frac{1}{4}},$ and $U_{5,\frac{1}{5}}$, respectively.

Fig. 2: Return maps of $U_{3,\frac{1}{2}}, U_{3,\frac{1}{4}},$ and $U_{3,\frac{1}{5}}$. The solid, broken, and dotted lines correspond to $U_{3,\frac{1}{2}}, U_{3,\frac{1}{4}},$ and $U_{3,\frac{1}{5}}$, respectively.

The map $U_{K,a,b}$ is a $K$-to-one map; this is detailed in the Appendix. Consider points $x_j, j = 1, \cdots, K$ on $\mathbb{R}$ as follows:

$$x_j = \left| \cot \left( \theta + j \frac{\pi}{K} \right) \right|^{\frac{1}{b}} \text{sgn} \left( \cot \left( \theta + j \frac{\pi}{K} \right) \right), j = 1, \cdots, K. \quad (5)$$
In this case, \(|x_j|^\beta\) and \(|x_j|^\beta \text{sgn}(x_j)\) can be expressed as

\[
|x_j|^\beta = \begin{cases} \cot (\theta + j \frac{\pi}{K}), & \cot (\theta + j \frac{\pi}{K}) \geq 0, \\ -\cot (\theta + j \frac{\pi}{K}), & \cot (\theta + j \frac{\pi}{K}) < 0, \end{cases}
\]

\[
|x_j|^\beta \text{sgn}(x_j) = \cot \left( \theta + j \frac{\pi}{K} \right).
\]

The following equation can be obtained by transferring \(x_j\) from \(U_{K, \alpha, \beta}\).

\[
U_{K, \alpha, \beta}(x_j) = |\alpha K \cot(K\theta)|^{\frac{1}{\beta}} \text{sgn} \{ \alpha \cot(K\theta) \}.
\]

Subsequently, we define \(y = |\alpha K \cot(K\theta)|^{\frac{1}{\beta}} \text{sgn} \{ \alpha \cot(K\theta) \}\). Note that there exist \(K\) pieces \(x_j, j = 1, \cdots, K\), satisfying the relation \(y = U_{K, \alpha, \beta}(x_j)\).

3 Invariant density

In this section, the condition in which the ESGB transformation has an invariant density is examined. A density function

\[
\rho_n(x) = \frac{1}{\pi \gamma |x|^{\beta-1}} \frac{1}{\gamma^2 + |x|^{2\beta}}
\]

is known a priori. Based on the discussion in Section II, the map \(U_{K, \alpha, \beta}\) is a \(K\)-to-one map. Using the Perron–Frobenius operator, \(\rho_{n+1}(y)\) can be obtained.

\[
\rho_{n+1}(y)dy = \rho_n(x_0)dx|_{x=x_0} + \cdots + \rho_n(x_{K-1})dx|_{x=x_{K-1}},
\]

where \(x_j = |\cot (\theta + j \frac{\pi}{K})|^{\frac{1}{\beta}} \text{sgn} \{ \cot (\theta + j \frac{\pi}{K}) \}, j = 0, \cdots, K-1\) and \(y = |\alpha K \cot(K\theta)|^{\frac{1}{\beta}} \text{sgn} \{ \cot(K\theta) \}\).

In this case,

\[
\frac{dy}{dx}|_{x=x_j} = |\alpha|^{\frac{1}{\beta}} K^{\frac{1}{\beta}+1} \frac{|\cot(K\theta)|^{\frac{1}{\beta}-1} \sin^2 \left( \theta + j \frac{\pi}{K} \right)}{|\cot(K\theta)|^{\frac{1}{\beta}-1} \left( 1 + \frac{|y|^{2\beta}}{|\alpha K|^{\beta}} \right)} \frac{\cot \left( \theta + j \frac{\pi}{K} \right) |^{\frac{1}{\beta}-1} \sin^2 (K\theta)}{|\cot \left( \theta + j \frac{\pi}{K} \right) |^{\frac{1}{\beta}-1} \left( 1 + |x_j|^{2\beta} \right)}.
\]

Subsequently, \(\rho_{n+1}(y)\) is given by

\[
\rho_{n+1}(y) = \sum_{j=1}^{K} \rho_n(x_j) \left| \frac{dx}{dy} \right|_{x=x_j} = \frac{1}{|\alpha|^{\frac{1}{\beta}} K^{\frac{1}{\beta}+1} \left( 1 + \frac{|y|^{2\beta}}{|\alpha K|^{\beta}} \right)} \sum_{j=1}^{K} \rho_n(x_j) \left| \cot \left( \theta + j \frac{\pi}{K} \right) \right|^{\frac{1-\beta}{\beta}} \left( 1 + |x_j|^{2\beta} \right).
\]
In this case [29], the following expressions hold:

\[ K \sum_{j=1}^{K} \rho_{n}(x_j) \left| \cot \left( \theta + j \frac{\pi}{K} \right) \right|^{1+\beta} \left( 1 + |x_j|^{2\beta} \right) = \frac{1}{\pi} \sum_{j=1}^{K} \frac{\gamma}{1 + (\gamma^2 - 1) \sin^2 \left( \theta + j \frac{\pi}{K} \right)} \left( 1 KG_{K}(\gamma) \left( 1 + \cot^2(K\theta) \right) \right) \]

where \( G_{K}(x) \) corresponds to the K-angle formula of the coth function, which is expressed as

\[ G_{K}(\coth \theta) \overset{\text{def}}{=} \coth K\theta. \]

Therefore,

\[ \rho_{n+1}(\gamma) = \frac{1}{\pi} \frac{|\alpha K| G_{K}(\gamma) |\gamma|^{\beta-1}}{|\alpha K|^2 G_{K}^2(\gamma) + |\gamma|^{2\beta}}. \]

In one iteration, although the form of the density function does not change, the scale parameter can be mapped as

\[ \gamma \rightarrow |\alpha| KG_{K}(\gamma). \]

The necessary condition that the density associated with (8) is the invariant density is expressed as

\[ \gamma = |\alpha| KG_{K}(\gamma). \]

Equation (15) does not depend on \( \beta \). Thus, we can apply the condition reported in the previous study [30].

**Definition 1.** When parameters \((K, \alpha)\) satisfy the following condition:

\[
\left\{ \begin{array}{ll}
0 < |\alpha| < 1 & \text{in the case of } K = 2N, \\
\frac{1}{K^2} < |\alpha| < 1 & \text{in the case of } K = 2N + 1,
\end{array} \right.
\]

where \( N \in \mathbb{N} \) and parameters \((K, \alpha)\) are in Range B.

**Theorem 2.** The ESGB transformations \( U_{K, \alpha, \beta} \) preserve the density function if parameters \((K, \alpha)\) are in Range B, which is expressed as (8).

**Proof.** When parameters \((K, \alpha)\) are in Range A, they are defined as

\[
\left\{ \begin{array}{ll}
0 < \alpha < 1 & \text{in the case of } K = 2N, \\
\frac{1}{K^2} < \alpha < 1 & \text{in the case of } K = 2N + 1,
\end{array} \right.
\]

(15) has the unique solution \( \gamma^* \) [20]. Range A’ is defined as

\[
\left\{ \begin{array}{ll}
-1 < \alpha < 0 & \text{in the case of } K = 2N, \\
-1 < \alpha < -\frac{1}{K^2} & \text{in the case of } K = 2N + 1.
\end{array} \right.
\]

For Range A’, by extending \( \alpha \) to \(|\alpha|\), a proof can be provided using a similar approach as in the existing studies [20, 30].

\[ \blacksquare \]
4 Exactness

The ESGB transformations are exact when parameters \((K, \alpha)\) are in Range B. The following presents the proof of exactness.

**Theorem 3.** ESGB transformations \(U_{K, \alpha, \beta}\) are exact if parameters \((K, \alpha)\) are in Range B.

**Proof.** The variable \(x_n\) is defined as

\[
x_n = |\cot(\pi \theta_n)|^{\frac{1}{\beta}} \text{sgn}\{\cot(\pi \theta_n)\}.
\]  

(19)

Subsequently, ESGB transformations can be expressed as

\[
U_{K, \alpha, \beta}(x_n) = |\alpha K \cot(\pi K \theta_n)|^{\frac{1}{\beta}} \text{sgn}\{\alpha \cot(\pi K \theta_n)\}.
\]  

(20)

Therefore, the following expression can be derived as

\[
x_{n+1} = |\cot(\pi \theta_{n+1})|^{\frac{1}{\beta}} \text{sgn}\{\cot(\pi \theta_{n+1})\}
= |\alpha K \cot(\pi K \theta_{n+1})|^{\frac{1}{\beta}} \text{sgn}\{\alpha \cot(\pi K \theta_{n+1})\}.
\]  

(21)

Since the signs of both sides are consistent,

\[
\text{sgn}\{\cot(\pi \theta_{n+1})\} = \text{sgn}\{\alpha \cot(\pi K \theta_{n+1})\}.
\]  

(22)

For \(K > 0\), we define a map \(\bar{S}_{K, \alpha}\) such that

\[
\theta_{n+1} = \bar{S}_{K, \alpha}(\theta_n) = \frac{1}{\pi} \arccot\{\alpha K \cot(\pi K \theta_n)\}.
\]  

(23)

Equation (23) is an extension of the equation which appears in the proof part in an existing study [20]. Therefore, the map \(U_{K, \alpha, \beta}\) is proven exact if \((K, \alpha)\) are in Range B because the argument to prove the exactness can be applied [20, 30].

The initial density function converges to Eq. (8) when parameters \((K, \alpha)\) are in Range B. (At \(\beta = 1\), an initial density function converges to the Cauchy distribution, which is a stable distribution.)
5 Lévy Flight

In ESGB transformations, the power exponent of the invariant density function \( \rho_{\gamma, \beta}(x) = \frac{1}{\pi} \frac{\gamma|\beta-1|}{|x|^\beta + \gamma^\beta} \) can be changed. For \( \beta = 1 \), we obtained the Cauchy distribution corresponding to the invariant density of SGB transformations.

In the range in which \(|x|\) is adequately large,

\[
\rho_{\gamma, \beta} \simeq \begin{cases} 
\frac{\gamma}{\pi} |x|^{-(\beta+1)} & \text{for } x \to \infty, \\
\frac{\gamma}{\pi} |x|^{-(\beta+1)} & \text{for } x \to -\infty.
\end{cases}
\]  

(24)

Moreover, according to the GCLT [27], for the independent and identically distributed random variable \( \{x_k\}_{k=1}^\infty \) that follows the density function \( \rho_{\gamma, \beta} \), \( \frac{\sum_{k=1}^n x_k - A_n}{n^{\beta/2}} \) converges to a stable distribution with the characteristic exponent \( \beta \) [28]. \( A_n \) is represented as

\[
A_n = \begin{cases} 
0, & 0 < \beta < 1, \\
n^2 \bar{\phi} \log \left( \phi_x \left( \frac{1}{n} \right) \right), & \beta = 1, \\
n \mathbb{E}[x], & 1 < \beta < 2,
\end{cases}
\]

where \( \phi_x \) is the characteristic function of \( x \). In this case, as \( \frac{\sum_{k=1}^n x_k - A_n}{n^{\beta/2}} = O(1) \) for large \( n \),

\[
\sum_{k=1}^n x_k = O \left( n^{\frac{1}{\beta}} \right),
\]

\[
\left( \sum_{k=1}^n x_k \right)^2 = O \left( n^{\frac{2}{\beta}} \right).
\]  

(25)

For the following dynamics, \( p_{n+1} = p_n + x_n \), if we calculate the mean square displacement \( \langle (p_n - p_0)^2 \rangle = \langle (\sum_{k=0}^{n-1} x_k)^2 \rangle \), its order obeys \( O(n^\eta) \), \( \eta = \frac{2}{\beta} \), \( 1 \leq \beta < 2 \), where the ensemble is taken from within a bounded region except for the infinity point. Therefore, this Lévy flight represented by the random walk \( p_n = \sum_{i=0}^{n-1} x_i + p_0 \) exhibits the superdiffusive character with a power exponent \( 2/\beta \) for a finite time \( n \) when \( 1 \leq \beta < 2 \). Figure 3 shows the supperdiffusive behavior of \( \langle |p_n - p_0|^q \rangle^{2/q} \) with power exponent \( \eta = \frac{2}{\beta} = \frac{4}{3} \), where \( q = 1 < \beta \).
Fig. 3: Time development of $\langle |p_n - p_0|^q \rangle^{2/q}$ for $U_{3, \frac{1}{2}, \frac{1}{2}}$ (solid line) and a line with slope $\frac{4}{3}$ (broken line). The number of the ensemble is 1000. As the initial conditions, $\{x_0\}$ are uniformly distributed within $(-1, 1)$, and $\{p_0\}$ is set to be zero.

The power exponent $\eta$ can be continuously changed by changing $\beta$, which is the characteristic exponent of the class of superdiffusion.

6 Critical exponent of the Lyapunov exponent

We defined the critical exponent $\nu$ of the Lyapunov exponent as the supremum of $x$, which satisfies the equation below.

$$\nu = \sup \left\{ x \in \mathbb{R} \mid \frac{\lambda}{|\alpha - \alpha_c|^x} \to 0 \text{ as } \alpha \to \alpha_c \right\},$$  \hspace{1cm} (26)

where $\alpha_c$ is the critical point of parameter $\alpha$.

According to this discussion, the behavior of $\gamma_{K, \alpha}$ as $\gamma_{K, \alpha} \to \infty$ or $\gamma_{K, \alpha} \to +0$ is the same as that in SGB transformations [20]. Therefore, for any $K \in \mathbb{N}\setminus{1}$,

$$\frac{1}{\gamma_{K, \alpha}} = O\left(\sqrt{1 - |\alpha|}\right)$$  \hspace{1cm} (27)

in the limit of $\alpha \to 1 - 0$ or $\alpha \to -1 + 0$. For $K = 2N + 1$,

$$\gamma_{2N+1, \alpha} = O\left(\sqrt{|\alpha| - \frac{1}{(2N+1)^2}}\right)$$  \hspace{1cm} (28)

in the limit of $\alpha \to \frac{1}{(2N+1)^2} + 0$ or $\alpha \to -\frac{1}{(2N+1)^2} - 0$. Moreover, for $K = 2N$,

$$\gamma_{2N, \alpha} \sim \sqrt{|\alpha|}$$  \hspace{1cm} (29)
in the limit of $\alpha \to \pm 0$.

The invariant density functions in ESGB transformations are extended from the Cauchy distribution, corresponding to the invariant density of SGB transformations. However, we proved that the critical exponents of the Lyapunov exponent for ESGB transformations are the same as those for SGB transformations regardless of the power exponent of invariant density functions.

The following theorem holds for the scaling behavior of the Lyapunov exponents $\lambda \sim b|\alpha - \alpha_c|^\nu$ for ESGB transformations.

**Theorem 4.** Assume that the parameters $(K, \alpha)$ are in Range B. For any $N \in \mathbb{N} \setminus \{1\}$, $\nu = \frac{1}{2}$ at $(K, \alpha) = (N, 1 - 0), (N, -1 + 0), \left(2N + 1, \frac{1}{(2N+1)^2} + 0\right), \left(2N + 1, -\frac{1}{(2N+1)^2} - 0\right)$, and $(2N, \pm 0)$.

*Proof.* If $x = |\cot \theta|^\beta \text{sgn} \{\cot \theta\}$,

$$
\frac{dx}{d\theta} = -\frac{|\cot \theta|^{1-\beta}}{\beta \sin^2 \theta},
$$

$$
\frac{dU}{d\theta} = -\frac{K|\alpha K|^\beta}{\beta \sin^2(K\theta)} |\cot(K\theta)|^{1-\beta},
$$

$$
\frac{dU}{dx} = \frac{dU}{d\theta} \frac{d\theta}{dx} = \frac{K|\alpha K|^\beta}{\beta \sin^2(K\theta)} |\cot(K\theta)|^{1-\beta}.
$$

In this case, the Lyapunov exponent is calculated as

$$
\lambda = \frac{1}{\pi} \int_0^\pi d\theta \log \left|K|\alpha K|^\beta \frac{\sin^2 \theta}{\sin^2(K\theta)} |\cot(K\theta)|^{1-\beta} \gamma_{K,\alpha} |\cot \theta|^\beta \right| \cdot \gamma_{K,\alpha} |\cot \theta|^\beta \frac{1}{\cot^2 \theta + \gamma_{K,\alpha}^2}.
$$

(31)

If the topologically conjugate maps $\tilde{S}_{K,\alpha}$ are considered, the Lyapunov exponent is finite and maximised when the invariant density is uniform ($\alpha = \frac{1}{K}$) [20, 31]. For simplicity, we define $A = K^{1 + \frac{1}{\beta}} \frac{\sin^2 \theta}{\sin^2(K\theta)} |\cot(K\theta)| \frac{1}{\beta - 1} = (A$ does not depend on $\gamma_{K,\alpha}$ or $\alpha$), and $\phi_1$ and $\phi_2$ are expressed as

$$
\phi_1(\theta, \gamma_{K,\alpha}, \beta) = \log \left| \alpha \left| A \frac{\gamma_{K,\alpha} |\cot \theta|^{\beta - 1}}{\cot^2 \theta + \gamma_{K,\alpha}^2} \right| \right|,
$$

$$
\phi_2(\theta, \gamma_{K,\alpha}, \beta) = \log \left| \alpha \left| A \frac{\frac{1}{\gamma_{K,\alpha}} |\cot \theta|^{\beta - 1}}{\frac{1}{\gamma_{K,\alpha}} \cot^2 \theta + 1} \right| \right| = \log \left| \alpha \left| A \frac{\frac{1}{\gamma_{K,\alpha}} |\cot \theta|^{\beta - 1}}{\frac{1}{\gamma_{K,\alpha}} \cot^2 \theta + 1} \right| \right|.
$$

(33)

where $\gamma_{K,\alpha} \overset{\text{def}}{=} \frac{1}{\gamma_{K,\alpha}}$. 
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(i) In the limit of $\alpha \to 1 - 0$ or $\alpha \to -1 + 0$ ($\gamma_{k, \alpha} \to \infty$), the partial derivative of $\phi_2$ with respect to $z$ is considered ($\theta$ and $\beta$, which do not depend on $\gamma_{k, \alpha}$, and the interval $(a_n, a_{n+1}]$ is considered to correspond to SGB transformations [20] to ensure that $\phi_2$ does not diverge.

$$
\frac{\partial \phi_2}{\partial z} = \frac{1}{|\alpha|} \frac{z}{\cot |\frac{1}{\alpha}|} \frac{\partial |\alpha|}{\partial z} + \log |\alpha| \frac{z^{-1}}{\frac{1}{\alpha} (1 - z^2 \cot^2 \theta)}.
$$

(34)

When $K = 2N$, $|\alpha| \sim 1 - \frac{4N^2 - 1}{z^2}$, [20], and $|\alpha| \sim 1 - \frac{4N(N+1)}{3} z^2$ when $K = 2N + 1$ [20]. In both cases, $\frac{\partial \phi_2}{\partial z}$ does not diverge in the limit of $\alpha \to 1 - 0$ or $\alpha \to -1 + 0$ ($\gamma_{k, \alpha} \to \infty$). According to the method described in a previous study [20], the following expression is obtained.

$$
|\lambda_{K, \alpha, \beta}| < \infty,
$$

$$
\lambda_{K, \alpha, \beta} = \frac{z}{\pi} \sum_{n=0}^{K-1} \int_{a_n}^{a_{n+1}} d\theta \left[ \frac{\partial \phi_2}{\partial z}(\theta, 0, \beta) + O(z) \right].
$$

(35)

Because $\lambda_{K, \alpha, \beta}$ and $z$ are finite, $\frac{1}{\pi} \sum_{n=0}^{K-1} \int_{a_n}^{a_{n+1}} d\theta \left[ \frac{\partial \phi_2}{\partial z}(\theta, 0, \beta) + O(z) \right]$ is also finite. Moreover, $\frac{\partial \phi_2}{\partial z}(\theta, 0, \beta)$ does not depend on $z$. Therefore, in the limit of $z \to +0(\gamma_{k, \alpha} \to \infty, \alpha \to 1 - 0$ or $\alpha \to -1 + 0$),

$$
\lambda_{K, \alpha, \beta} = O(z) = O \left( \sqrt{1 - |\alpha|} \right).
$$

(36)

Thus,

$$
\nu = \frac{1}{2}.
$$

(37)

(ii) In the case of $K = 2N + 1$ and in the limit of $|\alpha| \to \frac{1}{(2N+1)^2} + O(1)$, $\gamma_{2N+1, \alpha} = O \left( \sqrt{|\alpha| - \frac{1}{(2N+1)^2}} \right)$ holds. Consider the partial derivative of $\phi_1$ with respect to $\gamma_{2N+1, \alpha}$:

$$
\frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}} = \frac{1}{|\alpha|} \frac{\gamma_{2N+1, a_1} \cot \theta |\frac{1}{\alpha}|^{-1} \frac{\partial |\alpha|}{\partial z} + \log |\alpha| \frac{z^{-1}}{\frac{1}{\alpha} (1 - z^2 \cot^2 \theta)} - \gamma_{2N+1, \alpha}^2 \frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}}{\cot^2 \theta + \gamma_{2N+1, \alpha}^2}.
$$

(38)

In this case, $\frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}$ does not diverge as $\alpha \to \frac{1}{(2N+1)^2} + 0$. Therefore,

$$
|\lambda_{2N+1, \alpha, \beta}| < \infty,
$$

$$
\lambda_{2N+1, \alpha, \beta} = \frac{1}{\pi} \int_0^\pi d\theta \phi_1(\theta, \gamma_{2N+1, \alpha}, \beta) = \frac{1}{\pi} \sum_{n=0}^{2N} \int_{a_n}^{a_{n+1}} d\theta \left[ \phi_1(\theta, 0, \beta) + \frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}(\theta, 0, \beta) \gamma_{2N+1, \alpha} + O(\gamma_{2N+1, \alpha}) \right]
$$

(39)

$$
= \frac{\gamma_{2N+1, \alpha}}{\pi} \sum_{n=0}^{2N} \int_{a_n}^{a_{n+1}} d\theta \left[ \frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}(\theta, 0, \beta) + O(\gamma_{2N+1, \alpha}) \right].
$$

Since $\lambda_{2N+1, \alpha, \beta}$ and $\gamma_{2N+1, \alpha}$ are finite, $\frac{1}{\pi} \sum_{n=0}^{2N} \int_{a_n}^{a_{n+1}} d\theta \left[ \frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}(\theta, 0, \beta) + O(\gamma_{2N+1, \alpha}) \right]$ is finite. Moreover, $\frac{\partial \phi_1}{\partial \gamma_{2N+1, \alpha}}(\theta, 0, \beta)$ does not depend on $\gamma_{2N+1, \alpha}$. Therefore, in the limit of $\gamma_{2N+1, \alpha} \to$
\[ +0 \left( |\alpha| \to \frac{1}{(2N+1)^2} + 0 \right), \]

\[ \lambda_{2N+1,\alpha,\beta} = O(\gamma_{2N+1,\alpha}) = O\left( \sqrt{|\alpha| - \frac{1}{(2N+1)^2}} \right). \]  

(40)

Therefore, \( v \) is defined as

\[ v = \frac{1}{2}. \]  

(41)

(iii) In the case of \( K = 2N \) and in the limit of \( \alpha \to \pm 0 \) (\( \gamma_{2N,\alpha} \to 0 \)), \( \gamma_{2N,\alpha} \sim \sqrt{|\alpha|} \). Therefore,

\[ |\lambda_{2N,\alpha,\beta}| < \infty \]  

(42)

\[ \lambda_{2N,\alpha,\beta} = \frac{1}{\pi} \int_0^\pi d\theta \left[ \frac{1}{\beta} \gamma_{2N,\alpha} \log |\alpha| \frac{|\cot \theta|^{\frac{\beta-1}{\beta}}}{\cot^2 \theta + \gamma_{2N,\alpha}^2} + \gamma_{2N,\alpha} \log |A| \frac{|\cot \theta|^{\frac{\beta-1}{\beta}}}{\cot^2 \theta + \gamma_{2N,\alpha}^2} \right]. \]  

(43)

For the first term of (43), according to (29), in the limit of \( |\alpha| \to 0 \),

\[ \frac{1}{\beta} \gamma_{2N,\alpha} \log |\alpha| \frac{|\cot \theta|^{\frac{\beta-1}{\beta}}}{\cot^2 \theta + \gamma_{2N,\alpha}^2} = \left\{ \begin{array}{ll} 0, & x < \frac{1}{2} \\ -\infty, & x \geq \frac{1}{2} \end{array} \right. \]  

(44)

For the second term of (43), according to (29), the following relation holds in the limit of \( |\alpha| \to 0 \).

\[ \gamma_{2N,\alpha} \log |A| \frac{|\cot \theta|^{\frac{\beta-1}{\beta}}}{\cot^2 \theta + \gamma_{2N,\alpha}^2} = O(\sqrt{|\alpha|}) \]  

(45)

Therefore, in the limit of \( |\alpha| \to +0 \),

\[ \frac{\lambda_{2N,\alpha,\beta}}{|\alpha|^x} = \frac{1}{\pi} \int_0^\pi \frac{\phi_1(\theta, \gamma_{2N,\alpha,\beta})}{|\alpha|^x} d\theta \left\{ \begin{array}{ll} \to 0, & x < \frac{1}{2} \\ \not\to 0, & x \geq \frac{1}{2} \end{array} \right. \]  

(46)

Therefore, in the limit of \( \gamma_{2N,\alpha} \to +0(\alpha \to \pm 0) \), we obtained the critical exponent of the Lyapunov exponent as

\[ v = \frac{1}{2}. \]  

(47)

Theorem 4 holds according to Equations (37), (41), and (47).

7 Conclusion

In this study, we showed that the universality class of the chaos transition between the chaotic state and predictable state is more robust compared with the universality class of the power law.
index $\beta$ of stable laws in the framework of GCLT. To obtain this, ESGB transformations were introduced to derive the critical exponents $\nu$ of the Lyapunov exponent for a wide class of maps with ergodic invariant probability density function with the power law index $\beta + 1$. The analytically obtained critical exponents $\nu(=1/2)$ are consistent with the critical exponents for the intermittent maps as predicted by Pomeau and Manneville [11]. For ESGB transformations, through the applications to the topological conjugacy, we succeeded in extending the class of invariant density function from the Cauchy distribution (invariant density function of SGB transformations) to $\rho(x) = \frac{\gamma x^{\beta-1}}{\pi [x^\beta + \gamma]}$. Moreover, we proved that the ESGB transformations are exact when parameters $(K, \alpha)$ are in Range B regardless of $\beta$, which controls the degree of the fat tail.

In generalised Boole (GB) transformations [19] (corresponding to $K = 2$ for SGB transformations) whose invariant density function is the Cauchy distribution, we previously determined the critical exponent of the Lyapunov exponent as $\nu = \frac{1}{2}$ and $\alpha \to +0$ using the explicit form of the Lyapunov exponent as a function of the parameters. For the case of SGB transformations [20], we could not obtain the critical exponent $\nu$ at $(K, \alpha) = (2N, 0)$ for any $N \in \mathbb{N}$ because it is difficult to obtain the explicit form of the Lyapunov exponent for any $K = 2N$.

We obtained the critical exponent as $\nu = \frac{1}{2}$ at $(K, \alpha) = (2N, \pm 0)$ by defining the critical exponent. Therefore, $\nu = \frac{1}{2}$ at $(K, \alpha) = (N, 1 - 0), (N, -1 + 0), (2N + 1, \frac{1}{(2N+1)^2} + 0), (2N + 1, -\frac{1}{(2N+1)^2} - 0), (2N, \pm 0)$ regardless of parameter $\beta$. It is noted that $\nu$ does not depend on $\beta$. This result is an extension of the result for GB transformations. Note that the critical exponents are independent of $\beta$, demonstrating the validity of the estimation conducted by Pomeau and Manneville [11] for a countably infinite number of maps whose invariant density belongs to the Cauchy
and wider classes. In other words, the universality of the critical exponent $\nu = \frac{1}{2}$ is applicable over the wider class.

In future investigations, we intend to identify a possible scaling relation between $\nu$ and other critical exponents because a certain scaling relation \cite{32} could unify the universality class of phase transition. We expect our rigorous analysis to help enhance the understanding of chaos and critical phenomena of transition to chaos and provide novel insights regarding chaos in physics.

A Proof that the map $U_{K,\alpha,\beta}$ is a $K$-to-one map

In this section, we prove that the map $U_{K,\alpha,\beta}$ is a $K$-to-one map. The number of inverse images $x$ is exactly $K$ if $X$ is given.

$$X = |\alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right)|^{\frac{1}{\beta}} \text{sgn} \left\{ \alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right) \right\}. \quad (A1)$$

(i) In the case $\alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right) \geq 0$, Eq. $(A1)$ is transformed as

$$X = \left\{ \alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right) \right\}^{\frac{1}{\beta}}$$

$$X^\beta = \alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right)$$

$$\frac{X^\beta}{\alpha K} = F_K \left(|x|^{\beta} \text{sgn}(x)\right) = F_K (\text{cot} \theta) = \text{cot}(K \theta).$$

The properties of $\text{cot}(K \theta)$ indicate that the number of inverse images of $\text{cot}(K \theta)$ is $K$. Then,

$$K \theta = \arccot \left( \frac{X^\beta}{\alpha K} \right) + j \pi \mod \pi, j = 0, \ldots$$

$$\theta = \frac{1}{K} \arccot \left( \frac{X^\beta}{\alpha K} \right) + j \pi \mod \pi, j = 0, \ldots, K - 1.$$

$\therefore |x|^{\beta} \text{sgn}(x) = \text{cot} \left\{ \frac{1}{K} \arccot \left( \frac{X^\beta}{\alpha K} \right) + j \pi \right\}, j = 0, \ldots, K - 1.$

As $|x|^{\beta} \text{sgn}(x)$ is one-to-one, the number of points $x$ each of which is an inverse image of $X$ is exactly $K$.

(ii) In the case $\alpha F_K \left(|x|^{\beta} \text{sgn}(x)\right) < 0$, we have

$$\frac{(-X)^\beta}{\alpha K} = F_K \left(|x|^{\beta} \text{sgn}(x)\right) = F_K (\text{cot} \theta) = \text{cot}(K \theta).$$

This case can be discussed similarly to the discussion regarding (i).
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