FORMAL EXPONENTIAL MAP FOR GRADED MANIFOLDS

HSUAN-YI LIAO AND MATHIEU STIÉNON

Abstract. We introduce, for every \(\mathbb{Z}\)-graded manifold, a formal exponential map defined in a purely algebraic way and study its properties. As an application, we give a simple new construction of a Fedosov type resolution of the algebra of smooth functions of \(\mathbb{Z}\)-graded manifolds and we extend the Emmrich–Weinstein theorem to the context of \(\mathbb{Z}\)-graded manifolds.

Introduction

We introduce, for every \(\mathbb{Z}\)-graded manifold, a formal exponential map defined in a purely algebraic way and advocate for its use in applications.

Although the geodesic exponential map \(\exp : T_M \to M \times M\) associated to an affine connection \(\nabla\) does not transpose in a straightforward way to the graded manifold context, its fiberwise infinite-order jet evaluated along the zero section of \(T_M\) admits a purely algebraic description which does carry over to the \(\mathbb{Z}\)-graded context. We prove that the resulting map is an algebraically well-defined isomorphism of coalgebras \(\text{pbw} : \Gamma(S(T_M)) \to \mathcal{D}(M)\), where \(\mathcal{D}(M)\) denotes the associative algebra of differential operators on \(M\), called “formal exponential map.” This map may be considered as a replacement for the geodesic exponential map of classical differential geometry. For instance, the formal exponential map was exploited recently in relation with the Atiyah class of dg-manifolds, which is the obstruction class of the existence of dg-compatible connections [13]. Moreover, it plays an important role in the construction of associated \(L_\infty\)-algebras [13, 11]. We refer the reader to Definition 2.1 for the precise definition of the formal exponential map.

Applying the iterative technique conceived by Fedosov [8] for the deformation quantization [1, 2] of symplectic manifolds, Emmrich & Weinstein [7] constructed, for every smooth manifold \(M\), a flat connection on the completed symmetric tensor algebra \(\hat{S}(T'_M)\) of the cotangent bundle of \(M\). Furthermore, they proved, once again by the Fedosov iterative method, that for any smooth function \(f\) on \(M\), there exists a unique flat section of \(\hat{S}(T'_M)\) whose term of degree 0 (for the natural graduation of \(\hat{S}(T'_M)\) determined by the symmetric tensor power) is equal to \(f\). Doing so, they obtained an augmentation map \(\tau : C^\infty(M) \to \Omega^0(M, \hat{S}(T'_M))\). Moreover, Emmrich & Weinstein [7] proved that this map \(\tau\) constructed by the Fedosov iterative method does coincide with the fiberwise infinite-order jet along the zero section of \(T_M\) of the classical geodesic exponential map associated to an affine connection on the manifold \(M\). Their proof resorted to a complicated argument involving Ehresmann connections on analytic manifolds. One application of our formal exponential map is a direct and much more transparent proof
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of the Emmrich–Weinstein theorem. Indeed, we give a simple proof of an extension of the Emmrich–Weinstein theorem to $\mathbb{Z}$-graded manifolds, of which the classical Emmrich–Weinstein theorem is a special case.

First, we extend the Dolgushev construction of flat connections by Fedosov’s iterative method to the realm of $\mathbb{Z}$-graded manifolds. Next, we show that, for a graded manifold $\mathcal{M}$, the flat connection $D$ on $\hat{S}(T^\vee_M)$ constructed by this iteration procedure à la Fedosov starting from a torsionfree connection $\nabla$ on $T_M$ can be recovered in a straightforward manner by making use of the ‘formal exponential map’ $\text{pbw} : \Gamma(S(T_M)) \to \mathcal{D}(\mathcal{M})$ associated with the chosen torsionfree connection $\nabla$ on $T_M$. Our construction goes as follows. The Lie algebra $\Gamma(T_M)$ of smooth vector fields on $\mathcal{M}$ acts infinitesimally from the left on $\mathcal{D}(\mathcal{M})$ by composition of differential operators. Identifying $\mathcal{D}(\mathcal{M})$ with the symmetric algebra $\Gamma(S(T_M))$ via the formal exponential map $\text{pbw}$ and transferring this infinitesimal action through $\text{pbw}$, we obtain a flat connection $\nabla^i$ on the vector bundle $S(T_M)$. We prove that the covariant differential of the flat connection induced by $\nabla^i$ on the dual bundle $\hat{S}(T^\vee_M)$ coincides with the coboundary operator $D$ constructed by iteration — see Theorem 5.6. As a consequence, we prove an extension of the Emmrich–Weinstein theorem [7] to $\mathbb{Z}$-graded manifolds: the augmentation map $\tau$ which identifies smooth functions on $\mathcal{M}$ with $\nabla^i$-flat sections of the bundle $\hat{S}(T^\vee_M)$ is a Taylor expansion twisted by the formal exponential map — see Corollary 5.7. When $\mathcal{M}$ is an ordinary smooth manifold, we recover the classical Emmrich–Weinstein theorem [7].

In 2005, while globalizing Kontsevich’s formality theorem [10] from local charts to whole smooth manifolds, Dolgushev [5] proved that the Fedosov flat connection $D$ on $\hat{S}(T^\vee_M)$ and the augmentation map $\tau : C^\infty(M) \to \Omega^0(M, \hat{S}(T^\vee_M))$, which both stem from a choice of torsionfree connection $\nabla$ on the tangent bundle $T_M$ (see Propositions 5.1 and 5.2), fit into an exact sequence

$$0 \longrightarrow C^\infty(M) \xrightarrow{\tau} \Omega^0(M, \hat{S}(T^\vee_M)) \xrightarrow{D} \Omega^1(M, \hat{S}(T^\vee_M)) \xrightarrow{D} \Omega^2(M, \hat{S}(T^\vee_M)) \xrightarrow{D} \cdots \quad (1)$$

providing a resolution of the algebra $C^\infty(M)$ of smooth functions on $M$.

An analogue of Dolgushev’s result in the context of $\mathbb{Z}$-graded manifolds can be found in [4, Appendix], where it is used in connection with the quantization of coisotropic submanifolds. However, rather than resolve the entire algebra of functions on the graded manifold at hand, Cattaneo and Felder only resolve the functions on the support of this graded manifold as that is sufficient for their purpose.

In this paper, we give a simple proof of the exactness of the sequence [1] generalized to $\mathbb{Z}$-graded manifolds based on homological perturbation. We briefly recall the principle of homological perturbation in the Appendix. The resulting Dolgushev–Fedosov resolution of $C^\infty(\mathcal{M})$ can be used to globalize Kontsevich’s local formality theorem (see [10]) in the context of $\mathbb{Z}$-graded manifolds (see [4]).

Finally, we note that since $\Omega^\bullet(\mathcal{M}, \hat{S}(T^\vee_M))$ may be regarded as the algebra of functions on the graded manifold $T_M[1] \oplus T_M$, the (graded manifold version of) exact sequence [1] means that the dg-manifold $\mathcal{M}$ with support $M$ and trivial homological vector field is weakly equivalent to the dg-manifold $T_M[1] \oplus T_M$ with support $M$ and the operator $D$ as homological vector field. Throughout this paper, the structure sheaf $\mathcal{O}_{T_M}$ of the $\mathbb{Z}$-graded manifold $T_M$ is understood to be a sheaf over the smooth manifold $M$. Likewise, the support of the graded manifold $T_M[1] \oplus T_M$ is the smooth manifold $M$. 
Notations. Some remarks concerning notations are necessary.

By default, in this paper, “graded” means $\mathbb{Z}$-graded.

We use the symbol $k$ to denote the field of either real or complex numbers.

Given a module $M$ over a ring, the symbol $\hat{S}(M)$ denotes the $m$-adic completion of the symmetric algebra $S(M)$, where $m$ is the ideal of $S(M)$ generated by $M$.

The Koszul sign $e(\sigma; X_1, X_2, \ldots, X_n)$ of a permutation $\sigma$ of homogeneous elements $X_1, X_2, \ldots, X_n$ of a graded vector space $V$ is determined by the equality

$$X_{\sigma(1)} \odot X_{\sigma(2)} \odot \cdots \odot X_{\sigma(n)} = e(\sigma; X_1, X_2, \cdots, X_n) \ X_1 \odot X_2 \odot \cdots \odot X_n$$

in the (graded) symmetric algebra $S(V)$.

Let $\mathcal{M}$ be a finite-dimensional graded manifold, let $(x_i)_{i \in \{1, \ldots, n\}}$ be a set of local coordinates on $\mathcal{M}$ and let $(y_j)_{j \in \{1, \ldots, n\}}$ be the induced local frame of $T^\mathcal{M}$ regarded as fiberwise linear functions on $T^\mathcal{M}$.

We use the symbol $\mathbb{N}$ to denote the set of positive integers and the symbol $\mathbb{N}_0$ for the set of nonnegative integers. Given a multi-index $I = (i_1, i_2, \cdots, i_n) \in \mathbb{N}_0^n$, we adopt the following multi-index notations:

$I! = i_1! i_2! \cdots i_n!$

$|I| = i_1 + i_2 + \cdots + i_n$

$y^I = (y_1)^{i_1} (y_2)^{i_2} \cdots (y_n)^{i_n}$

$\tau_{\leq k} I = (i_1, \cdots, i_k, 0, \cdots, 0)$

$\tau_{< k} I = (i_1, \cdots, i_{k-1}, 0, \cdots, 0)$

$\tau_{> k} I = (0, \cdots, 0, i_{k+1}, \cdots, i_n)$

We use the symbol $e_k$ to denote the multi-index all of whose components are equal to 0 except for the $k$-th which is equal to 1. Thus $\partial_x^{e_k} = \partial_{x_k}$.

The de Rham exterior differential $d$ is an operator of degree +1 while the interior product $i_X$ with a homogeneous vector field $X$ of degree $|X|$ is an operator of degree $-1 - |X|$. The element

$$dx_{i_1} \wedge \cdots \wedge dx_{i_p} \otimes y^J \frac{\partial}{\partial y_q}$$

of $\Omega^p(\mathcal{M}, S^{|J|}(T^\mathcal{M}) \otimes T^\mathcal{M})$ is of degree

$$\sum_{k=1}^p (1 + |x_{i_k}|) + \sum_{k=1}^n J_k |y_k| - |y_q|,$$

where $|x_k|$ (resp. $|y_q|$) denotes the degree of the coordinate function $x_k$ (resp. $y_q$).
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1. Connections on graded manifolds

A \( \mathbb{Z} \)-graded manifold \( \mathcal{M} \) consists of a smooth manifold \( M \) (called the support of the graded manifold) and a sheaf of \( \mathbb{Z} \)-graded, graded-commutative algebras \( \mathcal{O}_M \) over \( M \) such that every point of \( M \) admits an open neighborhood \( U \) for which \( \mathcal{O}_M(U) \) is isomorphic to \( C^\infty(U) \otimes \hat{S}(V^\vee) \), where \( V \) is a fixed \( \mathbb{Z} \)-graded vector space and \( \hat{S}(V^\vee) \) denotes the formal power series on \( V \). We say that the graded manifold \( \mathcal{M} \) is finite-dimensional if \( \dim M \) and \( \dim V \) are finite. We use the notation \( C^\infty(M) \) to denote the algebra \( \mathcal{O}_M(M) \). We refer the reader to [12, Chapter 2] for a short introduction to \( \mathbb{Z} \)-graded manifolds.

**Definition 1.1.** Let \( \mathcal{E} \to \mathcal{M} \) be a vector bundle in the category of graded manifolds. A connection on \( \mathcal{E} \to \mathcal{M} \) is a \( k \)-linear map

\[
\nabla : \Gamma(T_M) \otimes \Gamma(\mathcal{E}) \to \Gamma(\mathcal{E})
\]

of degree 0 such that

\[
\nabla f X S = f \nabla X S,
\]

\[
\nabla_X (fS) = X(f)S + (−1)^{|X||f|} f \nabla X S,
\]

for all \( f \in C^\infty(\mathcal{M}) \), \( X \in \Gamma(T_M) \) and \( S \in \Gamma(\mathcal{E}) \).

The covariant differential associated to a connection \( \nabla \) is the map

\[
d\nabla : \Omega^\bullet(\mathcal{M}, \mathcal{E}) \to \Omega^{\bullet+1}(\mathcal{M}, \mathcal{E})
\]

of degree +1 satisfying

\[
\nabla_X S = \iota_X (d\nabla S),
\]

\[
d\nabla (\alpha \wedge \beta) = d\alpha \wedge \beta + (−1)^{|\alpha|} \alpha \wedge d\nabla \beta,
\]

for all \( X \in \Gamma(T_M) \), \( S \in \Gamma(\mathcal{E}) \), \( \alpha \in \Omega(\mathcal{M}) \) and \( \beta \in \Omega(\mathcal{M}, \mathcal{E}) \).

The curvature of a connection \( \nabla \) is the 2-form \( R^\nabla \in \Omega^2(\mathcal{M}, \text{End}(\mathcal{E})) \) defined by

\[
R^\nabla(X, Y) = (−1)^{|Y|−1}\left\{ \nabla_X \nabla Y − (−1)^{|X||Y|} \nabla_Y \nabla_X − \nabla_{[X, Y]} \right\},
\]

for all homogeneous \( X, Y \in \Gamma(T_M) \) so that, for all \( \omega \in \Omega(\mathcal{M}, \mathcal{E}) \), we have \((d\nabla)^2 \omega = R^\nabla \wedge \omega \).

If \( \mathcal{E} = T_M \), the torsion of \( \nabla \) is the \((1,2)\)-tensor \( T^\nabla : \Gamma(T_M) \times \Gamma(T_M) \to \Gamma(T_M) \) defined by

\[
T^\nabla(X, Y) = \nabla_X Y − (−1)^{|X||Y|} \nabla_Y X − [X, Y],
\]

for all homogeneous \( X, Y \in \Gamma(T_M) \).

2. Formal exponential map

The exponential maps defined in terms of geodesics of a connection for ordinary smooth manifolds does not generalize straightforwardly to graded manifolds as the latter only exist through their algebras of functions. However, it turns out that the the fiberwise \( \infty \)-order jet of the geodesic exponential map admits a purely algebraic description, which extends readily to the context of graded manifolds [11].
Definition 2.1. Let $\mathcal{M}$ be a graded manifold and let $\mathcal{D}(\mathcal{M})$ denote its algebra of differential operators. The formal exponential map associated to a connection $\nabla$ on $T\mathcal{M}$ is the morphism of left $C^\infty(\mathcal{M})$-modules

$$\text{pbw} : \Gamma(ST\mathcal{M}) \rightarrow \mathcal{D}(\mathcal{M}),$$

inductively defined by the relations

$$\text{pbw}(f) = f, \quad \forall f \in C^\infty(\mathcal{M})$$

$$\text{pbw}(X) = X, \quad \forall X \in \Gamma(T\mathcal{M}),$$

and, for all $n \in \mathbb{N}$ and any homogeneous elements $X_0, \ldots, X_n$ of $\Gamma(T\mathcal{M})$,

$$\text{pbw}(X_0 \circ \cdots \circ X_n) = \frac{1}{n+1} \sum_{k=0}^{n} \epsilon_k \left\{ X_k \cdot \text{pbw}(X^{(k)}) - \text{pbw} \left( \nabla X_k (X^{(k)}) \right) \right\},$$

where $\epsilon_k = (-1)^{|X_k|(|X_0|+\cdots+|X_{k-1}|)}$ and $X^{(k)} = X_0 \circ \cdots \circ X_{k-1} \circ X_{k+1} \circ \cdots \circ X_n$.

Lemma 2.2. The formal exponential map is well-defined.

Sketch of proof. Let $\nabla$ be a connection on the tangent bundle $T\mathcal{M}$ to a graded manifold $\mathcal{M}$. Consider the sequence $(E_n)_{n \in \mathbb{N}_0}$ of maps

$$E_n : \Gamma(T\mathcal{M}) \times \Gamma(T\mathcal{M}) \times \cdots \times \Gamma(T\mathcal{M}) \rightarrow \mathcal{D}(\mathcal{M})$$

starting with the natural inclusions $E_0 : C^\infty(\mathcal{M}) \rightarrow \mathcal{D}(\mathcal{M})$ and $E_1 : \Gamma(T\mathcal{M}) \rightarrow \mathcal{D}(\mathcal{M})$ and defined recursively by the relation

$$E_n(X_1, \ldots, X_n) = \frac{1}{n} \left\{ \sum_{k=1}^{n} \epsilon_k \cdot E_{n-1}(X_1, \ldots, \hat{X}_k, X_1, \ldots, X_n) - \sum_{l<k} \epsilon \cdot E_{n-1}(X_1, \ldots, \nabla X_k X_l, \ldots, \hat{X}_k, X_l, \ldots, X_n) - \sum_{k<l} \epsilon \cdot E_{n-1}(X_1, \ldots, \hat{X}_k, X_l, \ldots, \nabla X_k X_l, \ldots, X_n) \right\},$$

for $n \geqslant 2$. The symbol $\epsilon$ appearing in each term of the sum above denotes the Koszul sign $\epsilon(\sigma; X_1, X_2, \cdots, X_n)$ of the permutation $\sigma$ of the order in which the homogeneous elements $X_1, X_2, \ldots, X_n$ of $\Gamma(T\mathcal{M})$ appear in that term.

By induction on $n$, show that each $E_n$ is multilinear over $C^\infty(\mathcal{M})$. The morphism of left $C^\infty(\mathcal{M})$-modules

$$E : \Gamma \left( \bigoplus_{n \in \mathbb{N}_0} (T\mathcal{M})^\otimes n \right) \rightarrow \mathcal{D}(\mathcal{M})$$

determined by the sequence of maps $(E_n)_{n \in \mathbb{N}_0}$ vanishes on the ideal generated by all elements of the form

$$X_1 \circ \cdots \circ X_k \circ X_{k+1} \circ \cdots \circ X_n - (-1)^{|X_k||X_{k+1}|} X_1 \circ \cdots \circ X_{k+1} \circ X_k \circ \cdots \circ X_n$$

for all homogeneous elements $X_1, \ldots, X_n$ of $\Gamma(T\mathcal{M})$. The induced morphism of $C^\infty(\mathcal{M})$-modules from the symmetric algebra $\Gamma(S(T\mathcal{M}))$ to the algebra $\mathcal{D}(\mathcal{M})$ of differential operators...
is the formal exponential map:

\[
\begin{array}{ccc}
\Gamma\left(\bigoplus_{n\in\mathbb{N}_0}(\mathcal{T}M)^\otimes n\right) & \xrightarrow{E} & D(M) \\
\Gamma(S(\mathcal{T}M)) & \xrightarrow{pbw} & \end{array}
\]

For a classical (i.e. nongraded) manifold \( M \), this map \( pbw \) is the fiberwise \( \infty \)-order jet of the exponential map \( \exp : \mathcal{T}M \to M \times M \) associated to the connection \( \nabla \) — whence the terminology ‘formal exponential map.’

**Proposition 2.3 ([11]).** If \( \mathcal{M} \) is a classical smooth manifold (i.e. \( \mathcal{V} = 0 \)), then

\[
\text{pbw}(X_0 \odot \cdots \odot X_k)(f) = \frac{d}{dt_0} \bigg|_{t=0} \frac{d}{dt_1} \bigg|_{t=0} \cdots \frac{d}{dt_k} \bigg|_{t=0} f(\exp(t_0 X_0 + t_1 X_1 + \cdots + t_k X_k))
\]

for all \( X_0, X_1, \ldots, X_k \in \Gamma(\mathcal{T}M) \) and \( f \in C^\infty(M) \).

3. Properties of the formal exponential map

The algebra \( D(M) \) of differential operators on \( \mathcal{M} \) can be thought of as the universal enveloping algebra \( \mathcal{U}(\mathcal{T}M) \) of \( \mathcal{T}M \) (regarded as a Lie algebroid) [16, 14, 15] and admits a natural filtration by the order of the differential operators.

Using (2), it is straightforward to prove by induction on \( n \) that,

\[
\text{pbw}(X_0 \odot \cdots \odot X_n) \in \mathcal{U}^{\leq n}(\mathcal{T}M),
\]

for all \( n \in \mathbb{N} \) and \( X_1, \ldots, X_n \in \Gamma(\mathcal{T}M) \). In other words, the map \( pbw \) respects the filtrations on \( \Gamma(S\mathcal{T}M) \) and \( \mathcal{U}(\mathcal{T}M) \).

We introduce the functor \( \text{Gr} \) which takes a filtered vector space

\[
\cdots \subset \mathcal{A}^{\leq k-1} \subset \mathcal{A}^{\leq k} \subset \mathcal{A}^{\leq k+1} \subset \cdots
\]

to the associated graded vector space

\[
\text{Gr} \left( \mathcal{A} \right) = \bigoplus_k \mathcal{A}^{\leq k}/\mathcal{A}^{\leq k-1}.
\]

Rinehart proved that, for every Lie algebroid \( L \), the symmetrization map

\[
\text{sym} : \Gamma(S^\bullet(L)) \to \text{Gr}^\bullet(\mathcal{U}(L)),
\]

defined by

\[
X_1 \odot \cdots \odot X_n \mapsto \frac{1}{n!} \sum_{\sigma \in S_n} \epsilon \ X_{\sigma(1)} \cdots X_{\sigma(n)}, \quad \forall X_1, \ldots, X_n \in \Gamma(L),
\]

is an isomorphism of graded vector spaces [16].

The next lemma asserts that

\[
\text{Gr}(pbw) = \text{sym}.
\]
Lemma 3.1. For all \( n \in \mathbb{N} \) and \( X_1, \ldots, X_n \in \Gamma (T_M) \),

\[
pbw(X_1 \odot \cdots \odot X_n) - \frac{1}{n!} \sum_{\sigma \in S_n} \epsilon \ X_{\sigma(1)} \cdot X_{\sigma(2)} \cdots X_{\sigma(n)}
\]

is an element of \( \mathcal{U}(T_M)^{\leq n-1} \).

Sketch of proof. It follows from (2) that

\[
pbw(X_1 \odot \cdots \odot X_n) - \frac{1}{n!} \sum_{k=1}^{n} \epsilon \ X_k \cdot \pbw(X_1 \odot \cdots \odot \hat{X}_k \odot \cdots \odot X_n)
\]

belongs to \( \mathcal{U}^{\leq n-1}(T_M) \) as

\[
\nabla_{X_k}(X_1 \odot \cdots \odot \hat{X}_k \odot \cdots \odot X_n) \in \Gamma \left(S^{n-1}(T_M)\right)
\]

and \( \pbw \) respects the filtrations. The result follows by induction on \( n \).

The functor \( \text{Gr} \) has the following remarkable property: given a homomorphism \( \phi : V \to W \) of filtered vector spaces, if the associated morphism of graded vector spaces \( \text{Gr}(\phi) \) is an isomorphism and the filtrations on \( V \) and \( W \) are both exhaustive and complete, then \( \phi \) itself is an isomorphism. Therefore, we have proved the following proposition:

**Proposition 3.2.** The formal exponential map

\[
pbw : \Gamma (ST_M) \to \mathcal{U}(T_M)
\]

is an isomorphism of filtered left \( C^\infty(M) \)-modules.

Note that both \( \Gamma (ST_M) \) and \( \mathcal{U}(T_M) \) are coalgebras over \( C^\infty(M) \).

The comultiplication

\[
\Delta : \mathcal{U}(T_M) \to \mathcal{U}(T_M) \otimes_{C^\infty(M)} \mathcal{U}(T_M)
\]

is characterized by the identities

\[
\Delta(1) = 1 \otimes 1;
\]

\[
\Delta(X) = 1 \otimes X + X \otimes 1, \quad \forall X \in \Gamma(T_M);
\]

\[
\Delta(U \cdot V) = \Delta(U) \cdot \Delta(V), \quad \forall U, V \in \mathcal{U}(T_M),
\]

and is compatible with the natural filtration of \( \mathcal{U}(T_M) \). Here the symbol \( \otimes \) denotes the tensor product over \( C^\infty(M) \), the symbol 1 denotes the constant function 1, and the symbol \( \cdot \) denotes the multiplication in \( \mathcal{U}(T_M) \). We refer the reader to [17] for the precise meaning of Equation (3).

---

\[\text{A filtration } \cdots \subset F^p(V) \subset F^{p+1}(V) \subset \cdots \text{ on a vector space } V \text{ is said to be exhaustive if } \bigcup_p F^p(V) = V \text{ and complete if the natural map } V \to \lim \rightarrow \bigoplus_p \frac{V}{F^p(V)} \text{ is an isomorphism.}\]
More explicitly, for all homogeneous elements $X_1, \ldots, X_k \in \Gamma(T_M)$, we have

$$
\Delta(X_1 \cdots X_k) = 1 \otimes (X_1 \cdots X_k) + (X_1 \cdots X_k) \otimes 1 \\
+ \sum_{p+q=k} \sum_{\sigma \in S_{p,q}} \epsilon(\sigma; X)(X_{\sigma(1)} \cdots X_{\sigma(p)}) \otimes (X_{\sigma(p+1)} \cdots X_{\sigma(k)}),
$$

where $\epsilon(\sigma; X)$ denotes the Koszul sign of the permutation $\sigma$ of the homogeneous elements $X_1, \ldots, X_k \in \Gamma(T_M)$ and $S_{p,q}$ denotes the space of $(p,q)$-shuffles.

Similarly, the comultiplication

$$
\Delta : \Gamma(ST_M) \rightarrow \Gamma(ST_M) \otimes \Gamma(ST_M)
$$

is given by

$$
\Delta(X_1 \odot \cdots \odot X_k) = 1 \otimes (X_1 \odot \cdots \odot X_k) + (X_1 \odot \cdots \odot X_k) \otimes 1 \\
+ \sum_{p+q=k} \sum_{\sigma \in S_{p,q}} \epsilon(\sigma; X)(X_{\sigma(1)} \odot \cdots \odot X_{\sigma(p)}) \otimes (X_{\sigma(p+1)} \odot \cdots \odot X_{\sigma(k)}).
$$

The symbol $\odot$ denotes the symmetric product in $\Gamma(ST_M)$.

**Theorem 3.3.** The formal exponential map $\text{pbw} : \Gamma(S(T_M)) \rightarrow U(T_M)$ is an isomorphism of filtered coalgebras over $C^\infty(M)$.

**Proof.** We need to prove that

$$
\Delta \circ \text{pbw} = (\text{pbw} \otimes \text{pbw}) \circ \Delta.
$$

Given $n \in \mathbb{N}$ and homogeneous elements $X_0, X_1, \ldots, X_n$ of $\Gamma(T_M)$, set

$$X^{\{k\}} = X_0 \odot \cdots \odot X_{k-1} \odot X_{k+1} \odot \cdots \odot X_n$$

and $\epsilon_k = (-1)^{|X_k|(|X_0|+\cdots+|X_{k-1}|)}$ for all $k \in \{0, \ldots, n\}$.

We have

$$
\Delta \circ \text{pbw}(X_0 \odot \cdots \odot X_n) \\
= \frac{1}{n+1} \sum_{k=0}^{n} \epsilon_k \Delta(X_k \cdot \text{pbw}(X^{\{k\}}) - \text{pbw}(\nabla X_k (X^{\{k\}}))) \\
= \frac{1}{n+1} \sum_{k=0}^{n} \epsilon_k \left\{ \Delta(X_k) \cdot \Delta \circ \text{pbw}(X^{\{k\}}) - \Delta \circ \text{pbw}(\nabla X_k (X^{\{k\}})) \right\} \\
= \frac{1}{n+1} \sum_{k=0}^{n} \epsilon_k \left\{ (1 \otimes X_k + X_k \otimes 1) \cdot (\text{pbw} \otimes \text{pbw}) \circ \Delta(X^{\{k\}}) \\
- (\text{pbw} \otimes \text{pbw}) \circ \Delta(\nabla X_k (X^{\{k\}})) \right\} \\
= \frac{1}{n+1} (A + B - C - D)
$$
where

\[ \mathcal{A} = \sum_{p=-1}^{n-1} \sum_{\sigma \in S_{n+1}} \epsilon \ \text{pbw}(X_{\sigma(0)} \odot \ldots \odot X_{\sigma(p)}) \odot X_{\sigma(p+2)} \odot \ldots \odot X_{\sigma(n)} \cdot \text{pbw}(X_{\sigma(p+2)} \odot \ldots \odot X_{\sigma(n)}) \]

\[ \mathcal{B} = \sum_{p=0}^{n} \sum_{\sigma \in S_{n+1}} \epsilon \ \text{pbw}(X_{\sigma(0)} \odot \ldots \odot X_{\sigma(p)}) \odot \text{pbw}(X_{\sigma(p+1)} \odot \ldots \odot X_{\sigma(n)}) \]

\[ \mathcal{C} = \sum_{p=1}^{n} \sum_{\sigma \in S_{n+1}} \epsilon \ \text{pbw}((\nabla X_{\sigma(0)}) X_{\sigma(1)} \odot \ldots \odot X_{\sigma(p)}) \odot \text{pbw}(X_{\sigma(p+1)} \odot \ldots \odot X_{\sigma(n)}) \]

\[ \mathcal{D} = \sum_{p=-1}^{n-2} \sum_{\sigma \in S_{n+1}} \epsilon \ \text{pbw}(X_{\sigma(0)} \odot \ldots \odot X_{\sigma(p)}) \odot \text{pbw}((\nabla X_{\sigma(p+1)}) X_{\sigma(p+2)} \odot \ldots \odot X_{\sigma(n)}). \]

Note that, in each term, the factor \( \epsilon \) denotes the Koszul sign of the permutation \( \sigma \) applied to the homogeneous elements \( X_0, X_1, \ldots, X_n \) of \( \Gamma(T_M) \) in that term.

Setting

\[ \mathcal{G}_p = \sum_{\sigma \in S_{n+1}} \epsilon \ \text{pbw}(X_{\sigma(0)} \odot \ldots \odot X_{\sigma(p)}) \odot \text{pbw}(X_{\sigma(p+1)} \odot \ldots \odot X_{\sigma(n)}), \]

it follows from (2) that

\[ \mathcal{B} - \mathcal{C} = \sum_{p=0}^{n} (p + 1) \mathcal{G}_p \quad \text{and} \quad \mathcal{A} - \mathcal{D} = \sum_{p=-1}^{n-1} (n - p) \mathcal{G}_p. \]

Therefore, we obtain

\[ \mathcal{B} - \mathcal{C} + \mathcal{A} - \mathcal{D} = \sum_{p=0}^{n} (p + 1) \mathcal{G}_p + \sum_{p=-1}^{n-1} (n - p) \mathcal{G}_p \]

\[ = \sum_{p=0}^{n} (p + 1) \mathcal{G}_p + \sum_{p=-1}^{n} (n - p) \mathcal{G}_p = (n + 1) \sum_{p=-1}^{n} \mathcal{G}_p \]

and

\[ \Delta \circ \text{pbw}(X_0 \odot \ldots \odot X_n) = \frac{1}{n + 1} (\mathcal{B} - \mathcal{C} + \mathcal{A} - \mathcal{D}) \]

\[ = \sum_{p=-1}^{n} \mathcal{G}_p = (\text{pbw} \odot \text{pbw}) \circ \Delta(X_0 \odot \ldots \odot X_n) \]
since
\[
\Delta(X_0 \circ \cdots \circ X_n) = \sum_{p=-1}^{n} \sum_{\sigma \in S_{n+1}} \epsilon_{0} (X_{\sigma(0)} \circ \cdots \circ X_{\sigma(p)}) \circ (X_{\sigma(p+1)} \circ \cdots \circ X_{\sigma(n)}). \quad \square
\]

4. HIGHEST ORDER TERMS OF THE FORMAL EXPONENTIAL MAP

The purpose of this section is to establish the following technical result.

**Proposition 4.1.** Let $\mathcal{M}$ be a graded manifold. The formal exponential map associated to a torsion-free connection $\nabla$ on $T\mathcal{M}$ satisfies

\[
\text{pbw}(X_0 \circ \cdots \circ X_n) \equiv X_0 \cdots X_n - \sum_{j<k} \epsilon X_j \cdots \hat{X}_j \cdots \hat{X}_k \cdots X_n \cdot (\nabla X_j X_k) \mod U^{\leq n-1}(T\mathcal{M})
\] (4)

and

\[
\text{pbw}^{-1}(X_0 \circ \cdots \circ X_n) \equiv X_0 \circ \cdots \circ X_n
\]
\[
+ \sum_{j<k} \epsilon X_j \circ \cdots \circ \hat{X}_j \circ \cdots \circ \hat{X}_k \circ \cdots \circ X_n \circ (\nabla X_j X_k)
\]
\[
\mod \Gamma(S^{\leq n-1}T\mathcal{M})
\] (5)

for all $n \in \mathbb{N}$ and all homogeneous elements $X_0, \ldots, X_n$ in $\Gamma(T\mathcal{M})$.

Throughout this section, we make use of the following simplified notations:

- The symbol $\epsilon$ appearing in the terms of a sum will always denote the Koszul sign $\epsilon(\sigma; X_0, X_1, \ldots, X_n)$ of the permutation $\sigma$ of the order in which the homogeneous elements $X_0, X_1, \ldots, X_n$ of $\Gamma(T\mathcal{M})$ appear in that term.
- For every subset $\{i_1, i_2, \ldots, i_k\}$ of $\{0, 1, \ldots, n\}$, the symbol $X^{\{i_1, i_2, \ldots, i_k\}}$ denotes what remains of the product $X_0 \cdots X_n$ after its factors $X_{i_1}, X_{i_2}, \ldots, X_{i_k}$ have been erased.

**Proposition 4.2.** For all homogeneous elements $Y, Z$ of $\Gamma(T\mathcal{M})$, we have

\[
\text{pbw}(Y \circ Z) = Y \cdot Z - \nabla Y Z + \frac{1}{2} T\nabla(Y, Z)
\] (6)

and

\[
\text{pbw}^{-1}(Y \cdot Z) = Y \circ Z + \nabla Y Z - \frac{1}{2} T\nabla(Y, Z).
\] (7)

**Proof.** It follows directly from Equation [2] that

\[
\text{pbw}(Y \circ Z) = \frac{1}{2} \left\{ Y \text{ pbw}(Z) + (-1)^{|Y||Z|} \text{ pbw}(Y) - \text{ pbw}(\nabla Y Z) - (-1)^{|Y||Z|} \text{ pbw}(\nabla Z Y) \right\}
\]
\[
= \frac{1}{2} \left\{ Y \cdot Z + (-1)^{|Y||Z|} Z \cdot Y - \nabla Y Z - (-1)^{|Y||Z|} \nabla Z Y \right\}
\]
\[
= \frac{1}{2} \left\{ 2Y Z - [Y, Z] - 2\nabla Y Z + (\nabla Y Z - (-1)^{|Y||Z|} \nabla Z Y) \right\}
\]
\[
= Y \cdot Z - \nabla Y Z + \frac{1}{2} \left\{ \nabla Y Z - (-1)^{|Y||Z|} \nabla Z Y - [Y, Z] \right\}
\]
\[
= Y \cdot Z - \nabla Y Z + \frac{1}{2} T\nabla(Y, Z).
\]
Therefore, we obtain
\[
Y \cdot Z = \text{pbw}(Y \odot Z) + \nabla Y Z + \frac{1}{2} T^\nabla (Y, Z) \quad \text{for all} \quad \sigma \in \Gamma(T_M)
\]
and, applying \(\text{pbw}^{-1}\) to both sides,
\[
\text{pbw}^{-1}(Y \cdot Z) = Y \odot Z + \nabla Y Z + \frac{1}{2} T^\nabla (Y, Z).
\]

**Lemma 4.3.** For all homogeneous elements \(X_1, \ldots, X_n\) in \(\Gamma(T_M)\), we have
\[
X_1 \cdots X_n \equiv \epsilon X_1 \cdots X_{k-1} X_{k+1} X_k X_{k+2} \cdots X_n \mod U^{< n-1}(T_M).
\]

**Proof.** It follows from \(Y \cdot Z = (-1)^{|Y||Z|} Z \cdot Y + [Y, Z]\) that
\[
X_1 \cdots X_n = \epsilon X_1 \cdots X_{k-1} X_{k+1} X_k X_{k+2} \cdots X_n + \sum_{k=1}^n X_1 \cdots X_{k-1} [X_k, X_{k+1}] X_{k+2} \cdots X_n \quad \text{mod} \ U^{< n-1}(T_M).
\]

**Corollary 4.4.** For all homogeneous elements \(X_1, \ldots, X_n\) in \(\Gamma(T_M)\), we have
\[
X_1 \cdots X_n \equiv \epsilon X_1 \cdots \widehat{X_k} \cdots X_n \cdot X_k \mod U^{< n-1}(T_M)
\]
and, for all \(\sigma \in S_n\),
\[
X_1 \cdots X_n \equiv \epsilon X_{\sigma(1)} \cdots X_{\sigma(n)} \mod U^{< n-1}(T_M).
\]

**Corollary 4.5.** For all homogeneous elements \(X_1, \ldots, X_n\) in \(\Gamma(T_M)\), we have
\[
\text{pbw}(X_1 \odot \cdots \odot X_n) \equiv X_1 \cdots X_n \mod U^{< n-1}(T_M)
\]
and
\[
X_1 \odot \cdots \odot X_n \equiv \text{pbw}^{-1}(X_1 \cdots X_n) \mod \Gamma(S^{< n-1}T_M).
\]

**Proof.** It follows from Lemma 3.1 and Corollary 4.4 that
\[
\text{pbw}(X_1 \odot \cdots \odot X_n) \equiv \frac{1}{n!} \sum_{\sigma \in S_n} \epsilon X_{\sigma(1)} \cdots X_{\sigma(n)} \equiv X_1 \cdots X_n \mod U^{< n-1}(T_M).
\]

**Lemma 4.6.** For all homogeneous elements \(X_0, \ldots, X_n\) in \(\Gamma(T_M)\), we have
\[
\sum_{k=0}^n \epsilon \text{pbw} \left( \nabla X_k (X_0 \odot \cdots \widehat{X_k} \odot \cdots \odot X_n) \right)
\]
\[
\equiv \sum_{j<k} \epsilon X_0 \cdots \widehat{X_j} \cdots \widehat{X_k} \cdots X_n \cdot (2\nabla X_j X_k - [X_j, X_k] - T^\nabla (X_j, X_k)) \mod U^{< n-1}(T_M).
\]

**Proof.** It follows from Equation (8) that
\[
\sum_{k=1}^n \text{pbw} \left( Z_1 \odot \cdots \odot Z_{k-1} \odot (\nabla Y Z_k) \odot Z_{k+1} \odot \cdots \odot Z_n \right)
\]
\[
\equiv \sum_{k=1}^n Z_1 \cdots Z_{k-1} \cdot (\nabla Y Z_k) \cdot Z_{k+1} \cdots Z_n \mod U^{< n-1}(T_M).
\]
Therefore, for every homogeneous elements \(X_0, \ldots, X_n\) in \(\Gamma (T_M)\), we have
\[
\epsilon \ pbw (\nabla_{X_k} (X_0 \odot \cdots \odot \widehat{X}_k \odot \cdots \odot X_n)) \\
\equiv \sum_{j=0}^{k-1} \epsilon X_0 \cdots X_{j-1} (\nabla_{X_k} X_j) X_{j+1} \cdots \widehat{X}_k \cdots X_n \\
+ \sum_{j=k+1}^{n} \epsilon X_0 \cdots \widehat{X}_k \cdots X_{j-1} (\nabla_{X_k} X_j) X_{j+1} \cdots X_n \mod U^{\leq n-1}(T_M).
\]

Summing over \(k\), we obtain
\[
\sum_{k=0}^{n} \epsilon \ pbw (\nabla_{X_k} (X_0 \odot \cdots \odot \widehat{X}_k \odot \cdots \odot X_n)) \\
\equiv \sum_{j<k} \epsilon X_0 \cdots \widehat{X}_k \cdots X_{j-1} [X_k, X_j] X_{j+1} \cdots \widehat{X}_k \cdots X_n \mod U^{\leq n-1}(T_M).
\]

The desired result follows from Corollary 4.4 and the definition of the torsion \(T \nabla\).

\[\square\]

**Lemma 4.7.** For all homogeneous elements \(X_0, \ldots, X_n\) in \(\Gamma (T_M)\), we have
\[
\sum_{k=0}^{n} \epsilon \ X_k \cdot X_0 \cdots \widehat{X}_k \cdots X_n \\
\equiv (n+1)X_0 \cdots X_n + \sum_{j<k} \epsilon X_0 \cdots \widehat{X}_j \cdots \widehat{X}_k \cdots X_n \cdot [X_k, X_j] \mod U^{\leq n-1}(T_M).
\]

**Proof.** We have
\[
\sum_{k=0}^{n} \epsilon \ X_k \cdot X^{(k)} = \sum_{k=0}^{n} \left\{ X_0 \cdots X_n + \sum_{j=0}^{k-1} \epsilon X_0 \cdots X_{j-1} [X_k, X_j] X_{j+1} \cdots \widehat{X}_k \cdots X_n \right\} \\
= (n+1)X_0 \cdots X_n + \sum_{j<k} \epsilon X_0 \cdots X_{j-1} [X_k, X_j] X_{j+1} \cdots \widehat{X}_k \cdots X_n.
\]

The desired result follows from Corollary 4.4.

\[\square\]

**Proof of Proposition 4.1.** We will proceed by induction on \(n\). The result is true for \(n = 1\) by Equation (6). Now, the induction hypothesis
\[
\text{pbw}(Z_1 \odot \cdots \odot Z_n) \equiv Z_1 \cdots Z_n - \sum_{j<k} \epsilon Z_1 \cdots \widehat{Z}_j \cdots \widehat{Z}_k \cdots Z_n \cdot (\nabla_{Z_j} Z_k) \mod U^{\leq n-2}(T_M)
\]

implies
\[
\sum_{k=0}^{n} \epsilon \ X_k \cdot \text{pbw}(X_0 \odot \cdots \odot \widehat{X}_k \odot \cdots \odot X_n) \\
\equiv \sum_{k=0}^{n} \epsilon X_k \cdot X_0 \cdots \widehat{X}_k \cdots X_n - \sum_{k=0}^{n} \sum_{\substack{i<j \\ k \notin \{i,j\}}} \epsilon X_k \cdot X^{\{i,j,k\}} \cdot (\nabla_{X_i} X_j) \mod U^{\leq n-1}(T_M).
\]
Then, making use of Lemma 4.7 and Lemma 4.4, we obtain
\[ \sum_{k=0}^{n} \epsilon X_k \cdot \text{pbw}(X_0 \circ \cdots \circ \hat{X}_k \circ \cdots \circ X_n) \]
\[ \equiv (n + 1)X_0 \cdots X_n + \sum_{j<k} \epsilon X^{(j,k)}[X_k, X_j] - \sum_{i<j \neq k}^{n} \epsilon X^{(i,j)}(\nabla_{X_i}X_j) \]
\[ \equiv (n + 1)X_0 \cdots X_n - \sum_{j<k} \epsilon X^{(j,k)}[X_j, X_k] - (n - 1) \sum_{i<j} \epsilon X^{(i,j)}(\nabla_{X_i}X_j) \]
\[ \equiv (n + 1)X_0 \cdots X_n - \sum_{j<k} \epsilon X_0 \cdots \hat{X}_j \cdots \hat{X}_k \cdots X_n \{ [X_j, X_k] + (n - 1)\nabla_{X_j}X_k \} \]
mod \( U \leq n-1(T_M) \).

Combining this last result with the Equation (2) and Lemma 4.6, we finally obtain
\[ \text{pbw}(X_0 \circ \cdots \circ X_n) = \frac{1}{n+1} \sum_{k=0}^{n} \left\{ \epsilon X_k \cdot \text{pbw}(X^{(k)}) - \epsilon \text{pbw}(\nabla_{X_k}(X^{(k)})) \right\} \]
\[ \equiv X_0 \cdots X_n - \frac{1}{n+1} \sum_{j<k} \epsilon X^{(j,k)} \left\{ (n - 1)\nabla_{X_j}X_k + 2\nabla_{X_j}X_k - T^\nabla(X_j, X_k) \right\} \]
\[ \equiv X_0 \cdots X_n - \sum_{j<k} \epsilon X_0 \cdots \hat{X}_j \cdots \hat{X}_k \cdots X_n \left\{ \nabla_{X_j}X_k - \frac{1}{n+1}T^\nabla(X_j, X_k) \right\} \]
mod \( U \leq n-1(T_M) \).

The proof of Equation (4) is complete since \( T^\nabla = 0 \). Finally, applying \( \text{pbw}^{-1} \) to both sides of Equation (4) and making use of Equation (9) yields Equation (5). \( \square \)

5. Emmrich-Weinstein theorem for graded manifolds

Let \( M \) be a finite-dimensional graded manifold, let \((x_i)_{i \in \{1, \ldots, n\}}\) be a set of local coordinates on \( M \) and let \((y_j)_{j \in \{1, \ldots, n\}}\) be the induced local frame of \( T_M^\nabla \) regarded as fiberwise linear functions on \( T_M \). As in \[5\], we define
\[ \delta : \Omega^p(M, S^qT_M^\nabla) \to \Omega^{p+1}(M, S^{q-1}T_M^\nabla) \]
and
\[ \delta^{-1} : \Omega^p(M, S^qT_M^\nabla) \to \Omega^{p-1}(M, S^{q+1}T_M^\nabla) \]
by
\[ \delta = \sum_{i=1}^{n} dx_i \otimes \frac{\partial}{\partial y_i} \quad \text{and} \quad \delta^{-1} = \frac{1}{p+q} \sum_{i=1}^{n} i \frac{\partial}{\partial x_i} \otimes y_i \]
or, more precisely,
\[ \delta(\omega \otimes f) = \sum_{i=1}^{n} (-1)^{|\omega|} \frac{\partial}{\partial x_i} \omega \otimes \frac{\partial}{\partial y_i}(f) \]
and
\[ \delta^{-1} (\omega \otimes f) = \frac{1}{p+q} \sum_{i=1}^{n} (-1)^{|\omega|} i \frac{\partial}{\partial x_i} \omega \otimes y_i \cdot f \]
for all homogeneous \( \omega \in \Omega^p(M) \) and for all \( f \in \Gamma(S^qT^*_M) \). It’s not difficult to check that the operators \( \delta \) and \( \delta^{-1} \) are well defined, i.e. independent of the choice of local coordinates, and can be extended to \( \Omega^*(M, \text{End}(\tilde{S}(T^*_M))) \). The operator \( \delta \) has degree +1 while the operator \( \delta^{-1} \) has degree −1. Note that the operators \( \delta \) and \( \delta^{-1} \) are not inverse of each other.

A connection \( \nabla \) on the tangent bundle \( T_M \) of a graded manifold \( M \) determines a connection \( \Gamma(T_M) \times \Gamma(S(T_M)) \to \Gamma(S(T_M)) \) on \( S(T_M) \), also denoted \( \nabla \) by abuse of notation, through the relation

\[
\nabla_X (X_0 \circ X_1 \circ \cdots \circ X_n) = \sum_{k=0}^{n} X_0 \circ \cdots \circ X_{k-1} \circ \nabla_X X_k \circ X_{k+1} \circ \cdots \circ X_n.
\]

We use the symbol \( d^\nabla \) to denote the covariant differential of the induced connection on the dual vector bundle \( \tilde{S}(T^*_M) \).

Following the construction of Dolgushev [5], we prove the following proposition.

**Proposition 5.1.** Given a torsion-free connection \( \nabla \) on the tangent bundle \( T_M \) of a graded manifold \( M \), there exists a unique element

\[
A^\nabla = \sum_{i=1}^{n} \sum_{J \in \mathbb{N}_0^n} \sum_{k=1}^{n} A^i_{J,k} dx_i \otimes y^J \frac{\partial}{\partial y_k}
\]

of degree +1 in \( \Omega^1(M, \tilde{S}^{\leq 2}(T^*_M) \otimes T_M) \) such that \( \delta^{-1}(A^\nabla) = 0 \) and the operator

\[
D : \Omega^*(M, \tilde{S}(T^*_M)) \to \Omega^{*+1}(M, \tilde{S}(T^*_M))
\]

of degree +1 defined by \( D = -\delta + d^\nabla + A^\nabla \) satisfies \( D \circ D = 0 \).

Thus we obtain the cochain complex

\[
\Omega^0(M, \tilde{S}(T^*_M)) \xrightarrow{D} \Omega^1(M, \tilde{S}(T^*_M)) \xrightarrow{D} \Omega^2(M, \tilde{S}(T^*_M)) \xrightarrow{D} \cdots \tag{10}
\]

Note that \( A^\nabla \) can be thought of as a 1-form on \( M \) valued in fiberwise formal vector fields on \( T_M \) and hence acts on \( \Omega^*(M, \tilde{S}(T^*_M)) \), the forms on \( M \) valued in fiberwise formal functions on \( T_M \).

Consider the linear map \( \sigma : \Omega^*(M, \tilde{S}(T^*_M)) \to C^\infty(M) \) of degree 0 characterized by the relations

\[
\sigma(f \otimes 1) = f, \quad \forall f \in C^\infty(M);
\]

\[
\sigma(\omega \otimes y^J) = 0, \quad \forall \omega \in \Omega^{\geq 1}(M), \forall J \in \mathbb{N}_0^n;
\]

\[
\sigma(f \otimes y^J) = 0, \quad \forall f \in \Omega^0(M), \forall J \in \mathbb{N}_0^n \text{ s.t. } |J| \geq 1. \tag{11}
\]

**Proposition 5.2.** For every \( f \in C^\infty(M) \), there exists a unique \( \xi \in \Gamma(\tilde{S}(T^*_M)) \) such that \( \sigma(\xi) = f \) and \( D(\xi) = 0 \).

Hence, there exists a unique map

\[
\tau : C^\infty(M) \to \Omega^0(M, \tilde{S}(T^*_M))
\]

degree 0 satisfying \( \sigma \circ \tau = \text{id}_{C^\infty(M)} \) and \( D \circ \tau = 0 \). Furthermore, due to Proposition 5.2, one can easily check that \( \tau \) preserves the algebra structures.

**Corollary 5.3.** The map \( \tau : C^\infty(M) \to \Omega^0(M, \tilde{S}(T^*_M)) \) is a morphism of algebras.
The cochain complex (10) may be augmented to
\[ 0 \rightarrow C^\infty(M) \xrightarrow{\tau} \Omega^0(M, \hat{S}(T_M^\vee)) \xrightarrow{\partial} \Omega^1(M, \hat{S}(T_M^\vee)) \xrightarrow{\partial} \Omega^2(M, \hat{S}(T_M^\vee)) \xrightarrow{\partial} \cdots \]

Inspired by the work of Emmrich & Weinstein [7], we proceed to prove that the coboundary operator \( \partial \) and the map \( \tau \) may be obtained directly from the formal exponential map \( \text{pbw} \).

We start by defining a connection \( \nabla^i \) on \( ST_M \) by
\[ \nabla^i_X S := \text{pbw}^{-1} \left( X \cdot \text{pbw}(S) \right) \]
for all \( X \in \Gamma(T_M) \) and \( S \in \Gamma(ST_M) \).

**Lemma 5.4.** The connection \( \nabla^i \) is flat.

Abusing notations, we will use the same symbol \( \nabla^i \) to denote the induced flat connection on the dual bundle \( \hat{S}(T_M^\vee) \).

**Remark 5.5.** Equation (7) may be rewritten as
\[ \nabla^i_X Y Z = Y \odot Z + \nabla_Y Z - \frac{1}{2} T^\nabla (Y, Z), \quad \forall Y, Z \in \Gamma(T_M) \]

**Theorem 5.6.** Let \( M \) be a finite-dimensional graded manifold, let \( \nabla \) be a torsionfree connection on \( T_M \) (see Definition 1.1), and let \( \text{pbw} : \Gamma(ST_M) \rightarrow U(T_M) \) be the associated formal exponential map (see Definition 2.1). Then the operator \( D : \Omega^*(M, \hat{S}(T_M^\vee)) \rightarrow \Omega^{*+1}(M, \hat{S}(T_M^\vee)) \) arising from the torsionfree connection \( \nabla \) (see Proposition 5.1) is the covariant differential associated with the flat connection \( \nabla^i \) on \( \hat{S}(T_M^\vee) \) arising from the formal exponential map \( \text{pbw} \), i.e. \( D = d^\nabla^i \).

The proof of Theorem 5.6 is deferred to Section 6.

The operator \( D \) on \( \Omega^*(M, \hat{S}(T_M^\vee)) \) induces similar operators on \( \Omega^*(M, T_{\text{poly}}) \) and \( \Omega^*(M, D_{\text{poly}}) \). See for instance [5]. Here \( T_{\text{poly}} \) and \( D_{\text{poly}} \) denote the bundles of fiberwise polyvector fields and fiberwise polydifferential operators on \( T_M \), respectively. These induced operators may be used to ‘globalize’ Kontsevich’s (local) formality theorem. The details will be discussed in a forthcoming work by Xu and the authors.

As a corollary of Theorem 5.6 we obtain an extension of a result of Emmrich & Weinstein to graded manifolds (see [7]).

**Corollary 5.7.** Let \( M \) be a finite-dimensional graded manifold, let \( (x_i)_{i \in \{1, \ldots, n\}} \) be a set of local coordinates on \( M \) and let \( (y_j)_{j \in \{1, \ldots, n\}} \) be the induced local frame of \( T_M^\vee \) regarded as fiberwise linear functions on \( T_M \). For all \( f \in C^\infty(M) \), we have
\[ \tau(f) = \sum_{I \in \mathbb{N}_0^n} \frac{1}{I!} y^I \otimes \text{pbw} \left( \partial^I \right)(f) \]

where
\[ \partial^I = \underbrace{\partial_{x_n} \odot \cdots \odot \partial_{x_n}}_{i_n \text{ factors}} \odot \underbrace{\partial_{x_{n-1}} \odot \cdots \odot \partial_{x_{n-1}}}_{i_{n-1} \text{ factors}} \odot \cdots \odot \underbrace{\partial_{x_1} \odot \cdots \odot \partial_{x_1}}_{i_1 \text{ factors}} \]
for \( I = (i_1, i_2, \ldots, i_n) \in \mathbb{N}_0^n \).
Proof. Straightforward computations yield

$$\sigma\left(\sum_{I \in \mathbb{N}_0^n} \frac{1}{I!} y^I \otimes \text{pbw} \left( \partial_x^I \right)(f) \right) = f$$

and

$$d^\nabla \left( \sum_{I \in \mathbb{N}_0^n} \frac{1}{I!} y^I \otimes \text{pbw} \left( \partial_x^I \right)(f) \right) = 0$$

for all $f \in C^\infty(\mathcal{M})$. Since $d^\nabla = D$ and $\tau$ is the only map from $C^\infty(\mathcal{M})$ to $\Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M}))$ satisfying $\sigma \circ \tau = \text{id}_{C^\infty(\mathcal{M})}$ and $D \circ \tau = 0$, the desired result follows. \hfill $\square$

Specializing to classical (i.e. nongraded) manifolds, we recover the result of Emmrich & Weinstein:

**Corollary 5.8 (Emmrich–Weinstein \cite{Emmrich-Weinstein}).** For a smooth (nongraded) manifold $M$, the map

$$\tau : C^\infty(M) \to \Omega^0(M, \hat{S}(T^*_\mathcal{M}))$$

satisfies

$$\tau(f) = \sum_{I \in \mathbb{N}_0^n} \frac{1}{I!} \text{pbw} \left( \partial_x^I \right)(f) \otimes y^I$$

for all $f \in C^\infty(M)$.

### 6. Proof of Theorem 5.6

**Lemma 6.1.** Let $\mathcal{M}$ be a graded manifold and let $\nabla$ be a torsionfree connection on $T_\mathcal{M}$. For all $n \in \mathbb{N}$ and $X_0, \ldots, X_n \in \Gamma(T_\mathcal{M})$, we have

$$\nabla^i_{X_0}(X_1 \odot \cdots \odot X_n) \equiv X_0 \odot X_1 \odot \cdots \odot X_n + \nabla_{X_0}(X_1 \odot \cdots \odot X_n) \mod \Gamma(S^{\leq n-1} T_\mathcal{M}).$$

*Proof.* According to Proposition 4.1, we have

$$\text{pbw}(X_1 \odot \cdots \odot X_n) \equiv X_1 \cdots X_n - \sum_{j<k} \epsilon X^{\{j,k\}} \cdot (\nabla_{X_j} X_k) \mod \mathcal{U}^{n-2}(T_\mathcal{M}).$$

Multiplying from the left by $X_0$, we obtain

$$X_0 \cdot \text{pbw}(X_1 \odot \cdots \odot X_n)$$

$$\equiv X_0 \cdot X_1 \cdots X_n - \sum_{0<j<k} \epsilon X^{\{j,k\}} \cdot (\nabla_{X_j} X_k) \mod \mathcal{U}^{n-1}(T_\mathcal{M})$$

$$\equiv \left\{ X_0 \cdots X_n - \sum_{j<k} \epsilon X^{\{j,k\}} \cdot (\nabla_{X_j} X_k) \right\} + \sum_{k=1}^{n} \epsilon X^{\{0,k\}} \cdot (\nabla_{X_0} X_k) \mod \mathcal{U}^{n-1}(T_\mathcal{M}).$$
Proposition 6.4. For all \( \epsilon \), the last congruence above becomes
\[
X_0 \cdot \text{pbw}(X_1 \odot \cdots \odot X_n)
\]
\[
\equiv \text{pbw}(X_0 \odot \cdots \odot X_n) + \sum_{k=1}^{n} \epsilon \text{ pbw } (X_1 \odot \cdots \odot \widehat{X_k} \odot \cdots \odot X_n \odot (\nabla_{X_0} X_k)) \mod U^{\leq n-1}(T_M)
\]
\[
\equiv \text{pbw} \left( X_0 \odot \cdots \odot X_n + \sum_{k=1}^{n} \epsilon X_1 \odot \cdots \odot (\nabla_{X_0} X_k) \odot \cdots \odot X_n \right) \mod U^{\leq n-1}(T_M)
\]
\[
\equiv \text{pbw} \left( X_0 \odot \cdots \odot X_n + \nabla_{X_0} (X_1 \odot \cdots \odot X_n) \right) \mod U^{\leq n-1}(T_M).
\]

Therefore, we have
\[
\nabla^i_{X_0}(X_1 \odot \cdots \odot X_n) = \text{pbw}^{-1} \left( X_0 \cdot \text{pbw}(X_1 \odot \cdots \odot X_n) \right)
\]
\[
\equiv X_0 \odot X_1 \odot \cdots \odot X_n + \nabla_{X_0} (X_1 \odot \cdots \odot X_n) \mod \Gamma (S^{\leq n-1}T_M).
\]

Lemma 6.1 above leads us to consider the map
\[
\Theta^\nabla : \Gamma (S(T_M)) \to \Omega^1(M, S(T_M))
\]
of degree +1 defined by
\[
i_X \Theta^\nabla (S) = \nabla^i_X S - X \odot S - \nabla_X S,
\]
for all \( X \in \Gamma (T_M) \) and \( S \in \Gamma (ST_M) \).

Lemma 6.1 asserts that, if \( \nabla \) is torsionfree, \( i_X \Theta^\nabla \) maps \( \Gamma (S^kT_M) \) to \( \Gamma (S^{k-1}T_M) \), for all \( X \in \Gamma (T_M) \) and \( k \in \mathbb{N}_0 \).

Proposition 6.2. For every \( X \in \Gamma (T_M) \), the operator \( i_X \Theta^\nabla \) is a coderivation of the coalgebra \( \Gamma (ST_M) \).

Proof. The operators \( \nabla^i_X, \nabla_X, \) and \( S \mapsto X \odot S \) are coderivations of \( \Gamma (ST_M) \). \( \square \)

Proposition 6.3. If \( T^\nabla = 0 \), then \( \Theta^\nabla (S) = 0 \) for all \( S \in \Gamma (S^{\leq 1}T_M) \).

Proof. It follows from the definitions and Remark 5.5 that \( \Theta^\nabla (1) = 0 \) and
\[
i_Y \Theta^\nabla (Z) = \nabla^i_Y Z - Y \odot Z - \nabla_Y Z = -\frac{1}{2} T^\nabla (Y, Z),
\]
for all \( Y, Z \in \Gamma (T_M) \). \( \square \)

Proposition 6.4. For all \( n \in \mathbb{N} \) and all homogeneous \( X_0, \ldots, X_n \in \Gamma (T_M) \), we have
\[
\sum_{k=0}^{n} \epsilon i_{X_k} \Theta^\nabla (X_0 \odot \cdots \odot \widehat{X_k} \odot \cdots \odot X_n) = 0.
\]

Proof. Applying \( \text{pbw}^{-1} \) to both sides of Equation (2), we obtain
\[
(n + 1) X_0 \odot \cdots \odot X_n = \sum_{k=0}^{n} \epsilon \left\{ \text{pbw}^{-1} \left( X_k \cdot \text{pbw}(X^{(k)}) \right) - \nabla_{X_k} (X^{(k)}) \right\},
\]

which we may rewrite as
\[
\sum_{k=0}^{n} \epsilon X_k \odot X^{(k)} = \sum_{k=0}^{n} \epsilon \left\{ \nabla^i_{X_k} (X^{(k)}) - \nabla_{X_k} (X^{(k)}) \right\}.
\]
The desired result follows from Equation (12).

Now consider the map

$$\Xi : \Gamma (S^\bullet (T^\vee_M)) \to \Omega^1 (M, \hat{S}^{\geq \bullet + 1}(T^\vee_M))$$

of degree $+1$ defined by

$$\langle S| i_X \Xi (\sigma) \rangle = (-1)^{|S||X|} \langle i_X \Theta^\nabla (S)| \sigma \rangle ,$$

for all homogeneous $X \in \Gamma (T_M), S \in \Gamma (ST_M)$, and $\sigma \in \Gamma (\hat{S}(T^\vee_M))$. Here

$$\Gamma (ST_M) \otimes_{C^\infty (M)} \Gamma (\hat{S}(T^\vee_M)) \overset{\langle -| - \rangle}{\longrightarrow} C^\infty (M)$$

is the duality pairing defined by

$$\langle X_1 \circ \cdots \circ X_p| \alpha_1 \circ \cdots \circ \alpha_q \rangle = \begin{cases} \sum_{\sigma \in S_p} \epsilon i_{x_1} \alpha_{\sigma(1)} \cdot i_{x_2} \alpha_{\sigma(2)} \cdots i_{x_p} \alpha_{\sigma(p)} & \text{if } p = q \\ 0 & \text{if } p \neq q \end{cases}$$

for all homogeneous $X_1, \ldots, X_p \in \Gamma (T_M)$ and $\alpha_1, \ldots, \alpha_q \in \Gamma (T_M)$. The factor $\epsilon$ in the equation above denotes the Koszul sign of the permutation of homogeneous elements

$$X_1, X_2, \ldots, X_p, \alpha_1, \alpha_2, \ldots, \alpha_p \quad \mapsto \quad X_1, \alpha_{\sigma(1)}, X_2, \alpha_{\sigma(2)}, \ldots, X_p, \alpha_{\sigma(p)}.$$ 

A straightforward computation yields the following lemma.

**Lemma 6.5.** Let $M$ be a finite-dimensional graded manifold, let $(x_i)_{i \in \{1, \ldots, n\}}$ be a set of local coordinates on $M$ and let $(y_j)_{j \in \{1, \ldots, n\}}$ be the induced local frame of $T^\vee_M$ regarded as fiberwise linear functions on $T_M$. For all $I, J \in \mathbb{N}_0^n$ such that $|I| = |J|$, we have

$$\langle \partial^I_x | y^J \rangle = I! \delta_{I,J}.$$ 

**Lemma 6.6.** For all homogeneous $X \in \Gamma (T_M), S \in \Gamma (ST_M)$, and $\sigma \in \Gamma (\hat{S}(T^\vee_M))$, we have

$$\langle S| i_X \delta(\sigma) \rangle = (-1)^{|S||X|} \langle X \circ S| \sigma \rangle .$$
Proof. It suffices to prove the relation for $S = \partial^I_x$, $\sigma = y^j$, and $X = \frac{\partial}{\partial x_i}$. We have

\[
\left\langle \frac{\partial^I_x}{\xi^j} \frac{\partial}{\partial x_i} \delta(y^j), \delta(y^j) \right\rangle = \left\langle \frac{\partial^I_x}{\xi^j}, \sum_{k=1}^n \frac{\partial}{\partial x_i} dx_k \frac{\partial}{\partial y_k}(y^j) \right\rangle = \left\langle \frac{\partial^I_x}{\xi^j} \frac{\partial}{\partial y_i}(y^j) \right\rangle = \left\langle \frac{\partial^I_x}{\xi^j} (-1)^{|\lambda|}|y^{e+\lambda^I}| j^I y^{-e^I} \right\rangle = (-1)^{|\lambda|}|y^{e+\lambda^I}| j^I \delta_{I,J-e^I} = (-1)^{|\lambda|}|y^{e+\lambda^I}| J! \delta_{I+e^I,J} = (-1)^{|\lambda|}|y^{e+\lambda^I}| \left\langle \frac{\partial^I_x}{\xi^j}, \delta^I_{e^I} \right\rangle = (-1)^{|\lambda|}|y^{e+\lambda^I}| \left\langle \frac{\partial^I_x}{\xi^j}, \frac{\partial}{\partial x_i} \frac{\partial^I_x}{\xi^j} \right\rangle y^j.
\]

\[
= (-1)^{|\lambda|}|y^{e+\lambda^I}| \left\langle \frac{\partial^I_x}{\xi^j}, \frac{\partial}{\partial x_i} \frac{\partial^I_x}{\xi^j} \right\rangle y^j.
\]

Proposition 6.7. The operator $i_X \Xi^\nabla$ is a derivation of the algebra $\Gamma(\hat{S}(T_M^\nabla))$ for every $X \in \Gamma(T_M)$.

Proof. The result follows immediately from Proposition 6.2, since the algebra $\Gamma(\hat{S}(T_M^\nabla))$ is dual to the coalgebra $\Gamma(ST_M)$ and $i_X \Xi^\nabla$ is the transpose of $i_X \Theta^\nabla$ according to Equation (13).

Hence $\Xi^\nabla$ may be regarded as an element of $\Omega^1(\mathcal{M}, \hat{S}(T_M^\nabla) \otimes T_M)$.

Proposition 6.8. If $T^\nabla = 0$, then $\Xi^\nabla \in \Omega^1(\mathcal{M}, \hat{S}\hat{S}^\nabla(T_M^\nabla) \otimes T_M)$.

Proof. Let $(x_i)_{i \in \{1, \ldots, n\}}$ be a set of local coordinates on $\mathcal{M}$ and let $(y_j)_{j \in \{1, \ldots, n\}}$ be the induced local frame of $T_M^\nabla$, regarded as fiberwise linear functions on $T_M$. Since $i_X \Xi^\nabla$ is a derivation of the algebra $\Gamma(\hat{S}(T_M^\nabla))$, which is generated by $y_1, \ldots, y_n$, we have

\[
i_X \Xi^\nabla = \sum_{k=1}^n i_X \Xi^\nabla(y_k) \frac{\partial}{\partial y_k},
\]

with

\[
i_X \Xi^\nabla(y_k) = \sum_{I \in \mathbb{N}_0} \frac{1}{I!} (1 \otimes y^I) \cdot \left( \left\langle \frac{\partial^I_x}{\xi^j}, i_X \Xi^\nabla(y_k) \right\rangle \otimes 1 \right)
\]

by Lemma 6.5.

\[
= \sum_{I \in \mathbb{N}_0} \frac{(-1)^{|\lambda|}|x|}{I!} (1 \otimes y^I) \cdot \left( \left\langle i_X \Theta^\nabla \frac{\partial^I_x}{\xi^j}, y_k \right\rangle \otimes 1 \right)
\]

by Equation (13).

Since $T^\nabla = 0$, it follows from Proposition 6.3 that $i_X \Xi^\nabla \in \Gamma(\hat{S}\hat{S}^\nabla(T_M^\nabla) \otimes T_M)$ as $\Theta^\nabla \left( \frac{\partial^I_x}{\xi^j} \right) = 0$ for $|I| \leq 1$.

Proposition 6.9. $\delta^{-1}(\Xi^\nabla) = 0$
Proof. Let \((x_i)_{i \in \{1, \ldots, n\}}\) be a set of local coordinates on \(\mathcal{M}\) and let \((y_j)_{j \in \{1, \ldots, n\}}\) be the induced local frame of \(T^*_\mathcal{M}\) regarded as fiberwise linear functions on \(T_\mathcal{M}\). From

\[ \Xi^\nabla = \sum_{k=1}^{n} \sum_{J \in \mathbb{N}^n_0} \frac{1}{J!} \left( 1 \otimes y^J \right) \cdot \left( \langle \frac{\partial^J}{\partial \xi} \Xi^\nabla(y_k) \rangle \otimes \frac{\partial}{\partial y_k} \right), \]

we obtain

\[ \delta^{-1}(\Xi^\nabla) = \sum_{k=1}^{n} \sum_{J \in \mathbb{N}^n_0} \frac{1}{J!} y^J \left( \langle \frac{\partial^J}{\partial \xi} i_{\alpha \xi} \Xi^\nabla(y_k) \rangle \right) \frac{\partial}{\partial y_k} \]

\[ = \sum_{k=1}^{n} \sum_{J \in \mathbb{N}^n_0} \frac{1}{J!} (-1)^{|J|} y^J \Theta \left( \langle i_{\alpha \xi} \nabla \Xi^\nabla(y_k) \rangle \right) \frac{\partial}{\partial y_k} \]

\[ = \sum_{k=1}^{n} \sum_{J \in \mathbb{N}^n_0} \frac{1}{J!} y^J \Theta \left( \langle i_{\alpha \xi} \nabla \Xi^\nabla(y_k) \rangle \right) \frac{\partial}{\partial y_k} \]

It follows directly from Proposition 6.4 that

\[ \sum_{l=1}^{n} m_l (-1)^{|\alpha_l^{iM}|} i_{\alpha_l \xi} \Theta \left( \partial^{M-\alpha_l}_{\xi} \right) = 0 \]

for every \(M = (m_1, \ldots, m_n) \in \mathbb{N}^n_0\). \(\square\)

Proof of Theorem 5.6. The connections \(\nabla\) and \(\nabla^i\) defined on \(S(T_\mathcal{M})\) induce connections on the dual bundle \(S(T^*_\mathcal{M})\):

\[ \langle \nabla^i_X S | \sigma \rangle + (-1)^{|X||S|} \langle S | \nabla^i_X \sigma \rangle = X(\langle S | \sigma \rangle) + (-1)^{|X||S|} \langle S | \nabla_X \sigma \rangle. \]

Therefore, we obtain

\[ \langle \nabla^i_X S - \nabla_X S | \sigma \rangle = (-1)^{|X||S|} \langle S | \nabla_X \sigma - \nabla^i_X \sigma \rangle \]

\[ \langle X \circ S + i_X \Theta \nabla(S) | \sigma \rangle = (-1)^{|X||S|} \langle S | i_X (d^\nabla \sigma - d^\nabla^i \sigma) \rangle \]

and, making use of Lemma 6.6 and Equation (13),

\[ \langle S | i_X (\delta \sigma + \Xi^\nabla \sigma) \rangle = \langle S | i_X (d^\nabla \sigma - d^\nabla^i \sigma) \rangle \]

or, equivalently,

\[ d^\nabla^i = -\delta + d^\nabla - \Xi^\nabla. \]

Since \(\delta^{-1}(\Xi^\nabla) = 0\) (Proposition 6.9) and \(d^\nabla^i \circ d^\nabla^i = 0\) (Proposition 5.4), Theorem 5.1 asserts that \(A^\nabla = -\Xi^\nabla\) and \(D = d^\nabla^i\). \(\square\)

Corollary 6.10. \(A^\nabla = -\Xi^\nabla\)
7. Dolgushev–Fedosov resolution via homological perturbation

The following theorem is an analogue of a theorem of [5] transposed to graded manifolds. Dolgushev’s proof relies on Fedosov’s iteration technique. Here we give a proof based on homological perturbation (see Appendix).

**Theorem 7.1.** Suppose \( \mathcal{M} \) is a graded manifold of finite dimension and \( \nabla \) is a torsion-free connection on \( T_{\mathcal{M}} \). Let \( A^\nabla, D, \) and \( \tau \) be the operators arising from \( \nabla \) as explained in Section 5.

Then the cochain complex

\[
\Omega^0(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \xrightarrow{D} \Omega^1(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \xrightarrow{D} \Omega^2(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \xrightarrow{D} \cdots
\]

together with the augmentation map \( \tau : C^\infty(\mathcal{M}) \rightarrow \Omega^0(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \) is a resolution of \( C^\infty(\mathcal{M}) \).

Moreover, we have

\[
\tau = \sum_{n=0}^{\infty} (\delta^{-1} \circ (d^\nabla + A^\nabla))^n \circ i,
\]

where \( i \) denotes the canonical inclusion of \( C^\infty(\mathcal{M}) \) into \( \Omega^0(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \) and \( \delta^{-1} \) is the operator defined at the beginning of Section 5.

**Remark 7.2.** More precisely, we have a contraction (see Appendix)

\[
\xymatrix{ h \ar@/^/[r] & (\Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)), D) \ar[r]^-{\sigma} & (C^\infty(\mathcal{M}), 0) \ar[l]^-{\tau} }
\]

with homotopy operator \( h : \Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \rightarrow \Omega^{\bullet-1}(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \) defined by

\[
h = \sum_{n=0}^{\infty} (\delta^{-1} \circ (d^\nabla + A^\nabla))^n \circ \delta^{-1}.
\]

**Proof.** It is not difficult to check that the cochain complex \( (\Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)), -\delta) \) deformation retracts onto \( C^\infty(\mathcal{M}) \): the canonical inclusion \( i : C^\infty(\mathcal{M}) \rightarrow \Omega^0(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \) and the linear map \( \sigma : \Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)) \rightarrow C^\infty(\mathcal{M}) \) characterized by Equations (11) satisfy

\[
\sigma i = \id_{C^\infty(\mathcal{M})} \quad \text{and} \quad \delta \delta^{-1} + \delta^{-1} \delta = \id_{\Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee))} - i \sigma.
\]

Furthermore, the maps \( \sigma, i, \) and \( \delta^{-1} \) respect the exhaustive, complete, descending filtrations on \( C^\infty(\mathcal{M}) \) and the complex \( (\Omega^\bullet(\mathcal{M}, \hat{S}(T_{\mathcal{M}}^\vee)), -\delta) \) respectively defined by

\[
\mathcal{F}^m = \begin{cases} C^\infty(\mathcal{M}) & \text{if } m \leq 0 \\ 0 & \text{if } m > 0 \end{cases}
\]

and

\[
\mathcal{F}^m = \prod_{p+q \geq m} \Omega^p(\mathcal{M}, S^q(T_{\mathcal{M}}^\vee)).
\]
More precisely, the diagram
\[
\begin{array}{cccccc}
0 & \longrightarrow & \Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \Omega^1(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \cdots \\
\downarrow{\sigma} & & \downarrow{\sigma} & & \downarrow{\sigma} & & \\
0 & \longrightarrow & C^\infty(\mathcal{M}) & \longrightarrow & 0 & \longrightarrow & \cdots \\
\downarrow{\delta^{-1}} & & \downarrow{\delta^{-1}} & & \downarrow{\delta^{-1}} & & \\
0 & \longrightarrow & \Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \Omega^1(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \cdots \\
\end{array}
\]

is a filtered contraction.

The operator \(\partial := d^\nabla + A^\nabla\) is a perturbation of the differential \(-\delta\) on \(\Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M}))\), for \(D = -\delta + \partial\) satisfies \(D \circ D = 0\) and \(\partial(F^m) \subset F^{m+1}\) for all \(m \in \mathbb{N}_0\).

Hence homological perturbation (see Appendix) yields the contraction
\[
\begin{array}{cccccc}
0 & \longrightarrow & \Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \Omega^1(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \cdots \\
\downarrow{\hat{\partial}} & & \downarrow{\hat{\partial}} & & \downarrow{\hat{\partial}} & & \\
0 & \longrightarrow & C^\infty(\mathcal{M}) & \longrightarrow & 0 & \longrightarrow & \cdots \\
\downarrow{\hat{\delta^{-1}}} & & \downarrow{\hat{\delta^{-1}}} & & \downarrow{\hat{\delta^{-1}}} & & \\
0 & \longrightarrow & \Omega^0(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \Omega^1(\mathcal{M}, \hat{S}(T^*_\mathcal{M})) & \longrightarrow & \cdots \\
\end{array}
\]

where
\[
\begin{align*}
\hat{\partial} &= \sum_{k=0}^{\infty} \sigma(\partial \delta^{-1})^k \\
\hat{i} &= \sum_{k=0}^{\infty} (\delta^{-1} \partial)^k i
\end{align*}
\]

and
\[
\hat{h} = \sum_{k=0}^{\infty} (\delta^{-1} \partial)^k \delta^{-1}.
\]

In particular, we have \(D \hat{i} = 0\) and, since \(\sigma \delta^{-1} = 0\),
\[
\sigma \hat{i} = \sigma \sum_{n=0}^{\infty} (\delta^{-1} \partial)^n i = \sum_{n=0}^{\infty} \sigma (\delta^{-1} \partial)^n i = \sigma i = \text{id}_{C^\infty(\mathcal{M})}.
\]

It follows from Proposition 5.2 that
\[
\tau = \hat{i} = \sum_{n=0}^{\infty} (\delta^{-1} \partial)^n i = \sum_{n=0}^{\infty} (\delta^{-1}(d^\nabla + A))^n i.
\]

We note that \(\hat{\sigma} = \sigma\) since \(\sigma \partial \delta^{-1} = 0\). \(\square\)

Recall that a dg-manifold is a graded manifold \(\mathcal{M}\) endowed with a vector field \(Q\) of degree +1 such that \([Q, Q] = 0\). Hence the algebra of functions \(C^\infty(\mathcal{M})\) on a dg-manifold \((\mathcal{M}, Q)\) is a cochain complex with the vector field \(Q\) as coboundary operator. Two dg-manifolds \((\mathcal{M}_1, Q_1)\) and \((\mathcal{M}_2, Q_2)\) are said to be weakly equivalent if their associated cochain complexes \((C^\infty(\mathcal{M}_1), Q_1)\) and \((C^\infty(\mathcal{M}_2), Q_2)\) are quasi-isomorphic. In this terminology, Theorem 7.1 can be rephrased as follows: the chain map \(\tau\) is a weak equivalence of dg-manifolds from \((\mathcal{M}, 0)\) to \((T\mathcal{M}[1] \oplus T\mathcal{M}, D)\).
Appendix: homological perturbation

Roughly speaking, homological perturbation is an algebraic tool which allows us to perturb a deformation retract to another deformation retract. To be precise, we need some technical definitions from homological algebra. We say that a cochain complex \((N, \delta)\) contracts onto a cochain complex \((M, d)\) if there exists two chain maps \(\sigma : N \to M\) and \(\tau : M \to N\) and an endomorphism \(h : N \to N[-1]\) of the graded module \(N\) satisfying

\[
\sigma \tau = \text{id}_N, \quad \tau \sigma = h\delta + \delta h
\]

and

\[
\sigma h = 0, \quad h\tau = 0, \quad hh = 0.
\]

If, furthermore, the cochain complexes \(N\) and \(M\) are filtered and the maps \(\sigma, \tau,\) and \(h\) preserve the filtration, the contraction is said to be filtered [6, Section 12].

A filtration \(\cdots \subset F_{p-1}N \subset F_pN \subset F_{p+1}N \subset \cdots\) on a cochain complex \(N\) is said to be exhaustive if \(N = \bigcup_p F_pN\) and complete if \(N = \varprojlim \frac{N}{F_pN}\).

A perturbation of the differential \(\delta\) of a filtered cochain complex

\[
\cdots \to N^{n-1} \xrightarrow{\delta} N^n \xrightarrow{\delta} N^{n+1} \to \cdots
\]

is an operator \(\partial : F_\bullet N \to F_{\bullet-1}N\) lowering the filtration and satisfying

\[
(\delta + \partial)(\delta + \partial) = 0
\]

so that \(\delta + \partial\) is a new differential on \(N\).

We refer the reader to [9, Section 1] for a brief history of the following proposition.

Proposition 7.3 (Homological Perturbation [3]). Let

\[
\begin{array}{ccc}
\cdots & \to & N^{n-1} \xrightarrow{\delta} N^n \xrightarrow{\delta} N^{n+1} \xrightarrow{\delta} \cdots \\
\downarrow{\sigma} & & \downarrow{\sigma} \\
\cdots & \to & M^{n-1} \xrightarrow{d} M^n \xrightarrow{d} M^{n+1} \xrightarrow{d} \cdots \\
\downarrow{\tau} & & \downarrow{\tau} \\
\cdots & \to & N^{n-1} \xrightarrow{\delta} N^n \xrightarrow{\delta} N^{n+1} \xrightarrow{\delta} \cdots \\
\end{array}
\]

be a filtered contraction. Given a perturbation \(\partial\) of the differential \(\delta\) on \(N\), if the filtrations on \(M\) and \(N\) are exhaustive and complete, then the series

\[
\partial := \sum_{k=0}^{\infty} \sigma(\partial\delta)^k \tau = \sum_{k=0}^{\infty} \sigma(\partial h)^k \partial \tau
\]

\[
\tilde{\sigma} := \sum_{k=0}^{\infty} \sigma(\partial h)^k
\]

\[
\tilde{\tau} := \sum_{k=0}^{\infty} (\partial \delta)^k \tau
\]

\[
\tilde{h} := \sum_{k=0}^{\infty} (\partial \delta)^k h = \sum_{k=0}^{\infty} h(\partial h)^k
\]
converge, \( \vartheta \) is a perturbation of the differential \( d \) on \( M \), and

\[
\cdots \longrightarrow N^{n-1} \overset{\delta+\vartheta}{\rightarrow} N^n \overset{\delta+\vartheta}{\rightarrow} N^{n+1} \longrightarrow \cdots \\
\cdots \longrightarrow M^{n-1} \overset{d+\vartheta}{\rightarrow} M^n \overset{d+\vartheta}{\rightarrow} M^{n+1} \longrightarrow \cdots \\
\cdots \longrightarrow N^{n-1} \overset{\delta+\vartheta}{\rightarrow} N^n \overset{\delta+\vartheta}{\rightarrow} N^{n+1} \longrightarrow \cdots
\]

constitutes a new filtered contraction.
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