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Abstract

Variations of loading level and changes in system topological property may cause the operating point of an electric power systems to move gradually towards the verge of its transmission capability, which can lead to catastrophic outcomes such as voltage collapse blackout. From a modeling perspective, voltage collapse is closely related to the solvability of power flow equations. Determining conditions for existence and uniqueness of solution to power flow equations is one of the fundamental problems in power systems that has great theoretical and practical significance. In this paper, we provide strong sufficient condition certifying the existence and uniqueness of power flow solutions in a subset of state (voltage) space. The novel analytical approach heavily exploits the contractive properties of the fixed-point form in complex domain, which leads to much sharper analytical conditions than previous ones based primarily on analysis in the real domain. Extensive computational experiments are performed which validate the correctness and demonstrate the effectiveness of the proposed condition.

1 Introduction

1.1 Motivation

Electric power system is regarded by the National Academy of Engineering as the greatest engineering achievement in the 20th century [1], which supplies electric power worldwide from generating units to end users through extremely vast and complex power networks. Maintaining the stable and reliable operation of systems with such complexity is by no means an easy task. Power systems have traditionally been designed with sufficient resilience against disturbances and contingencies. However, with ever increasing power demand and competitive electricity market, they are being operated ever closer to the operational boundaries [2], in other words, their loading margins to the operational boundaries are being gradually lowered. Systems with insufficient loading margins run the risk of resulting in catastrophic outcomes such as cascading failure and large-scale blackout. Several major blackouts worldwide are associated with voltage collapse — a phenomenon manifests itself as the gradual decline of system voltage profiles followed by a sharp voltage drop that leads to system instability and collapse [3]. It is known that voltage collapse is closely related to the singularity of the associated algebraic power flow equations, and the point of voltage collapse coincides with the singularity of the set of power flow equations [4,5]. However, explicit characterization of the boundary of the power flow solvability set [6] is difficult: it has been shown that

\[ \text{Mathematically, for a power system modeled by quadratic power flow equations parametrized by nodal power injections, the solvability set is the set of parameters such that the quadratic system admits a high-} \]
the solvability set can have quite complex and nonconvex structure [6].

Reliable numerical tools to calculate the distance from a given operating point to the power flow solvability boundary are available [7,8]. However, the computational overhead renders them unsuitable for online applications especially under uncertain power injections where the patterns of load variations can not be precisely determined. In addition, they provide no analytical insights into how different system characteristics such as network parameters and topology, loading conditions, and generator set-points affect system steady-state stability. It remains a challenging problem to exploit the distinct properties of power flow equations and to derive strong explicit conditions under which the power flow equations admit high-voltage solutions.

1.2 Literature survey

There has been a resurgence in recent years in the search for explicit conditions certifying the existence and uniqueness of power flow solutions along the lines of works done by early pioneers in the field in the late 20th century [9–12]. Wu [9] and Ilić [10] are among the first to derive sufficient conditions for the solvability of decoupled power flow equations in transmission system, whereas early analytical results on distribution system power flow solution existence and uniqueness have been proposed by Chiang in [11,12]. Recently, energy function method and monotone operator theory has been applied to characterize convex domain in which the (non-)existence of power flow solutions can be certified [13–15]. For decoupled real power flow equations on acyclic networks, necessary and sufficient condition for existence and uniqueness of desirable solution has recently been proposed in [16]. Sufficient solvability condition for the counterpart decoupled reactive power flow equations appears in [17]. Solvability results on DC network, which shares similar model with decoupled reactive power flow model, include [18,19]. Extending the analysis from decoupled power flow models to the coupled one and obtaining solvability conditions with similar quality turns out to be challenging. For coupled full power flow model, a sufficient condition for existence and uniqueness of high-voltage solution is obtained using fixed-point argument in [20]. Similar techniques have subsequently been applied to yield stronger results in [21–24], with results in [23,24] dominating earlier ones. While the condition proposed in [24] does not dominate the one in [23], it has been shown empirically in [22] that the condition outperform the one in [23] most of the time. However, the improved sharpness comes at a price of no solution uniqueness guarantee. Conditions on solution existence and uniqueness in lossless radial system with voltage-controlled buses are given in [25,26]. Extensions of the voltage' solution. Physically, this set describes power injections that are realizable by the networks.
conditions to multi-phase distribution systems appear in [27, 28]. For a comprehensive and up-to-date summary of research on power flow solvability, see [26]. As mentioned in [26], we now have a fairly good understanding of solution existence and uniqueness for decoupled power flow models, while the quest for sharp analytical conditions for coupled full power flow model, despite substantial research efforts [20–28], remains open. Apart from gaining deeper theoretical understandings of power flow solvability problem, these developed conditions are suitable for real-time monitoring and fast screening of voltage instability, as well as characterizing system stress level.

1.3 Contributions

In this work, we propose explicit sufficient solvability condition on nodal power injections that certify existence and uniqueness of solutions to power flow equations in a subset of state (voltage) space for given generator voltages and network topology. The condition relates system topology and network parameters, load power injections, and generator voltage setpoints, and reveals their interplay in characterizing system stability level. For scenarios in which the existence and uniqueness of power flow solution can be certified, the condition also provides rigorous bound inside which the solution lies. The proposed condition significantly improves earlier conditions on power flow solvability. Specifically, the main contributions of the work are:

1) The proposed condition is shown to dominate all known solvability conditions [17, 20–24]. Specifically, we have analytically shown that it dominates the two strongest conditions reported in [23] and [24]. In addition, unlike some existing conditions (for example, [24]) which only guarantees power flow solution existence, the proposed condition guarantees solution existence and uniqueness within a desirable set in voltage space, characterizes a voltage subset devoid of solutions, and provides convergence guarantee for the iterative power flow algorithm.

2) As far as we know, the proposed solvability condition is the first one to encode the effects of line resistance-to-reactance ratio and load power factors, as well as their interplay, on system solvability. As such, it serves as a better indicator on the effectiveness of different control actions for system stability and security enhancement. It can also be used as an on-line system stress monitoring tool, which provides an improved conservative estimate on the distance to steady-state feasibility and stability boundaries.

3) Unlike previous conditions [17, 20, 23, 26] that rely on Banach fixed point theorem for
solution uniqueness, we develop a novel sufficient condition on solution uniqueness for holomorphic fixed-point equations in $\mathbb{C}^n$ that is significantly less restrictive. This general result is an extension of \cite[Thm. 6.12a]{29} from $\mathbb{C}$ to $\mathbb{C}^n$. We believe the technique is general enough to prove useful for other problems whose models display similar structural and numerical properties.

1.4 Applications

The condition can find a multitude of applications in power system operations and control. We briefly discuss some of them here. The interested readers can refer to \cite{17,22,23,26} for further discussions on potential applications.

1) Power system contingency analysis is routinely performed by system operators to assess the system’s resilience to withstand possible component (generator, transmission line, etc.) failures. To access the potential impact of possible contingencies on system steady-state response, power flow analyses need to be performed, which can be time consuming. The proposed condition can be used to certify scenarios for which the power flow solution exists and lies inside the operational constraints with minimal computational overhead, so that a large number of scenarios can be pre-screened.

2) To evaluate system stability and resilience against projected variations of nodal power injections, the standard computational tool is continuation power flow (CPF) \cite{7}, which employs a predictor-corrector scheme that perform a sequence of power flow computations until power flow Jacobian singularity. Heuristic proxy of CPF exists, which tries to extrapolate the PV curve using a reduced number of power flow solutions \cite{30}. However, these methods are not applicable when the power injections are uncertain. On the other hand, the proposed condition provides rigorous sufficient certificates to ensure the feasibility of uncertain power injections.

3) For the sake of security and physical limitations, it is often important to make sure that the power flow solutions not only exist, but also satisfy operational constraints such as bus voltage and line flow limits. Power flow feasibility set identifies the set of power injections such that the power flow solutions are guaranteed to exist and satisfies these constraints. While characterizing power injections whose corresponding power flow solutions satisfy operational constraints is relatively easy, finding certificates to ensure existence of power flow solutions for the set of power injections is in fact a bottleneck for designing tractable algorithms to construct the feasibility set, where the
The proposed condition can be useful. For applications of recent solvability conditions on power flow feasibility set characterization, see [31–34].

Other applications where the proposed condition can be used to quantify the system stability level and to certify power flow solution existence include: preventive and corrective control selection [17, 35]; allowable renewable generation certification [22]; stability-constraint optimal power flow (OPF) problem [36], system stress minimization problem [37], as well as robust OPF problem [38, 39].

2 Problem Modeling

Since we are concerned with the long-term behavior of power systems governed by balance of network flows, we adopt the algebraic model that does not incorporate electro-mechanical dynamics on the generator or load side which are relevant for short-term analysis. This modeling perspective is based upon the time-scale separation principle: the transient effects that take place on the order of seconds and the long-term effects that spans minutes to hours can be considered independently — when evaluating long-term effects we assume that the fast transients are not excited during slow changes [40, Sect. 5.4].

2.1 Power system model

We consider a connected and phase-balanced power system with \( n + m \) buses operating in steady-state. The underlying topology of the system can be described by an undirected connected graph \((\mathcal{N}, \mathcal{E})\), where buses are modeled as nodes \( \mathcal{N} \) and lines are modeled as branches \( \mathcal{E} \subseteq \mathcal{N} \times \mathcal{N} \). The buses are partitioned into two distinct types: generators \( \mathcal{N}_G \) and loads \( \mathcal{N}_L \) such that \( \mathcal{N}_G \cup \mathcal{N}_L = \mathcal{N} \) and \( \mathcal{N}_G \cap \mathcal{N}_L = \emptyset \). We denote the number of generators and loads as \( m = |\mathcal{N}_G| \geq 1 \) and \( n = |\mathcal{N}_L| \geq 1 \), respectively, and we assume buses \( 1, \ldots, m \) are generator buses and buses \( m + 1, \ldots, m + n \) are load buses. Every bus \( i \) in the system is associated with a voltage phasor \( V_i = |V_i|e^{j\theta_i} \) where \( |V_i| \) and \( \theta_i \) are the magnitude and phase angle of the voltage.

For steady-state analysis, the transmission line is generally modeled by the lumped \( \pi \)-equivalent model which incorporates transmission line impedance, line charging capacitors, shunt elements, and transformers [41]. The information is encoded in the complex admittance matrix \( Y \in \mathbb{C}^{(n+m) \times (n+m)} \) relating vector of bus voltage \( V \) and vector of bus current injection \( I \) by Ohm’s Law and Kirchhoff’s Law as

\[
I = YV. \quad (2.1)
\]
The admittance matrix has components $Y_{ij} = -y_{ij}$ for $(i, j) \in \mathcal{E}$ and $Y_{ii} = y_{ii} + \sum_{j=1}^{n+m} y_{ij}$, where $y_{ij}$ represents the line admittance seen from bus $i$ to $j$ while $y_{ii}$ is the shunt admittance at bus $i$. The matrices of real and imaginary parts of the admittance matrix are called conductance and susceptance matrix, respectively, and are denoted as $G$ and $B$ such that $Y = G + iB$.

Generator and load buses are modeled differently in power system steady-state analysis. We model a load bus as a ‘PQ’ bus, whose real and reactive power injections are specified and the voltage phasor is to be determined. On the other hand, since generators have voltage regulation capabilities under normal operation, generator buses are generally modeled as ‘PV’ buses, whose real power injections and voltage magnitudes are specified and the voltage angle and reactive power injections are undetermined. However, we adopt one popular assumption in voltage stability analysis regarding generator bus modeling: we model the generator buses as ‘θV’ buses, i.e., both the voltage magnitudes and angles are specified. For a justification of the modeling assumption, see [36] and references therein.

The power flow equations relate bus power injections $S$ with bus voltage through the admittance matrix. First note the vector of bus power injection can be calculated based on (2.1) in the following way

$$S = \text{diag}(V)I^* = \text{diag}(V)Y^*V^*.$$  \hspace{1cm} (2.2)

By singling out the real and reactive powers and rearranging terms, we obtain the power flow equations for every load bus $i \in \mathcal{N}_L$ as functions of bus voltage magnitude and phase angles as follows

$$P_i = \sum_{j \in \mathcal{N}} |V_i||V_j| (G_{ij} \cos(\theta_i - \theta_j) + B_{ij} \sin(\theta_i - \theta_j)), \quad i \in \mathcal{N}_L \hspace{1cm} (2.3a)$$

$$Q_i = \sum_{j \in \mathcal{N}} |V_i||V_j| (G_{ij} \sin(\theta_i - \theta_j) - B_{ij} \cos(\theta_i - \theta_j)), \quad i \in \mathcal{N}_L \hspace{1cm} (2.3b)$$

**The fundamental question** addressed in this paper is the solvability of (2.3), i.e., given load bus power injections $S_L = P_L + iQ_L$ and generator voltage set points $V_G$, determine whether there exists a load voltage solution $V_L$ that satisfies (2.3).

To gain more analytical insights into this problem, we rewrite (2.3) in an alternative fixed point form.
2.2 Power flow equations in fixed point form

We explicitly recognize the generator and load buses in bus current, voltage vectors as well as bus admittance matrix, and rewrite (2.1) as

\[
\begin{bmatrix}
I_G \\
-I_L
\end{bmatrix} =
\begin{bmatrix}
Y_{GG} & Y_{GL} \\
Y_{LG} & Y_{LL}
\end{bmatrix}
\begin{bmatrix}
V_G \\
V_L
\end{bmatrix}.
\]

(2.4)

Solving for \( V_L \) in (2.4) yields

\[
V_L = -Y_{ll}^{-1}Y_{lg}V_G - Y_{ll}^{-1}I_L.
\]

(2.5)

Denote the vector of equivalent voltage as \( E := -Y_{ll}^{-1}Y_{lg}V_G \) and the impedance matrix as \( Z := Y_{ll}^{-1} \) (the invertibility of \( Y_{ll} \) is shown in [23]). With the definitions, (2.5) can be rewritten as

\[
V_L = E - ZI_L.
\]

(2.6)

Substitute \( I_L = \text{diag}^{-1}(V_L^*)S_L^* \) from (2.2) in (2.6) and multiply both sides of (2.6) by \( \text{diag}(E)^{-1} \), we arrive at the power flow equations in fixed point form

\[
v_L = 1 - \hat{Z}\text{diag}^{-1}(v_L^*)S_L^*
\]

(2.7)

where the normalized load bus voltages and normalized impedance matrix are defined as

\[
v_L := \text{diag}^{-1}(E)V_L, \quad \hat{Z} := \text{diag}^{-1}(E)Z\text{diag}^{-1}(E^*).
\]

(2.8)

Notice that \( \hat{Z} \) has the unit of watt\(^{-1} \), i.e. the inverse of power. Under very mild assumption that \( E \) and \( v_L \) do not contain zero elements, which hold true for any practical power systems, the solution \( v_L \) to (2.7) left-multiplied by \( \text{diag}(E) \) recovers a solution \( V_L \) to (2.3), and vice versa. Therefore, we refer to (2.7) as the power flow equations in the sequel unless otherwise stated.

3 Main Result

3.1 A New Solvability Condition

In this section, we introduce the main result of the paper: a new power flow solvability condition. The general approach to derive the condition can be roughly divided into two parts: In part one, we derive a sufficient condition on load power injection to ensure the
existence of power flow solutions. The general idea has some similarity with earlier works on power flow solvability \[17\] [20], where we cast the power flow equations in fixed point form (2.7) and derive conditions under which the fixed point mapping admits a compact convex invariant set. Brouwer fixed point theorem can then be used to certify the existence of fixed point. The novelty of the proposed approach lies in the way we cast the fixed point power flow equations, which ensures the existence of invariant set for a wider range of loading conditions. Therefore solution existence can be certified for an enlarged solvability set. In part two, we prove the solution in the invariant set is unique and show the fixed point iteration converges to the power flow solution linearly as long as the initial point is inside the invariant set. Due to non-conservativeness of the certified solvability set, contraction mapping theorem is not applicable in our case. Nevertheless, we propose a novel result ensuring the uniqueness of fixed point for \(n\)-dimensional complex functions. The result can be used to ensure the uniqueness of fixed point of the power flow equations. Contrary to earlier works focusing on analysis in real domain, our approach heavily exploits properties of complex analysis and significantly improves the solvability condition. Furthermore, we rigorously prove that the proposed condition dominates the existing ones. We provide the main result and some discussions in this section and defer details of the proof to the Supplementary Information.

Let \(\hat{z}_i^T\) denote the transpose of vector \(\hat{z}_i\) and \(\hat{z}_i^T\) is the \(i\)th row of the normalized impedance matrix \(\hat{Z}\) in (2.7). Before presenting the main results, we first define some system stress measures pertaining to power flow solvability. The unitless matrix \(\hat{Z}\text{diag}(S^*_L)\) is an important metric quantifying the stress between load buses. The row sums of \(\hat{Z}\text{diag}(S^*_L)\) are collected by the unitless vector \(\hat{Z}S^*_L\), which captures the aggregated system stress on each load bus. Define \(\eta_i\) in \(\mathbb{C}\) to be the \(i\)th element of \(\hat{Z}S^*_L\)

\[
\eta_i := \hat{z}_i^T S^*_L = \sum_{j=1}^{n} \hat{z}_{ij} S^*_{Lj}, \quad \forall i \in \mathcal{N}_L,
\]

(3.1)

and define \(\xi_i\) to be the \(\ell_1\) norm of the \(i\)th row of \(\hat{Z}\text{diag}(S^*_L)\)

\[
\xi_i := \|\hat{z}_i^T \text{diag}(S^*_L)\|_1 = \sum_{j=1}^{n} |\hat{z}_{ij} S^*_{Lj}|, \quad \forall i \in \mathcal{N}_L.
\]

(3.2)

Both \(\eta_i\) and \(\xi_i\) can be seen as stress measures for bus \(i \in \mathcal{N}_L\), and appear in existing solvability literature [22] [23]. In addition to these two stress measures, we introduce an additional one

\[\text{A set } C \text{ is an invariant set for } x = f(x) \text{ if } f(C) \subseteq C.\]
fusing both $\eta_i$ and $\xi_i$ as

$$
\gamma_i := 2(\xi_i + \text{Re}(\eta_i)) - \xi_i^2 - |\eta_i|^2, \quad \forall i \in \mathcal{N}_L. \tag{3.3}
$$

Denote the maximum of $|\eta_i|$, $\xi_i$, and $\gamma_i$ over $i \in \mathcal{N}_L$ as $\eta$, $\xi$, and $\gamma$, that is

$$
\eta := \max_{i \in \mathcal{N}_L} |\eta_i| = \max_{i \in \mathcal{N}_L} \left| \sum_{j=1}^{n} \hat{z}_{ij} S^*_{Lj} \right|, \tag{3.4a}
$$

$$
\xi := \max_{i \in \mathcal{N}_L} \xi_i = \max_{i \in \mathcal{N}_L} \sum_{j=1}^{n} |\hat{z}_{ij} S^*_{Lj}|, \tag{3.4b}
$$

$$
\gamma := \max_{i \in \mathcal{N}_L} \gamma_i, \tag{3.4c}
$$

and collect $\eta_i$, $\xi_i$, and $\gamma_i$ for all $i \in \mathcal{N}_L$ into vectors $\eta$, $\xi$, and $\gamma$, respectively. With the above definitions, we present the proposed solvability condition as follows:

**Theorem 3.1.** If $\xi, \eta, \gamma$ defined in (3.1)–(3.4) satisfy the following conditions

$$
\gamma + 2\xi \eta < 1, \tag{3.5a}
$$

$$
\xi - \eta \leq 1, \tag{3.5b}
$$

and we denote two scalars $\bar{r}$ and $\bar{r}$ as

$$
\bar{r} = \sqrt[2]{1 - \gamma + \sqrt{(1 - \gamma)^2 - 4 \xi^2 \eta^2}}, \quad \bar{r} = \sqrt[2]{1 - \gamma - \sqrt{(1 - \gamma)^2 - 4 \xi^2 \eta^2}}, \tag{3.6}
$$

then the following statements concerning solutions to the power flow equation (2.7) hold:

(i) There is a unique solution in the following polydisc

$$
\mathbb{D}(1 - \eta; \bar{r}) := \{ \mathbf{v} \in \mathbb{C}^n : |v_i - (1 - \eta)| \leq \bar{r}, \forall i \in \mathcal{N}_L \}; \tag{3.7}
$$

(ii) There are no solutions in $\mathcal{U} \setminus \mathbb{D}(1 - \eta; \bar{r})$ where

$$
\mathcal{U} := \{ \mathbf{v} \in \mathbb{C}^n : |(v_i - 1)/v_i| < \bar{r}, \forall i \in \mathcal{N}_L \} \tag{3.8}
$$

(iii) The fixed point iteration (2.7) converges to the unique power flow solution $\hat{\mathbf{v}}_L \in D(1 -$
for any starting point $v^0_L \in U$ in such a manner that

$$|v^n_L - \hat{v}_L| < \tilde{r}_L \xi(S_L)(1 + \mu)\left(\frac{2\mu}{1 + \mu^2}\right)^{n/2}, \quad n = 0, 1, 2, \ldots, \quad (3.9)$$

for some number $0 \leq \mu < 1$.

Conditions (3.5) may seem complicated at first, however, they have some physical interpretations. For example, a higher value of $\gamma + 2\xi \eta$ indicates a more pronounced stress level with potentially less margin to the solvability boundary. The condition suggests how load power factors and system parameters interact and collectively impact system solvability. Specifically, the condition implies that system stress level is low when load power factors are out of phase with entries of the normalized impedance matrix $\hat{Z}$. This is consistent with the general perception that high power factor and low reactive power consumption is beneficial from a stability perspective. As the transmission lines are dominantly inductive and generator voltage angles are small, $\hat{Z}$ is dominantly imaginary, so high power factor implies $\text{Re}(\hat{Z} S_L^*)$, and consequently $\gamma$, is small. The quantity $\text{Re}(\hat{Z} S_L^*)$ is minimized when load injections are 180 degrees out of phase with entries of the normalized impedance matrix $\hat{Z}$. This is to be expected, as complete out-of-phase load direction for purely imaginary $\hat{Z}$ corresponds to pure load side reactive power support. As far as we know, this is the first condition that reflects the impact of load power factors on system solvability.

Proposition B.4 reveals an interesting fact about condition (3.5): if we fix the loading direction and scale the loads up to a point where $\xi - \eta = 1$, then the value $\gamma + 2\xi \eta$ is increasing along the way, and $\gamma + 2\xi \eta \geq 1$ if $\xi - \eta = 1$. In other words, when the loads are scaled along some direction, (3.5a) is always violated ahead of (3.5b). Therefore, we can focus on $\gamma + 2\xi \eta$ as a system stress level indicator in on-line monitoring without worrying about (3.5b). Another implication of the fact is that the solvability set is connected: we can only scale the load to the point where $\gamma + 2\xi \eta = 1$, beyond which point at least one of the two constraints in (3.5) is violated no matter how far we go. The complete proof of Theorem 3.1 can be found in Supplementary Information.

### 3.2 Approximation Quality

The proposed solvability condition (3.5) characterizes an inner approximation of the true solvability set. At the same time, there are several existing solvability conditions for AC power flow equations. Among them, [23] and [24] provide best certified solvability sets. It has been demonstrated numerically in [22] that the two conditions are incomparable to each other in terms of the certified solvability sets. We present Theorem 3.2 in this section, which
claims dominance of the proposed condition over those in [23] and [24], and defer the proof to the Supplementary Information. A more general result is proved therein, where we show dominance even if we allow the three solvability conditions to be built in the neighborhood of any known power flow solution.

We denote the certified solvability set of the proposed condition by $S_p$, that is, $S_p := \{ \mathbf{S}_L \in \mathbb{C}^n : \mathbf{S}_L \text{ satisfies } (3.5) \}$. On the other hand, the certified solvability set in [23] is

$$S_w := \{ \mathbf{S}_L \in \mathbb{C}^n : 4\xi < 1 \}, \quad (3.10)$$

whereas the certified solvability set in [24] is

$$S_d := \{ \mathbf{S}_L \in \mathbb{C}^n : \sqrt{\xi} + \sqrt{\eta} \leq 1 \}. \quad (3.11)$$

The theorem on the quality of the three conditions can be stated as follows:

**Theorem 3.2.** Denote the solvability set certified by the proposed condition (3.5) by $S_p$ and let the solvability sets $S_w$ and $S_d$ be defined as in (3.10) and (3.11), respectively. We have

(i) the proposed condition dominates (3.10) and (3.11), or $S_w \subseteq S_p$ and $S_d \subseteq \bar{S}_p$ hold;

(ii) the proposed condition strictly dominates conditions (3.10) and (3.11), or $S_w \subset S_p$ and $S_d \subset \bar{S}_p$, when $\{0\} \subset S_p$.

4 Computational Experiments

We present three computational experiments on our main result (Theorem 3.1) in this section. The numerical results show that the proposed solvability condition (3.5) significantly improves the start-of-the-art in solvability literature [23, 24] — it halves the relative errors of the estimated solvability limits and provides much tighter bounds on solution locations.

Standard IEEE test systems will be used for the experiments, the data of which are available in MATPOWER package [42], a MATLAB-based power system steady-state analysis tool.

4.1 Solvability limit estimation

In the first computational experiment, we test the conservativeness of the proposed condition by comparing the maximum load power certified by (3.5) against the true solvability limit. We also compare the predictive power of our condition with two sharpest conditions known so far.
When talking about certifying maximum loading level, the loading direction needs to be specified. In this experiment, we assume the loading directions are consistent with the base loadings provided in the data files. Actual maximum system loading levels (or the solvability limits) along the loading directions are obtained by Continuation Power Flow (CPF) algorithm [7] available in MATPOWER.

Let the base loading be \( S_L \), then the respective solvability limits \( \lambda_w \) and \( \lambda_d \) given by (3.10) and (3.11) are simply the minimum scaling factors such that \( \lambda_w S_L \) violates \( 4\xi(\lambda_w S_L) < 1 \) (or \( \lambda_d S_L \) violates \( \sqrt{\xi(\lambda_d S_L)} + \sqrt{\eta(\lambda_d S_L)} < 1 \)), and are given by

\[
\lambda_w = \frac{1}{4\xi(S_L)}, \quad \lambda_d = \frac{1}{\sqrt{\xi(S_L)} + \sqrt{\eta(S_L)}}. \tag{4.1}
\]

However, computing the solvability limit \( \lambda_p \) for the proposed condition (3.5) is a little trickier: \( \gamma_i(\lambda S) \) is quadratic in \( \lambda \), so the critical load bus index \( i := \arg\max_{i \in N_L} \gamma_i(\lambda_p S_L) \) may vary depending on \( \lambda_p \), and can not be determined by simply examining the coefficients of the quadratic equation at base loading condition. However, as discussed at the end of Section 3.1 we know from Proposition B.3 that when \( \xi - \eta = 1 \), \( \gamma_i + 2\xi \eta \geq 1 \) holds for at least one \( i \in N_L \). This suggests the general procedure to determine the solvability limit \( \lambda_p \) given base loading \( S_L \) can be divided into the following four steps: 1) determine \( \xi(S_L) \) and \( \eta(S_L) \); 2) find the scaling factor \( \kappa := 1 / (\xi(S_L) - \eta(S_L)) \) if \( \xi(S_L) > \eta(S_L) \), set \( \kappa = 1 \) if \( \xi(S_L) = \eta(S_L) \); 3) when \( \xi(S_L) > \eta(S_L) \), find the index set of load buses such that \( \gamma_i(\kappa S_L) + 2\xi(\kappa S_L)\eta(\kappa S_L) \geq 1 \), and denote the index set by \( \mathcal{L} \), if \( \xi(S_L) = \eta(S_L) \), let \( \mathcal{L} = N_L \); 4) For each \( i \in \mathcal{L} \), solve the quadratic equation

\[
(2\xi(\kappa S_L)\eta(\kappa S_L) - \xi_i(\kappa S_L)^2 - |\eta_i(\kappa S_L)|^2) \lambda_i^2 + 2(\xi_i(\kappa S_L) + \Re(\eta_i(\kappa S_L))) \lambda_i = 1 \tag{4.2}
\]

for \( \lambda_i \in (0, 1] \). Then \( \lambda_p = \kappa \min_{i \in \mathcal{L}} \lambda_i \).

Estimated solvability limits \( \lambda_p \) obtained with the proposed condition are compared against 1) the estimated limits \( \lambda_w \) and \( \lambda_d \) by the two existing conditions (3.10) and (3.11), and 2) their actual counterparts. The computation results are shown in Table 1. The relative errors of the three conditions calculated as \( \text{(actual − bound)}/\text{actual} \) are tabulated in Table 2.

Computation results from extensive test systems show the proposed condition consistently outperforms existing ones, which numerically justify Theorem 3.2.

The computation results show that the improvement of solvability limit estimation is significant. As seen from the last row of Table 2, the average relative error by the proposed condition is less than half of that given by both existing methods. For most test systems, the proposed condition more than halves the relative errors. Except for 300-bus system, the
Table 1: Lower bounds of solvability limits obtained using the proposed condition and two existing conditions versus the true solvability limits.

| Test case      | $\lambda_p$ (proposed) | $\lambda_d$ [24] | $\lambda_w$ [23] | Actual value |
|----------------|-------------------------|-------------------|-------------------|--------------|
| 9-bus system   | 2.4425                  | 1.7534            | 1.7512            | 2.6577       |
| 14-bus system  | 4.3246                  | 3.5384            | 3.5229            | 5.3320       |
| 24-bus system  | 2.3608                  | 1.6339            | 1.6334            | 2.7928       |
| 30-bus system  | 5.4223                  | 4.8230            | 4.7919            | 6.0160       |
| 39-bus system  | 2.1174                  | 1.3869            | 1.3600            | 2.4730       |
| 57-bus system  | 1.3456                  | 1.0998            | 1.0935            | 1.9074       |
| 118-bus system | 4.7597                  | 3.9192            | 3.9186            | 5.4479       |
| 300-bus system | 0.7712                  | 0.5251            | 0.3641            | 1.6585       |
| 1354-bus system| 1.2751                  | 0.7376            | 0.7273            | 1.5332       |
| 2383-bus system| 1.4594                  | 1.0489            | 1.0474            | 1.9739       |

Table 2: Relative errors of solvability limit approximations obtained using the proposed condition and two existing conditions

| Test case      | $\lambda_p$ (proposed) | $\lambda_d$ [24] | $\lambda_w$ [23] |
|----------------|-------------------------|-------------------|-------------------|
| 9-bus system   | 8.10%                   | 34.02%            | 34.11%            |
| 14-bus system  | 18.89%                  | 33.64%            | 33.93%            |
| 24-bus system  | 15.47%                  | 41.50%            | 41.51%            |
| 30-bus system  | 9.87%                   | 19.83%            | 20.35%            |
| 39-bus system  | 14.38%                  | 43.92%            | 45.01%            |
| 57-bus system  | 29.45%                  | 42.34%            | 42.67%            |
| 118-bus system | 12.63%                  | 28.06%            | 28.07%            |
| 300-bus system | 53.50%                  | 68.34%            | 78.05%            |
| 1354-bus system| 16.83%                  | 51.89%            | 52.56%            |
| 2383-bus system| 26.06%                  | 46.86%            | 46.94%            |
| **Average**    | **20.52%**              | **41.04%**        | **42.32%**        |

Relative errors for all other test systems fluctuate between 7% and 30%. The results obtained for the 10 test systems also suggest that the relative errors are insensitive to system size. The proposed condition certifies power flow solvability under base loading condition for all systems except for 300-bus system (since the scaling factors are all greater than 1 except for 300-bus system in Table 1). We discuss in the Supplementary Information how to improve the solvability limit estimation using some known power flow solutions. This is particularly relevant when we are interested in certifying power flow solvability for power injections that vary around some known nominal point.
Figure 1: Contour of solvability limit estimation for IEEE test systems.

4.2 Contour of solvability limit estimation

In the second computational experiment, we perform solvability limit estimates along different loading directions and investigate the strength of the proposed condition under different loading patterns. For each test system, we change the loading directions of the first two
load buses with nonzero real power demand while fixed the rest, and calculate the estimated solvability limit. To make sure the changes are pronounced enough, we artificially scale the powers of the first two loads such that they have equal magnitudes and the 2-norm of their load powers is equal to that of the rest of the load buses. By varying loading directions of the first two loads while keeping the 2-norm of their powers constant, we obtain the solvability contour as shown in Figure 1, which are the projections of the full-dimensional solvability region to the two dimensions corresponding to the first two load buses. Similar to the first experiment, we again conclude from the simulation results that the proposed method produces the best solvability limit along all directions for all test systems. While two existing methods produce similar estimates, the proposed condition improves theirs by a wide margin.

4.3 Voltage bound estimation

In the third computational experiment, we examine the conservativeness of the voltage bound estimation provided in Theorem 3.1. We pick the IEEE 39-bus system for this experiment, which is a classic test system based on a reduced order New England power system commonly used for voltage stability analysis. We examine tightness of the voltage bounds under normal (base) loading conditions for buses across the system, as well as for buses in stressed system condition under progressive load increase. To this end, we develop one experiment for each scenario.

In the first experiment, we compute voltage bounds for all load buses at base loading condition based on the voltage bound (3.7) in Theorem 3.1 and compare the bounds with actual load bus voltages. We know from (3.7) that the voltage upper and lower bounds for bus $i \in \mathcal{N}_L$ are given by $\bar{V}_{Li} = |E_i|(1 - \eta_i + r_\xi_i)$ and $\underline{V}_{Li} = |E_i|(1 - \eta_i - r_\xi_i)$, respectively, where $r_\xi$ is defined in (3.6), and the voltage angle bounds can be computed analogously. In addition, we take the center of the polydisc as the approximate voltage values. The simulation results on voltage magnitudes and phase angles are shown in Figures 2 and 3, respectively. True values are shown in $\square$ and approximate values are shown in $\blacksquare$ whereas voltage magnitude / angle bounds are marked by $\cdots$. The results suggest that the error bounds of the linear power flow approximation works quite well under base loading condition, with error bounds for voltage magnitude less than 0.1 p.u. and voltage angle less than 5 degrees across the entire system. One more thing to note is that the voltage angle approximation is extremely accurate, the errors of which are all within 1 degree.

We then test the proposed voltage bound estimation as system load powers progressively build up. The bound is calculated for bus 4, which is the most critical bus evaluated by
Figure 2: Bus voltage magnitudes for IEEE 39-bus system at base loading condition. True voltage magnitudes are shown in blue and approximate values are shown in red. Voltage magnitude upper and lower bounds as given in Theorem 3.1 are shown in green.

Figure 3: Bus voltage angles for IEEE 39-bus system at base loading condition. True voltage angles are shown in blue and approximate values are shown in red. Voltage angle upper and lower bounds as given in Theorem 3.1 are shown in green.

For clarity, only voltage lower bounds are shown. As we have demonstrated in Tables 1 and 2, the proposed condition provides a sharper estimate of the solvability limit, therefore able to provide voltage bounds for a larger interval of loading factors. In addition, it is observed that the quality of the estimates, both the proposed one and the one in [23], degrade with increased load. However, the quality of the proposed one remains significantly better than that in [23] throughout system evolution, with the largest error in the order of 0.15 p.u. at the very last voltage point.

\[^3\text{i.e., the load bus with index } i = \arg \min_{i \in \mathcal{L}} \lambda_i \text{ where } \lambda_i \text{ is as defined in (4.2).}\]
Figure 4: Comparison of voltage lower bounds at bus 4 of IEEE 39-bus system given by Theorem 3.1 (shown by ) and that given in [23, 24] (shown by and respectively) as system load powers build up. Actual voltage profile is shown by . Voltage bound estimations cease to exist when the existence of power flow solutions cannot be certified by the corresponding methods.

5 Discussion and Future Directions

We have presented a strengthened power flow solvability condition for large-scale power systems. The conservativeness issue in existing conditions has been significantly improved — with negligible computational overhead, the condition provides much tighter lower bound of power flow solvability limit compared to existing ones. Thanks to the exploitation of properties of power flow equations in complex space, uniqueness of power flow solution in state space can be guaranteed for a wider range of power injections. As we show in Supplementary Information, this also ensures that the unique power flow solution can be obtained by iterating the fixed-point power flow equations. The proposed condition in Theorems 3.1 can help improve situational awareness of system operators by providing quick system stress assessment and critical area identification based on the interplay between load power injections and the normalized impedance matrix encoding system parametric and topological information. The real part of the vector inner product term in (3.3) is novel, which strengthens the condition and also consolidates physical insights of the role load power factor plays in system long-term stability and power flow solvability.

Some future research directions include extension of the condition to more realistic transmission system models. Specifically, we would like to relax the assumption of constant
generator voltage phasors. Although this assumption is widely adopted in power system steady-state stability analysis and works quite well under normal operating conditions, it may break down when systems are close to their steady-state stability limits. Results considering generators with varying phase angles (PV bus model) have been reported, for example, in [16,25,26], but they are quite conservative and/or are restricted to systems under certain modeling assumptions. Another important future work is to investigate the applicability of the analytical tool to other system models. For instance, we are looking into ways to develop similar index for unbalanced three-phase distribution systems with transformers and other component models. Existing works along the line include [27,28]. However, we believe the analytical tool we developed in this paper will facilitate the derivation of sharper solvability condition and provide novel physical insights into the problem. In addition, we expect similar approaches can be applied to analyze other complex infrastructure networks, such as water distribution systems [43], natural gas systems [44], as well as their interconnections with electric power systems [45].
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Supplementary Information

A  Background

A.1  Notations

A.1.1  Sets

$\mathbb{R}$, $\mathbb{R}_{++}$, and $\mathbb{C}$ are the set of real, positive real, and complex numbers, respectively. The disk in $\mathbb{C}$ with center $c \in \mathbb{C}$ and radius $r \in \mathbb{R}_{++}$ is denoted by $\mathbb{D}(c; r)$, that is, $\mathbb{D}(c; r) := \{ z \in \mathbb{C} : |z - c| < r \}$. The unit disk $\mathbb{D}((0, 0); 1)$ is shorthanded as $\mathbb{D}$. Given $c \in \mathbb{C}^n$ and $r \in \mathbb{R}^n_{++}$, $\mathbb{D}^n(c; r)$ is the $n$-dimensional polydisc defined as $\mathbb{D}^n(c; r) := \mathbb{D}(c_1; r_1) \times \cdots \times \mathbb{D}(c_n; r_n)$. The closure, interior, and boundary of a set $S$ are denoted by $\bar{S}$, $\text{int}(S)$, and $\partial S$, respectively.

A.1.2  Vectors and matrices

Vectors and matrices are represented by bold letters while scalars are represented by normal ones. Let $e^n_i$ be the $i$th canonical basis vector of $\mathbb{R}^n$, that is, the $i$th entry of $e^n_i$ is 1 and all other entries are 0. For matrix $A \in \mathbb{C}^{m \times n}$, $A^\top$, $A^H$ are respectively the transpose and conjugate transpose of $A$. $a_i$ denotes the vector formed by the $i$th row of $A$. For vector $x \in \mathbb{C}^n$, $\|x\|_p$ denotes the $\ell_p$ norm of $x$ where $p \in [1, \infty) \cup \{\infty\}$ and $\text{diag}(x) \in \mathbb{C}^{n \times n}$ is the associated diagonal matrix. Unless otherwise stated, $\|x\|$ denotes the $\ell_\infty$ norm. $0$ and $1$ are the vectors of all 0’s and 1’s of appropriate sizes. The cardinality of a set or the absolute value of a (possibly) complex number is denoted by $|\cdot|$. $i = \sqrt{-1}$ is the imaginary unit. $I_n$ denotes identity matrix of appropriate dimension. The real and imaginary parts of a complex number are denoted by $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$, respectively.

A.2  System modeling

A.2.1  Generator model

Synchronous generators are a primary source of power supply and are to a great extend responsible for maintaining proper voltage profile across power system through automatic voltage regulators [40, Chap. 3]. Under normal operating conditions they are capable of maintaining constant real power outputs and voltage magnitudes. Therefore the generator buses are generally modeled as the so-called PV buses where the bus real power injections and voltage magnitudes are specified while the reactive power injections and voltage phase angles are not regulated. Under extreme conditions when excessive current flows through field winding of the synchronous generator, the overexcitation limiter takes effect, which
results in loss of the capability to regulate voltage magnitude and output of incremental reactive power. A common modeling practice under this scenario is to switch the bus type from PV to PQ, thus fixing the real and reactive power injection of the bus while allowing voltage magnitude to vary. It is remarked that in almost all voltage instability incidents some generators were operating with limited reactive capability [40, Chap. 3].

For practical power systems, the generator buses have regulated voltage magnitudes and small phase angles. It is common in voltage stability analysis to assume that the generator buses have constant voltage phasors [46, 47]. We adopt this assumption in this paper, and note that it can be partially justified by the fact that voltage instability/power flow insolvability are mostly caused by system overloading due to excess demand at load side, not the generator side.

A.2.2 Load model

We adopt the simple constant power load model in the study where the real and reactive power demand are known and specified for each load bus. More general load model can be incorporated, for instance the ZIP static load model, where the constant impedance (Z), constant current (I), and constant power (P) characteristics of the load are simultaneously taken into account. From a modeling perspective, constant current and impedance loads can be ‘adsorbed’ by the system admittance matrix and normalized impedance matrix [48], thus there is little generality lost when only considering constant power loads. Since our emphasis is on the investigation of voltage-power relationship of static power flow equations, dynamic loads are not considered.

A.3 Power flow equations

In this section, we slightly generalize the power flow equations $v_L = 1 - \hat{Z}\text{diag}^{-1}(v_L^*)S_L^*$ in (2.7) by incorporating in the power flow equations a known power flow solution $v_L^0$ and its associated load power $S_L^0$. All conditions we derived in the sequel uses this strengthened version of power flow equation. This allows the certificate of solution existence and uniqueness for incremental load powers around some nominal ones, which is a typical use case in many applications. We see that $v_L^0 = 1$ is a power flow solution for $S_L^0 = 0$, so the requirement of the existence of a known power flow solution does not affect the generality of the condition.

The power flow equation with load $S_L := S_L^0 + \sigma L$ is

$$v_L = 1 - \hat{Z}\text{diag}^{-1}(v_L^*)S_L^*.$$  \hspace{1cm} (A.1)
In addition, since \( v^0_L \) is a power flow solution for load \( S^0_L \), we have

\[
v^0_L = 1 - \hat{Z} \text{diag}^{-1} (v^0_L^* S^0_L^*). \tag{A.2}
\]

Substitute 1 in (A.2) back into (A.1), we get

\[
v_L = v^0_L + \hat{Z} \text{diag}^{-1} (v^0_L^* S^0_L^*) - \hat{Z} \text{diag}^{-1} (v_L^* S^*_L) \tag{A.3a}
\]

\[
= v^0_L - \hat{Z} \text{diag}^{-1} (v^0_L^* \sigma^*_L) + \hat{Z} (\text{diag}^{-1}(v^0_L) - \text{diag}^{-1}(v_L))^* S^*_L. \tag{A.3b}
\]

Applying change of variable \( u := \text{diag}^{-1}(v^0_L) v_L \) and left multiply both sides of (A.3b) by \( \text{diag}^{-1}(v^0_L) \) yields

\[
u = F(u) := 1 - \tilde{Z} \sigma^*_L + \tilde{Z} (1 - \text{diag}^{-1}(u^*)) S^*_L \tag{A.4}
\]

where the voltage-normalized impedance is defined as \( \tilde{Z} = \text{diag}^{-1}(v^0_L) \hat{Z} \text{diag}^{-1}(v^0_L^*) \). We work with the power flow equations (A.4) in the sequel.

### A.4 Some system theoretical quantities

Now we introduce some system stress measures that will be used in deriving solvability conditions. For load bus \( i \in \mathcal{N}_L \), the quantities

\[
\eta_i(\sigma_L) := \tilde{z}_i^T \sigma^*_L, \tag{A.5a}
\]

\[
\xi_i(S_L) := \| \tilde{z}_i^T \text{diag}(S^*_L) \|_1 \tag{A.5b}
\]

quantify nodal stress levels resulted from incremental and total loads. They appear in existing solvability literature \cite{22, 24}. In addition to the two stress measures above, we introduce an additional one fusing the two as

\[
\gamma_i(S_L, \sigma_L) = 2 (\xi_i(S_L) + \text{Re}(\eta_i(\sigma_L))) - \xi_i(S_L)^2 - |\eta_i(\sigma_L)|^2. \tag{A.6}
\]

The solvability conditions are given in terms of the maxima of \( \xi_i, |\eta_i|, \) and \( \gamma_i \) over the set of load buses. We denote the maxima of the corresponding quantities as

\[
\gamma(S_L, \sigma_L) := \max_{i \in \mathcal{N}_L} \gamma_i(S_L, \sigma_L), \tag{A.7a}
\]

\[
\eta(\sigma_L) := \max_{i \in \mathcal{N}_L} |\eta_i(\sigma_L)| = \| \tilde{z}_i^T \sigma^*_L \|_\infty, \tag{A.7b}
\]

\[
\xi(S_L) := \max_{i \in \mathcal{N}_L} \xi_i(S_L) = \| \tilde{z}_i^T \text{diag}(S^*_L) \|_\infty. \tag{A.7c}
\]
Next we define the following set in $\mathbb{C}^n$ parameterized by $r \in \mathbb{R}^+$. It is an $n$-dimensional polydisc when $\xi_i(S_L)$ are strictly positive for all $i \in \mathcal{N}_L$

$$\mathcal{D}(r) = \left\{ u \in \mathbb{C}^n : \begin{cases} \left| 1 - \eta(S_L) - u_i \right| < r \xi_i(S_L), & \xi_i(S_L) > 0 \\ u_i = 1 - \eta(S_L), & \xi_i(S_L) = 0 \end{cases} \right\}. \quad \text{(A.8)}$$

We will derive conditions under which $\bar{\mathcal{D}}(r)$ is an invariant set for power flow mapping $F(u)$.

## B Existence of Power Flow Solutions

In this section, we derive sufficient condition guaranteeing the existence of solutions to fixed point power flow equations (A.4). We first introduce a basic result, the Brouwer fixed point theorem due to L. E. J. Brouwer, which establishes the existence of fixed point for equations in Euclidean space of the form $x = f(x)$.

**Theorem B.1** (Brouwer fixed point theorem). Let $f : C \subset E^n \to E^n$ be continuous on the compact, convex set $C$ which is a subset of the $n$-dimensional Euclidean space $E^n$, and suppose that $f(C) \subseteq C$. Then $f$ has a fixed point in $C$.

Before applying Theorem B.1 to derive sufficient condition for the existence of fixed points for power flow equations (A.4), we provide sufficient condition on the existence of positive $r$ such that $\mathcal{D}(r)$ is an invariant set for (A.4) in Lemma B.2 below.

**Lemma B.2.** Given load power $S_{L}^0$ and power flow solution $v_{L}^0$ satisfying (A.2) and denote

$$\Delta := (1 - \gamma(S_L, \sigma_L))^2 - 4\xi^2(S_L)\eta^2(\sigma_L), \quad \text{(B.1)}$$

then the power flow mapping $u = F(u)$ defined in (A.4) with load power $S_L = S_{L}^0 + \sigma_L$ maps the closure of $\mathcal{D}(r)$ to itself, that is, $F(\bar{\mathcal{D}}(r)) \subseteq \mathcal{D}(r)$, for

$$\begin{cases} r \in \left( \sqrt{\frac{1 - \gamma(S_L, \sigma_L) - \sqrt{\Delta}}{2\xi(S_L)^2}}, \sqrt{\frac{1 - \gamma(S_L, \sigma_L) + \sqrt{\Delta}}{2\xi(S_L)^2}} \right), & \xi(S_L) > 0 \\ r > 0, & \xi(S_L) = 0 \end{cases} \quad \text{(B.2)}$$

when the following two conditions hold

$$\gamma(S_L, \sigma_L) + 2\xi(S_L)\eta(\sigma_L) < 1, \quad \text{(B.3a)}$$

$$\xi(S_L) - \eta(\sigma_L) \leq 1. \quad \text{(B.3b)}$$
Proof. When $\xi_i(S_L) = 0$, $S_L = 0$ since $\bar{Z}$ is full rank, so the $i$th dimension of $D(r)$ degenerates to a point $u_i = 1 - \tilde{z}_i^* \sigma_L^*$ and $F_i(u) = 1 - \tilde{z}_i^* \sigma_L^*$ for all $u \in \{ u \in \mathbb{C}^n \mid u_i \neq 0, i \in N_L \}$, so the lemma trivially holds for these dimensions. Hence, we may assume for the rest of the proof that $\xi_i(S_L) \neq 0$ for all $i \in N_L$.

We know that for $z \in \mathbb{C}$ and $r \in \mathbb{R}_{++}$, the set of $z$ characterized by the inequality $|z^* - 1|/|z^*| < r$ can be a ball ($r < 1$), a half plane ($r = 1$), or the complement of a closed ball ($r > 1$):

$$\left\{ z \in \mathbb{C} : \left| \frac{z^* - 1}{z^*} \right| < r \right\} = \begin{cases} \{ z \in \mathbb{C} : |z - \frac{1}{1-r^2}| < \frac{r}{1-r^2} \}, & r < 1, \\ \{ z \in \mathbb{C} : \text{Re}(z) > 1/2 \}, & r = 1, \\ \{ z \in \mathbb{C} : |z + \frac{1}{r^2-1}| > \frac{r}{r^2-1} \}, & r > 1. \end{cases} \tag{B.4}$$

Define the $n$-dimensional analogy of the set (B.4) as $U(r) := \{ z \in \mathbb{C}^n : |z_i^* - 1|/|z_i^*| < r \}$. Assume that each diagonal entry $(u_i^* - 1)/u_i^*$ of the diagonal matrix $I - \text{diag}^{-1}(u^*)$ in (A.4) lies between $(-r, r)$ for some $r > 0$, then we have $1 - \tilde{z}_i^* \sigma_L^* + \tilde{z}_i^* (I - \text{diag}^{-1}(u^*)) \sigma_L^* \subseteq D(r)$, which means $F(U(r)) \subseteq D(r)$. Therefore, to show $F(\bar{D}(r)) \subseteq D(r)$ for some $r > 0$, we simply need to show $\bar{D}(r) \subseteq U(r)$ for the given $r$. Based on (B.4), we discuss in three distinct cases depending on whether $r < 1$, $r > 1$, or $r = 1$.

First, we consider the case when $r < 1$. Based on (B.4), the condition $\bar{D}(r) \subseteq U(r)$ simply indicates that for each $i$, the closed ball centered at $1 - \eta_i(\sigma_L)$ with radius $r \xi_i(S_L)$ is contained in the open ball centered at $(1/(1-r^2), 0)$ with radius $r/(1-r^2)$, which is equivalent to the condition that the distance between the two centers is less than the difference of their radii:

$$\left| 1 - \eta_i(\sigma_L) - \frac{1}{1-r^2} \right| \leq \frac{r}{1-r^2} - r \xi_i(S_L), \quad \forall i. \tag{B.5}$$

Multiply $(1 - r^2)$ and square both sides of the inequality, and note the right hand side has to be positive, we obtain the following equivalent representation of (B.5):

$$\xi_i(S_L)^2 r^4 + (\gamma_i(S_L, \sigma_L) - 1) r^2 + |\eta_i(\sigma_L)|^2 < 0, \quad \forall i, \tag{B.6a}$$

$$\xi_i(S_L)(1 - r^2) - 1 < 0, \quad \forall i. \tag{B.6b}$$

Next, we consider the case when $r > 1$. The argument is very similar: based on (B.4), the condition $\bar{D}(r) \subseteq U(r)$ indicates that for each $i$, the closed ball centered at $1 - \eta_i(\sigma_L)$ with radius $r \xi_i(S_L)$ lies outside the open ball centered at $(1/(1-r^2), 0)$ with radius $r/(r^2 - 1)$, which is equivalent to the condition that the distance between the two centers is greater
than the sum of their radii:

\[ |1 - \eta_i(\sigma_L) + \frac{1}{r^2 - 1}| > \frac{r}{r^2 - 1} + r\xi_i(S_L), \quad \forall i, \quad (B.7) \]

After simplifications, we obtain the same inequality as (B.6a) (note there is no counterpart for (B.6b) since \( r/(r^2 - 1) + r\xi_i(S_L) \) is always positive).

Lastly, when \( r = 1 \), the condition \( \bar{D}(r) \subseteq \mathcal{U}(r) \) is satisfied when the closed ball centered at \( 1 - \eta_i(\sigma_L) \) with radius \( \xi_i(S_L) \) lies in the half plane \( \{ u \in \mathbb{C} \mid \text{Re}(u) > 1/2 \} \) for every \( i \), which is

\[ \xi_i(S_L) + \text{Re}(\eta_i(\sigma_L)) < 1/2, \quad \forall i. \quad (B.8) \]

However, it is easy to verify that this condition is identical to (B.6a) when \( r = 1 \).

In summary, we have shown that there exists \( r > 0 \) such that \( \bar{D}(r) \subseteq \mathcal{U}(r) \) if and only if there exists \( r > 0 \) such that (B.6) holds (note that (B.6b) always holds when \( r \geq 1 \)). Since \( \xi(S_L), \eta(\sigma_L), \) and \( \gamma(S_L, \sigma_L) \) are the maxima of the corresponding quantities over all load bus \( i \), (B.6a) is implied by

\[ \xi(S_L)^2 r^4 + (\gamma(S_L, \sigma_L) - 1)r^2 + \eta(\sigma_L)^2 < 0. \quad (B.9) \]

Therefore, to prove the lemma, we only need to show (B.3) implies (B.9) and (B.6b) for some \( r > 0 \). Condition (B.9) is a quadratic inequality in \( r^2 \) and it can be easily checked that condition (B.3a) implies \( r^2 = \frac{1}{2}(1 - \gamma(S_L, \sigma_L))/\xi(S_L)^2 \geq 0 \) satisfies (B.9). When \( (1 - \gamma(S_L, \sigma_L))/\xi(S_L)^2 \geq 2 \), (B.6b) always holds. Otherwise it is implied by the following inequality:

\[ \xi(S_L) \left( 1 - \frac{1 - \gamma(S_L, \sigma_L)}{2\xi(S_L)^2} \right) - 1 < 0 \quad (B.10) \]

since we replace each \( \xi_i(S_L) \) in (B.6b) by \( \xi(S_L) \). Condition (B.10) can be rewritten as \( \gamma(S_L, \sigma_L) + 2\xi(S_L)(\xi(S_L) - 1) < 1 \), which is implied by (B.3). We have thus shown condition (B.3) implies \( \bar{D}(r) \subseteq \mathcal{U}(r) \), which then implies \( F(\bar{D}(r)) \subseteq \bar{D}(r) \) as we have mentioned above. In addition, the bounds on \( r \) in (B.2) are simply the square roots of the solutions to the quadratic equation corresponding to (B.9).

Combining Brouwer fixed point theorem (Theorem B.1) and Lemma B.2, we arrive at the main result of this section — existence of power flow solutions:

**Theorem B.3 (Existence of power flow solutions).** Given load power \( S_L^0 \) and power flow solution \( v_L^0 \) satisfying (A.2) and define \( \Delta \) as in (B.1), then the power flow equation \( u = F(u) \)
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**Proof.** When \( \xi_i(S_L) = 0 \), the \( i \)th dimension of \( D(r) \) degenerates to a point \( u_i = 1 - \bar{z}_i^T\sigma_i^* \) and \( F_i(u) = 1 - \bar{z}_i^T\sigma_i^* \) for all \( u \in \mathbb{C}^n \mid u_i \neq 0 \), so the theorem trivially holds for these dimensions. Hence, we may assume for the rest of the proof that \( \xi_i(S_L) \neq 0 \) for all \( i \).

By Lemma \( B.2 \), \( D(r) \) is a compact and convex invariant set for \( F(u) \) when condition \( (B.3) \) holds, so we know from Theorem \( B.1 \) that the power flow equation \( u = F(u) \) admits a solution in \( D(r) \). Since \( F \) maps \( D(r) \) to \( D(r) \), the solution has to lie in \( D(r) \). If we denote the infimum and supremum of \( r \) in \( (B.2) \) by \( r \) and \( \bar{r} \), then it follows that \( u = F(u) \) admits a solution in \( \bigcap_{r<r<\bar{r}} D(r) = D(r) \).

The following proposition exploits some implications of Theorem \( B.3 \) when no power flow solutions are available a priori, i.e., when \( S^0_L = 0 \). See Main Text for further discussions.

**Proposition B.4.** Given a vector of load powers \( s_L \) such that \( \xi(s_L) - \eta(s_L) = 1 \), the scalar function \( f(\lambda) \) is increasing on \( \lambda \in [0, 1] \) and \( f(1) \geq 1 \).

**Proof.** To prove the proposition, we only need to show the functions \( f_i(\lambda) = \gamma_i(s_L) + 2\xi(s_L)\eta(s_L) \) are increasing on \( \lambda \in [0, 1] \) for all \( i \in N_L \), as \( f(\lambda) \) is simply the maximum of \( f_i(\lambda) \). Since \( \xi(s_L) = \lambda\xi(s_L) \) and \( \eta(s_L) = \lambda\eta \), we have

\[
f_i(\lambda) = -\left(\xi_i(s_L)^2 + |\eta_i(s_L)|^2 - 2\xi(s_L)\eta(s_L)\right) \lambda^2 + 2(\xi_i(s_L) + \Re(\eta_i(s_L))) \lambda.
\]

There are three cases to consider depending on whether \( \xi_i(s_L)^2 + |\eta_i(s_L)|^2 - 2\xi(s_L)\eta(s_L) \) is equal to zero, less than zero, or greater than zero. For notational simplicity, we make the dependence of \( s_L \) implicit in all functions in the remainder of the proof.

When \( \xi_i^2 + |\eta_i|^2 - 2\xi \eta = 0 \), \( f_i(\lambda) = 2(\xi_i + \Re(\eta_i))\lambda \) is increasing since \( 2(\xi_i + \Re(\eta_i)) \geq 0 \). When \( \xi_i^2 + |\eta_i|^2 - 2\xi \eta < 0 \), the axis of symmetry of the parabola \( f_i(\lambda) = 0 \) is less than or equal to zero and consequently \( f_i(\lambda) \) is increasing for \( \lambda \geq 0 \). When \( \xi_i^2 + |\eta_i|^2 - 2\xi \eta > 0 \), we need to show the axis of symmetry \( \lambda_{\text{as}} \) of \( f_i(\lambda) = 0 \) is greater than or equal to 1. This is indeed the case as

\[
\lambda_{\text{as}} = \frac{\xi_i + \Re(\eta_i)}{\xi_i^2 + |\eta_i|^2 - 2\xi \eta} \geq \frac{\xi_i - |\eta_i|}{\xi_i\xi + |\eta_i|\eta - \xi_i \eta - |\eta_i|\xi} = \frac{\xi_i - |\eta_i|}{(\xi_i - |\eta_i|)(\xi - \eta)} = 1,
\]
as desired. To show $f(1) \geq 1$, let $k = \arg\max_i \xi_i$, then it follows from \eqref{B.13} that $\xi_k + \text{Re}(\eta_k) \geq \xi_k^2 + |\eta_k|^2 - 2\xi \eta$. Move all terms to the left and add $\xi_k + \text{Re}(\eta_k)$ on both sides, we obtain $\gamma_k + 2\xi \eta \geq \xi_k + \text{Re}(\eta_k) = \xi + \text{Re}(\eta_k) \geq 1$, which implies $f(1) = \gamma + 2\xi \eta \geq 1$.  \[\square\]

C Uniqueness of Power Flow Solutions and Convergence of Power Flow Iteration

We show in this section the uniqueness of high-voltage power flow equation. Specifically, in the first subsection, we show the general results on uniqueness of solution to fixed point equations and convergence of the fixed point iteration. The results are then applied to the power flow equations in the second subsection.

C.1 General theory of uniqueness of fixed point in polydisc and convergence of fixed point iteration

As opposed to previous approaches \cite{17, 20, 23, 26} which rely on the contraction properties of the form $\|f'(x)\| < 1$ for the power flow equations, we take an alternative route. As noted in \cite{29}, by making a more efficient use of properties of holomorphic functions, the uniqueness of fixed point can be proved without making explicit contraction conditions on the boundedness of $\|f'(x)\|$.

We have the following standard result in complex analysis:

**Theorem C.1** (\cite[Thm. 6.12a]{29}). Let $f$ be holomorphic in a simply connected region $S \subseteq \mathbb{C}$ and continuous on the closure $\bar{S}$ of $S$, and let $\bar{f}(S)$ be a bounded set contained in $S$. Then $f$ has exactly one fixed point.

The uniqueness of fixed point is a direct consequence of Rouché’s theorem. To show the uniqueness of fixed point of the power flow equations, we generalize Theorem \ref{C.1} to functions defined on subsets of $\mathbb{C}^n$ by noting the following generalized Rouché’s theorem:

**Theorem C.2** (Generalized Rouché’s theorem \cite{49}). Let $D$ be a bounded, open subset of $\mathbb{C}^n$ and suppose that $f, g$ are continuous functions of $\bar{D}$ into $\mathbb{C}^n$ that are holomorphic in $D$ such that

$$|g(z)| < |f(z)| \quad z \in \partial D$$

for some norm $| \cdot |$. Then $f$ has finitely many zeros in $D$, and counting multiplicity, $f$ and $f + g$ have the same number of zeros in $D$.  
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The convergence of fixed point iteration for real-valued functions defined in a complete metric space can generally be shown through Banach fixed point theorem \[51, \text{Thm. 5.1.3}\].

Here, we show that the fixed point iteration of the complex function defined in the last section also converges to the unique fixed point. The proof is, similar to the proof of uniqueness of fixed point in subsection \[C.1\], also an extension of the result in \[29\] to higher dimensions. To pave the way for the proof, we first present a generalization of Schwarz’s lemma in several variables:

**Lemma C.3** (Schwarz’s lemma in several variables). \( f : \mathbb{C}^n \to \mathbb{C} \) is holomorphic in a neighborhood of \( \bar{D}^n \), \( f(0) = 0 \), further suppose for all \( z \in D^n \), \( |f(z)| \leq M \) for some \( M \), then

\[
|f(z)| \leq M|z|
\]

for all \( z \in \bar{D}^n \).

**Proof.** We define the function \( g : D \to U \subset \mathbb{C} \) as \( g(s) = f(sw) \) where \( w \in \partial D^n \), then we know \( g \) is holomorphic, \( g(0) = 0 \) and \( |g(s)| \leq M \) for all \( s \in D \). It follows from Schwarz’s lemma that

\[
|g(s)| \leq M|s|, \quad \forall s \in D,
\]

or

\[
|f(sw)| \leq M|s| = M|sw|.
\]

Since \( w \) is arbitrary, the result is thus implied from the above inequality.

In addition, we also examine the convergence rate of the power flow iteration. Solving power flow equations is the most fundamental task in power systems analysis. The fixed point iteration introduced above serves as an alternative approach to solve the power flow equations besides the most frequently used Newton-Raphson method. In this section, we discuss the rate of convergence of the fixed point iteration, which is of great practical importance concerning the applicability of the fixed point iteration in solving power flow equations. Specifically, we will show that the fixed point iteration exhibits linear convergence rate.

With the above theorems, we are now ready to present the main result in this section:

**Theorem C.4** (Uniqueness of fixed point in \( n \)-dimension). Given vectors \( c \in \mathbb{C}^n \) and \( r \in \mathbb{R}_{++}^n \), let \( f : D^n(c, r) \to D^n(c, r) \) be a function holomorphic in \( D^n(c, r) \) and continuous on the closure \( \bar{D}^n(c, r) \), and \( f(D^n(c, r)) \) is contained in \( D^n(c, r) \). Then \( f \) has exactly one fixed point in \( D^n(c, r) \). Moreover, the sequence \( \{z^n\} \) defined as

\[
z^{n+1} = f(z^n), \quad n = 0, 1, 2, \ldots
\]
converges to the unique fixed point $w$ given any $z^0 \in \mathbb{D}^n(c, r)$ in such a manner that

$$|z^n - w| < |r|(1 + \mu) \left( \frac{2\mu}{1 + \mu^2} \right)^n, \quad n = 0, 1, 2, \ldots \tag{C.6}$$

for some number $0 \leq \mu < 1$.

**Proof.** We first consider the case in which $c = 0$ and $r = 1$ such that $\mathbb{D}^n(c, r) = \mathbb{D}^n$ is the $n$-dimensional unit polydisc. The condition $\bar{f}(\mathbb{D}^n) \subseteq \mathbb{D}^n$ implies

$$\mu := \sup_{z \in \mathbb{D}^n} |f(z)| < 1. \tag{C.7}$$

We may assume $\mu > 0$ since otherwise $f$ is a constant function and the result holds trivially. The point $w$ is a fixed point of $f$ if and only if it is a zero of the function $z - f(z)$. To prove the existence of a zero we apply generalized Rouché’s theorem (Theorem C.2) to the boundary of the polydisc $\mathbb{D}^n(0, \rho 1)$ where $\mu < \rho < 1$. On the boundary $\partial \mathbb{D}^n(0, \rho 1) = \{ z \in \mathbb{D}^n(0, \rho 1) : |z_i| = \rho \text{ for some } i \}$, the norm of identity function $I(z) := z$ has larger magnitude than that of $-f(z)$ since $|I(z)| = \rho > \mu \geq |-f(z)|$, so the hypotheses of generalized Rouché’s theorem are satisfied. It follows that $I(z)$ and $I(z) - f(z) = z - f(z)$ have the same number of zeros in $\mathbb{D}^n(0, \rho 1)$, namely one. Obviously $I(z) - f(z)$ has no zeros in $\mathbb{D}^n \setminus \mathbb{D}^n(0, \rho 1)$, thus $f(z)$ has exactly one fixed point in $\mathbb{D}^n$.

To be able to show convergence, we apply Schwarz’s lemma. Define a new function holomorphic in $\mathbb{D}^n$ with a zero at $0$. To this end, let $t_i : \mathbb{C}^n \to \mathbb{C}$ be a Möbius transformation which maps $\mathbb{D}^n$ onto itself and sends $w_i$ to zero for every $i = 1, \ldots, n$. Specifically, let

$$t_i(z) = \frac{(e^{i})^\top(z - w)}{1 - w^H e^{i}(e^{i})^\top z}. \tag{C.8}$$

Define the function $t := (t_1, \ldots, t_n)^\top$, then it is seen that the function $g := t \circ f \circ t^{-1}$ is holomorphic in $\mathbb{D}^n$ and has fixed point $0$. Moreover, it is bounded by a proper subset of the unit polydisc since

$$g(\mathbb{D}^n) = t \circ f \circ t^{-1}(\mathbb{D}^n) \subseteq t(\mathbb{D}^n(0, \mu 1)) \subseteq \mathbb{D}^n(0, \kappa 1) \tag{C.9}$$

for some $\kappa < 1$, where the first containment is due to (C.7), the second is due to the fact that

$$\max_{|z| = \rho} |t(z)| = \frac{\rho + |w|}{1 + \rho |w|} \tag{C.10}$$

and $\max_{|z| = \rho} |t(z)|$ is increasing in $\rho$ for $0 \leq \rho < 1$.

The equation (C.10) provides an upper bound for $\kappa$, which can be obtained by substi-
tuting ρ and |w| by μ:

\[ \kappa \leq \frac{2\mu}{1 + \mu^2}. \]  \hspace{1cm} (C.11)

We may assume \( \kappa \neq 0 \) since otherwise \( f \) is constant and the convergence is trivial. Since \( g_i(0) = 0 \) and \( |g_i(s)| \leq \kappa \) for \( s \in \mathbb{D}^n \), Lemma C.3 ensures that \( |g(s)| \leq \kappa |s| \) for all \( s \in \mathbb{D}^n \).

We may denote \( s^n := t(z^n) \) for \( n = 0, 1, 2, \ldots \), it then follows that

\[ s^n = t(z^n) = t \circ f(z^{n-1}) = t \circ f \circ t^{-1}(s^{n-1}) = g(s^{n-1}). \]  \hspace{1cm} (C.12)

Since \( |g(s)| \leq \kappa |s| \) and \( \kappa < 1 \) for \( s \in \mathbb{D}^n \), we know \( |s^n| \leq \kappa^n |s^0| \to 0 \) as \( n \to \infty \) for \( s^0 \in \mathbb{D}^n \).

On the other hand, we have

\[ z_i^n - w_i = t^{-1}(s_i^n) - t^{-1}(0) = \frac{1 - |w_i|^2}{1 + w_i^2 s_i^n} s_i^n, \]  \hspace{1cm} (C.13)

for \( i = 1, 2, \ldots, n \). To get an upper bound for \( |z_i^n - w_i| \), notice that \( |s_i^n| < 1 \) for all \( n \geq 0 \), \( |w_i| \leq \mu < 1 \), so we have

\[ \left| \frac{1 - |w_i|^2}{1 + w_i^2 s_i^n} \right| < \frac{(1 - |w_i|)(1 + |w_i|)}{1 - |w_i|} = 1 + |w_i| \leq 1 + \mu. \]  \hspace{1cm} (C.14)

It then follows from (C.13) and (C.14) that the sequence \( \{z^n\} \) converges to the fixed point \( w \) for any \( s^0 \in \mathbb{D}^n \) since

\[ |z^n - w| < (1 + \mu)^n |s^0| \leq (1 + \mu) \left( \frac{2\mu}{1 + \mu^2} \right)^n, \]  \hspace{1cm} (C.15)

for \( n = 0, 1, 2, \ldots \).

Now let \( \mathbb{D}^n(c,r) \) be arbitrary \( n \)-dimensional polydisc with radius \( r \) centered at \( c \). Let \( q_i(z) = (e^i) \top (z - c)/r_i : \mathbb{D}^n(c,r) \to \mathbb{D} \) be the affine map that projects the polydisc to the \( i \)th coordinate and then sends the \( i \)th disk \( \mathbb{D}(c_i, r_i) \) into the unit disk \( \mathbb{D} \). Denote \( q := (q_1, q_2, \ldots, q_n) : \mathbb{D}^n(c,r) \to \mathbb{D}^n \). The assertion that \( w \in \mathbb{D}^n(c,r) \) is a fixed point of \( f \) is equivalent to the assertion that \( q(w) \) is a fixed point of \( h := q \circ f \circ q^{-1} \) since if \( w = f(w) \), then

\[ h(q(w)) = q \circ f \circ q^{-1}(q(w)) = q \circ f(w) = q(w), \]  \hspace{1cm} (C.16)

and if \( q(w) \) is a fixed point of \( h \), then

\[ f(w) = q^{-1} \circ h \circ q(w) = q^{-1} \circ q(w) = w. \]  \hspace{1cm} (C.17)

The definition of \( h \) above implies that: 1) the function \( h \) is holomorphic in \( \mathbb{D}^n \) and
continuous on $\overline{D}^n$ since $q$ is biholomorphic on $D^n$, $f$ is holomorphic in $D^n(c, r)$, continuous on $\overline{D}^n(c, r)$ and maps the closure $\overline{D}^n(c, r)$ into $D^n(c, r)$; and 2) $\overline{h}(D^n)$ is contained in $D^n$.

The second statement follows from

$$\overline{h}(D^n) = \overline{\overline{q} \circ f \circ q^{-1}(D^n)} = \overline{q \circ f(D^n(c, r))} \subseteq D^n,$$  \hspace{1cm} (C.18)

We have thus shown that $h$ satisfies the hypotheses of the theorem in the special case in which $D^n(c, r)$ is the unit polydisc and thus has exactly one fixed point. Thanks to (C.16) and (C.17), $f$ has exactly one fixed point.

To show the moreover statement, let $s^n := q(z^n)$ for $n = 0, 1, 2, \ldots$. Similar to the argument above, we know $s^n = h(s^{n-1})$ for $n = 1, 2, \ldots$. As we have shown, $\{s^n\}$ converges to $q(w)$ for any $s^0 \in D^n$ in such a manner that

$$|s^n - q(w)| < (1 + \mu) \left( \frac{2\mu}{1 + \mu^2} \right)^n, \quad n = 0, 1, 2, \ldots$$ \hspace{1cm} (C.19)

where $\mu = \sup_{z \in D^n} |h(z)| < 1$. To show the convergence of $\{z^n\}$, note that $s^n = q(z^n)$, so

$$|s^n - q(w)| = |\text{diag}^{-1}(r)(z^n - w)| \geq |(z^n - w)|/|r|,$$ \hspace{1cm} (C.20)

denoting $j := \arg\max |z^n_i - w_i|$ and $k := \arg\max r_i$, it is easy to see the last inequality holds since

$$\frac{|z^n - w|}{|r|} = \frac{|z^n_j - w_j|}{r_k} \leq \frac{|z^n_j - w_j|}{r_j} \leq |\text{diag}^{-1}(r)(z^n - w)|.$$ \hspace{1cm} (C.21)

Integrating (C.19) and (C.20), we arrive at

$$|z^n - w| < |r|(1 + \mu) \left( \frac{2\mu}{1 + \mu^2} \right)^n, \quad n = 0, 1, 2, \ldots$$ \hspace{1cm} (C.22)

for any $z^0 \in D^n(c, r)$. The sequence $\{z^n\}$ converges to $w$ since $|2\mu/(1 + \mu^2)| < 1$ for any $0 \leq \mu < 1$, which completes the proof.

\section*{C.2 Application to power flow equations}

We present the main result of the paper in this section. Specifically, we provide a complete characterization of the existence and uniqueness of power flow solution in a specific region, convergence of fixed point iteration to the solution, as well as the ‘solutionless’ region in voltage space where no solution lies, all of which follow from Lemma [B.2] Theorem [B.3] and Theorem [C.4].
Theorem C.5 (Existence, uniqueness, and convergence of fixed point power flow solution). Given load power $S_L^0$ and power flow solution $u^0$ satisfying (A.2), let the power flow equation $u = F(u)$ be defined as in (A.4) with load power $S_L = S_L^0 + \sigma_L$. Define the positive number $\Delta$ as in (B.1), $r, \bar{r}$ as the infimum and supremum of $r$ in (B.11), and $U(r) := \{u \in \mathbb{C}^n : |u_i - 1|/|u_i| < r\}$. Suppose the load powers satisfy condition (B.3), then the following statements concerning the power flow solution $\hat{u}$ hold:

(i) There exists a unique solution $\hat{u}$ in $\bar{D}(r)$;

(ii) There are no solutions in $U(\bar{r}) \setminus \bar{D}(r)$;

(iii) The fixed point iteration $u^{n+1} = F(u^n)$ converges to $\hat{u} \in D(r)$ for any $u^0 \in U(\bar{r})$ in such a manner that

$$|u^n - \hat{u}| < \bar{r} \xi(S_L)(1 + \mu) \left(\frac{2\mu}{1 + \mu^2}\right)^{n/2}, \quad n = 0, 1, 2, \ldots$$

(C.23)

for some number $0 \leq \mu < 1$.

Proof. Similar to the proof of Theorem B.3, we may assume throughout the proof that $\xi_i(S_L) \neq 0$ for all load bus $i$. In addition, let $r$ be a positive number such that $r \in (r, \bar{r})$.

(i) Theorem C.4 provides sufficient condition on the uniqueness of fixed point of holomorphic functions. The problem of directly applying the theorem to show the uniqueness of fixed point of power flow equations lies in the fact that $F(u)$ is not holomorphic due to the presence of complex conjugation. However, the problem can be circumvented by defining the iterated power flow equations as the composition of $F$ with itself as $F^2(u) = F \circ F(u)$. We easily see that 1) the function $F^2(u)$ is holomorphic on $\bar{D}(r)$ and 2) based on Lemma B.2, $F^2(\bar{D}(r)) \subseteq \bar{D}(r)$. To prove $F^2(u)$ has a unique fixed point in $D(r)$ by Theorem C.4 we need to show $\bar{F}^2(D(r)) \subseteq D(r)$. It follows from point 2) above that this amounts to showing $F^2(D(r)) \subseteq F^2(\bar{D}(r))$, which holds true since $\bar{F}^2(D(r))$ is the intersection of all closed sets containing $F^2(D(r))$ including $F^2(\bar{D}(r))$ (which is closed as it is the image of a continuous function over compact set). It then follows that Theorems B.3 and C.4 ensures the existence and uniqueness of fixed point for $u = F^2(u)$ in $D(r)$, respectively.

Therefore, we know $u = F(u)$ has at least one fixed point in $D(r)$ due to Theorem B.3 and $u = F^2(u)$ has exactly one fixed point in $D(r)$. Since any fixed point of $u = F(u)$ is also a fixed point of $u = F^2(u)$, $u = F(u)$ has exactly one fixed point in $D(r)$ for $r \in (r, \bar{r})$. Therefore, $u = F(u)$ admits a unique solution in $\bigcap_{r \in (r, \bar{r})} D(r) = \bar{D}(r)$. 

37
(ii) Suppose for the sake of contradiction there exists a fixed point \( \hat{u} \in U(\bar{r}) \setminus \bar{D}(r) \). Since \( F(U(\bar{r}) \setminus \bar{D}(r)) \subseteq F(U(\bar{r})) \subseteq D(\bar{r}) \), we know \( \hat{u} \) lies in \( D(\bar{r}) \setminus \bar{D}(r) \). This is impossible since we know from item (i) above that the unique solution to \( F(u) = u \) in \( D(\bar{r}) \) lies in \( \bar{D}(r) \).

(iii) Given the sequence \( \{u^n\} \) defined by the power flow iteration \( u^{n+1} = F(u^n) \), the subsequence comprising all odd terms of \( \{u^n\} \) can be generated by the iteration \( u^{2k} = F^2(u^{2k-2}) \) for \( k = 1, 2, \ldots \) while the subsequence comprising all even terms can be generated by the iteration \( u^{2k+1} = F^2(u^{2k-1}) \) for \( k = 1, 2, \ldots \). For \( u^0 \in U(\bar{r}) \), we have \( F(u^0) \in D(\bar{r}) \) and subsequently \( u^k \in D(\bar{r}) \) for any \( k > 0 \) based on Lemma 3.2. In particular, both \( u^1 \) and \( u^2 \) are in \( D(\bar{r}) \). It follows from Theorem C.4 that both subsequences converge to the unique fixed point in \( D(\bar{r}) \), which means the sequence \( \{u^n\} \) itself converges to the unique fixed point in \( D(\bar{r}) \). Furthermore, the fixed point is in \( \bar{D}(r) \) based on item (i) above.

Now we show the convergence rate. Given \( u^0 \in U(\bar{r}) \) and denote \( r := |I - \text{diag}^{-1}(u^0)| \), there exists \( \epsilon > 0 \) such that \( r' := \bar{r} - \epsilon > \max\{r, r\} \). Define

\[
\mu := \max_{u \in \bar{D}(r')} \frac{|I - \text{diag}^{-1}(u^*)|}{r'},
\]

we know from the proof of Theorem 3.2 that \( \bar{D}(r') \subseteq U(r') \) and consequently \( \mu < 1 \). In addition, we know

\[
F^2(D(r')) \subseteq F(D(r')) \subseteq \{u \in \mathbb{C}^n : |1 - \eta_i(\sigma_L) - u| < \mu \cdot r' \xi_i(S_L)\},
\]

where the second set inclusion comes from (C.24). Let \( q_i(u) = \frac{u_i - \eta_i(\sigma_L)}{r' \xi_i(S_L)} : D(r') \to \mathbb{D} \) be the affine map that projects the polydisc \( D(r') \) to the \( i \)th dimension and then sends the \( i \)th disk \( D(\eta_i(\sigma_L), r' \xi_i(S_L)) \) into the unit disk \( \mathbb{D} \). Denote \( q := (q_1, q_2, \ldots, q_n) : D(r') \to \mathbb{D}^n \). If we define \( h(z) := q \circ F^2 \circ q^{-1}(z) \), it follows from (C.25) that \( \mu \) is an upper bound of \( \|h(z)\|_{\infty} \) for \( z \in \mathbb{D}^n \) since

\[
\sup_{z \in \mathbb{D}^n} \|h(z)\|_{\infty} = \sup_{z \in D(r')} \|q \circ F^2(z)\|_{\infty} < \mu.
\]

We then know from the proof of Theorem C.4 that for the sequence \( \{u^{2n}\} \) generated by \( u^{2n+2} = F^2(u^{2n}) \), \( n = 0, 1, 2, \ldots \), we have

\[
|u^{2n} - \hat{u}| < r' \xi(S_L)(1 + \mu) \left( \frac{2\mu}{1 + \mu^2} \right)^n, n = 0, 1, 2, \ldots
\]
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for any $u^0 \in \mathcal{U}(r')$. Given $u^1 = F(u^0) \in \mathcal{D}(r')$, we can verify that

$$|u^1 - \hat{u}| < r' \xi(S_L)(1 + \mu) \sqrt{\frac{2\mu}{1 + \mu^2}}. \quad (C.28)$$

In addition, the sequence $\{u^{2n+1}\}$ by $u^{2n+1} = F^2(u^{2n-1})$, $n = 1, 2, 3, \ldots$ has the same convergence rate. It follows that the sequence $\{u^n\}$ generated by $u^{n+1} = F(u^n)$ has the following convergence rate:

$$|u^n - \hat{u}| < r' \xi(S_L)(1 + \mu) \left(\frac{2\mu}{1 + \mu^2}\right)^{n/2} \quad (C.29)$$

for the given $u^0$. In fact, for any $u^0 \in \mathcal{U}(\bar{r})$, there exists such $0 < \mu < 1$ and the $r'$ factor in (C.29) is upper bounded by $\bar{r}$.

## D Relationship to Existing Conditions

In this section we compare the proposed condition (B.3) with two sharpest results in the literature known so far: conditions in [23] and [24]. The two conditions are incomparable, while it was empirically shown that the certified solvability set by condition [23] is generally ‘smaller’ than the one by [24]. We briefly introduce the two existing conditions in Theorems D.1 and D.2 below. To be consistent with the adopted model and notations in Section A, the two results are slightly rephrased and generalized without proof. We then give proof of dominance of the proposed condition (B.3) over the two existing ones in Proposition D.3 by showing the certified solvability set by the proposed condition (B.3) contain those given by the two existing conditions.

**Theorem D.1** ([23, Thm. 1]). Given load power $S^0_L$ and power flow solution $v^0_L$ satisfying (A.2) where $\xi(S^0_L) < 1$, the power flow equation $u = F(u)$ defined in (A.4) with load power $S_L = S^0_L + \sigma_L$ admits a unique solution in $\{u \in \mathbb{C}^n \mid 1 - r \leq |u_i| \leq 1 + r\}$ where

$$r = \frac{1 - \xi(S^0_L) - \sqrt{(1 - \xi(S^0_L))^2 - 4\xi(\sigma_L)}}{2} \quad (D.1)$$

when

$$(1 - \xi(S^0_L))^2 - 4\xi(\sigma_L) > 0. \quad (D.2)$$

**Theorem D.2** ([24, Sect. IV-A]). Given load power $S^0_L$ and power flow solution $v^0_L$ satisfying (A.2), the power flow equation $u = F(u)$ defined in (A.4) with load power $S_L = S^0_L + \sigma_L$
admits at least one solution in \( \{ u \in \mathbb{C}^n \mid 1/(1 + r) \leq |u_i| \leq 1/(1 - r) \} \) where

\[
    r = \frac{1 - \xi(S_L) - \eta(\sigma_L) - \sqrt{(1 - \xi(S_L) - \eta(\sigma_L))^2 - 4\xi(S_L)\eta(\sigma_L)}}{2\xi(S_L)} \tag{D.3}
\]

when

\[
    \sqrt{\xi(S_L)} + \sqrt{\eta(\sigma_L)} \leq 1. \tag{D.4}
\]

### D.1 Theoretical justification

Given load power \( S_L^0 \) and power flow solution \( v_L^0 \) satisfying (A.2), let the solvability sets \( S_p, S_w, \) and \( S_d \) be the sets of incremental load power \( \sigma_L \) satisfying (B.3), (D.2), and (D.4), respectively. Note that both Theorems C.5 and D.1 provide uniqueness guarantees while Theorem D.2 only guarantees solution existence. This causes \( S_p \) and \( S_w \) to be open while \( S_d \) is closed. Therefore, when comparing the strength of conditions (B.3) and (D.4), we compare \( S_d \) with \( \overline{S}_p \) — the closure of \( S_p \). It should be noted that this treatment is a mere technicality and have negligible consequence in practice.

**Proposition D.3.** Given load power \( S_L^0 \) and power flow solution \( v_L^0 \) satisfying (A.2), let the solvability sets \( S_p, S_w, \) and \( S_d \) be the sets of incremental power injection \( \sigma_L \) satisfying (B.3), (D.2), and (D.4), respectively, then \( S_w \subseteq S_p \) and \( S_d \subseteq \overline{S}_p \) hold.

Moreover, the proposed condition strictly dominates conditions (D.2) and (D.4), or \( S_w \nsubseteq S_p \) and \( S_d \nsubseteq \overline{S}_p \), when \( \{0\} \nsubseteq S_p \).

**Proof.** To show the proposed condition dominates (D.2), or \( S_w \nsubseteq S_p \), we show any \( \sigma_L^w \) contained in \( S_w \) is in \( S_p \) as well. Let \( S_L^w := S_L^0 + \sigma_L^w \). We know \( \sigma_L^w \) satisfies (B.3b) since

\[
    \xi(S_L^w) - \eta(\sigma_L^w) \leq \xi(S_L^0) + \eta(\sigma_L^w) \leq \xi(S_L^0) + 2\xi(\sigma_L^0) \leq \xi(S_L^0) + 2\sqrt{\xi(\sigma_L^0)} < 1, \tag{D.5}
\]

where the third inequality comes from the observation that (D.2) implies \( \xi(\sigma_L^w) < 1 \), and the last inequality is obtained by moving the second term in (D.2) to the right, take square root on both sides, and rearrange terms. To show \( \sigma_L^w \) satisfies (B.3a), we can instead show the left hand side of (B.3a) is less than or equal to \( 4\xi(\sigma_L^w) - \xi(S_L^0)^2 + 2\xi(S_L^0) \), which is less than 1 by (D.2). For \( \sigma_L^w \) satisfying (D.2) and any \( i \in N_L \), we have

\[
    \gamma_i(S_L^w, \sigma_L^w) = 2(\xi_i(S_L^w) + \text{Re}(\eta_i(\sigma_L^w))) - \xi_i(S_L^w)^2 - |\eta_i(\sigma_L^w)|^2 \tag{D.6a}
\]

\[
    \leq 2(\xi_i(S_L^w) + |\eta_i(\sigma_L^w)|) - \xi_i(S_L^w)^2 - |\eta_i(\sigma_L^w)|^2 \tag{D.6b}
\]

\[
    \leq 2(\xi(S_L^w) + \xi(\sigma_L^w)) - \xi(S_L^0)^2 - \xi(\sigma_L^0)^2, \tag{D.6c}
\]
where we replace \( \xi_i(S^w_L) \) and \( |\eta_i(\sigma^w_L)| \) by \( \xi(S^w_L) \) and \( \xi(\sigma^w_L) \) in the second inequality since \(-x^2 + 2x\) is increasing for \( x < 1 \) and \( \xi(S^w_L), \xi(\sigma^w_L) < 1 \) based on (D.3). Subtract \( 4\xi(\sigma^w_L) - \xi(S^0_L)^2 + 2\xi(S^0_L) \) from the left hand side of (B.3), denote the difference by \( \delta \), and apply (D.6c), we have

\[
\delta \leq (\xi(S^w_L) - \xi(S^0_L) - \xi(\sigma^w_L)) \left( 2 + \xi(\sigma^w_L) - \xi(S^w_L) - \xi(S^0_L) \right),
\]

(D.7)

which is nonpositive since the first term is nonpositive and the second term is lower bounded by \( 2 - 2\xi(S^0_L) > 0 \). This shows \( S_w \subseteq S_p \).

We now show \( S_d \subseteq \bar{S}_p \). It is clear from (D.4) that for any \( \sigma^d_L \in S_d \), (B.3b) is satisfied. We are left to show \( \sigma^d_L \) satisfies (B.3a). Let \( S^d_L := S^0_L + \sigma^d_L \). Similar to (D.6), we have

\[
\gamma(S^d_L, \sigma^d_L) + 2\xi(S^d_L)\eta(\sigma_L)^d \leq 2(\xi(S^d_L) + \eta(\sigma^d_L)) - (\xi(S^d_L) - \eta(\sigma^d_L))^2,
\]

(D.8)

so we only need to show the right hand side of (D.8) is less than or equal to 1. The following two conditions hold for some nonnegative number \( p \) by respectively squaring once and twice on both sides of (D.4) and rearrange terms:

\[
\xi(S^d_L) + \eta(\sigma^d_L) = 1 - p - 2\sqrt{\xi(S^d_L)\eta(\sigma^d_L)},
\]

(D.9a)

\[
(\xi(S^d_L) - \eta(\sigma^d_L))^2 = (1 - p)^2 - 4(1 - p)\sqrt{\xi(S^d_L)\eta(\sigma^d_L)}.
\]

(D.9b)

Substitute the two relations into the right hand side of (D.8) confirms it is indeed less than or equal to 1:

\[
1 - p^2 - 4p\sqrt{\xi(S^d_L)\eta(\sigma^d_L)} \leq 1.
\]

(D.10)

In summary, we have shown above that \( S_w \subseteq S_p \) and \( S_d \subseteq \bar{S}_p \). Now we show \( S_w \subseteq S_p \) when \( \{0\} \not\subseteq S_p \). It is easy to see that there exists \( \sigma^w_L \) such that (D.2) holds with equality. Let \( k := \arg \max |\eta_k(\sigma^w_L)| \), we may assume \( \eta_k(\sigma^w_L) \) has nonzero imaginary part (otherwise we can multiply \( \sigma^w_L \) by some complex number with unity modulus without changing equality of (D.2)), then the inequality (D.6b) is strict and \( \sigma^w_L \in S_p \). So we have identified \( \sigma^w_L \in S_p \setminus S_w \).

The proof that \( S_d \subseteq \bar{S}_p \) is similar: we can find \( \sigma^d_L \) on the boundary of \( S_d \) such that \( \eta_k(\sigma^d_L) \) has nonzero imaginary part where \( k := \arg \max |\eta_k(\sigma^d_L)| \). It follows from the telescoping of (D.8) that \( S_d \in S_p \). By continuity, there is a \( \sigma_L \) in the neighborhood of \( \sigma^d_L \) contained in \( S_p \setminus S_d \). This completes the proof.

\( \square \)
D.2 Computational results

We perform computational experiment to numerically compare the maximum load powers certified by the three conditions. Ten standard IEEE test systems are used for the experiment, the data of which are available in Matpower package [42]. We assume the power flow solution $\psi_L^0$ to the base loading $S_L^0$ provided in the data sets are known and use it to construct the normalized impedance matrix $\tilde{Z}$. We are interested in certifying the maximum scaling factor $\lambda$ such that the power flow is still guaranteed to be solvable with loading $(1 + \lambda)S_L^0$ by the three conditions. The computational results are shown in Tables 3 and 4. It is seen that the proposed condition consistently outperforms the other two, which serves as partial numerical evidence of the dominance of the proposed condition.

Table 3: Lower bounds of solvability limits with base loading obtained using the proposed condition and two existing conditions versus the true solvability limits, the table shows the maximum scaling factors $1 + \lambda$ certified by each condition.

| Test case       | Proposed | 24   | 23   | Actual value |
|-----------------|----------|------|------|--------------|
| 9-bus system    | 2.4676   | 2.0493 | 2.0399 | 2.6577       |
| 14-bus system   | 4.3862   | 3.7605 | 3.6144 | 5.3320       |
| 24-bus system   | 2.4101   | 1.9656 | 1.9091 | 2.7928       |
| 30-bus system   | 5.4665   | 4.9966 | 4.9346 | 6.0160       |
| 39-bus system   | 2.1826   | 1.7650 | 1.6846 | 2.4730       |
| 57-bus system   | 1.4719   | 1.3764 | 1.3454 | 1.9074       |
| 118-bus system  | 4.7987   | 4.1189 | 3.8447 | 5.4479       |
| 300-bus system  | 1.0558   | 1.0284 | 1.0047 | 1.6585       |
| 1354-bus system | 1.3595   | 1.2012 | 1.1597 | 1.5332       |
| 2383-bus system | 1.5708   | 1.3955 | 1.3683 | 1.9739       |
Table 4: Relative errors of solvability limit approximations with base loading $S^0_L$ obtained using the proposed condition and two existing conditions.

| Test case      | Proposed | [24]  | [23]  |
|----------------|----------|-------|-------|
| 9-bus system   | 7.15%    | 22.89%| 23.24%|
| 14-bus system  | 17.74%   | 29.47%| 32.21%|
| 24-bus system  | 13.70%   | 29.62%| 31.64%|
| 30-bus system  | 9.13%    | 16.95%| 17.98%|
| 39-bus system  | 11.74%   | 28.63%| 31.88%|
| 57-bus system  | 22.83%   | 27.84%| 29.46%|
| 118-bus system | 11.92%   | 24.40%| 29.43%|
| 300-bus system | 36.34%   | 37.99%| 39.42%|
| 1354-bus system| 11.33%   | 21.65%| 24.36%|
| 2383-bus system| 20.42%   | 29.30%| 30.68%|
| **Average**    | **16.23%**| **26.87%**| **29.03%**|