Comparison of piecewise-constant methods for dark energy
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We compare four different methods that can be used to analyze the type Ia supernovae (SnIa) data, i.e. to use piecewise-constant functions in terms of: the dark energy equation of state \( w(z) \), the deceleration parameter \( q(z) \), the Hubble parameter \( H(z) \) and finally the luminosity distance \( d_L(z) \). These four quantities cover all aspects of the accelerating Universe, i.e. the phenomenological properties of dark energy, the expansion rate (first and second derivatives) of the Universe and the observations themselves. For the first two cases we also perform principal component analysis (PCA) so as to decorrelate the parameters, while for the last two cases we use novel analytic expressions to find the best-fit parameters. In order to test the methods we create mock SnIa data (2000 points, uniform in redshift \( z \in [0,1.5] \)) for three fiducial cosmologies: the cosmological constant model (\( \Lambda \)CDM), a linear expansion of the dark energy equation of state parameter \( w(a) = w_0 + w_a(1-a) \) and the Hu-Sawicki \( f(R) \) model. We find that if we focus on the two mainstream approaches for the PCA, i.e. \( w(z) \) and \( q(z) \), then the best piecewise-constant scheme is always \( w(z) \). Finally, to our knowledge the piecewise-constant method for \( H(z) \) is new in the literature, while for the rest three methods we present several new analytic expressions.

PACS numbers: 95.36.+x, 98.80.-k, 98.80.Es

I. INTRODUCTION

We live in an epoch at which several theories have been built to explain the observed accelerated expansion of the Universe, see Ref. [1] for a review. The discovery of this late-time acceleration of the Universe by [2] has led people to introduce a new ingredient to total matter density in the Universe: the dark energy. Such a component has raised severe, and still unsolved, theoretical problems which have led the community to search for alternative approaches to explain this late-time acceleration, namely modified gravity models and inhomogeneous models. The first approach simply postulates that general relativity is accurate up to a typical scale and it needs to be modified at larger scales; this modification could then lead to an observed acceleration. The second approach studies the effects of the large scale structures on the observed luminosity of distant supernovae of type Ia (SnIa).

Huge experimental efforts have been made to better understand the expansion of the Universe, see for instance [3], [4], [5], [6], [7] for details on the surveys of Euclid, DES and PAU. All of these experiments are planned to collect an impressive amount of data for different observables to reduce the statistical errors on the cosmological parameters. Once the data from the different experiments are collected, then we need to be able to extract the largest amount of information on the cosmological parameters by using the smallest number of assumptions possible.

This paper looks towards this direction: we use the principal component analysis (PCA) in order to decorrelate the parameters of interest and get unbiased constraints. Another advantage of the PCA is that there is no need to specify the cosmology; i.e. it is a model-independent approach, as the PCA will give us a set of functions that better describes the data [8], [9], [10], [11], [12], [13]. More details on the procedure of the PCA and the relevant sets of equations for each approach are also presented in Sec. [III] and in the Appendix.

In this paper in particular, we will compare different forms of the PCA and analyze their advantages and disadvantages. The four different cases we will consider are

1. the deceleration parameter \( q(z) \),
2. the DE equation of state (EOS) parameter \( w(z) \),
3. the Hubble parameter \( H(z) \) and
4. the luminosity distance \( d_L(z) \).
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These quantities are the most phenomenologically interesting ones as they are connected directly with the physical properties of the DE fluid \((w(z))\), the expansion rate of the Universe \((H(z)\) and \(q(z)\)) and finally the measurements themselves \((d_L(z))\).

We then analyze the four mentioned parameterizations with three different mock SnIa data based on different cosmologies:

1. The \(\Lambda\)CDM model with \(w = -1\);
2. The \(w_0 w_a\)CDM model with \(\{w_0, w_a\} = \{-1, 0.5\}\);
3. The Hu and Sawicki \(f(R)\) \cite{14} and Nesseris et al \cite{15} model with \(\{b, n\} = \{0.1, 1\}\) parameters.

For all the mock catalogs we assume that \(\Omega_{\text{m}_0} = 0.3\) and \(h = 0.7\), while some more details about the construction of the mocks are given in Sec. IV.

As it will be quite clear in the next few sections, the novelty of our paper lies in the following two pillars: the systematic comparison of all the methods and their subsequent testing against mock data and against each other is done for the first time in the literature and second, we present several new analytical expressions for all four different forms of piecewise-constant methods. Our analysis will be immensely useful with the upcoming surveys that will collect a plethora of new data that will have to be analyzed in a systematic fashion and their cosmological information extracted.

Finally, the paper is organized as follows: in Sec. II we briefly review the background equations and the models we consider in this analysis, in Sec. III we briefly review the PCA and we present several novel results for all four forms of the PCA (see also the Appendix). In Sec. IV we present the results we found by applying the four different forms with the three mock catalogs; finally in Sec. V we summarize our conclusions, listing the advantages and disadvantages of all the forms of the PCA used in this paper.

II. THEORY

In this section we briefly review the equations for the \(\Lambda\)CDM, \(w_0 w_a\)CDM and the Hu and Sawicki \(f(R)\) models. The \(w_0 w_a\)CDM model assumes a linear expansion in terms of the scale factor of the dark energy equation of state, such that

\[ w(a) = w_0 + w_a(1 - a). \]  

(1)

The cosmological constant model \(\Lambda\)CDM corresponds to \((w_0, w_a) = (-1, 0)\). The Hubble parameter, assuming a flat universe, is given by

\[ H(z)^2 / H_0^2 = \Omega_{\text{m}_0}(1 + z)^3 + (1 - \Omega_{\text{m}_0})(1 + z)^3(1 + w_0 + w_a)e^{-3w_a z / (1 + z)}. \]  

(2)

The Hu and Sawicki \(f(R)\) \cite{14} is given by the action

\[ S = \int d^4x \sqrt{-g} \left[ \frac{1}{2k^2} f(R) + \mathcal{L}_m \right] \]  

(3)

where \(\mathcal{L}_m\) is the Lagrangian of matter and \(k^2 = 8\pi G\) and the function \(f(R)\) is given by

\[ f(R) = R - m^2 \frac{c_1 (R/m)^2}{1 + c_2 (R/m)^2} \]  

(4)

In Nesseris et al \cite{15} it was shown that this can also be rewritten as

\[ f(R) = R - \frac{m^2 c_1}{c_2} + \frac{m^2 c_1}{1 + c_2 (R/m)^2} \]  

\[ = R - 2\Lambda \left(1 - \frac{1}{1 + (R / (b \Lambda))^n}\right) \]  

\[ = R - \frac{2\Lambda}{1 + (b \Lambda / R)^n} \]  

(5)

where \(\Lambda = \frac{m^2 c_1}{c_2}\) and \(b = \frac{2^{1-1/n}}{c_1}\). In this form it is obvious that the Hu and Sawicki model can be arbitrarily close to \(\Lambda\)CDM, depending on the parameters \(n\) and \(b\). The explicit modified Friedmann equations can be found in Ref. \cite{15}.
III. THE PCA

Let us suppose that we have a function \( f(x) \) well defined in the range \( x_a \) and \( x_b \) and we want to find the best parametrization to this function given a set of data \( D_i \). We can write the function \( f(x) \) with many piecewise-constant values as:

\[
 f(x) = \sum_{i=1}^{N} f_i \theta_i(x) \tag{6}
\]

where \( f_i \) are constant in each interval \( x_i \) and \( \theta(x_i) \) is the theta function, i.e. \( \theta(x_i) = 1 \) for \( x_{i-1} < x \leq x_i \) and 0 elsewhere. \( N \gg 1 \) is the number of parameters that we would like to constrain given the data. However, the parameters will be in general correlated; we can use the PCA to decorrelate the parameters \( f_i \)'s. Following Ref. [12], we first build a diagonal matrix \( \Lambda_{ij} \) with the eigenvalues of the Fisher matrix \( F_{ij} \), which is defined as the inverse of the covariance matrix \( C_{ij} \) (obtained directly from the chains, when performed). Then we define a matrix \( \tilde{W}_{ij} = W_{ik} A_{km}^{1/2} W_{mj} \) where the matrix \( W_{km} \) is the transpose of \( W_{km} \) and the latter is a matrix composed by the eigenvectors of Fisher matrix. We finally normalize \( \tilde{W}_{ij} \) such that its rows sum up to unity. The matrix \( \tilde{W}_{ij} \) will give the uncorrelated parameters, i.e.

\[
 p_i = \sum_{j=1}^{M} \tilde{W}_{ij} f_j \tag{7}
\]

where \( M \) is the total number of parameters. The variance of the parameters \( p_i \) will then be

\[
 \sigma^2(p_i) = 1/\lambda_i. \tag{8}
\]

Our goal is to investigate which is the best parametrization that gives us the largest amount of information about the cosmology given a set of observations. So, in what follows we consider different parameterizations, such as: the deceleration parameter \( q(z) \), the dark energy EOS \( w(z) \), the Hubble parameter \( H(z) \) and the luminosity distance \( D_L(z) \). We find the best fit and consequently the principal components (PC) of each parametrization and we then propagate this results to the other parameters. As an example, we find the best fit and the PC for the deceleration parameter \( q \) and then we convert the results to all the other parameters \( w, H \) and \( D_L \). In this way we are able to verify which is the optimal parametrization with which we can gain most of the information hidden in the data.

To clarify the analysis, let us consider a function \( \psi(z) \), where \( z \) is the redshift, and it can be used to calculate the luminosity distance \( d_L(z) = d_L(\psi(z)) \). As a first step we assume that the function \( \psi(z) \) can be approximated as piecewise-constant in redshift bins, as in Eq. (6); then we evaluate the luminosity distance \( d_L \) which now will be a function of the constant \( \psi_n \):

\[
 d_L(z) = d_L(z; \psi_1, \psi_2, ..., \psi_n). \tag{9}
\]

In this case the values of the \( d_L \) at one redshift will depend on all the \( \psi \)'s in the previous redshifts, hence each value of \( \psi_i \) will appear in several bins and consequently the \( \psi \)'s will be correlated between different bins. The reason why we used the PCA is to decorrelate these parameters and to extract the maximal amount of information for the parameters. The analysis is based on the algebraic concept to find a linear transformation that it is able to diagonalize the covariance matrix.

A. The deceleration parameter \( q(z) \)

We start by presenting the results of the piecewise-constant deceleration parameter \( q \), derived in Ref. [16]:

\[
 q(z) = \sum_{i=1}^{n} q_i \theta_1(z_i), \tag{10}
\]

where \( q_i \) are constant in each redshift bin \( z_i \) and \( \theta(z_i) \) is the theta function defined before. Once the PC of the \( q_i \) parameters are found we can derive the other observables using the definition of the deceleration parameter:

\[
 1 + q(z) = \frac{d \ln(H(z))}{d \ln(1 + z)}. \tag{11}
\]
The Hubble parameter and the luminosity distance are (see Appendix A for more details):

\[ H_n(z) = H_0 b_n (1 + z)^{1+q_n} \]  
\[ d_{L,n}(z) = \frac{c}{H_0} (1 + z) \left[ f_n - \frac{(1 + z)^{-q_n}}{b_n q_n} \right] \]

where the coefficients \( b_n \) and \( f_n \) are

\[ b_n = \prod_{j=1}^{n-1} (1 + z_j)^{q_j} - q_j + 1 \]  
\[ f_n = \frac{(1 + z_{n-1})^{-q_n}}{b_n q_n} + \sum_{j=1}^{n-1} \frac{(1 + z_{j-1})^{-q_j} - (1 + z_j)^{-q_j}}{b_j q_j} \]

and \( z_0 = 0 \).

To propagate our results into the dark energy EOS parameter \( w \), we make use of Eq (11) and we express the Hubble parameter as

\[ E^2(z) = H^2(z)/H_0^2 = \Omega_{m_0} (1 + z)^3 + (1 - \Omega_{m_0}) e^{3 \int_0^z \frac{1 + w(x)}{1 + x} dx} \]  

Deriving the last equation we then find

\[ w_n(z) = \frac{1}{3} \frac{2q_n - 1}{1 - \Omega_m(z)} \]

where \( \Omega_m(z) \) is the matter density as a function of redshift:

\[ \Omega_m(z) = \frac{\Omega_{m_0} (1 + z)^3}{H_n^2(z)/H_0^2} \]

It is important to notice that Eq. (17) depends on the matter density \( \Omega_{m_0} \), for which we have to assume a specific value not derived from the data themselves (we will come back later on this).

B. The dark energy equation of state \( w(z) \)

We now want to apply the PCA directly to the dark energy EOS parameter \( w(z) \). As previously done for \( q \), we rewrite \( w(z) \) as

\[ w(z) = \sum_{i=1}^{n_{tot}} w_i \theta(z_i) \]

where \( w_i \) are constant in each redshift bin. Using the energy-momentum conservation \( \nabla_\mu T^{\mu\nu} = 0 \) for an ideal fluid with equation of state \( w \), we get the equation for the DE density can then be written, for \( z \) in the \( n \)th bin, as

\[ \rho_{DE}(z,n) = \rho_{DE}(z = 0) c_n (1 + z)^{3(1+w_n)} \]

where the coefficient \( c_n \) is

\[ c_n = \prod_{j=1}^{n-1} (1 + z_j)^{w_j - w_{j+1}} \]

Consequently, we can write the Hubble parameter and the luminosity distance as (see Appendix A for more details)

\[ H_n(z)^2/H_0^2 = \Omega_{m_0} (1 + z)^3 + (1 - \Omega_{m_0}) c_n (1 + z)^{3(1+w_n)} \]  
\[ d_{L,n}(z) = \frac{c}{H_0} (1 + z) \left( d_n(z, z_{n-1}) + \sum_{i=1}^{n-1} d_i(z_i, z_{i-1}) \right) \]
where
\[
d_i(z_i, z_{i-1}) = \frac{\int_{z_{i-1}}^{z_i} \text{d}z}{\sqrt{\Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})c_i(1 + z)^{3(1+w_i)}}} =
\]
\[
- \frac{2}{\Omega_{m0}^{1/2}} \left\{ 2F_1 \left[ \frac{1}{2}, -\frac{1}{6w_i}, 1 - \frac{1}{6w_i}; -c_i \frac{1-\Omega_{m0}}{\Omega_{m0}} (1 + z_i)^{3w_i} \right] - 2F_1 \left[ \frac{1}{2}, -\frac{1}{6w_i}, 1 - \frac{1}{6w_i}; -c_i \frac{1-\Omega_{m0}}{\Omega_{m0}} (1 + z_{i-1})^{3w_i} \right] \right\}
\]

and \(2F_1(a, b; c; z)\) is a hypergeometric function [17]. Then, the deceleration parameter \(q\) will be given by inverting Eq. [17], i.e.
\[
q(z) = \frac{1}{2} + \frac{3}{2} w \left[ 1 - \Omega_m(z) \right]
\]
where \(\Omega_m(z)\) is given by Eq. [18] for which we use the Hubble parameter in Eq. [22].

C. The Hubble parameter \(H(z)\)

In order to apply the PCA to the Hubble parameter \(H(z)\), we write it as
\[
H_n(z)/H_0 = \sum_{t=1}^{n_{tot}} h_i \theta(z_i),
\]
where \(h_i\) are constant in each redshift bin. Using the definition of the luminosity distance along with the previous equations we have
\[
d_{L,n}(z) = \frac{c}{H_0} (1 + z) \left( g_n + h_n^{-1} z \right),
\]
where we have defined the constants \(g_n = \sum_{i=1}^{n_{tot}} z_i (h_i^{-1} - h_{i+1}^{-1})\).

In order to find the dark energy EOS \(w\) we can use Eq. [16] and we find
\[
w_n(x_i) = -1 + \frac{\ln \left( \frac{H^2_j/H^2_0 - \Omega_{m0}(1+z_{eff,i})^3}{H^2_j/H^2_0 - \Omega_{m0}(1+z_{eff,i-1})^3} \right)}{\ln \left( \frac{1+z_{eff,i}}{1+z_{eff,i-1}} \right)},
\]
where \(z_{eff}\) is the average redshift of the bin, i.e. \(z_{eff} \simeq (z_{i-1} + z_i)/2\) (see Appendix A.3 for more details). Also in this case the dark energy EOS parameter depends on the matter density \(\Omega_{m0}\) and we need to fix it to a particular value.

To obtain the deceleration parameter \(q\) from the measurements of Hubble parameters \(h_n\), we start:
\[
\frac{1 + q(z)}{1 + z} = \frac{H'(z)}{H(z)},
\]
which can be integrated in the \(j\)th bin by assuming \(q_j\) constant in that bin and we find:
\[
(1 + q_j) \int_{z_{eff,j-1}}^{z_{eff,j}} \frac{1}{1 + z} \text{d}z = \int_{H_{j-1}}^{H_j} \frac{1}{H} \text{d}H
\]
where \(H_j\) is the Hubble parameter evaluated at the \(j\) bin. So we find the deceleration parameter to be:
\[
q_j = -1 + \frac{\ln \left[ H_j/H_{j-1} \right]}{\ln \left[ (1 + z_{eff,j}) / (1 + z_{eff,j-1}) \right]}.
\]
Similarly with before, see also the Appendix A.3 for more details, we note that the parameters \(H_j\) are evaluated in the effective redshift \(z_{eff}\), but the resulting parameters are evaluated at the sides of the bins \(x_i \simeq z_{i-1}\). It is also
interesting to notice that we can also evaluate the deceleration parameter by applying the definition of the derivative to the Eq. (29); the deceleration parameter becomes simpler and we can also avoid the problem of defining the mean redshift:

\[ q_j = -1 + \frac{1 + z_j}{d_z} \left( \frac{H_{j+1}}{H_j} - 1 \right) \]  

(32)

being \( dz \) the bin width. We checked both Eqs. (30) and (31) and we found that the results are almost identical. However, in this work we prefer to use Eq. (30) to evaluate the deceleration parameter as the definition of the derivative applies only when the infinitesimal quantity \( dz \) in Eq. (31) is small enough.

**D. The luminosity distance \( d_L(z) \)**

Let us write the luminosity distance \( d_L(z) \) as

\[ d_{L,n}(z) = \sum_{i=1}^{n_{\text{tot}}} d_{L,i} \theta(z_i), \]  

(33)

where \( d_{L,i} \) are constant in each redshift bin.

Similarly with before, see also the Appendix A.4 for more details, we note that the parameters \( d_{L,i} \) are evaluated in the effective redshift \( z_{\text{eff},i} \). Therefore, in order to get an estimate for \( w(z) \) and \( q(z) \) in this case, we can follow the same procedure as before. Using the definition of the luminosity distance at two redshifts \( z_{\text{eff},i} \) and \( z_{\text{eff},i-1} \) we have

\[ \frac{d_{L,i}}{1 + z_{\text{eff},i}} - \frac{d_{L,i-1}}{1 + z_{\text{eff},i-1}} = \int_{z_{\text{eff},i-1}}^{z_{\text{eff},i}} \frac{c}{H(x)} \, dx = \frac{c}{H(x)} (z_{\text{eff},i} - z_{\text{eff},i-1}), \]  

(34)

from which we can estimate \( H(x) \) at the \( i \)th bin and finally estimate \( w_i \) using Eq. (28). In this case the values \( w_i \) will correspond to the \( z_{\text{eff}} \) redshift and not \( z_i \). We have successfully tested these results with numeric tests and as before, we assume that our models do not have any fast transitions.

However, in this case we cannot discriminate between a constant \( d_L(z) \) and a constant distance modulus \( \mu(z) \), since these two are connected via

\[ \mu_{\text{th}}(z) = 5 \log_{10} D_L(z) + \mu_0 \]  

(35)

where \( D_L(z) \) the dimensionless luminosity distance and \( \mu_0 = 5 \log_{10}(\frac{10}{h}) + 25 \approx 42.384 - 5 \log_{10} h \). For the same reason we cannot differentiate \( d_{L,i} \) from \( \mu_0 \), since the latter is just a rescaling of the normalization, unless we fix \( h \). For these reasons, in what follows we will consider piecewise-constant \( \mu \) and by assuming a value for \( h \) we can later convert the best fits to \( d_L \) and use the previous relations to extract the cosmology. So, let us write the distance modulus \( \mu(z) \) as

\[ \mu(z) = \sum_{i=1}^{n_{\text{tot}}} \mu_i \theta(z_i), \]  

(36)

where \( \mu_i \) are constant in each redshift bin (see Appendix A.4 for more details). By making the distance modulus \( \mu(z) \) piecewise-constant we have a diagonal covariance matrix which means that the parameters are already uncorrelated and we do not have to follow the PCA approach in this case (as the advantage to use the PCA is to decorrelate the parameters, i.e. make the covariance matrix diagonal).

In order to extract the cosmology we can invert Eq. (35) to find the dimensionless luminosity distance as

\[ D_{L,i} = 10^{\frac{\mu_i - \mu_0}{5}}. \]  

(37)

where \( \mu_0 \approx 42.384 - 5 \log_{10} h \). We show these results in the next section.

However, we should mention that since \( D_L \) is discontinuous on the redshift shell boundaries, this will lead to a large \( \chi^2 \) because of the assumptions, i.e. at the shell edges the model \( D_L \) is bound to have a \( \chi^2 \) which becomes too large if there is enough data. This effect is illustrated in Fig. 1 where we compare the luminosity distance when \( D_L \) is piecewise-constant in each bin (left) and when \( q \) is piecewise-constant in each bin. In the first case, the luminosity
distance clearly has a discontinuity at the edge of the bins, while in the second case it is continuous. As can be seen in the plot, the difference between the best-fit value (horizontal red line) and the data points near the edge of the shells is quite big, thus leading to a large $\chi^2$.

However, despite of this limitation we decided to also include this parametrization in our analysis for several reasons. First, as can be seen in Appendix A3 this parametrization is equivalent to directly binning the SnIa. Second, our goal is to use as many different parametrizations as possible in order to cover all phenomenological properties of dark energy, going from the very fundamental $w(z)$, to the expansion of the Universe ($H(z)$ and $w(z)$) to the observations themselves ($D_L(z)$).

IV. RESULTS

In order to compare the different methods we created mock SnIa data based on an a priori known cosmologies corresponding to the $\Lambda$CDM, $w_0$CDM and $f(R)$ models. Since we are more interested in testing the methods themselves rather than worrying if the differences are due to the construction of the data, we evaluated 2000 distance moduli uniformly distributed in the range $z \in [0, 1.5]$; the distance modulus $\mu_{th}(z)$ was estimated as its theoretical value plus a gaussian error (that can be negative or positive) and constant errors of 0.1. Also, we should stress that since this is the first time this comparison appears in the literature we implement the simplest possible way to produce mock data, as we are mainly concerned with comparing the different methods and not eliminating all possible sources of error in the data. Therefore, using more realistic mock SnIa data but also other kinds of data has been left for future work, since as mentioned before our current focus is the comparison of all the methods.

As mentioned previously, in order to apply the PCA to the $q_n$, $w_n$, $H_n$ and $D_{L_n}$ we need to find first the best-fit, given a data set, for the parameters. For our purpose, we divide the survey into 10 equally spaced redshift bins up to $z = 1.5$. To determine the best fit parameters we proceed in two different ways:

- For the $q_n$ and $w_n$, we perform a Monte Carlo Markov chain (MCMC) method, implemented by using the code of [18]. In the analysis we used more than 50000 steps each for the parametrizations of $q(z)$ and $w(z)$.

- For the $H_n$ and $D_{L_n}$, we simply evaluate the minimum of the $\chi^2$ analytically.

Therefore, we have four distinct piecewise-constant methods in order to fit the data: method 1 the deceleration parameter $q(z)$, method 2 the dark energy equation of state $w(z)$, method 3 the Hubble parameter $H(z)$ and method 4 the luminosity distance $D_L$.

The reason we treat the last two methods differently is that for the luminosity distance $D_L$, we do not have to perform the PCA as the covariance matrix is already diagonal, i.e. the parameters are uncorrelated, while for the Hubble parameter $H(z)$ we found that the PCA fails for two reasons: first, because the parameters $h_i^{-1}$ are highly correlated in a manner that a linear transformation, i.e. the PCA, cannot disentangle them, and also the Fisher matrix has a highly unusual structure with several elements repeated across its rows and columns, see Eq. (A31) in the Appendix. Also, we found that due to the fact that the parameters $h_i^{-1}$ are highly correlated a MCMC approach also fails since the sampler was always stuck along the degenerate lines $\sim h_i^{-1} - h_{i-1}^{-1}$ and far away from the minimum.

Then, we use the best-fit values in each case and the formulas found in the Appendix for each method, in order to calculate the “derived” parameters. For example, in the third method for the Hubble data, first we calculate the best fit and then we use the expressions to calculate the parameters $q$, $w$ and $D_L$. To summarize, our methodology is as follows:

1. Find the best fits for all the methods, either with a MCMC or analytically.

2. If needed, do the PCA to diagonalize the covariance matrix ($q$ and $w$ only).

3. Find the derived parameters in each case.

4. Compare the methods.

In Fig. 2 we present a flowchart that illustrates and clarifies our methodology, while in Fig. 3 we plot the PCA values of the deceleration parameter $q$ and the equation of state $w$ for the 10 bins (first and second row respectively), while in Table I we show their corresponding values and 1 $\sigma$ errors. In Fig. 3 we show the best-fit parameters for the Hubble parameter $H$ and $D_L$ (third and fourth row), while in Table II we show their corresponding values and 1 $\sigma$ errors. In both cases, the different columns correspond to the different cosmologies $\Lambda$CDM, CPL and $f(R)$, as indicated by the labels.

A limitation with some of the methods is that they require values for $\Omega_{m0}$ in order to get an estimate of $w(z)$, see Eq. (17) or values of $H_0$ like in the fourth method where it cannot be estimated by the data or at least marginalized
by inspecting the definition of the chi-square, the value of $\chi^2$ from the MCMC, i.e. the value at the minimum $\chi^2_{\text{min}}$, the values of the parameters are the ones that result from the PCA and not the best-fit ones.

| $\chi^2_{\text{min}}$ | $H(z)$ | $D_L(z)$ |
|------------------------|--------|---------|
| $\chi^2_{\text{min}}$ | $1866.4$ | $1856.0$ | $1868.1$ | $-\infty$ | $-\infty$ | $-\infty$ |
| $z_0$ | $0.075$ | $1.062 \pm 0.012$ | $1.054 \pm 0.012$ | $1.055 \pm 0.012$ | $0.057 \pm 0.0004$ | $0.058 \pm 0.0004$ | $0.058 \pm 0.0004$ |
| $H_0 \pm \sigma_{H_0}$ | $1.185 \pm 0.017$ | $1.148 \pm 0.016$ | $1.152 \pm 0.017$ | $0.246 \pm 0.021$ | $0.250 \pm 0.022$ | $0.247 \pm 0.022$ |
| $\sigma_{H_0}$ | $0.375$ | $1.274 \pm 0.026$ | $1.242 \pm 0.026$ | $1.273 \pm 0.026$ | $0.449 \pm 0.003$ | $0.458 \pm 0.003$ | $0.450 \pm 0.003$ |
| $\sigma_{\alpha}$ | $0.525$ | $1.381 \pm 0.039$ | $1.344 \pm 0.038$ | $1.384 \pm 0.040$ | $0.671 \pm 0.004$ | $0.686 \pm 0.004$ | $0.672 \pm 0.004$ |
| $\sigma_{\beta}$ | $0.675$ | $1.500 \pm 0.057$ | $1.469 \pm 0.055$ | $1.505 \pm 0.057$ | $0.913 \pm 0.006$ | $0.933 \pm 0.006$ | $0.914 \pm 0.006$ |
| $\sigma_{\gamma}$ | $0.825$ | $1.697 \pm 0.084$ | $1.667 \pm 0.083$ | $1.703 \pm 0.085$ | $1.171 \pm 0.009$ | $1.197 \pm 0.009$ | $1.171 \pm 0.008$ |
| $\sigma_{\delta}$ | $0.975$ | $1.832 \pm 0.111$ | $1.806 \pm 0.110$ | $1.839 \pm 0.112$ | $1.430 \pm 0.009$ | $1.461 \pm 0.009$ | $1.430 \pm 0.009$ |
| $\sigma_{\epsilon}$ | $1.125$ | $1.897 \pm 0.132$ | $1.876 \pm 0.132$ | $1.903 \pm 0.133$ | $1.714 \pm 0.011$ | $1.750 \pm 0.011$ | $1.714 \pm 0.011$ |
| $\sigma_{\zeta}$ | $1.275$ | $2.241 \pm 0.205$ | $2.225 \pm 0.206$ | $2.249 \pm 0.206$ | $2.005 \pm 0.013$ | $2.044 \pm 0.013$ | $2.200 \pm 0.013$ |
| $\sigma_{\eta}$ | $1.425$ | $1.975 \pm 0.215$ | $1.960 \pm 0.216$ | $1.980 \pm 0.216$ | $2.304 \pm 0.015$ | $2.347 \pm 0.015$ | $2.302 \pm 0.015$ |

Table II: The best-fit values for $H$ and $d_L$ and their $1\sigma$ errors for three different cosmologies. Note that we do not present the best-fit values for the $\chi^2$ for the luminosity distance $D_L(z)$, as in this case the $\chi^2_{\text{min}}$ is too large, since as can be easily seen by inspecting the definition of the chi-square, the value of $D_L(z)$ in each bin will be constant, thus over(under)estimating the difference between the theoretical value and the measured one and as a result affecting the $\chi^2$. The effect of the discontinuity is also shown in Fig. [II] where the case of the piecewise-constant $D_L$ is compared to $D_L$ for the piecewise-constant $q$.

over. In this case, since we are not supposed to know the true parameters of our cosmology we will use the Planck best fits $\Omega_{m0} = 0.315 \pm 0.017$ and $H_0 = (67.3 \pm 1.2)$km$s^{-1}$Mpc$^{-1}$. In all cases we took care to propagate the errors from $\Omega_{m0}$ and $H_0$ to the derived parameters.

Schematically, the difficulties of the different methods are

- **Piecewise-constant $q_0$**: when we want to extract information on the EOS parameter $w$, we need to assume a value for the matter density $\Omega_{m0}$, for which we use the Planck prior mentioned above; this is because the expression of the luminosity distant Eq. [13] does not depend on $\Omega_{m0}$, consequently we cannot use the chains to estimate the best-fit value of the matter density. On the other hand, the Hubble parameter $H_0$ and the luminosity distance $d_{L,n}$ do not depend on $\Omega_{m0}$.

- **Piecewise-constant $w_0$**: $\Omega_{m0}$ is a free parameter and we can find the best-fit value of $\Omega_{m0}$ directly from the chain along with the values of $w_0$. This value for $\Omega_{m0}$ will be propagated to all the other parameters, $q_0$, $H_0$ and $d_{L,n}$, as they all depend on the matter density $\Omega_{m0}$.

- **Piecewise-constant $H_0$**: when we want to extract information on the EOS parameter $w$, we need to assume a value for the matter density $\Omega_{m0}$, for which we use the Planck prior mentioned above. On the other hand, the deceleration parameter $q_0$ and the luminosity distance $d_{L,n}$ do not depend on $\Omega_{m0}$. However, using this method to find the Hubble parameter, we need to assume a value for the Hubble constant $H_0$.

- **Piecewise-constant $\mu_n$**: in this case the deceleration parameter and the Hubble parameter do not depend on
Figure 1: The luminosity distance when $D_L$ is piecewise-constant in each bin (left) and when $q$ is piecewise-constant in each bin. In the first case, luminosity distance clearly has a discontinuity at the edge of the bins, while in the second case it is continuous. This discontinuity causes the large $\chi^2$ as mentioned in Table II.

$\Omega_m$, but the EOS parameter does so the matter density parameter needs to be propagated. Also using this method, in order to find the best fit of the quantities $d_L,n$ we need to use a prior for the Hubble constant $H_0$.

As can be seen in Tables II and III (and also from Fig. 3), the method that gives the least errors is the direct measurement of the luminosity distance $D_L$ (which is the dimensionless luminosity distant), where the errors are of the order of 0.5% in average with respect to their corresponding measurements. We should remind that we have not marginalized over the Hubble constant $H_0$, for which we assumed it as constant. This result is quite obvious since SnIa directly measure the distance modulus $\mu$ which is connected to the luminosity distance; this is also reflected in Table III where the best reconstruction of the derived parameters comes from the direct measurement of the luminosity distance.

Finally, we should stress that the values shown in Table III correspond to the dimensionless luminosity distance $D_L$, so the errors do not have any units. Regarding the small value of the errors, these can be explained by understanding how the propagation of the errors occurs. The error on $D_L$ will be given by the derivative of $D_L$ with respect to $\mu$, see (A65), times the error of the best-fit distance modulus, i.e. $\sigma^2_{D_L} = (\partial_\mu D_L \sigma_\mu)^2$, but $\sigma_\mu$ is given by (A62) and (A52) $\sigma_\mu^2 \sim \sigma_i^2/200$, where $\sigma_i = 0.1$ for all points, so that $\sigma_\mu \sim 0.007$ and $\sigma_{D_L} \sim 10^{-3}$.

A. Comparison to the different parameters

In this section we will compare the different methods and we will also study their advantages and weakness with respect to each other.

Let us define two quantities, called the bias and variance, [19] and [20]:

$$\text{bias} = \sum_{i=1}^{n_{\text{tot}}} (y(z_i) - y_{\text{real}}(z_i))^2$$

$$\text{variance} = \sum_{i=1}^{n_{\text{tot}}} \sigma(y(z_i))^2,$$

where $y(z_i)$ are the reconstructed parameters in each bin i.e. $w,q,H,d_L$, $y_{\text{real}}(z_i)$ are the “real” values of the parameters, and $n_{\text{tot}}$ is the number of points. The bias tells us how different are the reconstructed parameters from the real ones, while the variance tells us how big are the errors.

Then we also define the risk as the sum of the two

$$\text{risk} = \text{bias} + \text{variance},$$

so that reconstruction methods that give results closer to the real cosmology and have smaller errors, will have a smaller value for the risk. We prefer to use the risk rather than the usual $\chi^2$ analysis for two reasons: first, the risk is precisely aimed at measuring the closeness of an estimated quantity to the corresponding theoretical function.
Choose a Cosmology and create mock data for SN distance moduli

Consider a Method \(\{w_n, q_n, h_n, d_{Ln}\}\)
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Figure 2: A flowchart that shows the steps of the analysis in this paper.

taking in consideration also the errors of the estimated quantity; second, as reported in details in the Appendix B, the \(\chi^2\) analysis fails to describes the goodness of the data in this analysis. In this case, the risk better describes the goodness of the reconstructed quantities as we are not interested to find the best fit to the data but rather to find the reconstructed quantities that give the original cosmology. Let us make an example to clarify the problem with the \(\chi^2\). Imagine we have two different cases: in the first case, the reconstructed quantity is far from the real one but it has small errors, and in the second case the reconstructed quantity is very close to the real one but it has large errors. The two reconstructions might give the same risk implying that they are equally bad. If instead we use the \(\chi^2\), then the second case would be preferred with respect to the first one, thus giving a biased result. Since our aim is to find the best reconstruction of the curve with the smallest errors, the second case is not to be preferred to the first one.

For the sake of completeness, we also evaluated the \(\chi^2\) for all the four reconstructions for the three different cosmologies in Appendix B. However, in this context, these values should be not taken seriously because the \(\chi^2\) fails to describe the closeness of reconstructed quantities, as previously reported. The results for the risk for the three cosmologies are shown in Tables III, IV, and V respectively. The columns indicate the methods use to fit the data, while the rows indicate the reconstructed parameters. For example, if we want the value of the risk parameter for the luminosity distance \(D_L\) and for the \(q(z)\) piecewise-constant method, we have to pick the element in the second
column and fourth row, e.g. in Table III that value would be 0.056.

If we choose one parameter of interest (say $w$) and ask what is the best method to reconstruct this parameter, then we find that the best method is always the luminosity distance piecewise-constant scheme, followed by $w$. Between the two PCA methods considered in this analysis ($q$ and $w$), $w$ is better at reconstructing both $q$ and $w$.

The problem here is that if we want to reconstruct $w$ from $q$, then the error propagation formula is

$$
\sigma_w = \sqrt{\left( \frac{\partial w}{\partial q} \right)^2 \sigma_q^2 + \left( \frac{\partial w}{\partial \Omega_{m0}} \right)^2 \sigma_{\Omega_{m0}}^2},
$$

Both terms in Eq. (41) are proportional to $(1 + z)^{-3w}$ which is an increasing function with redshift; however, the small value of $\sigma_{\Omega_{m0}}$ washes away the information of the matter density and the only contribution comes from the $q_0$, leading to $\sigma_w \gg \sigma_q$. This also explains the values of the risk of about 215 (first row and second column) in Table III.

The same discussion can be applied to the case when we have $H$ and we want to reconstruct $w$. In this case we
\[
\sigma_w = \sqrt{\left( \frac{\partial w}{\partial H} \right)^2 \sigma_H^2 + \left( \frac{\partial w}{\partial \Omega_{m0}} \right)^2 \sigma_{\Omega_{m0}}^2}.
\]  

The derivative in terms of \( H \) scales as \( \partial w/\partial H \sim (1 + z)^{3/2}/\ln(1 + z) \), whereas the one in terms of \( \Omega_{m0} \) scales as \( \partial w/\partial \Omega_{m0} \sim (1 + z)^{-3w}/\ln(1 + z) \). Clearly, they both contribute equally to the final errors and they are much larger than unity, with the first term being dominant at low redshifts, whereas the second term dominates at high redshifts. Also, we should note that the equation used for deriving \( w \) from \( H \) is similar to the equation used to derive \( w \) from \( q \), something which explains the magnitude of the errors (see for instance first row and third column in Table III).

Finally, it should be stressed that all methods have certain limitations. For example, as mentioned in the previous paragraph, a value for \( \Omega_m \), is required in order to get an estimate of \( w(z) \), see Eq. (17) or values of \( H_0 \), like in the fourth method, are needed since \( H_0 \) cannot be estimated by the data or at least marginalized over. As we are interested in making a “blind” comparison of the methods, we are not supposed to know the true values of the parameters of our underlying real cosmology, so we used the Planck best fits previously defined. In all cases we took care to propagate the errors from \( \Omega_{m0} \) and \( H_0 \) to the derived parameters.

As a final remark, it is interesting to notice that the errors for the four reconstructed quantities \( q(z) \), \( w(z) \), \( H(z) \), \( d_L(z) \) increase with redshift. The reasons are the following: for the deceleration parameter \( q(z) \) and the EOS parameter \( w(z) \) we performed the PC analysis and the transformation matrix \( W_{ij} \) is composed by the eigenvectors of the Fisher matrix whose rows, that are the eigenvectors, have been ordered according to the corresponding eigenvalues. In practice, the first row is the eigenvector with the smallest eigenvalue and the last row is the eigenvector with the largest eigenvalue, see Sec. III.

For the Hubble parameter \( H(z) \) and the luminosity distant \( d_L(z) \) the errors increase with redshift simply because the propagation formula is a linear function of the redshift.

| Derived param. | Piecewise | \( w \) | \( q \) | \( H \) | \( D_L \) |
|----------------|-----------|--------|--------|--------|--------|
| \( w \)       | 62.514    | 215.307| 267.176| 18.784 |
| \( q \)       | 16.373    | 42.341 | 30.965 | 2.903  |
| \( H \)       | 41.751    | 0.597  | 0.265  | 0.038  |
| \( D_L \)     | 0.205     | 0.056  | 0.032  | 0.030  |

Table III: The values of the risk parameter for the \( \Lambda \)CDM cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.

| Derived param. | Piecewise | \( w \) | \( q \) | \( H \) | \( D_L \) |
|----------------|-----------|--------|--------|--------|--------|
| \( w \)       | 39.972    | 278.300| 302.870| 25.510 |
| \( q \)       | 13.730    | 32.855 | 31.572 | 3.999  |
| \( H \)       | 37.665    | 0.532  | 0.264  | 0.036  |
| \( D_L \)     | 0.134     | 0.063  | 0.034  | 0.031  |

Table IV: The values of the risk parameter for the CPL cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.

| Derived param. | Piecewise | \( w \) | \( q \) | \( H \) | \( D_L \) |
|----------------|-----------|--------|--------|--------|--------|
| \( w \)       | 112.263   | 98.073 | 260.484| 18.038 |
| \( q \)       | 21.507    | 34.166 | 31.149 | 3.564  |
| \( H \)       | 88.713    | 0.615  | 0.268  | 0.038  |
| \( D_L \)     | 0.300     | 0.046  | 0.032  | 0.030  |

Table V: The values of the risk parameter for the \( f(R) \) cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.
V. CONCLUSIONS

In this paper we compared the four different methods that can be used to analyze the type Ia supernovae (SnIa) data, i.e. use different piecewise-constant functions, such as: the dark energy equation of state $w(z)$, the deceleration parameter $q(z)$, the Hubble parameter $H(z)$ and finally the luminosity distance $d_L(z)$. These four quantities cover all main aspects of the accelerating Universe, i.e. the phenomenological properties of dark energy, the expansion rate (first and second derivatives) of the Universe and the observations themselves.

For the first two cases we also performed principal component analysis (PCA) so as to decorrelate the parameters, while for the last two cases we used a set of novel analytic expressions for the best fit. We derived the equations for the PCA for the two methods ($w$ and $q$), while for the other two ($H$ and $D_L$) we used their best fits as for the former we found that the parameters are very highly correlated so that a linear transformation, i.e. the PCA, cannot decorrelate them and that due to the degeneracy the MCMC also fails, while for the latter we found that the covariance matrix is already diagonal.

In order to test the methods we created sets of mock SnIa data (2000 points uniformly distributed in redshift $z \in [0, 1.5]$) for three fiducial cosmologies, the cosmological constant model ($\Lambda$CDM), a linear expansion of the dark energy equation of state parameter $w(a) = w_0 + w_a(1 - a)$ and the Hu-Sawicki $f(R)$ model. Then we fitted the piecewise schemes on the mock data, either with a MCMC or by using the analytic formulas, and we found the best-fit parameters, to which we applied the PCA for the $w$ and $q$ methods.

In the last step of our methodology, we compared the four different forms of the PCA using the risk statistic defined in Eq. (40) and ranked the methods accordingly. The final results of our analysis can be seen in Tables III, IV and V. These Tables can help us answer the question: Given a parameter of interest, what is the best piecewise-constant method to reconstruct it?

To answer this question it is best to initially focus on the two mainstream approaches for the PCA, i.e. the $w(z)$ and $q(z)$ piecewise-constant methods. By inspecting Tables III, IV and V we see that, given a parameter of interest, i.e. moving horizontally on the Tables, then the best piecewise-constant scheme is always $w(z)$.

If we also take the other two parameters into account, then we see that the best piecewise-constant method overall is $d_L(z)$, i.e. traditional binning, due to the fact that in this case the errors on the best-fit parameters are significantly smaller than in the other cases. In general, all methods suffer from a few limitations, for example using the $q(z)$ scheme implies that in order to get a constraint on $w(z)$ we have to assume a value for $\Omega_m$, as that cannot be estimated from the data alone.

Overall, the novelty of our analysis is twofold: we performed a systematic comparison of all the methods and subsequently tested them against mock data and against each other, for the first time in the literature and second, we presented several new analytical expressions for all four different forms of piecewise-constant methods. Our analysis will be immensely useful with the upcoming surveys that will collect a plethora of new data that will have to be analyzed in a systematic fashion and their cosmological information extracted. Moreover, it is rather straightforward to include other kinds of data as well and get even more stringent constraints on the parameters, but also to use more realistic mocks to see which of the methods performs the best in more realistic scenarios.
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Appendix A: Equations for the PCA

1. The deceleration parameter

We start piecewise-constant the deceleration parameter as

$$q(z) = \sum_{i=1}^{n} q_i \theta(z_i),$$  \hfill (A1)
where \( q_i \) are constant in each redshift bin \( z_i \) and \( \theta(z_i) \) is the theta function, i.e. \( \theta(z_i) = 1 \) for \( z_{i-1} < z \leq z_i \) and 0 elsewhere. The general expression for the deceleration parameter is

\[
1 + q(z) = \frac{d \ln(H(z))}{d \ln(1 + z)}. \tag{A2}
\]

The last equation can be inverted to find the Hubble parameter:

\[
\ln(H(z)/H_0) = \int_0^z \frac{1 + q(x)}{1 + x} \, dx, \tag{A3}
\]

or

\[
H(z)/H_0 = e^{I(z)} \quad \text{where} \quad I(z) = \int_0^z \frac{1 + q(x)}{1 + x} \, dx. \tag{A4}
\]

For \( z \in (z_{i-1}, z_i] \) and using the fact that \( q \) is constant in each bin, we can break the integral \( I(z) \) in parts as

\[
I(z) = \int_0^{z_1} (...) + \int_{z_1}^{z_2} (...) + \ldots + \int_{z_i-1}^{z} (...)
\]

\[
= (1 + q_1) \ln(1 + x)|_{0}^{z_1} + (1 + q_2) \ln(1 + x)|_{z_1}^{z_2} + \ldots + (1 + q_i) \ln(1 + x)|_{z_i-1}^{z}.
\]

Grouping the constant terms, the Hubble parameter can then be written, for \( z \) in the \( n \)th bin, as

\[
H_n(z) = H_0 b_n (1 + z)^{1 + q_n} \tag{A5}
\]

where the coefficient \( b_n \) is

\[
b_n = \prod_{j=1}^{n-1} (1 + z_j)^{q_j - q_{j+1}}. \tag{A6}
\]

We can now follow a similar procedure to calculate the luminosity distance. Using the definition of the luminosity distance along with the previous equations we have

\[
d_L(z) = \frac{c}{H_0} (1 + z) \int_0^z \frac{1}{H(z)/H_0} \, dx
\]

\[
= \frac{c}{H_0} (1 + z) \left( \int_0^{z_1} (...) + \int_{z_1}^{z_2} (...) + \ldots + \int_{z_i-1}^{z} (...) \right)
\]

\[
= \frac{c}{H_0} (1 + z) \left( \frac{1 - (1 + z_1)^{-q_1}}{b_1 q_1} + \frac{(1 + z_1)^{-q_2} - (1 + z_2)^{-q_2}}{b_2 q_2} + \ldots + \frac{(1 + z_{i-1})^{-q_i} - (1 + z)^{-q_i}}{b_i q_i} \right).
\]

Collecting the constant terms, the latter can be written as

\[
d_{L,n}(z) = \frac{c}{H_0} (1 + z) \left[ f_n - \frac{(1 + z)^{-q_n}}{b_n q_n} \right], \tag{A7}
\]

where

\[
f_n = \frac{(1 + z_{n-1})^{-q_n}}{b_n q_n} + \sum_{j=1}^{n-1} \frac{(1 + z_{j-1})^{-q_j} - (1 + z_j)^{-q_j}}{b_j q_j}, \tag{A8}
\]

being \( z_0 = 0 \).
2. The dark energy equation of state parameter

We now want to apply the PCA directly to the dark energy EOS parameter $w(z)$. As previously done for $q$, we rewrite $w(z)$ as

$$w(z) = \sum_{i=1}^{n_{tot}} w_i \theta(z_i), \quad (A9)$$

where $w_i$ are constant in each redshift bin $z_i$, $n_{tot}$ is the total number of bins and $\theta(z_i)$ is the theta function, i.e. $\theta(z_i) = 1$ for $z_{i-1} < z \leq z_i$ and 0 elsewhere. Using the energy-momentum conservation $\nabla_\mu T^\mu_\nu = 0$ for an ideal fluid with equation of state $w$ we get the equation

$$\dot{\rho}_{DE} + 3(1 + w)H\rho_{DE} = 0, \quad (A10)$$

which can be solved and written in terms of the redshift $z$. Then, the general expression for the DE density in terms of a time-dependent $w(z)$ is

$$\rho_{DE}(z) = \rho_{DE}(z = 0) e^{\int_0^z \frac{1 + w(z')}{1 + z'} dz'}, \quad (A11)$$

and this can be rewritten as

$$\frac{1}{3} \ln \left( \frac{\rho_{DE}(z)}{\rho_{DE}(z = 0)} \right) = I(z), \quad (A12)$$

where

$$I(z) = \int_0^z \frac{1 + w(x)}{1 + x} dx. \quad (A13)$$

Proceeding like before, for $z \in (z_{i-1}, z_i]$ and using the fact that $w$ is constant in each bin, we can break the integral $I(z)$ in parts as

$$I(z) = \int_0^{z_1} (...) + \int_{z_1}^{z_2} (...) + \ldots + \int_{z_{i-1}}^z (...)$$

$$= (1 + w_1) \ln(1 + x)|_0^{z_1} + (1 + w_2) \ln(1 + x)|_{z_1}^{z_2} + \ldots + (1 + w_i) \ln(1 + x)|_{z_{i-1}}^z$$

$$= (1 + w_1) \ln(1 + z_1) + (1 + w_2) \ln \left( \frac{1 + z_2}{1 + z_1} \right) + \ldots + (1 + w_i) \ln \left( \frac{1 + z}{1 + z_{i-1}} \right).$$

Grouping the constant terms, the dark energy density can then be written, for $z$ in the $n$th bin, as

$$\rho_{DE}(z, n) = \rho_{DE}(z = 0) c_n (1 + z)^{3(1 + w_n)}, \quad (A14)$$

where the coefficient $c_n$ is

$$c_n = \prod_{j=1}^{n-1} (1 + z_j)^{w_j - w_{j+1}}, \quad (A15)$$

and obviously for $n = 1$ we have $c_1 = 1$, since by definition $\prod_{j=1}^0 (...) \equiv 1$. Then, if we also include matter, the Hubble parameter can be written as

$$H(z, n)^2/H_0^2 = \Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0}) c_n (1 + z)^{3(1 + w_n)}. \quad (A16)$$

Since $c_1 = 1$ we have that for $z = 0$, i.e. for the first bin or $n = 1$, $H(z = 0, n = 1) = H_0$ as expected. We can now follow a similar procedure to calculate the luminosity distance. Using the definition of the luminosity distance along with the previous equations we have

$$d_L(z) = \frac{c}{H_0} (1 + z) \int_0^z \frac{1}{H(x)/H_0} dx$$

$$= \frac{c}{H_0} (1 + z) \left( \int_0^{z_1} (...) + \int_{z_1}^{z_2} (...) + \ldots + \int_{z_{i-1}}^z (...) \right).$$
However, in this case the integrals are significantly more complicated due to the presence of the matter term. So, for the $i$th term we have:

$$d_i(z_i, z_{i-1}) \equiv \int_{z_{i-1}}^{z_i} \frac{dz}{\sqrt{\Omega_m(1 + z)^3 + (1 - \Omega_m)c_i (1 + z)^{3(1+w_i)}}} =$$

$$- \frac{2}{\Omega_m^{1/2}} 2F_1 \left\{ \frac{1}{2}; \frac{1}{6w_i}, 1 - \frac{1}{6w_i}; -c_i \frac{1-\Omega_m}{\Omega_m} (1 + z_i)^{3w_i} \right\} - \frac{2}{\Omega_m^{1/2}} 2F_1 \left\{ \frac{1}{2}; \frac{1}{6w_i}, 1 - \frac{1}{6w_i}; -c_i \frac{1-\Omega_m}{\Omega_m} (1 + z_{i-1})^{3w_i} \right\} \right\}, \quad (A17)$$

where $2F_1(a, b; c; z)$ is a hypergeometric function defined by the series

$$2F_1(a, b; c; z) = \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n)\Gamma(b+n)}{\Gamma(c+n)n!} z^n \quad (A18)$$

on the disk $|z| < 1$ and by analytic continuation elsewhere; see Ref. [17] for more details. Now, if we sum up all the terms, the luminosity distance becomes:

$$d_L(z) = c \frac{H_0}{\Omega_m} (1 + z) \left( d_n(z, z_{n-1}) + \sum_{i=1}^{n-1} d_i(z_i, z_{i-1}) \right), \quad (A19)$$

where the last term in the parentheses is just a constant and as always we assume $z_0 = 0$. Finally, we have also checked numerically that the expressions above give the correct results.

3. The Hubble parameter $H(z)$

Here we write explicitly the derivation of the cosmological parameters starting from the binned Hubble parameter $H(z)$. Let us write the Hubble parameter as

$$H(z)/H_0 = \sum_{i=1}^{n_{tot}} h_i \theta(z_i), \quad (A20)$$

where $h_i$ are constant in each redshift bin $z_i$, $n_{tot}$ is the total number of bins and $\theta(z_i)$ is the theta function, i.e. $\theta(z_i) = 1$ for $z_{i-1} < z \leq z_i$ and 0 elsewhere. Using the definition of the luminosity distance along with the previous equations we have

$$d_L(z, n) = \frac{c}{H_0} (1 + z) \left( \int_0^z \frac{1}{H(x)/H_0} dx \right) \equiv \frac{c}{H_0} (1 + z) \left( \int_0^{z_1} h_1^{-1} dz + \int_{z_1}^{z_2} h_2^{-1} dz + \ldots + \int_{z_{n-1}}^{z_n} h_n^{-1} dz \right)$$

$$= \frac{c}{H_0} (1 + z) \left( h_1^{-1} z_1 + h_2^{-1} (z_2 - z_1) + \ldots + h_n^{-1} (z - z_{n-1}) \right)$$

$$= \frac{c}{H_0} (1 + z) \left( \sum_{i=1}^{n-1} z_i (h_i^{-1} - h_{i+1}^{-1}) + h_n^{-1} z \right)$$

$$= \frac{c}{H_0} (1 + z) \left( g_n + h_n^{-1} z \right), \quad (A21)$$

where we have defined the constants $g_n \equiv \sum_{i=1}^{n-1} z_i (h_i^{-1} - h_{i+1}^{-1})$.

In what follows we will focus on the case of bins with constant size, i.e. $z_i - z_{i-1} = dz$ so that $g_n \equiv \sum_{i=1}^{n} \tilde{h}_i - n\tilde{h}_n$, but our results can easily be generalized for bins of different sizes as well as well.

Now, we transform the data from the distance modulus $\mu_i$ to $f_i = \frac{1}{1+z_i} 10^{\frac{\mu_i - 25}{2}}$. Then, the theoretical value is

$$f_{th}(z, n) = a \left( c_n + \tilde{h}_n z \right),$$

where $\tilde{h}_n = h_n^{-1}$ and $a = \frac{2997.9}{h}$ and the chi square can be written as

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{f_i - f_{th}(z_i, n)}{\sigma_i} \right)^2, \quad (A22)$$
where the errors were found by standard error propagation \( \sigma_i^2 = \left( \frac{\partial f_i}{\partial \mu_i} \right)^2 \sigma_{\mu,i}^2 \). The advantage of this method is that the chi square of Eq.(A22) is quadratic with respect to the parameters \( \tilde{h}_n \) and can be minimized analytically. At this point it is convenient to define the following quantities:

\[
S = \sum_{i=1}^{N} \frac{1}{\sigma_i^2}, \quad S_{z^2} = \sum_{i=1}^{N} \frac{\tilde{z}_i^2}{\sigma_i^2},
\]

(\text{A23})

\[
S_{f^2} = \sum_{j=1}^{N} \frac{f_j^2}{\sigma_j^2}, \quad S_{f z} = \sum_{j=1}^{N} \frac{f_j \tilde{z}_j}{\sigma_j^2},
\]

(\text{A24})

and

\[
S_n = \sum_{j=1, n \text{ bin}}^{N} \frac{1}{\sigma_j^2}, \quad S_{f_n} = \sum_{j=1, n \text{ bin}}^{N} \frac{f_j}{\sigma_j^2}, \quad S_{f z_n} = \sum_{j=1, n \text{ bin}}^{N} \frac{f_j \tilde{z}_j}{\sigma_j^2},
\]

(A25)

\[
S_{z_n} = \sum_{j=1, n \text{ bin}}^{N} \frac{\tilde{z}_j^2}{\sigma_j^2}, \quad S_{z^2_n} = \sum_{j=1, n \text{ bin}}^{N} \frac{\tilde{z}_j^2}{\sigma_j^2},
\]

(A26)

where \( \sum_{j=1, n \text{ bin}}^{N} \) is meant to sum over only those points in the \( n \)th bin, by which it follows that

\[
\sum_{n=1}^{n_{\text{tot}}} S_n = S,
\]

(A27)

where \( n_{\text{tot}} \) is the number of bins.

With these definitions it is easy to minimize the \( \chi^2 \) analytically, following the methodology of Refs. [21] and [22]. The first step is to expand the \( \chi^2 \) as follows:

\[
\chi^2 = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left( f_i^2 + \alpha^2 c_i^2 + \alpha^2 \tilde{h}_n z_i^2 - 2 \alpha f_i c_n - 2 f_i \alpha \tilde{h}_n z_i + 2 c_n \tilde{h}_n \alpha^2 z_i^2 \right)
\]

\[
\chi^2 = S_{f^2} + \sum_{n=1}^{n_{\text{tot}}} \left( \alpha^2 c_n^2 S_n + \alpha^2 \tilde{h}_n^2 S_{z^2_n} - 2 \alpha c_n S_{f_n} - 2 \alpha \tilde{h}_n S_{f z_n} + 2 \alpha^2 c_n \tilde{h}_n S_{z_n} \right).
\]

(A28)

Now we can define the matrix

\[
A_{nm} \equiv \frac{\partial c_n}{\partial \tilde{h}_m} = dz \left( \sum_{k=1}^{n} \delta_{km} - n \delta_{nm} \right).
\]

(A29)

Then, the first derivatives of the \( \chi^2 \) are:

\[
\beta_k \equiv \frac{1}{2} \frac{\partial \chi^2}{\partial \chi} = \tilde{h}_k \alpha^2 S_{z^2_k} - \alpha S_{f z_k} + c_k \alpha^2 S_{z_k} + \sum_{n=1}^{n_{\text{tot}}} A_{nk} \left( c_n \alpha^2 S_n - \alpha S_{f_n} + \tilde{h}_n \alpha^2 S_{z_n} \right),
\]

(A30)

while the second derivatives, i.e. the Fisher matrix evaluated at the best fit, are

\[
\bar{F}_{kl} \equiv \frac{1}{2} \frac{\partial^2 \chi^2}{\partial \chi^2} \big|_{\text{min}} = \partial_{\chi} \beta_k = \alpha^2 \left( \delta_{kl} S_{z^2_k} + A_{kl} S_{z_k} + A_{lk} S_{z_l} + \sum_{n=1}^{n_{\text{tot}}} A_{nk} A_{nl} S_n \right).
\]

(A31)

If we define the matrices:

\[
B_{kl} = \alpha^2 \left( \delta_{kl} S_{z^2_k} + A_{kl} S_{z_k} + A_{lk} S_{z_l} \right),
\]

\[
D_{nk} = A_{nk} S_n^{1/2},
\]

(A32)
then the Fisher matrix can be written as

$$\tilde{F} = B + D^T D,$$

(A33)

while the covariance matrix is

$$\tilde{C} = \tilde{F}^{-1} = B^{-1} - B^{-1}D^T (I + DB^{-1}D^T)^{-1} DB^{-1},$$

(A34)

where the last equation comes from considering the inverse of a sum of matrices, see Ref. [23] for details.

As mentioned earlier, in this case the $\chi^2$ is quadratic with respect to $\tilde{h}$, so we can use the methodology of Refs. [21] and [22]. Clearly, in this case we can write the $\chi^2$ as

$$\chi^2 = \chi_{min}^2 + (\tilde{h} - \tilde{h}_{min})^T \tilde{F}_{ij}(\tilde{h} - \tilde{h}_{min})_j,$$

(A35)

which means that

$$\beta_k = \tilde{F}_{kj}(\tilde{h} - \tilde{h}_{min})_j$$

(A36)

and that the best-fit parameters and the minimum $\chi^2$ are

$$\tilde{h}_{min,j} = -\frac{1}{\tilde{F}_{kj}} \beta_k |_{\tilde{h}_i = 0}$$

(A37)

$$\chi_{min}^2 = S f_2 - \tilde{F}_{ij}\tilde{h}_{min,i}\tilde{h}_{min,j},$$

(A38)

where

$$\beta_k |_{\tilde{h}_i = 0} = -\alpha \left(S f_{zk} + \sum_{n=1}^{n_{tot}} A_{nk} S f_n\right)$$

(A39)

As can be seen from Eqs. (A31), (A37) and (A39) the various parameters scale differently with $\alpha$ or equivalently $\tilde{h}$, e.g. the Fisher matrix scales as $\tilde{F}_{ij} \sim \alpha^2 \sim \tilde{h}^{-2}$, while the best fit parameters as $\tilde{h}_{min,j} \sim \alpha^{-1} \sim \tilde{h}$. On the other hand, as seen from Eq. (A38) the minimum chi square $\chi_{min}^2$ is invariant since the contributions from $\tilde{F}_{ij}$ and $\tilde{h}_{min,j}$ cancel out. This means that in this case the best-fit is degenerate with respect to $\tilde{h}$ and as a result we have to fix it to some value before the actual fit.

Finally, we can also rotate the parameters to a basis where they are not correlated with each other, as in Ref. [22]. To do so we define a new variable $s_i = D_{ij} (\tilde{h}_j - \tilde{h}_{j,min})$, where $D_{ij}$ can be found by decomposing the inverse Fisher matrix $\tilde{F} = \tilde{C}^{-1} = D^T D$ by using Cholesky decomposition$^1$. Then, going to the new basis we have

$$s_i = D_{ij} (\tilde{h}_j - \tilde{h}_{j,min})$$

(A40)

$$|D| = \left|\tilde{F}\right|^{1/2} = \left|\tilde{C}\right|^{-1/2}.$$  

(A41)

Also, it can be easily shown that for the uncorrelated parameters $s_i$ we have

$$\chi^2 = \chi_{min}^2 + s_1^2 + s_2^2 + ... + s_{n_{tot}}^2.$$  

(A43)

The Fisher matrix of the original $h_i$ parameters will be given by $F = J^T \tilde{F}J$, where $\tilde{F}$ is given by Eq. (A31) and $J_j = \frac{\partial h_i}{\partial h_j} = -\tilde{h}_i^2 \delta_{ij}$ is the Jacobian of the transformation.

In order to find the dark energy EOS parameter $w$ we can use Eqs. (A12) and (A13). It is important to realize that the values of the $h_i = H_i/H_0$ parameters actually correspond to the average redshift in the bin, i.e. $z_{eff,i} = \frac{1}{2} (z_{i-1} + z_i)$, so that we can evaluate Eq. (A12) at two different redshifts $z_{eff,i-1}$ and $z_{eff,i}$ and subtract to get

$$\int_{z_{eff,i-1}}^{z_{eff,i}} \frac{1}{1+z} dz = \frac{1}{3} \ln \left( \frac{H_i^2/H_0^2 - \Omega_m (1 + z_{eff,i})^3}{H_{i-1}^2/H_0^2 - \Omega_m (1 + z_{eff,i-1})^3} \right).$$  

(A44)

$^1$ Cholesky decomposition can easily be implemented in computer programs such as Mathematica. For example, in the latter the Cholesky decomposition of a matrix $M = D^T D$ is given by $D = \text{CholeskyDecomposition}[M]$. This works both symbolically and numerically.
In general we cannot evaluate the left hand side of the above equation, but if we use the mean value theorem for integration, then we can write it as

$$\int_{z_{eff,i-1}}^{z_{eff,i}} \frac{1 + w(z)}{1 + z} \, dz = \left[ 1 + w(x) \right] \int_{z_{eff,i-1}}^{z_{eff,i}} \frac{1}{1 + z} \, dz$$

$$= \left[ 1 + w(x) \right] \ln \left( \frac{1 + z_{eff,i}}{1 + z_{eff,i-1}} \right), \quad (A45)$$

where \( x \in (z_{eff,i-1}, z_{eff,i}) \).

For example, using an evolving DE equation of state like \( w(z) = w_0 + w_1 \frac{z}{1+z} \) it is easy to calculate \( x \) using the above formulas. Using the fact that for equal sized bins we have \( z_i = idz \) and that \( z_{eff,i} \equiv \frac{1}{2} (z_{i-1} + z_i) = (i-1/2)dz \) then, in this case we find that

$$x \simeq (-1+i)dz - dz^2/6 + ..., \simeq z_{i-1} - dz^2/6 + ..., \quad (A46)$$

where the first term is the redshift of the lower bin and the second is a correction. Surprisingly, in this case \( x \) does not depend on on the parameters \( w_0 \) and \( w_1 \). For small bins or large redshifts, the last term usually is negligible and we have confirmed this with numerical tests. For example, for \((z_1, z_2) = (0.1, 0.2)\) the two terms are 0.1 and -0.0016 respectively, while for larger bins like \((z_1, z_2) = (0.1, 0.5)\) the terms are 0.1 and -0.027, thus confirming our assumptions.

Of course, in the case of rapidly evolving equation of state these assumptions do not necessarily hold any more. This can easily be seen by considering a model of the form \( w(z) = w_0 + w_1 z + \frac{1}{2} w_2 z^2 + ... \), where the second derivative \( w''(z = 0) \equiv w_2 \) is not necessarily small, i.e. we cannot assume \( w_2 \ll 1 \). Then, the parameter \( x \) is given by

$$x \simeq dz(i-1) + \frac{1}{24} dz^2 \left( \frac{w_2}{w_1} - 4 \right) + ..., \simeq z_{i-1} + \frac{1}{24} dz^2 \left( \frac{w_2}{w_1} - 4 \right) + .... \quad (A47)$$

Clearly, in this case there might be a small effect due to the cosmology. However, models with fast transitions of the equation of state seem to be disfavored by observations [24], so in what follows we will assume that \( w(z) \) may only be evolving slowly. Therefore, to excellent approximation we consider that \( x \sim z_{i-1} \) and the DE equation of state at a bin \( n \) will be given by

$$w_n(z_i) = -1 + \frac{\ln \left( \frac{H_i^2 / H_0^2 - \Omega_m (1+z_{eff,i})^3}{H_{i-1}^2 / H_0^2 - \Omega_m (1+z_{eff,i-1})^3} \right)}{\ln \left( \frac{1+z_{eff,i}}{1+z_{eff,i-1}} \right)}, \quad (A48)$$

$$x_i \simeq z_{i-1}.$$ 

Intuitively the above result can be understood as follows. The parameters \( H_i \) correspond to the redshift in the middle of the bins, so taking their differences produces a result that corresponds to the sides of the bins.

4. The luminosity distance \( d_L(z) \)

As mentioned earlier in the paper, we do not bin directly the luminosity distance \( d_L(z) \) but rather the distance moduli \( \mu(z) \):

$$\mu(z) = \sum_{i=1}^{n_{tot}} \mu_i \theta(z_i), \quad (A49)$$

where \( \mu_i \) are constant in each redshift bin \( z_i \), \( n_{tot} \) is the total number of bins and \( \theta(z_i) \) is the theta function, i.e. \( \theta(z_i) = 1 \) for \( z_{i-1} < z \leq z_i \) and 0 elsewhere. In this case, the chi squared can be written as

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{\mu_{obs,i} - \mu_i}{\sigma_i} \right)^2. \quad (A50)$$
Clearly, the $\chi^2$ is linear with respect the parameters $\mu_n$, so in this case we can find closed-form analytical expressions for the best-fit parameters. First, we will make the following definitions

$$S \equiv \sum_{i=1}^{N} \frac{1}{\sigma_i^2}, \quad S_{\mu} \equiv \sum_{i=1}^{N} \frac{\mu_{\text{obs},i}}{\sigma_i^2}, \quad (A51)$$

$$S_{\mu^2} \equiv \sum_{i=1}^{N} \frac{\mu_{\text{obs},i}^2}{\sigma_i^2}, \quad S_n \equiv \sum_{j=1,n \ \text{bin}}^{1} \frac{1}{\sigma_j^2}, \quad (A52)$$

$$S_{\mu_n} \equiv \sum_{j=1,n \ \text{bin}}^{1} \frac{\mu_{\text{obs},j}}{\sigma_j^2}, \quad (A53)$$

where $\sum_{j=1,n \ \text{bin}}^{1}$ is meant to sum over only those points in the $n^{th}$ bin, by which it follows that

$$\sum_{n=1}^{n_{\text{tot}}} S_n = S, \quad (A54)$$

$$\sum_{n=1}^{n_{\text{tot}}} S_{\mu_n} = S_{\mu}, \quad (A55)$$

where $n_{\text{tot}}$ is the total number of bins. With these in mind we can now find the best fit by taking the derivatives with respect to the parameters

$$\partial_{\mu_n} \chi^2 |_{\min} = 2 \sum_{i=1}^{N} \left( \frac{\mu_{\text{obs},i} - \mu_n}{\sigma_i^2} \right) \left( -\frac{\partial \mu_i}{\partial \mu_n} \right)$$

$$= -2 \sum_{j=1,n \ \text{bin}}^{1} \left( \frac{\mu_{\text{obs},i} - \mu_n}{\sigma_{\mu,i}^2} \right) \quad (A56)$$

$$= -2S_{\mu_n} + 2\mu_n S_n \quad (A57)$$

$$= 0, \quad (A58)$$

where we have used the fact that $\frac{\partial \mu}{\partial \mu_n} = \delta_{i,n}$ and that the first derivative should be zero at the minimum. Then, Eq. (A58) can readily be solved to yield

$$\mu_n = \frac{S_{\mu_n}}{S_n}. \quad (A59)$$

A similar calculation reveals that the chi square and its value at the minimum are

$$\chi^2(\mu_n) = S_{\mu^2} - 2 \sum_{k=1,n \ \text{bin}}^{1} \mu_k S_{\mu_k} + \sum_{k=1,n \ \text{bin}}^{1} \mu_k^2 S_k \quad (A60)$$

$$\chi^2_{\min} = S_{\mu^2} - \sum_{n=1}^{n_{\text{tot}}} \frac{S_{\mu_n}^2}{S_n}. \quad (A61)$$
The errors on the best-fit parameters can be estimated by direct error propagation, see chapter 15 of Ref. [21], as

\[
\sigma_{\mu_n}^2 = \sum_{i=1}^{N} \sigma_i^2 \left( \frac{\partial \mu_n}{\partial \mu_{\text{obs},i}} \right)^2
\]

\[
= \sum_{i=1}^{N} \sigma_i^2 \left( \frac{1}{S_n} \frac{\partial S_{\mu_n}}{\partial \mu_{\text{obs},i}} \right)^2
\]

\[
= \sum_{i=1}^{N} \sigma_i^2 \frac{1}{S_n^2} \left( \sum_{j=1,n \text{ bin}} \frac{1}{\sigma_j^2} \frac{\partial \mu_{\text{obs},j}}{\partial \mu_{\text{obs},i}} \right)^2
\]

\[
= \sum_{i=1}^{N} \sigma_i^2 \frac{1}{S_n^2} \left( \sum_{j=1,n \text{ bin}} \frac{1}{\sigma_j^2} \delta_{i,j(nbin)} \right) \left( \sum_{k=1,n \text{ bin}} \frac{1}{\sigma_k^2} \delta_{i,k(nbin)} \right)
\]

\[
= \frac{1}{S_n} \sum_{i=1}^{N} \sum_{j=1,n \text{ bin}} \sum_{k=1,n \text{ bin}} \sigma_i^2 \frac{1}{\sigma_j^2} \delta_{i,j(nbin)} \delta_{i,k(nbin)}
\]

\[
= \frac{1}{S_n}. \tag{A62}
\]

We find that the results of Eqs. (A59) and (A62) are in agreement with the ones found by considering the binning of data. Following a more direct approach, by calculating directly the Fisher and the covariance matrices from Eq. (A60) evaluated at the minimum, we get

\[
F_{nk} = \frac{1}{2} \partial^2_{nk} \chi^2 \big|_{\text{min}} = \text{diag} \left( S_1, S_2, ..., S_{n_{\text{tot}}} \right) \tag{A63}
\]

\[
C_{nk} = F_{nk}^{-1} = \text{diag} \left( S_1^{-1}, S_2^{-1}, ..., S_{n_{\text{tot}}}^{-1} \right), \tag{A64}
\]

where \( \text{diag} (...) \) is a \( n_{\text{tot}} \times n_{\text{tot}} \) diagonal matrix. The diagonal terms of the covariance matrix are the errors \( \sigma_{\mu_n}^2 \), and they are in exact agreement with Eq. (A62). Finally, we should note that the covariance matrix is diagonal, which means that the parameters are already uncorrelated and we do not have to follow the PCA approach in this case.

In order to extract the cosmology we can invert the equation of the distance modulus and we find the dimensionless luminosity distance to be

\[
D_{L,i} = 10^{\frac{\mu_i - \mu_0}{5}}. \tag{A65}
\]

where \( \mu_0 \simeq 42.384 - 5 \log_{10} h \).

**Appendix B: The chi square for the reconstructions**

Another way to test which of the four methods reconstructs the “real” cosmologies the best, is to use a chi square:

\[
\chi^2 = \sum_{i=1}^{n_{\text{tot}}} \frac{(y(z_i) - y_{\text{real}}(z_i))^2}{\sigma(y(z_i))^2} \tag{B1}
\]

where \( y(z_i) \) are the reconstructed (best-fit or derived) parameters in each bin i.e. \( w, q, H, d_L, y_{\text{real}}(z_i) \) are the “real” values of the parameters, and \( n_{\text{tot}} \) is the number of points. The results for the \( \chi^2 \) for the three cosmologies are shown in Tables VI, VII and VIII respectively. The columns indicate the methods use to fit the data, while the row the reconstructed parameters. However, this method suffers from several problems. For example, let us consider the results for the ΛCDM model, shown in Table VI as it can be seen the worst results are given when we try to reconstruct the luminosity distance, for which we have a \( \chi^2 \) of about 4000. Could this be possible? The reason is that the errors of the binned luminosity distance \( d_L \) are very small, of about \( 10^{-3} \) and the \( \chi^2 \) is proportional to the inverse of the square of the errors; however this is not the only reason why the \( \chi^2 \) is extremely large.

As we can see from the fourth row in Fig. 3 the best fit values of the luminosity distance are far from the theoretical curve (red dashed line in the same figure). It is worth mentioning that here we are trying to reconstruct functions using mock catalogs evaluated with a specific cosmology, with the hope of getting the initial cosmology at the end, in
Table VI: The values of the $\chi^2$ for the $\Lambda$CDM cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.

| Derived param. | Piecewise |
|----------------|-----------|
| $w$            | 20.991    | 1.126 | 6.248 | 29.034 |
| $q$            | 1.966     | 15.693| 5.120 | 40.129 |
| $H$            | 3.373     | 1.981 | 32.046| 471.493|
| $D_L$          | 8.067     | 2.672 | 691.052| 3959.100|

Table VII: The values of the $\chi^2$ for the CPL cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.

| Derived param. | Piecewise |
|----------------|-----------|
| $w$            | 22.908    | 1.391 | 5.615 | 26.110 |
| $q$            | 3.662     | 22.386| 3.253 | 39.005 |
| $H$            | 4.954     | 2.569 | 30.992| 398.359|
| $D_L$          | 7.141     | 3.457 | 674.500| 3967.190|

Table VIII: The values of the $\chi^2$ for the $f(R)$ cosmology. The rows indicate the derived parameters, while the columns indicate the piecewise method.

| Derived param. | Piecewise |
|----------------|-----------|
| $w$            | 9.081     | 0.991 | 6.199 | 29.291 |
| $q$            | 1.951     | 6.726 | 5.405 | 39.925 |
| $H$            | 2.400     | 1.138 | 32.009| 471.299|
| $D_L$          | 8.059     | 0.692 | 687.274| 3958.900|

In other words verifying that our reconstruction methods indeed work as advertised. The difference from the theoretical curve and the PCA values make the $\chi^2$ explodes as the numerator of the $\chi^2$ will not be sufficiently small to kill the $\sigma_i^2$ in the denominator. This is the opposite to what it is usually done when we deal with data, where we have a dataset and we try to find the best fit, which mean to find those curves that better describe the data within the errors. In the latter case the $\chi^2$ will be in general small even if the errors are extremely small.

In this work we found that the general $\chi^2$ fails to describe the goodness or quality of our analysis, while the risk seems to be a more suitable parameter. As a final remark, we notice that the values shown in Table VI follow a general trend which is the opposite to the risk, i.e., when we go to a more complicated function then the errors increase and the $\chi^2$ decreases (fourth column in Table VI from down to up). This effect can also be explained, as it was mentioned in the previous paragraph, by the fact that the very small or large errors affect the estimation of the $\chi^2$ giving artificially large or small values even when the fit is obviously quite good.
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