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Abstract. Data movement, both within the memory system of a single processor node and between multiple nodes in a system, limits the performance of many Krylov subspace methods that solve sparse linear systems and eigenvalue problems. Here, \(s\) iterations of algorithms such as CG, GMRES, Lanczos, and Arnoldi perform \(s\) sparse matrix-vector multiplications and \(\Omega(s)\) vector reductions, resulting in a growth of \(\Omega(s)\) in both single-node and network communication. By reorganizing the sparse matrix kernel to compute a set of matrix-vector products at once and reorganizing the rest of the algorithm accordingly, we can perform \(s\) iterations by sending \(O(\log P)\) messages instead of \(\Omega(s \cdot \log P)\) messages on a parallel machine, and reading the on-node components of the matrix \(A\) from DRAM to cache just once on a single node instead of \(s\) times. This reduces communication to the minimum possible. We discuss both algorithms and an implementation of GMRES on a single node of an 8-core Intel Clovertown. Our implementations achieve significant speedups over the conventional algorithms.

1. Introduction

The costs of arithmetic and communication continue to decrease, where “communication” means moving data, either between fast and slow memory (e.g., cache and DRAM) in the sequential case, or between processors over a network in the parallel case. However, arithmetic is getting faster much more quickly than communication, so that the primary challenge is developing algorithms to avoid communication. This is especially true in sparse matrix computations, where conventional algorithms do only a few arithmetic operations per datum, so that communication costs frequently dominate already.

Many Krylov subspace methods (KSMs) for solving \(Ax = b\) and \(Ax = \lambda x\) begin with a starting vector \(v_1\), create a sequence of vectors \(v_1, \ldots, v_{s+1}\) where each \(v_i\) is gotten by multiplying some linear combination of \(v_0, \ldots, v_{i-1}\) by \(A\), and then chooses the “best” (in some sense) approximate solution to \(Ax = b\) resp. \(Ax = \lambda x\) using the Krylov subspace span \(\{v_1, \ldots, v_{s+1}\}\). This means that the cost in arithmetic and communication of GMRES (or any KSM) grows like \(\Omega(s)\) (in fact GMRES does \(\Omega(s^2)\) floating-point operations). Preconditioning only adds an additional step without changing the performance characteristics of the above two.

In [1], we show several new iterative methods that reduce the aforementioned communication cost from \(\Omega(s)\) to \(\Theta(1)\), which is optimal. In the parallel case, we decrease the latency cost (total number of messages) to \(\Theta(1)\) from \(\Omega(s)\), and in the sequential case, we decrease the bandwidth cost (total numbers of words moved) from \(\Omega(s)\) (and sometimes \(\Theta(s^2)\)) to \(\Theta(1)\). The new methods are mathematically equivalent to existing methods and converge in about the same number of iterations in practice. They include both sparse linear system solvers (with or
without preconditioning) and sparse eigenvalue solvers. They are based on algorithms presented in [2, 3, 4, 5] and [6, 7]. Unlike previous authors, we have managed to reduce communication in all steps of the algorithms. Our other contributions include sparse eigenvalue solvers, new ways to improve numerical stability, entirely new algorithms that reduce the need to restart frequently, and the ability to add preconditioning to the methods while still avoiding communication. For details, see [1].

In [8], we implemented one of our iterative methods, CA-GMRES. It is mathematically equivalent to standard GMRES (the Generalized Minimal Residual Method [9]), a widely used iterative solver for sparse systems of equations \(Ax = b\), but communicates a factor of \(\Omega(s^2)\) less.

These new Krylov subspace methods and implementations required several algorithmic innovations. First, we developed a new computational kernel, the \textit{matrix powers kernel}. It computes

\[ W = [p_0(A) \cdot b, p_1(A) \cdot b, \ldots, p_k(A) \cdot b], \]

where \(p_i(A) = \prod_{j=1}^i (A - \lambda_j \cdot I)\) is a degree-\(i\) polynomial in the sparse matrix \(A\), and the \(\lambda_i\) are constants chosen as described in [8] and [1]. Using ideas previously introduced in [10, 11], we describe how to avoid all but \(\Theta(1)\) communication while computing \(W\). In [8], our matrix powers implementation is hierarchical: it uses the parallel algorithm on the top level (for multiple cores), and a sequential algorithm at the lower level (for off-chip data movement). Thus, the matrix is thread-blocked first for the parallel algorithm and then cache-blocked within each thread. Performance data on an 8-core 2.33 GHz Intel Clovertown shows speedups for computing \(W\) of up to \(2.7 \times\) over \(s\) calls to the best optimized algorithm just for a single sparse matrix-vector multiplication \(A \cdot x\) [8]. Earlier work in [11, 10] discusses parallel algorithms using distributed memory, as well as out-of-core sequential algorithms, which also achieved significant modeled and benchmarked speedups.

The columns of \(W\) span the same Krylov subspace as the vectors originally computed by GMRES, but GMRES must be reformulated to compute the best linear combination of these new basis vectors. Part of this reformulation is described in [8], where a communication-avoiding QR factorization of \(W\) is discussed; this was introduced in [12]. Performance data shows a speedup of \(8 \times\) over LAPACK’s QR factorization in Intel’s MKL 10.0.1.014 library, for a \(10,000,000 \times 10\) matrix on an 8-core Intel Clovertown machine [8], as well as significant performance gains on multiple-node clusters [12]. TSQR also does significantly better on both shared-memory and distributed-memory platforms than the Modified Gram-Schmidt (MGS) algorithm used in many conventional iterative methods (such as Arnoldi and GMRES) [12].

Given the performance of the above two kernels, we predict significant speedups in our iterative solvers. We are nearly finished completing benchmark implementations. Future work includes developing and implementing preconditioners that work well with our iterative methods.

### 2. Matrix powers kernel performance results

In [8], we presented the performance results of our matrix powers kernel on an 8-core Intel Clovertown, which runs at 2.3 GHz, and has 2 MB of L2 cache per core (4 MB L2 cache shared by 2 cores). We compared it against applying SpMV \(s\) times, where we used a highly optimized SpMV implementation [13]. For speedup calculation, the time taken for the matrix powers kernel is normalized by dividing by the number of steps \(s\) and compared with the time taken for a single SpMV. Thus, the speedup is defined as: \(\frac{\text{time(matrix powers kernel)}}{\text{time(SpMV)}}\). In addition to matrices whose graphs are meshes, which are expected to perform well [11], we selected sparse matrices from a variety of real applications [14]. Figure 1 shows the performance of the matrix powers kernel for different matrices.
3. TSQR performance results

The TSQR factorization used in these performance results is discussed in [8]. It is a hybrid of the sequential and parallel TSQR algorithms described in [12], and requires only a constant number of synchronization steps, rather than $\Omega(s)$ reductions for $s$ columns as either the textbook Householder QR algorithm or the blocked Householder QR implementations in LAPACK and ScaLAPACK require. Figure 2 shows the performance results on a single 8-core Intel Clovertown node. We presented modeled and benchmarked performance results of TSQR in [12].
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