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Abstract

Hierarchical semantic structures naturally exist in an image dataset, in which several semantically relevant image clusters can be further integrated into a larger cluster with coarser-grained semantics. Capturing such structures with image representations can greatly benefit the semantic understanding on various downstream tasks. Existing contrastive representation learning methods lack such an important model capability. In addition, the negative pairs used in these methods are not guaranteed to be semantically distinct, which could further hamper the structural correctness of learned image representations. To tackle these limitations, we propose a novel contrastive learning framework called \textbf{Hierarchical Contrastive Selective Coding (HCSC)}. In this framework, a set of hierarchical prototypes are constructed and also dynamically updated to represent the hierarchical semantic structures underlying the data in the latent space. To make image representations better fit such semantic structures, we employ and further improve conventional instance-wise and prototypical contrastive learning via an elaborate pair selection scheme. This scheme seeks to select more diverse positive pairs with similar semantics and more precise negative pairs with truly distinct semantics. On extensive downstream tasks, we verify the state-of-the-art performance of HCSC and also the effectiveness of major model components. Our source code and model weights are available at \url{https://github.com/gyfastas/HCSC}.

1. Introduction

In the past few years, self-supervised image representation learning has witnessed great progresses, in which the traditional methods based on solving informative puzzles [12, 16, 32, 33, 45] are obviously surpassed by contrastive learning [6–8, 19, 34]. These contrastive methods succeed in deriving useful and interpretable representations for various downstream tasks. In particular, under the standard linear evaluation protocol [38], they have achieved inspiring results that approach fully-supervised learning.

Existing contrastive methods mainly lie in two categories, instance-wise contrastive learning [7, 19, 34] and prototypical contrastive learning [6, 26]. Instance-wise contrast seeks to map similar instances nearby in the latent space while mapping dissimilar ones far apart, which guarantees reasonable local structures among different image representations. Prototypical contrast aims to derive compact image representations gathering around corresponding cluster centers, which captures basic semantic structures that can be represented by a single hierarchy of clusters.

However, these approaches lag in representation power when modeling a large-scale image dataset which could always possess multiple semantic hierarchies. For exam-
ple, in an extensive species database, the cluster of dogs summarizes the common characters of Labradors, Poodles, Samoyeds, etc. and should be placed on a higher hierarchy; similarly, dogs together with cats, monkeys, whales, etc. are further summarized by an even higher-level cluster, mammals (see Fig. 1 for a more intuitive illustration). Learning image representations that embrace such hierarchical semantic structures can greatly benefit the semantic understanding on various downstream tasks. How to achieve this by contrastive learning is still an open problem.

In addition, existing contrastive methods commonly construct negative pairs by exhaustive sampling from some noise distribution, and all the sampled negative pairs are used without selection. There is no guarantee that the negative pairs obtained in this way own truly distinct semantics. Therefore, some samples with similar semantics may be wrongly embedded far apart by these methods, which hampers the quality of learned image representations.

To tackle the limitations above, we propose a novel contrastive learning framework called Hierarchical Contrastive Selective Coding (HCSC). In this framework, we propose to capture the hierarchical semantic structures underlying the data with hierarchical prototypes, a set of tree-structured representative embeddings in the latent space. Along the training process, these prototypes are dynamically updated to fit the current image representations. Under the guidance of such hierarchical semantic structures, we seek to improve both instance-wise and prototypical contrastive learning by selecting high-quality positive and negative pairs that are semantically correct. Specifically, for each query sample, we search for its most similar prototype on each semantic hierarchy to build more abundant positive pairs. Moreover, for each candidate of negative pair, we conduct a Bernoulli sampling to keep/discard it if the semantic correlation of the pair is low/high. By using these selected pairs for instance-wise and prototypical contrast, the semantic constraints from hierarchical prototypes can be embedded into the objective of representation learning.

We summarize the contributions of this work as follows:

- We novelty propose to represent the hierarchical semantic structures of image representations by dynamically maintaining hierarchical prototypes.
- We propose a novel contrastive learning framework, Hierarchical Contrastive Selective Coding (HCSC), which improves conventional instance-wise and prototypical contrastive learning by selecting semantically correct positive and negative pairs.
- Our HCSC approach consistently achieves superior performance over state-of-the-art contrastive learning algorithms on various downstream tasks. Also, the effectiveness of key model components are verified by extensive ablation and visualization analysis.

2. Related Work

2.1. Self-supervised Representation Learning

Solving Pretext Puzzles. Most early works for self-supervised image representation learning aim to solve pretext puzzles, e.g. counting objects [33], solving the jigsaw puzzle [32], recovering colors from gray-scale images [25, 45], rotation prediction [16], etc. These pretext tasks are not guaranteed to derive discriminative feature representations for different downstream tasks.

Instance-wise Contrastive Learning. The instance-wise contrast approaches seek to embed similar instances nearby in the latent space while embed dissimilar ones far apart. Standard instance-wise contrastive methods [7, 19, 38] achieve this goal by optimizing with an InfoNCE loss [34], which is improved by employing inter-instance positive pairs [13], introducing stronger augmentation functions [37] or designing predictive pretext tasks [9, 17, 44]. However, these methods are not aware of the global semantics underlying the whole dataset.

Prototypical Contrastive Learning. Another series of contrastive approaches seek to explicitly exploit semantic structures by utilizing the prototype representations of image clusters. They either contrast between correlated and uncorrelated prototype pairs [6, 27] or between associated and unassociated instance-prototype pairs [26, 36], which derives more semantically compact image representations. However, all these methods represent semantic clusters at a single hierarchy, which neglects the important fact that an image dataset naturally possesses hierarchical semantics.

Improvements over existing works. In this work, we novelty propose to construct and maintain hierarchical semantic structures of image representations, which aligns with a recent effort [41] on learning hierarchical molecular representations. In addition, we improves both instance-wise and prototypical contrastive learning by selecting high-quality positive and negative pairs under precise semantic guidance.

2.2. Deep Clustering

Our work also relates to deep clustering, i.e. performing clustering in latent space. A line of research [18, 22] aims at more accurate clustering by leveraging a clustering-favored latent space. Another line of research [1, 4, 5, 26, 28, 40, 42, 43] jointly learns clustering assignments and image representations. Most of these methods [4, 40, 43] utilize some standard clustering algorithm, like K-means [30] or agglomerative clustering [46], to establish a single hierarchy of semantic clusters, which is not sufficient to represent the semantic hierarchies underlying a set of images.

Improvements over existing works. Compared to most existing works that learn a single semantic hierarchy, in this work, we seek to learn image representations with multiple semantic hierarchies.
3. Problem Definition and Preliminaries

3.1. Problem Definition

Given a set $X = \{x_1, x_2, \cdots, x_N\}$ of $N$ unlabeled images, we aim to learn a low-dimensional vector $z_n \in \mathbb{R}^d$ for each $x_n \in X$. Besides image representations, we together maintain a set of hierarchical prototypes $C = \{c_i^L\}_{i=1}^M$ to characterize the hierarchical semantic structures underlying the data, where $L$ stands for the number of semantic hierarchies, and $M_l$ is the number of prototypes in the $l$-th hierarchy. Each prototype $c_i^L \in C$ is also represented as a $d$-dimensional vector. Following the self-supervised learning protocol, image representations $Z = \{z_1, z_2, \cdots, z_N\}$ and hierarchical prototypes $C$ are both learned or maintained under the guidance of the data itself.

3.2. Preliminaries

Instance-wise contrastive learning. To achieve the goal of self-supervised representation learning, a widely-used way is to contrast between a positive instance pair with some negative pairs. Specifically, given the representations $(z, z')$ of a pair of correlated instances, a standard InfoNCE loss [34] is defined to maximize the similarity between this positive pair and minimize the similarities between some randomly sampled negative pairs:

$$L_{\text{InfoNCE}}(z, z', N, \tau) = -\log \frac{\exp(z \cdot z'/\tau)}{\sum_{z_j \in \{z':\} \cup N} \exp(z \cdot z_j'/\tau)},$$

where $N$ is a set of negative samples for $z$, and $\tau$ denotes a temperature parameter.

Prototypical contrastive learning. In this contrastive representation learning manner, each positive pair consists of an instance and its associated semantic prototype, and negative pairs are formed by pairing instances with irrelevant semantic prototypes. In this way of pair construction, given a positive pair $(z, c)$, the ProtoNCE loss [26] is defined based on the same rationale of InfoNCE loss:

$$L_{\text{ProtoNCE}}(z, c, N_c, \tau_c) = -\log \frac{\exp(z \cdot c/\tau_c)}{\sum_{z_j \in \{c\} \cup N_c} \exp(z \cdot z_j/\tau_c)},$$

where $N_c$ stands for a set of negative prototypes for instance representation $z$, and $\tau_c$ is a prototype-specific temperature parameter which can be adaptively determined by some clustering statistics.

4. Method

4.1. Motivation and Overview

Many recent efforts have been paid on learning informative visual representations with contrastive methods. Most of these works [7,19,34] focused on probing instance-wise relationships, and several works [6,26] further attempted to discover the semantic structures within the data during contrastive learning. These approaches represented semantic structures with a group or several independent groups of cluster centers, which cannot represent the semantic hierarchies that naturally exist in an image dataset. For example, the images of Labradors, Poodles, Samoyeds, etc. form a higher-level cluster of dogs, and dogs together with cats, monkeys, whales, etc. can be further clustered as mammals. Capturing such hierarchical semantics promises the stronger representation power of an image encoder, while it has not been achieved by previous methods. Under the context of contrastive learning in particular, these semantic structures can give helpful guidance to select positive pairs with similar semantics and negative pairs with distinct semantics, which is also less explored by existing works.

Motivated by these limitations, we propose a novel contrastive learning framework called Hierarchical Contrastive Selective Coding (HCSC). In a nutshell, we represent the semantic structures of the data with hierarchical prototypes and dynamically update these prototypes along the training process (Sec. 4.2). Based on such hierarchical semantic representations, we seek to boost conventional instance-wise and prototypical contrastive learning by selecting better positive and negative pairs that fit the semantic structures (Secs. 4.3 and 4.4), and our overall objective combines both learning manners (Sec. 4.5). The graphical summary of our approach is shown in Fig. 2.

4.2. Hierarchical Semantic Representation

The core of HCSC framework is to construct and maintain the hierarchical semantic structures of the data in the latent space. Compared to previous methods [6,26] that can only capture a single semantic hierarchy or several independent hierarchies, our approach is able to capture the hierarchical relations among various semantic clusters. We achieve this by a simple yet effective hierarchical K-means algorithm that performs in a bottom-up manner.

The detailed algorithm is summarized in Alg. 1. First,
the feature representations of all images in the dataset are extracted by the image encoder, and K-means clustering is applied upon these image representations to obtain the prototypes of the first hierarchy. After that, the prototypes of each higher hierarchy are derived by iteratively applying K-means clustering to the prototypes of hierarchy below. To construct the hierarchical semantic structure, we further connect each prototype \( c_i^{l-1} \) with its parent prototype \( c_j^l \) at the higher hierarchy, in which \( c_i^{l-1} \) is assigned to \( c_j^l \) during K-means clustering. All such connections form an undirected edge set \( E \). In this way, the hierarchical prototypes are structured as a set of trees (Fig. 2(a)). In this algorithm, the number \( L \) of semantic hierarchies and the number \( M_l \) of prototypes at the \( l \)-th hierarchy are specified in Sec. 5.1, and their sensitivities are studied in Sec. 6.2.

Since image representations are updated along the training process, a maintenance scheme on hierarchical prototypes is also required to ensure that they are representative embeddings in the latent space. In our implementation, to balance between precision and efficiency, we conduct the hierarchical K-means algorithm before the start of each epoch to update hierarchical prototypes according to the current image representations. Upon such hierarchical prototypes, we seek to promote instance-wise and prototypical contrastive learning.

### 4.3. Instance-wise Contrastive Selective Coding

The gist of instance-wise contrastive learning is to embed similar instances nearby in the latent space while embed those dissimilar ones far apart. It is easy to obtain a similar (i.e. positive) instance pair via data augmentation, while the definition of dissimilar (i.e. negative) instance pair is non-trivial. Previous methods derived negative samples by sampling uniformly over the dataset [7,8,19] or sampling from a debiased data distribution [10]. However, they cannot guarantee that the produced negative samples own exactly distinct semantics relative to the query sample. Such a defect hampers instance-wise contrastive learning, in which those semantically relevant positive candidates could be wrongly expelled from the query sample in the latent space, and the semantic structure is thus broken to some extent. To overcome this drawback, we aim to select more precise negative samples that own truly irrelevant semantics with the query.

For a specific query image \( x \), instead of contrasting it indiscriminately with all negative candidates \( \mathcal{N} \) in a queue [8,19], we select truly negative samples for contrasting by performing Bernoulli sampling on each negative candidate. Intuitively, in such a sampling process, we would like to eliminate those candidates sharing highly similar semantics with the query, while keep the ones that are less semantically relevant to the query. To achieve this goal, we first define a similarity measure between an image and a semantic cluster. Following PCL [26], for a semantic cluster represented by prototype \( c \in \mathcal{C} \), we define the semantic similarity between image representation \( z \) and this cluster using a cluster-specific dot product:

\[
s(z,c) = \frac{z \cdot c}{\tau_c}, \quad \tau_c = \frac{\sum_{z_i \in Z_c} \|z_i - c\|^2}{|Z_c| \log(|Z_c| + \epsilon)},
\]

where \( Z_c \) consists of the representations of the images assigned to cluster \( c \) (details of constructing \( Z_c \) are stated in Sec. 5.1), and \( \epsilon \) is a smooth parameter balancing the scale of temperature \( \tau_c \) among different clusters.

On such basis, we conduct negative sample selection at each semantic hierarchy. At the \( l \)-th hierarchy, we denote the cluster that owns highest semantic similarity with the query image as \( c^l(z) = \arg\max_{c \in \mathcal{C}_l} s(z,c) \) (\( z \) is the representation of query). For a negative candidate \( z_j \in \mathcal{N} \),
we are more likely to select it if its similarity with \( c^l(z) \) is less prominent compared its similarities with other clusters at the same hierarchy. Based on such an intuition, we define the selected probability of \( z_j \) with the following formula:

\[
p^d_{\text{select}}(z_j; z) = 1 - \frac{\exp[s(z, c^l(z))]}{\sum_{i=1}^{M_l} \exp[s(z, c_i^l)]},
\]

After that, a Bernoulli sampling is performed on each negative candidate to derive more precise negative samples for the specific query:

\[
N_{\text{select}}^q(z) = \{B(z; p^d_{\text{select}}(z_j; z)) | z_j \in \mathcal{N} \},
\]

where \( B(z; p) \) denotes a Bernoulli trial of accepting \( z \) with probability \( p \). Such a selection scheme is performed on all \( L \) semantic hierarchies, which diversifies the composition of negative samples. In this way, \( L \) negative sample sets, i.e. \( \{N_{\text{select}}^q(z)\}_{l=1}^L \), are produced for the query.

By using these refined negative samples, we define the objective function of instance-wise contrastive selective coding (ICSC) as below:

\[
\mathcal{L}_{\text{ICSC}} = \mathbb{E}_{x \sim p_d} \left[ \frac{1}{L} \sum_{l=1}^{L} \mathcal{L}_{\text{InfoNCE}}(z, z', N_{\text{select}}^q(z), \tau) \right],
\]

where \( p_d \) denotes the data distribution, \( z \) and \( z' \) are the representations of \( x \) and an augmented view of \( x \), respectively. We fix the temperature parameter \( \tau \) as 0.2 for instance-wise contrast following [8].

### 4.4. Prototypical Contrastive Selective Coding

Prototypical contrastive learning aims to derive compact image representations in the latent space, in which each image is closely embedded surrounding its associated cluster center. Given a query sample, previous works [6, 26] compare it with a single pool of prototypes, and they regard its most similar prototype as its positive companion and all other prototypes as negative samples. However, this scheme neglects the semantic correlation among different clusters, and it could excessively penalize on some semantically relevant clusters. For example, given an image of Labradors, it should not be strongly expelled from the image clusters of other kinds of dogs, considering the semantic correlation among these clusters. To mitigate such over-penalization, we seek to select more exact negative clusters that are semantically distant from the query.

Given a query image represented by embedding vector \( z \), we first retrieve its most similar prototype at the \( l \)-th hierarchy, i.e. \( c^l(z) = \arg \max_{c \in \{c_i^l\}_{i=1}^{M_l}} s(z, c) \), using the same similarity measure as in instance-wise contrast (Eq. (3)). We regard \((z, c^l(z))\) as a positive pair, and the rest prototypes at that hierarchy serve as the candidates of negative clusters, denoted as \( \mathcal{N}^l \). Since some of these negative candidates might own similar semantics as the positive cluster \( c^l(z) \), it is unreasonable to embed the query distantly from these semantically relevant clusters. Therefore, we aim to perform prototypical contrast with the candidates that are more semantically distant from \( c^l(z) \). To attain this goal, we take advantage of the semantic structures captured by hierarchical prototypes, and a Bernoulli sampling is performed on each negative candidate under such guidance.

Concretely, according to the edges of hierarchical prototypes, we first identify the parent node of \( c^l(z) \) in its corresponding tree structure, denoted as \( \text{Parent}(c^l(z)) \). This parent cluster summarizes the common semantics shared by its child clusters at the \( l \)-th hierarchy, e.g. the general characters of different types of dogs. The negative clusters used for prototypical contrast are desired to share a semantic correlation with \( \text{Parent}(c^l(z)) \) as low as possible. Therefore, we are more likely to select a negative candidate \( c_j \in \mathcal{N}^l \) if its similarity with \( \text{Parent}(c^l(z)) \) does not dominate its similarities with other clusters at the \((l + 1)\)-th hierarchy, which derives the selected probability of \( c_j \) as below:

\[
p^d_{\text{select}}(c_j; c^l(z)) = 1 - \frac{\exp[s(c_j, \text{Parent}(c^l(z)))]}{\sum_{i=1}^{M_{l+1}} \exp[s(c_j, c_i^{l+1})]},
\]

where the similarity measure \( s(\cdot, \cdot) \) follows Eq. (3). We then conduct a Bernoulli sampling on each negative candidate to select exactly negative samples for prototypical contrast:

\[
N_{\text{select}}^q(c^l(z)) = \{B(c_j; p^d_{\text{select}}(c_j; c^l(z))) | c_j \in \mathcal{N}^l \}.
\]

Note that, we use all the negative candidates \( \mathcal{N}^L \) at the top hierarchy without selection, since the semantic clusters at the top hierarchy share little semantic correlation and can thus be safely deemed as negative samples of each other.

By contrasting the positive pair \((z, c^l(z))\) with these selected negative samples, the objective function of prototypical contrastive selective coding (PCSC) is defined as below:

\[
\mathcal{L}_{\text{PCSC}} = \mathbb{E}_{x \sim p_d} \left[ \frac{1}{L} \sum_{l=1}^{L} \mathcal{L}_{\text{ProtoNCE}}(z, c^l(z), N_{\text{select}}^q(c^l(z)), \{\tau_c\}) \right],
\]

where \( p_d \) denotes the data distribution, \( z \) is the representation of image \( x \), and we have \( N_{\text{select}}^q(c^l(z)) = \mathcal{N}^L \) at the top hierarchy. We use a cluster-specific temperature parameter \( \tau_c \) for each cluster, whose formulation follows Eq. (3).

### 4.5. Overall Objective

In general, instance-wise contrastive learning exploits the local instance-level structures, and prototypical contrastive learning constructs global semantic structures in the latent space. Our approach leverages the advantages of both worlds, and it further injects the semantic constraints from hierarchical prototypes into the learning objective by hierarchical pair selection. Therefore, the overall objective of Hierarchical Contrastive Selective Coding (HCSC) is to
learn an image encoder $f_0$ that minimizes the costs of both instance-wise and prototypical contrastive selective coding:

$$\min_{f_0} \mathcal{L}_{ICSC} + \mathcal{L}_{PCSC}. \quad (10)$$

5. Experiments

5.1. Experimental Setups

Model details. The image encoder is with a ResNet-50 [20] backbone, and it maintains another momentum encoder following MoCo v2 [8]. The implementation of hierarchical K-means (Alg. 1) is based on faiss [23], an efficient clustering package. Following SwAV [6], we set the number of prototypes at the first hierarchy (i.e. $M_1$) as 3000, which fits the statistic patterns of ImageNet [11], i.e. our pre-training database. We recursively conduct another two rounds of K-means clustering to get two higher-level semantic hierarchies. The clustering hyperparameters are $L = 3$ and $(M_1, M_2, M_3) = (3000, 2000, 1000)$, and the sensitivity analysis for $L$ and $(M_l)_{l=1}^L$ is in Sec. 6.2. Those clusters with less than 10 samples are discarded to avoid trivial solutions. We directly obtain the assignments $Z_c$ of each cluster from hierarchical K-means results. The smooth parameter $\epsilon$ is set as 10 following PCL [26]. Note that, hierarchical prototypes and clustering assignments are fixed during each epoch training, which eases the optimization objective and benefits the convergence of image encoder.

Training details. We train with an SGD optimizer [2] (weight decay: $1 \times 10^{-4}$; momentum: 0.9; batch size: 256) and a cosine annealing scheduler [31] for 200 epochs. In the first 20 epochs, the model is warmed up with only the instance-wise loss $\mathcal{L}_{ICSC}$ (Eq. (6)). The same set of augmentation functions as in MoCo v2 [8] are used to generate positive pairs, and a queue of 16384 negative candidates are utilized for instance-wise contrastive selective coding (Sec. 4.3). On 8 Tesla-V100-32GB GPUs, 200 epochs training takes about 4 days w/o multi-crop and about 7.5 days w/ multi-crop.

Performance comparisons. We compare the proposed HCSC approach with superior contrastive learning methods, including NPID [38], LocalAgg [48], MoCo [19], SimCLR [7], MoCo v2 [8], CPC v2 [34], PCL v2 [26], PIC [3], MoCHi [24], DetCo [39] and AdCo [21]. For fair comparison, in the main paper, we report the performance of these methods under 200 epochs training on ImageNet [11].

5.2. Experimental Results

5.2.1 Linear Classification and KNN Evaluation

Evaluation details. The standard linear classification protocol [38] is adopted, where a linear layer is learned upon the fixed encoder to classify ImageNet [11] images. Following PCL [26], an SGD optimizer (weight decay: 0; momentum: 0.9; batch size: 256) optimizes model for 100 epochs.

In KNN evaluation [38], the label of each sample is predicted by aggregating the labels of its nearest neighbors. Following NPID [38], we report the highest accuracy of such a KNN classifier over $K \in \{10, 20, 100, 200\}$.

Results. The second column of Tab. 1 compares different approaches on linear classification. Under the two commonly-used settings with and without multi-crop augmentation [6], HCSC outperforms all baseline methods. Especially, HCSC surpasses PCL v2 [26] which also incorporates instance-wise and prototypical contrastive learning. This performance gain illustrates the effectiveness of our pair selection scheme on selecting high-quality positive and negative pairs for instance-wise and prototypical contrast.

For KNN evaluation (the third column of Tab. 1), when the multi-crop augmentation is not used, HCSC achieves a 3.5% performance increase compared to previous methods. After adding multi-crop augmentation, HCSC also outperforms the state-of-the-art approach, AdCo [21].

5.2.2 Semi-Supervised Learning

Evaluation details. The encoder and linear classifier are fine-tuned on 1% or 10% labeled data in ImageNet. As in NPID [38], an SGD optimizer (weight decay: 0; momentum: 0.9; batch size: 256) optimizes model for 70 epochs.

Results. Tab. 2 presents the results of various methods on semi-supervised learning. Among all approaches, HCSC consistently achieves the best performance under different amount of labeled data. These results verify that the representations learned by HCSC possess decent global semantic structures that benefit the learning from insufficient data.
Table 2. Performance comparison on semi-supervised learning.

| Labeled data | 1%       | 10%      |
|--------------|----------|----------|
| Method       | Top1-Acc | Top5-Acc | Top1-Acc | Top5-Acc |
| NPID [38]    | -        | 39.2     | -        | 77.4     |
| MoCo v2 [8]† | 36.7     | 64.4     | 60.7     | 83.4     |
| MoCHi [24]†  | 38.2     | 65.4     | 61.1     | 83.5     |
| SimCLR [7]†  | 46.8     | 74.2     | 63.6     | 86.0     |
| PCL v2 [26]† | 46.2     | 72.7     | 62.6     | 84.4     |
| AdCo [21]†   | 43.6     | 71.6     | 61.8     | 84.2     |
| HCSC         | 48.0     | 75.6     | 64.3     | 86.0     |
| SwA V* [6]†  | 51.3     | 76.7     | 65.5     | 87.5     |
| AdCo* [21]†  | 54.4     | 79.9     | 66.9     | 87.4     |
| HCSC*        | 55.5     | 80.9     | 68.7     | 88.6     |

* With multi-crop augmentation.
† Evaluated by us with officially released model weights.

Table 3. Performance comparison on transfer learning.

| Task       | Object Classification | Object Detection |
|------------|-----------------------|------------------|
| Dataset    | VOC07                 | Places205        | VOC07+12        | COCO             |
| Method     | mAP       | Top1-Acc | AP50 | AP      |
| NPID++ [38]| 76.6      | 46.4     | 79.1 | -      |
| MoCo [19]  | 79.2      | 48.9     | 81.1 | -      |
| MoCo v2 [8]| 84.0      | 50.1     | 82.4 | 40.6†  |
| PCL v2 [26]| 85.4      | 50.3     | 78.5 | 41.0†  |
| AdCo [21]† | 92.0      | 51.1     | 82.6 | 41.2   |
| HCSC       | 92.8      | 52.2     | 82.5 | 41.4   |
| SwA V* [6]†| 87.6      | 51.2     | 74.5† | 38.6†  |
| AdCo* [21]†| 93.1      | 53.9     | 82.7 | 41.4   |
| HCSC*      | 93.3      | 55.0     | 83.2 | 41.6   |

* With multi-crop augmentation.
† Evaluated by us with officially released model weights.

5.2.3 Transfer Learning

Evaluation details. We adopt two classification tasks on PASCAL VOC [15] and Places205 [47] and two detection tasks on PASCAL VOC [15] and COCO [29] to evaluate transfer learning. The fine-tuning paradigms on these two types of tasks completely follow those in MoCo [19].

Results. Tab. 3 presents the comparison among different approaches on transfer learning. Compared to the state-of-the-art method, AdCo [21], HCSC obtains better performance on seven of eight experimental settings. These results demonstrate that the image encoder learned by HCSC succeeds in capturing critical visual patterns shared across different image datasets.

5.2.4 Clustering Evaluation

Evaluation details. We employ two standard metrics for clustering evaluation, i.e. Normalized Mutual Information (NMI) [14] and Adjusted Mutual Information (AMI) [35]. Following PCL [26], the evaluation with 25,000 and 1,000 clusters are respectively performed.

Results. In Tab. 4, we report the results of clustering evaluation. PCL [26] included MoCo v2 [8] as a baseline by conducting K-means on the image representations learned by MoCo v2, and we also adopt this baseline in our comparison. Under both the configurations with 25,000 and 1,000 clusters, HCSC clearly surpasses other baseline methods, which illustrates that the semantic hierarchies established in our approach can indeed improve the clustering quality.

Table 4. Performance comparison on clustering evaluation.

| Method       | # Clusters | NMI  | AMI  |
|--------------|------------|------|------|
| DeepCluster  | 25000      | -    | 0.281|
| MoCo v2 [8]† | 25000      | -    | 0.285|
| PCL v2 [26]† | 25000      | 0.616† | 0.410|
| HCSC         | 25000      | **0.629** | **0.462** |
| PCL v2 [26]† | 1000       | 0.629 | 0.606|
| HCSC         | 1000       | **0.638** | **0.616** |

† Evaluated by us with officially released model weights.

Table 5. Ablation studies for different components of HCSC. All results are reported on linear classification.

| HP | IL | PL | IS | PS | Top1-Acc |
|----|----|----|----|----|----------|
| ✓  | ✓  | ✓  | ✓  | ✓  | 67.6     |
| ✓  | ✓  | ✓  | ✓  | ✓  | 68.1     |
| ✓  | ✓  | ✓  | ✓  | ✓  | 68.2     |
| ✓  | ✓  | ✓  | ✓  | ✓  | 68.9     |
| ✓  | ✓  | ✓  | ✓  | ✓  | **69.2** |
| ✓  | ✓  | ✓  | ✓  | ✓  | 65.7     |
| ✓  | ✓  | ✓  | ✓  | ✓  | 68.2     |

HP: Hierarchical Prototypes; IL: Instance-wise Contrastive Loss; PL: Prototypical Contrastive Loss; IS: Instance-wise Pair Selection; PS: Prototypical Pair Selection.

6. Analysis

6.1. Ablation Study

Effect of hierarchical prototypes. Under the full model configuration, we fairly compare single prototype hierarchy with multiple prototype hierarchies by using the same number of prototypes for both cases. Comparing the second and fourth row of Tab. 6, we can observe a 1.1% performance gain after adding two more hierarchies of prototypes, which verifies the benefit of using hierarchical prototypes.

Effect of pair selection. In Tab. 5, a 0.8% performance gain is obtained after adding the negative pair selection scheme in instance-wise contrastive learning (fourth row vs. second row). Prototypical pair selection is less effective when applied individually (third row). However, by combining two pair selection schemes, the full model achieves the highest accuracy of 69.2% (fifth row), which demonstrates the complementarity of two pair selection schemes.

Effect of instance-wise and prototypical contrastive loss. From the last three rows of Tab. 5, we observe a 3.5% (1.0%) performance decay when the instance-wise (prototypical) contrastive loss is removed, which proves that these two kinds of contrastive losses are complementary.
Figure 3. Visualize the images associated to a chain of prototypes from the bottom (i.e. first) hierarchy to the top (i.e. third) hierarchy.

Table 6. Sensitivity analysis on the number of hierarchies and the number of prototypes. All results are on linear classification.

| Configuration of prototypes | Top1-Acc |
|-----------------------------|----------|
| 3000                        | 68.0     |
| 6000                        | 68.1     |
| 3000-2000                   | 69.0     |
| 3000-2000-1000              | 69.2     |
| 3000-2000-1000-500          | 69.2     |
| 1000-500-200                | 68.7     |
| 3000-2000-1000              | 69.2     |
| 10000-5000-1000             | 69.2     |
| 30000-10000-1000            | 69.3     |

6.2. Sensitivity Analysis

**Sensitivity to the number of semantic hierarchies.** In the first section of Tab. 6, we find that more semantic hierarchies (3 or 4 hierarchies) obviously benefit model’s performance on linear classification. Under such settings, the hierarchical semantic structures underlying the pre-training database can be well captured by hierarchical prototypes.

**Sensitivity to the number of prototypes.** According to the second section of Tab. 6, the three configurations with sufficient prototypes (second to fourth rows) perform comparably well, while the configuration with insufficient prototypes (first row) performs worse. These results illustrate the importance of using abundant prototypes to fully capture the semantic clusters underlying the data.

6.3. Visualization

**Visualization of hierarchical semantic structures.** In Fig. 3, we visualize the images assigned to a chain of prototypes, which capture some interesting semantic hierarchies, *i.e.* “grizzly bears with fish in their mouth and rambling in water” → “bears or dogs swimming or rambling in water” → “different animals staying above water”.

**Visualization of pair selection.** Fig. 4 shows the query sample and the negative candidates eliminated by our selection scheme. Most of these eliminated candidates own similar semantics with the query, which verifies the effectiveness of the proposed instance-wise pair selection.

7. Conclusions and Future Work

This work proposes a novel contrastive learning framework, Hierarchical Contrastive Selective Coding (HCSC). In this framework, the hierarchical semantic structures underlying the data are captured by hierarchical prototypes. Upon these prototypes, a novel pair selection scheme is designed to better select positive and negative pairs for contrastive learning. Extensive experiments on various downstream tasks verify the superiority of our HCSC method.

The main limitation of the current HCSC method is that the hierarchical prototypes discovered during pre-training are discarded in downstream tasks. However, these prototypes contain rich semantic information, and they should benefit the semantic understanding of a downstream application in some way. Therefore, our future work will mainly focus on enhancing model’s performance on downstream tasks by fully utilizing hierarchical prototypes.
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