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Abstract: This work conducts a systematic literature review about the domain of personalized advertisement, and more specifically, about the techniques that are used for this purpose. State-of-the-art publications and techniques are presented in detail, and the relationship of this domain with other related domains such as artificial intelligence (AI), semantic web, etc., is investigated. Important issues such as (a) business data utilization in personalized advertisement models, (b) the cold start problem in the domain, (c) advertisement visualization issues, (d) psychological factors in the personalization models, (e) the lack of rich datasets, and (f) user privacy are highlighted and are pinpointed to help and inspire researchers for future work. Finally, a design framework for personalized advertisement systems has been designed based on these findings.
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1. Introduction

1.1. Advertisement Domain

Electronic commerce applications play an important role in everyday life for millions of people [1]. Peoples’ daily activities in many sectors such as financial transactions, navigation, and entertainment have changed [2]. A popular domain that has benefited from this evolution is marketing and advertising [3–5]. This can be illustrated by the fact that Facebook’s worldwide advertising revenue from the previous year is estimated at USD 69 billion while Google’s is estimated at USD 134 billion.

Nowadays, this domain is combined with other emerging software-related domains such as artificial intelligence, semantic web, internet of things (IoT), and hardware-related technologies (sensors, RFIDs, augmented reality—AR, etc.) [6,7]. Researchers and industries focus on collecting and utilizing contextual knowledge, every piece of information that is useful for inferring a user’s situation and determining his/her requirements to display the right advertisement at the right time (contextual-based advertising) [8,9]. Such information could be (a) user environment (location, activities, etc.), (b) user browsing history and cookies (e.g., pages visited, searching for products, etc.), or (c) user profile (social media data, preferences, check-ins, etc.) [10]. Such approaches offer new opportunities for advertisers, users/potential customers, and personalized advertisement mediator systems. More efficient personalized systems can be designed, and better customer relationships and more interactive communication between consumers and businesses can be built [11–13].

1.2. Related Reviews and Motivation

There are some very interesting reviews in the literature that have inspired our work. These works can be classified into two major categories. The first category includes works that focus on studying the computational techniques that have been used by researchers to display relevant ads [8,14]. These works present and discuss state-of-the-art algorithms and techniques that are used in personalized advertisement domains, such as those applied...
when ranking advertisements, deciding whether to display an advertisement, or real-time bidding (RTB).

For the work included in the second category, many researchers focus on non-computational/theoretical issues that are important when designing personalization models in their reviews. Cleff 2010 focuses on privacy and discusses fundamental principles and information practices that are used for protecting the private data of individuals [15]. Shankar et al., 2010, propose a design framework that comprises three key entities: the consumer, the mobile, and the retailer [11]. In the same spirit, Boerman et al., 2017, provide an overview of the empirical findings by developing a framework that identifies and integrates all of the factors that can explain consumer responses toward behavioral advertising (e.g., level of personalization, individual characteristics, etc.) [16]. The framework addresses key related issues such as mobile consumer activities, mobile consumer segments, mobile properties, key retailer mobile marketing activities, etc. Bhat et al., 2019, conducted a systematic review of social marketing and happiness management [17]. They summarize the key findings of different research articles and identify important research gaps. Additionally, Cherubino et al., 2019, study neurophysiological measures and how they affect consumer behavior [18]. Swani et al., 2020, focus on B2B advertising and areas such as the applied theories; the message, content, and strategies used; media; performance metrics; and budgeting [19]. Furthermore, Bauer et al., 2011, and Grewal et al., 2016, both discuss technical factors (e.g., context variables, computational experimental analysis, etc.) and other non-technical aspects in their works to examine advertising in a more general way [20,21]. Aspects such as methodological approach (design-oriented approach, social science experiment with users, computational experimental analysis, and survey), advertisement goals, metrics, and other factors are discussed.

Beginning with the first category, to the best of our knowledge, reviews that focus on computational models in personalized advertisements have been conducted for a few years; thus, it is useful to collect and discuss findings from the past few years. Artificial intelligence, big data, internet of things, etc., are now used consistently for this purpose [22–24]. Additionally, works that examine the domain in a more broadened way (second group above) provide interesting findings that could be used in personalized advertisement systems to enhance them. For example, by taking these findings into consideration, systems can improve their architecture, their user interface/design, have more efficient computational models, etc. Not only personalized advertisement but also “personalized marketing” could be achieved, improving the user experience.

1.3. Objective and Contribution

The objective of this work is to provide a systematic literature review in the field of personalized advertising and to combine both the above worlds, spot interesting findings, and present a design framework that could be adopted by personalized advertisement systems.

Upon conducting this extended analysis in the literature, the following questions will be answered:

a. What types of techniques, methodologies, and approaches (design-oriented, system implementation, computational techniques, etc.) are used to achieve better personalized advertisements?

b. What kind of issues, challenges and limitations exist in the domain?

c. How can we combine the personalized advertising domain with other domains such as recommender systems, social networking analysis, semantic web, IoT, marketing, business, etc., and bridge the gap between them?

The contributions of the present work can be summarized through the following points:

1. This work performs a systematic literature study in the field of personalized advertising techniques and presents them in groups based on the focus and the approaches that are used. Because of the commercial value of the domain, many researchers and companies do not reveal much information.
2. This work explores the potential of this domain along with the potential of other software and hardware related emerging domains such AI, semantic web, IoT, etc., and discusses challenges, opportunities, issues, limitations, and future trends in detail.

3. This work presents a design framework that incorporates all of these findings and could be adopted when designing personalized advertisement systems.

The paper is structured as follows: Section 2 presents the research method that has been followed in detail and contains all of the necessary information about how the works were selected and identifies the research questions that we aim to answer. Section 3 presents these works by category, highlights some key points, and answers the first research question above. In Section 4, the Discussion section, presents the findings, challenges, limitations, future trends, etc., in detail and answers the second research question. Section 5 illustrates the presented design framework and answers the third research question. Finally, Section 6 concludes the paper.

2. Research Method

The research method followed in this review is based on the PRISMA Statement and is illustrated in Figure 1 [25,26]. PRISMA stands for Preferred Reporting Items for Systematic Reviews and Meta-analyses. It is a formal and well-known set of guidelines/steps that is used by researchers for reporting systematic reviews and meta-analyses. Several conceptual and practical advances in the science of systematic reviews are addressed following this method. The following steps are included:

1. Work identification;
2. Screening;
3. Inclusion in the review.

![Figure 1. Research method.](image-url)
In more detail:

**Step 1. Work Identification**

To begin, quick research was performed using review papers from related domains to spot the all the well-known scientific databases [27,28]. After that, we defined all of the keywords that were used to retrieve articles. The keywords that we used were “mobile advertising”, “computational advertising”, and “personalized advertising”. An extensive search was conducted in all of the related and well-known scientific databases, such as ACM, IEEE, Elsevier, Springerlink, Microsoft Academic database, Hindawi, Taylor and Francis, DOAJ, Wiley, Web of Science, Emerald, etc. Google Scholar was also used to retrieve other works that may have been omitted. It is worth mentioning that a filter to only return papers that were published after 2005 was set. Regarding the selection of 2005 as a starting point, it was chosen (a) because it was a milestone (the mobile commerce area started in 2005, but our research does not only focus on mobile commerce advertising) and (b) to achieve a balance between presenting up-to-date works and including a representative sample that shows the evolution of the domain through the years. Titles and abstracts from the returned results were collected (over 2000). Then, all duplicates were removed.

**Step 2. Screening**

Regarding the screening process, a detailed study was performed on these titles and abstracts to identify the relevance with the topic (personalized advertisement techniques). Papers that focus on other areas, although the terms “advertising” and “marketing” appear in the paper, were excluded. We also excluded those that focus on areas other than the scope of our study even if the terms “computational”, “personalized”, and “mobile” appeared in the paper. Finally, over 1600 records were removed. 417 articles qualified for detailed study. In this step, 116 works were excluded since their focus was in other areas.

**Step 3. Paper inclusion**

Finally, 301 papers from the most well-known journals and conferences of the domain are included in the presented study. These papers have been grouped into six categories (relative to the focus of the study) and are presented in detail in the next section. Useful information regarding the techniques that were used, and the focus of the study were drawn from each paper. This information is presented in Section 3 of this manuscript. Figure 2 presents the number of papers that are included from various sources/scientific databases, and Figure 3 displays the number of publications by year.

---

**Figure 2.** Papers and scientific databases.
3. Categorization of Research Literature Based on the Topic and State-of-the-Art Techniques

After studying the selected works, the approach that was followed in this manuscript was to group them based on the aim/topic and the approaches/techniques used in each work. These works have been grouped into the following six categories (Figure 4):

1. Works where the aim is to design and implement a personalized advertisement model. Personalized advertisement models that utilize user context, profile, history etc., and then try to predict user interests about the available advertisements, usually by predicting CTR (click-through rate) or by ranking them. To achieve this, they apply computational techniques such as neural networks, distance function, probabilistic-based techniques, among other techniques.

2. Works where the topic is a content-based analysis and text matching. Researchers in this domain focus on techniques that extract textual information from (a) a web page (or even a mobile application or a video), (b) the candidate advertisements, and (c) the user profile. This information is usually represented by keywords and tags. Finally, researchers try to find the most suitable advertisement based on this content/keyword matching.

3. Works that are interested in studying consumer behavior and identifying the personalization factors that affect user attitudes towards advertisement acceptance. Usually, surveys and real-user experiments are used for these purposes. Although the vast majority of these works focus on the design step of a model or a framework and does not include implementation, to the best of our knowledge, their findings are very useful and can be used to enhance existing state-of-the-art personalization models (e.g., as input variables, for better context perception).

4. Works that consider advertiser bidding and the scheduling of advertisements and that focus on maximizing their profits. The topic of these works is the optimal scheduling of the advertisements based on the advertiser’s budget.

5. Works that focus on privacy and security regarding the personal data of the users. Privacy and security are very important factors when developing advertisement personalization systems, and consequently, many researchers focus on the design and the implementation of related techniques.

6. Works that focus on advertisement positioning, interactivity, and visualization. Their aim is to identify optimal advertisement positioning, design techniques for image and message customization, and other related issues.

The selected works were categorized into the above six categories because these six categories (a) have a different topic/aim (highlighted as important in the literature, having a sufficient number of related works), (b) could potentially be combined in an advertising service consisting of different components, and (c) are mutually exclusive (apart from very
few exceptions that had a two-fold objective). The number of articles that belong to each category is displayed in Figure 4. All of these categories are presented below.

![Figure 4. Number of works regarding each category.](image)

3.1. Research in Computational Models That Predict User Interest towards Ads

As discussed above, the first and most popular category concerns personalized advertisement models that utilize user context to predict his/her interest about the available advertisements [29]. The purpose of these models is to predict CTR and to rank the available advertisements [30]. By studying these works, the aim is to review the techniques that have been used during CTR prediction and to identify the state-of-the-art techniques.

The first step for implementing these models is to collect useful information about the user. Techniques from context-based systems, IoT, or semantic web are used to infer and represent the user profile and context [31]. To become more specific, mobile programming development technologies (e.g., Java, Kotlin, Swift) provide developers with the capability of gathering user information and implementing the interface [32]. Additionally, the evolution of IoT platforms such as Node-RED (https://nodered.org/, 10 November 2021), Google Cloud (https://cloud.google.com/, 10 November 2021), Particle.io (https://www.particle.io/, 10 November 2021), and many others can provide a huge boost to this domain since data from many devices and services can be extracted. [27]. Variables such as time, location, history, demographics, activity, device type, mood, blood pressure, etc., are utilized in the models as inputs [33]. Semantic web technologies such as ontologies and rules (e.g., Sesame, Jena and other tools are used for this purpose) can be applied to model these entities, manipulate data, and solve potential interoperability issues (when transferring data between different services) [34].

The second step is to apply computational techniques to achieve the desired purpose. Many well-known programming languages have been used (e.g., Java, PHP, R etc.), but Python is adopted by the vast majority of researchers to implement these computational techniques [35]. Python provides standard libraries that can be incorporated and modified by researchers/developers to implement computational techniques. A lot of techniques have been used for these purposes. Some well-known categories that could be spotted in the literature are the following:

- **Graph-based methods (Gh), social**—e.g., PageRank: Mathematical structures used to model pairwise relationships between objects. A graph consists of vertices that are connected by edges [36,37].
- **Classification methods (Cs)**—e.g., naive Bayes, k-NN, logistic regression, decision trees, random forest, support vector machines, factorization machines-based models, etc.: Classification algorithms are used to categorize data into a class or category for a given example of input data. There are three types of classification that are possible: binary classification, multiclass classification, and multilabel classification [38].
• Knowledge-based (Kb) or Rule-based methods: These systems are a form of AI and aim to capture the knowledge of human experts for support decision-making. A knowledge-based system has two distinguishing features: a knowledge base to represent the existing knowledge and an inference engine to derive new knowledge [39].

• Clustering (Cl)—e.g., fuzzy clustering, k-means: These approaches try to identify similar classes of objects. Clustering is an unsupervised machine learning task. It involves automatically discovering natural grouping in the data [40].

• Distance functions and weight-based algorithms (Wd): Mathematical formulas that are based on distance functions and weights. A distance function is a function that gives a distance between each pair of point elements in a set [41].

• Statistical and probability-based (Sp)—e.g., Markov-based: Mathematical formulas that are based on statistics and probabilities [42].

• Collaborative filtering techniques for ranking (Cf)—e.g., matrix factorization, principal component analysis—PCA, SVD, similarity-based: These techniques are used consistently in recommender systems, and they aim to identify similarities among users [43]. When they provide recommendations to a user, the core philosophy is to identify users with similar behavior (e.g., purchased items) and recommend items from their lists.

• Neural networks (NNs)—e.g., deep learning in the vast majority of methods, such as deep Boltzmann machines, deep recurrent neural networks, deep reinforcement learning, etc.: NNs are computing systems inspired by the biology and the neurons that constitute animal brains. Every NN system is a web of interconnected entities that are known as nodes where each node is responsible for a simple computation. Node elements receive inputs and deliver outputs based on their predefined activation functions. Typically, NNs are aggregated into layers [44].

Thus, every work in this domain is assigned to one of the above categories depending on the approach that is used. In some rare cases, where a combination of techniques is used in a paper, both techniques are considered. Figure 5 below displays (grouped) these approaches through the years. The time periods were selected to be almost equally distributed. It can be noticed that during the period of 2006–2013, the graph-based techniques were used a lot, showing a trend towards social-based recommendations during this period (eight works are included for this time period, and afterwards, their number was reduced significantly). From the same figure, we can conclude that in the past few years, classification and neural network-based approaches have been used to most. Indeed, factorization machine-based models and deep learning have been highlighted as the most popular and promising techniques in the domain, having overcome many challenges [29]. Presently, researchers have focused on this domain. Additionally, the use of graph-based and statistical methods has decreased. It is worth mentioning that the datasets found e.g., in Kaggle (Avazu, Avito) (https://www.kaggle.com/datasets, 10 November 2021), Criteo (https://labs.criteo.com/2014/02/download-kaggle-display-advertising-challenge-dataset/, 10 November 2021), Meitu, among others (some not publicly available), have been used to evaluate models [45]. Table A1 in Appendix A includes all of the works that have been collected and grouped together into this category in more detail along with the techniques that are used in each one. Moreover, a few related reviews are included in this category (but omitted in the diagram below).

3.2. Research in Content-Based Analysis and Text Mining

An important part of the literature includes works that focus on content-based analysis and text mining. Researchers extract textual information from a webpage (or even a mobile application or a video), the candidate advertisements and the user profile (usually as keywords), and they then try to find the most suitable advertisement based on the content of the profile/keyword matching. By studying these works, the objective is to review the techniques that have been used in this domain and to identify the current state of the art. Researchers usually use natural language processing (NLP) techniques to extract
related entities that can be used for sentiment analysis on reviews, for aspect mining, topic modeling, or even for message generation. Classification techniques, clustering techniques such as latent Dirichlet allocation, neural networks, among others, are used consistently for these purposes. Additionally, distance functions, weighted-based algorithms, etc., are used for keyword matching. Sometimes all of the above techniques are combined with semantic web technologies such as ontologies to enhance the whole process (e.g., for synonyms, for interoperability).

In order for the implementation to be more specific, first of all, standard web development technologies (such as HTML, CSS and JS) or mobile development technologies (e.g., Kotlin) can be used to create the user interface, interact with the user, and extract information [46]. Once again, many well-known programming languages have been used to build computational models, but Python is adopted by the vast majority [35]. Semantic web technologies such as Sesame, Jena, among others, are sometimes used to model related entities and to conceive semantic similarity.

In Figure 6, all of these techniques are grouped, and the number of works that belong to each group is displayed (if a combination of techniques is used in a work, both techniques are considered). Table A2 in Appendix A displays these works and the techniques used in each case in detail. More sophisticated techniques such as deep networks, classification, and clustering seem to outperform distance-based formulas and are used more consistently the past few years.
3.3. Works That Identify Factors That Affect Advertisement Acceptance

A lot of researchers focus on identifying the most important factors that affect user attitude towards advertisements [47]. By studying these works, the aim is to spot and write down these factors and to provide suggestions on how personalized advertisement models can use these findings to become even more effective. Usually, their methodology consists of three phases. In phase 1, they collect the data; in phase 2, they apply computational techniques to these data to extract important factors and findings; and in phase 3, they present these findings, usually by designing a framework. Regarding the data collection process, researchers typically use questionnaires or conduct real user experiments to collect data. In the past few years, more sophisticated experiments that involve neuroscience technologies (e.g., Electroencephalogram, eye tracking, facial coding etc.) have been conducted [48]. Tools such as Versatile EEG, EyeWorks, Observer XT, and many other are used for these purposes [49]. Some other approaches also use business datasets to extract useful information.

Regarding data management and the factor extraction process (phase 2), the most common practice is to apply statistical analysis techniques such as ANOVA, correlation, factor analysis, etc., to the data. SPSS software is widely adopted, but many other tools are used as well [50]. Moreover, more sophisticated machine learning techniques (classifiers, Support Vector Machines, etc.) have been used in a few cases when more data are available (e.g., in cases where researchers utilize business data). Finally, many factors/findings have been highlighted as being important in the literature, such as entertainment, gamification, informativeness, social ties, psychological factors, etc. [51]. Table A3 in Appendix A displays all of these factors along with the techniques used to extract them in detail. Context-aware systems that display advertisements can infer these factors and can include them as input in the models to enhance them.

3.4. Research in Real-Time Bidding (RTB) and Advertisement Scheduling

This section includes a group of works that consider advertiser bidding and the scheduling of advertisements, focusing on maximizing their profits. User interest towards an advertisement is combined with advertiser bidding/budget to find the optimal strategy for them. By studying these works, the aim is to review the techniques that have been used and to identify the state of the art. Many techniques have been used for this purpose such as:

- Graph-based;
- Clustering;
- Optimization functions (e.g., minimax-based functions, game theory-based, etc.);
- Classification (e.g., logistic regression);
- Statistical and probability based;
- Knowledge-based and rule-based methods (e.g., Apriori);
- Shallow and deep learning neural networks (deep Boltzmann machines, deep reinforcement learning, etc.).

Similar to above, the Python programming language is used by most developers for implementation. Figure 7 below displays these approaches grouped by category. Not surprisingly, optimization functions are of the vast majority in this category. Deep learning and regression methods seem to fit well and could also be used more frequently. Table A4 in Appendix A provides more information about the works and the techniques used.

3.5. Privacy-Based Approaches

In the literature, privacy is highlighted as a very important factor when designing advertisement services, especially with the new regulations. By studying these works, the aim is to review the state-of-the-art techniques that have been used in this domain regarding privacy and security so that personalized advertisement systems can adopt them. Researchers usually apply a privacy-focused software architecture, encryption techniques, and other methods in rare situations. Common web and mobile development technologies
are used for the system implementation. Table A5 in Appendix A presents works from this domain that were spotted in the literature and the approach that they use. To the best of our knowledge, it can be determined by that there are not enough works that utilize the knowledge-based techniques, rule-based approaches, and neural networks. These approaches have been used for fraud detection, privacy, etc., in other domains, and it would be interesting to examine if any of the above techniques (classification, NNs, etc.) can be used in advertising (e.g., image recognition, detect privacy violations, etc.) in future research.

![Figure 7. Approaches used in real-time bidding (RTB) and ad scheduling.](image)

### 3.6. Research in Advertisement Interactivity and Visualization

Last but not least, various works have been spotted in the literature that focus on the presentation and the visualization of advertisements. The aim here is to spot the state-of-the-art techniques that have been used in this area and to provide suggestions on how they can enhance personalized advertisement systems. These works are grouped into the following categories based on the purpose they have:

- Optimal ad positioning;
- Advertisement (message or image) customization;
- Infer user emotion and intention when viewing the advertisement;
- Advertisement interactivity.

More specifically, regarding the first category, many researchers focus their interest on optimal ad positioning [52]. Probabilistic, software architecture-based approaches, and other techniques are used for this purpose. Regarding the second category, a common practice is to customize advertisement images or messages as well [53]. Statistics (usually in data from real user experiments), fuzzy logic, neural network-based, and other methods are used in this direction. Moreover, in the past few years, other approaches have gained popularity and can extract user emotions by applying neuroscience techniques or use new hardware and software-based techniques like Augmented Reality to present the advertisement in a more interactive way [54,55].

Regarding implementation, standard web/mobile development, and neuroscience technologies (that are discussed in detail above) are used to obtain information, create the user interface, and develop the related algorithms. It is worth mentioning the evolution of augmented reality, which has gained huge popularity in the past few years. Tools such as Vuforia, ARKit, etc., are used to develop such functionalities [56].

Table A6 in Appendix A below presents all of the related works (including the approach/techniques which are used and their purpose), and the diagram in Figure 8 displays all of these grouped into the above four categories. From the findings, it can be spotted that neural network-based techniques and optimization functions could be used more often in ad positioning.
4. General Discussion, Challenges and Future Trends

After conducting this extensive research and thoroughly studying the existing solutions, the following general points/challenges can be highlighted:

- Existing approaches in the literature that focus on implementing personalized advertising systems are completely user-centered and do not take advantage of existing business/advertiser data to infer the useful information about advertisers.

Usually, businesses either (a) analyze their data using their models and deploy their marketing strategy by providing explicit specifications about their target group to an external personalized advertisement system; (b) send their ads to an advertisement network and rely on its personalization system; or (c) use a combination of these two approaches to improve the results [57]. In the first case, the usually omit factors that affect the result, and their specifications are relatively simple (e.g., demographics, location, time, etc.). Regarding the second case, the personalization system lacks some information that possibly affects the result because these systems only focus on analyzing user data. Apart from using only users’ contextual and historical data in the personalization models, an extra layer can be added. This layer can contain contextual and historical data belonging to the advertiser to improve the results. To be clearer, one can imagine a scenario where a coffee shop would like to place an advertisement into a personalized advertisement system/network. The system can obtain this coffee shop’s check-ins or reviews to infer useful information about this business/potential advertiser (e.g., its popularity depending on the time) and can take this information into account using the personalization model along with other factors such as user historical data, context, etc. By combining both layers, the results can be improved significantly. This approach can also be very helpful in cold start cases where limited data or even no data are available for the user [58]. Relative APIs (e.g., Google API) exist so that personalized advertisement services can extract useful information. It is worth mentioning that no privacy issues exist, as no personal user information is revealed (only an id is visible). Additionally, semantic web technologies can be used for this purpose to provide a general representation standard and to bypass data heterogeneity limitations.

- Exploit Semantic Web technologies to a great extent regarding all of the related aspects.

To the best of our knowledge, the semantic web technologies that are mentioned above are mostly used (a) in approaches that use keyword matching to enhance the search results and the matching of ads or (b) to enhance contextual knowledge and data representation. This domain has a lot more potential. First, representing advertisements with a formal representation standard could make them machine independent and interoperable. For example, businesses could upload their ads in a formal way on their website (e.g.,

Figure 8. Purpose and techniques used.
use JSON, RuleML format, etc.), and various personalized advertisement networks could retrieve them [59]. Additionally, the same approach can be used to upload their data or even their preferences. Advertisement networks can retrieve and use business data (e.g., check-ins, target group, etc.) in their personalization approaches to improve the results.

- Cold start (or even no data at all).

A very popular problem where the output of the system depends on the history of inputs is the cold start. For example, when a new user or a new item is inserted into the system [60,61]. Because of the limited historical data, systems and their personalization models have trouble providing accurate information [62]. Many researchers in the recommender systems domain focus on developing personalized models specifically for these purposes. Surprisingly, almost none of the studies focusing on existing approaches to implement personalization models for advertisements focus on this problem. Cold start is very important in the advertisement domain because user data will often not be available (e.g., user does not give consent, user has limited interaction/historical data, a new advertisement is added to the network, etc.). Existing state-of-the-art techniques from the cold start recommender system domain should be tested for advertisements, or new approaches that are specialized in the cold start advertisement recommendation domain should be implemented [63].

- Exploit the capabilities of relatively new technologies such as big data, IoT, and augmented reality (AR).

After thoroughly studying the literature, to the best of our knowledge, these technologies are still immature in the advertisement and marketing domains; thus, they have a lot of potential. Even more could be achieved. They offer advertisers the opportunity to conceive the user context in more detail, to create interactive experiences for their potential customers, and build better relationships with them.

Beginning with the big data and IoT domains, relatively few studies focus on providing personalized advertising models based on these technologies [26,54]. New technologies have emerged and provide a lot of potential. For example, apart from the IoT platforms that are mentioned above (Node-RED, Google Cloud, etc.), new messaging protocols such MQTT, hardware technologies (e.g., RFID), big data platforms (e.g., Spark, Hadoop), and many others provide a lot of capabilities [64]. Collecting data not only from PCs or mobile phones but also from various home appliances such as TVs, air conditioners, kitchens, etc., will lead to a new digital innovation in the next few years [21,65]. Future personalized advertisement models should be capable of collecting and analyzing these data and of providing more efficient results/advertisements to users (e.g., they should also collect data on the physical purchases that users make in order to display relevant ads).

Augmented reality is a new and exciting technology that can be used to provide better user experiences and to build superior customer-advertiser relationships as well. By using the AR tools that are referred to in the previous section, advertisements can act as “meaningful” media. More specifically, AR creates meaningful brand experiences by addressing the user’s mind, emotions, and physical experience [56].

- Most of the personalization models do not include the factors that have been highlighted in the literature as important in consumer decision making (e.g., user centric approaches, user involvement, self-esteem, gamification, etc.).

One important category in the proposed systematic review is surveys that try to explore factors that affect consumer decision making and that use questionnaires, experiments, or even cognitive neuroscience techniques in the field of decision making. These findings have great research potential, especially when they are combined with other domains. First of all, some psychological factors that have been highlighted by researchers can be utilized to enhance existing personalization models. Inferring the psychological characteristics of users and inserting them as input variables into a personalization model could significantly improve the results. New technologies such as IoT and semantic web
can help in this direction, as discussed above, by providing an overall “extended” context perception. Furthermore, AR can be used to cover factors regarding user experience and involvement as discussed in the above point [66]. Last but not least, new business models have been adopted over the past few years in this direction. For example, business models that reward users for watching ads (e.g., get some credits/points relative to the app used) [67]. More research should be conducted in this direction, regarding the business perspective as well.

The main limitation here is the necessity of having knowledge in various domains such as psychology, business, data mining, software engineering, and neuroscience.

- Lack of rich public datasets.

In the previous years, researchers pinpointed the lack of datasets in the domain. A lot of works did not provide their datasets to the public [68]. Others suffer from a small set of test subjects, a short time frame, diversity in locations, etc. Although some qualitative datasets have been released (they are referred above) in the past few years, to the best of our knowledge, there is still a need for richer datasets that contain many variables, especially those that are context related. Often, personalized advertisement systems have trouble evaluating their approaches (due to lack of relative datasets or adjust their input variables/factors accordingly), omitting useful information.

- Apart from finding the most suitable advertisements, there are other domains that need more in-depth study, such as the frequency of the advertisement, advertisement message, and image customization, providing detailed explanations to the user about the advertisements, etc.

To begin with, explaining recommendations to the user (why an item is recommended) is a popular domain of recommender systems [69]. From our study, we noticed that the related literature lacks approaches that focus on explaining the advertisement to the user in a more efficient way [70]. No explanations or explanations that are too simple are provided. Explaining ad messages is important because it helps to provide a better user experience, builds better relationships with the user/potential customer, creates a better attitude towards advertisements, etc. Applying machine learning and knowledge-based techniques in advertising personalization systems can help.

Furthermore, another area that needs to be studied more extensively is advertisement customization depending on user context (e.g., different image, different text message, etc.). Depending on the unique characteristics of the advertised product and the user context, (a) the advertising message may require different key attributes to attract the attention of the user and be more efficient, and (b) the advertisement image could be selected relative to the user. Although some works were spotted and included in this study, the vast majority of the studies focused on understanding the general attitude of users/customers toward mobile advertising and did not address the issue of spotting important advertising attributes for products and services. Techniques such as sentiment analysis and NLP, image analysis, and others can be used for these purposes [71]. For example, advertisements can provide the products or services that they would like to advertise, and the message could be generated automatically relative to the user.

Regarding optimal advertisement positioning, we noted that the literature lacks methods that are based on optimization functions. Moreover, deep learning could be used more for this purpose. Such methods seem to fit well for this purpose, and it would be interesting to test them.

- Few knowledge-based approaches regarding personalized advertisement systems exist in the literature.

After studying the literature, it can be noticed that in personalized advertisement systems, knowledge-based approaches are a minority. Although knowledge-based approaches have some drawbacks, these technologies can be combined with the other approaches to enhance the results [72]. Furthermore, we can combine rule-based and semantic web
technologies (SWRL, RuLeML, Sesame, Jena etc.) with innovative interfaces to help advertisers deploy their strategy or to help users filter their preferences [46]. Semantic web provides many more capabilities apart from improving search results. Since rules are declarative, advertisers or users/potential customers can easily conceive, create, and edit them. Consequently, they can customize the service(s) according to their needs. Moreover, combining data from various sources (e.g., user profiles, social networks, points of interest, etc.), rules, and ontologies provide advertisers with great flexibility and advanced expressiveness. Therefore, advertisers and users can easily define their preferences, cover a lot of possible situations, and enjoy better quality personalized information according to their requirements.

- The line between privacy and advertising effectiveness.

One important issue that has been highlighted in the literature and that has to be discussed is the line between privacy and advertising effectiveness. Cross-domain knowledge and collaboration are needed for this purpose. Furthermore, personalized advertisement systems should always consider privacy issues and, consequently, privacy-oriented frameworks and architectures should be investigated further. Moreover, some of the techniques that are presented in the manuscript and are used in other areas (knowledge-based, classification, NNs, etc.) should be tested for this purpose (e.g., image recognition, detect privacy violations, etc.).

5. A Proposed Design Framework for Personalized Advertisement Systems

Taking all of these into consideration, a design framework for personalized advertising systems has been designed and illustrated in Figure 9. The purpose of the framework is to incorporate the findings of this extensive review and to help developers design personalized advertising systems. It discusses the steps that are necessary for providing personalized advertisements in detail along with the techniques and technologies that could be used in each step. The framework consists of four layers that are described in detail below:

![Figure 9. The design framework.](image-url)
- **Data collection layer**

  The first step is to collect all of the necessary information regarding users and advertisers. The proposed framework provides two extra additions to existing approaches to enhance this process. First of all, it suggests that personalized advertisement systems should not only collect all of the related context-related attributes of the user (profile, history, social, time, location, connected devices, etc.) but also combine them with psychological factors that can positively affect the attitude towards ad acceptance. These factors can significantly enhance the results. This is defined in this work as “extended user context”. The second addition regarding existing approaches is the utilization of advertiser data to a great extent. More specifically, apart from collecting only advertisement-related data (e.g., text, image, etc.) and advertiser specifications for the target group, it is recommended to utilize the advertisers’ related information, such as check-ins, reviews, and every piece of available information, if possible. Various sources exist and can be used for these purposes (e.g., Google Places API, DBpedia, etc.). In this direction, IoT platforms and the Semantic Web can provide a huge boost. IoT platforms can provide a better context perception by collecting data from various sources. Additionally, the semantic web should play a more important role in this layer. Its vision is based on data exchange by providing a formal representation standard. Information can be easily read and used by other services; thus, the data collection process could be boosted. Platforms such as Node-RED, Google Cloud, etc., can be combined with semantic web technologies and tools (RDF, OWL, Sesame, Protégé, etc.) to implement this step based on the needs of the service [73]. As mentioned previously, many sources in the web that can be used to obtain useful data exist (e.g., Social Media data, Google, etc.).

- **Data management layer**

  This layer includes data representation, storage, and management. The use of semantic web, big data, and IoT technologies is recommended used for this purpose. As previously discussed in detail, it is important to exploit the full potential of these technologies. Semantic web technologies and tools (e.g., Sesame, Jena, Virtuoso) are suitable for data representation and knowledge management (e.g., complex queries, relationships, reasoning, etc.). Additionally, IoT, big data, and other cloud platforms can be used for data management, storage, and processing (e.g., Spark, Hadoop, Firebase, etc.) [64]. Such technologies help to manage huge amounts of data more efficiently.

- **Advertisement selection layer**

  The advertisement selection layer includes data analysis and computational techniques that are used to select the most suitable ads depending on the user. State-of-the-art technologies such as deep learning models, graph-based models, and other approaches should be used for these purposes. As it was discussed above, deep learning techniques seem to be the most promising for such purposes. Additionally, cold start recommender models should be incorporated for situations when there is a relatively new user or even a new advertisement, which is a very common phenomenon (e.g., many users do not give their consent about personal data, new advertisements being added, etc.). For the implementation of these models, the Python programming language and Django framework that are referred to in the previous section are convenient and can be used in most systems because they have many open-source libraries for that can be incorporated or modified (e.g., DeepCTR (https://deepctr-doc.readthedocs.io/en/latest/, 10 November 2021) library provides implementations for the most state-of-the-art deep NN algorithms).

- **Visualization layer**

  The visualization layer includes the presentation of the advertisement to the end user. Common web or mobile development technologies and tools that are based on the developers’ expertise can used in this step. For example, programming languages such as HTML, JS, CSS, Java, etc., and tools such as the angular framework, React JS, Android...
Studio, etc., can be used, and these tools help developers use these programming languages to design applications more efficiently [46].

This layer includes not only the way that the advertisement is delivered and its position but also image and message customization. Regarding the presentation of the advertisement, AR tools (e.g., ARKit, ARCore, etc.) and other related techniques can be used to enhance user entertainment, participation, etc. [66]. Such factors create a positive attitude towards advertising acceptance. In terms of advertisement positioning, it is suggested that optimization functions and deep neural networking be tested to a greater extent. Additionally, advertisement messages, image customization, and explanation to the end user should always be taken into consideration. NLP techniques, deep learning networks, and other state-of-the-art techniques should be used for these purposes.

As previously mentioned, the proposed design framework provides some guidelines and some points that can be considered by developers when they design such systems. However, system implementation and real-world experiments should be conducted to prove its viability and to verify it. Some possible matters/limitations should be taken into account before starting the implementation phase. First of all, because it combines many different technologies, a system’s size and implementation time should be examined when following the framework. Moreover, implementation requires a large team of developers with a broad range of experience. Last but not least, possible performance issues regarding speed, agility, etc., should be investigated.

6. Conclusions and Future Directions

This manuscript systematically analyzes and evaluates existing literature in the field of personalized advertising techniques. Apart from this, it pinpoints some interesting findings and proposes a design framework (based on these findings) that could be adopted when designing personalized advertisement systems to achieve highly targeted marketing.

All of the research questions that have been posed were answered. Specifically, Section 3 answers the first research question. A total of 301 works and the state-of-the-art approaches are presented in a condensed, succinct, and evaluative way to support researchers in orienting further research in the domain. Additionally, Section 4 answers the second research question by spotting and discussing some interesting issues/findings for future research, most of which are being highlighted for the first time (business data utilization in personalized advertisement models, the cold start problem, advertisement visualization issues, inclusion of psychological factors in the models, the lack of rich datasets, privacy). Finally, Section 5 answers the third research question and builds bridges between advertising and other related emerging domains (AI, semantic web, IoT, augmented reality, etc.) by presenting a design framework that incorporates all of these findings.

This systematic review opens future paths for more research in this domain. To begin with, the works and the techniques that are presented this manuscript provide a good background for researchers to find useful information or even can inspire them for future work. Moreover, some key points that have been spotted in this work (such as using advertisement provider data and user personality traits as inputs in the models) could lead to better personalized advertisement systems. To the best of our knowledge, it would be an interesting topic for future research to examine the performance of state-of-the-art models in such datasets (if available). Furthermore, spotting the state-of-the-art models and recent trends will help developers and researchers to improve existing solutions even further. For example, literature review analysis showed that deep NN models have dominated graph-based and statistical approaches over the past few years, and this domain has gained the focus of the researchers who are working on improving these models. Finally, combining these models with other domains (e.g., big data, IoT, AR, semantic, etc.) could help researchers and developers to upgrade these systems [74]. For example, richer datasets (exploiting IoT and big data technologies) and better user experience using AR technologies could lead to improved systems.
The proposed design framework tries to incorporate all of the findings of this research. In the future, we plan to design and implement a personalized advertisement system that is based on this framework. After that, experiments using real users that verify and validate the system will be made to show its worthiness and to investigate it for possible limitations. Furthermore, an issue that is spotted and discussed in detail is the cold start. Users do not usually provide information for privacy reasons; this, it is difficult to send them relevant advertisements. Special focus will be given to this domain, and we plan to design a methodology and to develop a system that focuses specifically on cold start advertisement recommendations in the future.
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Appendix A

Table A1. Research in computational models that predict user interest towards ads.

| Author (Year) | Approaches/Techniques | Author (Year) | Approaches/Techniques |
|---------------|------------------------|---------------|------------------------|
| (Yang et al., 2006) [75] | Social, graph-based | (Tripathi and Nair, 2006) [76] | Statistical and probability-based (Markov-based) |
| (Bagherjeiran and Parekh, 2008) [77] | Social, graph-based classification | (Xu, Liao, and Li, 2008) [78] | Questionnaires, statistical analysis, Bayesian network |
| (Gao and Ji, 2008) [79] | Architectural, provides customization capabilities to advertisers | (Pennev and Wong, 2009) [80] | Distance functions and weight-based algorithms |
| (Anastasakos et al., 2009) [81] | Graph-based, distance functions | (Li and Lien, 2009) [82] | Social, graph-based, neural network |
| (Zhang and Lu, 2009) [83] | Distance functions and weight-based algorithms (Modern portfolio) | (Baeza-Yates, 2010) [84] | Short overview |
| (Addis et al., 2010) [85] | Classification | (Kim et al., 2011) [86] | Statistical and probability-based (Bayesian-based) |
| (De Carolis, 2011) [87] | Statistical and probability-based (group-based ad recommendations) | (Spiegler et al., 2011) [88] | Statistical and probability-based |
| (Sorato and Viscolani, 2011) [89] | Minimax | (Strohbach et al., 2011) [90] | Short overview |
| (Bauer and Spiekermann, 2011) [90] | Short overview | (Dave, 2011) [91] | Short overview |
| (Stalder, 2011) [92] | Short overview | (Partridge Begole, 2011) [93] | Short overview |
| (Li et al., 2012) [94] | Classification | (Li and Du, 2012) [95] | Weight-based algorithm |
| (Balakrishnan et al., 2012) [96] | Model for TV advertising | (Al Shoaibi, Al Rassan, 2012) [97] | Weight-based algorithm |
| (Tang, Liao, and Sun, 2013) [98] | Rule-based | (Xu, Chow, and Zhang, 2013) [99] | Weight-based algorithm |
| (Khan et al., 2013) [100] | Rule-based | (Kılıç, Bozkurt, 2013) [101] | Rule-based (fuzzy compatibility score calculation engine—FCSCE) |
| (Kanagal et al., 2013) [102] | Classification (focused matrix factorization) | (Cetintas, Chen, and Si, 2013) [103] | Statistical and probability-based (probabilistic latent class) |
| (Veloso, Sousa, and Malheiro, 2013) [104] | Distance function | (Shang et al., 2013) [105] | Classification (Naive Bayes classifier) |
| Author | Approaches/Techniques | Author | Approaches/Techniques |
|--------|-----------------------|--------|-----------------------|
| (Carrara, Orsi and Tanca, 2013) [106] | Distance function, semantic | (Chan, Lin, and Chen, 2014) [107] | Distance function |
| (Chapelle, Manavoglu, and Rosales, 2014) [108] | Classification (Logistic regression) | (Dave and Varma, 2014) [14] | Review |
| (Grbovic and Vucetic, 2014) [109] | Clustering (principal component analysis —PCA) | (Djuric et al., 2014) [110] | Classification (support vector machine-like algorithm) |
| (Deng, Gao, and Vuppalapati, 2015) [111] | Collaborative filtering, clustering, big data | (Zhang et al., 2015) [112] | Statistical and probability-based (coarse-grained and fine-grained Bayesian demand modeling) |
| (Wu et al., 2015) [113] | Weight-based | (Goh, Chu, and Wu, 2015) [114] | Classification (logistic regression) |
| (Pamboris et al., 2016) [115] | Rule-based | (Dapouli et al., 2016) [116] | Classification (decision trees) |
| (Du et al., 2016) [117] | Classification (compared logistic regression, random forest, and naive Bayes) | (Juan et al., 2016) [118] | Review |
| (Lee and Choo, 2016) [119] | SVM | (Martinez-Pabon et al., 2016) [119] | Trust-based, collaborative filtering |
| (Xia, Goh, and Muthukrishnan, 2016) [120] | Distance function (minimax-based), social | (Grewal et al., 2016) [21] | Review |
| (Bauer and Strauss, 2016) [121] | Review | (Chen and Ji, 2016) [122] | Distance function |
| (Lu et al., 2017) [123] | Classification (machine learning trees) | (Chen et al., 2017) [124] | Neural network (deep belief nets) |
| (Huang et al., 2017) [125] | Deep neural network as a deep layer model, factorization machines as a shallow layer model | (Zhang, Wang and Xiong, 2017) [126] | Graph-based (max k-route) |
| (Fanjiang and Wang, 2017) [127] | Rule-based | (Roy et al., 2017) [128] | Graph-based, social |
| (Yinghao and Zhixieng, 2017) [129] | Classification (Test KNN, random forest, time series, etc.) | (Ravaei et al., 2017) [130] | Graph-based, social |
| (Kumar et al., 2017) [131] | Graph-based (PageRank), social | (Wang et al., 2018) [132] | Classification (dimension reduction) |
| (Popov and Iakovleva, 2018) [133] | Probability-based and statistical, classification (Bernoulli Naive Bayes classifier) | (Chen et al., 2018) [134] | Neural networks (gated recurrent unit neural networks) |
| (Tong, Wu, and Du, 2018) [135] | Test graph-based approaches | (Chen and Rabelo, 2018) [136] | Neural networks (deep learning, recurrent neural networks) |
| (Guo et al., 2018) [137] | Neural networks (Deep learning) | (Gligorijevic et al., 2018) [138] | Neural networks (deep memory networks) |
| (Robde et al., 2018) [139] | Neural networks (deep neural network, reinforcement learning) | (Farseev et al., 2018) [140] | Clustering (multimodal), social |
| (Maltiouse, Maslowska, and Franks, 2018) [141] | Review | (Li and Cao, 2019) [142] | Overview |
| (Tu et al., 2019) [143] | Neural network (deep neural network) | (Shi et al., 2019) [144] | Classification (field-weighted factorization machines) |
| (Yoldar and Ozcan, 2019) [68] | Collaborative filtering | (Gharibshah et al., 2019) [145] | Neural network (long-term-short-term memory LSTM network) |
| (Ouyang et al., 2019) [146] | Neural network (deep neural network) | (Li et al., 2019) [147] | Multilayer perceptron MLP-based |
| (Juan, Lefortier, and Chapelle, 2019) [148] | Classification (field-aware factorization machines) | (Chen et al., 2019) [45] | Neural network (field-leveraged embedding network—FLEN) |
| (Chakert and Lowe, 2019) [149] | Neural network (neural embedding) | (Xia et al., 2019) [40] | Classification (tucker decomposition) |
| (Ma et al., 2019) [150] | Neural network (deep spatial-temporal tensor factorization framework) | (Ren et al., 2019) [151] | Neural network (lifelong sequential modeling) |
| (Qi et al., 2019) [152] | Neural network | (Li and Xiu, 2019) [153] | Classification, probabilistic and statistical (hybrid, decision trees, and probabilistic) |
| (Zhang et al., 2019) [154] | Neural network (CNN for detecting clothes in a video and link them with the ad) | (Faroqi, Mesbah, and Kim, 2020) [155] | Distance function (linear programming models for advertisement to transit passengers) |
| (Gharibshah et al., 2020) [29] | Neural network (deep learning, long-term-short-term memory LSTM network) | (Zareie, Sheikhabadi, and Jalili, 2020) [156] | Graph-based, social |
| (Feng et al., 2020) [157] | Probabilistic and statistical (Bayes and factor analysis in business data) | (Chen, 2020) [158] | Review big data and advertising |
| (Wu et al., 2020) [30] | Tensor-based feature interaction network (TFNet) model | (Hailong Zhang, Yan and Zhang, 2020) [159] | Deep neural network, user historical behavior |
## Table A1. Cont.

| Author (García-Sánchez, Colomo-Palacios, and Valencia-García, 2020) [73] | Approaches/Techniques | Author (Belov and Abramov, 2020) [160] | Approaches/Techniques |
|---|---|---|---|
| Graph-based, social, distance functions | Distance functions and weight-based algorithms, statistical and probability-based (mathematical model, IoT) |
| Wang et al., 2020 [161] | Neural network (bidirectional long short-term memory network) | H. Zhang, Yan, and Zhang, 2020 [162] | Neural network (deep-based dynamic interest perception network-DIPN) |
| Reddy, 2020 [163] | Distance functions and weight-based algorithms (particle swarm optimization—PSO) |

## Table A2. Content-based analysis and text matching related works.

| Authors (Kurkovsky and Harihar, 2006) [164] | Techniques Weight-based (content-based, weighted keywords) | Authors (Jang et al., 2007) [165] | Techniques Knowledge-based (ontologies, a priori) |
|---|---|---|---|
| Jun and Lee, 2008 [166] | Weight-based and distance functions (tag matching) | Zhang et al., 2009 [167] | Classification, weight-based, and distance functions (tf-idf) |
| Niu, Ma, and Zhang, 2009 [8] | Survey, statistical and probability-based | Li and Lien, 2009 [82] | Neural network (artificial neural network ANN), social graph-based |
| Qiu et al., 2009 [168] | Weight-based and distance functions (sentiment analysis, tf-idf) | Addis et al., 2010 [85] | Statistical and probability-based, classification, semantic |
| Pak and Chung, 2010 [169] | Weight-based and distance functions (tf-idf), Semantic | Mei et al., 2010 [170] | Weight-based and distance functions (cosine, extract from videos) |
| Jin, Xia, and Li, 2010 [171] | Clustering (latent Dirichlet allocation LDA) | Mirizzi et al., 2010 [172] | Semantic |
| Fan and Chang, 2010 [173] | Classification (sentiment analysis, exploit user comments) | Chen et al., 2011 [41] | Weight-based and distance functions, semantic |
| Thomaou and Vazirgiannis, 2011 [174] | Weight-based and distance functions (tf-idf) | Armano and Vargiu, 2011 [175] | Weight-based and distance functions, classification |
| Dong, Hussain and Chang, 2012 [176] | Clustering (LDA) | Athanasiou et al., 2012 [177] | Semantic |
| Xia et al., 2012 [178] | Classification (vector space model) | Tagami et al., 2013 [179] | Classification (support vector machines) |
| Armano and Giuliani, 2013 [43] | Collaborating filtering | Shang et al., 2013 [105] | Classification (Naïve Bayes classifier) |
| Gong et al., 2013 [180] | Clustering (LDA) | Nath et al., 2013 [181] | Classification |
| Dacres, Haddadi, and Purver, 2013 [182] | Weight-based and distance functions (Sentiment analysis—natural language processing NLP) | Lee and So, 2014 [183] | Statistical and probability-based |
| Xu et al., 2015 [113] | Weight-based and distance functions, semantic | Soriano, Au and Banks, 2013 [184] | Clustering (LDA), statistical and probability-based |
| Xiang, Nguyen and Kankanahalli, 2016 [185] | Classification (vector space model) | Jiang et al., 2016 [186] | Weight-based and distance functions |
| Dragnoni, 2017 [187] | Clustering (LDA) | Vedula et al., 2017 [188] | Neural networks (LSTM neural networks, deep Boltzman machine) |
| Ryu, Lee and Lee, 2017 [189] | Weight-based and distance functions | Hou et al., 2018 [190] | Classification (k-Nearest neighbors) |
| Popov and Iakovleva, 2018 [133] | Classification, statistical and probability-based (Bernoulli, naïve Bayes classifier) | Dragnoni, 2018 [191] | Clustering, Weight-based and distance functions (NLP, fuzzy logic for message customization) |
| (Cabañas, Cuevas, and Cuevas, 2018) [192] | Weight-based and distance functions, semantic | Yang et al., 2019 [193] | Optimization functions (multi-level keyword optimization framework MKOF) |
| Yun et al., 2020 [194] | Review on techniques used for topic extraction in social media posts |

## Table A3. Works that identify factors that affect advertisement acceptance.

| Authors (Androulidakis and Androulidakis, 2005) [195] | Data and Techniques Questionnaires and statistical analysis | Factors/Findings General attitude towards ads |
|---|---|---|
| (Drossos and Giaglis, 2006) [196] | | Campaign strategy, source, targeting, and creative development |
### Table A3. Cont.

| Authors | Data and Techniques | Factors/Findings |
|---------|---------------------|------------------|
| (Eriksson and Åkesson, 2008) [197] | - || - | Dynamic data exploitation, real-time advertising adjustment to user, context, user-advertiser relations |
| (Lee, 2009) [198] | Experiments and statistical analysis | Presentation |
| (Lee and Hsieh, 2009) [199] | Questionnaires and statistical analysis | Entertainment, self-efficacy, informativeness, credibility, irritation |
| (Xiao, 2010) [200] | - || - | Social, demographics, ease of use, entertainment, information, credibility, permission, interactivity |
| (Coursaris, Sung, and Swierenga, 2010) [201] | - || - | Message, gender |
| (Soroa-Koury and Yang, 2010) [202] | - || - | Usefulness, ease of use, adoption intention |
| (Shankar et al., 2010) [11] | Literature review | Mobile consumer activities, mobile consumer segments, mobile adoption enablers and inhibitors, key mobile properties, key retailer mobile marketing practices and competition |
| (Ünal, Erci̇, and Keser, 2011) [203] | Questionnaires and statistical analysis | Entertainment, informativeness, irritation, credibility |
| (Maurer and Wiegmann, 2011) [204] | - || - | Social |
| (Müller, Michelis, and Alt, 2011) [205] | Literature review | Psychological factors |
| (Vatanparast, 2007) [206] | Literature review | Advertising space and its influencing factors |
| (Zhang and Xiong, 2012) [207] | Literature review | Extend existing models, location, ease of use |
| (Berger, Wagner and Schwand, 2012) [208] | Experiments and statistical analysis | Visual attention |
| (Cranor, 2012) [209] | - || - | Feedback, communication, interface |
| (Liu et al., 2012) [210] | Questionnaires and statistical analysis | Attitudes towards depending on different countries |
| (Chen and Hsieh, 2012) [211] | Questionnaires, fuzzy delphi method | Attributes related with ad message customization |
| (Varnali, Yilmaz, and Toker, 2012) [212] | Questionnaires and statistical analysis | Message characteristics, individual differences and attitudinal reactions |
| (Asimakopouloset al., 2013) [213] | - || - | Explore factors influencing ad acceptance among Chinese, Greek and American people |
| (Im and Ha, 2013) [214] | - || - | Usefulness, ease of use, behavior |
| (Wang et al., 2013) [215] | Data mining, clustering | Self-actualization, esteem, belongingness, safety, psychological |
| (Yang, Kim and Yoo, 2013) [216] | Questionnaires, statistical analysis | Usefulness, ease of use, irritation, entertainment |
| (Kim, 2014) [6] | - || - | Trust, expert |
| (Chen et al., 2014) [217] | - || - | Context and product attributes for message customization |
| (Bakar and Bidin, 2014) [50] | - || - | Age, use of technology |
| (Drossos et al., 2014) [218] | - || - | Impulse buying, product category |
| (Patrick Rau et al., 2014) [219] | - || - | Repetition, time pressure |
| (Gavilan, Avello and Abril, 2014) [220] | - || - | Mental imagery, trust |
| (Kim and Han, 2014) [221] | - || - | Information, credibility, irritation |
| (Izquierdo-Yusta, Olarte-Pascual, and Reinares-Lara, 2015) [222] | - || - | Mobile internet usage |
| (Ammar et al., 2015) [36] | - || - | Context, relevance, value, entertainment, trust. Experiments on bus passengers |
| (Crawford and Gregory, 2015) [223] | - || - | Humor |
| (Kim and Lee, 2015) [224] | - || - | Behavioral and demographics |
| (Wong et al., 2015) [225] | - || - | Mobile skillfulness, enjoyment, innovativeness, social, performance, effort expectancy, facilitating conditions, gender, experience |
| Authors | Data and Techniques | Factors/Findings |
|---------|---------------------|------------------|
| (Lim et al., 2015) [226] | Different media | -||- |
| (Cartocci et al., 2016) [227] | Experiments and statistical analysis | Gender |
| (Andrews et al., 2016) [228] | Questionnaires and statistical analysis | Difference between ad and promotion |
| (Kooti et al., 2016) [229] | Classification | Demographic, temporal, social |
| (Chen, J., and Copeland, 2016) [122] | Questionnaires and statistical analysis | User reward and participation |
| (Arantes, Figueiredo, and Almeida, 2016) [230] | Statistical analysis | Video popularity, relevance between ad and video, user profile |
| (Shin and Lin, 2016) [231] | Questionnaires and statistical analysis | Utility, entertainment, goal impediment |
| (Jiménez and San-Martin, 2017) [12] | -||- | Personal, social, epistemic factors |
| (Enwereuzor, 2017) [232] | -||- | Factors and feelings about phone call advertisements |
| (Araújo et al., 2017) [233] | Explore factors with data analysis | Age, gender, nationality, and video content regarding YouTube video advertisements |
| (Srivastava et al., 2017) [53] | Correlation, probability distribution | Aesthetic, social |
| (Bakhtiari, Ziegler, and Husain, 2017) [234] | Real user experiments and statistical analysis | User emotion, advertisement characteristics (e.g., position) |
| (Nerme, 2017) [235] | -||- | Cognitive neuroscience |
| (Gironda and Korgaonkar, 2018) [236] | Questionnaires and statistical analysis | Privacy, invasiveness, consumer innovativeness, usefulness, demographics |
| (Windels et al., 2018) [237] | Real user experiments and statistical analysis | Social, privacy |
| (Tan et al., 2018) [238] | Questionnaires and statistical analysis | Mobile self-efficacy, technology self-efficacy, interactivity, social |
| (Lu, Qi, and Qin, 2018) [239] | -||- | Sociability, enjoyment, usefulness, value |
| (Smith et al., 2019) [240] | Real user experiments and statistical analysis | Advertisement message, reward, age |
| (Lu, Wu, and Hsiao, 2019) [241] | Questionnaires and statistical analysis | Involvement, interactivity, usefulness, satisfaction |
| (Costa et al., 2019) [242] | Real user experiments and statistical analysis | Context, drivers’ attention |
| (Mpinganjira and Maduku, 2019) [243] | Questionnaires and statistical analysis | Ethics |
| (Matz et al., 2019) [244] | Machine learning techniques to data (classification, regression, correlation, etc.) | Image |
| (Strycharz et al., 2019) [245] | Real user experiments and statistical analysis | Personalization and privacy |
| (Cherubino et al., 2019) [18] | Literature review | Neuroscientific (hemodynamic activity, eye movements, psychometric responses, etc.) |
| (Wiese, Martinez-Climent, and Botella-Carrubi, 2020) [246] | Questionnaires and statistical analysis | Privacy, trust, advertising intrusive and value, social |
| (Kim and Song, 2020) [247] | Real user experiments and statistical analysis | Gamification |
| (Hussain et al., 2020) [248] | Questionnaires and statistical analysis | Celebrity trust, social |
| (Yang, Carlson and Chen, 2020) [49] | Real user experiments and statistical analysis | Augmented reality |
| (Zhu and Kanjanamekanant, 2020) [249] | Questionnaires and statistical analysis | Privacy |
| (Feng et al., 2020) [157] | Bayesian SEM (structural equation modeling) on business data | Customer mobile habits |
| (Kaatz, 2020) [5] | Real user experiments and statistical analysis | Differences between desktop and mobile device users |
| (Mulcahy and Riedel, 2020) [250] | -||- | Haptic touch |
| (Chang and Chen, 2021) [251] | Questionnaires and statistical analysis | Ease of use, use of technology |
| (Winter, Maslowska, and Vos, 2021) [252] | Questionnaires and statistical analysis | Trait-based characteristics |
Table A4. Works that take advertisers bidding into account.

| Author | Technique | Author | Technique |
|--------|-----------|--------|-----------|
| (Zhao and Nagurney, 2005) [253] | Graph-based | (Rosi, Codeluppi, and Zambonelli, 2010) [254] | Optimization functions |
| (Grosset and Viscolani, 2010) [255] | Optimization functions (game theory) | (Zhang and Xie, 2012) [256] | Optimization functions (game theory) |
| (Evans, Moore, and Thomas, 2012) [257] | Optimization functions (ad scheduling to vehicles) | (Veloso, Sousa, and Malheiro, 2013) [104] | Distance functions, semantic |
| (Chen et al., 2012) [258] | Classification (kNN regression) | (Bottou et al., 2013) [52] | Classification (Markov factorization and others) |
| (Kilic and Bozkurt, 2013) [101] | Clustering (Fuzzy clustering) | (Tang and Yuan, 2015) [259] | Optimization function (minimax), graph-based diffusion, social |
| (Trimpoulis, Bartolini, and Papadias, 2013) [260] | Advertiser optimal budget allocation based on ad relevance and cost per query budget | (Aslay et al., 2015) [261] | Optimization functions (minimax regret), social |
| (Einziger, Chiasserini, and Malandrino, 2016) [262] | Optimization functions (minimax) | (Lin et al., 2016) [263] | Classification (PERF algorithm) |
| (Zhang et al., 2016) [264] | Optimization functions (gradient descent) | (Huang, Jenatton and Archambeau, 2016) [265] | Optimization functions (dual decomposition) |
| (Ren et al., 2016) [266] | Classification (logistic regression) | (Korula, Mirollo and Nazerzadeh, 2016) [267] | graph-based |
| (Qin et al., 2016) [268] | Optimization functions (minimax) | (Shariat, Orten and Dasdan, 2017) [269] | Statistical and probability-based |
| (Zhu et al., 2017) [270] | Optimization functions (optimized cost per click CPC) | (Mukherjee, Sundarraj and Dutta, 2017) [271] | Rule-based, a priori |
| (Vasile, Lefortier, and Chapelle, 2017) [272] | Classification (log loss) | (Hummel and McAfee, 2017) [273] | Classification (loss functions) |
| (Lu et al., 2017) [123] | Classification (tree mode) | (Shan, Lin, and Sun, 2018) [274] | Classification (regression and tripletwise learning) |
| (Yu et al., 2017) [275] | Statistical and probability-based (probability distributions) | (Wu et al., 2018) [276] | Neural network (model-free reinforcement learning framework) |
| (Kong et al., 2018) [277] | Optimization functions (minimax) | (Yu, Wei and Berry, 2019) [278] | Optimization functions (minimax) |
| (Tang et al., 2020) [67] | Optimization function (OCPM-optimized cost-per-mile), neural network (RSDRL ROI-sensitive distributional reinforcement learning) | (Liu et al., 2020) | Statistical and probability-based, classification (heuristic algorithm, distribution function) |
| (Li and Yang, 2020) [279] | Statistical and probability-based (stochastic model) | (Grubennmann, Cheng, and Lakshmanan, 2020) [280] | Optimization function (truthful auction mechanism TSA), social |
| (Kim and Moon, 2020) [281] | Optimization function (integer programming) | (Gao and Sun, 2020) [282] | Neural network (deep neural network, restricted Boltzmann machines RBM) |
| (Liu and Yu, 2020) [283] | Optimization function (bid-aware active real-time bidding (BARB)) | (Miralles-Pechuan, Ponce, and Martinez-Villaseñor, 2020) [284] | Optimization function (genetic algorithms) |

Table A5. Privacy-based approaches.

| Author | Approach | Author | Approach |
|--------|----------|--------|----------|
| (Wang and Wu, 2009) [285] | Architectural | (Cleff, 2010) [15] | Study, based on ethics |
| (Haddadi, Hui, and Brown, 2010) [286] | Architectural (delay tolerant networking) | (Haddadi et al., 2011) [287] | Study |
| (Geiger, 2011) [288] | Encryption (digital signage) | (Haddadi et al., 2011) [287] | Study |
| (Andrienko et al., 2013) [290] | Study | (Pandit et al., 2014) [291] | Architectural (anonymity model) |
| (Liu et al., 2015) [292] | Architectural | (Pang et al., 2015) [293] | Encryption |
| (Dang and Chang, 2015) [294] | Architectural (data obfuscation, space encoding, and private information retrieval—PIR) | (Gao et al., 2016) [295] | Study in permission violation |
### Table A5. Cont.

| Author | Approach | Author | Approach |
|--------|----------|--------|----------|
| (Khayati et al., 2016) [296] | Encryption | (de Cornière and de Nijs, 2016) [297] | Architectural (balance between privacy and disclosure—algorithm) |
| (Jiang et al., 2016) [186] | Encryption | (Ullah et al., 2017) [298] | Architectural |
| (Shi, Liu, and Yuan, 2017) [299] | Encryption | (Vines, Roesner, and Kohno, 2017) [300] | Study, survey |
| (Beierle et al., 2018) [10] | Architectural (permission-based) | (Cabañas, Cuevas, and Cuevas, 2018) [192] | Study, probability-based |
| (Boshnooky, Kupcu, and Ozkasap, 2018) [301] | Architectural | (Sánchez and Viejo, 2018) [302] | Architectural (customization) |

### Table A6. Works in advertisement interactivity and visualization.

| Author | Approach | Purpose |
|--------|----------|---------|
| (Gao and Ji, 2008) [79] | Software-based, design | Advertisement (Message or image) customization |
| (Chandramouli, Goldstein, and Duan, 2012) [303] | Architectural | Optimal ad positioning |
| (Bottou et al., 2013) [52] | Probabilistic, Markov factorization | Optimal ad positioning |
| (Liu, Sourina and Hafiyyandi, 2013) [54] | Hardware-based, electroencephalogram (EEG) signals | Infer user emotion and intention when viewing the advertisement (Recognize user emotions and adjust video) |
| (Alrubaiey, Chowdhury, and Sajjanhar, 2013) [304] | Hardware-based | Interactivity of advertisements |
| (Chen et al., 2014) [305] | Survey, big data | Advertisement (message or image) customization, |
| (Yadati, Katti, and Kankanhalli, 2014) [48] | Genetic algorithm | Infer user emotion and intention when viewing the advertisement |
| (Pham and Wang, 2016) [306] | Hardware-based | Infer user emotion and intention when viewing the advertisement |
| (Xiang, Nguyen, and Kankanhalli, 2016) [185] | Fuzzy logic | Advertisement (message or image) customization |
| (Fahmi, Ulengin, and Kahraman, 2017) [307] | Adaptive neuro-fuzzy inference system (ANFIS) and artificial neural network (ANN) | Infer user emotion and intention when viewing the advertisement, brand image effect |
| (Srivastava et al., 2017) [53] | Statistical, social | Image improvement |
| (Pham and Wang, 2017) [308] | Hardware-based, photoplethysmography (PPG) sensing and facial expression analysis (FEA) | Infer user emotion and intention when viewing the advertisement |
| (Wang et al., 2017) [309] | Probabilistic latent class models (PLC) | Optimal ad positioning (takes into account advertisement positioning and scrolling depth) |
| (Nermend and Duda, 2018) [310] | Real user experiments | Optimal ad positioning |
| (Kaul et al., 2018) [311] | Integer programming | Optimal ad positioning |
| (Shukla et al., 2016) [312] | Deep learning, classifiers | Infer user emotion and intention when viewing the advertisement |
| (Shukla, 2018) [313] | Deep learning, classifiers | Infer user emotion and intention when viewing the advertisement |
| (Tu et al., 2019) [143] | Deep learning, hardware-based | Advertisement interactivity |
| (Matz et al., 2019) [244] | Machine learning algorithms | Advertisement (message or image) customization- Image appeal prediction |
| (Yussof, Salleh and Ahmad, 2019) [314] | Survey | Advertisement interactivity (augmented reality) |
| (Yang, Carlson, and Chen, 2020) [19] | Real user experiments | Advertisement interactivity (augmented reality) |
| Author | Approach | Purpose |
|--------|----------|---------|
| (Shukla et al., 2020) [315] | Convolutional neural networks (CNNs), hardware-based, electroencephalogram (EEG) | Infer user emotion and intention when viewing the advertisement |
| (Yuan et al., 2020) [316] | Experimental | Optimal ad positioning (position bias to CTR) |
| (Mateusz and Kesra, 2020) [317] | Cognitive neuroscience methods | Advertisement (message or image) customization |
| (Borawska et al., 2020) [55] | Experimental | Advertisement interactivity (augmented reality) |
| (Rhee and Choi, 2020) [318] | Real user experiments, voice agent | Advertisement interactivity, advertisement (message or image) customization—personalized voice message |
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