Multi-channel Interference in Nonperturbative Multiphoton Pair Production by Gamma Rays Colliding
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The electron-positron pair production in the collision of two intense gamma lasers is studied beyond the dipole approximation. The complete electron/positron momentum spectrum obtained by three-dimensional computation shows directly the multi-photon pair production channels and provides a sensitive test on the widely-used concept of the effective mass. Nonperturbative features are identified in the dependence of the total yield on the field intensity. In particular, various breaks in the momentum rings are observed and proved to be a manifestation of particle’s energy gaps in the standing light wave induced by the Kapitza-Dirac scattering. A theoretical model of multi-level systems coupled by the Kapitza-Dirac scattering and pair production channels is established. Multi-channel interference effects and pair production suppression are revealed in these systems.

I. INTRODUCTION

The spontaneous electron-positron pair production (PP) is predicted to induce the vacuum breakdown in a constant electric field as the field strength exceeds the critical value $E_c = 1.3 \times 10^{18}$ V/m [1, 2], and also in heavy nuclear collision and extreme astrophysical events [3]. The relevant research develops quantum electrodynamics in the nonperturbative regime and provides significant insights to other branches of quantum field theory, such as the Adler-Bell-Jackiw anomaly [4] and string breaking in the strong interactions [5]. As experimentally motivated by the fast development of the strong-laser technology [6–8], abundance of study has been devoted to PP in spatially-homogeneous temporally-oscillating electric fields (OEF) [9–13], including interference effects to enhance PP [14, 15]. However, generalization to spatially-inhomogeneous field poses a serious challenge in both analytical and numerical work [9, 16–18].

In view of the fast-developing x-ray free-electron lasers and gamma ray [9, 19–22], we study PP in a standing wave composed of intense colliding gamma lasers. Note that the OEF can be regarded as a dipole approximation of the field around the electric anti-node of a standing wave. But this approximation is reasonable only if the laser wavelength is much larger than the characteristic length scale of the PP process, which requires $\omega \ll m$ and the nonlinear dimensionless parameter $\xi = |e|E/m\omega \gg 1$ [23], where $E$ and $\omega$ are the electric field strength and frequency, $m$ and $e$ are the electron mass and charge, respectively, with natural units $\hbar = c = 1$ used throughout. As we focus on the field regime $\xi \sim 1$ and $\omega \sim m$, the dipole approximation does not apply, and both the spatial inhomogeneity and the magnetic field are naturally involved.

Our study is based on the quantum electrodynamics with background fields [13–15, 24–28] and three-dimensional computation of Dirac equation. Previous one-dimensional calculations or calculations with specially chosen positron state for PP in such high-frequency standing waves have shown drastic differences compared to OEF in e.g., the momentum spectrum, the production yield, and the dependence of PP on laser polarization [23, 26, 28, 29]. In this paper both the multiphoton pair production channels of the Breit-Wheeler type ($n\gamma + n\gamma' \rightarrow e^- e^+$) [30–33] and the nonperturbative features of the process are shown. With the complete momentum spectrum, the widely used effective mass concept that there exists a mass-like quantity independent of the momentum in the strong field is put under a sensitive test. It is found that the Kapitza-Dirac scattering [34] plays an important role in the pair production, and in particular multi-channel destructive interference exists in this field which can suppress the pair production.

II. THEORETICAL AND COMPUTATIONAL METHODS

In quantum electrodynamics with background fields, the laser field is taken as a classical background field and the interaction between the quantized radiation field and the particles is neglected. This method is justified when the number of created pairs is small and the interaction between the particles as well as the feedback of the particles to the laser field can be neglected. The number of electrons produced in state $n$ is given by [24–28] (see Appendix A for details)

$$\mathcal{N}_n = |\langle 0, t_{\text{in}} | \hat{a}^\dagger_{n}(t_{\text{out}}) \hat{a}_{n}(t_{\text{out}}) | 0, t_{\text{in}} \rangle|^2 = \sum_m | G^{(+)}_{-\gamma} \rangle_{n;m} |^2,$$

(1)
where $|0, t_{in}\rangle$ is the vacuum state at the instant $t_{in}$ when the field is not turned on yet and $\hat{a}_i(t_{out})(\hat{a}^+_i(t_{out}))$ is the creation (annihilation) operator of state $n$ at the instant $t_{out}$ when the field is turned off already. In the Dirac sea picture, $G^+(\omega \uparrow_n)$ is equivalent to the external-field-induced transition amplitude from the negative-energy in-state $m$ to the positive-energy out-state $n$. Therefore, one has to solve the time-dependent Dirac equation for all negative-energy in-state as the initial states to obtain the momentum spectrum of particles.

We consider the collision of two laser beams propagating in the direction $\pm e_z$ and polarized along $e_y$. The laser beams have the equal intensity with $\xi_L = \xi_R = \xi / 2$ (subscripts $L$ and $R$ denote the beams propagating along $e_z$ and $-e_z$, respectively) and the same frequency $\omega$. If the spatial dependence of the envelop is neglected, the laser field is approximated as a standing wave and the vector potential can be written as $A = (m\xi/|e|) f(t) \sin(\omega t) \cos(\omega z)e_y$, where the time profile $f(t)$ contains a plateau with duration $T$, and $\sin^2\theta$-like turn-on and turn-off phases of two laser cycles each. The Dirac equation in the field $A$ is solved by the split-operator method [35–38], and the cost of computation is largely reduced by making use of the periodicity of $A$ in the $z$ direction, seeing the details in Appendix B.

### III. MOMENTUM SPECTRUM AND EFFECTIVE MASS MODEL

The two-dimensional momentum spectrum obtained in Fig. 1 reveals characteristic resonance rings and clearly demonstrates the contribution of different multichannel channels. There are circles centered at the origin contributed by the $(n_L, n_R)$ channels (abbreviation for $n_L \gamma_L + n_R \gamma_R \rightarrow e^+ e^-$) with $n_L = n_R$ and ellipses centered at $(p_y = 0, p_z = \omega(n_L - n_R)/2)$ contributed by channels with $n_L \neq n_R$. In comparison, there are only concentric resonance rings in the momentum distribution for the OEF case [10, 13]. The location of the resonance rings can be reproduced satisfactorily from the energy-momentum conservation relation with the dressed momentum assumption, as follows. Assume for an arbitrary positron($+$)/electron($-$) asymptotic state with momentum $p^\pm$ outside the laser field, there exists a dressed momentum quantity $\xi \pm, q^\pm$ capable of describing the corresponding particle dynamics in the standing wave. Therefore, for the $(n_L, n_R)$ pair production channel, we may write the resonance condition according to the energy-momentum conservation as

$$\begin{align*}
\xi^+ + \xi^- &= (n_L + n_R)\omega \\
q^+ + q^- &= (n_L - n_R)\omega \\
q^+_y + q^+_y &= 0.
\end{align*}$$

(2)

An effective mass can be defined as $m^* = \sqrt{\xi^2 + (p^\pm)^2}$, and note that $m^*$ may be dependent on $p$. We further assume that $q^+ + q^- \approx p^+ + p^-$. This approximation is reasonable when the ponderomotive energy $\sim m\xi^2 \ll |p^\pm|$, and also for the case $n_L \approx n_R$ with the symmetry considered. Therefore, reading a $(p_y, p_z)$ value from an arbitrarily chosen point on an arbitrary resonance ring in Fig. 1 and noting that the ring also represents the positron’s momentum from the same channel, the Eq. (2) can be solved, the $n_L$ and $n_R$ value of this ring can be settled and the effective mass defined above can be determined for that point. In turn, with a single effective mass, $(p_y, p_z)$ relation can be drawn via Eq. (2) with different $n_L$ and $n_R$ values, shown as dashed lines in the figure. All the resonance rings are reproduced satisfactorily by a single $m^* \approx 1.12m$, indicating an almost complete independence of the so defined $m^*$ on $p$. Hence, this demonstrates the predictive power and applicability of the effective mass model. And the positions of the momentum rings are given by

$$\begin{align*}
\frac{4n_L n_R (p_z - \omega \Delta n/2)^2}{n^2(n_L n_R \omega^2 - m^*^2)} + \frac{p_y^2}{n_L n_R \omega^2 - m^*^2} &= 1,
\end{align*}$$

(3)

where $\Delta n = n_L - n_R$ and $n = n_L + n_R$.

The dependence of $m^*$ on the laser parameter (Fig. 2) shows that the numerically extracted value of $m^*$ coincides very well with the expression

$$m^* = m \sqrt{1 + \xi^2 / 2 + \xi^2 / 2},$$

(4)

which is derived analytically for a high energetic electron obliquely propagating in a standing wave [39]. Remarkably, this coincidence is found to exist even in more general cases such as $\xi_L \neq \xi_R$.

As can be directly obtained from the momentum spectrum Fig. 1, the energy $\xi_p = \sqrt{p^2 + m^*^2}$ of created electrons/positrons with $p_z = 0$ is shown in Fig. 3. The

FIG. 1. $(p_y, p_z)$ momentum spectrum of the electrons/positrons created with $p_z = 0$ in the standing wave with $\omega = 1.3 m, \xi = 1$ and $T = 40\tau$ with the laser cycle $\tau = 2\tau/\omega$. Resonance rings are contributed from different $(n_L, n_R)$ channels as labeled. The analytical prediction (dashed line) for the position of each resonance ring obtained from Eqs. 2 uses an effective mass value extracted from the computed ring, as described in the text.
dominant peaks come from \((n_L, n_R)\) production channels with \(n_L = n_R\) because the electrons/positrons created by such kind of a channel have a single energy value. For example, according to Eq. (2) the dressed energies of the electrons/positrons produced in the laser field by the \((1,1)\) and \((2,2)\) channels should be \(\omega\) and \(2\omega\) respectively. Due to the effective mass effect discussed above, the energy of the particle detected in the vacuum should be lower than its dressed energy in the laser field, and thus the locations of the two peaks shift to lower values correspondingly. Although the dominant peaks have also been identified in previous work [28], the step structure of the plateaus shown in the inset has not been discussed before. They are actually contributed by \((n_L, n_R)\) channels with \(n_L \neq n_R\), since the energy of the electrons/positrons created by the \((n_L, n_R)\) channel distributes between the \((n_L, n_L)\) and \((n_R, n_R)\) peaks. The cut-off of each plateau coincides well with the maximum particle energy that can be produced by the channels \(1\gamma_{L/R}+n\gamma_{R/L} \rightarrow e^-e^+\) with \(n = 1, 2, \cdots\).

IV. BREAKS IN THE MOMENTUM RING AND MULTI-CHANNEL INTERFERENCE

Breaks are found in the momentum resonance rings. Some take place at the crossings of two rings as the marked b–f cases in Fig. 4. The positive-energy state at the crossing can be populated by the corresponding two different pair production channels \((n_1, m_1)\) and \((n_2, m_2)\), and according to the energy-momentum conservation the corresponding initial negative-energy state of the \((n_1, m_1)\) channel can transit to that of the \((n_2, m_2)\) channel by the \((n_1-n_2, m_1-m_2)\) Kapitza-Dirac (KD) scattering of absorbing (+ sign)/emitting (− sign) \(|n_1-n_2|\) \((|m_1-m_2|)\) photons from the left (right) beam [40], as shown in Fig. 4(b)–(f). Besides, KD scattering can also be present between the positive-energy states, see Fig. 4(b)–(d)&(g). Note that the break g is not at any crossing. It can be seen that the states coupled by multi-photon pair production channels and KD scattering channels form the three- or four-level systems.

If the coupling via KD scattering is much stronger than via the pair production, such as in our cases (b–g) where the KD process requires fewer photons and thus has a larger scattering matrix amplitude for the laser parameter \(\xi \sim 1\), the KD scattering results in energy shifts of the states, and thus the breaks and distortions of the resonance rings. Take the break b on the \((2,2)\) ring as an example. The two positive-/negative-energy states with \(p= (p_x, p_y, \pm \omega + \Delta p)\) can be seen respectively as a two-level system coupled by the KD scattering \((1,−1)\), which results in the energy shifts \(\varepsilon'_{\pm} = (\varepsilon_+ + \varepsilon_-)/2 \pm \sqrt{(\varepsilon_+ - \varepsilon_-)^2 + \Omega^2}/2 \) [41], where \(\varepsilon_{\pm} = p_x^2 + m^2\) and \(\Omega = \sqrt{p_y^2 + m^{*2}}\) and \(\Omega\) is the Rabi frequency between the two states. With \(\Delta p \ll \omega\), \(\Omega\) can be approximated as the Rabi frequency \(\Omega_{(1,−1)}\) between the two degenerate states \((p_x, p_y, \pm \omega)\) which could be numerically computed. Combining this energy shift and the resonance condition (2), the break and distortions of the \((2,2)\) ring can be reproduced satisfactorily, shown as the dashed line in Fig. 4(a). The energy shift could also be seen as the energy gap of the particles in the spatially periodic standing wave like in a crystal. But the energy gap could

FIG. 2. (a) Dependence of \(m^*\) on \(\xi\) for the standing-wave case \((\xi_L = \xi_R = \xi/2)\) and on \(\xi_L\) for fixed \(\xi_R = 1\) cases, with the same laser frequency \(\omega = 1.3\ \text{m}\). The blue solid line and the yellow dashed line are results obtained using Eq. (4) for the respective cases. Blue squares, red triangles, blue diamonds and red inverted-triangles are \(m^*\) values extracted from the \((2,2)\) and \((3,3)\) rings for the respective cases. (b) The resonance rings actually have a width that oscillates in time. The accurate position of the point on the ring is determined among several Rabi oscillation cycles [23]. Shown here are the Rabi oscillations of the \((2,2)\) and \((3,3)\) channel at \(p_x = p_y = 0\) in a standing wave with \(\omega = 1.3\ \text{m}\) and \(\xi = 2\). The location of the resonance peak is \(p_x = 1.664\ \text{m}\) and \(p_x = 2.793\ \text{m}\) for the \((2,2)\) and \((3,3)\) channel, respectively, each marked by a vertical dashed line. These values are used to calculate the corresponding \(m^*\) value at \(\xi = 2\) in (a).

FIG. 3. Energy spectrum of the electrons/positrons with \(p_x = 0\) produced from the standing wave as in Fig. 1. The two dominant peaks come from \((1,1)\) and \((2,2)\) channel, respectively. The inset shows the step structure of the energy spectrum in a log scale. The vertical dashed lines marked as \((1, n)\) denote the maximum energies of the particle that can be created in the \(1\gamma_{L/R}+n\gamma_{R/L} \rightarrow e^-e^+\) channels, respectively.
only be analytically obtained under very special boundary conditions, such as $p_y = p_x = 0$ [42]. Here we prove that the energy gap could be obtained by numerically calculating the Rabi frequency between the corresponding states of the KD scattering.

To illustrate the coherence of the multi-channel dynamics, the three/four-level systems like those in Fig. 4(g) and (b) are separately studied as shown in Fig. 5(a,c) and (b,d), where the maximal occupation value of the upper states or equivalently the maximum expectation number of the created electron during 600 laser cycles are manifested for different laser frequencies. Expectation number of the created electron during 600 laser cycles are manifested for different laser frequencies.

The corresponding multi-level system and the effective Hamiltonian of each system are shown in (c) and (d). See details in the text.

For the three level system in Fig. 5(c) in the case $p_y = 0$, there is $\Omega_{(1,-1)}$ proportional to the KD scattering matrix term of the corresponding process, for example the Rabi frequency $\gamma \hat{S}_L$ is proportional to the KD scattering matrix term $\langle \hat{S}_L | \hat{S}_L \rangle$ with $\gamma = \text{the photon from the left/right beam, } \Omega_{(1,1)}$ is proportional to the pair production matrix term $\langle p_z = \omega, p_z = 0 | \hat{S}_L | \hat{S}_L \rangle$, and so on.

For the three level system in Fig. 5(d) in the case $p_y = 0$, there is $\Omega_{(2,1)} = \Omega_{(2,2)}$ due to the invariance of the S-matrix under parity transformation, the odd number of participating photons, and the fact that the electron and positron are different parity eigenstates. Thus the state $\langle \hat{S}_L | \hat{S}_L \rangle$ can not be stimulated, which results in the missing of the peak around $\omega = 0.82 m$ in Fig. 5(a). This state resembles a dark state of the system in the laser field.

For the four level system in Fig. 5(d) in the case $p_y = 0$, as similarly can be proven by parity transformation, there are $\Omega_{(1,2)} = -\Omega_{(2,2)}$ and $\Omega_{(3,1)} = -\Omega_{(3,3)}$. Therefore, the transition from $\langle -\psi_\omega, \uparrow | \hat{S}_L | \hat{S}_L \rangle$ to $\langle \hat{S}_L | \hat{S}_L \rangle \pm | \hat{S}_L | \hat{S}_L \rangle$ are inhibited due to the destructive interference.

FIG. 5. The maximal occupation value of the positive-energy states with $p_z = \pm \omega$ during 600 laser cycles with $\xi = 1$ from a negative-energy states with (a) $p_y = 0$ and (b) $p_y = -\omega$. The corresponding multi-level system and the effective Hamiltonian of each system are shown in (c) and (d). See details in the text.
Besides, due to the invariance of the S-matrix under charge conjugation and the existence of a minus sign between the negative-energy electron propagator and the positron propagator, there is $\Omega_{(1,-1)}^+ = -\Omega_{(1,-1)}$, and the transition $|\psi_{\omega,\downarrow}^-\rangle \pm |\psi_{\omega,\downarrow}^e\rangle$ to $|\pm\psi_{\omega,\uparrow}\rangle \mp \Omega_{(1,-1)}$ results in the remaining middle resonance peak. Previously only the multiple slit interference in the time domains studied for pair production in a homogenous time-dependent electric field [14, 15], here we illustrate a different interference mechanism among different pair production channels in a space- and time-dependent field.

V. TOTAL YIELD OF THE PAIRS

Figure 6 shows the dependence of the total production yield per volume on $\xi$ for various laser frequencies. Equation (2) results in the threshold condition $n_L \times n_R \geq (m^*/\omega)^2$ for the $(n_L, n_R)$ channel. As $\xi \ll 1$, the perturbative feature of the process is manifested, that for a $n$-photon process ($n = n_L + n_R$), the yield increases as $\xi^{2n}$. This also provides a verification of the numerical computation. As $m^*$ increases with $\xi$, the 3-photon pair production channel closes at $\xi = 0.71$ for $\omega = 0.75m$ and the 4-photon channel closes at $\xi = 0.92$ for $\omega = 0.55m$, showing an inflection in the lines. With $\omega = 1.30m$, the deflection of the yield curve from the $\xi^4$ dependence manifests the onset of the non-perturbative feature when $\xi \to 1$, similar to that found for nonlinear-Compton scattering [43] and pair production in relatively low-frequency laser fields [44].

![Figure 6](image)

**FIG. 6.** Dependence of total production yield per volume ($\lambda_C = 2\pi/m$ is the Compton wavelength) on $\xi$ in a standing wave with $T = 10\tau$ and $\omega = 1.30m$, 0.75$m$ and 0.55$m$. The grey dashed lines denote the function $\xi^{2n}$ where $n$ is the minimum number of photons absorbed for the pair production to take place obtained by the threshold condition. The vertical red dash-dotted lines marks the threshold where channel closing occurs.

VI. SUMMARY

$e^-e^+$ pair production in an intense standing wave is studied. Both the Breit-Wheeler and the nonperturba-

tive feature are identified. The concept of the effective mass is sensitively justified and an analytical model is obtained. The KD scattering of particles could induce gaps in the particle’s energy level which can lead to the breaks and distortions of the resonance rings in the electron’s momentum spectrum. Accordingly, a strong field version of the multi-level system model like that in quantum optics is established, where the systems are composed of the states coupled by KD scattering and the multiphoton pair production channels. The coherent dynamics among these channels can lead to dark state and destructive interference which result in the suppression of the pair production. The coexistence of the strong field effect and the multi-channel interference can in principle be measured by future strong field pair production experiments with high resolution of the particle states.
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Appendix A: Theory of pair production in an intense classical field

The real-time simulation of pair production is carried out by treating the strong coherent laser field as a classical field and using the mode-function method to obtain the dynamics of the fermion fields. In quantum electrodynamics with background fields, the total electromagnetic field is then treated as a combination of this intense classical field and a quantized radiation field of other photon modes [24]. For pair production by an intense electromagnetic field from the vacuum, the interaction between the quantized radiation field and the particle as well as the feedback of the particles to the external field can be neglected, when the number of created pairs is small. However, the dynamics of the fermion field are difficult to address. We resort to the mode-function method by which one has to solve the Dirac equation in the external field for all mode functions to obtain the evolution of the fermion field operators [25]. Then the rate of particle production can be calculated by the Bogoliubov transformation between the IN and OUT creation and annihilation operators of the fermion particles [14, 25]. The corresponding numerical computation can be very time consuming and thus is usually applied for 1+1 dimensional problems. Our simulation is conducted in 3+1 dimensions by using the symmetry of the laser field to reduce the computation cost considerably, as illustrated below.

In the Heisenberg picture, the spinor field operator
\( \hat{\psi}(r, t) \) obeys the Dirac equation

\[
\frac{\partial}{\partial t} \hat{\psi}(r, t) = \hat{H}_D \hat{\psi}(r, t) = [\mathbf{\alpha}(-i \nabla - e \mathbf{A}(r, t)) + m \beta] \hat{\psi}(r, t), \tag{A1}
\]

where \( \mathbf{\alpha} \) and \( \beta \) are the Dirac matrices, and \( \mathbf{A}(r, t) \) is the vector potential of the classical external field with the temporal gauge condition \( A_0 = 0 \) and the natural units \( \hbar = e = 1 \) used throughout. If the external field vanishes beyond a finite time interval \((t_{\text{in}}, t_{\text{out}})\), the particle field \( \hat{\psi}(r, t) \) at \( t_{\text{in}} \) and \( t_{\text{out}} \) moments can be expanded as

\[
\hat{\psi}(r, t_{\text{in}}) = \sum_n \hat{a}_n(r) \hat{\psi}_n(t_{\text{in}}), \quad \hat{\psi}(r, t_{\text{out}}) = \sum_n \hat{a}_n(r) \hat{\psi}_n(t_{\text{out}}), \tag{A2a}
\]

\[
\hat{\psi}(r, t_{\text{in}}) = \sum_n \phi_n(r) \hat{a}_n(t_{\text{in}}), \quad \hat{\psi}(r, t_{\text{out}}) = \sum_n \phi_n(r) \hat{a}_n(t_{\text{out}}). \tag{A2b}
\]

where the mode functions \( \pm \phi_n(r) \) are the complete and orthogonal eigenstates of \( \hat{H}_D \) at the instant \( t_{\text{in}} \) \((t_{\text{out}})\), with \( \pm \) respectively denoting the positive- and negative-energy solutions, and the quantum number \( n \) includes the momentum and the spin \( n = \{p, s\} \). \( \hat{a}_n \) and \( \hat{a}^\dagger_n \) denote the creation and annihilation operators for the free electron and positron respectively, which satisfy the equal-time anti-commutation relation:

\[
\{ \hat{a}_n, \hat{a}^\dagger_m \} = \{ \hat{b}_n, \hat{b}^\dagger_m \} = \delta_{nm} \tag{A3}
\]

with all other equal-time anticommutators vanishing. The initial and the final vacuum states, that \( |0, t_{\text{in}} \rangle \) and \( |0, t_{\text{out}} \rangle \), are defined by \( \hat{a}_n(t_{\text{in}})|0, t_{\text{in}} \rangle = \hat{b}_n(t_{\text{in}})|0, t_{\text{in}} \rangle = 0 \) and \( \hat{a}_n(t_{\text{out}})|0, t_{\text{out}} \rangle = \hat{b}_n(t_{\text{out}})|0, t_{\text{out}} \rangle = 0 \), respectively. By solving Eq. (A1), the electron’s/positron’s creation and annihilation operators at different instants \( t_{\text{in}} \) and \( t_{\text{out}} \) are connected by the linear canonical transformation (Bogoliubov transformation) [24–27]:

\[
\hat{a}_n(t_{\text{out}}) = \sum_m G(\pm|n; m)(t_{\text{in}}) \hat{a}_m(t_{\text{in}}) + G(\mp|n; m)(t_{\text{in}}) \hat{b}_m(t_{\text{in}}) \tag{A4a}
\]

\[
\hat{b}_n(t_{\text{out}}) = \sum_m G(\mp|n; m)(t_{\text{in}}) \hat{a}_m(t_{\text{in}}) + \sum_m G(\pm|n; m)(t_{\text{in}}) \hat{b}_m(t_{\text{in}}), \tag{A4b}
\]

with \( G(\pm|n; m) \) defined as

\[
G(\pm|n; m) = \langle \pm \phi_n|\hat{U}(t_{\text{out}}, t_{\text{in}})|\pm \phi_m \rangle, \tag{A5}
\]

where \( \hat{U} \) is the unitary evolution operator and \( \hat{U} \) is the time order operator. In the Dirac sea picture, \( G(\pm|+n; m) \) is equivalent to the external-field-induced transition amplitude from the negative-energy in-state \( m \) to the positive-energy out-state \( n \).

Therefore the average number of electrons produced in the state \( n \) is given by

\[
\mathcal{N}_n = \langle 0, t_{\text{in}} \mid \hat{a}_n(t_{\text{out}})^\dagger \hat{a}_n(t_{\text{out}}) \mid 0, t_{\text{in}} \rangle = \sum_m |G(\pm|n; m)|^2, \tag{A6}
\]

and the total yield of created electrons is

\[
\mathcal{N} = \sum_{m, n} |G(\pm|n; m)|^2. \tag{A7}
\]

Therefore, one should start at \( t_{\text{in}} \) with an arbitrary negative-energy plane wave with momentum \( \mathbf{p} \) and spin \( s \) which can be interpreted as a positive-energy antiparticle with momentum \( -\mathbf{p} \) and spin \( -s \), then make it evolve in the external electromagnetic field, and finally project it on positive-energy plane waves at \( t_{\text{out}} \). This procedure should be repeated for all negative-energy in-states as the initial state to obtain the momentum spectrum of particles. Since a discretized box containing the number of \( N^3 \) lattice sites supports a discretized momentum space of \( N^3 \) momentum modes, the computational cost of the three-dimensional problem is proportional to \( N^6 \), where \( N \) is the number of time steps.

**Appendix B: Numerical method for simulating pair production in an intense standing-wave field**

According to Eq. (A5, A6, A7), to compute the total yield one should solve the time-dependent Dirac equation for all initial states \( -\phi_n \). Generally speaking, the computation is very time consuming for a temporal and spatial dependent field. However, the cost can be reduced when the symmetry of the external field is made use of. The standing wave field considered here is formed by two linearly polarized (polarization in the \( \mathbf{e}_y \) direction) laser beams propagating in opposite directions \( \pm \mathbf{e}_z \) with the equal intensity \( \xi^2/2 \) and the same frequency \( \omega \). The vector potential reads

\[
\mathbf{A} = \frac{m \xi}{|e|} f(t) \sin(\omega t) \cos(\omega z) \mathbf{e}_y, \tag{B1}
\]

where the time profile \( f(t) \) is

\[
f(t) = \begin{cases} 
\sin^2 \frac{\pi(t-2\tau)}{4\tau} & \text{if } -2\tau \leq t \leq 0, \\
\cos^2 \frac{\pi(t-2\tau)}{4\tau} & \text{if } 0 \leq t \leq T, \\
0 & \text{if } T \leq t \leq T + 2\tau, 
\end{cases} \tag{B2}
\]

which contains a plateau \( T \) and two cycles \( 2\tau \) for turn-on and turn-off with \( \tau = 2\tau/\omega \). Notice that the continuous translational invariance of the vector potential along \( \mathbf{e}_x \) and \( \mathbf{e}_y \) leads to conserved canonical momentum \( p_z \) and \( p_y \). And the periodicity of the vector potential along \( \mathbf{e}_z \) results in a transition selection rule that a momentum eigenstate \( -\phi_{p, s} \) could only jump to momentum eigenstates \( \pm \phi_{p \pm k, s} \) with integer \( l = 0, \pm 1, \pm 2, \cdots \) and \( k = \omega \mathbf{e}_z \) [26]. Therefore, Eq. (A4a) can be reduced to
\[ \hat{a}_{p,s}(t_{\text{out}}) = \sum_{s'} \sum_{l} G(+)_{p,s:p+l,k,s'} \hat{a}_{p+l,k,s'}(t_{\text{in}}) + G(-)_{p,s:p+l,k,s'} \hat{b}_{p+l,k,s'}(t_{\text{in}}). \]  

(B3)

The average number of produced electrons with the momentum \( p \) is

\[ N_p = \sum_{l,s,s'} |G(+)_{p,s:p+l,k,s'}|^2. \]  

(B4)

The Green matrices \( G(+)_{p,s:p+l,k,s'} \) could be obtained by evolving the initial states \( -\varphi_{p+l,k,s} \) within a subspace spanned by free spinors with momentum \( p + ik \) [20]. If one wants to get the average number of electrons/positrons of the definite momentum, one could evolve the negative-energy plane wave \( -\varphi_{p+l,k,s} \) of different \( l \) and \( s \) within such a subspace. Therefore, the complete momentum spectrum could be obtained by calculating the average number of electrons/positrons of all momenta.

\[ \sum_{r,s,s'} \left| \langle \varphi_{p,s} | \hat{U}(t_{\text{out}}, t_{\text{in}}) | \varphi_{r,s}(t_{\text{in}}) \rangle \right|^2 = \sum_{l,s,s'} |G(+)_{p,s:p+l,k,s'}|^2 = N_p, \]  

(B6)

where the term on the left of the first equal sign indicates that one should evolve initial wave packets \( \varphi_{r,s}(t_{\text{in}}) \) with different \( r \) and \( s \) and then project them on the positive-energy plane wave \( \varphi_{p,s} \) at the final time. This equality is valid because each initial wave packet \( \varphi_{r,s}(t_{\text{in}}) \) contains only one momentum component which could jump to the state \( \varphi_{p,s} \) and there are no interference terms, according to Eq. (B5) and the transition rule illustrated above. Therefore, one just need to evolve these wave packets \( \varphi_{r,s}(t_{\text{in}}) \) instead of evolving the negative-energy plane waves \( -\varphi_{p,s} \) one by one. In this way the computation cost has been reduced from \( N^6 N_t \) to \( 2r_m N^3 N_t \).

The split-operator method [35–38] is used to solve the Dirac equation to obtain the evolution of the initial wave packets. The unitary evolution operator in Eq. (A5) satisfies the composition condition

\[ \hat{U}(t_{\text{out}}, t_{\text{in}}) = \prod_{n=1}^{N_t} \hat{U}(t_{\text{in}} + n\Delta t, t_{\text{in}} + (n-1)\Delta t), \]  

(B7)

where time steps \( \Delta t = (t_{\text{out}} - t_{\text{in}})/N_t \). At each step the Hamiltonian \( \hat{H}_D \) is decomposed as a sum of two operators \( \hat{K} \) and \( \hat{V} \):

\[ \hat{H}_D = \hat{K} + \hat{V} = (-i\alpha \cdot \nabla + m\beta) + (-\alpha \cdot eA(r, t)). \]  

(B8)

\[ \hat{U}(t + \Delta t, t) \] could be approximated by

\[ \hat{U}(t + \Delta t, t) \approx \exp \left(-i\Delta t\hat{K}/2\right) \exp \left(-i\Delta t\hat{V}(t)\right) \exp \left(-i\Delta t\hat{K}/2\right). \]  

(B9)

Notice that \( \hat{K} \) and \( \hat{V} \) are diagonal in the momentum space and the coordinate space respectively which can be transformed back and forth to each other by the Fourier transformation \( \mathcal{F} \) and the inverse Fourier transformation \( \mathcal{F}^{-1} \). Therefore, \( \varphi_{r,s}(t + \Delta t) \) is given by

\[ \varphi_{r,s}(t + \Delta t) = \hat{U}(t + \Delta t, t)\varphi(t) \approx \mathcal{F}^{-1} \exp \left(-i\Delta t\hat{K}/2\right) \mathcal{F} \exp \left(-i\Delta t\hat{V}(t)\right) \mathcal{F}^{-1} \exp \left(-i\Delta t\hat{K}/2\right) \mathcal{F} \varphi(t). \]  

(B10)

\[ \varphi_{r,s}(t_{\text{out}}) \] is obtained after \( N_t \) steps according to Eq. (B7).
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