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Abstract—6D grasping in cluttered scenes is a longstanding problem in robotic manipulation. Open-loop manipulation pipelines may fail due to inaccurate state estimation, while most end-to-end grasping methods have not yet scaled to complex scenes with obstacles. In this work, we propose a new method for end-to-end learning of 6D grasping in cluttered scenes. Our hierarchical framework learns collision-free target-driven grasping based on partial point cloud observations. We learn an embedding space to encode expert grasping plans during training and a variational autoencoder to sample diverse grasping trajectories at test time. Furthermore, we train a critic network for plan selection and an option classifier for switching to an instance grasping policy through hierarchical reinforcement learning. We evaluate our method and compare against several baselines in simulation, as well as demonstrate that our latent planning can generalize to real-world cluttered-scene grasping tasks.

Index Terms—Deep Learning in Grasping and Manipulation; Sensorimotor Learning

I. INTRODUCTION

6D robotic grasping of a specific object in cluttered scenes is important for common robotic applications such as a robot trying to pull out a cereal box from a shelf without moving other objects. Recently, there has been significant progress on using deep learning for grasp synthesis [1]–[3] and for policy-based methods [4]–[6] that directly output end-effector actions. However, the former approach heavily relies on the perception system and treats motion generation as a separate problem, while the latter approach has not scaled to challenging settings with obstacles. For long-horizon and multi-modal grasping tasks [7], we propose that end-to-end mapping from perception to low-level control can benefit from a latent representation of grasping trajectories.

We consider the target-driven grasping problem in cluttered scenes [8] where collisions and unintended contact must be avoided. In a standard motion and grasp planning pipeline [9]–[11], model-based planners are often sensitive to state estimation errors in object poses and shapes, which may cause unwanted collisions. Recent deep grasp synthesis methods [2], [3] address some of these limitations, but still execute motion plans in an open loop that suffers from occlusion due to partial observability [12]. This open-loop separation does not exploit the connection among perception, planning and control. Furthermore, most learning-based methods on closed-loop grasping [4]–[6] are restricted to output immediate low-level actions such as joints or end-effector poses, thus they fail to account for the multi-modality nature and the temporal structure in cluttered-scene grasping.

To bridge the gap between traditional open-loop planning pipelines and learning-based reactive grasping methods, we propose to use a hierarchical policy to plan in the latent space [13], [14]. The planning is done via sampling and scoring latent trajectory embeddings. To capture the multi-modality in cluttered-scene grasping, we learn a generative model (the high-level policy) from a large number of expert demonstrations of grasping in cluttered scenes. At test time, given a partially-observed point cloud of a new scene, the high-level policy outputs latent trajectory embeddings that encode diverse plausible trajectories. The embeddings are then scored via a critic network which is trained via Q-learning. The low-level policy takes the highest-scored embedding and outputs a sequence of end-effector poses for the robot to follow. Finally, to improve the final grasping success rate, we switch from trajectory following to a reactive policy [5] at the end. The switching happens autonomously via learning a switching classifier jointly with the critic network.

We conduct thorough analyses and evaluations on the components and design choices of our hierarchical method. We show that the latent embeddings learned from expert plans capture the multi-modal nature of grasping trajectories in cluttered scenes. At test-time, the latent sampler and critic can generate and select plans to avoid obstacles and execute accurate grasping. Our method also outperforms several traditional manipulation baselines both in efficiency and success rates in unseen simulation test scenes. Finally, We show our method can successfully avoid obstacles and achieve high grasp success rates in cluttered real-world scenarios.

Overall, our contributions are: 1) We introduce an end-to-end cluttered-scene 6D grasping learning framework based on target-centric masked point clouds. 2) We propose Hierarchical policies for Cluttered-scene Grasping (HCG) to factorize a
grasping plan as a latent vector that can be sampled from a generative model and can be executed with a plan-conditioned policy. We further improve the performance by learning a critic to select plans and a policy switch option \( [5] \) for the final grasping through online interactions. 3) We perform detailed experiments and validations in simulation and also show that our policy can be successfully applied to challenging real-world cluttered scenes.

II. RELATED WORK

Learning-based Cluttered-Scene Grasping: Target-driven grasping in structured clutter scenes has been studied in traditional motion and grasp planning literature with no learning components \([9]–[11]\). The vision-based grasping literature largely concerns either 6D grasping synthesis for a single isolated object followed by postprocessing and planning \([2], [8], [15], [16]\) or planar grasping policy for bin-picking scenarios \([4], [17]\). The former method includes state estimation with analytic grasp synthesis \([18]\) as well as direct grasp synthesis from observations \([19]\). For the latter approach, most works learn top-down grasping policies to grasp rather small and light objects that are spread in a bin \([2], [6]\). Instead, our method learns an object-centric 6D grasping policy in structured cluttered scenes, which can handle obstacle avoidance and multi-modal grasps. 6D grasping is also more flexible for partial views, diverse object poses, and additional tasks or arm constraints. Inspired by the recent works on state representations \([5], [8]\), our approach uses accumulated segmented scene point clouds to represent target and obstacles and reduces the sim-to-real perception gap.

Off-Policy Learning and Hierarchical Policy: We consider a model-free approach to tackle the sparse-reward grasping problem. Our work is related to policy methods that use demonstrations as priors to speed up learning and exploration \([20], [21]\), as well as hierarchical policies \([22], [23]\) that learn temporally extended actions or options. Decomposing long-horizon tasks into skill abstractions or high-level actions is often shown to improve generalization and task transfer. Previous works \([24]–[29]\) have used subgoals or discrete actions as high-level actions. Inspired by these methods, our work uses a motion and grasp expert planner \([11]\) to provide demonstrations. Furthermore, our method uses a high-level policy to generate abstract latent plans rather than goals for the low-level policy. We also use a binary classifier to choose a pretrained grasping policy option \([5]\) to improve the grasping success.

Behavior learning with Latent Variables: Latent variables have been used to represent complex skills in multi-task settings and to interpret the learned behavior semantics \([13], [14]\). Since high-level behaviors are typically multi-modal, prior works have used generative models to model the latent behavior distribution. For instance, \([27]\) trains a transformed action space with RealNVPs \([28]\) and \([14]\) uses cVAE to learn latent plans from plays for a plan-conditioned policy. These works usually require goals as input at test time or only work with environments with limited scene variations and complexity such as contacts and obstacles. Instead, our method focuses on the context of cluttered-scene grasping and exploits the multi-modality of potential grasping plans. We use latent variables in a conditional VAE \([29]\) to represent the diverse behaviors and use HRL to train a critic network to select latent plans. Our latent-conditioned closed-loop policy can then execute the plan for obstacle avoidance and precision grasping.

III. LEARNING CLUTTERED-SCENE GRASPING WITH LATENT PLANS

We consider the task of grasping a specific object from a cluttered scene without collisions, where observations come from a wrist camera mounted on the end-effector of a robot. To effectively solve the cluttered-scene 6D grasping problem, we use a hierarchical grasping policy consisting of two levels: the high-level policy that outputs latent plans, and the low-level policy that takes the plan and outputs pose actions at a high frequency. The latent plan \( z \) is a continuous 64-dimension vector that encodes observations along a trajectory. As illustrated in Fig. 1, the system comprises of a latent plan sampler \( D_\phi \), a latent plan critic \( Q \), and a low-level policy \( \pi \). At each planning timestep, \( D_\phi \) samples \( N + 1 \) latent plans \( \{z_i\}_{i=0,...,N} \). The plan critic \( Q \) scores each plan and selects
the best \( z_s \). At each step, the low-level policy \( \pi \) takes the observation \( s \) and \( z_s \) to output action \( a \) as the relative 3D translation and the 3D rotation of the robot end-effector.

A. Latent Plan Embedding and Plan-Conditioned Policy

We use accumulated segmented point clouds [5] in the egocentric view to represent the state \( s_t \). In order to aggregate 3D points from different time steps, we transform the point clouds up to time \( t \) to the robot base frame, and then transform the points back to the end-effector frame at time \( t \). This point aggregation is important in cluttered scene grasping since the wrist camera may not get a complete view of the scene as it moves. The point cloud is augmented with a binary mask to indicate the target, along with the current joint angles to consider arm collision avoidance. Specifically, each point is a tuple \((p_x, p_y, p_z, q, b)\) including positions \((p_x, p_y, p_z)\), joint angles \(q \in \mathbb{R}^3\), and a binary mask denoting target and obstacles \(b \in \{0, 1\}\).

To train a policy on a cluttered-scene grasping dataset with potentially many solutions (e.g. different ways to grasp a bowl), we condition the policy on a specific plan [14] such that the low-level policy only needs to learn uni-modal behaviors. We adopt OMG planner [11] as the expert due to its flexibility in choosing grasping goals in cluttered scenes. We model the plan as a sequence of point clouds with respect to the end-effector frame. This is computed through transforming the current observation \( s_t \) by the relative poses in the trajectory waypoints. Therefore, the embedding network needs to encode both the trajectory path and the scene geometry into a low-dimension vector \( z \).

In Fig. 2 left, the embedding network, denoted as \( \theta \), encodes the point cloud trajectory into a global plan embedding vector \( z_\theta \). Specifically, let \( \xi_t = (T_1, T_2, \ldots, T_T) \) be a trajectory of the robot gripper pose generated by the OMG planner to grasp an object at state \( s_t \), where \( T_i \in \mathbb{SE}(3) \) is the gripper pose in the robot base frame at time \( t \). Given the current state \( s_t \) and the plan \( \xi_t \), we represent the plan observations as a sequence of point clouds from \( t+1 \) to \( T \) based on the poses in the plan, i.e. \( s_{t+1} = T_{t+1}^{-1}(s_t) \). In Fig. 2 the input to the PointNet++ is each local point cloud \( s_{t+i} \) and the input to the PointNet is the combined global point cloud trajectory \( \cup_{t+i} \mathcal{T}_\tau s_{t+i} \) with an extra normalized time channel. The encoded features are concatenated and processed through a multi-layer perceptron (MLP) as the plan embedding \( z_\theta \). \( z_\theta \) is then used with the current observation for the low-level policy \( \pi \).

The low-level policy uses PointNet++ to extract a state feature vector from the current observation \( s \) and concatenates the state feature with the latent plan \( z_\theta \) as input. It outputs actions and goals which are then minimized with the behavior cloning loss and the goal auxiliary loss [5]. Let \( a \) and \( g \) be the action and goal predicted from the policy \( \pi(s, z_\theta) \), and \( a^* \) be the expert action and \( g^* \) be the goal in the plan. The expert action at time \( t \) is computed as \( a_t^* = T_{t+1}T_t^{-1} \) which represents the relative transformation to the next timestep with respect to the current gripper pose. The expert goal at time \( t \) is \( g_t^* = T_{t}T_t^{-1} \) which represents the relative transform to the final timestep. For a single trajectory \( \tau \), we train the networks with the supervised learning loss

\[
L_{plan}(z_\theta, \pi) = \frac{1}{T} \sum_{i=1}^{T} (L_{pose}(g_i, \xi_t) + L_{pose}(a_i, a_t^*)). \tag{1}
\]

\( L_{pose} \) is the point matching loss for a set of predefined gripper points to optimize translation and rotation:

\[
L_{pose}(\mathcal{T}_1, \mathcal{T}_2) = \frac{1}{|X_g|} \sum_{x \in X_g} \|\mathcal{T}_1(x) - \mathcal{T}_2(x)\|_1, \tag{2}
\]

where \( \mathcal{T}_1, \mathcal{T}_2 \in \mathbb{SE}(3) \), \( X_g \) denotes a set of pre-defined 3D points on the robot gripper, and \( L_1 \) norm is used. The same pose loss applies to all actions and goal predictions. Similar to [5], we add the goal auxiliary loss to behavior cloning to align the policy intent with the encoded demonstrations and improve network interpretability and training.

Minimizing the trajectory loss jointly enables a shared latent plan representation between the policy network and the latent embedding network. Then the high-level policy can sample and evaluate the latent plans as the action space and the low-level policy can act as a closed-loop controller to execute the latent plan. On Fig. 3 left, we plot the 2-dimension t-SNE embeddings for the dataset, and denote the plan manifold as \( \mathcal{Z} \). We observe that \( \theta \) implicitly learns to distinguish plan embeddings from different trajectories and cluster embeddings for states in the same trajectory.
B. Latent Plan Proposal with a Generative Model

To generate latent plans without experts for new scenes, we propose to use a variational inference framework [29]. The objective of the latent plan sampler is to model the distribution of state observations \( s \) and the expert plan embedding \( z \), to provide multi-modal plans at inference time. We use a conditional variational autoencoder (cVAE), denoted as \( \phi \), to learn this distribution. A cVAE includes a parametrized encoder \( E_\phi \) and decoder \( D_\phi \), which we model as MLPs (Fig. 2 top right). During training, we maximize the marginal log likelihood of the trajectory embeddings in the dataset \( \log \phi(z|s) \). At test time, we sample from a unit Gaussian to generate the expert plan embedding. The Evidence Lower Bound (ELBO) [29] for the observation-conditioned VAE can be written as

\[
\log p_\phi(z|s) \geq -KL(q(c|z,s)||p(c)) + \mathbb{E}_{q(c|z,s)}[\log p(z|c,s)],
\]

where \( c = E_\phi(s,z) \) denotes the VAE latent variables encoded from the plan embedding \( z \) and conditioned on the state \( s \). The state feature is extracted with a PointNet++ and concatenated with the latent plan (Fig. 2). The prior distribution \( p(c) \) is restricted to be a 2-dimension unit Gaussian. In Fig. 3 right, we visualize the 2D learned VAE latent space \( C \).

To train the cVAE model, we maximize the ELBO with a Kullback–Leibler divergence regularizer loss \( L_{KL} = KL(N(\mu_\phi, \text{diag}(\sigma^2_\phi))||N(0, I_2)) \) and a latent reconstruction loss \( L_{recons} = \|z_\theta - z_\phi\|^2 \), where we parametrize the encoder with mean \( \mu_\phi \) and diagonal covariance \( \sigma_\phi \) and use the reparameterization tricks [29] to sample \( z_\phi \). Additionally, the sampler latent \( z_\theta \) can be further decoded with the low-level policy \( \pi(s,z,\theta) \) on the expert trajectory to minimize the plan loss in Eq. (1). In this way, the action and goal losses from \( L_{\text{traj}}(z_\phi, \pi) \) also provide gradient information such that the latent generated by \( \phi \) acts similarly to the expert plan latent \( z_\theta \). Therefore, the total loss is

\[
L_{\text{Sampler}} = \beta L_{KL} + L_{recons} + L_{\text{traj}}(z_\phi, \pi), \tag{4}
\]

where \( \beta = 0.02 \) is a hyper-parameter [30]. The cVAE and the embedding network are trained jointly (see Algorithm 1). At test time, we sample \( c \sim C \) from a unit Gaussian and decode the plan embedding \( z = D_\phi(s,c) \). We observe that planning diverse trajectories with a generative model improves local behaviors such as obstacle avoidance.

C. Hierarchical RL for Latent Plan Critic

To continually learn and improve on unknown objects and scenes, we extend the system with hierarchical reinforcement learning. The low-level policy, plan sampler, and plan embedding networks are fixed during on-policy learning. The trained low-level policy and sampler can help avoid the risks and expenses of random explorations. The high-level actions are the latent plans \( z_\phi \) sampled from \( D_\phi \). The goal is to learn plan selection through online experience in avoiding obstacles and attempting grasps.

Specifically, we use the standard notation of a Markov Decision Process (MDP): \( M = \{S, R, A, P, \gamma\} \). \( S, A, \) and \( O \) represent the state, action, and observation space. \( P : S \times A \rightarrow S \) is the transition dynamics. \( \gamma = [0, 1] \) is a discount factor. To simplify the setting, we still use \( s \) to represent the policy input even though observations are used. Our goal is to learn a policy that maximizes the expected cumulative rewards \( \mathbb{E}_\pi[\sum_{t=0}^{\infty} \gamma^t r_t] \), where \( r_t \) is the reward at time \( t \).

We use off-policy Q-learning [31] to train the plan critic \( Q(s_t, z) \) to predict the value of starting from current state \( s_t \) and following the plan \( z \). We use sparse rewards for the MDP: an episode terminates with reward 1 if a grasp succeeds, with reward −1 if a collision happens, or 0 in other cases. We use a mixture of return and bootstrapped next-state value as the target for the Bellman equation

\[
y_t = \lambda (r(s_t, z_t) + \gamma \max_{z' \sim \phi(s_{t+1})} Q(s_{t+1}, z')) + (1 - \lambda) y_{T-t} r_T, \tag{5}
\]

where \( \lambda = 0.5 \). The training loss for the critic is \( L_{\text{critic}} = (Q(s_t, z_t) - y_t)^2 \). For every 12 environment steps at

![Fig. 3: Comparison of t-SNE embeddings and VAE embeddings of latent plans \( z_\theta \) where states in the same trajectory are denoted by the same color. Left) The 2-dimension t-SNE embedding of \( Z \). Right) The 2-dimension VAE latent \( C \).](image-url)
test time, we resample 8 trajectory candidates for the critic to select an optimal plan and filter out the suboptimal ones.

D. Low-level Policy Switch Option Classifier

In the full system, we learn an additional option classifier \( G(s_t) \) to choose the binary policy option. It allows to switch the low-level policy from \( \pi \) to a pretrained GA-DDPG policy \( \bar{\pi} \), denoted as \( \pi_g \), to execute workspace control \( a \). GA-DDPG is trained to focus on grasping single objects. Intuitively, once the robot avoids the obstacles, using GA-DDPG as a single-object grasping primitive is more accurate for final grasping. \( G(s_t) \) learns to predict the episode success if we start using \( \pi_g \) from the current state \( s_t \). We learn the GA-DDPG option classifier \( G(s_t) \) jointly with the critic \( Q(s_t, z) \) (Fig. 2) by augmenting GA-DDPG execution from a random timestep \( t_{\text{switch}} \). The final episode reward can be used as the label for \( G(s_t) \) in timesteps after \( t_{\text{switch}} \). The loss for the option classifier is

\[
L_{\text{option}} = \text{BCE}(G(s_t), r_T^+) \cdot 1(t \geq t_{\text{switch}}),
\]

where BCE denotes the binary cross entropy loss and \( r_T^+ = 1 \) if \( r_T = 1 \) and 0 otherwise. The on-policy training algorithm is summarized in Algorithm 2. Examples of plan sampling, plan selection, and policy switching are shown in Fig. 4.

Algorithm 2: On-Policy Training (plan sampler \( \phi \), low-level policy \( \pi \), replay buffer \( D_{\text{online}} \), GA-DDPG pretrained policy \( \pi_g \))

```plaintext
for \( i = 0, \ldots, N \) do
    Initialize critic \( Q \), policy option classifier \( G \), and switch step \( t_{\text{switch}} \)
    Execute \( \pi \) with sampled latent \( z \) for \( t_{\text{switch}} \) steps and switch to \( \pi_g \) to execute grasping
    Log trajectory \( \tau = (s_0, a_0, r_0, z_0, \ldots, s_T, a_T, r_T, z_T) \) to \( D_{\text{online}} \)
    Sample a transition \( (s_t, z_t, a_t, r_t) \) with episode information \( (r_T, t_{\text{switch}}) \) from \( D_{\text{online}} \)
    Select Plan and Policy: Optimize \( Q \) with Eq. 5 and \( G \) with Eq. 6
end
```

IV. Implementation Details

A. Task and Environment

We experiment with the Franka Emika Panda arm, a 7-DOF arm with a parallel gripper. We use ShapeNet [32] and YCB objects [33] as the object repository and the Acronym [34] grasp set for grasp planning. A task scene is generated by first placing a target object, and then placing up to 7 obstacles with random stable poses on a table in the PyBullet simulator [35]. We use a maximum horizon of \( T = 50 \) and use sparse rewards for the MDP. An episode succeeds with reward 1, collides with reward \(-1\), or \(0\) in other cases. We measure collisions with the built-in contact detectors in Bullet. We use approximately 1,500 ShapeNet objects from 169 different classes for offline training and YCB scenes for online interactions. For testing, we select 9 YCB objects with 20 unseen scenes per object. We test in each scene for 5 times and compute the statistics of grasping success rates, collision rates, and rewards.

At every timestep, the observation has color, depth, and mask images of size \(224 \times 224\). We backproject the depth images with foreground masks to generate the scene point clouds. When adding new observed points to the global aggregated point cloud, we use farthest point sampling [36] to limit the number of total points. The input to the network contains 4096 sampled points (1024 target points and 3072 obstacle points). We randomize the initial states \( \rho_0 \) from a uniform pose distribution facing toward the target object, with a distance ranging from 0.6 m to 0.8 m. When points are detected between the fingertips, the robot will close its gripper and retract the arm to complete a grasp.

B. Network Architecture

Shown in Fig. 2, our plan embedding network is similar to [37]. PointNet++ [38] is used to capture the local geometry and PointNet [38] is used to extract the global plan information. The variable-length trajectory features for each point cloud are then maxpooled into a global feature \(z_\theta\) of dimension 64. For the trajectory latent autoencoder, we use a 1024-dimension state features extracted by PointNet++. The critic, the sampler, and the policy network each uses a separate PointNet++ with 1024 dimension features to represent state \( s \). The latent variable \( c \) in the cVAE space \( C \) has dimension 2 and is decoded into 64 dimension \( z_C \). We use group norm instead of batch norm since the states in a trajectory are highly correlated. To provide information about the horizon to the network, the remaining timestep \( T-t \) is concatenated for all networks. The actor network and the critic network are both implemented as 3-layer MLPs with ReLU activation. We use Adam [39] optimizer to train all the networks.
C. Training Details

Our offline training phase uses 120000 demonstration data points (around 2400 trajectories) from random scenes with ShapeNet objects. To fit into the GPU memory for training, a point cloud trajectory is evenly downsampled with ratio 6 and the supervised trajectory states are randomly downsampled with ratio 5. We include both end points for trajectory encoding and supervision, so the length of a downsampled trajectory varies from 2 to 11 for a horizon of $T = 50$. To improve the robustness to imperfect actuation, the rollout $\tau$ is generated by executing a perturbed version of the expert plan, and the supervision is obtained by running OMG-Planner on the perturbed trajectory. This helps mitigate the distribution shift problem in behavior cloning.

During the HRL phase, we jointly train the critic and the switching classifier, whereas the sampler network, the plan embedding network, and the low-level policy are frozen. We sample 18 parallel actor rollouts to collect experiences and perform 50 training optimization steps for each episode. We resample 8 trajectory latents with random probability 0.1. GA-DDPG policy switching is added with random steps and increases over time. The MDP discount factor $\gamma$ is set to 0.99.

V. Experiments

We conduct experiments and present our findings to the following questions: (1) Given an expert plan, how well do the trajectory encoding network and the plan-conditioned policy behave compared with other end-to-end baselines? (2) Does the cVAE generative model learn diverse and feasible planning behaviors for unseen test scenes? (3) Can the latent critic and GA-DDPG policy classifier trained with HRL further improve the performance? Finally, we also conduct comparisons with open-loop baselines in simulation and evaluate our system in the real world.

A. Plan Embedding and Trajectory Execution

We conduct experiments to investigate the embedding representation and the low-level policy. Note that several baseline methods do not use the extra embedding information. In Table I we can see that i) End-to-end behavior cloning (“BC”) does not perform well due to the multi-modal trajectory demonstrations. The state space for grasping in clutters is also more complex than single object grasping. ii) Directly running pre-trained GA-DDPG (“GA-DDPG”) policy without considering the obstacles results in frequent collisions. One common extension is to learn a residual policy (“BC-Residual”) [10] on top of GA-DDPG by summing up the action predictions. This also performs suboptimally. iii) A vanilla planning network that outputs trajectory waypoints (“Waypoint”) behaves similarly to BC. It shows that representing plans with latent variables compatible with a closed-loop policy is better than an extended action space. The closed-loop observation-conditioned controllers are more suitable for executing the long-horizon rollout. iv) The model that encodes a noisy and dynamics-involved rollout (“Rollout Encoding”) performs worse than plan encoding. Overall, the path geometry and local observation information in the latent plane enables the plan-conditioned policy to outperform naive end-to-end baselines.

B. Generative Models for Latent Plans

With the same low-level policy and embedding network, we evaluate the performance of different variations of the latent planner. In Table II we can see that i) Latent regression (“Regress”) models have trouble providing useful plan information in novel test scenes. A cVAE models the joint state and latent distribution and does better at capturing the multi-modality in the plan space. We also observe that models trained without a separate latent VAE network [14] tend to collapse the plans during inference. ii) A vanilla 64 dimension latent VAE (“Vanilla VAE” trained with no hierarchy on $z$) only provides a unit Gaussian sample to the low-level policy and is insufficient to represent useful behaviors. iii) A dummy zero latent (“Zeros”) also does not provide as much information to the low-level policy. iv) Compared to methods that only reconstruct the latents (“No Policy Loss”), additional policy loss improves training the latent model. v) Reactively sampling new plans in a closed loop is better than adopting a single plan (“Single Plan”) for the entire execution. Finally, inferring latent plans without experts still outperforms end-to-end policies.

C. Hierarchical Reinforcement Learning

Our policy trained on offline demonstration data and ShapeNet objects achieves a mean reward of 0.54 (Table
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Fig. 6: Successes (left) and failures (right) of real-world tabletop cluttered-scene grasping experiments with our policy trained in simulation. The target object is surrounded by obstacles and the robot initial configuration is different for each scene.

| Test | 6DGraspNet | Contact-GraspNet | Multi-view 6DGraspNet | Closed-loop 6DGraspNet | HCG |
|------|------------|------------------|-----------------------|-------------------------|-----|
| Success | 0.67 | 0.72 | 0.78 | 0.75 | 0.82 |
| Collision | 0.19 | 0.16 | 0.12 | 0.10 | 0.09 |
| Inference Time | 1.42 | 0.28 | 1.67 | 1.42 | 0.04 |
| Execution Time | 31.21 | 29.55 | 36.63 | 52.88 | 21.14 |

TABLE III: Performance comparisons with the different baseline methods. Inference time only considers the network forward pass while the execution time includes grasp generation, motion planning, and the actual execution.

TABLE IV: Policy success rates when varying the level of clutter. More obstacles increases the difficulty.

E. Tabletop Cluttered-Scene Grasping in the Real World

We conduct real-world grasping experiments with HCG. To obtain the segmented object point clouds in the tabletop setting, we use an unseen instance segmentation method [42] that runs at 5 fps. At inference, the latent plan sampling and selection take around 0.2s and the low-level policy runs at 25 Hz. This is considerably faster than traditional methods that require expensive grasp sampling and motion planning. Fig. 6 shows some qualitative results in our experiments where the target object is surrounded by obstacles. Compared to single-object grasping or top-down picking in a piles, the experiment setup is challenging with heavy occlusions and requires intricate collision avoidance. As in simulation, the robot grasped each target object 5 times with varying initial configurations. Our model trained only in simulation generalizes well to the real world. Our model generates plans to avoid arm collisions and produces smooth controls to grasp objects in these challenging cluttered scenes. Overall, our method succeeds with 21 trials out of 34 attempts on 8 challenging test scenes. The majority of failures is due to slippery contacts caused by sim-to-real physics gaps and small collisions caused by suboptimal plans and controls. One potential way to improve this is to train on more diverse data in simulation and finetune the policy in the real world.
VI. CONCLUSION

We introduce Hierarchical policies for Cluttered-scene Grasping (HCG), an end-to-end method to grasp in clutters from point clouds. Our method learns a latent plan sampler through variational autoencoder, a latent plan critic through Q learning, and an option classifier to improve the grasping accuracy. The overall system achieves robustness and generalization across diverse unseen scenes and robot initial configurations both in simulation and in the real world. Future directions include incorporating other modalities for grasping and lifting the segmentation requirement for the policy.
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