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Abstract

One underlying assumption of recent federated learning (FL) paradigms is that all local models usually share the same network architecture and size, which becomes impractical for devices with different hardware resources. A scalable federated learning framework should address the heterogeneity that clients have different computing capacities and communication capabilities. To this end, this paper proposes FedHM, a novel heterogeneous federated model compression framework, distributing the heterogeneous low-rank models to clients and then aggregating them into a full-rank model. Our solution enables the training of heterogeneous models with varying computational complexities and aggregates them into a single global model. Furthermore, FedHM significantly reduces the communication cost by using low-rank models. Extensive experimental results demonstrate that FedHM is superior in the performance and robustness of models with different sizes, compared with state-of-the-art heterogeneous FL methods under various FL settings. Additionally, the convergence guarantee of FL for heterogeneous devices is first theoretically analyzed.

1 Introduction

Federated Learning (FL) [24, 25] is a collaborative learning framework that allows each local client to train a global model without sharing local private data. Due to its privacy-preserving property, it is widely used or deployed on mobile and IoT devices. Although there are various FL frameworks nowadays, the general FL paradigm consists of the following steps: (1) the server sends the global model to selected clients in each communication round, (2) each selected client trains a local model with its private data, (3) the clients send their trained local models back to the server, and (4) the server aggregates the local models to update the global model, and repeats these steps until the global model converges.

However, the FL paradigm still faces many challenges in practice [10, 34]. One of the urgent challenges is the system heterogeneity that clients in FL may have varying computing capacities and communication capabilities due to hardware differences [15, 20]. It is inefficient to require different clients to train the same model in this heterogeneous setting, since some devices are unable to make full use of their computing resources. For example, if a smartphone equipped with a CPU and a cloud server equipped with a GPU participate in FL training, deploying the same models on the two devices will slow down the training process in the cloud server. One straightforward solution is to...
train heterogeneous models according to the clients’ hardware resources and this solution leads to a challenge known as model heterogeneity.

Model heterogeneity presents many fundamental challenges to FL, including convergence stability, communication overheads, and model aggregation [10]. HeteroFL [5] is the state-of-the-art method that aims to address the heterogeneity from clients that have varying computation capabilities. HeteroFL applies uniform channel pruning (width slimming) for each local model and aggregates the local models by channels on the server-side. However, HeteroFL suffers from two major limitations: (1) The small models obtained from naive uniform pruning can not be well-trained in FL. (2) The aggregation strategy ignores the small models’ sparse information, and the large models face the risk of over-fitting, especially when the data of the clients are not independent and identically distributed (i.e., Non-IID) [1, 11, 18, 19, 22, 29, 32, 40]. Split-Mix [7] proposes to leverage an ensemble mechanism to address the under-training issue in large models, while the performance of ensemble slimming models still lags far behind the performance of the well-trained large model. Additionally, both HeteroFL and Split-Mix aim to improve the performance of the server model (the largest model), while the models deployed on the resources-constrained devices hardly benefit from the heterogeneous training. Finally, no convergence guarantee is proven for these methods.

To address the aforementioned shortcomings, we propose a federated model compression mechanism for model heterogeneity in FL, FedHM, which enables multiple devices to train heterogeneous local models with different computing capacities and communication capabilities. Our key idea is to compress a large model into small models using low-rank factorization and distribute the compressed models to resource-constrained devices which perform local training. Specifically, FedHM factorizes deep neural networks (DNNs) into a hybrid network architecture, preserving the model’s capacity. Subsequently, the server gathers the trained heterogeneous local models from the selected clients and transforms each local model into a full-rank model shape. Then, the global model is easily aggregated from these transformed local models. Note that the model factorization is computed on the server, which does not introduce extra computation overhead for the clients.

Overall, the contributions of this paper are as follows. (1) We propose FedHM, which is the first work that utilizes the low-rank factorization mechanisms of DNNs to solve the model heterogeneity challenge in federated learning. (2) We prove a convergence guarantee for FedHM in the heterogeneous device setting. (3) Empirically, our proposed method shows superior performance and robustness using small sized models across different scenarios, when compared with state-of-the-art heterogeneous FL methods. (4) Our approach achieves high efficiency in communication and can be flexibly adapted to different heterogeneous scenarios.

2 Federated Learning on Heterogeneous Devices

In typical FL algorithms, each local model $w_p$ shares the same network architecture with the global model $w$. The server receives local models and aggregates them into a global model by averaging $w = \frac{1}{P} \sum_{p=1}^{P} w_p$. However, this requires all the clients to train the models with the same structure. This work aims to release the constraint that each local model needs to share the same network architecture as the global model.

2.1 Overview of FedHM

In FedHM, each client is allowed to train a low-rank factorized neural network with a specified size, so that resource-constrained devices can participate in training and devices with strong computing power can make full use of their resources. Before the local training stage, the central server factorizes the global model into different hybrid networks and sends the factorized models to the corresponding participating clients. After receiving the assigned factorized model, the clients train it on their private data with low-rank regularization and send the trained model back to server.

FedHM consists of three main components, i.e., (1) local factorized training, (2) model shape alignment, and (3) model aggregation. Local factorized training allows clients with heterogeneous hardware resources to train factorized low-rank models with different sizes. This enables each client to optimally utilize its hardware resources. For instance, a cell phone client with 8G memory capacity can only afford to train a factorized low-rank ResNet-18 with a rank ratio of $\frac{1}{8}$, but a desktop client, on the other hand, with 16G memory capacity can afford to train a full-rank ResNet-18. The global model
The model factorization, model recovery, and model aggregation steps (a), (b), (d), and (e) are in the server side. Only local training step (c) runs in the client side.

\[ w \] is factorized to different models and distributed to suitable devices. Upon receiving the factorized models, FedHM conducts model shape alignment to transform the factorized low-rank models with different sizes back to full-rank shapes, so that each transformed model has an identical shape. Specifically, central model shape alignment transforms factorized models \( U \in R^{m \times r}, V^\top \in R^{r \times n} \) with different \( rs \) back to \( W \in R^{m \times n} \). FedHM finally conducts central aggregation among the transformed models using weighted averaging. An overview of our federated model decomposition is illustrated in Figure 1.

### 2.2 Local Factorized Training

**Convolution Layer Factorization.** For a 2D convolution layer, an input with dimension \((m, H, W)\) convolved with \(n\) convolution filters of dimension \((m, k, k)\) to create a \(n\)-channel output feature map. In our notation, \(H, W\) denote the height and width of the input feature map and \(k\) denotes the shape of a convolution filter. In order to reduce the computational and memory cost, we use the low-rank factorization to modify the architecture of the convolution layers. The core idea is to replace full rank vanilla convolution layers with factorized versions such that the model size and computation complexity are both reduced.

There is more than one way to adopt factorized convolution (FC) layers. In FedHM, we utilize the following strategy for convolution layer factorization, which was proposed by [12]. For a 2D convolution layer, the parameter matrices is a 4D tensor with dimension \((m, n, k, k)\) where \(m, n, k\) denote input channels, output channels, and size of the convolution filters. Instead of factorizing the 4D tensor of a convolution layer directly, we consider factorizing the unrolled 2D matrix. Unrolling the 4D tensor \(W\) leads to a 2D matrix with shape \((mk, nk)\). Then factorizing the matrix \(W \in R^{mk \times nk}\) via truncated SVD, leads to \(U \in R^{mk \times r}, V^\top \in R^{r \times nk}\) with a specific choice of \(r\). Reshaping the factorized \(U, V\) back to 4D tensors leads to \(U \in R^{m \times r \times k \times 1}, V^\top \in R^{r \times n \times 1 \times k}\). Therefore, factorizing a convolution layer with dimension \((m, n, k, k)\) returns two convolution layers with dimensions of \((m, r, k, 1)\) (a convolution layer with \(r (k \times 1)\) convolution filters) and \((r, n, 1, k)\) (a convolution layer with \(n (1 \times k)\) convolution filters). An alternative approach to our proposed low-rank factorization is to directly conduct tensor decomposition, e.g., the CP [16] and Tucker [27] decomposition to directly factorize the 4D tensor weights. In this work, we do not consider tensor decomposition, as they were observed to have lower accuracy and more computational cost than low-rank factorization in [12].

**Hybrid Network Architecture.** Since the low-rank factorized network is an approximation of the original network, an approximation error will be introduced when factorizing each layer. Approximation errors in the early layers can be accumulated and propagated to the later layers, which will significantly impact the model accuracy [33]. A straightforward idea is to only factorize the later layers to preserve the final model accuracy. Moreover, especially for CNNs, the number of parameters in later layers dominates the entire network size, e.g., the last 3 bottleneck residual blocks of ResNet-50 contains \(\sim 60\%\) of the entire model parameters. Thus, factorizing the later layers does not sacrifice the model compression rate. To achieve this goal, we utilize the hybrid \([\rho, L, \gamma]\) network
Algorithm 1: FEDHM: Federated Learning for Heterogeneous Models. (Sketch)

**Input**: Dataset $[D_p]_{p=1}^{P}$ distributed on $P$ clients, total communication rounds $T$, local epoch length $E$, a set of rank ratios $\{\gamma_i\}_{i=1}^{\Gamma}$, the number of un-factorized layers $\rho$.

**Output**: Final model $w_T$

**ServerExecute**: // server side

1. Initialize $L$-layer network with weight $w_0 = \{W_1, \ldots, W_L\}$
2. for $t = 0, \ldots, T - 1$ do
3. for $i = 1, \ldots, \Gamma$ do
4. Factorize the network $w_t$ to a $[\rho, L, \gamma_i]$ hybrid network $w_t^{\gamma_i}$.
5. for each client $p$ do in parallel
6. Based on the computation capability, choose the hybrid network $w_t^{\gamma_p}$ from $\{w_t^{\gamma_i}\}_{i=1}^{\Gamma}$.
7. $w_{p,t+1}^{\gamma_p} \leftarrow \text{LocalUpdate}(w_{p,t}^{\gamma_p})$.
8. Perform model shape alignment on the hybrid network $w_{p,t+1}^{\gamma_p}$ to get $w_{p,t+1}$ as in Eq. (1).
9. Aggregate the local updates from clients to get a new network weight $w_{t+1}$ as Eq. (2).
10. return $w_T$

**LocalUpdate**(w): // client side
11. Train the hybrid network for $E$ epochs and regularize with Frobenius decay.
12. return local solution to server.

architecture, i.e., $w^{\gamma} = \{W_1, W_2, \ldots, W_\rho, U_{\rho+1}V_{\rho+1}^T, \ldots, U_LV_L^T\}$, where $\rho$ denotes the number of layers are not factorized, $L$ is the total number of layers, and $\gamma = \text{rank}(U_{\ell}V_{\ell}^T)/\text{rank}(W_{\ell})$ for all $\ell \in \{\rho + 1, \ldots, L\}$. We remark that $\rho$ serves as a hyper-parameter that balances the model compression ratio and the final model accuracy.

**Initialization and Regularization of Factorized Layers.** As illustrated in [12], the performance of the low-rank models can be improved through initializing with spectral initialization (SI) and regularizing with Frobenius decay (FD). The Frobenius decay penalty on matrices $U, V^T$ is $\lambda \|UV^T\|_F^2$, where $\lambda$ is the coefficient of regularization which controls the strength of the penalty. Spectral initialization is naturally implemented during the FL model distribution process (by using the SVD to decompose the server model) and we use Frobenius decay for training the low-rank layers, so that the low-rank layers are appropriately initialized and regularized.

**2.3 Model Shape Alignment and Aggregation**

At round $t$, after the server receives the local update from the $p$-th client, which is denoted as $w_{p,t}^{\gamma_p}$ where $\gamma_p$ is participant $p$’s rank ratio, FEDHM conducts model shape alignment operation, to recover the full-size model $w_{p,t}$ as

$$w_{p,t+1} = \{W_1, W_2, \ldots, W_{\rho}, U_{\rho+1}V_{\rho+1}^T, \ldots, U_LV_L^T\}. \quad (1)$$

We drop the subscripts on $p$ and $t$ to avoid cluttered notation on the right hand side of Eq. (1).

As the number of parameters represents the knowledge of each model, we use a weighted aggregation scheme to derive the global model from the local updates as

$$w_{t+1} = \sum_{p=1}^{P} \alpha_p w_{p,t+1}, \quad \alpha_p = \frac{\exp \frac{\gamma_p}{\tau}}{\sum_{p=1}^{P} \exp \frac{\gamma_p}{\tau}}, \quad (2)$$

where $P$ is the number of active clients and $\tau > 0$ denotes the softmax temperature. Due to space constraints, the proposed FEDHM is sketched in Algorithm 1 and a more precise description can be found in the Appendix.
Table 1: Comparison of parameters and computational complexity for full-rank and low-rank FC and Conv. layers.

| Layer              | # Params. | Comp. Complexity |
|--------------------|-----------|------------------|
| Vanilla FC         | $mn$      | $O(mn)$          |
| Factorized FC      | $r(m + n)$| $O(r(m + n))$    |
| Vanilla Conv.      | $mnk^2$   | $O(mnk^2HW)$     |
| Factorized Conv.   | $rk(m + n)$| $rHW(m + n)$    |
| Factorized Conv. in [33] | $r(mk^2 + n)$| $rHW(mk^2 + n)$ |

3 Theoretical Analysis

3.1 Computational Complexity and Model Size

We summarize the computational complexity and the number of parameters in the vanilla and low-rank FC, convolution layers in Table 1. For the model sizes of both types of FC layers, low-rank factorization reduces the model dimension from $(m, n)$ to $(m, r), (r, n)$. For the computational complexity of the FC layers, it is also easy to see that $xW$ requires $O(mn)$ and $xUV^\top$ requires $O(r(m + n))$. For a convolution layer, the un-factorized layer has dimension $(m, n, k, k)$ while the factorized low-rank layer has dimensions $(m, r, k, 1), (r, n, 1, k)$ as discussed before. Thus, the factorized convolution reduces the total number of parameters from $mnk^2$ to $rmk + rnk$. For the computational complexity of convolution layers, an un-factorized convolution layer requires $O(mnk^2HW)$ as there are $n$ filters with size $m \times k \times k$, and the filter has to convolve over $H \times W$ pixels (controlled by a stride size). Using the same analysis, one can easily see that the factorized low-rank convolution layer needs $O(rnkHW + nrkHW)$ operations to convolve a input with $HW$ pixels and $m$ input channel. We also compare our convolution layer factorization strategy against another popular factorization strategy used in Pufferfish [33] (shown in Table 1). One can see that for both model size and computational complexity, our factorization strategy balances the $k^2$ term between the input dimension $m$ and output dimension $n$ while the strategy used by [33] places all $k^2$ terms in the input dimension $m$. Thus, unless the input dimension is much smaller than output dimension, our strategy usually leads to smaller model size and lower computational complexity. A low-rank factorized network enjoys a smaller network of parameters and lower computational complexity which is indicated in Table 1. We note that both the computation and communication efficiencies are improved, as the communication cost is proportional to the number of parameters.

3.2 Convergence Analysis

In this section, we provide a convergence result for Algorithm 1 under the assumption of full client participation. We consider the minimization of the loss function $f$:

$$\min_w f(w) = \frac{1}{P} \sum_{p=1}^{P} f_p(w), \text{ and } f_p(w) := \mathbb{E}_{\zeta_p \sim \mathcal{D}_p}[F_p(w; \zeta_p)],$$

(3)

where $f_p$ are smooth non-convex functions and $\mathcal{D}_p$ can vary per participant. To prove our convergence result, we need two assumptions, the first of which is standard in the federated learning literature.

**Assumption 1** (Informal) Each $f_p$ is continuously differentiable with Lipschitz continuous gradients and lower bounded by $f_{\text{low}} \in \mathbb{R}$. In addition, the stochastic gradients are unbiased estimators of the true gradient and the second moment of the stochastic gradients is bounded (with constant $\kappa_g$).

In addition to this assumption, we make the following assumption that is specific to the low-rank factorization strategy of Algorithm 1.

**Assumption 2** (Informal) For each iteration and participant, the components $U$ and $V$ of the factorized layers are bounded in norm. In addition, at every aggregation step, the difference between the full model and low-rank models is bounded in norm (by $\kappa_o$).

With these assumptions, we can present our convergence result.
Theorem 1 (Informal) Let Assumptions 1 and 2 hold. Let $g$ be the loss function applied to the factorized network. Then,

$$
\frac{1}{TE} \sum_i \mathbb{E}[\|\nabla g(\hat{h}_i)\|^2] \leq O \left( \frac{f(w_0) - f_{low}}{TE\eta} + \frac{\kappa_g \eta}{P} + \kappa_g \max\{E\eta, E^2\eta^2\} + \kappa_\sigma \left( 1 + \frac{1}{E\eta} \right) \right),
$$

where $\eta$ is the learning rate and $\hat{h}_i$ is the average of the iterates at time $i$.

The first three terms essentially match those found in standard results in the literature [37]. The final term, however, is unique to the heterogeneous device setting and is a direct consequence of the different capabilities of the participants in the network.

4 Experiments and Analysis

4.1 Experimental Setup

Datasets and Model Setting. To validate the effectiveness of our proposed approach, we adopt three datasets (i.e., CIFAR-10, CIFAR-100 [14] and Tiny-ImageNet) that have been widely used in the area of federated computer vision. According to the complexity of the datasets, we conduct experiments on CIFAR-10, CIFAR-100 and Tiny-ImageNet using ResNet-18, ResNet-34 and ResNet-34, respectively. To adapt to the FL setting, we set the number of clients to 20, and we sample 50% of the clients at each round to train models for 10 local epochs.

Baselines. We compare FedHM with the following baselines, including (1) FedAvg [25], which trains the slimming model on all clients, (2) HeteroFL [5], which leverages the network slimming strategy to compress the heterogeneous client models and aggregate them by channels, and (3) Split-Mix [7], which ensembles several slimming models to provide heterogeneous models.

System Heterogeneity. The system heterogeneity in our experiments is pre-defined as different levels of computational complexity, following [5]. We annotate the fixed heterogeneous setting for clients with a fixed assignment of computation complexity levels, and annotate the dynamic heterogeneous setting for clients by uniformly sampling computation complexity levels at each communication round. For HeteroFL, we adjust the shrinkage ratio to vary the model size and extend two variants based on HeteroFL (named HeteroFL-V2 and HeteroFL-V3) by changing the heterogeneous model groups to better study the impact of different model combinations. As for Split-Mix, we control the model size by modifying the number of base models. For FedHM, we set a fixed parameter $\rho$ and construct the computation complexity of FedHM by varying the rank ratio $\gamma$. Under the dynamic heterogeneous setting, the larger models should be given higher weight since the models are trained on all the clients, we set the softmax temperature $\tau = 5$. For the fixed heterogeneous setting, we set $\tau = +\infty$ to equally aggregate the models. For a more detailed discussion of hyper-parameters, please refer to the Appendix.

Data Heterogeneity. Following prior work [8], we sample the disjoint Non-IID client data using the Dirichlet distribution $\text{Dir} (\alpha)$, where $\alpha$ denotes the concentration parameter. We set the $\alpha$ to 0.5.

4.2 Performance Evaluation

We evaluate the Top-1 accuracy of models with different sizes in the IID and Non-IID settings under the dynamic and fixed heterogeneous FL settings.

Performance under Dynamic Heterogeneous Setting. Table 2 shows the performance of FedHM and baselines in terms of Top-1 test accuracy under the dynamic heterogeneous setting. From this table, it is clear to see that both the server and client models of FedHM consistently outperform the baselines on CIFAR datasets. When comparing with FedAvg, we find that both FedHM and HeteroFL improve the performance of the server model, while Split-Mix does not beat FedAvg in all of the scenarios under the dynamic setting. When comparing FedHM with different variants of HeteroFL and Split-Mix, we observe that FedHM shows superiority in terms of the accuracy of the smallest model. On CIFAR-100, FedHM surpasses HeteroFL by 5.90% and 1.09% in terms of Top-1 accuracy, under the IID and Non-IID settings respectively. The improvements for small models

\footnote{https://www.kaggle.com/c/tiny-imagenet}
are helpful for dynamically changing computational capability. Furthermore, we also find that the performance gain achieved by FedHM compared with baselines becomes larger when switching the dataset from CIFAR-10 to datasets with more complexity, i.e., CIFAR-100 and Tiny-ImageNet. We attribute this to direct width slimming on larger model leading to a significant performance drop when compared to the original model. In contrast, the small models in FedHM benefit from the hybrid network structure and weighted aggregation strategy, which leads to improved performance.

**Performance under Fixed Heterogeneous Setting.** Here we conduct experiments that are same to those have been done in the fixed heterogeneous setting. As shown in Table 3, the performance of HeteroFL drops under the fixed heterogeneous setting, while FedHM and Split-Mix are robust. Comparing the performance of the server model, FedHM outperforms Split-Mix 3.12%/5.31% and 0.81%/2.02% in terms of Top-1 test accuracy in the CIFAR10 IID/Non-IID, CIFAR100 IID/Non-IID settings. Comparing the performance of the smallest model, FedHM outperforms all of the baselines in terms of test accuracy while using fewer parameters. We find that Split-Mix consistently outperforms HeteroFL under the fixed heterogeneous setting, which can be attributed to the fact that large models in HeteroFL are only trained on strong devices, facing the risk of over-fitting. FedHM reduces over-fitting by aggregating the sparse information of the small models, while the sparse information is ignored in HeteroFL. Though Split-Mix aims to address the over-fitting issue by ensembling the smaller models, it does not improve the performance of the smallest model. FedHM reduces the risk of large model over-fitting by aggregating with transformed low-rank models. Additionally, the low-rank models also benefit from aggregating with the larger models.
We compute the communication cost as computation overhead is calculated as addition operations) are key metrics to measure the communication cost and computation overhead.

To evaluate the efficiency of F, the parameters of model and MACs (the number of multiplication-and-factorized low-rank models and the original model before factorization, in terms of communication cost and computation cost. The parameters of model and MACs (the number of multiplication-and-factorization, in terms of the communication cost and computation cost, are key metrics to measure the communication cost and computation overhead.

Convergence Speed under Heterogeneous Setting. Figure 2 shows the convergence speed of FedHM and the baselines under the fixed heterogeneous setting. Note that, here we consider those models with the smallest size, e.g., 1.37M and 1.24M parameters for baselines and FedHM, respectively, both on CIFAR-10. From Figure 2, we find that FedHM achieves faster convergence than the baselines, with the smallest model of FedHM consistently outperforming FedAvg, demonstrating the benefits of the factorized training and aggregation strategy. In the early stage of training (training with a larger learning rate), FedHM holds a more smooth learning curve than FedAvg, which demonstrates that FedHM improves the robustness of smallest model through aggregation with larger models. We also observe that Split-Mix and HeteroFL converges slower than FedAvg, since both Split-Mix and HeteroFL aim to improve the performance of the server model (the model with the largest size), not the performance of all of the models.

Communication and Computation Cost. To evaluate the efficiency of FedHM, we compare the factorized low-rank models and the original model before factorization, in terms of communication cost and computation cost. The parameters of model and MACs (the number of multiplication-and-addition operations) are key metrics to measure the communication cost and computation overhead. We compute the communication cost as $2 \times (\#\text{participants}) \times (\#\text{parameters}) \times (\#\text{round})$, and the computation overhead is calculated as $(\text{MACs}) \times (\#\text{epochs}) \times (\#\text{samples}) \times (\#\text{round})$. Figure 3
shows the Top-1 test accuracy w.r.t. communication cost under homogeneous setting. From this figure, we observe that, compared to original model, FedHM requires much lower communication cost and achieves comparable Top-1 test accuracy. Figure 4a shows the communication cost of FedHM to reach a target accuracy. Compared to the original model, FedHM reduces the communication cost $6.1 \times 7.6 \times$ and $7.9 \times 8.1 \times$, under the CIFAR10 IID/Non-IID and CIFAR100 IID/Non-IID settings. Figure 4b shows that to reach a target accuracy, the original model requires $2.9 \times 3.6 \times$ and $2.1 \times 1.8 \times$ more computation cost than FedHM, under CIFAR10 IID/Non-IID and CIFAR100 IID/Non-IID settings. The experimental results confirm the effectiveness of local factorized training and that factorized training further improves the performance of client models under the heterogeneous setting.

5 Related Work

Federated Learning (FL). FL distributes a machine learning model to the resource-constrained edges from which the data originates and has emerged as a promising alternative machine learning paradigm [24, 26, 32, 34]. FL enables a multitude of participants to construct a joint model without sharing their private training data [3, 23, 24, 26]. Some recent works focus on model compression or partial network transmission for efficient communication [2, 21, 28, 30]. However, they do not reduce the computation overhead on edge devices. Another line of work aims to offload partial network to the server [6, 35] to tackle the computational overhead challenge, but sharing local data information may leak privacy. Our work reduces both the communication cost and training overhead for clients.

Heterogeneous Networks Training. Yu et al. [39] present an approach to training neural networks with different widths and US-Net [38] proposes switchable-BatchNorm to solve the statistics problem in Batch Normalization. Once-for-all [4] develops progressive pruning to train the supernet in neural architecture search. DS-Net [17] proposes to adjust the network according to the input dynamically. The above methods are applicable in model inference. FedMD [18] and FedDF [22] break the knowledge barriers among heterogeneous client models by distillation on proxy data. However, the proxy data is not always available. HeteroFL [5] introduces the techniques in [38] into heterogeneous FL and proposes to train networks with different widths in different clients. Split-Mix [7] proposes to ensemble the small models instead of training large models, while the small models hardly benefit from it. Our proposed method enables the weak devices to benefit from federated learning.

Low-rank Factorization. Low-rank factorization is a classical compression method, while it is impractical to factorize the model after training [16, 31, 36] in FL. Furthermore, directly training the low-rank model from scratch [13] results in a performance drop. FedDLR [28] factorizes the server model and recovers the low-rank model on the clients, while it increases the computation cost. FedPara [9] proposes a new factorization method, which reduces the communication costs, while does not address the model heterogeneity. Pufferfish [33] improves the performance of the low-rank model by training a hybrid network and warm-up. Khodak et al. [12] study the gradient descent on factorized layers and propose improving the low-rank models’ performance by SI and FD. In this paper, we utilize the low-rank factorization to handle the model heterogeneity in federated learning.

6 Conclusion, Limitations, and Broader Impact

In this paper, we have proposed a novel heterogeneous FL framework FedHM, which reduces the communication cost and training overhead for the devices. We provide a convergence guarantee for our heterogeneous FL framework. By incorporating low-rank decomposition approaches, FedHM improves the performance of the server model and client models under various heterogeneous settings. The efficiency of our method can be further improved by combining other efficient FL optimizers. Comprehensive experiments and analyses verify the effectiveness of our proposed approach when compared with the state-of-the-art baselines. One limitation of FedHM is that the computation overhead of matrix decomposition is very expensive, though the computation is performed on the server, it is still a burden for the server to perform model factorization at each communication round. A future direction is to use a more efficient model decomposition method for FedHM. We do not see any negative societal impacts of our work while using our method in practice.
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A More Description of FedHM

A.1 Limitation of FedAvg

From Figure 5, we can see that in FedAvg, the local trained models on each device are expected to share the same model architecture, which limits the applied scenarios.

![Figure 5: The FedAvg framework for heterogeneous computation scenario.](image)

A.2 FC Layer Factorization

Figure 6 shows the difference between CNN layer and FC layer factorization. The forward propagation rule of a fully-connected (FC) layer can be expressed as $\sigma(xW)$ where $x \in \mathbb{R}^m$, $W \in \mathbb{R}^{m \times n}$ and $\sigma(\cdot)$ represents arbitrary non-linear activation function. Then a factorized FC layer can be represented by $\sigma(xUV^T)$, where $U \in \mathbb{R}^{m \times r}$, $V^T \in \mathbb{R}^{r \times n}$, and $r$ denotes the selected rank for the low-rank factorization such that $UV^T$ is geometrically close to $W$. In the low-rank factorized training, only $U$ and $V^T$ are held in memory and trained by participating clients.

B Convergence Analysis

In this appendix, we provide a proof of Theorem 1. We begin by presenting some notation and definitions that will be relevant for our analysis in Section B.1, then formalize Assumptions 1 and 2 in Section B.2, and prove our convergence result in Section B.3.

B.1 Notation and Definitions

Throughout this section, we use $w$ to denote variables in the weight space, i.e., $w = \{W^0, \ldots, W^L\}$, where $W^L$ is the weight matrix at layer $L$ and $h$ to denote variables in the factorized space, i.e., $h = \{W^0, \ldots, W^p, U^{p+1}, V^{p+1}, \ldots, U^L, V^L\}$. Occasionally, we convert between these representations. To this end, we define $w(h) = \{W^0, \ldots, W^p, U^{p+1}(V^{p+1})^T, \ldots, U^L(V^L)^T\}$.

We assume that the quantities $w$ and $h$ have been vectorized for ease of notation, except when working with a specific layer $W^L$ or $U^L$, $V^L$, in which case we work with the matrix representation. To aid in readability, we largely adopt the notation that vectors are written with lower case letters while matrices are denoted by upper case letters, except in rare cases, where it will be explicitly noted. We use $\|\cdot\|$ to denote the Euclidean norm of a vector and $\|\cdot\|_F$ to denote the Frobenius norm of a matrix. We recall that, for any matrix $A$, $\|\text{vec}(A)\|_F = \|A\|_F$, where $\text{vec}(A)$ is the vectorization of $A$.

In addition, we occasionally make use of the identity

$$\left\|v_1^T, \ldots, v_n^T\right\|_2^2 = \sum_{i=1}^n \|v_i\|^2$$  \hspace{1cm} (4)

Now, we recall the definition of $f$ in Eq. (3):

$$\min_w f(w) = \frac{1}{P} \sum_{p=1}^P f_p(w),$$  \hspace{1cm} (5)
Algorithm 2: FEDHM: Federated Learning for Heterogeneous Models.

Input: Dataset $\{D_p\}_{p=1}^P$ distributed on $P$ clients, iterations per epoch $E$, total stochastic gradient iterations $T$ such that $T \mod E = 0$, learning rate $\eta$, rank shrinkage ratios $[r_i]_{i=1}^\Gamma$, hyper-parameter $\rho$.

Output: Final model $w_{T+1}$

ServerExecute: // server side
1 Initialize $L$-layer network $w_0 = \{W_1, \ldots, W_L\}$
2 for $t = 0, \ldots, T - 1$
3 \hspace{1em} if $t \mod E = 0$, then
4 \hspace{2em} recover network $w_t$ by $w_t \leftarrow \frac{1}{P} \sum_{p=1}^P w(h_{p,t})$
5 \hspace{2em} for $i = 1, \ldots, \Gamma$
6 \hspace{3em} factorize the network $w_t$ to a $[p, L, \gamma_i]$ hybrid network $\tilde{y}_t^i$
7 \hspace{2em} each client $p$, based on capability, chooses some $i \in \{1, \cdots, \Gamma\}$ and sets $y_{p,t} = \tilde{y}_t^i$
8 \hspace{2em} each client $p$ in parallel draws a random sample $\zeta_{p,t}$ and updates its local solution as
9 \hspace{3em} $h_{p,t+1} \leftarrow y_{p,t} - \eta \nabla G(y_{p,t}, \zeta_{p,t})$ \hspace{1em} (8)
10 \hspace{2em} else
11 \hspace{3em} each client $p$ in parallel draws a random sample $\zeta_{p,t}$ and updates its local solution
12 \hspace{3em} $h_{p,t+1} \leftarrow h_{p,t} - \eta \nabla G(h_{p,t}, \zeta_{p,t})$, $\forall p$
13 \hspace{1em} recover network $w_T$ by $w_T \leftarrow \frac{1}{P} \sum_{p=1}^P w(h_{p,T})$
14 return $w_T$

where $P$ is the number of participants and each $f_p(w) := \mathbb{E}_{\zeta_p \sim \mathcal{D}_p}[F_p(w; \zeta_p)]$ is a smooth non-convex function where $\mathcal{D}_p$ can vary per participant. Then, we define the factorized loss function, $g$, as

$$\min_h g(h) = \frac{1}{P} \sum_{p=1}^P g_p(h),$$ \hspace{1em} (6)

such that, for any $h$ and $w$ such that $w(h) = w$,

$$g_p(h) = f_p(w),$$ \hspace{1em} (7)

holds for all $p$.

In order to ease our analysis, we provide a slightly modified version of Algorithm 1 in Algorithm 2. Fundamentally, the only difference between these algorithms are:

- A modified definition of communication rounds and epoch length, to ease the notation for the iteration counter in the analysis.
- Simple averaging as opposed to using soft-max (equivalent to setting $\tau = \infty$ in Eq. (2)).
- The use of stochastic gradient steps, as opposed to a generic training algorithm.

As such, one can view Algorithm 2 as a specific instance of Algorithm 1. And we remark that $E$ represents the communication frequency, i.e., clients upload their “local models” every $E$ steps to the sever to produce a “global models”. We use generic notation $y$ to denote the global models while $h$ to denote the local models (dependence on the iteration and/or clients are made clear via subscripts.)

Now, we describe some basic properties of learning with factorized layers. For all iterations $t$, participants $p$, and layers $\ell \in \{p+1, \ldots, L\}$, let $U_{p,t}^\ell \in \mathbb{R}^{m \times r}$ and $V_{p,t}^\ell \in \mathbb{R}^{n \times r}$ denote the factors of layer $\ell$ for participant $p$ at time $t$. Then, the layer-wise gradient $\nabla g_p^\ell(h_{p,t})$ and stochastic gradient $\nabla G_p^\ell(h_{p,t}; \zeta_{p,t})$ satisfy

$$\nabla g_p^\ell(h_{p,t}) = \begin{bmatrix} \nabla f_p^\ell(w_{p,t}) V_{p,t}^\ell \\ \nabla f_p^\ell(w_{p,t})^T U_{p,t}^\ell \end{bmatrix} \text{ and } \nabla G_p^\ell(h_{p,t}; \zeta_{p}) = \begin{bmatrix} \nabla F_p^\ell(w_{p,t}; \zeta_{p,t}) V_{p,t}^\ell \\ \nabla F_p^\ell(w_{p,t}; \zeta_{p,t})^T U_{p,t}^\ell \end{bmatrix}. \hspace{1em} (10)$$

For simplicity of notation, we denote the stochastic gradients at each iteration by $G_{p,t}$, that is

$$G_{p,t} = \begin{cases} \nabla G(h_{p,t}, \zeta_{p,t}) & \text{if } t \mod E \neq 0 \\
abla G(y_{p,t}, \zeta_{p,t}) & \text{if } t \mod E = 0. \end{cases} \hspace{1em} (11)$$
We now define a number of sequences that will be used throughout our analysis. Let the average of $U_{p,\ell}^t$ and $V_{p,\ell}^t$ be constant at all iterations $t$, for any participant $p$ and layer $\ell \in \{\rho + 1, \ldots, L\}$. Then, we define $r(p, \ell)$ to be the rank of $U_{p,\ell}^t$ and $V_{p,\ell}^t$ for all $\ell \in \{\rho + 1, \ldots, L\}$. Given this, for each layer $\ell \in \{\rho + 1, \ldots, L\}$, we define the maximum layer rank $r_{\max,\ell}$ as

$$r_{\max,\ell} := \max_p (r(p, \ell)).$$

The standard approach for analyzing federated learning with full participation (or parallel restarted SGD) relies on analyzing the behavior of the average of the iterates, including at iterations where no averaging occurs. However, direct averaging of the iterates is complicated due to different participants working with models of different sizes. Nevertheless, due to Eq. (10), it follows that one can pad the factors $U_{p,\ell}^t$ and $V_{p,\ell}^t$ with matrices of zeros while maintaining the same stochastic gradient iterates. In particular, for a layer $\ell$ with $W_{p,\ell}^t \in \mathbb{R}^{m \times n}$, let

$$\tilde{U}_{p,\ell}^t = \begin{bmatrix} U_{p,\ell}^t, 0_{m \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix}, \quad \tilde{V}_{p,\ell}^t = \begin{bmatrix} V_{p,\ell}^t, 0_{n \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix},$$

where $0_{i \times j}$ is the zero matrix of size $i \times j$. Then,

$$\begin{bmatrix} \tilde{U}_{p,\ell,t+1}^t \\ \tilde{V}_{p,\ell,t+1}^t \end{bmatrix} = \begin{bmatrix} \tilde{U}_{p,\ell,t}^t \\ \tilde{V}_{p,\ell,t}^t \end{bmatrix} - \eta \begin{bmatrix} \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t) \tilde{V}_{p,\ell}^t \\ \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t)^T \tilde{U}_{p,\ell}^t \end{bmatrix}$$

$$= \begin{bmatrix} U_{p,\ell,t}^t, 0_{m \times (r_{\max,\ell} - r(p, \ell))} \\ V_{p,\ell,t}^t, 0_{n \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix} - \eta \begin{bmatrix} \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t) \begin{bmatrix} V_{p,\ell,t}^t, 0_{n \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix} \\ \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t)^T \begin{bmatrix} U_{p,\ell,t}^t, 0_{m \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix} \end{bmatrix}$$

$$= \begin{bmatrix} U_{p,\ell,t}^t - \eta \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t) V_{p,\ell,t+1}^t, 0_{m \times (r_{\max,\ell} - r(p, \ell))} \\ V_{p,\ell,t}^t - \eta \nabla F_p(w_{p,\ell}^t; \zeta_{p,\ell}^t)^T U_{p,\ell,t+1}^t, 0_{n \times (r_{\max,\ell} - r(p, \ell))} \end{bmatrix}.$$

Therefore, by padding the factors with properly sized matrices of zeros, the behavior of the iterates is unchanged. In addition, by Eq. (12), it follows that

$$\tilde{U}_{p,\ell}^t \in \mathbb{R}^{m, r_{\max,\ell}}, \quad \tilde{V}_{p,\ell}^t \in \mathbb{R}^{m, r_{\max,\ell}}, \quad \forall p, \forall \ell \in \{\rho + 1, \ldots, L\},$$

so that the matrices $\tilde{U}_{p,\ell}^t$ and $\tilde{V}_{p,\ell}^t$ can be directly averaged over the participants $p$. In addition, it should be clear that

$$W_{p,\ell}^t = U_{p,\ell}^t (V_{p,\ell}^t)^T = \tilde{U}_{p,\ell}^t (\tilde{V}_{p,\ell}^t)^T,$$

so that the inclusion of these zeros has no impact on $W_{p,\ell}^t$ as well. Throughout the rest of this section, we omit the tildes for ease of presentation and assume that the factorized representation of participant $p$, $h_p$, has been properly padded with zeros to enable direct comparison.

We now define a number of sequences that will be used throughout our analysis. Let the average of the local solutions at time $t$ be defined as

$$\bar{h}_t := \frac{1}{P} \sum_{p=1}^P h_{p,t}. \quad (13)$$

Recalling the definition of $G_{p,t}$ in Eq. (11), it follows that, for any iteration where $t \mod E \neq 0$,

$$\bar{h}_{t+1} = \bar{h}_t - \frac{\eta}{P} \sum_{p=1}^P G_{p,t}. \quad (14)$$

In addition, when $t \mod E = 0$, we define

$$\bar{y}_t := \frac{1}{P} \sum_{p=1}^P y_{p,t}. \quad (15)$$

so that

$$\bar{h}_{t+1} = \bar{y}_t - \frac{\eta}{P} \sum_{p=1}^P G_{p,t}. \quad (16)$$
We note here that while the assumption on bounded second moments is strong, it is a common assumption in the non-convex federated learning literature. This motivates the following assumption.

**B.2 Assumptions**

Under Assumptions 3 and 4, it follows that the gradients of $g_p$ are Lipschitz continuous for some modulus $L_{g_p} > 0$ and there exist constants $M_g > 0$ and $\kappa_g > 0$ such that,

$$\mathbb{E}_{\zeta_p \sim \mathcal{D}_p} [||\nabla g_p(h_p; \zeta_p) - \nabla g_p(h_p)||^2] \leq M_g, \forall h, \forall p,$$

$$\mathbb{E}_{\zeta_p \sim \mathcal{D}_p} [||\nabla g_p(h_p; \zeta_p)||^2] \leq \kappa_g, \forall h, \forall p.$$
Most of our results will be proven under the previous two assumptions. However, for the final result, we require an additional assumption that allows us to bound the difference between the server model and the low-rank models at each aggregation step.

**Assumption 5** There exist constants $\kappa_{\sigma_1}$ and $\kappa_{\sigma_2}$ such that, at every iteration $t$ such that $t \mod E = 0$,

$$
\mathbb{E}\left[\left\|\frac{1}{P} \sum_{p=1}^{P} \sqrt{\Sigma_{r(p,t),t}} - \frac{1}{P} \sum_{p=1}^{P} \sqrt{\Sigma_{r(p,t),t}}\right\|^2_F\right] \leq \kappa_{\sigma_1}
$$

and

$$
\mathbb{E}\left[\left\|\frac{1}{P} \sum_{i=1}^{P} \sqrt{\Sigma_{r(i,t),t}} \right\|^2_F \leq \kappa_{\sigma_2}
$$

In addition, the function $f$ is Lipschitz continuous with modulus $L_f$.

Recalling Eq. (18), the first inequality in this assumption assumes that the expected norm difference between $w(\bar{y}_t)_{\ell}$ and $w_{\ell}^{p,t}$ is bounded while the second assumes that, in expectation, the norm difference of the factors of $y_{p,t}^{\ell}$ and $\bar{y}_t^{\ell}$ are bounded as well. Essentially, these two inequalities state that the expected difference between the “true” model and the average of the low-rank models is bounded, as well as the difference between the average of the low-rank models and any participant’s low-rank model. We remark without such an assumption, there is no reason to expect that Algorithms 1 and 2 would produce a reasonable model, as arbitrary error may be added during the network factorization step.

We note that the final assumption, relating to the Lipschitz continuity of $f$ is essentially implied by Assumption 3, as the bounded second moments imply that the gradient of $f$ is bounded as well. A well-known consequence of boundedness of the gradient is Lipschitz continuity of the function. Therefore, while, in essence, we could use $\kappa_g$ as a Lipschitz constant for $f$, we differentiate these two quantities to make their contribution to the final bound more clear.

**B.3 Convergence Proofs**

In this section, we prove Theorem 1. We begin with a number of preliminary lemmas and note that the structure of our analysis is heavily based on the analysis of parallel restarted SGD found in [37]. First, we derive a preliminary result about the drift between individual models $h_{p,t}$ and the model average $\bar{h}_t$.

**Lemma 1** Let Assumptions 3 and 4 hold. Then, for any participant $p$ and $t > 0$,

$$
\mathbb{E}[\|\bar{h}_t - h_{p,t}\|^2] \leq 6\eta^2 E^2 \kappa_g + 3 \mathbb{E}[\|\bar{y}_{t_0} - y_{p,t_0}\|^2],
$$

where $t_0$ is the largest $t_0 < t$ such that $t_0 \mod E = 0$.

**Proof.** By the updates of Eq. (8), Eq. (9), and the definition of the stochastic gradients Eq. (10), we have

$$
h_{p,t} = y_{p,t_0} - \eta \sum_{t=t_0}^{t-1} G_{p,i}. $$

Similarly, by Eq. (14) and Eq. (16),

$$
\bar{h}_t = \bar{y}_{t_0} - \eta \sum_{t=t_0}^{t-1} \frac{1}{P} \sum_{i=1}^{P} G_{i,i}.
$$
Therefore, it follows that

\[
\mathbb{E}[\|\tilde{h}_t - h_{p,t}\|^2] = \mathbb{E}\left[\left\| \eta \sum_{i=t_0}^{t-1} \frac{1}{P} \sum_{i=1}^{P} G_{i,i} - \eta \sum_{i=t_0}^{t-1} G_{p,i} + \bar{y}_t - y_{p,t} \right\|^2 \right]
\]

\[
\leq 3\eta^2 \mathbb{E}\left[\left\| \sum_{i=t_0}^{t-1} \frac{1}{P} \sum_{i=1}^{P} G_{i,i} \right\|^2 + \left\| \sum_{i=t_0}^{t-1} G_{p,i} \right\|^2 \right] + 3 \mathbb{E}[\|\bar{y}_t - y_{p,t}\|^2]
\]

\[
\leq 3\eta^2 (t - t_0) \mathbb{E}\left[\left\| \sum_{i=t_0}^{t-1} \frac{1}{P} \sum_{i=1}^{P} G_{i,i} \right\|^2 + \sum_{i=t_0}^{t-1} \|G_{p,i}\|^2 \right] + 3 \mathbb{E}[\|\bar{y}_t - y_{p,t}\|^2]
\]

\[
\leq 3\eta^2 (t - t_0) \left( \sum_{i=t_0}^{t-1} \mathbb{E}\left[\|G_{i,i}\|^2\right] + \sum_{i=t_0}^{t-1} \mathbb{E}\left[\|G_{p,i}\|^2\right] \right) + 3 \mathbb{E}[\|\bar{y}_t - y_{p,t}\|^2]
\]

\[
\leq 6\eta^2 E^2 \kappa_g + 3 \mathbb{E}[\|\bar{y}_t - y_{p,t}\|^2],
\]

where the first three inequalities follow by \( \| \sum_{i=1}^{n} z_i \|^2 \leq n \sum_{i=1}^{n} \|z_i\|^2 \) for any vectors \( z_i \) (\( n = 3 \) for the first inequality, \( n = t - t_0 \) for the second inequality, and \( n = P \) for the third inequality) and the final inequality follows by Assumptions 3 and 4 and \( t - t_0 \leq E \). \( \square \)

Next, we a preliminary lemmas which bounds the expected difference between the average sequence \( h \) at subsequent iterates.

**Lemma 2** Let Assumptions 3 and 4. Then, when \( t \mod E \neq 0 \),

\[
\mathbb{E}[\|\tilde{h}_{t+1} - \bar{h}_t\|^2] \leq \frac{\eta^2 M_g}{P} + \eta^2 \mathbb{E}\left[\left\| \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right\|^2 \right].
\]

Otherwise, when \( t \mod E = 0 \),

\[
\mathbb{E}[\|\tilde{h}_{t+1} - \bar{y}_t\|^2] \leq \frac{\eta^2 M_g}{P} + \eta^2 \mathbb{E}\left[\left\| \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(y_{p,t}) \right\|^2 \right].
\]

**Proof.** To start, let \( t \mod E \neq 0 \) so that \( \hat{h}_t = \bar{h}_t \) due to Eq. (17). Then, by Eq. (14), it follows that

\[
\mathbb{E}[\|\tilde{h}_{t+1} - \bar{h}_t\|^2] = \eta^2 \mathbb{E}\left[\left\| \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right\|^2 \right].
\] (19)

Next, by the linearity of the expectation, we have,

\[
\mathbb{E}\left[\left\| \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right\|^2 \right] = \mathbb{E}\left[\left\| \frac{1}{P} \left( \sum_{p=1}^{P} G_{p,t} - \nabla g_p(h_{p,t}) \right) + \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right\|^2 \right]
\]

\[
= \mathbb{E}\left[\left\| \frac{1}{P} \left( \sum_{p=1}^{P} G_{p,t} - \nabla g_p(h_{p,t}) \right) \right\|^2 \right] + \mathbb{E}\left[\left\| \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right\|^2 \right]
\]

\[
+ \frac{2}{P^2} \mathbb{E}\left[\left( \sum_{p=1}^{P} G_{p,t} - \nabla g_p(h_{p,t}) \right)^T \left( \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right) \right].
\] (20)
Recalling that $E_{p,t}[G_{p,t}] = E_{p,t}[\nabla G(h_{p,t}; \zeta_{p,t})] = \nabla g_p(h_{p,t})$, by the law of iterated expectation,

$$
E \left[ \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right)^T \left( \sum_{p=1}^P \nabla g_p(h_{p,t}) \right) \right]
= E \left[ \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right)^T \left( \sum_{p=1}^P \nabla g_p(h_{p,t}) \right) \bigg| \zeta_{t[-1]} \right]
= E \left[ \left( \sum_{p=1}^P E_{p,t}[G_{p,t}] - \nabla g_p(h_{p,t}) \right)^T \left( \sum_{p=1}^P \nabla g_p(h_{p,t}) \right) \right]
= E \left[ \sum_{p=1}^P \left( \nabla g_p(h_{p,t}) - \nabla g_p(h_{p,t}) \right)^T \sum_{p=1}^P \nabla g_p(h_{p,t}) \right]
= 0,
$$

where the second equality follows by the definition of $E_{p,t}[\cdot]$ and the fact that $h_{p,t}$ is deterministic when conditioned on $\zeta_{t[-1]}$.

Now, once again using the law of iterated expectation, the fact that $h_{p,t}$ is deterministic when conditioned on $\zeta_{t[-1]}$ and the independence of $G_{p,t}$ across participants,

$$
E \left[ \frac{1}{P} \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right)^2 \right]
= \frac{1}{P^2} E \left[ \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right)^T \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right) \right]
= \frac{1}{P^2} E \left[ \sum_{p=1}^P \left( G_{p,t} - \nabla g_p(h_{p,t}) \right)^2 + 2 \sum_{p=1}^P \left( \sum_{p' \neq p} G_{p',t} - \nabla g_p(h_{p',t}) \right) \right]
= \frac{1}{P^2} \sum_{p=1}^P E \left[ \left( G_{p,t} - \nabla g_p(h_{p,t}) \right)^2 \right]
+ \frac{2}{P^2} \sum_{p=1}^P E \left[ \sum_{p' \neq p} \left( E_{p,t}[G_{p,t}] - \nabla g_p(h_{p,t}) \right) \right]
= \frac{1}{P^2} \sum_{p=1}^P E \left[ \left( G_{p,t} - \nabla g_p(h_{p,t}) \right)^2 \right]
$$

Combining this with Eq. (19), Eq. (20), and Eq. (21) we have

$$
E[\|\tilde{h}_{t+1} - \tilde{h}_t\|^2] = \eta^2 E \left[ \left\| \frac{1}{P} \left( \sum_{p=1}^P G_{p,t} - \nabla g_p(h_{p,t}) \right) \right\|^2 \right] + \eta^2 E \left[ \left\| \frac{1}{P} \sum_{p=1}^P \nabla g_p(h_{p,t}) \right\|^2 \right]
= \frac{\eta^2}{P^2} \sum_{p=1}^P E \left[ \left\| G_{p,t} - \nabla g_p(h_{p,t}) \right\|^2 \right] + \eta^2 E \left[ \left\| \frac{1}{P} \sum_{p=1}^P \nabla g_p(h_{p,t}) \right\|^2 \right]
\leq \frac{\eta^2 M_g}{P} + \eta^2 E \left[ \left\| \frac{1}{P} \sum_{p=1}^P \nabla g_p(h_{p,t}) \right\|^2 \right],
$$

where $M_g$ is the bound on the variance implied by Assumptions 3 and 4. This proves the result for $t \mod P \neq 0$. 
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On the other hand, when \( t \mod E = 0 \), by Eq. (16),

\[
\mathbb{E}[\|\tilde{h}_{t+1} - \tilde{y}_t\|^2] = \eta^2 \mathbb{E} \left[ 1 + \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right],
\]

and therefore the result follows by exactly the same argument as above with the replacement of \( h_{p,t} \) by \( y_{p,t} \).

Next, we provide a bound on the expectation of the inner product of the average gradient and the difference of the averaged iterates.

**Lemma 3** Let Assumptions 3 and 4. Then, for any iteration \( t \) such that \( t \mod E \neq 0 \),

\[
\mathbb{E}[\nabla g(\tilde{h}_t)^T(\tilde{h}_{t+1} - \tilde{h}_t)] \leq -\frac{\eta}{2} \mathbb{E}[\|\nabla g(\tilde{h}_t)\|^2] - \frac{\eta}{2} \mathbb{E} \left[ 1 + \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right]^{2^2} \]

\[+ 3\eta^3 L_{\nabla g}^2 \kappa_y E^2 + \frac{3\eta^2 L_{\nabla g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\tilde{y}_{t_0} - y_{p,t_0}\|^2],\]

where \( t_0 \) is the largest \( t_0 < t \) such that \( t_0 \mod E = 0 \). In addition, when \( t \mod E = 0 \),

\[
\mathbb{E}[\nabla g(\tilde{y}_t)^T(\tilde{h}_{t+1} - \tilde{y}_t)] \leq -\frac{\eta}{2} \mathbb{E}[\|\nabla g(\tilde{y}_t)\|^2] - \frac{\eta}{2} \mathbb{E} \left[ 1 + \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(y_{p,t}) \right]^{2^2} \]

\[+ \frac{\eta L_{\nabla g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\tilde{y}_t - y_{p,t}\|^2].\]

**Proof.** To start, for \( t \mod E \neq 0 \), by Eq. (14),

\[
\mathbb{E}[\nabla g(\tilde{h}_t)^T(\tilde{h}_{t+1} - \tilde{h}_t)] = -\eta \mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right) \right].
\]

Using the law of iterated expectations and the fact that the stochastic gradients are unbiased estimators of the true gradients,

\[
\mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right) \right] = \mathbb{E} \mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} G_{p,t} \right) | \zeta_{t-1} \right]
\]

\[= \mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} \mathbb{E}_{p,t}[G_{p,t}] \right) \right]
\]

\[= \mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right) \right].
\]

Thus, it follows that

\[
-\eta \mathbb{E}[\nabla g(\tilde{h}_t)^T(\tilde{h}_{t+1} - \tilde{h}_t)] = -\eta \mathbb{E} \left[ \nabla g(\tilde{h}_t)^T \left( \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right) \right]
\]

\[= -\frac{\eta}{2} \mathbb{E}[\|\nabla g(\tilde{h}_t)\|^2] - \frac{\eta}{2} \mathbb{E} \left[ 1 + \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right]^{2^2}
\]

\[+ \frac{\eta}{2} \mathbb{E} \left[ \|\nabla g(\tilde{h}_t) - \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t})\|^2 \right],
\]
where the second equality follows from $a^T b = (\|a\|^2 + \|b\|^2 - \|a - b\|^2)/2$ for any vectors $a$ and $b$ of the same length. Working with the final term,

$$
E \left[ \left\| \nabla g(\bar{h}_t) - \frac{1}{P} \sum_{p=1}^P \nabla g_p(\bar{h}_{p,t}) \right\|^2 \right] = E \left[ \left\| \frac{1}{P} \sum_{p=1}^P \nabla g_p(\bar{h}_t) - \frac{1}{P} \sum_{p=1}^P \nabla g_p(h_{p,t}) \right\|^2 \right]
$$

$$
= \frac{1}{P^2} E \left[ \left\| \sum_{p=1}^P (\nabla g_p(\bar{h}_t) - \nabla g_p(h_{p,t})) \right\|^2 \right]
$$

$$
\leq \frac{1}{P} \sum_{p=1}^P E \left[ \left\| \nabla g_p(\bar{h}_t) - \nabla g_p(h_{p,t}) \right\|^2 \right]
$$

$$
\leq \frac{L_{\nabla g}^2}{P} \sum_{p=1}^P E \left[ \|\bar{h}_t - h_{p,t}\|^2 \right]
$$

$$
\leq 6\eta^2 L_{\nabla g}^2 E^2 + \frac{3L_{\nabla g}^2}{P} \sum_{p=1}^P E[\|\bar{y}_{t_0} - y_{p,t}\|^2],
$$

where the first inequality follows by using $\| \sum_{p=1}^P z_i \|^2 \leq P \sum_{p=1}^P \| z_i \|^2$, the second inequality follows by the Lipschitz continuity of the gradient of $g_p$, for all $p$ by Assumptions 3 and 4, and the third inequality follows by Lemma 1. Combining this with the above inequality yields the first result.

To see the second result, when $t \mod E = 0$,

$$
E[\nabla g(\bar{y}_t)^T (\bar{h}_{t+1} - \bar{y}_t)] = -\eta E \left[ \nabla g(\bar{y}_t)^T \left( \frac{1}{P} \sum_{p=1}^P G_{p,t} \right) \right].
$$

Then, the proof follows by a nearly identical argument as the first case, with the replacement of $\bar{h}_t$ by $\bar{y}_t$ and $h_{p,t}$ by $y_{p,t}$ and without applying Lemma 1. \qed

Next, we will present a general convergence result under Assumptions 3 and 4. In the statement of the theorem, we use the set $\mathcal{E}$ denote the set of iterations at which Algorithm 2 averages (except for the final output averaging), i.e.

$$
\mathcal{E} := \{0,E,\ldots,(E/T) - E\}.
$$

We recall that by the definition of Algorithm 2, $T \mod E = 0$, so that $E/T$ is an integer value, so this set is well defined.

**Theorem 2** Let Assumptions 3 and 4 hold. Let $0 < \eta \leq \frac{1}{L_{\nabla g}}$. Then,

$$
\frac{1}{T} \sum_{t=0}^{T-1} E[\|\nabla g(\bar{h}_t)\|^2] \leq \frac{2}{T\eta} (f(w_0) - f_{\text{low}}) + 6\eta^2 L_{\nabla g}^2 E^2 + \frac{\eta L_{\nabla g} M_g}{P}
$$

$$
+ \frac{2}{T\eta} \sum_{t \in \mathcal{E}} E[g(\bar{y}_t) - g(\bar{h}_t)] + \frac{3L_{\nabla g}^2 E}{TP} \sum_{t \in \mathcal{E}} \sum_{p=1}^P E[\|\bar{y}_t - y_{p,t}\|^2]. \quad (22)
$$

**Proof.** For any $t \in \{0, \ldots, T - 1\}$ such that $t \mod E \neq 0$, by the Lipschitz continuity of the gradient of $g$,

$$
E[g(\bar{h}_{t+1})] \leq E[g(\bar{h}_t)] + E[\nabla g(\bar{h}_t)^T (\bar{h}_{t+1} - \bar{h}_t)] + \frac{L_{\nabla g}}{2} E[\|\bar{h}_{t+1} - \bar{h}_t\|^2].
$$
Let $T_0(t)$ be the largest integer such that $T_0(t) < t$ and $T_0(t) \mod E = 0$. Then, by Lemma 2, Lemma 3, the definition of $h_t$, and $\eta \leq \frac{1}{L_{\sigma g}}$, it follows that
\[
\mathbb{E}[g(\hat{h}_{t+1})] \leq \mathbb{E}[g(\hat{h}_t)] - \frac{\eta}{2} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] + 3\eta^3 L_{\sigma g}^2 \mathbb{E}^2 + \frac{\eta^2 L_{\sigma g} M_g}{2P} \\
- \frac{(\eta - L_{\sigma g} \eta)^2}{2} \mathbb{E} \left[ \left\| \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(h_{p,t}) \right\|^2 \right] + \frac{3\eta L_{\sigma g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t_o} - y_{p,t_o}\|^2] \\
\leq \mathbb{E}[g(\hat{h}_t)] - \frac{\eta}{2} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] + 3\eta^3 L_{\sigma g}^2 \mathbb{E}^2 + \frac{\eta^2 L_{\sigma g} M_g}{2P} \\
+ \frac{3\eta L_{\sigma g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{T_o(t)} - y_{p,T_o(t)}\|^2].
\] (23)

On the other hand, when $t \mod E = 0$, by the Lipschitz continuity of the gradient of $g$,
\[
\mathbb{E}[g(\hat{h}_{t+1})] \leq \mathbb{E}[g(\hat{y}_t)] + \mathbb{E}[\nabla g(\hat{y}_t)^T (\hat{h}_{t+1} - \hat{y}_t)] + \frac{L_{\sigma g}}{2} \mathbb{E}[\|\hat{h}_{t+1} - \hat{y}_t\|^2] \\
= \mathbb{E}[g(\hat{h}_t)] + \mathbb{E}[g(\hat{y}_t) - g(\hat{h}_t)] + \mathbb{E}[\nabla g(\hat{y}_t)^T (\hat{h}_{t+1} - \hat{y}_t)] + \frac{L_{\sigma g}}{2} \mathbb{E}[\|\hat{h}_{t+1} - \hat{y}_t\|^2].
\]

Then, using Lemma 2, Lemma 3, the definition of $h_t$, and $\eta \leq \frac{1}{L_{\sigma g}}$,
\[
\mathbb{E}[g(\hat{h}_{t+1})] \leq \mathbb{E}[g(\hat{h}_t)] + \mathbb{E}[g(\hat{y}_t) - g(\hat{h}_t)] - \frac{\eta}{2} \mathbb{E}[\|\nabla g(\hat{y}_t)\|^2] + 3\eta^3 L_{\sigma g}^2 \mathbb{E}^2 + \frac{\eta^2 L_{\sigma g} M_g}{2P} \\
- \frac{(\eta - L_{\sigma g} \eta)^2}{2} \mathbb{E} \left[ \left\| \frac{1}{P} \sum_{p=1}^{P} \nabla g_p(y_{p,t}) \right\|^2 \right] + \frac{\eta L_{\sigma g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2] \\
\leq \mathbb{E}[g(\hat{h}_t)] + \mathbb{E}[g(\hat{y}_t) - g(\hat{h}_t)] - \frac{\eta}{2} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] + 3\eta^3 L_{\sigma g}^2 \mathbb{E}^2 + \frac{\eta^2 L_{\sigma g} M_g}{2P} \\
+ \frac{\eta L_{\sigma g}^2}{2P} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2].
\] (24)

Now, we note that when $t \mod E \neq 0$, it follows that $T_0(t) \in \mathcal{E}$, and for all $\ell \in \{T_0(t)+1, \ldots, T_0(t) + E\}$, $T_0(\ell) = T_0(t)$. In addition, for any $t \in \{0, \ldots, T-1\}$ such that $t \mod E = 0$, $t \in \mathcal{E}$. Denoting the set $\{0, \ldots, T-1\} \cap \{t \mod E \neq 0\}$ by $\mathcal{E}^c$, we have
\[
\sum_{t \in \mathcal{E}} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{T_o(t)} - y_{p,T_o(t)}\|^2] + \sum_{t \in \mathcal{E}^c} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2] = E \sum_{t \in \mathcal{E}} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2].
\]

Therefore, rearranging and summing Eq. (23) and Eq. (24) for all $t = 0, \ldots, T-1$ and using the definition of $h_t$ in Eq. (17),
\[
\frac{\eta}{2} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] \leq \sum_{t=0}^{T-1} \left( \mathbb{E}[g(\hat{h}_t)] - \mathbb{E}[g(\hat{h}_{t+1})] \right) + \sum_{t \in \mathcal{E}} \mathbb{E}[g(\hat{y}_t) - g(\hat{h}_t)] \\
+ 3T\eta^3 L_{\sigma g}^2 \mathbb{E}^2 + \frac{T\eta^2 L_{\sigma g} M_g}{2P} + \frac{3\eta L_{\sigma g}^2 E}{2P} \sum_{t \in \mathcal{E}} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2]
\]

Multiplying both sides by $\frac{1}{T}$, using the facts that $g(\hat{h}_T) = f(w(\hat{h}_t)) \geq f_{\text{low}}$, and $g(\hat{h}_0) = f(w_0)$, we have
\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] \leq \frac{2}{T\eta} (f(w_0) - f_{\text{low}}) + 6\eta^2 L_{\sigma g}^2 \mathbb{E}^2 + \frac{\eta L_{\sigma g} M_g}{P} \\
+ \frac{2}{T\eta} \sum_{t \in \mathcal{E}} \mathbb{E}[g(\hat{y}_t) - g(\hat{h}_t)] + \frac{3L_{\sigma g}^2 E}{TP} \sum_{t \in \mathcal{E}} \sum_{p=1}^{P} \mathbb{E}[\|\bar{y}_{t} - y_{p,t}\|^2].
\]
We provide a few remarks about Theorem 2 here:

- Up to constant factors, the first three terms in Eq. (22) match those found in Yu et al. [37].

- The last two terms are directly due to the unique setting we consider in FedHM. The first arises due to performing the averaging step in the weight space, as opposed to the factorized space, which is where the iterates of SGD are performed. Since the iterates are averaged by first performing $W_{p,t}^\ell = U_{p,t}^\ell (V_{p,t}^\ell)^T$ and then averaging over each $W_{p,t}^\ell$, the crossing terms between participants $p$ and $p'$, such as $U_{p,t}^\ell (V_{p',t}^\ell)^T$, do not appear in the average. However, if one considers $\bar{W}_t^\ell = U_t^\ell (V_t^\ell)^T$, these terms do appear, leading to the discrepancy between $g(\bar{y}_t)$ and $g(\bar{h}_t)$.

- The final term appears due to the heterogeneity of the devices used in the network. This term measures the average distance between a participants model after averaging versus the server’s model. If all of the participants in the network used full rank models (i.e., for all $p$, $U_p^\ell \in \mathbb{R}^{m \times r}$, $V_p^\ell \in \mathbb{R}^{n \times r}$, with $r = \max\{m, n\}$), then this term would vanish.

Now, we present our main result, which follows under the addition of Assumption 5.

**Theorem 3** Let Assumptions 3, 4, and 5 hold and let $\hat{h}_t$ be defined in Eq. (17). Then,

$$
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[\|\nabla g(\hat{h}_t)\|^2] \leq \frac{2}{T \eta} (f(w_0) - f_{\text{low}}) + \frac{2L_f (L - \rho) \kappa_{\sigma_1}}{E} + 6\eta L \kappa_g E \left( \eta L_v^2 E + 2L_f \kappa_U^2 \right) \\
+ \frac{\eta L \kappa_g M_g}{P} + (6(L - \rho) \kappa_{\sigma_2}) \left( L_v^2 + \frac{2L_f \kappa_U^2}{E} \right).
$$

**Proof.** To begin, by Lipschitz continuity of $f$,

$$
\sum_{t \in E} \mathbb{E}[g(\bar{y}_t) - g(\bar{h}_t)] = \sum_{t \in E} \mathbb{E}[f(w(\bar{y}_t)) - f(w(\bar{h}_t))] \leq L_f \sum_{t \in E} \mathbb{E}[\|w(\bar{y}_t) - w(\bar{h}_t)\|^2] \tag{25}
$$

Then, for any $t \in E$,

$$
\mathbb{E}[\|w(\bar{y}_t) - w(\bar{h}_t)\|^2] = \mathbb{E}[\|w(\bar{y}_t) - w_t + w_t - w(\bar{h}_t)\|^2] \\
\leq \mathbb{E}[\|w(\bar{y}_t) - w_t\|^2] + \mathbb{E}[\|w_t - w(\bar{h}_t)\|^2] \tag{26}
$$

Next, for any $\ell \in \{\rho + 1, \ldots, L\}$, let $U_t^\ell \Sigma_t^\ell (V_t^\ell)^T$ be the singular value decomposition of $w_t$, where $U_t^\ell$ and $V_t^\ell$ are orthogonal matrices and $\Sigma_t^\ell$ is the diagonal matrix of the singular values of $w_t$. Then, recalling that $\Sigma_{r(p,t),t} = \text{diag}(\sigma_1, \ldots, \sigma_{r(p,t)}, 0, \ldots, 0)$, by Eq. (18),

$$
y_{p,t}^\ell = \begin{bmatrix}
U_t^\ell \Sigma_{r(p,t),t}^\ell \\
V_t^\ell \Sigma_{r(p,t),t}^\ell
\end{bmatrix} \quad \text{and} \quad \bar{y}_t^\ell = \begin{bmatrix}
\frac{1}{P} \sum_{p=1}^{P} U_t^\ell \Sigma_{r(p,t),t}^\ell \\
\frac{1}{P} \sum_{p=1}^{P} V_t^\ell \Sigma_{r(p,t),t}^\ell
\end{bmatrix}.
$$
Denoting the vectorization of the layers $1, \ldots, \rho$ by $w[1, \ldots, \rho]$ and recalling Eq. (4), we have
\begin{align*}
\mathbb{E}[\|w(\hat{y}_t) - w_t\|^2] &= \mathbb{E} \left[ \|w(\hat{y}_t)^{[1, \ldots, \rho]} - w_{t}^{[1, \ldots, \rho]}\|^2 + \sum_{\ell=\rho+1}^{L} \|W(\hat{y}_t)^{\ell} - W_{t}^{\ell}\|^2_F \right] \\
&= \sum_{\ell=\rho+1}^{L} \mathbb{E} \left[ \left\| \left( \frac{1}{P} \sum_{p=1}^{P} U_{t}^{\ell} \sqrt{\Sigma_{r(p, t), t}} \right) \left( \frac{1}{P} \sum_{p=1}^{P} V_{t}^{\ell} \sqrt{\Sigma_{r(p, t), t}} \right)^T - U_{t}^{\ell} \Sigma_{t}^{\ell} (V_{t}^{\ell})^T \right\|^2_F \right] \\
&= \sum_{\ell=\rho+1}^{L} \mathbb{E} \left[ \left\| U_{t}^{\ell} \left( \frac{1}{P} \sum_{p=1}^{P} \sqrt{\Sigma_{r(p, t), t}} \right) \left( \frac{1}{P} \sum_{p=1}^{P} \sqrt{\Sigma_{r(p, t), t}} \right) - \Sigma_{t}^{\ell} \right\| F \right]^2 \\
&\leq \sum_{\ell=\rho+1}^{L} \kappa_{\sigma_{t}} = (L - \rho)\kappa_{\sigma_{1}} \tag{27}
\end{align*}
where the first equality follows by the equivalence of the Euclidean norm for vectors and Frobenius norm for matrices, the second equality follows due to $w(\hat{y}_t)^{[1, \ldots, \rho]} = w_{t}^{[1, \ldots, \rho]}$, and the inequality follows by Assumption 5.

Now, working with the second term in Eq. (26), we note that $w_{0} = w(\bar{h}_0)$. Therefore, for any $t \in \mathcal{E}$ such that $t > 0$,
\begin{align*}
\mathbb{E}[\|w_t - w(\bar{h}_t)\|^2] &= \mathbb{E} \left[ \|w_{t}^{[1, \ldots, \rho]} - w(\bar{h}_t)^{[1, \ldots, \rho]}\|^2 + \sum_{\ell=\rho+1}^{L} \|W_{t}^{\ell} - W(\bar{h}_t)^{\ell}\|^2_F \right] \\
&= \sum_{\ell=\rho+1}^{L} \mathbb{E} \left[ \left\| \frac{1}{P} \sum_{p=1}^{P} U_{p,t}^{\ell} (V_{p,t}^{\ell})^T - \left( \frac{1}{P} \sum_{i=1}^{P} U_{i,t}^{\ell} \right) \left( \frac{1}{P} \sum_{j=1}^{P} V_{j,t}^{\ell} \right)^T \right\|^2_F \right] \\
&= \sum_{\ell=\rho+1}^{L} \mathbb{E} \left[ \left\| \frac{1}{P} \sum_{p=1}^{P} U_{p,t}^{\ell} \left( V_{p,t}^{\ell} - \frac{1}{P} \sum_{j=1}^{P} V_{j,t}^{\ell} \right)^T \right\|^2_F \right] \\
&\leq \sum_{\ell=\rho+1}^{L} \frac{1}{P} \sum_{p=1}^{P} \mathbb{E} \left[ \left\| U_{p,t}^{\ell} \left( V_{p,t}^{\ell} - \frac{1}{P} \sum_{j=1}^{P} V_{j,t}^{\ell} \right)^T \right\|^2_F \right] \\
&\leq \kappa_{UV}^2 \sum_{\ell=\rho+1}^{L} \frac{1}{P} \sum_{p=1}^{P} \mathbb{E} \left[ \left\| V_{p,t}^{\ell} - \frac{1}{P} \sum_{j=1}^{P} V_{j,t}^{\ell} \right\|^2_F \right],
\end{align*}
where the first equality follows by the same argument as above, the second equality follows by the definitions of $w_{t}^{\ell}$ and $\bar{h}_t^{\ell}$, the first inequality follows by $\| \sum_{p=1}^{P} Z_{p} \| F^2 \leq P \sum_{p=1}^{P} Z_{p} \| F^2$ for any matrices $Z_{p}$ of the same size, and the final inequality follows by Assumption 5. Now, using the fact that $\|Z_1\|_F^2 \leq \left\| \begin{bmatrix} Z_1 \\ Z_2 \end{bmatrix} \right\|_F^2$ for any matrices $Z_1$ and $Z_2$ with the same number of columns, equation (4), and the equivalence of the Euclidean norm for vectorized matrices with the Frobenius norm, it
where the last equality follows by the orthogonality of $U^\ell_t$ and $V^\ell_t$ and the inequality follows by Assumption 5. Combining this inequality with Eq. (29) and recalling that $|\mathcal{E}| = T/E$ yields the result. \qed
We remark here that to obtain the order notation result in Theorem 1, we let \( \kappa_\sigma = \max\{\kappa_\sigma_1, \kappa_\sigma_2\} \) and note that due to the definitions of \( M_g \) and \( \kappa_g \), \( M_g = O(\kappa_g) \). Therefore, it follows directly from Theorem 3 that
\[
\frac{1}{T} \sum_{i=0}^{T-1} \mathbb{E}[||\nabla g(\hat{h}_i)||^2] \leq O\left(\frac{f(w_0) - f_{\text{low}}}{T\eta} + \frac{\kappa_g \eta}{P} + \kappa_g \max\{E\eta, E^2\eta^2\} + \kappa_\sigma \left(1 + \frac{1}{E\eta}\right)\right),
\]
which matches the result of Theorem 1 after the redefinition of \( T \) in Algorithm 2.

C Detailed Experimental Setup

In this section, we elaborate the details of experiments, including datasets and hyper-parameters. Our implementation is based on PyTorch and we use the MPI as the communication backend. All the experiments are conducted on a 256GB server with 4\( \times \)Tesla V100 GPUs in parallel.

C.1 Datasets

CIFAR-10 CIFAR-10 [14] is the popular classification benchmark dataset, which consists of 60,000 images with the resolution of 32 \( \times \) 32, covering 10 classes, with 6,000 images per class.

CIFAR-100 Similar to CIFAR-10, CIFAR-100 [14] is a image dataset of 100 classes, with 600 images per class.

Tiny-ImageNet Tiny-ImageNet contains 100,000 images of 200 classes (500 for each class) downsized to 64 \( \times \) 64 colored images. Each class has 500 training images, 50 validation images and 50 test images.

C.2 Detailed Implementation in experiments

Computation Complexity Setting. For FedHM, we choose the \( \gamma \) from \{0.5, 0.25, 0.125\} on ResNet-18 and ResNet-34; set the \( \rho = 2 \) in ResNet-18 and \( \rho = 15 \) in ResNet-34. Table 5 and Table 6 shows the detailed architecture. For HeteroFL, we set the shrinkage ratio of HeteroFL in \{0.64, 0.50, 0.40, 0.35\} on ResNet-18 and ResNet-34, so as to reach a larger model size. For Split-Mix, we control the smallest model the same size as HeteroFL, and tune the number of base models in \{1, 2, 3, 7, 9\}.

Detailed Implementation of FedHM. The softmax temperature \( \tau \) is used in dynamic heterogeneous setting, since all the models are trained on every clients, the larger model should be given a higher weight. Following [5], we incorporate the static batch normalization(sBN) and masking cross-entropy methods into all the methods in the experiments. Note that to accelerate the training process, we use sBN when the communication rounds are greater than the first milestone round.

Federated Learning Settings. Table 4 presents the detailed experimental settings in our experiments. Note that we use MultiStepLR as scheduler, and the decay rate is set to 0.1.

| Dataset              | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
|----------------------|----------|-----------|--------------|
| Clients              | 20       | 20        | 20           |
| #Samples/client      | 2,500    | 2,500     | 5,000        |
| Client Sampling Rate | 0.5      | 10        | 10           |
| Local Epoch          | 10       | 10        | 10           |
| Batch Size           | 64       | 64        | 64           |
| Optimizer            | SGD      | SGD       | SGD          |
| Momentum             | 0.9      | 0.9       | 0.9          |
| Weight decay         | 1e-4     | 1e-4      | 1e-4         |
| Learning Rate        | 0.1      | 0.1       | 0.1          |
| Model                | ResNet-18| ResNet-34 | ResNet-34    |
| Communication Round  | 160      | 100       | 60           |
| Milestone Round      | [100, 150]| [70, 90]  | [40, 55]     |
Table 5: The hybrid ResNet-18 architecture for CIFAR-10 dataset in the experiments.

| Layer Name | ResNet-18 | Low Rank ResNet-18 |
|------------|-----------|--------------------|
| conv1      | $3 \times 3, 64$, stride 1, padding 1 | $3 \times 3, 64$, stride 1, padding 1 |
| layer1     | $3 \times 3, 64$ × 2 | $3 \times 3, 64$ × 2 |
| layer2     | $3 \times 3, 128$ × 2 | $conv_v(128, 128 + r, 3, 1) × 2$ |
| layer3     | $3 \times 3, 256$ × 2 | $conv_v(256, 256 + r, 3, 1) × 2$ |
| layer4     | $3 \times 3, 512$ × 2 | $conv_v(512, 512 + r, 3, 1) × 2$ |

Table 6: The hybrid ResNet-34 architecture for CIFAR-100 and Tiny-ImageNet datasets in the experiments.

| Layer Name | ResNet-34 | Low Rank ResNet-34 |
|------------|-----------|--------------------|
| conv1      | $3 \times 3, 64$, stride 1, padding 1 | $3 \times 3, 64$, stride 1, padding 1 |
| layer1     | $3 \times 3, 64$ × 3 | $3 \times 3, 64$ × 3 |
| layer2     | $3 \times 3, 128$ × 4 | $3 \times 3, 128$ × 4 |
| layer3     | $3 \times 3, 256$ × 6 | $conv_v(256, 256 + r, 3, 1) × 12$ |
| layer4     | $3 \times 3, 512$ × 3 | $conv_v(512, 512 + r, 3, 1) × 6$ |

C.3 Hybrid Network Structure

For CIFAR-10, CIFAR-100, and Tiny-ImageNet datasets, we modify the ResNet architecture used on ImageNet, and the modified network structures are shown in Tables 5 and 6. To measure the model size and computation complexity, we also analyze the number of parameters and the number of multiply–accumulate operations (MACs) of both ResNet-18 and ResNet-34 on different datasets, as shown in Figure 7. We find that the later layers (Layer3 and Layer4) contribute the most parameters, i.e., over 93% for ResNet-34 and ResNet-18, the two later layers also contribute 55.6% computation overhead on ResNet-34. From Figure 7, we can conclude that compressing the later layers can significantly reduce the communication cost and computation overhead.

Figure 7: Parameters and MACs of different layers of ResNet on various datasets. FC Layer denotes Fully-Connected Layer.
D Additional Experiments

D.1 Ablation Study

Effect of Compression. To study the effect of different compression methods, we conduct experiments on training low-rank models and width slimming models in homogeneous setting respectively. For the low-rank model with the smallest size, we remove the hybrid network structure and directly decompose all the convolution layers. As shown in Figure 8, if not compressed severely (parameters ratio $\geq 5\%$), low-rank models consistently outperform width slimming model with fewer parameters. However, when removing the hybrid network structure and setting the model size as 2% (the rank of each convolution layer is $k$), the performance of vanilla low-rank model will drop significantly, i.e., from over 90% to below 80% on CIFAR-10, and from 70% to below 55% on CIFAR-100, indicating the effectiveness of hybrid network structure. From Figure 8b, we can also find that low-rank models achieve comparable performance on CIFAR-10, and better performance on CIFAR-100, when compared with the original model. This is because that SI and FD can improve the performance of low-rank models, and the model compression can lead to regularization effects.

![Graph showing comparison between different compression methods on CIFAR-10 and CIFAR-100](image)

**Figure 8:** Comparison of different compression methods in terms of Top-1 test accuracy.

Aggregation of Different Models. We conduct experiments on different low-rank models combination and extend two variants based on FedHM (named FedHM-V2 and FedHM-V3), under fixed heterogeneous setting, to study the effect of aggregation. As shown in Table 7, FedHM is robust to different models aggregation, and the performance of small model increases as aggregating with larger models. The experiment results show that the aggregation method in FedHM will not hurt the performance of small model under fixed heterogeneous setting.

![Table showing evaluation of different factorized model combinations](image)

**Table 7:** Evaluating the effectiveness with different factorized model combination on CIFAR-10, under fixed heterogeneous setting.

| Setting | FedHM | FedHM-V2 | FedHM-V3 | Low Rank Model |
|---------|-------|----------|----------|----------------|
|         | Parameters | Accuracy | Parameters | Accuracy | Parameters | Accuracy | Parameters | Accuracy |
| IID     | 11.17M | 93.50 | 4.16M($\times$2) | 93.33 | 2.21M($\times$3) | 93.27 | 1.24M($\times$4) | 92.99 |
|         | 4.16M | 93.52 | 2.21M | 93.36 | 1.24M | 93.19 |
|         | 2.21M | 93.49 | 1.24M | 93.35 |
|         | 1.24M | 93.43 |
| Non-IID | 11.17M | 91.59 | 4.16M($\times$2) | 91.18 | 2.21M($\times$3) | 90.93 | 1.24M($\times$4) | 90.95 |
|         | 4.16M | 91.51 | 2.21M | 91.17 | 1.24M | 90.95 |
|         | 2.21M | 91.55 | 1.24M | 91.25 |
|         | 1.24M | 91.47 |

D.2 Performance under Homogeneous Setting

In Table 8, we evaluate different compression methods under homogeneous FL setting in terms of Top-1 test accuracy. It clearly shows that our proposed compression method outperforms the uniform pruning method in terms of accuracy, with a smaller model size. Comparing with the original...
Table 8: Evaluating different methods in terms of Top-1 test accuracy under homogeneous settings.

| DataSet      | Setting | Low Rank Model | Width Slimming Model |
|--------------|---------|----------------|----------------------|
|              |         | Parameters     | Accuracy             | Parameters     | Accuracy             |
| CIFAR-10     | IID     | 11.17M 94.16   | 11.17M 94.16         | 4.16M 93.76   | 4.29M 93.75          |
|              |         | 4.16M 93.76   | 2.80M 93.17          | 2.21M 93.78   | 2.80M 93.17          |
|              |         | 1.24M 92.99   | 1.37M 92.66          | 1.24M 92.99   | 1.37M 92.66          |
|              | Non-IID | 11.17M 92.50   | 11.17M 92.50         | 4.16M 92.25   | 4.29M 92.08          |
|              |         | 4.16M 92.25   | 2.80M 91.25          | 2.21M 92.05   | 2.80M 91.25          |
|              |         | 1.24M 90.95   | 1.37M 90.21          | 1.24M 90.95   | 1.37M 90.21          |
| CIFAR-100    | IID     | 21.33M 69.02   | 21.33M 69.02         | 8.40M 71.92   | 8.77M 67.50          |
|              |         | 8.40M 71.92   | 5.35M 65.06          | 4.99M 72.40   | 5.35M 65.06          |
|              |         | 4.99M 72.40   | 3.42M 63.07          | 3.27M 71.05   | 3.42M 63.07          |
|              | Non-IID | 21.33M 68.13   | 21.33M 68.13         | 8.40M 70.69   | 8.77M 68.32          |
|              |         | 8.40M 70.69   | 5.35M 66.73          | 4.99M 69.70   | 5.35M 66.73          |
|              |         | 4.99M 69.70   | 3.42M 66.69          | 3.27M 67.96   | 3.42M 66.69          |
| Tiny-ImageNet| IID     | 21.38M 56.20   | 21.38M 56.20         | 8.45M 58.68   | 8.80M 53.19          |
|              |         | 8.45M 58.68   | 5.38M 52.26          | 5.04M 57.27   | 5.38M 52.26          |
|              |         | 5.04M 57.27   | 3.44M 50.89          | 3.33M 55.92   | 3.44M 50.89          |
|              | Non-IID | 21.38M 56.00   | 21.38M 56.00         | 8.45M 55.29   | 8.80M 53.61          |
|              |         | 8.45M 55.29   | 5.38M 52.80          | 5.04M 53.07   | 5.38M 52.80          |
|              |         | 5.04M 53.07   | 3.44M 50.19          | 3.33M 50.37   | 3.44M 50.19          |

model, factorization compression can significantly reduce the communication cost by 7.8× to 9.0× and decrease the computation overhead by 2.0×. Note that on CIFAR-100, we directly compare the low-rank model (8.40M) with the original model (21.33M) and find that the low-rank model outperforms the original model. As shown in Table 8, under IID and Non-IID settings, training the smallest low-rank model (3.33M) homogeneously achieves 55.92% and 50.37% test accuracy on Tiny-ImageNet.