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ABSTRACT

With emergence of technologies like big data, the healthcare services are also being explored to apply this technology and reap benefits. Big Data analytics can be implemented as a part of e-health which involves the extrapolation of actionable insights from sources like health knowledge base and health information systems. Present day medical data creates a lot of information consistently. At present, Hospital Information System is a quickly developing innovation. This data is a major asset for getting data from gathering of gigantic measures of surgical information by forcing a few questions and watchwords. Be that as it may, there is issue of getting data precisely what the client need, because Hospital Information System contains more than one archive identified with a specific thing, individual or episode and so on. Information extraction is one of information mining systems used to concentrate models portraying essential information classes. The proposed work will work for the most part concentrating on accomplishing great innovation. This data is a major asset for getting data from gathering of gigantic measures of surgical information by forcing a few questions and watchwords. Be that as it may, there is issue of getting data precisely what the client need, because Hospital Information System contains more than one archive identified with a specific thing, individual or episode and so on. Information extraction is one of information mining systems used to concentrate models portraying essential information classes. The proposed work will work for the most part concentrating on accomplishing great execution in Medical Domain. Fundamentally this had two primary purposes one was separating significant information from patient content record and second one labelling name substance, for example, individual, association, area, malady name and symptoms. Improve survival rates and tweak care conventions and review inquiries to better deal with any interminable consideration populace. Lower costs by decreasing pointless hospitalizations. Abbreviate length of stay when confirmation is fundamental.
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1. INTRODUCTION

To understand relevant parts present in the text and to gather information from several pieces of text, Information Extraction (IE) systems are used. Using IE systems, the relevant information can be produced and presented in a structured format like relations (in the database sense). This is also known as knowledge base. The primary goal of the IE systems is organizing the information in a way that is useful to people. These systems also put information in a semantically acceptable form so that further inferences can be made by computer algorithms. Now a days, enormous amount of clinical data is being generated by health organizations. Hence, extraction of information from these clinical notes will enable the improvement of clinical wards works. It also helps to get good understanding of patient care and also the disease progression. The key point in unlocking the information present in the clinical text is recognizing named entities. In the information extraction process, an important sub task is named entity recognition. The process involves named entity phrases recognition and classifying them into particular categories. In the medical domain, the important categories are procedures, clinical findings and drugs. In the literature, named entity recognition is one of the widely studied area [1-4].

The clinicians written notes are less structured and are usually in minimal grammatical form with cryptic short hand. This poses challenges in named entity recognition. Principally, NER systems are either
pattern based or rule based. Because of the diverse writing style of individual clinicians, the patterns and rules are not generalizable. Technologies like machine learning are also not fully advanced in NER because of lack of available training data. NERs are categorized into three approaches. Rule-based approaches, machine learning based approaches and dictionary based approaches. The machine learning based systems focus on choosing effective features for building classifiers. For experimentation, several machine learners have been used. Support Vector Machines (SVMs) [5] and Hidden Markov Model (HMM) [6] are examples of such learners. Natural language processing focuses on development of models to understand natural language [7]. The NLP framework includes modules for syntactic processing like tokenization, detection of sentences and parts-of-speech tagging. The NLP system also include modules for semantic processing like named entity recognition tagging, identification of concept, extraction of relation and anaphoric resolution. An Information Extraction system is an NLP system that has semantic processing models to extract information that are pre-defined. In the medical domain, NLP systems are used by researchers to identify clinical syndromes and biomedical concepts from the reports of radiology [8] and discharge summaries [9]. NER process includes tasks such as finding, storing and sorting content into categories such as the person’s names, locations, organizations, expression of times, monetary values, quantities and percentages. NER system extracts data directly from sentences of plain English. NER is also known as identification of entity, entity chunking and extraction of entity. It is an intelligence system that is state-of-the-art that works equivalent to human brain in terms of efficiency. From raw data, NER system finds entity elements and determines the category to which the element belongs. It reads and highlights the important entity elements in the text. Depending on the project, NER might be given separate sensitive entities. The system used in one project may not be suitable for another project. The system also faces numerous challenges such as correct information extraction for specific but closely related categories. The process of NER happens in several steps. First, the Knowledge base is to be built which consists of known Named Entities. Then, linking of entity to a knowledge base should happen. This process consists of components such as extractors, searchers and disambiguators. Extraction process involves identifying and preparing named entity mentions. The tasks such as parts of speech tagging, tokenization, detection of sentence boundary, capitalization rules and in-document co-reference. In-document co-reference is used to find more specific search items. In the Search phase, titles, disambiguus pages can be leveraged to capture synonyms. In order to reduce the computation, a searcher should balance precision and recall for capturing of correct entity. In this paper we present a named entity recognizer using a classifiers to find entities.

2. RELATED WORK

Named entity extraction is a type of information retrieval which focuses on identifying instances i.e., names of various types of entities. For example, cancer would be an instance of disease; swelling would be an instance of symptoms and so on. One of the earliest NER models was based on decision tree [10]. Sekine developed a system was developed for Japanese. The author used features viz. POS (part-of-speech) tags extracted by a morphological analyzer, information based on character and specialized dictionary. The researcher presented the algorithm which included two phases one for decision tree creation from training data and the other for generating the tagged output that is based on the decision tree.

Another early work was done by Bikel, Schwartz and Weischedel [11]. Authors used Hidden Markov Model (HMM) to identify named entity. Primary features like bi-gram and orthographic features like word case, word shape etc. were used. The authors evaluated the model in English, Spanish and on speech input. To quantify the performance on data available to the community (MUC-6 and MET-1), results are reported on standard materials only. The results obtained have been found better consistently than any other learning algorithm. Borthwick [12] in his PhD thesis used maximum entropy algorithm. This thesis explains a statistical named-entity recognition system known as MENE (Maximum Entropy Named Entity). It utilizes a very flexible object-based architecture which allows it to make use of a broad range of knowledge sources in making its tagging decisions. McCallum and Li [13] developed Conditional Random Fields based algorithm to extract NER in coNLL-2003 shared task competition. The work described WebListing which is a method to obtain seeds for the lexicons from the labeled data. It then uses Web and HTML formatting regularities, service of search engine for augmentation of those lexicons.

Sarawagi and Cohen [14] propose a semi Markov CRF (Conditional Random Field) algorithm for named entity extraction. Semi-CRFs offer much of the power of higher-order models. The major advantage is that it allows features which measures properties of segments than individual elements. These features can be quite natural for applications like NER. The researchers extended their work with the use of dictionary and notion of similarity function [15]. Naidu and Sekine [16] provide wide overall survey of NER research. The researchers presented a survey of 15 years of research in the NERC field from 1991 to 2006. Handcrafted rule-based algorithms were used by early systems. Machine learning techniques are being used in the recent systems.
The survey of the techniques was conducted as well as other critical aspects of NERC such as features and evaluation methods. Aronson [17] developed MetaMap to map bio-medical concepts from Unified Medical Language System (UMLS). MetaMap is a program developed at the NLM (National Library of Medicine) that can be used to map biomedical text to the Metathesaurus. MetaMap uses a knowledge intensive approach based on symbolic, natural language processing (NLP) and computational linguistic techniques.

The researchers developed MetaMap based NLP system in [18] that extracts various entities like temporal information, corresponding codes from clinical notes by matching with Unified Medical Language System (UMLS). In this method, matching of MedLEE generated structured output that consists of findings and modifiers to get most specific code. Recall and precision applied to Unified Medical Language System (UMLS) coding were evaluated. The results were compared with reference standard determined in the manual method by seven experts.

Minard et al. [19] proved that the developed hybrid approach that is based on both domain knowledge and machine learning gives better performance. The work is compared with multiple approaches based on domain-knowledge and machine-learning techniques to Medical Entity Recognition. The approaches rely on machine learning and rule-based methods. To extract features from the input texts, NLP is used. Later they are fed to machine learning methods. For concept extraction, the researcher used Conditional Random Fields, and Support Vector Machines for assertion and relation annotation. The authors tested various combinations of rule-based and machine-learning methods depending on the task.

Li, Schuler and Savova [20] have used both CRF and SVM based for model extraction of disorder in clinical text. The authors presented a comparative analysis between support vector machines and Conditional Random Fields for clinical named entity recognition. The authors also explored the applicability of these methods to clinical domain. The outcome of the comparison indicates that CRFs perform better than SVMs when evaluated against a set of gold standard named entities. The best F-score with CRFs is 0.86 and for the SVMs is 0.64 as compared to a baseline of 0.60. Various techniques have been proposed for named entity recognition [21-25]. But, there exist scope for improvement.

3. DATA COLLECTION

The data set used for training the model is given in the Table 1.

| Data set | Purpose | Notes | Entities | Entity types |
|----------|---------|-------|----------|--------------|
| i2b2 2010 | Training | 349 | 27,837 | Problem, Treatment |
|          | Test    | 477 | 45,009 | Test |

4. THE PROPOSED MODEL

Patients health status, tests conducted, diseases and response to the treatments are stored in clinical records. Analysis of such information provides immense value for clinical practice, organization and management of healthcare services. Concept extraction (CE) activity aims to recognize mentions to medical concepts like problems, diagnosis data (tests) and treatments mentioned in the clinical records. (e.g., progress reports and discharge summaries). Further these identified concepts are classified into predefined categories. The concept in clinical data is usually mentioned in text format. Hence, it is a challenging task for Natural Language Processing systems to extract these concepts automatically.

In the proposed model, machine learning model has been used to recognize and extract concepts from clinical data. This work employs a new approach known as bidirectional Long Short Term Memory – Conditional Random Field (LSTM-CRF) initialized with general-purpose, off-the-shelf word embeddings. Figure 1 depicts the training for named entity detection. Figure 2 indicates the training for named entity boundary determination.

He was admitted to ICU for meningitis. He was continued on Acyclovir

Positive example Can only mean disorder Negative example

Cannot mean disorder
The input sequence is \( x = (x_1, x_2, x_3, \ldots, x_m) \), i.e., the words of a sentence and a sequence of output states \( S = (s_1, s_2, s_3, \ldots, s_m) \), i.e. the named entity tags. In conditional random fields the conditional probability \( P(s_1, s_2, s_3, \ldots, s_m | x_1, x_2, x_3, \ldots, x_m) \) is modeled as the output state sequence. It has been done by defining a feature map.

\[
\Phi(x_1, \ldots, x_m, s_1, \ldots, s_m) \in \mathbb{R}^d
\]  

that maps an entire input sequence paired with an entire state sequence to some \( d \)-dimensional feature vector. The probability as a log-linear model with the parameter vector has been modeled as

\[
P(e|w, \omega) = \frac{\exp(\omega . \Phi(x,s))}{\sum_{s'} \exp(\omega . \Phi(x,s'))}
\]

where \( s' \) ranges over all possible output sequences. The expression \( \Phi(x,s) = \text{score}_{\text{crf}}(x,s) \) can be viewed as a scoring how well the state sequence fits the given input sequence. The idea is now, to replace the linear scoring function by a non-linear neural network. Hence score can be defined as,

\[
\text{score}_{\text{lstm-crf}}(x,s) = \sum_{i=1}^{n} W_{s_{i-1}, s_i} \cdot \text{LSTM}(x) + b_{s_{i-1}, s_i}
\]

where \( W_{s_{i-1}, s_i} \) and \( b \) are the weight vector and the bias corresponding to the transition from \( s_{i-1} \) to \( s_i \) respectively. The score functions are also called \textit{potential functions}. After constructing this score function, the conditional probability \( p(S|x : W, b) \) can be optimized as in the usual CRF and propagating back through the network.

In the input sentence, each word is first mapped to random vector or a vector from a word embedding. Word embeddings are vector representation of words of natural language that preserve the syntactic and semantic similarities between them. The vector representations are generated by count-based approaches such as or trained models. In its embedded representation, each word in a text is represented by a real-valued vector, \( x \), of arbitrary dimensionality, \( d \). Figure 3 indicates the algorithm used for named entity recognition.

To conduct experiments, more than some concept-annotated reports are taken for training; testing and results are examined after execution through proposed methodology. Figure 4 and Figure 6 indicate the example for clinical records and Figure 5 and Figure 7 are present the output of the proposed method.
Step 1  
Start  
Input: Clinical records having patients health status, tests conducted, diseases and response to the treatments. The input sequence is \( x=(x_1, x_2, x_3, \ldots, x_m) \).

Step 2  
Development of Classification Model  
Identified concepts like problems, diagnosis data (tests) and treatments mentioned in the clinical records are classified into predefined categories.

Step 3  
Feed the training data to model  
The records are divided into training data and testing data. 70% of data is used as training data and it is fed to the model.

Step 4  
Feed the test data to model  
30% of the data is used as testing data. The data consisting of patients information are fed to the model to test the accuracy of the model.

Step 5  
Feed the clinical records to model  
Once the model is built, the real data (clinical records) are fed to the pre developed model. This generates output.

Step 6  
Obtain output  
The output is the document that include list of words that indicate problem diagnosed, test conducted or treatment given.

Step 7  
End

Figure 3. Algorithm steps

Figure 4. Clinical record 1

Figure 5. Output of the algorithm for clinical record 1

Figure 6. Clinical record 2

Figure 7. Output of the algorithm for clinical record 2

5. RESULTS AND DISCUSSIONS

The performance comparison between the proposed method and existing state of the art CE systems indicate that the bidirectional LSTM-CRF initialized with GloVe outperforms all recent approaches. These results are not directly comparable since the some of the previous works have used the original dataset which has a significantly larger number of training samples. In general, the results achieved with the proposed approach are close and in many cases above the results achieved by systems based on hand-engineered features. Figure 8 indicates the prediction accuracy. Result comparison of proposed method with other state-of-the-art techniques shown in Table 2.
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Table 2. Result Comparison of Proposed Method with Other State-of-The-Art Techniques

| Method         | F-score |
|----------------|---------|
| Proposed Method| 0.291   |
| MetaMap[31]    | 0.113   |
| ZE’13[13]      | 0.265   |

Figure 8. Prediction accuracy

6. CONCLUSION
In this work, a new approach has been proposed for extraction of named entities and classifying them. This is of immense use to practitioners as well as management of the hospitals. The key finding of this work is its ability to provide end-to-end recognition using general-purpose, off-the-shelf word embeddings. This avoids additional efforts from time-consuming feature construction. This work can be a good contribution to a research in the area of NER extraction in clinical data.
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