Behavior of eigenvalues of certain Schrödinger operators in the rational Dunkl setting
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Abstract

For a normalized root system $R$ in $\mathbb{R}^N$ and a multiplicity function $k \geq 0$ let $N = N + \sum_{\alpha \in R} k(\alpha)$. We denote by $d w(x) = \prod_{\alpha \in R} |\langle x, \alpha \rangle|^{k(\alpha)} d x$ the associated measure in $\mathbb{R}^N$. Let $L = -\Delta + V$, $V \geq 0$, be the Dunkl–Schrödinger operator on $\mathbb{R}^N$. Assume that there exists $q > \max(1, N/2)$ such that $V$ belongs to the reverse Hölder class $RH^q(d w)$. For $\lambda > 0$ we provide upper and lower estimates for the number of eigenvalues of $L$ which are less or equal to $\lambda$. Our main tool in the Fefferman–Phong type inequality in the rational Dunkl setting.
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1 Introduction

The current article is devoted to study the estimates for the number of eigenvalues of Schrödinger operators in the Dunkl setting. In the seminal article [8], Charles F. Dunkl defined new commuting differential–difference operators

$$T_\xi f(x) = \partial_\xi f(x) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} \langle \alpha, \xi \rangle \frac{f(x) - f(\sigma_\alpha(x))}{\langle \alpha, x \rangle}$$
associated with a finite reflection group $G$ which is related to a root system $R$ on a Euclidean space $\mathbb{R}^N$. Here $\xi \in \mathbb{R}^N$, $\sigma_\alpha$ denotes the reflection with respect to the hyperplane orthogonal to the root $\alpha \in R$, and $k : R \rightarrow \mathbb{C}$ is a $G$-invariant function (see Sect. 2 for details). The Dunkl operators are generalizations of the directional derivatives (in fact, they are ordinary partial derivatives for $k \equiv 0$), however, in general, they are non-local operators. They turn out to be a key tool in the study of special functions with reflection symmetries and allow to build up the framework for the theory of special functions and integral transforms in several variables related with reflection groups in [7–11]. Afterwards, the theory was studied and developed by many mathematicians from many different points of view. Beside the special functions and mathematical analysis, the Dunkl theory has deep connections with the other branches of mathematics, for instance probability theory, mathematical physics, and algebra. It is worth to mention that one of a motivation for studying Dunkl operators is their relevance for the analysis of quantum many body systems of Calogero–Moser–Sutherland type. Such models describe algebraically integrable systems in one dimension and have gained considerable interest of theoretical physics, especially in conformal field theory. For more details on Calogero–Moser–Sutherland we refer the reader to [28]. For more information on Dunkl theory and its connections with mathematical physics we refer to the lecture notes [4,19] and the references therein.

In the present paper we consider the Dunkl–Schrödinger operator

$$L = -\Delta + V$$ on $\mathbb{R}^N$, $N \geq 1,$

where $V \in L^2_{\text{loc}}(dw)$ is a non-negative potential and $\Delta = \sum_{j=1}^N T_{e_j}^2$ is the Dunkl Laplacian. Here and subsequently, $\{e_j\}_{1 \leq j \leq N}$ is the canonical orthonormal basis in $\mathbb{R}^N$. Such operators were recently studied by Amri and Hammi in [1,2]. Assume that $V$ is a non-negative function, $V \not\equiv 0$, which satisfies the reverse Hölder inequality:

$$\left( \frac{1}{w(B)} \int_B V(y)^q \, dw(y) \right)^{1/q} \leq \frac{C_{\text{RH}}}{w(B)} \int_B V(y) \, dw(y)$$ for every ball $B$.  \hfill (1)

Here and subsequently,

$$dw(x) = \prod_{\alpha \in R} |\langle x, \alpha \rangle|^{k(\alpha)} \, dx$$  \hfill (2)

is the associated measure. We shall assume that $q > \max(1, \frac{N}{2})$, where $N = N + \sum_{\alpha \in R} k(\alpha)$ is the homogeneous dimension (see Sect. 2 for details). Following [14, p. 146, the assumption of the main lemma] (see also [15, (42)] for its counterpart in the rational Dunkl setting) we define the auxiliary function $m(x)$ by the formula

$$\frac{1}{m(x)} = \sup \left\{ r > 0 : \frac{r^2}{w(B(x, r))} \int_{B(x, r)} V(y) \, dw(y) \leq 1 \right\}.  \hfill (3)$$

The function $m$ is well defined and satisfies $0 < m(x) < \infty$ for every $x \in \mathbb{R}^N$, see [15].
For $\lambda > 0$, we denote by $N(L, \lambda)$ the number of eigenvalues of the operator $L$, counting with their multiplicities, which are less than or equal to $\lambda$.

For $a > 0$ we define

$$\text{(Grid)}_a = \{[0, a]^N + an : n \in \mathbb{Z}^N\}.$$  \hfill (4)

Our goal is to prove the following theorem.

**Theorem 1** Assume that $0 \not\equiv V \in RH^q(dw)$, where $q > \max(1, \frac{N}{2})$, and $V \geq 0$. For $\lambda > 0$ we set

$$E_\lambda = \{x \in \mathbb{R}^N : m(x) \leq \sqrt{\lambda}\}.$$  

Let $M(\lambda)$ denote the number of cubes $K$ from the $(\text{Grid})_{\lambda^{-1/2}}$ [see (4)] such that $K \cap E_\lambda \neq \emptyset$. There are constants $C_1, C_2, C_3 > 0$, which depend on $R, N, q, k$ and the constant $C_{RH}$ [see (1)] such that for all $\lambda > 0$ we have

$$M(C_1^{-1}\lambda) \leq N(L, \lambda) \leq C_2 M(C_3^{-1}\lambda).$$ \hfill (5)

Let $\lambda_0(L)$ denote the smallest eigenvalue of $L$. There is a constant $C_4 > 0$, which depends on $R, N, q, k$ and the constant $C_{RH}$, such that

$$\lambda_0(L) \geq C_4 \min_{x \in \mathbb{R}^N} m(x).$$ \hfill (6)

Actually, one can take $C_4 = (\tilde{C})^{1/2}$, where $\tilde{C}$ is the constant from (23).

For classical Schrödinger operators with reverse Hölder class potentials on $\mathbb{R}^N$ behavior of eigenvalues were studied in the seminal article Fefferman [14] (nowadays, the result is known as ‘Fefferman’s box formula’) and then continued by many authors (see e.g. [16,23–26]). The present article takes inspirations from there.

Let us explain some main difficulties in Dunkl analysis, which distinguish it from the classical Euclidean setting. As it was pointed out in [27], one of the most serious problem in the Dunkl analysis lays in the lack of knowledge about generalized translation $\tau_x$. Let us discuss this phenomenon. The Dunkl translations $\tau_x$ are generalizations of the ordinary translations

$$\tilde{\tau}_x f(-y) = f(x - y) = (e^{(ix, \cdot)} \hat{f}(\cdot))(-y)$$

and reduce to them if the multiplicity function is equal to 0. Replacing in the formula the Fourier and the inverse Fourier transform by the Dunkl transform $\mathcal{F}$ and inverse Dunkl transform $\mathcal{F}^{-1}$ respectively [see (13) and (15)], and the exponential function $e^{(ix, \xi)}$ by $E(i\mathbf{x}, \xi)$ [see (11)], one ends up with the generalized translation operator defined by

$$\tau_x f(-y) = \mathcal{F}^{-1}(E(i\mathbf{x}, \cdot)\mathcal{F} f(\cdot))(-y),$$
which is a contraction on $L^2(dw)$. Although the definition seems to be natural, no explicit useful formula for $\tau_x$ is known in full generality and many properties of $\tau_x$ turn out to be hard to study. For instance, for some root systems the operators $\tau_x$ do not preserve positive functions. The other aspect is that they do not form the group, that means that $\tau_{x+y}$ is not necessarily equal to $\tau_x \circ \tau_y$. Further, the boundedness of $\tau_x$ on $L^p(dw)$-spaces ($p \neq 2$) becomes an open problem in the Dunkl analysis.

The other difficulty when we try to adapt the Fefferman’s ideas in the Dunkl context is the lack of knowledge about the Poincaré’s inequality, which is the main ingredient of the proof in the classical case. To overcome this problem, we use the methods presented in the proof of Fefferman–Phong inequality in the Dunkl setting in [15] together with Fefferman–Phong inequality itself. The idea is inspired by Dziubański [13, Section 9] and it is combined with an appropriate use of the pseudo-Poincaré inequality defined in [29, Section 5].

### 2 Preliminaries and notation

In this section we present necessary definitions and lemmas (with references), which will be used in the proof of Theorem 1.

#### 2.1 Basic definitions of the Dunkl theory

In this subsection we present basic facts concerning the theory of the Dunkl operators. For details we refer the reader to [8,19,20].

We consider the Euclidean space $\mathbb{R}^N$ with the scalar product $\langle x, y \rangle = \sum_{j=1}^{N} x_j y_j$, where $x = (x_1, \ldots, x_N)$, $y = (y_1, \ldots, y_N)$, and the norm $\|x\|^2 = \langle x, x \rangle$. For a nonzero vector $\alpha \in \mathbb{R}^N$, the reflection $\sigma_\alpha$ with respect to the hyperplane $\alpha^\perp$ orthogonal to $\alpha$ is given by

$$\sigma_\alpha(x) = x - 2 \frac{\langle x, \alpha \rangle}{\|\alpha\|^2} \alpha.$$

In this paper we fix a normalized root system in $\mathbb{R}^N$, that is, a finite set $R \subset \mathbb{R}^N \setminus \{0\}$ such that $R \cap \alpha \mathbb{R} = \{ \pm \alpha \}$, $\sigma_\alpha(R) = R$, and $\|\alpha\| = \sqrt{2}$ for all $\alpha \in R$. The finite group $G$ generated by the reflections $\sigma_\alpha \in R$ is called the Weyl group (reflection group) of the root system. A *multiplicity function* is a $G$-invariant function $k : R \to \mathbb{C}$ which will be fixed and $\geq 0$ throughout this paper. Let

$$dw(x) = \prod_{\alpha \in R} |\langle x, \alpha \rangle|^{k(\alpha)} \, dx$$

be the associated measure in $\mathbb{R}^N$, where, here and subsequently, $dx$ stands for the Lebesgue measure in $\mathbb{R}^N$. We denote by

$$N = N + \sum_{\alpha \in R} k(\alpha)$$
the homogeneous dimension of the system. Clearly,

\[ w(B(tx, tr)) = t^N w(B(x, r)) \quad \text{for all } x \in \mathbb{R}^N, \ t, r > 0, \]

where \( B(x, r) = \{ y \in \mathbb{R}^N : \| y - x \| < r \} \). Moreover,

\[
\int_{\mathbb{R}^N} f(x) \, dw(x) = \int_{\mathbb{R}^N} t^{-N} f(x/t) \, dw(x) \quad \text{for } f \in L^1(dw) \text{ and } t > 0.
\]

Observe that there is a constant \( C > 0 \) such that

\[ C^{-1} w(B(x, r)) \leq r^N \prod_{\alpha \in R} (|\langle x, \alpha \rangle| + r)^{k(\alpha)} \leq C w(B(x, r)), \tag{7} \]

so \( dw(x) \) is doubling, that is, there is a constant \( C > 0 \) such that

\[ w(B(x, 2r)) \leq C w(B(x, r)) \quad \text{for all } x \in \mathbb{R}^N, \ r > 0. \tag{8} \]

Moreover, there exists a constant \( C \geq 1 \) such that, for every \( x \in \mathbb{R}^N \) and for every \( r_2 \geq r_1 > 0 \),

\[ C^{-1} \left( \frac{r_2}{r_1} \right)^N \leq \frac{w(B(x, r_2))}{w(B(x, r_1))} \leq C \left( \frac{r_2}{r_1} \right)^N. \tag{9} \]

For a measurable subset \( A \) of \( \mathbb{R}^N \) we define

\[ \mathcal{O}(A) = \{ \sigma_\alpha(x) : x \in A, \ \alpha \in R \}. \]

Clearly, by (7), for all \( x \in \mathbb{R}^N \) and \( r > 0 \) we get

\[ w(\mathcal{O}(B(x, r))) \leq |G| w(B(x, r)). \]

For \( \xi \in \mathbb{R}^N \), the Dunkl operators \( T_{\xi} \) are the following \( k \)-deformations of the directional derivatives \( \partial_\xi \) by a difference operator:

\[ T_{\xi} f(x) = \partial_\xi f(x) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} \langle \alpha, \xi \rangle \frac{f(x) - f(\sigma_\alpha(x))}{\langle \alpha, x \rangle}. \tag{10} \]

The Dunkl operators \( T_{\xi} \), which were introduced in [8], commute and are skew-symmetric with respect to the \( G \)-invariant measure \( dw \).

For fixed \( y \in \mathbb{R}^N \) the Dunkl kernel \( E(x, y) \) is the unique analytic solution to the system

\[ T_{\xi} f = \langle \xi, y \rangle f, \quad f(0) = 1. \tag{11} \]
The function $E(x, y)$, which generalizes the exponential function $e^{(x,y)}$, has the unique extension to a holomorphic function on $\mathbb{C}^N \times \mathbb{C}^N$. Moreover, it satisfies $E(x, y) = E(y, x)$ for all $x, y \in \mathbb{C}^N$.

Let $\{e_j\}_{1 \leq j \leq N}$ denote the canonical orthonormal basis in $\mathbb{R}^N$ and let $T_j = T_{e_j}$. As usual, for every multi-index $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \in \mathbb{N}^N_0 = (\mathbb{N} \cup \{0\})^N$, we set $|\alpha| = \sum_{j=1}^{N} \alpha_j$ and
\[ \partial^\alpha = \partial_{e_1}^{\alpha_1} \circ \partial_{e_2}^{\alpha_2} \circ \ldots \circ \partial_{e_N}^{\alpha_N}, \]
where $\{e_1, e_2, \ldots, e_N\}$ is the canonical basis of $\mathbb{R}^N$. The additional subscript $x$ in $\partial^\alpha_x$ means that the partial derivative $\partial^{\alpha}$ is taken with respect to the variable $x \in \mathbb{R}^N$. By $\nabla_x f$ we denote the gradient of the function $f$ with respect to the variable $x$. In our further consideration we shall need the following lemma.

**Lemma 1** For all $x \in \mathbb{R}^N$, $z \in \mathbb{C}^N$ and $\nu \in \mathbb{N}^N_0$ we have
\[ |\partial^\nu_z E(x, z)| \leq \|x\| |\nu| \exp(\|x\| \|\Re z\|). \]

In particular,
\[ |E(i\xi, x)| \leq 1 \quad \text{for all } \xi, x \in \mathbb{R}^N. \]

**Proof** See [17, Corollary 5.3].

**Corollary 1** There is a constant $C > 0$ such that for all $x, \xi \in \mathbb{R}^N$ we have
\[ |E(i\xi, x) - 1| \leq C \|x\| \|\xi\|. \quad (12) \]

The Dunkl transform
\[ \mathcal{F} f(\xi) = c_k^{-1} \int_{\mathbb{R}^N} E(-i\xi, x) f(x) dw(x), \quad (13) \]
where
\[ c_k = \int_{\mathbb{R}^N} e^{-\frac{\|x\|^2}{2}} dw(x) > 0, \]
originally defined for $f \in L^1(dw)$, is an isometry on $L^2(dw)$, i.e.,
\[ \|f\|_{L^2(dw)} = \|\mathcal{F} f\|_{L^2(dw)} \quad \text{for all } f \in L^2(dw), \quad (14) \]
and preserves the Schwartz class of functions $\mathcal{S}(\mathbb{R}^N)$ (see [6]). Its inverse $\mathcal{F}^{-1}$ has the form
\[ \mathcal{F}^{-1} g(x) = c_k^{-1} \int_{\mathbb{R}^N} E(i\xi, x) g(\xi) dw(\xi). \quad (15) \]
Moreover,

\[ \mathcal{F}(T_j f)(\xi) = i \xi_j \mathcal{F} f(\xi). \]  

(16)

The Dunkl translation \( \tau_x f \) of a function \( f \in \mathcal{S}(\mathbb{R}^N) \) by \( x \in \mathbb{R}^N \) is defined by

\[ \tau_x f(y) = c_k^{-1} \int_{\mathbb{R}^N} E(i \xi, x) E(i \xi, y) \mathcal{F} f(\xi) \, dw(\xi). \]

It is a contraction on \( L^2(dw) \), however it is an open problem if the Dunkl translations are bounded operators on \( L^p(dw) \) for \( p \neq 2 \).

The following specific formula was obtained by Rösler [18] for the Dunkl translations of (reasonable) radial functions \( f(x) = \tilde{f}(\|x\|) \):

\[ \tau_x f(-y) = \int_{\mathbb{R}^N} (\tilde{f} \circ A)(x, y, \eta) \, d\mu_x(\eta) \quad \text{for all} \quad x, y \in \mathbb{R}^N. \]  

(17)

Here

\[ A(x, y, \eta) = \sqrt{\|x\|^2 + \|y\|^2 - 2 \langle y, \eta \rangle} = \sqrt{\|x\|^2 - \|\eta\|^2 + \|y - \eta\|^2} \]

and \( \mu_x \) is a probability measure, which is supported in the set \( \text{conv}\mathcal{O}(x) \), where \( \mathcal{O}(x) = \{\sigma(x) : \sigma \in G\} \) is the orbit of \( x \). Let

\[ d(x, y) = \min_{\sigma \in G} \|\sigma(x) - y\| \]

be the distance of the orbit of \( x \) to the orbit of \( y \). We have the following elementary estimates (see, e.g., [3]), which hold for \( x, y \in \mathbb{R}^N \) and \( \eta \in \text{conv}\mathcal{O}(x) \):

\[ A(x, y, \eta) \geq d(x, y) \]

and

\[
\begin{align*}
\|\nabla_y [A(x, y, \eta)^2]\| & \leq 2 A(x, y, \eta), \\
|\partial_\beta^x \{A(x, y, \eta)^2\}| & \leq 2 \quad \text{if} \quad |\beta| = 2, \\
\partial_\beta^x \{A(x, y, \eta)^2\} & = 0 \quad \text{if} \quad |\beta| > 2.
\end{align*}
\]

Hence

\[ \|\nabla_y A(x, y, \eta)\| \leq 1. \]  

(18)

The Dunkl convolution \( f \ast g \) of two reasonable functions (for instance Schwartz functions) is defined by

\[ (f \ast g)(x) = c_k \mathcal{F}^{-1}[(\mathcal{F} f)(\mathcal{F} g)](x) = \int_{\mathbb{R}^N} (\mathcal{F} f)(\xi) (\mathcal{F} g)(\xi) E(x, i \xi) \, dw(\xi) \quad \text{for} \quad x \in \mathbb{R}^N. \]  

(19)
or, equivalently, by
\[(f \ast g)(x) = \int_{\mathbb{R}^N} f(y) \tau_x g(-y) \, dw(y) = \int_{\mathbb{R}^N} f(y) g(x, y) \, dw(y)\]
for all \(x \in \mathbb{R}^N\),
where, here and subsequently, \(g(x, y) = \tau_x g(-y)\).

### 2.2 Dunkl Laplacian and Dunkl heat semigroup

The Dunkl Laplacian associated with \(R\) and \(k\) is the differential–difference operator \(\Delta_n = \sum_{j=1}^{N} T_{j}^{2}\), which acts on \(C^2(\mathbb{R}^N)\)-functions by
\[
\Delta f(x) = \Delta_{euc} f(x) + \sum_{\alpha \in \mathbb{R}^k} k(\alpha) \delta_{\alpha} f(x),
\]

\[
\delta_{\alpha} f(x) = \frac{\partial^{2} f(x)}{\|\alpha\|^2} \frac{(f(x) - f(\sigma_{\alpha} x))}{\langle\alpha, x\rangle^2}.
\]

Obviously, \(\mathcal{F}(\Delta f)(\xi) = -\|\xi\|^2 \mathcal{F} f(\xi)\). The operator \(\Delta\) is essentially self-adjoint on \(L^2(dw)\) (see for instance [1, Theorem 3.1]) and generates the semigroup \(H_t\) of linear self-adjoint contractions on \(L^2(dw)\). The semigroup has the form
\[
H_t f(x) = \mathcal{F}^{-1} (e^{-t\|\xi\|^2} \mathcal{F} f(\xi))(x) = \int_{\mathbb{R}^N} h_t(x, y) f(y) \, dw(y),
\]
where the heat kernel
\[
h_t(x, y) = \tau_x h_t(-y), \quad h_t(x) = \mathcal{F}^{-1} (e^{-t\|\xi\|^2}) f(\xi)(x) = c_k^{-1}(2t)^{-N/2} e^{-\|x\|^2/(4t)}
\]
is a \(C^\infty\)-function of all variables \(x, y \in \mathbb{R}^N, t > 0\), and satisfies
\[
0 < h_t(x, y) = h_t(y, x), \quad \int_{\mathbb{R}^N} h_t(x, y) \, dw(y) = 1.
\]

We shall need the following estimates for \(h_t(x, y)\)—their two step proof, which is based on Rösler’s formula (17) for the Dunkl translations of radial functions (see [18]), can be found in [5, Theorem 4.1], [12, Theorem 3.1].

**Theorem 2** There are constants \(C, c > 0\) such that for all \(x, y \in \mathbb{R}^N\) and \(t > 0\) we have
\[
h_t(x, y) \leq C \left(1 + \frac{\|x - y\|}{\sqrt{t}}\right)^{-2} \left(\max(w(B(x, \sqrt{t})), w(B(y, \sqrt{t}))\right)^{-1} \exp\left(-\frac{cd(x, y)^2}{t}\right).
\]

Theorem 2 implies the following Lemma (see [12, Corollary 3.5]).
Lemma 2  Suppose that $\varphi \in C^\infty_c(\mathbb{R}^N)$ is radial and supported by the unit ball $B(0, 1)$. Here and subsequently, set $\varphi_t(x) = t^{-N}\varphi(t^{-1}x)$. Then there is $C > 0$ such that for all $x, y \in \mathbb{R}^N$ and $t > 0$ we have

$$|\varphi_t(x, y)| \leq C \left(1 + \frac{\|x - y\|}{t}\right)^{-2} \left(\max(w(B(x, t)), w(B(y, t)))\right)^{-1} \chi_{[0, 1]}(d(x, y)/t).$$

2.3 Dunkl–Schrödinger operator

Let $V \geq 0$ be a measurable function such that $V \in L^2_{\text{loc}}(dw)$. We consider the following operator on the Hilbert space $L^2(dw)$:

$$\mathcal{L} = -\Delta + V$$

with the domain

$$\mathcal{D}(\mathcal{L}) = \{ f \in L^2(dw) : \|\xi\|^2 \mathcal{F} f(\xi) \in L^2(dw(\xi)) \text{ and } V(x)f(x) \in L^2(dw(x))\}$$

(see [1]). We call this operator the Dunkl–Schrödinger operator. Let us define the quadratic form

$$Q(f, g) = \sum_{j=1}^{N} \int_{\mathbb{R}^N} T_j f(x) T_j g(x) \, dw(x) + \int_{\mathbb{R}^N} V(x)f(x)g(x) \, dw(x) \quad (20)$$

with the domain

$$\mathcal{D}(Q) = \left\{ f \in L^2(dw) : \left(\sum_{j=1}^{N} |T_j f|^2\right)^{1/2}, V^{1/2}f \in L^2(dw) \right\}.$$

The quadratic form is densely defined and closed (see [1, Lemma 4.1]), so there exists a unique positive self-adjoint operator $L$ such that

$$\langle Lf, f \rangle = Q(f, f) \text{ for all } f \in \mathcal{D}(L),$$

moreover,

$$\mathcal{D}(L^{1/2}) = \mathcal{D}(Q) \text{ and } Q(f, f) = \|L^{1/2}f\|_{L^2(dw)},$$

where $L^{1/2}$ is a unique self-adjoint operator such that $(L^{1/2})^2 = L$. It was proved in [1, Theorem 4.6], that $\mathcal{L}$ is essentially self-adjoint on $C^\infty_c(\mathbb{R}^N)$ and $L$ is its closure.
2.4 Auxiliary function \( m \) and the Fefferman–Phong type inequality

The results in this subsection are proved in [15] and they will be used in the proof of Theorem 1. Some of them are inspired by the corresponding results for classical Schrödinger operators (cf. [14,22]).

**Lemma 3** ([15, Lemma 7], see also [22, Lemma 1.2]) Assume that \( V \in \text{RH}^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). There is a constant \( C \geq 1 \) such that for all \( x \in \mathbb{R}^N \) and \( 0 < r_1 < r_2 < \infty \) we have

\[
\frac{r_1^2}{w(B(x, r_1))} \int_{B(x, r_1)} V(y) \, dw(y) \leq C \left( \frac{r_1}{r_2} \right)^\gamma \frac{r_2^2}{w(B(x, r_2))} \int_{B(x, r_2)} V(y) \, dw(y).
\]

**Lemma 4** ([15, Lemma 8], see also [22, Lemma 1.4]) Assume that \( V \in \text{RH}^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). There are constants \( C, \kappa > 0 \) such that for all \( x, y \in \mathbb{R}^N \) we have

\[
C^{-1} m(y) \leq m(x) \leq C m(y) \text{ if } \|x - y\| < m(x)^{-1},
\]

\[
m(y) \leq C m(x)(1 + m(x))\|x - y\|^\kappa,
\]

\[
m(y) \geq C^{-1} m(x)(1 + m(x))\|x - y\|^{-\frac{1}{1+\kappa}}.
\]

For a cube \( Q \subset \mathbb{R}^N \), here and subsequently, let \( d(Q) \) denote the side-length of cube \( Q \). We denote by \( Q^* \) the cube with the same center as \( Q \) such that \( d(Q^*) = 2d(Q) \). We define a collection of dyadic cubes \( Q \) associated with the potential \( V \) by the following stopping-time condition:

\[
Q \in Q \iff Q \text{ is the maximal dyadic cube for which } d(Q)^2 \int_Q V(y) \, dw(y) \leq 1
\]

(see [15, (48)]). It is well-defined (see the comment below [15, (48)] for details) and it forms a covering of \( \mathbb{R}^N \) built from dyadic cubes which have disjoint interiors.

**Fact 3** ([15, Fact 5]) Assume that \( V \in \text{RH}^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). There is a constant \( C > 0 \) such that for any \( Q \in Q \) and \( x \in Q^{**} \) we have

\[
C^{-1} d(Q)^{-1} \leq m(x) \leq C d(Q)^{-1}.
\]

**Proposition 1** ([15, Proposition 3]) Assume that \( V \in \text{RH}^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). The covering \( Q \) defined by (21) satisfies the following finite overlapping condition:

\[
(\exists C_0 > 0) (\forall Q_1, Q_2 \in Q) \ Q_1^{**} \cap Q_2^{**} \neq \emptyset \Rightarrow C_0^{-1} d(Q_1) \leq d(Q_2) \leq C_0 d(Q_1).
\]

(22)
Lemma 5 ([15, Lemma 10]) For all \( j \in \{1, 2, \ldots, N\} \), \( g \in C_c^\infty(\mathbb{R}^N) \), and \( f \in L^2(dw) \) such that its weak Dunkl derivative \( T_j f \) is in \( L^2(dw) \) we have \( T_j (fg) \in L^2(dw) \). Moreover, \[
T_j (fg)(x) = (T_j f)(x)g(x) + f(x)\partial_j g(x) + \sum_{\alpha \in R} \frac{k(\alpha)}{2} \alpha_j f(\sigma_\alpha(x)) \frac{g(x) - g(\sigma_\alpha(x))}{(x, \alpha)}
\] in \( L^2(dw) \)-sense.

The following lemma is inspired by its counterpart for fractional laplacian [13, Lemma 9.6].

Lemma 6 ([15, Lemma 12]) Assume that \( V \in RH^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). There is a constant \( C > 0 \) such that for all \( j \in \{1, \ldots, N\} \), \( f \in L^2(dw) \) such that its weak Dunkl derivative \( T_j f \) is in \( L^2(dw) \), and \( Q \in Q \) we have \[
\|T_j (f\phi_Q)\|_{L^2(dw)} \leq C \left( \left( \int_{Q^*} |T_j f(x)|^2 \, dw(x) \right)^{1/2} + \left( \int_{O(Q^*)} |f(x)|^2 m(x)^2 \, dw(x) \right)^{1/2} \right).
\]

The next theorem is a version of Fefferman–Phong inequality ([14, p. 146], see also Shen [21], [22, Lemma 1.9]). It is the main result of [15].

Theorem 4 (Fefferman–Phong type inequality, see [15, Theorem 1]) Assume that \( V \in RH^q(dw) \), where \( q > \max(1, \frac{N}{2}) \), and \( V \geq 0 \). There is a constant \( C > 0 \), which depends on \( R, k, N, q \), and \( C_{RH} \), such that for all \( f \in D(Q) \) we have \[
\int_{\mathbb{R}^N} |f(x)|^2 m(x)^2 \, dw(x) \leq C Q(f, f).
\]

3 Hölder bounds for Dunkl translation of radial function

The next lemma is a version of [5, Theorem 4.1 (b)] with the Dunkl heat kernel replaced by the Dunkl translation of radial \( C_c^\infty(\mathbb{R}^N) \)-function. Its proof is similar to the proof of [5, Theorem 4.1 (b)] and it is based on Rösler’s formula (17).

Lemma 7 Let \( \varphi \in C_c^\infty(\mathbb{R}^N) \) be a radial function supported by the unit ball, that is, \( \varphi(x) = \tilde{\varphi}(\|x\|) \), where \( \tilde{\varphi} \in C_c^\infty(-1, 1) \) is even. There is a constant \( C > 0 \) such that for all \( x, y, z \in \mathbb{R}^N \) and \( t > 0 \) such that \( \|y - z\| < t \) we have \[
|\varphi_t(x, y) - \varphi_t(x, z)| \leq C \frac{\|y - z\|}{t} \left( \max(w(B(x, t)), w(B(y, t))) \right)^{-1} \chi_{[0, 2]}(d(x, y)/t).
\]
The presence of the factor $\chi_{[0,2]}(d(x,y)/t)$ follows by Lemma 2. We may assume that $\|y - z\| < t/8$, otherwise the claim is a consequence of Lemma 2. For $s \in [0, 1]$ we set $y_s = z + s(y - z)$. By (17) we obtain

$$\varphi_t(x, y) - \varphi_t(x, z) = t^{-N} \int_{\mathbb{R}^N} \tilde{\varphi}(A(x, y_s, \eta)/t) - \tilde{\varphi}(A(x, z, \eta)/t) \, d\mu_x(\eta)$$

$$= t^{-N} \int_{\mathbb{R}^N} \int_0^1 \frac{d}{ds} \tilde{\varphi}(A(x, y_s, \eta))/t) \, ds \, d\mu_x(\eta).$$

(24)

Clearly, there is an even continuous function $\tilde{\varphi} : \mathbb{R} \to \mathbb{C}$ supported in $[-3/2, 3/2]$ such that $|\tilde{\varphi}'(x)| \leq \tilde{\varphi}(x)$ for all $x \in \mathbb{R}$. Hence, by Cauchy–Schwarz inequality, (18), and (24), we obtain

$$\left| \frac{d}{ds} \tilde{\varphi}(A(x, y_s, \eta))/t \right| = \left| \tilde{\varphi}(A(x, y_s, \eta))/t \right| \cdot t^{-1} \cdot \left| (\nabla_y A(x, y_s, \eta), (y - z)) \right|$$

$$\leq C \frac{\|y - z\|}{t} \tilde{\varphi}(A(x, y_s, \eta)/t).$$

(25)

Set $\phi(x) = \tilde{\varphi}(|x|)$. Combining (24) and (25) we obtain

$$|\varphi_t(x, y) - \varphi_t(x, z)| \leq Ct^{-N} \frac{\|y - z\|}{t} \int_{\mathbb{R}^N} \int_0^1 \tilde{\varphi}(A(x, y_s, \eta)/t) \, ds \, d\mu_x(\eta)$$

$$= C \frac{\|y - z\|}{t} \int_0^1 \phi_t(x, y_s) \, ds.$$

(26)

Finally, applying Lemma 2 and using the assumption $\|y - z\| < t$ we get

$$\phi_t(x, y_s) \leq C \left(1 + \frac{\|x - y_s\|}{t}\right)^{-2} \left( \max(w(B(x, t)), w(B(y_s, t))) \right)^{-1} \chi_{[0,2]}(d(x, y_s)/t),$$

which, together with (26) and (8), give the claim. 

\[\Box\]

4 Proof of Theorem 1

Definition 1 By the smooth resolution of identity $\{\phi_Q\}_{Q \in \mathcal{Q}}$ associated with $\mathcal{Q}$ [see (21)] we mean the collection of $C^\infty$-functions on $\mathbb{R}^N$ such that $\text{supp} \phi_Q \subseteq Q^\ast$, $0 \leq \phi_Q(x) \leq 1$,

$$|\partial^\beta \phi_Q(x)| \leq C_\beta d(Q)^{-|\beta|} \text{ for all } \beta \in \mathbb{N}_0^N,$$

(27)

and $\sum_{Q \in \mathcal{Q}} \phi_Q(x) = 1$ for all $x \in \mathbb{R}^N$. The collection $\{\phi_Q\}_{Q \in \mathcal{Q}}$ is well-defined thanks to Proposition 1.

The proof of Theorem 1 is partially based on [16, Theorem 4].
Proof of the first inequality in (5) By the min–max principle it is enough to find $M(\lambda)$-dimensional subspace $\mathcal{H}$ of $L^2(dw)$ such that

$$Q(u, u) \leq C_1 \lambda \|u\|_{L^2(dw)}^2$$

for all $u \in \mathcal{H}$. (28)

Fix a small real number $\varepsilon \in (0, 1)$ of the form $\varepsilon = 2^{-s}$ for some $s \in \mathbb{N}$ (it will be chosen latter on). Let

$$\mathcal{K} = \{ K \in (\text{Grid})_{\varepsilon \lambda^{-1/2}} : K \cap E_\lambda \neq \emptyset \}.$$

Then, $\# \mathcal{K} \geq M(\lambda)$. For any cube $K \in \mathcal{K}$ let $\eta_K$ be a nonzero smooth function supported by $K$ such that

$$|\partial^\beta \eta_K(x)| \leq C_{\beta, \varepsilon \varepsilon' \lambda} x_{\beta}^{1 \varepsilon \varepsilon' \lambda}$$

for all $\beta \in \mathbb{N}_0^N$, $x \in \mathbb{R}^N$, (29)

$$|\eta_K(x)| \geq C \lambda^{\frac{N}{2}}$$

for all $x \in K$ (30)

(here $K_\varepsilon$ denotes the cube of the same center as $K$ but two times smaller side-length). Note that there is $M > 0$ independent of $\lambda$ and $\varepsilon$ such that for any $K \in (\text{Grid})_{\varepsilon \lambda^{-1/2}}$ there are at most $M$ cubes $K' \in (\text{Grid})_{\varepsilon \lambda^{-1/2}}$ such that $O(K) \cap O(K') \neq \emptyset$. Moreover, note that $supp \eta_K \subset O(K)$ and, thanks to (10), $supp T_{j\varepsilon} \eta_K \subset O(K)$ for all $j \in \{1, \ldots, N\}$. Hence, by the definition of $Q$ [see (20)], and the Cauchy–Schwarz inequality it is enough to prove (28) for $u = \eta_K$. It is the standard fact that

$$\|T_{j\varepsilon} f\|_{L^\infty} \leq C \|\nabla f\|_{L^\infty}$$

for all $j \in \{1, \ldots, N\}$ and $f \in C^1(\mathbb{R}^N)$ (31)

(see e.g. [15, Lemma 11] for details). Therefore, by (31) and (29) we obtain

$$\sum_{j=1}^N \int_K |T_{j\varepsilon} \eta_K(x)|^2 d\nu(x) \leq C \lambda^{N+1} \varepsilon \nu(K).$$

(32)

Let $x_K$ be the center of $K$. Since $K \cap E_\lambda \neq \emptyset$, by Lemma 4 we get $\varepsilon \sqrt{\lambda}^{-1/2} \leq m(x_K)^{-1}$ for $\varepsilon$ small enough ($\varepsilon$ is independent of $K$ such that $K \cap E_\lambda \neq \emptyset$). Consequently, by the doubling property of the measure $d\nu$ [see (8)], Lemma 3, and the definition of $m$ [see (3)] we obtain

$$\int_K V(x) \eta_K(x)^2 d\nu(x) \leq C \lambda^{N+1} \nu(K) \frac{\lambda^{-1}}{w(B(x_K, \frac{1}{2} \varepsilon \lambda^{-1/2}))} \int_{B(x_K, \varepsilon \sqrt{\lambda}^{-1/2})} V(x) d\nu(x)$$

$$\leq C \lambda^{N+1} \nu(K) \frac{m(x_K)^{-2}}{w(B(x_K, m(x_K)^{-1}))} \left( \frac{\varepsilon \sqrt{\lambda}^{-1/2}}{m(x_K)^{-1}} \right)^\gamma \int_{B(x_K, m(x_K)^{-1})} V(x) d\nu(x)$$

$$\leq C \lambda^{N+1} \nu(K).$$

(33)
By (32) and (33) we get
\[ Q(\eta_K, \eta_K) \leq C \varepsilon \lambda^{N+1} w(K). \tag{34} \]

On the other hand, by (9) and (30) we have
\[ \lambda^{N+1} w(K) \leq C \lambda \int_K \eta_K(x)^2 \, dw(x). \tag{35} \]

Finally, (28) follows by (34) and (35).

\[ \square \]

Proof of the second inequality in (5) By the max–min principle, it suffices to show the existence of a subspace \( \mathcal{H} \) of \( L^2(dw) \) satisfying the following conditions: there exist constants \( C_2, C_3 > 0 \) such that
\[ \dim \mathcal{H} \leq C_2 M(\lambda), \tag{36} \]
\[ Q(u, u) \geq C_3 \lambda \|u\|_{L^2(dw)}^2 \quad \text{for all } u \perp \mathcal{H} \text{ and } u \in D(Q). \tag{37} \]

Let \( \Psi \in C_c^{\infty}(\mathbb{R}^N) \) be a radial function such that \( \int_{\mathbb{R}^N} \Psi(x) \, dw(x) = 1 \) and \( \text{supp } \Psi \subseteq B(0, 1) \). It follows from Corollary 1 that
\[ |c_k \mathcal{F}(\Psi)(\xi) - 1| \leq C \|\xi\| \quad \text{for all } \xi \in \mathbb{R}^N. \tag{38} \]

Set
\[ \Psi^\lambda(x) = \lambda^{N/2} \Psi(\lambda^{1/2} x). \]

Let us consider \( Q \in Q \). If \( Q^{***} \cap E_\lambda^c \neq \emptyset \), then thanks to Fact 3 we have \( m(x) > c \sqrt{\lambda} \) for all \( x \in Q^* \). Consequently, for any \( u \in D(Q) \) we have
\[ \lambda \int_{Q^*} |(u \phi_Q)(x)|^2 \, dw(x) \leq c^{-2} \int_{Q^*} |u(x)|^2 m(x)^2 \, dw(x). \tag{39} \]

If \( Q^{***} \cap E_\lambda^c = \emptyset \), then \( Q^{***} \subseteq E_\lambda \), so \( m(x) \leq \sqrt{\lambda} \) for all \( x \in Q^{***} \), and, by Fact 3, \( d(Q) \geq c \lambda^{-1/2} \). For such a cube \( Q \) we write
\[ \begin{aligned}
\lambda \int_{Q^*} |(u \phi_Q)(x)|^2 \, dw(x) \\
\leq C \lambda \int_{Q^*} |(u \phi_Q)(x) - \Psi^\lambda * (u \phi_Q)(x)|^2 \, dw(x) + C \lambda \int_{Q^*} |\Psi^\lambda * (u \phi_Q)(x)|^2 \, dw(x) \\
=: S_1 + S_2.
\end{aligned} \tag{40} \]
By Plancherel’s formula (14), (16), and (38) we have

\[
S_1 \leq C \lambda \int_{\mathbb{R}^N} \left| \mathcal{F}(u \phi_Q)(\xi) \left( 1 - c_k \mathcal{F}(\Psi^\lambda)(\xi) \right) \right|^2 d\omega(\xi) \\
\leq C \lambda \int_{\mathbb{R}^N} |\mathcal{F}(u \phi_Q)(\xi)|^2 \lambda^{-1} \|\xi\|^2 d\omega(\xi) \\
\leq C \int_{\mathbb{R}^N} \sum_{j=1}^N |T_j(u \phi_Q)(x)|^2 d\omega(x).
\]

(41)

The inequality (41) can be thought as a counterpart of the pseudo-Poincaré inequality (see [13,29]). Using Lemma 6 we get

\[
S_1 \leq C \sum_{j=1}^N \int_{Q^*} |T_j u(x)|^2 d\omega(x) + C \int_{Q(Q^*)} |u(x)|^2 m(x)^2 d\omega(x).
\]

(42)

Fix a small real number \( \varepsilon > 0 \) (it will be chosen latter on). Let

\[
\beta(Q) = \{ K \in (\text{Grid})_{\varepsilon \lambda^{-1/2}} : K \cap Q^* \neq \emptyset \}.
\]

Let \( x_K \) denote the center of \( K \in \beta(Q) \). Set

\[
\mathcal{H}_Q = \text{span}\{ \Psi^\lambda(x_K, \cdot) \phi_Q(\cdot) : K \in \beta(Q) \}.
\]

Clearly,

\[
\dim \mathcal{H}_Q \leq C_N \varepsilon^{-N} \# \{ K \in (\text{Grid})_{\lambda^{-1/2}} \cap Q^* \neq \emptyset \}.
\]

Then, by the definition of the Dunkl convolution [see (19)], for \( u \perp \mathcal{H}_Q \) we have

\[
S_2 \leq C \lambda \int_{Q^*} \left| \int_{Q^*} \sum_{K \in \beta(Q)} \chi_K(x) \Psi^\lambda(x, y) \phi_Q(y) u(y) d\omega(y) \right|^2 d\omega(x) \\
\leq C \lambda \int_{Q^*} \left| \int_{Q^*} \sum_{K \in \beta(Q)} \chi_K(x) \left( \Psi^\lambda(x, y) - \Psi^\lambda(x_K, y) \right) \phi_Q(y) u(y) d\omega(y) \right|^2 d\omega(x).
\]

(43)

Consider the integral kernel \( K_Q(x, y) = \sum_{K \in \beta(Q)} \chi_K(x) |\Psi^\lambda(x, y) - \Psi^\lambda(x_K, y)| \). Then, for fixed \( x \in Q^* \), let \( K' \) be the unique one such that \( x \in K' \in \beta(Q) \). So, by Lemma 7, we have

\[
\int K_Q(x, y) d\omega(y) = \int |\Psi^\lambda(x, y) - \Psi^\lambda(x_{K'}, y)| d\omega(y) \leq C \varepsilon.
\]

(44)
Now fix $y \in Q^*$. Applying once more Lemma 7, we obtain

\[
K_Q(x, y) \leq C \sum_{K \in \beta(Q)} \chi_K(x) \frac{\|x - x_K\| \sqrt{\lambda}}{w(B(y, \lambda^{-1/2}))} \chi_{[0, 2]}(d(x, y)\lambda^{1/2})
\]

Consequently,

\[
\int K_Q(x, y) \, dw(x) \leq C \varepsilon.
\] (46)

Finally, thanks to Schur’s test, (44), and (46) we obtain

\[
S_2 \leq C \lambda \varepsilon^2 \|u\phi_Q\|_{L^2(dw)}^2.
\] (47)

Note that $\dim \left( \bigoplus_{Q \in E_\lambda} \mathcal{H}_Q \right) \leq C_2 M(\lambda)$. Now, if $u$ is orthogonal to the all Hilbert spaces $\mathcal{H}_Q$ for $Q \in Q$ such that $Q^{***} \subseteq E_\lambda$, by (39), (40), (42), (47), and Proposition 1, we conclude

\[
\lambda \|u\|_{L^2(dw)}^2 \leq C \lambda \sum_{Q^{***} \subseteq E_\lambda} \|u\phi_Q\|_{L^2(dw)}^2 + C \lambda \sum_{Q^{***} \subseteq E_\lambda} \|u\phi_Q\|_{L^2(dw)}^2
\]

\[
\leq C \int_{\mathbb{R}^N} |u(x)|^2 m(x)^2 \, dw(x) + C \sum_{j=1}^N \int_{\mathbb{R}^N} |T_j u(x)|^2 d w(x) + C \lambda \varepsilon^2 \|u\|_{L^2(dw)}^2.
\]

Now taking $\varepsilon$ small enough and using the Fefferman–Phong inequality (see Theorem 4) we obtain the claim. \qed

**Proof of (6)** Let $f_0 \in D(L)$ be a nonzero function such that $Lf_0 = \lambda_0 f_0$. Thanks to the Fefferman–Phong inequality we have

\[
\min_{x \in \mathbb{R}^N} m(x)^2 \|f_0\|_{L^2(dw)}^2 \leq \int_{\mathbb{R}^N} |f_0(x)|^2 m(x)^2 \, dw(x) \leq C \mathcal{Q}(f_0, f_0)
\]

\[
= C \langle Lf_0, f_0 \rangle = C \lambda_0^2 \|f_0\|_{L^2(dw)}^2,
\] (48)

so (6) follows. \qed

**Acknowledgements** The author would like to thank Jacek Dziubański for his helpful comments and suggestions. The authors want to thank the reviewer for helpful suggestions which improved the presentation of the paper.

**Data Availability** Data sharing is not applicable to this article as no datasets were generated or analyzed during the current study.
Compliance with ethical standards

Conflict of interest The authors have no conflicts of interest to declare that are relevant to the content of this article.

References

1. Amri, B., Hammi, A.: Dunkl–Schrödinger operators. Complex Anal. Oper. Theory 13(3), 1033–105 (2019)
2. Amri, B., Hammi, A.: Semigroup and Riesz transform for the Dunkl–Schrödinger operators. Semigroup Forum 101, 507–533 (2020)
3. Amri, B., Sifi, M.: Riesz transforms for Dunkl transform. Ann. Math. Blaise Pascal 19(1), 247–262 (2012)
4. Anker, J.-P.: An introduction to Dunkl theory and its analytic aspects. Analytic, Algebraic and Geometric Aspects of Differential Equations. Trends Math., pp. 3–58. Birkhauser/Springer, Cham (2017)
5. Anker, J-Ph, Dziubański, J., Hejna, A.: Harmonic functions, conjugate harmonic functions and the Hardy space $H^1$ in the rational Dunkl setting. J. Fourier Anal. Appl. 25, 2356–2418 (2019)
6. de Jeu, M.F.E.: The Dunkl transform. Invent. Math. 113, 147–162 (1993)
7. Dunkl, C.F.: Reflection groups and orthogonal polynomials on the sphere. Math. Z. 197(1), 33–60 (1988)
8. Dunkl, C.F.: Differential–reflection operators associated to reflection groups. Trans. Am. Math. 311(1), 167–183 (1989)
9. Dunkl, C.F.: Operators commuting with Coxeter group actions on polynomials. Invariant Theory and Tableaux (Minneapolis, MN, 1988). vol. 19 of IMA Vol. Math. Appl., vol. 1990, pp. 107–117. Springer, New York (1988)
10. Dunkl, C.F.: Integral kernels with reflection group invariance. Can. J. Math. 43(6), 1213–1227 (1991)
11. Dunkl, C.F.: Hankel transforms associated to finite reflection groups. In: Hypergeometric Functions on Domains of Positivity, Jack Polynomials, and Applications (Tampa, FL, 1991). Vol. 138 of Contemp. Math. Amer. Math. Soc. Providence, RI 1992, pp. 123–138 (1991)
12. Dziubański, J., Hejna, A.: Remark on atomic decompositions for the Hardy space $H^1$ in the rational Dunkl setting. Stud. Math. 251(1), 89–110 (2020)
13. Dziubański, J., Zienkiewicz, J.: Hardy spaces $H^1$ for Schrödinger operators with certain potentials. Stud. Math. 164, 39–53 (2004)
14. Fefferman, C.: The uncertainty principle. Bull. Am. Math. Soc. 9(2), 129–206 (1983)
15. Hejna, A.: Schrödinger operators with reverse Hölder class potentials in the Dunkl setting and their Hardy spaces. J. Fourier Anal. Appl. (2021). https://doi.org/10.1007/s00041-021-09841-2
16. Kurata, K., Sugano, S.: Fundamental solution, eigenvalue asymptotics and eigenfunctions of degenerate elliptic operators with positive potentials. Stud. Math. 138(2), 101–119 (2000)
17. Rösler, M.: Positivity of Dunkl’s intertwining operator. Duke Math. J. 98(3), 445–463 (1999)
18. Rösler, M.: A positive radial product formula for the Dunkl kernel. Trans. Am. Math. Soc. 355(6), 2413–2438 (2003)
19. Rösler, M.: Dunkl operators (theory and applications). In: Koelink, E., Van Assche, W. (eds.) Orthogonal Polynomials and Special Functions (Leuven, 2002). Lecture Notes in Mathematics, vol. 1817, pp. 93–135. Springer, Berlin (2003)
20. Rösler, M., Voit, M.: Dunkl theory, convolution algebras, and related Markov processes. In: Graczyk, P., Rösler, M., Yor M. (eds.) Harmonic and Stochastic Analysis of Dunkl Processes, pp. 1–112, Travaux en cours 71, Hermann, Paris (2008)
21. Shen, Z.: On the Neumann problem for Schrödinger operators in Lipschitz domains. Indiana Univ. Math. J. 43(1), 143–176 (1994)
22. Shen, Z.: $L^p$ estimates for Schrödinger operators with certain potentials. Ann. Inst. Fourier 45(2), 513–546 (1995)
23. Shen, Z.: Eigenvalue asymptotics and exponential decay of eigenfunctions for Schrödinger operators with magnetic fields. Trans. Am. Math. Soc. 348(11), 4465–4488 (1996)
24. Shen, Z.: On bounds of $N(\lambda)$ for a magnetic Schrödinger operator. Duke Math. J. 94(3), 479–507 (1998)
25. Simon, B.: Some quantum operators with discrete spectrum but classically continuous spectrum. Ann. Phys. 146(1), 209–220 (1983)
26. Tachizawa, K.: Asymptotic distribution of eigenvalues of Schrödinger operators with nonclassical potentials. Tohoku Math. J. (2) 42(3), 381–406 (1990)
27. Thangavelu, S., Xu, Y.: Convolution operator and maximal function for the Dunkl transform. J. Anal. Math. 97, 25–55 (2005)
28. van Diejen, J.F., Vinet, L.: Calogero–Sutherland–Moser Models. CRM Series in Mathematical Physics. Springer, New York (2000)
29. Velicu, A.: Sobolev-Type Inequalities for Dunkl Operators. J. Funct. Anal. 279(7), 108695, 37 (2020)

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.