A. Grouping of RevGNN

Grouped convolution is an effective way to reduce the parameter complexity in CNNs. We provide an ablation study to show how grouping reduces the number of parameters of RevGNNs. We conduct experiments on the ogbn-proteins dataset with different group sizes and report the results in Table 1. The number of hidden channels for all of these models is set to 224. We find that a larger group size reduces the number of parameters. As the group size increases from 2 to 4, the number of parameters reduces by more than 30%. The performance of models with 3 to 56 layers decreases slightly. The 112-layer networks achieve the same performance while the model with group size 4 uses only around 67% parameters compared to the model with group size 2. However, we observe that the GPU memory usage increases from 7.30 GB to 11.05 GB as the group size increases from 2 to 4 with our current implementation. We conjecture that this is due to our inefficient implementation. Optimizing our code for larger group sizes and conducting a more rigorous analysis is an interesting avenue for future investigation.

Table 1. Ablation of the group size of group reversible GNNs on the ogbn-proteins dataset. L is the number of layers. The number of hidden channels is 224 for all the models.

| #L | Group=2 | Group=4 |
|----|---------|---------|
|    | Params  | ROC-AUC | Params  | ROC-AUC |
| 3  | 490k    | 85.09   | 339k   | 84.86   |
| 7  | 1.1M    | 85.68   | 750k   | 85.25   |
| 14 | 2.2M    | 86.62   | 1.5M   | 85.79   |
| 28 | 4.3M    | 86.68   | 2.9M   | 86.30   |
| 56 | 8.6M    | 86.90   | 5.8M   | 86.76   |
| 112| 17.2M   | 87.02   | 11.5M  | 87.09   |

B. Experimental Details and More Ablations

B.1. Datasets and Frameworks

We conduct experiments on three OGB datasets (Hu et al., 2020) including ogbn-proteins, ogbn-arxiv and ogbn-products. We follow the standard data splits and evaluation protocol of OGB 1.2.4. Please refer to the OGB website¹ for more details. Our code implementation relies on the deep learning framework Pytorch 1.6.0. We use Pytorch Geometric 1.6.1 (Fey & Lenssen, 2019) for all experiments except for the experiments with GATs where we use DGL 0.5.3 (Wang et al., 2019). The reversible module is implemented based on MemCNN (Leemput et al., 2019). The deep equilibrium module is implemented based on DEQ (Bai et al., 2019).

B.2. Hyperparameters and Experimental Settings

We describe all important hyperparameters and training settings that were not mentioned in the main paper for reproducibility. The settings are slightly different for each dataset.

Ogbn-proteins. The node features are initialized through aggregating connected edge features by a sum aggregation at the first layer. We use random partitioning for mini-batch training. The number of partitions is set to 10 for training and 5 for validation for all the ablated models. One subgraph is sampled at each SGD step. One layer normalization is used in the GNN block. Dropout with a rate of 0.1 is used for each layer. We use max as the message aggregator. Each model is trained for 2000 epochs using the Adam optimizer with a learning rate of 0.001.

Ablations on Ogbn-proteins. A detailed comparison of ResGNN, Weight-tied ResGNN, DEQ-GNN, RevGNN and Weight-tied RevGNN is shown in Table 2. Except for the DEQ-GNN, all the other models have an explicit depth of 112 layers. The reversible connections reduce the memory consumption significantly and enable training of wider RevGNNs. A 112-layer RevGNN achieves the best performance (87.02 ROC-AUC) among the compared models. DEQ-GNN with 64 channels and WT-RevGNN with 80

¹Intel Labs ²King Abdullah University of Science and Technology. Correspondence to: Guohao Li <guohao.li@kaust.edu.sa>.

Proceedings of the 38th International Conference on Machine Learning, PMLR 139, 2021. Copyright 2021 by the author(s).
channels have a similar number of parameters and memory consumption and also perform similarly. However, training DEQ-GNN is significantly faster than training WT-RevGNN (1.3 days vs. 2 days).

**Multi-view Inference on Ogbn-proteins.** To further improve the evaluation results, we propose multi-view inference which reduces the negative effects of random partitioning and noisy neighbors. During different inference passes, each vertex will see a different set of neighbors. We refer to this as multi-view inference and implement it by partitioning the graphs into different subgraphs in each inference pass. In Table 3, we find that performing inference with more views yields better results. We observe a substantial improvement with increasing number of views for both the RevGNN-Deep and RevGNN-Wide models. The results increase by about 0.4% in terms of ROC-AUC going from 1 view to 10 views. We also observe that a smaller number of partitions is favorable for evaluation. To reduce memory cost, automatic mixed precision by NVIDIA is used for inference.

**Ogbn-arxiv.** The directed graph is converted into an undirected graph and self-loops are added. We use the full-batch setting for both training and testing. For the GCN (Kipf & Welling, 2017), SAGE (Hamilton et al., 2017) and GEN (Li et al., 2020) models, batch normalization and dropout with a rate of 0.5 is applied to each layer and the Adam optimizer with a learning rate of 0.001 is used to train the models for 2000 epochs. The GAT-based (Veličković et al., 2018) models are implemented based on the OGB leaderboard submission GAT + norm. adj. + label reuse. The RevGAT models with self-knowledge distillation are implemented based on the submission GAT + label reuse + self KD. The teacher models and student models have the same architecture. A knowledge distillation loss is added to the student model to minimize the Kullback–Leibler divergence between the teacher’s predictions and the student’s predictions during training. Please refer to the Github repositories for more details about the implementation.

**Ogbn-products.** Self-loops are added to the graph. We compare RevGNNs with full-batch training and mini-batch training. For mini-batch training, the graph is randomly partitioned into 10 subgraphs and one subgraph is sampled at each SGD step. We use full-batch testing in both scenarios. Batch normalization and dropout with a rate of 0.5 are used for each GNN block. The model is trained using the Adam optimizer with a learning rate of 0.001 for 1000 epochs.

### B.3. GPU Memory Measurement

In all the experiments, the GPU memory usage is measured as the peak GPU memory during the first training epoch. Note that the measured GPU memory is larger than the GPU memory for storing node features due to the intermediate computation and network parameters. We consider the peak GPU memory usage as a practical metric since it is the bottleneck for training neural networks. As is common practice, we use torch.cuda.max_memory_allocated() for the memory measurement. However, note that

---
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the measured peak GPU memory obtained using torch.cuda.max_memory_allocated() is usually smaller than the actual peak GPU memory obtained with NVIDIA-SMI.

**B.4. Correlation of Model Predictions**

We perform a correlation analysis on model predictions of RevGNN, Weight-tied RevGNN and DEQ-GNN. The pearson correlations of RevGNN with 1000 layers, WT-RevGNN-224 with 7 layers and DEQ-GNN-224 with 56 iterations are: 0.8571 (RevGNN vs. WT-RevGNN), 0.8565 (RevGNN vs. DEQ-GNN) and 0.8948 (WT-RevGNN vs. DEQ-GNN).

**C. More Discussion**

**C.1. Gradient Checkpointing and Model Parallelism**

By saving checkpoints every $\sqrt{L}$ steps, gradient checkpointing can achieve a memory complexity of $O(\sqrt{LND})$, which is still higher than the memory complexity $O(ND)$ of RevGNN. For 112-layer models with 64 hidden channels, ResGNN with gradient checkpointing consumes 2.5X the memory compared to RevGNN (5.22 G vs. 2.09 G) while reaching similar performance on ogbn-proteins with similar training time. Model parallelism is orthogonal to our approach. It would be interesting to investigate model parallelism to make RevGNN even wider with multiple GPUs.

**C.2. Going Deeper and Datasets**

In our experiments, we find that going deeper is very effective on ogbn-proteins. It would probably be beneficial to pre-train overparameterized GNNs on larger-scale protein datasets and then apply the pre-trained models to scientific applications such as drug discovery, protein structure prediction and gene-disease associations. For the other datasets such as ogbn-products and ogbn-arxiv, we observe less improvement when going very deep. It is still unclear what kind of datasets benefit more from depth and overparameterization. Investigating the relationship between overparameterization and factors such as dataset size, graph modality and graph learning task is an important direction of future work to better understand when overparameterized models are beneficial. We also anticipate that overparameterized GNNs will be a promising solution to even larger datasets such as OGB-LSC (Hu et al., 2021).
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