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Ant colony optimization (ACO) is one of robust algorithms for solving optimization problems, including clustering. However, high and redundant computation is needed to select the proper cluster for each object, especially when the data dimensionality is high, such as social media comments. Reducing the redundant computation may cut the execution time, but it can potentially decrease the quality of clustering. With the basic idea that nearby objects tend to be in the same cluster, the nearest neighbors method can be used to choose the appropriate cluster for some objects efficiently by considering their neighbor’s cluster. Therefore, this paper proposes the combination of nearest neighbors and ant colony optimization for clustering (NNACOC) which can reduce the computation time but is still able to retain the quality of clustering. To evaluate its performance, NNACOC was tested using some benchmark datasets and twitter comments. Most of the experiments show that NNACOC outperformed the original ant colony optimization for clustering (ACOC) in quality and execution time. NNACOC also yielded a better result than k-means when clustering the twitter comments.

Povzetek: Predstavljen je hibridni algoritem najbližjih sosedov z optimizacijo mravljinčnih kolonij za grupiranje komentarjev socialnih medijev.

1 Introduction

Nowadays, clustering plays an important role in many applications, such as business intelligence and analytic [1], public health and security [2], as well as the energy saving of internet of things [3], [4]. Clustering also has been implemented in many cases of text mining. According to [5], with the rapid growth of social media usage, petabytes of data had been generated; most of them are in the form of text, blogs, Twitter comments, Facebook feeds, chats, e-mails, and reviews. Therefore, clustering the social media comments has drawn many interests from government to businesses for reading people’s opinions quickly and accurately. Some of the examples are detecting public concern about Ebola virus in United States of America using Twitter comments [6], and analyzing the engagement level of three largest pizzas chains with their customers through Facebook and Twitter comments [7].

In the study by [8], most of clustering methods can be considered as optimization problems for finding the most optimal data partitioning based on the objective function. One of the most popular clustering algorithms is k-means which was introduced in 1955 and is still widely used until now [8]. However, according to [9], [10], k-means algorithm sometimes fall into local optima. Therefore, some researchers proposed metaheuristic approach for solving clustering problems such as artificial bee colony (ABC) [11], [12] and ant colony optimization (ACO) [13]–[21].

1.1 Basic concept

1.1.1 ACO algorithm

ACO algorithm was proposed by Dorigo [22] for choosing the shortest path in the Traveling Salesman Problem (TSP). ACO algorithm simulates the behavior of ants when going away from their nest to the source of food and going back to the nest. Those ants use pheromone trail they drop on each travel to communicate and find the shortest path as illustrated in Figure 1.

![Figure 1: The basic principle of ACO algorithm.](image)

There are two alternative routes between nest and food source; one has a shorter distance equals to 1 ($d=1$) and the other one has a longer distance equals to 1.5 ($d=1.5$). In part a, there is no pheromone on all paths. So, the probability that each ant chooses one of the two ways is equal. Part b shows the condition when ants travel back from food source to their nest. Since more ants can go
faster through the shorter path. The shortest path will have more pheromone than the other one. The pheromone on the longer path also becomes weaker because the evaporation occurs in each tour. Therefore, the shortest path has a bigger chance to be chosen. In part c, the number of ants choosing the shorter path increases as the pheromone level on it goes higher while the pheromone level on the longer path goes lower. As the cycle is repeated, all of the ants will eventually choose the shorter path.

The probability used by ants to choose their path is shown in (1).

\[
\rho_{ij}^k = \begin{cases} 
\frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum_{a \in \text{allowed}_k} [\tau_{ai}]^\alpha [\eta_{ai}]^\beta} & \text{if } j \in \text{allowed}_k \\
0 & \text{otherwise}
\end{cases}
\]

In (1), \(\tau_{ij}\) is the level of pheromone between node \(i\) and \(j\). The \(\eta_{ij}\) is the heuristic information between node \(i\) and \(j\). In the TSP case, it is the inverse distance between node \(i\) and \(j\). The \(\alpha\) and \(\beta\) are the weight of importance for the pheromone level and heuristic information.

After generating the solution, the pheromone on each edge will be updated to improve the quality of the best solution found using (2).

\[
\tau_{ij}(t) = (1-\rho)\tau_{ij} + \sum_{k=1}^{m} \Delta \tau_{ij}^k
\]

The rule for pheromone evaporation is the same as (2) while the pheromone deposition rule is shown in (5).

\[
\Delta \tau_{ij}^k = \begin{cases} 
\frac{Q}{L_k} & \text{if } k-th \text{ ant uses edge } (i,j) \text{ in its tour} \\
0 & \text{otherwise}
\end{cases}
\]

1.1.2 ACO for clustering

ACO for Clustering (ACOC) was firstly introduced by Shelokar [13]. The basic idea of this technique is to represent the solution into a string containing cluster number assigned to each data. Table 1 shows an example of the solution string of a dataset with \(N = 8\) object, \(K = 3\) cluster number, and using \(M = 3\) ants for constructing the solution.

| SM | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|----|---|---|---|---|---|---|---|---|
| S1 | 2 | 2 | 1 | 4 | 3 | 3 | 3 | 3 |
| S2 | 1 | 2 | 2 | 2 | 1 | 2 | 3 | 3 |
| S3 | 1 | 1 | 1 | 2 | 2 | 3 | 3 | 3 |

Table 1: Illustration of solution strings in ACOC.

The basic principle of the solution construction in ACOC is almost similar to ACO, except in ACOC there is no heuristic information \((\eta_{ij})\) used. There is only pheromone matrix from each object to each cluster for computing the possibility of each ant to choose a cluster that should belong to each object. The rule for choosing cluster number is defined in (4) where \(j\) is the cluster number in \(K\) clusters.

\[
\rho_{ij}^k = \frac{\tau_{ij}}{\sum_k \tau_{ik}} j = 1 ... K
\]

The rule for pheromone evaporation is the same as (2) while the pheromone deposition rule is shown in (5).

\[
\Delta \tau_{ij}^k = \frac{1}{\tau_{ij}^k}
\]

In (5), \(F^k\) is the fitness function of the solution generated by \(k\)-th ant. To obtain the fitness function, the centroids of each cluster in the generated solution must be calculated using the mean function. After that, the Sum of Squared Error (SSE) of Euclidean distances between each object and the centroid is calculated for measuring the clustering quality. The best solution should have the most minimal SSE of Euclidean distances.

The fitness function formula is shown in (6) where \(K\) is the number of clusters, \(N\) is the number of objects, and \(n\) is the number of attributes of an object. The \(x_{iv}\) is the \(v\)-th dimension value of \(i\)-th object attribute and \(m_{pv}\) is the \(v\)-th dimension value of the centroid for \(j\)-th cluster. The \(w_{ij}\) is the weight that indicates if the \(i\)-th object belongs to \(j\)-th cluster. The value is 1 if the \(i\)-th object belongs to \(j\)-th cluster or 0 otherwise.

\[
F(w, m) = \sum_{i=1}^{N} \sum_{l=1}^{K} \sum_{v=1}^{n} w_{ij} \|x_{iv} - m_{pv}\|
\]

On each iteration, the pheromone matrix between each object and cluster is updated. The bigger the value of the pheromone between an object and certain cluster, the bigger the chance that the object will be assigned to that cluster.

ACOC also implements the elitist ant strategy, which means that only \(n\)-best ants or solutions will be permitted to deposit the pheromone. The value of \(n\) is usually 20% from the total number of ants. Besides that, ACOC also uses the local search to improve its generated solution. The local search, which is similar to mutation in Genetic Algorithm, is only performed on 20% of ants with the best fitness value. The process starts from generating \(N\) random numbers sequentially where \(N\) is the number of objects in a solution. If the generated random numbers were smaller than the pre-determined threshold parameter, the objects in the same sequence as those generated random numbers must change its cluster to a different one. After that, the fitness of the mutated solution will be calculated. If it had a better fitness, then it will replace the current solution. Otherwise, the current solution will be used.

1.2 Related works

According to [23], the ant algorithm for clustering can be divided into two groups, ant-based sorting and ACO based clustering. Ant-based sorting algorithm uses two dimensions grid \((x, y)\) plane. In that algorithm, the objects are scattered randomly at first. After that, the artificial ants
will pick the object which is dissimilar to its neighborhood, move it to another location with similar objects, and then drop it. The studies [15], [18]–[20] also used this basic concept in their proposed solution. Although the ant-based sorting does not need a cluster number to be defined at priori, it needs post-processing to identify the generated clusters and requires high processing time [23]. That was proven in some studies where the cluster number should be analyzed visually after the clustering was done [19]. Besides that, the iteration number could reach 15000 for clustering Iris dataset [15].

Another ant algorithm for clustering is ACO based clustering which uses the same concept of solution string to represent the clustering solution as explained in section 1.1.2. The solution string is constructed on each iteration and evaluated by the objective function to find the most optimal one. Although the cluster number must be defined at priori, ACO based clustering is more efficient in computation than ant-based sorting. Also, it does not need post-processing after the clustering is done [23]. Aside of ACO, some of the proposed clustering algorithms also use the same concept of solution string as ACO based clustering [12], [24]–[26].

The first implementation of ACO based clustering is ACOC [13]. After that, ACOC has been improved in some studies such as [14] which modified the original ACOC by keeping the identified best solution as the initial solution for the next iteration and adding the capability to determine the optimal cluster number automatically using Jaccard index. However, the research shows that the algorithm spends more time to run. The research [16] takes a different approach by combining the ACOC with k-means algorithm. K-means is used to generate the initial solution to be explored later by ACO. However, the algorithm is only tested for processing the financial services data. Furthermore, the research [17] also uses the concept of ACO based clustering; however, its focus is for building the classification model based on the training dataset which is clustered using ACO.

The recent research proposes fast ant colony optimization for clustering (FACOC) to improve the efficiency of computation in ACOC [21]. FACOC uses a threshold value to determine if a cluster number became common for an object after it is being chosen for several times. If a cluster number for an object became common, on the next iteration, that cluster number for that object will be simply chosen without computing the probability anymore. This can cut the redundant computations, so that the execution time can be faster. Furthermore, the object with common cluster number will not be affected by local search. However, the result shows that FACOC outputs lower clustering quality than ACOC.

1.3 Problem definition

ACOC uses the probabilistic calculation for choosing the proper cluster for each object based on the strength of the pheromone. That calculation must be done for each object on each iteration. Because of that, the computation in ACOC is high, especially when it is used for clustering large datasets with high dimensionality, such as text and social media comments. Even though the method for reducing the redundant computations has been proposed in FACOC, its performance shows the degradation of the clustering quality. Therefore, the problem that this research tries to solve is how to reduce the computation time of ACOC and retain the clustering quality at the same time.

1.4 The objective and contribution

This paper proposes NNAACOC, the hybrid of nearest neighbors and ACOC algorithm which is more efficient than ACOC but still able to retain the clustering quality. To achieve that objective, NNAACOC uses the nearest neighbors algorithm to construct the list of nearest neighbors of each object. That list enables the algorithm to assign the same cluster for the current object and its nearest neighbors at the same time. By doing that, the computation for choosing cluster number probabilistically for those nearby objects can be reduced.

The idea that the nearest neighbors can be used for retaining the clustering quality is based on studies which indicate that the good clusters should have the most minimal sum of the euclidean distance between the objects and their cluster’s centroid [11]–[13], [21], [27]. Based on that, the objects within the same cluster must be neighboring and near to each other. Therefore, the list of nearest neighbors of each object can be used by the algorithm to assign the appropriate cluster for an object and retain the clustering quality.

The remainder of this paper is organized as follows. Section 2 presents the detail of the proposed algorithm and the description of the datasets for the evaluation. Section 3 discusses the evaluation and its result. Section 4 is about the discussion of the result. Finally, the conclusions and future works are presented in Section 5.

2 Materials and methods

2.1 N-nearest neighbors construction

The important part in NNAACOC is the list of n-nearest neighbors for each object in dataset. The n is the predetermined number of nearest neighbors of the current object which will possibly be assigned with the same cluster number as the current object. When using relatively small dataset, it is still fine to construct the n-nearest neighbors for each object one by one using the brute force method. However, when the dataset is large, using the brute force method for constructing the n-nearest neighbors list is not feasible because it can be very resource and time consuming in computation.

To overcome the problem, some techniques are introduced for improving the speed of n-nearest neighbors construction. One of them is the ball tree algorithm. According to [28], ball tree is an improvement of k-nearest neighbors for faster execution which can be used for handling high dimensional entities. Text clustering usually deals with large number of features vector, which means the dimensionality is high. Thus, the ball tree algorithm is
chosen for \( n \)-nearest neighbors construction in this research.

Before the \( n \)-nearest neighbors construction can be performed, the text data must be vectorized or transformed into a vector space model. One of the most common vectorizing methods is term frequency - inverse document frequency (TF-IDF). The term importance is based on its occurrence frequencies in a document (TF). Then, it is normalized or reduced by its occurrence frequencies across the document collection (IDF). The TF-IDF method is also used in some of text clustering studies for vectorizing the text document \[18], \[24]\textendash\[26].

2.2 The NNACOC algorithm

The outline of proposed NNACOC algorithm is presented as follows: To make it easier to understand, the pseudocode in Figure 2 is explained in the following step by step illustration.

**Step 1.** At line 1, the \( N \) nearest neighbors list for each object is constructed. Where \( N \) is the number of nearest neighbors which will be assigned to the same cluster automatically when an object is assigned to a cluster.

Let assume that there are 8 objects, \( N = 2 \), and the constructed \( N \) nearest neighbors list is shown in Table 2.

**Step 2.** The iteration for constructing solutions is started. Each ant visits all objects one by one and the content of affected objects is checked. If the current object is not in the affected objects list, the cluster for the current object is selected using (4) (line 8 – 10).

| 1. | construct \( N \) nearest neighbors list |
| 2. | while termination condition is not met |
| 3. | initialize empty solution string and affected objects |
| 4. | foreach ant in all ants |
| 5. | foreach object in all objects |
| 6. | if object is not in affected objects |
| 7. | assign cluster to current object using eq. (4) |
| 8. | update solution string |
| 9. | calculate the probability to affect neighbors |
| 10. | if should affect neighbors |
| 11. | get \( N \) nearest neighbors of current object |
| 12. | foreach neighbor object in \( N \) nearest neighbors |
| 13. | assign cluster to neighbor object |
| 14. | update solution string and affected objects |
| 15. | calculate fitness of solution string using eq. (6) |
| 16. | fetch \( L \) best solutions from solution string |
| 17. | foreach solution in \( L \) best solutions |
| 18. | calculate local search probability |
| 19. | if should do local search |
| 20. | initialize empty new solution |
| 21. | get affected objects in solution |
| 22. | foreach object in affected objects |
| 23. | if object has more than one cluster |
| 24. | choose new cluster randomly then assign to object |
| 25. | update new solution string |
| 26. | if new solution string is not empty and better than ith solution |
| 27. | replace current solution in \( L \) best solution with new solution string |
| 28. | evaporate pheromone using eq. (2) |
| 29. | foreach solution in \( L \) best solution |
| 30. | deposit pheromone using eq. (5) |
| 31. | display the best solution |

Figure 2: The pseudocode of NNACOC.
Let assume that the affected objects list is empty, the ant is on object A, and then the chosen cluster is 1. So, object A is assigned to cluster 1.

**Step 3.** After that, the probability calculation is done to decide if the cluster assignment in step 2 should affect the neighbors. It is done by randomizing the float number between 0 and 1. If the result is smaller or equal to predetermined threshold, then the cluster assignment should affect its neighbors too (line 12 – 17).

Let assume that the cluster assignment should affect the neighbors. Based on the Table 2, C and E are the nearest neighbors of A. Therefore, C and E will be automatically assigned to cluster 1. If ant visit object C or E on the next iteration, then process in line 9 to 17 is skipped. This is how the redundant computations can be reduced.

When visiting each object, there is a possibility that the affected object is assigned to more than one cluster. For example, the ant is on object B then assigns it to cluster 2. The probability calculation indicates that the nearest neighbors should be affected to. Then, based on Table 2, D and E are assigned to cluster 2 as well. Object E has been assigned to cluster 1 previously. So, object E has the possibility to belong to cluster 1 or cluster 2. This condition can be described in Table 3.

**Step 4.** After each ant finished constructing the solution, some of the best solutions are selected using the same elitist ants strategy as [13] to be processed in local search (line 24 – 35). The same probability calculation as in step 2 is done to decide whether the local search should be done or not. The local search itself is done by randomly selecting other possible clusters to the object that has the possibility to belong to more than one cluster only. If the newly mutated solution has a better fitness than the current solution, it will replace the current solution.

For the example, based on Table 3, object E is currently assigned to cluster 1 because that cluster is chosen at the first time, but it is also possible to belong to cluster 2. To give a better visualization, Figure 3 illustrates the current solution in 2D representation.

The local search process mutated the current solution by replacing the cluster of object E with the different cluster than the current one. In this case, it is cluster 2. If the candidate is more than one, it will be selected randomly. After that, the new solution is evaluated. If it is better than the current solution, then it will replace the current one. Otherwise, the current one is kept.

**Step 5.** Then, the pheromone evaporation is done to reduce the possibility of bad solution from being chosen (line 37). After that, pheromone deposition is done only for the pre-determined number of the best solutions to increase the possibility of choosing good solution (line 39 – 40).

**Step 6.** When the termination condition is met, such as reaching certain iteration or maximum execution time, the best solution found is displayed (line 42).

The block diagram of the proposed clustering system can be seen in Figure 4. It contains three main parts, which are dataset collection, nearest neighbors construction, and clustering using NNACOC. The dataset collection part is divided into two parts, one for collecting the benchmark dataset and the other one for collecting Twitter comments dataset which contains data collection process, and data cleansing and pre-processing.

### 2.3 Fitness function

For measuring the clustering quality on numerical dataset, NNACOC uses the same fitness function as ACOC and FACOC which is defined in (6). However, for measuring clustering quality on social media comments, NNACOC uses the sum of cosine distance instead of SSE of euclidean distance between comments and their cluster centroids. The cosine distance can be defined as 1 – cosine similarity. The equation for cosine similarity is defined in (7), where X and Y are the vectorized texts to be compared, \( x_i \) and \( y_i \) are the words vector or bag of words from X and Y.

\[
\cos(X, Y) = \frac{\sum x_i y_i}{\sqrt{\sum (x_i)^2} \sqrt{\sum (y_i)^2}}
\]  

(7)

The cosine similarity itself is the most common method for calculating the similarity between texts that

| Object | Nearest Neighbors |
|--------|-------------------|
| A      | C, E              |
| B      | D, E              |
| C      | A                 |
| D      | B                 |
| E      | A, B              |
| F      | G, H              |
| G      | F, H              |
| H      | F, G              |

Table 2: List of the nearest neighbors for each object.

| Object | Clusters |
|--------|----------|
| C      | 1        |
| D      | 2        |
| E      | 1.2      |

Table 3: The list affected objects with its possible clusters.
has been previously converted into vector-space model. Cosine similarity is also used in some text clustering studies for evaluating the clustering quality by calculating the similarity between the vectorized text and its cluster’s centroid [18], [24], [25].

2.4 Dataset collecting

There are two kinds of datasets used in this research. One is for evaluating the standard clustering and the other one is for evaluating the social media comments clustering. Four benchmark datasets for standard clustering are collected from [29] as shown in Table 4.

For text clustering, the Twitter comments in Bahasa Indonesia, which were collected using certain hashtags (#politik, #keuangan, #teknologi, #traveling, #kesehatan, #kuliner, and #olahraga), are populated into four different datasets. Then, because of the noisy characteristics of social media comments, the dataset is populated and pre-processed using the steps illustrated in Figure 4, in the section of collecting social media comments dataset. The steps in that section can be described as follows.

Step 1. In data collecting section, the Twitter Search API is used by the Twitter API client script for retrieving the comments with certain hashtags.

Step 2. After that, in data cleaning and pre-processing section, the collected comments are cleaned using regular expression from noisy words and characters such as hashtags, mention, URL, emoticons, and repeating characters in a word, as shown in Table 5. Then, the comments are normalized using the program for stop words removal [30] and stemming [31]. Finally, the data is saved into a CSV file.

The specification of Twitter comments datasets is shown in Table 6. For each dataset, the number of hashtags is assumed as the number of clusters. Each of them also has number of attributes, which is the total of feature vectors generated by the TF-IDF algorithm.

3 Evaluation and results

3.1 Evaluation environment

For the evaluation, ACOC and NNACOC are implemented in Python 3 programming language. The k-means algorithm is used as the additional comparison which is also implemented using Python 3. Those algorithms are tested in a laptop with Intel i3 processor, 4 gigabytes RAM, and Arch Linux as the operating system.

3.2 Parameter settings

Some of the parameters used in this research are the same for ACOC and NNACOC, as shown in Table 7, while some are specific for NNACOC only. Others are shown in Table 8.

We use the elitist ant strategy, which according to [13], the ideal value for $e$ is about 20% of $m$. As explained in section 1.1.2 on the basic concept of ACOC, only the elitist ants ($m$ ants with best solution) are permitted to deposit pheromone. Then, only their solutions will be used in local search. Furthermore, the $p_m$ value is used to control the probability of the mutation in local search process.

| Dataset Name                  | Number of Clusters | Number of Samples | Number of Attributes |
|-------------------------------|--------------------|-------------------|----------------------|
| Iris                          | 3                  | 150               | 4                    |
| Wine                          | 3                  | 178               | 13                   |
| Breast Cancer (Wisconsin)     | 2                  | 699               | 9                    |
| Contraceptive Method Choice   | 3                  | 1473              | 9                    |

Table 4: Benchmark datasets for clustering.

| Regex Pattern | Target                  |
|---------------|-------------------------|
| (?#)+[w_-]+[w^1-]+[w_-]+ | Hashtag                 |
| (?@)w_-]+       | Mention                  |
| http[s]?://(?-[a-z]||[0-9]|$- _.&amp;+:||!*\()|(?-%[0-9a-f][0-9a-f]+)+ | URL                      |
| (?%:[e;]|%O-;?i[DV]\[\]|\AOpP) | Emoticon                |
| [a-z]1\|1+       | Repeating characters in a word |

Table 5: Regex pattern for cleaning the comments.
The value of $nn$ decides how many neighbors can be affected after the cluster number assignment of the current object. We found that 20 is the most optimal value despite the total number of objects. Setting the value of $nn$ too low can slow down the speed, while setting it too high can degrade the performance.

The parameter $q1$ controls the probability if the cluster number assignment to an object also affects its neighbors. The purpose of $q1$ is to make the solution construction more dynamic, which means that the cluster number assignment to an object may, but not always, affect its neighbors.

Because of the inherent random behaviour of ACO, the evaluation is done in 10 trials for each dataset and algorithm. In each trial, the maximum iteration number for clustering the numerical datasets is set to 2000. Meanwhile, for the Twitter comments datasets the maximum iteration number is set to 3000 because the number of attributes of the vectorized Twitter comments is much bigger. So, it is assumed that more iteration is needed to achieve the optimal result.

### 3.3 Results

The result of the average performance and execution time between ACOC and NNACOC for numerical datasets can be seen in Table 9 and the result for Twitter comments datasets can be seen in Table 10. As previously explained, the clustering performance is measured using SSE of euclidean distance for numerical dataset and sum of cosine distance for Twitter comments dataset.

As the additional performance comparison, k-means clustering is also applied to the datasets in Table 9. The result can be seen in the following list.

- Iris: 78.94
- Wine: 2370689.69
- Breast Cancer Wisconsin: 19323.17
- Contraceptive Method Choice: 23691.19

The average of performance and execution time between ACOC and NNACOC on numerical datasets is shown in Table 7.

### Table 6: Datasets for Twitter comments clustering.

| Dataset Name                  | Hashtags in Dataset                                                                 | Total Tweets | Total Feature Vectors |
|-------------------------------|-------------------------------------------------------------------------------------|--------------|-----------------------|
| 111 tweets with 3 hashtags    | #politik (41 tweets) #teknologi (37 tweets) #olahraga (33 tweets)                  | 111          | 453                   |
| 522 tweets with 3 hashtags    | #politik (205 tweets) #teknologi (153 tweets) #olahraga (164 tweets)               | 522          | 1511                  |
| 738 tweets with 5 hashtags    | #politik (167 tweets) #keuangan (149 tweets) #teknologi (127 tweets) #kesehatan (170 tweets) #olahraga (125 tweets) | 738          | 1877                  |
| 1013 tweets with 7 hashtags   | #politik (167 tweets) #keuangan (149 tweets) #teknologi (127 tweets) #traveling (103 tweets) #kesehatan (170 tweets) #kuliner (172 tweets) #olahraga (125 tweets) | 1013         | 2545                  |

### Table 7: The average of performance and execution time between ACOC and NNACOC on numerical datasets.

| Dataset                  | ACOC | NNACOC | ACOC | NNACOC | ACOC | NNACOC | ACOC | NNACOC |
|--------------------------|------|--------|------|--------|------|--------|------|--------|
|                          | Avg. Performance | Avg. Execution Time (s) | Avg. Performance | Avg. Execution Time (s) | Nearest Neighbors Construction Time (s) | Avg. Performance | Avg. Execution Time (s) | Nearest Neighbors Construction Time (s) |
| Iris                     | 79.01 | 11.15  | 78.94 | 8.88   | 0.31 |
| Wine                     | 2370689.69 | 14.09 | 2370689.69 | 10.91 | 0.24 |
| Breast Cancer Wisconsin  | 19516.14 | 42.85 | 19444.15 | 32.43 | 0.31 |
| Contraceptive Method Choice | 36458.68 | 99.56 | 26322.97 | 76.59 | 0.33 |

### Table 8: Parameter settings for ACOC and NNACOC.

| Parameter Name          | Value |
|-------------------------|-------|
| Number of ants ($m$)    | 25    |
| Number of elitist ants ($e$) | 5     |
| Pheromone evaporation rate ($\rho$) | 0.1   |
| Local search probability ($p_{ls}$) | 0.01 |

### Table 9: Parameter settings specific to NNACOC.

| Parameter Name          | Value |
|-------------------------|-------|
| Nearest neighbors for each object ($nn$) | 20    |
| Probability to assign nearest neighbors with the same cluster ($q1$) | 0.3   |
The dataset in Table 10 is also tested using k-means as the additional performance comparison. The result can be seen in the following list.

- 111 tweets with 3 hashtags: 82.8
- 522 tweets with 3 hashtags: 412.67
- 738 tweets with 5 hashtags: 586.69
- 1013 tweets with 7 hashtags: 825.86

### 3.4 Discussion

The results in the previous section indicate that NNACOC is not only faster than ACOC, but also able to output the equal or even better quality of clustering result than ACOC in most trials. Even though its quality loses to k-means in some numerical data clustering, NNACOC outperforms k-means when clustering the text datasets which have a more complex pattern. The original ACOC also performs better than k-means in text clustering but it loses to NNACOC in all trials.

We also observe how the optimal result is progressing on every iteration, both for ACOC and NNACOC. We display the charts of the iteration progress for each dataset in Figure 5 to Figure 12.

Based on the iterations progress charts for each dataset in Figure 5 to Figure 12, we found that NNACOC always starts with a better solution than ACOC. With that better start, NNACOC has a bigger chance to reach the optimal solution quicker in less iteration than ACOC.

![Figure 5: Clustering progress on Wine dataset.](image)

![Figure 6: Clustering progress on Iris dataset.](image)

The success key of NNACOC is certainly the nearest neighbors list, which is used in solution construction process. It can reduce the redundant probabilistic calculations by automatically assigning the same cluster to n-nearest neighbors of certain objects. Because the objects in the same clusters are usually near to each other, the cluster assignment can be done appropriately, so that the clustering quality can be ensured. The local search process also plays an important role in selecting the most suitable cluster if an object has the possibility to belong to more than one cluster.

However, the automatic cluster assignment should not always happen. The reason is to avoid that the solution falls into local optimum, by giving a chance for the algorithm to explore better possible solutions. So, we set 30% for its probability to happen. The number of how many nearest neighbors can be automatically assigned to a cluster also needs to be set carefully. Too low value can slow down the speed because the redundant probabilistic calculations will be increased. Too high value potentially includes many inappropriate objects which should belong to different cluster. So, it can degrade the clustering quality. We found that 20 is the most optimal number without being affected by the total of objects.

In Table 9 and Table 10, we can also see that the nearest neighbors construction process at the very beginning run of the NNACOC algorithm needs extra time than the ACOC. However, when that extra time is added to the average of NNACOC execution time, the total of

| Dataset | ACOC | NNACOC | Nearest Neighbors Construction Time (s) |
|---------|------|--------|----------------------------------------|
| 111 tweets with 3 hashtags | 80.35 | 80.22 | 0.03 |
| 522 tweets with 3 hashtags | 407.92 | 407.12 | 1.28 |
| 738 tweets with 5 hashtags | 582.21 | 581.85 | 1.45 |
| 1013 tweets with 7 hashtags | 817.39 | 813.24 | 3.79 |

Table 10: The average of performance and execution time between ACOC and NNACOC on Twitter comments datasets.
execution time is still faster than the average execution time of ACOC in all test cases. Moreover, according to our experiments, the extra times needed to construct the nearest neighbors range from 0.03 seconds to 3.79 seconds depending on the size and complexity of the datasets. But, NNACOC can reduce more execution times ranging from 2.62 seconds to 235.02 seconds. The details are shown in Table 11 and Table 12.

To give a better visualization of the execution time comparison between ACOC and NNACOC, we present the following chart in Figure 13 and 14.

Based on the charts, we can see that the difference of total execution time between ACOC and NNACOC becomes bigger when the dataset gets larger. There is also a blue bar at the bottom of each NNACOC chart for showing the nearest neighbors construction time in NNACOC. However, its appearance is almost
unnoticeable. This is a good sign which means that the additional time for the nearest neighbors construction is not significant compared to the reduced execution time.

4 Conclusion

Based on the evaluation result of NNACOC algorithm, it can be concluded that the nearest neighbors algorithm can be used to improve the ACO based algorithm for clustering, especially when clustering the large datasets. With the help of nearest neighbors information for each object, the clustering using ACO can be done faster and more efficient without sacrificing the performance. The evaluation results also show that both ACOC and NNACOC are able to output a better clustering quality than k-means when tested against text dataset. However, even though NNACOC is faster than ACOC and performs better than k-means in text clustering, it still cannot match the speed of k-means in the same case. So, the next challenge for future research is to investigate how to speed up the ACO based clustering algorithm to have the same speed as k-means, or at least close to it, without losing its ability to retain the clustering quality.
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