Cross sections and transport coefficients for electrons in C₂H₆O and its mixtures with Ar and Ne
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Abstract In this paper, we show and discuss a set of cross sections for electron collisions with dimethyl ether (DME, C₂H₆O) obtained by the standard swarm analysis of experimental data for drift velocities and ionization coefficients measured in pure DME and its mixtures with Ar and Ne by E. Oettinger and coworkers. While the existing cross section set gave relatively good predictions for drift velocities, it proved necessary to modify the inelastic cross sections in order to achieve a better agreement with drift velocities in gas mixtures and a good agreement for the ionization coefficient. Furthermore, the derived set of cross sections was used to calculate the electron transport and rate coefficients under the influence of a constant electric field and crossed electric and magnetic DC and RF orthogonal configuration fields. The effect of the magnitude and frequency of the fields on electron transport was studied separately. Our work has resulted in a database of collision and transport data which can be used in modeling of both DC and RF discharges and plasma applications containing pure DME and its mixtures.

1 Introduction

Dimethyl ether (DME) is one of the largest organic molecules in the interstellar space and its concentration in the star-forming regions may be significant [1]. This gas is an organic molecule that has extensive applications in the industry, transportation and high energy particle research. DME can be produced by dehydration of methanol, as well as by the extraction from jatropha seeds [2]. Because of its insignificant impact on environment and high cetane number (55), it is used as an alternative fuel for diesel engines [2, 3]. DME is also used in particle detectors, primarily in Micro Strip Gas Chambers [4–6], Gas Electron Multiplier (GEM) detectors [7], as well as in Liquid Cristal Polymer GEM detectors developed by Takeuchi and coworkers [8, 9], as an enhanced version of the previous detectors designed for satellite missions. Further advancement of such detectors, breakdown of the fuel mixtures or removal of the molecules potentially emitted into the atmosphere, requires knowledge of reliable electron transport and collisional data. In particular, such data would be of help in selecting the composition of the gas mixtures required for optimal operation of particle detectors, through detailed models of discharges in DME.

As to our knowledge, there are only few experimental studies of electron transport properties in DME and only one available set of scattering cross sections. Bradbury–Nielsen technique was used in electron drift velocity measurements performed by Cottrell and Walker [10] and F. Villa [11]. Cindro and coworkers measured drift velocity in pure gas as well as in its mixtures with He [12], while Oettinger and coworkers measured drift velocity in pure gas and DME/Ar and DME/Ne mixtures [13]. Townsend ionization coefficient was measured by Cottrell and Walker [14], Sharma and Sauli [15] in pure DME and by Oettinger and coworkers in pure DME, as well as in DME/Ar and DME/Ne mixtures [13]. The only available set of effective cross sections for e⁻/DME scattering was developed by S. Biagi and imbedded into the Magboltz code [16] (source file for version 10.0.2) which makes these data difficult to access. Also, as procedure and sources used to obtain these cross sections have not been fully presented, it is only clear that those cross sections have been derived by some form of swarm analysis, but the origins of the initial cross sections and the used transport data are not available to the users. In particular, it is uncertain whether ionization coefficients have been used to establish higher energy range of the cross sections (for practical purposes from 5 to 30 eV).
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Having in mind the importance of the data for this molecule for a number of gases used in elementary particle detectors, the present work is our attempt to overcome this discernible deficiency of the reliable and well-documented data.

First, we performed a standard swarm analysis on the set of experimental results [13] that seemed to be the best available, in order to obtain a consistent and complete set of cross sections. Furthermore, we proceeded to analyze electron kinetics in cases when constant and time-varying electric and magnetic fields were applied in order to check what kind of kinetic phenomena may be expected to occur [17, 18].

2 Swarm procedure and the input data

A detailed description of the swarm procedure has been given earlier in a number of publications [17, 19–22], and its advantages and limitations have also been discussed in great detail elsewhere [17]. Briefly, the starting set of cross sections is used as an input into the iterative process of transport parameter (drift velocity, ionization coefficient, characteristic energy, etc.) calculations. In each of the numerous steps, cross sections are modified in order to achieve the best possible level of agreement between measured and calculated sets of transport data. Even small alterations in the total momentum transfer cross section may cause dramatic changes of the drift velocity. At the same time, ionization coefficient is most sensitive to processes that have thresholds close but below the threshold for ionization [18]. Because of that the process of cross section modification is performed step by step within very narrow energy intervals defined by the range of the experimental transport data. Having said that we also need to extrapolate cross sections well beyond that range in order to achieve functioning calculations but outside the well covered initial mean electron energy range the sensitivity to the cross sections is significantly reduced.

In this paper, the starting set of cross sections is that of Biagi [16]. The experimental transport data are taken from E. Oettinger and coworkers [13]. The limiting factor in achieving a high degree of uniqueness of derived cross sections is the small number of different transport coefficients and the limited energy range. This problem can be mitigated by including binary mixture measurements of transport coefficients in the procedure. That is why we used results for 20% and 50% of DME in Ar and 50% of DME in Ne [13] and fitted our calculations to all of those results simultaneously. For $e/Ar$ and $e/Ne$ scattering, we used the cross section sets of Hayashi [23] and Morgan [24], respectively. Those sets were based in particular on the most accurately determined cross sections for electrons in rare gases determined by Robert Crompton and coworkers [20].

We used two computer codes to calculate transport coefficients: Elendif [25] and our well-tested Monte Carlo (MC) simulation code [26]. All definitions of transport coefficients were given in our previous publications [26]. The first code is based on solving the Boltzmann equation in two-term approximation (TTA). Bearing in mind all approximations and limitations regarding the accuracy of the TTA calculation method and its applicability, which were reasonably questioned on many occasions [27], this code nevertheless fulfills our requirements regarding efficiency. It provides a large number of calculated points rapidly, and consequently, it was used for repeated iterations. Final results from the two-term code have served us as a set for the Monte Carlo code. Final results were obtained by the MC code. In the MC simulations, the motion of a large number of charged particles (in our case electrons) through a neutral (not ionized) background gas under the influence of electric field (or electric and magnetic) is followed. We have also observed the evolution of the electron swarm under the influence of spatially uniform and time-independent as well as time-varying crossed electric and magnetic fields, with the phase shift of $\pi/2$. An electron swarm was released from the origin with the mean energy of 1 eV and the initial distribution function was assumed to be a Maxwellian. The initial number of released electrons varied from $2.5 \times 10^5$ to $5 \times 10^5$. Electronic scattering was considered to be isotropic, and it was represented by a set of effective cross sections as an input. The input data also included the gas concentration which was taken to be $3.54 \times 10^{22}$ m$^{-3}$, at the temperature of 273 K, corresponding to the gas pressure of 1 Torr (1 Torr = 133.322 Pa). All calculations, for the case when DC electric fields were applied, were performed over a broad range of reduced electric fields ($E/N$), from 1 Td, up to 1000 Td (1 Td = 1 $\times 10^{-21}$ Vm$^2$) covering mean energies from the thermal energy at 293 K up to 10 eV.

In the case of constant $E \times B$ fields, electric field took values from 1 Td up to 2000 Td, while the reduced magnetic fields were $B/N = 100$ Hx, 200 Hx, 500 Hx, 1000 Hx and 2000 Hx (1 Hx = $10^{-27}$ Tm$^2$). In order to study the influence of the magnitude of reduced magnetic field in cases when time-varying (RF) fields were applied, we calculated transport coefficients for $E/N = 100$ Td, $B/N = 0$ Hx, 100 Hx, 200 Hx, 500 Hx, 1000 Hx, and 2000 Hx, while frequency of the fields was 100 MHz. Later on, our focus was on the effect of field frequencies on transport properties, so the $E/N$ was 100 Td, $B/N = 0$ Hx and 1000 Hx, while frequencies were 10 MHz, 50 MHz, 100 MHz, 500 MHz and 1000 MHz. All transport and rate coefficients were calculated in case of pure DME, and mixtures with Ar and Ne. However, in this paper, only few of the results are presented, that is for pure gas in case of constant crossed fields, and for 20% DME/Ar mixture in case of RF fields.
3 Results and discussion

3.1 Cross section set for e−/DME interactions and transport coefficients in DC electric field

The ultimate result of this work is the complete set of cross sections for electron collisions with DME molecules, obtained by the swarm procedure. Figure 1 presents that set and henceforth we shall refer to it as the final set.

The starting cross sections of Biagi (dotted curves in Fig. 1) were modified in order to get the best possible fit of calculated values for drift velocities (W) and ionization coefficients (α/N) to experimental results, for pure gas and for 20% and 50% DME/Ar and 50% DME/Ne mixtures, simultaneously. Figures 2–6 show comparison between the data obtained with the initial cross sections and the final set, as well as with other sources of data available from the literature. Note that, in most cases, the initial calculations are made with the two-term code, while the final results are always obtained both with the two-term and MC code.

As it can be seen from Fig. 2, a fairly good fit to experimental results of the drift velocity in pure gas can be obtained when calculations are made even with the initial set of cross sections. In the mixture with a noble gas, where the abundance of the molecular gas is reduced, the departure of calculated data from the measurements becomes discernible (see Figs. 3 and 4). There is a combination of at least two circumstances which resulted in the occurrence of such differences. Most importantly, inelastic processes in the molecular gas will change mean energy of the swarm, and thus, the effective momentum transfer would change especially in gases with a strong energy dependence of the elastic/momentum transfer cross sections. Consequently, it appears that although the number and the momentum balances are satisfied, the energy balance has yet to be achieved by inelastic cross section adjustments (This claim becomes more evident from the ionization coefficient calculations for the pure gas and 50% mixture with Ar, that are presented in Figs. 5 and 6, respectively). The impact of inelastic processes is evident in the mixture data in Ar due to the occurrence of negative differential conductivity (NDC).

Second, applicability of the two-term approximation may be questionable even in the low electron energy region, due to the existence of pronounced vibration excitation cross sections and the energy-wise concurrent steep slope in the momentum transfer cross section.
large difference between the results based on the initial set and on the final set reveals the need for this analysis and also indicates that inelastic energy losses have not been properly accounted for in the initial analysis. In principle, most of the swarm studies were focused onto the low energies [20] because it was possible to reduce the number of active inelastic processes and especially in rare gases to reach the values of the momentum transfer (elastic) cross section that is unique and very accurate (in that respect data for He are the benchmark that has not been surpassed by other techniques).

Nevertheless, applications dictated the need to cover higher energies (where standard swarm experiments do not work very well) especially the range of mean energies from 2 to 10 eV or more. This is dictated by the need to have sufficient ionization to sustain the relevant gas discharges. To cover the range of energies required for modeling of gas discharge lasers, Phelps has devised a procedure that consisted of the standard swarm procedure for the low energies but augmented by combined measurement of excitation coefficients for various transitions and also measurements of ionization coefficients [28, 29]. Due to a limited number of gases covered by such measurements and difficulties in establishing absolute emission calibration, Petrović and coworkers have developed an alternative technique that would take advantage of the readily available measured ionization coefficients from the pulsed Townsend (PT) technique [30]. There, one would perform low energy swarm analysis based on the existing low energy data, and then, for the energies relevant for gas discharges, one would take the PT data and make analysis for drift velocities together with the calculations of the ionization coefficients. In that procedure, it is assumed that the available data for excitation cross sections are accurate and most importantly that the measured ionization cross sections are known to a sufficiently high accuracy to be

It turned out that E/N dependencies of the drift velocity below E/N = 20 Td were mostly sensitive to inelastic cross section modifications around 2 eV. As a result, the magnitude of the vibration excitation with the energy threshold of 0.349 eV (labeled as v4 in Fig. 1) was decreased by 25% in the energy interval between 1.5 eV and 4 eV. At the same time, total momentum transfer cross section had to be slightly decreased for the lowest energies below 0.4 eV. That reduction in the magnitude was not higher than 14%.

In Figs. 5 and 6, we show values of the ionization coefficients both calculated and measured and also both for the pure gas and for the gas mixtures with Ar and Ne. A
accepted ‘as is.’ In that case, all the modifications would be made on the least well-known cross section that is usually dissociation to the neutral state. Thus obtained cross section after modification (through fitting of the ionization coefficients) would also carry with itself all the effects due to processes that were not included, as well as the inaccuracies in other excitation and ionization cross sections. It is important that the energy loss is high enough so that it may affect strongly the electron energy distribution function (EEDF) at higher energies than its threshold and that its energy profile is not energy selective (i.e., is broad akin to the cross sections for the singlet states).

As the values of ionization coefficients calculated from the initial set of cross sections were systematically higher than the measured ones (see Figs. 5, 6), the excitation cross section with the energy threshold of 7.7 eV (labeled as exc1 at Fig. 1) had to be increased in order to reduce the number of electrons in the high energy tail of the distribution function. The alterations were made in the energy region between 8.5 eV and 80 eV and the rescaling of the cross Sect. (7.7 eV threshold) was made step by step by multiplying with an energy dependent factor that varied in the interval from 1.1 up to 2.

The final elastic momentum transfer cross section was obtained when the sum of all inelastic processes was subtracted from the total momentum transfer. As a result of all cross section adjustments that we have made, elastic momentum transfer differs from the starting one over three energy intervals. It is reduced up to 16% between 0.004 and 0.4 eV, increased by less than 1% between 1.4 and 4 eV, while its magnitude is reduced from 0.16% up to 70% between 8 and 140 eV.

Our analysis shows that all cross section modifications that lead to the final set improved the agreement between measurements and calculations so the experimental results could be reproduced within the experimental uncertainties. This statement is true in all cases except for the last point for drift velocity in 20% DME/Ar mixture (see Fig. 4). No matter what we did with the cross sections, the departure of that point from our calculations could not be reduced without spoiling the agreement of other results. So, we conclude that some error must have occurred in presenting the results of measurements or that experimental uncertainty at the boundaries exceeds that for the standard covered range. In addition, good test for the accuracy of our results is the occurrence of the negative differential conductivity (NDC) in E/N dependence of the drift velocity for 20% DME/Ar mixture in the region from 10 Td up to 25 Td (See Fig. 4) that we were able to reproduce quite accurately. The same, but indistinct phenomenon occurs for the pure gas in the interval from 80 Td up to 90 Td. This kinetic (transport) phenomenon is not readily noticeable and that fact can be explained by a large momentum transfer cross section in comparison with the inelastic cross sections in the corresponding energy region. More prominent NDC could be expected in the mixtures with Ar where DME is present in smaller abundances.

Minor discrepancies for the ionization coefficient at the highest E/N and for the drift velocities at the lowest E/N could indicate a need to improve the cross sections further or simply the increased uncertainties close to the edge of the applicability of the experimental technique. In order to resolve such discrepancies, one should have accurate measurements of vibrational and electronic excitation coefficients, or a more reliable ionization cross section, at least.

Finally, we used the final set of cross sections in order to calculate other transport parameters, such as characteristic energies and rate coefficients for individual inelastic processes for both pure gas and mixtures for a constant electric field. We will present here characteristic energies for pure gas and mixtures (Fig. 7). As expected, the energy (E/N) dependencies of characteristic energies may be explained by the predominance of different inelastic processes described through their cross sections. Even though characteristic energies have not been measured for DME and its mixtures, it is in principle possible. Characteristic energy is thus used to fix the inelastic cross sections. These data may also be used to provide diffusion coefficients for fluid modeling in DME and DME containing mixtures. Characteristic energy closely resembles mean electron energy (with a numerical factor that is often 3/2 but not in the entire E/N range). Mean electron energies may not be measured by the known techniques but are readily calculated (mean energies for electric field only in pure DME may be seen for the magnetic field of 0 Hx in Fig. 8 where we show data for crossed electric and magnetic fields). PT technique often produced longitudinal diffusion coefficient or renormalized the longitudinal characteristic energy. This parameter is however not so sensitive on inelastic processes and is more often expanding on the information obtained from the drift velocities on momentum transfer. Most importantly when experiment focuses on drift velocity, accuracy of the thus obtained longitudinal diffusion coefficient is reduced.

Fig. 7 Characteristic energy as a function of E/N for pure gas and mixtures. Note that, the data for 50% DME/Ne mixture are multiplied by 1.5 for the reason of visibility.
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Fig. 8 Electron mean energy as a function of reduced electric field (E/N) for different reduced values of applied magnetic field (B/N) in pure DME

and these results are often not presented or used in the cross section analysis.

3.2 Transport of electrons in constant (DC) E × B fields

In the past few decades, the study of the transport characteristics of electron swarms in the presence of crossed electric and magnetic fields has increased significantly due to the high use of low-temperature plasmas that involve magnetic fields such as inductively coupled plasmas [31, 32]. Applications of these plasmas are wide-ranging from the magnetically confined gas lasers, high energy particle detectors to various plasma technologies incorporating magnetically enhanced plasma reactors. In this section, we present some results obtained by MC simulations of electron transport through neutral DME under the influence of DC crossed electric and magnetic field with orthogonal configuration. We have used the final set of cross sections for e-/DME scattering (Fig. 1). A detailed description of the procedures and mathematical relations for the calculation of the transport coefficients can be found in [26]. Under these conditions, new transport coefficients are generated, such as drift velocity and diffusion coefficient both in E × B direction, for example. For a more detailed description of these transport coefficients and accurate treatment of the effects associated with the magnetic field influence on electron transport, the reader should check some of earlier publications [7, 18, 33].

The basic parameter for describing electron transport in E × B fields is the ratio of the cyclotron and collision frequency (\(\Omega/\nu_c\)) [34, 35]. For all conditions covered here, this ratio was less than 1, so the transport was taking place in a regime that was dominated by collisions. As expected, the influence of the magnetic field on transport parameters becomes noticeable only for the highest values of B/N, and as the electron mean energy decreases with an increase in the magnetic field, the energy dependences of the other transport parameters resemble those for the case of no magnetic field, only shifted toward higher energies (see Fig. 8). The longitudinal component of the drift velocity does not appear to be affected significantly by a magnetic field of less than 1000 Hx (Fig. 9a). This is because the electron transport remains to be governed by collisions due to relatively large inelastic cross sections, even for high values of the magnetic field. On the other hand, perpendicular component of the drift velocity (Fig. 9b) increases dramatically with the magnetic field, as expected. The overall effect is shown in Fig. 9c. As it can be seen, the negative differential conductivity that occurs in the absence of the magnetic field (solid curve) cannot be observed when the magnetic field of at least 1000 Hx is applied. For lower B/N values, NDC exists at the corresponding energies, but it is inconspicuous.

As far as the energy dependences of the diffusion coefficients are concerned, there are two pronounced regions to be observed. The first is the region of rapid growth of the coefficients corresponding to a decreasing cross section for vibrational excitation and the minimum
3.3 Transport of electrons in time-varying (RF) E × B fields

In this section, we present results obtained by considering the transport of an electron swarm in a mixture of 20% DME + 80% Ar under the influence of the time-varying (RF) E × B fields with a π/2 phase difference between the two fields. Results for the mixtures provide more structure of the waveforms, and thus, this mixture was selected to present the data. We performed several series of calculations by using the MC code in order to obtain transport and rate coefficients as a function of E/N, B/N and frequency. In all cases, the given values of the fields refer to peak values. Similar calculations for other gases have produced a wide range of observations of interesting kinetic phenomena [18, 34]. In addition, most applications of the present day low-temperature plasmas occur in time-varying fields often sinusoidal. The ability of electrons to follow the external field is key to gaining energy required to sustain the plasma.

As it can be seen from Fig. 11, for B/N of less than 1000 Hx, magnetic field has almost no effect on the longitudinal component of the drift velocity. Some departure from the sinusoidal shape becomes visible only for the highest values of the magnetic field (1000 Hx and 2000 Hx). The shape becomes narrow and some slight oscillations, as a result of cyclotron motion, are observed. This shape and phase delay affect energy gain from the electric field by electrons.

The perpendicular component of the drift velocity (Fig. 12) increases with B/N and changes its shape from sinusoidal to a saw tooth profile. For the highest B/N, it is asymmetric, so mean value is not zero, and there are some visible oscillations too.

On this occasion, we shall not present results for temporal profiles of diffusion coefficients as a function of the magnetic field. Let us just confirm that all three coefficients behave as expected. Both longitudinal (ND_L) and diffusion in the E × B direction (ND_E×B) are

---

Fig. 10 The ratio of longitudinal and transverse component of diffusion coefficients as a function of reduced electric field (E/N) for different values of applied magnetic fields (B/N) in pure DME.

Fig. 11 Time dependence of the longitudinal drift velocity as a function of B/N. The frequency of the electric field is 100 MHz at E/N = 100 Td in 20% DME/Ar mixture.

Fig. 12 Time dependence of the perpendicular component of the drift velocity as a function of B/N. The frequency of the electric field is 100 MHz at E/N = 100 Td in 20% DME/Ar mixture.
Fig. 13 Time dependence of the mean energy as a function of the frequency of the electric field: a $E/N = 100$ Td, $B/N = 0$ Hx; b $E/N = 100$ Td, $B/N = 1000$ Hx in 20% DME/Ar mixture.

decreasing functions of $B/N$, highly modulated with the peaks shifted toward the part of the phase where the electric field goes through its maximum values. On the other hand, transverse diffusion coefficient $(ND_T)$ is almost not affected at all by the magnetic field: Temporal profiles remain unmodulated and the reduction in the peak values is nearly imperceptible. Negative diffusion [36] was not observed presumably due to the collisional nature of the electron transport under present circumstances and energy dependences of the cross sections.

Figure 13 shows the time dependencies of the electron mean energy as a function of the field frequency for the case when (a) magnetic field is not present; (b) magnetic field is $B/N = 1000$ Hx. In both cases, we see a decrease in the mean energy as the frequency of the field increases. At the lowest frequency of 10 MHz, the mean energy profile is highly modulated, while at the highest frequency of 1000 MHz, the modulation disappears completely. In latter case, the temporal profile of the mean energy behaves as in an effective DC field. At higher frequencies (500 MHz and 1000 MHz), the decrease in the mean energy with increasing frequency of the field is more pronounced.

In Fig. 14, we try to indicate the effect of the frequency on the longitudinal drift velocity in the absence of the magnetic field. As can be seen from Fig. 14, temporal profiles of the electron drift velocities maintain an almost sinusoidal profile for all frequencies of the applied field, with very broad peaks of nearly identical values. This is the result of a rather uneventful energy dependence of the momentum transfer cross section in pure DME (situation is expected to be quite different in Ar-DME mixtures with smaller abundances of the latter gas). However, there is a noticeable phase shift of the profiles, and mean values decrease with the increment of the frequency. Apparently, there is no sign of time resolved negative differential conductivity [37].

Figure 15 shows the time dependence of the drift velocity in the $E \times B$ direction, at $E/N = 100$ Td and $B/N = 1000$ Hx, for different frequencies. At lower frequencies, the profile is extremely asymmetric and that asymmetry slowly disappears as frequency increases. At the same time, mean value of the drift velocity increases which results in macroscopic rotation of the electron swarm. For 1000 MHz, the drift velocity does not change direction at all. This has already been observed for other gases [38] but has not been documented well in the literature.

Figure 16 presents the temporal profiles of the longitudinal $(ND_L)$ and transverse $(ND_T)$ diffusion coefficients at $E/N = 100$ Td, $B/N = 0$ Hx and $f = 10$ MHz. From this figure, it is obvious that anomalous longitudinal diffusion occurs [35, 39, 40] for this gas. Briefly, the $ND_L$ coefficient profile peaks during, or just after the part of the phase where the electric field goes through zero and changes its sign. There, it is expected that both diffusion coefficients would reduce to their thermal value. At the same time, for a brief period of
phase (time), $N_{D_L}$ becomes unexpectedly larger than the $N_{D_T}$. In case of DC fields, as we have already seen (Fig. 10), the situation is reversed: The diffusion is anisotropic and the $N_{D_T}$ coefficient remains larger than the $N_{D_L}$ for the same energy range. As frequency increases, this effect slowly decreases, as well as modulation of the temporal profiles, and at the frequency of 500 Hz, diffusion becomes slightly anisotropic and modulation disappears.

4 Conclusion

This paper presents our final results on the cross sections for electrons in DME and also it provides a broad discussion of the behavior of the transport coefficients in $E \times B$ DC and RF fields. Preliminary presentations of these results at conferences occurred over a period of 6 years [41–43]

Using a standard swarm procedure, with the starting cross section set of Biagi, a new set of complete cross section data for electron interaction with DME molecule is obtained. The input in the procedure was the set of experimental results for the drift velocity and the ionization coefficient, measured by E. Oettinger and coworkers, in case of pure gas, as well as in 20% and 50% mixtures with Ar and 50% mixture with Ne. The analysis was conducted simultaneously for pure gas and all mixtures. Two computer codes were used for the calculations: one that solves the Boltzmann equation in the two-term approximation, and the second one was a Monte Carlo code. As a result of the analysis, the total and the elastic momentum transfer cross sections, vibrational excitation ($\epsilon_{th} = 0.349$ eV) and electronic excitation cross sections ($\epsilon_{th} = 7.7$ eV) were modified. The derived set is consistent with all experimental results. In all cases, discrepancies between measured and calculated transport parameters are within the combined experimental and numerical uncertainties. For a further improvements of the cross sections, perhaps to the same degree of accuracy as in the case of other swarm derived cross sections (noble gases, for instance), new measurements are needed. In particular, additional studies of electronic and vibration excitations, as well as the measurements of characteristic energies, would be of great interest. Nevertheless, this set of cross sections should work well for modeling collisional plasmas and plasma applications containing pure DME and its mixtures with other gases. It will provide overall number, momentum and energy exchange rates although specification of specific channels may be difficult due to the inherent non-uniqueness of the swarm derived cross sections.

In accordance with the analysis of Casey et al. [44], we have shown only the bulk drift velocities in our plots. As for the difference between the two-term and multi-term/MC results [27], it has been represented as the difference between the lines and the corresponding points labeled MC. We are not in the range of excessive differences both between bulk and flux transport data and two-term and multi-term results.

In principle, our cross sections should be complete and thus provide a good overall exchange of the number, momentum and energy of the electron swarm. It appears that the initial set did not take advantage of the inelastic processes and thus our modification was required.

As a side result of our study, we obtained a set of transport (e.g., electron mean energy, drift velocity and diffusion coefficients) and rate coefficients for pure gas, as well as for mixtures, in case when constant electric field is applied. As expected, the energy dependencies of the transport parameters follow the trends defined by the cross sections. In pure gas and 20% DME/Ar mixture, negative differential conductivity occurs in narrow energy regions, that correspond to the fields of
\( E/N = (80–90) \text{Td} \), and \( E/N = (10–25) \text{Td} \), respectively. Our next goal was to provide a set of transport data in pure gas for the case when constant crossed electric and magnetic fields with orthogonal configurations are applied. Transport coefficients were calculated over a broad range of \( E/N \) and for five different values of \( B/N \). Those conditions ensured that all calculations were made in the collision dominated regime. The cooling effect of the magnetic field was observed, as expected, as well as the fact that diffusion of electrons is anisotropic. Finally, we used the derived set of cross sections and our MC code in order to study the electron transport under time-varying electric and crossed electric and magnetic fields with the phase difference of \( \pi/2 \). In this paper, we present only the results for 20\% DME/Ar mixture. The influence of the magnitude and the frequency of the fields on transport parameters were studied separately. Results showed that magnetic field strongly affects electron transport producing complex behavior of the corresponding coefficients. Interesting kinetic phenomena, such as the time resolved negative differential conductivity and negative diffusion, were not observed. However, anomalous longitudinal diffusion occurs in case of low field frequencies, and diffusion is slightly anisotropic. Our analysis suggests that the use of standard approximations, such as the effective field approximation and instantaneous field approximation, in plasma models is at least questionable [45].

The data for cross sections not only provide a basis for the expected applications such as modeling of elementary particle detectors [46–48] as well as the breakdown in alcohol based fuels. One may pay attention to another aspect of energy related issues, i.e., storage of excess energy from the sustainable energy sources. While most often production of CO from CO\(_2\) is sought [49], one may also look for production of some alcohols or natural gas as possible fuels with effectively low CO\(_2\) footprint. However, in the proximity of liquids and liquid alcohols, large abundances of DME may be present if the corresponding methyl alcohol is in the basic liquid. This is consequently of great interest for applications of plasmas close to the boundary of the liquids such as in applications of atmospheric pressure plasmas in medicine [49–52], agriculture [53–55] and in sterilization of the resistant pathogens [56]. DME has been the subject of numerous studies for quite some time but nowadays one can expect better founded efforts as the field of applications is broadened and one may expect a wide range of ideas and advances.

The cross sections proposed by Biagi [16] were the basis of our work, and only limited changes were made in order to fit the whole range of the available transport data, especially the rates of ionization. However, cross sections of Biagi have an advantage of including the first order corrections for the anisotropy in scattering (through two moments of the cross section). It is our experience that for the lower mean energies where drift velocities may be measured, isotropic representation through the momentum transfer cross section usually works well enough. On the other hand, isotropic model of scattering becomes inadequate for very high local \( E/N \) and for the mean energies above several eV [57, 58].
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