The Galah Survey: Classification and Diagnostics with t-SNE Reduction of Spectral Information
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Abstract

Galah is an ongoing high-resolution spectroscopic survey with the goal of disentangling the formation history of the Milky Way using the fossil remnants of disrupted star formation sites that are now dispersed across the Galaxy. It is targeting a randomly selected magnitude-limited ($V \leq 14$) sample of stars, with the goal of observing one million objects. To date, 300,000 spectra have been obtained. Not all of them are correctly processed by parameter estimation pipelines, and we need to know about them. We present a semi-automated classification scheme that identifies different types of peculiar spectral morphologies in an effort to discover and flag potentially problematic spectra and thus help to preserve the integrity of the survey results. To this end, we employ the recently developed dimensionality reduction technique t-SNE (t-distributed stochastic neighbor embedding), which enables us to represent the complex spectral morphology in a two-dimensional projection map while still preserving the properties of the local neighborhoods of spectra. We find that the majority (178,483) of the 209,533 Galah spectra considered in this study represents normal single stars, whereas 31,050 peculiar and problematic spectra with very diverse spectral features pertaining to 28,579 stars are distributed into 10 classification categories: hot stars, cool metal-poor giants, molecular absorption bands, binary stars, Hα/Hβ emission, Hα/Hβ inverted P-Cygni, lithium absorption, and problematic. Classified spectra with supplementary information are presented in the catalog, indicating candidates for follow-up observations and population studies of the short-lived phases of stellar evolution.
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1. Introduction

In recent decades, the technology of optical fiber-fed spectrographs has enabled very efficient large-scale automated spectroscopic surveys. With the ability to observe up to several hundred stars simultaneously, it is now possible to obtain large numbers of high-quality spectra in a reasonable amount of time (Watson 1987). Surveys such as the RAdial Velocity Experiment (RAVE; Steinmetz et al. 2006), the Apache Point Observatory Galactic Evolution Experiment (Majewski et al. 2015), the LAMOST survey (Large Sky Area Multi-Object Fiber Spectroscopic Telescope; Luo et al. 2015), the ongoing Gaia-ESO Survey (Gilmore et al. 2012), the Galah (GALactic Archaeology with Hermes; De Silva et al. 2015), and the Gaia mission (Prusti 2012) with its future follow-up projects WEAVE (Dalton et al. 2012) and 4MOST (4 m Multi-Object Spectroscopic Telescope; de Jong et al. 2012) are some of the leading examples of continuous production of overwhelming amounts of data.

To provide a general overview of the observed spectra and learn more about the studied sample of stars in a spectroscopic survey such as Galah, it seems reasonable and necessary to address this task in an unbiased and automated way. A common approach is to employ different numerical dimensionality-reduction methods to reveal the complex morphological
structure of the data set at hand. By projecting the spectra into a low-dimensional space, it becomes feasible to grasp their intercorrelations and identify diverse morphological groups, thus constructing a classification of the whole data set, and particularly its outstanding features. A plethora of linear and nonlinear mathematical techniques has been developed in the past decades to tackle the problem of classification of complex high-dimensional data such as spectra, and they have been successfully applied in the astronomical community as well.

Many authors have used different techniques in order to classify stellar and other types of spectra (galaxy, quasar) or to discover new classes and unusual objects: Gulati et al. (1994) and von Hippel et al. (1994) were among the first to use artificial neural networks; Ibata & Irwin (1997), Bailier-Jones et al. (1998), and McGurk et al. (2010) demonstrated the use of PCA (principal component analysis) as a very robust classifier; Daniel et al. (2011) and Matijević et al. (2012) successfully used the LLE method (locally linear embedding) to identify anomalous or peculiar spectra as well as classify normal spectra. Except for the last two cases, where the authors used the nonlinear dimensionality reduction technique LLE, these studies have mostly dealt with distinguishing between classes of the MKK scheme. However, many have mentioned the potential of identifying and characterizing spectral populations, which is the focus of the present work.

Galah is an ongoing spectroscopic survey that aims to unveil the Milky Way’s history by studying the fossil record of ancient star formation and accretion events preserved in stellar light. Detailed knowledge of the chemical information of fossil remnants, which have disrupted and are now dispersed around the Galaxy, is essential to disentangle its formation history and explain its current stellar populations. Recent studies of chemical abundances of stars in individual (undispersed) open clusters show that their abundance distributions are homogeneous to the level at which they can be measured, and their abundances are different from cluster to cluster (e.g., De Silva et al. 2007; conversely, most globulars show inhomogeneities, e.g., Na–O anticorrelation, e.g., Carretta et al. 2009; Gratton et al. 2012; furthermore, small abundance variations have been detected in star-to-star studies in open clusters, e.g., Liu et al. 2016a, 2016b). This enables the technique of chemical tagging (Freeman & Bland-Hawthorn 2002) to identify the fossil remnants of old dispersed clusters from their abundance patterns over many chemical elements. Galah will achieve this by measuring up to 29 elemental abundances from 7 independent element groups, each with 5 measurable abundance levels, thereby obtaining enough cells (57) in multidimensional chemical abundance space (C-space), in which stars from chemically homogeneous aggregates (e.g., disrupted open clusters) will lie in tight clumps (Freeman 2012; Ting et al. 2012). This level of accuracy and the amount of elemental abundance information by far surpasses any existing single or multiple system stellar studies.

The Galah automatic pipeline is currently running without a classification processing stage. By manually scanning the observed sample, it has become obvious that there is a significant number of peculiar and otherwise problematic spectra. Although the majority belong to single stars and can be properly fit by synthetic spectra, neglecting the outliers can lead to erroneous results in radial velocities, atmospheric parameters, and especially detailed chemical abundances. Finding outliers by comparison to databases of known peculiar spectra might produce useful results, but would fail to give a reliable classification of the whole sample. We therefore aim to diagnose and classify the diverse morphologies in the Galah data set, with the goal of (1) highlighting all problematic spectra with unpredictable effects from either instrumentation or reduction stages, (2) identifying any peculiar spectra that are interesting per se and merit further investigation, and (3) providing a clean sample without any peculiar or problematic spectra, so that further studies, based on the detailed stellar parameters and chemical abundances produced by Galah, can be more reliable. The method that we use to identify patterns or groups in the “feature space” to achieve the stated goals is unsupervised classification with t-SNE (van der Maaten & Hinton 2008) reduction of spectral information. The main advantage of this approach is that we are more likely to detect various unfamiliar morphological features as well as the many known and expected peculiar stars. For a very nice overview of the vast range of classification and data-mining techniques we refer the reader to Sharma & Johnston (2009).

The paper is organized as follows: the data reduction and overview of Galah spectra is described in Section 2, the classification procedure with a description of the employed techniques is detailed in Section 3, and the discovered classes of spectra are examined in Sections 4 and 5. In Section 6 we present the structure of the catalog with final classification results including supplementary information, and in Section 7 we briefly describe a web-based visualization tool nicknamed Galah Explorer, which displays the t-SNE projection map featuring various useful functionalities. We conclude with the discussion in Section 8.

2. Data and Reduction Overview

2.1. Galah Spectra

The Galah survey was the main driver for the construction of Hermes (High Efficiency and Resolution Multi-Element Spectrograph), a fiber-fed multi-object spectrograph on the 3.9 m Anglo-Australian Telescope. Its spectral resolving power (R) is about 28,000, and there is also an R = 45,000 mode using a slit mask. The spectrograph is fed via 400 fibers distributed over π square degrees of sky. Taking into account the Galah magnitude limitation (V = 14), up to 392 stars can be observed simultaneously in that relatively small angle up to a Galactic latitude of |b| ≈ 28°. Hermes has four simultaneous non-contiguous spectral arms centered at 4800, 5761, 6610, and 7740 Å (hereafter blue, green, red, and IR band), covering about 1000 Å in total, including Hα and Hβ lines. The spectrograph is designed to have ~10% efficiency and to achieve a signal-to-noise ratio S/N ~ 100 per resolution element at V = 14 in a 1 hr exposure, resulting in measured RV errors <1 km s⁻¹ (Sheinis et al. 2015).

2.2. Reduction Pipeline

All the spectra subject to our analysis are reduced by the pipeline used in the Galah survey to produce fully calibrated spectra for subsequent stellar atmospheric parameter estimation (Kos et al. 2016). The reduction pipeline is based on reliable IRAF routines and other readily available software. After the IRAF-based reduction, a code that provides first estimates of radial velocity and three basic atmospheric parameters is run, and the entire observed spectrum is normalized for each star (see Section 6 in Kos et al. 2016). For some spectra, processing
by this code can fail due to various data issues, and such cases are excluded from further consideration. Otherwise, the values of the three parameters (\( T_{\mathrm{eff}}, \log g, [\text{Fe/H}] \)) are produced by this code. We refer to them in the text and they are color coded in several figures. These values are preliminary, but they are the best in terms of completeness for the currently analyzed data set. Improved stellar parameters determined by the Gaia spectroscopic analysis pipeline are also available, using a combination of the spectral synthesis program Spectroscopy Made Easy (Valenti & Piskunov 1996; Piskunov & Valenti 2016) and the data-driven approach The Cannon (Ness et al. 2015). The procedure is summarized in Martell et al. (2016) and will be detailed M. Asplund et al. (2016, in preparation). We are in the process of analyzing these improved results.

About 300,000 spectra have been taken to date, including various calibration exposures. However, we concentrate on ~210,000 spectra recorded before 2016 January 30 and reduced with the IRAF reduction pipeline version 5.1. In the future, the same study will be extended to include additional spectra once they become available. For more details, we refer the reader to the thorough description of the reduction process (Kos et al. 2016).

3. Classification

We devise a custom classification procedure which is based on two independently developed methods, the novel dimensionality reduction technique t-SNE (van der Maaten & Hinton 2008) and the renowned clustering algorithm DBSCAN (Ester et al. 1996). Both are used more than once in an iterative approach to enable the most efficient classification and overview of our data set. It should be noted that these purely mathematical methods are used extensively in various domains of research for unsupervised classification or clustering, and were not primarily intended for astrophysical purposes. The t-SNE/DBSCAN dimensionality reduction/clustering combination was chosen out of the large variety of data-mining techniques because it is able to

1. handle inherently nonlinear data (physics of line formation in stellar photospheres) as opposed to traditional linear dimensionality reduction methods, e.g., PCA, MDS (multidimensional scaling; Young 2013), LDA (linear discriminant analysis; Izenman 2008, p. 237), CCA (canonical correlation analysis; Hotelling 1936), MAF (min/max autocorrelation factors; Switzer & Green 1984)
2. reveal the local as well as the global structure of the high-dimensional data in a single map
3. alleviate the "crowding problem" that hampers many other nonlinear techniques
4. detect clusters in the projection map without a priori knowledge of their number and the form of their distribution function, in contrast to some classical clustering methods, e.g., K-means (Hartigan & Wong 1979) and Gaussian mixture models (Marin et al. 2005, p. 459).

These advantages, supported by previous experience and a detailed performance comparison of t-SNE to other techniques by van der Maaten & Hinton (2008), guided us toward the choice of algorithms for classification. However, we do not claim that these are the optimal methods, and an evaluation of the effectiveness of t-SNE/DBSCAN versus other methods in the context of the Gaia data set is beyond the scope of this study. Nevertheless, we are encouraged by our results in that the t-SNE/DBSCAN combination proved to be very useful and efficient in visualizing and distinguishing different morphological groups of Gaia spectra.

We first present the two techniques in more detail and then focus on our custom classification procedure.

3.1. t-SNE Reduction of Spectral Information

The widely varying dimensionality and huge amounts of data in different domains of research necessitate some form of reduction and visualization tools in order to efficiently extract information. t-SNE (t-distributed Stochastic Neighbor Embedding) can visualize any high-dimensional data set by projecting each data point into a low-dimensional map that reveals the local as well as the global structure of the data at many different scales. This is particularly suitable for high-dimensional data that lie on several different but related low-dimensional manifolds. An example in astronomy is a data set of single-lined binary spectra of multiple spectral types shifted by different radial velocities.

The technique significantly improves the overall performance of its predecessor, the stochastic neighbor embedding (Hinton & Roweis 2002, p. 833), mainly due to easier optimization of the algorithm and a reduction of the tendency to crowd points together in the center of the projection map. For more information on the performance of t-SNE on a wide variety of data sets and comparison with many other non-parametric visualization techniques, including sammon mapping, isomap, and locally linear embedding, we refer the reader to the original paper (van der Maaten & Hinton 2008). We note that t-SNE has been used quite recently in the astronomical community (Lochner et al. 2016; Matijević 2016; Valentini et al. 2016). A brief introduction to the technique including formulae and text adapted from Pezzotti et al. (2016) is given in the following paragraphs.

A low-dimensional representation of high-dimensional data is achieved by optimally positioning data points in the projection map. For this purpose, t-SNE defines the similarity between \( N \) data points in the original high-dimensional space \( X \) and in the projection space \( Y \), described by the symmetric joint-probability distributions \( P \) and \( Q \), respectively. More precisely, the pairwise similarity between data points is modeled by the probability that one data point would pick another point as its nearest neighbor:

\[
P_{ij} = \frac{p_{ji} + p_{ij}}{2N} \tag{1}
\]

where

\[
p_{ji} = \exp\left(-\frac{||x_i - x_j||^2}{2\sigma_i^2}\right), \tag{2}
\]

for space \( X \) and

\[
a_{ij} = \left((1 + ||x_i - y_j||^2)^2\right)^{-1} \tag{3}
\]

where

\[
Z = \sum_{k=1}^{N} \sum_{l=k}^{N} \left((1 + ||x_k - y_l||^2)^2\right)^{-1}, \tag{4}
\]

for space \( Y \).
The \( \sigma_i \) is computed for each data point \( x_i \) so that the effective number of its neighbors corresponds to the fixed user-defined parameter \( \mu \) (perplexity):

\[
\mu = 2^{-\sum_i p_i \log p_i}.
\]

(5)

In regions of space \( X \) with a higher data density, \( \sigma_i \) tends to be smaller than in regions of lower density. The importance of modeling the separations between \( x_i \) and \( x_j \) does not depend on their absolute distance in space \( X \) as long as they are close to each other relative to \( \sigma_i \). Likewise, the size of the local neighborhood of \( x_i \) depends strongly on \( \sigma_i \), and the similarity measure \( p_{ij} \) becomes almost infinitesimal for \( x_i \) at the distance of several \( \sigma_i \) due to the nature of the Gaussian distribution. These properties effectively define a soft border between the local and the global structure of the data.

The novel element in computing the joint-probability distribution \( Q \) in space \( Y \) is in using a normalized Student’s t-distribution kernel with a single degree of freedom. The heavy tails of this distribution put more space between the moderately dissimilar points than a Gaussian would. As a result, there is more projection space available so that \( y_i \) and \( y_j \) can model the local structure of the corresponding \( x_i \) and \( x_j \) more accurately.

Having defined the joint-probability distributions \( P \) and \( Q \), t-SNE aims to optimally position the points in space \( Y \) by minimizing the non-convex cost function \( C \) given by a simple measure of (Kullback–Leibler) divergence between probability distributions:

\[
C(P, Q) = KL(P||Q) = \sum_{i} \sum_{j} p_{ij} \log \frac{p_{ij}}{q_{ij}}.
\]

(6)

This is achieved with an iterative gradient descent using a stochastic element to avoid local minima and is governed by the gradient of the above divergence:

\[
\frac{\partial C}{\partial y_i} = 4 \sum_{i=1}^{N} (F_i^{\text{attr}} - F_i^{\text{rep}})
\]

(7)

\[
= 4 \sum_{i=1}^{N} \left( \sum_{j \neq i} p_{ij} q_{ij} (y_i - y_j) - \sum_{j \neq i} q_{ij}^2 (y_i - y_j) \right).
\]

(8)

The gradient descent can be seen as an N-body simulation, where each data point exerts an attractive and a repulsive force on all the other points \( (F_i^{\text{attr}}, F_i^{\text{rep}}) \). In this respect, t-SNE gradient has the advantage of strongly repelling data points modeled by small pairwise distances in space \( Y \) that are otherwise very dissimilar in space \( X \), but these repulsions do not increase to infinity as in some other attempts to address the crowding problem (see Sections 3.2, 3.3, and Figure 1 from van der Maaten & Hinton 2008).

In this work, we are dealing with over 200,000 spectra that can be viewed as data points in space \( X \) of dimensionality over 13,000. The high computational complexity introduced by employing t-SNE on our growing data set requires that we make use of the Barnes-Hut t-SNE (van der Maaten 2013), an evolution of the t-SNE algorithm that introduces different approximations to reduce the computational cost from \( O(N^2) \) to \( O(N \log(N)) \) and the memory complexity from \( O(N^2) \) to \( O(N) \).

When computing the t-SNE embedding, we always (a) project our data set into two-dimensional space, (b) set the Barnes-Hut parameter \( \theta \) to 0.5, and (c) unless otherwise specified, set the perplexity to 30, a value that has generally proven to be most effective for our purpose. Lower values of perplexity produce sparser projection maps with denser collections of points, and higher values produce more evenly covered projection space, but with less pronounced separations between distinct groups. The choice of two-dimensional space compared to three-dimensional space is pragmatic, since we only use one image (projection map) for visual inspection in the 2D case, whereas in 3D we would need to inspect three projected planes or use some advanced 3D visualization tool. We plan to explore the 3D option in the future, as it potentially preserves more information of the underlying structure of data.

The t-SNE procedure can be summarized in: (1) converting Euclidean distances in space \( X \) to pairwise similarities (often computationally the most intensive part), (2) sampling map points randomly from an isotropic Gaussian with small variance that is centered around the origin of projection space \( Y \), and (3) initializing the gradient descent with a fixed number of iterations (usually 1000).

### 3.2. DBSCAN Clustering

Density-based spatial clustering of applications with noise (DBSCAN) is a data-clustering algorithm relying on a density-based notion of clusters (collections) and is designed to discover any arbitrary shape of collections of points in some space. It defines clusters from densely packed points—those that have many nearby neighbors—and rejects those points that lie alone in low-density regions (outliers). DBSCAN is one of the most common clustering algorithms and also one of the most frequently cited algorithms in scientific literature.

There are two input parameters to the DBSCAN method that have to be set by the user: \( \text{minPts} \), and \( \varepsilon \). Furthermore, the points are classified into three groups: core points, (density-) reachable points, and outliers. They are defined as follows:

1. A point \( u \) is a core point if at least \( \text{minPts} \) points are within distance \( \varepsilon \) of it (including \( u \)), and by definition, these are directly reachable from \( u \), whereas no points are directly reachable from a non-core point.
2. A point \( v \) is reachable from \( u \) if there is a path \( u_1, ..., u_n \) with \( u_1 = u \) and \( u_n = v \), where each \( u_{i+1} \) is directly reachable from \( u_i \) (all the points on the path must be core points, with the possible exception of \( v \), in which case, \( v \) is a border point).
3. All points not reachable from any other point are outliers.

To find a collection of points, DBSCAN starts with an arbitrary point \( u \) and retrieves all points density-reachable from \( u \) with respect to \( \varepsilon \) and \( \text{minPts} \). If \( u \) is a core point, this procedure yields a collection. If \( u \) is a border point, no points are density-reachable from \( u \), and DBSCAN visits the next point.

In this study, DBSCAN is employed merely as a tool for automatic detection of distinct collections in the projection map produced by t-SNE, without any bias except for the manual selection of \( \varepsilon \) and \( \text{minPts} \). By definition of the t-SNE projection map, data points that are similar to each other should be closely packed together, thereby, in DBSCAN’s terminology, forming a collection which can be detected and labeled.

### 3.3. Classification Procedure

In the process of finding the most objective and efficient way of classifying Galah spectra, we have established a procedure
that is a combination of automatic and manual processing and inspection of our data. The current Galah reduction pipeline includes several stages (see Section 2), and we only retain those spectra that pass radial velocity determination and normalization, which are in our analysis the two key properties for optimal use of t-SNE dimensionality reduction. In principle, we could use the whole data set of spectra before any kind of reduction, but in that case, the most important features driving our low-dimensional embedding (projection map) would be a result of missing wavelength calibration, flux normalization, radial velocity determination, etc. In essence, we would be concerned with properties that are less scientifically compelling and can be reliably enough accounted for with standard reduction procedures. After this selection, the number of spectra that remain is 209,533, and we join the four spectral bands together to produce the so-called data points of our working set.

Taking the whole practically usable range of red, green, blue, and IR band (excluding the strongest telluric features in the latter), the number of normalized flux values, which are basically pixels or original dimensionality of data points, amounts to 13,600 per data point (spectrum). At such high dimensionality multiplied by 209,533 data points, the computational cost despite the Barnes-Hut implementation of t-SNE is over 10 days to compute on an Intel(R) Xeon(R) 2.60 GHz CPU, using over 80 GB of memory). To facilitate the whole process in terms of memory consumption and computation time and to produce a projection map most suited for the purpose of this work, we make use of the following scheme:

1. **First t-SNE projection**: the first projection is computed for the whole working set (209,533 spectra). We use only the following wavelength ranges: 4850–4880 Å, 5750–5780 Å, 6550–6580 Å, and 7730–7760 Å. These ranges are selected so as to include the more diagnostic parts of each spectral band, with equal contribution from all of them, amounting to 2400 as dimensionality of data points. The map resulting from this first projection can be used as is, for this is the most basic and objective clustering of all data points from our working set. However, a significant portion of spectral information is missing due to our cut in wavelength range. There is also a practical caveat, in that although the projection map is fairly homogeneously populated, it is also very dense, making the smaller scale clustering, the one we are most interested in, more difficult to recognize. The next steps alleviate these issues.

2. **DBSCAN large-scale cluster detection**: DBSCAN input parameters are set in a way that a few large collections of data points are defined across the projection map. This is done in order to select those collections that presumably contain only the “normal” spectra. In our experience, well-behaved spectra are usually clustered together in one or a few large areas of the map where the atmospheric parameters ($T_{\text{eff}}$, log $g$, [Fe/H]) are continuously distributed.

3. **Select and filter out collections of “normal” spectra**: It is here that manual interaction is most important, since we are rejecting (from our analysis) less interesting data points, and even when we are very careful, we can unwittingly discard some of the desired spectra from further consideration. The map of the first t-SNE projection with DBSCAN clustering on a large scale is shown in Figure 1. The two largest collections outlined by the black dotted line, amounting to 137,155 data points, are rejected because they presumably contain only “normal stars,” and 76,938 remaining data points are considered in the next steps.

4. **Second t-SNE projection**: the second projection is computed for the subsample of the working set (76,938 spectra), resulting from the previous step. Owing to the
smaller number of data points compared to the first projection, it is now feasible to operate with all practically usable flux values (13,600) from the four spectral bands 4730–4880 Å, 5670–5850 Å, 6500–6710 Å, and 7725–7865 Å. The projection map is shown in Figure 2 and serves as the final basis for our selection and analysis of peculiar spectra. Some “normal” spectra are still present in this map, but the largest portion should belong to all the peculiar objects that we are interested in. Their small-scale structure, which was hidden in the first t-SNE projection, is now reflected in the large-scale structure, and it is also more easily discernible because there are overall fewer data points in the map, as is evident from comparing Figures 1 and 2.

5. **DBSCAN small-scale cluster detection**: DBSCAN input parameters are set in a way that the defined collections correspond to relatively small and dense regions in the map that represent distinct morphological classes of spectra. In our experience, there is no unique parameter set for DBSCAN that would allow us to properly select the various collections, therefore many sets of parameters are tried and the corresponding DBSCAN results (hereafter DBSCAN modes), producing different sizes, shapes, and numbers of collections, are available for inspection in the next step.

6. **Select relevant/categorical collections and assign classification categories/flags**: The final step involves manual overview of individual spectra in different collections with the help of the visualization tool we presented in Section 7. The goal is to find the best collection from different DBSCAN modes that fully encompasses the manually examined spectra belonging to a distinct category. Some outliers in terms of a chosen category will usually be present, therefore the final results should be regarded as a list of candidate members of a certain category. We do not assign a quantitative probability of membership as it is beyond the scope of this study. Furthermore, the selected collections from different DBSCAN modes might sometimes overlap, so that one spectrum might be assigned to two categories, in which case it can be viewed as a candidate member of both.

### 4. Morphological Classes of Spectra

Table 1 lists six distinct categories that were defined using the classification procedure described in Section 3.3. This classification is not strictly limited to peculiar objects that have spectra without a counterpart in the library of synthetic spectra, although they remain the principal motivation for this work. It is instead a search for any coherent group in the projection map, from which a category of interest can be selected. They range from larger collections of points (spectra), like the **hot stars** category, to smaller collections that mostly contain problematic spectra with typically one, albeit very prominent, feature (e.g., a strong emission spike).

The projection map that was used to search for and define the six general categories is presented in Figure 2. The overall distribution of parameters $T_{\text{eff}}$, log $g$, and [Fe/H] in the three panels indicates their importance in feature space. $T_{\text{eff}}$ clearly is the principal discriminant with a gradient over the whole projection map, followed by [Fe/H] and log $g$, which influence the distribution of points inside larger and well-separated collections. The collections that represent distinct categories are marked in Figure 3. Some of them are characterized by a certain strong spectral feature, hence the three main stellar parameters can be well mixed within the collection, in addition to being erroneous in cases where such features prevent a reliable estimate of their values.

For all targets corresponding to spectra with an assigned classification category, a search by coordinates inside 1" radius was performed on the SIMBAD database. The most common main type and other type properties of the matched SIMBAD objects are listed in Table 1. In the following paragraphs, categories are described individually, with several issues related to observations and reduction combined in the category **Problematic**.
Table 1

| Category             | N   | Main type                                                                 | Other types                                                                 |
|----------------------|-----|---------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Hot stars            | 4130| Star in cluster (20), variable star of RR Lyr type (13), variable star (12), variable star of delta Sct type (12), eclipsing binary of Algol type (detached) (8) | Infrared source (1486), variable star (41), star in cluster (26), rotationally variable star (19), variable star of RR Lyr type (13) |
| Cool metal-poor giants | 2784| Star in cluster (371), red giant branch star (162), possible red giant branch star (26), variable star of RR Lyr type (10), high proper-motion star (8) | Infrared source (695), star in cluster (552), red giant branch star (165), possible red giant branch star (84), variable star (13) |
| Molecular abs. bands | 1274| Variable star (4), long-period variable star (3), star in cluster (1), S star (1), possible red supergiant star (1) | Infrared source (500), variable star (9), long-period variable star (3), star in cluster (2), possible red supergiant star (2) |
| Binary stars         | 1817| Rotationally variable star (2), eclipsing binary of Algol type (detached) (1), star in cluster (1), double or multiple star (1), spectroscopic binary (1) | Infrared source (230), rotationally variable star (6), double or multiple star (4), spectroscopic binary (3), variable star (2) |
| Hα/Hβ emission       | 215 | High proper-motion star (5), rotationally variable star (4), X-ray source (2), double or multiple star (1), infrared source (1) | Infrared source (33), X-ray source (10), high proper-motion star (7), rotationally variable star (5), variable star (5) |
| Problematic          | 19095| Star in cluster (218), red giant branch star (47), high proper-motion star (11), variable star (8), variable star of RR Lyr type (7) | Infrared source (1313), star in cluster (253), red giant branch star (48), variable star (17), possible red giant branch star (12) |

Note. The columns give the classification category, number of classified spectra, and the most common SIMBAD main types and other types. SIMBAD defines a main type for each astronomical object in its database, and usually several other types generally inferred from its identifiers. For the last two columns, only the five most common types are listed, excluding the less interesting type Star.

* A large portion of such spectra are recoverable (see text).

(This table is available in machine-readable form.)
4.1. Hot Stars

A large collection in the right part of the map in Figure 2 contains mostly early-type stars, with temperatures well above solar, which are characterized predominantly by widened wings of the Hα and Hβ absorption lines. We observe a smooth transition of temperatures inside this collection, ranging from about 6500 up to 8000 K (upper limit of the grid of synthetic templates, see Kos et al. 2016). The metallicity distribution is also very smooth, along an axis perpendicular to temperature, while the surface gravity is more patchy, with dwarfs more clustered in some parts and giants more dispersed throughout the collection. Examples of spectra in this category with different metallicities and temperatures are shown in Figure 4.

4.2. Cool Metal-poor Giants

The collection in the bottom part of the projection map features mostly late-type stars with a measured metallicity well below solar value (−4.5 < [Fe/H] < −0.5, see Figure 5). The surface gravity distribution is clearly visible, with the majority of stars being giants, and most with temperatures in the range from 4000 K to a little above solar. The available records from SIMBAD support these claims, with 162 stars classified as red giant branch star, 26 as possible red giant branch star, and 10 as variable star of RR Lyr type.

4.3. Stars with Molecular Absorption Bands

The upper left part of the map in Figure 2 contains a region populated by spectra with strong molecular absorption bands. It is well isolated on one end, but still connected to the rest of the late-type stars on the other end. The temperatures in this collection are mostly low, as expected, but not unquestionable, as is nicely demonstrated by the very tip of this area on the left side, where we find the strongest absorption bands, while the temperatures derived for some of these spectra are much too high (above 6500 K). The increase in strength of absorption bands nicely follows the direction from this extreme end to the lower region of late-type spectra (from top to bottom on panels in Figure 6). The surface gravities and metallicities in this collection may also be problematic because producing reliable synthetic templates for these stars is challenging.

4.4. Binary Stars

Multiple stars, of which the majority represents double-lined spectroscopic binaries (SB2), are found in the bottom right part of the projection map, clustered in two well-separated collections. The main and most obvious difference between them is the position of the stronger of the two components in terms of the width of the equivalent width of absorption lines. For the lower group the stronger component is positioned blueward, while for the upper group it is redward. Although the distinction is not physically significant, it is evidently morphologically important. Following the arc-like shape of the two collections from left to right, the spectra show a progressively larger radial velocity separation of the two components, from almost blended double lines to lines separated by as much as 150 km s⁻¹. Examples of spectra of stars in this category are shown in Figure 7. The top star is a W
Figure 4. Examples of spectra of the hot stars category. Separate panels represent spectra from different Hermes spectral bands but for the same stars. The vertical spacing between the spectra in each panel is adjusted for clarity. From bottom to top in each panel, the spectra are labeled in sequence on the right axis, corresponding to the spectrum number in Table 2.
Figure 5. Same as Figure 4, but for the cool metal-poor giants category.
Figure 6. Same as Figure 4, but for the molecular absorption bands category.
Figure 7. Same as Figure 4, but for the binary stars category.
Figure 8. Same as Figure 4, but for the Hα/Hβ emission category.
Uma star, and the spectra are shown with increasing radial velocity separation of the two components from bottom to top. We have some indications of binarity in Table 1, although only for a handful of stars, the other candidates are currently unknown for their binary nature according to the SIMBAD database. The same search by coordinates as performed on SIMBAD reveals no systems in Pourbaix et al. (2004) and two systems in the Mason et al. (2001) catalogs. By visual inspection, some SB3 candidates and W Uma type SB2s are also part of this collection, although they are not isolated enough in the projection map to be labeled separately.

The number of spectra in this collection represents around 1% of the investigated Galah data set. However, the true number of such objects is doubtlessly larger, as there are many factors hindering their detection: SB2 with blended lines, exclusion of potential candidates in the third step of our classification procedure, or classification as problematic because of a stronger spectral feature. The simulation from Matijević et al. (2010) performed for an SB2 analysis of RAVE spectra found that the detection rate should be fairly high (~80%) for systems with orbital periods shorter than ≈100 days. The limiting line separation ∆V orb ≈ 50 km s⁻¹ for RAVE (near-IR, S/N ~ 45, R ~ 7500) should be smaller for Galah because of the higher resolution and S/N of spectra, and therefore the detection of longer period systems should be greatly improved. Indeed, the smallest separations among the detected binaries in this collection are ∆V orb ≈ 15 km s⁻¹.

4.5. Hα/Hβ Emission

Emission-type stars often feature diverse profiles in Hα and Hβ emission lines, indicative of young stars, cataclysmic variables, symbiotic stars, stars with massive outflows or inflows, and many other types of active objects. The shapes of emission profiles can be described by meaningful morphological and possibly also physical categories, as demonstrated by Traven et al. (2015). In this collection, the diverse profiles (double peaks, emission superimposed on absorption, P-Cygni, and others) are presented together, as there are relatively few of them and they are also not clearly separated in the projection map. The Hα emission line is mostly present and often accompanied by a similar profile shape of Hβ line. In some cases, molecular absorption bands and the lithium absorption line are clearly visible, all together are indicative of cooler, younger, and active stars. Examples of spectra in this category are shown in Figure 8.

4.6. Problematic

This collection is very diverse as it assembles spectra that are in some peculiar, and generally undesirable fashion, affected in either observations or data reduction. Emission spikes (5352 spectra) are most often present in the IR band and sometimes, but less strongly, in the red band, and are probably due to undersubtracted sky lines. The left and right parts of the map, shaped by low-density snake-like collections, represent spectra with one strong emission spike (9599) in the IR band. A normalization issue in the form of an oscillating continuum (2025) in the red band is also very common. Negative flux (2078) is most often present in the IR band, followed by the blue band and less often in the red band, and might be due to sky oversubtraction. There is one more quite interesting, but less frequent, reduction effect in the IR band. This is in the form of very low continuum (41), which is either at ~0.3 or close to and below zero level, often accompanied by strong oscillating features. These subcategories follow each other in Figure 9 from bottom to top in each panel. Most spectra in this category are well behaved in all aspects except for the described issues, and their automatic detection without manual inspection is very helpful for the iterative development and improvement of our reduction pipeline (Kos et al. 2016).

5. Specific Search for Young/Active Stars

We also present additional classification results based on a more specific projection map, in contrast to the general map presented in Section 4. These results follow the same procedure as explained in Section 3.3, but with different t-SNE input parameters and input spectral ranges. The motivation for this approach is to search for stars in their early evolution phases (Zerjal et al. 2013) for which features in Hα, Hβ, and 7Li spectral lines can be diagnostic of their activity (Soderblom 2010; Jeffries 2014). Perplexity is set to 50, and the spectral ranges 4841–4881 Å(Hβ) and 6543–6583 Å(Hα) are selected for the first t-SNE projection of the whole working set, while a perplexity of 15 and reduced spectral ranges (4859–4863, 6561–6565, and 6706–6710 Å) around the three diagnostic lines are selected for the second t-SNE projection of the filtered working set. Other combinations of perplexity and spectral ranges were tried, but this combination produced the most useful projection map.

Compared to the general classification from the previous section, we find additional candidates in the categories of binary stars (522), problematic spectra with oscillating continuum (665), and Hα/Hβ emission (868). With this projection map, we are able to partition the latter category and identify four distinct morphological subtypes (see Figures 10 and 11): Hα/Hβ emission, Hα/Hβ emission superimposed on absorption, Hα/Hβ P-Cygni, and Hα/Hβ inverted P-Cygni, all indicative of diverse underlying physical processes (Traven et al. 2015 and references therein). The Hα/Hβ emission category is a counterpart to the category presented in the previous section, and contains diverse component profiles of Hα/Hβ emission lines, that were not clearly separated in the projection map, as in the case of the latter three categories. It is possible that some emission profiles are a consequence of reduction issues instead of intrinsic properties of stars and their environment. We plan to address this possibility in future classification studies.

A new category lithium absorption is defined to account for spectra that display varying equivalent widths of the 7Li line, from weak to very strong absorptions, as shown in Figure 12. Significant 7Li absorption sometimes accompanies spectra in the Hα/Hβ emission categories, as is evident from Figure 10.

The categories in this section are listed in Table 3, along with the SIMBAD classes that indicate the connection between the youth and activity of stars and the observed Hα/Hβ multi-component profiles and prominent lithium absorption.

6. Catalog

The final classification results are collected in the catalog, whose contents are described in Table 4. Spectra with at least one assigned category from either Sections 4 or 5 are listed by their catalog ID, internal Galah ID of the corresponding target, coordinates of the target, APASS (Henden et al. 2012;
Figure 9. Same as Figure 4, but for the problematic category. Subcategories of spectra in the panels from bottom to top: emission spikes, strong emission spike, oscillating continuum, oscillating continuum, negative flux, low continuum, and low continuum.
We cross matched the coordinates of stars to retrieve information from the SIMBAD, VizieR, OGLE, and ADS online databases. Epoch 2000.0 coordinates of our targets are not identical with those from the catalogs, therefore we adopted a search radius of 1″ where applicable. The results of the search in VizieR catalogs are retrieved in the wavelength ranges gamma-ray, X-ray, EUV, UV, optical, IR, and radio. In the catalog, we list the number of VizieR tables in which a match is found. We also state the type of variability (class) for matched targets in OGLE-III online Catalog of Variable Stars (Soszyński et al. 2013). References from the literature (ADS) should provide additional information about objects of interest, but are not necessarily reliable sources of the characteristics of a certain object.

Some of the 28,579 stars (with 31,050 spectra) in our catalog are known to be peculiar types and have been discussed in the literature or listed in different sources. SIMBAD matched 5956 targets, VizieR finds at least one match in at least one of its catalogs for all unique targets (28,579), OGLE matched 148 targets, and 350 targets are matched successfully with references from the ADS database.

The electronic version of the catalog will be made publicly available at the CDS, excluding results for spectra from the problematic category, since these mainly stand out for data reduction reasons and will be recoverable in the upgraded versions of the reduction pipeline.

7. Visualization—t-SNE Explorer.

The t-SNE or Galah Explorer is an interactive web application developed for members of the Galah collaboration that provides a visualization of the feature-based distribution of spectra in the t-SNE projection map. The basic view contains the following:

Figure 10. Same as Figure 4, but based on results from the specific search for young/active stars. Examples for Hα/Hβ emission category are displayed.

Figure 11. Same as Figure 10, but for the categories Hα/Hβ emission superimposed on absorption, Hα/Hβ inverted P-Cygni, and Hα/Hβ P-Cygni. From bottom to top in panels, each category features five examples of spectra.
The complexity of spectral morphologies in principle increases with increasing wavelength range. In this respect, Galah with its four spectral bands surpasses many other spectroscopic surveys. Consequently, this makes the task of classification more difficult because spectral features can appear differently and from different effects in each band (wavelength-dependent markers of physical processes, reduction issues, hardware malfunction, different optical paths, etc.).

Our classification procedure can accept any arbitrary spectral ranges selected by the user, which (1) enables an emphasis on the particular physics we are interested in, and (2) removes possibly unwanted influences from strong features in other parts of the spectrum, which can complicate classification of the desired types of objects. These advantages were demonstrated with the specific projection in Section 5, selecting only narrow regions of Hα, Hβ, and 7Li for the search of young, active stars. Many detections of such objects were not possible with the first projection as the full spectral information along with strong problematic features, e.g., in the IR band, concealed those in other bands. For the same reason, we might miss some interesting morphological categories with weaker characteristic features hidden by stronger ones. The specific projection map yielded new candidates for three already defined categories from the general map, while also providing four new categories, validating the principle of exploiting.

8. Discussion

We have demonstrated that t-SNE can be used as an efficient tool for discovery of diverse spectral features and classification of stellar spectra. By projecting the Galah data set onto a two-dimensional space, it is able to preserve and visually reveal its complex morphological structure. Although not tested on our sample of spectra, it was shown by van der Maaten & Hinton (2008) that t-SNE is far superior in its domain, placing emphasis on (1) modeling dissimilar data points by means of large pairwise distances, and (2) modeling similar data points by means of small pairwise distances, which is not obvious for other nonlinear dimensionality reduction techniques and even less so for the linear ones.

The presented segments of the Galah Explorer enable the user to locate specific areas of interest in the map that feature characteristic values of parameters. It is also possible to search for a specific object using e.g., its unique identifier. Once selected, the user can inspect its morphological vicinity (parent hexagon) with the neighboring spectra, using statistical plots to evaluate their similarity.

The (briefly) described functionality offers a very powerful and useful way of reviewing any kind of a data set, locating and exploring its inherent structure in feature space, and detecting outliers. Many different projection maps can be incorporated into the Galah Explorer together with different DBSCAN modes for an efficient selection and identification of distinct morphological collections of spectra. The tool will be available on the Galah official website at http://galah-survey.org.

**t-SNE map:** similar to those in Figures 1 and 2. The map is split into hexagons that are color coded based on average values of parameters of contained data points.

**Large hexagonal frame:** this displays data points of a selected hexagon from the map, where each data point is color coded depending on selected numerical or descriptive (e.g., classification) parameters.

**List of parameters:** this can be chosen for color coding the map, while the individual values for all parameters are always displayed for the currently selected data point. Any supplementary information on the corresponding object (star) can also be displayed together with a link to Simbad and Vizier matches.

**Plotting area:** this has four panels corresponding to the four Galah spectral bands, where the median and the dispersion of normalized fluxes of all spectra of the currently selected hexagon is displayed, overplotted with the currently selected data point (spectrum).

**Search fields:** here the user can search by Galah identifier or other parameter values or labels available in the Galah database of reduced spectra. This immediately selects and displays the matching object.

Figure 12. Same as Figure 10, but for the lithium absorption category.
different t-SNE set-ups to select the best (or several) projection maps for classification purposes.

The search for peculiar objects and the classification presented here is not exhaustive or absolutely representative of the whole data set. It is limited by and reflects our choice of the t-SNE and DBSCAN algorithms that form the basis of our analysis, the selection of their parameters, our iterative approach, and the spectral range used in each of the steps of our classification scheme. In this respect, we recognize only the most prominent features revealed by the selected classification setup, which further define 10 distinct categories listed in Tables 1 and 3, containing a total of 31,050 spectra (28,579 unique targets). We acknowledge the possibility of establishing additional categories of exotic spectra in the Galah data set, and this will be explored in future studies.

When more than one projection map is used, possibly produced by different input selected spectral ranges, or simply using different DBSCAN modes, it can happen that the same spectrum is assigned to more than one category as a result of effects our choice of such cases are morphologically similar features, such as double lines from binary stars and emission superimposed on
absorption. These might be located close in the projection space, with a possible overlap region. Spectra with more than one category can be easily identified in the catalog (Table 4) as having values for both general and specific classification fields. The novel dimensionality reduction technique t-SNE is capable of representing astronomical spectra in a low-dimensional space where their morphology and hidden features can be efficiently discovered and studied. This was shown with an effective classification of the largest astronomical high-resolution spectroscopic data set so far, comprising 209,533 spectra, each containing 13,600 flux values. All data products along with the t-SNE Explorer will be publicly available in the coming data releases. The source code is freely available online, and our custom procedure for classification is easy to adapt to different spectroscopic or other astronomical data sets. This work will facilitate further investigation and understanding of the still-growing Gaia data set and enable focused studies of distinct categories of objects (e.g., binary stars). Although this work has made use of external sources, it is not dependent on them, and they mostly serve to support this proof-of-concept for the classification of a wide variety of astronomical data.

Based on data acquired through the Australian Astronomical Observatory, via programs 2013B/13, 2014A/25, 2015A/19. G.T. acknowledges the financial support from the Slovenian Research Agency (research core funding No. (P1-0188)). S.L. M. acknowledges the support of the Australian Research Council through grant DE140100598. This research has made use of the SIMBAD database (Wenger et al. 2000) and of the VizieR catalog access tool operated at CDS, Strasbourg, France. The original description of the VizieR service was published in Ochsenbein et al. (2000).
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