Learning with Delayed Rewards - A case study on inverse defect design in 2D materials
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Abstract

Defect dynamics in materials are of central importance to a broad range of technologies from catalysis to energy storage systems to microelectronics. Material functionality depends strongly on the nature and organization of defects – their arrangements often involve intermediate or transient states that present a high barrier for transformation. The lack of knowledge of these intermediate states and the presence of this energy barrier presents a serious challenge for inverse defect design, especially for gradient-based approaches. Here, we present a reinforcement learning (Monte Carlo Tree Search) based on delayed rewards that allow for efficient search of the defect configurational space and allows us to identify optimal defect arrangements in low dimensional materials. Using a representative case of 2D MoS$_2$, we demonstrate that the use of delayed rewards allows us to efficiently sample the defect configurational space and overcome the energy barrier for a wide range of defect concentrations (from 1.5% to 8% S vacancies) – the system evolves from an initial randomly distributed S vacancies to one with extended S line defects consistent with previous experimental studies. Detailed analysis in the feature space allows us to identify the optimal pathways for this defect transformation and arrangement. Comparison with other global optimization schemes like genetic algorithms suggests that the MCTS with delayed rewards takes fewer evaluations and arrives at a better quality of the solution. The implications of the various sampled defect configurations on the 2H to 1T phase transitions in MoS$_2$ are discussed. Overall, we introduce a Reinforcement Learning (RL) strategy employing delayed rewards that can accelerate the inverse design of defects in materials for achieving targeted functionality.
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Introduction

Defect dynamics play a significant role in electronic, optical, mechanical, and chemical properties across a wide range of materials. With proper optimization and design, these defected structures can yield superior properties. Thus, defect engineering is of significant interest in material design and synthesis. Transition-metal dichalcogenides (TMDs) tend to exhibit exotic properties with a major potential of being applicable in thermoelectrics and catalysis to nanoscale devices. In 2D transition metal dichalcogenides (TMDs), spatial distribution and dynamics of these defects impact their properties significantly. The most abundant type of defect in TMDs, such as MoS$_2$, is the chalcogen (Sulphur) mono-vacancy. During processing or operation of TMD-based devices, these point defects are known to transform to lower-energy extended defects, such as line defects. Such defect mediated transition can result in a cross-over between 2H (semiconductor) and 1T (metallic) phases of MoS$_2$. From the perspective of emerging applications such as neuromorphic computing, it is highly desirable to attain a fundamental understanding of the atomic-scale structure and dynamics of defects in 2D TMDs, as well as their role in driving such structural phase transitions. Identifying the optimal arrangement of defects and their evolution is a longstanding problem. There are several challenges that need to be addressed in this regard. First, the timescales over which these defects rearrange - these often extend up to several seconds and are clearly not accessible to atomistic simulation techniques. In this respect, structural search algorithms such as genetic algorithms have been successfully
employed to find thermodynamically-favored optimal arrangement of defects in materials.\textsuperscript{22} Second, the transition pathways from point to extended defects are often accompanied by a considerable energy barrier. This prevents search algorithms from efficiently exploring the defect configurational space - the large number of intermediate configurations with increasing barrier precludes the exploration of the optimal defect configuration as shown in Fig 1. Third, there are numerous confounding sub-optimal solutions ('metastable' defect configurations) that are plausible. For example, there are localized defect arrangements (termed as dalmatian effects) as shown in Fig. 1(b) - these local minimas act as sub-optimal traps during the initial optimization stage preventing an exhaustive exploration of defects phase space. Finally, it is worth noting that the variations in defect energetics are often subtle (a few meV/defect). When exploring such defect configurations, it is worth noting that the variance in energy becomes high even with minimal variance in the configurations (see Fig. 4). These complexities in defect energetics and dynamics can significantly delay or result in failure of convergence. There is a clear need to develop and deploy new search algorithms that efficiently navigate the search space and allow convergence to a global minimum with minimal evaluations.

Evolutionary algorithms like Genetic algorithms (GA)\textsuperscript{11,16} are great tools for inverse problems, especially for exploring multidimensional search space and finding crucial structural properties of systems with fair complexity\textsuperscript{20,22}. However, a major issue with these algorithms is that they are always driven by the rule of ‘survival of the fittest’ and tend to favor structures with a better objective in subsequent stages of the search. Although the presence of variation and mutation enables it to explore a wide range of the search space, the convergence is often sluggish, especially when navigating a complex landscape (e.g. defect design) where the path to the absolute global minima in the search presents high enough barrier. In such cases, the search tends to simply divert from the path based on the current state value of the objective which either slows the convergence significantly or results in a failure to reach solution convergence (discussed in detail later).

The number of evaluations, i.e., the time to convergence is an important criterion in materials design. This is especially important since the search engine is often interfaced with a computational model, which is used to evaluate the objective function. Typically, the computational model is either based on density functional theory (DFT) or a classical interatomic potential, which is used to compute the property specified in the objective. Even with the current leadership computing resources, DFT is computationally expensive compared to the classical models and is often limited to smaller system sizes (a few hundred atoms). While classical models are considerably cheaper, it is still important to achieving the target solution in any inverse design problem in as few evaluations as possible.

In this context, reinforcement Learning (RL)\textsuperscript{45,46} has a great potential to facilitate materials design and discovery, and are particularly suitable for this class of problems. Being able to learn on the fly by actively interacting with the environment makes RL methods highly adaptable, and allow them to make decisions by balancing the exploration-vs-exploitation trade-off. RL with its ability to explore the state space can thus identify and learn the best behavior of a system based on the past experience gained from interaction with the environment.

Here, we introduce a decision tree-based RL algorithm, i.e., Monte Carlo Tree Search (MCTS)\textsuperscript{47,48} which is a powerful machine learning\textsuperscript{43} tool that has found tremendous success in high dimensional (and seemingly intractable) search spaces like in games (such as Chess, Shigo, and Go)\textsuperscript{49}, synthesis planning or drug discovery\textsuperscript{46,47}, complex materials design and discovery\textsuperscript{49-53}. We first demonstrate that the problem of defect design in low dimensional materials is associated with intermediate configurations that pose an energy barrier before reaching the low-energy optimal defect configuration. This material problem is akin to the concept of “delayed rewards”\textsuperscript{54} in RL, which may often take a long sequence of actions, receiving insignificant reinforcement, and then finally arrive at a state with high reinforcement. We interface the MCTS model with a reactive model (ReaxFF)\textsuperscript{55} which is used to evaluate the energetics for various defective configurations of a representative 2D material i.e. MoS\textsubscript{2}. Our goal is to start from an initial randomly distributed S point defects (or vacancies) and navigate the search space of various extended defect configurations to identify the lowest energy optimal defect configuration. We highlight the necessary modifications to the MCTS algorithm to efficiently deal with the inverse problems that have “delayed rewards” and demonstrate the effectiveness of the approach in defect optimization for a range of different S vacancy concentrations. We compare the efficacy of our approach with our previous work\textsuperscript{38} using GA for defect design. Finally, we provide our perspectives and the applicability of our RL approach for a broad range of inverse problems in materials design and discovery.

**Computational Details: MCTS with delayed rewards**

The basic MCTS methodology incorporates mainly four stages: ‘Expansion’, ‘Simulation’, ‘Back-propagation’ and ‘Selection’, as shown in Fig. 2. The ‘Expansion’ stage is where the tree is grown by adding child nodes that correspond to perturbations of parent parameters. In the next Simulation stage, a finite number of rollouts are carried out at the newly created leaf node based on a predefined objective. In the ‘Backpropagation’ stage the current node and its all predecessors are updated with rollouts information. This is to get a qualitative objective of the decedent leaf nodes. The ‘Selection’
Figure 1: (a) Energy barrier encountered during linear alignment of S vacancies. (b) Typical variance in energy against variations in defect configurations of sulphur vacancies (at concentration of 1.5%) in MoS$_2$.

phase is driven by a popular tree policy upper confidence bound for parameters (UCB)\(^{[2]}\). The UCB of a leaf node is defined as

$$\text{UCB}(\text{node}_i) = \min(z_1, z_2, z_3, \ldots, z_i) + C \sqrt{\frac{\ln(v_p)}{v_i}}$$  \hspace{1cm} (1)$$

where $z_i$ and $v_i$ are the reward and the visit count of the $i^{th}$ node, respectively. $v_p$ is the visit count of the parent node and $C$ is a constant to balance exploration and exploitation. The value of $C$ can be controlled adaptively based on the progress of the search. The reward was set to the energy of the minimized configurations in meV.

We employed the MCTS as an AI optimizer to search for the energetically most favorable alignments of point defects starting from a random initial defect of S vacancies distributed in the chalcogen layer of the MoS$_2$ system (see Fig.3). As stated earlier, the inherent challenge with MoS$_2$ system is that it has a considerable initial energy barrier for linear alignment of vacancies, although this event is energetically favorable; see Fig. 1(a). Furthermore, the formation of the line defect in a large unit cell is statistically unlikely. There are many local minimas that are both and statistically more likely to form during a search than the more stable linear configurations; Fig. 1(b). We find these local minimas to be an impediment for the GA-based algorithms which rely on rare random events during the course of the optimization in order to form a sufficiently large line defect and allow such structure to dominate the GA’s generational population pool.

To address this issue, we modify the UCB function to incorporate the concept of delayed rewards in this optimization problem. A delayed reward to the objective helps the optimizer to initially explore the search space thoroughly to sample enough configurations which are energetically as well as configurationally favorable of forming line defects during the successive stages of the search algorithm and thus converging to the global minima of the search space. We augment the $C$ parameter in UCB equation with a term that scales with respect to the structural uniqueness of the node and total overall energy evaluations till the specific point of the search considered. This function, $g(C, N)$, is given by the relationship,

$$g(C, N) = \begin{cases} C \ast e^{-\alpha N^2}, & \text{if } E_N < E_{\text{best}(K)}^{(N-1)} \\ C \ast e^{-\alpha K^2}, & \text{otherwise} \end{cases}$$ \hspace{1cm} (2)$$

where $C$ is the same exploration constant as included in Eq. 1 (and specified by the user). This serves as the initial value of $g(C, N)$ prior to the rewards are being discounted. This also serves as the upper bound of this function. $N$ is the total number of energy evaluations performed by the MCTS algorithm and $\alpha$ is a user-defined constant. $E_{\text{best}(K)}^{(N-1)}$ is the lowest energy configuration, found at the $K^{th}$ MCTS evaluation, up until the total of $N - 1$ total energy evaluations, while $E_N$ is the energy of the configuration for the $N^{th}$ evaluation. The function $g(C, N)$ tunes the exploration part of the UCB (Eq.1) in such a way that during the initial stages of the search the exploration part of the UCB equation dominates the objective score. The $g(C, N)$ term cannot go below a certain value given by Eq. 2 for a given $N$ and thus directing the algorithm to initially ignore the immediate reward found during initialization ($N$ is very less) and begin building up a large knowledge base of structures from which it can begin making decisions off. At later stages of the search, the exploration term will quickly decay towards a minimal value upon encountering a highly rewarding configuration. As more is known about the total configurational space the node selections...
Figure 2: (a) The four basic stages of the MCTS algorithm. (b) An example MCTS tree and (c) its corresponding schematic variation in the objective score for each of the node configurations in the discrete action space. The MCTS tree grows (Expansion) and performs simulations (Rollouts) to get a quantitative understanding of the newly added child leaf and learns (Back-propagation). It then selects ideal leaves (Selection) from objective to go deeper in the tree, until the termination criterion is reached. MCTS goes up the energy barrier (e.g., path 0-2-7 in (b), wherein node 7 has higher energy from the rest) to converge to the global minima.

will begin to become biased towards the branches of the Tree which are proving to be highly rewarding. The overall MCTS objective function thus takes the form

\[ \text{UCB}(\text{node}_i, N) = -\min(z_1, z_2, z_3, ..., z_i) + g(C, N) \sqrt{\frac{\ln(v_p)}{v_i}}. \]  

(3)

Results and Discussions

We start with randomly distributed Sulphur vacancies of concentrations ($\rho$) 1.5%, 4%, 5% and 7.5% on a monolayer of periodic MoS$_2$ system, as shown in Fig. 3. For each concentration, the atomic interactions in the defective MoS$_2$ structures are modeled using reactive force field ReaxFF as implemented in the open-source LAMMPS package. Periodic boundary conditions are employed in the plane of the MoS$_2$ sheet. For evaluations of the MCTS rewards ($z_i$), it is interfaced with LAMMPS. Proposed defect configurations from the MCTS run are minimised using LAMMPS simulations and the obtained energies of the relaxed configurations are passed back to the MCTS run as rewards. The LAMMPS script used for this purpose is included with supplementary information.

We note that in a single layer MoS$_2$, a plane of Mo atoms is sandwiched between two planes of S atoms and in each S plane, the atoms are organized in a 2D triangular lattice. As the inter-layer vacancy migration is associated with a very high energy barrier (> 5 eV) and also previous DFT calculations report that the formation energies of S-vacancy (2.12 eV) are lower than all other types of defects including anti-sites, we restrict our search space to the top layer of S atoms. The defect density is defined as the ratio of vacant S sites to the total S cites in the top layer of a MoS$_2$ film. Here, our objective is to obtain the configuration with the lowest energy, i.e., linear alignment of S vacancies. Fig. 3 demonstrates the evolution of the configurations that are discovered during MCTS for the case of 4% vacancy concentration, wherein configurations from root node (depth 0) to the terminal node (depth 32) are shown. While the starting configurations at lower tree-depth values are seen to be randomly arranged vacancies, the final configuration, with line defects, is obtained at higher tree-depth value of 32.

During the search, it was observed that most of the defects tend to come together to form aggregates (Fig. 3) which are defined as vacancy clusters in this study. These clusters may have vacancies aligned as line defects. In Fig. 3(a), we can see that, although there is an initial energy barrier associated with these line defects, once a sufficient number of vacancies are in line the overall energy sharply drops with increment in the size of the line defects. It also to be noted that this feature of forming a line makes the initial small linear aggregates of special interest (even though it is of high energy) because of their potential of yielding an energetically low offspring upon further perturbation as a parent. This makes the ‘Overall linearity’ of vacancy aggregates as a metric that can provide either the idea of the potential of a configuration of becoming a good parent or the configuration being energetically low itself. Thus, two metrics were used to quantify the different levels of vacancy alignment in the configurational space. The first is the overall linearity of the vacancy clusters, which is given by the expression:
Overall linearity = $\sum_{i=1}^{N_c} n_i \ell_i$  \hspace{1cm} (4)

where $N_c$ is the total number of isolated vacancy clusters, $n_i$ is the number of S vacancies in the $i^{th}$ cluster and $\ell_i$ is the linearity of $i^{th}$ vacancy cluster which can have a value between 0-1 based on how linearly the vacancies are aligned. For our case, a value of 0 was assigned to the clusters where $\ell_i < 0.9$. The second metric we employed is the total number of isolated vacancy alignments present in a configuration. The lesser the number of isolated vacancies, the higher is the vacancy alignment - such configurations tend to be energetically lower.

As captured in Fig. 3, the search starts at node depth 0 (head node) with a configuration having random vacancies alignment and keeps on going deeper into the tree via expansion and selection till node depth 32, where the most energetically favorable configuration is obtained. We introduce 4 different kinds of moves to create an offspring leaf node by perturbing its parent node. These are swap, shift, associate, and dissociate. The ‘swap’ moves randomly perturb the vacancies and allow local alignments to form, the ‘shift’ move perturbs randomly selected vacancies within their local neighborhood, ‘associate’ move brings the isolated vacancies to align with the other vacancy arrangements formed and the ‘dissociate’ move breaks an alignment by moving randomly selected vacancies from the alignment. These moves are shown pictorially in Supplementary Information Fig. S1. During the MCTS run, a move is selected based on the specific probabilities and applied to the parent node to generate offsprings for playouts or expansion. The choice of probabilities for these different moves are based on the concept of delayed rewards. A detailed description of the probabilities of selection associated with these moves is provided in the supplementary information. A depth-based scaling was used to scale down the number of vacancies perturbed with the increasing depth of the tree. We can clearly see from Fig. 3 that, as the depth of the tree increases, the configurations tend to become more alike in terms of vacancy arrangement as the energy is decreasing. Perturbing more vacancies will introduce more randomness in the offspring leaf node configurations which might lead to a delay in convergence.

The probability of selection of the mentioned moves in accordance with the tree depth also plays a crucial role in the convergence of the MCTS search. A more chaotic perturbation move like swap, if used very deep inside the tree while the search is approaching convergence, will introduce unnecessary randomness in the offspring configurations. Likewise, the frequent use of local perturbation move like shift, associate, etc. in a very shallow tree will cause a loss of diversity in the initially sampled configurations. In the long run that might prove detrimental to the search convergence. Hence we resorted to two schemes for getting better performance from the MCTS search (a) depth-based perturbation scaling (b)
appropriate selection of the moves with tree depth.

From Fig. 3 it can be observed that the energy of the configurations does not consistently go down with an increment in the tree-depth (for e.g. 11-12, 18-19 etc.). As shown in Fig. 4 the search needs to climb up the energy barrier to converge to an energetically lower configuration. This trait is extremely crucial for systems like MoS$_2$ where the configurations at a later stage become almost structurally indistinguishable and display only slight differences in vacancy alignment, but having a considerable variance in energy. For example, configurations at depth 27 and 32 in Fig. 3 have almost identical vacancy alignment but an energy difference of $\sim 6.81$ meV/atom, which is quite high considering the overall energy range of the sampled defect configurations. Decisions solely based on the current state of the search will likely lead to either sluggish or no convergence to the optimal solution.

Next, we observe the effect of delayed rewards on the overall performance and convergence of the search as a whole. Fig. 4(a) shows the energy evolution $E_{N}^{\text{best}(K)}$ of the best candidate with MCTS evaluations, the augmented function $g(C, N)$ applied to the objective with respect to the number of energy evaluations. These results are shown for a vacancy concentration of 4%, while those for 1.5%, 5%, and 7.5% are included in Supplementary Information (Figs. S3, S5, and S7). For the energy ranges considered ($-5100$ to $-5000$ meV/atom), the value of exploration constant $C$ in Eq. 3 is set to 6000. The criteria of delayed reward is set in such a way (in Eq. 2) that there is a reduction in $g(C, N)$ term only if a drop in the energy value of the configuration is encountered. To follow the configurational evolution during the MCTS search, we analyzed the structural features of the configurations in fingerprint space. Fig. 4(b) shows the representation of all the MCTS sampled configurations in the first two principal components (PC), although the complete high-dimensional fingerprint space consisted of 147 dimensions. A SOAP (Smooth overlap atomic positions) fingerprint from python library DScriber was used for the fingerprint computations. It is evident from Fig. 4(b) that the whole configurational space is divided into two distinct regions. The region on the left is dominated by high energy configurations ($\sim -5.02$ to $-5.035$ eV/atom) while the second region to the right consists of mostly low-energy ($\sim -5.04$ to $-5.065$ eV/atom) configurations, although they still have high variance in energy values. There is a clear configurational gap between these two regions. This corresponds to the energy barrier associated with the formation of an initial linear alignment as seen in Fig. 1 that is needed to be overcome before we can arrive at optimal defect configurations.

From Fig. 4(a) it can be seen that until about 5000 MCTS evaluations, $g(C, N)$ function isn’t at its minimum and the overall energy of the current best configuration is quite high ($-5.035$ eV/atom). During this initial exploration phase of the search, the MCTS mainly explores the left region in Fig. 4(b) (points 1-13 in Fig. 4(a)(b)) and samples configurations randomly till a suitable initial alignment of the vacancies is formed. This helps the MCTS search to overcome the initial configurational barrier and move to the zone on the right with lower energy configurations (point 14 or higher in Fig. 4(b)). At this point, the reward increases and becomes maximum as the search moves to its exploitation phase. During this exploitation phase, the value of the exploration part decreases, and the UCB objective function (Eq. 3) becomes biased towards the rewards (i.e., the energy of the configurations). The energetically lower configurations are exploited frequently to generate new offsprings. After the search moves to the right region in the configurational space in Fig. 4(b), the MCTS
performs extremely well (in lowering the objective) due to the fact that it does not only exploits the configurations with the lowest energies but also the configurations with similar vacancy arrangement while having comparatively higher energy. This is because of the subtle balance maintained between the exploration and exploitation by UCB Eq. 3. This helps the search to converge to the possible global minima very quickly even if the optimization problem involves a relatively high energy barrier to the optimal solution.

We then compare the performance of MCTS with delayed rewards to a regular MCTS search i.e. without any delayed rewards, for two vacancy concentrations of 1.5% and 4% (Fig. 5). For the case of 1.5% vacancy concentration, both the MCTS, with and without delayed rewards seem to perform well while converging to the global minima. For MCTS with delayed rewards, it can be seen in Fig. 5(a) that, initially around $\sim 6000$ evaluations the energy of the sampled configurations are comparatively high compared to the MCTS without delayed rewards. In this phase, MCTS is exploring the search space since there is a penalty to the rewards. Once it crosses that stage the energy sharply falls and the search converges with minimal evaluations. However, as the vacancy concentration increases to 4%, regular MCTS performs sluggishly and takes a large number of evaluations to converge, and the converged configuration is also slightly higher in energy ($\sim$1 meV) than its delayed reward case (see Fig. 5(b)). This is due to the fact that initial inefficient sampling of configuration space, at a later stage, causes a lack of suitable parent configurations from which a configurationally and energetically ideal offspring can be obtained. In this case, MCTS with delayed rewards outperforms MCTS and converges to an energetically lower configuration with significantly fewer evaluations ($\sim 12000$). It is also to be noted that changing the hyperparameters may result in a variance in the number of evaluations to converge. However, as the vacancy concentration is increasing, MCTS with delayed rewards performs extremely well both in terms of taking fewer evaluations to converge and obtaining energetically lower configurations upon convergence.

Finally, we compare the search performance of MCTS (with delayed rewards) with that of GA in Fig. 6 and Table 1. For the case with 4% vacancy concentration (Fig. 6(a)), the energy of the best configuration from the MCTS search till $\sim 9000$ evaluations is comparatively higher than that of GA. While it takes GA around $\sim 30000$ evaluations to converge, we find that the MCTS converges within $\sim 12000$ evaluations and successfully finds a configuration that is $\sim 4$ meV/atom lower than the best candidate of the GA (Table 1). Comparing the best configurations from the GA and MCTS in Fig. 6(a), we can clearly see that the vacancies tend to form extended line defects in both cases. However, compared to GA the configuration obtained from MCTS has almost all the vacancies aligned.

For the case of 1.5%, 5%, and 7.5% vacancy concentrations as well, the final configurations obtained from MCTS, which have almost all the vacancies aligned, are energetically lower compared to those obtained from GA (see Fig. 6). The final configurations for $\rho$ 1.5% had all of its vacancies aligned as extended line defects while the cases with 5% and 7.5% concentration obtained from MCTS seem to have most of the vacancies aligned as line defects unlike those for GA, as captured in Fig. 6 (a), (b), and (c). Because of this, MCTS identified configurations are energetically lower than the ones obtained from GA (Table 1). The total energy evaluations taken by MCTS to converge to these configurations are also significantly less compared to that for GA. In Fig. 6(a) for $(\rho)=1.5\%$, it can be seen that GA search is getting saturated after $\sim 4000$ evaluations, and the energy of the final configuration is considerably high when compared to that of the final configurations from MCTS ($\sim 6.7$ meV). For the case of both vacancy concentrations...
Figure 6: Comparison of evolution of the best candidate with number of energy evaluations, along with the initial and final optimised configuration for MCTS (Monte Carlo Tree Search) and GA (Genetic algorithm)\cite{22} for 4 different S vacancy concentrations ($\rho$) of (a) 1.5%, (b) 4%, (c) 5% and (d) 7.5%.

($\rho$) of 5% and 7.5% (Fig. 6b and c), the overall energy of the best configuration from MCTS is higher for initial $\sim$9000 evaluations as compared to GA since MCTS is in its exploration phase. However, afterward, as MCTS moves towards the exploitation phase the best candidate energy goes down very sharply. Overall, it takes substantially fewer evaluations for MCTS to converge as compared to that for GA.

The lowest energy configurations for each of the four vacancy concentrations of 1.5%, 4%, 5%, and 7.5% are shown in Fig. 5 and can be seen to display most of the vacancy defects aligned as a line. During the search, the vacancies tend to form low energy aggregates (Fig. 1b). Many of these aggregates might act as local minima and can trap the optimizer algorithm. However, it is also noticeable (in Fig. 5) that some of these vacancy aggregates acts as a precursor to a low energy configuration with line defects. Thus there is clearly a relationship between the occurrence of these vacancy aggregates and the formation of line defects in the subsequent stages. From our search, the final configurations obtained had most of the vacancies aligned as line defects and were energetically lower than those obtained from the competing GA.

The nature of defect aggregation has significant implications for phase transitions in 2D TMCs\cite{22, 23, 28, 61}. During the early part of the search, we note that the single vacancies can cluster to form many small aggregates like dimers or trimers - these configurations are energetically higher (i.e. metastable) than those with extended line vacancies but have been found in the experiments\cite{62, 63}. As shown in our earlier works, these do not trigger the 2H-1T phase transition in MoS$_2$ system with defects\cite{22, 23, 28}. The extended line defects, which represent energetically lower configurations as identified by our MCTS search, lead to the formation of an intermediate $\alpha$ phase near the defective region. The induced stress causes S atoms to hop towards the defective region. Although there is an energy barrier to be surmounted, the 1T phase is more likely to nucleate near this region. It is also very likely that coupling of two $\alpha$ phase regions at 60° may trigger the formation of 1T domains in 2H phase of MoS$_2$\cite{23}. The presence of these extended line defects tends to aid the transformations from 2H to 1T.

**Conclusion**

In summary, we have introduced the concept of using reinforcement learning (RL) algorithms such as MCTS
Table 1: Comparison of MCTS and GA for the search of low energy defect configurations in MoS$_2$. The results of GA are taken from the past work.$^{22}$

| $\rho$ | GA | MCTS |
|-------|-----|------|
|       | No. of Evaluations to converge | Energy of the lowest configuration [eV/atom] | No. of Evaluations to converge | Energy of the lowest configuration [eV/atom] |
| 1.5%  | 3960 | -5.04666 | 6228 | -5.05352 |
| 4%    | 28200 | -5.06125 | 12115 | -5.06485 |
| 5%    | 26960 | -5.06238 | 17929 | -5.06465 |
| 7.5%  | 12200 | -5.04783 | 9378  | -5.05081 |

with delayed rewards to accelerate materials search and discovery problems where there either exist a number of unstable intermediates along the search pathway or involve surmounting high energetic barrier to reach optimal configurations. Using a representative and well-studied problem of defect optimization in 2D TMC such as MoS$_2$, we demonstrate that the use of delayed rewards facilitates enhanced exploration as well as the exploitation of the search pathways leading to the identification of optimal defect configurations. For a range of different vacancy concentrations studied, our RL algorithm suggests that the initial randomly distributed S vacancies tend to aggregate and form energetically favorable line defects – the vacancy aggregation process involves an energy barrier of $\sim$3-5 meV/atom that depends strongly on the number of linear S vacancies. We show that the presence of this energy barrier as well as subtle energetics between various low energy defective (and degenerate) vacancy clusters necessitates the use of delayed rewards. The various different MCTS search pathways are analyzed in the fingerprint space to demonstrate the effectiveness of “learning with delayed rewards”. The various favorable pathways for S vacancy aggregation from an initial randomly distributed point vacancy to an optimal line effect are discussed in detail. We further compare the performance of our MCTS search with that of genetic algorithm (GA) – the MCTS is able to predict lower energy configurations in fewer search evaluations compared to GA. Thus, the speed of the search as well as the quality of the solution obtained is superior for the representative cases considered in this study. Overall, this study provides useful insights into pathways for defect aggregation in low dimensional materials and introduces a search strategy that allows for materials discovery in problems where the search pathways have unstable intermediates or high barrier to the solution.

Supporting Information

The representative figure of four basic MCTS moves used, Description of selection probability of moves, MCTS trajectory from the root node to the terminal node (for the vacancy concentrations of 1.5%, 5%, and 7.5%), the evolution of the energy of the best candidate $E_{\text{best}}(K)$ and the $g(C, N)$ (for vacancy concentrations of 1.5%, 5%, and 7.5%), representation of all the MCTS configurations on the principal component space (for vacancy concentrations of 1.5%, 5%, and 7.5%). The LAMMPS script used for the minimization of the configurations.
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