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Abstract

In an indirect Gaussian sequence space model lower and upper bounds are derived for the concentration rate of the posterior distribution of the parameter of interest shrinking to the parameter value $\theta^o$ that generates the data. While this establishes posterior consistency, however, the concentration rate depends on both $\theta^o$ and a tuning parameter which enters the prior distribution. We first provide an oracle optimal choice of the tuning parameter, i.e., optimized for each $\theta^o$ separately. The optimal choice of the prior distribution allows us to derive an oracle optimal concentration rate of the associated posterior distribution. Moreover, for a given class of parameters and a suitable choice of the tuning parameter, we show that the resulting uniform concentration rate over the given class is optimal in a minimax sense. Finally, we construct a hierarchical prior that is adaptive. This means that, given a parameter $\theta^o$ or a class of parameters, respectively, the posterior distribution contracts at the oracle rate or at the minimax rate over the class. Notably, the hierarchical prior does not depend neither on $\theta^o$ nor on the given class. Moreover, convergence of the fully data-driven Bayes estimator at the oracle or at the minimax rate is established.
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## 1 Introduction

Accounting for the fact that inverse problems are widely used in many fields of science, there has been over the last decades a growing interest in statistical inverse problems (see, e.g., Korostelev and Tsybakov [1993], Mair and Ruymgaart [1996], Evans and Stark [2002], Kaipio and Somersalo [2005], Bissantz et al. [2007] and references therein). Mathematical statistics has paid special attention to oracle or minimax optimal nonparametric estimation and adaptation in the framework of inverse problems (see Efrodimovich and Koltchinskii [2001], Cavalier et al. [2003], Cavalier [2008] and Hoffmann and Reiß [2008], to name but a few). Nonparametric estimation in general requires to choose a tuning parameter which is challenging in practise. Oracle and minimax estimation is achieved, respectively, if the tuning parameter is set to an optimal value which relies either on a knowledge of the unknown parameter of interest or of certain characteristics of it (such as smoothness). Since both the parameter and its smoothness are unknown, it is necessary to design a feasible procedure to select the tuning parameter that adapts to the unknown underlying function or to its regularity and achieves the oracle or minimax rate. Among the most prominent approaches stand without doubts model selection (cf. Barron et al. [1999] and its exhaustive discussion in Massart [2007]), Stein’s unbiased risk estimation and its extensions (cf. Cavalier et al. [2002], Cavalier et al. [2002] or Cavalier and Hengartner [2005]), Lepski’s method (see, e.g., Lepskij [1990], Birgé [2001], Efrodimovich and Koltchinskii [2001] or Mathé [2006]) or combinations of the aforementioned strategies (cf. Goldenshluger and Lepski [2011] and Comte and Johannes [2012]).

On the other hand side, it seems natural to adopt a Bayesian point of view where the tuning parameter can be endowed with a prior. As the theory for a general inverse problem – with a possibly unknown or noisy operator – is technically highly involved, we consider in this paper as a starting point an indirect Gaussian regression which is well known to be equivalent to an indirect Gaussian sequence space model (in a Le Cam [1964] sense, see, e.g., Brown and Low [1996] for the direct case and Meister [2011] for the indirect case).

Let $\ell_2$ be the Hilbert space of square summable real valued sequences endowed with the usual inner product $\langle \cdot, \cdot \rangle_{\ell_2}$ and associated norm $\| \cdot \|_{\ell_2}$. In an indirect Gaussian sequence space model (iGSSM) one aim is to recover a parameter sequence $\theta = (\theta_j)_{j \geq 1} \in \ell_2$ from a transformed version $(\lambda_j \theta_j)_{j \geq 1}$ that is blurred by a Gaussian white noise. Precisely, an observable sequence of random variables $(Y_j)_{j \geq 1}$, $Y$ for short, obeys an indirect Gaussian sequence space model, if

$$Y_j = \lambda_j \theta_j + \sqrt{\varepsilon} \xi_j, \quad j \in \mathbb{N}, \quad (1.1)$$
where \( \{\xi_j\}_{j \geq 1} \) are unobservable error terms, which are independent and standard normally distributed, and \( 0 < \varepsilon < 1 \) is the noise level. The sequence \( \lambda = (\lambda_j)_{j \geq 1} \) represents the operator that transforms the signal \( \theta \). In the particular case of a constant sequence \( \lambda \) the sequence space model is called direct while it is called an indirect sequence space model if the sequence \( \lambda \) tends to zero. We assume throughout the paper that the sequence is bounded.

In this paper we adopt a Bayesian approach, where the parameter sequence of interest \( \theta = (\theta_j)_{j \geq 1} \) itself is a realisation of a random variable \( \vartheta = (\vartheta_j)_{j \geq 1} \) and the observable random variable \( Y = (Y_j)_{j \geq 1} \) satisfies

\[
Y_j = \lambda_j \vartheta_j + \sqrt{\varepsilon} \xi_j, \quad j \in \mathbb{N} \tag{1.2}
\]

with independent and standard normally distributed error terms \( \{\xi_j\}_{j \geq 1} \) and noise level \( 0 < \varepsilon < 1 \). Throughout the paper we assume that random parameters \( \{\vartheta_j\}_{j \geq 1} \) and the error terms \( \{\xi_j\}_{j \geq 1} \) are independent. Consequently, (1.2) and a specification of the prior distribution \( P_\vartheta \) of \( \vartheta \) determine completely the joint distribution of \( Y \) and \( \vartheta \). For a broader overview on Bayesian procedures we refer the reader to the monograph by Robert [2007].

Typical prior specifications studied in the direct sequence space model literature are compound priors, also known as Sieve priors (see, e.g., Zhao [2000], Shen and Wasserman [2001] or Arbel et al. [2013], Gaussian series priors (cf. Freedman [1999], Cox [1993] or Castillo [2008]), block priors (cf. Gao and Zhou [2014]), countable mixture of normal priors (cf. Belitser and Ghosal [2003]) and finite mixtures of normal and Dirac priors (e.g. Abramovich et al. [1998]). In the context of an iGSSM, Knapik et al. [2011] and Knapik et al. [2014] consider Gaussian series priors and continuous mixture of Gaussian series priors, respectively.

By considering an iGSSM we derive in this paper theoretical properties of a Bayes procedure with a Sieve prior specification from a frequentist point of view, meaning that there exists a true parameter value \( \theta^o = (\theta^o_j)_{j \geq 1} \) associated with the data generating process of \( (Y_j)_{j \geq 1} \). A broader overview of frequentist asymptotic properties of nonparametric Bayes procedures can be found, for example, in Ghosh and Ramamoorthi [2003], while direct and indirect models, respectively, are considered by e.g., Zhao [2000], Belitser and Ghosal [2003], Castillo [2008] and Gao and Zhou [2014], and, e.g., Knapik et al. [2011] and Knapik et al. [2014]. Bayesian procedures in the context of slightly different Gaussian inverse problems and their asymptotic properties are studied in, e.g., Agapiou et al. [2013] and Florens and Simoni [2014]. However, our special attention is given to posterior consistency and optimal posterior concentration in an oracle or minimax sense, which we elaborate in the following.
In this paper we consider a sieve prior family \( \{P_{\vartheta^m}\}_m \) where the prior distribution \( P_{\vartheta^m} \) of the random parameter sequence \( \vartheta^m = (\vartheta^m_j)_{j \geq 1} \) is Gaussian and degenerated for all \( j > m \). More precisely, the first \( m \) coordinates \( \{\vartheta^m_j\}_{j=1}^m \) are independent and normally distributed random variables while the remaining coordinates \( \{\vartheta^m_j\}_{j>m} \) are degenerated at a point. Note that the dimension parameter \( m \) plays the role of a tuning parameter. Assuming an observation \( Y = (Y_j)_{j \geq 1} \) satisfying \( Y_j = \vartheta^m_j + \sqrt{\varepsilon} \xi_j \), we denote by \( P_{\vartheta^m|Y} \) the corresponding posterior distribution of \( \vartheta^m \) given \( Y \). Given a prior sub-family \( \{P_{\vartheta^m_{\varepsilon}}\}_{m_{\varepsilon}} \) in dependence of the noise level \( \varepsilon \), our objective is the study of frequentist properties of the associated posterior sub-family \( \{P_{\vartheta^m_{\varepsilon}|Y}\}_{m_{\varepsilon}} \). To be more precise, let \( \theta^\circ \) be the realization of the random parameter \( \vartheta \) associated with the data-generating distribution and denote by \( \mathbb{E}_{\theta^\circ} \) the corresponding expectation. A quantity \( \Phi_{\varepsilon} \), which is up to a constant a lower and an upper bound of the concentration of the posterior sub-family \( \{P_{\vartheta^m_{\varepsilon}|Y}\}_{m_{\varepsilon}} \), i.e.,

\[
\lim_{\varepsilon \to 0} \mathbb{E}_{\theta^\circ} P_{\vartheta^m_{\varepsilon}|Y}((K)^{-1} \Phi_{\varepsilon} \leq \|\vartheta^m_{\varepsilon} - \theta^\circ\|_2^2 \leq K \Phi_{\varepsilon}) = 1 \quad \text{with } 1 \leq K < \infty,
\]

is called exact posterior concentration (see, e.g., Barron et al. [1999], Ghosal et al. [2000] or Castillo [2008] for a broader discussion of the concept of posterior concentration). We shall emphasise that the derivation of the posterior concentration relies strongly on tail bounds for non-central \( \chi^2 \) distributions established in Birgé [2001]. Moreover, if \( \Phi_{\varepsilon} \to 0 \) as \( \varepsilon \to 0 \) then the lower and upper bound given in (1.3) establish posterior consistency and \( \Phi_{\varepsilon} \) is called exact posterior concentration rate. Obviously, the exact rate depends on the prior sub-family \( \{P_{\vartheta^m_{\varepsilon}}\}_{m_{\varepsilon}} \) as well as on the unknown parameter \( \theta^\circ \).

In the spirit of a frequentist oracle approach, given a parameter \( \theta^\circ \) we derive in this paper a prior sub-family \( \{P_{\vartheta^m_{\varepsilon}}\}_{m_{\varepsilon}} \) with smallest possible exact posterior concentration rate \( \Phi_{\varepsilon} \) which we call, respectively, an oracle prior sub-family and an oracle posterior concentration rate. On the other hand side, following a minimax approach, Johannes and Schwarz [2013], for example, derive the minimax rate of convergence \( \Phi_{\varepsilon}^\star \) of the maximal mean integrated squared error (MISE) over a given class \( \Theta_a \) of parameters (introduced below). We construct a sub-family \( \{P_{\vartheta^m_{\varepsilon}}\}_{m_{\varepsilon}} \) of prior distributions with exact posterior concentration rate \( \Phi_{\varepsilon} \) uniformly over \( \Theta_a \) which does not depend on the true parameter \( \theta^\circ \) but only on the set of possible parameters \( \Theta_a \). It is interesting to note that in a direct GSSM Castillo [2008] establishes up to a constant the minimax-rate as an upper bound of the posterior concentration, while the derived lower bound features a logarithmic factor compared to the minimax rate. Arbel et al. [2013], for example, in a direct GSSM and Knapik et al. [2014] in an indirect GSSM provide only upper bounds of the posterior concentration rate which differ up to a logarithmic factor from the minimax rate. We shall emphasize, that the prior specifications we propose in this paper lead to exact posterior concentration rates that are optimal in an oracle or minimax sense over
certain classes of parameters not only in the direct model but also in the more general indirect model. However, both oracle and minimax sieve prior are unfeasible in practise since they rely on the knowledge of either $\theta^0$ itself or its smoothness.

Our main contribution in this paper is the construction of a hierarchical prior $P_{\vartheta^M}$ that is adaptive. Meaning that, given a parameter $\theta^0 \in \ell_2$ or a classes $\Theta_a \subset \ell_2$ of parameters, the posterior distribution $P_{\vartheta^M \mid Y}$ contracts, respectively, at the oracle rate or the minimax rate over $\Theta_a$ while the hierarchical prior $P_{\vartheta^M}$ does not rely neither on the knowledge of $\theta^0$ nor the class $\Theta_a$. Let us briefly elaborate on the hierarchical structure of the prior which induces an additional prior on the tuning parameter $m$, i.e., $m$ itself is a realisation of a random variable $M$. We construct a prior for $M$ such that the marginal posterior for $\vartheta^M$ (obtained by integrating out $M$ with respect to its posterior) contracts exactly at the oracle concentration rate. This is possible for every $\theta^0$ whose components differ from the components of the prior mean infinitely many times. In addition, for every $\theta^0$ in the class $\Theta_a$ we show that the posterior distribution $P_{\vartheta^M \mid Y}$ contracts at least at the minimax rate $\Phi^\ast \epsilon$ and that the corresponding Bayes estimate is minimax-optimal. Thereby, the proposed Bayesian procedure is minimax adaptive over the class $\Theta_a$.

Although adaptation has attracted remarkable interest in the frequentist literature, only few contributions are available in the Bayesian literature on Gaussian sequence space models. In a direct model Belitser and Ghosal [2003], Szabó et al. [2013], Arbel et al. [2013] and Gao and Zhou [2014] derive Bayesian methods that achieve minimax adaptation while in an indirect Gaussian sequence space model, to the best of our knowledge, only Knapik et al. [2014] has derived an adaptive Bayesian procedure. In this paper, we extend previous results on adaptation obtained through sieve priors to the indirect Gaussian sequence space model. This requires a specification of the prior on the tuning parameter $M$ different from the one used by, e.g., Zhao [2000] and Arbel et al. [2013]. Interestingly, our novel prior specification on $M$ improves the general results of Arbel et al. [2013] since it allows to obtain adaptation without a rate loss (given by a logarithmic factor) even in the direct model. Compared to Knapik et al. [2014] our procedure relies on a sieve prior while they use a family of Gaussian prior for $\vartheta$ that is not degenerate in any component of $\vartheta$ and where the hyper-parameter is represented by the smoothness of the prior variance. Their procedure is minimax-adaptive up to a logarithmic deterioration of the minimax rate on certain smoothness classes for $\theta^0$ which is, instead, avoided by our procedure.

The rest of the paper is organised as follows. The prior scheme is specified in Section 2. In Section 3 we derive the lower and upper bound of the posterior concentration, the oracle posterior concentration rate and the minimax rate. In Section 4 we introduce a prior distribution $P_M$ for the random dimension $M$ and we prove adaptation of the
2 Basic model assumptions

Let us consider a Gaussian prior distribution for the parameter \( \theta = (\vartheta_j)_{j \geq 1} \), that is, \( \{\vartheta_j\}_{j \geq 1} \) are independent, normally distributed with prior means \( (\theta_j^\omega)_{j \geq 1} \) and prior variances \( (\varsigma_j)_{j \geq 1} \). Standard calculus shows that the posterior distribution of \( \theta \) given \( Y = (Y_j)_{j \geq 1} \) is Gaussian, that is, given \( Y \), \( \{\vartheta_j\}_{j \geq 1} \) are conditionally independent, normally distributed random variables with posterior variance \( \sigma_j := \text{Var}(\vartheta_j | Y) = (\lambda_j^2 \varepsilon^{-1} + \varsigma_j^{-1})^{-1} \) and posterior mean \( \theta_j^Y := \mathbb{E}[\vartheta_j | Y] = \sigma_j (\varsigma_j^{-1} \theta_j^\omega + \lambda_j \varepsilon^{-1} Y_j) \), for all \( j \in \mathbb{N} \). Taking this as a starting point, we construct a sequence of hierarchical Sieve prior distributions. To be more precise, let us denote by \( \delta_x \) the Dirac measure in the point \( x \). Given \( m \in \mathbb{N} \), we consider the independent random variables \( \{\vartheta_j^m\}_{j \geq 1} \) with marginal distributions

\[
\vartheta_j^m \sim N(\theta_j^\omega, \varsigma_j), \quad 1 \leq j \leq m \quad \text{and} \quad \vartheta_j^m \sim \delta_{\theta_j^\omega}, \quad m < j,
\]

resulting in the degenerate prior distribution \( P_{\theta^m} \). Here, we use the notation \( \vartheta^m = (\vartheta_j^m)_{j \geq 1} \). Consequently, \( \{\vartheta_j^m\}_{j \geq 1} \) are conditionally independent given \( Y \) and their posterior distribution \( P_{\theta_j^m | Y} \) is Gaussian with mean \( \theta_j^Y \) and variance \( \sigma_j \) for \( 1 \leq j \leq m \) while being degenerate on \( \theta_j^\omega \) for \( j > m \).

Let \( \mathbb{1}_A \) denote the indicator function which takes the value one if the condition \( A \) holds true, and the value zero otherwise. We consider the posterior mean \( \hat{\theta}^m = (\hat{\theta}_j^m)_{j \geq 1} := \mathbb{E}[\vartheta^m | Y] \) given for \( j \geq 1 \) by \( \hat{\theta}_j^m := \theta_j^Y \mathbb{1}_{(j \leq m)} + \theta_j^\omega \mathbb{1}_{(j > m)} \) as Bayes estimator of \( \theta \).

We shall emphasize an improper specification of the prior, that is, \( \theta^\omega = (\theta_j^\omega)_{j \geq 1} \equiv 0 \) and \( \varsigma = (\varsigma_j)_{j \geq 1} \equiv \infty \). Obviously, in this situation \( \theta^Y = Y/\lambda = (Y_j/\lambda_j)_{j \geq 1} \) and \( \sigma = \varepsilon/\lambda^2 = (\varepsilon/\lambda_j^2)_{j \geq 1} \) are the posterior mean and variance sequences, respectively. Consequently, under the improper prior specification, for each \( m \in \mathbb{N} \) the posterior mean \( \hat{\theta}^m = \mathbb{E}[\vartheta^m | Y] \) of \( \vartheta^m \) corresponds to an orthogonal projection estimator, i.e., \( \hat{\theta}^m = (Y/\lambda)^m \) with \( (Y_j/\lambda_j)^m = Y_j/\lambda_j \mathbb{1}_{\{1 \leq j \leq m\}} \).

From a Bayesian point of view the thresholding parameter \( m \) is a hyper-parameter and hence, we may complete the prior specification by introducing a prior distribution on it. Consider a random thresholding parameter \( M \) taking its values in \( \{1, \ldots, G_x\} \) for some \( G_x \in \mathbb{N} \) with prior distribution \( P_M \). Both \( G_x \) and \( P_M \) will be specified in Section 4. Moreover, the distribution of the random variables \( \{Y_j\}_{j \geq 1} \) and \( \{\vartheta_j^M\}_{j \geq 1} \) conditionally on \( M \) are determined by

\[
Y_j = \lambda_j \vartheta_j^M + \sqrt{\varepsilon} \xi_j \quad \text{and} \quad \vartheta_j^M = \theta_j^\omega + \sqrt{\varsigma_j} \eta_j \mathbb{1}_{\{1 \leq j \leq M\}}
\]
where $\{\xi_j, \eta_j\}_{j>1}$ are iid. standard normal random variables independent of $M$. Furthermore, the posterior mean $\hat{\theta} := \mathbb{E}[\vartheta_m | Y]$ satisfies $\hat{\theta}_j = \theta_j^\nu$ for $j > G_\varepsilon$ and $\hat{\theta}_j = \theta_j^\nu P(1 \leq M < j | Y) + \theta_j^Y P(j \leq M \leq G_\varepsilon | Y)$ for all $1 \leq j \leq G_\varepsilon$. It is important to note, that the marginal posterior distribution $P_{\vartheta_m | Y}$ of $\vartheta_m = (\vartheta_j^M)_{j \geq 1}$ given the observation $Y$ does depend on the prior specification and the observation only, and hence it is fully data-driven. Revisiting the improper prior specification introduced above, the data-driven Bayes estimator equals a shrunk orthogonal projection estimator. More precisely, we have $\hat{\theta}_j = P(j \leq M \leq G_\varepsilon | Y) \times Y_j / \lambda_j 1_{\{1 \leq j \leq G_\varepsilon\}}$. Interestingly, rather than using the data to select the dimension parameter $m$ in the set of possible values $\{1, \ldots, G_\varepsilon\}$, the Bayes estimator uses all components, up to $G_\varepsilon$, shrunk by a weight decreasing with the index.

3 Optimal concentration rate

3.1 Consistency

Note that conditional on $Y$ the random variables $\{\vartheta_j^m - \theta_j^\circ\}_{j=1}^m$ are independent and normally distributed with conditional mean $\theta_j^Y - \theta_j^\circ$ and conditional variance $\sigma_j$. The next assertion presents a version of tail bounds for sums of independent squared Gaussian random variables. It is shown in the appendix using a result due to Birgé [2001] which can be shown along the lines of the proof of Lemma 1 in Laurent et al. [2012].

**Lemma 3.1.** Let $\{X_j\}_{j \geq 1}$ be independent and normally distributed r.v. with mean $\alpha_j \in \mathbb{R}$ and standard deviation $\beta_j \geq 0$, $j \in \mathbb{N}$. For $m \in \mathbb{N}$ set $S_m := \sum_{j=1}^m X_j^2$ and consider $v_m := \sum_{j=1}^m \beta_j^2$, $t_m := \max_{1 \leq j \leq m} \beta_j^2$ and $r_m := \sum_{j=1}^m \alpha_j^2$. Then for all $c \geq 0$ we have

$$
\sup_{m \geq 1} \exp \left( \frac{c(c \wedge 1)(t_m + 2r_m)}{4t_m} \right) P\left( S_m - \mathbb{E}S_m \leq -c(v_m + 2r_m) \right) \leq 1; \quad (3.1)
$$

$$
\sup_{m \geq 1} \exp \left( \frac{c(c \wedge 1)(t_m + 2r_m)}{4t_m} \right) P\left( S_m - \mathbb{E}S_m \geq \frac{3c}{2}(v_m + 2r_m) \right) \leq 1. \quad (3.2)
$$

A major step towards establishing a concentration rate of the posterior distribution consists in finding a finite sample bound for a fixed $m \in \mathbb{N}$. We express these bounds in terms of

$$
b_m := \sum_{j > m} \left( \theta_j^\circ - \theta_j^\nu \right)^2, \quad m\sigma_m := \sum_{j=1}^m \sigma_j \quad \text{with} \quad \sigma_j = (\lambda_j^2 \varepsilon^{-1} + \varsigma_j^{-1})^{-1};
$$

$$
\sigma_{m,\nu} := \max_{1 \leq j \leq m} \sigma_j \quad \text{and} \quad r_m := \sum_{j=1}^m \left( \mathbb{E}\vartheta_j^\nu \right)^2 - \sigma_j^2 \varsigma_j^{-2} \left( \theta_j^\nu - \theta_j^\circ \right)^2.
$$
**Proposition 3.2.** For all $m \in \mathbb{N}$, for all $\varepsilon > 0$ and for all $0 < c < 1/5$ we have

$$
\mathbb{E}_{\theta^o} P_{\theta^o \mid Y} (|\theta^m - \theta^o|^2_{\ell^2} > b_m + 3 m \sigma_m + 3 m \sigma_{(m)}/2 + 4 \tau_m) \leq 2 \exp(-m/36); \tag{3.3}
$$
$$
\mathbb{E}_{\theta^o} P_{\theta^o \mid Y} (|\theta^m - \theta^o|^2_{\ell^2} < b_m + m \sigma_m - 4 c (m \sigma_{(m)} + \tau_m)) \leq 2 \exp(-c^2 m/2). \tag{3.4}
$$

The desired convergence to zero of all the aforementioned sequences necessitates to consider an appropriate sub-family $\{P_{\theta^m}\}_{m \geq 1}$ in dependence of the noise level $\varepsilon$, notably introducing consequently sub-sequences $(m, \sigma_{m})_{m \geq 1}$ and $(\tau_m)_{m \geq 1}$.

**Assumption A.1.** There exist constants $0 < \varepsilon_0 := \varepsilon_0(\theta^o, \lambda, \theta^x, \varsigma) < 1$ and $1 < K := K(\theta^o, \lambda, \theta^x, \varsigma) < \infty$ such that the Sieve sub-family $\{P_{\theta^m}\}_{m \geq 1}$ of prior distributions satisfies the condition $\sup_{0 < \varepsilon < \varepsilon_0} (\tau_m \vee m \sigma_{(m)})/ (b_m \vee m \sigma_m) \leq K$.

The following corollary can be immediately deduced from Proposition 3.2 and we omit its proof.

**Corollary 3.3.** Under Assumption A.1 for all $0 < \varepsilon < \varepsilon_0$ and $0 < c < 1/(8 K)$ hold

$$
\mathbb{E}_{\theta^o} P_{\theta^m \mid Y} (|\theta^m - \theta^o|^2_{\ell^2} > (4 + (11/2) K) [b_m \vee m \sigma_m]) \leq 2 \exp(-m/36); \tag{3.5}
$$
$$
\mathbb{E}_{\theta^o} P_{\theta^m \mid Y} (|\theta^m - \theta^o|^2_{\ell^2} < (1 - 8 c K) [b_m \vee m \sigma_m]) \leq 2 \exp(-c^2 m/2). \tag{3.6}
$$

Note that the sequence $(b_m \vee m \sigma_m)_{m \geq 1}$ generally does not converge to zero. However, supposing that $m \rightarrow \infty$ as $\varepsilon \rightarrow 0$ then it follows from the dominated convergence theorem that $b_m = o(1)$. Hence, assuming additionally that $(m \sigma_{m})_{m \geq 1}$ holds true is sufficient to ensure that $(b_m \vee m \sigma_{m})_{m \geq 1}$ converges to zero and it is indeed a posterior concentration rate. The next assertion summarises this result and we omit its elementary proof.

**Proposition 3.4 (Posterior consistency).** Let Assumption A.1 be satisfied. If $m \rightarrow \infty$ and $m \sigma_m = o(1)$ as $\varepsilon \rightarrow 0$, then

$$
\lim_{\varepsilon \rightarrow 0} \mathbb{E}_{\theta^o} P_{\theta^m \mid Y} ((10 K)^{-1} [b_m \vee m \sigma_m]) \leq \|\theta^m - \theta^o\|_{\ell^2}^2 \leq 10 K [b_m \vee m \sigma_m] = 1.
$$

The last assertion shows that $(b_m \vee m \sigma_{m})_{m \geq 1}$ is up to a constant a lower and upper bound of the concentration rate associated with the Sieve sub-family $\{P_{\theta^m}\}_{m \geq 1}$ of prior distributions. It is easily shown that it also provides an upper bound of the frequentist risk of the associated Bayes estimator.

**Proposition 3.5 (Bayes estimator consistency).** Let the assumptions of Proposition 3.4 be satisfied. Consider the Bayes estimator $\hat{\theta}^m := \mathbb{E}[\theta^m \mid Y]$ then

$$
\mathbb{E}_{\theta^o} \|\hat{\theta}^m - \theta^o\|_{\ell^2}^2 \leq (2 + K) [b_m \vee m \sigma_m]
$$

and consequently $\mathbb{E}_{\theta^o} \|\hat{\theta}^m - \theta^o\|_{\ell^2}^2 = o(1)$ as $\varepsilon \rightarrow 0$. 
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The previous results are obtained under Assumption A.1. However, it may be difficult to verify whether a given sub-family of priors \( \{P_{\theta^m}\}_{m_e} \) satisfies such an assumption. Therefore, we now introduce an assumption which states a more precise requirement on the prior variance and that can be more easily verified. Define for \( j, m \in \mathbb{N} \)

\[
A_j := \lambda_j^{-2}, \quad A_m := \max_{1 \leq j \leq m} A_j, \quad \bar{A}_m := m^{-1} \sum_{j=1}^{m} A_j \quad \text{and} \quad \Phi^m_{\varepsilon} := [b_m \lor m \bar{A}_m].
\]

**ASSUMPTION A.2.** Let \( G_\varepsilon := \max\{1 \leq m \leq \lfloor \varepsilon^{-1} \rfloor : \varepsilon A_m \leq A_1\} \). There exists a finite constant \( d > 0 \) such that \( \varepsilon_j \geq d\varepsilon^{1/2}\Lambda_{1/2} \lor \varepsilon A_j \) for all \( 1 \leq j \leq G_\varepsilon \) and for all \( \varepsilon \in (0, 1) \).

Note that in the last Assumption the defining set of \( G_\varepsilon \) is not empty, since \( \varepsilon A_{(1)} \leq A_1 \) for all \( \varepsilon \leq 1 \). Moreover, under Assumption A.2, by some elementary algebra, it is readily verified for all \( 1 \leq j \leq G_\varepsilon \) that

\[
1 \leq \varepsilon A_j / \sigma_j \leq (1 + 1/d) \quad \text{and} \quad \sigma_j / \sigma_j \leq (1 + d^{-1}\varepsilon^{1/2}\Lambda_j^{1/2})
\]

which in turn implies for all \( 1 \leq m \leq G_\varepsilon \) that

\[
\tau_m \leq d^{-2}\|\theta^\varepsilon - \theta^\varepsilon\|_{L_2}^2 \varepsilon A_m, \quad 1 \leq \varepsilon m A_m (m \sigma_m)^{-1} \quad \text{and} \quad 1 \leq \varepsilon m \bar{A}_m (m \bar{\sigma}_m)^{-1} \leq (1 + 1/d).
\]

We will use these elementary bounds in the sequel without further reference. Returning to the Sieve sub-family \( \{P_{\theta^m}\}_{m_e} \) of prior distributions, if in addition to Assumption A.2, there exists a constant \( 1 \leq L := L(\theta^\varepsilon, \lambda, \theta^\varepsilon) < \infty \) such that

\[
\sup_{0 < \varepsilon < 1} \varepsilon m_e A_{(m_e)}(\Phi^m_{\varepsilon})^{-1} \leq L \tag{3.7}
\]

and \( \Phi^m_{\varepsilon} = o(1) \) as \( \varepsilon \to 0 \) hold true, then the sub-family \( \{P_{\theta^m}\}_{m_e} \) satisfies Assumption A.1 with \( K := ((1 + d^{-1}) \lor d^{-2}\|\theta^\varepsilon - \theta^\varepsilon\|_{L_2}^2)L \). Indeed, if \( \Phi^m_{\varepsilon} = o(1) \) and, hence \( \Phi^m_{\varepsilon} \leq A_1 / L \) for all \( \varepsilon \in (0, \varepsilon_0) \), then \( m_e \leq G_\varepsilon \) holds true for all \( \varepsilon \in (0, \varepsilon_0) \) since \( \varepsilon m\varepsilon A_1 \leq \varepsilon m\varepsilon A_{(m_e)} \leq L\Phi^m_{\varepsilon} \leq A_1 \) and thus \( m_e \leq \lfloor \varepsilon^{-1} \rfloor \) and \( \varepsilon A_{(m_e)} \leq A_1 \). In other words, for all \( \varepsilon \in (0, \varepsilon_0) \) we can apply Assumption A.2 and the claim follows taking into account the aforementioned elementary bounds. Note further that the constant \( K \) does not depend on the prior variances \( \varepsilon \) but only on the constant \( d \) given by Assumption A.2. The next assertion follows immediately from Corollary 3.3 and we omit its proof.

**COROLLARY 3.6.** Under Assumption A.2 consider a sub-family \( \{P_{\theta^m}\}_{m_e} \) such that (3.7) and \( \Phi^m_{\varepsilon} = o(1) \) as \( \varepsilon \to 0 \) are satisfied, then there exists \( \varepsilon_0 \in (0, 1) \) such that for all \( 0 < \varepsilon < \varepsilon_0 \) and \( 0 < c < 1/(8K) \) with \( K := ((1 + d^{-1}) \lor d^{-2}\|\theta^\varepsilon - \theta^\varepsilon\|_{L_2}^2)L \) hold

\[
E_{\theta^\varepsilon} P_{\theta^m} | Y(\|\theta^m - \theta^\varepsilon\|_{L_2}^2 > (4 + (11/2)K)\Phi^m_{\varepsilon}) \leq 2 \exp(-m_e/36); \tag{3.8}
\]

\[
E_{\theta^\varepsilon} P_{\theta^m} | Y(\|\theta^m - \theta^\varepsilon\|_{L_2}^2 < (1 - 8cK)(1 + d^{-1})^{-1}\Phi^m_{\varepsilon}) \leq 2 \exp(-c^2 m_e/2). \tag{3.9}
\]

The result implies consistency if \( m_e \to \infty \) as \( \varepsilon \to 0 \) but it does not answer the question of an optimal rate in a satisfactory way.
3.2 Oracle concentration rate

Considering the Sieve family \( \{P_\theta^m\}_m \) of prior distributions, the sequence \( (\Phi^m_x)_{m \geq 1} \) provides up to constants a lower and upper bound for the posterior concentration rate for each sub-family \( \{P_\theta^m\}_m \), satisfying the conditions of Corollary 3.6. Observe that the term \( b_{m_x} \) and hence the rate depends on the parameter of interest \( \theta^o \). Let us minimise the rate for each \( \theta^o \) separately. For a sequence \( (a_m)_{m \geq 1} \) with minimal value in \( A \) we set

\[
\arg \min_{m \in A} \{a_m\} := \min \{ m : a_m \leq a_k, \forall k \in A \} \text{ and define for all } \varepsilon > 0
\]

\[
m^\varepsilon_o := m^\varepsilon_o(\theta^o, \theta^\times, \lambda) := \arg \min_{m \geq 1} \{\Phi^m_x\} \text{ and } \Phi^m_x := \Phi^m_x(\theta^o, \theta^\times, \lambda) := \Phi^m_x \min_{m \geq 1} \Phi^m_x.
\]

We may emphasise that \( \Phi^o = o(1) \) as \( \varepsilon \to 0 \). Indeed, for all \( \delta > 0 \) there exists a dimension \( m_\delta \) and a noise level \( \varepsilon_\delta \) such that \( \Phi^o \leq [b_{m_x} \vee \delta m_\delta \overline{\Delta}_{m_x}] \leq \delta \) for all \( 0 < \varepsilon \leq \varepsilon_\delta \). Obviously, given \( \theta^o \in \Theta \) the rate \( \Phi^o \) is a lower bound for all posterior concentration rates \( \Phi^m_x \) associated with a prior sub-family \( \{P_\theta^m\}_m \), satisfying the conditions of Corollary 3.6. Moreover, the next assertion establishes \( \Phi^o \) up to constants as upper and lower bound for the concentration rate associated with the sub-family \( \{P_\theta^{m_o}\}_m \). Consequently, \( \Phi^o \) is called oracle posterior concentration rate and \( \{P_\theta^{m_o}\}_m \) oracle prior sub-family. The assertion follows again from Corollary 3.3 (with \( c = 1/(9K) \)) and we omit its proof.

**Theorem 3.7 (Oracle posterior concentration rate).** Suppose that Assumption A.2 holds true and that there exists a constant \( 1 \leq L^o := L^o(\theta^o, \lambda, \theta^\times) < \infty \) such that

\[
\sup_{0 < \varepsilon < 1} \varepsilon m^\varepsilon_o \Lambda_{(m^\varepsilon_o)}(\Phi^o)^{-1} \leq L^o.
\]

If in addition \( m^\varepsilon_o \to \infty \) as \( \varepsilon \to 0 \) and \( K^o := 10((1 + d^{-1}) \vee d^{-2})\|\theta^o - \theta^\times\|_{L^2}^2 L^o \), then

\[
\lim_{\varepsilon \to 0} \mathbb{E}_{\theta^o} P_{\theta^{m_o}} | \gamma((K^o)^{-1}\Phi^o) \leq \|\theta^{m_o} - \theta^o\|_{L^2}^2 \leq K^o \Phi^o) = 1.
\]

Note that \( m^\varepsilon_o \to \infty \) as \( \varepsilon \to 0 \) if and only if \( b_m > 0 \) for all \( m \geq 1 \). Roughly speaking, the last assertion establishes \( \Phi^o \) as oracle posterior concentration rate for all parameter of interest \( \theta^o \) with components differing from the components of the prior mean \( \theta^\times \) infinitely many times. However, we do not need this additional assumption to prove the next assertion which establishes \( \Phi^o \) as oracle rate for the family \( \{\hat{\theta}^m\}_m \) of Bayes estimator and that \( \hat{\theta}^{m_o} \) is an oracle Bayes estimator.

**Theorem 3.8 (Oracle Bayes estimator).** Consider the family \( \{\hat{\theta}^m\}_m \) of Bayes estimators. Under Assumption A.2 we have (i) \( \mathbb{E}_{\theta^o} \|\hat{\theta}^{m_o} - \theta^o\|_{L^2}^2 \leq (2 + d^{-2})\|\theta^o - \theta^\times\|_{L^2}^2 \Phi^o \) and (ii) \( \inf_{m \geq 1} \mathbb{E}_{\theta^o} \|\hat{\theta}^m - \theta^o\|_{L^2}^2 \geq (1 + 1/d)^{-2} \Phi^o \) for all \( \varepsilon \in (0, \varepsilon_o) \).
Note that, the oracle choice \( m^* \) depends on the parameter of interest \( \theta^0 \) and thus the oracle Bayes estimator \( \hat{\theta}^{m^*} \) as well as the associated oracle sub-family \( \{ P_{\theta^{m^*}} \}_{m^*} \) of prior distributions are generally not feasible.

### 3.3 Minimax concentration rate

In the spirit of a minimax theory we are interested in the following in a uniform rate over a class of parameters rather than optimising the rate for each \( \theta^0 \) separately. Given a strictly positive and non-increasing sequence \( a = (a_j)_{j \geq 1} \) with \( a_1 = 1 \) and \( \lim_{j \to \infty} a_j = 0 \) consider for \( \theta \in \ell_2 \) its weighted norm \( \| \theta \|^2 := \sum_{j \geq 1} \theta_j^2 / a_j \). We define \( \ell_2^{a} \) as the completion of \( \ell_2 \) with respect to \( \| \cdot \|^{a} \). In order to formulate the optimality of the posterior concentration rate let us define

\[
m^* := m^* (a, \lambda) := \arg \min_{m \geq 1} \{ a_m \vee \varepsilon m \overline{X}_m \} \quad \text{and} \quad \Phi^*_m := \Phi^*_m (a, \lambda) := [a_{m^*} \vee \varepsilon m^* \overline{X}_{m^*}] \quad \text{for all} \ \varepsilon > 0. \tag{3.12}
\]

We remark that \( \Phi^*_m = o(1) \) and \( m^* \to \infty \) as \( \varepsilon \to 0 \) since \( a \) is strictly positive and tends monotonically to zero. We assume in the following that the parameter \( \theta^0 \) belongs to the ellipsoid \( \Theta_a^r := \{ \theta \in \ell_2^{a} : \| \theta - \theta^0 \|^2 \leq r \} \) and therefore, \( b_m (\theta^0) \leq a_m r \). Note that \( \Phi^*_m = \min_{m \geq 1} \{ b_m \vee \varepsilon m \overline{X}_m \} \leq (1 \vee r) \min_{m \geq 1} \{ a_m \vee \varepsilon m \overline{X}_m \} = (1 \vee r) \Phi^*_2 \) and \( \| \theta^0 - \theta^x \|^2 \leq r \), and hence from Theorem 3.8 it follows \( \mathbb{E}_{\theta^0} \| \hat{\theta}^{m^*} - \theta^0 \|^2 \leq (2 + r/d^2)(1 \vee r) \Phi^*_m \). On the other hand side, given an estimator \( \hat{\theta} \) of \( \theta \) let \( \sup_{\theta \in \Theta_a^r} \mathbb{E}_\theta \| \hat{\theta} - \theta \|^2 \) denote the maximal mean integrated squared error over the class \( \Theta_a^r \). It has been shown in Johannes and Schwarz [2013] that \( \Phi^*_m \) provides up to a constant a lower bound for the maximal MISE over the class \( \Theta_a^r \) (assuming a prior mean \( \theta^x = 0 \)) if the next assumption is satisfied.

**Assumption A.3.** Let \( a \) and \( \lambda \) be sequences such that

\[
0 < \kappa^* := \kappa^* (a, \lambda) := \inf_{0 < \varepsilon < \varepsilon^0} \{ (\Phi^*_m)^{-1} \{ a_{m^*} \wedge \varepsilon m^* \overline{X}_{m^*} \} \} \leq 1. \tag{13.13}
\]

We may emphasise that under Assumption A.3 the rate \( \Phi^*_m = \Phi^*_m (a, \lambda) \) is optimal in a minimax sense and the Bayes estimate \( \hat{\theta}^{m^*} \) attains the minimax rate up to a constant. However, the dimension parameter \( m^* \) depends still on the parameter of interest \( \theta^0 \). Therefore, let us consider the Bayes estimate \( \hat{\theta}^{m^*} \) and the sub-family \( \{ P_{\theta^{m^*}} \}_{m^*} \) of prior distributions which do not depend anymore on the parameter of interest \( \theta^0 \) but only on the set of possible parameters \( \Theta_a^r \) characterised by the weight sequence \( a \). The next assertion can be shown along the lines of the proof of Theorem 3.8, and, hence we omit its proof.
**Theorem 3.9** (Minimax optimal Bayes estimator). Let Assumption A.2 be satisfied. Considering the Bayes estimator $\hat{\theta}^{m^*_r} := \mathbb{E}[\theta^{m^*_r} | Y]$ we have
\[
\sup_{\theta \in \Theta^r} \mathbb{E}_{\theta^*} \|\hat{\theta}^{m^*_r} - \theta^*\|_{L_2}^2 \leq (2 + r/d^2)(1 \lor r) \Phi^*_r \quad \text{for all } \varepsilon \in (0, \varepsilon_0).
\]

The last assertion establishes the minimax optimality of the Bayes estimate $\hat{\theta}^{m^*_r}$ over the class $\Theta^r$. Moreover, the minimax rate $\Phi^*_r$ provides up to a constant a lower and an upper bound for the posterior concentration rate associated with the prior sub-family $\{P_{\theta^{m^*_r}}\}_{m^*_r}$, which is summarised in the next assertion.

**Theorem 3.10** (Minimax optimal posterior concentration rate). Let Assumption A.2 and A.3 hold true. If there exists a constant $1 \leq L^* := L^*(a, \lambda) < \infty$ such that
\[
\sup_{0 < \varepsilon < \varepsilon_0} \varepsilon m^*_r A_{(m^*_r)}(\Phi^*_r)^{-1} \leq L^*
\]
and $K^* := K^*(r, a, \lambda, d, \kappa) := 10((1 + 1/d) \lor r/d^2)(1 \lor r)(L^*/\kappa^*)$, then
\[
\lim_{\varepsilon \to 0} \inf_{\theta \in \Theta^r} \mathbb{E}_{\theta^*} P_{\theta^{m^*_r}} | Y (K^*)^{-1} \Phi^*_r \leq \|\theta^{m^*_r} - \theta^*\|_{L_2}^2 \leq K^* \Phi^*_r = 1.
\]

Comparing the last result with the result of Theorem 3.7 and keeping in mind that $(1 \lor r) \Phi^*_r \geq \Phi^*_r$, the posterior concentration rate associated with the prior sub-family $\{P_{\theta^{m^*_r}}\}_{m^*_r}$ is of order of the minimax rate $\Phi^*_r$ uniformly for all parameter of interest $\theta^* \in \Theta^r$. However, for certain parameter $\theta^*$ the minimax rate $\Phi^*_r$ may be far slower than the oracle rate $\Phi^*_r$. For example, as shown in case [P-P] in the following illustration the minimax rate $\Phi^*_r$ is of order $O(\varepsilon^{2p/(2a+2p+1)})$ while it is not hard to see, that for all parameter $\theta^*$ with $v_m \asymp \exp(-m^{2p})$ the oracle rate is of order $O(\varepsilon \log \varepsilon^{(2a+1)/(2p)})$ (see case [E-P]). Moreover, the optimal choice $m^*_r$ of the dimension parameter still depends on the class $\Theta^r$, which might be unknown in practise, therefore we will consider in the next section a fully data-driven choice using a hierarchical specification of the prior distribution.

**Illustration 1.** We illustrate the last assumptions and the minimax rate for typical choices of the sequences $a$ and $\lambda$. For two strictly positive sequences $(a_j)_{j \geq 1}$ and $(b_j)_{j \geq 1}$ we write $a_j \asymp b_j$, if $(a_j/b_j)_{j \geq 1}$ is bounded away from 0 and infinity.

**[P-P]** Consider $a_j \asymp j^{-2p}$ and $\lambda^2_j \asymp j^{-2a}$ with $p > 0$ and $a > 0$ then $m^*_r \asymp \varepsilon^{-1/(2p+2a+1)}$ and $\Phi^*_r \asymp \varepsilon^{2p/(2a+2p+1)}$.

**[E-P]** Consider $a_j \asymp \exp(-j^{2p} + 1)$ and $\lambda^2_j \asymp j^{-2a}$ with $p > 0$ and $a > 0$ then $m^*_r \asymp |\log \varepsilon - 2a+1|/(2p)$ and $\Phi^*_r \asymp |\log \varepsilon|^{(2a+1)/(2p)}$. 
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[P-E] Consider $a_j \sim j^{-2p}$ and $\lambda_j^2 \sim \exp(-j^{2a} + 1)$, with $p > 0$ and $a > 0$ then $m \in \mathbb{N}$ satisfies $|\log \varepsilon - \frac{2p+\varepsilon^{-(a-1)}}{2a}|(\log |\log \varepsilon|)^{1/2}a)$ and $\Phi_\varepsilon \rightarrow |\log \varepsilon|^{-p/a}$.

In all three cases Assumption A.3 and (3.14) hold true.

4 Data-driven Bayesian estimation

We will derive in this section a concentration rate given the aforementioned hierarchical prior distribution. For this purpose we impose additional conditions on the behaviour of the sequence $\lambda = (\lambda_j)_{j \geq 1}$.

Assumption A.4. There exist finite constants $C_\lambda \geq 1$ and $L_\lambda \geq 1$ such that for all $k, l \in \mathbb{N}$ hold (i) $\max_{j \geq k} \lambda_j^2 \leq C_\lambda \min_{1 \leq j \leq k} \lambda_j^2 = C_\lambda \Lambda^{-1}_k$; (ii) $\Lambda_{(k)} \leq \Lambda_{(k)} \Lambda_{(l)}$; (iii) $1 \leq \Lambda_{(k)} / \Lambda_k \leq L_\lambda$.

We may emphasise that Assumption A.4 (i) holds trivially with $C_\lambda = 1$ if the sequence $\lambda$ is monotonically decreasing. Moreover, considering the typical choices of the sequence $\lambda$ presented in Illustration 1, Assumption A.4 (ii) and (iii) hold only true in case of a polynomial decay, i.e., [P-P] and [E-P]. In other words, Assumption A.4 excludes an exponential decay of $\lambda$, i.e., [P-E].

Assumption A.5. Let $\theta^x$, $\theta^o$ and $\lambda$ be sequences such that

$$0 < \kappa^o := \kappa^o(\theta^x, \theta^o, \lambda) := \inf_{0 < \varepsilon < \varepsilon_o} \{(\Phi_\varepsilon)^{-1}[b_{m_\varepsilon} \wedge \varepsilon m_\varepsilon \Lambda_{m_\varepsilon}]\} < 1. \quad (4.1)$$

Observe that $b_{m_\varepsilon} \geq \kappa^o \Phi_\varepsilon > 0$ due to Assumption A.5 which in turn implies $b_k > 0$ for all $k \in \mathbb{N}$ and, hence $m_\varepsilon \rightarrow \infty$ as $\varepsilon \rightarrow 0$. Indeed, if there exists $K \in \mathbb{N}$ such that $b_K = 0$ and $b_{K-1} > 0$ then there exists $\varepsilon_o \in (0, 1)$ with $\varepsilon_o K \Lambda K < b_{K-1}$ and for all $\varepsilon \in (0, \varepsilon_o)$ it is easily seen that $m_\varepsilon = K$ and hence $b_{m_\varepsilon} = 0$. Moreover, due to Assumption A.4 (iii) there exists a constant $L_\lambda$ depending only on $\lambda$ such that $\varepsilon m_\varepsilon \Lambda(m_\varepsilon)(\Phi_\varepsilon)^{-1} \leq \Lambda(m_\varepsilon)(\Lambda_{m_\varepsilon})^{-1} \leq L_\lambda$, i.e., condition (3.7) holds true uniformly for all parameters $\theta \in \ell_2$.

If we suppose in addition to Assumption A.4 and A.5 that the sequence of prior variances meets Assumption A.2 and that $m_\varepsilon \rightarrow \infty$ as $\varepsilon \rightarrow 0$, then the assumptions of Theorem 3.7 are satisfied and $\Phi_\varepsilon$ provides up to a constant an upper and lower bound of the posterior concentration rate associated with the oracle prior sub-family $\{P_{m_\varepsilon}\}_{m_\varepsilon}$.

Let us specify the prior distribution $P_M$ of the thresholding parameter $M$ taking its values in $\{1, \ldots, G_\varepsilon\}$ with $G_\varepsilon$ as in Assumption A.2, and for $1 \leq m \leq G_\varepsilon$

$$p_M(m) := P_M(M = m) = \frac{\exp(-3C_\lambda m/2) \prod_{j=1}^m (\sigma_j / \sigma_j)^{1/2}}{\sum_{k=1}^{G_\varepsilon} \exp(-3C_\lambda k/2) \prod_{j=1}^k (\sigma_j / \sigma_j)^{1/2}}. \quad (4.2)$$

Keeping in mind the sequences $\theta^Y_j = (\theta^Y_j)_{j \geq 1}$ and $\sigma = (\sigma_j)_{j \geq 1}$ of conditional means and variances, respectively, given by $\theta^Y_j = \sigma_j (\lambda_j \varepsilon^{-1} Y_j + \sigma_j^{-1} \theta^Y_j)$ and $\sigma_j = (\sigma_j^{-1} + \lambda_j^2 \varepsilon^{-1})^{-1}$,
for each \( m \in \mathbb{N} \) the sequence \( \hat{\theta}^{(m)} = (\hat{\theta}^{(m)}_{j})_{j \geq 1} = \mathbb{E}[\theta^{m} | Y] \) of posterior means of \( \theta^{m} \) satisfies \( \hat{\theta}^{(m)}_{j} = \theta^{Y}_{j} \mathbf{1}_{\{1 \leq j \leq m\}} + \theta^{\ast} \mathbf{1}_{\{j > m\}} \). Introducing further the weighted norm \( ||\theta||^{2}_{\sigma} := \sum_{j \geq 1} \theta^{2}_{j}/\sigma_{j} \) for \( \theta \in \ell_{2} \) the posterior distribution \( P_{M|Y} \) of the thresholding parameter \( M \) is given by

\[
p_{M|Y}(m) = P_{M|Y}(M = m) = \frac{\exp\left(-\frac{1}{2}(\theta^{m} - \theta^{\ast})^{2}_{2} + 3C_{\lambda}m\right)}{\sum_{k=1}^{G_{\epsilon}} \exp(-\frac{1}{2}(\theta^{k} - \theta^{\ast})^{2}_{2} + 3C_{\lambda}k)} \ \ (4.3)
\]

Interestingly, the posterior distribution \( P_{M|Y} \) of the thresholding parameter \( M \) is concentrating around the oracle dimension parameter \( m_{\ast}^{\epsilon} \) as \( \epsilon \) tends to zero. To be more precise, there exists \( \epsilon_{0} \in (0, 1) \) such that \( m_{\ast}^{\epsilon} \leq G_{\epsilon} \) for all \( \epsilon \in (0, \epsilon_{0}) \) since \( \Phi^{\ast} = o(1) \) for \( \epsilon \to 0 \). Let us further define for all \( \epsilon \in (0, \epsilon_{0}) \)

\[
G_{\epsilon}^{\ast} := \min \{ m \in \{1, \ldots, m_{\ast}^{\epsilon}\} : b_{m} \leq 8L_{\lambda}C_{\lambda}(1 + 1/d)\Phi_{\ast} \} \quad \text{and} \quad G_{\epsilon}^{+} := \max \{ m \in \{m_{\ast}^{\epsilon}, \ldots, G_{\epsilon}\} : m \leq 5L_{\lambda}(\epsilon\Lambda_{(m_{\ast}^{\epsilon})})^{-1}\Phi_{\ast} \} \ \ (4.4)
\]

where the defining sets are not empty under Assumption A.4 since \( 8L_{\lambda}C_{\lambda}(1 + 1/d)\Phi_{\ast} \geq 8L_{\lambda}C_{\lambda}(1 + 1/d)b_{m_{\ast}^{\epsilon}} \geq b_{m_{\ast}^{\epsilon}} \) and \( 5L_{\lambda}(\epsilon\Lambda_{(m_{\ast}^{\epsilon})})^{-1}\Phi_{\ast} \geq 5m_{\ast}^{\epsilon} \geq m_{\ast}^{\epsilon} \). Moreover, under Assumption A.5 it is easily verified that \( G_{\epsilon}^{\ast} \to \infty \) as \( \epsilon \to 0 \).

**Lemma 4.1.** If Assumptions A.2 and A.4 hold true then for all \( \epsilon \in (0, \epsilon_{0}) \)

- (i) \( \mathbb{E}_{\theta^{m}}P_{M|Y}(1 \leq M < G_{\epsilon}^{\ast}) \leq 2 \exp\left(-\frac{7C_{\lambda}}{32}m_{\ast}^{\epsilon} + \log G_{\epsilon}\right) \leq 2 \exp\left(-\frac{C_{\lambda}}{3}m_{\ast}^{\epsilon} + \log G_{\epsilon}\right) \);
- (ii) \( \mathbb{E}_{\theta^{m}}P_{M|Y}(G_{\epsilon}^{\ast} < M \leq G_{\epsilon}) \leq 2 \exp\left(-\frac{4C_{\lambda}}{3}m_{\ast}^{\epsilon} + \log G_{\epsilon}\right) \leq 2 \exp\left(-\frac{C_{\lambda}}{3}m_{\ast}^{\epsilon} + \log G_{\epsilon}\right). \)

Recall that \( m_{\ast}^{\epsilon} \to \infty \) as \( \epsilon \to 0 \) under Assumption A.5. If in addition \( m_{\ast}^{\epsilon}/(\log G_{\epsilon}) \to \infty \) as \( \epsilon \to 0 \) then Lemma 4.1 states that the posterior distribution of the thresholding parameter \( M \) is vanishing outside the set \( \{G_{\epsilon}, \ldots, G_{\epsilon}^{+}\} \) as \( \epsilon \to 0 \). On the other hand side, the posterior distribution \( P_{\theta^{m}|Y} \) of \( \theta^{M} = (\theta^{m}_{j})_{j \geq 1} \) associated with the hierarchical prior is a weighted mixture of the posterior distributions \( \{P_{\theta^{m}|Y}\}_{m=1}^{G_{\epsilon}} \) studied in section 3, that is, \( P_{\theta^{m}|Y} = \sum_{m=1}^{G_{\epsilon}} P_{M|Y}(m)P_{\theta^{m}|Y} \). The next assertion shows that considering posterior distributions \( \{P_{\theta^{m}|Y}\}_{m=G_{\epsilon}}^{G_{\epsilon}^{+}} \) associated with thresholding parameters belonging to \( \{G_{\epsilon}^{\ast}, \ldots, G_{\epsilon}^{\ast}\} \) only, then their concentration rate equals \( \Phi_{\ast} \) up to a constant.

**Lemma 4.2.** If Assumptions A.2, A.4 and A.5 hold true then for all \( \epsilon \in (0, \epsilon_{0}) \)

- (i) \( \sum_{G_{\epsilon}^{\ast} \leq m \leq G_{\epsilon}^{\ast}} \mathbb{E}_{\theta^{m}}P_{\theta^{m}|Y}(\|\hat{\theta}^{m} - \theta^{\ast}\|_{\ell_{2}} > K^{\ast}\Phi_{\ast}) \leq 74 \exp(-G_{\epsilon}^{\ast}/36) \);
- (ii) \( \sum_{G_{\epsilon}^{\ast} \leq m \leq G_{\epsilon}^{\ast}} \mathbb{E}_{\theta^{m}}P_{\theta^{m}|Y}(\|\hat{\theta}^{m} - \theta^{\ast}\|_{\ell_{2}} < (K^{\ast})^{-1}\Phi_{\ast}) \leq 4(K^{\ast})^{2} \exp(-G_{\epsilon}^{\ast}/(K^{\ast})^{2}) \).

where \( K^{\ast} := 10((1 + 1/d) \lor \|\theta^{\ast} - \theta^{\ast}\|_{\ell_{2}}^{2}/d^{2})L_{\lambda}(8C_{\lambda}(1 + 1/d) \lor D^{\ast}(1 + 1/d)) \) with \( D^{\ast} := D^{\ast}(\theta^{\ast}, \theta^{\ast}, \lambda) := [5L_{\lambda}/\kappa^{\ast}] \).
From Lemma 4.1 and 4.2 we derive next upper and lower bounds for the concentration rate of the posterior distribution $P_{\Theta^*|Y}$ by decomposing the weighted mixture into three parts with respect to $G_1^-$ and $G_1^+$ which we bound separately.

**Theorem 4.3 (Oracle posterior concentration rate).** Let Assumptions A.2, A.4 and A.5 hold true. If in addition $(\log G_\varepsilon)/m_\varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$, then

$$\lim_{\varepsilon \rightarrow 0} \mathbb{E}_{\theta^*} P_{\Theta^*|Y}((K^*)^{-1}\Phi_\varepsilon \leq \|\theta^M - \theta^o\|_2^2 \leq K^o\Phi_\varepsilon) = 1$$

where $K^o$ is given in Lemma 4.2.

We shall emphasise that the Bayes estimator $\hat{\theta} := (\hat{\theta}_j)_{j \geq 1} := \mathbb{E}[\theta^M|Y]$ associated with the hierarchical prior and given by $\hat{\theta}_j = \theta_j^x$ for $j > G_\varepsilon$ and $\hat{\theta}_j = \theta_j^Y P(1 \leq M < j|Y) + \theta_j^Y P(j \leq M \leq G_\varepsilon|Y)$ for all $1 \leq j \leq G_\varepsilon$, does not take into account any prior information related to the parameter of interest, and hence it is fully data-driven. The next assertion provides an upper bound of its MISE.

**Theorem 4.4 (Oracle optimal Bayes estimator).** Under Assumptions A.2, A.4 and A.5 consider the Bayes estimator $\hat{\theta} := \mathbb{E}[\theta^M|Y]$. If in addition $\log(G_\varepsilon/\Phi_\varepsilon)/m_\varepsilon \rightarrow 0$ as $\varepsilon \rightarrow 0$, then there exists a constant $K^o := K^o(\theta^o, \theta^x, \lambda, d, L) < \infty$ such that $\mathbb{E}_{\theta^*}\|\hat{\theta} - \theta^o\|_2^2 \leq K^o\Phi_\varepsilon$ for all $\varepsilon \in (0, \varepsilon_0)$.

Both Theorems, 4.3 and 4.4 hold true only under Assumption A.5, which we have seen before imposes an additional restriction on the parameter of interest $\theta^o$, i.e., its components differ from the components of the prior mean $\theta^x$ infinitely many times. However, for all parameters of interest satisfying Assumption A.5, the hierarchical prior sequence allows to recover the oracle posterior concentration rate and the fully data driven Bayes estimator attains the oracle rate. In the last part of this section we show that for all $\theta^o \in \Theta^*_d$ the posterior concentration rate and the MISE of the Bayes estimator associated with the hierarchical prior are bounded from above by the minimax rate $\Phi_\varepsilon$ up to a constant. In other words, the fully data-driven hierarchical prior and the associated Bayes estimator are minimax-rate optimal.

Recall the definition (3.12) of $m_\varepsilon$ and $\Phi_\varepsilon$. Consider the prior distribution $P_M$ of the thresholding parameter $M$, and observe that there exists $\varepsilon_*$ such that $m_\varepsilon \leq G_\varepsilon$ for all $\varepsilon \in (0, \varepsilon_*)$ since $\Phi_\varepsilon = o(1)$ as $\varepsilon \rightarrow 0$. Remark that $\varepsilon m_\varepsilon \Lambda_{(m_\varepsilon)}(\Phi_\varepsilon)^{-1} \leq \Lambda_{(m_\varepsilon)}(\overline{m_\varepsilon})^{-1} \leq L_\lambda$ with $L_\lambda$ depending only on $\lambda$ due to Assumption A.4 (iii), i.e., condition (3.14) holds true uniformly for all parameters $\theta \in \ell_2$. If we assume in addition that the sequence of prior variances satisfies Assumption A.2 and that Assumption A.3 holds true, then the conditions of Theorem 3.10 are satisfied and $\Phi_\varepsilon$ provides up to a constant an upper and lower bound of the posterior concentration rate associated with the minimax prior sub-family $\{P_{m_\varepsilon}\}_{m_\varepsilon}$. On the other hand side, the posterior distribution $P_{M|Y}$ of
the thresholding parameter M is concentrating around the minimax-optimal dimension parameter \( m^* \) as \( \varepsilon \) tends to zero. To be more precise, for \( \varepsilon \in (0, \varepsilon_*) \) let us define

\[
G_{\varepsilon^-} := \min \{ m \in \{1, \ldots, m^* \} : b_m \leq 8L_\Lambda C_\lambda (1 + 1/d) (1 \vee r) \Phi^*_\varepsilon \} \quad \text{and}
\]

\[
G_{\varepsilon^+} := \max \{ m \in \{ m^*, \ldots, G_{\varepsilon} \} : m \leq 5L_\Lambda (\varepsilon \Lambda(m^*))^{-1} (1 \vee r) \Phi^*_\varepsilon \}
\]  

(4.5)

where the defining sets are not empty under Assumption A.4 since \( 8L_\Lambda C_\lambda (1 + 1/d) (1 \vee r) \Phi^*_\varepsilon \geq 8L_\Lambda C_\lambda (1 + 1/d) r a_{m^*} \geq 8L_\Lambda C_\lambda (1 + 1/d) b_{m^*} \geq b_{m^*} \) and \( 5L_\Lambda (\varepsilon \Lambda(m^*))^{-1} (1 \vee r) \Phi^*_\varepsilon \geq 5m^* \geq m^* \). Moreover, it is again straightforward to see that \( G_{\varepsilon^-} \to \infty \) as \( \varepsilon \to 0 \).

**Lemma 4.5.** If Assumption A.2 and A.4 hold true then for all \( \theta^0 \in \Theta^r_\a \) and \( \varepsilon \in (0, \varepsilon_*) \)

(i) \( \mathbb{E}_{\theta^0} P_{M|Y}(1 \leq M < G_{\varepsilon^-}) \leq 2 \exp \left( - \frac{C_\lambda (1/\varepsilon)}{5} m^* + \log G_{\varepsilon} \right) \);

(ii) \( \mathbb{E}_{\theta^0} P_{M|Y}(G_{\varepsilon^+} < M \leq G_{\varepsilon}) \leq 2 \exp \left( - \frac{C_\lambda (1/\varepsilon)}{5} m^* + \log G_{\varepsilon} \right) \).

By employing Lemma 4.5 we show next for each \( \theta^0 \in \Theta^r_\a \) that the minimax rate \( \Phi^*_\varepsilon \) provides up to a constant an upper bound for the posterior concentration rate associated with the fully data-driven hierarchical prior distribution \( P_{\theta^0} \).

**Theorem 4.6** (Minimax optimal posterior concentration rate). Let Assumption A.2, A.3 and A.4 hold true. If in addition \( (\log G_{\varepsilon})/m^* \to 0 \) as \( \varepsilon \to 0 \), then

(i) for all \( \theta^0 \in \Theta^r_\a \) we have

\[
\lim_{\varepsilon \to 0} \mathbb{E}_{\theta^0} P_{\theta^0|Y}(\|\theta^0 - \theta^0\|^2_{\ell_2} \leq K^* \Phi^*_\varepsilon) = 1
\]

where \( K^* := 16((1 + 1/d) \vee r/d^2) L^2_\Lambda (8C_\lambda (1 + 1/d) \vee D^* \Lambda(D^*))(1 \vee r) \) with \( D^* := D^*(a, \lambda) := [5L_\Lambda / \kappa^*] \);

(ii) for any monotonically increasing and unbounded sequence \( (K_\varepsilon)_ \varepsilon \) holds

\[
\lim_{\varepsilon \to 0} \inf_{\theta^0 \in \Theta^r_\a} \mathbb{E}_{\theta^0} P_{\theta^0|Y}(\|\theta^0 - \theta^0\|^2_{\ell_2} \leq K_\varepsilon \Phi^*_\varepsilon) = 1.
\]

We shall emphasise that due to Theorem 4.3 for all \( \theta^0 \in \Theta^r_\a \) satisfying Assumption A.5 the posterior concentration rate associated with the hierarchical prior attains the oracle rate \( \Phi^*_\varepsilon \) which might be far smaller than the minimax-rate \( \Phi^*_\varepsilon \). Consequently, the minimax rate cannot provide an uniform lower bound over \( \Theta^r_\a \) for the posterior concentration rate associated with the hierarchical prior. However, due to Theorem 4.6 the posterior concentration rate is for all \( \theta^0 \in \Theta^r_\a \), independently that Assumption A.5 holds, at least of the order of the minimax rate \( \Phi^*_\varepsilon \). The next assertion establishes the minimax-rate optimality of the fully data-driven Bayes estimator.
**Theorem 4.7 (Minimax optimal Bayes estimate).** Under Assumption A.2, A.3 and A.4 consider the Bayes estimator \( \hat{\theta} := \mathbb{E}[\theta^M | Y] \). If in addition \( \log(G_c/\Phi) \rightarrow 0 \) as \( \varepsilon \rightarrow 0 \), then there exists \( K^* := K^*(\Theta^c_\varepsilon, \lambda, d) < \infty \) such that \( \sup_{\theta \in \Theta^c_\varepsilon} \mathbb{E}_{\theta^c_\varepsilon} \| \hat{\theta} - \theta^c \|_{\ell^2}^2 \leq K^* \Phi_{\varepsilon} \) for all \( \varepsilon \in (0, \varepsilon_*) \).

Let us briefly comment on the last assertion by considering again the improper specification of the prior family \( \{P_{\theta^m}\}_m \) introduced in Section 2. Recall that in this situation for each \( m \in \mathbb{N} \) the Bayes estimator \( \hat{\theta}^m = \mathbb{E}[\theta^m | Y] \) of \( \theta^m \) equals an orthogonal projection estimator, i.e., \( \hat{\theta}^m = (Y/\lambda)^m \). Moreover, the posterior probability of the thresholding parameter \( M \) taking a value \( m \in \{1, \ldots, G_c\} \) is proportional to \( \exp(-\frac{1}{2}\{-(\|Y/\lambda\|^2 + 3C_\lambda m)\}) \), and hence the data-driven Bayes estimator \( \hat{\theta} = (\hat{\theta}_j)_{j \geq 1} = \mathbb{E}[\theta^M | Y] \) equals the shrunk orthogonal projection estimator given by

\[
\hat{\theta}_j = \frac{\sum_{m=j}^{G_c} \exp(-\frac{1}{2}\{-(\|Y/\lambda\|^2 + 3C_\lambda m)\})}{\sum_{m=1}^{G_c} \exp(-\frac{1}{2}\{-(\|Y/\lambda\|^2 + 3C_\lambda m)\})} \times \frac{Y_j}{\lambda_j} \mathbb{1}_{\{1 \leq j \leq G_c\}}.
\]

From Theorem 4.7 it follows now, that the fully data-driven shrinkage estimator \( \hat{\theta} \) is minimax-optimal up to a constant for a wide variety of parameter spaces \( \Theta^c_\varepsilon \) provided Assumptions A.3 and A.4 hold true. Interestingly, identifying \( \mathcal{Y}(\hat{\theta}^m) := -(1/2)\|Y/\lambda\|^2_{\ell^2} \) as a contrast and \( \text{pen}_m := 3/2C_\lambda m \) as a penalty term the \( j \)-th shrinkage weight is proportional to \( \sum_{m=j}^{G_c} \exp(-\{\mathcal{Y}(\hat{\theta}^m) + \text{pen}_m\}) \). Roughly speaking, in comparison to a classical model selection approach where a data-driven estimator \( \hat{\theta}^\hat{m} = (Y/\lambda)^\hat{m} \) is obtained by selecting the dimension parameter \( \hat{m} \) as minimum of a penalised contrast criterion over a class of admissible models \( \{1, \ldots, G_c\} \), i.e., \( \hat{m} = \arg \min_{1 \leq m \leq G_c} \{\mathcal{Y}(\hat{\theta}^m) + \text{pen}_m\} \), following the Bayesian approach each of the \( G_c \) components of the data-driven Bayes estimator is shrunk proportional to the associated values of the penalised contrast criterion.

**Conclusions and perspectives.** In this paper we have presented a hierarchical prior leading to a fully-data driven Bayes estimator that is minimax-optimal in an indirect sequence space model. Obviously, the concentration rate based on a hierarchical prior in an indirect sequence space model with additional noise in the eigenvalues is only one amongst the many interesting questions for further research and we are currently exploring this topic. Moreover, inspired by the specific form of the fully-data driven Bayes estimator, as discussed in the last section, we are currently studying the effect of different choices for the contrast and the penalty term on the properties of the estimator.
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A Appendix: Proofs of Section 3

Proof of Lemma 3.1. Let \( X_j = \beta_j Z_j + \alpha_j \) with independent and standard normally distributed random variables \( \{Z_j\}_{j=1}^m \). We start our proof with the observation that \( \mathbb{E}(S_m) = \sum_{j=1}^m \{ \beta_j^2 + \alpha_j^2 \} \) and define \( \Sigma_m := \frac{1}{2} \sum_{j=1}^m \text{Var}((\beta_j Z_j + \alpha_j)^2) = \sum_{j=1}^m \beta_j^2(\beta_j^2 + 2\alpha_j^2) \). Let \( t_m := \max_{1 \leq j \leq m} \beta_j^2 \) and by using that \( v_m \geq \sum_{j=1}^m \beta_j^2 \) and \( r_m \geq \sum_{j=1}^m \alpha_j^2 \) we have \( \mathbb{E}(S_m) \leq v_m + r_m \) and \( \Sigma_m \leq t_m \) \((v_m + 2r_m)\). These bounds are used below without further reference. There exist several results of tail bound for sums of independent squared Gaussian random variables and we present next a version which is due to Birgé [2001] and can be shown following the lines of the proof of Lemma 1 in Laurent et al. [2012]. For all \( x > 0 \) we have

\[
P(S_m - \mathbb{E}S_m \geq 2\sqrt{\Sigma_m x} + 2t_m x) \leq \exp(-x) \quad \text{and} \quad P(S_m - \mathbb{E}S_m \leq -2\sqrt{\Sigma_m x}) \leq \exp(-x). \quad (A.1)
\]

Consider (3.2). Keeping in mind that for all \( c \geq 0 \), \((3/2)c(v_m + 2r_m) \geq c(v_m + 2r_m) + 2t_mc(v_m + 2r_m)/(4t_m)\) and \((c \vee 1)t_m(v_m + 2r_m) \geq \Sigma_m\) we conclude for \( x := c(v_m + 2r_m)/(4t_m)\) that \((3/2)c(v_m + 2r_m) \geq 2\sqrt{\Sigma_m x} + 2t_m x\) and hence by employing the first exponential bound in (A.1) we obtain (3.2). On the other hand side, since \( c(v_m + 2r_m) \geq 2\sqrt{\Sigma_m x} \) for all \( c \geq 0 \) assertion (3.1) follows by employing the second exponential bound in (A.1), which completes the proof.

Proof of Proposition 3.2. We intend to apply the technical Lemma 3.1. Consider first the assertion (3.3). Let \( s_m \) and \( c_1 \) be positive constants (to be specified below). Keeping in mind that the posterior distribution of \( \varphi_j^m \) given \( Y_j \) is degenerated on \( \theta_j^x \) for \( j > m \) and that \( b_m = \sum_{j > m}(\theta_j^y - \theta_j^x)^2 \) we have

\[
\mathbb{E}_{\varphi_j} P_{\varphi} | Y \left( \| \varphi_j^m - \varphi_j^x \|_2^2 > b_m + m\bar{\sigma}_m + \frac{3c_1}{2} m\sigma(m) + (3c_1 + 1)s_m \right)
\]

\[
= \mathbb{E}_{\varphi_j} P_{\varphi} | Y \left( \sum_{j=1}^m (\varphi_j^m - \varphi_j^x)^2 > m\bar{\sigma}_m + \frac{3c_1}{2} m\sigma(m) + (3c_1 + 1)s_m \right).
\]

Define \( S_m^\varphi := \sum_{j=1}^m(\varphi_j^m - \varphi_j^x)^2 \) where conditional on \( Y \) the random variables \( \{\varphi_j^m - \varphi_j^x\}_{j=1}^m \) are independent and normally distributed with conditional mean \( \theta_j^y - \theta_j^x \) and conditional variance \( \sigma_j \). Observe that \( m\bar{\sigma}_m = \sum_{j=1}^m \sigma_j \) and \( \mathbb{E}_{\varphi} | Y [S_m^\varphi] = m\bar{\sigma}_m + \sum_{j=1}^m(\theta_j^y - \theta_j^x)^2 \).
Introduce the event $\Omega_m := \left\{ \sum_{j=1}^m (\theta_j^Y - \theta_j^o)^2 \leq s_m \right\}$ where obviously $\mathbb{1}_{\Omega_m} \mathbb{E}_{\theta^m | Y}[S_m^{\theta^m}] \leq m\sigma_m + s_m$ and hence,

$$
\mathbb{E}_{\theta^o} \mathbb{1}_{\Omega_m} \mathbb{P}_{\theta^m | Y} \left( S_m^{\theta^m} > m\sigma_m + \frac{3c_1}{2}m\sigma_m + (3c_1 + 1)s_m \right) 
\leq \mathbb{E}_{\theta^o} \mathbb{1}_{\Omega_m} \mathbb{P}_{\theta^m | Y} \left( S_m^{\theta^m} - \mathbb{E}_{\theta^m | Y}[S_m^{\theta^m}] > \frac{3c_1}{2}(m\sigma_m + 2s_m) \right).
$$

Employing (3.2) in Lemma 3.1 we bound the left hand side in the last display and we obtain

$$
\mathbb{E}_{\theta^o} \mathbb{1}_{\Omega_m} \mathbb{P}_{\theta^m | Y} \left( S_m^{\theta^m} > m\sigma_m + \frac{3c_1}{2}m\sigma_m + (3c_1 + 1)s_m \right) \leq \exp\left(-\frac{c_1(c_1 \wedge 1)(m\sigma_m + 2s_m)}{4\sigma_m} \right)
$$

where we used that $m\sigma_m \geq \sum_{j=1}^m \sigma_j$ for $\sigma_j = \max_{1 \leq i \leq m} \sigma_j$. As a consequence,

$$
\mathbb{E}_{\theta^o} \mathbb{P}_{\theta^m | Y}(\|\theta^m - \theta^o\|_{L^2}^2 > b_m + m\sigma_m + \frac{3c_1}{2}m\sigma_m + (3c_1 + 1)s_m) 
\leq \exp\left(-\frac{c_1(c_1 \wedge 1)(m\sigma_m + 2s_m)}{4\sigma_m} \right) + \mathbb{P}_{\theta^o}(\Omega_m^c). \quad (A.2)
$$

In the following, we bound the remainder probability of the event $\Omega_m^c = \{ S_m^Y > s_m \}$ for $S_m^Y := \sum_{j=1}^m (\theta_j^Y - \theta_j^o)^2$ where the random variables $\{\theta_j^Y - \theta_j^o\}_{j=1}^m$ are independent and normally distributed with mean $\mathbb{E}_{\theta^o}[\theta_j^Y] - \theta_j^o$ and standard deviation $\beta_j := \varepsilon^{1/2}\lambda_j^{-1}\mu_j$ for $\mu_j := (\varepsilon\lambda_j^{-2}\beta_j^{-1} + 1)^{-1}$. Since $\sigma_j = \varepsilon\lambda_j^{-2}\mu_j$ and $\mu_j \leq 1$ if follows that $m\sigma_m \geq \sum_{j=1}^m \beta_j^2$ and $\sigma_j \geq \max_{1 \leq i \leq m} \beta_j^2$. Moreover, $r_m = \sum_{j=1}^m (\mathbb{E}_{\theta^o}[\theta_j^Y] - \theta_j^o)^2$ and hence $\mathbb{E}_{\theta^o}[S_m^Y] \leq m\sigma_m + r_m$. Denote $s_m := m\sigma_m + \frac{3c_2}{2}m\sigma_m + (3c_2 + 1)r_m$ which allows us to write

$$
P_{\theta^o}(\Omega_m^c) = P_{\theta^o} \left( S_m^Y > m\sigma_m + \frac{3c_2}{2}m\sigma_m + (3c_2 + 1)r_m \right) 
\leq P_{\theta^o} \left( S_m^Y - \mathbb{E}_{\theta^o}[S_m^Y] > \frac{3c_2}{2}(m\sigma_m + 2r_m) \right)
$$

The right hand side in the last display is bounded by employing (3.2) in Lemma 3.1, and hence

$$
P_{\theta^o}(\Omega_m^c) \leq \exp\left(-\frac{c_2(c_2 \wedge 1)(m\sigma_m + 2r_m)}{4\sigma_m} \right). \quad (A.3)
$$

By combination of (A.2), (A.3) and $s_m = m\sigma_m + \frac{3c_2}{2}m\sigma_m + (3c_2 + 1)r_m$ it follows that

$$
\mathbb{E}_{\theta^o} \mathbb{P}_{\theta^m | Y}(\|\theta^m - \theta^o\|_{L^2}^2 > b_m + m\sigma_m + \frac{3c_1}{2}m\sigma_m + (3c_1 + 1)(m\sigma_m + \frac{3c_2}{2}m\sigma_m + (3c_2 + 1)r_m)) 
\leq \exp\left(-\frac{c_1(c_1 \wedge 1)(3c_2 + 1)(m\sigma_m + 2r_m)}{4\sigma_m} \right) + \exp\left(-\frac{c_2(c_2 \wedge 1)(m\sigma_m + 2r_m)}{4\sigma_m} \right)
$$
The assertion (3.3) follows now by taking \( c_1 = 1/3 = c_2 \). The proof of the assertion (3.4) follows along the lines of the proof of (3.3). Let \( c_3 \) be a positive constant (to be specified below). Since \( \mathbb{E}_{\varphi^n | Y} [S_m^{\varphi^n}] \geq m \sigma_m \) it trivially follows from (3.1) in Lemma 3.1 that

\[
\mathbb{E}_{\varphi^n} 1_{\Omega_m} P_{\varphi^n | Y} \left( S_m^{\varphi^n} < m \sigma_m - c_3 m \sigma(m) - 2c_3 s_m \right)
\leq \mathbb{E}_{\varphi^n} 1_{\Omega_m} P_{\varphi^n | Y} \left( S_m^{\varphi^n} - \mathbb{E}_{\varphi^n | Y} [S_m^{\varphi^n}] < -c_3 (m \sigma(m) + 2s_m) \right)
\leq \exp(-\frac{c_3 (c_3 \Lambda 1) (m \sigma(m) + 2s_m)}{4 \sigma(m)})
\]

Combining the last bound, the estimate (A.3) and \( b_m = \sum_{j>m} (\theta^y_j - \theta^x_j)^2 \) it follows that

\[
\mathbb{E}_{\varphi^n} P_{\varphi^n | Y} \left( \| \varphi^n - \theta^o \|_{l^2} < b_m + m \sigma_m - c_3 m \sigma(m) - 2c_3 \left[ m \sigma_m + \frac{3c_2}{2} m \sigma(m) + (3c_2 + 1) r_m \right] \right)
\leq \mathbb{E}_{\varphi^n} 1_{\Omega_m} P_{\varphi^n | Y} \left( S_m^{\varphi^n} < m \sigma_m - c_3 m \sigma(m) - 2c_3 s_m \right) + P_{\varphi^n} (\Omega_m^c)
\leq \exp(-\frac{c_3 (c_3 \Lambda 1) (3c_2 + 1) (m \sigma(m) + 2r_m)}{4 \sigma(m)}) + \exp(-\frac{c_2 (c_2 \Lambda 1) (m \sigma(m) + 2r_m)}{4 \sigma(m)})
\]

The assertion (3.4) follows now by taking \( c_2 = 1/3 \) which completes the proof. \( \square \)

**Proof of Proposition 3.5.** Keeping in mind the notations and findings used in the proof of Proposition 3.2 we have

\[
\mathbb{E}_{\varphi^n} \| \hat{\varphi}^m \!-\! \theta^o \|_{l^2}^2 = \mathbb{E}_{\varphi^n} \sum_{j=1}^{m} \sigma_j (\theta^y_j - \theta^x_j)^2 + \sum_{j > m} (\theta^x_j - \theta^o_j)^2
= \sum_{j=1}^{m} \sigma_j (\sigma_j \lambda_j^2 \varepsilon^{-1}) + r_{m_1} + b_{m_1}, \quad (A.4)
\]

which together with \( \sigma_j \lambda_j^2 \varepsilon^{-1} \leq 1 \) implies \( \mathbb{E}_{\varphi^n} \| \hat{\varphi}^m \!-\! \theta^o \|_{l^2}^2 \leq b_{m_1} + m_1 \sigma_m + r_{m_1} \). Exploiting the Assumption A.1, that is, \( r_{m_1} \leq K \left[ \| b_{m_1} \vee m_1 \sigma_m \right] \), we obtain the assertion. \( \square \)

**Proof of Theorem 3.8.** The assertion follows from (A.4) given in the proof of Proposition 3.5. Indeed, (i) follows by combination of (A.4), \( \sum_{j=1}^{m} \sigma_j (\sigma_j \lambda_j^2 \varepsilon^{-1}) \leq \varepsilon m \Lambda_m \) and \( r_m \leq d^{-2} \| \theta^o - \theta^x \|_{l^2} \varepsilon \Lambda_m \) while (A.4), \( \sum_{j=1}^{m} \sigma_j (\sigma_j \lambda_j^2 \varepsilon^{-1}) \geq (1 + 1/d)^{-2} \varepsilon m \Lambda_m \) and \( r_m \geq 0 \) imply together (ii). Note that these elementary bounds hold due to Assumption A.2 for all \( \varepsilon \in (0, \varepsilon_0) \) since \( \Phi \varepsilon = o(1) \) as \( \varepsilon \to 0 \), which completes the proof. \( \square \)

**Proof of Theorem 3.10.** We start the proof with the observation that due to Assumption A.3 and (3.14) the sub-family \( \{ P_{\varphi^n} \}_{m_1} \) satisfies the condition (3.7) uniformly
for all $\theta^o \in \Theta^*_a$ with $L = L^*/\kappa^*$. Moreover, we have $\Phi^*_c = o(1)$, as $\varepsilon \to 0$ and we suppose that Assumption A.2 holds true. Thereby, the assumptions of Corollary 3.6 are satisfied. From $((1+1/d)\vee r/d^2)(L^*/\kappa^*) \geq ((1+1/d)\vee d^{-2}\|\theta^o - \theta^x\|_2^2) L = K$ and the definition of $K^*$ it follows further that $K^* \geq (4+(11/2)K)(1 \vee r)$ and $(K^*)^{-1} \leq (1/9)(1+1/d)^{-1}\kappa^*$ for all $\theta^o \in \Theta^*_a$. Moreover, for all $0 < \varepsilon < \varepsilon_o$ we have $(1 \vee r) \Phi^*_c \geq \Phi^*_c = [v_{m^*_z} \vee m^*_z \bar{A}_{m^*_z}] \geq \kappa^* \Phi^*_c$: By combining these elementary inequalities and Corollary 3.6 with $c := 1/(9K)$ and $c \geq 1/K^*$ uniformly for all $\theta^o \in \Theta^*_a$ we obtain for all $\varepsilon \in (0,\varepsilon_o)$

$$
\sup_{\theta^o \in \Theta^*_a} \mathbb{E}_{\theta^o} P_{\theta^o} |_{Y}(\|\phi^{m^*_z} - \theta^o\|_2^2 > K^* \Phi^*_c) \\
\leq \sup_{\theta^o \in \Theta^*_a} \mathbb{E}_{\theta^o} P_{\theta^o} |_{Y}(\|\phi^{m^*_z} - \theta^o\|_2^2 > (4+(11/2)K) \Phi^*_c m^*_z) \\
\leq 2 \exp(-m^*_z/36); \quad (A.5)
$$

$$
\sup_{\theta^o \in \Theta^*_a} \mathbb{E}_{\theta^o} P_{\theta^o} |_{Y}(\|\phi^{m^*_z} - \theta^o\|_2^2 < (K^*)^{-1} \Phi^*_c) \\
\leq \sup_{\theta^o \in \Theta^*_a} \mathbb{E}_{\theta^o} P_{\theta^o} |_{Y}(\|\phi^{m^*_z} - \theta^o\|_2^2 < (1 - 8 c K) \{(1+1/d)^{-1} \Phi^*_c m^*_z\}) \\
\leq 2 \exp(-m^*_z/[2(K^*)^2]). \quad (A.6)
$$

By combining (A.5) and (A.6) we obtain the assertion of the theorem since $m^*_z \to \infty$, which completes the proof. \hfill \Box

## B Appendix: Proofs of Section 4

### B.1 Proof of Theorem 4.3

**Proof of Lemma 4.1.** Consider (i). The claim holds trivially true in case $G^-_\varepsilon = 1$, thus suppose $G^-_\varepsilon > 1$ and let $1 \leq m < G^-_\varepsilon \leq m^*_z$. Define $S_m := \|\hat{\phi}^{m^*_z} - \theta^x\|_2^2 - \|\hat{\phi}^m - \theta^x\|_2^2$. Given an event $A_m$ and its complement $A_m^c$ (to be specified below) it follows

$$
p_{\varepsilon \mid Y}(m) = \frac{\exp\left(\frac{1}{2} \{||\hat{\phi}^m - \theta^x||_2^2 - 3C_\lambda m\}\right)}{\sum_{k=1}^{G^-_\varepsilon} \exp\left(\frac{1}{2} \{||\hat{\phi}^k - \theta^x||_2^2 - 3C_\lambda k\}\right)} \\
= \exp\left(\frac{1}{2} \{- S_m + 3C_\lambda [m^*_z - m]\}\right) 1_{A_m} + 1_{A_m^c} \quad (B.1)
$$

Moreover, elementary algebra shows

$$
S_m = \sum_{j=m+1}^{m^*_z} \frac{\lambda_j^2 S_j}{\varepsilon^2 (Y_j - \lambda_j \theta_j)^2}
$$
where the random variables \(\{\lambda_j \sigma_j^{1/2} \epsilon^{-1}(Y_j - \lambda_j \theta_j^\epsilon)\}_{j \geq 1}\) are independent and normally distributed with standard deviation \(\beta_j = \lambda_j \sigma_j^{1/2} \epsilon^{-1/2}\) and mean \(\alpha_j = \beta_j \epsilon^{-1/2} \lambda_j (\theta_j^\epsilon - \theta_j^\lambda)\).

Keeping in mind the notations used in Lemma 3.1 define \(v_m := \sum_{j=m+1}^{m_2} \beta_j^2\) and \(r_m := \sum_{j=m+1}^{m_2} \alpha_j^2\). We observe that Assumption A.2 implies that \(1 \geq \beta_j^2 \geq (1 + 1/d)^{-1}\) and hence it follows by employing \(\min_{m < j < m_2} \lambda_j^2 \geq \min_{1 \leq j \leq m_2} \lambda_j^2 = \Lambda_{(m_2^2)}^{-1}\) and Assumption A.4 (iii) that

\[
L_\lambda(\epsilon \Lambda_{(m_2^2)})^{-1} \Phi \geq L_\lambda(\epsilon \Lambda_{(m_2^2)})^{-1} \epsilon m \Lambda_{m_2} \geq m_2^2 \text{ and } (1 + 1/d)^{-1}(\epsilon \Lambda_{(m_2^2)})^{-1} |m_2 - \Phi| \leq (1 + 1/d)^{-1}(\epsilon \Lambda_{(m_2^2)})^{-1} |m_2 - \Phi| \leq r_m.
\] (B.2)

Moreover, we set \(m := 1 \geq \max_{m < j < m_2} \beta_j^2\) and \(\mu_m := \mathbb{E}|S_m = v_m + r_m\). Introduce the event \(A_m := \{S_m - \mu_m \geq -(1/4)(v_m + 2r_m)\}\) and its complement \(A_m^c := \{S_m - \mu_m < -(1/4)(v_m + 2r_m)\}\). By employing successively Lemma 3.1, (B.2) and \(b_m \leq \Phi\) it follows now from (B.1) that

\[
\mathbb{E}_{\theta^*} P_M | Y(m) \leq \mathbb{E}_{\theta^*} \exp \left\{ - (S_m - \mu_m - \mu_m + 3C_\lambda[m_2 - m]) / 2 \right\} 1_{A_m} + \mathbb{E}_{\theta^*} 1_{A_m^c}
\leq \exp \left\{ - (3v_m/4 - r_m/2 + 3C_\lambda[m_2 - m]) / 2 \right\} + \exp \left( -(1/64)(v_m + 2r_m) \right)
\leq \exp \left( - r_m/4 + 3C_\lambda m \epsilon / 2 \right) + \exp \left( - r_m/2 \right)
\leq \exp \left( - \frac{\Phi |m_2 - \Phi|}{4(1 + 1/d) \epsilon \Lambda_{(m_2^2)}} + \frac{3C_\lambda L \Phi}{2 \epsilon \Lambda_{(m_2^2)}} \right) + \exp \left( - \frac{\Phi |m_2 - \Phi|}{32(1 + 1/d) \epsilon \Lambda_{(m_2^2)}} \right)
\leq \exp \left( - \frac{\Phi |m_2 - \Phi|}{4(1 + 1/d) \epsilon \Lambda_{(m_2^2)}} + \frac{3C_\lambda L \Phi}{2 \epsilon \Lambda_{(m_2^2)}} \right) \times \exp \left( - \frac{\Phi |m_2 - \Phi|}{32(1 + 1/d) \epsilon \Lambda_{(m_2^2)}} \right)
\leq \exp \left( - \frac{\Phi |m_2 - \Phi|}{32(1 + 1/d) \epsilon \Lambda_{(m_2^2)}} \right)
\]

Taking into account the definition (4.4) of \(G_\epsilon^+\), i.e., \(b_m > 8L_\lambda C_\lambda (1 + 1/d) \Phi \) for all \(1 \leq m < G_\epsilon^+\), and \(L_\lambda \Phi \epsilon \Lambda_{(m_2^2)}^{-1} \geq m_2^2\) due to Assumption A.4 (iii), we obtain

\[
\mathbb{E}_{\theta^*} P_M | Y(m) \leq \exp \left( - \frac{L \lambda C_\lambda \Phi}{4 \epsilon \Lambda_{(m_2^2)}} \right) + \exp \left( - \frac{7L \lambda C_\lambda \Phi}{32 \epsilon \Lambda_{(m_2^2)}} \right) \leq 2 \exp \left( - \frac{7C_\lambda m_2^2}{32} \right).
\]

Thereby, \(\mathbb{E}_{\theta^*} P_M | Y(1 \leq M < G_\epsilon^+) = \sum_{m=1}^{G_\epsilon^+ - 1} \mathbb{E}_{\theta^*} P_M | Y(m) \leq 2 \exp \left( - \frac{7C_\lambda m_2^2}{32} + \log G_\epsilon \right)\) using that \(G_\epsilon \geq G_\epsilon^+\) which proves the assertion (i). Consider now (ii). The claim holds trivially true in case \(G_\epsilon^+ = G_\epsilon\), thus suppose \(G_\epsilon^+ < G_\epsilon\) and let \(G_\epsilon \geq m > G_\epsilon^+ \geq m_2\).

Consider again the upper bound given in (B.1) where now

\[
-S_m = \sum_{j=m_2^2 + 1}^{m} \frac{\lambda_j^2 \sigma_j}{\epsilon^2} (Y_j - \lambda_j \theta_j^\epsilon)^2.
\]

Employing the notations \(\alpha_j\) and \(\beta_j\) introduced in the proof of (i) and keeping in mind Lemma 3.1 we define \(v_m := \sum_{j=m_2^2 + 1}^{m} \beta_j^2\) and \(r_m := \sum_{j=m_2^2 + 1}^{m} \alpha_j^2\) where \(1 \geq\)
\[ \beta_j^2 \geq (1 + 1/d)^{-1} \] due to Assumption A.2. Moreover, from Assumption A.4 (i) follows $\max_{m_j < j < \infty} \lambda_j^2 \geq \max m_j \lambda_j^2 \leq C_\lambda \min_{1 \leq j \leq m_j} \lambda_j^2 = C_\lambda \lambda_j^{-1}$ and taking into account in addition Assumption A.4 (iii) that
\[
L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon \geq m_j^2, \quad v_m \leq m - m_j^2 \quad \text{and} \quad C_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m] \geq \lambda_j^2, \quad \text{B.3}
\]
Moreover, we set $t_m := 1 \geq \max m_j < j < \infty \beta_j^2$ and $\mu_m := C_\lambda[m - m_j^2] + C_\lambda(\Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m] \geq \mathbb{E}S_m = v_m + r_m$. Consider now the event $\mathcal{A}_m := \{-S_m - \mu_m \leq (C_\lambda[m - m_j^2] + 2C_\lambda(\Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m])\}$ and its complement $\mathcal{A}_m := \{-S_m - \mu_m > (C_\lambda[m - m_j^2] + 2C_\lambda(\Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m])\}$. By employing successively Lemma 3.1, (B.3) and $b_{m_j^2} \leq \Phi_\varepsilon$ it follows now from (B.1) that
\[
\mathbb{E}_{\theta^m} p_{m|Y}(m) \leq \mathbb{E}_{\theta^m} \exp \left(\{-S_m - \mu_m + \mu_m + 3C_\lambda[m_j^2 - m]\}/2\right) \mathbb{1}_{\mathcal{A}_m} + \mathbb{E}_{\theta^m} \mathbb{1}_{\mathcal{A}_m}^c
\leq \mathbb{E}_{\theta^m} \exp \left(\{2C_\lambda[m - m_j^2] + 3C_\lambda(\Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m] + 3C_\lambda[m - m_j^2]\}/2\right)
\leq \exp \left(\{-C_\lambda[m - m_j^2] + 2C_\lambda(\Lambda_{(m_j^2)})^{-1}[b_{m_j^2} - b_m]\}/9\right)
\leq \exp \left(\{C_\lambda[m - m_j^2] + 3C_\lambda(\Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon\}/2\right)
\leq \exp \left[ -C_\lambda(m - L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon) / 9\right]
\leq \exp \left[ -C_\lambda(m - 5L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon) / 2\right] \times \exp \left[ -C_\lambda(m - L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon) / 9\right]
\]
Taking into account the definition (4.4) of $G_j$, i.e., $m > 5L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \Phi_\varepsilon$ for all $G_j \geq m > G_j^+$, and $L_\lambda(\varepsilon \Lambda_{(m_j^2)})^{-1} \geq m_j^2$ due to Assumption A.4 (iii), we obtain
\[
\mathbb{E}_{\theta^m} p_{m|Y}(m) \leq \exp \left( - \frac{L_\lambda C_\lambda \varepsilon}{2 \varepsilon \Lambda_{(m_j^2)}} \right) + \exp \left( - \frac{4L_\lambda C_\lambda \Phi_\varepsilon}{9 \varepsilon \Lambda_{(m_j^2)}} \right) \leq 2 \exp \left( - \frac{4C_\lambda}{9} m_j^2 \right).
\]
Thereby, $\mathbb{E}_{\theta^m} P_{m|Y}(G_j^+ < M \leq G_j) = \sum_{m = G_j^+}^{G_j} \mathbb{E}_{\theta^m} p_{m|Y}(m) \leq 2 \exp \left( - \frac{4C_\lambda}{9} m_j^2 + \log G_j \right)$ which shows the assertion (ii) and completes the proof. \hfill \square

**Proof of Lemma 4.2.** Consider (i). We start the proof with the observation that due to Assumption A.4 (iii) the condition (3.7) holds true with $L = L_\lambda$ uniformly for all $m \in \mathbb{N}$ and $\varepsilon \in (0, 1)$, and hence imposing Assumption A.2 the conditions of Corollary 3.6 are satisfied, which in turn setting $c := 1/(9K)$ with $K := ((1 + d^{-1}) \vee d^{-2}||\theta^\vartheta - \theta^\varepsilon||_{\varepsilon}^2) L_\lambda$ implies for all $1 \leq m \leq G_j$ and $\varepsilon \in (0, \varepsilon_0)$ that
\[
\mathbb{E}_{\theta^m} p_{m|Y}(||\theta^m - \theta^\vartheta||_{\varepsilon}^2 > (4 + (11/2)K)[b_m \vee \varepsilon m \Lambda_m]) \leq 2 \exp(-m/36); \quad \text{B.4}
\]
\[
\mathbb{E}_{\theta^m} p_{m|Y}(||\theta^m - \theta^\varepsilon||_{\varepsilon}^2 < \{9(1 + 1/d)\}^{-1}[b_m \vee \varepsilon m \Lambda_m]) \leq 2 \exp(-m/(162K^2)). \quad \text{B.5}
\]
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On the other hand side, taking into account the definition (4.4) of $G^+_ε$ and $G^-_ε$, and the monotonicity of $(b_m)_{m ≥ 1}$ and $(εmΛ_m)_{m ≥ 1}$ we have for all $G^-_ε ≤ m ≤ m^\circ$ that

$$εmΛ_m ≤ εm^\circΛ_m^\circ ≤ Φ^\circ_m \quad \text{and} \quad b_m ≤ 8L_ΛC_Λ(1+1/d)Φ^\circ_m$$

while for all $G^+_ε ≥ m ≥ m^\circ$ (keeping in mind Assumption A.5) hold

$$m ≤ 5L_Λ(εΛ(m^\circ))^{-1}Φ^\circ_m ≤ 5L_Λ(εΛ(m^\circ))^{-1}(K^\circ)^{-1}εm^\circΛ_m^\circ ≤ (5L_Λ/K^\circ)m^\circ ≤ D^o m^\circ \quad \text{and} \quad b_m ≤ b_m^\circ ≤ Φ^\circ_m$$

where $D^o := D^o(θ^\circ, θ^\circ, λ) := [5L_Λ/K^\circ]$. Due to Assumption A.4 (ii) and (iii) it follows from $m ≤ D^o m^\circ$ that $Λ(m) ≤ Λ(D^o m^\circ) ≤ Λ(D^o)Λ(m^\circ)$ and $Λ_m ≤ Λ(m) ≤ Λ(D^o)Λ(m^\circ) ≤ \Lambda(D^o)ΛΛ_m^\circ$ which in turn implies $εmΛ_m ≤ L_ΛD^oΛ(D^o)εm^\circΛ_m^\circ ≤ L_ΛD^oΛ(D^o)Φ^\circ_m$ for all $m ≤ G^+_ε$. Combining the upper bounds we have $(4 + 11K/2)[b_m ∨ εmΛ_m] ≤ K^\circ Φ^\circ_m$ for all $G^-_ε ≤ m ≤ G^+_ε$ since $K^\circ ≥ (4 + 11K/2)(8L_ΛC_Λ(1+1/d) ∨ L_ΛD^oΛ(D^o))$, and together with (B.4) follows

$$\sum_{m=G^-_ε}^{G^+_ε} \mathbb{E}_{θ^m}P_{θ^m}|Y(\|θ^m - θ^\circ\|^2_{L_2} > K^\circ Φ^\circ_m) ≤ \sum_{m=G^-_ε}^{G^+_ε} \mathbb{E}_{θ^m}P_{θ^m}|Y(\|θ^m - θ^\circ\|^2_{L_2} > (4 + (11/2)K)[b_m ∨ εmΛ_m]) ≤ 2 \sum_{m=G^-_ε}^{G^+_ε} \exp(-m/36) ≤ 74 \exp(-G^-_ε/36)$$

which proves the assertion (i). Consider now (ii). We observe that by definition (3.10) of $Φ^\circ_m$ for all $m ∈ N$ holds $Φ^\circ_m ≤ [εmΛ_m ∨ b_m]$, and hence $\{9(1+1/d)\}^{-1}[b_m ∨ εmΛ_m] ≥ (K^\circ)^{-1}Φ^\circ_m$ since $K^\circ ≥ 9(1+1/d)$. Combining the last estimate, (B.5) and $K^\circ ≥ 10K$ it follows that

$$\sum_{m=G^-_ε}^{G^+_ε} \mathbb{E}_{θ^m}P_{θ^m}|Y(\|θ^m - θ^\circ\|^2_{L_2} < (K^\circ)^{-1}Φ^\circ_m) ≤ \sum_{m=G^-_ε}^{G^+_ε} \mathbb{E}_{θ^m}P_{θ^m}|Y(\|θ^m - θ^\circ\|^2_{L_2} < \{9(1+1/d)\}^{-1}[b_m ∨ εmΛ_m])$$

$$≤ 2 \sum_{m=G^-_ε}^{G^+_ε} \exp(-m/(K^\circ)^2) ≤ 4(K^\circ)^2 \exp(-G^-_ε/(K^\circ)^2)$$

which shows the assertion (ii) and completes the proof. □
**Proof of Theorem 4.3.** We start the proof with the observation that Lemma 4.1 together with Lemma 4.2 (i) imply

\[
\mathbb{E}_{\theta} P_{\mathcal{M}|Y} (\| \vartheta^M - \theta^o \|_2^2 > K^o \Phi^e) = \sum_{m=1}^{G_e} p_{M|Y}(m) P_{\theta^m|Y} (\| \vartheta^m - \theta^o \|_2^2 > K^o \Phi^e) \\
\leq \mathbb{E}_{\theta} P_{M|Y} (1 \leq M < G_e^-) + \sum_{m=G_e^-}^{G_e^+} \mathbb{E}_{\theta} P_{\theta^m|Y} (\| \vartheta^m - \theta^o \|_2^2 > K^o \Phi^e) \\
\leq 4 \exp \left( - \frac{m}{s} (C_\lambda/5 - \log G_e/m^e) \right) + 74 \exp \left( - \frac{G_e^-}{36} \right)
\]

On the other hand side, from Lemma 4.1 together with Lemma 4.2 (ii) also follows that

\[
\mathbb{E}_{\theta} P_{\mathcal{M}|Y} (\| \vartheta^M - \theta^o \|_2^2 < (K^o)^{-1} \Phi^e) \leq \mathbb{E}_{\theta} P_{M|Y} (1 \leq M < G_e^-) \\
+ \sum_{m=G_e^-}^{G_e^+} \mathbb{E}_{\theta} P_{\theta^m|Y} (\| \vartheta^m - \theta^o \|_2^2 < (K^o)^{-1} \Phi^e) \\
\leq 4 \exp \left( - \frac{m}{s} (C_\lambda/5 - \log G_e/m^e) \right) + 4 (K^o)^2 \exp \left( - \frac{G_e^-}{(K^o)^2} \right)
\]

By combining (B.6) and (B.7) we obtain the assertion of the theorem since \( G_e^-, m^e \to \infty \) and \( \log G_e/m^e = o(1) \) as \( \varepsilon \to 0 \) which completes the proof.

**B.2 Proof of Theorem 4.4**

The next assertion presents a concentration inequality for Gaussian random variables.

**Lemma B.1.** Let the assumptions of Lemma 3.1 be satisfied. For all \( c \geq 0 \) we have

\[
\sup_{m \geq 1} (6t_m)^{-1} \exp \left( \frac{c(v_m + 2r_m)}{4t_m} \right) \mathbb{E} \left( S_m - \mathbb{E} S_m - \frac{3}{2} c(v_m + 2r_m) \right)_+ \leq 1
\]

where \( (a)_+ := (a \vee 0) \).

**Proof of Lemma B.1.** The assertion follows from Lemma 3.1 (keeping in mind that
Lemma B.2. If Assumption A.2 and A.4 hold true then for all \( \varepsilon \in (0, \varepsilon_0) \)

\[
\begin{align*}
\text{(i)} & \quad \sum_{j=1}^{G_\varepsilon} \sigma_j^2 \lambda_j^2 \varepsilon^{-2} \mathbb{E}_{\mathbb{Q}^\varepsilon} \{ (Y_j - \lambda_j \theta_j^\varepsilon) P_{M|Y}(j \leq M \leq G_\varepsilon) \}^2 \\
& \quad \leq \varepsilon \bar{G}_+^\varepsilon \bar{X} + 10 \Lambda_1 \exp \left( - \frac{m_\varepsilon}{5} + 2 \log G_\varepsilon \right); \\
\text{(ii)} & \quad \sum_{j=1}^{G_\varepsilon} (\theta_j^\varepsilon - \theta_j^0)^2 \mathbb{E}_{\mathbb{Q}^\varepsilon} \mathbb{E}_{M|Y} \{ 1_{\{1 \leq j < \bar{G}_\varepsilon \}} + (\sigma_j / \bar{G}_\varepsilon)^2 1_{\{j \in M \leq G_\varepsilon \}} \} + \sum_{j > \bar{G}_\varepsilon} (\theta_j^\varepsilon - \theta_j^0)^2 \\
& \quad \leq b_{G_\varepsilon^-} + \| \theta^\varepsilon - \theta^0 \|_{L_2}^2 \{ d^{-2} \varepsilon \Lambda(G_\varepsilon^-) + 2 \exp \left( - \frac{m_\varepsilon}{5} + 2 \log G_\varepsilon \right) \}.
\end{align*}
\]

Proof of Lemma B.2. Consider (i). We start with the observation that the random variables \( \{ \xi_j := \varepsilon^{-1/2} (Y_j - \lambda_j \theta_j^\varepsilon) \}_{j \geq 1} \) are independent and standard normally distributed. Moreover, applying Jensen's inequality we have

\[
\{ \xi_j P_{M|Y}(j \leq M \leq G_\varepsilon) \}^2 = \left\{ \mathbb{E}_{M|Y} \xi_j 1_{\{j \in M \leq G_\varepsilon \}} \right\}^2 \leq \mathbb{E}_{M|Y} \xi_j^2 1_{\{j \in M \leq G_\varepsilon \}} = \xi_j^2 P_{M|Y}(j \leq M \leq G_\varepsilon).
\]

We split the sum into two parts which we bound separately. Precisely,

\[
\sum_{j=1}^{G_\varepsilon} \sigma_j^2 \lambda_j^2 \varepsilon^{-2} \{ (Y_j - \lambda_j \theta_j^\varepsilon) P_{M|Y}(j \leq M \leq G_\varepsilon) \}^2 \\
\leq \sum_{j=1}^{G_\varepsilon^+} \varepsilon \Lambda_j \xi_j^2 + \sum_{j=1}^{G_\varepsilon^-} \varepsilon \Lambda_j \xi_j^2 \mathbb{P}_{M|Y}(G_\varepsilon^+ < M \leq G_\varepsilon) \tag{B.9}
\]

where we used that \( \sigma_j \leq \varepsilon \Lambda_j \). Keeping in mind the notations used in Lemma B.1 let \( S_{G_\varepsilon} := \sum_{j=1}^{G_\varepsilon} \varepsilon \Lambda_j \xi_j^2 \) and observe that \( \alpha_j = 0 \) and \( \beta_j^2 = \varepsilon \Lambda_j \), and hence \( r_{G_\varepsilon} = 0 \). Keeping in mind that \( G_\varepsilon := \max \{ 1 \leq m \leq \varepsilon^{-1} \} : \varepsilon \Lambda(m) \leq \Lambda_1 \} \) we set \( t_{G_\varepsilon} := \Lambda_1 \geq \varepsilon \Lambda(G_\varepsilon) \) and \( v_{G_\varepsilon} := \Lambda_1 G_\varepsilon = G_\varepsilon t_{G_\varepsilon} \geq \sum_{j=1}^{G_\varepsilon} \beta_j^2 \), where \( \mathbb{E}_{Q} S_{G_\varepsilon} \leq v_{G_\varepsilon} \). From
Lemma B.1 with $c = 2/3$ follows that $\mathbb{E}_{\theta^e}(S_{G_e} - 2\Lambda_1 G_e) \leq (6t_{G_e}) \exp(-v_{G_e} / (6t_{G_e})) = (6\Lambda_1) \exp(-G_e / 6)$, and hence

$$\sum_{j=1}^{G_e} \varepsilon \Lambda_j \mathbb{E}_{\theta^e} \{ \xi_j^2 P_{M \mid Y}(G_e^+ < M \leq G_e) \} \leq \mathbb{E}(S_{G_e} - 2\Lambda_1 G_e) + 2\Lambda_1 G_e \mathbb{E}_{\theta^e} P_{M \mid Y}(G_e^+ < M \leq G_e) \leq 6\Lambda_1 \exp(-G_e / 6) + 2\Lambda_1 G_e \mathbb{E}_{\theta^e} P_{M \mid Y}(G_e^+ < M \leq G_e). \tag{B.10}$$

We distinguish two cases. First, if $G_e^+ = G_e$, then assertion (i) follows by combining (B.9) and $\mathbb{E}_{\theta^e} \xi_j^2 = 1$. Second, if $G_e^+ < G_e$, then the definition (4.4) of $G_e^+$ implies $G_e > 5m^\varepsilon$ which in turn implies the assertion (i) by combining (B.9), $\mathbb{E}_{\theta^e} \xi_j^2 = 1$, (B.10) and Lemma 4.1 (ii). Consider (ii). Due to Assumption A.2 we have $(\sigma_j / \varepsilon_j)^2 \leq (1 \land d^{-2} \varepsilon \Lambda_j)$ which we will use without further reference. Splitting the first sum into two parts we obtain

$$\sum_{j=1}^{G_e} (\theta_j^x - \theta_j^o)^2 \mathbb{E}_{\theta^e} \{ 1_{\{1 \leq M < j\}} + (\sigma_j / \varepsilon_j)^2 1_{\{j \leq M \leq G_e\}} \} = \sum_{j>G_e} (\theta_j^x - \theta_j^o)^2 \mathbb{E}_{\theta^e} \{ 1_{\{1 \leq M < j\}} + d^{-2} \varepsilon \Lambda_j \} + \sum_{j=G_e + 1}^{G_e} (\theta_j^x - \theta_j^o)^2 \mathbb{E}_{\theta^e} \{ 1_{\{1 \leq M < j\}} + 1_{\{j \leq M \leq G_e\}} \} \leq \| \theta^x - \theta^o \|^2_{L_2} \{ \mathbb{E}_{\theta^e} P_{M \mid Y}(1 \leq M < G_e^-) + d^{-2} \varepsilon \Lambda(G_e^-) \} \leq \sum_{j>G_e} (\theta_j^x - \theta_j^o)^2$$

The assertion (ii) follows now by combining the last estimate and Lemma 4.1 (i), which completes the proof.

**Proof of Theorem 4.4.** We start the proof with the observation that $\hat{\theta}_j - \theta_j = (\theta_j^y - \theta_j^o) P_{M \mid Y}(j \leq M \leq G_e) + (\theta_j^x - \theta_j^o) P_{M \mid Y}(1 \leq M < j)$ for all $1 \leq j \leq G_e$ and $\hat{\theta}_j - \theta_j = \theta_j^x - \theta_j^o$ for all $j > G_e$. From the identity $\theta_j^y - \theta_j^o = (\sigma_j / \varepsilon_j)(\theta_j^x - \theta_j^o) + (\sigma_j \lambda_j \varepsilon^{-1})(Y_j - \lambda_j \theta_j^o)$ and Lemma B.2 follows that

$$\mathbb{E}_{\theta^e} \| \hat{\theta} - \theta^o \|^2_{L_2} \leq \sum_{j=1}^{G_e} 2\sigma_j^2 \lambda_j^2 \varepsilon^{-2} \mathbb{E}_{\theta^e} \{ (Y_j - \lambda_j \theta_j^o) P_{M \mid Y}(1 \leq M < j) \} \leq 2\varepsilon G_e^+ \Lambda_e + 10\Lambda_1 \exp \left( -m^\varepsilon / 5 + 2 \log G_e \right) \leq 2\varepsilon G_e^+ \Lambda_e + 10\Lambda_1 \exp \left( -m^\varepsilon / 5 + 2 \log G_e \right) + 2 \{ b_{G_e^-} + \| \theta^y - \theta^o \|^2_{L_2} \{ d^{-2} \varepsilon \Lambda(G_e^-) + 2 \exp \left( -m^\varepsilon / 5 + \log G_e \right) \} \right). \tag{27}$$
On the other hand side, taking into account the definition (4.4) of $G^-_\varepsilon$ and $G^+_\varepsilon$, we have show in the proof of Lemma 4.2 that $b_{G^-_\varepsilon} \leq 8\Lambda C_L(1 + 1/d)\Phi_\varepsilon$ and $\varepsilon G^+_\varepsilon \Lambda_{G^+_\varepsilon} \leq L\Lambda D^o\Lambda_{(D^o)}\Phi_\varepsilon$, while trivially $\varepsilon \Lambda_{(G^-_\varepsilon)} \leq \varepsilon \Lambda_{(m^*_\varepsilon)} \leq \Phi_\varepsilon$. By combination of these estimates we obtain

$$\mathbb{E}_{\Theta^o} \| \hat{\theta} - \theta^o \|^2_{\ell_2} \leq \{2L\Lambda D^o\Lambda_{(D^o)} + 16\Lambda C_L(1 + 1/d) + 2d^{-2}\| \theta^x - \theta^o \|^2_{\ell_2} \} \Phi_\varepsilon$$

$$+ (20\Lambda_1 + 4\| \theta^x - \theta^o \|^2_{\ell_2}) \exp \left( - m^*_\varepsilon / 5 + 2\log G^-_\varepsilon - \log \Phi_\varepsilon \right) \} \Phi_\varepsilon$$

From the last bound follows the assertion of the theorem since $(2\log G^-_\varepsilon - \log \Phi_\varepsilon)/m^*_\varepsilon \to 0$ as $\varepsilon \to 0$ which completes the proof.

\[\square\]

**B.3 Proof of Theorem 4.6**

**Proof of Lemma 4.5.** The proof follows along the lines of the proof of Lemma 4.1, where we replace $G^-_\varepsilon$, $G^+_\varepsilon$, $m^*_\varepsilon$ and $\Phi_\varepsilon$ by its counterpart $G^-_\varepsilon$, $G^+_\varepsilon$, $m^*_\varepsilon$ and $\Phi_\varepsilon$, respectively. Moreover, we will use without further reference, that for all $\theta^o \in \Theta^o_\varepsilon$ the bias is bound by $b_m \leq r_m$, for all $m \in \mathbb{N}$, and hence $b_m \leq (1 \lor r)\Phi_\varepsilon$.

Consider (i). The claim holds trivially true in case $G^-_\varepsilon = 1$, thus suppose $G^-_\varepsilon > 1$ and let $1 \leq m < G^-_\varepsilon \leq m^*_\varepsilon$. Define $S_m := \| \hat{\theta}^{m^*_\varepsilon} - \theta^x \|^2_{\ell_2} - \| \hat{\theta}^m - \theta^x \|^2_{\ell_2}$. Let $\mathcal{A}_m$ and $\mathcal{A}^c_m$, respectively, be an event and its complement defined as in the Proof of Lemma 4.1, then it follows

$$p_{M|Y}(m) \leq \exp \left( \frac{1}{2} \{ - S_m + 3C_L[m^*_\varepsilon - m] \} \right) \mathbb{1}_{\mathcal{A}_m} + \mathbb{1}_{\mathcal{A}^c_m} \quad (B.11)$$

where $S_m = \sum_{j=m+1}^{m^*_\varepsilon} \frac{\lambda j^2}{d^2} (Y_j - \lambda j^{\theta x}_y)^2$. We use the notation introduced in Lemma 4.1, where again $1 \geq \beta_j^2 \geq (1 + 1/d)^{-1}$ due to Assumption A.2 and by employing $\min_{m < j \leq m^*_\varepsilon} \lambda j^2 \geq \Lambda^{-1}_{(m^*_\varepsilon)}$ together with Assumption A.4 (iii)

$$L_{\Lambda}(\varepsilon \Lambda_{(m^*_\varepsilon)})^{-1}(1 \lor r)\Phi_\varepsilon \leq L_{\Lambda}(\varepsilon \Lambda_{(m^*_\varepsilon)})^{-1}\varepsilon m^*_\varepsilon \Lambda^{m^*_\varepsilon} \geq m^*_\varepsilon$$

and

$$(1 + 1/d)^{-1}(\varepsilon \Lambda_{(m^*_\varepsilon)})^{-1}[b_m - (1 \lor r)\Phi_\varepsilon] \leq (1 + 1/d)^{-1}(\varepsilon \Lambda_{(m^*_\varepsilon)})^{-1}[b_m - b_{m^*_\varepsilon}] \leq r_m. \quad (B.12)$$

By employing successively Lemma 3.1, (B.12) and $b_{m^*_\varepsilon} \leq (1 \lor r)\Phi_\varepsilon$ for all $\theta^o \in \Theta^o_\varepsilon$ it follows now from (B.11) that

$$\mathbb{E}_{\Theta^o} p_{M|Y}(m) \leq \exp \left( - \frac{b_m}{4(1 + 1/d)\varepsilon \Lambda_{(m^*_\varepsilon)}} + \frac{2C_L L_{\Lambda}(1 \lor r)\Phi_\varepsilon}{\varepsilon \Lambda_{(m^*_\varepsilon)}} \right) \exp \left( - \frac{L_{\Lambda C_L(1 \lor r)\Phi_\varepsilon}}{4\varepsilon \Lambda_{(m^*_\varepsilon)}} \right)$$

$$+ \exp \left( - \frac{[b_m - (1 \lor r)\Phi_\varepsilon]}{32(1 + 1/d)\varepsilon \Lambda_{(m^*_\varepsilon)}} \right).$$
Taking into account the definition (4.5) of $G_e^{*-}$, i.e., $b_m > 8L\lambda C_\lambda (1 + 1/d)(1 + r)\Phi_\varepsilon$ for all $1 \leq m < G_e^{*-}$, and $L\Phi_\varepsilon(\varepsilon\Lambda(m))^{-1} \geq m$ due to Assumption A.4 (iii), we obtain

$$E_{\theta_i}p_{M_i|Y}(m) \leq \exp \left( -\frac{L\lambda C_\lambda (1 + r)\Phi_\varepsilon}{4\varepsilon\Lambda(m^*_i)} \right) + \exp \left( -\frac{7L\lambda C_\lambda (1 + r)\Phi_\varepsilon}{32\varepsilon\Lambda(m^*_i)} \right) \leq 2 \exp \left( -\frac{7C_\lambda (1 + r)}{32} m^*_i \right).$$

Thereby, $E_{\theta_i}p_{M_i|Y}(1 \leq M < G_e^{*-}) = \sum_{m=1}^{G_e^{*-}-1} E_{\theta_i}p_{M_i|Y}(m) \leq 2 \exp \left( -\frac{7C_\lambda (1 + r)}{32} m^*_i + \log G_e \right)$ using that $G_e \geq G_e^{*-}$ which proves the assertion (i). Consider now (ii). The claim holds trivially true in case $G_e^{*-} = G_e$, thus suppose $G_e^{*-} < G_e$ and let $G_e \geq m > G_e^{*-} \geq m^*_i$. Consider the upper bound (B.11) where $-S_m = \sum_{j=m^*_i+1}^m \frac{\lambda_j^r}{\varepsilon^2}(Y_j - \lambda_j \theta^r_j)^2$. Employing the notations introduced in the Proof of Lemma 4.1 where we had $1 \geq \beta_j^r \geq (1 + 1/d)^{-1}$ due to Assumption A.2, we obtain from Assumption A.4 (i) that $\max_{m^*_i < j \leq m} \lambda_j^r \leq C\lambda \Lambda(m^*_i)$ and taking into account addition Assumption A.4 (iii) that

$$L\lambda(\varepsilon\Lambda(m^*_i))^{-1}(1 + r)\Phi_\varepsilon \geq m^*_i, \quad \forall m \leq m^*_i \quad \text{and} \quad C_\lambda(\varepsilon\Lambda(m^*_i))^{-1}(1 + r)\Phi_\varepsilon \geq C_\lambda(\varepsilon\Lambda(m^*_i))^{-1}[b_{m^*_i} - b_m] \geq r_m. \quad (B.13)$$

By employing successively Lemma 3.1, (B.13) and $b_{m^*_i} \leq (1 + r)\Phi_\varepsilon$ it follows now from (B.11) that

$$E_{\theta_i}p_{M_i|Y}(m) \leq \exp \left( C_\lambda \left\{ -m + 5L\lambda(\Lambda(m^*_i))^{-1}(1 + r)\Phi_\varepsilon \right\}/2 \right) \times \exp \left( -\frac{C_\lambda L\lambda(1 + r)\Phi_\varepsilon}{2\varepsilon\Lambda(m^*_i)} \right) + \exp \left( -C_\lambda(m - L\lambda(\varepsilon\Lambda(m^*_i))^{-1}(1 + r)\Phi_\varepsilon)/9 \right)$$

Taking into account the definition (4.5) of $G_e^{*-}$, i.e., $m > 5L\lambda(\varepsilon\Lambda(m^*_i))^{-1}(1 + r)\Phi_\varepsilon$ for all $G_e \geq m > G_e^{*-}$, and $L\lambda(1 + r)\Phi_\varepsilon(\varepsilon\Lambda(m^*_i))^{-1} \geq (1 + r)m^*_i$ due to Assumption A.4 (iii), we obtain

$$E_{\theta_i}p_{M_i|Y}(m) \leq \exp \left( -\frac{L\lambda C_\lambda(1 + r)\Phi_\varepsilon}{2\varepsilon\Lambda(m^*_i)} \right) + \exp \left( -\frac{4L\lambda C_\lambda(1 + r)\Phi_\varepsilon}{9\varepsilon\Lambda(m^*_i)} \right) \leq 2 \exp \left( -\frac{4C_\lambda(1 + r)}{9} m^*_i \right).$$

Thereby, $E_{\theta_i}p_{M_i|Y}(G_e^{*-} < M \leq G_e) = \sum_{m=G_e^{*-}+1}^{G_e} E_{\theta_i}p_{M_i|Y}(m) \leq 2 \exp \left( -\frac{4C_\lambda(1 + r)}{9} m^*_i + \log G_e \right)$ which shows the assertion (ii) and completes the proof. \hfill \Box

**Proof of Theorem 4.6.** We start the proof with the observation that due to Assumption A.4 (iii) the condition (3.7) holds true with $L = L_\lambda$ uniformly for all $m \in \mathbb{N}$ and $\varepsilon \in (0, 1)$, and hence imposing Assumption A.2 the conditions of Corollary 3.6 (3.8) are satisfied, which in turn implies, by setting $K := ((1 + 1/d) \vee r/d^2)L_\lambda \geq ((1 + d^{-1}) \vee d^{-2}\|\theta^0 - \theta^r\|_2^2)L_\lambda$, that for all $1 \leq m \leq G_e$ and $\varepsilon \in (0, \varepsilon_\star)$

$$E_{\theta_i}P_{\theta^m_i|Y}(\|\theta^m - \theta^r\|_2^2 > (4 + (11/2)K)b_m \vee \varepsilon m\Lambda(m)) \leq 2 \exp(-m/36). \quad (B.14)$$
Moreover, exploiting the inequality below (A.3) with $c_1 = 1/3$ and $c_2 \geq 1$, it is possible to prove a slightly modified version of Corollary 3.6 (3.8) which implies for all $c_2 \geq 1$

$$
\mathbb{E}_{\theta^m} P_{\theta^m \mid Y}(\|\theta^m - \theta^o\|^2_{\ell_2} > 16c_2 K [b_m \vee \epsilon m \bar{\lambda}_m]) \leq 2 \exp(-c_2 m/12).
$$

(B.15)

Consider (i). Following line by line the proof of Lemma 4.2 (i), using (B.14) rather than (B.4) and exploiting $[b_m \vee \epsilon m \bar{\lambda}_m] \leq 8\lambda C_{\lambda}(1+1/d)(1 \vee r)\Phi^o$ for all $G_{\epsilon -}^* \leq m \leq m^*_\epsilon$ and $[b_m \vee \epsilon m \bar{\lambda}_m] \leq L_{\lambda} D^* \Lambda_{(D^*)}(1 \vee r)\Phi^o$ with $D^* := [5L_{\lambda}/\kappa^*]$ for all $m \leq m^*_\epsilon$ (keep in mind that $m \leq D^* m^*_\epsilon$), we obtain

$$
\begin{align*}
\mathbb{E}_{\theta^m} P_{\theta^m \mid Y}(\|\theta^m - \theta^o\|^2_{\ell_2} > K^* \Phi^o) \\
\leq \sum_{m = G_{\epsilon -}^*}^{G_{\epsilon +}^*} \mathbb{E}_{\theta^m} P_{\theta^m \mid Y}(\|\theta^m - \theta^o\|^2_{\ell_2} > (4 + (11/2)K) [b_m \vee \epsilon m \bar{\lambda}_m]) \\
\leq 2 \sum_{m = G_{\epsilon -}^*}^{G_{\epsilon +}^*} \exp(-m/36) \leq 74 \exp(-G_{\epsilon -}^*/36).
\end{align*}
$$

Combining the last estimate, Lemma 4.5 and the decomposition (B.6) used in the proof of Theorem 4.3 (with $G_{\epsilon -}^*$ and $G_{\epsilon +}^*$ replaced by $G_{\epsilon -}^* \circ G_{\epsilon +}^*$) it follows that

$$
\begin{align*}
\mathbb{E}_{\theta^M} P_{\theta^M \mid Y}(\|\theta^M - \theta^o\|^2_{\ell_2} > K^* \Phi^o) \\
\leq 4 \exp\left(-m^*_\epsilon \{C_{\lambda}/5 - \log G_{\epsilon -}^*\}\right) + 74 \exp(-G_{\epsilon -}^*/36)
\end{align*}
$$

(B.16)

Taking into account that $m^*_\epsilon \to \infty$ and $\log G_{\epsilon -}^* = o(1)$ as $\epsilon \to 0$, we obtain the assertion (i) of the Theorem for any $\theta^o \in \Theta^r_{\epsilon}$ such that $G_{\epsilon -}^* \to \infty$ as $\epsilon \to 0$. On the other hand side, if $\theta^o \in \Theta^r_{\epsilon}$ such that $G_{\epsilon -}^* \neq \infty$, i.e., $\sup_\epsilon G_{\epsilon -}^* < \infty$, then there exists $\epsilon_o \in (0,1)$ such that $G_{\epsilon -}^* = G_{\epsilon -}^*$ for all $\epsilon \in (0, \epsilon_o)$ (keep in mind that $(G_{\epsilon -}^*)_\epsilon$ is an integer-valued monotonically increasing sequence). Moreover, by construction $b_{G_{\epsilon -}^*} \leq 8\lambda C_{\lambda}(1+1/d)(1 \vee r)\Phi^o$ for all $\epsilon \in (0, \epsilon_o)$ which in turn implies $b_m \leq b_{G_{\epsilon -}^*} = 0$ for all $m \geq G_{\epsilon -}^*$, since $\Phi^o = o(1)$ as $\epsilon \to 0$. Thereby, for all $m \geq G_{\epsilon -}^*$ follows $\Phi^o/[b_m \vee \epsilon m \bar{\lambda}_m] = \Phi^o/[\epsilon m \bar{\lambda}_m] \geq [\epsilon m \bar{\lambda}_m/\epsilon m \bar{\lambda}_m] \geq m^*/[L_{\lambda} m]$ using that $L_{\lambda} \bar{\lambda}_m \geq \Lambda_{(m^*_\epsilon)} \geq \Lambda_{(m)} \geq \Lambda_{(m)}$ due to Assumption A.4 (iii), which in turn together with $K^* \Phi^o/[b_m \vee \epsilon m \bar{\lambda}_m] \geq K^* m^*/[L_{\lambda} m] = 16c_2 K$, $c_2 := (8C_{\lambda}(1+1/d) \vee D^* \Lambda_{(D^*)})(1 \vee r)m^*_\epsilon/m \geq 1$ and (B.15) implies

$$
\begin{align*}
\sum_{m = G_{\epsilon -}^*}^{G_{\epsilon +}^*} \mathbb{E}_{\theta^m} P_{\theta^m \mid Y}(\|\theta^m - \theta^o\|^2_{\ell_2} > K^* \Phi^o) \\
\leq 2 \exp(-(8C_{\lambda}(1+1/d) \vee D^* \Lambda_{(D^*)})(1 \vee r)m^*_\epsilon/12 + \log G_{\epsilon}) \\
\leq 2 \exp(-C_{\lambda} m^*_\epsilon/5 + \log G_{\epsilon}).
\end{align*}
$$
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Consequently, we have

\[ \mathbb{E}_{\theta^*} P_{\theta^* \mid Y}(\| \mathbf{\theta}^M - \theta^0 \|^2 > K^* \Phi^*; \gamma) \leq 6 \exp \left( - m^* \{ C_\lambda / 5 - \log G_{\varepsilon} / m^* \} \right) \]

which shows that assertion (i) holds for any \( \theta^0 \in \Theta_\alpha^* \) since \( m^* \rightarrow \infty \) and \( \log G_{\varepsilon} / m^* = o(1) \) as \( \varepsilon \rightarrow 0 \). Consider (ii). Employing that for all \( \theta^0 \in \Theta_\alpha^* \) it holds \( K^* \Phi^* \geq 16K[b_m \vee \varepsilon m \Lambda_m] \) for all \( G_{\varepsilon}^* \leq m \leq G_{\varepsilon}^+ \) it follows that \( K_{\varepsilon} \Phi^*/[b_m \vee \varepsilon m \Lambda_m] \geq 16c_2K \) where \( c_2 := K_{\varepsilon}/K^* \geq 12 \) for all \( \varepsilon \in (0, \varepsilon_*) \) since \( K_{\varepsilon} \rightarrow \infty \) as \( \varepsilon \rightarrow 0 \). Therefore, by applying (B.15) we have

\[ \sum_{m = G_{\varepsilon}^*}^{G_{\varepsilon}^+} \mathbb{E}_{\theta^*} P_{\theta^* \mid Y}(\| \mathbf{\theta}^M - \theta^0 \|^2 > K_{\varepsilon} \Phi^*) \leq 4 \exp(-K_{\varepsilon}/[12K^*]). \]

and hence from Lemma 4.5 follows for all \( \varepsilon \leq (\varepsilon_* \land \varepsilon_0) \)

\[ \mathbb{E}_{\theta^*} P_{\theta^* \mid Y}(\| \mathbf{\theta}^M - \theta^0 \|^2 > K_{\varepsilon} \Phi^*) \leq 4 \exp \left( - m^* \{ C_\lambda / 5 - \log G_{\varepsilon} / m^* \} \right) + 4 \exp(-K_{\varepsilon}/[12K^*]). \]

Observe, that \((\varepsilon_*, \varepsilon_0)\) depends only on the class \( \Theta_\alpha^* \) and thus the upper bound given in the last display holds true uniformly for all \( \theta^0 \in \Theta_\alpha^* \), which implies the assertion (ii) by using that \( K_{\varepsilon} \rightarrow \infty, m^* \rightarrow \infty \) and \( \log G_{\varepsilon} / m^* = o(1) \) as \( \varepsilon \rightarrow 0 \), and completes the proof.

**B.4 Proof of Theorem 4.7**

**Lemma B.3.** If Assumption A.2 and A.4 hold true then for all \( \theta^0 \in \Theta_\alpha^* \) and \( \varepsilon \in (0, \varepsilon_0) \)

(i) \[ \sum_{j=1}^{G_{\varepsilon}} \sigma_j^2 \lambda_j^2 \varepsilon^{-2} \mathbb{E}_{\theta^0} \{ (Y_j - \lambda_j \theta_j^0) P_{M \mid Y}(j \leq M \leq G_{\varepsilon}) \}^2 \leq \varepsilon G_{\varepsilon}^+ \Lambda G_{\varepsilon}^* + 10 \Lambda_1 \exp \left( - m^* \{ C_\lambda / 5 + 2 \log G_{\varepsilon} \} \right); \]

(ii) \[ \sum_{j=1}^{G_{\varepsilon}} (\theta_j^\lambda - \theta_j^0)^2 \mathbb{E}_{\theta^0} \mathbb{E}_{M \mid Y} \{ 1 \{ 1 \leq M < j \} + (\sigma_j^2 / \lambda_j^2)^{-1} \} \{ 1 \{ j \leq M \leq G_{\varepsilon} \} \} + \sum_{j > G_{\varepsilon}} (\theta_j^\lambda - \theta_j^0)^2 \leq b G_{\varepsilon}^+ + \| \theta^\lambda - \theta^0 \|^2 \| \mathbf{e}_{k} \|^2 \{ d^2 \varepsilon G_{\varepsilon}^* + 2 \exp \left( - \frac{C_\lambda (1 + \theta)}{5} m^* + \log G_{\varepsilon} \right) \} \].

**Proof of Lemma B.3.** The proof follows along the lines of the proof of Lemma B.2, where we replace \( G_{\varepsilon}, G_{\varepsilon}^+, m^*, \) and \( \Phi^* \) by its counterpart \( G_{\varepsilon}^-, G_{\varepsilon}^+, m^* \) and \( \Phi^* \), respectively.

Consider (i). Following the proof of (B.9) it is straightforward to see that

\[ \sum_{j=1}^{G_{\varepsilon}} \sigma_j^2 \lambda_j^2 \varepsilon^{-2} \{ (Y_j - \lambda_j \theta_j^0) P_{M \mid Y}(j \leq M \leq G_{\varepsilon}) \}^2 \leq \sum_{j=1}^{G_{\varepsilon}^+} \varepsilon \lambda_j \xi_j^2 + \sum_{j=1}^{G_{\varepsilon}} \varepsilon \Lambda_j \xi_j^2 P_{M \mid Y}(G_{\varepsilon}^+ < M \leq G_{\varepsilon}) \]

(17)
Taking further into account the definition (4.5) of $\varepsilon$ while trivially Lemma B.3 rather than Lemma B.2, more precisely from Lemma B.3 follows the proof of Theorem 4.7.

We distinguish two cases. First, if $G^\ast > G_\varepsilon$, then assertion (i) follows by combining (B.17) and $E_{\theta^\ast}^\varepsilon = 1$. Second, if $G^\ast < G_\varepsilon$, then the definition (4.5) of $G^\ast$ implies $G_\varepsilon > 5m_\varepsilon$ which in turn implies the assertion (i) by combining (B.17), $E_{\theta^\ast}^\varepsilon = 1$, (B.18) and Lemma 4.5 (i). Consider (ii). Following the proof of Lemma B.2 (ii) we obtain

$$\sum_{j=1}^{G_\varepsilon} (\theta^\ast_j - \theta^\ast_j)^2 E_{\theta^\ast} \{ \mathbb{1}_{1 < M < j}, \mathbb{1}_{j < M \leq G_\varepsilon} \} + \sum_{j > G_\varepsilon} (\theta^\ast_j - \theta^\ast_j)^2$$

$$\leq \| \theta^\ast - \theta^\ast \|^2 \{ E_{\theta^\ast} P_M Y(1 < M < G^\ast), + d^2 \varepsilon \Lambda(\varepsilon G^\ast) \} + \sum_{j > G_\varepsilon} (\theta^\ast_j - \theta^\ast_j)^2$$

The assertion (ii) follows now by combining the last estimate and Lemma 4.5 (ii), which completes the proof.

**Proof of Theorem 4.7.** The proof follows line by line the proof of Theorem 4.4 using Lemma B.3 rather than Lemma B.2, more precisely from Lemma B.3 follows

$$\mathbb{E}_{\theta^\ast} \| \hat{\theta} - \theta^\ast \|^2 \leq \sum_{j=1}^{G_\varepsilon} 2\varepsilon^2 \lambda_j^2 \varepsilon^{-2} E_{\theta^\ast} \{ (Y_j - \lambda_j \theta_j^\ast) P_M Y(1 < M \leq G_\varepsilon) \}
+ \sum_{j > G_\varepsilon} 2(\theta^\ast_j - \theta^\ast_j)^2 E_{\theta^\ast} \{ (\sigma_j / \varepsilon_j) P_M Y(1 < M \leq G_\varepsilon) + P_M Y(1 < M < j) \}^2 + \sum_{j > G_\varepsilon} (\theta^\ast_j - \theta^\ast_j)^2$$

$$\leq 2\varepsilon G^\ast_\varepsilon \Lambda_\varepsilon G^\ast_\varepsilon + 10\Lambda_1 \exp \left( - \frac{C_\lambda(1 \lor r)}{5} m_\varepsilon + 2 \log G_\varepsilon \right)
+ 2 \{ b_{G^\ast_\varepsilon} + \| \theta^\ast - \theta^\ast \|^2 \{ d^{-2} \varepsilon \Lambda(G^\ast_\varepsilon) \} + 2 \exp \left( - \frac{C_\lambda(1 \lor r)}{5} m_\varepsilon + \log G_\varepsilon \right) \}.$$
Note that in the last display the multiplicative factors of $\Phi^*$ depend only on the class $\Theta_r^a$, the constant $d$ and the sequence $\lambda$. Thereby, the assertion of the theorem follows from $\log(G_\varepsilon/\Phi^*)/m^* \to 0$ as $\varepsilon \to 0$ which completes the proof.
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