N-Body Simulation Inspired by Metaheuristics Optimization
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Abstract: The N-body problem in classical physics, is the calculation of force of gravitational attraction of heavenly bodies towards each other. Solving this problem for many heavenly bodies has always posed a challenge to physicists and mathematicians. Large number of bodies, huge masses, long distances and exponentially increasing number of equations of motion of the bodies have been the major hurdles in solving this problem for large and complex galaxies. Advent of high performance computational machines have mitigated the problem to much extent, but still for large number of bodies it consumes huge amount of resources and days for computation. Conventional algorithms have been able to reduce the computational complexity from $O(n^2)$ to $O(n\log n)$ by splitting the space into a tree or mesh network, researchers are still looking for improvements. In this research work we propose a novel solution to N-body problem inspired by metaheuristics algorithms. The proposed algorithm is simulated for various time periods of selected heavenly bodies and analyzed for speed and accuracy. The results are compared with that of conventional algorithms. The outcomes show about 50% time saving with almost no loss in accuracy. The proposed approach being a metaheuristics optimization technique, attempts to find optimal solution to the problem, searching the entire space in a unique and efficient manner in a very limited amount of time.
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1 Introduction

1.1 The N-body Problem

The N-body problem is a series of calculations that are performed to find out the gravitational impact of celestial objects on one another and their motion under the influence of this impact. It can be used to find out the position of each object in the universe at any given time, given a few initial conditions. The two-body problem is the most simplified form of the N-body problem where the gravitational impact of only two bodies over one another is observed. Sir Isaac Newton proposed a formula for computing gravitational force between two objects, if the initial position and mass of the objects are known. The formula is given as Eq. (1) [1].
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Here $G$ is gravitational constant, its value is $6.67 \times 10^{-11}$ Nm$^2$/kg$^2$, $m_1$ is the mass of first body, $m_2$ is the mass of the second body, $r_1$ is the position of first body and $r_2$ is the position of second body.

The calculations involved in N-body simulations are computationally very expensive, the reason being exhaustive calculation of interaction of one body with all the other bodies in the system. For $n$ number of bodies, the complexity of computation is $O(n^2)$, which increases exponentially as the number of bodies are increased greatly. This high complexity burns up the computational resources very fast as the number of bodies in the system are increased, hence making it highly unfeasible to carry out simulation of large clusters of celestial objects. This constraint has been proven to be the main hindrance in the way of carrying out large simulation with limited computational resources effectively.

There are two main methods of N-body simulation, direct gravitational N-body simulations [2] and optimization simulation [3]. Direct method, as the name suggests, uses the Newton’s equation of gravitational force to compute all the forces within the system whereas optimization simulations use some approximation in their calculations in order to speed up the complex process. The most popular approximation simulations include tree method [4], particle-mesh method [5], fast multi-pole method [6], adaptive mesh method [7] and self-consistent tree method [8].

1.2 Metaheuristics

Metaheuristics is the optimization technique to find approximate solutions to the problems, it does not promise to find the best solution, but it scans the entire search space in a unique and efficient manner that can find good solutions to the problem in a very limited amount of time. Thus it finds out nearly optimal solutions to the problems having a large solution set under constrained computational resources and time, as the solution set of these problems is too huge to be searched using conventional searching methods [9]. The metaheuristics techniques can be applied to our problem because of the similarity in the objective: Reducing the number of computations to find out the final solution. The solution may compromise on the accuracy, but it provides near to real results in lesser time and computations.

Some of the most accomplished metaheuristics algorithms include tabu search, simulated annealing, particle swarm optimization and genetic algorithms. Tabu search relies mainly on memory and the search history, which most other contemporary algorithms do not follow [10]. Although mathematical analysis of tabu algorithms could become too complex at times due to the introduction of too many degrees of freedom, still it is one of the most favored metaheuristics optimization technique [11]. Simulated annealing technique is inspired by the metal annealing processing. The biggest advantage it has over gradient based algorithms or deterministic algorithms is that it does not get trapped in local minima [12]. Particle swarm optimization is based on the natural swarm behavior of bird and fish schools [13]. Lastly, genetic algorithms are inspired by Charles Darwin’s biological evolution theory of natural selection, crossover, recombination, mutation and selection [14].

This research is an effort to bring together the domains of n-body simulation and metaheuristics and use metaheuristic optimization techniques to efficiently solve the n-body problem. The results effectively show improvement in time and efficiency, thus the technique seem promising in improving the performance of n-body simulation under time and resources constraints. The remaining of the paper is organized as follows: Section 2 covers the literature review in the related areas, Section 3 discusses the developed algorithm and its analogies with existing metaheuristic techniques, Section 4 discusses the results of the simulations, and Sections 5 presents the final concluding remarks. To facilitate readership, all
mathematical relations and symbols given in this write up are summarized in Tab. 2, given in the end of the paper.

2 Related Work

The n-body simulation has been a challenge for mathematicians and researchers for many centuries. There have been numerous attempts to develop a fast and efficient algorithm that can effectively carry out simulation of motion of trillions of heavenly bodies present in our universe. One of the methods to carry out simulation is using equation of gravitational force, Eq. (1), to calculate all the interactions between bodies within the system without using any approximation. This method quickly becomes inefficient because of the high complexity, $O(n^2)$, of the equations as the number of bodies increase. Many optimization techniques have also been devised to solve the same problem in reasonable time frame. Mostly, tree algorithms are used. These algorithms split the universe into a tree structure of cells. The particles located at the far away cells are considered to be a single body and the center of mass of the system is used to find the gravitational force. This reduces the complexity of the algorithm to $O(n \log n)$ [4,15]. Similarly, in mesh method, the universe is divided into a mesh and the potential energy of the surface of the mesh is found out, which is ultimately used to find out the gravitational force [5,16,17]. Another approximation technique is fast-multipole method, in this method it is assumed that particles located close to each other experience same kind of force under the influence of the particles located far away in the universe. This assumption helps in reducing the number of interactions that needed to be calculated to find out the gravitational force of the system [6,18]. Another very recent and popular approach used is parallelization of the n-body simulation. This allows multiple n-body calculations to be carried out simultaneously, hence speeding up the process. For this purpose state-of-the-art hardware infrastructure (like GPUs) is required to carry out parallel processing. Another approach is to exploit distributed or cloud computing in order to achieve parallelism [19,20].

Metaheuristics algorithms have found themselves a large number of applications where they are proving to be very useful in providing optimal solutions to complex problems in limited time and resources. The main reasons of the popularity of these algorithms are the adaptability, ability to produce good approximate results in limited time, ability to find global optima, bringing out of the box solutions and the ease with which they can be applied to any optimization problem. Metaheuristics are being widely used in financial applications like, portfolio selection, portfolio optimization, project scheduling, and predicting bankruptcy [21]. Metaheuristics are also being used in the domain of power systems to optimize the processes like generator maintenance scheduling and optimization of power flow problem [22]. In civil engineering domain, metaheuristic optimization is being used to optimize structure of buildings, optimization of grids, optimization of mechanical domes and optimization of design of floors [23]. The field of digital signal processing, metaheuristic approach aids in scheduling problems, image processing, very large scale integration design, communication and many other applications [24]. So far we have not been able to find an attempt of solving the n-body problem with the help of metaheuristic optimization. Last but not the least, these algorithms have been able to find way in aiding solutions of NP (non-deterministic polynomial) hard problems in computer system design and networks. Numerous metaheuristic algorithms have been devised to address virtual machine (VM) consolidation problem [25]. Floor planning in VLSI (very large scale integration) and NOC (network-on-chip) layouts is another NP hard problem where researchers have experimented with metaheuristics approaches [26–29].
3 N-Body Simulation Using Metaheuristics

3.1 Inspiration

As stated earlier, the N-body simulation algorithms, inspired by the metaheuristics algorithm of optimization, do not promise to provide the optimal solution but work in an efficient manner to provide a good enough solution in minimal time and resources. These algorithms are inspired by nature and its processes. We take our inspiration from metaheuristics algorithms to give approximate solution of N-body problem using minimum time and computational resources, specifically particle swarm optimization.

Particle swarm optimization (PSO) was realized by Kennedy and Eberhart in 1995 [13]. The basic idea of this optimization technique is based on the natural swarm behavior of bird and fish schools. Soon the idea of swarm intelligence gained popularity in the research world, with many applications in the field of optimization, scheduling/design applications and computational intelligence. Currently about two dozens of PSO variants are used. Some hybrids of PSO with other techniques also exist [14]. PSO search keeps track of particles in a given objective function space by adjusting particles’ paths. A time-dependent positional vector is used to model piece-wise path traces. The vector representing a swarming particle constitutes two components: one is deterministic and the other is stochastic. Each randomly moving particle \( i \) is steered towards a position having the current global best \( g \) and the local best \( x_i \) which is its own best position. The location of the particle \( i \) is updated whenever a better location is found. Hence for every iteration each particle maintains a current best at any time \( t \). The iterations are carried out till a global best is found and the location no longer shows any improvement. Eq. (2) gives the updated velocity vector for an iteration, where \( x_i \) and \( v_i \) respectively represent the position vector and velocity of particle \( i \).

\[
v_i^t = v_i^t + \alpha e_1 [g^t - x_i^t] + \beta e_2 [x_i^t - x_i^t]
\]  

(2)

The parameters \( \alpha \) and \( \beta \) are the acceleration constants or learning parameters, which are typically equal to 2 and \( e_1 \) and \( e_2 \) are two random vectors, they take a value between 0 and 1. The initial locations of all the particles must be distributed consistently so that they can cover the whole region. The initial velocity of a particle, can be set to zero as given in Eq. (3). The new position can then be updated by Eq. (4).

\[
v_i^0 = 0
\]

(3)

\[
x_i^{t+1} = x_i^t + v_i^{t+1}
\]

(4)

In many variants which extend the standard PSO algorithm, the most noticeable improvement is probably to use an inertia function \( \theta(t) \) so that \( v_i^t \) replaced by \( \theta(t)v_i^t \) where \( \theta(t) \) lies between 0 and 1. In the simplest case, the inertia function can be taken as a constant, typically \( \theta \in [0.5,0.9] \). As stated earlier the iterations tend to converge the particle movements towards an optimized global value [30].

We attempted to solve N-body problem by picking up the problem solving structure of PSO metaheuristic algorithm and apply it on our problem. We observed that only a few particles have a significant impact on the other particles. This leads to a conclusion that calculating forces applied by insignificant particles is an unnecessary operation as it does not have any impact on the movement of that particle. This gives us the opportunity to apply a metaheuristics-inspired solution, where a few best particles are selected to find out the final results. The choice of such particles is a matter of great concern, as the quality of our solution depends on the quality of our choice, hence only the particles with significant impact on each other particle are considered. An impact co-efficient is calculated for each particle. This impact co-efficient is the ratio between the mass of the particle and its distance. Observation and experimentation led us to the conclusion that if the value of the impact co-efficient is two times greater than the mass of the body under consideration, then its impact will be significant
enough to be calculated. Thus only significant particles for each particle were singled out and their impact on a body was calculated, creating a mini universe for each body. This saves us from the tedious work of carrying out calculations on all the bodies for each body, despite its significance.

3.2 Algorithm

The proposed algorithm for N-body simulation is as follows:

1. Initialize a universe of $n$ number of bodies.
2. For each body $p$:
   a. Initialize a mini-universe for the body $p$ ($mini - universe_p$).
   b. For every body $q$, calculate the impact co-efficient ($mass_q/\text{distance}^2_q$) where $p \neq q$.
   c. If the impact co-efficient of the body $q$ is greater than the minimum threshold value, then add the body $q$ to the ($mini - universe_p$).
3. For every body $p$.
   a. For every body $q$ in $mini - universe_p$, calculate the Gravitational force $F_{pq}$ as given in Eq. (5).

\[
F_{pq} = \sum_{q \neq p}^n \frac{G \cdot m_p \cdot m_q}{r^2_q - r^2_p}
\]  

(5)

b. Sum the forces calculated in step 3(a) to obtain equivalent force $F_p$ on the body as shown in Eq. (6).

\[
F_p = \sum_{q \neq p}^n F_{pq}
\]  

(6)

c. Use the force calculated in step 3(b) to calculate the acceleration $a_p$ of the body using Eq. (7).

\[
a_p = \frac{F_p}{m_q}
\]  

(7)

d. Use the acceleration calculated in step 3(b) to calculate the velocity $v_p$ of the body as given in Eq. (8).

\[
v_p = v_{p,old} + (\Delta t \cdot a_p)
\]  

(8)

Where $\Delta t$ is the time step.

e. Finally, the velocity calculated in step 3(c) is used to calculate the new position $d_p$ of the body as given in Eq. (9).

\[
d_p = d_{p,old} + (\Delta t \cdot v_p)
\]  

(9)

4. Form a graph of simulation for the positions of all the $n$ bodies in the universe for each time step $\Delta t$ over the total time $t$.

5. End.

The pseudo code is given as follows.
3.3 Explanation

The algorithm picks and implements many characteristics of metaheuristics algorithms in order to achieve speed up in calculations. The algorithm first calculates an impact coefficient of each body from every other body. If the impact coefficient is smaller than the threshold value, the body is ignored and no calculations are done for it; otherwise it is considered a part of a mini-universe of that body. The interactions are considered only for the bodies present in the mini-universe of each body. This dramatically reduces the number of calculations, complexity and time required to calculate the particle-particle interactions. This approach simplifies the algorithm and preserve the accuracy of the results to an acceptable level.

3.3.1 The Impact Co-efficient

The impact co-efficient is a value calculated for each body in order to decide whether it is feasible to carry out n body calculations for it. The main idea is to take advantage of the fact that in n body calculations, not all bodies have the same gravitational impact on other bodies, and impact of many bodies can easily be neglected because it is too small to make any impact on the movement of that body. The impact is small because of the two main factors:

1. The mass of the body is too small in comparison with the mass of the body under consideration.
2. The distance of the body is too large from the body under consideration.

The impact co-efficient \( z \) is heavily dependent on these two factors. As is obvious from the above discussion, Eqs. (10) and (11) can be deduced.
The above equations when combined, give us the value of our impact co-efficient $x$ as Eq. (12).

$$x = \frac{m}{d^2}$$ (12)

### 3.3.2 Calculations of the Impact Co-efficient

The impact co-efficient is calculated for each body in each iteration. It is then compared with a threshold value. The threshold is different for each body and it determines the level of relaxation we are ready to give in the calculations in terms of accuracy. Higher the value of threshold, lower the accuracy and lower the execution time. Lower the value of threshold, higher the accuracy and consequently, higher the execution time.

As the value of threshold is decreased, the system tends to mimic the conventional algorithm. On the other hand, as the value of the threshold is increased, computations become less and less accurate. This parameter is dependent on application requirements for which the algorithm is being used. The more the fluctuation on accuracy can be tolerated, the higher the value of the threshold can be set. But if the system is very sensitive, then a smaller value of the threshold must be used but at the cost of increased computation time and effort.

### 3.4 Analogy with Metaheuristics Algorithm

The algorithm is inspired by the metaheuristics optimization algorithms. It has taken many techniques used in these algorithms to make the code efficient and fast. As in genetic algorithms of metaheuristics optimization, a population of individuals is first chosen from a set of individuals, the same way, the number of bodies are chosen for each body. The selection is done based on some criteria. In our N-body algorithm, the criteria is to compare each body’s impact co-efficient with a threshold value. If the value is greater than or equal to the threshold, the body is selected to be the part of calculations for that body.

### 4 Results and Discussion

The proposed approach has been validated in two aspects. Firstly, part of solar system has been simulated to determine reliability of the algorithm. Secondly, the algorithm is run to find gravitational force between different numbers of randomly generated bodies, and the results are compared with that of conventional algorithm to validate the efficiency of the proposed algorithm. The configuration of the system used is Intel core i7 3.20 GHz processor and 16 GB RAM.

In order to test reliability of the proposed algorithm, trajectories of four selected planets around the sun in the solar system have been plotted and the execution time is measured for four cases: 365 days or 1 year, 273.75 days or 0.75 year, 182.5 days or 0.5 year, and 91.25 days or 0.25 year. Time step is kept same for all the cases and is taken to be 7 hours or 25000 seconds. The selected planets are Mars, Earth, Venus and Mercury. Fig. 1 shows the resulting plots. The outer most trajectory is that of Mars, then Earth, then Venus and then Mercury. The inner most spot is the sun. For 1 year, the calculation took 0.9006 seconds. The results are shown in Fig. 1(a). For 0.75 year, the calculation took 0.74899 seconds to complete. Results are shown in Fig. 1(b). It can be seen in the figure, Earth has completed 75% of its orbit showing that simulation is satisfactorily reliable. For 0.5 year, the calculation took 0.44879 seconds to complete. Results are shown in Fig. 2(c), showing that the Earth has completed 50% of its orbit. For 0.25 year, the calculation took 0.22340 seconds to complete. Results are shown in
Fig. 2(d), again showing that the Earth has completed 25% of its orbit. These results show that the proposed algorithm is able to simulate the selected portion of the solar system with satisfactory accuracy.

After testing the reliability of the algorithm, the same was tested for time efficiency over the conventional approach. For this purpose, both the proposed metaheuristic algorithm and the conventional algorithm were run to find gravitational force for different time spans for randomly generated bodies. The conventional algorithm uses Eq. (1) to calculate all the gravitational interactions of each body with every other body in the system. Unit masses were taken for the bodies and the value of \( G \) was set to 1 for both the algorithms. The process was run ten times for different numbers of bodies, which are 100, 200, 300, 400, 500, 600, 700, 800, 900 and 1000. Each set is simulated with time step of 7 hours for the duration of 1, 2, 3, 4 and 5 years.

The results have been tabulated in Tab. 1. The table also shows speedup of the proposed metaheuristic algorithm over the conventional one. It can be seen that the speedup is over 50% for every run, and it keeps on improving with increasing number of bodies. As can be seen the speed up calculated for 100 bodies is 57.36% on average. The speed up obtained for 200 bodies is found to be 55.7% on average. The speed up obtained for 300 bodies is found to be 57.99% on average. The speed up obtained for 400 bodies is found to be 75.22% on average. The speed up obtained for 500 bodies is found to be 76.76% on average.

**Figure 1:** Trajectories for different Earth years (a) 1 Earth year (b) 0.75 Earth year (c) 0.5 Earth year (d) 0.25 Earth year
The speed up obtained for 600 bodies is found to be 84.48% on average. The speed up obtained for 700 bodies is found to be 84.41% on average. The speed up obtained for 800 bodies is found to be 83.77% on average. The speed up obtained for 900 bodies is found to be 83.73% on average. The speed up obtained for 1000 bodies is found to be 82.47% on average. Thus the trends shown in Tab. 1 suggest that the proposed algorithm is roughly two times faster than the conventional algorithm.

![Comparison of execution times for conventional and metaheuristics algorithm for different number of bodies](image)

**Figure 2:** Comparison of execution times for conventional and metaheuristics algorithm for different number of bodies (a) 100 bodies (b) 200 bodies (c) 300 bodies (d) 400 bodies (e) 500 bodies (f) 600 bodies (g) 700 bodies (h) 800 bodies (i) 900 bodies (j) 1000 bodies
Table 1: Speed comparison results between execution times for proposed metaheuristic algorithm (MH) and conventional algorithm (C) for different durations

| No of Bodies | Execution Time (seconds) | Speed up |
|--------------|--------------------------|----------|
|              | 1 year       | 2 year   | 3 year   | 4 year   | 5 year   |          |
|              | MH | C  | MH | C  | MH | C  | MH | C  | MH | C  |          |
| 100          | 9.06 | 18.31 | 19.9 | 33.12 | 31.95 | 52.42 | 40.01 | 71.2 | 51.56 | 84.36 | 57.36% |
| 200          | 34.5 | 60.6 | 68.29 | 124.43 | 103.82 | 189.48 | 139.97 | 249.1 | 173.86 | 311.64 | 55.70% |
| 300          | 77.08 | 148.88 | 154.45 | 278.08 | 230.1 | 404.87 | 371.71 | 530.9 | 381.31 | 695.54 | 57.99% |
| 400          | 257.22 | 354.39 | 502.15 | 726.66 | 738.92 | 1084.66 | 991.78 | 1168.36 | 1218.36 | 1496.28 | 75.22% |
| 500          | 336.87 | 487.43 | 681.22 | 854.91 | 825.37 | 1125.84 | 991.78 | 1168.36 | 1543.31 | 1887.64 | 75.22% |
| 600          | 432.44 | 561.43 | 773.87 | 842.82 | 941.82 | 1132.73 | 1034.14 | 1304.14 | 1735.65 | 1971.63 | 75.22% |
| 700          | 543.21 | 629.54 | 891.56 | 978.33 | 1149.41 | 1487.29 | 1473.51 | 1893.32 | 1928.83 | 2371.63 | 75.22% |
| 800          | 721.44 | 943.53 | 1123.43 | 1432.75 | 1391.42 | 1743.83 | 1754.62 | 2195.43 | 2214.54 | 2643.51 | 75.22% |
| 900          | 962.43 | 1345.64 | 1543.54 | 1793.32 | 1689.42 | 1995.23 | 1928.83 | 2371.63 | 1928.83 | 2987.43 | 75.22% |
| 1000         | 1293.65 | 1692.64 | 1804.54 | 2398.62 | 2285.52 | 2853.63 | 2343.82 | 3243.82 | 2843.82 | 3583.84 | 75.22% |

Table 2: Summary of mathematical relations and notations

| Notation | Explanation |
|----------|-------------|
| F        | Gravitational force between two objects calculated as \( \frac{G \cdot m_1 \cdot m_2}{r_2^2 - r_1^2} \). |
| G        | Gravitational constant with value \( 6.67 \times 10^{-11} \text{Nm}^2/\text{kg} \). |
| m_1, m_2 | Masses of the two bodies |
| r_1, r_2 | Position of the two bodies |
| i        | A random particle in the swarm |
| g        | Global best position of a particle |
| x_i      | Local best position of the particle i |
| v_i      | Velocity of particle i |
| x'_i     | Local best position of particle i at time instance t |
| v'_i     | Velocity of particle i at time instance t |
| \alpha, \beta | Acceleration constants |
| \epsilon_1, \epsilon_2 | Random vectors |
| \theta(t) | Inertial function |
| \alpha | Impact coefficient of a body with mass m and distance d, calculated as \( \frac{m}{d^2} \). |
| F_{pq}  | Gravitational force between particles p and q calculated as \( \sum_{q \neq p} \frac{G \cdot m_p \cdot m_q}{r_{pq}^2} \). |
| m_p, m_q | Masses of the two bodies p and q respectively |
| r_p, r_q | Position of the two bodies p and q respectively |
| F_p     | Equivalent for on particle q calculated as \( \sum_{q \neq p} F_{pq} \). |
| a_p     | Acceleration of body p calculated as \( \frac{F_p}{m_p} \). |
| \Delta t | Time step |
| v_p     | Velocity of body p calculated as \( v_{p, old} + (\Delta t \cdot a_p) \). |
| d_p     | Position of body p calculated as \( d_{p, old} + (\Delta t \cdot v_p) \). |
Same results have been presented graphically in Fig. 2. Ten plots have been generated for different number of bodies (100, 200, 300, 400, 500, 600, 700, 800, 900 and 1000) as shown in the figure. The x-axis of each plot represents the time span or the duration in years for which the simulation was run, while the y-axis shows the corresponding execution time in seconds. The solid blue line shows the resulting line graph for the conventional algorithm, and the dashed red line shows the same for the proposed metaheuristic algorithm. As can be seen in all the plots that the line graph of metaheuristic algorithm never crosses and in most cases is well below the line graph of conventional algorithm. It can also be observed that in many of the sub-plot the gap between the two line graphs widens with increasing number of years (simulated duration), signaling performance improvement with passage of time. Hence from these visual representations as well the proposed approach seems better and promising over the conventional one.

Thus the above two-fold analysis brings us to the conclusion that the metaheuristics-inspired simulations take roughly half the time as compared to the conventional algorithm with reasonable accuracy and reliability.

5 Conclusion

The objective of this study was to devise a novel methodology to carry-out N-body simulations effectively in limited time and with limited resources. An attempt has been made to design such an algorithm using metaheuristics technique based on particle swarm optimization. The proposed algorithm has been validated both for reliability and performance and is found to be more efficient than the conventional approach. The proposed technique can be further improved in two ways. One of the main features that can be added to improve efficiency while preserving the speed up is to define rules to explicitly include some particles in the mini universe irrespective of their impact coefficient. This approach will let us improve the accuracy by including more particles in the mini-universe. It will not have a huge impact on execution time, because only a few additional particles will be considered. The efficiency of the algorithm can be further improved to great extent by parallelization of the code. Depending on situation, it can lead to decrease computation complexity of up to less than $O(n)$, since for each particle, number of computations are less than n, this approach can result into very small execution times.
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