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Abstract

We systematically employ the method of matched asymptotic expansions to model Helmholtz resonators, with thermoviscous effects incorporated starting from first principles and with the lumped parameters characterizing the neck and cavity geometries precisely defined and provided explicitly for a wide range of geometries. With an eye towards modeling acoustic metasurfaces, we consider resonators embedded in a rigid surface, each resonator consisting of an arbitrarily shaped cavity connected to the external half-space by a small cylindrical neck. The bulk of the analysis is devoted to the problem where a single resonator is subjected to a normally incident plane wave; the model is then extended using “Foldy’s method” to the case of multiple resonators subjected to an arbitrary incident field. As an illustration, we derive critical-coupling conditions for optimal and perfect absorption by a single resonator and a model metasurface, respectively.
I. INTRODUCTION

Determining the acoustical response of a Helmholtz resonator, namely a hollow cavity connected to an exterior region through a small neck, is a long-standing problem in theoretical acoustics [1–4]. The Helmholtz resonance refers specifically to the fundamental “breathing” mode of the cavity, which occurs at a wavelength many times larger than the cavity. This is in contrast to all higher-order modes, which are related to the formation of standing waves. Helmholtz resonators have long been employed in acoustic devices such as perforated panel absorbers [5], mufflers [6] and acoustical dampers [7]. In recent years, arrays of Helmholtz resonators have also been widely used to construct acoustic metamaterials and metasurfaces exhibiting special phenomena such as effective negative stiffness [8], subwavelength focusing [9], perfect absorption [10], exceptional points [11] and rainbow trapping [12].

Traditionally, the Helmholtz resonator is modeled as a mass-spring system, where the slug of air oscillating in the neck acts as a lumped mass and adiabatic compression of the air within the cavity provides the spring action [2]. From this intuitive model, the Helmholtz resonance frequency can be readily derived as

$$\omega = c \sqrt{\frac{S}{HV}}, \quad (1.1)$$

where $c$ is the sound speed, $H$ and $S$ are respectively the length and cross-sectional area of the neck and $V$ is the volume of the cavity. Let $\epsilon \ll 1$ represent the ratio between the characteristic sizes of the neck and cavity such that $H = O(\epsilon V^{1/3})$ and $S = O(\epsilon^2 V^{2/3})$. Then it follows from (1.1) that $\omega V^{1/3}/c = O(\epsilon^{1/2})$, showing that the resonance frequency lies in the subwavelength regime.

The mass-spring model of a Helmholtz resonator provides only a rough prediction for its resonance frequency. In particular, whereas the geometric quantities appearing in (1.1) are defined ambiguously, it has been shown that the shapes of both the neck and cavity may appreciably affect the response of the resonator [4, 13–18]. Furthermore, the mass-spring model does not account for any form of damping and hence cannot be used by itself to describe the acoustical response of the resonator to external forcing. Clearly the response of any resonator is bounded and thence either radiation damping or dissipative losses, or both, must become important at frequencies sufficiently close to resonance.

Surprisingly, these deficiencies have never been fully resolved in the literature. Indeed,
it remains the case that most analytical models of Helmholtz resonators involve heuristics, resulting in additional physical ambiguities and parameters that need to be verified on an *ad hoc* basis [4, 10, 14–21]. There have been several asymptotic studies based on the small-neck limit $\epsilon \ll 1$, using matched asymptotic expansions [22–24] and layer-potential techniques [25, 26]. However, among other issues, the neglect of thermoviscous effects in those studies severely limits their applicability.

In this paper we systematically employ the method of matched asymptotic expansions to model Helmholtz resonators in the small-neck limit, with thermoviscous effects incorporated starting from first principles. With an eye towards modeling acoustic metasurfaces, we consider the linear response of resonators embedded in a rigid surface, each resonator consisting of an arbitrarily shaped cavity connected to the external half-space by a small cylindrical neck. Thermoviscous effects are modeled assuming that the fluid is an ideal gas. We shall at first focus on the case of a single resonator excited by a normally incident plane wave. Then, using Foldy’s method [27, 28] we shall generalize to an arbitrary distribution of surface-embedded resonators excited by an arbitrary incident field.

The method of matched asymptotic expansions allows us to exploit the spatial nonuniformity of the small-neck limit. For frequencies on the order of the Helmholtz resonance (1.1), the small-neck limit also constitutes a long-wavelength limit. Thus, the fluid domain naturally separates into a small neck region, a larger cavity region and an even larger, wavelength-scale, external region. Furthermore, we shall find that given the resonant nature of the problem the small-neck limit is also nonuniform in frequency, even when frequency is confined to the subwavelength regime implied by (1.1). This point appears to have been overlooked in preceding analyses based on the method of matched asymptotic expansions [22–24]. In contrast, as part of our analysis we shall identify and separately analyze a hierarchy of distinguished frequency intervals converging to the Helmholtz resonance.

As we shall see, this asymptotic approach possesses several key advantages. First, it allows precisely defining the lumped parameters emerging from the analysis in terms of “canonical” problems depending only on geometry. In particular, our analysis reveals a natural linkage between the parameters characterizing the neck geometry and the viscous acoustic impedance of the cylindrical neck, for which we have recently provided accurate numerical values and asymptotic formulas as a function of the neck aspect ratio [29]. Second, it provides new physical insights that, *inter alia*, facilitate a systematic treatment of
thermoviscous effects. In that context, our interest lies in the regime where the resonance remains weakly damped. This condition naturally translates to one on the thickness of the thermoviscous boundary layers, relative to the resonator dimensions, which we shall determine as part of the analysis. Of particular interest is the regime where thermoviscous dissipation is comparable to radiation damping, hence dissipation is maximized [4]. As an illustration, we derive critical-coupling conditions for optimal and perfect absorption of a plane wave by a single resonator and by a model metasurface, respectively.

The paper is organized as follows. In the next section, we formulate the problem for a single resonator in the absence of thermoviscous effects. We then analyze this “lossless” problem in \( \text{§III} - \text{§V} \). In \( \text{§VI} \) we extend our analysis by including thermoviscous effects. In \( \text{§VII} \) we recapitulate and discuss our model of a single resonator. In \( \text{§VIII} \) we generalize to the case of multiple resonators. Concluding remarks are given in \( \text{§IX} \).

II. PROBLEM FORMULATION WITHOUT DISSIPATION

Consider a Helmholtz resonator consisting of a cavity connected to an exterior half-space by a small neck, as illustrated in Fig. 1. For simplicity, we assume that the surface is rigid, that the neck is a small cylindrical channel and that the cavity boundary is flat in some neighborhood of the neck opening. The volume of the cavity, excluding the neck, is denoted by \( V \) and the radius and height of the neck are denoted by \( \epsilon l \) and \( 2\epsilon h \), respectively. For the time being, we neglect thermoviscous effects and assume that the resonator is forced by a normally incident pressure plane wave at fixed angular frequency \( \omega \) and amplitude \( p_\infty \).

Henceforth, we adopt a dimensionless convention where lengths are normalized by \( l \) and \( p \) denotes the pressure normalized by \( p_\infty \), with the factor \( \exp(-i\omega t) \) suppressed in the usual way. We also define: (i) the unit vector \( \hat{\mathbf{i}} \) co-linear with the cylinder axis and pointing towards the exterior domain; and (ii) three position vectors, \( \mathbf{x} \) and \( \mathbf{x}_\pm \), with \( \mathbf{x} \) measured from the center of the cylindrical neck and \( \mathbf{x}_\pm = \mathbf{x} \mp \epsilon h \hat{\mathbf{i}} \). Our interest is in the fundamental (“Helmholtz”) resonance. Accordingly, (1.1) suggests defining the dimensionless frequency

\[
\Omega = \frac{\epsilon^{-1/2} \omega l}{c},
\]

where \( c \) is the speed of sound.
FIG. 1. Dimensionless schematic of a single Helmholtz resonator, formed of a cavity and a cylindrical neck, embedded in a rigid substrate and subjected to a normally incident plane wave.

The field $p$ is governed by the Helmholtz equation

$$\nabla^2 p + \epsilon \Omega^2 p = 0$$

in the fluid domain; the Neumann condition

$$\hat{n} \cdot \nabla p = 0$$

on the rigid boundary, where $\hat{n}$ is the normal unit vector pointing into the fluid; and, at large distances from the resonator, a radiation condition imposed on $p - p^{(i)}$, wherein

$$p^{(i)} = \exp \left( -i \epsilon^{1/2} \Omega \hat{\mathbf{i}} \cdot \mathbf{x}^+ \right)$$

is the incident plane wave.

In the following sections §III–§V our aim is to study (2.2)–(2.4) in the limit $\epsilon \to 0$. Since our interest is in the fundamental resonance of the cavity, we assume $\Omega = O(1)$, whereby (2.1) implies that the resonator is asymptotically small compared to the acoustic wavelength. Accordingly, the problem is characterized by three disparate length scales: the $O(\epsilon)$ neck radius and height, the $O(1)$ cavity size and the $O \left( \epsilon^{-1/2} \right)$ wavelength. (We assume that $h$ is independent of $\epsilon$.) To exploit this separation of scales we shall employ the method of matched
asymptotic expansions \[30, 31\]. Owing to the resonant nature of the cavity’s response, the small-neck limit is also nonuniform in frequency. Accordingly, we shall separately analyze several distinguished frequency regimes defined by their width about resonance.

In characterizing the acoustical response of the resonator, we shall focus on the pressure in the cavity and the diffracted field. It is well known that in the subwavelength regime the pressure is approximately uniform within the cavity; this will be confirmed by the analysis. As for the diffracted field, the exterior wave can be written, without approximation, in the form (see, e.g., \[31\])

\[
p = 2 \cos \left( \frac{\epsilon}{2} \Omega \hat{i} \cdot x^+ \right) + A \frac{\exp \left( i \frac{\epsilon}{2} \Omega |x^+| \right)}{|x^+|} + B \cdot \nabla \frac{\exp \left( i \frac{\epsilon}{2} \Omega |x^+| \right)}{|x^+|} + \cdots .
\]

Here, the first term is the superposition of the incident wave \[2.4\] and the plane wave reflected from the rigid wall. The second term represents a spherical wave diffracted by the resonator; it is proportional to the fundamental solution of the Helmholtz equation in three dimensions. Higher-order terms, formed of products of constant tensors and gradients of the latter fundamental solution, will be seen to be negligible at distances which are large compared to the neck radius. Accordingly, the diffracted field will be characterized by the complex-valued amplitude \(A\).

### III. OFF-RESONANCE LIMIT

Naively, our assumption that \(\Omega = O(1)\) suggests studying the limit \(\epsilon \to 0\) with \(\Omega\) held fixed. We shall refer to the approximation obtained in this limit as “off-resonance,” as we shall find that it breaks down as \(\Omega\) approaches its value at resonance. The off-resonance analysis in this section formalizes the classical mass-spring model of the Helmholtz resonator and sets the stage for a systematic study of near-resonance frequencies in subsequent sections.

#### A. Cavity region

We begin by investigating the cavity region by holding \(x^-\) fixed as \(\epsilon \to 0\). The limiting geometry is sketched in Fig. \[2a\]; it is identical to the exact cavity geometry, except that the neck opening degenerates to the point \(x^- = 0\). The corresponding fluid domain is denoted by \(\mathcal{C}\); note that the definition of this domain in terms of \(x^-\) is independent of \(\epsilon\).
FIG. 2. Distinguished regions in the matched asymptotics analysis. (a) Cavity region. (b) Exterior region (wavelength scale). (c) Neck region.

We retain the symbol \( p \) for the pressure field in the cavity region. It satisfies \( (2.2) \) in \( C \) and the Neumann condition \( (2.3) \) on \( \partial C \) — excluding the degenerate point \( x^- = 0 \), where the solution is subject to matching conditions and may be singular. Let us assume, subject to verification through matching, that the cavity pressure is comparable to the \( O(1) \) incident field \( (2.4) \). Accordingly, we attempt an expansion in the form

\[
p = p_0 + \epsilon p_1 + \cdots \quad \text{as} \quad \epsilon \to 0,
\]

with \( x^- \) fixed, where the leading-order field \( p_0 \) satisfies Laplace’s equation

\[
\nabla^2 p_0 = 0 \quad \text{in} \quad C
\]

and

\[
\hat{n} \cdot \nabla p_0 = 0 \quad \text{on} \quad \partial C.
\]

Since we expect the pressure within the resonator to be at least comparable to that in the neck, we can rule out the possibility of \( p_0 \) being singular at \( x^- = 0 \). It readily follows that \( p_0 \) is uniform, equal to a constant, say \( \bar{p}_0 \), to be determined.
From the $O(\epsilon)$ balances of (2.2) and (2.3), the leading correction $p_1$ satisfies the forced Laplace’s equation

$$\nabla^2 p_1 = -\Omega^2 \bar{p}_0 \quad \text{in} \quad \mathcal{C}, \quad (3.4)$$

with

$$\hat{n} \cdot \nabla p_1 = 0 \quad \text{on} \quad \partial \mathcal{C} \setminus \{x^- = 0\}. \quad (3.5)$$

Since neither $\Omega$ nor $\bar{p}_0$ vanish, application of the divergence theorem to (3.4) and (3.5) implies a monopole singularity at the degenerate point:

$$p_1 \sim -\frac{\Omega^2 \bar{p}_0}{2\pi|x^-|} + O(1) \quad \text{as} \quad |x^-| \to 0. \quad (3.6)$$

Dipole and higher-order singularities have been ruled out as their existence implies a singular pressure in the neck region.

**B. Exterior region (wavelength scale)**

Consider next the fluid region exterior to the resonator. Far from the neck opening, the latter shrinks to a point such that the only relevant length scale is the wavelength. This suggests considering the “outer” external region associated with the stretched coordinate

$$X^+ = \epsilon^{1/2}x^+ \quad (3.7)$$

and pressure field $Q(X^+) = p(x^+)$, where $\hat{i} \cdot X^+ > 0$ as shown in Fig. 2(b). The latter is governed by

$$\nabla^2_{X^+} Q + \Omega^2 Q = 0 \quad \text{for} \quad \hat{i} \cdot X^+ > 0, \quad (3.8)$$

where the Laplacian is with respect to the position vector $X^+$; the Neumann boundary condition

$$\hat{n} \cdot \nabla_{X^+} Q = 0 \quad \text{for} \quad \hat{i} \cdot X^+ = 0 \setminus \{X^+ = 0\}; \quad (3.9)$$

and the condition that the scattered field $Q(X^+) - Q^{(i)}(X^+)$ radiates away from the surface, where $Q^{(i)}(X^+) = \exp(-i\Omega \hat{i} \cdot X^+)$. The general solution to the above outer problem follows immediately from (2.5):

$$Q = 2 \cos(\Omega \hat{i} \cdot X^+) + \epsilon^{1/2}A \frac{\exp(i\Omega|X^+|)}{|X^+|} + \epsilon B \cdot \nabla_{X^+} \frac{\exp(i\Omega|X^+|)}{|X^+|} + \cdots. \quad (3.10)$$
The behavior of $Q(X^+)\text{ as } X^+\to 0$, and hence the scalings and values of the coefficients in this exact representation, is to be determined via matching. A preliminary scaling result can be deduced based on our assumption, to be verified, that the pressure is $O(1)$ in the neck region. Since the neck dimensions are $O(\epsilon^{3/2})$ relative to the wavelength, inspection of the magnitude of the second term in (3.10) as $X^+\to 0$ shows that $A = O(\epsilon)$. We accordingly write

$$A = \epsilon A_1 + \cdots \text{ as } \epsilon \to 0,$$

(3.11)

where $A_1$ is independent of $\epsilon$. It follows from the same argument that the coefficients of the remaining singular terms in (3.10), starting with $B$, are all $o(\epsilon)$.

C. Neck region

The neck region linking the outer and cavity regions is associated with the stretched coordinate

$$\xi = x/\epsilon.$$  \hspace{1cm} (3.12)

The neck pressure is accordingly written as $q(\xi) = p(x)$. The limiting geometry of the neck region is illustrated in Fig. 2(c). The corresponding fluid domain is denoted by $\mathcal{N}$ and consists of the region external to an infinite wall of thickness $2h$ with a cylindrical perforation of radius unity. The domain $\mathcal{N}$ is independent of $\epsilon$ when defined in terms of $\xi$.

The neck problem consists of

$$\nabla_\xi^2 q + \epsilon^3 \Omega^2 q = 0 \text{ in } \mathcal{N};$$

(3.13)

the Neumann boundary condition

$$\hat{n} \cdot \nabla_q = 0 \text{ on } \partial\mathcal{N};$$

(3.14)

and asymptotic matching with the exterior and neck regions in the limits $|\xi| \to \infty$ with $\hat{i} \cdot \xi \geq 0$, respectively.

We expand the pressure in the neck region as

$$q = q_0 + \cdots \text{ as } \epsilon \to 0,$$

(3.15)

with $\xi$ fixed, where $q_0$ satisfies

$$\nabla_\xi^2 q_0 = 0 \text{ in } \mathcal{N}.$$  \hspace{1cm} (3.16)
and
\[ \hat{n} \cdot \nabla_\xi q_0 = 0 \quad \text{on} \quad \partial N. \] (3.17)

Straightforward leading-order asymptotic matching with the cavity region gives
\[ q_0 \to \bar{p}_0 \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi < 0), \] (3.18)

whereas from leading-order matching with the exterior region we obtain
\[ q_0 \to 2 \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi > 0). \] (3.19)

Equations (3.16)–(3.19) describe a potential flow through the neck driven by the pressure difference between the cavity and exterior regions. This type of problem will appear multiple times throughout the paper. Accordingly, it is convenient to introduce a canonical neck field \( G(\xi) \) that satisfies
\[ \nabla^2 G = 0 \quad \text{in} \quad N; \] (3.20)
the Neumann boundary condition
\[ \hat{n} \cdot \nabla_\xi G = 0 \quad \text{on} \quad \partial N; \] (3.21)
and
\[ G \to \pm \frac{1}{2} \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi \gtrless 0). \] (3.22)

For matching purposes, we are mainly interested in the expansion of \( G \) for large \( |\xi| \), which can be written as
\[ G \sim \pm \frac{1}{2} \pm \frac{\beta}{2\pi|\xi|} + O\left(|\xi|^{-2}\right) \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi \gtrless 0). \] (3.23)

From the above definition, it is straightforward to show that \( \beta \) is a real positive function of \( h \). It is identical to the Rayleigh "conductivity" — in fact the inverse of the acoustic reactance — of the neck normalized by its radius \([2, 32]\).

In a recent paper \([29]\), we derived asymptotic formulas for \( \beta \) in the limits of small and large neck aspect ratio \( h \):
\[ \beta \sim 2 - \frac{2}{\pi} h \left(\ln \frac{\pi}{h} + 1\right) + o(h) \quad \text{as} \quad h \to 0, \quad \beta \sim \frac{\pi}{2(h + \varpi)} + \text{e.s.t.} \quad \text{as} \quad h \to \infty, \] (3.24)
where the numerical constant \( \varpi = 0.8217 \) can be interpreted as an effective end correction and e.s.t. stands for exponentially small terms, i.e., terms that are beyond all orders in \( h \). In
For the purpose of higher-order matching in later stages of the analysis, it is convenient to rewrite expansion (3.23) in terms of the shifted position vectors $\xi^\pm = \xi \mp h \hat{i}$. This gives

$$G \sim \pm \frac{1}{2} + \frac{\beta}{2\pi |\xi^\pm|} + O \left( |\xi^\pm|^{-3} \right) \quad \text{as} \quad |\xi^\pm| \to \infty \quad (\hat{i} \cdot \xi^\pm \geq 0), \quad (3.25)$$
where axial symmetry and (3.21) were used to eliminate the possibility of $O(|\xi^\pm|^2)$ dipole terms. In turn, (3.23) can be used to deduce the non-vanishing dipole terms in (3.23). Returning to the problem in (3.16)–(3.19), it is straightforward to solve for $q_0$ in terms of the canonical field $G$:

$$q_0 = (2 - \bar{p}_0)G + \frac{2 + \bar{p}_0}{2}. \quad (3.26)$$

D. Leading-order approximation

We carry out asymptotic matching using Van Dyke’s matching rule [30]. In the context of the present analysis, it is important to note that this rule should be applied with the inner-outer coordinates related by a pure dilation, rather than both a dilation and a small translation. Accordingly, we match the neck and exterior expansions written in terms of the pair of position vectors $\{\xi^+, X^+\}$. Similarly, we match the neck and cavity expansions written in terms of the pair of position vectors $\{\xi^-, x^-\}$. In this way, and using (3.25), we obtain $\bar{p}_0$ by matching the neck expansion to $O(1)$ with the cavity expansion to $O(\epsilon)$, and $A_1$ by matching the neck expansion to $O(1)$ with the exterior field to $O(\epsilon^{3/2})$. Thus,

$$\bar{p}_0 = -\frac{2\beta}{\Omega^2 - \beta}, \quad A_1 = -\frac{1}{\pi} \frac{\beta\Omega^2}{\Omega^2 - \beta}. \quad (3.27)$$

Since $\beta > 0$, the cavity pressure $\bar{p}_0$ and diffraction amplitude $A_1$ are both singular at the resonance frequency

$$\Omega = \beta^{1/2}. \quad (3.28)$$

Thus, the analysis in this section applies only to frequencies sufficiently far from resonance. In the following two sections, we specify the range of validity of the present “off-resonance” analysis precisely and obtain new approximations for the cavity pressure and diffraction amplitude which are valid for frequencies near resonance.

IV. NEAR-RESONANCE LIMIT: CAVITY-SHAPE EFFECT

In the absence of dissipation, the acoustical response of a Helmholtz resonator is limited solely by radiation damping. Thus, the blow-up predicted by the off-resonance analysis of §III is a consequence of the negligible role of radiation damping in that limit process. Nevertheless, the rate of divergence of the off-resonance approximations (3.27) as $\Omega \to \beta^{1/2}$
can be used to estimate the width of the frequency interval about the resonance wherein radiation damping is appreciable. Indeed, it is readily seen from (3.10) and (3.27) that the amplitude of the diffracted spherical wave jumps to leading $O(1)$ in the exterior limit when $\Omega - \beta^{1/2} = O(\epsilon^{3/2})$.

It turns out that the off-resonance analysis is actually invalid in a wider, $O(\epsilon)$, frequency interval about the resonance. Indeed, for $\Omega - \beta^{1/2} = O(\epsilon)$, (3.27) suggests that the pressure in the cavity jumps to $O(\epsilon^{-1})$; as we shall see, in that case the flow inside the cavity becomes important in determining the response of the resonator. In the present section, we focus on this “near-resonance” $O(\epsilon)$ frequency interval and leave the “on-resonance” analysis of the $O(\epsilon^{3/2})$ interval for the next section.

To study the near-resonance regime we consider a modified limit process where we write $\Omega$ as

$$\Omega = \beta^{1/2} + \epsilon \Omega'$$

and hold $\Omega'$ fixed as $\epsilon \to 0$.

**A. Cavity region**

In light of the above, we expand the cavity pressure as

$$p = \epsilon^{-1} \bar{p}_{-1} + p_0 + \epsilon p_1 + \cdots \quad \text{as} \quad \epsilon \to 0,$$

wherein $\bar{p}_{-1}$ is a constant value to be determined. The uniformity of the leading-order term can be argued as in §III A.

At $O(1)$ we find

$$\nabla^2 p_0 = -\beta \bar{p}_{-1} \quad \text{in} \quad \mathcal{C},$$

subject to

$$\hat{n} \cdot \nabla p_0 = 0 \quad \text{on} \quad \partial \mathcal{C} \setminus \{x^- = 0\}.$$  \hspace{1cm} (4.4)

Following the derivation in §III A we find that at the degenerate point $p_0$ satisfies the following monopole-singularity condition:

$$p_0 \sim -\frac{\beta \bar{p}_{-1}}{2\pi |x^-|} + O(1) \quad \text{as} \quad |x^-| \to 0.$$  \hspace{1cm} (4.5)

As in (3.6), dipole and higher-order singularities can be ruled out based on the magnitude of the pressure field in the neck region.
The solution of (4.3)–(4.5), given \( \bar{p}_1 \), is determined up to an additive constant. It is therefore convenient to decompose \( p_0 \) as

\[
p_0 = \langle p_0 \rangle + \beta \bar{p}_{-1} g,
\]

(4.6)

where the first term represents a uniform mean pressure, with

\[
\langle \cdot \rangle = \int_C (\cdot) d^3 x^{-}
\]

(4.7)

denoting the volume average over the cavity domain (recall that lengths are normalized such that the volume of \( C \) is unity); the second term then accounts for spatial variations of \( p_0 \) from its mean value.

By construction, the field \( g \) satisfies

\[
\nabla^2 g = -1 \quad \text{in} \quad C;
\]

(4.8)

the boundary condition

\[
\hat{n} \cdot \nabla g = 0 \quad \text{on} \quad \partial C \setminus \{x^- = 0\};
\]

(4.9)

the singularity condition at the degenerate point

\[
g \sim -\frac{1}{2\pi |x^-|} + O(1) \quad \text{as} \quad |x^-| \to 0;
\]

(4.10)

and the zero-mean condition

\[
\langle g \rangle = 0,
\]

(4.11)

which ensures uniqueness.

For matching purposes, we note that (4.6) and (4.10) provide the asymptotic behavior

\[
p_0 - \langle p_0 \rangle \sim \beta \bar{p}_{-1} \left( -\frac{1}{2\pi |x^-|} + \sigma \right) + \cdots \quad \text{as} \quad |x^-| \to 0,
\]

(4.12)

where \( \sigma \) is a constant defined by the limit

\[
\sigma = \lim_{|x^-| \to 0} \left( g + \frac{1}{2\pi |x^-|} \right).
\]

(4.13)

We shall refer to \( \sigma \) as the shape factor of the cavity. Similar geometric parameters have been defined by other authors [22, 25, 32]. For a hemispherical cavity, with the singularity (4.12) at the sphere center, a straightforward solution of (4.8)–(4.11) yields [22, 23, 25]

\[
\sigma_{\text{hemisphere}} = \frac{9}{10\pi} \left( \frac{2\pi}{3} \right)^{1/3}.
\]

(4.14)
FIG. 4. Solid line: shape factor $\sigma$ of a cylindrical cavity as a function of its height-to-diameter aspect ratio $\tau$. Dashed line: $\sigma$ for a hemispherical cavity. Dash-dotted line: $\sigma$ for a cubic cavity.

Details are provided in Appendix A where we also calculate $\sigma$ for a cube and circular cylinder; in both cases, the singularity is located at the center of a face coinciding with the plane $\hat{i} \cdot \mathbf{x}^- = 0$. For a cube, we find

$$
\sigma_{\text{cube}} \approx 0.2874.
$$

(4.15)

For a cylinder (aspect ratio $\tau$ between the cylinder’s height and diameter),

$$
\sigma_{\text{cylinder}} = (2\pi\tau)^{1/3} \left[ \frac{1}{4} - \frac{2\pi}{3\pi} - \frac{1}{\pi} \sum_{n=1}^{\infty} \left( \coth (2\lambda_n\tau) \lambda_n J_0 (\lambda_n) \right) \right].
$$

(4.16)

In Fig. 4 we plot the variation of $\sigma$ with $\tau$ for a cylinder and compare it to the value for a hemisphere and for a cube. We note that the expression for $\sigma_{\text{cylinder}}$ provided in [22] appears to be based on an erroneous solution for the field $g$.

With (4.6), the $O(\epsilon)$ cavity problem consists of

$$
\nabla^2 p_1 = -\beta p_0 - 2\beta^{1/2}\Omega \tilde{p}_{-1} \quad \text{in} \quad \mathcal{C};
$$

(4.17)

the Neumann condition

$$
\hat{n} \cdot \nabla p_1 = 0 \quad \text{on} \quad \partial \mathcal{C} \setminus \{ \mathbf{x}^- = 0 \}
$$

(4.18)

and the singularity condition

$$
p_1 \sim -\frac{\beta(p_0) + 2\beta^{1/2}\Omega \tilde{p}_{-1}}{2\pi|\mathbf{x}^-|} + O(1) \quad \text{as} \quad |\mathbf{x}^-| \to 0.
$$

(4.19)
We note that, unlike in preceding asymptotic orders, the absence of an \( O(|x^-|^2) \) dipole-type singularity in (4.19) cannot be ruled out based on the magnitude of the pressure in the neck region, which is \( O(\epsilon^{-1}) \) in the near-resonance regime (though this argument can still be used to rule out higher-order singularities). Nevertheless, matching with the neck region will verify the absence of such a dipolar term.

**B. Exterior region (wavelength scale)**

The \( O(\epsilon^{-1}) \) pressure enhancement in the cavity suggests a comparable enhancement of the diffraction amplitude \( A \), relative to its magnitude off-resonance [cf. (3.10) and (3.11)]. Thus, the diffraction amplitude is expanded as

\[
A = A_0 + \cdots \quad \text{as} \quad \epsilon \to 0,
\]

the corresponding expansion for the exterior pressure being

\[
Q = 2\cos(\beta^{1/2}\mathbf{i} \cdot \mathbf{X}^+) + \epsilon^{1/2}A_0 \frac{\exp \left( i\beta^{1/2}|\mathbf{X}^+| \right)}{|\mathbf{X}^+|} + \cdots \quad \text{as} \quad \epsilon \to 0.
\]

Note that the frequency deviation \( \epsilon \Omega' \) from resonance does not affect the first two terms of this asymptotic expansion.

**C. Neck region**

The pressure in the neck region is also enhanced to \( O(\epsilon^{-1}) \):

\[
q = \epsilon^{-1}q_{-1} + q_0 + \cdots \quad \text{as} \quad \epsilon \to 0.
\]

Both \( q_{-1} \) and \( q_0 \) obey Laplace’s equation in \( \mathcal{N} \), the usual Neumann condition on \( \partial \mathcal{N} \), as well as far-field conditions derived below by matching with the cavity and exterior regions.

Consider first the \( O(\epsilon^{-1}) \) problem governing \( q_{-1} \). Straightforward leading-order matching with the pressure in the cavity region gives

\[
q_{-1} \to \bar{p}_{-1} \quad \text{as} \quad |\xi| \to \infty \quad (\mathbf{i} \cdot \xi < 0).
\]

Similarly, matching with the \( O(1) \) pressure in the exterior region gives

\[
q_{-1} \to 0 \quad \text{as} \quad |\xi| \to \infty \quad (\mathbf{i} \cdot \xi > 0).
\]
Thus, \( q_{-1} \) is readily expressed in terms of the canonical field \( G \) defined in §III C:

\[
q_{-1} = \bar{p}_{-1} \left( \frac{1}{2} - G \right).
\]  

(4.25)

Matching the neck pressure to \( O(\epsilon^{-1}) \) with the exterior pressure to \( O(\epsilon^{1/2}) \), using (3.25) and (4.25), we find

\[
A_0 = \frac{\beta}{2\pi} \bar{p}_{-1}.
\]  

(4.26)

We now consider the \( O(1) \) problem governing \( q_0 \). Matching the neck and cavity pressures, both taken to \( O(1) \), gives

\[
q_0 \to \langle p_0 \rangle + \beta \bar{p}_{-1} \sigma \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi < 0).
\]  

(4.27)

An analogous \( O(1) \) matching with the exterior pressure gives

\[
q_0 \to 2 \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi > 0).
\]  

(4.28)

Thus, \( q_0 \) is readily expressed as

\[
q_0 = \left( 2 - \langle p_0 \rangle - \beta \bar{p}_{-1} \sigma \right) G + \frac{2 + \langle p_0 \rangle + \beta \bar{p}_{-1} \sigma}{2}.
\]  

(4.29)

D. Leading-order approximation

Matching the neck pressure to \( O(1) \) with the cavity pressure to \( O(\epsilon) \) yields

\[
\bar{p}_{-1} = -\frac{2\beta^{1/2}}{2\Omega' - \beta^{3/2} \sigma}, \quad A_0 = -\frac{1}{\pi} \frac{\beta^{3/2}}{2\Omega' - \beta^{3/2} \sigma}.
\]  

(4.30)

Matching at these orders also confirms the absence of a dipole-type singularity in (4.19), in turn owing to the absence of such a singular term in (3.25). Since \( \sigma \) is real, both \( \bar{p}_{-1} \) and \( A_0 \) are singular at

\[
\Omega' = \frac{\beta^{3/2} \sigma}{2},
\]  

(4.31)

corresponding to an \( O(\epsilon) \) correction to the leading-order resonance frequency (3.28).

V. ON-RESONANCE LIMIT: RADIATION DAMPING

As radiation damping remains negligible in the near-resonance regime, the singularity of the leading-order approximations (4.30) for the pressure cavity and diffraction amplitude
in that limit process is unsurprising. Following the discussion in \(\text{§IV}\), we next consider the on-resonance regime, which corresponds to an \(O(\epsilon^{3/2})\) frequency interval about the corrected resonance frequency \(\beta^{1/2}(1 + \epsilon \beta \sigma / 2)\) implied by the near-resonance analysis.

To investigate the on-resonance limit, wherein we expect radiation damping to be important, we rewrite \(\Omega\) as
\[
\Omega = \beta^{1/2} \left(1 + \epsilon \frac{\beta \sigma}{2}\right) + \epsilon^{3/2} \Omega''
\] (5.1)
and consider the limit process \(\epsilon \to 0\) with \(\Omega''\) fixed.

**A. Cavity region**

In the on-resonance regime, the expansion for the pressure in the cavity becomes
\[
p = \epsilon^{-3/2} \tilde{p}_{-3/2} + \epsilon^{-1} \tilde{p}_{-1} + \epsilon^{-1/2} p_{-1/2} + p_0 + \epsilon^{1/2} p_{1/2} + \epsilon p_1 + \cdots \quad \text{as} \quad \epsilon \to 0,
\] (5.2)
wherein \(\tilde{p}_{-3/2}\) and \(\tilde{p}_{-1}\) are constants. The argument for the uniformity of the two leading terms is a minor generalization of the one used in \(\text{§III A}\).

The higher-order terms \(p_{-1/2}\) and \(p_0\) are both governed by the forced Laplace’s equations
\[
\nabla^2 p_{-1/2} = -\beta \tilde{p}_{-3/2}; \quad \nabla^2 p_0 = -\beta \tilde{p}_{-1} \quad \text{in} \quad C; \quad (5.3)
\]
the Neumann conditions
\[
\hat{n} \cdot \nabla p_{-1/2} = 0, \quad \hat{n} \cdot \nabla p_0 = 0 \quad \text{on} \quad \partial C \setminus \{x^- = 0\}; \quad (5.4)
\]
and the singularity conditions
\[
p_{-1/2} \sim -\frac{\beta \tilde{p}_{-3/2}}{2\pi |x^-|} + O(1), \quad p_0 \sim -\frac{\beta \tilde{p}_{-1}}{2\pi |x^-|} + O(1) \quad \text{as} \quad |x^-| \to 0, \quad (5.5)
\]
where dipole and higher-order singularities have been ruled out based on the magnitude of the pressure field in the neck region. The solutions to both of the above problems is readily expressed in terms of the canonical cavity field \(g\):
\[
p_{-1/2} = \langle p_{-1/2} \rangle + \beta \tilde{p}_{-3/2} g, \quad p_0 = \langle p_0 \rangle + \beta \tilde{p}_{-1} g. \quad (5.6)
\]

With (5.6), we can proceed to consider the higher-order terms \(p_{1/2}\) and \(p_1\). They satisfy the forced Laplace’s equations
\[
\nabla^2 p_{1/2} = -\beta p_{-1/2} - \beta^2 \sigma \tilde{p}_{-3/2}, \quad \nabla^2 p_1 = -\beta p_0 - \beta^2 \sigma \tilde{p}_{-1} - 2\beta^{3/2} \Omega'' \tilde{p}_{-3/2} \quad \text{in} \quad C; \quad (5.7)
\]
the Neumann conditions

\[ \hat{n} \cdot \nabla p_{1/2} = 0, \quad \hat{n} \cdot \nabla p_1 = 0 \quad \text{on} \quad \partial \mathcal{C} \setminus \{x^- = 0\}; \quad (5.8) \]

and the singularity conditions

\[ p_{1/2} \sim -\frac{\beta \langle p_{-1/2} \rangle + \beta^2 \sigma \bar{p}_{-3/2}}{2\pi |x^-|} + O(1) \quad (5.9) \]

\[ p_1 \sim -\frac{\beta \langle p_0 \rangle + \beta^2 \sigma \bar{p}_{-1} + 2\beta^{1/2} \Omega'' \bar{p}_{-3/2}}{2\pi |x^-|} + O(1) \quad \text{as} \quad |x^-| \to 0. \quad (5.10) \]

The absence of dipole-type singularities in (5.9) and (5.10) will be confirmed by matching. Higher-order singularities have been ruled out based on the magnitude of the pressure field in the neck region.

B. Exterior region (wavelength scale)

Consider next the exterior region. In the on-resonance regime, the diffraction amplitude \( A \) becomes \( O(\epsilon^{-1/2}) \), i.e.,

\[ A = \epsilon^{-1/2} A_{-1/2} + \cdots \quad \text{as} \quad \epsilon \to 0. \quad (5.11) \]

Thus, in the corresponding expansion for the exterior pressure,

\[ Q = 2 \cos(\beta^{1/2} \hat{i} \cdot X^+) + A_{-1/2} \frac{\exp \left( i \beta^{1/2} |X^+| \right)}{|X^+|} + \cdots \quad \text{as} \quad \epsilon \to 0, \quad (5.12) \]

the spherical wave is no longer negligible relative to the incident and reflected waves.

C. Neck region

The pressure in the neck is expanded as

\[ q = \epsilon^{-3/2} q_{-3/2} + \epsilon^{-1} q_{-1} + \epsilon^{-1/2} q_{-1/2} + q_0 + \cdots \quad \text{as} \quad \epsilon \to 0, \quad (5.13) \]

in accordance with expansion (5.2) for the pressure in the cavity. Each of the first four terms in (5.13) satisfies Laplace’s equation in \( \mathcal{N} \) and the usual Neumann condition on \( \partial \mathcal{N} \). The far-field conditions satisfied by these fields are determined below by matching (5.13) with expansions (5.2) and (5.12) for the pressure in the cavity and exterior regions, respectively.
We first consider the terms \(q_{-3/2}\) and \(q_{-1}\). Matching the neck and cavity expansions, both taken to \(O(\epsilon^{-1})\), yields

\[
q_{-3/2} \to \bar{p}_{-3/2}, \quad q_{-1} \to \bar{p}_{-1} \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi < 0),
\]

(5.14)

whereas the \(O(1)\) magnitude of the exterior pressure implies

\[
q_{-3/2} \to 0, \quad q_{-1} \to 0 \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi > 0).
\]

(5.15)

Given the far-field conditions (5.14) and (5.15), we can express \(q_{-3/2}\) and \(q_{-1}\) in terms of the canonical neck field \(G\):

\[
q_{-3/2} = \bar{p}_{-3/2} \left( \frac{1}{2} - G \right), \quad q_{-1} = \bar{p}_{-1} \left( \frac{1}{2} - G \right).
\]

(5.16)

Furthermore, matching the neck pressure to \(O(\epsilon^{-3/2})\) and the exterior pressure to \(O(1)\), using the first of (5.16), gives

\[
A_{-1/2} = \frac{\beta}{2\pi} \bar{p}_{-3/2}.
\]

(5.17)

Consider next the higher-order terms \(q_{-1/2}\) and \(q_0\). Matching the neck and cavity expansions, both taken to \(O(1)\), yields

\[
q_{-1/2} \to \langle p_{-1/2} \rangle + \beta \bar{p}_{-3/2} \sigma, \quad q_0 \to \langle p_0 \rangle + \beta \bar{p}_{-1} \sigma \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi < 0),
\]

(5.18)

whereas matching the neck and exterior expansions, both taken to \(O(1)\), yields

\[
q_{-1/2} \to 0, \quad q_0 \to 2 + i \frac{\beta^{3/2}}{2\pi} \bar{p}_{-3/2} \quad \text{as} \quad |\xi| \to \infty \quad (\hat{i} \cdot \xi > 0),
\]

(5.19)

where we used (5.17). Given the far-field conditions (5.18) and (5.19), we can express \(q_{-1/2}\) and \(q_0\) in terms of the canonical neck field \(G\):

\[
q_{-1/2} = \left( \langle p_{-1/2} \rangle + \beta \sigma \bar{p}_{-3/2} \right) \left( \frac{1}{2} - G \right),
\]

(5.20)

\[
q_0 = \left( 2 + i \frac{\beta^{3/2}}{2\pi} \bar{p}_{-3/2} - \langle p_0 \rangle - \beta \sigma \bar{p}_{-1} \right) G + \frac{2 + i \frac{\beta^{3/2}}{2\pi} \bar{p}_{-3/2} + \langle p_0 \rangle + \beta \sigma \bar{p}_{-1}}{2}.
\]

(5.21)

D. Leading-order approximation

It is now possible to match the neck expansion to \(O(1)\) and the cavity expansion to \(O(\epsilon)\), to find \(\bar{p}_{-3/2}\) and \(A_{-1/2}\) [cf. (5.17)]:

\[
\bar{p}_{-3/2} = - \frac{2\beta^{1/2}}{2\Omega'' + i \frac{\beta^2}{2\pi}}, \quad A_{-1/2} = - \frac{1}{\pi} \frac{\beta^{3/2}}{2\Omega'' + i \frac{\beta^2}{2\pi}}.
\]

(5.22)
In turn, the same matching procedure also confirms the absence of dipole-type singularities in (5.9) and (5.10).

The imaginary term in the denominators of (5.22), which represents radiation damping, ensures that the cavity pressure and diffraction amplitude remain bounded at resonance. Accordingly, it is unnecessary to consider narrower frequency intervals about the resonance. Note that $\bar{p}_{-3/2}$ and $A_0$, given by (5.22), attain their maximum magnitude at $\Omega'' = 0$.

VI. DISSIPATIVE THERMOVISCOS EFFECTS

A. Thermoviscous model

Until now we have been analyzing the lossless model formulated in §II. In the absence of losses, the sole damping mechanism is energy leakage via radiation. The analysis in §V reveals that this mechanism is weak, resulting in a sharp resonance — the cavity pressure is $O(\epsilon^{-3/2})$ in a frequency interval of width $O(\epsilon^{3/2})$. It is often the case, however, that dissipation, rather than radiation damping, is dominant. Or it may be the case that both damping mechanisms play a comparable role. Accordingly, the goal of this section is to extend the lossless results of the preceding sections by taking into account thermoviscous dissipation effects. As we shall see, it will be possible to build on the lossless analysis, as well as our recent analysis of the acoustic impedance of a cylindrical neck [29].

We continue to consider the scenario described in §II where an isolated Helmholtz resonator embedded in a rigid substrate is subjected to a normally incident plane wave. We also adopt the same notational conventions as in that section. We assume that the fluid is an ideal gas (equilibrium density $\rho$, specific heat capacities $c_p$ and $c_v$, kinematic viscosity $\nu$ and heat conductivity $\kappa$), in which case losses are associated with viscous and thermal dissipation. The extended model involves three dimensionless time-harmonic fields: the pressure $p$, the velocity field $\mathbf{v}$ and temperature deviation $T$ (respectively normalized by $p_\infty$, $p_\infty/\epsilon^{1/2}c_\rho$ and $p_\infty/c_p\rho$).

The fields $p$, $\mathbf{v}$ and $T$ satisfy the momentum equation

$$-i\Omega \mathbf{v} = -\nabla p + \delta^2 \left[ \nabla^2 \mathbf{v} + \frac{1}{3} \nabla (\nabla \cdot \mathbf{v}) \right],$$

(6.1)

the continuity equation

$$-i\epsilon \Omega p - i\epsilon (\gamma - 1) \Omega (p - T) + \nabla \cdot \mathbf{v} = 0$$

(6.2)
and the energy equation

\[ i\Omega (p - T) = \frac{\delta^2}{Pr} \nabla^2 T \]  

(6.3)

(see, e.g., [33]). Three new dimensionless parameters appear in (6.1)–(6.3). The parameter \( \delta \) is defined as the ratio

\[ \delta = \frac{l_v}{\ell}, \]  

(6.4)

where \( l_v = \sqrt{\nu/\epsilon^{1/2} c} \) is a characteristic viscous length scale for the subwavelength regime of interest (note that \( l_v = \sqrt{\nu/\omega} \), with \( \omega \) at \( \Omega = 1 \)). The parameters \( \gamma = c_p/c_v \) and \( Pr = \nu c_p \rho/\kappa \) are the adiabatic index and Prandtl number of the gas (for air, \( \gamma \approx 1.4 \) and \( Pr \approx 0.71 \)).

The above thermoviscous equations are supplemented by boundary conditions. On the rigid boundary, the velocity satisfies the usual no-slip condition

\[ \mathbf{v} = 0, \]  

(6.5)

while the temperature field satisfies the isothermal condition

\[ T = 0. \]  

(6.6)

The latter condition is based on the assumption that the thermal conductivity of the solid substrate is much larger than that of the gas phase.

Furthermore, we consider a normally incident plane wave and require the scattered field to radiate away from the substrate. In principle, since plane-wave solutions of (6.1)–(6.3) are inhomogeneous, \( p_\infty \) should be reinterpreted as the pressure of the incident plane wave at the plane \( \hat{i} \cdot x^* = 0 \), say. Nevertheless, it is evident in the following asymptotic analysis that the slow exponential variation of propagating waves owing to thermoviscous effects is insignificant.

**B. Thin boundary layers**

Our interest is in the thin-boundary-layer limit \( \delta \ll \epsilon \ll 1 \). In this regime, the momentum and energy equations, respectively (6.1) and (6.3), are singularly perturbed; oscillatory viscous and thermal boundary layers form at the rigid boundary, across which the tangential velocity and temperature rapidly attenuate from their local bulk values so as to satisfy the boundary conditions (6.5) and (6.6). These boundary layers, both of characteristic thickness
$\delta$, are assumed thin compared to the smallest geometric features of the resonator, including the $O(\epsilon)$ neck radius and height.

In Appendix B we carry out a detailed scaling analysis of the thermoviscous model and arrive at several conclusions that immensely simplify the asymptotic analysis later in this section. On the basis of energy-dissipation considerations, we show that the condition $\delta \ll \epsilon$ is tantamount to the condition that the resonance remains weakly damped, meaning that the cavity and neck pressure fields become asymptotically large in a narrow frequency interval. Furthermore, we show that whenever this condition is met, loss is necessarily dominated by viscous dissipation in the boundary layer formed in the subwavelength neck domain. In particular, there are three cases to consider: (i) $\delta \ll \epsilon^{5/2}$: the resonance is radiation limited, the cavity pressure at resonance being $O(\epsilon^{-3/2})$. (ii) $\delta = O(\epsilon^{5/2})$: this represents a distinguished limit where viscous dissipation and radiation damping both play a significant role in limiting the resonance and the rate of energy dissipation is maximized; the cavity pressure remains $O(\epsilon^{-3/2})$. (iii) $\epsilon^{5/2} \ll \delta \ll \epsilon$: the resonance is dissipation limited; the scaling of the cavity pressure at resonance diminishes to $O(\epsilon/\delta)$.

To analyze the thin-boundary-layer limit, we shall adopt the matched asymptotics formalism of the lossless analysis, with the cavity, exterior and neck regions defined as before. In addition, however, there is an $O(\delta)$ boundary layer adjacent to the rigid boundary; the cavity, exterior and neck regions are accordingly reinterpreted as bulk regions. The exact boundary conditions (6.5) and (6.6) are satisfied by the boundary-layer fields, while the bulk fields satisfy effective boundary conditions derived by matching with the boundary layer. Further scaling arguments given in Appendix B, based on direct inspection of (6.1)–(6.6), allow pinpointing the asymptotic order at which the viscous and thermal boundary layers modify the pressure field in the bulk neck, cavity and exterior regions. (Bulk viscothermal effects are subdominant to those boundary-layer effects.) This provides an alternative perspective to the scalings derived based on energy-dissipation principles, which is useful for justifying the matched asymptotics analysis. In particular, it is shown that the viscous boundary layer modifies the neck, cavity and exterior pressure fields at orders $\epsilon^{-1}\delta P$, $\epsilon\delta P$ and $\epsilon^{1/2}\delta$, respectively, where $P$ is the scale of the pressure in the bulk cavity and neck regions (note that $P$ depends on $\delta$ and $\Omega$). Similarly, the thermal boundary layer modifies the neck, cavity and pressure fields at orders $\epsilon^2\delta P$, $\epsilon\delta P$ and $\epsilon^{1/2}\delta$. 
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C. Radiation-limited resonance

In the regime $\delta \ll \epsilon^{5/2}$, the resonance is radiation limited and the order of the cavity pressure at resonance is $P = \epsilon^{-3/2}$. In fact, using the above scalings it is readily verified that the leading-order results of the lossless analysis hold. In particular, in the on-resonance frequency interval, the boundary layers generate pressure modifications in the neck, cavity and exterior regions at orders $\epsilon^{-5/2}\delta$, $\epsilon^{-1/2}\delta$ and $\epsilon^{1/2}\delta$, respectively. In comparison, the lossless on-resonance analysis of §V involved the pressure field only up to orders 1, $\epsilon$ and 1, in those respective regions.

D. Distinguished limit: Resonance limited by both loss and radiation damping

We next consider the distinguished limit $\delta = O(\epsilon^{5/2})$, where radiation damping and dissipation in the neck region play a comparable role in limiting the resonance. It suffices to consider this distinguished limit in the on-resonance frequency interval $\Omega - \beta^{1/2} = O(\epsilon^{3/2})$, wherein $P = \epsilon^{-3/2}$, as it is easily verified that the results of the lossless analysis remain unchanged in the off- and near-resonance intervals. To this end, we define the rescaled viscous parameter

$$\tilde{\delta} = \epsilon^{-5/2}\delta \quad \text{(6.7)}$$

and in what follows consider the limit $\epsilon \to 0$ with both $\tilde{\delta}$ and $\Omega''$ [cf. (5.1)] fixed.

For $P = \epsilon^{-3/2}$ and $\delta = O(\epsilon^{5/2})$, the scalings given in §VI B imply that the viscous boundary layer in the neck region modifies the bulk pressure at order unity, thus invalidating the lossless on-resonance analysis. In contrast, thermal effects in the neck modify the pressure only at $O(\epsilon^3)$, whereas viscous and thermal effects in the cavity modify the pressure at $O(\epsilon^2)$, which is $O(\epsilon)$ smaller than the highest order included in the lossless on-resonance cavity expansion. Accordingly, the analyses of the cavity and exterior regions in §VA and §VB respectively, remain valid.

In the neck region, the bulk pressure field is expanded as in (5.13):

$$q = \epsilon^{-3/2}q_{-3/2} + \epsilon^{-1}q_{-1} + \epsilon^{-1/2}q_{-1/2} + q_0 + \cdots \quad \text{as} \quad \epsilon \to 0. \quad \text{(6.8)}$$

Writing (6.1)–(6.3) in terms of the stretched neck coordinates (3.12) and rescaled viscous parameter (6.7), it is readily verified that all the terms included in (6.8) satisfy Laplace’s
equation in $\mathcal{N}$, as they do in the lossless case. Furthermore, since the solution in the cavity and exterior regions retain the same form as in the lossless case, the matching conditions (5.14)–(5.15) and (5.18)–(5.19) at $|\xi| \to \infty (\hat{\xi} \cdot \xi \geq 0)$ remain valid. The difference from the lossless analysis lies in the boundary conditions on $\partial \mathcal{N}$, which must be derived by matching the bulk neck region with a boundary-layer region of thickness $O(\epsilon^{5/2})$ [$O(\epsilon^{3/2})$ relative to the neck scale]. A similar procedure was carried out in the appendix of our recent paper on the acoustical impedance of cylindrical necks [29]. Translating the results in that appendix into the present context, we find that $q_{-3/2}$, $q_{-1}$ and $q_{-1/2}$ satisfy the usual homogeneous Neumann boundary condition on $\partial \mathcal{N}$, whereas $q_0$ satisfies the inhomogeneous boundary condition

$$\hat{n} \cdot \nabla_\xi q_0 = -\frac{1 + i}{2^{1/2}\beta^{1/4}} \tilde{p}_{-3/2} \nabla_\xi^2 G \quad \text{on} \quad \partial \mathcal{N}, \quad (6.9)$$

where $\nabla_\xi^2$ is the surface Laplacian operator with respect to the position vector $\xi$ [34]. The right-hand side of (6.9) represents the displacement by the boundary layer of the leading-order inviscid flow.

It follows that the fields $q_{-3/2}$, $q_{-1}$ and $q_{-1/2}$ can be expressed in terms of the corresponding cavity pressure fields and the canonical neck field as in (5.16) and (5.20). Furthermore, matching between the neck and the cavity gives the diffraction amplitude $A_{-1/2}$, defined by (5.12), as in (5.17). As anticipated, only the field $q_0$ needs to be revisited.

Fortunately, it is not necessary to explicitly solve the problem governing $q_0$, as only the behavior of this field as $|\xi| \to \infty$ is required for the final matching procedure that furnishes the requisite leading-order approximation for the cavity pressure and diffraction amplitude. To determine this behavior, we shall follow [29] in deriving a reciprocal relation between the field $q_0$ and the canonical neck field $G$ [cf. § III C].

To this end, we use (5.18) and (5.19) to write the far fields of $q_0$ in the form

$$q_0 \sim \langle p_0 \rangle + \beta \tilde{p}_{-1} \sigma + \frac{F}{2\pi |\xi|} + O \left(\frac{|\xi|^{-2}}{\tilde{p}_{-3/2}}\right) \quad \text{as} \quad |\xi| \to \infty \quad (\hat{\xi} \cdot \xi < 0), \quad (6.10)$$

$$q_0 \sim 2 + \frac{\beta^{3/2}}{2\pi} \tilde{p}_{-3/2} - \frac{F}{2\pi |\xi|} + O \left(\frac{|\xi|^{-2}}{\tilde{p}_{-3/2}}\right) \quad \text{as} \quad |\xi| \to \infty \quad (\hat{\xi} \cdot \xi > 0), \quad (6.11)$$

where the monopole strength $F$ is an output of the problem governing $q_0$. To determine $F$, we employ Green’s identity between $q_0$ and $G$,

$$\oint (q_0 \nabla G - G \nabla q_0) \cdot \hat{n} dA = 0, \quad (6.12)$$
where the integral is over the boundary of the domain consisting of the portion of \( \mathcal{N} \) bounded by the ball \(|\xi| < \xi\), \(\hat{n}\) being the outward normal to that boundary. By evaluating the integral in the limit \(\xi \to \infty\), using (3.21), (3.23), (6.10) and (6.11), as well as integration by parts, we find

\[
F = \beta \left( 2 + i \frac{\beta^{3/2}}{2\pi} \bar{p}_{-3/2} - \langle p_0 \rangle - \beta \sigma \bar{p}_{-1} + \frac{1 + i \tilde{\delta} \beta^{3/4} \theta \bar{p}_{-3/2}}{2^{1/2}} \right),
\]

(6.13)

where we define the parameter

\[
\theta = \beta^{-2} \int_{\partial \mathcal{N}} |\nabla_s G|^2 dA,
\]

(6.14)

\(\nabla_s\) being the surface gradient operator with respect to the position vector \(\xi\).

Like \(\beta\), \(\theta\) is a real positive function of \(h\) that characterizes the geometry of the neck. In [29], we evaluated the quadrature in (6.14) using a numerical solution for the canonical field \(G\). We also developed asymptotic formulas in the limits of small and large aspect ratio \(h\):

\[
\theta \sim \frac{1}{2} \left( \frac{1}{\pi} \ln \frac{\sigma}{h} + 1 \right) + \cdots \quad \text{as} \quad h \to 0, \quad \theta \sim \frac{4}{\pi} (h + \varpi_v) + \text{e.s.t.} \quad \text{as} \quad h \to \infty,
\]

(6.15)

where the numerical constant \(\varpi_v = 0.91\) can be interpreted as a viscous end correction. See Fig. 3(b) for a comparison between the asymptotic formulas and the numerical data. The fact that \(\theta\) exhibits a minimum as a function of \(h\) agrees with the intuition that viscous resistance is enhanced for very short and very long necks; short necks feature sharp edges and hence higher velocities, whereas long necks have a larger surface area [29].

A disclaimer is necessary regarding the logarithmic divergence of the parameter \(\theta\) as \(h \to 0\). Whereas we have considered \(h\) as a constant parameter, this divergence suggests that our theory breaks down for sufficiently small \(h\). Indeed, for \(h = O(\delta/\epsilon)\), the neck is so short that the viscous boundary layer becomes comparable to the height of the neck (it remains small compared to the neck radius). As discussed in [29], the analysis needs to be modified in that case to include an additional viscous inner region, distinguished from the boundary layer, at \(O(\delta)\) distances from the sharp edge of the neck. When this additional region is accounted for, it is found that \(\theta\) effectively saturates at an \(O(\ln \delta)\) value.

We can now proceed as in the lossless on-resonance analysis to match the neck expansion to \(O(1)\), using (6.10) and (6.13), with the cavity expansion to \(O(\epsilon)\). We thereby find the leading-order cavity pressure and diffraction amplitude as

\[
\bar{p}_{-3/2} = \frac{2 \beta^{1/2}}{2\Omega'' + \frac{\tilde{\delta} \beta^{5/4} \theta}{2^{1/2}} + i \left( \frac{\beta^2}{2\pi} + \frac{\tilde{\delta} \beta^{5/4} \theta}{2^{1/2}} \right)}, \quad A_{-1/2} = -\frac{1}{\pi} \frac{\beta^{3/2}}{2\Omega'' + \frac{\tilde{\delta} \beta^{5/4} \theta}{2^{1/2}} + i \left( \frac{\beta^2}{2\pi} + \frac{\tilde{\delta} \beta^{5/4} \theta}{2^{1/2}} \right)}.
\]

(6.16)
These expressions generalize the corresponding lossless results (5.22). Note that the resonance has shifted from $\Omega'' = 0$ in the lossless case to

$$\Omega'' = -\frac{\tilde{\delta} \beta^{5/4}\theta}{2^{3/2}}. \quad (6.17)$$

E. Dissipation-limited resonance

In the regime $\epsilon^{5/2} \ll \delta \ll \epsilon$, the resonance is dissipation limited, though it remains weakly damped. Furthermore, the order of the cavity pressure at resonance decreases to $P = \epsilon/\delta$; accordingly, the on-resonance frequency interval expands to $\Omega - \beta^{1/2} = O(\delta/\epsilon)$. It is physically meaningful to split this regime into three sub-regimes. (i) $\epsilon^{5/2} \ll \delta \ll \epsilon$: the on-resonance interval remains $\ll \epsilon$ and hence the $O(\epsilon)$ frequency correction due to the inviscid flow in the cavity remains important to leading order. (ii) $\delta = O(\epsilon^2)$: this is a distinguished limit where the on-resonance and near-resonance intervals coincide. (iii) $\epsilon^2 \ll \delta \ll \epsilon$: the on-resonance interval is wider than the near-resonance frequency interval and hence the $O(\epsilon)$ frequency correction becomes negligible.

It is tedious but straightforward to verify that in all of the above sub-regimes, approximations to the cavity pressure and diffraction amplitude, to leading order and in the on-resonance frequency interval, can be obtained simply by extrapolating (6.16). In particular, in the distinguished limit $\delta = O(\epsilon^2)$, revisiting the lossless near-resonance analysis of §IV with viscous effects in the neck entering at $O(1)$ as in §§VI D, we find

$$\bar{p}_{-1} = -\frac{2\beta^{1/2}}{2\Omega' - \beta^{3/2}\sigma + \frac{\delta^{5/4}\theta}{\epsilon^{21/2}} + i\frac{\delta^{5/4}\theta}{\epsilon^{21/2}}}, \quad A_0 = -\frac{1}{\pi} \frac{\beta^{3/2}}{2\Omega' - \beta^{3/2}\sigma + \frac{\delta^{5/4}\theta}{\epsilon^{21/2}} + i\frac{\delta^{5/4}\theta}{\epsilon^{21/2}}}. \quad (6.18)$$

VII. SINGLE RESONATOR: SUMMARY AND DISCUSSION

We used matched asymptotic expansions to analyze the acoustical response of a surface-embedded Helmholtz resonator excited by a normally incident plane wave. A central feature of our analysis is the separate consideration of distinguished frequency intervals converging to the resonance, in addition to the usual treatment of distinguished spatial regions using matched asymptotics. Based on this decomposition, and scaling arguments, the problem of accounting for thermoviscous effects in the thin-boundary-layer (i.e., weak damping) regime $\delta \ll \epsilon$ was reduced to that of calculating the perturbative effect of the viscous boundary
layer on the inviscid flow in the neck region; this perturbation, in turn, was seen to affect the leading-order response of the resonator whenever $\delta \gtrsim \epsilon^{5/2}$.

In the present section we aim to recapitulate the results derived in the preceding sections in a form which is more convenient for applications. In particular, by combining previous results we provide in §VII A a high-order approximation for the resonance frequency, including effects of flow in the cavity and viscous dissipation in the neck; and in §VII B a composite model for the acoustical response of the resonator, valid to leading order as $\epsilon \to 0$ for $\Omega = O(1)$ and $\delta \ll \epsilon$. Furthermore, in §VII C we calculate the dissipation rate at resonance and derive a constraint on the parameters of the resonator so that dissipation is optimal. Lastly, in §VII D we discuss a straightforward extension of the model to the case of an arbitrary incident field, as a step towards the extension presented in §VIII to the case of multiple resonators and an arbitrary incident field.

### A. Resonance frequency

We define the resonance frequency as the frequency at which the magnitude of the cavity pressure attains a maximum. Our analysis in the preceding sections provides a high-order approximation for the resonance frequency [cf. (5.1) and (6.17)]. Denoting the dimensionless frequency $\Omega$ [cf. (2.1)] at resonance by $\bar{\Omega}$, this approximation reads

$$\bar{\Omega} \approx \beta^{1/2} + \epsilon \frac{\beta^{3/2} \sigma}{2} - \frac{1}{\epsilon} \frac{\delta \beta^{5/4} \theta}{2^{3/2}},$$

where $\beta$ and $\theta$ are real positive functions of the neck aspect ratio $h$, and $\sigma$ is a real (positive or negative) function of the cavity geometry. Analytical expressions for these parameters, which are defined through canonical boundary-value problems and quadratures, are summarized in Table II — see caption for relevant references and equation numbers in the analysis.

The first, leading-order, term in (7.1) corresponds to the classical resonance frequency (1.1) with $H = \pi \epsilon l / \beta$ (assuming $S = \pi \epsilon^2 l^2$); for large $h$ this gives $H \approx 2(h + \varpi)\epsilon l$ hence the interpretation of $\varpi = 0.8217\ldots$ as an effective length correction. The second term is associated with the inviscid flow in the cavity of the resonator. This term is equivalent to frequency corrections found in previous lossless analyses based on layer-potential techniques [25] and matched asymptotic expansions [22] (the latter in a more cumbersome form containing spurious contributions). The third term, which we believe has not been derived before,
Cylindrical-neck parameters (Fig. 3)

|       | \( h \ll 1 \)                                   | \( h \gg 1 \)                                      |
|-------|-------------------------------------------------|---------------------------------------------------|
| \( \beta \) (3.24) | \( 2 - \frac{2}{\pi} h \ln \frac{\pi}{h} + 1 \) | \( \frac{\pi}{2(h + 0.8217...)} \)              |
| \( \theta \) (6.15) | \( \frac{1}{2} \left( \frac{1}{\pi} \ln \frac{\pi}{h} + 1 \right) \) | \( \frac{4}{\pi} (h + 0.91...) \)               |

Cavity shape factor \( \sigma \) (Fig. 4)

| Geometric Shape | \( \frac{9}{10\pi} \left( \frac{2\pi}{3} \right)^{1/3} = 0.3665... \) | 0.2874... |
|-----------------|-------------------------------------------------------------------------------|-----------|
| Hemisphere (4.14) |                                                                                     |           |
| Cube (4.15)      | \( (2\pi \tau)^{1/3} \left[ \frac{1}{4} - \frac{2\pi}{3\tau} - \frac{1}{\tau} \sum_{n=1}^{\infty} \frac{\coth(2\lambda_n \tau)}{\lambda_n J_0(\lambda_n)^2} - \frac{\pi}{\tau} \right] \) \( (\lambda_n = nth \text{ root of } J_1) \) |           |

TABLE I. Analytical expressions for the lumped parameters characterizing the neck and cavity geometries. The neck parameters \( \beta \) and \( \theta \) are positive functions of the neck aspect ratio \( h \) that are defined respectively by the canonical problem (3.20)–(3.23) and the quadrature (6.14). The approximations given above were derived in [29] and provide accurate values for arbitrary \( h \) (see Fig. 3). The shape factor \( \sigma \) is a real function of the cavity geometry, defined by the canonical problem (4.8)–(4.11). The values for hemispherical, cubical and cylindrical (aspect ratio \( \tau \) between the cylinder’s height and diameter) cavities are derived in Appendix A; the result for a hemispherical was previously derived in [22]. As demonstrated in Fig. 4 \( \sigma \) can be either positive or negative.

is associated with the viscous boundary layer in the neck region. We note that our scaling arguments confirm that thermal effects, originally included in our problem formulation, are in fact subdominant. While this point has been argued before in the literature [4], it is often overlooked [12, 19].

In (7.1), the order of the asymptotic error and the asymptotic ordering of terms depend on the relative smallness of the dissipation parameter \( \delta \), defined in (6.4). In the radiation-limited regime, \( \delta \ll \epsilon^{5/2} \), as well as in the distinguished limit \( \delta = O(\epsilon^{5/2}) \), where the resonance is limited by both radiation damping and thermoviscous losses, the approximation is correct to \( O(\epsilon^{3/2}) \), though in the former case the third term becomes negligible. In the dissipation-limited regime, \( \epsilon^{5/2} \ll \delta \ll \epsilon \), the approximation is correct to \( O(\delta/\epsilon) \), the order of the third term; the second term is then negligible for \( \epsilon^2 \ll \delta \).
B. Cavity pressure and diffraction amplitude: unified model

The acoustic response of the resonator is characterized by the pressure in the cavity \( \bar{p} \), which is uniform to leading order, and the amplitude of the diffracted spherical wave \( A \) defined by (2.5). Combining previous results, we deduce the following composite approximations:

\[
\bar{p} = -\frac{2\beta}{\Omega^2 - \bar{\Omega}^2 + i \left( \frac{\epsilon^{3/2}}{2\pi} \frac{\beta^{1/2}}{\epsilon^{1/2}} + \frac{1}{\epsilon} \frac{\delta^{3/4}\bar{\theta}}{2^{3/4}} \right)} \quad \text{and} \quad A = \frac{\epsilon\Omega^2}{2\pi} \bar{p}.
\] (7.2)

It can be verified that the approximations (7.2) are valid to leading order as \( \epsilon \to 0 \), for \( \Omega = O(1) \) and \( \delta \ll \epsilon \). By valid to leading order we mean that the relative error between the exact and approximate solutions vanishes as \( \epsilon \to 0 \), which does not imply that the approximations are uniformly valid to any certain order. Strictly speaking, since the order of the cavity pressure, say, is largest in the on-resonance frequency interval (whose width depends on \( \delta \)), it is in a sense inconsistent to consider the leading approximations outside that interval, which are of higher order. Nevertheless, these composite approximations are practically convenient, especially for the extension presented in \( \text{§VIII} \) to multiple resonators.

C. Critical coupling and optimal dissipation

Starting from an exact energy-dissipation relation, in Appendix \( \text{B} \) we derived an approximate relation (B5) between the dissipation rate \( D \) of the resonator (normalized by \( p_\infty^2/\epsilon^{1/2}c_\rho \)) and the diffraction amplitude \( A \), defined in (2.5). In particular, this relation implies the approximate upper bound \( D \leq \pi/\epsilon^{1/2}\Omega^2 \). This bound is attained when the dissipation rate is equal to the rate of radiation damping, a condition sometimes referred to as critical coupling. A similar bound for a resonator in free space was given in \( [4] \).

Using our asymptotic theory, we can easily determine a condition on the parameters of the resonator such that critical coupling is achieved. Clearly, the upper bound can only be attained in the on-resonance frequency interval. We accordingly calculate the dissipation by substituting our on-resonance approximation (6.16) into relation (B5). We thereby find that \( D \) exhibits a maximum, as a function of frequency, at the resonance frequency (7.1).

The dependence of the maximal value upon the resonator parameters is found to be

\[
D \approx \frac{4\pi}{\beta \epsilon^{1/2}} \frac{t}{(1 + t)^2}, \quad t = \frac{\sqrt{2\pi \delta \bar{\theta}}}{\epsilon^{3/2} \beta^{1/4}}.
\] (7.3)
Note that this value is independent of the cavity shape factor $\sigma$. Since, $\Omega^2 \sim \beta$ at resonance, the above-mentioned upper bound on $D$ is attained for $t = 1$. Thus, the critical-coupling condition for a single resonator is

$$\frac{\delta}{\epsilon^{5/2}} = \frac{\beta^{3/4}}{\sqrt{2\pi\theta}}. \quad (7.4)$$

The right-hand side of (7.4) is a function of the neck aspect ratio $h$, which is easily calculated using Table I. The left-hand side of (7.4) is a dimensionless grouping that is independent of $h$; it involves the cavity scale $l$, dimensionless neck size $\epsilon$, kinematic viscosity $\nu$ and the speed of sound $c$ [cf. (6.4)]. The critical-coupling condition (7.4) is depicted in Fig. 5(a). Note that there is a maximum value of $\tilde{\delta} = \delta/\epsilon^{5/2}$, say $\tilde{\delta}_c$ beyond which critical coupling cannot be achieved for any value of $h$. For $\tilde{\delta} < \tilde{\delta}_c$, the slow logarithmic divergence of the parameter $\theta$ as $h \to 0$ results in a two-valued relation $h(\tilde{\delta})$. As discussed in §VI, however, our thermoviscous theory does not hold for neck heights comparable to the viscous boundary layer, $h \lesssim \delta/\epsilon$. In that regime, $\theta$ saturates at $O(\ln \delta)$ values. Thus, in practice,

![FIG. 5. Neck aspect ratio $h$ for critical coupling. (a) Single resonator [cf. (7.4)]. (b) Subwavelength metasurface for indicated values of the unit-cell area $A$ [cf. (8.13)]. Dashed tails hint to breakdown of theory for very short necks, $h = O(\delta/\epsilon)$, as discussed in §VII.C; the analysis in [29] suggests that as $h \to 0$ the curves saturate at values of $\delta/\epsilon^{5/2}$ and $\delta/\epsilon^{3/2}$ on the order of $1/\ln \delta$, respectively in the single-resonator and metasurface cases.](image-url)
we expect there to exist a second critical value \( \tilde{\delta}_a = O(1/\ln \delta) \) such that there are one, two and zero \( h \) values satisfying (7.4) for \( 0 < \tilde{\delta} < \tilde{\delta}_a, \tilde{\delta}_a < \tilde{\delta} < \tilde{\delta}_c \) and \( \tilde{\delta} > \tilde{\delta}_c \), respectively.

D. Scattering factor and extension to arbitrary incident field

For simplicity, we have so far considered the case of a normally incident plane wave. It is straightforward to extend our results \textit{a posteriori} to virtually arbitrary incident fields; there are special cases where further analysis may be required and this is beyond the scope of the present paper. In particular, we shall assume that the incident field, defined as the field in the absence of the resonator and the rigid wall, is generated by sound sources outside the resonator, at infinity or at least at relatively large distances from the neck opening, i.e., \( |x^+| \gg \epsilon \) (note that near-field sources positioned at order unity distances from the neck opening are permitted). To be specific, we assume that the incident field is approximately uniform on the scale of the neck region. In that case the exterior pressure field for \( |x^+| \gg \epsilon \) can be approximated as

\[
p = p_i(x^+) + p_r(x^+) + \frac{\exp \left( ie^{1/2} \Omega |x^+| \right)}{|x^+|},
\]

where \( p_i(x^+) \) and \( p_r(x^+) \) denote the incident and reflected fields (thermoviscous losses affect these fields only on scales much larger than the wavelength), and the third term is the spherical wave diffracted from the subwavelength resonator. Both the incident and reflected fields satisfy the Helmholtz equation (2.2) in the half space \( \hat{i} \cdot x^+ > 0 \), except, perhaps, where \( p_i(x^+) \) is singular; furthermore, the reflected field \( p_r(x^+) \) is such that the total ambient field \( p_i(x^+) + p_r(x^+) \) satisfies a homogeneous Neumann condition on the plane \( \hat{i} \cdot x^+ = 0 \). Note that since the surface is rigid and flat the reflected field can readily be obtained using the method of images [35].

It is clear from the analysis in the preceding sections that the response of the resonator is linear in the value of the ambient field at \( x^+ = 0 \) (the case where the ambient field vanishes there requires special consideration). For example, for the normally incident plane wave considered in \( \text{III} \) that value is \( p_i(0) + p_r(0) = 2 \). It thus follows from (7.2), together with linearity, that in the present general scenario the diffraction amplitude \( A \) and the cavity pressure \( \bar{p} \) are given by

\[
A = (p_i(0) + p_r(0)) f, \quad \bar{p} = \frac{2\pi}{\epsilon \Omega^2} A,
\]

(7.6)
where we define the scattering factor

$$f = -\frac{\epsilon}{2\pi} \frac{\beta \Omega^2}{\Omega^2 - \bar{\Omega}^2} + i \left( \epsilon^{3/2} \frac{25/2}{2\pi} + \frac{1}{\epsilon \frac{\delta}{2\pi} \frac{7/4}{\theta}} \right).$$

(7.7)

VIII. EXTENSION TO MULTIPLE RESONATORS

A. Foldy’s method

As a model of an acoustic metasurface, let us consider the case where the rigid substrate is decorated with $N$, not necessarily identical, Helmholtz resonators of the type considered previously. We label the resonators by the index $n = 1, 2, \ldots, N$. We continue to normalize lengths by $l$, with $l^3$, $\epsilon l$ and $2\epsilon hl$ now respectively corresponding to the volume, neck radius and neck height of the first resonator. (Note that $\Omega$ and $\delta$ are defined consistently, viz., based on the parameters of the first resonator.) The corresponding quantities of the $n$th resonator are respectively denoted $v_{(n)}^3$, $\epsilon a_{(n)} l$ and $2\epsilon a_{(n)} h_{(n)} l$, with $v_{(1)}, a_{(1)} = 1$ and $h_{(1)} = h$. We denote the position of the $n$th resonator by $x^+ = r_{(n)}$, where we set $r_{(1)} = 0$ without loss of generality. As in §§VII D, the decorated substrate is externally forced by a general incident field $p_i(x^+)$, with associated reflected field $p_r(x^+)$ owing to the presence of the rigid substrate.

We assume that $|r_{(i)} - r_{(j)}| \gg \epsilon$ for all $i, j = 1, 2, \ldots, N$. Then at distances $\gg \epsilon$ from the surface, the exterior pressure can be approximated as

$$p = p_i(x^+) + p_r(x^+) + \sum_n A_{(n)} \epsilon \frac{\exp(i \epsilon^{1/2} \Omega |x^+ - r_{(n)}|)}{|x^+ - r_{(n)}|},$$

(8.1)

where $A_{(n)}$ is the amplitude of the spherical wave diffracted from the $n$th resonator; the pressure inside the cavity of the $n$th resonator is obtained from the diffraction amplitude of that resonator based on the analogous relation for a single resonator:

$$\bar{p}_{(n)} = \frac{2\pi}{\epsilon \Omega^2 v_{(n)}} A_{(n)}.$$  

(8.2)

Now, the ambient field experienced by the $n$th resonator is the superposition of the incident and reflected fields, in addition to the spherical waves diffracted by all of the other resonators, evaluated at $x^+ = r_{(n)}$. Thus, generalizing the argument in §§VII D the diffraction
amplitudes $A_{(n)}$ satisfy the following set of $N$ algebraic equations

$$A_{(n)} = \left( p_i(r_{(n)}) + p_r(r_{(n)}) + \sum_{m \neq n} A_{(m)} \frac{\exp \left( i \epsilon^{1/2} \Omega |r_{(m)} - r_{(n)}| \right)}{|r_{(m)} - r_{(n)}|} \right) f_{(n)}, \quad n = 1, 2, \ldots, N, \quad (8.3)$$

where $f_{(n)}$ is the scattering factor of the $n$th resonator

$$f_{(n)} = -\epsilon \frac{\beta_{(n)} a_{(n)} \Omega^2}{2\pi} \left[ \Omega^2 - \tilde{\Omega}_{(n)}^2 \right] + i \left( \epsilon^{3/2} \beta_{(n)}^{5/2} a_{(n)}^{5/2} \frac{\sigma_{(n)}}{\nu_{(n)}^{3/2}} + \frac{\delta}{\epsilon} \frac{\beta_{(n)}^{7/4} \theta_{(n)}}{2^{1/2} a_{(n)}^{1/4} \nu_{(n)}^{3/4}} \right)^{-1} \quad (8.4)$$

and $\tilde{\Omega}_{(n)}$ is the dimensionless resonance frequency of the $n$th resonator

$$\tilde{\Omega}_{(n)} = \left( \frac{\beta_{(n)} a_{(n)}}{\nu_{(n)}} \right)^{1/2} + \epsilon \frac{\beta_{(n)}^{3/2} a_{(n)}^{3/2} \sigma_{(n)}}{2^{5/6} \nu_{(n)}^{5/6}} - \frac{\delta}{\epsilon} \frac{\beta_{(n)}^{7/4} \theta_{(n)}}{2^{3/2} a_{(n)}^{3/4} \nu_{(n)}^{1/4}}, \quad (8.5)$$

with $\beta_{(n)} = \beta(h_{(n)})$, $\theta_{(n)} = \theta(h_{(n)})$, and $\sigma_{(n)}$ is the shape factor corresponding to the cavity shape of the $n$th resonator with volume normalized to unity.

The above multiple-resonator model is provided here as an intuitive generalization of the asymptotic single-resonator model. Our “derivation” of this scheme follows the paradigm of Foldy’s method, a very common multiple-scattering method for calculating the response of an arrangement of strongly interacting subwavelength scatterers, most often of the monopole type [27, 28]. In Foldy’s method, the scattering factor describes the frequency response of a resonator in isolation; our asymptotic single-resonator theory provides explicit formulas for the scattering factors, with losses included based on first principles. Note that Foldy’s method assumes that the spacing between the scatterers is large compared to their size; fortunately, for surface-embedded Helmholtz resonators the pertinent scatterer size is actually the $O(\epsilon)$ neck opening, rather than the $O(1)$ linear dimension of the cavity. Thus, we can expect the model to be applicable even to the case of adjacent cavities.

**B. Critical coupling and perfect absorption**

As an example, we consider a metasurface formed of a doubly periodic array of identical Helmholtz resonators that is subjected to a normally incident plane wave. We assume that the centers of the neck openings are located at

$$r_{(n_1,n_2)} = n_1 \mathbf{b}_1 + n_2 \mathbf{b}_2, \quad (8.6)$$
where \( b_1 \) and \( b_2 \) are lattice basis vectors in the plane of the substrate and \( \{n_1, n_2\} \in \mathbb{Z}^2 \). The dimensionless unit-cell area is denoted by \( A \). We shall focus on the typical metasurface scenario where the array spacing is subwavelength, with \( A \) fixed as \( \epsilon \to 0 \).

The symmetry of the problem dictates that the diffraction amplitudes are identical, say equal to \( A \). Thus inversion of (8.3) gives the formal solution

\[
A = \frac{2f}{1 - \chi f}, \quad \chi = \sum_{(n_1, n_2)} \exp \left( \frac{\epsilon^{1/2} \Omega |r_{(n_1, n_2)}|}{|r_{(n_1, n_2)}|} \right),
\]

(8.7)

the dash indicating that the zeroth term should be omitted. Conventional methods can be used to transform the conditionally convergent sum into an absolutely convergent one \[36, 37\]. As \( \epsilon \to 0 \) with \( A \) fixed, that absolute convergent sum possesses the expansion \[37\]

\[
\chi = i\epsilon^{-1/2} \frac{2\pi}{\Omega A} + o(\epsilon^{-1/2}).
\]

(8.8)

Substituting (8.8) into (8.7) and discarding negligible terms yields

\[
A = \frac{-\epsilon}{\pi \Omega^2 - \beta \left( 1 - \frac{1}{\epsilon} \frac{1}{2^{3/2}} \right)^2} \frac{\beta \Omega^2}{i \left( \epsilon^{1/2} \frac{2^{1/2}}{\Omega} + \frac{1}{\epsilon} \frac{2\beta}{|r_{(n_1, n_2)}|} \right)}.
\]

(8.9)

Note that the term in the denominator corresponding to radiation damping is enhanced by an \( O(1/\epsilon) \) factor in comparison with the single-resonator case (7.2). As a consequence, at resonance, \( A \) is at most \( O(\epsilon^{1/2}) \) and \( \bar{p} \) is at most \( O(\epsilon^{-1/2}) \); furthermore, the width of the resonance is at least \( O(\epsilon^{1/2}) \). In particular, the latter scaling explains the absence in (8.9) of the \( O(\epsilon) \) frequency shift associated with the cavity shape factor. Since the scaling of the term associated with dissipation remains the same as before, the regime where radiation damping is comparable with dissipation loss becomes \( \delta = O(\epsilon^{3/2}) \); in that sense, the metasurface is less sensitive to losses than a single resonator.

The total pressure field (at distances \( \gg \epsilon \) away from the surface) can be found by substituting (8.9) into (8.1), with the ambient field \( p_i(x^+) + p_r(x^+) \) being the same as in (2.5). In particular, the far-field can then be obtained following the analysis in \[37\]:

\[
p \sim \exp \left( -i\epsilon^{1/2} \Omega \hat{i} \cdot x^+ \right) + R \exp \left( i\epsilon^{1/2} \Omega \hat{i} \cdot x^+ \right) \quad \text{as} \quad \hat{i} \cdot x^+ \to \infty,
\]

(8.10)

wherein

\[
R = 1 + i\epsilon^{-1/2} \frac{2\pi A}{\Omega A}
\]

(8.11)
constitutes an effective reflection coefficient. Given the subwavelength spacing between the resonators, the far field contains a single reflected wave. This reflected wave, in turn, is a superposition of the wave reflected from the rigid substrate and that generated by summation of the diffracted spherical waves.

More explicitly, substituting (8.9) into (8.11) yields

$$R = \frac{\Omega^2 - \beta \left(1 - \frac{1}{\epsilon} \frac{\delta \beta^{3/4}}{2^{3/2}}\right)^2 - i \left(\epsilon^{1/2} \frac{\beta^{3/2}}{A} - \frac{1}{\epsilon} \frac{\delta \beta^{7/4}}{2^{7/2}}\right)}{\Omega^2 - \beta \left(1 - \frac{1}{\epsilon} \frac{\delta \beta^{5/4}}{2^{5/2}}\right)^2 + i \left(\epsilon^{1/2} \frac{\beta^{3/2}}{A} + \frac{1}{\epsilon} \frac{\delta \beta^{7/4}}{2^{7/2}}\right)}.$$  \hspace{1cm} (8.12)

From this expression it is clear that $|R|$ attains its minimum value at resonance. In particular, if the parametric relation

$$A \frac{\delta}{\epsilon^{3/2}} = \frac{2^{1/2}}{\beta^{3/4}}$$  \hspace{1cm} (8.13)

is satisfied, then $R = 0$ at resonance. This particular situation corresponds to the phenomenon of perfect absorption \[10\], where the metasurface absorbs all of the incident power.

Note that perfect absorption occurs when the terms in (8.12) associated with radiation damping and thermoviscous dissipation are equal. Accordingly, (8.13) is also the condition for critical coupling of a subwavelength metasurface. It differs from condition (7.4), derived for a single resonator, in the scaling of $\delta$ with $\epsilon$, in the dependence upon $A$, and in the function of the neck aspect ratio $h$ on the right hand side, which can again be easily calculated using Table II. The critical-coupling condition (8.13) is depicted in Fig. 5(b), for several values of the unit-cell area $A$. Similar to the case of a single resonator, critical coupling for a metasurface can in principle be achieved for more than one value of the neck aspect ratio $h$ (with all other parameters the same), or not at all when $\delta/\epsilon^{3/2}$ exceeds a critical value.

**IX. CONCLUDING REMARKS**

This paper provides an asymptotic model for the linear response of a surface-embedded Helmholtz resonator including thermoviscous effects, with the geometric parameters in the model precisely defined through canonical problems and provided explicitly for a wide range of geometries. Using Foldy’s method, we extended this model to allow for multiple surface-embedded resonators, arbitrarily distributed and not necessarily identical, subjected to an arbitrary incident field. Many other straightforward extensions of the model are possible, e.g., non-cylindrical necks, multiple-neck resonators, resonators in free space, resonators
connected to channels and resonator networks. In these scenarios, thermoviscous effects could be systematically modeled along the lines of the present paper.

Looking forward, we envisage the multiple-resonator extension of our model being used as a versatile and computationally light test-bed for studying the influence of thermoviscous losses on acoustic metasurface phenomena. It is worth emphasizing the levels of complexity that can be simulated. First, the spacing and geometrical arrangement of the resonators can be chosen at will. Second, there are four geometric parameters to tune for each non-identical resonator: neck-to-cavity ratio, neck aspect ratio, cavity shape factor and dimensionless cavity volume (choosing to operate close to the Helmholtz resonance fixes the latter parameter for one resonator). Lastly, the ratio between any representative length scale and the characteristic viscous length provides one additional “global” parameter determining the relative importance of thermoviscous effects.

Given that sound attenuation remains the primary application for Helmholtz resonators, we here chose to illustrate our model by deriving explicit critical-coupling conditions for optimal and perfect absorption of isolated resonators and metasurfaces, respectively. In both problems, critical coupling can in principle be achieved for two different values of the neck aspect ratio (with all other parameters the same); this observation builds on the result in [29], that the acoustic resistance of a cylindrical neck exhibits a minimum as a function of the neck aspect ratio. In practice, usually broadband absorption rather than optimal absorption at a single frequency is desirable. Our results show that the bandwidth of a critically coupled metasurface, in the case where the spacing between the resonators is subwavelength, is asymptotically larger than the bandwidth of a critically coupled isolated resonator; this is owing to the comparable enhancement of radiation damping in the former case (and hence also dissipation required for critical coupling). We anticipate that our multiple-resonator model could be used to design more sophisticated broadband absorbing surfaces.
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Appendix A: Cavity shape factor

1. Hemisphere

We begin by reviewing the calculation of the shape factor for a hemispherical cavity \[22\]. We consider the cavity to be formed of a hemisphere centered about \( \mathbf{x}^- = 0 \), at which point the function \( g \) is singular. In line with our normalization scheme, the volume of the hemisphere is unity and the flat face of the domain coincides with the plane \( \hat{\mathbf{i}} \cdot \mathbf{x}^- = 0 \). For this geometry, the solution of the cavity problem \[4.8\]–\[4.11\] is readily found as

\[
g = -\frac{|\mathbf{x}^-|^2}{6} - \frac{1}{2\pi |\mathbf{x}^-|} + \frac{9}{10\pi} \left( \frac{2\pi}{3} \right)^{1/3}.
\] (A1)
From this solution, definition (4.13) yields the shape factor
\[ \sigma_{\text{hemisphere}} = \frac{9}{10\pi} \left( \frac{2\pi}{3} \right)^{1/3}. \] (A2)

2. Cube

Consider now the shape factor for a cubic cavity with the singular point at the center of the face coinciding with the plane \( \hat{i} \cdot x^- = 0 \). The symmetry of the cavity together with the Neumann condition (4.9) enables us to evenly extend \( g \) about the latter plane; the geometry of the problem then consists of a rectangular domain (width 2, unity cross-sectional area). Furthermore, the even extension of \( g \) can also be periodically extended about the three symmetry planes of the rectangular domain.

In light of the above symmetries, the solution of the canonical cavity problem for a cube can be directly related to the lattice Green's function for an array of identical point singularities of magnitude 2, located at the lattice position vectors
\[ \mathbf{d} = 2d_1 \hat{i} + d_2 \hat{j} + d_3 \hat{k}, \] (A3)
where \( \hat{i}, \hat{j} \) and \( \hat{k} \) form an orthonormal basis and \( \{d_1, d_2, d_3\} \in \mathbb{Z}^3 \). A formal expression for that Green's function, which is consistent with (4.8)–(4.11), is given by \([38, 39]\)
\[ g = -\frac{1}{4\pi^2} \sum_m e^{i2\pi m \cdot x^-} \frac{|m|^2}{|m|^2} \] (A4)
where the sum is over the set of reciprocal lattice vectors
\[ \mathbf{m} = \frac{1}{2} m_1 \hat{i} + m_2 \hat{j} + m_3 \hat{k} \] (A5)
with \( \{m_1, m_2, m_3\} \in \mathbb{Z}^3 \); the dash indicates that the term corresponding to \( \mathbf{m} = 0 \) should be omitted from the summation.

Although the series appearing in (A4) is conditionally convergent, it can be transformed into an absolutely convergent series \([39]\):
\[ g = \frac{1}{4\pi} - \frac{1}{4\pi^2} \sum_m e^{-\pi |m|^2} e^{i2\pi m \cdot x^-} - \frac{1}{2\pi^{3/2}} \sum_d \Gamma(1/2, \pi |x^- - d|^2) \] (A6)
where \( \Gamma(n, x) \) is the incomplete Gamma function \([40]\). From definition (4.13), we find the following expression for the shape factor of a cubic cavity:
\[ \sigma_{\text{cube}} = \frac{5}{4\pi} - \frac{1}{4\pi^2} \sum_m e^{-\pi |m|^2} - \frac{1}{2\pi^{3/2}} \sum_d \Gamma(1/2, \pi |d|^2). \] (A7)
Evaluating the sums yields $\sigma_{\text{cube}} \approx 0.2874$.

We note that an analogous strategy could be used to compute $\sigma$ for arbitrary rectangular cavities.

3. Cylinder

Consider next a cylindrical cavity whose singular point is at the center of the base coinciding with the plane $\hat{i} \cdot x^- = 0$. It is convenient to define cylindrical coordinates $(\varrho, \varphi, z)$, where the $z$ axis is co-linear with the cylinder’s axis, in the $\hat{i}$ direction, and centered about the singular point. We denote the cylinder’s radius and height by $s$ and $2\tau s$, respectively. Since in our normalization scheme the volume of the cavity is unity, these geometric parameters are related through the relation

$$s = \left(\frac{1}{2\pi \tau}\right)^{1/3}. \quad (A8)$$

As in the cubic case, we exploit the Neumann condition $(4.9)$ to evenly extend $g$ about the plane $z = 0$; accordingly, $g$ satisfies

$$\nabla^2 g = 2\delta(x^-) - 1 \quad (A9)$$

for $\{\varrho < s, |z| < 2\tau s\}$, to be solved together with the Neumann condition $(4.9)$ over the boundaries of the extended cylindrical domain, and the zero-mean condition $(4.11)$. Note that the singularity condition $(4.10)$ is implied by the Dirac-delta function appearing in $(A9)$.

We seek a solution in the form of a Fourier–Bessel series:

$$g = \sum_{n=0}^{\infty} g_n(z) J_0 \left(\frac{\lambda_n}{s} \varrho\right), \quad (A10)$$

where $\lambda_n$ is the $n$th root of the first-kind Bessel function of order one, $J_1(\cdot)$, such that the boundary condition at $\varrho = s$ is identically satisfied. Substituting $(A10)$ into $(A9)$ and using the orthogonality of Bessel functions, we arrive at

$$\frac{d^2 g_0}{dz^2} = \frac{2}{\pi s^2} \delta(z) - 1 \quad (A11)$$

and

$$\frac{d^2 g_n}{dz^2} - \frac{\lambda_n^2}{s^2} g_n = \frac{2}{\pi s^2} \frac{\delta(z)}{J_0(\lambda_n)^2}, \quad n \neq 0. \quad (A12)$$
The solution for $g_0$ is
\[ g_0 = -\frac{4s^2 \tau^2}{3} + \frac{|z|}{\pi s^2} - \frac{1}{2} z^2, \]  
(A13)

where the constant term is obtained from (4.11) and (A8). Similarly, for $g_n$, we find
\[ g_n = -\frac{\cosh \left( \frac{\lambda_n}{s} [|z| - 2s\tau] \right)}{\pi s \lambda_n J_0 (\lambda_n)^2 \sinh (2\lambda_n \tau)}. \]  
(A14)

Thus, from (A10), we find the solution
\[ g = -\frac{4s^2 \tau^2}{3} + \frac{|z|}{\pi s^2} - \frac{1}{2} z^2 - \frac{1}{\pi s} \sum_{n=1}^{\infty} \cosh \left( \frac{\lambda_n}{s} [|z| - 2s\tau] \right) \lambda_n J_0 (\lambda_n)^2 \sinh (2\lambda_n \tau) J_0 \left( \frac{\lambda_n}{s} \varrho \right). \]  
(A15)

The anticipated singularity of $g$ at $x^- = 0$ remains hidden in the Fourier–Bessel series appearing in (A15). To calculate $\sigma$ from (4.13), we set $\varrho = 0$ in (A15) and use the auxiliary series
\[ \sum_{n=1}^{\infty} \exp \left( -\frac{\pi n}{s} |z| \right) = \frac{1}{\exp \left( \frac{\pi}{s} |z| \right) - 1} \]  
(A16)
to arrive at
\[ g|_{\varrho=0}(z) = -\frac{4s^2 \tau^2}{3} + \frac{|z|}{\pi s^2} - \frac{1}{2} z^2 - \frac{1}{2s} \exp \left( \frac{\pi}{s} |z| \right) - 1 \]
\[ -\frac{1}{\pi s} \sum_{n=1}^{\infty} \left( \cosh \left( \frac{\lambda_n}{s} [|z| - 2s\tau] \right) \lambda_n J_0 (\lambda_n)^2 \sinh (2\lambda_n \tau) \right) \left( \frac{\lambda_n}{s} \varrho \right) - \frac{\pi}{2} \exp \left( -\frac{\pi n}{s} |z| \right), \]

wherein the series converges for $z = 0$ (using the large-$n$ asymptotics of $J_0 (\lambda_n)$, it can be shown that the summand is $O(n^{-2})$ as $n \to \infty$ [40]). We thus find the asymptotic relation
\[ g|_{\varrho=0}(z) \sim -\frac{1}{2\pi |z|} + \frac{1}{4s} - \frac{4s^2 \tau^2}{3} - \frac{1}{\pi s} \sum_{n=1}^{\infty} \left( \frac{\coth (2\lambda_n \tau)}{\lambda_n J_0 (\lambda_n)^2} - \frac{\pi}{2} \right) + o(1) \text{ as } z \to 0. \]  
(A17)

Thus, comparison with (4.13) yields the shape factor
\[ \sigma_{\text{cylinder}} = (2\pi \tau)^{1/3} \left[ \frac{1}{4} - \frac{2\tau}{3\pi} - \frac{1}{\pi} \sum_{n=1}^{\infty} \left( \frac{\coth (2\lambda_n \tau)}{\lambda_n J_0 (\lambda_n)^2} - \frac{\pi}{2} \right) \right], \]  
(A18)

where (A8) was used to simplify the final expression.
Appendix B: Scaling estimates

1. Energy and dissipation

Starting from the thermoviscous equations (6.1)–(6.3), it is straightforward to derive the following energy-dissipation relation for a fluid volume $V$ [33, 41, 42]:

$$D_v + D_t + \int_{\partial V} \hat{n} \cdot J \, dS = 0.$$  \hspace{1cm} (B1)

The first two terms are respectively the time-averaged rates of viscous and thermal energy dissipation (normalized by $p_\infty^2 l^2/\epsilon^{1/2} c_\rho$), which are defined by the integrals

$$D_v = \frac{\delta^2}{4} \int_V \mathbf{E} : \mathbf{E}^* \, dV, \quad D_t = \epsilon \frac{(\gamma - 1) \delta^2}{2 \text{Pr}} \int_V |\nabla T|^2 \, dV;$$  \hspace{1cm} (B2)

in (B2), the asterisk denotes complex conjugation and the tensor $\mathbf{E}$ is defined as

$$\mathbf{E} = \nabla \mathbf{v} + \nabla \mathbf{v}^\dagger - \frac{2}{3} (\nabla \cdot \mathbf{v}) \mathbf{I},$$  \hspace{1cm} (B3)

the dagger denoting transpose and $\mathbf{I}$ being the identity tensor. The third term in (B1) represents energy leaving the fluid volume through its boundary $\partial V$, where the flux vector $\mathbf{J}$ is defined as

$$\mathbf{J} = \frac{1}{2} \text{Re} \left( p\mathbf{v}^* - \delta^2 \mathbf{E} \cdot \mathbf{v}^* - \epsilon \frac{\delta^2 (\gamma - 1)}{\text{Pr}} T\nabla T^* \right).$$  \hspace{1cm} (B4)

2. Dissipation estimates

Building on the lossless analysis, it is possible to derive order-of-magnitude estimates for the viscous and thermal dissipation rates defined in (B2). We begin with the viscous dissipation rate $D_v$ and focus on the neck and cavity regions. As in the main text, our main assumption is $\delta \ll \epsilon$. In that case, we anticipate the flow field $\mathbf{v}$ to be approximately inviscid in the bulk of the fluid domain, including in the neck region. Indeed, the momentum equation (6.1) implies that viscous effects are only important in an oscillatory Stokes boundary layer of thickness $O(\delta)$. The tangential velocity in that layer is on the order of the local bulk velocity, say $U$, and rapidly attenuates across the layer in order to satisfy the no-slip condition (6.5). The corresponding estimate for the viscous dissipation within the boundary layer is therefore $\delta U^2$ per unit surface area.
While the order of the local bulk velocity $U$ differs in the cavity and neck regions, the pressure scaling, say $P$, is the same in both regions. In fact, alluding to the lossless analysis, we see that $U = P/\epsilon$ and $U = \epsilon P$ respectively in the neck and cavity regions. Since the surface area of the neck is $O(\epsilon^2)$, the rate of viscous dissipation contributed by the boundary layer in that region is on the order of $D_v = \delta P^2$. Similarly, since the surface area of the cavity is $O(1)$, the viscous boundary layer in that region gives the estimate $D_v = \epsilon^2 \delta P^2$.

We can similarly estimate the thermal dissipation rate $D_t$. Since the Prandtl number is of order unity, the thickness of the thermal boundary layer is asymptotically comparable to the viscous one. From (6.3), the bulk temperature scaling is on the order of the bulk pressure scaling $P$, in both the neck and cavity regions, and rapidly attenuates across the layer in order to satisfy the boundary condition (6.6). It then follows from (B2) that the thermal dissipation within the boundary layer is $\epsilon \delta P^2$ per unit surface area. Thus, we find the scaling estimates $D_v = \epsilon^3 \delta P^2$ and $D_t = \epsilon \delta P^2$ based on the neck and cavity surface areas, respectively.

To summarize, the dissipation rate is dominated by an $O(\delta P^2)$ contribution of the viscous boundary layer in the neck region, followed by an $O(\epsilon)$-smaller contribution of the thermal boundary layer in the cavity region. It can be readily verified that the contributions of the boundary layers in the wavelength-scale exterior region are relatively negligible.

3. Approximate energy balance

Consider the exact energy-dissipation relation (B1), with $\mathcal{V}$ chosen as the fluid domain composed of the cavity, neck and the portion of the exterior region included in the ball $|x^+| < \lambda/\epsilon^{1/2}$, where $\lambda$ is a positive constant. Note that $\hat{n} \cdot \mathbf{J}$ vanishes at the rigid boundary because of boundary conditions (6.5) and (6.6), so we only need to consider the contribution from the exterior wavelength-scale hemisphere boundary. Since $\delta \ll 1$, effects of dissipation are negligible on the wavelength scale. Thus the form of the exterior field is approximately the same as in the lossless case (2.5). Furthermore, since $\epsilon \ll 1$, the diffracted field is still dominated by the outgoing spherical wave in that expansion. With these approximations, the flux integral in (B1) can be directly evaluated in terms of the diffraction amplitude $A$. This gives the approximate energy-dissipation balance

$$\frac{2\pi}{\Omega} \text{Im} A = D_v + D_t + \pi \epsilon^{1/2} |A|^2.$$  \hspace{1cm} (B5)
The left-hand side represents the extinction of the ambient field by the resonator, while the last term on the right-hand side represents radiation damping. Thus (B5) represents the expected result that the energy removed by the ambient field is equal to the sum of the energy absorbed plus the energy scattered [43].

4. Diffraction amplitude and cavity pressure

The approximate energy relation (B5) can be used to derive scaling estimates for the diffraction amplitude and cavity pressure at resonance, a bound on the dissipation rate and even exact relations that can be used to corroborate the asymptotic formulas derived in the main text.

To begin with, consider (B5) together with the estimates $D_v + D_t \approx D_v = O(\delta P^2)$ and $A = O(\epsilon P)$. The latter estimate generally follows from the discussion following (3.10) and it is further noted that $A$ is in phase with the cavity pressure. It follows that $D_v = O(\delta A^2/\epsilon)$ and thence that the absorption term in (B5) is negligible for $\delta \ll \epsilon^{5/2}$, comparable to the scattering term for $\delta = O(\epsilon^{5/2})$ and dominates the scattering term for $\delta \gg \epsilon^{5/2}$.

To elaborate on these three regimes let $A = |A|e^{i\phi}$ and note that (B5) implies $\sin\phi > 0$. For $\delta \ll \epsilon^{5/2}$, the dominant balance between extinction and radiation damping gives

$$|A| \approx \frac{2}{\Omega \epsilon^{1/2}} \sin\varphi = O\left(\frac{1}{\epsilon^{1/2}} \sin\varphi\right), \quad P = \frac{1}{\epsilon^{3/2}} \sin\varphi. \quad (B6)$$

(Recall that $P$ stands for the order of magnitude of the cavity pressure.) The maximal scalings are obtained when the response is out of phase with the incident field. Namely, $A = O(\epsilon^{-1/2})$ and $P = \epsilon^{-3/2}$ at resonance, in agreement with the analysis of the lossless model. In fact, (B6), together with (3.28), implies $A \sim 2i/\sqrt{3\epsilon}$ at resonance, in agreement with the on-resonance asymptotics (5.22).

In the opposite case, $\epsilon^{5/2} \ll \delta$, the dominant balance between extinction and absorption gives

$$|A| \approx \frac{\Omega D_v}{2\pi \sin\varphi} = O\left(\frac{\epsilon^2}{\delta} \sin\varphi\right), \quad P = \frac{\epsilon}{\delta} \sin\varphi. \quad (B7)$$

Now we have $A = O(\epsilon^2/\delta)$ and $P = O(\epsilon/\delta)$ at resonance. Note that our scalings are only valid in the thin-boundary-layer limit $\delta \ll \epsilon$, where these scalings suggest that the cavity pressure at resonance remains large and hence that the resonance remains weakly damped.
Lastly, in the borderline case $\delta = O(\epsilon^{5/2})$, the dominant balance between extinction, absorption and radiation damping yields

$$|A| \approx \frac{\sin \varphi \pm \sqrt{\sin^2 \varphi - \Omega^2 \epsilon^{1/2} D_v}}{\Omega \epsilon^{1/2}} = O\left(\frac{1}{\epsilon^{1/2}} \sin \varphi\right), \quad P = \frac{1}{\epsilon^{3/2}} \sin \varphi. \quad (B8)$$

Thus the scalings are the same as in the case where radiation damping dominates absorption, though the above expression for $|A|$ shows that the maximal value of $|A|$ is diminished relative to the lossless case. The same expression also implies an approximate upper bound on $D_v$,

$$D_v \leq \frac{\pi}{\epsilon^{1/2} \Omega^2}, \quad (B9)$$

which is attained in the critical-coupling scenario where the absorption and radiation damping terms in $\text{(B5)}$ are equal.

5. Boundary layer effects on the bulk pressure fields

The above scalings, based on energy conservation, determine the orders of magnitude of the cavity pressure and diffraction amplitude, depending on the smallness of $\delta$ relative to $\epsilon$. An alternative viewpoint can be gained by estimating the scalings of the bulk pressure perturbations induced by the viscous and thermal boundary layers. As discussed in §§VI B, although these perturbations are small, they play an important leading-order role if they are at least comparable to the small pressure perturbations found to be important in the lossless analysis of sections §§III–§V.

We begin by estimating the magnitude of the bulk-pressure perturbations induced by displacement of the viscous boundary layer. Consider a generic region of characteristic length scale $L$, with $U$ and $U'$ respectively denoting the orders of the bulk velocity and the perturbation to the bulk velocity induced by the viscous boundary layer. We can determine $U'$ as a function of $U$ by considering mass conservation in a fluid slab adjacent to the boundary, of area $L^2$ and thickness $\delta$. Thus, comparing the flux displaced by the boundary layer, $U'L^2$, and the net flux through the side faces of the slab, $\delta LU$, we find $U' = \delta L^{-1}U$. This scaling relation can be rewritten in terms of pressures as $P' = \delta L^{-1} \Delta P$, where $\Delta P = LU$ is the order of bulk pressure variations and $P' = LU'$ is the order of the bulk pressure perturbation induced by the viscous boundary layer. Let us now apply these scalings to the neck, cavity and exterior regions. As before, we denote by $P$ the order of the bulk pressure...
in the cavity and neck regions; the pressure in the exterior is always of order unity. For the neck region, \( L = \epsilon \) and \( \Delta P = P \), thus \( P' = \epsilon^{-1} \delta P \). For the cavity region, \( L = 1 \) and \( \Delta P = \epsilon P \), thus \( P' = \epsilon \delta P \). In the exterior region, \( L = \epsilon^{-1/2} \) and \( \Delta P = 1 \), thus \( P' = \epsilon^{1/2} \delta \).

Consider next the bulk-pressure perturbations owing to the thermal boundary layer. We again employ mass conservation in a thin slab defined as above. This time, however, we balance the displaced volume flux, of order \( U' L^2 \), and the integral over the slab volume of the term in the continuity equation (6.2) that is proportional to \( p - T \); this term approximately vanishes in the bulk region but is of the order of the bulk pressure field within the thermal boundary layer. Since the volume of the slab is \( \delta L^2 \), we find the balance \( U' = \epsilon \delta P \) for the neck and cavity regions and \( U' = \epsilon \delta \) for the exterior region. Equivalently, we have that \( P' = \epsilon^2 \delta P \), \( P' = \epsilon \delta P \) and \( P' = \epsilon^{1/2} \delta \) in the neck, cavity and exterior regions, respectively.