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Abstract—Generative Adversarial Networks (GANs) with high computation costs, e.g., BigGAN and StyleGAN2, have achieved remarkable results in synthesizing high resolution and diverse images with high fidelity from random noises. Reducing the computation cost of GANs while keeping generating photo-realistic images is an urgent and challenging field for their broad applications on computational resource-limited devices. In this work, we propose a novel yet simple Discriminator Guided Learning approach for compressing vanilla GAN, dubbed DGL-GAN. Motivated by the phenomenon that the teacher discriminator may contain some meaningful information, we transfer the knowledge merely from the teacher discriminator via the adversarial function. We show DGL-GAN is valid since empirically, learning from the teacher discriminator could facilitate the performance of student GANs, verified by extensive experimental findings. Furthermore, we propose a two-stage training strategy for training DGL-GAN, which can largely stabilize its training process and achieve superior performance when we apply DGL-GAN to compress the two most representative large-scale vanilla GANs, i.e., StyleGAN2 and BigGAN. Experiments show that DGL-GAN achieves state-of-the-art (SOTA) results on both StyleGAN2 (FID 2.92 on FFHQ with nearly 1/3 parameters of StyleGAN2) and BigGAN (IS 93.29 and FID 9.92 on ImageNet with nearly 1/4 parameters of BigGAN) and also outperforms several existing vanilla GAN compression techniques. Moreover, DGL-GAN is also effective in boosting the performance of original uncompressible GANs, original uncompressed StyleGAN2 boosted with DGL-GAN achieves FID 2.65 on FFHQ, which achieves a new state-of-the-art performance. Code and models are available at https://github.com/yuesongtian/DGL-GAN.

Index Terms—Generative adversarial networks, Model compression, Generative models.

1 INTRODUCTION

GANs firstly proposed in \cite{26} have been prevalent for computer vision tasks, see, e.g., image generation \cite{1, 2}, image editing \cite{6, 7, 8, 9}, image denoising \cite{10, 11}, and the references therein. For the noise-to-image generation, two of the most representative vanilla GANs are StyleGAN series \cite{1, 2}, \cite{4} and BigGAN \cite{3}, which can generate diverse photo-realistic images from random noise by using a huge number of parameters and large scale high-quality training datasets. Roughly speaking, StyleGAN2 contains 30.37M parameters on Flickr-Faces-HQ (FFHQ) \cite{1}, and BigGAN contains 70.33M parameters on ImageNet \cite{13}. Deploying such large-scale GANs on computational resource-limited devices is an urgent and challenging task, which largely impedes its broader applications.

To make GANs easy to be deployed on computational resource limited devices, extensive works have been proposed to obtain lightweight GANs. The mainstreaming approach is to inherit the model compression techniques developed for image-classification task to compress GANs, such as weight pruning \cite{14}, weight quantization \cite{15}, channel pruning \cite{16, 17, 18, 19}, lightweight GAN architecture search/design \cite{20, 21, 22, 23}, evolutionary compression \cite{24, 25}, and knowledge distillation (KD) \cite{26, 27, 28, 29, 30, 31, 32, 33}. However, most of the above works focus on compressing conditional (cycle) GANs for image-to-image generation tasks, scarce works have been proposed for compressing vanilla GANs except recent works \cite{8, 17}, \cite{18, 27, 34}. The difficulties of compressing vanilla GANs mainly lie in four aspects:

(a) The existing pretrained generator is sensitive to the reduction of parameters. Several compression methods \cite{8, 17} conduct pruning on the pretrained generator and further tune it. However, pruning the pretrained generator will inevitably degrade the quality of synthesized images, because every pixel in the synthesized image relates to all channels of convolutional kernels or intermediate features in the generator, also pointed out in \cite{27}. To illustrate that, we mask 1/8 parameters of the convolutional kernels in the pretrained StyleGAN2 \cite{1} and generate images with it, presented in Fig. 2 where the quality of images is intensely affected.

(b) An individual input lacks the corresponding ground truth in noise-to-image generation task. What we want to emphasize is that the ground truth for a vanilla GAN is a distribution of real images, rather than an individual image, which means that a certain latent code sent to the generator may not have the corresponding ground truth. To illustrate that, we send the same latent code \(z\) to two independently trained generators of StyleGAN2 and obtain the synthesized images, shown in Fig. 3. The images are distinct, yet the two generators are with similar performance, i.e., Fréchet Inception Distance (FID). Thus, given that an
Fig. 1: The Params-Performance curve on FFHQ and ImageNet. (a) is the Params-Performance curve on compressing StyleGAN2 [1]. (b) and (c) are the Params-Performance curves on compressing BigGAN [2].

Fig. 2: Original images generated via StyleGAN2 and images generated via StyleGAN2 with masked convolutional weights. A column corresponds to the same random seed.

Fig. 3: Images generated via StyleGAN2 with identical architectures, which are trained independently, i.e., independent initialization. The two images are synthesized via completely identical latent code $z$.

individual input lacks the corresponding ground truth, aligning the intermediate or output feature maps of the student generator with that of the teacher generator may not be feasible. We need to revisit KD technique in GANs.

c) **The role of a pretrained GAN model in compressing vanilla GANs is unknown.** Given the above point, ground truth is absent for an individual input, which means that directly imitating the teacher generator in the feature space or the logits of the teacher discriminator may not be feasible, verified by our experiments in Section 4.3. How to effectively leverage the knowledge of teacher GANs is mysterious.

d) **Non-convex non-concave Minimax structure of GAN increases the difficulty of the compression.** The non-convex non-concave minimax structure causes unstable training of GANs [35], [36], imposing an additional challenge on the compression. Directly introducing teacher GANs, especially the teacher discriminator, could aggravate the instability of training student GANs since the pretrained teacher discriminator is too strong to provide appropriate supervision for student generator, which has also been demonstrated via experiments in Section 4.3.

Given the sensitivity of the pretrained generator to the reduction of parameters, we directly train a compressed generator from scratch, rather than tuning from the pretrained generator [8], [17]. We expect that directly training a compressed generator with the specific knowledge distillation mechanism we introduce will alleviate the sensitivity to parameters. Taking difficulty (b) and difficulty (c) into account, what we want to introduce from the teacher GAN is the information about the distribution, rather than an individual synthesized image. Directly obtaining the distribution from the teacher generator is highly non-trivial, due to the high dimension of images. However, the teacher discriminator implicitly contains the information about distribution. Recall the optimal formulation of the discriminator in [3],

$$D^*(x) := \frac{p_d(x)}{p_d(x) + p_y(x)},$$

where $p_d$ is the distribution of the real datasets and $p_y$ is the distribution of synthesized images. Supposed that the teacher discriminator reaches or approaches the optimal formulation in Eq. (1), compared with the student discriminator, the teacher discriminator may contain a better synthesized distribution (regarding certain divergence metrics, e.g., FID). A natural question arises, does the teacher discriminator is more suitable for distilling student GANs than the teacher generator? In this work, we answer the above question from empirical perspectives. Specifically, we propose to only exploit the teacher discriminator as the additional source of the supervision signal for the student generator. Moreover,
to alleviate the instability caused by the minimax objective function, we propose a two-stage training strategy to stabilize the optimization process.

In a word, our framework only utilizes the teacher discriminator and trains a narrow generator from scratch, with a two-stage training strategy to stabilize the optimization process, denoted as Discriminator Guided Learning approach and abbreviated as DGL-GAN, aiming at compressing large-scale vanilla GANs and making inference efficient. Our contributions can be summarized as,

- Motivated by the intuition that the teacher discriminator may contain some useful information about distribution, we propose a novel compression framework for large-scale vanilla GANs, denoted as DGL-GAN. DGL-GAN introduces the knowledge from the teacher discriminator, which is simple yet effective.

- We validate DGL-GAN on two representative large-scale vanilla GANs, e.g., StyleGAN2 and BigGAN. DGL-GAN achieves state-of-the-art in compressing both StyleGAN2 and BigGAN. With DGL-GAN, the compressed StyleGAN2 achieves comparable Fréchet Inception Distance (FID) using only 1/3 parameters on FFHQ, and the compressed BigGAN achieves comparable Inception Score (IS) using only 1/4 parameters on ImageNet.

- Not confined to compressed vanilla GANs, DGL-GAN also facilitates the performance of original uncompressed StyleGAN2, achieving a new state-of-the-art performance on FFHQ (FID 2.65), even surpassing StyleGAN3.

2 Related work

Model compression has been extensively studied especially for image-classification tasks, see e.g., [38], [39], [40], [41], [42]. The typical model compression techniques include weight quantization/sparseification [38], [41], [42], network pruning [43], [44], KD [40], [45], and lightweight neural network architecture/operation design [46], [47], [48]. In this work, we mainly focus on model compression for vanilla GANs, i.e., noise-to-image task. Most of the existing GAN compression techniques are borrowed from the above-mentioned techniques developed for image-classification.

Lightweight GANs design. Liu et al. [21] explore a lightweight GAN via a skip-layer channel-wise excitation module and a self-supervised discriminator for compressing StyleGAN2 and achieved remarkable performance. MobileStyleGAN [22] utilizes a wavelet-based convolutional neural network and a lightweight depth-wise separable modulated convolution to accelerate StyleGAN2.

Conditional GANs compression. Conditional GANs compression for image-to-image generation task can be divided into the following categories: KD, network pruning, weight quantization, and evolutionary compression. The mainstream of conditional GAN compression [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36] exploits KD, transferring the knowledge of teacher generator to student generator. Besides KD, several works [14], [16], [19] exploit network pruning. In addition, there exist several works [24], [25] developing evolutionary compression with inferior results compared with KD-based approaches.

Vanilla GANs compression. Recently, some works [8], [14], [17], [18], [26], [27], [34], [50] focus on the compression of vanilla GANs, which is more difficult and challenging. Aguinaldo et al. [26] are the first to apply the KD technique to compress vanilla GANs, which supervises the student generator via the teacher generator for compressing DCGAN [31] and WGAN [51]. Yu et al. [27] further propose the objective function to align the loss values of the student generator with that of the teacher generator. Chen et al. [14] finds that lottery ticket hypothesis [53] also holds for GANs and compresses SN-GAN [54] on CIFAR-10. Slimmable GAN [18] gradually distills the generator towards the reduction of the channels. CA-GAN [17] conducts pruning over the teacher generator and distillation on the student generator, where the content of interest is fed to the KD scheme. Anycost-GAN [8] compresses StyleGAN2 to edit natural synthesized images in the resource-constrained scenario, equipped with multi-resolution training, adaptive channels, and generator-conditioned discriminator, etc. GCC [34] explores the student discriminator with flexible masks of convolutional weights during the compression of GANs. The tendency of the research on the compression of vanilla GANs is towards compressing large-scale vanilla GANs on high-resolution datasets, i.e., from SN-GAN on CIFAR-10 to StyleGAN2 on FFHQ or BigGAN on ImageNet, which is non-trivial to be compressed.

In this work, we focus on vanilla GAN compression on two of the most representative and challenging noise-to-image generative models: StyleGAN2 and BigGAN. Our approach is simple yet effective and falls into a teacher-student learning paradigm. Our approach is different from previous vanilla GANs compression methods in three aspects. First, instead of directly applying KD to compressing GANs [26], [27], DGL-GAN revisits the role of teacher GAN for optimizing student GAN. Motivated by that the teacher discriminator may contain more meaningful information and the intrinsic property of noise-to-image tasks, DGL-GAN transfers the knowledge from the teacher discriminator to student GAN via the formulation of the adversarial objective function of GANs. Second, compared with CA-GAN [17] and Anycost-GAN [8], DGL-GAN directly trains a narrow GAN from scratch, instead of tuning from the original pretrained StyleGAN2 model, providing some insights about training a narrow GAN. Third, compared with GAN-LTH [14], DGL-GAN directly reduces the number of channels in GAN and trains the narrow GAN, rather than obtaining
3 VANILLA GANs COMPRESSION: DGL-GAN

In this section, we propose our novel discriminator-guided learning for vanilla GAN compression, dubbed DGL-GAN. This section is organized as follows. In Section 3.1, we illustrate the method to compress GANs. In Section 3.2, we illuminate our motivation to propose DGL-GAN. In Section 3.3, we revisit the vanilla GAN formulations and the proposed DGL-GAN; in Section 3.4, we propose a two-stage training strategy technique to stabilize the training process of DGL-GAN.

3.1 Reduce the width

Taking a deep look at the network architectures of BigGAN and StyleGAN2, we can find that the large width and depth cause the increasing parameter size of the networks. Regarding the depth of the network, given the correlation between the resolution of the datasets (e.g., 128x128 for ImageNet or 1024x1024 for FFHQ) and the number of blocks in the generator, the depth of the network is difficult to be reduced. Regarding the width of the network, it can be reduced without affecting the generation of images. Thus, we tend to compress the network of large-scale vanilla GANs by directly reducing the width.

Distinct from sparse methods [14], which utilizes a sparse mask to disable some elements in the convolutional weights \( w \), DGL-GAN directly explores the dense narrow network. In DGL-GAN, supposed that the convolution weight \( w_{\text{org}} \) in original GANs with shape \([C_{\text{out}}, C_{\text{in}}, K_h, K_w]\), the shape of the corresponding weight \( w_{c} \) in compressed GANs is \([C_{\text{out}} \times \text{Ch-Mul}, C_{\text{in}} \times \text{Ch-Mul}, K_h, K_w]\), where \text{Ch-Mul} is denoted as the channel multiplier. Thus, reducing the width compresses both the convolution weights \( w_{c} \) and the intermediate features, while the sparse model does not compress the intermediate features during training and inference, thus DGL-GAN is GPU-friendly and more efficient during training and inference than sparse methods [14].

3.2 Motivation

We start with vanilla GAN [3], which is formulated as the following minimax optimization problem:

\[
\min_G \max_D \text{Adv}(G, D) = \mathbb{E}_{x \sim p_{d}}[f(D(x))] + \mathbb{E}_{z \sim p_{z}}[g(D(G(z)))]
\]

\[
= \mathbb{E}_{z \sim p_{z}}[f(h(z))] + \mathbb{E}_{x \sim p_{d}}[g(\mathcal{A}(h(G(z))))],
\]

where \text{Adv}(G, D) can be non-saturating loss in [3] or hinge loss in [54] by taking various loss functions \( f \) and \( g \), \( p_{d} \) is the distribution of real data, and \( p_{z} \) is the distribution of the latent code, usually Gaussian distribution. \( D(x) \) can be written as \( \mathcal{A}(h(x)) \), where \( h(x) \) and \( h(G(z)) \) calculate the logits for the real data and fake data respectively, and \( \mathcal{A} \) is an activation function to obtain the probability of the real data and the fake data respectively, usually sigmoid function.

1. Usually, the number of blocks in the generator can be calculated via \( \log_{4}(\text{resolution}) \), where 4 is the width and height of the latent code \( z \) received by the generator.

2. We obtain the released model of StyleGAN2 in https://github.com/NVlabs/stylegan2.

![Fig. 4: The curves of output scores of the student discriminator \( D \) with channel multiplier 1/2 and the pretrained teacher discriminator \( \overline{D} \).](image)

Given the correlation between the capacity of the neural network and the number of parameters [55], [56], with the compression of the neural network, the performance drop is inevitable, shown in Fig. 1. How to alleviate the performance drop of the compressed network is the key problem we want to address. In the scope of our research, we want to explore how to effectively introduce the supervision signal from teacher GAN to boost the performance of student GAN.

It is non-trivial to implement the teacher-student learning of vanilla GANs due to the difficulties mentioned in Section 1. As illustrated in Section 1, the teacher discriminator implicitly contains the distributions of real data and images synthesized via the teacher generator. Then how to utilize the implicitly contained distributions in the teacher discriminator? Inspired from the original objective function Eq. (2) of GANs, we propose to replace the student discriminator in \text{Adv}(G, D) with the teacher discriminator, written as

\[
\min_G \text{Adv}(G, \overline{D}) := \min_G \mathbb{E}_{x \sim p_{d}}[g(\overline{D}(G(z)))]
\]

\[
= \min_G \mathbb{E}_{z \sim p_{z}}[g(\overline{h}(\mathcal{A}(G(z))))],
\]

where \( \overline{D} \) denotes the teacher discriminator with the final activation function and \( \overline{h} \) denotes the teacher discriminator before the final activation function.

To analyze the above question, we firstly observe the behavior of student GANs with the channel multiplier 1/2 and teacher GANs during training. As illustrated in [57], the output scores \( h(x) \) and \( h(G(z)) \) of the discriminator \( D \) is indicative in inspecting the training status of GANs. We optimize the objective function Eq. (2), and send generated images \( G(z) \) and real images \( x \) to the teacher discriminator \( \overline{D} \), which is the official released model [2] of StyleGAN2 [1]. The teacher discriminator \( \overline{D} \) is not updated during the training process. We plot the curves of \( h(x) \) and \( h(G(z)) \) of \( D \) and \( \overline{h}(x) \) and \( \overline{h}(G(z)) \) of \( \overline{D} \), presented in Fig. 4. It can be seen that \( \overline{h}(x) > h(x) \) and \( \overline{h}(G(z)) < h(G(z)) \), indicating that the teacher discriminator \( \overline{D} \) is more confident than the student discriminator \( D \). Thus, the teacher discriminator \( \overline{D} \) may
where $Adv(G, D)$ provide more indicative supervision signal than the student discriminator $D$ in $Adv(G, D)$.

More specifically, to illuminate the impact of $D$ and $D$ on $G$, we visualize the gradients $\nabla_{G(z)}h(G(z))$ and $\nabla_{G(z)}\tilde{h}(G(z))$ via SmoothGrad [58] in objective functions $Adv(G, D)$ and $Adv(G, D)$ during the optimization process of $Adv(G, D)$, respectively, shown in Fig. 5. Visually, the gradient of $\nabla_{G(z)}\tilde{h}(G(z))$ of the teacher discriminator $D$ is clearer and more indicative than $\nabla_{G(z)}h(G(z))$, especially in some regions, e.g., the eyes and the mouth, manifesting that the gradient of the teacher discriminator $D$ is somewhat meaningful to the student generator $G$ and perhaps can be the complementary supervision signal to strengthen $G$.

### 3.3 The formulation of DGL-GAN

On the basis of the above analysis, we propose to transfer the knowledge of the teacher discriminator $D$ to the student generator $G$ via the adversarial objective function $Adv(G, D)$ in Eq. 3. Combined with the formulation of vanilla GANs, the formulation of DGL-GAN can be written as

$$\min_{G} \max_{D} V(G, D) = Adv(G, D) + \lambda * Adv(G, D),$$

where $D$ is the pretrained teacher discriminator, and $(G, D)$ are the student generator and the student discriminator, which take similar architectures as the teacher generator and the teacher discriminator except with a much smaller number of channels. $\lambda$ is a hyper-parameter to balance two terms in the objective function of DGL-GAN. The term $Adv(G, D)$ can be viewed as a regularization term, aiming at providing the complementary supervision signal that the student discriminator $D$ cannot offer at some cases shown in Fig. 5. Furthermore, the two terms in Eq. 4 have a consistent magnitude, which makes the hyperparameter $\lambda$ easily to be tuned.

Taking non-saturating loss [35] as example, we unfold the objective function Eq. 4 as

$$\min_{G} \max_{D} E_{x \sim p_d}[\log(D(x))] + E_{z \sim p_z}[\log(1 - D(G(z)))]$$

$$+ \lambda E_{z \sim p_z}[\log(1 - G(z))].$$

We further write the above objective function as integral formulation, and obtain

$$\min_{G} \max_{D} \int p_d(x) \log(D(x)) dx + \int p_g(x) \log(1 - D(x)) dx$$

$$+ \int \lambda p_g(x) \log(1 - D(x)) dx.$$  

We find that the optimal formulation of $D$ is not affected by the regularization term $Adv(G, D)$, i.e., $D^* = \frac{p_d}{p_d + \lambda p_g}$ / $\frac{p_d^*}{p_d^* + \lambda p_g}$. Supposed that the student discriminator $D$ and the teacher discriminator $D$ reach the optima in the functional space, i.e.,

$$D^* = \frac{p_d^*}{p_d^* + \lambda p_g^*} \text{ and } D = \frac{p_d}{p_d + p_g}$$

where $p_g$ is the distribution of images synthesized via student generator $G$ and $p_g$ is the distribution of images synthesized via teacher generator $G$, respectively. The above objective function can be written as

$$\min_{p_g} \int p_d(x) \log \left( \frac{p_d(x)}{p_d(x) + p_g(x)} \right) + p_g(x) \log \left( \frac{p_g(x)}{p_d(x) + p_g(x)} \right)$$

$$+ \lambda \int p_g(x) \log \left( \frac{p_g(x)}{p_d(x) + p_g(x)} \right) dx,$$

where the first two terms are identical to that of original GANs [3]. With the assumption that the distribution $p_g$ of teacher generator approximately equals to the distribution $p_d$ of real data, i.e., $p_g \approx p_d$, we obtain

$$\min_{p_g} \int p_d(x) \log \left( \frac{p_d(x)}{p_d(x) + p_g(x)} \right) + p_g(x) \log \left( \frac{p_g(x)}{p_d(x) + p_g(x)} \right)$$

$$+ \lambda \int p_g(x) \log \left( \frac{1}{2} \right) dx.$$  

Combining the definition of Jensen-Shanon divergence (abbreviated as $JSD$), we obtain

$$\min_{p_g} 2 * JSD(p_d || p_g) − \log(8).$$

Thus, when $G$ reaches the global optima $G^*$, according to the above objective function, the Jensen-Shanon divergence between $p_d$ and $p_g$ is $0$, identical to the original GANs. Based on the above analysis, with DGL-GAN, the global optima of $G$ and $D$ remains identical to original vanilla GANs, demonstrating that the introduction of DGL-GAN does not affect the status of Nash Equilibrium [59] in GANs.

Notably, the teacher generator $G$ is not exploited in DGL-GAN, distinct from previous GAN compression methods [17], [27]. We want to illustrate the discarding of $G$ from two perspectives. First, regarding enforcing the student generator $G$ to imitate the teacher generator $G$ in the feature space or the final output images, as demonstrated in Section 1, there is no definition of the ground-truth for an individual input in vanilla GANs. We want to argue that simply aligning the outputs or the intermediate features of $G$ and $G$ is not the best way to distill student GANs, also verified by our results in Section 4.3. Second, similar to the term $Adv(G, D)$, can student GANs also be distilled from the term $Adv(G, D)$? In the following section 4.3, we will demonstrate the negative impact of introducing $Adv(G, D)$ on student GANs from the perspective of empirical study.

![Fig. 5: The gradients $\nabla_{G(z)}h(G(z))$, $\nabla_{G(z)}\tilde{h}(G(z))$, and the fake image $G(z)$, better to be viewed via zooming in. We separately visualize the gradient of three channels (i.e., R, G, and B) in $G(z)$, where the gradient values out of ±3 standard deviations are omitted. Note that the gradients $\nabla_{G(z)}h(G(z))$ and $\nabla_{G(z)}\tilde{h}(G(z))$ are calculated under the same input fake image $G(z)$, shown in (d) and (h).](image-url)
3.4 Two-Stage Training Strategy for DGL-GAN

DGL-GAN in Eq. (4) also takes the minimax structure, in which the student generator $G$ and the discriminator $D$ are learned adversarially. In DGL-GAN, student generator $G$ is simultaneously supervised by its discriminator $D$ and pretrained teacher discriminator $\overline{D}$. The teacher discriminator $\overline{D}$ is trained sufficiently to discriminate two distributions (i.e., real data distribution $p_d$ and fake distribution $\overline{p}_d$ produced by the teacher generator $\overline{G}$) with a relatively low divergence (e.g., Jensen-Shannon divergence). However, the fake distribution $p_d$ of the student generator $G$ is far from the data distribution $p_d$, especially at the beginning of training DGL-GAN. Thus, there may exist a large gap between the student discriminator $D$ and pretrained teacher discriminator $\overline{D}$ at the beginning of training, which leads to an indeterminate guideline for supervising student generator $G$.

To illuminate the impact of training DGL-GAN from scratch, we plot the curves of FID or $\text{Adv}(G, \overline{D})$ during the optimization of formulation Eq. (4) of DGL-GAN on FFHQ and ImageNet, respectively, shown in Fig. 7. We observe that the behavior on FFHQ is normal, yet the behavior on ImageNet is abnormal. On ImageNet, after a few iterations, the teacher discriminator $\overline{D}$ is fooled by the student generator $G$, coinciding with our inspection that $\overline{D}$ is not suitable for supervising $G$ at the beginning stage of training. The difference between FFHQ and ImageNet may be due to the property of the dataset. FFHQ contains a single scene, i.e., human face, while ImageNet contains many scenes, e.g., a cat and a dog, impeding the learning of the discriminator on ImageNet. Given the bounded capacity of discriminators, $\overline{D}$ of StyleGAN2 on FFHQ preserves the ability to distinguish initial fake images under the relatively simple scene. On the contrary, $\overline{D}$ of BigGAN on ImageNet cannot distinguish the initial fake images under the complex scene.

To mitigate this dilemma, we propose a two-stage training strategy for training DGL-GAN. In Stage I, we train vanilla GAN Eq. (2) with a small number of channels from scratch by discarding the term $\text{Adv}(G, \overline{D})$ in DGL-GAN Eq. (4). The first stage of training of DGL-GAN is as easy as training teacher GANs from scratch. In Stage II, we finetune DGL-GAN Eq. (4) with the supervision of teacher discriminator $\overline{D}$ on the top of the student GAN obtained in Stage I to further facilitate the performance of the student generator $G$. Thanks to the proposed two-stage training strategy, the training of Stage II is more stable than directly training DGL-GAN Eq. (4) from scratch, which also yields a better performance verified by ablation study (see Table 8 in Section 4.3). The detailed procedure of the proposed two-stage training strategy for DGL-GAN model is presented in Algorithm 1.

Algorithm 1 Two-stage training strategy for DGL-GAN

Parameters: Initialize parameters $\theta$ for the student generator. Initialize parameters $\psi$ for the student discriminator. Initialize base learning rate $\eta$, momentum parameter $\beta_1$, and exponential moving average parameter $\beta_2$ for Adam optimizer.

1: // Stage I: training from scratch for student GAN
2: Set $(\theta^0, \psi^0) = (\theta, \psi)$;
3: for $t = 1, 2, \ldots, T$ do
4: Sample real data $\{(x^{(l)}_t)_{l=1}^m \sim \mathcal{P}_r$ from training set and noise $\{(z^{(l)}_t)_{l=1}^m \sim \mathcal{P}_z$; Estimate gradient of Adv loss in Eq. (2) with $\{(x^{(l)}_t, z^{(l)}_t) \at (\theta^{t-1}, \psi^{t-1})$, dubbed $\nabla \text{Adv}(\theta^{t-1}, \psi^{t-1})$;
5: $\theta^{t+1} = \text{Adam}(\nabla_{\theta} \text{Adv}(\theta^t, \psi^t), \theta, \eta, \beta_1, \beta_2)$;
6: $\psi^{t+1} = \text{Adam}(\nabla_{\psi} \text{Adv}(\theta^t, \psi^t), \psi, \eta, \beta_1, \beta_2)$;
7: end for
8: // Stage II: fine-tuning with the teacher discriminator $\overline{D}$
9: for $s = 1, 2, \ldots, S$ do
10: Sample real data $\{(x^{(l)}_s)_{l=1}^m \sim \mathcal{P}_r$ from the training set and latent variables $\{(z^{(l)}_s)_{l=1}^m \sim \mathcal{P}_z$; Estimate gradient of the DGL-GAN loss in Eq. (4) with $\{(x^{(l)}_s, z^{(l)}_s) \at (\theta^{t-1}, \psi^{t-1})$, dubbed $\nabla \mathcal{V}(\theta^{t-1}, \psi^{t-1})$;
11: $\theta^{T+s+1} = \text{Adam}(\nabla_{\theta} \mathcal{V}(\theta^{T+s}, \psi^{T+s}), \theta, \eta, \beta_1, \beta_2)$;
12: $\psi^{T+s+1} = \text{Adam}(\nabla_{\psi} \mathcal{V}(\theta^{T+s}, \psi^{T+s}), \psi, \eta, \beta_1, \beta_2)$;
13: end for
14: Return $(\theta, \psi) = (\theta^{T+S}, \psi^{T+S})$.

4 Experiments

We verify the efficacy of the proposed DGL-GAN by applying it to compress two most representative state-of-the-art large scale vanilla GANs, i.e., StyleGAN2 [1] with FFHQ [4] (1024 × 1024 resolution) and LSUN-church [60] (256 × 256 resolution), BigGAN [2] with ImageNet [13] (128 × 128 resolution). According to Algorithm 1, GANs are firstly trained from scratch according to Eq. (2), then fine-tuned under Eq. (4). As illustrated in Section 3.1 we compress the student generator $G$ via simply reducing the width of $G$, i.e., the intermediate features and convolution weights of $G$ are both narrowed. We use “channel multiplier”, abbreviated as Ch-Mul, to denote the quotient of the channels of the original generator divided by the channels of the student generator.

The section is organized as follows, Section 4.1 and Section 4.2 present the results of applying DGL-GAN to StyleGAN2 [1] and BigGAN [2], respectively. Section 4.4 presents the application of DGL-GAN on image editing. Section 4.3 conducts comprehensive ablation studies on developing conditional knowledge techniques on vanilla GANs, training uncompressed GANs, and the effectiveness of the terms in DGL-GAN, etc.

3. Note that StyleGAN3-R with minibatch 48 occurs memory overflow. Thus we test the inference time with minibatch 24, and report the time multiplying 2.
TABLE 1: Compressing StyleGAN2 on FFHQ. † denotes that StyleGAN2 trained with config-B and Fourier features in \cite{12}. ‡ denotes DGL-GAN trained with the objective function \cite{12}.

| Name           | Ch-Mul | Params (M) | MACs (G) | Inference speed (s) | PPL (with central cropping) | PPL (w/o central cropping) | FID |
|----------------|--------|------------|----------|---------------------|------------------------------|-----------------------------|-----|
| StyleGAN2      | 1      | 30.37      | 142.02   | 1.49                | 129.4                        | 145.0                        | 2.84|
| StyleGAN2†     | 1      | 30.37      | 142.02   | 0.55                | 51.6                         | 145.1                        | 2.70|
| StyleGAN3-T    | 1      | 22.31      | 531.40   | 0.46                | 109.3                        | 808.7                        | 2.79|
| StyleGAN3-R†   | 1      | 15.09      | 235.84   | 0.57                | 171.4                        | 799.0                        | 3.07|
| CA-GAN         | 3/10   | 5.65       | 13.39    | 1.78                | -                            | -                            | 7.6 |
| MobileStyleGAN | -      | 8.01       | -        | -                   | -                            | -                            | 12.38|
| FastGAN        | -      | 15.18      | -        | -                   | -                            | -                            | 12.38|
| Anycost-GAN    | 1/2    | 11.08      | 32.61    | 1.02                | 127.1                        | 147.2                        | 3.28|
|                | 1/4    | 5.39       | 8.97     | 0.83                | 188.3                        | 158.0                        | 5.01|
| Baseline       |        |            |          |                     |                              |                              |     |
| DGL-GAN        | 1      | 30.37      | 142.02   | 1.49                | 144.1                        | 161.0                        | 2.85|
|                |        |            |          |                     | 140.6                        | 160.3                        | 2.65|
| Baseline       |        |            |          |                     | 136.2                        | 167.7                        | 3.07|
| DGL-GAN        | 1/2    | 11.08      | 35.61    | 0.67                | 129.6                        | 164.5                        | 2.97|
| DGL-GAN†       | 1/2    | 11.08      | 35.61    | 0.67                | 134.0                        | 173.0                        | 2.92|
| Baseline       |        |            |          |                     | 152.2                        | 152.3                        | 5.12|
| DGL-GAN        | 1/4    | 5.39       | 8.97     | 0.43                | 149.2                        | 163.1                        | 4.75|
| Baseline       |        |            |          |                     | 232.0                        | 230.4                        | 8.82|
| DGL-GAN        | 1/8    | 3.55       | 2.28     | 0.34                | 228.5                        | 223.6                        | 8.13|
|                |        |            |          |                     |                              |                              |     |

TABLE 2: Compressing StyleGAN2 on LSUN-church. ‡ denotes the results we reproduced.

| Name           | Ch-Mul | Params (M) | MACs (G) | FID |
|----------------|--------|------------|----------|-----|
| StyleGAN2      | 1      | 30.03M     | 83.79    | 3.96|
| StyleGAN2†     | 1      | 30.03M     | 83.79    | 3.35|
| Baseline       | 1/2    | 10.93M     | 20.99    | 4.05|
| DGL-GAN        | 1/2    | 10.93M     | 20.99    | 3.78|
| Baseline       | 1/4    | 5.33M      | 5.28     | 6.79|
| DGL-GAN        | 1/4    | 5.33M      | 5.28     | 5.97|
| Baseline       | 1/8    | 3.52M      | 1.34     | 12.52|
| DGL-GAN        | 1/8    | 3.52M      | 1.34     | 11.46|

4.1 Compressing StyleGAN2

Implementation details. We compress StyleGAN2 on FFHQ and LSUN-church. The channel multipliers are set as 1/2, 1/4, and 1/8, respectively. On FFHQ, with channel multiplier 1/2 and 1/4, T is set as 15000 kimg (i.e., Stage I) and S is set as 65000 kimg (i.e., Stage II). On FFHQ, with channel multiplier 1/8, T is set as 15000 kimg (i.e., Stage I) and S is set as 45000 kimg (i.e., Stage II). On LSUN-church, T is set as 15000 kimg and S is set as 30000 kimg, respectively. The hyperparameter λ is set as 0.1. Other details remain the same as StyleGAN2 \cite{11}.

The results of compressed StyleGAN2 are shown in Table \cite{1} and Table \cite{2}, where we exploit commonly used FID and perceptual path length (PPL) proposed in \cite{4} to assess the quality of generated images. Regarding FFHQ, compared with original StyleGAN2 \cite{11}, DGL-GAN with channel multiplier 1/2 or nearly 1/3 parameters obtains comparable performance on FID (2.97 vs 2.84) and PPL with central cropping (129.6 vs 129.4), demonstrating the effectiveness of training G with the additional supervision of the teacher discriminator \DT. DGL-GAN with smaller parameters (e.g., channel multiplier 1/4 and 1/8) also achieves acceptable performance, i.e., FID 4.75 and FID 8.13, respectively. Regarding LSUN-church, DGL-GAN obtains superior results, compared with original full StyleGAN2, DGL-GAN with channel multiplier 1/2 also obtains comparable results (3.78 vs 3.35).

We also test the acceleration ratio of DGL-GAN on a single Nvidia Tesla V100 with 32GB memory, where models of DGL-GAN trained on FFHQ are exploited. The models are fed with latent codes with a minibatch size 48, and the inference time is measured via taking the average over 200 runs. To be noted, due to the narrow network of DGL-GAN, it can synthesize more images than original StyleGAN2 via a larger minibatch size, however, for a fair comparison, we still choose minibatch size 48 for all models. Regarding inference time, compared with original StyleGAN2, DGL-GAN achieves 2.22 acceleration ratio with channel multiplier 1/2, 3.47 acceleration ratio with channel multiplier 1/4, and 4.38 acceleration ratio with channel multiplier 1/8. From channel multiplier 1/4 to channel multiplier 1/8, the acceleration ratio is not apparent, which is related to the architecture of GPU. Thus, in Section 4.4, we exploit DGL-GAN with channel multiplier 1/4, which achieves a trade-off between performance and efficiency. Compared with StyleGAN3 \cite{12}, the acceleration effect of DGL-GAN is not apparent, because the implementation of StyleGAN3 exploits other acceleration tricks, e.g., FP16, etc.

As compression methods that both exploit channel multipliers, DGL-GAN outperforms Anycost-GAN under the same channel multiplier, e.g., channel multiplier 1/2 and 1/4. Regarding commonly-adopted FID, with channel multiplier 1/2, DGL-GAN outperforms Anycost-GAN by 9.45% (2.97 vs 3.28), and with channel multiplier 1/4, DGL-GAN surpasses Anycost-GAN by 5.2% (4.75 vs 5.01). DGL-GAN even outperforms Anycost-GAN with much higher computation complexity (i.e., 2.97 vs 3.05) on FID, manifesting the effectiveness of transferring the knowledge from the teacher discriminator \DT via \Adv(G, \DT). Regarding PPL, with channel multiplier 1/2, DGL-GAN is comparable with Anycost-GAN, i.e., 129.6 vs 127.1. Compared with recently
we cannot reproduce their results and borrow the results from their publication directly.

### 4.2 Compressing BigGAN

**Implementation details.** We compress BigGAN on ImageNet. The channel multipliers are set as 1/2, 1/3, and 1/4, respectively. Similarly, the hyperparameter $\lambda$ is set as 0.1. The length of stage I is set as 100000 kimg, and stage II ends with the divergence of BigGAN, which indicates that the total iterations of training DGL-GAN on BigGAN are uncertain. Note that distinct from StyleGAN2, BigGAN shows an apparent tendency of divergence, pointed out in [2]. Thus we train DGL-GAN until divergence, to explore the extreme performance DGL-GAN can achieve. Other settings remain the same as the original BigGAN.

The results of utilizing DGL-GAN to compress BigGAN are presented in Tab. 3. To be highlighted, DGL-GAN with channel multiplier 1/2 achieves comparable results with original BigGAN, i.e., IS 93.29 vs 95.08 and FID 9.92 vs 9.81, illustrating that the redundancy in the networks of GANs and the effectiveness of introducing $D_0$ to explore the potential source of supervision signal, leading to a student model with better generalization ability [63], where the teacher model and the student model share an identical architecture and parameter size. Does the hypothesis still hold for original uncompressed GANs? We conduct experiments on original uncompressed StyleGAN2 with the formulation of DGL-GAN.

**Original Uncompressed DGL-GAN.** DGL-GAN is effective in compressed GANs, whereas the width of the generator and discriminator is reduced. A natural question arises, that can DGL-GAN be applied to boost the performance of original uncompressed GANs? In classification tasks, a hypothesis has been validated, that the teacher model can provide a rich source of supervision signal, leading to a student model with better generalization ability [63], where the teacher model and the student model share an identical architecture and parameter size. Does the hypothesis still hold for original uncompressed GANs? We conduct experiments on original uncompressed GANs with DGL-GAN.

Specifically, student models $G$ and $D$ are not compressed, sharing the identical architecture and parameter size to teacher models, which are already trained. We still adopt two-stage training strategy like DGL-GAN, to stabilize the training process. Stage I is from 0 kimg to 20000 kimg, and stage II is from 20000 kimg to 30000 kimg. We also train StyleGAN2 under original objective function Eq. (2) from 0 kimg to 30000 kimg, denoted as “Baseline”. For fair comparison, the stage II of original uncompressed DGL-GAN directly utilizes the checkpoint of original StyleGAN2 at 20000 kimg. The results of original StyleGAN2 and uncompressed DGL-GAN are presented in Tab. 4.

Interestingly, uncompressed DGL-GAN outperforms baseline by 7.0% on FID, i.e., 2.65 vs 2.85, indicating that DGL-GAN works not only on compressed vanilla GANs but also on uncompressed vanilla GANs. To be highlighted, regarding FID, uncompressed DGL-GAN also outperforms

![Fig. 7: The curves of FID and the output scores ($h(x)$ for real samples, $h(G(z))$ for fake samples) of the discriminator in the training process of original uncompressed DGL-GAN and baseline. For comparison, we only plot the stage from 20000 kimg to 30000 kimg.

** TABLE 3: Compressing BigGAN on ImageNet. † denotes that the results reproduced by us, utilizing the official code.**

| Name         | Ch-Mul | Params (M) | MACs (G) | IS   | FID  |
|--------------|--------|------------|----------|------|------|
| DGL-GAN      | 1/2    | 18.38      | 211.35   | 32.7 | 32.8 |
| Baseline     | 1/2    | 18.38      | 211.35   | 32.7 | 32.8 |
| DGL-GAN      | 1/3    | 8.54       | 139.76   | 93.29| 9.92 |
| Baseline     | 1/3    | 8.54       | 139.76   | 93.29| 9.92 |
| DGL-GAN      | 1/4    | 5.03       | 104.39   | 56.72| 19.04|
| Baseline     | 1/4    | 5.03       | 104.39   | 56.72| 19.04|

TABLE 3: Compressing BigGAN on ImageNet. † denotes that the results reproduced by us, utilizing the official code.

- **D** is the channel multiplier
- **G** is the total iterations for Slimmable GAN
- **(b)** is the parameter size of DGL-GAN

Note that the big difference between Slimmable GAN and DGL-GAN is partially due to the difference of training iterations, i.e., more than 200000 iterations for DGL-GAN and 50000 iterations for Slimmable GAN. However, Slimmable GAN
StyleGAN2 with Fourier features and StyleGAN3 in [12], achieving state-of-the-art on FFHQ only via the formulation of DGL-GAN Eq. (4). Note that the teacher discriminator $\overline{D}$ is the official released model of StyleGAN2, the companion of the pretrained generator $\overline{G}$, with which $D$ can achieve better performance than the pretrained generator $\overline{G}$, which can be interpreted as that $D$ and $\overline{D}$ provide supervision signals from different perspectives, which may be beneficial to $G$.

To better understand uncompressed DGL-GAN, we plot the curves of FID in Fig. 7(a) and the curves of $h(x)$ and $h(G(z))$ in Fig. 7(b). We can see that when FID curve of baseline starts to increase at about 25000 kimg, FID curve of DGL-GAN still keeps decreasing, indicating that DGL-GAN further explores the potential of the generator. Moreover, in Fig. 7(b) regarding the output scores $h(x)$ and $h(G(z))$ of $D$, there is no difference between DGL-GAN and baseline, illustrating that the impact of $D$ in DGL-GAN and baseline remains identical and the performance boost of DGL-GAN is introduced by the teacher discriminator $\overline{D}$.

Further, the formulation of DGL-GAN can be viewed as an ensemble of discriminators, which is comprised of the student discriminator $D$ and the teacher discriminator $\overline{D}$. Can the ensemble of discriminators boost the performance of the generator? That is an open question and out of the scope of this paper. We leave the question for future work.

The superior performance of uncompressed DGL-GAN verifies the effectiveness of DGL-GAN and provides new insights about vanilla GANs. To our best knowledge, DGL-GAN is the first distillation framework to work on uncompressed GANs.

**The effectiveness of $\text{Adv}(G, \overline{D})$.** Compared with original vanilla GANs, the formulation of DGL-GAN only adds a regularization term, i.e., $\text{Adv}(G, \overline{D})$. To verify the effectiveness of the term $\text{Adv}(G, \overline{D})$, we train StyleGAN2 and BigGAN with same channel multipliers under original objective function (2), denoted as “Baseline”. For fair comparison, the baselines of StyleGAN2 are trained with similar kimg with DGL-GAN and the baselines of BigGAN are also trained until divergence. Further, the stage II of DGL-GAN directly exploits the checkpoint of the baseline, which means that the stage II of DGL-GAN on StyleGAN2 utilizes the checkpoint of 15000 kimg of the baseline and the stage II of DGL-GAN on BigGAN utilizes the checkpoint of 100000 iterations of the baseline.

The results of baseline and DGL-GAN are shown in Tab. 4, Tab. 2 and Tab. 3 respectively. Regarding both StyleGAN2 and BigGAN, DGL-GAN consistently outperforms baseline on FID and PPL, demonstrating the promotion impact of $\text{Adv}(G, \overline{D})$ on the student generator $G$ with reduced width and verifying our motivation that the teacher discriminator $\overline{D}$ contains some useful information that can boost the performance of $G$, shown in Fig. 5.

$\text{Adv}(G, D)$ is also indispensable. To validate whether training compresses GANs under the single term $\text{Adv}(G, \overline{D})$ is feasible, we experiment with come variants of DGL-GAN.

We train the student generator $G$ with channel multiplier 1/2 on StyleGAN2 on FFHQ, with frozen teacher discriminator $\overline{D}$ or updated teacher discriminator $\overline{D}$, abbreviated as “Single fixed $\overline{D}$” and “Single updated $\overline{D}$”, respectively. With frozen

| Name               | Ch-Mul | kimg  | Strategy         | FID  |
|--------------------|--------|-------|------------------|------|
| DGL-GAN            | 1/2    | 30000 | fine-tuning      | 3.37 |
| Single fixed $\overline{D}$ | 1/2 | 30000 | fine-tuning      | 4.34 |
| Single fixed $\overline{D}$ | 1/2 | 30000 | from scratch     | 3.47 |
| Single updated $\overline{D}$ | 1/2 | 30000 | fine-tuning      | 6.76 |
| Single updated $\overline{D}$ | 1/2 | 30000 | from scratch     | 6.76 |

Fig. 8: The curves of $h(G(z))$ and $\overline{h}(G(z))$ in the stage II of DGL-GAN with channel multiplier 1/2 and 1/4.

$\overline{D}$, the objective function is

$$\min_G \text{Adv}(G, \overline{D}).$$  \hspace{1cm} (10)

With updated $\overline{D}$, the objective function is

$$\min_G \max_{\overline{D}} \text{Adv}(G, \overline{D}).$$ \hspace{1cm} (11)

We totally experiment with two training strategies, i.e., from scratch and fine-tuning, where stage I is 15000 kimg and stage II is 15000 kimg. The results are presented in Tab. 4 where DGL-GAN shows the best performance among these settings, indicating that the original objective function (2) of vanilla GANs are also vital and training only with $\text{Adv}(G, D)$ is not optimal. The adversarial interaction between the student generator $G$ and the student discriminator $D$ is essential for the final performance, also demonstrated via the comparison between “Baseline” and DGL-GAN, shown in Fig. 1 and Tab. 3.

**Update $\overline{D}$?** In DGL-GAN, we denote the pretrained teacher discriminator as $\overline{D}$ and keep $\overline{D}$ fixed in stage II, on the basis of the assumption that the teacher discriminator $\overline{D}$ is closer to the global maximum $D^* := \min_D \text{Adv}(G, D)$ than the student discriminator $D$. The assumption is also verified in Fig. 4, where $\overline{h}(x) > h(x)$ and $\overline{h}(G(z)) < h(G(z))$. However, with the optimization of the student generator $G$ and the student discriminator $D$, will the pretrained $\overline{D}$ continuously keep closer to the global maximum $D^*$ than $\overline{D}$? To answer this question, we plot the curves of $h(G(z))$ and $\overline{h}(G(z))$ in the training process of stage-II in DGL-GAN with channel multiplier 1/2 and 1/4, presented in Fig. 8. From the perspective of the ability on discriminating fake samples or real samples, we can find that with channel multiplier 1/4, $\overline{D}$ exceeds $D$ in the entire process of stage II of DGL-GAN, yet this does not hold for channel multiplier 1/2, with which $D$ exceeds $\overline{D}$. The different behavior between channel multiplier 1/2 and 1/4 can be attributed to the width of...
Due to the larger parameter space offered by wider network, wider network has the potential to exceed the pretrained $\overline{D}$.

The above phenomenon motivates us to simultaneously update the teacher discriminator $\overline{D}$ in stage II of DGL-GAN with channel multiplier 1/2, written as

$$
\min_G \max_D \text{Adv}(G, D) + \lambda \text{Adv}(G, \overline{D}). \tag{12}
$$

Following Eq. \[12\], we conduct experiments on stage II of DGL-GAN on FFHQ with channel multiplier 1/2, starting from the checkpoint of “Baseline” at 60000 kimg and ending at 80000 kimg. We select 60000 kimg as the starting iteration of stage II because $D$ exceeds $\overline{D}$ at about 60000 kimg in Fig. 8 regarding discriminating both real samples ($h(x) > h_{\overline{D}}(x)$ at about 60000 kimg) and fake samples ($h(G(z)) < h_{\overline{D}}(G(z))$ at about 20000 kimg). For fair comparison, “Baseline” with channel multiplier 1/2 is trained to 80000 kimg.

In Tab. 5 DGL-GAN with updated $\overline{D}$ outperforms both baseline and DGL-GAN with fixed $\overline{D}$, achieving comparable performance with original StyleGAN2 with a nearly 1/3 parameter size, i.e., 2.92 vs 2.84. That verifies our motivation to update $\overline{D}$, that simultaneously optimizing $\overline{D}$ can offer a more precise teacher discriminator $\overline{D}$, which is beneficial to the student generator $G$.

**Table 5** The results of DGL-GAN with updated $\overline{D}$ on FFHQ.

| Name         | Ch-Mul | Stage I Start (kimg) | Stage I End (kimg) | Stage II Start (kimg) | Stage II End (kimg) | FID  |
|--------------|--------|----------------------|-------------------|-----------------------|---------------------|------|
| Baseline     |        | 0                    | -                 | 80000                 | 80000               | 3.07 |
| DGL-GAN      | 1/2    | 0                    | 15000             | 15000                 | 80000               | 2.97 |
| DGL-GAN + updated $\overline{D}$ | 1/2    | 0                    | 60000             | 60000                 | 80000               | 2.92 |

Moreover, to illustrate the impact of updating $\overline{D}$ on the student generator $G$, we visualize the gradients of $D$, fixed $\overline{D}$, and updated $\overline{D}$ w.r.t. the same fake sample $G(z)$ in the optimization process of DGL-GAN with updated $\overline{D}$. If $G(z)$ is not updated, then $\overline{D}$ does not change the motivation of DGL-GAN that the knowledge can be transferred from $\overline{D}$ to $G$ via the adversarial term $\text{Adv}(G, \overline{D})$. Updating the teacher discriminator $\overline{D}$ offers a more precise teacher discriminator. Despite the performance boost achieved via updating $\overline{D}$, taking the additional computation cost introduced by updating $\overline{D}$ in training, we still choose DGL-GAN with fixed $\overline{D}$ as a general algorithm for all channel multipliers.

**Imitate teacher generator/discriminator.** In traditional knowledge distillation, the student network is optimized to imitate the intermediate features $[64]$ or the final logits $[40]$ of the teacher network. Previous works $[13, 17, 26]$ on the compression of GANs, the student generator/discriminator is optimized to imitate the teacher generator/discriminator in the feature map space, shown in the following equations

$$
\mathcal{L}_{\text{inter}}(G, \overline{G}) = \sum_{l \in \mathcal{S}_{KD}} \text{dist}(r(G^{(l)}), \overline{G}^{(l)}), \tag{13}
$$

$$
\mathcal{L}_{\text{inter}}(D, \overline{D}) = \sum_{l \in \mathcal{S}_{KD}} \text{dist}(r(D^{(l)}), \overline{D}^{(l)}), \tag{14}
$$

$$
\mathcal{L}_{\text{out}}(D, \overline{D}) = CE(D, \overline{D}), \tag{15}
$$

where $\mathcal{S}_{KD}$ denotes the set of layers to be imitated by the student generator or the student discriminator, and $\text{dist}()$ is...
a function to measure the distance of feature maps between the student generator and teacher generator, which can be \( \ell_1 \) distance or \( \ell_2 \) distance. \( r \) in Eq. (13) and Eq. (14) represents the 1x1 convolution operation to transform the shape of the features in \( G \) or \( D \). \( CE \) in Eq. (18) denotes the cross entropy between the output distribution of \( D \) and that of \( G \) on real samples and fake samples. We add the above objective functions into the original objective function Eq. (2), yielding

\[
\min_G \max_D \text{Adv}(G, D) + \gamma_1 * \mathcal{L}_{inter}(G, \mathcal{T}), \quad (16)
\]

\[
\min_G \max_D \text{Adv}(G, D) + \gamma_2 * \mathcal{L}_{inter}(D, \mathcal{T}), \quad (17)
\]

\[
\min_G \max_D \text{Adv}(G, D) + \gamma_3 * \mathcal{L}_{out}(D, \mathcal{T}), \quad (18)
\]

which is dubbed “G-inter”, “D-inter”, and “D-out”, respectively. We tune the hyperparameters \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) to explore the extreme performance with traditional knowledge distillation techniques. We experiment with various \( S_{KD} \), i.e., different combinations of distilled layers. In the implementation, we exploit \( \ell_1 \) distance as \( \mathcal{L}_{inter} \) and channel multiplier as 1/2. The results of imitating teacher generator/discriminator in the feature map space or the output space are presented in Table 6.

By Table 6 directly exploiting “G-inter”, “D-inter”, and “D-out” to distill the knowledge of teacher StyleGAN2 into student StyleGAN2 on FFHQ is inferior to DGL-GAN and “Baseline” with the same channel multiplier 1/2, illustrating that simply enforcing the student generator/discriminator to imitate the teacher generator/discriminator in the feature space or the output space is not feasible.

We analyze the phenomenon that traditional knowledge distillation techniques do not work on vanilla GANs from two perspectives. First, regarding “G-inter”, as we illustrated in the difficulty b in Section 1, the individual input of the generator lacks ground truth. As an unsupervised task, the ground truth for the generator is the distribution of a real dataset, while for an individual input of the generator, there is no definition of ground truth. Given a sampled latent code \( z \) to be sent to the generator, it is not essential for a generator to produce a certain image, e.g., a young girl. Observing the formulation of “G-inter”, with the same latent code \( z \), minimizing the distance of intermediate features between \( G \) and \( \mathcal{T} \) sets a ground truth for \( G \), which is meaningless. Thus, for noise-to-image vanilla GANs, optimizing the student generator \( G \) towards imitating the teacher generator \( \mathcal{T} \) is infeasible. Second, regarding “D-inter” and “D-out”, they transfer the knowledge from \( \mathcal{T} \) to \( D \). However, compared with DGL-GAN, which directly transfers the knowledge from \( \mathcal{T} \) to \( G \) via term \( \text{Adv}(G, \mathcal{T}) \), “D-inter” and “D-out” are less straight forward, i.e., \( \mathcal{T} \rightarrow D \rightarrow G \) vs \( \mathcal{T} \rightarrow G \). Thus, “D-inter” and “D-out” are inferior to DGL-GAN.

Further, we plot the curves of \( \mathcal{L}_{inter}(G, \mathcal{T}) \) and \( \mathcal{L}_{inter}(D, \mathcal{T}) \) in Fig. 10. Obviously, in contrast to \( \mathcal{L}_{inter}(D, \mathcal{T}) \), \( \mathcal{L}_{inter}(G, \mathcal{T}) \) hardly decreases, indicating the difficulty of optimizing \( \mathcal{L}_{inter}(G, \mathcal{T}) \) and coinciding with our inspection that the generator lacks ground truth for an individual input.

Learn from \( \mathcal{T} \) via adversarial objective function. To verify that only transferring the knowledge of the teacher discriminator \( \mathcal{T} \) is effective, we design two alternative models. First, we transfer the knowledge of the teacher generator \( \mathcal{T} \) via the adversarial objective function, shown as

\[
\min_G \max_D \text{Adv}(G, D) + \lambda \text{Adv}(\mathcal{T}, D), \quad (19)
\]

which is denoted as Generator Guided Learning for GAN compression (GGL-GAN).

In addition, we transfer the knowledge of both teacher generator \( \mathcal{T} \) and teacher discriminator \( \mathcal{T} \) to student GAN simultaneously as

\[
\min_G \max_D \text{Adv}(G, D) + \lambda \text{Adv}(\mathcal{T}, D) + \lambda \text{Adv}(G, \mathcal{T}), \quad (20)
\]

which is denoted as Generator Discriminator Guided Learning for GAN compression (GDGL-GAN).

We train the student StyleGAN2 on FFHQ with channel multiplier 1/2 via the objective function Eq. (24) or Eq. (25) with the similar training techniques for DGL-GAN and report the results in Table 7. In Table 7 both GGL-GAN and GDGL-GAN show inferior results, compared with DGL-GAN. The performance of GGL-GAN is inferior to those of “Baseline” and GDGL-GAN, demonstrating that the regularization term \( \text{Adv}(G, D) \) hampers the performance of student GANs and the regularization term \( \text{Adv}(G, \mathcal{T}) \) facilitates the performance of student GANs. Overall, DGL-GAN shows the best performance over three settings of compression methods.

In GGL-GAN, the optimal formulation \( D^* \) is affected by the term \( \text{Adv}(\mathcal{T}, D) \), changing from \( D^* = p_d/\lambda \) to \( D^* = p_d/p_d + p_g + \lambda \mathcal{T}_r \). Thus, the knowledge of the teacher generator \( \mathcal{T} \) is transferred properly, and the term \( \text{Adv}(G, D) \) even hurts the performance of the student generator \( G \). More details can be found in the supplementary material.

Training from scratch. In Algorithm 1, student GANs are firstly trained under the original objective function Eq. (2) and then trained under DGL-GAN objective function Eq. (4), which is viewed as a two-stage strategy to find a good initial point for the optimization of DGL-GAN. To validate
TABLE 8: The ablation study of “from scratch”.

| Name                  | Ch-Mul | Params | kimg | FID      |
|-----------------------|--------|--------|------|----------|
| DGL-GAN               | 1/2    | 11.08M | 30000| 3.37     |
| from scratch          |        |        |      | 3.72     |

TABLE 9: The results of gradual distillation with channel multiplier 1/4.

| Name                  | CH-Mul | kimg | FID   |
|-----------------------|--------|------|-------|
| Baseline              | 1/4    | 60000| 5.20  |
| DGL-GAN               |        |      | 4.95  |
| DGL-GAN + gradual     |        |      | 5.21  |

the effectiveness of Algorithm 1, we train DGL-GAN from scratch on FFHQ, denoted as “from scratch”.

The results of “from scratch” are presented in Table 8. The performance of “from scratch” is inferior to that of DGL-GAN, illustrating the importance of a good initial point for training DGL-GAN. On the other hand, the teacher discriminator aims to distinguish two distributions with low divergence, i.e., \( p_g \) and \( p_{\text{data}} \). The fake data distribution \( p_g \) in the beginning stage of training is far from \( p_{\text{data}} \). It is meaningless to exploit \( D \) to distinguish \( p_g \) in the beginning.

Overall, we exploit the two-stage training strategy in Algorithm 1 for two reasons. First, the two-stage training strategy can find a good initial point for DGL-GAN and facilitate the performance of \( G \). Second, the unstable training behavior can be circumvented with two-stage training behavior.

Gradual distillation. Slimmable GAN [18] exploits gradual distillation to transfer the knowledge from teacher models to student models gradually. To validate gradual distillation on DGL-GAN, we conduct experiments with channel multiplier 1/4, where \( D \) is the pretrained discriminator in DGL-GAN with channel multiplier 1/2, instead of the pretrained discriminator in original StyleGAN2. Thus, the knowledge is gradually transferred, i.e., original StyleGAN2 \( \rightarrow \) DGL-GAN with channel multiplier 1/2 \( \rightarrow \) DGL-GAN with channel multiplier 1/4. The results of gradual distillation are reported in Tab. 9.

In Tab. 9, DGL-GAN with gradual distillation shows inferior performance compared with DGL-GAN and baseline, demonstrating that the formulation of DGL-GAN requires a teacher discriminator \( D \) with strong capacity (e.g., the discriminator in the original StyleGAN2), rather than an “intermediate discriminator”.

4.4 Image Editing

To illustrate the quality of images generated via DGL-GAN, exploiting InterfaceGAN [65], we edit the images synthesized by the compressed model of DGL-GAN. We utilize the compressed StyleGAN2 with channel multiplier 1/4 with FID 4.75 on FFHQ and edit the synthesized images on age and gender properties. Latent space \( W \) is explored to edit images on age and gender. The images after editing are presented in Fig. 11. It can be observed in Fig. 11 that the edited image is distinct from the original image only on the property to be edited, e.g., age or gender, indicating the quality of synthesized images of DGL-GAN is acceptable and the smoothness in the \( W \) latent space in the compressed model of DGL-GAN. The qualitative results manifest the potential of deploying lightweight models of DGL-GAN on image editing.

5 Conclusions

DGL-GAN, a simple yet effective framework for compressing vanilla GANs, can facilitate the performance of narrow GANs via transferring the knowledge from the teacher discriminator via the adversarial objective function. To be highlighted, not confined to compressed GANs, DGL-GAN is also effective on uncompressed GANs, e.g., uncompressed StyleGAN2, and achieves state-of-the-art on a large-scale dataset FFHQ, which provides some insights about training GANs. There exists some directions to further explore. First, to further explore the impact of DGL-GAN on uncompressed GANs and analyze the reason that DGL-GAN can boost uncompressed GANs. Second, trying to obtain a more precise discriminator? Third, introducing an automatic mechanism, which can automatically determine whether to utilize the formulation of DGL-GAN, i.e., automatically setting \( T \) and \( S \) in Algorithm 1.
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APPENDIX

5.1 Experiment Details

In this section, we provide the details of our experiments. All devices exploited in our experiments are Tesla V100 GPU with 32GB memory. The metric FID we exploit calculates the distance between 50k images produced by the generator and real images, same as StyleGAN2 and BigGAN.

**Compressing StyleGAN2.** FFHQ dataset contains 70000 images, with 1024 × 1024 resolution. LSUN-church dataset contains 126227 images, with 256 × 256 resolution in training. FID is measured via calculating the distance between 50000 generated images and images in FFHQ dataset or LSUN-church dataset, respectively. On FFHQ and LSUN-church, the learning rate is set to 0.002 for both the generator and the discriminator, and β0 and β1 of Adam optimizer are set to 0.0 and 0.99, respectively. The minibatch size of FFHQ and LSUN-church is 32. On FFHQ, the compressed StyleGAN2 is trained on 4 GPU devices. On LSUN-church, compressed StyleGAN2 is trained on 4 GPU devices. Other settings of training remain the same as original StyleGAN2. For FFHQ, we exploit the teacher discriminator \( \overline{D} \) released by the authors of StyleGAN2 [1]. For LSUN-church, we exploit the teacher discriminator \( \overline{D} \) trained by us, of which FID is 3.35.

**Compressing BigGAN.** ImageNet contains 1281167 images in the training dataset, 50000 images in the validation dataset, and 150000 images in the test dataset. We use the training dataset to compress BigGAN. FID is measured via calculating the distance between 50000 generated images and images in the training dataset, where Inception-v3 network in PyTorch is exploited. Specifically, for the two-stage training strategy, \( T \) is set to 100000 and \( S \) is uncertain. We train stage-II of DGL-GAN until the model diverges, as well as “Baseline”. During the training process, the minibatch size is 256, while the other settings remain the same as original BigGAN [2]. The learning rate of the generator is set to 0.0001, and the learning rate of the discriminator is set to 0.0004. \( \beta_0 \) and \( \beta_1 \) are set to 0.0 and 0.999, respectively. As for the teacher discriminator \( \overline{D} \), we exploit the discriminator model released by the authors of BigGAN [2].

5.2 Additional analysis

In this section, we proved additional analysis.

5.2.1 GGL-GAN

We consider teacher Generator Guided Learning for student GAN compression as

\[
\min_G \max_D \mathrm{Adv}(G, D) + \lambda \times \mathrm{Adv}(\overline{G}, \overline{D}),
\]

which is dubbed GGL-GAN. By taking a similar analysis for DGL-GAN, we can obtain

\[
\min \max \int p_d(x) \log(D(x)) dx + \int p_g(x) \log(1-D(x)) dx + \int \lambda \overline{D}(x) \log(1-D(x)) dx,
\]

where \( \overline{D} \) is the distribution of the fake data by teacher generator \( \overline{G} \). Then, the optimal \( D^* \) is estimated as \( D^*(x) = p_d(x)/(p_d(x) + p_g(x) + \lambda \overline{D}(x)) \). Substituting \( D^*(x) \) into the above minimax problem, we obtain the following minimization problem of \( G \),

\[
\min_{p_g} \int p_d(x) \log \left( \frac{p_d(x)}{p_d(x) + p_g(x) + \lambda \overline{D}(x)} \right) dx + \int \left( p_g(x) + \lambda \overline{D}(x) \right) \log \left( \frac{p_g(x) + \lambda \overline{D}(x)}{p_d(x) + p_g(x) + \lambda \overline{D}(x)} \right) dx.
\]

Combining the definition of Kullback–Leibler divergence, the optimization of \( G \) can be further simplified as,

\[
\min_{p_g} KL \left[ \frac{p_d + p_g + \lambda \overline{D}}{2 + \lambda} \right] + (1 + \lambda) KL \left[ \frac{p_d + \lambda \overline{D}}{1 + \lambda} \parallel \frac{p_d + p_g + \lambda \overline{D}}{2 + \lambda} \right],
\]

where we discard the constant term. The final objective function of \( G \) in GGL is totally different from that of G in original vanilla GAN. Instead of minimizing \( JSD(p_d||p_g) \), the two terms in Eq. \( 23 \) contain the mixture distribution of \( p_d, p_g, \) and \( \overline{D} \), which will affect the optimization of \( p_g \) and cannot decrease the divergence of \( p_g \) and \( p_d \) effectively.

5.3 Additional results

We present some additional results in this section.

5.3.1 Learn from \( \overline{G} \) via adversarial objective function.

Similar to DGL-GAN, learning from \( \overline{G} \) via the adversarial function can be written as

\[
\min_G \max_D \mathrm{Adv}(G, D) + \lambda \mathrm{Adv}(\overline{G}, \overline{D}),
\]

which is denoted as Generator Guided Learning for GAN compression (GGL-GAN).

In addition, we transfer the knowledge of both teacher generator \( \overline{G} \) and teacher discriminator \( \overline{D} \) to student GAN simultaneously as

\[
\min_G \max_D \mathrm{Adv}(G, D) + \lambda \mathrm{Adv}(\overline{G}, \overline{D}) + \lambda \mathrm{Adv}(G, D),
\]

To illuminate the impact of \( \mathrm{Adv}(G, D) \) and \( \mathrm{Adv}(\overline{G}, D) \), the curves of \( \mathrm{Adv}(G, D) \) (i.e., \(-\log(\overline{D}(G(z)))\)) in the non-saturating loss) and \( \mathrm{Adv}(G, D) \) (i.e., \(\log(1 - D(\overline{G}(z)))\)) in
the non-saturating loss) in DGL-GAN, GGL-GAN, and GDGL-GAN are plotted in Figure 16. In Figure 16, the term $\text{Adv}(G, D)$ in GGL-GAN and GDGL-GAN shows the tendency of increasing, indicating the student discriminator $D$ is optimized towards distinguishing the fake samples produced by the teacher generator $G$. However, the term $\text{Adv}(G, D)$ in GDGL-GAN almost keeps unchanging during training, rather than decreasing. The phenomenon on term $\text{Adv}(G, D)$ in GDGL-GAN indicates that $D$ is much easier to be optimized via $\text{Adv}(G, D)$ than $G$ when combining both terms like Eq. (25).

5.4 Generated samples

Figure 12 shows the human faces with resolution $1024 \times 1024$ generated by original StyleGAN2 and DGL-GAN with channel multiplier $1/2$, respectively. With the same $z$, the generated faces of original StyleGAN2 and DGL-GAN share similar visual quality. We also utilize StyleGAN2 and DGL-GAN to generate style-mixing images, which are produced via interpolating between the intermediate latent $W$ of two source images, shown in Figure 13 and Figure 14, respectively. The style-mixing images of DGL-GAN show comparable visual quality with original StyleGAN2. Further, Figure 15 presents the interpolation images generated by original Big-
GAN and DGL-GAN with channel multiplier 1/2, where the visual quality of images of BigGAN and DGL-GAN is similar, illustrating that DGL-GAN with the channel multiplier 1/2 can even achieve the comparable performance from both quantitative perspective and qualitative perspective.
Fig. 13: The generated images of original StyleGAN2. We obtain the images via mixing the intermediate latent $W$ of two source images, i.e., Source A and Source B.
Fig. 14: The generated images of DGL-GAN with channel multiplier $1/2$. We obtain the images via mixing the intermediate latent $W$ of two source images, i.e., Source A and Source B.
Fig. 15: The generated images of BigGAN and DGL-GAN with channel multiplier 1/2, obtained via interpolating between $Y_1$ and $Y_2$ (label) or between $Z_1$ and $Z_2$ (noise).