Balance the Energy Consumption of Geographic Hashing Location Service in Wireless Sensor and Actor Networks

Abstract—Location service is an efficient solution to handle actor mobility in wireless sensor and actor networks. Geographic hashing location service (GHLS) is a flat hashing-based protocol which has better energy efficiency than other location service protocols. Nevertheless, GHLS suffers from unbalanced energy consumption due to the fixed hashed region. In this paper, we propose a new protocol termed as GHLS-R2 to achieve load balance in two aspects: location server rotation and energy-aware geographic routing. Simulation results show that GHLS-R2 protocol can effectively balance the energy consumption, and hence prolong the network lifetime significantly.
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1 Introduction

In recent years, wireless sensor and actor networks (WSAN) [1] become popular in applications due to their low cost and easy deployment. The static sensor nodes can be used to monitor the event of interests [2], [3], while the mobile actors move in the network area to collect data from sensor nodes and then deal with the events. However, the location information of the mobile actors is always unavailable for the sensor nodes due to the actor mobility. Thus, how to send the event report to the mobile actor is a significant issue.

To solve this problem, a popular solution is location service [4-6]. In location service, the mobile actors should send update packets to a set of nodes called location servers. The update packets contain the actors’ latest location. When the event is detected, the source node, whose location is close to the locale of the event, sends query packets to the location servers to obtain the actor’s location. Then the event report can be delivered to the actor by using the geographic routing [7].

Some research works have proposed different algorithms to select location servers, such as XYLS [8], GLS [9] and GHLS [4]. XYLS is a proactive location service that disseminates locations in column direction such that a query which transmits in row
direction can intersect it subsequently. GLS is a hierarchical hashing-based location service which disseminates each node’s location to $O(\log N)$ nodes. Geographic hashing location service (GHLS) is a flat hashing-based protocol. In GHLS, it hashes the node’s unique name into a location and the node whose location is closest to the hashed location is selected as location server. GHLS has been proved to have best energy efficiency than other location service protocols.

GHLS is originally designed for mobile ad-hoc networks, thus the location server for each mobile node is hashed into a fixed region. However, in WSAN, the sensor nodes are fixed to monitor the area. In this case, the location server is fixed along the whole network lifetime, thus the unbalanced energy consumption becomes a critical issue.

In this paper, we study the unbalanced energy consumption of GHLS in WSAN. Then we propose an improved protocol named GHLS-R² to balance the energy consumption and prolong the network lifetime. The major contributions of this paper are given as follows.

- The numerical analysis is provided to study the unbalanced energy consumption of GHLS. The simulation results show that less than 2% energy is consumed when the first dead node appears. The reason is that the location server consumes much more energy than other nodes. The results motivate us to propose GHLS-R² to balance the energy consumption.
- The location server rotation is proposed in GHLS-R² to balance the overwhelming energy consumption around the location server. The rotation period is also studied to improve energy efficiency.
- GHLS-R² adopts the energy-aware Greedy-Face-Greedy (GFG) routing which considers both geographic distance and residual energy in the routing decision, and thus balances the energy consumption in the data transmission process.
- Simulations are executed to prove that both location server rotation and energy-aware GFG routing is helpful to balance the energy consumption, thus GHLS-R² can improve the network lifetime significantly.

The rest of this paper is organized as follows. Section 2 provides a brief introduction of related works. Section 3 introduces the network model, GHLS protocol and the problem addressed in this paper. The details of GHLS-R² protocol are given in Section 4. Section 5 shows the simulation results to prove the efficiency of GHLS-R². Section 6 makes the conclusion of this paper.

2 Related Works

In this section, a brief survey is provided to introduce the related works of location service algorithms. The main idea of location service is to use the location information, which can be obtained by GPS or localization technologies [10], for mobility management in the wireless sensor and actor networks. In location service, the actor has to periodically update its location to several sensor nodes which are defined as location servers. When a sensor node needs to transmit a packet to the actor, it has to
query the recorded location of the actor from location servers, then the geographic routing can be used for data transmission to the actor.

According to the schemes of location server selection, location service algorithms can be further divided into quorum-based and home-based algorithms [11]. The rest of this section is organized in these two aspects.

XYLS (column-row location service) [8] is a typical quorum-based location service. In XYLS, the location update packet is forwarded to a vertical area, while the location query packet has to be transmitted to a horizontal area. The intersection of these two areas becomes a rendezvous area where the query is guaranteed to be satisfied. Many location service algorithms are developed based on XYLS, such as the works in [12], [13]. In MLS (Mobility strategy-based Location Service) [12], the mobility strategy of the actor is contained in the update packet, such that the location update period can be greatly reduced. TLS (Trail-based Location Service) [13] exploits the trail of the actor to improve the reliability and the energy efficiency of the quorum-based location service. On the other hand, some works change the shape of the quorum. The Local Update-based Routing Protocol (LURP) [14] is proposed to constrain the location update in a local area, and the area is built according to the actor mobility. The performance is further improved by ALURP [15] in which the actor can adjust its location update range adaptively. The authors in [16] adopt quorum-based schemes to real irregular fields with voids as well as non-rectangular shapes and propose an energy-balanced location service scheme.

The home-based location service uses a public hash function to select location servers [4], [5]. The ID of the mobile actor is the input to the hash function, and the output can be either the ID or the geographic location of the location server. The paper [17] compares the performance of the HLS (Hierarchical Location Service) and GLS (Grid Location Service) [5] coupled to the GPSR (Greedy Perimeter Stateless Routing) algorithm. It presents the efficiency and the scalability performance study of both GLS and HLS, and analyzes their applicable scenes respectively. The LBDD (Line-based data dissemination) [18] uses a virtual vertical line or strip area constructed in the central field of the network which can divide the whole network into two equal parts. The source transmits the data packet towards the virtual area. When the actor requests event reports, it also sends a query to this rendezvous area. Then it travels linearly until it encounters the node storing the packets. The paper [19] proposes the DRSS protocol (Directional Routing and Scheduling Scheme) where the source should forward the event packets to a predetermined rendezvous area. The event packets are stored in the rendezvous area until a mobile actor moves nearby to collect them.

GHLS [4] uses geographic hashing to map the location server, which is denoted as $S$ to a geographic location $H(S)$. Each node is assigned a single location server, by hashing the node’s unique name into a location in the geographic area, and designating the node whose location is currently closest to the hashed location as the node’s location server. GHLS has been proved to be a reasonable solution for location service due to its efficiency and simplicity. GHLS is originally proposed for mobile ad-hoc networks, where most nodes are mobile. However, in wireless sensor and actor networks, most sensor nodes are static and with limited energy, thus the energy bal-
ance becomes an important problem. The details and problems of GHLS are introduced in Section 3.

Compared with related works, the GHLS-R^2 protocol proposed in this paper distinguishes them in the following aspects:

- GHLS-R^2 uses location server rotation to balance the overwhelming energy consumption near the location server.
- GHLS-R^2 uses energy-aware Greedy-Face-Greedy (GFG) routing to balance the energy consumption in the data transmission process.
- This paper makes in-depth study about the parameters setting including the rotation period and the routing factor.

3 Preliminaries

This section firstly introduces the network model considered in this paper. Then we introduce the GHLS protocol, and study its problems that motivates the works of this paper.

3.1 Network model

In this paper, the wireless sensor and actor network is assumed to have the following properties:

- The network which contains $N$ sensor nodes and one actor. The sensor nodes are randomly deployed in a square area whose side length is defined as $L$. The sensor nodes monitor the network area and detect the interest event.
- The actor movement follows the random waypoint model [20]. In this model, the actor chooses a destination randomly in the network area. Then, the actor moves straight to this destination with speed $v$. When the actor reaches the destination, a new destination will be chosen randomly and the actor moves to the new destination. The process repeats without pause time.
- Both sensor nodes and the actor can use GPS or localization algorithms [10], [21] to obtain their locations. Thus the geographic routing, such as GFG routing, can be used for data transmission.
- Sensor nodes are powered by batteries and have limited energy. Thus the load balance and energy efficiency are significant issues [22].
- The sensor node or actor broadcasts its data packet with limited transmission range ($R$), and the network is ensured to be connected with $R$ [23], [24]

3.2 Geographic hashing location service (GHLS)

Geographic hashing location service (GHLS) is a flat hashing-based location service which uses hash function to build a home region [4] that contains location servers. The mobile actor has to periodically forward an update packet, which contains its
latest location, to the location server. On the other hand, when an event of interest is detected, the source node firstly sends a location query packet to the location server to obtain the actor’s location and then transmits the event report to the mobile actor. The details of GHLS are given as follows.

**Selecting home region:** Home region locates at the center of network area. The size of the home region is changed by a scaling factor $K$, where $K$ is the ratio of the home region area to the network area. When $K = 0$, the home region is the geographic center point of the network area. When $K = 1$, the home region is the whole network area.

**Selecting location server:** The location server is determined by a geographic hash function. The hash function can hash the actor’s unique name into a location in home region. Then the sensor node, whose location is currently closest to the hashed location, is selected as location server. The unique name can be IP address or MAC address.

**Location update:** When the location server is determined, the actor sends update packet, which contains its latest location, to the location server in every update period.

**Data transmission:** The source uses the same hash function to obtain the location of location servers. The source firstly sends the query packet to the location server and obtains the latest location of the actor. Then the event report is forwarded to the actor via geographic routing. However, due to the mobility, the location saved in location server is not exactly the actor’s location at this moment. Thus, the event report is forwarded to the last-hop node which is closest to the location saved in location server. Generally, the actor locates in the transmission range of the last-hop node.

**Geographic routing:** In GHLS, the packets can be delivered to the destination by using a geographic routing algorithm called Greedy-Face-Greedy (GFG) routing. The GFG routing runs in a greedy manner that forwards the packet to the next-hop node which is closest to the destination.

### 3.3 Unbalanced energy consumption in GHLS

GHLS has been proved to have better energy efficiency than other location service protocols when $K = 0$, i.e. the location server is fixed at the center of the network area. Since it is originally proposed for location service in mobile ad-hoc networks, it does not consider the load balance in the network. However, the load balance is very important in WSAN which has numerous sensor nodes with limited energy. Therefore, we decide to execute simulations to study the energy consumption of GHLS in WSAN.

In the simulation, we use the network lifetime and the residual energy ratio as metrics to evaluate the load balance in GHLS. The network lifetime is defined as the time when the first node dies in the network, and the residual energy ratio is defined as the ratio of residual energy to initial energy when the first dead sensor node appears. To clarify the analysis, the energy consumption is unified that one unit of energy is equal to the energy consumption for transmitting a packet with fixed transmission range $R$. The node density of the network is 0.01 node/m$^2$. The maximum transmission range $R_t$ is 60m. The velocity of the actuator node is 2m/s. The update period is 30
seconds that is dividing the maximum transmission range by the actuator velocity to ensure network connectivity. The initial energy of every node is 50 units. Moreover, the energy of the location server, denoted as $E_L$, is set as 50 and 5000 respectively. The reason for setting $E_L = 5000$ is to study the unbalanced energy consumption around the location server. For sensor nodes expect the location server, their energies are set as 50. The simulation program is implemented in Matlab, and each experiment is carried out 50 times to obtain the statistical results.

Fig.1 shows that the network lifetime is extremely low due to the heavy traffic load of location updates and queries on the location server. The results given in Fig.2 show that more than 98.9% energy is left in the network when the first dead node appears. The major reason is that the hashed region is fixed in GHLS, which leads to the fixed location server in WSAN.

On the other hand, as shown in Fig.1, increasing the energy of the location server is helpful to improve the network lifetime. However, the energy consumption is still severely unbalanced. Fig.2 shows that more than 95.6% energy is left when the first dead node appears. It is because the sensor nodes around the location server still suffer from the heavy traffic load. This result indicates that simply considering the energy consumption of the location server is insufficient to solve the problem.

![Fig. 1. The network lifetime with different network area](image)

The simulation results given above prove that the energy consumption of GHLS is severely unbalanced in WSAN. It motivates us to propose an improved protocol based on GHLS to balance the energy consumption. The details are given in the next section.
4 GHLS-R$^2$ Protocol

In this paper, we propose a protocol named GHLS-R$^2$ to balance the energy consumption of GHLS in WSAN. GHLS-R$^2$ balances the energy consumption in two aspects: At first, the location server has to rotate periodically in the network to balance the energy consumption. In addition, the energy-aware GFG routing is proposed to avoid selecting nodes with low energy during the routing process.

The framework of GHLS-R$^2$ is developed based on GHLS, thus the schemes of location update and data transmission in GHLS-R$^2$ are the same as the schemes in GHLS. Please refer to Section 3.2 for details. In the rest of this section, we will introduce the details of location server rotation and energy-aware GFG routing in GHLS-R$^2$.

4.1 Location server rotation

The fixed location server is the most significant factor that generates unbalanced energy consumption in GHLS. Thus, in GHLS-R$^2$, we propose that the location server has to rotate every period based on a random hash function,

$$H = f(A, t)$$  \hspace{1cm} (1)

Where $H$ denotes the coordinates of the hashed location, $A$ is the ID of the mobile actor and $t$ denotes the current time slot. The location server is the sensor node which
is closest to the hashed location. Every node should have the same random seed, such that the location update and location query packets can be forwarded to the same location server.

The rotation of location server is divided in periods, which is controlled by the rotation period $T_r$.

$$T_r = z \times T_u$$

(2)

Where $T_u$ is the location update period and $s$ is a factor to control the value of $T_r$. The impact of $T_u$ will be analyzed in Section 5.1. It is worthy to note that, the actor has only one location server during every period. Thus, when a new node has been selected as the location server, the old one should retire to be a common node.

### 4.2 Energy-aware GFG routing

GHLS uses GFG routing to transmit data based on geographic location. The GFG routing is a greedy algorithm that selects the next-hop node whose location is currently closest to the destination in transmission range $R_t$. However, the node that is closest to the destination may have low residual energy, while the nodes around it still have sufficient energy. Based on this observation, the energy-aware GFG routing is proposed for load balance.

Consider a node $i$ that has to forward the data by the energy-aware GFG routing, the set of nodes that locate within the transmission range $R_t$ of node $i$ is defined as its neighbors $N(i)$. The distance from node $i$ to the destination $k$ is defined as $d(i, k)$. Then we can define the set of its neighbor nodes whose location is closer to the destination as $N_+(i)$, and the average residual energy of $N_+(i)$ can be defined as $E_{r+}(i)$

$$E_{r+}(i) = \frac{\sum_{j \in N_+(i)} E_r(j)}{|N_+(i)|} \quad j \in N_+(i)$$

(3)

Where $n(i)$ is the number of the nodes in $N(i)$ and $E_r(i)$ is the residual energy of the node $j$. Due to the broadcasting nature of wireless communication, each node can obtain $E_{r+}$ by overhearing the data transmission. Then we define a variable named $E_g$.

$$E_g(i) = g \times E_{r+}(i)$$

(4)

Where $g$ is a factor to control the impact of $E_{r+}(i)$, and $g$ should be set between 0 and 1.

In the energy-aware GFG routing, the next-hop of node $i$ should be selected from $N_+(i)$ to ensure the convergence of the algorithm. Moreover, in order to balance the energy consumption, the residual energy of the next-hop node $j$ should be larger than $E_g$, i.e. $E_r(j) > E_g$. At last, in the nodes that satisfy the conditions given above, the node with the minimum $d(i, k)$ is selected as the next-hop node. This condition en-
ensures the efficiency of the transmission path. To sum up, the selected next-hop node $nx$ should satisfy the condition that,

$$d(nx, k) = \min \{d(i, k) \}, i \in N_s(i), E_r(i) \geq E_g$$

The energy-aware GFG routing avoids selecting the low residual energy node as a relay in the routing path, and hence balances the energy consumption. How to determine the value of $g$ will be further discussed in Section 5.2.

5 Simulation Results

In this section, we evaluate the performance of GHLS-R$^2$ via simulations. We use the network lifetime and residual energy ratio to evaluate the energy efficiency of the protocols. The network lifetime is defined as the time when the first node dies in the network. The residual energy ratio is defined as the ratio of residual energy to initial energy when the first node dies in the network.

The node density of the network is 0.01 node/m$^2$. The maximum transmission range $R_t$ is 60m. The velocity of the actuator node is 2m/s. The update period is 30 seconds that is dividing the maximum transmission range by the actuator velocity to ensure network connectivity. The initial energy of every node is 50 units. The energy unit is defined as the energy consumed for broadcasting a unit packet in $R_t$. The events are generated with a fixed period 60s. The parameters setting for the simulation are summarized in Table 1.

| Parameter                       | Value       |
|---------------------------------|-------------|
| Scaling factor of GHLS ($K$)    | 0           |
| Initial energy of sensor nodes ($E_s$) | 50          |
| Side length of network area ($L$) | 100 - 400   |
| Node density of network         | 0.01 node/m$^2$ |
| Transmission range ($R_t$)      | 60m         |
| Event generation period         | 60s         |
| Update period ($T_u$)           | 30s         |
| Velocity of the actor ($v$)     | 2m/s        |

We firstly evaluate the impact of location server rotation and energy-aware GFG routing on the network lifetime and residual energy ratio, and then derive the guideline of setting the parameters in GHLS-R$^2$. After that, we compare the performance of GHLS-R$^2$ with that of GHLS to prove the efficiency of GHLS-R$^2$. The simulations are implemented in Matlab, and each experiment is performed 50 times to obtain statistical results.
5.1 Impacts of rotation period

In this section, we investigate the impact of rotation period. The rotation period is prolonged when $s$ in Eqn.2 grows. The scaling factor $s$ varies from 1 to 20. The network area varies from $200\times200m^2$ to $300\times300m^2$. The results are given in Fig. 3 and 4.

![Fig. 3. The network lifetime with different rotation parameter $s$](image)

![Fig. 4. The residual energy ratio with different rotation parameter $s$](image)
Fig. 3 and Fig. 4 show that the rotation period has significant effects on network lifetime and residual energy ratio. As shown in Fig. 3, the network lifetime decreases when the $s$ grows. When $s = 1$, the network lifetime is longest. When the network area is $300 \times 300 m^2$ and $s = 1$, the maximum network lifetime reaches up to $152408.4 s$. Moreover, as shown in Fig. 4, when $s = 1$, the residual energy ratio is lowest. The residual energy ratio is $14.32\%$ when the network area is $300 \times 300 m^2$ and $s = 1$. The reason is that when the rotation period is prolonged, the selected nodes work as location server for a longer time. The location server consumes much more energy than other nodes in the rotation period. Hence, the energy consumption is more unbalanced when the rotation period grows.

As shown in the results, the network has longest lifetime and lowest residual energy ratio when $s = 1$. Therefore, in the following simulations, the $s$ is determined as 1.

5.2 Impacts of energy-aware GFG routing

In this section, the simulations are used to evaluate the impact of the energy-aware GFG routing. In the energy aware GFG routing, the value of $E_g$ in Eqn. 4 is determined by the scaling factor $g$. It represents the importance of residual energy in the routing decision, and it should be no larger than 1 to guarantee that the next-hop node can be found. In the simulations, the scaling factor $g$ varies from 0 to 1, and the network area grows from $200 \times 200 m^2$ to $300 \times 300 m^2$. Fig. 5 and 6 give the simulation results.

![Fig. 5. The lifetime with different routing parameter $g$.](http://www.i-joe.org)
Fig. 6. The residual energy ratio with different routing parameter $g$

As shown in Fig.5, the network lifetime reaches maximum when $g=0.95$. On the other hand, Fig.6 shows that the residual energy ratio is lowest when $g = 1$. These results show that increasing the factor $g$ is helpful to balance the energy consumption. Nevertheless, the cost is the energy efficiency of the transmission path. When $g > 0.95$, the cost exceeds the benefits, which results in the reduction of network lifetime.

Moreover, we also execute simulations to study the joint effect of the rotation parameter $s$ and the routing parameter $g$. The side length of network area is fixed at $L = 300$. The rotation parameter $s$ grows from 1 to 5, and the routing parameter $g$ varies from 0.7 to 1. The results are given in Fig.7 and 8. It is clear to see that the network lifetime reaches maximum when $s = 1$ and $g = 0.95$. This result matches the results given in Fig.3 and 5. Therefore, we set $s = 1$ and $g = 0.95$ in the following simulations.

Fig. 7. The residual energy ratio with different $g$ and $s$
5.3 Network lifetime comparison

In this section, the performance of GHLS-R\(^2\) is compared with that of GHLS to prove its efficiency. In order to evaluate the effect of location server rotation and energy-aware GFG routing respectively, we implement the GHLS-R that only adopts the location server rotation, and the GHLS-R\(^2\) that adopts both location server rotation and energy-aware GFG routing. The simulations are executed to compare the network lifetime and residual energy ratio of GHLS, GHLS-R and GHLS-R\(^2\). The simulation results are given in Fig.9 and Fig.10.
As shown in Fig.9 and Fig.10, GHLS has the lowest network lifetime which is about 3000s, and the residual energy ratio of GHLS are greater than 98%. According to the statistics of dead nodes, 100% first dead nodes are location servers which suffers from heavy traffic load. Thus, the energy consumption is severe unbalanced in GHLS.

With the help of location server rotation, GHLS-R increases the network lifetime from 18 to 23 times by comparing with GHLS. It is because, in GHLS-R, the location server rotates and more nodes become location server in turns to balance the energy consumption. However, the residual energy ratio is 80% - 86% which means a great amount of energy is wasted when the first dead nodes appears. According to the statistics of dead nodes, less than 10% dead nodes are location servers in GHLS-R.

In GHLS-R² which adds energy-aware GFG routing based on GHLS-R, the network lifetime is 1.2 to 3 times longer than that of GHLS-R. Moreover, the residual energy ratio reduces to a reasonable level at 13% - 24%. Compared with GHLS-R, this result proves the importance of energy-aware GFG routing for balancing the energy consumption. Moreover, as shown in Fig.9 and Fig.10, the advantages of GHLS-R² are bigger in a larger network area which proves that GHLS-R² improves the scalability in WSAN.
6 Conclusion

In this paper, we study the unbalanced energy consumption of GHLS in WSAN, and then propose an improved protocol named GHLS-R2 to achieve load balance. In GHLS-R2, the location server rotation and the energy-aware GFG routing effectively balance the energy consumption and hence prolong the network lifetime. The simulation results prove the efficiency of GHLS-R2.
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