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Abstract: The team’s cognitive behavior plays a crucial role in dealing with accidents at nuclear power plants. Herein, the main behaviors of reactor operators and coordinators in performing accident management were analyzed in executing a state-oriented procedure. According to these cognitive behavioral characteristics, we established cognitive behavioral models of accident management procedures. After that, a cognitive behavioral model was established for the team in the main control room of the nuclear power plant based on the two models, which is expected to provide support to the optimization of a corresponding Human Reliability Analysis model.
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1. Introduction

In the field of nuclear power plant safety, data have been published that indicate that 50–70% of system failures in a nuclear power plant are induced by human error [1,2]. With the continuous increase in the reliability of the equipment (hardware and software), human errors are becoming one of the major accident sources in nuclear power plant systems.

Probabilistic Risk Analysis (PRA) is becoming a more and more important tool in high-risk domains such as nuclear power. As an essential component of PRA, the methodology of Human Reliability Analysis (HRA), which is characterized by limitations and incompleteness, fails to reflect the change in the environment that an operator is subject to [3–6]. This, in turn, strongly prevents the development and application of PRA. Hence, improving the HRA methodology through research and development so that the reliability of human factors can be better simulated and quantified in PRA has become a common concern and an urgent issue in PRA and even in the risk management field.

Nanoscience breakthroughs in almost every field of science and nanotechnologies make life easier. Nanoscience is one of the most promising technologies and mainly studies structures and molecules on the scale of nanometers [7]. Currently, nanotechnology has made a significant breakthrough involving structures, devices, and systems due to the novel properties and functions of nanomaterials [8]. Generally, nanoscience theory can effectively guide the technology’s application by observing, manipulating, assembling, and manufacturing matter at the nanometer scale, including in a wide range of fields from chemistry, physics, and biology to medicine, engineering, and electronics. HRA originated in the 1950s, and two generations of HRA methodology have been developed [9–13]. The first generation was developed from the 1960s to the early 1980s, mainly including investigations on human error theory and classification, data collection and arrangement.
for human reliability studies, as well as the development of prediction methods for human error probability statistics analysis based on expert judgments. At this stage, the basis of the HRA model was human behavioral theory, i.e., looking into human output behavior without investigating inner cognitive behavioral processes. In these kinds of models, humans were dealt with similarly to how machines were handled [14–17].

Since the Three Mile Island accident, it has been realized that the interaction between humans and systems in the operation of nuclear power plants (especially in accident events) is vital to the alleviation or deterioration of the accident’s risk of occurrence. Therefore, the new stage of investigation of HRA is characterized by a research focus on the combination of cognitive psychology and human cognitive reliability models, as well as an emphasis on the significance of the effect of situational environments on human cognitive reliability [18–22]. The second generation of HRA models began to explore the intrinsic processes of human behaviors. However, this consideration focuses on the overall cognitive process instead of cognitive behavioral processes in detail. Moreover, the models are rough and rely excessively on expert judgments, so that the results of the analyses cannot provide practical suggestions on the improvement of power plant safety [23–34].

The former two generations of HRA methodology are limited in terms of individual behavior reliability analysis. The team is rarely considered or merely regarded as a performance-shaping factor, which cannot represent the structural features of a team. In addition, after the Three Mile Island accident, state-oriented procedures (SOPs) based on the physical state of the power plant became more prevalent in nuclear power plants. Although SOPs overcome deficits such as dealing with only a single accident and the impossibility of correcting a human error when using EOP, new issues have arisen in practice, such as weaker concentrations on a single expected accident, too many pages for one procedure, and too many directive points that affect the execution efficiency. In the present work, a team cognitive behavioral model based on a SOP is established that provides support for further optimization of HRA based on an analysis of the behavior of staff who adopt SOPs in the main control room of nuclear power plants.

2. Experiment

2.1. Introduction to the SOP

Domestically, the Lingdong nuclear power plant was the first one to adopt a SOP. The control flow chart of the SOP is shown in Figure 1. When an accident occurs in a power plant system, an operator in a digital main control room acts upon the alarm and follows the SOP to deal with the accident. After entering the SOP, the operator first confirms automatic actions according to the Document of Orientation and Stabilization (DOS). Then, they monitor key parameters of the power plant to determine the unit’s physical state to determine the proper ECPi (Primary State-Oriented Operation), consisting of ECP1–ECP4, to alleviate the accident’s influence. After that, through the initial guidance of the ECP, the operator enters the run sequence, and the proper operation in the run sequence returns the unit to a stable state.
2.2. Human Cognitive Behavioral Process

The operator in the main control room monitors and controls the system through a human–machine interface. When the system state is in an exception, the exception’s situation is conveyed through sensors and displayed on monitors. The operator may access power plant parameter information via a display system of the human–machine interface and evaluate the system’s current state. Then, based on the evaluation, the exception’s situation can be determined, and the operational procedure and path can be accordingly selected. Finally, a control response task is executed.

Hence, the essence of the cognitive behavioral process of the operator after an accident is characterized by four stages: monitoring, state evaluation, response plan, and operation [35] (Figure 2).
The tasks of the four stages are defined as follows:

Monitoring: the behavior of acquiring information from the environment, including examining whether the system is working correctly and identifying changes. For example, observation of system parameters, graphs and alarms on computer screens, and control panels and acquisition of oral reports from operators of other zones in the power plant.

State evaluation (also known as scenario evaluation): this represents the operator’s behavior evaluating the information acquired by monitoring and judging whether the system’s current state is classified as acceptable or exceptional. State evaluation contains two relevant concepts: the state and mental models. The state model is the operator’s understanding of a specific state and is updated upon receiving new information. The mental model is established through education, system training, and long-term operation experience, remains in long-term memory based on knowledge, and builds up operators’ internal representations of the physics, functional features, and existing operations of the power plant system.

Response plan: the corresponding strategy/scheme about the evaluated state drawn up by the operator. Generally, the response plan contains two sub-stages: the operator’s confirmation of the target state that the system should achieve according to one’s own mental/state model and the selection of the strategy that will achieve the target state. In this respect, the operator evaluates multiple strategy candidates for accident management and chooses the most suitable strategy for the current state model.

Operation: execution of the strategy/action in the response plan. For instance, choosing and controlling devices or coordinating with operators of other zones in the power plant who are in charge of controlling devices.

In this paper, staff behavior in the central control room is modeled based on the staff’s cognitive behavioral process stages.

3. Results and Conclusions

The key members in charge of accident management after an accident occurs are the reactor operator (RO1), the secondary circuit operator (RO2), and the coordinator (US). The two operators execute specific diagnoses and operations for the accident, while the US is the field director of accident management. Therefore, the team in the present work contains these three main members.

3.1. Operator Behavior

In the main control room of nuclear power plants based on a SOP, RO1 is responsible for the diagnosis, decisions, and operation of the relevant systems of primary coolant circuits for the specific accident, while RO2 assists RO1 with control operations. In this section, RO1’s behavior is analyzed.

From Section 2.1, when the operator executes SOP procedures for accident management, prior to the execution of a sequence, the diagnosis for downgrading the state level in the DOS is a must, and a proper ECPI is selected to achieve this operation. At the initial orientation stage of ECPI, the operator decides on the priority classification for functional objectives through an observation process and selects the operation sequence (strategy) for achieving the most preferred functional objectives. After selecting a strategy, the operator needs to execute specific operations in sequence. Upon finishing the operation, the diagnosis of the next round is executed.

Thus, the accident management process of the operator includes three main phases: diagnosis, decision, and operation (Figure 3). Each of the phases is analyzed in Figure 3.
3.1.1. Diagnosis Phase

In the diagnosis phase, the operator needs to continuously acquire information on the main parameters of the power plant to achieve the downgrading of the level of the current functional state. Therefore, the diagnosis phase corresponds to the combination of the two cognitive behavioral processes “monitoring + state evaluation”, where “monitoring” is the external perspective and “state evaluation” is the internal perspective.

After an accident, RO1 enters the DOS diagnosis program based on the DOS alarm signal or other criteria, monitors the states of the main devices of the unit in the DOS, determines the downgraded level of the state corresponding to the main parameters related to the six state functions, and follows the guidance of the corresponding accident management program ECPI based on the desirable downgraded level of state (or directly decides the DOS).

By analyzing the cognitive process of the operator, it can be seen that when the state of the system changes, the operator needs to observe/monitor the state of/change some system parameters to determine the current state level of the system. Let us assume that at time t, N parameters are provided by the system to indicate the state/change of the system. The operator observes/monitors these parameters according to the order established by the SOP and updates his/her respective state model based on the meaning of the parameters observed. For instance, when the operator observes parameter 1 at time t1, state model 1 is obtained by explaining its meaning using their mental model, which drives the operator to transition to parameter 2 at time t2. Similarly, state model 2 is obtained and drives the operator to parameter 3 at time t3; hence, state model 3 is obtained, and so on, and at time tN, parameter i is observed and state model i is obtained. As parameter observation progresses and the state model updates, the system state cognition of the operator gradually approaches the actual state of the system (or that which is regarded as actual by the operator). Finally, at time tn, the final decision on the system state is reached, based on which the operator formulates their “response plan” (Figure 4).

Hence, based upon the analysis mentioned above and the description of the cognitive process of the operator, monitoring and state evaluation are not regarded as being independent of each other. However, at the end of the interactive sequential process is the system
state confirmed by the operator. Furthermore, the “response plan” is formed according to the final “state evaluation”, i.e., the “state evaluation” is followed by the “response plan”.

By monitoring parameters and updating the state model, the system state cognition of the operator gradually approaches what the operator regards as the actual system state. At time $t_n$, the final judgment on the system state is made. What the operator regards as the actual system state may be the real system state or a false one—not real, but a misunderstanding of the operator. Therefore, an operator fault in “state evaluation” is possible. This fault has two main causes: a monitoring failure and the operator's mental model. In monitoring, the reliability of information acquisition directly influences the state model. The mental model affects how newly acquired information influences the state model.

3.1.2. Decision Phase

In the decision phase, the operator continuously acquires information on the parameters of the power plant. The priority of functional objectives is decided, the corresponding strategy is selected, and a proper response plan is established for a specific execution. Thus, the decision phase corresponds to a combination of the two cognitive behavioral processes “monitoring + response plan”. Similarly, “monitoring” is the external perspective, and “response plan” is the internal perspective.

Similar to the diagnosis phase, the operator needs to continuously acquire information to support him/herself in establishing a proper response plan in the decision phase. The difference is that the diagnosis phase mainly investigates “what event has already been induced”, i.e., the operator evaluates the current state level of the power plant according to all information on the parameters, while the decision phase investigates “what is going to be induced by the plan”.

As mentioned previously, ECP1/2/3/4 denote different downgrading levels of the state of a unit. At different downgrading levels, the priorities of functional objectives are different. Thus, when in ECPi, the operator needs to determine the priority sequence of the current functional objectives in the initial orientation program, based on which the most preferred strategy corresponding to the current state level is selected, i.e., the sequence to be executed first is selected. The optimal strategy leads to the best effect for the subsequent operation.

The cognitive process of the decision phase is similar to that of the diagnosis phase, so a detailed analysis is not presented.

3.1.3. Operation Phase

In the operation phase, the operator executes specific operational actions according to the established strategy and procedural requirements, which is the external perspective. Monitoring, state evaluation, and establishment of the response plan are done in preparation for the final response’s execution. The first three stages have no direct consequence, and only the response’s execution results in direct consequences. However, a fault in the first three stages may cause a fault in the following stage.

After decision-making, the operator enters a sequence in ECPi and implements actions according to the procedure’s instructions. Because an operation can induce a fluctuation in key parameters of the core, the relevant parameter information needs to be evaluated prior to the operation so that system fluctuations are limited when the operation achieves the state objective. For example, when high-pressure injection changes to charging, the water level of the pressurizer and the degree of subcooling of the core must be kept within a certain safety range to ensure that the pressurizer will not be emptied and a sufficiently safe degree of subcooling takes place in the core after an operation.

With a digital control system, the operator’s actions include not only the first-level tasks (opening/shutting valves, starting/stopping pumps, etc.), but also the second-level tasks (configuration of screen frames, navigation, etc.). The operator needs to complete the first-level tasks with the execution of the second-level tasks.
After executing the operations, the operator enters the next cognitive cycle round. During reorientation, the question of whether further downgrading applies to the six state functions is determined by the RANGE of ECPI (diagnosis). Then, new functional objectives for the current state are generated according to the state level of the unit after the first-round operation, new priorities are determined (decision), and the next operation is executed.

Through the above analyses, it is evident that operators' specific and intrinsic cognitive behavioral processes for accident management are correlated to each other. This relationship forms the basis on which the behavior of operators is modeled using a cognitive process (Figure 5).

![Figure 5. RO1 cognitive behavioral model.](image)

### 3.2. Coordinator Behavior

The coordinator is no longer a procedure executor. A power plant needs a coordinator to actively make cognitive judgments, whereas coordinator procedures (ECT) play a subsidiary role. The behavior is mainly based on the procedure for an operator, i.e., “if x then y”. In regular-type behaviors, “if x” is usually presumed by the operator, and then “y” is implemented. Then, the operator will not carefully justify the condition's existence, which may lead to a procedure-based fault. Hence, the coordinator has to display independent thinking, as he/she does not operate based on the procedure.

The structure of the coordinator's procedure is consistent with RO1's procedure, i.e., the coordinator must be in the same sequence as RO1 at all times and never enter the next procedure sequence before the operator does so that a possible fault induced by RO1 can be corrected.

From Figure 6, it is clear that the behavioral process of the coordinator is also divided into three phases: diagnosis, decision, and operation monitoring. The difference is that the coordinator has no specific operations compared with the operator but only monitors the results of the operator’s actions. Therefore, the whole cognitive process of the coordinator
is continuous monitoring combined with intrinsic cognition, and thus the behavior of the coordinator is modeled by the cognitive process shown in Figure 6.

Figure 6. US cognitive behavioral model.

3.3. Team Cognitive Behavioral Model

Due to the information sharing that has been realized in the main control room since its digitalization, the operator can implement accident management independently from the other main control staff after an accident. The coordinator acts as an independent barrier monitoring and warding the accident management process conducted by the operator. The advantage of the division of labor of the team in Lingdong’s digital main control room is that when new information appears, the division of labor enables simultaneous analysis of existing issues and monitoring of the system by the US so that significant information is not overlooked and thus the new situation can be identified in time.

From on-location interviews, the analysis of procedures, and the monitoring and warding of the RO by the US, the following three points can be made:

1. Upon finishing diagnosis in the DOS, the RO needs to report to the US. For instance, when the operator completes diagnosis and enters an ECPi, the coordinator matches the result of the execution of the procedure to it. If the coordinator enters a different ECPi, either of the two could be subject to a diagnosis fault. Therefore, diagnosis for the accident needs to be conducted again to ensure a more reliable team response.

2. Upon reaching an ECPi decision, the RO must report to the US. The monitoring and warding process is the same as the above-mentioned one.

3. After the RO’s operations finish, the US monitors the results of these operations. The coordinator examines whether the required operations have been completed. Such an examination is usually carried out by checking whether the relevant controls are in the state of post-operation in the operator’s workstation.

Thereby, the cognitive behavioral processes of both the RO and the US can be combined to establish the team cognitive behavioral model shown in Figure 7.
Reorientation of DOS or sequence | Initial orientation or reorientation of ECPI | Stage of sequence operation
---|---|---
**Monitoring**
State model
Point 1 → Point 2 → Point N
Response plan model
Point N+1 → Point N+2 → Point M
**Operation**

**State evaluation**

**Response plan**

**Monitoring parameters or devices**
Point M+1 → Point M+2 → Point P

**Figure 7.** Team cognitive behavioral model.

4. Conclusions

By analyzing team members’ behaviors in the main control room, the present work modeled the complex team accident management process using basic cognitive units to lay the groundwork for a new HRA methodology based on this cognitive process.

In the present work, staff behaviors in the main control room based on a SOP are modeled. However, in order to form a new HRA methodology, numerous studies need to be conducted in the following respects: acquisition of relevant fundamental data; the mechanism of interactions between cognitive stages; the relevance of RO1 to US; and the factors that influence the situational environment.

Based upon the HRA methodology of this model, weak spots in the cognition of members of the team or the team itself can be determined, and an optimized design of the power plant and operator training can be provided, with the end results being better technical support.

**Author Contributions:** Methodology, Writing—original draft, T.Q.; Investigation, Data curation; Resources, Z.L.; Funding acquisition, Writing—review & editing, L.Z.; Investigation, Data curation, Formal analysis, Y.T.; Project administration, H.H.; Investigation; Visualization, S.C. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by the Natural Science Foundation of China (No. 71071051), the Research Foundation of the Education Bureau of Hunan Province (No. 20B160, 21C0808), and the Research Foundation of the Hunan Institute of Technology (No. HQ19010, 2020HY004, KFB20020).

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data presented in this study are available on request from the corresponding author.

**Conflicts of Interest:** The authors declare no conflict of interest.
References

1. Stanton, N. (Ed.) Human Factors in Nuclear Safety, 1st ed.; Taylor & Francis Ltd.: London, UK, 1996.
2. Senders, J.W.; Moray, N.P. (Eds.) Human Error: Cause, Prediction, and Reduction; CRC Press: Boca Raton, FL, USA, 2020.
3. Bieder, C.; Bot, P.L.; Desmares, E.; Bonnet, J.L.; Cara, F. (Eds.) MERMOS: EDF’s New Advanced HRA Method. In Proceedings of the 4th International Conference on Probabilistic Safety Assessment and Management, New York, NY, USA, 13–18 September 1998; pp. 86–294.
4. Song, J.; Liu, Y.; Shao, J.; Tang, C. A dynamic membership data aggregation (DMDA) protocol for smart grid. IEEE Syst. J. 2020, 14, 900–908. [CrossRef]
5. Lv, Z.; Xi, W. Interaction of edge-cloud computing based on SDN and NFV for next generation IoT. IEEE Internet Things J. 2019, 7, 5706–5712. [CrossRef]
6. Lv, Z.; Song, H. Mobile internet of things under data physical fusion technology. IEEE Internet Things J. 2019, 7, 4616–4624. [CrossRef]
7. Dean, S.; Mansoori, G.; Soelaiman, T.F. Nanotechnology—An introduction for the standards community. J. ASTM Int. 2005, 2, 1–22. [CrossRef]
8. Samer, B.; Muhammad, A.; Tiziano, T.; Marco, C.; Flavio, R. The history of nanoscience and nanotechnology: From chemical-physical applications to nanomedicine. Molecules 2019, 25, 112.
9. Lv, X.; Li, N.; Xu, X.; Yang, Y. Understanding the emergence and development of online travel agencies: A dynamic evaluation and simulation approach. Internet Res. 2020, 30, 1783–1810. [CrossRef]
10. Lv, Z.; Qiao, L. Deep belief network and linear perceptron based cognitive computing for collaborative robots. Appl. Soft Comput. 2020, 92, 106300. [CrossRef]
11. Yu, D.; Zhu, H.; Han, W.; Holburn, D. Dynamic multi agent-based management and load frequency control of PV/fuel cell/ wind turbine/CHP in autonomous microgrid system. Energy 2019, 173, 554–568. [CrossRef]
12. Authen, S.; Holmberg, J.-E. Reliability analysis of digital systems in a probabilistic risk analysis for nuclear power plants. Nucl. Eng. Technol. 2012, 44, 471–482. [CrossRef]
13. Kim, I.S. Human reliability analysis in the man-machine interface design review. Ann. Nucl. Energy 2001, 28, 1069–1081. [CrossRef]
14. Swain, A.D. Human analysis: Need, status, trends and limitation. Reliab. Eng. Syst. Saf. 1990, 29, 301–313. [CrossRef]
15. Hollnagel, E. Reliability analysis and operator modeling. Reliab. Eng. Syst. Saf. 1996, 52, 327–337. [CrossRef]
16. Gertman, D.; Blackman, H.; Marble, J.; Byers, J.; Smith, C. (Eds.) The SPAR-H Human Reliability Analysis Method. In Proceedings of the Fourth American Nuclear Society International Topical Meeting on Nuclear Plant Instrumentation, Controls and Human-Machine Interface Technologies (NPIC & HMIT 2004), Columbus, OH, USA, 19–22 September 2005; pp. 446–460.
17. Zhang, L. (Ed.) Human Reliability Analysis Technique in Probabilistic Safety Assessment; Atomic Energy Press: Beijing, China, 2006.
18. He, L.; Chen, Y.; Zhao, H.; Tian, P.; Xue, Y.; Chen, L. Game-based analysis of energy-water nexus for identifying environmental impacts during shale gas operations under stochastic input. Sci. Total. Environ. 2018, 627, 1585–1601. [CrossRef]
19. Zhang, W. Parameter adjustment strategy and experimental development of hydraulic system for wave energy power generation. Symmetry 2020, 12, 711. [CrossRef]
20. Cao, Y.; Wang, Q.; Fan, Q.; Nojavan, S.; Jermsittiparsert, K. Risk-constrained stochastic power procurement of storage-based large electricity consumer. J. Energy Storage 2020, 28, 101183. [CrossRef]
21. Simos, T.E.; Tsitouras, C. Explicit, Ninth Order, Two Step Methods for Solving Inhomogeneous Linear Problems X “(T) = Lambda F(T) Plus F(T). Appl. Numer. Math. 2020, 4, 92–101. [CrossRef]
22. U.S. Nuclear Regulatory Commission (Ed.) Technical Basis and Implementation Guidelines for a Technique for Human Event Analysis (ATHEANA). NUREG-1624, Rev. 1; US Nuclear Regulatory Commission: Washington, DC, USA, 2007.
23. Hollnagel, E. Human reliability assessment in context. Nucl. Eng. Technol. 2005, 37, 159–166.
24. Chang, Y.J.; Bley, D.; Criscione, L.; Kirwan, B.; Mosleh, A.; Madary, T.; Nowell, R.; Richards, R.; Roth, E.M.; Sieben, S.; et al. The SACADA database for human reliability and human performance. Reliab. Eng. Syst. Saf. 2014, 125, 117–133. [CrossRef]
25. Zhou, P.; Fan, Q.; Zhu, J. Empirical Analysis on Environmental Regulation Performance Measurement in Manufacturing Industry: A Case Study of Chongqing, China. Appl. Math. Nonlinear Sci. 2020, 5, 25–34. [CrossRef]
26. Durur, H.; Kurt, A.; Tasbozan, O. New Travelling Wave Solutions for KdV6 Equation Using Sub Equation Method. Appl. Math. Nonlinear Sci. 2020, 5, 455–460. [CrossRef]
27. Erik, H. (Ed.) Cognitive Reliability and Error Analysis Method; Elsevier Science Ltd.: Oxford, UK, 1998.
28. Di Nardo, M.; Murino, T. The System Dynamics in the Human Reliability Analysis Through Cognitive Reliability and Error Analysis Method: A Case Study of an LPG Company. Int. Rev. Civ. Eng. (IRECE) 2021, 12, 56. [CrossRef]
29. Forester, J.A.; Dang, V.N.; Bye, A.; Boring, R.L.; Lois, E. (Eds.) Conclusions on Human Reliability Analysis (HRA) Methods from the International HRA Empirical Study. In Proceedings of the 11th International Probabilistic Safety Assessment and Management Conference (PSAM11) and the Annual European Safety and Reliability Conference (ESREL 2012), Helsinki, Finland, 25–29 June 2012; pp. 318–331.
30. Lee, S.W.; Kim, A.R.; Ha, J.S.; Seong, P.H. Development of a qualitative evaluation framework for performance shaping factors (PSFs) in advanced MCR HRA. Ann. Nucl. Energy 2011, 38, 1751–1759. [CrossRef]
31. Lüdtke, A. (Ed.) *Kognitive Analyse Formaler Sicherheitskritischer Steuerungssysteme auf Basis eines integrierten Mensch-Maschine-Modells*; Akademische Verlagsgesellschaft Aka GmbH: Berlin, Germany, 2005.

32. Mosleh, A.; Chang, Y. Model-based human reliability analysis: Prospects and requirements. *Reliab. Eng. Syst. Saf.* **2004**, *83*, 241–253. [CrossRef]

33. Medvedeva, M.A.; Simos, T.E.; Tsitouras, C. Exponential Integrators for Linear Inhomogeneous Problems. *Math. Methods Appl. Sci.* **2020**, *44*, 937–944. [CrossRef]

34. Chang, Y.J.; Mercurio, D.; Dang, V.; Mosleh, A. (Eds.) Recent Developments and Insights from Application of ADS-IDAC Dynamic PRA Platform. In Proceedings of the Probabilistic Safety Assessment and Management (PSAM 9) Conference, Hong Kong, China, 18–23 May 2008; pp. 181–190.

35. O’Hara, J.M.; Higgins, J.C.; Stubler, W.F.; Kramer, J. *Computer-Based Procedure System: Technical Basis and Human Factors Review Guidance*. NUREG/CR-6634; US Nuclear Regulatory Commission: Washington, DC, USA, 2002.