Development of Multi-GPU–Based Smoothed Particle Hydrodynamics Code for Nuclear Thermal Hydraulics and Safety: Potential and Challenges
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Advanced modeling and analysis are always essential for the development of safe and reliable nuclear systems. Traditionally, the numerical analysis codes used for nuclear thermal hydraulics and safety are mostly based on mesh-based (or grid-based) methods, which are very mature for well-defined and fixed domains, both mathematically and numerically. In support of their robustness and efficiency, they have been well-fit into many nuclear applications for the last several decades. However, the recent nuclear safety issues encountered in natural disasters and severe accidents are associated with much more complex physical/chemical phenomena, and they are frequently accompanied by highly non-linear deformations. Sometimes, this means that the conventional methods encounter many difficult technical challenges. In this sense, the recent advancement in the Lagrangian-based CFD method shows great potential as a good alternative. This paper summarizes recent activities in the development of the SOPHIA code using Smoothed Particle Hydrodynamics (SPH), a well-known Lagrangian numerical method. This code incorporates the basic conservation equations (mass, momentum, and energy) and various physical models, including heat transfer, turbulence, multi-phase flow, surface tension, diffusion, etc. Additionally, the code newly formulates density and continuity equations in terms of a normalized density in order to handle multi-phase, multi-component, and multi-resolution problems. The code is parallelized using multiple graphical process units (GPUs) through multi-threading and multi-streaming in order to reduce the high computational cost. In the course of the optimization of the algorithm, the computational performance is improved drastically, allowing large-scale simulations. For demonstration of its applicability, this study performs three benchmark simulations related to nuclear safety: (1) water jet breakup of FCI, (2) LMR core melt sloshing, and (3) bubble lift force. The simulation results are compared with the experimental data, both qualitatively and quantitatively, and they show good agreement. Besides its potential, some technical challenges of the method are also summarized for further improvement.
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INTRODUCTION

Since the Fukushima accident, nuclear safety issues related to severe accidents [i.e., Fuel–Coolant Interaction (FCI), In-Vessel Melt Retention (IVMR), and Molten Corium Concrete Interaction (MCCI)] (Bauer et al., 1990; Sehgal et al., 1999; Ma et al., 2016; Bonnet et al., 2017; Allegrein et al., 1999; Sehgal et al., 1999) and natural disasters (i.e., tsunami, earthquake, etc.; Zhao et al., 1996; Barto, 2014) are gaining more attention than ever. These issues generally involve various physically/chemically complicated phenomena such as fluid dynamics, heat transfer, multiple phases, multiple components, diffusion, fluid–solid interaction, chemical reaction, phase change, etc., successively interacting each other. For example, when the molten core relocates to the lower head of the vessel, the hot fuel melt contacts with water coolant followed by FCI. This phenomenon includes hydraulic fragmentation, heat transfer, phase change, multi-phase flow, etc., which have the potential to trigger a steam explosion or porous debris bed formation (Allelein et al., 1999; Sehgal et al., 1999). This accident progression adds complexities to the phenomenon, such as solidification and vapor bubble dynamics. In the IVMR situation, a huge corium pool is formed at the lower head of the vessel, and it is continuously cooled by external vessel coolant. In this case, the corium pool experiences numerous observed phenomena, such as natural convection with strong turbulence, crust formation, stratification, ablation, and eutectic and focusing effects (Ma et al., 2016). In the MCCI, more complicated phenomena occur through intricate interactions between the molten fuel, concrete, and water (Bonnet et al., 2017). In such scenarios, the reactor vessel and/or containment integrity is threatened in various ways, such as by steam explosion, thermal/chemical ablation, direct impinging, and so on. In addition to the above examples, the large complexity of the physics/chemistry involved in these phenomena still leaves us with significant uncertainty in understanding and predicting reactor safety.

In recent years, advances in Computational Fluid Dynamics (CFD) have provided an opportunity to explore the nuclear thermal hydraulics and safety in more a realistic and mechanistic manner. The mesh-based numerical methods [i.e., Finite Difference Method (FDM), Finite Element Method (FEM), and Finite Volume Method (FVM)] have a long development history in many engineering fields, including nuclear engineering, and they are highly matured both mathematically and numerically. Based on their robustness and efficiency, they have dominated the CFD field for decades, and they are successfully applied in various applications. Generally, the mesh-based methods are known to be suitable for handling a pre-defined computational domain where the boundaries and interfaces are not moving. However, they suffer from difficulties in handling complex phenomena accompanied by highly non-linear deformations, which are frequently encountered in recent nuclear safety-related problems such as multi-phase flow, a free surface, and large deformation.

In order to address and handle the weaknesses of the mesh-based methods, several new methods have been proposed and developed based on a Lagrangian meshless framework (Liu and Liu, 2003; i.e., SPH, MPS, PPM, DEM, etc.). Those methods are advantageous in handling free surface flow, interfacial flow, and large deformation because the mesh or mass points are carried with the flow, possessing the properties of the material. Additionally, the interfaces or boundaries are traced naturally in the process of simulation. In this study, Smoothed Particle Hydrodynamics (SPH), which is the most widely used meshless CFD method, has been selected and used for various applications (Wang et al., 2016). The SPH method discretizes the fluid system into a set of particles (or parcels) that contain the material properties, and these particles move according to the governing equations. The most widely used SPH method is the Weakly Compressible SPH (WCSPH) method, which allows slight compressibility, even for liquid fluids, using an equation of state (EOS). In this method, the basic conservation equations such as for mass, momentum, and energy conservation are solved with various physical models of heat transfer, turbulence, multi-phase flow, phase change, diffusion, etc. (Jo et al., 2019). Many recent studies showed that the SPH methodology has very good potential for handling complicated phenomena in nuclear engineering and other engineering fields (Wang et al., 2016; Park et al., 2018; Jo et al., 2019).

Although many successful studies on the SPH have been reported, the SPH methodology has high computational cost, like other particle-based methods, for many reasons. In this regard, the SPH method suffers from the limitation of the simulation time and size (Valdez-Balderas et al., 2013; Nishiura et al., 2015; Guo et al., 2018). Therefore, enhancing its computational performance efficiently and effectively is essential to make this method more practical and useful. Recently, massive parallel-computer-system-based techniques have been actively employed to address this issue, such as the multi-core Central Processing Unit (CPU), Graphics Processing Unit (GPU), and Many Integrated Core (MIC) processor (Nishiura et al., 2015). Such techniques demonstrate high computational performance by executing computations in parallel. In particular, the GPU, which was originally designed for graphical data processing, is increasingly being used in parallel computing in general engineering and science because of the efficiency arising by having thousands of computing cores. These general-purpose GPUs (GPGPU) are generally suitable for high-throughput computations featuring data-parallelism. Therefore, GPU-based parallelization is strongly advocated for and preferred in the SPH method, which consists of highly linear numerical expressions.

Abbreviations: AOS, Array of Structure; CFD, Computational Fluid Dynamics; CPU, Central Processing Unit; CSF, Continuum Surface Force; CSM, Corrective Smoothed Particle Method; δ-SPH, Delta-Smoothed Particle Hydrodynamics; EOS, Equation of State; FCI, Fuel–Coolant Interaction; FDM, Finite Difference Method; FEM, Finite Element Method; FPM, Finite Particle Method; FVM, Finite Volume Method; GPGPU, General Purpose Graphics Processing Unit; GPU, Graphics Processing Unit; IFF, Inter-molecular Potential Force; IS, Interface Sharpness; ISPH, Incompressible Smoothed Particle Hydrodynamics; IVMR, In-Vessel Melt Retention; KGC, Kernel Gradient Correction; KGF, Kernel Gradient Free; LES, Large Eddy Simulation; LMR, Liquid Metal Reactor; LWR, Light Water Reactor; MCCI, Molten Corium Concrete Interaction; MIC, Many Integrated Core; NNPS, Nearest Neighbor Particle Search; P2P, Peer-to-Peer (GPU-to-GPU); RANS, Reynolds Average Navier-Stokes; RHS, Right-Hand Side; SPH, Smoothed Particle Hydrodynamics; SPS, Sub-Particle Scale; WCSPH, Weakly Compressible Smoothed Particle Hydrodynamics.
that can be computed independently one by one (Valdez-Balderas et al., 2013).

The SOPHIA code is an SPH-based numerical code developed by Seoul National University (SNU) for conducting simulations of nuclear thermal hydraulics and safety (Jo et al., 2019). The original SOPHIA code was written in C++ and parallelized using a single GPU. The main physics behind this code includes (1) liquid flow, (2) heat transfer, (3) melting/solidification, (4) natural convection, (5) multi-phase flow, etc. In this study, the physical models and numerical methods of the SOPHIA code have been highly improved in order to simulate the phenomena accurately. Moreover, the code has been parallelized using multiple GPUs to obtain high-resolution and large-scale simulations for more practical applications. This parallelization has been implemented through multi-threading and multi-streaming. The multi-threading technique divides the computational domain into GPUs and then executes the GPUs concurrently. The multi-streaming technique effectively schedules computing tasks within each GPU. Based on these techniques, the SOPHIA code has achieved a drastic improvement in computational performance. This paper summarizes the overall features of the newly developed SOPHIA code, including its governing equations, algorithms, and parallelization methods, along with benchmark simulations. Section Smoothed Particle Hydrodynamics (SPH) describes the basic SPH concepts and the physical models implemented in the code. Section Code Implementation explains the parallelization techniques used for multiple GPU computation. Section Benchmark Analysis presents three benchmark simulations with some validations. Section Summary and Conclusion summarizes and concludes this study.

SMOOTHED PARTICLE HYDRODYNAMICS (SPH)

Smoothed Particle Hydrodynamics (SPH) is a computational method used for simulating the mechanics of continuum media based on a Lagrangian meshless framework. It was first developed by Gingold and Monaghan (1977) and Lucy (1977) for astrophysics. In recent years, it has been extended to many other research fields such as mechanical engineering, ocean engineering, chemical engineering, and nuclear engineering. Since SPH is a mesh-free method, it is ideal for simulating phenomena dominated by complicated boundary dynamics like free surface flows or with large boundary deformations. In addition, this method simplifies the model implementation and parallelization. This section briefly summarizes the basic concepts of SPH and how the basic conservation laws and physical models are constructed for nuclear thermal-hydraulics and safety applications.

Fundamentals of SPH

Mathematically, SPH approximation is based on the theory of integral interpolants using a delta function.

\[
 f(r) = \int_{\Omega} f(r') \delta(r - r') dr'
\]

where the variable \( r \) denotes the point vector in infinite volume domain \( \Omega \), and \( \delta \) denotes the Dirac delta function, which has a value of zero everywhere except for at a certain point, and whose integral over the entire region is equal to one. Although Equation (1) is mathematically valid, it is numerically difficult to handle due to the discontinuity of the delta function. Therefore, the basic idea of SPH is to approximate the Dirac delta function using a continuous kernel function and discretize the integral by summation (Monaghan, 1992).

\[
 f(r_i) = \sum_j m_j \rho_j W(r_i - r_j, h)
\]

FIGURE 1 | Schematic diagram of SPH kernel approximation.

### Conditions for Kernel Function

| Condition                          | Expression |
|-----------------------------------|------------|
| Unity                             | \( \int_{-\infty}^{\infty} W(r_{ij}, h) dr = 1 \) |
| Symmetry                          | \( W(r_{ij}, h) = W(-r_{ij}, h) \) |
| Delta function Property           | \( \lim_{h \to 0} W(r_{ij}, h) = \delta(r_{ij}) \) |
| Compact                           | \( W(r_{ij}, h) = 0, \text{ for } |r_{ij}| > kh \) |
| Monotonic Decrease                | \( \frac{\partial}{\partial r} W(r, h) < 0 \) |
| Positive                          | \( W(r_{ij}, h) \geq 0 \) |
| Sufficiently Smooth               |            |
where \( m \) and \( \rho \) denote the particle mass and particle density. The subscripts \( i \) and \( j \) denote center particle and neighboring particle, respectively. \( W(r_i - r_j, h) \) stands for the kernel function, where \( h \) denotes the influencing area of the kernel weighting function. The kernel function is a symmetric weighting function of particle distance that should be normalized over its support domain. The particle system and conditions for kernel function are described in Figure 1. This kernel determines the weight of a certain particle at \( r_j \) with regard to the distance from the center \( r_i \) (Liu and Liu, 2003). Table 1 summarizes the kernel functions that are commonly used. This study applied the Wendland C2 kernel (Dehnen and Aly, 2012), which helps to maintain low numerical instability.

Spatial derivatives of a function can also be simply approximated in a similar way by taking derivatives of a kernel function as follows (Monaghan, 1992).

\[
\nabla f(r_i) = \sum_j V_j f(r_j) \nabla W(r_i - r_j, h) \\
\n\nabla \cdot f(r_i) = \sum_j V_j f(r_j) \nabla \cdot W(r_i - r_j, h) \\
\n\nabla^2 f(r_i) = \sum_j V_j f(r_j) \nabla^2 W(r_i - r_j, h)
\]

where \( V_j = \frac{m_j}{\rho_j} \) denotes the particle volume. When the particles are distributed uniformly in space, the SPH approximations of scalar function and its derivatives ensure the second-order accuracy (Liu and Liu, 2003). However, an irregular particle distribution or truncation near the free surface causes numerical errors (Belytschko et al., 1996). Such particle-domain-induced problems, referred to as particle inconsistency, influence the accuracy of the simulation profoundly. In order to restore the particle inconsistency and improve the accuracy, various methods have been proposed. For the scalar approximation, applying a Shepard filter is the most well-known method to restore the particle inconsistency (Randles and Libersky, 1996).

\[
f(r_i) = \frac{\sum_j f(r_j) W(r_i - r_j, h) V_j}{\sum_j W(r_i - r_j, h) V_j}
\]

This Shepard filter normalizes the kernel to correct the underestimated contributions of particle deficiency. For the derivative approximation, the following Kernel Gradient Correction (KGC) is commonly applied (Bonet and Lok, 1999).

\[
\nabla f(r_i) = \sum_j f(r_j) L_i \nabla W(r_i - r_j, h) V_j
\]

\[
L_i = \left[ \sum_j (x_j - x_i) W_{x_j} V_j \sum_j (y_j - y_i) W_{y_j} V_j \sum_j (z_j - z_i) W_{z_j} V_j \right]^{-1}
\]

\[
\sum_j (x_j - x_i) W_{x_j} V_j \sum_j (y_j - y_i) W_{y_j} V_j \sum_j (z_j - z_i) W_{z_j} V_j \sum_j \frac{(x_j - x_i) V_j}{W_{x_j}} \frac{(y_j - y_i) V_j}{W_{y_j}} \frac{(z_j - z_i) V_j}{W_{z_j}}
\]

where \( W_{x_j}, W_{y_j}, W_{z_j} = \nabla W \). This KGC filter is incorporated into the original kernel derivative to re-evaluate the contributions of irregularly distributed particles. Other than the above correction methods, more sophisticated kernel approximation schemes for SPH have been proposed by several researchers. They include the Corrective Smoothed Particle Method (CSPM), Finite Particle Method (FPM), and Kernel Gradient Free (KGF). They all aim to resolve the particle inconsistency caused by particle truncation at the boundaries as well as irregular particle distribution. The details can be found in the Bonet and Lok (1999), Chen and Beraun (2000), Liu and Liu (2006), and Huang et al. (2016).

**Governing Equations of the SOPHIA Code**

The SOPHIA code consists of three basic conservation laws (mass, momentum, and energy conservations), which are

| Kernel function | Formulation |
|-----------------|-------------|
| Gaussian (Gingold and Monaghan, 1977) | \( W(r_i, h) = \begin{cases} \frac{1}{(2\pi h)^2} e^{-r^2/(2h^2)} & \text{for 1D} \\ \left(\frac{a}{\sqrt{\pi h}}\right)^2 e^{-r^2/(h^2)} & \text{for 2D} \\ \frac{1}{(\sqrt{2\pi h})^3} e^{-r^2/(h^2)} & \text{for 3D} \end{cases} \) |
| Quartic (Liu et al., 2003) | \( W(r_i, h) = \begin{cases} \frac{1/2}{\pi h^2} \left( \frac{9}{8} \frac{r^2}{h^2} + \frac{19}{24} \frac{r^2}{h^2} + \frac{5}{32} \frac{r^2}{h^2} \right) & \text{for 1D} \\ \frac{15}{2\pi h^3} \left( \frac{9}{8} \frac{r^2}{h^2} + \frac{19}{24} \frac{r^2}{h^2} + \frac{5}{32} \frac{r^2}{h^2} \right) & \text{for 2D} \\ \frac{315}{2\pi h^3} \left( \frac{9}{8} \frac{r^2}{h^2} + \frac{19}{24} \frac{r^2}{h^2} + \frac{5}{32} \frac{r^2}{h^2} \right) & \text{for 3D} \end{cases} \) |
| Wendland C2 (Dehnen and Aly, 2012) | \( W(r_i, h) = \begin{cases} \frac{5}{4 \pi h^2} (1 - r_i)^3 (1 + 3r_i) & \text{for 1D} \\ \frac{1}{\pi (2\pi h)^2} (1 - r_i)^4 (1 + 4r_i) & \text{for 2D} \\ \frac{1}{2\pi (2\pi h)^2} (1 - r_i)^4 (1 + 4r_i) & \text{for 3D} \end{cases} \) |
expressed as follows in a Lagrangian manner.

**Continuity Equation:** \[ \frac{dp}{dt} = -\rho \nabla \cdot \mathbf{u} \] (9)

**Navier – Stokes Equation:** \[ \frac{d\mathbf{u}}{dt} = -\frac{\nabla p}{\rho} + \nu \nabla^2 \mathbf{u} + \mathbf{g} + \mathbf{f}_{\text{ext}} \] (10)

**1st Law of Thermodynamics:** \[ \frac{dh}{dt} = -\frac{\lambda}{\rho} \nabla^2 T + \dot{q} \] (11)

where \( \mathbf{u}, \rho, v, g, f_{\text{ext}}, h, \lambda, T, \) and \( \dot{q} \) denote the velocity vector, pressure, kinematic viscosity, gravitational acceleration, external body force, specific enthalpy, thermal conductivity, temperature, and heat generation rate, respectively. In the SOPHIA code, these equations are formulated in SPH as described in section Fundamentals of SPH.

**Continuity Equation (Mass Conservation)**

The SOPHIA code is based on the conventional weakly compressible SPH (WCSPH) (Gingold and Monaghan, 1977; Lucy, 1977; Monaghan, 1992), which allows slight compressibility for liquid according to the given equation of state (EOS). Therefore, the density estimation is very important for predicting pressure in the fluid flow. The SOPHIA code estimates the density by either direct mass summation or a continuity equation (Monaghan, 1992). In the direct mass summation, the density is estimated by the following SPH kernel approximation.

\[ \rho_i = \sum_j m_j W(r_{ij} - r_i, h) \] (12)

Although Equation (12) is the most commonly used formulation in the WCSPH, it frequently suffers from an over-smoothing problem for the density near an interface or a large-density-gradient field, which is easily encountered in multi-component/multi-fluid/multi-phase flows. In this case, the over-smoothed density becomes the main source of numerical error/instability by generating unphysical pressure force near the interface (Hu and Adams, 2006). To avoid this issue, the SOPHIA code adapts the newly proposed formulation, which is derived based on the normalized density as follows (Park et al., 2019).

\[ \frac{\rho_i}{\rho_{\text{ref},i}} = \sum_j m_j \left( \frac{\rho_j}{\rho_{\text{ref},j}} \right) W_{ij} \] (13)

where \( \rho_{\text{ref}} \) denotes the reference density of the particle and \( W_{ij} = W(r_{ij} - r_i, h) \). Numerically, this new equation can eliminate the density smoothing problem without any numerical treatments or additional issues. As mentioned above, the density of the fluid can also be evaluated by solving a continuity equation. The continuity equation in the SOPHIA code is expressed as follows.

\[ \left( \frac{dp}{dt} \right)_i = -\rho_i \sum_j \frac{m_j}{\rho_j} (u_j - u_i) \cdot \nabla_i W_{ij} + \xi h c_0 \sum_j \frac{m_j}{\rho_j} \psi_{ij} \cdot \nabla_i W_{ij} \] (14)

where \( \xi, c_0 \) denote the diffusion intensity coefficient, speed of sound and \( \nabla_i W_{ij} = \frac{\partial W(r_{ij} - r_i, h)}{\partial r_i} \). In this formulation, an artificial density diffusion term (the last term on the RHS), which is called \( \delta \)-SPH, is added to remove high-frequency numerical pressure noise (Molteni and Colagrossi, 2009). The diffusion coefficient in Equation (14) is recommended to be set as \( 0 < \xi < 0.2 \). Determination of the variable \( \psi_{ij} \) is proposed by several studies. In the SOPHIA code, the method proposed by Antuono et al. (2010) is used, as follows.

\[ \psi_{ij} = 2 \left( \frac{\rho_i - \rho_j}{\rho_{\text{ref},i}} \right) \frac{r_{ij}}{|r_{ij}|} - \sum_j V_j (\rho_j - \rho_{\text{ref},j}) L_j \nabla_i W_{ij} + \sum_k V_k (\rho_k - \rho_{\text{ref},k}) L_k \nabla_i W_{ij} \] (15)

where \( L \) denotes KGC kernel correction as mentioned in section Fundamentals of SPH. The subscripts \( j \) and \( k \) denote the neighboring particle of particle \( i \) (main particle) and the neighboring particle of particle \( j \) (neighbor of the main particle), respectively. The continuity equation can also be re-formulated in terms of the normalized density as in the direct mass summation (Park et al., 2019).

\[ \left( \frac{dp}{dt} \right)_i = -\rho_i \sum_j \frac{m_j}{\rho_j} (u_j - u_i) \cdot \nabla_i W_{ij} + \left( \frac{\rho_i}{\rho_{\text{ref},i}} \right) \left( \frac{dp_{\text{ref}}}{dt} \right)_i + \xi h c_0 \sum_j \frac{m_j}{\rho_j} \psi_{nd,ij} \cdot \nabla_i W_{ij} \] (16)

where \( u_{ij} = u_j - u_i \) and the variable \( \psi_{nd,ij} \) denotes a normalized-density formulated diffusion term. Equation (16) consists of a mass transport term, a reference density time derivative term (derived only from mass variation), and a density diffusive term. The mass transport term is equivalent to the original continuity equation. The time derivative term can be explicitly calculated by the chain rule. The normalized \( \delta \)-SPH term diffuses out the numerical noise of the normalized density \( \left( \frac{\rho}{\rho_{\text{ref}}} \right) \), while the original model diffuses out the density itself. This normalized continuity equation can achieve the same improvement as the new mass summation (Equation 13). These newly devised equations (Equations 13, 16) estimate the density ratio that would be applied in EOS, thus addressing the density-smoothing problem. In the case of a uniform density field, these formulations exactly converge to the conventional SPH density equations.
Navier-Stokes Equation (Momentum Conservation)
The momentum conservation (Equation 10) can be decomposed into several individual terms: pressure force, viscous force, gravitational force, and external force. The following is the basic SPH form of the momentum equation used in the SOPHIA code.

\[
\frac{d\mathbf{u}_i}{dt} = -\sum_j m_j \left( \frac{\mathbf{p}_i + \mathbf{p}_j}{\rho_i \rho_j} \right) \nabla W_{ij} + \sum_j \frac{4m_j}{\rho_i \rho_j (\mu_j + \mu_j)} \mathbf{u}_j \frac{r_{ij}}{|r_{ij}|^2} : \nabla \mathbf{W}_{ij} + \mathbf{g} + \mathbf{f}_{ext} \tag{19}
\]

where \( \mu \) denotes the viscosity involving laminar and turbulence effects, and \( \mathbf{u}_j = \mathbf{u}_i - \mathbf{u}_j \). As mentioned in many SPH studies (Monaghan, 1992, 1994; Liu and Liu, 2003; Wang et al., 2016), there are various different ways to convert mathematical equations into SPH formulations.

Table 2 summarizes the SPH-formulated models for pressure force and laminar viscous force. The pressure force model (Equation 20), first proposed by Monaghan (1992), was derived from the Euler-Lagrangian equations. This pairwise symmetric model ensures the linear momentum conservation inherently, but it calculates an unphysical pressure gradient at the interfaces of different fluids (density) like multi-phase flow. To handle the discontinuity of multi-phase flow, a new pressure force model (Equation 21) was suggested by Liu and Liu (2003). This equation not only satisfies pairwise symmetricity but also estimates the pressure gradient based on the particle volume so that physically valid pressure forces are obtained for the discontinuous density field. However, near the free surface, where the particle pressure generally oscillates around zero, the negative pressure causes this model to calculate an unphysical repulsive force, which leads to numerical instability. To address this issue, the minus-signed model (Equation 22) was proposed by Sun et al. (2017). This pressure force model eliminates the unphysical force near the free surface, but it should only be applied to the particles close to the free surface. Laminar viscous force models have also been developed in a similar manner to pressure force models. Particularly, the viscous force models vary in their way of treating viscosity. At the interfaces where the particle viscosities are different such as in multi-phase or multi-fluids, both Equations (23) and (25) employ a harmonic mean, while Equation (24) employs an arithmetic mean value. On the other hand, all the viscous models are valid for a discontinuous density field, because they calculate the force based on the particle volume. Finally, Equation (19) is selected to be well-suited for multi-phase/multi-fluid flow simulations.

1st Law of Thermodynamics (Energy Conservation)
For non-radiative, homogeneous, and isotropic energy conservation, heat transfer is mainly subject to conduction and convection. In a Lagrangian framework, the convective heat transfer can be resolved inherently, and therefore energy conservation is simply expressed by the following (Monaghan, 2005).

\[
\frac{dh_i}{dt} = \sum_j \frac{4m_j}{\rho_i \rho_j (\lambda_i + \lambda_j)} \left( \frac{\lambda_i \lambda_j}{\lambda_i + \lambda_j} \right) \frac{r_{ij}}{|r_{ij}|^2} : \nabla W_{ij} + q_i \tag{26}
\]

where \( h \), \( \lambda \), \( T \), and \( q \) denote the specific enthalpy, thermal conductivity, temperature, and heat source, respectively. The heat source or heat flux of boundary conditions is represented as the source term of energy conservation. In the SPH method, these source terms are modeled as a specific heat rate, and they are exerted on the particles that are involved.

Equation of State
In the WCSPH, the pressure of the fluid is evaluated by an equation of state (EOS). The most commonly used EOS is Tait’s equation (Monaghan, 1994). In the SOPHIA code, the modified form is implemented in terms of reference density as follows.

\[
p_i = \frac{c_0^2 \rho_{ref,i}}{\gamma} \left( \left( \frac{\rho_i}{\rho_{ref,i}} \right)^\gamma - 1 \right) \tag{27}
\]

where \( c_0 \), \( \rho_{ref} \), and \( \gamma \) denote the speed of sound, reference density, and EOS stiffness parameter, respectively; \( \gamma \) is recommended to be set as \( 1 \leq \gamma \leq 7 \). This equation calculates the pressure based on the density ratio between the particle density and the reference density, which allows a slight volume compression for liquid fluids.
Turbulence

As in the conventional CFD methods, the turbulence models in the SPH are divided into two groups: (1) Reynolds Average Navier-Stokes (RANS)-based models and (2) Large Eddy Simulation (LES)-based models. In the SOPHIA code, both models are implemented. In the case of a RANS-based k-ε model (Violeau and Issa, 2007), the viscous force of the fluid flow is calculated by considering both laminar and turbulence viscous effects as follows.

\[
\left( \frac{du}{dt} \right)_{i}^{\text{turb}} = \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( \mu_{i,j} + \mu_{j,i} \right) u_{ij} \cdot \nabla W_{ij} \ \ \ \ \ (28)
\]

\[
\mu_{e} = \mu_{\nu} + \mu_{T}, \quad \mu_{T} = \frac{\rho C_{\mu} k^{2}}{\epsilon} \ \ \ \ \ (29)
\]

where \( \mu_{\nu} \), \( \mu_{T} \), \( C_{\mu} \), \( k \), and \( \epsilon \) denote laminar viscosity (material property), turbulent viscosity, turbulent viscous coefficient, turbulence kinetic energy, and turbulent dissipation rate, respectively. The turbulence kinetic energy and the dissipation rate are estimated by solving transport equations. The transport equation for the turbulence kinetic energy is expressed by

\[
\left( \frac{dk}{dt} \right)_{i} = P_{i} - \epsilon_{i} + \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( \mu_{k,j} + \mu_{j,k} \right) k_{j} \frac{r_{ij}}{r_{ij}^{2}} \ \ \ \ \ (30)
\]

\[
\mu_{k} = \mu_{\nu} + \frac{\mu_{T}}{\sigma_{k}} \ \ \ \ \ (31)
\]

where \( k_{ij} = k_{i} - k_{j} \) and \( \sigma_{k} = 1.0 \). The RHS of the above equation consists of turbulence production (\( P \)), turbulence dissipation (\( \epsilon \)), and turbulence diffusion terms. The production of turbulence kinetic energy is calculated by the strain tensor of the time-averaged velocity, and the dissipation rate is calculated by solving the transport equation as follows:

\[
\left( \frac{de}{dt} \right)_{i} = \frac{e_{i}}{k_{i}} \left( C_{e,1} P_{i} - C_{e,2} \epsilon_{i} \right)
+ \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( \mu_{e,j} + \mu_{j,e} \right) e_{j} \frac{r_{ij}}{r_{ij}^{2}} \ \ \ \ \ (32)
\]

\[
\mu_{e} = \mu_{\nu} + \frac{\mu_{T}}{\sigma_{e}} \ \ \ \ \ (33)
\]

where \( C_{e,1} \) and \( C_{e,2} \) denote the constant coefficients and \( \sigma_{e} = 1.3 \). The Sub-Particle Scale (SPS) turbulence model, based on LES, is commonly employed in the SPH simulations (Rogers and Dalrymple, 2008). The Smagorinsky model, the basis of the SPS model, formulates the eddy viscosity as the product of the characteristic length scale and the strain rate tensor, which is defined by time-averaged velocity. In the SPH formulation, the SPS model is expressed as follows (Rogers and Dalrymple, 2008; Zhang et al., 2017).

\[
v_{SPS} = \left( C_{l} \right)^{2} |S^{ab}| \ \ \ \ \ (34)
\]

\[
S^{ab} = \frac{1}{2} \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( u_{i}^{a} - u_{j}^{a} \right) \frac{\partial W_{ij}}{\partial r_{i}^{b}}
+ \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( u_{j}^{b} - u_{i}^{b} \right) \frac{\partial W_{ij}}{\partial r_{i}^{a}} \ \ \ \ \ (35)
\]

where and \( C_{l} \) denote the particle spacing and the pre-defined coefficient. \( S^{ab} \) denotes the strain rate tensor in the Einstein notation (\( \alpha, \beta = 1, 2, 3 \)) and \( |S^{ab}| = \sqrt{2 S \cdot S} \). In this model, the smallest turbulence scale is modeled as a sub-particle-scale stress tensor that includes the interactions at all scales (resolved scale, unresolved scale, and cross-scale). The turbulence viscous force of the SPS model is added to the momentum equation.

\[
\left( \frac{du}{dt} \right)_{i}^{\text{turb}} = \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( \frac{\tau_{ij}^{ab}}{\rho_{i}} + \frac{\tau_{ij}^{ab}}{\rho_{j}} \right) \cdot \nabla W_{ij} \ \ \ \ \ (36)
\]

\[
\tau_{ij}^{ab} = \rho \left( 2 \nu_{T} S^{ab} - \frac{3}{2} \sum_{\alpha} \delta^{ab} \right) - \frac{2}{3} \rho C_{f} \Delta \delta^{ab} \ \ \ \ (37)
\]

where \( \tau_{ij}^{ab} \) and \( \delta^{ab} \) denote the sub-particle scale stress tensor and the Kronecker delta in the Einstein notation (\( \alpha, \beta, \gamma = 1, 2, 3 \)).

Molecular Diffusion

In the SOPHIA code, the molecular diffusion of the chemical components is formulated similarly to the heat transfer model (Monaghan, 2005).

\[
\left( \frac{dS}{dt} \right)_{i} = \sum_{j} \frac{4 m_{j}}{\rho_{i} \rho_{j}} \left( D_{x} D_{j} \right) \left( S_{i} - S_{j} \right) \frac{r_{ij}}{r_{ij}^{2}} \ \ \ \ \ (38)
\]

where \( D \) and \( S \) denote the molecular diffusivity and molecular concentration, respectively. It is noted that the above equation is based on the molecular concentration, and if the other definition for concentration is used, the diffusivity should be incorporated within it. When binary diffusion (material A and B) is involved, the reference density time derivative term \( \left( \frac{d\rho_{A}}{dt} \right) \) in the continuity equation (Equation 16) can be expressed as follows using molar fraction (Park et al., 2019).

\[
\left( \frac{d\rho_{A}}{dt} \right)_{i} = \chi_{i} \sum_{j} \frac{m_{j}}{\rho_{i} \rho_{j}} \left( \frac{A D_{j} D_{i}}{D_{i} + D_{j}} \right) x_{ij} W_{ij} \ \ \ \ \ (39)
\]

\[
\chi_{i} = \frac{1}{\rho_{A}} - \frac{1}{\rho_{B}} \ \ \ \ \ \ \ (40)
\]

where \( M \) and \( x \) denote the molar mass and molar fraction. The coefficient \( \chi \) describes the conversion from a molar fraction (\( \Delta x \)) to a mass fraction.

Buoyancy Force

Buoyancy force is considered in the SOPHIA code in two ways: (1) a Boussinesq model, and (2) a Non-Boussinesq model. The Boussinesq model is the most commonly used in the conventional SPH simulations. It assumes a slight density variation (\( \Delta \rho < \rho \)) of the fluid, which ensures that the density has a negligible effect on the main flow (Boussinesq approximation). Therefore, it is straightforward to apply the model by adding the following buoyancy force term to the momentum equation (Equation 19).

\[
\left( \frac{du}{dt} \right)_{i}^{b} = \left( 1 - \alpha_{T} (T - T_{0}) \right) g \ \ \ \ \ (41)
\]
where $\beta$, $\alpha_T$, and $T_0$ denote the buoyancy force, thermal expansion coefficient, and reference temperature, respectively. This Boussinesq model is simple to apply, and the results are relatively good. However, the model reliability is significantly reduced when the density variation is spatially large. For a large density gradient, a non-Boussinesq model, which is applicable for SPH, has been developed and adopted for the SOPHIA code (Park et al., 2019). In this model, the density change is directly estimated by mass and volume changes of particles, which are determined by temperature and concentration as follows:

$$m_i = m_{0,i}(1 + \alpha_S (S - S_0))$$

$$V_i = V_{0,i} (1 - \alpha_T (T_i - T_0))^{-1}$$

$$\rho_{ref,i} = \frac{m_i}{V_i}$$

where $\alpha_T$, $\alpha_S$, $T_0$, and $S_0$ denote thermal expansion coefficient, saline contraction coefficient, initial temperature, and initial concentration, respectively. $m_0$ and $V_0$ denote the initial particle mass and initial particle volume, respectively. In this model, the mass, volume, and reference density of the particles are updated in every time step. The resultant reference density is used in the pressure calculation of the EOS (Equation 27). This approach not only allows large density-gradient-driven flow beyond the Boussinesq approximation but also represents the real physics more properly.

**Surface Tension**

In the SOPHIA code, two types of surface tension models are employed: (1) a Continuum Surface Force (CSF) model, and (2) an Intermolecular Potential Force (IPF) model. The CSF model estimates the surface tension force at the macroscopic scale. In this model, the surface tension force is expressed as the product of the surface curvature and the surface normal (Brackbill et al., 1992). According to the previous studies (Morris, 2000; Hu and Adams, 2006), there are several ways to determine the curvature and surface normal, and the SOPHIA code adopted the following forms.

$$\left( \frac{du}{dt} \right)_{i}^{CSF} = -\frac{\sigma_i}{\rho_i} \kappa_i n_i$$

$$n_i = \sum_{j} \frac{1}{V_i} (V_i^2 + V_j^2) c_{ij} \nabla W_{ij}$$

$$\kappa_i = -d \sum_{j} \frac{V_j} {V_i} \left( \hat{n}_i - \frac{\varphi_j \hat{n}_j} {\| \nabla W_{ij} \|} \right) \cdot \nabla W_{ij}$$

$$c_{ij} = \begin{cases} 0 & \text{for } f_i = f_j \\ \frac{\rho_i}{\rho_i + \rho_j} & \text{for } f_i \neq f_j \end{cases}$$

$$\varphi_{ij} = \begin{cases} 1 & \text{for } f_i = f_j \\ -1 & \text{for } f_i \neq f_j \end{cases}$$

where $\sigma$, $\kappa$, $n$, and $d$ denote a surface tension coefficient, the curvature, surface-normal vector, and dimension, respectively ($d = 1, 2, 3$). $\hat{n}_i$ denotes the unit surface-normal vector. The notation $f_i = f_j$ means that the phase of the fluid particle “i” is the same as that of particle “j,” and $f_i \neq f_j$ means the opposite case.

In the IPF model (Tartakovsky and Meakin, 2005), the interaction between particle i and neighboring j is considered in terms of molecular dynamics, such as repulsive force for short range and attractive force for long range. The combination of these forces naturally determines the interfacial particle distance. Therefore, calculations of curvature and surface normal are not required. In addition, the wettability effect can be estimated straightforwardly. This model is applied to the momentum equation (Equation 19) as an additional particle interaction force.

$$\left( \frac{du}{dt} \right)_{i}^{IPF} = -\frac{1}{m_i} \sum_{j} f_{ij}$$

where $f_{ij}$ denotes inter-particle force between particle i and its neighbor j. Many previous studies have developed various different forms of the inter-particle force. Table 3 summarizes some of them.

**Multi-Phase Flow**

Multi-phase phenomena are frequently encountered in nuclear thermal-hydraulics and safety issues. Since the SPH method is based on the Lagrangian framework, no surface detection or tracking method is necessary, which is essential for Eulerian-based CFD methods. Therefore, handling multi-phase flow with SPH is relatively simple and easy compared to the conventional Eulerian-based methods. The SOPHIA code has carefully adopted and organized the governing equations based on first principle in order to capture the multi-phase physics. Nevertheless, an additional term is introduced to stabilize the interface between the phases (Grenier et al., 2009). The interface sharpness force used in the SOPHIA code is formulated as follows.

$$\left( \frac{du}{dt} \right)_{i}^{IS} = -\frac{\varepsilon}{m_i} \sum_{j} \left( |p_i| V_i^2 + |p_j| V_j^2 \right) \nabla W_{ij}, \text{ for } f_i \neq f_j$$

where $\varepsilon$ is a tuning parameter that ranges between 0.01 and 0.1 (Grenier et al., 2009). The notation $f_i \neq f_j$ means that the phase of the fluid particle “i” is dissimilar to that of particle “j.” The kernel summation of the RHS only includes a neighboring particle ‘j’ that belongs to a different phase to particle “i.” This force should be large enough to stabilize the interface between the phases, but it should be small enough not to cause any unphysical effects.

**Particle Shifting**

As mentioned in section Fundamentals of SPH, particle deficiency and irregular distribution are the main sources of numerical errors in the SPH interpolations. Particle shifting is one of the methods to address this issue. It adjusts the particle position to enhance the uniformity of the distribution. The SOPHIA code adopted the shifting method proposed by Lind et al. (2012). This adjusts the particle spacing in proportion to the particle number density, which is an indicator of particle uniformity. In this method, the particle adjustment vector ($\delta r$) is evaluated by the following equation.

$$\delta r_i = -0.5h^2 \sum_{j} V_j \left( 1 + R \left( \frac{W(r_{ij}, h)}{W(\Delta r, h)} \right) \right) \nabla W_{ij}$$
TABLE 3 | Inter-particle force terms for the IPF surface tension model.

| Model                           | Formulation                                      |
|---------------------------------|--------------------------------------------------|
| Cosine (Tartakovsky and Meakin, 2005) | \( f_i = s_i \cos \left( \frac{1}{n} |r| \right) \left( \frac{r}{|r|} \right) \) |
| Cohesive (Shigorina et al., 2017) | \( f_i = s_i \left[ A_i W(r_i, \frac{\delta r}{r}) - W(r_i, r) \left( \frac{\delta r}{r} \right) \right] \) |
| Lennard-Jones (Zhang et al., 2008) | \( f_i = -4\varepsilon \frac{m_i}{n} \left( \left( \frac{r_i}{|r_i|} \right)^2 - \left( \frac{r}{|r|} \right)^2 \right) \nabla W_i \) |

where \( R \) and \( n \) denote the constant parameters, set as to be 0.2 and 4, respectively. \( \delta r \) denotes the initial particle spacing. In every time step, the particle positions are updated by adding adjustment vector \( \left( r_i^* = r_i + \delta r_i \right) \). The particle properties on the new positions can be updated through SPH interpolation depending on the proposed numerical scheme.

**Time Integration**

In the SOPHIA code, a modified predictor-corrector scheme is applied (Gomez-Gesteira et al., 2012). The predictor-corrector scheme divides the time integration into two steps and determines the physical variables (position, velocity, density, and energy) and their time derivatives in turn. First, the prediction step extrapolates the physical variables as follows.

\[
\begin{align*}
\mathbf{u}_i^{p} &= u_i + \Delta t \left( \frac{du}{dt} \right)_{t-\Delta t} \\
\mathbf{r}_i^{p} &= r_i + \Delta t \left( \frac{dr}{dt} \right)_{t-\Delta t} \\
\rho_i^{p} &= \rho_i + \Delta t \left( \frac{d\rho}{dt} \right)_{t-\Delta t}
\end{align*}
\]

(52)

where \( t \) and \( \Delta t \) denote time and time step, respectively. Superscript \( p \) denotes “predictor.” The time derivatives of position, velocity, density, and energy are newly evaluated by solving the discretized SPH governing equations based on the predicted values. After that, the field variables are re-integrated over the full time step using the updated time derivatives in the correction step.

\[
\begin{align*}
\mathbf{u}_i^{c} &= u_i + \Delta t \left( \frac{du}{dt} \right)_{t+\frac{\Delta t}{2}} \\
\mathbf{r}_i^{c} &= r_i + \Delta t \left( \frac{dr}{dt} \right)_{t+\frac{\Delta t}{2}} \\
\rho_i^{c} &= \rho_i + \Delta t \left( \frac{d\rho}{dt} \right)_{t+\frac{\Delta t}{2}}
\end{align*}
\]

(53)

where the superscript \( c \) denotes “corrector.” These corrected values become initial values for the next time step.

**CODE IMPLEMENTATION**

The SPH generally has very high computational cost compared to conventional CFD methods. To address this issue, massive parallel-computer-system-based techniques have been actively employed in the SPH field, and the general-purpose GPU (GPGPU) is one of the most commonly favored. The GPU was originally developed for effective graphic rendering using thousands of parallel cores, but currently, its usage has been extended widely into general science and engineering applications due to the high-throughput computations and data-parallelism. Since the SPH formulations have no non-linear equations and every particle is calculated independently, the SPH code implementation is suitable for GPU parallelization.

In previous research by Jo et al. (2019), the SOPHIA code was fully parallelized using a single GPU, and it was demonstrated that the computational cost can be significantly reduced by GPU parallelization when compared to serial CPU computing. However, due to the limitation of the internal memory size of a single GPU, the allowable number of particles was highly restricted, being about 15 million particles for the original code. Therefore, it became essential to distribute computational load using multiple GPUs, which is critical for many practical large-scale applications. For this reason, the code has been restructured and fully parallelized using multiple GPUs along with domain decomposition. The technical details are summarized in the following sections.

**GPU Implementation**

**Basic Algorithm**

Figure 2 shows the basic algorithm of the code. The algorithm consists of several main steps and the sub-steps in the gray box in Figure 2. The gray box indicates that they are parallelized using multiple GPUs. The bold characters (Multi-GPU Allocation, Sub-domain Division, and Inter-GPU Communication) indicates the added steps for domain decomposition and data exchange between GPUs for distributing the computational load to multiple GPUs. The other steps are quite similar to the original SOPHIA code based on a single GPU (Jo et al., 2019). The first step of the code is Initialization. In this step, the input parameters and the initial particle information (position, velocity, temperature, pressure, property, etc.) are read from external input files and stored in the computer memory. This process is conducted by a single host CPU. After this process, the computational domain is divided into multiple sub-domains to distribute computational load and memory, and each GPU is assigned to each sub-domain, respectively. This allows the GPU to solve the governing equations and the physical models for only assigned/allocated sub-domain. Then, the particle data of the CPU host are copied to GPUs to have only their own sub-domains separately (Multi-GPU Allocation). The details are explained in section Multi-GPU Allocation. Once this process is completed, each GPU has the initial particle input data along with additional buffer data of the nearby domain for data exchange. The main loop is started from the Prediction step, which is conducted for predictor-corrector time integration,
as explained in section Time Integration. After the Prediction step, the particle positions are updated, and the sub-domain is partitioned into four groups according to Sub-domain Division. This step is applied for optimizing the computational load and data transfer of the GPUs. According to the particle groups, calculation and data transfer are differently scheduled. The details are explained in section Sub-domain Division. Once this step is completed, neighboring particles are searched for every particle (NNPS). NNPS is the key step in the particle simulation since it usually entails the largest computational load. In this code, the uniform grid and sorting-based algorithm are implemented with full GPU adaptation. Once this process is done, each particle has its neighboring particle information, which is necessary for the following particle interaction steps. The NNPS algorithm implemented here is briefly explained in section Concurrent Execution. After the NNPS step, the particle interactions are calculated according to the SPH equations and physical models (density, momentum, energy, etc.) explained in section Smoothed Particle Hydrodynamics (SPH). For the SPH interpolations, massive parallel GPU mapping is applied extensively. The details can be found by reference to Jo et al. (2019). After the particle interactions, the corrector step in the time integration is followed, with major updates. Once all these main calculation steps are completed, it is checked whether the updated particles escape from the original subdomain. If so, their information is transferred to the new subdomain by memory copying to adjacent GPUs (Inter-GPU Communication). After this step is finished, all the GPUs have the newly updated particle data with a fully preserved computational domain. The simulation then proceeds to the next time step in a loop. This multi-GPU parallel algorithm consists of two-level parallelization. At the higher level, multiple GPUs concurrently execute the main loops within the decomposed sub-domains (Multi-GPU Concurrent Execution), and at the lower level, each GPU carries out parallel computation (mapping or sorting) and data transmission for each sub-domain using thousands of computing cores simultaneously.

**Multi-GPU Allocation**

The multi-GPU allocation divides a whole computational domain into small sub-domains, as shown in Figure 3. First, as many threads are created as there are GPUs. The generated threads control the GPUs which are assigned the same index number, respectively. Then, the computational domain is divided...
in a specific direction (x, y, or z) to have a similar number of particles, and then the threads allocate these sub-domains to their own GPUs. Currently, the code allows the domain decomposition in only one direction, because it minimizes the memory usage for data exchange in the inter-GPU communication.

**Sub-domain Division**

After the domain is decomposed and each sub-domain data is allocated to each GPU, the sub-domain is partitioned into four small sections for more efficient computation and data exchange. Figure 4 shows the concept of the sub-domain division. R0 is the inner particle region. The particles located in R0 have little chance to escape the sub-domain in a single time step. Therefore, the particle in this region is not involved in the data exchange. R1 is the outer particle region. The particles in R1 have some chance to escape the sub-domain boundary during time integration. Therefore, the particles in this region must be traced to determine whether they still exist in the sub-domain after position update. R2 is the outer buffer region. The particles in R2 are located on the right outside of the sub-domain boundary. Since this region is overlapped with the R1 of adjacent GPUs, the particles in this region are only involved in the calculation of the R1 particles. R3 is the dummy region. The particles in R3 are not involved in any computation and data exchange processes.

**Concurrent Execution**

After subdomains are partitioned, each GPU individually calculates the particle behaviors. As shown in Figure 2, the Nearest Neighbor Particle Search (NNPS) is proceeded with prior to the SPH interpolation steps. In the SPH, the NNPS step is the most time-consuming part; hence, the performance of the whole algorithm depends heavily on the efficiency of the NNPS. In the SOPHIA code, the NNPS is optimized using an algorithm based on a uniform grid and parallel sorting (Harada and Howes, 2011) that re-arranges the array of particles according to the order of each cell index. Figure 5 shows the concept of the NNPS algorithm with a uniform grid and sorting.

1. The computational domain is divided into the grid cells.
2. The cell index (CI) is calculated and assigned to every particle.
3. The particle array is sorted (PI*) and ordered by cell index (CI*).
4. The starting (Cstr) and ending (Cend) particle index arrays are constructed.

The subsequent processes are performed during the SPH interpolation using these starting particle indices and ending particle indices. In the SPH interpolation, the particles in the adjacent cells are scanned and it is checked whether the distance from the center particle “i” is within the search range. Once the NNPS step is complete, the density of each particle is calculated by solving either the mass summation or continuity...
equation. The particle pressure is then calculated according to the EOS. Afterward, all the particle interactions, including momentum conservation, energy conservation, molecular diffusion, etc., are computed with the physical models described in section Smoothed Particle Hydrodynamics (SPH). For all these calculations, parallel mapping is used. This method calls the same number of computing cores as there are particles, and each core computes the equations of each particle in parallel.

Inter-GPU Communication

After time integration and position update are conducted, the particles across the boundaries are checked, and information is exchanged between the adjacent GPUs through peer-to-peer (P2P) memory copy. Figure 6 shows the schematic process of the inter-GPU communication. First, the particles in R1 are labeled as “left” or “right” depending on their position, as shown in Figure 6A. The GPU[idx] sends the “left” particle data to the “idx-1”th GPU and the “right” data to the “idx+1”th GPU. Conversely, the “left” data of GPU[idx+1] and the “right” data of GPU[idx-1] are transferred to GPU[idx] and stored in memory. Among the received data, some particles may cross the boundaries and enter into the “idx”th subdomain. These particles remain as R1, and the rest are re-assigned as R2 to serve as neighbors of R1 particles. The unnecessary data will be dumped as dummy particles (R3) at the Sub-domain Division step of the next loop. This repetitive sub-domain division and inter-GPU communication ensures that each GPU occupies the subdomain that overlaps some buffer regions with the neighbor GPUs.

In order to increase the efficiency of the inter-GPU communication, multi-streaming is applied in the code. The basic concept is shown in Figure 6B. In this algorithm, the calculations are split into two parallel streams. In one stream, the particle interactions of the physical models are solved. At the same time, Peer-to-Peer (P2P) memory transfer is conducted in the other stream in parallel. A combination of two streams reduces latency time effectively since data copying (referring to P2P copy) and kernel execution (referring to particle calculation) do not share computing resources. In addition, the data transaction is reliably completed during the calculation because the number of inner particles is much larger than that of outer particles.

Evaluation of Multi-GPU Parallel Performance

In the previous research, it was found that a single GPU parallelization reduced the computational cost compared to the serial CPU computation by a factor of 100 for a million particles. The details can be found in Jo et al. (2019). In this section, the performance of the domain decomposition and the multi-GPU parallelization is examined to evaluate its large-scale computing capability. The evaluation is performed by two types of scaling tests: (1) strong scaling and (2) weak scaling. The strong scaling measures the execution time for a fixed-size problem (the number of particles) with an increase in the number of GPUs. In the strong scaling, the speed-up factor is defined as

$$S_s(N, P) = \frac{T(N, 1)}{T(N, P)}$$

where $T$, $N$, $P$, and $S_s$ denote an execution time, a problem size, the number of GPUs, and a speed-up factor, respectively. On the other hand, the weak scaling measures the execution time for a fixed-size problem (the number of particles) with an increase in the number of GPUs. In the weak scaling, the speed-up factor is defined as

$$E_w(N, P) = \frac{T(N_1, 1)}{T(N_1 \times P, P)}$$

where $N_1$ and $E_w$ denote the problem size of a single GPU and an efficiency factor, respectively. In this study, a well-known
benchmark problem (3-D dam-break) by Arnason et al. (2009) and Cummins et al. (2012) was used.

In the strong scaling test, the total number of particles was fixed to be 16,784,004, which occupies the maximum memory allowable for a single GPU (NVIDIA P100). Accordingly, in the weak scaling test, the total number of particles was increased from 16,784,004 to 101,362,964, in proportion to the number of GPUs. In this case, the model size was substantially increased by maintaining constant memory usage for each GPU. Figure 7 shows the performance evaluation results. This study measures the time taken to calculate the main loop 1,000 times using the clocking method. This process was repeated four times, then averaging these measured times determines the performance time. For a single GPU simulation with 16,784,004 particles, the computation takes about 11 min for 1,000 time steps ($\Delta t = 10^{-6}$ s). Figure 7A shows the speed-up factor for the strong scaling test. As shown in this figure, the speed-up factor increases with the number of GPUs, but the efficiency tends to decrease slightly. This is because the number of outer particles within the sub-domain is not sufficiently small to hide the latency of data exchange. Figure 7B shows the parallel efficiency of the weak scaling test. As the number of GPUs increases, the efficiency decreases, and it reaches about 78% for six-GPU parallelization (101 million particles). Although the size of the problem increases by six times, the computation time is only increased by 20% using six GPUs, which allows us to handle large-sized simulations efficiently. Overall, multi-GPU-based parallelized algorithm shows good performance.

**BENCHMARK ANALYSIS**

As described in section Smoothed Particle Hydrodynamics (SPH), SOPHIA consists of various models such as hydrodynamics, heat transfer, turbulence, multi-phase flow, etc. Although all the details are not described in this paper, the code has conducted various basic V&V simulations including hydrostatic pressure, Poiseuille & Couette flow, lid-driven flow, 2D/3D dam break, 3D wave generation, hydrostatic pressure in immiscible fluids, the lock exchange problem, Rayleigh-Taylor instability, multi-dimensional heat conduction, and natural circulation. Some of the results are
summarized in Jo et al. (2019) and Park et al. (2019). For the newly implemented physical models such as turbulence, chemical reaction, etc., the verification and validation processes are currently underway. In this section, the simulations are conducted on three benchmark experiments related to nuclear safety. The selected benchmark experiments are (1) water jet breakup of Fuel–Coolant Interaction (FCI), (2) Liquid Metal Reactor (LMR) centralized sloshing, and (3) bubble lift force.

**Jet Breakup of Fuel–Coolant Interaction**

Fuel–Coolant Interaction (FCI) is one of major phenomena of severe accidents and occurs when molten fuel falls into the coolant or vice versa. The interaction between coolant and the molten fuel involves many complicated physical phenomena, which may lead to a catastrophic event such as a steam explosion. Especially, jet breakup, where the bulk of molten fuel breaks into droplets, is the most important pre-mixing phase for a steam explosion or re-melting of fuel fragments, which threatens the reactor vessel/containment integrity (Allelein et al., 1999; Sehgal et al., 1999). In this study, an isothermal benchmark experiment on jet breakup conducted by Park et al. (2016) is simulated using the SOPHIA code and the results are discussed.

The impinging jet simulation model consists of a jet column and a tank filled with Fluorinert. The tank is a rectangular column of 0.1 m width, 0.02 m depth, and 0.4 m height, and the pool is filled up to a height of 0.2 m. As in the experiment, the rest of the tank is filled with the air in the simulation. The jet diameter is 10 mm. The water jet has a density of 1,000 kg/m$^3$, a viscosity of 1.0 mPa·s, and a surface tension of 0.072 N/m and the Fluorinert pool has a density of 1,880 kg/m$^3$, a viscosity of 4.7 mPa·s, and a surface tension of 0.043 N/m. The inlet jet velocity was set as 3.8 m/s. The total number of particles was 57,430,016. The simulation was conducted using six GPUs.

**Figure 8** shows snapshots of the simulation. The jet, injected at a high velocity, penetrates into the pool. This penetration causes a U-shaped air pocket just behind the jet front. The interaction with the pool dissipates the initial momentum of the jet front, suspending further penetration. At the same time, the air pocket collapses due to the compression of the pool. The jet continuously drags the air into the pool and breaks up through the interaction with the pool. Mixing of jet droplets and air bubbles enhances the buoyant effect of the jet. As a result, the jet fails to penetrate below a certain depth, and the jet disperses out radially. According to previous studies (Ikeda et al., 2001; Park et al., 2016), it is noted that this jet breakup and fragmentation can only be modeled physically by three-dimensional two-phase flow simulation. This is because ignoring the air cavity may distort the consequent phenomena. As shown in **Figure 8**, such jet behavior is well-reproduced through the three-dimensional two-phase flow simulation with high resolution. Especially, in the simulation, the droplets are generated at the pool–jet–air interfaces by velocity differences (referred to as Kelvin-Helmholtz instability) or surface tension effects (referred to as critical Weber number theory).

For rigorous analysis, the simulation results are compared with experimental data in two ways: (1) jet penetration depth and (2) overall pool surface shape/level. **Figure 9A** compares the jet front penetration depth in the simulation with the experimental data. The jet front in the simulation shows very good agreement with the experimental data over time. **Figure 9B** compares the pool surface shape in the simulation and in the experiment (the red lines represent the surface of the experimental visual images at the same time). As shown in the figure, the simulation agrees very well with the experimental results, not only for the surface level but also in terms of the overall features.

**Liquid Metal Reactor Centralized Sloshing**

In the transient phase of a core-disruptive Liquid Metal Reactor (LMR) accident, a neutronically active multi-phase pool can be formed, which is composed of solid fuel, molten fuel, re-frozen fuel, fission gas, fuel vapor, steel particles, etc. In this configuration, abrupt pressure build-up due to local vapor
generation can initiate so-called centralized sloshing motion, which has the potential for energetic fuel re-criticalities (Suzuki et al., 2014). In this study, three-dimensional sloshing simulations are conducted using the SOPHIA code on the benchmark experiment by Maschek et al. (1992a).

The simulation model consists of a water column, a container, and 12 vertical rods. The container is an open cylinder with a 44-cm diameter. The water column, with 11 cm diameter and 20 cm height, is located in the center of the container. Regarding the vertical rods, which all have the same diameter of 2 cm, the three simulation cases were considered.

- Case 1 has no vertical rods but only the water column.
- Case 2 has inner vertical rods that surround the water column in a ring with a diameter of 19.8 cm.
- Case 3 has outer vertical rods that surround the water column in a ring with a diameter of 35.2 cm diameter.

Figure 10 shows the simulation results for Case 1, Case 2, and Case 3, respectively. In Case 1, the water column collapses due to gravity, and it makes a circular wave moving toward the container wall. After collision with the wall, the water converges toward the center area, and it forms a high central water peak. In Case 2 and Case 3, 12 vertical inner/outer rods are placed around the central water column. The simulations reproduce the damping and interference motion of water waves induced by rod disturbances well.

In this study, the maximum sloshing height and arrival time in the simulations are compared with the experimental data, as shown in Table 4. The (1) arrival time, (2) time of maximum height, and (3) maximum height at the outer container wall and the pool center are taken into account. In general, the SOPHIA simulation results show very good agreement with the benchmark experimental data, both qualitatively and quantitatively.
Bubble Lift Force

Bubbly flow plays an important role not only in Light Water Reactors (LWRs) but also in many industries because it involves large interfacial areas for heat and mass transfer. In recent multi-phase CFD analysis, the lift force is one of the important forces for tracing bubble dynamics because it greatly affects the spatial distribution of bubbles and void fractions. In nuclear safety analysis, the effect of lift force was noticed early on by observing an accumulation of gas near the wall in the pipe flow (Tomiyama et al., 2002; Ziegenhein et al., 2018). In conventional CFD analysis, the lift force is commonly considered by empirical correlations based on experimental data. In this study, the bubble lift force in laminar shear flow is simulated, referring to the benchmark experiment by Tomiyama et al. (2002), and the bubble trajectories are compared with the experimental data.

In the benchmark experiment, a tank was filled with a glycerol-water solution, and a belt was continuously rotated at a constant speed to induce simple shear flow. At the steady state, a single air bubble was released on the linear velocity gradient field through a nozzle tip. For the simulation, a stationary vertical wall is placed in the middle of the tank, and both sidewalls are set to have a constant velocity to generate simple shear flow as in the experiment. The tank is a rectangular cavity with 60-mm width and 0.5-m height, and it is divided into two channels with 30-mm width by the stationary wall. As in the experiment, the tank is filled with a glycerol-water solution, and the fluid flows rotating clockwise. After achieving steady-state shear flow, a single air bubble is injected at the left channel of the model. The glycerol-water solution has a density of 1,154 kg/m³ and a viscosity of 0.091 Pa·s. This study performed two-dimensional simulation with 518,259 particles. Regarding the velocity gradient ($\omega$) and bubble diameter ($d$), four experimental cases were considered.

- Case 1 has a small velocity gradient ($\omega = 5.7 \text{ s}^{-1}$) and large bubble diameter ($d = 5.54 \text{ mm}$).
- Case 2 has a large velocity gradient ($\omega = 6.2 \text{ s}^{-1}$) and large bubble diameter ($d = 5.54 \text{ mm}$).
- Case 3 has a small velocity gradient ($\omega = 5.7 \text{ s}^{-1}$) and small bubble diameter ($d = 3.52 \text{ mm}$).
FIGURE 10 | Snapshots of surface motion of the simulation cases with rendering: (A) Case 1 simulation results, (B) Case 2 simulation results, and (C) Case 3 simulation results.

TABLE 4 | Comparison of SOPHIA simulation with experiments (Maschek et al., 1992b; Pigny, 2010).

| Case 1. Central sloshing | Slosh at outer container wall | Slosh at pool center |
|-------------------------|-------------------------------|----------------------|
|                         | Arrival time (s) | Time of max height (s) | Max height (cm) | Time of max height (s) | Max height (cm) |
| Experiment              | 0.20 ± 0.02       | 0.42 ± 0.02           | 16.0 ± 1.0      | 0.88 ± 0.04            | 40.0 ± 5.0      |
| SIMMER-IV               | 0.2              | 0.38                  | 18.75           | –                     | >50             |
| SOPHIA                  | 0.2              | 0.41                  | 17.5            | 0.88                  | 38.0            |

| Case 2. Inner vertical rods | Slosh at outer container wall | Slosh at pool center |
|-----------------------------|-------------------------------|----------------------|
| Experiment                  | 0.22 ± 0.02                  | 0.44 ± 0.02          | 15.0 ± 1.0       | 0.90 ± 0.04            | 3.0 ± 2.0       |
| SOPHIA                      | 0.21                         | 0.43                 | 16.0             | 0.88                  | 3.5             |

| Case 3. Outer vertical rods | Slosh at outer container wall | Slosh at pool center |
|-----------------------------|-------------------------------|----------------------|
| Experiment                  | 0.20 ± 0.02                  | 0.42 ± 0.02          | 15.0 ± 1.0       | 0.88 ± 0.04            | 15.0 ± 3.0      |
| SOPHIA                      | 0.20                         | 0.41                 | 17.5             | 0.88                  | 12.9            |
• Case 4 has a large velocity gradient ($\omega = 6.2 \text{ s}^{-1}$) and small bubble diameter ($d = 3.52 \text{ mm}$).

**Figure 11** presents the simulation results of four cases and validations. **Figure 11A** shows image sequences of the simulations. The left two figures are the results for a large bubble diameter ($d = 5.54 \text{ mm}$) and the right two figures for a small bubble diameter ($d = 3.52 \text{ mm}$). As shown in the figure, the large bubble drifts toward the left wall as it rises up, while the small bubble drifts toward the right wall. This is because the shear-induced lift force is most dominant for the small bubbles. At the surface of the bubble, a relative velocity gradient is generated by the linear shear flow, and this gradient drags the small bubble so that it rotates toward the large drag force (high velocity). However, for large bubbles, slanted-wake-induced lift force is more dominant than shear-induced lift force. When the large bubble floats through the linear shear flow, asymmetric wakes are formed right behind the bubble, and this wake configuration perturbs the surrounding pressure field. Due to the pressure gradient, the large bubble tends to move toward the lower velocity with deformation. **Figure 11B** compares the trajectories of the bubbles in the experiment.
and in the simulation. As shown in the figure, the simulation results are agreed very well with the experimental results within measurement error.

**SUMMARY AND CONCLUSION**

This paper summarizes the recent progress and on-going activity in the development of the Lagrangian-based CFD code (SOPHIA), with some demonstrations on nuclear applications. The SOPHIA code is based on the smoothed particle hydrodynamics (SPH), which is the most widely used full-Lagrangian method. Like other conventional CFD methods, the SOPHIA code basically solves mass, momentum, and energy conservation equations. However, unlike conventional SPH, the SOPHIA code formulates the density and the continuity equations in terms of normalized density in order to handle multi-phase, multi-fluid, and multi-component flows in a simple and effective manner. In addition, the SOPHIA code incorporates physical models, including fluid flow, heat transfer, mass transfer, multi-phase, phase change, turbulence, and diffusion, with various numerical correction schemes so that the code can be applied well to many different nuclear safety-related issues.

In spite of its great potential for nuclear thermal hydraulics and safety, the Lagrangian-based CFD still faces some technical challenges that need to be further addressed. One of the critical drawbacks of the SPH method is the high computational cost. In order to address this issue, this study implements the code using multi-GPU parallelization with various parallel computing techniques such as multi-threading, mapping, and sorting. The main algorithm consists of four steps: (1) multi-GPU allocation, (2) sub-domain division, (3) multi-GPU concurrent execution, and (4) inter-GPU communication. Especially, the multi-GPU concurrent execution step parallelizes the computation procedure into two streams to optimize calculation and memory exchange. The computational performance of the multi-GPU parallelized SOPHIA code is evaluated by both strong and weak scaling. The results indicate that SOPHIA code showed remarkable performance from small-scale to large-scale problems with an increase in the number of GPUs, and it reached 78% efficiency with a maximum six GPUs.

To demonstrate its applicability to nuclear thermal hydraulics and safety, three benchmark simulations were conducted: (1) water jet breakup of FCI, (2) LMR centralized core sloshing, and (3) bubble lift force. All of these simulations showed that the SOPHIA code can predict the key phenomena in the experiments, both qualitatively and quantitatively. According to the benchmark results and discussions, SPH methods such as the SOPHIA code seem to be well-suited to safety-related analysis (i.e., for severe accident and natural disaster), numerical experiments, and visualization of phenomena. All of these activities have a large potential to reduce the uncertainties regarding the phenomena related to decision-making.

Although the SOPHIA code has great potential in nuclear thermal hydraulics and safety analysis, technical challenges remain that require further investigations. The following lists some of the items that should be addressed in the future:

- Method for handling multi-scale problems (i.e., boiling, turbulence, etc.)
- Method for reducing large computational cost (i.e., optimization, numerical schemes)
- Method for handling various boundary conditions (i.e., symmetry, open boundary, etc.)
- Method for improving both accuracy and stability (i.e., numerical schemes)
- Method for verification and validation (i.e., benchmark experiment, visualization, etc.)
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# NOMENCLATURE

| Symbol | Definition |
|--------|------------|
| $c_0$  | Speed of sound (m/s) |
| $C_\mu$ | Turbulent viscous coefficient |
| $C_\epsilon$ | Turbulent dissipation coefficient |
| $C_s$  | SPS turbulence coefficient |
| $D$    | Molecular diffusivity (m$^2$/s) |
| $d$    | Dimension (1, 2, 3) |
| $E_w$  | Efficiency factor |
| $f_{ext}$ | External body force acceleration (m/s$^2$) |
| $g$    | Gravitational acceleration (m/s$^2$) |
| $h$    | Smoothing length (m) |
| $h$    | Specific enthalpy (J/kg) |
| $k$    | Turbulence kinetic energy (J/kg) |
| $k_{ij}$ | $k_i - k_j$ |
| $L$    | Kernel Gradient Correction operator |
| $M$    | Mass (kg) |
| $m_0$  | Initial mass (kg) |
| $M$    | Molar mass (kg/mol) |
| $n$    | Surface normal vector |
| $\hat{n}$ | Unit surface normal vector |
| $\eta$ | Unit surface normal vector |
| $\alpha$, $\beta$, $\gamma$ | Cartesian coordinate (= x, y, z) |
| $c$    | Corrector |
| $fb$   | Buoyancy force |
| $fp$   | Pressure force |
| $fv$   | Viscous force |
| $p$    | Predictor |
| $turb$ | Turbulence force |
| $\rho$ | Density (kg/m$^3$) |
| $\rho_{ref}$ | Reference density (kg/m$^3$) |
| $\delta\rho$ | Density variation |
| $\lambda$ | Conductivity (W/m-K) |
| $\mu$ | Dynamic viscosity (Pa-s) |
| $\mu_v$ | Laminar viscosity (Pa-s) |
| $\gamma$ | EOS stiffness parameter |
| $\kappa$ | Smoothing parameter |
| $\kappa$ | Curvature |
| $\lambda$ | Conductivity (W/m-K) |
| $\mu$ | Dynamic viscosity (Pa-s) |
| $\mu_v$ | Laminar viscosity (Pa-s) |

## Greek

| Symbol | Definition |
|--------|------------|
| $\alpha_T$ | Thermal expansion coefficient (K$^{-1}$) |
| $\alpha_S$ | Saline contraction coefficient (psu$^{-1}$) |
| $\delta$ | Dirac delta function |
| $\delta_{\alpha\beta}$ | Kronecker delta |
| $\epsilon$ | Turbulent dissipation rate (J/kg s) |
| $\gamma$ | EOS stiffness parameter |
| $\kappa$ | Smoothing parameter |
| $\kappa$ | Curvature |
| $\lambda$ | Conductivity (W/m-K) |
| $\mu$ | Dynamic viscosity (Pa-s) |
| $\mu_v$ | Laminar viscosity (Pa-s) |
| $\gamma$ | EOS stiffness parameter |
| $\kappa$ | Smoothing parameter |
| $\lambda$ | Conductivity (W/m-K) |
| $\mu$ | Dynamic viscosity (Pa-s) |
| $\mu_v$ | Laminar viscosity (Pa-s) |

## Superscript

| Symbol | Definition |
|--------|------------|
| $\alpha$, $\beta$, $\gamma$ | Cartesian coordinate (= x, y, z) |
| $c$ | Corrector |
| $fb$ | Buoyancy force |
| $fp$ | Pressure force |
| $fv$ | Viscous force |
| $p$ | Predictor |
| $turb$ | Turbulence force |

## Subscript

| Symbol | Definition |
|--------|------------|
| $i$ | Center particle |
| $j$ | Neighboring particle |
| $k$ | Neighbors of neighboring particle $j$ |