Clinical decision support tool for diagnosis of COVID-19 in hospitals
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Abstract

Background

The coronavirus infectious disease 19 (COVID-19) pandemic has resulted in significant morbidities, severe acute respiratory failures and subsequently emergency departments’ (EDs) overcrowding in a context of insufficient laboratory testing capacities. The development of decision support tools for real-time clinical diagnosis of COVID-19 is of prime importance to assist patients’ triage and allocate resources for patients at risk.

Methods and principal findings

From March 2 to June 15, 2020, clinical patterns of COVID-19 suspected patients at admission to the EDs of Liège University Hospital, consisting in the recording of eleven symptoms (i.e. dyspnoea, chest pain, rhinorrhea, sore throat, dry cough, wet cough, diarrhoea, headache, myalgia, fever and anosmia) plus age and gender, were investigated during the first COVID-19 pandemic wave. Indeed, 573 SARS-CoV-2 cases confirmed by qRT-PCR before mid-June 2020, and 1579 suspected cases that were subsequently determined to be qRT-PCR negative for the detection of SARS-CoV-2 were enrolled in this study. Using multivariate binary logistic regression, two most relevant symptoms of COVID-19 were identified in addition of the age of the patient, i.e. fever (odds ratio [OR] = 3.66; 95% CI: 2.97–4.50), dry cough (OR = 1.71; 95% CI: 1.39–2.12), and patients older than 56.5 y (OR = 2.07; 95% CI: 1.67–2.58). Two additional symptoms (chest pain and sore throat) appeared significantly less associated to the confirmed COVID-19 cases with the same OR = 0.73 (95% CI: 0.56–0.94). An overall pondered (by OR) score (OPS) was calculated using all significant predictors. A receiver operating characteristic (ROC) curve was generated and the area under the ROC curve was 0.71 (95% CI: 0.68–0.73) rendering the use of the OPS to discriminate COVID-19 confirmed and unconfirmed patients. The main predictors were confirmed using both sensitivity analysis and classification tree analysis. Interestingly, a significant negative
correlation was observed between the OPS and the cycle threshold (Ct values) of the qRT-PCR.

**Conclusion and main significance**

The proposed approach allows for the use of an interactive and adaptive clinical decision support tool. Using the clinical algorithm developed, a web-based user-interface was created to help nurses and clinicians from EDs with the triage of patients during the second COVID-19 wave.

---

**Introduction**

Infection with the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) induces the coronavirus infectious disease 19 (COVID-19). The aetiological agent was identified as an unknown β-coronavirus genetically close to SARS-CoV and named SARS-CoV-2 [1]. In confirmed patient, the COVID-19 is characterised by diverse clinical symptoms and mostly, in decreasing order, by history of fever, shortness of breath, and dry cough [2].

Transmission routes of COVID-19 were recently summarised [3]. The main routes are the direct contact [4, 5], and human-to-human transmission by infectious droplets, which are particles > 5–10μm in diameter [6]. Airborne transmission by droplet nuclei, which are generally considered to be particles < 5μm, is also evidenced for SARS-CoV-2 both in experimental [7] and natural [8] conditions. In addition, faecal-oral (e.g. [9, 10]) and ocular [2] transmission routes should also be considered. Due to these modes of transmission, the SARS-CoV-2 spreads very quickly worldwide since its first appearance in China [11].

At the end of 2020, due to the high morbidity of SARS-CoV-2 at world level (≈ 84 millions of people including ≈ 0.65 million in Belgium; https://www.worldometers.info/coronavirus/), the severity of clinical presentation in patients (severe acute respiratory syndrome) and the limited laboratory diagnostic capacities, emergency departments (EDs) have been overwhelmed by the flow of COVID-19 suspected patients in the pandemic context [12]. Moreover, the use of dedicated triage centers is known to offer a management option in disaster situations [13].

Using the two following algorithms (keywords and Boolean operators) in the US National Library of Medicine (PubMed.gov): ((Covid) AND ((clinical presentation) OR (clinical pattern) OR (symptoms) OR (clinical signs)) and ((Covid) AND ((clinical) OR (clinic) OR (symptom)) AND (decision support tool) AND (hospital)), we found many papers on the clinical presentation of the COVID-19 cases (N = 28,257) (e.g. [2, 14]) but few on clinical decision support tools (N = 46 included 5 review papers) (e.g. [15, 16]). In addition, limited number of patients was involved in most of the studies with some exceptions. However, clinical decision support tools of COVID-19 is crucial to assist patient triage and to allocate resources for patients at risk for severe disease presentation [15].

Our intention is to provide a simple tool available for wider and immediate use. Indeed, the aim of this study is to develop and validate a simple clinical decision support tool of COVID-19 suspected cases in EDs at the hospital in order to translate the result to a hospital IT interface to be directly available at patient’s admission for nurses and clinicians during the second pandemic wave.
Materials and methods

Database and study settings

From March 2 to June 15, 2020, a study was performed in the two EDs triage centers close to the University Hospital Center of Liège (CHU). The CHU is composed of two sites (Sart-Tilman and Notre-Dame des Bruyères). In both sites, the triage centers were located near the EDs and were specifically built to manage COVID-19 suspected patients presenting to the EDs. During the study period, all patients directed to the triage centers were eligible to be included. Pediatric patients (age <16 years old) were excluded because the university centers created a specific pediatric ward with particular procedures [12].

During this first COVID-19 wave, a database was created with all information registered in the EDs as the aim was to develop a simple and non-invasive clinical tool. This database was used for the present study. Regarding the symptoms, 11 appealing symptoms (i.e. dyspnoea, chest pain, rhinorrhea, sore throat, dry cough, wet cough, diarrhoea, headache, myalgia, fever and anosmia) were selected in this study according to the first COVID-19 description [17], the case definition produced by Sciensano, i.e. the Federal Scientific Institute in charge of public health in Belgium [18] and the later description of anosmia [19, 20]. We decide to use only clinical signs plus gender and age in order to develop a simple clinical decision support tool for immediate and real-time use in case of occurrence of a second wave by nurses and clinicians directly at ED’s admission. Those clinical signs were the reported symptoms of patients at admission since the beginning of their disease. Regarding fever, the sign was confirmed positive if the patient reported a body temperature equal or higher to 37.5°C [21].

Binary codification of variables was done: M (male) or F (female) for the gender, less than 56.5 years (coded as 0) and above (coded as 1) for age, and presence (coded as 1) or absence (coded as 0) for all clinical symptoms. It should be noted that, for the age, the variable was numeric only in the classification tree analysis (see below).

We defined three particular periods based on the specific governmental measures applied in Belgium during the first wave:

- The pre-lockdown or "Early Stage" (March 2 to March 17) which was defined by the finding of the first COVID-19 cases in the Belgian territory.
- The Lockdown or "Acute Stage" (March 18 to May 3) which was characterized by the announcement of the lockdown in Belgium, implementation of physical distancing, and activation of the hospital emergency plan.
- The Post-lockdown or "Late Stage" (May 4 to June 15) which represented the end of the full lockdown with a progressive return to usual activities in the healthcare, trading and travelling settings.

Case definition and real-time reverse transcriptase polymerase chain reaction

A confirmed and unconfirmed COVID-19 case was defined as a person who had a molecularly confirmed and unconfirmed diagnosis of COVID-19 using a quantitative real-time reverse transcriptase polymerase chain reaction (qRT-PCR). During the study period two RT-PCR has been used. The first one to be introduced in March was adapted from the protocol described by Corman et al. [22]. Briefly, viral nucleic acids (RNA) were extracted from clinical samples including mainly nasopharyngeal swabs (300μL) on a Maxwell 48 device using the Maxwell RSC Viral RNA kit (Promega) following a viral inactivation step using Proteinase K according to manufacturer’s instructions. RNA elution occurred in 50μL RNase free water and 5 μL.
were used for the RT-PCR. Reverse transcription and RT-PCR were performed on a LC480 thermocycler (Roche) based on Corman et al. protocol [22] for the detection of RdRp and E genes using the Taqman Fast Virus 1-Step Master Mix (Thermo Fisher). The second PCR used is a commercial assay using the cobas® 6800 platform (Roche). For this, 400 μL of nasopharyngeal swabs in a preservative medium (AMIES or UTM) were first incubated at room temperature for 30 minutes with 400 μL of cobas® PCR Media kit (Roche) for viral inactivation. Samples were then loaded on the cobas® 6800 platform using the cobas® SARS-CoV-2 assay for the detection of the ORF1ab and E genes. Results for both PCRs were expressed as cycle threshold (Ct value, i.e. the number of cycles required for the fluorescent signal to cross the threshold) with limit of positivity being fixed under a Ct 40.

Scoring system and sensitivity analysis
A scoring system was developed using variables retained in the multivariate binary logistic regression. First, each demographic characteristic or clinical symptom (presence coded as 1) was pondered by its odds ratio (OR) but when an OR was significantly less than one, a reverse codification of this variable was performed (absence recorded as 1 in place of 0) and the ponderation was 1/OR. Finally, all demographic characteristics and clinical symptoms were aggregated as a unique overall pondered score (OPS) by patient (the pondered sum of each variable of interest) (see Eq 2 presented in the results).

A sensitivity analysis was performed to test the robustness of the OPS, consisting of the comparison with the entire data set (as reference) and the same data set removing, one by one, the data from a specific period (i.e. pre-lockdown, lockdown, and post-lockdown) as well as each demographic characteristic or clinical symptoms, or ponderation. In addition, removing two or three variables together were also investigated. After this process, the result of the area under the receiver operating characteristic curve (AUC-ROC; see below) after each removed variable was compared with the AUC-ROC obtained with the reference data set (complete OPS considering all predictors).

Statistical analysis

Basic statistics. Different statistics were used depending of the objective followed. For the representativeness of the patients enrolled in the study, Chi-square test and Pearson correlation coefficient tests were used [23, 24]. The demographic variables between confirmed and unconfirmed COVID-19 cases were compared using a Chi-square test (gender) and a two-sample Wilcoxon rank-sum test (age) [23]. The correlation between demographic characteristics and symptoms retained in the multivariate binary logistic regression and the COVID-19 status of patients (presence-absence data) was assessed using binary Jaccard similarity coefficient [25]. All analyses were performed using Stata SE 14.2 (StataCorp, College Station, Texas, USA). The limit of signification was 0.05.

Binary logistic regression and bootstrapped quantile regression. A univariate followed by a multivariate binary logistic regression using backward stepwise approach was used to check the relation between the COVID-19 status of the patients (confirmed or unconfirmed cases) and their demographic characteristics and clinical symptoms [23]. First, the multivariate binary logistic regression included all explanatory variables with a \( p \)-value ≤ 0.2 as assessed in the univariate binary logistic regression. Secondly, to assess the collinearity, a backward elimination of variables was performed [26]. In this stepwise approach, the non-significant variables (\( p \)-value > 0.05) were removed starting from the less significant (highest \( p \)-value). At each step, a likelihood-ratio test comparing the two nested models allowed for the comparison of the simplified with the more complex model. The final model was selected when the
likelihood-ratio test highlighted a significant difference between the more complex and the simplified model ($p$-value $< 0.05$). Goodness of fit was assessed using the Hosmer–Lemeshow goodness-of-fit test [23].

Due to the difference in the number of observations in function of period (pre-lockdown, lockdown and post-lockdown), the comparison of quartiles of the overall pondered score (see below) was assessed using a bootstrapped quantile regression, an iterative method allowing for the estimation of the parameters of interest based on resampling, previously used in clinical decision-making [24].

All analyses were performed using Stata SE 14.2 (StataCorp, College Station, Texas, USA). The limit of signification was 0.05.

**Receiver operating characteristic curve.** A ROC curve (probability curve) was plotted with true positive results (Y-Axis) against the false positive results (X-Axis). The AUC-ROC is the performance measurement for the classification of the OPS (see above) at various thresholds settings. The higher the AUC-ROC, the better the OPS is able to distinguish between confirmed and unconfirmed COVID-19 cases (i.e. measurement of the separation of the two sub-populations). In addition, the Youden’s index "$J$" is frequently used in conjunction with the ROC curve analysis to estimate the best cut-off [23], with:

$$\text{Youdens index} = \text{sensitivity} + \text{specificity} - 1 \quad \text{[Eq 1]}$$

The value of AUC-ROC ranges from 0 to 1 (inclusive). A zero value is observed when a diagnostic test gives the same proportion of positive results for groups confirmed or unconfirmed COVID-19 cases. A value of 1 indicates that there are no false positives or false negatives, i.e. the test is perfect. In a ROC curve the calculation of the Youden’s index in all points allows to determine the best cut-off of the test (i.e. optimal Youden’s index) [23].

**Classification and regression tree analysis.** A classification and regression tree (CART) analysis was conducted on the data set. The dependent variable is COVID-19 status (confirmed versus unconfirmed cases). The independent variables depended on the objective followed. For the classification tree analysis (CTA), the independent variables were the demographic characteristics and clinical symptoms, which were significant in the univariate binary logistic regression (see above). For the regression tree analysis (RTA), the independent variable was the OPS. A CART analysis is a non-linear and non-parametric model that is fitted by binary recursive partitioning of multidimensional covariate space [27–30]. Using Salford Predictive Modeler (SPM) 8.3.2. (Minitab LLC, Stade College, PA, USA) [31], the analysis successively splits the data set into increasingly homogeneous subsets. The Gini index was used as the splitting method, and 10-fold cross-validation was used to test the predictive capacity of the obtained trees [27]. CART performs cross-validation by growing maximal trees on subsets of data, then calculating error rates based on unused portions of the data set. To accomplish this, CART divides the data set into 10 randomly selected and roughly equal parts, with each ‘part’ containing a similar distribution of the data from the populations of interest (i.e. COVID-19 confirmed versus unconfirmed cases). CART then uses the first nine parts of the data, constructs the largest possible tree and uses the remaining 1/10 of the data to obtain initial estimates of the error rate of the selected subtree. The process is repeated using different combinations of the remaining nine subsets of data and a different 1/10 data subset to test the resulting tree. This process is repeated until each 1/10 subset of the data has been used to test a tree that has been grown using a 9/10 data subset. The results of the 10 mini-tests are then combined to calculate error rates for trees of each possible size. These error rates are applied to prune the tree grown using the entire data set. The consequence of this complex process is a set of reliable estimates of the independent predictive accuracy of the tree. For each node in a
CART analysis-generated tree, the ‘primary splitter’ is the variable that best splits the node, maximizing the purity of the resulting nodes.

Results

Description of the studied patients

Among 4,489 patients suspected to be infected with the SARS-CoV-2 (called as ALL-data set), 2,152 patients (47.9%) were enrolled in the clinical study due to the presence of full clinical records (without missing values) and a qRT-PCR test result (Fig 1). This number included 573 SARS-CoV-2 cases (26.6%) confirmed by qRT-PCR before mid-June 2020, and 1579 suspected cases (73.4%) that were subsequently determined to be qRT-PCR negative for the detection of SARS-CoV-2 (called as STUDY-data set). The weekly number of patients included in the clinical study was highly correlated to the whole data set of patients suspected to be infected with the SARS-CoV-2 (Pearson correlation coefficient = 0.895 with \( p \)-value < 0.0001). The characteristics of the study population are summarized in Table 1.

The representativeness of the patients enrolled in the study and tested for SARS-CoV-2 using qRT-PCR in comparison with all patients suspected to be infected with SARS-CoV-2 directed to the triage centers was indirectly assessed using two demographic characteristics (i.e. gender and age). There was no significant difference as regard to the gender between the sampling study and the sampling frame (\( \chi^2 \) (1 df; \( \alpha = 0.05 \)) = 0.98; \( p \)-value = 0.0004). The median age was significantly different (\( \chi^2 \) (4 df; \( \alpha = 0.05 \)) = 17.88; \( p \)-value = 0.001) with only a difference of 2 years. However, the number of patients in the STUDY-data set and ALL-data set, in the five classes of age recommended by United Nations (1982) \([32]\), i.e. 1–24 y, 25–54 y, 55–74 y, 75–84 y and \( \geq 85 \) y, was highly correlated (Pearson correlation coefficient = 0.99; \( p \)-value = 0.0008).

Time between the appearance of the first clinical signs and the arrival at the hospital

No statistical difference was observed between patients tested positive (median = 4 days; inter-quartile [IQR] = 6 days) and patients tested negative (median = 3 days; IQR = 6.25 days) for the SARS-CoV-2 regarding the time between the appearance of the first clinical symptoms and the arrival at the hospital (Two-sample Wilcoxon rank-sum test; \( p \)-value > 0.05).

Comparison of demographic characteristics and clinical symptoms in patients SARS-CoV-2 confirmed and unconfirmed by qRT-PCR

Confirmed COVID-19 cases (median = 59 y; IQR = 33 y) were found to be statistically older than the unconfirmed cases (median = 51 y; IQR = 31 y) (Two-sample Wilcoxon rank-sum test; \( p \)-value < 0.0001). Using a classification tree analysis, the best cut-off to discriminate the two groups according to age was 56.5 years. Indeed, a recodification was performed with patients less than 56.5 y as 0 and with patient more than 56.5 y as 1 (binary transformation).

In addition, there were statistically less females within the COVID-19 confirmed cases (51.3%) in comparison with the unconfirmed COVID-19 cases (57.8%) (Pearson \( \chi^2 \) (1 degree of freedom and \( \alpha = 0.05 \)) = 7.24; \( p \)-value = 0.007).

Using both univariate (Table 2) and multivariate (Table 3) binary logistic regression, some demographic characteristics and clinical symptoms were found to be statistically frequently observed in COVID-19 confirmed cases compared to the unconfirmed cases.

The same risk or protective explanatory variables were identified using both univariate and multivariate binary logistic regression, except for dyspnoea (\( p \)-value was close to the limit of
significance for the final regression modelling). The Hosmer–Lemeshow goodness-of-fit test showed that the model adequately fit the data (Hosmer-Lemesho Chi2 (8 df) = 7.67 with p-value = 0.47).

Correlation matrix between demographic characteristics and symptoms retained in the multivariate binary logistic regression and the COVID-19 status of patients

In order to visualize the possible association between symptoms and the COVID-19 status of patients, a matrix of binary Jaccard similarity coefficients was calculated (Table 4). The COVID-19 status was more associated with, in decrease order, fever, age, dry cough and dyspnoea. Age was more associated with dyspnoea. Fever was more associated with dry cough and dyspnoea; dry cough with dyspnoea and sore throat, and dyspnoea with chest pain.
Overall pondered clinical score and area under the receiver operating characteristic curve

A pondered score was calculated using significant demographic variables (i.e. age) and four clinical characteristics of patients as explanatory variables (see Table 3). Finally, all characteristics were aggregated as a unique overall pondered score (OPS) by patient (the pondered sum of each variable of interest) using the following formula:

\[
\text{OPS} = \left[ \left( \text{Presence}_{\text{age}>56.5\text{y}} = 1 \right) \times (\text{OR}_{\text{age}}) \right] + \left( \left| \text{Absence}_{\text{chest pain}} = 1 \right| \times (1/\text{OR}_{\text{chest pain}}) \right] + \left( \left| \text{Absence}_{\text{sore throat}} = 1 \right| \times (1/\text{OR}_{\text{sore throat}}) \right] + \left[ \left( \text{Presence}_{\text{dry cough}} = 1 \right) \times (\text{OR}_{\text{dry cough}}) \right] + \left[ \left( \text{Presence}_{\text{fever}} = 1 \right) \times (\text{OR}_{\text{fever}}) \right]
\]

[Eq 2]

With: OPS, overall pondered score; OR, odds ratio presented in Table 3. With this formula, the minimum and the maximum theoretical values of the OPS are 0 and 10.18.

The clinical diagnostic discriminatory power was assessed by calculating the AUC-ROC (Fig 2). The AUC-ROC was 0.71 (95% CI: 0.69–0.73) with standard error = 0.013. Using both the Youden index (i.e. 0.32) and a regression tree analysis, the best cut-off to discriminate the two sub-groups (positive and negative patients to SARS-CoV-2) was OPS = 5.07. Applying this cut-off, the sensitivity and the specificity were 66.5% (95% CI: 62.5–70.4) and 65.9% (95% CI: 63.5–68.2), respectively.

Table 1. Demographic characteristics and clinical symptoms of the study population of patients (N = 2,152).

| Variable                        | COVID-19 qRT-PCR test result |     |
|---------------------------------|-----------------------------|-----|
|                                 | Positive                    |          |
| Demographic characteristics     |                             |      |
| Age, mean (SD), y               | 58 (19.5)                   | 52 (19.1)|
| Age, median (P25-P75), y        | 59 (40–73)                  | 51 (35–66)|
| Female sex, No. (%)             | 294 (51.3)                  | 913 (57.8)|
| Clinical symptoms (presence)    |                             |      |
| Dyspnoea, No. (%)               | 293 (51.1)                  | 729 (46.2)|
| Chest pain, No. (%)             | 109 (19.0)                  | 401 (25.4)|
| Rhinorrhoea, No. (%)            | 176 (30.7)                  | 521 (33.0)|
| Sore throat, No. (%)            | 117 (20.4)                  | 420 (26.6)|
| Dry cough, No. (%)              | 296 (51.7)                  | 639 (40.5)|
| Wet cough, No. (%)              | 78 (13.6)                   | 210 (13.3)|
| Diarrhoea, No. (%)              | 125 (21.8)                  | 318 (20.1)|
| Headache, No. (%)               | 234 (40.8)                  | 614 (38.9)|
| Myalgia, No. (%)                | 230 (40.1)                  | 570 (36.1)|
| Fever, No. (%)                  | 368 (64.2)                  | 550 (34.8)|
| Anosmia, No. (%)                | 7 (1.2)                     | 35 (2.2)|

SD, standard deviation; No, number; %, percentage; and qRT-PCR, real-time reverse transcription polymerase chain reaction; P25, percentile 25; P75, percentile 75.

https://doi.org/10.1371/journal.pone.0247773.t001

Overall pondered clinical score and area under the receiver operating characteristic curve

A pondered score was calculated using significant demographic variables (i.e. age) and four clinical characteristics of patients as explanatory variables (see Table 3). Finally, all characteristics were aggregated as a unique overall pondered score (OPS) by patient (the pondered sum of each variable of interest) using the following formula:
The evolving of the OPS in function of the period, i.e. pre-lockdown (N = 280 observations), lockdown (N = 1280 observations) and post-lockdown (N = 592 observations) was analysed (Fig 3). Because of the difference in the number of observations in function of period, we opted to test the quartiles, using a bootstrapped (N = 200) quantile regression. A significant decrease of the median in function of the period was observed (p-value < 0.001). The median of the pre-lockdown, lockdown and post-lockdown period was 6.11 (IQR: 3.36), 4.73 (IQR: 3.36) and 4.54 (IQR: 2.19), respectively.

The probability of confirmed and unconfirmed COVID-19 cases in function of the result of the OPS is depicted in Table 5.

### Classification tree analysis

Using the two significant demographic characteristics (note that here, age was expressed in years) and five symptoms of patient determined by the use of the univariate binary logistic
regression (see Table 2), a classification tree analysis was built (Fig 4). The relative importance (RI) of the demographics and five symptoms of the patients as follows, in decreasing order (scale from 0 to 100): fever (RI: 100), age in years (RI: 81.3), dry cough (RI: 35.9), gender (RI: 15.4), dyspnoea (RI: 11), sore throat (10.6) and chest pain (RI: 7.1). The AUC-ROC for the learning data set and the testing data set was 0.71 and 0.69 respectively. The sensitivity of the clinical decision tree for the learning data set and for the testing data set was 62.0% (95% CI: 57.8–65.9) and 60.4% (95% CI: 56.2–64.4). The specificity of the clinical decision tree for the learning data set and for the testing data set was 73.8% (95% CI: 71.6–76.0) and 70.0% (95% CI: 67.7–72.3).

Sensitivity analysis
A sensitivity analysis was performed to assess the robustness of Eq 2, consisting of the comparison with the entire data set (as reference) and the same data set removing, one by one, the

| Variable | Presence | OR (95% CI) | p-value |
|----------|----------|-------------|---------|
| Demographic characteristics | | | |
| Age | < 56.5 y | Reference | - | - |
| | ≥ 56.5 y | 2.07 (1.67–2.58) | <0.001 | * |
| Symptoms | | | |
| Dyspnoea | No | Reference | - | - |
| | Yes | 1.23 (0.99–1.52) | 0.06 |
| Chest pain | No | Reference | - | - |
| | Yes | 0.73 (0.56–0.94) | 0.017 | * |
| Sore throat | No | Reference | - | - |
| | Yes | 0.73 (0.56–0.94) | 0.015 | * |
| Dry cough | No | Reference | - | - |
| | Yes | 1.71 (1.39–2.12) | <0.001 | * |
| Fever | No | Reference | - | - |
| | Yes | 3.66 (2.97–4.50) | <0.001 | * |

OR, odds ratio; CI, confidence interval
* risk explanatory variable
* protective explanatory variable.

https://doi.org/10.1371/journal.pone.0247773.t003

Table 4. Matrix of binary Jaccard similarity coefficients between clinical signs and the COVID-19 status.

| COVID-19 status | Age | Fever | Dry cough | Dyspnoea | Chest pain | Sore throat |
|-----------------|-----|-------|-----------|----------|------------|------------|
| COVID-19 status | 1.000 | | | | | |
| Age             | 0.260 | 1.000 | | | | |
| Fever           | 0.328 | 0.232 | 1.000 | | | |
| Dry cough       | 0.244 | 0.213 | 0.320 | 1.000 | | |
| Dyspnoea        | 0.225 | 0.379 | 0.265 | 0.315 | 1.000 | |
| Chest pain      | 0.112 | 0.144 | 0.157 | 0.213 | 0.306 | 1.000 |
| Sore throat     | 0.118 | 0.091 | 0.205 | 0.283 | 0.189 | 0.205 | 1.000 |

Code of colour for the coefficients in function of the increasing importance of the binary similarity (green to red).

https://doi.org/10.1371/journal.pone.0247773.t004
data from a specific period (i.e. pre-lockdown, lockdown, and post-lockdown) as well as each demographic characteristic (age) or symptom, or ponderation. To monitor the effect, the four resulting AUC-ROC were compared (Table 6). In addition, the effect of removing two or three variables together were also investigated. Considering the respective standard error, no important difference of the AUC-ROC was observed in function of the data set used except for fever alone, both age and fever, both fever and dry cough, and age with fever and dry cough together (distinct range of 95% CI). Note that the standard error is higher when data gained in the lockdown were removed.

**Discussion**

From March 2 to June 15, 2020, clinical patterns of COVID-19 suspected patients at admission to the EDs of Liège University Hospital, consisting in the recording of 11 symptoms (i.e. dyspnoea, chest pain, rhinorrhoea, sore throat, dry cough, wet cough, diarrhoea, headache, myalgia, fever and anosmia) plus age and gender, were investigated during the first COVID-19 pandemic wave.
No notable statistical difference was evidenced between patients enrolled in this study (i.e. with full clinical records and tested for SARS-CoV-2 by qRT-PCR) and patients admitted to the EDs of the hospital, allowing the possible generalisation of the results of the study to all admitted patients.

The main results of the study indicate the usefulness of a combination and weighting of key demographic characteristics and symptoms as clinical decision support tool.

Concerning the demographic characteristics, in this study, female patients were less at risk to be confirmed as COVID-19 positive, but only in the univariate binary logistic regression. This finding can be related to the fact that male was previously identified as a main predictor but to intensive care unit [33]. However, that this symptom was not retained in the final multivariate binary logistic regression of this study is perhaps related to the fact that no targeting of intensive care was done. Confirmed cases of COVID-19 were also older than the unconfirmed cases. This finding is in accordance with previous studies (e.g. [34, 35]).

Symptoms that are significantly more (dyspnoea, dry cough and fever) or less (chest pain and sore throat) prevalent in patients confirmed as COVID-19 by qRT-PCR are the same both in univariate and multivariate binary logistic regression except for dyspnoea for which the $p$-
value was 0.06 in the final multivariate binary logistic regression (close to the limit of significance). Interestingly, in a large cohort of patients (mostly laboratory-confirmed for SARS-CoV-2 infection), the International Severe Acute Respiratory and Emerging Infections Consortium [36] ranked fever (presence in 67% of confirmed cases), shortness of breath and dyspnoea (presence in 64% of confirmed cases) and dry cough (presence in 43% of confirmed cases) as the top of symptoms more frequent, and chest pain and sore throat with low frequency (<15%) [2]. While, the ISARIC database contains mostly laboratory confirmed COVID-19 cases, comparison with unconfirmed COVID-19 cases was not available.

Using one demographic characteristic (age) and four clinical symptoms, i.e. two most frequently found in confirmed SARS-CoV-2 cases and two most frequently found in unconfirmed SARS-CoV-2 cases, respectively, the AUC-ROC of the OPS of COVID-19 was 0.71. This value means that our model can predict the presence of confirmed SARS-CoV-2 by qRT-PCR with an accuracy of 71%. According to the Swets J.A. (1988) scale [37], this model was estimated as useful. This simple model should be translated into the hospital’s IT interface to be directly available as a clinical decision-support tool at ED’s admission for nurses and clinicians during the occurrence of a second wave. Data registered with IT interface should be included in a clinical database allowing real-time analysis and permits direct subsequent validation and refining of the tool (i.e. Eq 2) to capture possible evolution of the clinical patterns over time. At the time of the revision of the paper, a preliminary check on a limited data set of the second wave (N = 261 first patients), claims for an external validity of the developed clinical decision tree, as the AUC-ROC = 0.65 (Saegerman C., personal communication). In order to flexibly render the tool, we recommend the inclusion of at least two main demographic characteristics easy to collect (age and gender) and a selection of about ten symptoms referred by the ISARIC [36] but with some first ranked (e.g. fever, dry cough and dyspnoea) and some less ranked (e.g. chest pain, sore throat). In the past, other powerful clinical decision support tools were developed and found that the combination of clinical signs with different frequencies (high and low) are valuable, especially for emerging diseases (e.g. [24, 28, 38–40]).

### Table 5. The probability for a patient to be confirmed and unconfirmed COVID-19 cases in function of the result of the Overall Pondered Score (OPS).

| OPS | Confirmed | Unconfirmed | Total | Probability | Proposed level |
|-----|-----------|-------------|-------|-------------|----------------|
|     | Confirmed | Unconfirmed |       | Confirmed   | Unconfirmed    |               |
| [0–1] | 2         | 26          | 28    | 0.07        | 0.93           | Level 1       |
| [1–2] | 15        | 156         | 171   | 0.09        | 0.91           |               |
| [2–3] | 25        | 158         | 183   | 0.14        | 0.86           |               |
| [3–4] | 41        | 232         | 273   | 0.15        | 0.85           |               |
| [4–5] | 109       | 468         | 577   | 0.19        | 0.81           |               |
| [5–6] | 19        | 26          | 45    | 0.42        | 0.58           | Level 2       |
| [6–7] | 139       | 296         | 435   | 0.32        | 0.68           |               |
| [7–8] | 134       | 164         | 298   | 0.45        | 0.55           |               |
| [8–9] | 22        | 18          | 40    | 0.55        | 0.45           | Level 3       |
| [9–10] | 67        | 35          | 102   | 0.66        | 0.34           |               |
| Total | 573       | 1579        | 2152  |             |                |               |

For the probability, the scale of colour is related to the increasing of its value (green to red). Proposed level: Level 1, high probability for a patient to become unconfirmed by qRT-PCR; Level 2, intermediate level; and Level 3, high probability for a patient to become confirmed by qRT-PCR.

In addition, for SARS-CoV-2 cases confirmed by qRT-PCR, a significant negative correlation between the Ct values of the qRT-PCR and the OPS was observed (Pearson correlation coefficient = -0.14 with p-value = 0.001).
Concerning fever, results seem to differ from study to study. Memni et al. [41] found fever significant in their US cohort but not in their UK cohort. Our study considered fever as a significant variable. The difference between the models could be due to the recording of symptoms and/or the effect of media reports. In our study, the symptoms were recorded at the hospital (the patient was examined by a medical doctor who has carried out an anamnesis in the hospital environment) whereas in the study of Memni et al. [41], the symptoms were self-reported by the patient. The perception of fever by the patients and the assessment of fever by a practitioner maybe factors that lead to differences in studies results. More generally, the difference between studies should be due to convenience sampling and method of data collection. Therefore, such a comparison between studies needs a thorough analysis of the design and the protocol used. In addition, due to health emergency needs, most of past and current studies are not interventional.
Concerning anosmia (loss of smell and taste), its description in COVID-19 patients [31, 32] was later in the first wave. In addition, in Memni et al. [41], this was considered as a potential symptom of COVID-19 but also increasing following media reports. Indeed, due to the period of the present study, a possible bias could exist. A follow-up of this symptom is needed in future studies.

Some recent modelling including many variables (demographic, clinical, laboratory, and exposure-risk variables ascertainable at presentation) was performed to develop algorithms for estimating the risk of COVID-19 (e.g. [34]), with a higher AUC-ROC observed for some models. However, the advantage of the proposed model in this study is due to the real-time capture of demographic characteristics and symptoms presented at the admission and these should be used directly to appropriately manage the triage of patients and to devote more attention to patients at risk. In addition, a recent systematic review and critical appraisal indicates that the proposed sophisticated models are frequently poorly reported, with risks of bias, and their reported performance is probably optimistic [16]. For this reason, we opted for the simple model with addition of a sensitivity analysis and another additional classification tree analysis in order to test its robustness. Indeed, internal validation and sensitivity analysis of clinical decision support tool are of prime importance. For binary logistic regression, we performed a sensitivity analysis to test the robustness of Eq 2. This sensitivity analysis revealed that missing a period in the data set, i.e. pre-lockdown (early stage), lockdown (acute stage) and post-lockdown (late stage) have no particular effect rendering the algorithm useful in any stage of the pandemic curve. Despite a reduction of AUC-ROC when removing age, no significant difference was evidenced because of overlapped 95% CIs. However, removing fever alone, both age and fever, both fever and dry cough, and age with fever and dry cough together have a

Table 6. Area under the receiver operating characteristic curve (AUC-ROC) in function of the data set used.

| Data set                                                                 | AUC-ROC (95% CI) | Standard error |
|-------------------------------------------------------------------------|------------------|----------------|
| All demographic characteristic and relevant symptoms included (as a reference) = ALL | 0.71 (0.68–0.73) | 0.013          |
| ALL periods minus pre-lockdown                                          | 0.72 (0.69–0.75) | 0.013          |
| ALL periods minus lockdown                                              | 0.68 (0.61–0.74) | 0.033          |
| ALL periods minus post-lockdown                                         | 0.69 (0.66–0.71) | 0.014          |
| ALL minus age                                                           | 0.69 (0.66–0.71) | 0.013          |
| ALL minus chest pain                                                    | 0.70 (0.68–0.73) | 0.013          |
| ALL minus sore throat                                                   | 0.70 (0.68–0.73) | 0.013          |
| ALL minus dry cough                                                     | 0.70 (0.67–0.72) | 0.013          |
| ALL minus fever                                                         | 0.62 (0.60–0.65) | 0.014          |
| ALL minus fever & dry cough                                             | 0.60 (0.57–0.63) | 0.015          |
| ALL minus age & fever                                                   | 0.60 (0.57–0.63) | 0.015          |
| ALL minus age & dry cough                                               | 0.68 (0.66–0.71) | 0.014          |
| ALL minus age & chest pain                                              | 0.69 (0.66–0.71) | 0.013          |
| ALL minus age & sore throat                                             | 0.68 (0.66–0.71) | 0.013          |
| ALL minus chest pain & sore throat                                      | 0.70 (0.67–0.73) | 0.013          |
| ALL minus age & fever & dry cough                                       | 0.58 (0.54–0.62) | 0.021          |
| ALL minus age & chest pain & sore throat                                | 0.67 (0.64–0.69) | 0.013          |
| ALL minus ponderation                                                   | 0.69 (0.66–0.72) | 0.013          |

All periods represent the pre-lockdown, the lockdown and the post-lockdown together; CI, confidence interval
* Significant difference regarding the reference data set (absence of overlapping between 95% CI).

https://doi.org/10.1371/journal.pone.0247773.t006
significant effect on decreased performance of Eq 2. Indeed, fever alone or in combination with dry cough and age are the most important significant predictors of the OPS rendering that these demographic characteristic and symptoms especially appealing. The importance of combination of demographic characteristics and symptoms are also evidenced by the use of a matrix of binary Jaccard similarity coefficients. In addition, in this study, complementary clinical decision support tool was used, i.e. a classification tree analysis (CTA). This CTA split the data as explained in materials and methods in order to build the tree with a learning sub-data set and to test the robustness in terms of predictability using another testing sub-data set. This analysis revealed the importance of the same variables identified above as most important predictors (top three), i.e. fever, age in years, and dry cough. The AUC-ROC of this classification tree was similar as the same parameter using Eq 2. The results by two different methods are congruent and robust.

In addition, for qRT-PCR tested patients, the exploration of the trends of Ct values in function of period (pre-lockdown, lockdown and post-lockdown) evidenced a significant decreasing. It should be related to the difference between first occurrence of symptoms and the admission: 3.18 days (S.E.: 2.62 days) in pre-lockdown period, 7.19 days (S.E.: 7.19 days) in lockdown period and 9.22 days (S.E.: 10.73 days) in post-lockdown period. This finding must be in relation with the duration of symptoms of COVID-19. According to ISARIC (2020) [36], this duration is between 1 and 30 days with median = 5 days and IQR = 9 days.

Interesting we found also a significant moderate negative association between the OPS and the Ct values of the qRT-PCR. This finding merits future investigation by means of quantification of viable virus in nasopharyngeal sample of patients with different level of OPS.

Finally, regarding the probability for a patient to become COVID-19 confirmed or unconfirmed by qRT-PCR proposed, in function of the OPS reached, three levels of operational risk: level 1, high probability for a patient to becomes unconfirmed; level 2, intermediate situation; and level 3, high probability for a patient to become confirmed by qRT-PCR. Those levels should guide clinicians in deciding the appropriate allocation room for patients.

The main limitations of the study include the use of an imperfect test, i.e. with sensibility and specificity less than 100% (qRT-PCR), which was used to discriminate COVID-19 confirmed and unconfirmed cases, and the absence of enrolment of all patients visiting the EDs of Liège University Hospital in the study. Recent reviews recommended the use of nasopharyngeal swab, in place of only nasal or pharyngeal swab, to minimise the false negative patients and indicate that the use of qRT-PCR has a sensitivity decreasing from 90% to 70%, depending on the disease progression but a specificity >99.5% [42, 43]. In addition, recent discovery of some mutation in the E gene of the SARS-CoV-2 can contributed to the loss of sensitivity [44]. Indeed, some errors of patients classification as COVID-19 confirmed or unconfirmed could occur. Therefore, it is recommended to use two gene targets in SARS-CoV-2 qRT-PCR to minimize such rare events.

Another limitation of the study is related to the absence of sufficiently numerous and accurate data on the stratifying by time of presentation of symptoms. Future studies addressing such time stratification would permit the refinement of the current tool.

Finally, regarding the probability for a patient to become COVID-19 confirmed or unconfirmed by qRT-PCR, we proposed, in function of the OPS reached, three levels of operational risk: level 1, high probability for a patient to become unconfirmed; level 2, intermediate situation; and level 3, high probability for a patient to become confirmed by qRT-PCR. Those levels should guide clinicians in deciding the appropriate allocation room for patients. At the hospital, Emergency Departments (EDs) are particularly exposed to the risk of SARS-Cov2 transmission among the different admissions. Differentiating at EDs admission the patients at risk of being confirmed positive for SARS-Cov2 from those who are not is essential to organize an
appropriate triage either to COVID area or non-COVID area. The implementation of this tool at an ED nurse triage could permit us to distinguish level 1 patients (low probability of being confirmed positive) requiring an orientation to the non-COVID area and level 3 patients (high probability of being confirmed positive) requiring an orientation to a COVID-designated area. Unfortunately, the score cannot discriminate a certain proportion of patients, which presents intermediate probabilities (level 2). The intermediate category requires the assessment of a medical doctor based on his expertise in the field to direct the patient either to the COVID or non-COVID area. The probability of being confirmed positive between level 2 and 3 ranged from 45% to 55%, respectively. When the probability is higher than 50%, it is needed to promote over-triage instead of under-triage. This was the reason why all patients with a probability over 50% were assigned to the level 3 category.

As currently developed, the OPS is limited to predict the COVID infectivity and is not able to distinguish different levels of severity of disease presentation. In this respect, further development of the OPS should incorporate the severity of COVID-19 disease presentation so as to facilitate more substantiated clinical decisions. However, the severity of disease presentation is also related to the gender (more severe disease presentation were evidenced in males) [45]. Thus, assessment of the severity of disease presentation is a new study as such and it is not the purpose of this study.

Conclusion

The main interest in the proposed OPS resides in its purely clinical nature for the initial orientation of the patient in a dedicated ward waiting for confirmation by qRT-PCR. By this way, the OPS might be useful at hospital’s admission as a decision support tool for the triage of patients in real-time. Another possibility is to create a pre-hospital triage tool to avoid unnecessary visits to the hospital when testing areas are already overcrowded in peak period. In addition, the introduction of real-time data in an online medical platform could allow for the adaptation of the algorithm of the OPS, rendering its capacity to capture the evolution of clinical patterns over time. This approach could be considered as a strategy to increase resilience against arrival of future emerging infectious diseases, which claims for interdisciplinary and real-time information sharing.
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