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Abstract: The federal funds rate is one of the most important monetary policy instruments of Federal Reserve Bank of America. In this study, we analyze the effectiveness of Fed interest rate policy on different markets in the period between 1976 and 2016 through Markov regime-switching regression analysis. Results indicate that Federal funds’ rate affects labor and housing markets with a few months’ lag. However, the influence of Federal funds rate on inflation rate is quite limited. It is most probable that Fed employs alternative monetary instruments to regulate inflation. The most interesting results are obtained in the domain of personal savings. The interaction of personal savings and Federal funds rate is significant during both expansion and recession regimes.
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1. Introduction

While the reasons are limited, the subprime mortgage crisis (SMC) affected different aspects of the economy not only in the USA but also in other countries, from Europe to Asia, in terms of household net worth, employment, inflation, market capitalization, and GDP. Today, it is widely accepted that prior to the crisis, structured financial instruments and credit derivatives were utilized beyond their scope, mostly for speculation with high leverages rather than for hedging purposes. Directly after the housing bubble, high default rates in subprime mortgage credits had begun and financial institutions that either issued mortgage-based loans or invested in subprime asset-backed securities faced serious liquidity problems in their balance sheets. According to the statistics released by the International Monetary Fund (IMF) (Dattels and Kodres 2009) as of April 2009, write-downs in global financial institutions reached $4.1 trillion from the toxic assets. While some were saved by governments, most of them failed and proved catastrophic for the economy and investor expectations. As stated by Adelson (2013), depending on the way it is measured (for instance, market capitalization or world GDP), the cost of the financial crisis appears to fall between $5 trillion and $15 trillion, including the overseas effect.

Even though the Fed and other central banks took some steps to bail out, especially financial institutions, the crisis brought a disastrous decline in employment statistics worldwide. The effect of credit constraints on firms’ labor demand shifted the crisis from being a financial one to the real economy. According to the statistics released by OECD between 2007 and 2010, 10.2 million people lost their jobs in OECD countries (Scarpetta 2008). The year 2009 witnessed another peak in the US economy with the highest deficit (12.8%—as a percentage of GDP) incurred in the general government budget (OECD 2014). Despite of that, including 2014 and 2015, economic growth in the USA gained speed and with recovery in the labor market, earned support in private consumption. Although it originated in the US and later spilled over globally (Gunay 2015; Robertson 2016; Yao et al. 2010; Gunay 2016; Puri et al. 2011; Koy 2017), especially to some European countries in the form of sovereign debt crisis, the heaviest struggle has been witnessed in the US markets.
The Fed has taken many steps since the summer of 2007 and responded aggressively to the financial crisis through the execution of different monetary programs in order to support the financial and real industry. The tools the Fed employed can be summarized under three groups: the first group is related to the conventional role of the central banks as a lender of last resort (LOLR). During the crisis, with some discount window actions, such as term auction facility (TAF), primary dealer credit facility (PDCF), term securities lending facility (TSLF), and currency swap agreements, the Fed fulfilled its monetary goals. As stated by Rosengren (2009), while the discount window is employed only for depository institutions with PDCF, it is also extended to investment banks. In the second group, we observe the provision of funds to borrowers and investors who are in liquidity crunch in crucial markets. Commercial paper funding facility (CPFF), asset-backed commercial paper money market mutual fund liquidity facility (AMLF), money market investor funding facility (MMIFF), and the term asset-backed securities loan facility (TALF) can be categorized in this group. The third group of actions consists of open market operations. In this group, the Fed aimed to enhance the functioning of credit markets by putting pressure on them to lower longer-term interest rates. In addition to this, through the implementation of purchase agreements (the operation twist) for longer-term securities, the Fed has been more accommodative in its balance sheet (Fed 2017a).

While the activities described above depict a wide variety of monetary policies, the Fed took the first action against the crisis in September 2007, and it consisted of a conventional monetary policy practice: lowering Federal funds rate (FFR). As of 18 September 2007, the FFR has been reduced from 5.25 to 4.75%. The downward trend in FFR has continued in 2007 and 2008. As of 16 December 2008, the lowest level (0.25%) has been observed and this rate remained consistent till 17 December 2015. Following this day, FFR increased continuously up to 1.25%. In October 2014, the Fed concluded the purchases of agency-guaranteed mortgage-backed securities (MBS) and longer-term Treasury securities. However, FFR changes have continued along with the financial crisis to achieve the following objectives: maximum employment and price stability (Fed 2017b).

The aim of this paper is to investigate the effectiveness of FFR changes in the management of mortgage crisis. As discussed above, one of the most important monetary tools of the Central Bank of the USA is FFR. By changing the rate, the Fed signals the markets and other interest rates such as the Eurodollar rate and the LIBOR. Therefore, those actions are followed by all market players worldwide. In this study, through the application of the Markov switching regression (MRS-Regression) model, we analyze the effect of FFR across different parameters of the economy, such as employment level, inflation, housing, and personal savings. The variables used in empirical analysis can be summarized below with the respective notations:

| Variable                        | Notation |
|---------------------------------|----------|
| Fed Funds Rate                  | FFR      |
| New Privately Owned Housing     | HOUST    |
| Consumer Price Index            | CPI      |
| Labour Market Conditions Index  | LMCI     |
| Personal Saving Rate            | PSAVERT  |

The contribution of this paper is that it introduces multiple perspectives regarding the crisis. Through the exploration of the different fields affected by the management of the crisis or policies of Fed, we analyze the effectiveness of the implemented policies. While most of the literature concentrates on the reasons that caused the crisis, only a limited number of papers investigate the effect of crisis in specific markets or parameters. To the best of our knowledge, this paper explains the reaction of multiple markets against the interest rate policy of Fed during the SMC for the first time.

The following sections of the paper are arranged as follows: Section 2 contains econometrical methods employed in the analysis. Section 3 discusses the results of the empirical tests. Section 4 presents the conclusion.
2. Methodology

2.1. Kapetanios m-Break Unit Root Test

Kapetanios introduced a new generation unit root test for the I(1) hypothesis against the unknown number of breaks (m). By following the definition of Kapetanios (2005) the model can be built through the equation

\[ y_t = \mu_0 + \mu_1 t + \alpha y_{t-1} + \sum_{i=1}^{k} \gamma_i \Delta y_{t-i} + \sum_{i=1}^{m} \phi_i D U_{i,t} + \sum_{i=1}^{m} \psi_i D T_{i,t} + \epsilon_t \]

where \( DU_{i,t} \) and \( DT_{i,t} \) are intercept and trend break dummy variables. Mathematical definition of these variables can be exhibited as

\[ DU_{i,t} = 1(t > T_{b,i}) \quad DT_{i,t} = 1(t > T_{b,i})(t > T_{b,i}) \]

where \( T_{b,i} + 1 \) display the date of corresponding (i-th) structural break. Indicator function \( 1(.) \) will have value of 1 or 0, based on the argument of the function. For a given \( m \) and by starting single break \( \alpha = 1 \), break date is determined through minimum sum of squared residuals (SSR)

\[ SSR = \sum_{t=k+2}^{T} \left( y_t - \hat{\mu}_0 - \hat{\mu}_1 t - \hat{\alpha} y_{t-1} + \sum_{i=1}^{k} \hat{\gamma}_i \Delta y_{t-i} + \hat{\phi}_1 D U_{1,t} + \hat{\psi}_1 D T_{1,t} \right)^2 \]

2.2. ARMA Model

The ARMA model consists of autoregressive (AR) and moving average (MA) parameters. In an ARMA \((p,q)\) model, innovations of a time series are linearly explained by their own lag values, and current and lag values of the error term. For a given \( y_t \), the ARMA model can be presented as

\[ y_t = \mu + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \cdots + \phi_p y_{t-p} + \theta_1 u_{t-1} + \theta_2 u_{t-2} + \cdots + \theta_q u_{t-q} + u_t \]

where \( p \) is the order of autoregressive and \( q \) is the order of moving average part. In the ARMA model autocorrelation function and partial autocorrelation function decay geometrically (Brooks 2008).

2.3. BDS Test

The BDS test is used to detect general stochastic nonlinearity. For a series \( y_t \), the BDS test statistic is

\[ BDS = n^{\frac{1}{2}} \left[ C_m(\epsilon) - C_1(\epsilon)^m \right] \]

where

\[ C_m(\epsilon) = n^{-2} \text{number of pairs } (i,j) \text{ such that } |y_i - y_j| < \epsilon, |y_{i+1} - y_{j+1}| < \epsilon, \ldots, |y_{i+m-1} - y_{j+m-1}| < \epsilon \]

so that \( y_i, \ldots, y_{i+m-1} \) and \( y_j, \ldots, y_{j+m-1} \) are two segments of the series of length \( m \), where the difference between the respective pairs of points is \( \epsilon \). Null hypothesis states that the time series is independently and identically distributed (i.i.d.) (Lee et al. 1993).

2.4. Markov Regime Switching Model

Some events in markets such as policy changes and financial crisis may cause breaks in the behavior of financial time series. Ignoring these breaks would bring spurious results in an econometric analysis. Furthermore, linear models (AR, MA, ARMA) cannot represent the real characteristics of a financial time series for instance asymmetry, volatility clustering, and long memory (Hamilton 2010).

Hamilton (1989) is a pioneering study in the consideration of non-linear dynamics of a financial time series. Hamilton (1989) model incorporates multiple structures (equations) for different regimes.
The model can capture more complex dynamic patterns and behaviors of financial time series by allowing these structures to be switched. The differentiating feature of the model is to control this switching mechanism through an unobservable state variable which follows first-order Markov chain (Kuan 2002). By tracking the definition provided by Kuan (2002) for the \( z_t \) variable that obeys two AR specifications, a simple switching model can be presented as

\[
    z_t = \begin{cases} 
    \alpha_0 + \beta z_{t-1} + \epsilon_t & s_t = 0, \\
    \alpha_0 + \alpha_1 + \beta z_{t-1} + \epsilon_t & s_t = 1 
    \end{cases}
\]

where \( s_t \) denotes an unobservable state variable that only has the values zero or one. \(|\beta| < 1\) and \( \epsilon_t \) are normally distributed random variables with the given mean and variance \((0, \sigma^2)\). When \( s_t \) changes from 0 to 1, the stationary AR(1) process switches to another stationary AR(1) process. \( s_t \) follows a first order Markov chain with the matrix

\[
    P = \begin{bmatrix} 
    P(s_t = 0 \mid s_{t-1} = 0) & P(s_t = 1 \mid s_{t-1} = 0) \\
    P(s_t = 0 \mid s_{t-1} = 1) & P(s_t = 1 \mid s_{t-1} = 1) 
    \end{bmatrix} = \begin{bmatrix} p_{00} & p_{01} \\
    p_{10} & p_{11} \end{bmatrix}
\]

where \( p_{ij} \) \((i, j = 0, 1)\) denotes the transition probabilities of \( s_t = j \) regarding the regimes under the assumption of \( s_{t-1} = i \). It is apparent that \( p_{00} + p_{11} = 1 \).

3. Empirical Analysis

In this study, we analyze the interaction between different markets and interest rate policy of the Fed in the management of SMC. For this purpose, we examine this relationship through an MRS-Regression analysis. The model we determine consists of six variables: FFR, new privately-owned housing unit (HOUST), inflation rate (CPI), change in labor market conditions index (LMCI), personal savings index (PSAVERT), and dummy variable for the SMC period. The data for empirical analysis was obtained through the Federal Reserve Bank of St. Louis' database. The period we study is August 1976–August 2016, and the data displays monthly frequency. In Figure 1, we present the log-differences of the respective time series. As can be seen, while the HOUST variable is extremely volatile in each period, FFR exhibits fluctuation, especially between the years 2007 and 2016. Conversely, PSAVERT is highly variant in the years 1987, 2002, 2005, and 2008.
Unit root tests form one of the essential requirements in time series econometrics. As emphasized in the literature, working with non-stationary time series would bring on spurious results in empirical studies due to unstable representation of data. This is because it is evident that many financial time series exhibit trends that cause non-constant mean and variance over time. Apart from stationary, structural breaks in financial time series may also cause the results of the analysis to be artificial. ADF and PP unit root tests are conventionally applied in the literature. However, it is known that in the case of structural breaks in the data, these tests fail, as they present a bias in the rejection of null hypothesis. Based on these facts, Kapetanios (2005) introduced a unit root test against the occurrence of an unspecified number of breaks. In Table 1, we present the results of Kapetanios multiple breaks unit root test for our variables.

Table 1. Kapetanios multiple breaks unit root test (2005).

| Variables | Test Statistics | FFR  | HOUST | CPI  | LMCI | PSAVERT |
|-----------|-----------------|------|-------|------|------|---------|
|           |                 |      |       |      |      |         |
| Break Dates |                |      |       |      |      |         |
| 1.12.1979 | −16.8186        | −24.0895 | −16.4617 | −19.0676 | −21.9746 |
| 1.11.1980 | 1.04.1980       | 1.05.1980 | 1.03.1979 | 1.03.1980 | 1.06.2005 |
| 1.07.2004 | 1.07.1981       | 1.08.1981 | 1.03.1980 | 1.03.1980 | 1.06.2005 |
| 1.12.2007 | 1.12.2005       | 1.06.2008 | 1.12.2008 | 1.12.2008 | 1.11.2012 |
| 1.11.2008 | 1.12.2008       | 1.10.2009 | 1.06.2010 | 1.10.2013 |         |

By allowing up to five breaks, we executed the Kapetanios multiple breaks unit root test. The critical values of the test are as follows: −7.395, −6.717, and −6.417, for the confidence levels at 99, 95, and 90% respectively. The results provided in Table 1 reveal that for the respective confidence levels, the null hypothesis is rejected, implying that the return series are stationary at level in the presence of structural breaks. Hence, in the following analysis, we employ the raw return series that do not have a difference, since they are I(0). Before we move on to the MRS-Regression model, we need to determine whether our return series has non-linear features. As stated by Brock et al. (1996), a BDS test can be employed for a stochastic linearity analysis. Brock and Sayers (1988) implement the BDS test to determine whether our return series has non-linear features. As stated by Broock et al. (1996),
a BDS test can be employed for a stochastic linearity analysis. Brock and Sayers (1988) implement the BDS test to the residuals of the estimated linear models. By following this approach here, we first estimate the ARMA structure of our return series. The results can be observed in Table 2.

Table 2. ARMA structure of return series.

|        | FFR (1,0) | HOUST (2,0) | CPI (2,2) | LMCI (3,1) | PSAVERT (4,0) |
|--------|-----------|-------------|-----------|------------|--------------|
| $$\Phi_1$$ | 0.4196 *** (0.0414) | -0.3560 *** (0.0456) | 1.1640 *** (0.1018) | 1.5640 *** (0.0447) | -0.3734 ** (0.0456) |
| $$\Phi_2$$ | -0.1001 ** (0.0455) | -0.1669 * (0.1010) | -0.8612 *** (0.0744) | -0.2511 *** (0.0472) |                  |
| $$\Phi_3$$ |                   | 0.2071 *** (0.0446) | -0.2674 *** (0.0472) |                  |                  |
| $$\Phi_4$$ |                   |                   |                  |                  | -0.1144 ** (0.0456) |
| $$\theta_1$$ |                   | -0.6004 *** (0.0962) | -0.9999 *** (0.0054) |                  |                  |
| $$\theta_2$$ |                   | -0.2841 *** (0.0777) |                  |                  |                  |
| $$ln(L)$$ | 819 | 949 | 2617 | 1299 | 748 |
| AIC | -3.4084 | -3.9348 | -10.8604 | -5.3814 | -3.1208 |

***, ** and * denote significance at 99, 95, and 90% confidence level. Standard errors are within the parenthesis. $$\Phi$$: Coefficient of Autoregressive process, $$\theta$$: Coefficient of moving average process, p and q are the order of the autoregressive and moving average processes, $$ln(L)$$: maximized value of the loglikelihood function and AIC: Akaike Information Criteria.

The results in Table 2 indicate that the best linear model for the data is different in each return series. The residuals obtained from the ARMA models have been employed to conduct the BDS test. The BDS test requires the selection of two parameters nested in model itself: $$\epsilon$$ and $$m$$. As stated by Peel and Speight (1995) in calculation of the BDS test statistic, for time series $$y_t$$ a possible subset is created with overlapping entries that is $$m$$-histories ($$m$$, embedding dimension). As for $$\epsilon$$, it is the epsilon value in model to assign the distance ($$\epsilon$$) between two $$m$$-histories. Hsieh and LeBaron (1988) recommend the selection of an epsilon value between 0.5 and 1.5. Regarding the embedding dimension $$m$$, we employed three values: 3, 5, and 7.

Table 3. BDS test results.

|   | $$\epsilon$$ | $$m = 3$$ | $$m = 5$$ | $$m = 7$$ |
|---|---------------|------------|------------|------------|
| **FFR** | 0.5 | 15.0149 | 22.7477 | 35.6213 |  |
|     | 1 | 12.3078 | 14.6077 | 17.2485 |  |
|     | 1, 5 | 9.7304 | 10.2706 | 10.8866 |  |
| **HOUST** | 0.5 | 7.8116 | 11.1067 | 15.2230 |  |
|     | 1 | 6.6525 | 7.7435 | 7.8661 |  |
|     | 1, 5 | 6.6886 | 7.3844 | 6.6279 |  |
| **CPI** | 0.5 | 4.9668 | 8.4503 | 10.7143 |  |
|     | 1 | 5.4649 | 8.0899 | 9.9144 |  |
|     | 1, 5 | 6.0609 | 7.4796 | 7.9026 |  |
| **LMCI** | 0.5 | 5.7016 | 7.5073 | 9.8731 |  |
|     | 1 | 8.1776 | 9.8403 | 11.6727 |  |
|     | 1, 5 | 9.4201 | 10.4685 | 11.8661 |  |
| **PSAVERT** | 0.5 | 11.3397 | 15.8137 | 20.9844 |  |
|     | 1 | 10.9268 | 13.3056 | 15.3997 |  |
|     | 1, 5 | 9.0620 | 10.5393 | 11.0371 |  |
As observable in Table 3, the estimated statistics at different dimensions and epsilon values are greater than the critical values of 1.96 and 2.575 at 0.95 and 0.99 confidence levels, implying that the null hypothesis is rejected at both confidence levels. The rejection of the null hypothesis indicates that the return series has non-linearity and is convenient for use in the MRS-Regression model.

As stated by Balcilar et al. (2015), the Markov regime switching models correspond with non-linear time series models that arise from non-linear dynamic processes for instance time-varying parameter, asymmetric business cycles, and structural breaks in a time series. Therefore, the determination of the non-linear structure of return series is essential for the Markov regime switching models. Rather than the linear models, the Markov regime switching models enable the analysis of the asymmetric relationship between the dependent and independent variables along with the business cycles or regimes. Markov regime switching model is more flexible due to the fact that parameters are allowed to be altered under different regimes over time. Since we examine the effect of Fed interest rate policy in different aspects of the economy, the consideration of varying policies during different business cycles is inevitable for the empirical analysis.

|          | HOUST CPI | LMCI PSA VERT | R
|----------|-----------|---------------|---
| c        | 0.0187 *** | 0.0011 ***    | 0.0748 ***  |
|          | (0.0034)  | (0.0000)      | (0.0078)    |
| FFR      | −0.1040 -*(1) | −0.0021 **(2) | 0.0734 **(3) |
|          | (0.0583)  | (0.0010)      | (0.0382)    |
| D        | 0.0133 **  | −0.0003 ***   | −0.0164     |
|          | (0.0058)  | (0.0001)      | (0.0124)    |
| c        | −0.0160 *** | 0.0038 ***    | −0.0021 **  |
|          | (0.0034)  | (0.0002)      | (0.0009)    |
| FFR      | 0.0333 (1) | 0.0070 **(2)  | −0.0441 **(3) |
|          | (0.0371)  | (0.002888)    | (0.0186)    |
| D        | −0.0080   | −0.0077 ***   | −0.0005     |
|          | (0.0053)  | (0.0010)      | (0.0021)    |
| AIC      | −3.897    | −10.892       | −5.220      |
| HQ       | −3.866    | −10.861       | −5.189      |

***, ** and * denote significance at 99%, 95%, and 90% confidence level. The lag applied in the optimum model is provided in parenthesis as the power of the coefficient.

As can be observed from the results in Table 4, we estimate four different MRS-Regression models, in each, the independent variable is FFR. We also present the filtered regime probabilities in Figure 2. In order to identify the temporal effect of policy changes, in our analysis, we employ different lags for each variable. In addition to the lags, we also employ a common dummy variable in each model. This variable represents the SMC period in which the Fed exercise a loose monetary policy with very low interest rates. As the MRS-Regression model does not label the regimes, for this analysis we need to define and name the regimes for each model. Referring to the sign in the coefficient of constant variable we can assert that for all models, Regime 1 involves expansion and Regime 2 includes recession cycles. For instance, the positive sign in the constant variable of the first model indicates a positive value in housing statistics which is the indicator of expansion period. As for the dummy variable, it takes value of 1 in period of September 2007–December 2015 and 0 in remaining dates. By starting from 18 September 2007 until 17 December 2015 the Fed decreased the FFR continuously with following rates: 4.75, 4.50, 4.25, 3.50, 3.00, 2.25, 2.00, 1.50, 1.00, and 0.25%. Since in this period, the
Fed implemented a loose monetary policy, significance of a dummy variable would be a success sign of the Fed for this specific period.

In our first model, we analyze the relationship between Fed interest rate policy and the housing market. In this model, the HOUST variable—which stands for New Privately Owned Housing Unit in the US—is the dependent variable, while the FFR and dummy form the independent variables. From the results, it is apparent that during an expansion period (Regime 1) once the FFR increases the value of HOUST decreases. Additionally, this influence emerges one period later (after one month on average) in the housing market, following the Fed’s action. During a period of recession, however, it is observed that the effect of Fed interest rate policy is not significant on the HOUST variable. According to the dummy variable, which measures the effectiveness of Fed policy (during 2008–2015), we observe that while in the expansion period, the Fed’s decisions significantly affect the housing market, in the recession period, this effect is not sufficient. According to the results for regime transition probabilities provided in Table 5, for the housing market, the probability of remaining in the expansion regime is 0.14, while in the recession regime, it is 0.31. However, the transition probability from expansion to recession is 0.86, while the transition probability from recession to expansion is 0.68. These results indicate that the housing market in the period we analyzed tends to be in recession, though the transitions display an extremely high frequency according to the regime durations provided in Table 4. Unlike other variables, the housing market displays an extremely short duration in each regime, while the recession period is longer on average.

Although the coefficient in inflation rate (CPI) is significant in both regimes, and the sign is consistent with our theoretical expectations, the value of the coefficient is nearly zero. Therefore, we omit this variable in the interpretation of results. It implies that even though the Fed interest rate...
policy exhibits an influence on the CPI, it is very low and systematically emerges after two months. Change in the Labor Market Conditions Index (LMCI) was introduced by Fed in 2014, which is responsible for tracking the changes in the labor market. The LMCI demonstrates a positive correlation with the employment rate. The model’s results indicate that the Fed interest rate increments during the recession period decrease the employment rate, but this effect emerges after three months on average. However, the statistically insignificant dummy variable indicates that this effect does not exist in the period of mortgage crisis and Fed policy changes are not effective in the labor market in this period. Transition probabilities also indicate that remaining in the recession period has a very high likelihood with the probability of 0.99 as against the probability for transition from recession to expansion period. In addition, regime durations also support this conclusion. Therefore, while the duration of the recession period is 79 months, for the expansion regime this time is 2.4 months.

\begin{table}[h]
\centering
\small
\caption{Constant Markov transition probabilities.}
\begin{tabular}{ccc}
\hline
 & 1 & 2 \\
\hline
HOUST & 1 & 0.139152 & 0.860848 \\
 & 2 & 0.687110 & 0.312890 \\
CPI & 1 & 0.984522 & 0.015478 \\
 & 2 & 0.113273 & 0.886727 \\
LMCI & 1 & 0.578645 & 0.421355 \\
 & 2 & 0.012639 & 0.987361 \\
PSAVERT & 1 & 0.975332 & 0.024668 \\
 & 2 & 0.912907 & 0.087093 \\
\hline
\end{tabular}
\end{table}

Unlike the labor and housing markets, we have observed that the policy changes in FFR have a prompt influence on personal savings (PSAVERT). While during the expansion period, any increase in FFR leads to a decrease in the personal savings, during the recession regime, increases in FFR raise the personal savings tremendously. This conclusion reveals that personal savings are very sensitive to the actions taken by the Fed, especially in crisis periods. Furthermore, the reflection of the Fed policy is faster in personal savings than labor and housing markets. The statistically significant dummy variable also demonstrates a significant effect on personal savings in both phases of interest rate policy changes of the Fed. According to the transition statistics, if the present regime is expansion, the probability of remaining in this regime is 0.98, and even if the present regime is recession, the probability of the transition from recession to expansion is still extremely high with the ratio: 0.92. Therefore, we can say that individuals are liable to have less savings in the US. Regime durations also support this finding. According to Table 4, the duration of the expansion regime is approximately eight times greater than that of the recession phase.

4. Conclusions

In this study, we discuss the effectiveness of Fed interest rates policy in different markets through the Markov regime switching regression analysis. In the empirical analysis, we examine this relationship for the labor market, housing market, inflation rate, and personal savings, especially during the SMC. Results indicate that the FFR affects the housing market only during the expansion period with one lag. With regard to inflation, while the effect of the policy changes is significant, the influence arises after two months, and the extent of the effect is very limited. It implies the likelihood of the application of alternative instruments of monetary policy other than the FFR by the Fed to control the inflation. In the labor market, while FFR changes have a significant effect, especially during the recession period, this interaction emerges after three months. However, we have observed that during the SMC, the Fed interest rate policies could not affect a recovery in employment rates. Surprisingly, results demonstrate that FFR has a prompt effect on personal savings, implying that personal savings
and expenditures are very sensitive to the changes in FFR, and individuals react to the monetary policy of the Fed by investing less in savings during the expansion period and higher savings in recession period. Consequently, it can be said that the Fed interest rate policy is not sufficient to boost the economy in SMC period that is why the Fed has already used different tools and policies such as TAF, PDCE, TSLF, CPFF, AMLF, MMIFF, and TALF.
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