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Abstract

The dynamics of a plasmoid chain is studied with three dimensional Particle-in-Cell simulations. The evolution of the system with and without a uniform guide field, whose strength is 1/3 the asymptotic magnetic field, is investigated. The plasmoid chain forms by spontaneous magnetic reconnection: the tearing instability rapidly disrupts the initial current sheet generating several small-scale plasmoids, that rapidly grow in size coalescing and kinking. The plasmoid kink is mainly driven by the coalescence process. It is found that the presence of guide field strongly influences the evolution of the plasmoid chain. Without a guide field, a main reconnection site dominates and smaller reconnection regions are included in larger ones, leading to an hierarchical structure of the plasmoid-dominated current sheet. On the contrary in presence of a guide field, plasmoids have approximately the same size and the hierarchical structure does not emerge, a strong core magnetic field develops in the center of the plasmoid in the direction of the existing guide field, and bump-on-tail instability, leading to the formation of electron holes, is detected in proximity of the plasmoids.
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I. INTRODUCTION

Magnetic reconnection is an ubiquitous phenomenon in space, astrophysical and laboratory plasmas causing the conversion of magnetic field energy into kinetic energy of plasmas by a reorganization of the magnetic field topology. Magnetic reconnection occurs in localized spatial region, called x lines, where plasma is accelerated into/out. When magnetic reconnection develops in multiple x lines [1, 2], the outflow plasmas from neighbor reconnection sites form high density structures, the so-called "plasmoids" [3], organized as beads in a chain. Plasmoid chains are highly dynamic configurations: plasmoids can rapidly grow by coalescence [4], bounce [5, 6] and eject smaller plasmoids [7]. Observational studies revealed the presence of multiple plasmoids in planetary magnetospheric environments [8–11]. In addition, the possible presence of plasmoid chains has been suggested in the solar corona [12]. It has also been shown that the small scale dynamics of plasmoid chains strongly influences the large scale, fluid, dynamics of magnetized plasmas, for instance during the non-linear evolution of shear flows, where the non-linear dynamics of a chain of magnetic islands (the 2D equivalent of plasmoids) forming inside Kelvin-Helmholtz vortices can disrupt these vortices and prevent their pairing [13].

Several recent theoretical and computational investigations focus on plasmoid chain dynamics. Early simulations studied the occurrence of plasmoid chain by MHD simulations [14, 15]. Theoretical models and simulations showed how the occurrence of secondary plasmoids affects magnetic reconnection and how fast reconnection in low resistivity plasmas can be achieved in the MHD framework via stochastic magnetic reconnection [16–23]. Collisionless Particle-in-Cell simulations [24–29] studied the dynamics of plasmoid chain focusing on kinetic effects and acceleration mechanisms in multiple magnetic island magnetic reconnection [30, 31]. Previous particle simulation studies used a reduced two dimensional geometry, neglecting current-aligned instabilities developing in the third direction, or modeled pair relativistic plasmas in three dimensions [32]. Differently from previous works on collisionless plasmoid chain, Particle-in-Cell simulations in three dimension with particle with higher mass ratios than previous studies and in a simulation set-up that resemble the Earth’s magnetotail are presented in this article. This study shows that the presence of a guide field, an initial magnetic field with direction perpendicular to the reconnection plane, strongly affects the dynamics of plasmoid by changing the overall structure of the plasmoid chain.
and introducing different instabilities in the system. To understand the role of guide field, two Particle-in-Cell simulations are carried out starting from a magnetic field configuration with and without a guide field.

The paper is organized as follows. First, the simulation model is presented in Section II. The formation and evolution of plasmoid chain in antiparallel configuration is analyzed by studying the evolution of densities, magnetic and electric fields, flow patterns and distribution functions in Section III. The same analysis is repeated for the simulations starting from a configuration with guide field and presented in Section IV. The results of the two simulations are discussed and compared with the results of previous work in Section V. Finally, the main results are summarized in Section VI.

II. SIMULATION PARAMETERS

Simulations are carried out in a three-dimensional system, where an Harris current sheet configuration is initially imposed. The $z$ coordinate is taken along the Harris sheet current, while the $x$-$y$ plane is the reconnection plane. The plasma density profile is initialized as:

$$n(y) = 0.2 \ n_0 \cosh^{-2} \left( \frac{y - L_y/2}{\lambda} \right) + n_b$$

The peak density $n_0$ is the reference density, while the background density $n_b = 0.2 \ n_0$; $L_x \times L_y \times L_z = 40 \ d_i \times 15 \ d_i \times 10 \ d_i$ are the simulation box lengths and $\lambda = 0.5 \ d_i$ is the half-width of the current sheet. The ion inertial length is $d_i = c/\omega_{pi}$, with $c$ the speed of light in vacuum, $\omega_{pi} = \sqrt{4\pi n_0 e^2/m_i}$ the ion plasma frequency, $e$ the elementary charge, and $m_i$ the ion mass. The electron mass is $m_e = m_i/256$. A magnetic field in the $x$ direction and varying in the $y$ direction, is initialized:

$$B_x(y) = B_0 \tanh \left( \frac{y - L_y/2}{\lambda} \right).$$

Two simulations are carried out: a first simulation is completed starting from the initial condition described above, while a uniform guide field $B_g = 1/3 \ B_0$ along the $z$ direction is added to the magnetic field configuration in the second simulation. This guide field value has been observed during magnetic reconnection in the Earth’s magnetotail [33]. These two initial configurations has been selected to show how a relatively weak guide field can dramatically change the dynamics of plasmoid chain.
In these simulations, spontaneous magnetic reconnection is triggered following the approach presented in Refs. [29, 34]: the current, supporting the initial magnetic field configuration, is not present. As a result of this non-equilibrium, the plasma is initially accelerated toward the current sheet to establish a current consistent with the magnetic field configuration, collapsing the current sheet, triggering the tearing instability and forming plasmoid structures with spatial scales approximately 1 \( d_i \) large. This non-equilibrium initial condition accelerates the reconnection initiation and the following coalescence process of the plasmoids. This approach is different from the initial condition used in previous two-dimensional Particle-in-Cell simulations [6, 35]. These studies used the island-chain equilibrium, or Fadeev equilibrium [36], that imposes the initial presence of spatially larger scale magnetic islands where the coalescence process involves larger scale plasmoids and proceeds at a slower pace with respect to our simulations.

The particles are initialized with a Maxwellian velocity distribution. The electron thermal velocity \( v_{\text{the}}/c = (T_e/(m_e c^2))^{1/2} = 0.045 \), while the ion temperature \( T_i = 5 T_e \). This temperature ratio is typical of the Earth’s magnetotail. The simulation time step is \( \omega_{pi} \Delta t = 0.125 \). In this simulation set-up, \( \omega_{pi}/\Omega_{ci} = c/V_A = 103 \), where \( \Omega_{ci} = eB_0/m_i \) is the ion cyclofrequency and \( V_A \) is the Alfvén velocity calculated with \( B = B_0 \) and \( n = n_0 \). The ion Larmor gyro-radius is 0.65 \( d_i \).

The grid is composed of 512 \( \times \) 192 \( \times \) 128 cells. In total 3 \( \times \) 10^9 computational particles are in use. The boundaries are periodic in the \( x \) and \( z \) directions, while they are perfect conductor and reflecting boundary conditions for fields and particles respectively in the \( y \) direction. Simulations are carried out with the massively parallel implicit Particle-in-Cell \( iPIC3D \) code [37], running on 12,288 cores on NASA Pleiades supercomputer.

III. PLASMOID CHAIN DYNAMICS IN ANTIPARALLEL MAGNETIC RECONNECTION

A first simulation is carried out, starting from a configuration without a guide field. A tearing instability rapidly occurs and generates several plasmoids. These appear as cylindrical surfaces, characterized by enhanced density with respect to the background density, as clear in Figure 1, where the electron density isosurfaces for \( n_e = 1.7 n_b \) are presented at four different times. The plasmoids merge in single points kinking during the coalescence.
The kink of the plamoid is not only a consequence of a Kruskal-Shafranov-type kink instability \[38\] but it is mainly due to non uniform coalescence process. The electron density isosurfaces appear perturbed by wiggles, denoting the presence of lower hybrid waves in proximity of density gradient regions and propagating along the \(z\) direction \[39, 40\]. These perturbations are stronger earlier in time (panel a and b). A rather large low density region develops approximately at the center of the simulation box at time \(\Omega_{ci}t = 4.8\). This can be easily seen in Figure 2, where a contour-plot of the electron density on the \(z = L_z/2\) plane at time \(\Omega_{ci}t = 4.8\) is presented. At time \(\Omega_{ci}t = 4.8\), five plasmoids are visible in the figure. Their electron density is 3.5 times larger than the background density, and they are approximately 5 \(d_i\) large. The tearing instability leads to the formation of magnetic field loops surrounding the plasmoids as clear in Figure 2. The magnetic field lines are on the \(x-y\) plane with no strong component in the \(z\) direction. However, the \(B_z\) quadrupolar structure, typical of Hall magnetic reconnection, is present and visible in Figure 4. The dashed line boxes in this figure surround three magnetic reconnection areas. The reconnection region \(b\) is enclosed in the reconnection region \(a\), while only a part of the reconnection region \(c\) is surrounded by the region \(a\). It is clear from an inspection of the current system in Figure 5 that the magnetic field loops (shown in Figure 3) are only supported by the electron current, while ion dynamics develops in the \(x-y\) plane. The decoupling of electron and ion dynamic on this plane leads to the formation of the Hall magnetic field. Panel a) of Figure 5 shows a quiver plot of the electron and ion currents in blue and red colors superimposed to electron density isosurfaces. Ion currents are very weak if compared to electron current and they are not visible in the plot. In panel b) the intensity of the ion current is scaled 700 times to show the direction of the ion current. Electron jets emanate from the \(x\) lines and form the outer electron diffusion regions in antiparallel reconnection. They have been identified in previous studies of collisionless reconnection \[41-43\] and are detected in this work also. Figure 6 shows a contour-plot of the \(x\) component of the electron fluid velocity \((v_e = J_e/\rho_e)\). Multiple electron jets exit the \(x\) lines and they are shown in the dashed line boxes in Figure 6.
FIG. 1. Electron density isosurfaces for $n_e = 1.7 \, n_b$ at four different times. Plasmoids appear as high density tubes merging and kinking.
IV. PLASMOID CHAIN DYNAMICS IN PRESENCE OF A GUIDE FIELD

A second simulation has been carried out, starting from a configuration with guide field. Its presence strongly influences the dynamics of the plasmoid chain. As in the first simula-
FIG. 4. Contour-plot of $B_z$ magnetic field component on the $z = L_z/2$ plane at time $\Omega_{ci}t = 4.8$. The dashed line boxes enclose Hall magnetic field structures defining reconnection regions. It is clear that some reconnection regions are enclosed in larger reconnection areas, leading to a hierarchical structure of the plasmoid-dominated current sheet.

...tion, plasmoids form as a result of the tearing instability. The coalescence process proceeds at a pace that is comparable to the one in the antiparallel case. This is clear from comparing the number of plasmoids present at different snapshots of electron density in Figure 1 and 7, where approximately the same number of plasmoids is present at the same time snapshot. In addition, the guide field introduces a twist in the plasmoid structures as macroscopic result of the Lorentz force. This can be seen in panels c) and d) of Figure 7. Lower hybrid waves perturb the density isosurfaces, as in the other simulation without a guide field, but propagating obliquely to the guide field and density gradient directions [40]. An helix shape magnetic field develops around the plasmoids in the case of guide field reconnection, as visible in the two panels of Figure 8. We recall that magnetic helicity, that is a conserved quantity in MHD framework, is not necessarily conserved in the kinetic approach. A strong unipolar magnetic field in the $z$ direction forms at the center of the plasmoids. From panel b) of Figure 10, where a contour-plot of of $(B_z - B_0)/B_0$ on the $z = L_z/2$ plane at time $\Omega_{ci}t = 4.8$ is presented, it is clear the core magnetic $B_z - B_g$ field has a value that is approx-
FIG. 5. Quiver plot of electron (blue color) and ion (red color) currents superimposed to the electron density iso-surface (grey color) for $n_e = 1.7 n_b$ in panel a). In panel b) the intensity of the ion current is multiplied by 700 to show the direction of the ion current. The magnetic field loops are supported by an electron current along the $z$ direction, while the ion current (approximately 700 times smaller) develops on the $x−y$ plane to support the Hall magnetic field.
FIG. 6. Contour-plot of the $x$ component of the electron fluid velocity component on the $z = L_z/2$ plane at time $\Omega_{ci} t = 4.8$. The white dashed line boxes surround the previously identified reconnection regions, while the red dashed line boxes enclose the two electron jets regions.

Imately equal to the asymptotic magnetic field $B_0$ and it is unipolar. The outer electron diffusion region is disrupted in guide field reconnection as previous studies showed [44, 45]. Figure [11] shows a contourplot of the $x$ component of the electron fluid velocity, where the electron beams are localized along the separatrices.

In a previous work [29], it has been shown that electron streaming instabilities occur during multiple island reconnection in two dimensional geometry. In particular, the electron two-stream instability is shown to be responsible for the formation of bipolar parallel electric field structures surrounding the magnetic islands. Such kinetic instability appears when counter-streaming electrons are found at the same position. In a two dimensional system, this instability cannot develop in the third dimension. It is thus a priori not clear that the same mechanism can be found in tridimensional cases. In this paper, we show that the formation of bipolar electric field structures due to electron streaming kinetic instabilities can also occur in the three dimensional configuration in presence of a guide field. The wave activity is shown in Fig. [12] as a wave-packet located at $11 < x/d_i < 15$ and $y/d_i \simeq 16$. In this figure, we show the parallel electric field $E_{\parallel} = (E \cdot B)/|B|$ (the component of the electric
FIG. 7. Electron density isosurfaces for $n_e = 1.7 \ n_b$ at four different times. Plasmoids appear as high density tubes merging and kinking as in the antiparallel set-up, but in addition the plasmoid tubes twist also.
FIG. 8. Magnetic field lines at time $\Omega_{ci}t = 4.8$.

FIG. 9. A blow-up of the region enclosing a flux rope, showing the magnetic field lines, superimposed to electron density isosurfaces in red color.

field projected along the local magnetic field). When examining the electron fluid velocity in Fig. 11, the same region of space appears as a region of high velocity shear. However, an electron shearing instability has not been observed in this numerical experiment, at least until the end of the simulations.

In previous two dimensional simulations [29], the bipolar parallel electric field structures
FIG. 10. Magnetic field lines and contourplot of \((B_z - B_0)/B_0\) on the \(y = L_y/2\) plane at time \(\Omega_{ci}t = 4.8\) in panel a). A contour-plot of \((B_z - B_0)/B_0\) on the \(z = L_z/2\) plane. The core field has approximately the same strength and the same direction of the guide field for all the plasmoids.
were found along the separatrices. In three dimension, the same signature does not appear to be located on the separatrices, at least in the plane of the two dimensional cut shown in Fig. 12. This is due to the intrinsic three dimensional nature of the magnetic flux ropes, in particular the twisting of the plasmodia see Figs. 3 and 8) is such that two nearby flux ropes do not face each other as two nearby magnetic islands do in two dimensional configuration [29]. Because of the more complex magnetic topology in three dimensions, the electron population accelerated by magnetic reconnection at two nearby $x$ lines do not necessarily encounter each other and therefore the electron two-stream instability is not expected to be triggered. On the contrary, the electron bump-on-tail or the Buneman instabilities are more likely to occur in three dimensional configurations with a guide field.

To identify the nature of the kinetic instability at play, the electron distribution function $f_e(v_x)$ is computed at time $\Omega_{ci}t = 4.8$ and plotted in Fig. 13 at two different locations: (i) at the edge of the wave-packet observed in Fig. 12 $12.5 < x/d_i < 15.7$ (blue line), (ii) at the center of the same wave-packet $16.4 < x/d_i < 17.5$ (red line). The presence of an electron beam is clearly identified in the electron distribution functions computed at the edge of the wave-packet (red line) at $v_x/c \simeq 0.1$, while the quasi-linear kinetic relaxation
FIG. 12. Contour-plot of the electric field component parallel to the local magnetic field (parallel electric field $E_{//} = (\mathbf{E} \cdot \mathbf{B})/|\mathbf{B}|$) on the $z = 0$ plane at time $\Omega_{ci}t = 4.8$.

of the unstable distribution function is observed with the formation of a plateau in the (space-integrated) velocity space (blue line) at the location of the center of the wave-packet. This enables to identify the formation process of the wave-packet observed in Fig. 12 as an electron bump-on-tail instability. To better understand the kinetic dynamics at play in this numerical experiment, the electron distribution function is computed in the phase space $v_x/c - x/d_i$ at time $\Omega_{ci}t = 4.8$, considering all the weighted electron computational particles in the cells surrounding the region of space $9.5 < x/d_i < 17.5$, $y/d_i \simeq 16.5$, $z/d_i \simeq 0.5$ and by integrating over velocity directions $v_y$ and $v_z$. The resulting electron distribution function is shown in Fig. 14. The two counter-streaming electron populations (electron core and beam) are visible in the region $16.4 < x/d_i < 17.5$, corresponding to the edge of the parallel electric field wave-packet, shown in Fig. 12 and over-plotted in black line. The presence of electron holes at positions $12 < x/d_i < 15$, $v_x/c \simeq 0.1$ corresponds to the electric
FIG. 13. Electron distribution functions \( f_e(v_x) \) at time \( \Omega_c t = 4.8 \) computed for \( 16.4 < x/d_i < 17.5 \), \( y/d_i \approx 16.5 \), \( z/d_i \approx 0.5 \) (red line) and \( 12.5 < x/d_i < 15.7 \), \( y/d_i \approx 16.5 \), \( z/d_i \approx 0.5 \) (blue line). The electron beam visible in the electron distribution function in the region \( 16.4 < x/d_i < 17.5 \) at \( v_x/c \approx 0.1 \), relaxes to a plateau in the region \( 16.4 < x/d_i < 17.5 \).

potential wells of the wave-packet. The trapped electrons is a signature of the saturation of the bump-on-tail instability. It is seen as electron holes in the phase space (Fig. 14) and as a plateau in the space-integrated velocity distribution function (Fig. 13). We note that the electron holes form as a consequence of the bump-on-tail instability that develops at the later stages of our simulations. Streaming instabilities are not present at the early stages of plasmoid chain dynamics since initially the electron beams along the separatrices are not enough intense to trigger streaming instabilities [29]. The characteristics of electron holes along reconnection separatrices have been discussed in previous studies reporting two and three dimensional Particle-in-Cell simulations [45–47]. It has been found that the typical size of the electron holes is approximately 16 Debye lengths, and the bipolar structures
are generated by streaming instability along reconnection separatrices. The presence of
guide field and the use of different simulation charge to mass ratio influence the streaming
instability along reconnection separatrices and the following formation of electron holes [45].

FIG. 14. Phase space $v_x/c - x/d_i$ at time $\Omega_{ci}t = 4.8$ in the region of space $16.4 < x/d_i < 17.5, < y <$
, $z = L_z/2$ with superimposed parallel electric field profile along the line in black color. The color
table ranges from a low electron distribution function (blu for no electrons) to high distribution
function (red). The binning used in the velocity and spatial directions are indicated with a red
box in the bottom left corner.

V. DISCUSSION

The Particle-in-Cell simulations of plasmoid chain dynamics in three dimensions have
been presented. Two Particle-in-Cell simulations of plasmoid chain evolution with and
without a guide field allowed us to assess the effect of guide field in the evolution of the
plasmoid chain. The overall dynamics for the two cases is similar in few aspects. In both cases, the tearing instability produces multiple $x$ lines magnetic reconnection sites. However, in the case of antiparallel magnetic reconnection a main reconnection site, comprising smaller ones, forms leading to an hierarchical structure of the current sheet. A hierarchical self-similar structure of the plasmoid-dominated current sheet was observed in previous fluid simulations [23, 48]. This hierarchical structure in antiparallel reconnection might be caused by lower hybrid drift instability that leads to a non uniform thinning of the current sheet [49]. In fact, waves in the range of the lower-hybrid frequency have been observed propagating along the $z$ axis in the simulations: early in time in the antiparallel configuration, and at the end of the simulation in presence of a guide field.

It has been shown that a core field arises only in presence of a guide field, while it is absent when starting from an antiparallel set-up. This is in agreement with the idea that plasmoid core field originates from a compression of a pre-existing seed guide field [50, 51]. In addition, the core field of several plasmoids develops in the parallel to the initial guide field, suggesting the hypothesis that all the plasmoids originating from the same current sheet with uniform guide field present all the same polarity.

The presence of electron holes in plasmoid chain has been first revealed by two dimensional Particle-in-Cell simulations in Ref. [29] and it is now confirmed by three dimensional simulations. However, in the two dimensional geometry electron holes are localized along the separatrices and driven by two stream instabilities, while in the three dimensional case they are not necessarily along the separatrices and they are caused by bump-on-tail instability. We have discussed the occurrence of an electron kinetic instability, as a secondary instability of the kinetic tearing instability in presence of a guide magnetic field. When an initial guide magnetic field is not present, we do not observe similar bipolar parallel electric field structures in our simulation. Because of the huge computational resources needed in three dimensional kinetic simulations, we decided not to run the simulations for too long. It is thus not straightforward to conclude that the bipolar structures and streaming instability are absent in the case of antiparallel reconnection. Further numerical experiments running for longer simulation time will be necessary to properly evaluate the efficiency of kinetic electron streaming instabilities in three-dimensional geometry without a guide field.

In our simulations the central region of the magnetic islands is characterized by high density. In fact, plasmoids collect the outflow plasma from adjacent reconnection $x$ lines,
progressively increasing their density. This is in agreement with some observations of density enhancement in the magnetic island [2, 52], but it is not with recent studies where the density dips are observed in the central region of the plasmoid [9, 53]. One possible explanation to this discrepancy is that the spacecrafts crossed regions of space where the coalescence phenomenon is ongoing. It has been shown in the present work and previous two dimensional simulations [29] that the density structures are rather complex in coalescing regions and they are characterized by relatively low density and electrostatic instabilities. Another possible explanation of the discrepancy between the simulation results and observations is the use of periodic boundary conditions in the $z$ direction that does not allow plasma to escape the plasmoids. Future simulations with open boundary conditions along the $z$ direction will clarify if the decrease of plasma density in the plasmoid is enabled by different boundary conditions.

VI. CONCLUSIONS

The dynamics of a plasmoid chain in the kinetic framework have been studied by analyzing three dimensional Particle-in-Cell simulation results. It has been shown that the presence of a guide field dramatically influences the dynamics of the plasmoid chain. The plasmoid-dominated current sheet presents an hierarchical structure, where smaller reconnection sites are included in larger ones, in absence of a guide field, while plasmoids are approximately same size, and there is not a main reconnection site in the guide field simulations. A core field, parallel to the guide field, originates only in the case of guide field. The electron bump-on-tail instability is present in proximity of the plasmoids but not necessarily along separatrices, and bipolar structures of parallel electric field and electron holes are present in guide field reconnection. These results are relevant to study of multiple $x$ lines magnetic reconnection in Earth’s magnetotail, revealing the three dimensional effects and pointing out that the presence of a moderate guide field modifies the signatures of plasmoid chain and multiple $x$ lines magnetic reconnection.
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