Quantum Spin Liquid in a Breathing Kagome Lattice
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Motivated by recent experiments on the vanadium oxyfluoride material DQVOF, we examine possible spin liquid phases on a breathing kagome lattice of S=1/2 spins. By performing a projective symmetry group analysis, we determine the possible phases for both fermionic and bosonic $\mathbb{Z}_2$ spin liquids on this lattice, and establish the correspondence between the two. The nature of the ground state of the Heisenberg model on the isotropic kagome lattice is a hotly debated topic, with both $\mathbb{Z}_2$ and U(1) spin liquids argued to be plausible ground states. Using variational Monte Carlo techniques, we show that a gapped $\mathbb{Z}_2$ spin liquid emerges as the clear ground state in the presence of this breathing anisotropy. Our results suggest that the breathing anisotropy helps to stabilize this spin liquid ground state, which may aid us in understanding the results of experiments and help to direct future numerical studies on these systems.

I. INTRODUCTION

Quantum spin liquids, systems in which quantum fluctuations prevent the magnetic ordering of the spin degrees of freedom down to zero temperature, have been the source of much recent theoretical and experimental interest.1–4 These systems are characterised by their long ranged entangled states, preserve symmetries down to zero Kelvin, and have been shown to exhibit fascinating properties such as a topological ground state degeneracy and fractionalised spin excitations.5 Experimentally, spin liquid physics has been studied in organic triangular lattice materials, and systems such as pyrochlore quantum spin ice and hyperkagome materials have been suggested as possible realisations of this physics.6–16 Theoretically, exactly solvable models such as the Kitaev model offer us a route to explore this physics in a controlled fashion, and much recent effort has been made to realise this physics in strongly spin-orbit coupled systems.17–22 The kagome antiferromagnet is of interest both experimentally and theoretically, with numerical studies,23–29 suggesting a spin liquid as the ground state of the Heisenberg model, and the material Herbertsmithite believed to realise spin liquid physics at low temperatures.35–45

Recent experiments on a vanadium based material \([\text{NH}_4]_2[\text{C}_7\text{H}_{14}\text{N}][\text{V}_7\text{O}_8\text{F}_{18}]\) (diammonium quinuclidinium vanadium oxyfluoride; DQVOF) have suggested the possibility that this system exhibits spin liquid behaviour.36,47 This material contains two-dimensional structures, consisting of three planes of vanadium ions (along with non-magnetic oxygen and fluorine ions) which are separated from other three-plane structures by non-magnetic atoms. These three planes consist of two kagome lattice planes of spin-1/2 $\text{V}^{4+}$ ions separated by one layer of spin-1/2 $\text{V}^{3+}$ ions arranged in a triangular lattice. The kagome lattices appear to have very little disorder and to be formed of equilateral triangles, which, along with the small spin-orbit coupling present for $\text{V}^{4+}$ atoms, suggests that the highly frustrated Heisenberg model may be a good approximation of the spin physics in these layers. However, the up and down triangles differ in size, requiring an anisotropic Heisenberg model to describe the physics of this breathing kagome lattice. These kagome layers appear to be well isolated from one another and to couple only weakly to the intermediate triangular lattice layers, offering a possible realisation of a nearly isolated kagome lattice antiferromagnet without disorder.

Motivated by this discovery, we study the anisotropic Heisenberg model on the kagome lattice. Classically, this model is equally frustrated to the fully isotropic Heisenberg model, with the ground state manifold being those states for which the sum of the classical spin vectors on each triangle is zero. However, the full quantum model may show substantial differences. The isotropic model has been studied using a number of methods, including variational Monte Carlo (VMC)27–29 and density matrix renormalization group (DMRG)23–26 numerical studies. The earlier VMC calculations indicated that a gapless U(1) spin liquid with a Dirac spinon excitation was the ground state.27–28 However, a more recent VMC calculation challenges this claim, finding instead that a gapped $\mathbb{Z}_2$ spin liquid has the lower energy.29 DMRG studies find a gapped spin liquid ground state for the nearest neighbour Heisenberg model.25 When a next nearest neighbour Heisenberg interaction is added, the entanglement entropy can be calculated, which suggests a $\mathbb{Z}_2$ spin liquid ground state.30 However, the nearest neighbour limit is more subtle, with the numerical computations having difficulty unambiguously determining the nature of the ground state. This may be due to the presence of many energetically competing spin liquid states, or to the proximity to a quantum critical point. Hence, a perturbative deformation of the isotropic nearest neighbour model may serve to stabilize a unique spin liquid ground state. The breathing kagome lattice offers such an opportunity, which may lead to a better comparison between theoretical predictions and experimental results.

In this work, we investigate the quantum spin liquid ground state of the breathing kagome lattice. In particular, we show that the VMC in the fermion basis clearly favors a gapped $\mathbb{Z}_2$ spin liquid. We narrow our search to consider only those phases which respect all of the symmetries of the Hamiltonian, as has been shown to be reliable for the isotropic...
kagome lattice Heisenberg model. In order to systematically study these phases, we first classify the possible spin liquid phases, using the projective symmetry group (PSG) analysis of symmetric spin liquids. We make a clear connection between the results of our analysis and the isotropic kagome lattice results. We also derive the connection between the bosonic and fermionic spin liquids, by considering the PSG of the vison excitations.

The remainder of the paper is organized as follows. In section II, we describe the details of the model, along with the symmetries present on this lattice. Next, we examine the possible symmetric spin liquid phases in this model using the PSG formalism. In section III, we consider the fermionic mean field states, and in section IV we consider the bosonic states. We also examine the relation between the two types of spin liquids in section V. In addition to this, we comment on the relation between the isotropic kagome lattice and anisotropic kagome lattice solutions found, and show that each of the anisotropic kagome lattice solutions connects to certain isotropic lattice solutions. Each isotropic lattice solution can also be considered as a special case of the anisotropic lattice solutions, as one would expect, fully describing the connection between the two PSGs. Following this, in section VI we explore the energetics of the anisotropic kagome lattice model using the VMC technique. After describing the details of the calculation, we show our main result, that the gapped \( \mathbb{Z}_2 \) spin liquid is the minimum energy variational solution. We conclude in section VII with a discussion of these results and of the possible relevance to the future numerical studies.

II. MODEL AND SYMMETRIES

We consider the spin-1/2 Heisenberg model on the anisotropic Kagome lattice. The Hamiltonian for this model takes the form

\[
H = J^\Delta \sum_{(ij) \in \Delta} S_i \cdot S_j + J^\nabla \sum_{(ij) \in \nabla} S_i \cdot S_j
\]

where \( J^\Delta \) and \( J^\nabla \) are the strengths of the interactions on links in up and down triangles respectively, \( \langle ij \rangle \) denotes sums over nearest neighbour sites and \( S_i \) is the spin-1/2 operator at site \( i \). We restrict our study to the case in which \( J^\Delta, J^\nabla > 0 \). Without loss of generality, we will take \( J^\Delta > J^\nabla \) and set \( J^\Delta = 1 \).

This model respects a subset of the symmetries of the isotropic Kagome lattice. Both translational symmetries \( (T_1, T_2) \) and the time reversal symmetry \( (T) \) are present. The \( C_6 \) symmetry of the isotropic Kagome lattice is broken down to a \( C_3 \) subset. There are three inequivalent locations about which \( C_3 \) can rotate the system; we choose the center of rotation to be about the center of the hexagon, for consistency with the isotropic lattice. In addition, the reflection which ran parallel to the primitive lattice vector is not present in the anisotropic lattice, while the reflection \( (\sigma) \) which runs perpendicular to the lattice vectors remains. This lattice therefore has the space group symmetry \( \text{p3m1} \).

III. FERMIONIC SPIN LIQUID STATES

Next, we will consider the fermionic slave-particle description of the spin degrees of freedom. In this theory, the spin operators are represented by a fermionic bilinear with the same commutation relations as the original spins. We choose

\[
S_i^\mu = \frac{1}{2} f^\dagger_{i\alpha} [\sigma^\mu]_{\alpha\beta} f_{i\beta},
\]

where \( \sigma \) represents the Pauli matrices, \( f_{i\alpha}(f^\dagger_{i\alpha}) \) annihilates (creates) a fermion of type \( \alpha \) on site \( i \) and \( \alpha, \beta \in \uparrow, \downarrow \). This representation of the spins in terms of fermions, known as spinons, along with the single fermion per site constraint

\[
f^\dagger_{i\uparrow} f_{i\uparrow} + f^\dagger_{i\downarrow} f_{i\downarrow} = 1,
\]

gives a faithful representation of the Hilbert space. At this point, the analysis is exact (i.e. no approximations have been made) and the spin Hamiltonian appears as a quartic spinon Hamiltonian. Using a mean-field decoupling we can decompose this Hamiltonian in terms of auxiliary fields, leading to a quadratic Hamiltonian in terms of the fermionic spinons.

To describe symmetric spin liquids which preserve the SU(2) spin symmetry of the underlying spin Hamiltonian, we choose a decomposition in which only the singlet spinon hopping and pairing channels appear in the mean field Hamiltonian. These take the form

\[
\chi_{ij} = \langle f^\dagger_{i\alpha} f_{j\alpha} \rangle, \quad \Delta_{ij} = \langle f^\dagger_{i\alpha} f^\dagger_{j\beta} \rangle, \quad \tau_{ij} = \langle f^\dagger_{i\alpha} f_{j\beta} \rangle,
\]

where \( \tau \) represents Pauli matrices. This decomposition leads to a mean field Hamiltonian of the form

\[
H_0 = \sum_{ij} J_{ij} f^\dagger_{i\uparrow} U_{ij} f^\uparrow_{j\downarrow} + \sum_{i=1}^{3} \lambda_i f^\dagger_{i\uparrow} \tau_i f^\uparrow_{i\downarrow}
\]

\[
U_{ij} = \begin{bmatrix} \chi_{ij} & \Delta_{ij} \\ \Delta_{ij}^* & -\chi_{ij} \end{bmatrix}, \quad \tau_i = \begin{bmatrix} f_{i\uparrow} \\ f_{i\downarrow} \end{bmatrix}.
\]
The terms $\Lambda^i$ are Lagrange multipliers which enforce the single fermion per site constraint on average. In order to enforce this physical requirement on each site individually, a projection is required, which is done in section VI.

This mean-field Hamiltonian has an SU(2) gauge freedom originating from the slave-particle representation of the spin operators. To be specific, the physical spin operators and physical Hilbert space are invariant under the local SU(2) gauge transformation

$$f_i \rightarrow W_i^\dagger f_i$$

where the $W_i$ are SU(2) matrices. The corresponding ansatz transforms as

$$U_{ij} \rightarrow W_i U_{ij} W_j^\dagger,$$

(7)

Although the mean-field ansatz changes its form under the transformation, the physical spin state corresponding to the ansatz remains unchanged.

We will restrict our focus to symmetric spin liquids, in which the symmetries of the Hamiltonian are realized by the physical spin wavefunction. The corresponding mean field wavefunction, however, may change under a symmetry transformation, as long as the transformed wavefunction is gauge equivalent to the original; such wavefunctions are invariant under the symmetry once projected. Mean field ansatz $U_{ij}$ which have such a wavefunction as the ground state are invariant under a combined symmetry and gauge transformation, such that the equation

$$U_{ij} = G_S(i) U_{S^{-1}(i) S^{-1}(j)} G_S^\dagger(j),$$

(8)

holds on all combinations of sites $i$ and $j$.$^{34,48}$ Here $S$ is a symmetry group transformation and $G_S$ is the corresponding gauge transformation, which is site dependent in general.

These transformations $G_S$, along with the corresponding symmetry transformations, define the projective symmetry group (PSG) of an ansatz $U_{ij}$. The PSG describes the transformations under which an ansatz is left unchanged, offering a tool for distinguishing different states with the same physical symmetries. Under a gauge transformation $W_i$ the transformations $G_S$ transform according to $G_S(i) \rightarrow W_i G_S(i) W_{S^{-1}(i)}^\dagger$. We can therefore determine groups of equivalent $G_S$’s which can be connected by gauge transformations, and use this to distinguish different quantum states.

For a given ansatz $U_{ij}$, we can determine the set of all gauge transformations which leave the ansatz invariant, i.e., those gauge transformations with the property that $U_{ij} = W_i U_{ij} W_j^\dagger$. This set forms a group which takes a role of particular importance in our analysis, and is known as the invariant gauge group (IGG) of the ansatz.$^{38}$ Any nontrivial set of symmetry operations whose product is the identity leads to a set of gauge transformations which must multiply to an element of the IGG. For an example of this, we consider the commutation relation between the translation operators, $T_2^{-1} T_1^{-1} T_2 T_1 = I$. Acting these operations on the ansatz in turn, combined with their gauge transformations, we can see that $T_2^{-1} G_{T_2}^\dagger T_1^\dagger G_{T_1} T_2 G_{T_1} T_1$ must act trivially on the ansatz (or leave the ansatz invariant). Hence, the gauge transformation portion of this must belong to the IGG, i.e.

$$G_{T_2}^\dagger (T_1^{-1}(i)) G_{T_1}(i) G_{T_2}(i) G_{T_1}(T_1^{-1}(i)) = W_i^\dagger$$

(9)

where $W_i^\dagger$ is an IGG transformation.

In this paper, we will consider possible ansätze whose IGG is $Z_2$, i.e. the product of gauge matrices described above must be $\pm 1$. The gauge transformations defined above must therefore satisfy $W_i^\dagger = \eta_i J_2$, where $J$ is the identity matrix and $\eta_i = \pm 1$. Ansätze which satisfy $\eta_i = +1$ cannot be continuously connected to one another. These $Z_2$ variables thus distinguish different quantum phases. By solving these equations for each relation between the symmetry operations, i.e. all of the relations in a presentation of the space group, we can categorize the possible quantum phases to which an ansatz can belong.

As outlined in appendix A, we find a total of 6 solutions to the PSG equations for the anisotropic kagome lattice which allow non-zero amplitudes for the $U_{ij}$. The form of these solutions are detailed in table I. The full gauge transformation matrices take the form

$$G_{T_1}(x, y, s) = \eta_{12}^y I, \quad G_{T_2}(x, y, s) = I, \quad G_{\eta}(x, y, s) = \eta_{12}^{xy} g_{s}, \quad G_{C_3}(x, y, s) = -\eta_{12}^{y(x+1)/2+xy} I,$$

(10) (11) (12) (13)

where the position $(x, y, s)$ is represented by using the coordinate system in Fig. 1 and the sublattice index $s$. In this expression, $g_{s} \equiv G_{\eta}(0, 0, s)$ can be chosen to be identical on each sublattice, and $G_{C_3}$ is proportional to the identity matrix.

We have found 6 possible PSGs for the anisotropic kagome lattice, compared to 20 for the isotropic version of this lattice (Ref. 34). In order to reconcile this result, we note that, on the anisotropic kagome lattice, up and down triangles are no longer related by symmetry. As a result, we have additional mean field parameters corresponding to these inequivalent bonds. Although we have fewer PSGs, we can realize all 20 of the isotropic kagome lattice PSGs as special cases of the 6 anisotropic kagome lattice PSGs.

The simplest way to see this is to consider the product of the gauge transformations associated with the symmetry transformations. Following the work of Lu et al. in Ref. 34, and considering that $C_3$ is $C_6^2$, in terms of the gauge transformations the solution for the isotropic kagome lattice case can be seen as a special point in the solution set for the anisotropic kagome lattice if $G_{C_3}(i) = G_{C_3}(i) G_{C_6}(C_6^{-1}(i))$ for all $i$, up to gauge transformations. This is the case due to the fact that in the isotropic case we have

$$U_{ij} = G_{C_6}(i) G_{C_6^{-1}(i)} C_{C_6^{-1}(i)} G_{C_6}^\dagger(j)$$

$$= G_{C_3}(i) G_{C_3}(C_6^{-1}(i)) G_{C_3^{-1}(i)} C_{C_3^{-1}(i)} G_{C_6}^\dagger(C_6^{-1}(j)) G_{C_6}^\dagger(j),$$

(14)

and thus for these to match, $G_{C_3}(i) G_{C_3}(C_6^{-1}(i))$ must be gauge equivalent to $G_{C_3}(i)$. When this occurs, the isotropic
kagome lattice PSG can be continuously connected to the anisotropic kagome lattice PSG.

Applying this to the spin liquids on the isotropic kagome lattice, we determine the correspondence between the isotropic kagome lattice states and those on the anisotropic kagome lattice. It can be seen that all of the PSGs for the anisotropic kagome lattice have special points which correspond to isotropic kagome lattice PSGs. This must be determined explicitly; anisotropic lattice PSGs 1-4 each correspond to three isotropic lattice PSGs, while PSGs 5 and 6 each correspond to four isotropic lattice PSGs. The isotropic lattice PSGs which share the values of \( \eta_{1,2} \) and \( G_\sigma \) all belong to the same anisotropic lattice PSG, regardless of their values of \( G_{G_\sigma} \).

As is noted in table 1, only PSGs 3 and 4 do not allow any amplitude for mean field parameters on nearest neighbour bonds, nor do they support chemical potential terms. In this case, only two free parameters appear up to second neighbour terms. For PSGs 5 and 6, nearest neighbour pairing and pairing chemical potential terms are disallowed, and second neighbour hopping and pairing are required to stabilize a \( \mathbb{Z}_2 \) spin liquid state. In PSGs 1 and 2, both nearest neighbour hopping and pairing are allowed, as well as two on site chemical potential terms and second neighbour hopping and pairing.

Of particular note for our considerations is PSG 2, which contains the \( \mathbb{Z}_2[0, \pi/\beta] \) phase of the isotropic kagome lattice in the limit that the nearest neighbour hopping and pairing amplitudes are equal on the up and down triangles. On the anisotropic kagome lattice, we can remove one of the pairing parameters using a gauge transformation; here we choose to remove the nearest neighbour pairing on one of the triangles, \( \Delta_\Delta \). The corresponding mean field Hamiltonian takes the form

\[
H_{MF} = \sum_i \left[ \mu \sum_\alpha f^\dagger_{i,\alpha} f_{i,\alpha} + \eta (f_{i,\uparrow} f_{i,\downarrow} + H.c.) \right] + \chi_{\Delta} \sum_{(i,j) \in \Delta_{\alpha}} f^\dagger_{i,\alpha} f_{j,\alpha} + \sum_{(i,j) \in \nabla} s_{i,j} \chi_{\nabla} \sum_\alpha f^\dagger_{i,\alpha} f_{j,\alpha} + \Delta_{\nabla} (f_{i,\uparrow} f_{j,\downarrow} + H.c.) + \sum_{(i,j)} \nu_{i,j} \chi_2 \sum_\alpha f^\dagger_{i,\alpha} f_{j,\alpha} + \Delta_2 (f_{i,\uparrow} f_{j,\downarrow} + H.c.) \right].
\]

IV. BOSONIC SPIN LIQUID STATES

We also consider the form of the bosonic spin liquid states which can appear on the anisotropic kagome lattice. The analysis proceeds in a similar fashion to the fermionic case, where we now choose

\[
S_i^\mu = \frac{1}{2} b^\dagger_{i,\alpha} [\sigma^\mu]_{\alpha,\beta} b_{j,\beta},
\]

where \( \sigma \) again represents the Pauli matrices, \( b_{i,\alpha} (b^\dagger_{i,\alpha}) \) now annihilates (creates) a boson of type \( \alpha \) on site \( i \) and \( \alpha, \beta \in \uparrow, \downarrow \). The constraint on the number of spinons appearing on each site takes a different form between the two theories; in the Schwinger boson theory, we take that constraint to be

\[
b^\dagger_{i,\alpha} b_{i,\alpha} + b^\dagger_{i,\alpha} b_{i,\alpha} = \kappa,
\]

where \( \kappa = 2S \) for the physical wavefunction of a spin system with spin \( S \). In the mean-field theory, \( \kappa \) is often taken to be a continuous positive real parameter.

Following Ref. 31, we note that the spin bilinears appearing in the Heisenberg Hamiltonian take the form

\[
\vec{S}_i \cdot \vec{S}_j =: \hat{B}_{ij} \hat{B}_{ij} = -\hat{A}_{ij} \hat{A}_{ij},
\]

FIG. 2. The sign structure of the different bonds in PSG 2. Coloured is the extended unit cell which repeats over the lattice, with blue and red bonds representing \( s_{ij} = +1 \) and \( s_{ij} = -1 \) respectively on the down triangles. Also shown with dotted lines are the second neighbour bonds, with the same sign structure for \( \nu_{ij} \) as above.

| No. | \( \eta_{1,2} \) | \( \eta_{1,2} \) | \( \eta_0 \) | \( \eta_{1,2} \) | \( g_\sigma \) | \( g_{G_\sigma} \) | \( \Lambda \) | n.n. | n.n.n. |
|-----|----------------|----------------|----------|----------|----------|----------|-------|-------|-------|
| 1,2 | -1 | 1 | 1 | -1 | ±1 | \( \tau_0 \) | \( \tau_0 \) | \( \tau_1,\tau_3 \) | \( \tau_1,\tau_3 \) |
| 3,4 | -1 | 1 | -1 | ±1 | \( i\tau_2 \) | \( \tau_0 \) | 0 | 0 | \( \tau_1,\tau_3 \) |
| 5,6 | -1 | -1 | -1 | ±1 | \( i\tau_3 \) | \( \tau_0 \) | \( \tau_3 \) | \( \tau_3 \) | \( \tau_1,\tau_3 \) |

TABLE I. The possible fermionic \( \mathbb{Z}_2 \) spin liquid states. Shown are the associated quantum numbers (\( \eta_{1,2} \)), sublattice portions of the gauge transformation matrices (\( g_\sigma \) and \( g_{G_\sigma} \)) and allowed chemical potential terms (\( \Lambda \)) and bond amplitudes on nearest neighbour and next nearest neighbour bonds (n.n. and n.n.n.). The odd (even) numbered PSGs have \( \eta_{1,2} = +1 (-1) \).
where the boson hopping and pairing operators \( \hat{B}_{ij} \) and \( \hat{A}_{ij} \) are of the form

\[
\hat{B}_{ij} = \frac{1}{2} (b_{i+}^{\dagger} b_{j-} + b_{i-}^{\dagger} b_{j+}),
\]

\[
\hat{A}_{ij} = \frac{1}{2} (b_{i+} b_{j-} - b_{i-} b_{j+}).
\]

This suggests a natural mean field Hamiltonian for the bosonic spinons, taking the form

\[
H_0 = \sum_{ij} J_{ij} (-A_{ij}^* \hat{A}_{ij} + B_{ij}^* \hat{B}_{ij} + h.c.) - \mu \sum_i (\sum_{\sigma} b_{i\sigma}^\dagger b_{i\sigma} - \kappa),
\]

with \( A_{ij}, B_{ij} \) and \( \mu \) parameters which determine the form of the mean field wavefunction. Here, we have ignored constants which do not affect the form of the wavefunction for a given parameter set. Similar to the case of fermionic spinons, this Hamiltonian is invariant under a local gauge transformation which leaves the physical spin operators invariant; however, the gauge group of the transformations for bosons is \( U(1) \), rather than the \( SU(2) \) transformations for fermions. Under a gauge transformation, the bosons gain a phase factor

\[
b_{i\sigma} \to e^{i\phi_i} b_{i\sigma}
\]

and the mean field parameters transform as

\[
A_{ij} \to e^{i(-\phi_i - \phi_j)} A_{ij}, \quad B_{ij} \to e^{i(\phi_i - \phi_j)} B_{ij}.
\]

We can classify the possible bosonic spin liquid states which appear on this lattice in the same manner as was done for the fermionic spin liquids, keeping in mind the reduced space of possible gauge transformations. Because the gauge group is \( U(1) \), we can represent the gauge transformation matrices which define the transformation properties of the ansatz under the space group symmetries as \( G_S = e^{i\phi_S} \), where \( \phi_S \in [0, 2\pi) \) are real numbers. Again analyzing spin liquids whose IGG is \( \mathbb{Z}_2 \), a total of four bosonic spin liquid states are found, which can be indexed by two \( \mathbb{Z}_2 \) parameters \( n_{12} \) and \( n_{\sigma} \in \{0, 1\} \) as follows:

\[
\phi_{T_1}(x, y, s) = \pi n_{12} y,
\]

\[
\phi_{T_2}(x, y, s) = 0,
\]

\[
\phi_{\sigma}(x, y, s) = \frac{\pi}{2} n_{\sigma} + \pi n_{12} xy,
\]

\[
\phi_{C_3}(x, y, s) = \pi n_{12} xy + \frac{\pi}{2} n_{12} y(y + 1).
\]

Notably, the number of PSGs for the bosonic states is again reduced from the number which appeared on the isotropic kagome lattice.\(^{31}\) In this case, the correspondence between the two can be understood in a straightforward fashion, by comparing the fluxes which pass through the different loops on the lattice. When \( n_{\sigma} = 0 \), the spin liquids have no nearest neighbour pairing, so here we will consider only \( n_{\sigma} = 1 \). Depending on whether \( n_{12} \) is 0 or 1, we find that 0 or \( \pi \) flux passes through the length-8 rhombus. However, the flux passing through the length-6 hexagon is not fixed by the PSG, and will vary depending on the relative signs of the pairing parameters on the different triangles. Therefore, two phases which belonged to separate PSGs on the isotropic kagome lattice ([0Hex,0Rhom] and [\( \pi \)Hex,0Rhom], as well as [0Hex,\( \pi \)Rhom] and [\( \pi \)Hex,\( \pi \)Rhom]) now belong to the same PSG, as shown in Fig. 3. As such, these phases will be referred to as [0Rhom] and [\( \pi \)Rhom] henceforth.

![FIG. 3. The sign structure of the bosonic ansatz. States represented in (a) and (b) are in the same PSG, as are states represented in (c) and (d). These can be transformed into one another by changing the signs on all bonds on one triangle. This illustrates the reduction of the number of possible PSGs from the isotropic to anisotropic lattices.](image)

V. MAPPING BETWEEN FERMIONIC AND BOSONIC SPIN LIQUID STATES

Correspondence between fermionic and bosonic \( \mathbb{Z}_2 \) spin liquids can be found using symmetry fractionalization and fusion rules between fractionalized excitations.\(^{49,50}\) Since both spinons and visons are coupled to the emergent gauge field and transform projectively under different symmetries, the ac-
tion of the symmetry operations on each fractionalized excitation is not gauge invariant. Hence it is useful to consider the gauge-invariant phase factor that the fractionalized excitations acquire after going through a series of transformations that, combined, are equivalent to the identity. Such transformations are listed in Table II. From these analyses, one can find the symmetry fractionalization quantum numbers that characterize $\mathbb{Z}_2$ spin liquids. Consider the relation

$$ f = b \times v , $$

(28)

where $f$ is the fermionic spinon, $b$ the bosonic spinon, and $v$ the vison. Here a fermionic spinon can be treated as a bound state of a bosonic spinon and a vison. This gives a relation between the phases accumulated among the three different particles, namely $\phi_f, \phi_b, \phi_v$ for the fermionic spinon, bosonic spinon, and vison, respectively. As described in Ref. 49, two different relations are possible depending on the symmetry operation; $e^{i\phi_b} = e^{i\phi_f} e^{i\phi_v}$ is called the trivial fusion rule, where as $e^{i\phi_b} = -e^{i\phi_f} e^{i\phi_v}$ is called the non-trivial fusion rule. The extra minus sign in the non-trivial fusion rule comes from the mutual semionic statistics between spinons and visons.

Here we will go over the vison PSG first, discuss fusion rules, and then complete the mapping between the bosonic and fermionic spin liquid states.

### A. Vison PSG

The PSG for the visons can be found by describing them as pseudo-spins on a fully frustrated transverse field Ising model on the dual dice lattice. The transformations can be represented by the following matrices using the soft spin approach presented in Ref. 54,

$$ T_1 = \frac{1}{\sqrt{3}} \begin{pmatrix} -\frac{e^{i5\pi/6}}{\sqrt{2}} & i\sqrt{2} & 0 & 0 \\ -\frac{e^{i7\pi/6}}{\sqrt{2}} & e^{i\pi/6} & 0 & 0 \\ 0 & 0 & e^{-i\pi/6} & -i\sqrt{2} \\ 0 & 0 & e^{i\pi/6} & -e^{-i\pi/6} \end{pmatrix} , $$

(29)

$$ T_2 = \frac{1}{\sqrt{3}} \begin{pmatrix} e^{i\pi/6} & \frac{\sqrt{2}e^{-i5\pi/6}}{i\sqrt{2}} & 0 & 0 \\ -i\sqrt{2} & -e^{i\pi/6} & 0 & 0 \\ 0 & 0 & e^{-i\pi/6} & \sqrt{2}e^{i5\pi/6} \\ 0 & 0 & \frac{e^{i5\pi/6}}{i\sqrt{2}} & -e^{-i\pi/6} \end{pmatrix} , $$

(30)

$$ \sigma = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ -1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \end{pmatrix} , \quad C_3 = \begin{pmatrix} -e^{i\pi/3} & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & e^{i2\pi/3} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} . $$

(31)

This is consistent with what was found in Ref. 55 with the addition of $T_1 = C_3 T_2^{-1} C_3^{-1}$.

From these, the algebraic identities for the visons can be easily derived. The results are listed in Table II. Note here that the sign of the $C_3$ operation has been chosen using the gauge freedom, i.e. $C_3 \rightarrow -C_3$, combined with flipping all the pseudo-spins of the dual dice lattice. (For example, if using the gauge choice made in Ref. 54, the lattice is explicitly $C_3$ symmetric. However, flipping all the spins under a $C_3$ operation is also valid, and will give $C_3 \rightarrow -C_3$.)

### B. Fusion rule

All unitary symmetry operations that can be written as $X^2 = e$ obey the non-trivial fusion rule. This can be shown by considering a state $|\Psi\rangle = f^\dagger f^\dagger X_{(r)} |G\rangle$ with two fermionic spinons (and equivalently as two vison - bosonic spinon bound states $f^\dagger = \phi_b f^\dagger$ related by the symmetry $X$). Here $f^\dagger X_{(r)} = X f^\dagger X^{-1}$ and $|G\rangle$ is the ground state. Under the symmetry operation $X$, the fermionic spinons at $r$ and $X(r)$ are exchanged, leading to an extra minus sign compared to the operation on the equivalent bosons,

$$ X|\Psi\rangle = (X f^\dagger X^{-1})(X f^\dagger X_{(r)} X^{-1})|G\rangle = f^\dagger X_{(r)} X^2 f^\dagger X^{-2} |G\rangle = e^{i\phi_f} f^\dagger X_{(r)}^4 |G\rangle = -e^{i\phi_f} |\Psi\rangle = e^{i\phi_v} e^{i\phi_f} |\Psi\rangle $$

(32)

In our list, this applies to $C_3 \sigma C_3 \sigma$ and $\sigma^2$. Following the arguments of Ref. 49, $\sigma^{-1} T^{-1} \sigma T$ can be shown to obey the non-trivial fusion rule. Notice first that the anti-unitary squared operator $(T \sigma)^2$ obeys the trivial fusion

| Algebraic Identities | fermionic $f$ | bosonic $b$ | vison $v = b \times f$ |
|----------------------|-------------|-------------|-----------------|
| $T_1^{-1} T_2^{-1} T_1$ | $\eta_f$ | $(-1)^{n_f}$ | 1 |
| $C_3^{-1}$ | -1 | 1 |
| $\sigma^{-1} T_2^{-1} \sigma T_1$ | 1 | 1 |
| $C_3^{-1} T_2^{-1} \sigma T_1$ | 1 | 1 |
| $C_3^{-1} T_1^{-1} \sigma T_2$ | $\eta_f$ | $(-1)^{n_f}$ | 1 |
| $C_3^{-1} T_1^{-1} C_3 T_1$ | 1 | 1 |
| $C_3^{-1} T_1^{-1} C_3 T_2$ | 1 | 1 |
| $T_2^{-1} T_1^{-1} T_2 T$ | 1 | 1 |
| $C_3^{-1} T_1^{-1} C_3 T$ | 1 | 1 |
| $T_2^{-1}$ | -1 | -1 | 1 |

Table II. The algebraic identities of the bosonic spinon, fermionic spinon, and vison PSGs. Using the gauge freedom, the symmetry fractionalization quantum numbers of $C_3^3$ for the bosonic spinon and vison can be set to 1. While $\eta_{C_3}$ can be set to $\pm 1$ by the gauge freedom, the non-trivial fusion rule fixes it to $-1$ for fermionic spinon in correspondence with the bosonic spinon. Similarly, some of the other terms have been chosen using the gauge freedom, while keeping with the correct fusion rule.
rule because the time reversal symmetry provides the complex conjugation on the phase factor. Then, in the relation

\[(T\sigma)^2 = (\sigma^{-1}T^{-1}\sigma T) \cdot T^2 \cdot \sigma^2,\]

\[(T\sigma)^2\] and \[T^2\] obey the trivial fusion rule while \[\sigma^2\] obeys the non-trivial fusion rule. Therefore \[\sigma^{-1}T^{-1}\sigma T\] must obey the non-trivial fusion rule.

The fusion rule for other operations can be seen by observing whether the operation effectively loops a spinon around a vison or not. In \(\mathbb{Z}_2\) spin liquids, the fractionalized excitations can be regarded as the end points of strings. As illustrated in Fig. 4, we consider the fermionic string (blue dashed line) and vison string (red dashed line)\(^{39,56}\) associated with the fermionic spinon and vison. In the symmetry operation, when the fermionic string crosses the vison string, there will be an extra minus sign. For \(C_3\), this procedure is illustrated in Fig. 4, which shows that it obeys the non-trivial fusion rule. All the rest of the identity operations obey the trivial fusion rule. Fig. 4 shows an example for \(\sigma^{-1}T_2^{-1}\sigma T_1\).

C. Correspondence

The analyses described in previous sections show that four out of the six fermionic spin liquid states have corresponding bosonic spin liquid states at the PSG level. However as mentioned in section IV, only two out of the four bosonic ansätze have weights on nearest neighbour bonds. Hence we conclude that only four out of the six fermionic spin liquid states are realized as the mean-field states (as shown earlier) and two of these four have corresponding bosonic spin liquid states. This correspondence has been summarized in table III.

VI. VARIATIONAL MONTE CARLO CALCULATION FOR Fermions

Having examined the possible symmetric mean field states for this model, we would like to determine the lowest energy ansatz for the original spin model. In order to do so, we must first project the mean field wavefunction onto the space of physical spin wavefunctions, using the well-known Gutzwiller projection method.\(^{37}\) By optimizing the energy with respect to our free mean field parameters, we find the best mean-field wavefunction for the spin state, and examine the properties of this ansatz.

A. Details of the calculation

We examined the energy of the projected wavefunctions

\[|\Psi_{\text{proj}}\rangle = P|\Psi_{\alpha_k}\rangle,\]

\[P = \prod_i (n_{i\uparrow} - n_{i\downarrow})^2\]

where \(|\Psi_{\alpha_k}\rangle\) is the mean-field wavefunction for a given set of variational parameters \(\alpha_k\), \(P\) is the projector onto the physical spin Hilbert space and \(n_{i\beta}\) is the number operator for \(\beta\) spinons. The energy for a given state is computed through a Monte Carlo sampling over physical spin states, and the minimum energy state is computed using the stochastic reconfiguration (SR) method, which minimizes the energy with respect to the variational parameters.\(^{38,39}\) Calculations were performed for the fermionic spin liquid states, where methods involving determinants allow for an efficient calculation of expectation values of operators. We primarily use mixed periodic-antiperiodic boundary conditions, to avoid ambiguity for the calculation arising from sampling of the wavefunction at gapless points. The details of the numerical method are explained in appendix B.

We focus primarily on the ansatz in PSG 2, which is continuously connected to the \(\mathbb{Z}_2[0, \pi]\) phase. Examination of the energies of wavefunctions in other PSGs show consistently higher energies. We examine the mean field wavefunction with up to second neighbour non-zero amplitudes. Nearest neighbour hopping \(\chi_\Delta\) is fixed to 1 (\(\Delta\) denotes the up triangles), and we use the gauge freedom to set \(\Delta_\Delta\) to 0. We thus have six free parameters in our minimization: on-site chemical potentials \(\mu\) and \(\eta\), nearest neighbour hopping and pairing \(\chi_\Psi\) and \(\Delta_\Psi\) and second nearest neighbour hopping and pairing \(\chi_2\) and \(\Delta_2\).

Calculations were performed on a 768 site lattice (16x16x3). The wavefunction was considered minimized when the effective forces (i.e. the change in energy with respect to the variational parameters, calculated within the SR scheme) averaged out to zero over a large number of runs.

### Table III. Corresponding fermionic and bosonic spin liquid states.

| Abrikosov-fermion representation | Schwinger-boson representation |
|----------------------------------|--------------------------------|
| No. \(\eta_T\) | \(\eta_{\beta T}\) | \(\eta_\sigma\) | \(\eta_{C_3}\) | \(\eta_{12}\) | \(n_{12}\) | \(n_\sigma\) | label |
| 1 | -1 | 1 | 1 | -1 | 1 | 1 | \([\pi R_{\text{rhomb}}]\) |
| 2 | -1 | 1 | 1 | -1 | -1 | 0 | 1 | \([0 R_{\text{rhomb}}]\) |
| 3 | -1 | -1 | -1 | -1 | 1 | 0 | \(\eta_{\text{Rhom}}\) |
| 4 | -1 | -1 | -1 | -1 | -1 | 0 | 0 | \(\eta_{\text{Rhom}}\) |

FIG. 4. Whether the series of operations that combine to identity loop a spinon (blue dot) around a vison (red x) can be observed by counting the number of crossings between the spinon and vison strings (blue and red dashed lines). The red and blue solid lines represent the symmetry operation that amounts to the identity. The corresponding diagrams for \(C_3\) (left) and \(\sigma^{-1}T_2^{-1}\sigma T_1\) (right) are shown.
B. Results

A number of important differences appear between the ansätze for the isotropic and anisotropic kagome lattices. In particular, comparing the most general ansatz for the \( Z_2[0, \pi] \beta \) phase and the ansatz for spin liquids in PSG 2, two additional parameters appear in PSG 2; namely, \( \Delta \chi \) and \( \Delta \gamma \), which encode the breaking of the rotational symmetry from \( C_6 \) down to \( C_3 \). By setting \( \chi = 1 \) and \( \Delta \gamma = 0 \), we recover the isotropic ansatz; this provides a useful upper limit to our energy per site of \( E = -0.42872(J_\Delta + J_\gamma)/2 \) found in previous studies of the isotropic kagome lattice, which found a U(1) ground state.\(^{27}\) In addition, this provides an additional avenue for breaking of the U(1) symmetry down to \( Z_2 \); if any of the parameters \( \Delta \chi, \Delta \gamma \) or \( \eta \) are non-zero in the minimized ansatz, the ansatz represents a \( Z_2 \) state. More importantly, the anisotropy in the variational parameters and the presence of additional variational parameters is expected to change the ground state configuration of all parameters.

Our main result is that with the increase of anisotropy between the inequivalent triangles, the \( Z_2 \) phase becomes the clear ground state within the VMC calculation. We determine this using two complementary approaches; first, we determine directly the energetic minimum from the SR procedure on the full parameter space, and, secondly, we minimize the energies at various fixed values of \( \Delta \gamma \), showing directly that the energetic minimum occurs for a non-zero value of \( \Delta \gamma \).

By considering the converged result of a large number of SR minimizations we can determine the values of the mean field parameters which we are varying. In the regime \( 0.5 \leq J_\gamma/J_\Delta \leq 0.8 \), the variational parameters clearly converge to a single result which yields a gapped wavefunction with a \( Z_2 \) gauge structure. Shown in Fig. 5 is a typical optimization run in the case \( J_\gamma/J_\Delta = 0.7 \); here we see a clear convergence of the U(1) symmetry breaking parameters \( \Delta \) and \( \eta \) to non-zero values. For the converged order parameters, we find values of \( \mu = 0.802(1), \eta = 0.116(5), \chi_\gamma = 0.715(2), \Delta \gamma = 0.000(2), \chi_2 = -0.0174(1) \) and \( \Delta \gamma = -0.0331(2) \).

The fact that \( \Delta \gamma \) appears to be zero (within error bars) is not determined by the projective symmetry group of the ansatz, but rather is a property of the solution. Interestingly, this is required in the \( Z_2[0, \pi] \beta \) phase explored for the isotropic kagome lattice, suggesting that our minimum energy state is highly similar to the state found in the isotropic lattice. The ground state ansatz does not, however, directly correspond to this state, as the symmetry breaking between the hopping parameters on inequivalent triangles \( (\chi_\gamma/\Delta \gamma = 0.715) \) removes this possibility.

We next explore the energies of the ansatz with \( \Delta \) fixed to a number of non-zero values, in order to directly confirm the breaking of the U(1) symmetry. Although the energy differences are small, they can be detected by performing a sufficiently large number of uncorrelated simulations. In Fig. 6, we show the minimum energy of the variational state as a function of \( \Delta \), which confirms that the U(1) state is higher in energy than the minimum energy \( Z_2 \) state. A gauge symmetry relates positive and negative \( \Delta \); as such, we plot this as a function of the absolute value of this parameter.

This result, that the ground state of the anisotropic kagome lattice is a \( Z_2 \) spin liquid, appears to be robust against the varying of the specific details of the calculation. The results shown are for a 768 site lattice with mixed boundary conditions at an anisotropy of \( J_\gamma/J_\Delta = 0.7 \). Smaller lattice sizes were also explored, with 12x12x3, 8x8x3 and 4x4x3 lattices all showing results which are consistent with those found on the larger system size. For systems with anisotropy approaching the isotropic limit, numerical issues with multiple possible minima prevented convergence of the calculation. However, with anisotropy in the range listed \( (0.5 \leq J_\gamma/J_\Delta \leq 0.8) \), the convergence was clear and unambiguous. Finally, while periodic/periodic boundary conditions showed difficulty near the U(1) point due to degeneracy of the wavefunction, antiperiodic/antiperiodic boundary conditions give results which are fully consistent with mixed boundary conditions.

Our minimum energy state found can be compared directly to the energy of the best isotropic ansatz, as mentioned above. For the values \( J_\gamma/J_\Delta = 0.7 \), we find a minimum energy solution to have an energy of \(-0.366443(2)J_\Delta \) per site. This has a lower energy than the isotropic ansatz evaluated at this value of the anisotropy, which gives an energy of \(-0.36441J_\Delta \) per site.\(^{27}\) This difference can be attributed to the anisotropy in the value of the nearest neighbour hopping parameters in the anisotropic ansatz, which favours states in which the nearest neighbour spin correlations are stronger on the stronger bonds.

VII. DISCUSSION

The main effect that the addition of a breathing anisotropy appears to have on the nearest neighbour kagome lattice Heisenberg model is a stabilization of the \( Z_2 \) spin liquid state. On the isotropic kagome lattice, the nature of the ground state is controversial; different studies have found the presence of a U(1) and a \( Z_2 \) ground state. A gauge symmetry relates positive and negative \( \Delta \); as such, we plot this as a function of the absolute value of this parameter.

While the anisotropy leads to the reduction of the number of spin liquids present in the PSG, more freedom is allowed in the choice of parameters present, leading to an overall in-
increase in the set of possible wavefunctions which satisfy the symmetries of the lattice. Within these, we find a state which continuously connects to the $\mathbb{Z}_2[0, \pi/\beta]$ phase to be the energetically favoured ground state.

The isotropic kagome lattice has been studied using other numerical methods, most notably the density matrix renormalization group (DMRG). Strong evidence of a $\mathbb{Z}_2$ spin liquid ground state has been found in entanglement entropy measurements using this method; however, an additional second neighbour Heisenberg spin interaction for the unambiguous identification of this state, as the purely nearest neighbour model appears to be near a critical regime. Our study suggests that adding a breathing anisotropy to the Hamiltonian may offer another path to stabilizing the $\mathbb{Z}_2$ spin liquid phase, and therefore offers a worthwhile direction for further numerical studies. In particular, while our study indicates that a gapped spin liquid is the likely ground state for this model, estimating the magnitude of the singlet gap which may appear in experiments is a challenge which would require a DMRG study. Such a spin gap estimate could be compared to experimental results, offering evidence for this state being realized in materials such as DQVOF.
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Appendix A: PSG

The anisotropic kagome lattice lies in the space group p3m1, which can be generated by four symmetries, \{T_1, T_2, \sigma, C_3\}. A convenient presentation for this space group has eight relations between these generators,

\[
\begin{align*}
\sigma^2 &= e \quad \text{(A1)} \\
T_2^{-1}T_1^{-1}T_2T_1 &= e \quad \text{(A2)} \\
C_3 &= e \quad \text{(A3)} \\
\sigma^{-1}T_1^{-1}\sigma T_1 &= e \quad \text{(A4)} \\
\sigma^{-1}T_1^{-1}\sigma T_2 &= e \quad \text{(A5)} \\
C_3\sigma C_3\sigma &= e \quad \text{(A6)} \\
C_3^{-1}T_1^{-1}C_3T_1 &= e \quad \text{(A7)} \\
C_3^{-1}T_1C_3T_2 &= e. \quad \text{(A8)}
\end{align*}
\]

As described in the main text, the mean field Hamiltonian must be invariant under a combination of symmetry operations and gauge transformations, in order for the physical wavefunction to respect the symmetries. Considering sets of symmetry operations whose product is the identity leads to relations between the gauge transformations, which take the form

\[
\begin{align*}
G_\sigma (\sigma(i))G_\sigma (i) &= \eta_\sigma I, \\
G_{T_2}^I (T_1^{-1}(i))G_{T_1}^I (i)G_{T_2}^I (i)G_{T_1}^I (T_2^{-1}(i)) &= \eta_{T_2} I, \\
G_{C_3} (C_3^2(i))G_{C_3} (C_3(i))G_{C_3} (i) &= \eta_{C_3} I, \\
G_{T_2}^I (T_2^{-1}(i))G_{T_2}^I (i)G_{T_1}^I (i)G_{T_1}^I (T_1(i)) &= \eta_{T_1} I, \\
G_{C_3} (C_3\sigma(i))G_{C_3} (\sigma(i))G_{C_3} (i)G_{C_3} (C_3^{-1}(i)) &= \eta_{C_3} \eta_{C_3} I, \\
G_{C_3}^I (T_2^{-1}(i))G_{C_3}^I (i)G_{C_3}^I (i)G_{C_3}^I (T_1(i)) &= \eta_{C_3} \eta_{C_3} \eta_{C_3} I.
\end{align*}
\]

Each of the \(\eta\)'s above take values \(\pm 1\), as the IGG which we consider is \(\mathbb{Z}_2\).

The above relations which do not involve the rotation \(C_3\) are equivalent to those found on the isotropic kagome lattice. The solution for these is therefore the same as on that lattice, which we will briefly recount here.

As with all two-dimensional lattices, we can perform a site dependent gauge transformation \(W(i)\) which restricts the gauge transformations associated with the translational symmetries to

\[
G_{T_1}(x, y, s) = \eta_{T_1}^y I, \quad G_{T_2}(x, y, s) = I. \quad \text{(A17)}
\]

Here (and further on) \(I\) denotes the 2x2 identity matrix for the fermionic transformations, and 1 for the bosonic transformations.

Any future gauge transformations must preserve these choices, up to an overall factor of \(\pm 1\) which has no effect on the ansatz \(U_{ij}\).

The relations A12 and A13 restrict the gauge transformation \(G_\sigma\) to take the form

\[
\begin{align*}
G_\sigma (0, y, s) &= \eta_{T_1}^y g_\sigma (s) \quad \text{(A18)} \\
G_\sigma (x, y, s) &= \eta_{T_2}^y \eta_{T_1}^y \eta_{C_3}^y g_\sigma (s). \quad \text{(A19)}
\end{align*}
\]
where \( g_\sigma(s) \) is defined as \( G_\sigma(0,0,s) \). Equation A9 then requires

\[
\eta_\sigma I = (\eta_\sigma T_1 \eta_\sigma T_2)^{x+y} g_\sigma(\sigma(s)) g_\sigma(s). \tag{A20}
\]

Because these relations must hold for all lattice positions \( x \) and \( y \),

\[
\eta_\sigma T_1 \eta_\sigma T_2 = 1 \tag{A21}
\]

and

\[
g_\sigma(\sigma(s)) g_\sigma(s) = \eta_\sigma I \tag{A22}
\]

(where \( \sigma(u) = u, \sigma(v) = w \) and \( \sigma(w) = v \)).

At this point, we look to add the rotational symmetry \( C_3 \).

Before we solve the gauge matrix equations, we note that we have the freedom to multiply any of the gauge transformations by elements of the IGG, as a gauge transformation. Due to the fact that we are examining \( \mathbb{Z}_2 \) spin liquids, we can make the transformation

\[
G_{T_2} = \eta_{C_3 T_1} G_{T_2}, \tag{A23}
\]

\[
G_{T_1} = \eta_{C_3 T_1} \eta_{C_3 T_2} G_{T_1}, \tag{A24}
\]

\[
G_{C_3} = -\eta_{C_3} G_{C_3} \tag{A25}
\]

resulting in the fixing of the variables \( \eta_{C_3 T_1}, \eta_{C_3 T_2}, \) and \( \eta_{C_3} \).

Next, we wish to write \( G_{C_3} \) as a product of a term which depends only on sublattice and a term which depends only on lattice position, as we did for \( G_\sigma \). We note that eq. A15 and A16 can be rewritten as

\[
G_{C_3}^I(T_2^{-1} T_1(i)) G_{C_3}(i) \eta_{T_2}^{+1} = I, \tag{A26}
\]

\[
G_{C_3}^I(T_1(i)) G_{C_3}(i) \eta_{T_1}^{+1} = I, \tag{A27}
\]

which, substituting \( G_{C_3}(0,0,s) = -g_{C_3}(s) \), leads to

\[
G_{C_3}(n,-n,s) = -\eta_{T_2}^{n(n-1)/2} g_{C_3}(s), \tag{A28}
\]

\[
G_{C_3}(x,y,s) = -\eta_{T_2}^{2y(1+y)} g_{C_3}(s). \tag{A29}
\]

Having the forms of \( G_\sigma \) and \( G_{C_3} \), we can consider the relations Eq. A14 and A11. Eq. A14 simplifies to

\[
\eta_\sigma c_3 I = \eta_\sigma T_1 \eta_{C_3}(\sigma(s)) g_\sigma(\sigma(s)) g_\sigma(s) (C_3^{-1}(s)) \tag{A30}
\]

which tells us that \( \eta_\sigma T_1 = 1 \), as both sides of this equation must be \( y \) independent. Considering the different sublattice indices, we find

\[
\eta_\sigma c_3 I = g_{C_3}(w) g_\sigma(u) g_{C_3}(u) g_\sigma(v) = g_{C_3}(w) g_\sigma(w) g_{C_3}(w) g_\sigma(w). \tag{A31}
\]

Eq. A11 simplifies to

\[
\eta_{T_2} g_{C_3}(u) g_{C_3}(v) g_{C_3}(w) = I. \tag{A33}
\]

It is then convenient to make the further gauge transformation \( G_{C_3} \rightarrow \eta_{T_2} G_{C_3} \), which removes \( \eta_{T_2} \) from Eq. A33.

When considering the time reversal operation, it is convenient to consider bosonic and fermionic spin liquids separately. In the case of fermionic spin liquids, we consider the time reversal operator adjointed to a gauge transformation \( iT_2 \) rather than the bare operator (where \( T \) represents the vector of Pauli matrices). As \( iT_2 \) is a gauge transformation, it has no physical effect, but the ansatz now transforms as \( TU_{ij} T^{-1} = -U_{ij} \). This combined operator satisfies \( T^2 = e \) and \( S^{-1} T^{-1} ST = e \). In addition, this operator acting on a pure gauge transformation satisfies \( T G T^{-1} = G \), and can therefore be considered adjointed to a gauge transformation in the same fashion as we considered other space group symmetries,

\[
[G_T(i)]^2 = \eta_T I, \tag{A34}
\]

\[
G_{T_1}^I(i) G_{T_1}(i) G_T(i) G_T(i) T^{-1} = \eta_{T_1} T I, \tag{A35}
\]

\[
G_{T_2}^I(i) G_{T_2}(i) G_T(i) G_T(i) T^{-1} = \eta_{T_2} T I, \tag{A36}
\]

\[
G_\sigma^I(i) G_{T_2}(i) G_\sigma(i) G_T(i) (\sigma^{-1}(i)) = \eta_{T_2} T I, \tag{A37}
\]

\[
G_{C_3}^I(i) G_{C_3}(i) G_{C_3}(i) G_T(i) (C_3^{-1}(i)) = \eta_{C_3 T_2} I. \tag{A38}
\]

Eq. A35 and A36 restrict \( G_T(x,y,s) = \eta_{T_2} T \eta_{T_2} T g_I(s) \), where \( g_I(s) = G_T(0,0,s) \). Eq. A37 then implies

\[
g_\sigma^I(s) g_{C_3}^I(s) g_\sigma(s) g_T(i) (\sigma^{-1}(i)) T_{I T_2} \eta_{T_2} T I = \eta_{T_2} T I, \tag{A39}
\]

leading to \( \eta_{T_1} T = \eta_{T_2} T \).

Considering next Eq. A38, we find

\[
g_{C_3}^I(s) g_{C_3}^I(s) g_{C_3}(s) g_T(i) (C_3^{-1}(s)) T_{I T_2} \eta_{T_2} T I = \eta_{C_3 T_2} I \tag{A40}
\]

giving us also that \( \eta_{C_3 T} = 1 \). As such, \( G_T(x,y,s) = g_{C_3}(s) \).

Because \( T U_{ij} T^{-1} = -U_{ij} \), we require \( U_{ij} = -G_T(i) U_{ij} G_T(j) \). As the lattice is not bipartite and we require the ansatz to be non-zero on all bonds, this requires \( G_T(x,y,s) = g_T(s) = i \hat{a} \cdot \hat{T} \), implying \( \eta_T = 1 \). We perform a sublattice dependent gauge transformation \( W_s \) on each sublattice, such that \( W_s g_T(s) W_s^\dagger = i T_2 \). We further note that \( \eta_{C_3 T} \) must always be 1, as \( g_{C_3}(s) \eta_{C_3 T} g_{C_3}(s) T_2 = -1 \forall s \) is incompatible with A33. The remaining commutation equation simplifies to

\[
g_{C_3}^I(s) T_2 g_\sigma(s) T_2 = \eta_T I. \tag{A41}
\]

A sublattice dependent gauge transformation \( W_s = e^{i \theta_s T_2} \) can be performed on each site, without affecting the previous results. This results in a change of the sublattice portions of the gauge transformations,

\[
g_\sigma(u) \rightarrow W_u g_\sigma(u) W_u^\dagger, \tag{A42}
\]

\[
g_\sigma(v) \rightarrow W_v g_\sigma(v) W_v^\dagger, \tag{A43}
\]

\[
g_\sigma(w) \rightarrow W_w g_\sigma(w) W_w^\dagger, \tag{A44}
\]

\[
g_{C_3}(u) \rightarrow W_u g_{C_3}(u) W_u^\dagger, \tag{A45}
\]

\[
g_{C_3}(v) \rightarrow W_v g_{C_3}(v) W_v^\dagger, \tag{A46}
\]

\[
g_{C_3}(w) \rightarrow W_w g_{C_3}(w) W_w^\dagger. \tag{A47}
\]

We must now solve the equations A22, A31, A32, A33 and A41. We note that \( \eta_{C_3 T} = 1 \Rightarrow g_{C_3}(s) = e^{i \sigma_2 \theta_s} \), with \( \theta_s \in \mathbb{R} \).
[0, 2π). Using the gauge transformations $W_u = e^{-i\theta_k \tau_2}$ and $W_w = e^{i\theta_k \tau_2}$ results in a fixing $g_{C_4}(s) = I$.

Manipulating Eq. A22, A31 and A32 with $g_{C_5}(s) = I$ we see that $g_\sigma(u) = g_\sigma(w)$. This further implies that $\eta_\sigma = \eta_\sigma C_5$, and therefore $g_\sigma(v) = g_\sigma(u)$.

Different solutions arise for $\eta_{\tau-T} = \pm 1$. When $\eta_{\tau-T} = 1$, eq. A41 gives $g_{\sigma}(s) = e^{i\tau_2 \phi}$ for some $\phi \in [0, 2\pi)$. This is further restricted by A22 to $g_{\sigma}(s) = \pm I$ for $\eta_{\tau} = 1$ or $g_{\sigma}(s) = \pm i\tau_2$ for $\eta_{\tau} = -1$. Finally, we can choose the positive solution for each of these, by performing the gauge transformation $G_{\sigma} \to \pm G_{\sigma}$. When $\eta_{\tau-T} = -1$, eq. A41 requires $g_{\sigma}(s) = i\tau_3 e^{i\tau_2 \phi}$ for some $\phi \in [0, 2\pi)$. Using the gauge transformation $W_u = W_v = W_w = e^{i\tau_2 \phi/2}$, we can see from A31 and A32 that $\phi_{\sigma}(v) = \phi_{\sigma}(w) = \phi_{\sigma}(u) = n_{\sigma} \pi/2$.

Next, we see from eq. A31 and A32 that $\phi_{\sigma}(w) + \phi_{\sigma}(u) = (n_{\sigma} C_2 - n_{\sigma}) \pi$ and $\phi_{\sigma}(v) = (n_{\sigma} C_3 - n_{\sigma}) \pi/2$. Combined with eq. A33, we see that $n_{\sigma} = n_{\sigma} C_2$, and therefore we can choose $\phi_{\sigma}(v) = 0$ and $\phi_{\sigma}(u) = \phi_{\sigma}(w)$. Performing a gauge transformation $\theta_{\sigma} = -\phi_{\sigma}(u)$, we arrive at $\phi_{\sigma}(u) = \phi_{\sigma}(v) = \phi_{\sigma}(w) = 0$.

Finally, we consider the effect of time reversal for bosons. Due to the condition $\phi_{\sigma}(s) = 0$, all of the bonds on each type of triangle must have the same complex phase. Using an overall gauge transformation on each site on the lattice, we can enforce the condition that these are all real on one type of triangle. In this gauge, it is clear that time reversal acts non-projectively. Thus, an ansatz satisfies the time reversal symmetry if the other triangle is also real in this gauge.

**Appendix B: Details of the numerical calculation**

The SR method is described in detail by Yunoki et. al.\cite{58}. We outline the method here, for completeness. The overlap of the mean field wavefunction and a given physical spin state $|x\rangle$ takes the form $\Psi_{\alpha_k}(x) = \langle x|\Psi_{\alpha_k}\rangle$. Further, as $|x\rangle$ is a physical state, $P|x\rangle = |x\rangle$, and therefore $\Psi_{\alpha_k}(x)$ is also the overlap of the projected wavefunction with the spin state. The change of the wavefunction due to a small change in the parameters $\alpha_k \to \alpha'_k = \alpha_k + \delta \alpha_k$ is

$$\Psi_{\alpha'_k}(x) = \Psi_{\alpha_k}(x) \left[ 1 + \sum_k O_k(x) \delta \alpha_k + O(\delta \alpha_k^2) \right], \quad (A1)$$

where $O_k(x)$ is defined as the logarithmic derivative of the wavefunction with respect to the variational parameter $\alpha_k$. These $O_k(x)$ can be determined for a particular value of the parameters $\alpha_k$ and a particular spin state $|x\rangle$ through a matrix multiplication. It is also convenient to define the operator $\hat{O}_k$, with the property $\langle x|\hat{O}_k|x\rangle = O_k(x) \delta_{xx'}$.

The expectation value of an operator $Q$ in a state $|\Psi\rangle$ can be calculated using

$$\langle Q\rangle = \sum_x P(x) \langle x|Q|\Psi\rangle,$$ \quad (A2)

$$P(x) = \frac{\langle \Psi|x\rangle\langle x|\Psi\rangle}{\sum_{x'}\langle \Psi|x'|\rangle\langle x'|\Psi\rangle}. \quad (A3)$$

Considering $P(x)$ as a probability distribution, we can sample the physical spin states to determine this using a Monte Carlo sampling. In particular, we can derive both the energy and the derivatives of the energy with respect to the variational parameters (generalized forces) in this fashion, as

$$E(\Psi_{\alpha_k}) = \langle \hat{H}\rangle_{\Psi_{\alpha_k}}, \quad (A4)$$

$$f_k \equiv -\frac{\partial E(\Psi_{\alpha_k})}{\partial \alpha_k} = -2\langle \hat{H}\hat{O}_k\rangle_{\Psi_{\alpha_k}} + 2\langle \hat{H}\rangle_{\Psi_{\alpha_k}}\langle \hat{O}_k\rangle_{\Psi_{\alpha_k}}, \quad (A5)$$

where we have assumed $O_k(x)$ is real, as is the case for our calculation.

Having computed the generalized forces, we can attempt to find the variational parameters which lead to a minimum of the energy landscape using the steepest descent method, i.e. iteratively changing our parameters according to $\alpha_k \to \alpha'_k = \alpha_k + f_k \cdot \delta t$, where $\delta t$ can be determined at each step, or fixed to a sufficiently small value. However, this method is still effective if the forces are instead multiplied by a positive definite matrix $s$, such that

$$\alpha_k \to \alpha'_k = \alpha_k + \delta t \sum_l s_{k,l} f_l. \quad (A6)$$

It turns out that a matrix

$$s_{i,j} = \langle \hat{O}_i\hat{O}_j\rangle_{\Psi_{\alpha_k}} - \langle \hat{O}_i\rangle_{\Psi_{\alpha_k}}\langle \hat{O}_j\rangle_{\Psi_{\alpha_k}}, \quad (A7)$$

is more appropriate for this calculation. This is due to the fact that a small change in the variational parameters can correspond to a large change in the distance between the two normalized wavefunctions, i.e.

$$\Delta_{\alpha_k} = 2 - 2 \frac{\langle \Psi_{\alpha_k}|\Psi_{\alpha'_k}\rangle}{\sqrt{\langle \Psi_{\alpha_k}|\Psi_{\alpha_k}\rangle \langle \Psi_{\alpha'_k}|\Psi_{\alpha'_k}\rangle}}. \quad (A8)$$

By using this choice of $s$, at each step in the SR minimization we move small amounts in the wavefunction distance, rather than in the variational parameter distance.