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Abstract
In this paper, we have proved Diaz-Metrcef inequality for fuzzy integrals. More precisely:
If $f,g : [0,1] \rightarrow \mathbb{R}$ are continuous and strictly increasing functions, then the inequality
\[ -\int_{0}^{1} f^s \, d\mu \cdot -\int_{0}^{1} g^s \, d\mu \leq -\int_{0}^{1} (f \cdot g)^s \, d\mu, \]
holds, where $s > 1$ and $\mu$ is the Lebesque measure on $\mathbb{R}$. In addition, we have shown this inequality for pseudo-integrals.
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1 Introduction

Fuzzy measure and Sugeno integral, which were originally introduced by Sugeno in 1974 [15], are important analytical methods of measuring uncertain information [9, 14].
The study of inequalities for the Sugeno integral, which was initiated by Román-Flores et al., was discussed in several papers. Recently, the Sugeno integral counterparts of several classical inequalities, including Markov’s, Chebyshev’s, Jensen’s, Minkowski’s, Hölder’s and Hardy’s inequalities, were given by Flores-Franulič and Román-Flores [10, 11].

Theorem 1.1. [17] Let $\mu$ be a Lebesque measure on $\mathbb{R}$ and $g : [0, \infty) \rightarrow [0, \infty)$ be a continuous and strictly increasing function and $\int_{0}^{a} gd\mu = p$, then for all $a \geq 0$ we have
\[ g(a - p) \geq \int_{0}^{a} gd\mu = p. \]
Moreover, if $0 < p < a$, then $g(a - p) = p$.

Theorem 1.2. [17] Let $\mu$ be a Lebesque measure on $\mathbb{R}$ and $g : [0, \infty) \rightarrow [0, \infty)$ be a continuous and strictly decreasing function and $\int_{0}^{a} gd\mu = p$, then for all $a \geq 0$, we have
\[ g(p) \geq \int_{0}^{a} gd\mu = p. \]
Moreover, if $0 < p < a$, then $g(p) = p$.

We state Diyaz-Metcalf inequality in classical case is the following form.
Theorem 1.3. Let \((X, \mu)\) be measurement space and \(f,g \in L^2(X, \mu)\) and \(0 \leq mg \leq f \leq Mg\). Then
\[
\int_X f^2 d\mu \cdot \int_X g^2 d\mu \leq \frac{(M + m)^2}{4Mm} \left( \int_X (f \cdot g) d\mu \right)^2.
\] (1.1)

With an example, we have shown that the classical version of the Diaz-Metcalf inequality is not valid for Sugeno integrals, and we have shown the Fuzzy form of the inequality, as well.

Pseudo-analysis is a generalization of the classical analysis, where instead of the field of real numbers a semiring is taken on a real interval \([a, b]\) \(\subseteq \mathbb{R}\) endowed with pseudo-addition \(\oplus\) and with pseudo-multiplication \(\odot\). Many authors such as H. Agahi, R. Mesiar and Y. Ouyang in [11] studied Chebyshev’s inequality for pseudo-integrals as follows:

Theorem 1.4. Let \(u, v : [0, 1] \to [a, b]\) are measurable function and \(g : [a, b] \to [0, \infty)\) generator function for pseud-operation for \(\oplus\) and \(\odot\). If \(u\) and \(v\) comonotone functions, we have
\[
\int_{[0,1]} (u \odot v) dx \geq \left( \int_{[0,1]} u dx \right) \odot \left( \int_{[0,1]} v dx \right).
\]

Recently, B. Daraby et. al., in [3, 4, 5, 6, 7] studied and generalized some other inequalities for the Fuzzy and Pseudo integrals, for example, he stated and proved [2] the Stolarsky type of inequality for Pseudo integrals as it follows:

Theorem 1.5. Let \(a, b > 0\), \(f : [0, 1] \to [0, 1]\) be a continuous and strictly decreasing function and \(\mu\) be the Lebesque measure on \(\mathbb{R}\). Then
\[
\int_0^1 f \left( x^{\frac{1}{a+b}} \right) d\mu \geq \left( \int_0^1 f \left( x^{\frac{1}{a}} \right) d\mu \right) \left( \int_0^1 f \left( x^{\frac{1}{b}} \right) d\mu \right).
\]

We have also organized in this article the following: In Section 2, we have described the definitions, properties and results of fuzzy measure, fuzzy integrals and pseudo-integrals. In Section 3, the first we have shown with an example that the classical Diaz-Metcalf inequality is not valid in the fuzzy case, and then we state and prove the fuzzy and pseudo integrals cases. Finally, in Section 4, we have completely discussed the Diaz-Metcalf inequality.

2 Preliminary

We denote by \(\mathbb{R}\), the set of all real numbers. Let \(X\) be a non-empty set and \(\Sigma\) be a \(\sigma\)-algebra of subsets of \(X\). Throughout this paper, all considered subsets are supposed to be in \(\Sigma\).

Definition 2.1. (Ralescu and Adams [13]). A set function \(\mu : \Sigma \to [0, +\infty]\) is called a fuzzy measure if the following properties are satisfied:

(FM1) \(\mu(\emptyset) = 0\),

(FM2) \(A \subseteq B \Rightarrow \mu(A) \leq \mu(B)\),

(FM3) \(A_1 \subseteq A_2 \subseteq \ldots \Rightarrow \lim \mu(A_i) = \mu \left( \bigcup_{i=1}^{\infty} A_i \right)\),

(FM4) \(A_1 \supseteq A_2 \supseteq \ldots \) and \(\mu(A_1) < \infty \Rightarrow \lim \mu(A_i) = \mu \left( \bigcap_{i=1}^{\infty} A_i \right)\).

When \(\mu\) is a fuzzy measure, the triple \((X, \Sigma, \mu)\) is called a fuzzy measure space.
If \( f \) is a non-negative real-valued function on \( X \), we will denote
\[
F_\alpha = L_\alpha f = \{ x \in X \mid f(x) \geq \alpha \} = \{ f \geq \alpha \},
\]
the \( \alpha \)-level of \( f \), for \( \alpha > 0 \). \( L_0 f = \{ x \in X \mid f(x) > 0 \} = \text{supp}(f) \) is the support of \( f \). We know that:
\[
\alpha \leq \beta \Rightarrow \{ f \geq \beta \} \subseteq \{ f \geq \alpha \}.
\]

If \( \mu \) is a fuzzy measure on \( (X, \Sigma) \), we define the following:
\[
\mathcal{F}_\mu^\sigma(X) = \{ f : X \rightarrow [0, \infty) \mid f \text{ is } \mu \text{-measurable} \}.
\]

**Definition 2.2.** (Wang and Klir [16]). Let \( \mu \) be a fuzzy measure on \( (X, \Sigma) \). If \( f \in \mathcal{F}_\mu^\sigma(X) \) and \( A \in \Sigma \), then the Sugeno integral of \( f \) on \( A \), with respect to the fuzzy measure \( \mu \), is defined as
\[
\int_A f \, d\mu = \bigvee_{\alpha \geq 0} (\alpha \land \mu(A \cap F_\alpha))
\]
Where \( \lor \) and \( \land \) denotes the operations sup and inf on \([0, \infty]\), respectively. In particular, if \( A = X \) then
\[
\int_X f \, d\mu = \int f \, d\mu = \bigvee_{\alpha \geq 0} (\alpha \land \mu(F_\alpha)).
\]

The following properties of the Sugeno integral can be found in [16].

**Proposition 2.3.** (Wang and Klir [16]). Let \( (X, \Sigma, \mu) \) be a fuzzy measure space, with \( A, B \in \Sigma \) and \( f, g \in \mathcal{F}_\mu^\sigma(X) \). We have

1. \( \int_A f \, d\mu \leq \mu(A) \).
2. \( \int_A k \, d\mu = k \land \mu(A) \), for \( k \) non-negative constant.
3. If \( A \subseteq B \), then \( \int_A f \, d\mu \leq \int_B f \, d\mu \).
4. \( \int_{A \cup B} f \, d\mu \geq \int_A f \, d\mu \lor \int_B f \, d\mu \).
5. If \( \mu(A) < \infty \), then \( \int_A f \, d\mu \geq \alpha \iff \mu(A \cap \{ f \geq \alpha \}) \geq \alpha \).
6. \( \int_A f \, d\mu \leq \alpha \iff \mu(A \cap F_{\alpha^+}) \leq \alpha \iff \mu(A \cap \{ f \geq \alpha \}) \leq \alpha \).
7. \( \int_A f \, d\mu > \alpha \iff \mu(A \cap F_{\alpha^+}) > \alpha \Rightarrow \mu(A \cap \{ f \geq \alpha \}) \leq \alpha \).

In the following, we are going to review some well known results of pseudo-operations, pseudo-analysis and pseudo-additive measures and integrals in details, we refer to [12, 16].

Let \([a, b]\) be a closed (in some cases can be considered semi-closed) subinterval of \([-\infty, \infty]\). The full order on \([a, b]\) will be denoted by \( \preceq \).

**Definition 2.4.** (Wang and Klir [16]). The operation \( \oplus \) (pseudo-addition) is a function \( \oplus : [a, b] \times [a, b] \rightarrow [a, b] \) which is commutative, non-decreasing (with respect to \( \preceq \)), associative and with a zero (neutral) element denoted by \( 0 \), i.e., for each \( x \in [a, b] \), \( 0 \oplus x = x \) holds (usually \( 0 \) is either \( a \) or \( b \)).

Let \([a, b]_+ = \{ x \mid x \in [a, b], 0 \preceq x \} \).

**Definition 2.5.** (Wang and Klir [16]). The operation \( \odot \) (pseudo-multiplication) is a function \( \odot : [a, b] \times [a, b] \rightarrow [a, b] \) which is commutative, positively non-decreasing, i.e., \( x \preceq y \) implies \( x \odot z \preceq y \odot z \) for all \( z \in [a, b]_+ \), associative and for which there exists a unit element \( 1 \in [a, b] \), i.e., for each \( x \in [a, b] \), \( 1 \odot x = x \).
We assume also $0 \odot x = 0$ and that $\odot$ is a distributive pseudo-multiplication with respect to $\oplus$, i.e.,
\[ x \odot (y \oplus z) = (x \odot y) \oplus (x \odot z). \]

We shall consider the semiring $([a, b], \oplus, \odot)$ for two important cases. The first case is when pseudo-operations are generated by a monotone and continuous function $g : [a, b] \rightarrow [0, \infty)$, i.e., pseudo-operations are given with:
\[ x \odot y = g^{-1}(g(x) + g(y)) \quad \text{and} \quad x \oplus y = g^{-1}(g(x)g(y)). \] (2.1)

Then, the pseudo-integral for a function $f : [c, d] \rightarrow [a, b]$ reduces on the $g$–integral
\[ \int_{[c,d]}^\oplus f(x)dx = g^{-1}\left( \int_c^d g(f(x))dx \right). \] (2.2)

More details on this structure as well as corresponding measures and integrals can be found in [12]. The second class is when $x \odot y = \max(x, y)$ and $x \oplus y = g^{-1}(g(x)g(y))$, the pseudo-integral for a function $f : \mathbb{R} \rightarrow [a, b]$ is given by
\[ \int_{\mathbb{R}}^\oplus f \odot dm = \sup_{x \in \mathbb{R}} (f(x) \odot \psi(x)), \]
where function $\psi$ defines sup-measure $m$. Any sup-measure generated as essential supremum of a continuous density can be obtained as a limit of pseudo-additive measures with respect to generated pseudo-additive. Then any continuous function $f : [0, \infty) \rightarrow [0, \infty]$ the integral $\int_{\mathbb{R}}^\oplus f \odot dm$ can be obtained as a limit of $g$-integrals.

We denote by $\mu$ the usual Lebesgue measure on $\mathbb{R}$. We have
\[ m(A) = \text{ess sup}_{x \in A}(x|A) = \sup \{a|\mu(x|A, x > a) > 0\}. \]

**Theorem 2.6.** (Mesiar and Pap [12]). Let $m$ be a sup-measure on $([0, \infty], \mathcal{B}[0, \infty])$, where $\mathcal{B}([0, \infty])$ is the Borel $\sigma$-algebra on $[0, \infty]$, $m(A) = \text{ess sup}_{x \in A}(\psi(x)|x \in A)$, and $\psi : [0, \infty) \rightarrow [0, \infty]$ is a continuous. Then for any pseudo-addition $\oplus$ with a generator $g$ there exists a family $m_\lambda$ of $\oplus_\lambda$-measure on $([0, \infty], \mathcal{B})$, where $\oplus_\lambda$ is a generated by $g^\lambda$ (the function $g$ of the power $\lambda, \lambda \in (0, \infty)$) such that $\lim_{\lambda \rightarrow \infty} m_\lambda = m$.

**Theorem 2.7.** (Mesiar and Pap [12]). Let $([0, \infty], \sup, \odot)$ be a semiring, when $\odot$ is a generated with $g$, i.e., we have $x \odot y = g^{-1}(g(x)g(y))$ for every $x, y \in (0, \infty)$. Let $m$ be the same as in Theorem ??., Then there exists a family $\{m_\lambda\}$ of $\oplus_\lambda$-measures, where $\oplus_\lambda$ is a generated by $g^\lambda, \lambda \in (0, \infty)$ such that for every continuous function $f : [0, \infty) \rightarrow [0, \infty],
\[ \int_{[0, \infty]}^\sup f \odot dm = \lim_{\lambda \rightarrow \infty} \int_{[0, \infty]}^\oplus f \odot dm_\lambda = \lim_{\lambda \rightarrow \infty} (g^\lambda)^{-1}\left( \int g^\lambda(f(x))dx \right). \] (2.3)

**Theorem 2.8.** (Mesiar and Pap [12]). Let $u, v : [0, 1] \rightarrow [a, b]$ are two measurable functions and let a generator $g : [a, b] \rightarrow [0, \infty)$ of the pseudo addition $\oplus$ and the pseudo-multiplication $\odot$ be an increasing function and $\varphi : [a, b] \rightarrow [a, b]$ be a continuous and strictly increasing function such that $\varphi$ commutes with $\odot$. If $u$ and $v$ are comonotone, then the inequality
\[ \varphi^{-1}\left( \int_{[0, 1]}^\oplus \varphi(u \odot v)dx \right) \geq \left( \int_{[0, 1]}^\oplus \varphi(u)dx \right) \odot \left( \int_{[0, 1]}^\oplus \varphi(v)dx \right), \]
holds and the reverse inequality holds whenever $u$ and $v$ are countermonotone functions.
3 Diaz-Metcalf inequality for fuzzy integrals

At the first, by an example we show that the inequality (1.1) is not valid for Sugeno integrals.

Example 3.1. Let \( f(x) = \frac{x}{2} \), \( g(x) = x \) and \( 0 \leq \frac{f}{g} \leq 1 \). By a simple calculation we get

\[
\int_{0}^{1} f \, d\mu = 0.33, \quad \int_{0}^{1} f^2 \, d\mu = 0.18, \quad \int_{0}^{1} g \, d\mu = 0.5,
\]

\[
\int_{0}^{1} g^2 \, d\mu = 0.618, \quad \left( \int_{0}^{1} (f \cdot g) \, d\mu \right)^2 = 0.072.
\]

Now, by choosing \( M = 1 \) and \( m = \frac{1}{2} \) we have

\[
0.111 = \int_{0}^{1} f^2 \, d\mu \cdot \int_{0}^{1} g^2 \, d\mu \leq \frac{(M + m)^2}{4Mm} \left( \int_{0}^{1} (f \cdot g) \, d\mu \right)^2 = 0.081.
\]

So, the inequality (1.1) is not valid.

Theorem 3.2. Let \( f, g : [0, 1] \to \mathbb{R} \) be two continuous and comonotone functions. Then the inequality

\[
\int_{0}^{1} f^s \, d\mu \cdot \int_{0}^{1} g^s \, d\mu \leq \int_{0}^{1} (f \cdot g)^s \, d\mu,
\]

holds, where \( s > 1 \) and \( \mu \) be the Lebesque measure on \( \mathbb{R} \).

Proof. Let \( f, g : [0, 1] \to \mathbb{R} \) be two strictly increasing functions and let \( f^s = F \), \( g^s = G \), \( (f \cdot g)^s = H \), \( \int_{0}^{1} f^s \, d\mu = p \), \( \int_{0}^{1} g^s \, d\mu = q \) and \( \int_{0}^{1} (f \cdot g)^s \, d\mu = r \). We know \( p, q \in [0, 1] \) and \( 0 < r \leq 1 \). In the first case we let \( p, q \in (0, 1) \) and \( 0 < r < 1 \).

\[
\begin{align*}
&\begin{cases}
    pq \leq p \Rightarrow 1 - p \geq 1 - p \Rightarrow F(1 - p) \geq F(1 - p) = p \\
    pq \leq q \Rightarrow 1 - p \geq 1 - q \Rightarrow G(1 - p) \geq G(1 - q) = q.
\end{cases}
\end{align*}
\]

If we suppose that \( r < pq \), we get

\[
1 - r > 1 - pq \Rightarrow \begin{cases}
    F(1 - r) > F(1 - pq) \geq F(1 - p) \geq p \\
    G(1 - r) > G(1 - pq) \geq G(1 - q) \geq q \Rightarrow r > pq.
\end{cases}
\]

This relation is in contradiction with

\[
\int_{0}^{1} (f \cdot g)^s \, d\mu = \int_{0}^{1} H \, d\mu = r \Rightarrow H(1 - r) = r.
\]

If we assume \( p = 1 \) or \( q = 1 \), the relation \( r \geq pq \) is valid.

Suppose \( p = 1 \). Therefore

\[
F(1 - p) \geq p \Rightarrow F(0) \geq 1.
\]

Based on \( F \uparrow \), on interval \([0, 1]\) we have \( F \geq 1 \). Therefore

\[
\int_{0}^{1} F \cdot G \, d\mu \geq \int_{0}^{1} F \, d\mu \cdot \int_{0}^{1} G \, d\mu.
\]

Now, suppose that \( f, g : [0, 1] \to \mathbb{R} \) are two strictly decreasing functions. By assumption at the first case, if \( p, q \in (0, 1) \) and \( 0 < r < 1 \), then we have

\[
\begin{align*}
&\begin{cases}
    pq \leq p \Rightarrow F(pq) \geq F(p) \geq p \\
    pq \leq q \Rightarrow G(pq) \geq G(q) \geq q.
\end{cases}
\end{align*}
\]
If we let $r < pq$, we have

\[
\begin{align*}
F(r) &> F(pq) \geq F(p) \geq p \quad \Rightarrow H(r) = F(r) \cdot G(r) > pq, \\
G(r) &> G(pq) \geq G(q) \geq q \quad \Rightarrow H(r) = F(r) \cdot G(r) > pq,
\end{align*}
\]

that which contradicts with

\[(f \cdot g)(r) = H(r) = r.\]

If we assume that $p = 1$ or $q = 1$, the inequality $r \geq pq$ is valid.

Assume $p = 1$. Then

\[F(p) \geq p \Rightarrow F(1) \geq 1.\]

Based on $F \downarrow$ on interval $[0, 1]$, hence $F \geq 1$ and therefore

\[FG \geq G \Rightarrow \int_0^1 F \cdot Gd\mu \geq \int_0^1 Gd\mu = q = p \cdot q.\]

Thereby

\[
\int_0^1 F \cdot Gd\mu \geq \int_0^1 Fd\mu \cdot \int_0^1 Gd\mu.
\]

The proof is now complete. \(\square\)

In the following, we generalize the Theorem 3.2, where the measure is the arbitrary fuzzy measure.

**Theorem 3.3.** Let $f, g : [0, 1] \to \mathbb{R}$ be two continuous and comonoton functions. Then the inequality

\[
\int_0^1 f^s d\mu \cdot \int_0^1 g^s d\mu \leq \int_0^1 (f \cdot g)^s d\mu,
\]

holds, where $s > 1$ and $\mu$ is an arbitrary fuzzy measure on $X = [0, 1]$.

**Proof.** We take

\[
\begin{align*}
\int_0^1 f^s d\mu &= \int_0^1 \mu ([0, 1] \cap F_\alpha) dm, \\
\int_0^1 g^s d\mu &= \int_0^1 \mu ([0, 1] \cap G_\alpha) dm, \\
\int_0^1 (f \cdot g)^s d\mu &= \int_0^1 \mu ([0, 1] \cap F_\alpha \cap G_\alpha) dm,
\end{align*}
\]

where $F_\alpha = \{x \in \mathbb{R} | f^s(x) \geq \alpha\}$, $G_\alpha = \{x \in \mathbb{R} | g^s(x) \geq \alpha\}$, $H_\alpha = \{x \in \mathbb{R} | (f \cdot g)^s(x) \geq \alpha\}$, $\alpha \geq 0$ and $m$ is a Lebesque measure on $\mathbb{R}$. If we let $A(\alpha) := \mu ([0, 1] \cap F_\alpha)$, $B(\alpha) := \mu ([0, 1] \cap B_\alpha)$ and $C(\alpha) := \mu ([0, 1] \cap H_\alpha)$, Because $A(\alpha)$, $B(\alpha)$ and $C(\alpha)$ respect to $\alpha$ are nondecreasing and $m$ is a Lebesque measure, then we have

\[
\int_0^1 A(\alpha) dm \cdot \int_0^1 B(\alpha) dm \leq \int_0^1 C(\alpha) dm.
\]

Since $\frac{(M + m)^2}{4Mm} \geq 1$, hence

\[
\int_0^1 A(\alpha) dm \cdot \int_0^1 B(\alpha) dm \leq \frac{(M + m)^2}{4Mm} \int_0^1 C(\alpha) dm.
\]

The proof is now complete. \(\square\)
Example 3.4. Let \( f, g : [0, 1] \to \mathbb{R} \) defined by \( f(x) = \frac{1}{2} \sqrt{x} \), \( g(x) = \frac{1}{4} x \), \( h(x) = f(x) \cdot g(x) \), \( s = 2 \) and \( \mu \) be a Lebesgue measure on \( \mathbb{R} \). With simple calculations, we get
\[
\int_0^1 f^2 d\mu = \sup_{\alpha \in [0, \frac{1}{2}]} [\alpha \wedge (1 - 4\alpha)] = \frac{1}{5} = 0.2,
\]
\[
\int_0^1 g^2 d\mu = \sup_{\alpha \in [0, \frac{1}{2}]} [\alpha \wedge (1 - 4\sqrt{\alpha})] = \frac{18 - \sqrt{320}}{2} = 0.05,
\]
\[
\int_0^1 (f \cdot g)^2 d\mu = \int_0^1 h^2 d\mu = \sup_{\alpha \in [0, \frac{1}{2}]} [\alpha \wedge (1 - 4\sqrt{\alpha})] = 0.015.
\]
Therefore, we get
\[
0.015 = \int_0^1 h^2 d\mu \geq \int_0^1 f^2 d\mu \cdot \int_0^1 g^4 d\mu = 0.2 \cdot 0.05.
\]

Example 3.5. Let \( X = [0, 1] \) and the fuzzy measure \( \mu \) be defined as \( \mu(A) = m^2(A) \), where \( m \) is the Lebesgue measure. And let
\[
f(x) = \begin{cases} \sqrt{x}, & x \in [0, \frac{1}{4}] \\ \frac{\sqrt{2}}{2}, & x \in (\frac{1}{4}, \frac{1}{2}) \Rightarrow f^2(x) = \begin{cases} x, & x \in [0, \frac{1}{4}] \\ \frac{1}{2}, & x \in (\frac{1}{4}, \frac{1}{2}) \\ x, & x \in [\frac{1}{2}, 1] \end{cases} \\ \frac{\sqrt{2}}{2}, & x \in [\frac{1}{2}, 1] \end{cases}
\]
and
\[
g(x) = \begin{cases} x, & x \in [0, \frac{1}{4}] \\ \frac{\sqrt{2}}{2}, & x \in (\frac{1}{4}, \frac{1}{2}) \Rightarrow g^2(x) = \begin{cases} x^2, & x \in [0, \frac{1}{4}] \\ \frac{1}{2}, & x \in (\frac{1}{4}, \frac{1}{2}) \\ x, & x \in [\frac{1}{2}, 1] \end{cases} \\ \frac{\sqrt{2}}{2}, & x \in [\frac{1}{2}, 1] \end{cases}
\]
Then
\[
\int_0^1 f^2 d\mu = \sqrt{\alpha \wedge m^2 ([0, 1] \cap F_{\alpha})} = \frac{1}{2},
\]
\[
\int_0^1 g^2 d\mu = \sqrt{\alpha \wedge m^2 ([0, 1] \cap G_{\alpha})} = \frac{1}{4},
\]
\[
\frac{1}{4} = \int_0^1 (f \cdot g)^2 d\mu \geq \left( \int_0^1 f^2 d\mu \right) \left( \int_0^1 g^2 d\mu \right) = \frac{1}{2} \cdot \frac{1}{4}.
\]

Remark 3.6. If \( f \), and \( g \) are countermonotone functions, In the fuzzy case, it may not change in an unequal direction. This is illustrated by an example in the following.

Example 3.7. Let \( f, g : [0, 1] \to \mathbb{R} \), \( f(x) = x + 1 \), \( g(x) = \frac{1}{x + 1} \) and \( \mu \) is the Lebesgue measure on \( \mathbb{R} \) and \( s = 3 \). With a simple calculation, we have
\[
f^3(x) = (x + 1)^3 = F, \quad g^3(x) = \left( \frac{1}{x + 1} \right)^3 = G,
\]
\[
(f \cdot g)^3(x) = 1 = H.
\]
Then
\[
\int_0^1 F d\mu = \sup \left[ \alpha \wedge (-\sqrt{3}[\alpha]) \right] = 1, \\
\int_0^1 G d\mu = \sup \left[ \alpha \wedge \left( \frac{1}{\sqrt{3}[\alpha]} - 1 \right) \right] = 0.38,
\]
\[
\int_0^1 H d\mu = \int_0^1 1 d\mu = 1.
\]
Therefore

\[ 1 = \int_0^1 H d\mu \geq \int_0^1 F d\mu \cdot \int_0^1 G d\mu = 1 \times 0.38. \]

### 4 Diyaz-Matcalf inequality for pseudo integrals

In this Section, we state and prove Diaz-Metcalf inequality for the pseudo integral.

**Theorem 4.1.** Let \( f, h : [0, 1] \rightarrow [a, b] \) be two measurable comonotone functions and \( g : [a, b] \rightarrow [0, \infty) \) be a continuous and monotone function. Then the inequality

\[ \int_{[0,1]} (f \circ h)^s dx \geq \int_{[0,1]} f^s dx \circ \int_{[0,1]} h^s dx, \]

holds, where \( s > 1 \).

**Proof.**

\[ \int_{[0,1]} (f \circ h)^s dx = \int_{[0,1]} (f^s \circ h^s) dx \]
\[ = \int_{[0,1]} (f^s \circ h^s) dx \]
\[ = g^{-1} \left[ \int_0^1 g(f^s \circ h^s) dx \right] \]
\[ = g^{-1} \int_0^1 g(f^s) \times g(h^s) dx \]
\[ \geq g^{-1} \left[ \int_0^1 g(f^s) dx \times \int_0^1 g(h^s) dx \right] \]
\[ = g^{-1} \left( g \left( \int_{[0,1]} f^s dx \right) \times g \left( \int_{[0,1]} h^s dx \right) \right) \]
\[ = \int_{[0,1]} f^s dx \circ \int_{[0,1]} h^s dx. \]

The proof is now complete. \( \square \)

**Example 4.2.** Let \( f, h : [0, 1] \rightarrow [0, 1] \) defined by \( f(x) = \sqrt{x} \) and \( h(x) = \sqrt{\frac{1}{2}x} \). Let \( g : [0, 1] \rightarrow [0, \infty) \) be \( g(x) = x^2 \) and \( s = 2 \). A strightforward calculation shows that

\[ \frac{\sqrt{20}}{2} = \int_{[0,1]} (f^2 \circ h^2) dx \geq \int_{[0,1]} f^2 dx \circ \int_{[0,1]} h^2 dx = \frac{1}{6}. \]

Now, we generalize the Diaz-Metcalf type inequality by the semiring \(([0, 1], \max, \circ)\), where \( \circ \) is generated.

**Theorem 4.3.** Let \( f, h : [0, 1] \rightarrow [a, b] \) be two measurable comonotone functions and \(([0, 1], \sup, \circ)\) be a semiring and \( m \) be the same as Theorems 2.6 and 2.7. If \( g \) is the continuous and bounded function, then the following inequality holds

\[ \int_{[0,1]}^{\sup} (f \circ h)^s dx \geq \left( \int_{[0,1]}^{\sup} f^s \circ dm \right) \circ \left( \int_{[0,1]}^{\sup} h^s \circ dm \right), \]
where \( f \) and \( h \) are comonotone functions and \( s > 1 \).

**Proof.** We have
\[
\sup_{[0,1]} (f \circ h)^s \circ dm = \lim_{\lambda \to \infty} (f \circ h)^s \circ dm_{\lambda}\\
= \lim_{\lambda \to \infty} (g^\lambda)^{-1} \left( \int_0^1 g^\lambda (f^s \circ h^s) \, dx \right)\\
= \lim_{\lambda \to \infty} (g^\lambda)^{-1} \left( \int_0^1 g^\lambda (f^s \circ h^s) \, dx \right)\\
\geq \lim_{\lambda \to \infty} \left( (g^\lambda)^{-1} \left( \int_0^1 g^\lambda (f^s(x)) \, dx \right) \circ (g^\lambda)^{-1} \left( \int_0^1 g^\lambda (h^s(x)) \, dx \right) \right)\\
= \left( \int_{[0,1]} f^s \circ dm \right) \circ \left( \int_{[0,1]} h^s \circ dm \right).
\]

The proof is now complete. \( \square \)

**Example 4.4.** Let \( g^\lambda(x) = e^{\lambda x} \) and \( \psi(x) \) be the form Theorem 2.7. Then
\[
x \oplus y = \lim_{\lambda \to \infty} \frac{1}{\lambda} \ln \left( e^{\lambda x} + e^{\lambda y} \right) = \max(x, y)
\]
and
\[
x \odot y = \lim_{\lambda \to \infty} \frac{1}{\lambda} \ln \left( e^{\lambda x} \cdot e^{\lambda y} \right) = x + y.
\]
Therefore, we get
\[
\sup (f^s(x) + h^s(x) \psi(x)) \geq \sup (f^s(x) + \psi(x)) + \sup (h^s(x) + \psi(x)).
\]

## 5 Further discussion

**Theorem 5.1.** Let \( f, h : [0,1] \to [a,b] \) be two measurable functions. Let a generator \( g : [a,b] \to [0,\infty) \) of the pseudo addition \( \oplus \) and the pseudo-multiplication \( \odot \) be an increasing function. Let \( \varphi : [a,b] \to [0,\infty) \) be a continuous and strictly increasing function such that commutes with \( \odot \). If \( f \) and \( h \) are comonotone, then the inequality
\[
\varphi^{-1} \left( \int_{[0,1]} \varphi (f \circ h)^s \, dx \right) \geq \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (f^s) \, dx \right) \right) \circ \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (h^s) \, dx \right) \right),
\]
holds, where \( s > 1 \).

**Proof.** Since \( \varphi \) commutes with \( \odot \), then we have
\[
\int_{[0,1]} \varphi (f^s \circ h^s) \, dx = \int_{[0,1]} (\varphi(f^s) \circ \varphi(h^s)) \, dx.
\] (5.1)
If \( f \) and \( h \) are comonotone functions and \( \varphi \) is a continuous and strictly function, then \( \varphi(f^s) \) and \( \varphi(h^s) \) are also comonotone. From (5.1) and using Chebyshev’s Theorem, we have
\[
\int_{[0,1]} \varphi (f^s \circ h^s) \, dx \geq \left( \int_{[0,1]} \varphi (f^s) \, dx \right) \circ \left( \int_{[0,1]} \varphi (h^s) \, dx \right).
\]
It follows that
\[
\varphi^{-1} \int_{[0,1]} \varphi (f^s \circ h^s) \, dx \geq \varphi^{-1} \left[ \left( \int_{[0,1]} \varphi (f^s) \, dx \right) \circ \left( \int_{[0,1]} \varphi (h^s) \, dx \right) \right] = \left[ \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (f^s) \, dx \right) \right) \circ \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (h^s) \, dx \right) \right) \right],
\]
where \( \varphi \) commutes with \( \circ \), hence (5.1) is valid.

Similarly, if \( f \) and \( h \) are countermonotone functions and \( \varphi \) is a continuous and strictly increasing function, then \( \varphi (f^s) \) and \( \varphi (h^s) \) are also countermonotone.

From (5.1) and using Chebyshev's Theorem, we have
\[
\varphi^{-1} \left( \int_{[0,1]} \varphi (f^s \circ h^s) \, dx \right) \leq \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (f^s) \, dx \right) \right) \circ \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (h^s) \, dx \right) \right),
\]
where \( \varphi \) commutes with \( \circ \). Thereby, the theorem is proved. \( \square \)

Now, we consider the second class, when \( x \oplus y = \max(x, y) \) and \( x \odot y = g^{-1} (g(x)g(y)) \).

**Theorem 5.2.** Let \( f, h : [0, 1] \rightarrow [a, b] \) be two continuous functions and \( \odot \) be represented by an increasing multiplicative generator \( g \) and \( \varphi : [a, b] \rightarrow [a, b] \) be a continuous and strictly increasing functions such that \( \varphi \) commutes with \( \circ \) be the same as in Theorems 2.6 and 2.7. If \( f \) and \( h \) are comonotone, then the inequality
\[
\varphi^{-1} \left( \int_{[0,1]} \varphi (f^s \circ h^s) \, dm \right) \geq \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (f^s) \, dm \right) \right) \circ \left( \varphi^{-1} \left( \int_{[0,1]} \varphi (h^s) \, dm \right) \right), \quad (5.2)
\]
holds, where \( s > 1 \).

**Proof.** Theorem 2.7 implies that
\[
\int_{[0,1]} \varphi (f^s \circ h^s) \, dm = \lim_{\lambda \to \infty} \int_{[0,1]} \varphi (f^s \circ h^s) \, dm_\lambda = \lim_{\lambda \to \infty} \left( g^\lambda \right)^{-1} \left( \int_0^1 g^\lambda \varphi (f^s \circ h^s) (x) \, dx \right).
\]
If \( f \) and \( h \) are comonotone functions and \( \varphi \) is a continuous and strictly functions, then by using first Theorem 2.8 and the Theorem 2.7, we have
\[
\varphi^{-1} \left( \int_{[0,1]} \varphi (f^s \circ h^s) \, dm \right) = \varphi^{-1} \left( \lim_{\lambda \to \infty} \left( g^\lambda \right)^{-1} \left( \int_0^1 g^\lambda \varphi (f^s \circ h^s) (x) \, dx \right) \right) = \lim_{\lambda \to \infty} \left( \varphi^{-1} \left( \left( g^\lambda \right)^{-1} \left( \int_0^1 g^\lambda \varphi (f^s \circ h^s) (x) \, dx \right) \right) \right),
\]
where \( \varphi \) commutes with \( \circ \). Hence (5.2) is valid. \( \square \)
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