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Abstract. We consider the quantum cat map – a toy model of a quantized chaotic system. We show that its eigenstates are fully delocalized on $\mathbb{T}^2$ in the semiclassical limit (or equivalently that each semiclassical measure is fully supported on $\mathbb{T}^2$). We adapt the proof of a similar result proved for the eigenstates of $-\Delta_g$ on compact hyperbolic surfaces from [DJ18], relying on the fractal uncertainty principle in [BD18].

1. Introduction

Let us consider a classical chaotic dynamical system. One of the central objectives in quantum chaos is understanding the extent to which the quantum counterpart of the system behaves like it in the high frequency limit. We illustrate this with a fundamental widely-studied example: let $(M,g)$ be a compact surface of constant negative curvature. The geodesic flow acts on $S^*M$ viewed as the phase space. It is well known that in this geometry the geodesic flow is Anosov, in fact it is uniformly hyperbolic, ergodic and mixing. Quantifying the flow results in the Laplace-Beltrami operator $-\Delta_g$ on $L^2(M)$, which generates the Schrödinger equation. We expand $L^2(M)$ as a direct sum of eigenspaces arising from a choice of an orthonormal eigenbasis $\{\phi_j\}_j$. The quantum-classical correspondence establishes a link between the classical flow and the quantum operator. This connection is given in terms of the Egorov theorem. The first results on spatial distribution of high frequency eigenmodes are due to Shnirelman, Zelditch and Colin de Verdière ([Shn74], [Zel87], [CdV85]) stating that almost every $\phi_j$ is asymptotically equidistributed on $M$ in the high frequency limit, a property called quantum ergodicity. A corollary of it is that there exists a set $J \subset \mathbb{N}$ of density 1 such that for every $f \in C(M)$,

$$\int_M f(x)|\phi_j(x)|^2dx \xrightarrow{j \to \infty} \int_M f(x)dx.$$  \hfill (1)

Rudnick and Sarnak have conjectured that the eigenmodes of $-\Delta_g$ satisfy the quantum unique ergodicity (QUE) property, meaning that $J = \mathbb{N}$, i.e., (1) holds for the full sequence $\{\varphi_j\}$. Quantum ergodicity and QUE can be both rephrased by lifting the eigenmodes to the distributions $dW_j \in D'(T^*M)$ analogous to Wigner distributions on $T^*M$ which are defined by

$$a \mapsto \langle \text{Op}_h(a)\varphi_j,\varphi_j \rangle, \quad a \in C^\infty(T^*M).$$

One can always extract a convergent subsequence $\{dW_{j_k}\}_{k \geq 1}$, converging in the distributional sense to a probability measure on $S^*M$. The weak-* limits of $\{dW_j\}_j$ are called semiclassical
measures, denoted $\mu_{\text{sc}}$, and are invariant with respect to the geodesic flow. They represent the microlocalization of $\{\varphi_{jk}\}_{k \geq 1}$ on the phase space. In these notations quantum ergodicity amounts to the existence of a subsequence $J \subset \mathbb{N}$ of density 1 such that $dW_j \xrightarrow{j \to \infty} \mu_{\text{Liouv}}$ on $S^*M$ and QUE means that the full sequence weakly-converges to the Liouville measure. We note that since the geodesic flow is Anosov, there exist many probability measures invariant with respect to it apart from Lebesgue, e.g., measures supported on a fractal invariant set or on closed geodesics.

While QUE remains open, one can wonder which of these myriad probability measures, being invariant under the geodesic flow, can be obtained as weak-* limits of $\{dW_j\}_j$. Given such a measure, one can also wonder where it is localized. There are several results concerning the constraints that semiclassical measures have to satisfy.

Some of these constraints are expressed in terms of the Kolmogorov-Sinai entropy quantifying the information-theoretic complexity of a given invariant measure. This entropy gives information on the localization of the measure: the higher the entropy, the more delocalized the measure. For instance the Liouville measure is the measure of maximal entropy 1 whereas a delta measure on a closed geodesic is of minimal entropy 0. Anantharaman proved in [Ana08] that the Kolmogorov-Sinai entropy of every $\mu_{\text{sc}}$ is positive. Joint with Nonnenmacher they showed in [AN07b] that the entropy is in fact bounded from below by half the maximal entropy. These bounds mean that $\mu_{\text{sc}}$ cannot be "too" localized. Nevertheless there exist flow-invariant measures with high entropy which are supported on invariant proper subsets. A recent result due to Dyatlov and Jin [DJ18] states that any semiclassical measure is fully-supported on $S^*M$, and moreover that for every open $\emptyset \neq \Omega \subset S^*M$ there exists a constant $C_\Omega$ independent of the choice of $\mu_{\text{sc}}$ such that $\mu_{\text{sc}}(\Omega) > C_\Omega$. Their method of proof relies on the fractal uncertainty principle introduced in [BD18] (see Proposition 5.2). In addition, combined with the unique continuation principle they deduce that for every open $\Omega \neq \emptyset$ there exists a constant $c_\Omega$ such that for every normalized eigenmode $\varphi_j$

$$
\int_{\Omega} |\varphi_j|^2 dx \geq c_\Omega \int_M |\varphi_j|^2 dx = c_\Omega.
$$

(2)

In the present article we study the cat map, a toy model of discrete-time dynamics on the 2-dimensional torus $\mathbb{T}^2$, having analogous dynamical properties. This cat map is an Anosov diffeomorphism acting on $\mathbb{T}^2$ and preserving its Liouville measure. We consider the torus $\mathbb{T}^2$ viewed as a symplectic manifold equipped with coordinates $(y, \eta) \in \mathbb{R}^2/\mathbb{Z}^2$ as the phase space. The classical dynamics on it is given by a toral hyperbolic automorphism $\gamma \in \text{SL}_2(\mathbb{Z})$ which is an Anosov diffeomorphism (see Figure 1). A class of examples was popularized by Arnold in 1967 (cf. [AA67]) and is named after him, Arnold’s cat maps. Given a $\gamma \in \tilde{\Gamma}(2) < \text{SL}_2(\mathbb{Z})$ (where $\tilde{\Gamma}(2)$ is defined in [3]) Hanany and Berry have quantized the map, i.e., constructed a family of unitary operators $\{M_N(\gamma)\}_N$ of rank $N$, for $N \in \mathbb{N}^*$ (see section 2 below and [HB80]). This family of unitary operators is called the quantum cat map, associated with the symplectomorphism $\gamma$. Each $M_N(\gamma)$ acts on an $N$–dimensional space of distributions $\mathcal{H}_N \cong \mathbb{C}^N$ recalled precisely in subsection 2.5.
We mention that each $M_N(\gamma)$ can be viewed as an analogue of the propagator for the semiclassical Schrödinger equation, $e^{ih\Delta}$ where $h$, being effective Planck’s constant, is the semiclassical parameter. From a physical perspective, one can view $N$ as $N = \frac{1}{2\pi h}$, i.e., the inverse of the effective Planck’s constant. It means that while the semiclassical limit in the previous model corresponds to $h \to 0$, in our model it corresponds to $N \to \infty$.
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**Figure 1.** Applying a hyperbolic toral automorphism $\gamma$ to a cluster of points (in orange) stretches them along the unstable branches, eventually filling densely the torus.

Each unitary operator $M_N(\gamma)$ admits an orthonormal eigenbasis. We note that high spectral degeneracy permits various choices of such basis. We denote a normalized eigenvector of $M_N(\gamma)$ by $\varphi_N \in \mathbb{C}^N$. The quantization procedure allows to associate to $\varphi_N$ a distribution $dW_N$ on $\mathbb{T}^2$ analogous to a Wigner distribution.

Similarly one can construct semiclassical measures $\mu_{\text{sc}}$ as the weak-$*$ limits of $\{dW_N\}$. Each of them is a $\gamma$–invariant probability measures on $\mathbb{T}^2$. As for the setting of compact hyperbolic manifolds introduced above one can examine the ”delocalization” of $\{\varphi_N\}$ or equivalently of $\{dW_N\}$ in the semiclassical limit $N \to \infty$. 

![Image of delocalization](image5.png)

**Figure 2.** Illustration of the delocalization of eigenstates for the quantized cat map.
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Bouzouina and De Bièvre have proved in [BDB96] an analogue of quantum ergodicity for the quantum cat map, i.e., there exists a set \( J \subset \mathbb{N} \) of density 1 such that \( dW_j \overset{j \to \infty}{\to} \mu_{\text{Liouv}} \). However, quantum ergodicity does not prevent exceptional subsequences converging to a \( \gamma \)-invariant measure different from \( \mu_{\text{Liouv}} \) on \( T^2 \). A work by Kurlberg and Rudnick ([KR00]) have constructed "joint" eigenbases composed of mutual eigenvectors of \( M_N(\gamma) \) and "Hecke" operators on \( T^2 \) (analogous to those defined for compact arithmetic surfaces). They proved that these eigenbases satisfy quantum unique ergodicity. In 2003, Faure, Nonnenmacher and De Bièvre ([FNDB03]) demonstrated that for the quantized cat map quantum unique ergodicity does not hold. For every periodic orbit \( P \) of \( \gamma \), they found a weak-* limit of the form \( \mu_{\text{sc}} = \frac{1}{2} \mu_{\text{Leb}} + \frac{1}{2} \delta_P \). Faure and Nonnenmacher later showed in [FN04] that for every \( \mu_{\text{sc}} \) of the cat map the weight of its atomic component is less or equal to the weight of its Liouville component, implying that the semiclassical measure cannot be entirely carried on a periodic orbit. Anantharaman and Nonnenmacher have obtained a result on the entropy of semi-classical measures for another toy model on \( T^2 \), the Walsh-quantized Baker map (cf. [AN07a]), namely that every semiclassical measure has at least half the maximal (i.e., Lebesgue) entropy. Brooks [Bro10] has given a related characterization of semi-classical measures for the cat map. He interpolated between the constraint from [FN04] and the analogue of the lower bound from [AN07a] for the cat map. He proved that ergodic components of high entropy of the semiclassical measures carry at least as much weight as those of low entropy.

Our paper is dedicated to proving a result analogous to [DJ18] for the quantum cat map, that every semi-classical measure \( \mu_{\text{sc}} \) associated with \( \gamma \) is fully supported on \( T^2 \) meaning that all sequences of eigenstates \( \{ \phi_N \}_N \) are fully delocalized on \( T^2 \) for \( N \) large enough.

**Theorem 1.1.** Let \( \gamma \in \tilde{\Gamma}(2) \) (where \( \tilde{\Gamma}(2) \) is defined in (5)) be a hyperbolic matrix quantized into the family \( \{ M_N(\gamma) \}_N \). Let \( \mu_{\text{sc}} \) be an associated semiclassical measure. Then for every open \( \emptyset \neq \Omega \subset T^2 \) there exists a constant \( c_\Omega > 0 \) independent of \( \mu_{\text{sc}} \) such that \( \mu_{\text{sc}}(\Omega) > c_\Omega \).

We can deduce a corollary stated in terms of \( \varphi_N \in \mathbb{C}^N \) through the identification (20) below:

**Theorem 1.2** (The "delocalization" of the eigenfunctions). Let \( \gamma \in \tilde{\Gamma}(2) \) and let \( \varphi_N = (\varphi_{N,k})_{k=1}^N \) be a normalized eigenvector of \( M_N(\gamma) \). Fix \( 0 \leq \alpha_1 < \alpha_2 \leq 1 \). Then there exists a constant \( c_{\alpha_1,\alpha_2} > 0 \) and an index \( N_0 \in \mathbb{N}^* \) such that for every \( N > N_0 \)

\[
\frac{1}{N} \sum_{k \in [\alpha_1 N, \alpha_2 N]} |\varphi_{N,k}|^2 > c_{\alpha_1,\alpha_2}.
\]

Both theorems are deduced from Theorem 3.2 (as we prove in section 3).

We mention that one can ask similar questions for higher-dimensional analogues of the cat map hyperbolic dynamics, meaning hyperbolic maps \( \gamma \in \text{Sp}(2d, \mathbb{Z}) \). Rivière (cf. [Riv11]) has generalized the result of [AN07b] for these higher dimensional settings bounding explicitly the entropy of \( \mu_{\text{sc}} \) from below in terms of the spectrum of \( \gamma \). In addition Kelmer has obtained in [Kel10] that if \( \gamma \) belongs to a certain subgroup of \( \text{Sp}(2d, \mathbb{Z}) \), one can construct eigenvectors of
the corresponding quantum operators $\mathcal{M}_N(\gamma)$ for which the associated semiclassical measure is the Liouville measure on an invariant Lagrangian subspace of $T^{2d}$, disproving QUE for $\gamma$ as well as an analogue of Theorem 1.1 in high dimension.

Recently Dyatlov and Jézéquel extended (cf. [DJ21]) our result to cat maps of arbitrary dimension $\gamma \in \text{Sp}(2d, \mathbb{Z})$. Their method of proof relies as well on the one dimensional fractal uncertainty principle (Proposition 5.2 below).

The structure of the paper. The next section is dedicated to recalling the quantum dynamics and the kinematics on $T^2$ and for extending the anisotropic pseudodifferential calculus introduced in [DZ16] for the setting of the torus. In section 3, we introduce the main estimate in Theorem 3.2, from which we deduce our central results theorems 1.1 and 1.2, as explained below. The proof of Theorem 3.2 is done in several steps: We first set up a pseudo-differential partition of unity and then we refine it by propagating with respect to the quantum dynamics. Based on the refined partition we divide operators into two classes: a ”controlled” class and an ”uncontrolled” one. The proof of Theorem 3.2 relies on estimating norms of operators from these classes: In Proposition 3.5 we bound the norm of the controlled operators using the anisotropic pseudodifferential calculus introduced in section 2. In the rest of the paper we consider the ”uncontrolled” operators. In section 4 we prove that each symbol propagated for a long time has an almost fractal support. In section 5 we apply the fractal uncertainty principle introduced in [BD18] estimating the norm of each operator. Combining the estimates for the norms of the controlled and uncontrolled operators implies Theorem 3.2.
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2. Quantum dynamics on the torus

2.1. Hyperbolic automorphisms. Let us consider $\mathbb{R}^2$ equipped with the coordinates $(y, \eta)$. We call $y$ the ”position coordinate” and $\eta$ the ”momentum coordinate”. We view the 2-dimensional torus as the quotient $T^2 = \mathbb{R}^2/\mathbb{Z}^2$. The projection map between the two spaces will be denoted by

$$\pi (y, \eta) = (y, \eta) \pmod{\mathbb{Z}^2}, \quad \pi : \mathbb{R}^2 \to T^2. \tag{4}$$

We study the dynamics arising from a class of hyperbolic automorphisms, that is $\gamma \in \text{SL}_2(\mathbb{Z})$ with eigenvalues $|\lambda_u| > 1, |\lambda_s| < 1$ or equivalently $|\text{Tr}(\gamma)| > 2$.

Lemma 2.1. Let $v$ be an eigenvector of $\gamma$, then $v \in \mathbb{R}^2 \setminus \mathbb{Q}^2$. 
with unstable and the stable horocylic continuous flows associated to

Let us fix an unstable eigenvector \( v \)

For every hyperbolic matrix \( \gamma \), \( \lambda \)

\[
\lambda \in \text{Spec}(\gamma) \quad |\lambda| = \frac{1}{2} \cdot \max \left\{ \left| \text{Tr}(\gamma) + \sqrt{\text{Tr}(\gamma)^2 - 4} \right|, \left| \text{Tr}(\gamma) - \sqrt{\text{Tr}(\gamma)^2 - 4} \right| \right\} \geq 2 + \sqrt{3}.
\]

In addition, at least one of the coordinates of an eigenvector of \( \gamma \) has to be irrational:

We end this subsection with a result on the minimality of the associated horocyclic flows:

Let us fix an unstable eigenvector \( v_u \in W_u \) and a stable eigenvector, \( v_s \in W_s \). We define the unstable and the stable horocyclic continuous flows associated to \( \gamma \) by

\[
\mathcal{H}_u (v, t) := v + tv_u \quad (\mod \mathbb{Z}^2) \quad \mathcal{H}_s (v, t) := v + tv_s \quad (\mod \mathbb{Z}^2) \quad (v, t) \in \mathbb{T}^2 \times \mathbb{R}
\]

We can verify by a direct calculation that both flows satisfy an intertwining relation with \( \gamma \),

\[
\gamma (\mathcal{H}_u (v, t)) = \mathcal{H}_u (\gamma \cdot v, \lambda_u t) \quad \gamma (\mathcal{H}_s (v, t)) = \mathcal{H}_s (\gamma \cdot v, \lambda_s t) \quad (6)
\]
From Lemma 2.1 we deduce that both flows are minimal,

**Lemma 2.4.** Every orbit $\mathcal{O}_u$ of $\mathcal{H}_u$ and every orbit $\mathcal{O}_s$ of $\mathcal{H}_s$ is dense in $\mathbb{T}^2$.

For sake of completeness we recall the proof.

**Proof.** The proof for orbits of $\mathcal{H}_s$ is completely analogous thus we only prove the lemma for the orbits of $\mathcal{H}_u$. Let $(y_0, \eta_0) \in \mathbb{T}^2$ and fix an unstable orbit $\mathcal{O}_1 = \{(\gamma_t) + t v_u \ (\text{mod } \mathbb{Z})^2\}$ where $v_u = (\frac{1}{m_u})$ as before. Let us consider the set

$$\mathcal{T} := \{t \in \mathbb{R} : t - (y_0 - y_1) \in \mathbb{Z}\}.$$

and the corresponding sequence of points on the orbit $\{(m_u n + y_0 + m_u(y_0 - y_1)) \ (\text{mod } \mathbb{Z}^2)\}_{n \in \mathbb{N}} \subset \mathcal{O}_1 \cap \{y \equiv y_0 \ (\text{mod } \mathbb{Z})\}$. Then, $\{m_u n \ (\text{mod } \mathbb{Z})\}_{n \in \mathbb{N}}$ is a dense sequence on $[0, 1]$ as $m_u \in \mathbb{R} \setminus \mathbb{Q}$ hence we can extract a sub-sequence of times $t_{n_k}$ for which $\mathcal{H}_u (\gamma_{t_{n_k}}) \to (y_0, \eta_0)$.

We recall below that each $\gamma \in \Gamma (2)$ is quantized by a family of unitary operators $\{\mathcal{M}_N (\gamma)\}$ satisfying an exact Egorov property [14].

### 2.2. Anisotropic calculi associated to Lagrangian foliations

Let us recall the semiclassical parameter $h \in (0, 1)$ and recall the class of symbols

$$S(\mathbb{R}^2) = \{a=a(h) \in C^\infty (\mathbb{R}^2) : \partial_y^k \partial_\eta^m a(y, \eta; h) \mid < C_{k,m} (a), C_{k,m} (a) \in \mathbb{R} \text{ depending only on } k, m, a\}.$$

We would like to propagate smooth symbols $a \in C^\infty (\mathbb{R}^2)$ with respect to the dynamics of $\gamma$, up to large semiclassical time, namely twice the Ehrenfest time, that is denoting the semiclassical parameter by $h > 0$ we propagate up to time $2\left[\frac{\log \frac{1}{h}}{\log \Lambda_u}\right]$. That results in highly oscillatory symbols lying outside $S(\mathbb{R}^2)$, hence one has to define classes of symbols smooth along a 1-dimensional subspace of $\mathbb{R}^2$ oscillating along another.

In our settings we consider only linear foliations, that is those having as leaves $L^{u}(y_0, \eta_0)$ lines with a fixed incline passing through $(y_0, \eta_0)$. By a direct calculation one dimensional foliations are always Lagrangian.

**Remark 2.5.** Each hyperbolic toral automorphism $\gamma$ induces two one-dimensional foliations, an unstable $L^u$ and a stable $L^s$, both having linear leaves. Define the global unstable leaf at $(y_0, \eta_0) \in \mathbb{R}^2$ by $W^\mathbb{R}^2_{u,(y_0,\eta_0)} = \{(y, \eta) \in \mathbb{R}^2 : \eta = m_u y + \eta_0 - m_u y_0\}$ and similarly the global stable leaf by $W^\mathbb{R}^2_{s,(y_0,\eta_0)} = \{(y, \eta) \in \mathbb{R}^2 : \eta = m_s y + \eta_0 - m_s y_0\}$. These yield the unstable and stable foliations of a hyperbolic $\gamma \in \text{SL}_2(\mathbb{R})$, namely the foliations $L^u, L^s$ with leaves which are explicitly given by $W^\mathbb{R}^2_{u,(y_0,\eta_0)}$ and $W^\mathbb{R}^2_{s,(y_0,\eta_0)}$ correspondingly.

Let $L$ be a linear foliation and let $v \in \mathbb{R}^2$ be the vector associated to it. Fix a $v^\mathbb{R} \in \mathbb{R}^2$ transversal to $v$. The foliation associated to $v^\mathbb{R}$ is denoted by $L_{v^\mathbb{R}}$ and is called a $L -$transversal
We introduce the notation \( L \). A similar argument shows that keeping \( v \) independent of the choice of \( v^h \),

**Definition 2.6.** Let \( L \) be a linear foliation, \( L_{v^h} \) a \( L \)-transverse foliation and \( V_L, V_{L_{v^h}} \) vector fields acting by a directional derivative with respect to \( v \) and \( v^h \) correspondingly. A symbol \( a \in S_{L, ρ^+}(\mathbb{R}^2) \) if \( a : \mathbb{R}^2 \rightarrow \mathbb{R} \) is smooth and \( k, m \in \mathbb{N} \) for every \( h \in (0, 1) \)

\[
\sup_{(y, η) \in U} |V_L^m V_{L_{v^h}}^k a(y, η; h)| = O(h^{-ρk}).
\]

This class is larger than the one introduced in [DZ16, Definition 3.2] as we ask the bound above to hold for every \( ε \) whereas in [DZ16] the authors fix \( ε = 0 \).

**Remark 2.7.** We note that these classes are independant of the choice of \( v^h \): given two different \( L \)-transverse foliations \( L_{v^h}, L_{v'^h} \), we can write \( V_{L_{v^h}} = CV_L + C'V_{L_{v'^h}} \) and using the triangle inequality

\[
\left| V_L^m V_{L_{v^h}}^k a(y, η; h) \right| \leq \sum_{j+j' = k} C_{j,j',u^h,v^h} \left| V_L^{s+j} V_{L_{v^h}}^{j'} a(y, η; h) \right| = O(h^{-ρk}).
\]

A similar argument shows that keeping \( L_{v^h} \) while changing \( L \), does not preserve the symbol class. As follows, we realize symbols in these anisotropic classes have sharp oscillations along any direction transverse to \( L \) and controlled oscillations along \( L \).

For future reference let us recall the isotropic classes

\[
S_ρ(\mathbb{R}^2) = \{ a \in C^∞(\mathbb{R}^2) : \forall ρ \in \mathbb{N}, |ρ^ρ a| = O(h^{-ρ|κ|}) \},
\]

\[
S_ρ^+(\mathbb{R}^2) = \{ a \in C^∞(\mathbb{R}^2) : \forall ρ \in \mathbb{N}, |ρ^ρ a| = O(h^{-ρ|κ|}) \}
\]

**Example 2.8.** Let \( γ \in \tilde{Γ}(2) \) and denote \( v_u = \left( \frac{1}{m}, \frac{1}{n} \right) \), \( v_s = -\left( \frac{1}{m}, \frac{1}{n} \right) \) the vectors corresponding to its unstable and stable foliations (see Remark 2.5). Since \( v_s \) is transversal to \( v_u \) we define the symbol classes

\[
S_{L_v^u, ρ^+}(\mathbb{R}^2) = \left\{ a \in C^∞(\mathbb{R}^2) : \forall k, m \in \mathbb{N}, \sup_{(y, u) \in \mathbb{R}^2} |V_u^m V_s^k a(y, η; h)| = O(h^{-ρk}) \right\}, \quad (7)
\]

\[
S_{L_v^u, ρ^+}(\mathbb{R}^2) = \left\{ a \in C^∞(\mathbb{R}^2) : \forall k, m \in \mathbb{N}, \sup_{(y, s) \in \mathbb{R}^2} |V_u^m V_s^k a(y, η; h)| = O(h^{-ρk}) \right\}.
\]

**Definition 2.9.** Let us consider analogous symbol classes on \( T^2 \). Every linear foliation \( L \) can be projected to a foliation \( L_{T^2} \) on \( T^2 \). Equivalently \( V_{L_{T^2}} \) is the vector field on \( T^2 \) acting on \( \mathbb{Z}^2 \)-periodic functions \( a \in C^∞(\mathbb{R}^2) \) by

\[
V_{L_{T^2}} a(y, η; h) := V_L a(y, η; h).
\]
Let $\gamma \in \tilde{\Gamma}(2)$ acting on $\mathbb{T}^2$ and let $v_u, v_s$ as above. We denote the associated linear foliations on $\mathbb{T}^2$ as $L^u_{\gamma}$ and $L^s_{\gamma}$. We denote by $C^\infty(\mathbb{T}^2)$ the class of smooth real-valued functions on $\mathbb{T}^2$. The symbol classes on the torus are defined as,

$$S_{L^u,\rho^+}(\mathbb{T}^2) = \left\{ a \in C^\infty(\mathbb{T}^2) : \forall k, m, h \in (0, 1), \sup_{(y,\eta) \in \mathbb{T}^2} \left| V^m_{L^u_{\gamma}} V^k a (y, \eta; h) \right| = O\left(h^{-\rho^k}\right) \right\},$$

$$S_{L^s,\rho^+}(\mathbb{T}^2) = \left\{ a \in C^\infty(\mathbb{T}^2) : \forall k, m, h \in (0, 1), \sup_{(y,\eta) \in \mathbb{T}^2} \left| V^m_{L^s_{\gamma}} V^k a (y, \eta; h) \right| = O\left(h^{-\rho^k}\right) \right\},$$

with $V^m_{L^u_{\gamma}}$ and $V^m_{L^s_{\gamma}}$ being the vector fields associated to the linear foliations $L^u_{\gamma}$ and $L^s_{\gamma}$.

The next class allows stronger oscillations along $L$,

**Definition 2.10.** Let $L$ be a linear foliation, $V_L, V_{L^v}$ vector fields acting by a directional derivative with respect to $v$ and $v^v$ correspondingly and let $\rho, \rho' \in [0, 1)$ satisfying

$$0 \leq \rho' < \rho \quad \rho + \rho' < 1.$$ 

A symbol $a \in S_{L^v,\rho,\rho'}(\mathbb{R}^2)$ if $a : \mathbb{R}^2 \to \mathbb{R}$ is smooth and for every $k, m \in \mathbb{N}$ there exists an $h$-independent constant $C_{k,m}$ such that for every $h \in (0, 1)$

$$\sup_{(y,\eta) \in \mathbb{R}^2} \left| V^m_{L^v} V^k a (y, \eta; h) \right| \leq C_{k,m} h^{-\rho k - \rho' m}.$$

**Remark 2.11.** As in Remark 2.7 the class characterizes the direction $L$ rather than $L^v$. In fact, symbols in the class can have sharper oscillations along the transversal direction $L^v$.

**Example 2.12.** For $L = L^v$ the vertical foliation in $\mathbb{R}^2$ fixing as the transversal foliation $L^v = L^s$ we obtain a model $\mathbb{R}^2$-calculus slightly broader compared to the one introduced in [Appendix A.2, DJ18] which allowed only compact symbols:

**Lemma 2.13.** Let $0 \leq \rho, \rho' < 1$. The class of symbols $S_{L^v,\rho,\rho'}(\mathbb{R}^2)$ consists of the functions $a \in C^\infty(\mathbb{R}^2)$ such that for every $k, m \in \mathbb{N}$ there exists a constant $C_{k,m} > 0$ satisfying for every $h \in (0, 1)$ the derivative bounds

$$\sup_{(y,\eta) \in \mathbb{R}^2} \left| \partial_y^k \partial_\eta^m a (y, \eta; h) \right| \leq C_{k,m} h^{-\rho k - \rho' m}.$$ 

**Proof.** Any vector associated to $L^v$ is of the form $\binom{0}{j'}$ for $j' \in \mathbb{R}^*$ and any vector associated to $L^v$ is of the form $v^v = \binom{0}{j'}$ with $j' \in \mathbb{R}^*$. Therefore for every $k, m \in \mathbb{N}$ there is a constant $C_{k,m}$ satisfying

$$\sup_{(y,\eta) \in \mathbb{R}^2} \left| \partial_\eta^m \partial_y^k a (y, \eta; h) \right| = j'^{-m} \sup_{(y,\eta) \in \mathbb{R}^2} \left| V^m_{L^v} V^k a (y, \eta; h) \right| \leq C_{k,m} h^{-\rho k - \rho' m}. \quad \square$$
We note that for every foliation $L$

$$S_{L,\rho^+}(\mathbb{R}^2) = \bigcap_{\varepsilon > 0} S_{L,\rho^+ \varepsilon}(\mathbb{R}^2)$$

(10)

hence Lemma 2.13 implies that

$$S_{L^\eta,\rho^+}(\mathbb{R}^2) = \{a \in C^\infty(\mathbb{R}^2) : \text{For every } k, m \in \mathbb{N} \text{ exists a constant } C_{k,m,\varepsilon} \text{ such that }$$

$$\sup_{(y,\eta) \in \mathbb{R}^2} |\partial_y^k \partial_{\eta}^m a(y, \eta; h)| = O(h^{-\rho k})\}.$$  

There is an algebraic identity which reduces proofs for these classes of symbols to the model calculus. Recall that

$$\gamma, m \quad \text{from the hyperbolicity of} \quad \gamma, m_u \neq m_s. \quad \text{We assume henceforth that } m_u > m_s \text{ (as in subsection 2.4 below). Define } i \in \text{SL}_2(\mathbb{R}) \text{ by}$$

$$i = \frac{1}{\sqrt{m_u - m_s}} \begin{pmatrix} 1 & -1 \\ m_u & -m_s \end{pmatrix}, \quad i^{-1} = \frac{1}{\sqrt{m_u - m_s}} \begin{pmatrix} -m_s & 1 \\ -m_u & 1 \end{pmatrix}. \quad (11)$$

Note that the columns of $i$ are obtained by rescaling $v_u, v_s$, ensuring $i \in \text{SL}_2(\mathbb{R})$. This automorphism maps the standard orthonormal basis of $\mathbb{R}^2$ to an eigenbasis of $\gamma$:

$$i \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \frac{1}{\sqrt{m_u - m_s}} v_u, \quad i \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \frac{1}{\sqrt{m_u - m_s}} v_s.$$

We note that $i$ maps every point $(y,\eta) \in U \subset \mathbb{R}^2$ with $U$ being open to $(\xi) := i(y) \in iU$, hence $i$ can be viewed as a change from the $(y,\eta)$ coordinate frame to the $(x,\xi)$ stable/unstable coordinate frame. Henceforth for every symbol $a \in C^\infty(\mathbb{R}^2)$ we define the twisted symbol $\tilde{a}$ by

$$\tilde{a} := a \circ i.$$

**Lemma 2.14.** Let $\gamma \in \tilde{\Gamma}(2)$ and $a \in S(\mathbb{R}^2)$ then for $h \in (0,1)$ and uniformly in $t \in \left[0, \frac{\log \frac{1}{\varepsilon}}{\log |\lambda|_1}\right]$

(i) $\tilde{a} \circ \gamma^t \in S_{L^\eta,\rho,0}(\mathbb{R}^2)$.

(ii) $a \circ \gamma^{-t} \in S_{L^\eta,\rho,0}(\mathbb{R}^2)$.

(iii) $a \circ \gamma^t \in S_{L^\eta,\rho,0}(\mathbb{R}^2)$.

(iv) $a \circ \gamma^{-t} \in S_{L^\eta,\rho,0}(\mathbb{R}^2)$.

**Proof.** We prove only (i) and (iii) as the others follow from replacing $\gamma$ by $\gamma^{-1}$ exchanging between the contracting and expanding eigendirections.

(i) Suppose $a \in S(\mathbb{R}^2)$ so does $a \circ i$ since

$$|\partial_y^k \partial_{\eta}^m a(y, \eta)| \leq B(k, m) \max_{0 \leq k' + m' \leq k + m} |\partial_x^{k'} \partial_{\xi}^{m'} a(x, \xi; h)| \leq C_{k,m}(a) \quad \text{(12)}$$
with $B(R^k, m)$ being a combinatorial constant depending on $k, m$. We note that $\iota^{-1}$ diagonalises $\gamma$ hence

$$\iota^{-1}\gamma' \iota = D' = \begin{pmatrix} \lambda_u^t & 0 \\ 0 & \lambda_u^{-t} \end{pmatrix}. \quad (13)$$

Multiplying by $\iota$ from the left and using $(12)$ we conclude that for $0 < t \leq \left[ \log \frac{1}{\log |\lambda_u|} \right]$, $\sup_{(y, \eta) \in \mathbb{R}^2} \left| \partial_y^k \partial_\eta^m \left( \bar{a} \circ \gamma' \right)(y, \eta; h) \right| = \sup_{(y, \eta) \in \mathbb{R}^2} \left| \partial_y^k \partial_\eta^m \left( \bar{a} \left( \lambda_u^t y, \lambda_u^{-t} \eta \right) ; h \right) \right|$

$$= |\lambda_u|^{(k-m)t} \sup_{(y, \eta) \in \mathbb{R}^2} \left| \partial_y^k \partial_\eta^m \left( \bar{a} \right)(y', \eta'; h) \right| \leq C'_{k,m}(a) |\lambda_u|^{(k-m)t}$$

$$\leq C'_{k,m}(a) |\lambda_u|^{kt}$$

$$< C'_{k,m}(a) |\lambda_u|^{k \rho \log \frac{1}{\log |\lambda_u|}}$$

$$= C'_{k,m}(a) h^{-k \rho}.$$

Thus,

$$\sup_{(y, \eta) \in \mathbb{R}^2} \left| \partial_y^k \partial_\eta^m \left( \bar{a} \circ \gamma^t \right)(y, \eta; h) \right| \leq C_{k,m}(a) h^{-k \rho}.$$

(iii) We recall that for every symbol $b \in C^\infty (\mathbb{T}^2)$, $(V_u b) \circ \iota = \partial_y (b \circ \iota)$ and similarly $(V_u b) \circ \iota = \partial_\eta (b \circ \iota)$ and therefore taking $b = a \circ \gamma'$ we obtain from (i)

$$\sup_{(y, \eta) \in \mathbb{R}^2} \left| V_u^k V_u^m \left( a \circ \gamma' \right)(y, \eta) \right| = \sup_{(x, \xi) \in \mathbb{R}^2} \left| \partial_x^k \partial_\xi^m \left( \bar{a} \circ \gamma' \right)(x, \xi) \right| \leq C'_{k,m}(a) h^{-k \rho}.$$

\[\square\]

2.3. The quantum settings. For every automorphism $\gamma \in SL_2(\mathbb{R})$ we recall $M_h(\gamma) : S(\mathbb{R}) \rightarrow S(\mathbb{R})$, the projective metaplectic representation of $SL_2(\mathbb{R})$ which corresponds to $\gamma$ (cf. [Fol89]). Since Schwartz space is dense inside $L^2(\mathbb{R})$, one can extend $M_h(\gamma)$ to a unitary operator $M_h(\gamma) : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$ (or by a similar argument to $M_h(\gamma) : S'(\mathbb{R}) \rightarrow S'(\mathbb{R})$). We quantize symbols from all classes mentioned above by the Weyl quantization (cf. subsection 4.1.1 in [Zwo12]) $Op_h^w(\cdot) = Op_h(\cdot)$. This choice of quantization is motivated by the exact intertwining relations $[15]$ and $[24]$ which hold in our settings as we mention below. We recall that for every symbol $a \in S(\mathbb{R}^2)$ the operators $Op_h^w(a)$ map $S'(\mathbb{R}^2)$ to itself and are bounded on $L^2(\mathbb{R})$ uniformly in $h$. The same statement holds for $a \in S_{L^p}(\mathbb{R}^2)$ as we show in Lemma 2.15 below.

By Stone-Weierstrass theorem the Weyl quantization of smooth bounded symbols satisfies an exact Egorov relation (see subsections 1.5 and 4.2 in [Fol89]): for every fixed $h$ and bounded $a \in S(\mathbb{R}^2)$ denote by $M_h$ the full unitary metaplectic representation of $Mp_2(\mathbb{R})$ (playing the role of a double cover of $SL_2(\mathbb{R})$). Identifying each $\gamma \in \Gamma(2)$ with an antecedent in $Mp_2(\mathbb{R})$,

$$Op_h(a) = M_h(\gamma) Op_h(a \circ \gamma) M_h(\gamma)^* \quad (14)$$
and
\[ \text{Op}_h(a) = \mathcal{M}_h(\iota) \text{Op}_h(\tilde{a}) \mathcal{M}_h(\iota)^*, \] (15)

independently of the size of the derivatives of \(a\). This intertwining relation between \(\text{Op}_h(a)\) and \(\text{Op}_h(\tilde{a})\) plays a major role in studying the properties of the calculus.

**Lemma 2.15.** Let \(a \in S(\mathbb{R}^2)\) and \(a_\epsilon \in S_{L^*, \rho^+}(\mathbb{R}^2)\) be real valued symbols. Fix a choice of \(\iota \in \text{SL}_2(\mathbb{R})\) mapping the \((y, \eta)\) coordinate frame to the stable/unstable coordinate frame and by an abuse of notation \(\tilde{a} = a \circ \iota\). Then for every \(0 < t < \rho \frac{\log \frac{1}{|\lambda_n|}}{\log \frac{1}{\lambda_n}}\)

(i) Self-adjointness: \((\text{Op}_h(a))^* = \text{Op}_h(a)\) on \(L^2(\mathbb{R})\).

(ii) The Moyal product of symbols: if \(d \in S_{L^*, \rho^+}(\mathbb{R}^2)\) then \(\text{Op}_h(a_\epsilon) \text{Op}_h(d) = \text{Op}_h(c)\) with \(c = a \cdot d + O_{S_{L^*, \rho^+}(\mathbb{R}^2)}(h^{1-\rho^-})\). In fact, recalling Lemma 2.14.(iii), \(\text{Op}_h(a \circ \gamma^t) \text{Op}_h(d) = \text{Op}_h(c)\) with \(c = (a \circ \gamma^t) \cdot d + O_{S_{L^*, \rho^+}(\mathbb{R}^2)}(h^{1-\rho^-})\).

(iii) The operator \(\text{Op}_h(a_\epsilon)\) is bounded on \(L^2(\mathbb{R})\) uniformly in \(h\).

(iv) Gårding inequality: if \(d \geq 0\) and \(d \in S_{L^*, \rho^+}(\mathbb{R}^2)\) then for some constant \(C\) independent of \(h\), for every \(\varphi \in L^2(\mathbb{R})\)
\[ \langle \text{Op}_h(d) \varphi, \varphi \rangle \geq -C h^{1-\rho^-} \| \varphi \|^2_{L^2(\mathbb{R})}. \]

**Proof.**

(i) The Weyl quantization satisfies \((\text{Op}_h(a))^* = \text{Op}_h(a^*)\) and \(a\) is a real symbol.

(ii) We introduce the unitary rescaling operator
\[ T_\rho : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \quad (T_\rho f)(x') = h^{\frac{\rho}{2}} f \left( h^{\frac{\rho}{2}} x' \right) \] (16)
We note that both for symbols \(a \in S(\mathbb{R}^2)\) and for symbols \(\tilde{a} \in S_{L^*, \rho^+}(\mathbb{R}^2)\) conjugation by \(T_\rho\) leads to
\[ T_\rho \text{Op}_h(a) T_\rho^{-1} = \text{Op}_h(a^*) \] (17)
with \(a^\#(x, \xi; h) = a(h^{\frac{\rho}{2}} x, h^{-\frac{\rho}{2}} \xi) \in S_\frac{\rho}{2}(\mathbb{R}^2)\) (cf. subsection 4.4 in [Zwo12]) and \(\tilde{a}^\# \in S_{\frac{\rho}{2}+}(\mathbb{R}^2)\) since for every \(n = (n_1, n_2) \in \mathbb{N}^2\)
\[ \sup_{(x, \xi) \in \mathbb{R}^2} |\partial^n a^\#| = h^{\frac{\rho}{2}(n_1-n_2)} \sup_{(x, \xi) \in \mathbb{R}^2} |\partial^n a| \leq C_n h^{-\frac{\rho}{2}|n|-\epsilon}. \]

Denoting \(b = \tilde{a} \in S_{L^*, \rho^+}\) and applying theorem 4.18 from [Zwo12] implies that
\[ \text{Op}_h(b^\#) \text{Op}_h(\tilde{d}^\#) = \text{Op}_h(\tilde{c}^\#) \]
with \((\tilde{c}^\#)^b = b^\# \cdot (\tilde{d}^\#) + O_{S_{\frac{\rho}{2}+}}(h^{1-\rho^-})\). Conjugating \(\text{Op}_h(\cdot)\) by \(\mathcal{M}_h(\iota)\) maps symbols from \(S_{L^*, \rho^+}\) to \(S_{L^*, \rho^+}\). Then, by the exact Egorov relation (15) applied with \(\iota^{-1}\),
\[ \text{Op}_h(a) \text{Op}_h(d) = \mathcal{M}_h(\iota) \text{Op}_h(b) \mathcal{M}_h(\iota)^* \mathcal{M}_h(\iota) \text{Op}_h(\tilde{d}) \mathcal{M}_h(\iota)^* = \mathcal{M}_h(\iota) \text{Op}_h(b) \text{Op}_h(\tilde{d}) \mathcal{M}_h(\iota)^* \]
\[ = \mathcal{M}_h (t) T_{\rho}^{-1} \text{Op}_h (\hat{b}) \text{Op}_h \left( \left( \hat{d} \right)^3 \right) T_{\rho} \mathcal{M}_h (t)^* \]

\[ = \mathcal{M}_h (t) \text{Op}_h (\hat{c}) \mathcal{M}_h (t)^* \]

\[ = \text{Op}_h (c). \]

(iii) Note that \( \text{Op}_h (\alpha) = T_{\rho}^{-1} \text{Op}_h (\alpha^\circ) T_{\rho}. \) Since \( \alpha^\circ \in S_{\mathbb{Z}^2} (\mathbb{R}^2) \) the operator \( \text{Op}_h (\alpha^\circ) \) and thus \( \text{Op}_h (\alpha) \) are both bounded on \( L^2 (\mathbb{R}) \) uniformly in \( h. \)

(iv) First, from a direct calculation analogous to the one appearing in [Lemma 2.14] we deduce that \( d \in S_{L, \rho, \rho'} (\mathbb{R}^2). \) Then, we recall the rescaling from [DJ18, Lemma A.2],

\[ h^2 := h^{1-\rho-\rho'} \left( \hat{d} \right)^2 (x, \xi; h) := \hat{d} \left( h^\rho x, h^{\rho'} \xi; h \right) \]

\[ u^2 (x) := h^2 u (h^\rho x) \]

for which using the exact intertwining relation in [15] we deduce the inequality.

\[ \langle \text{Op}_h \left( \hat{d} \right) \mathcal{M}_h (t) \varphi, \mathcal{M}_h (t) \varphi \rangle = \langle \text{Op}_h \left( \left( \hat{d} \right)^3 \right) (\mathcal{M}_h (t) \varphi)^2, (\mathcal{M}_h (t) \varphi)^2 \rangle = \langle \text{Op}_h (d) \varphi, \varphi \rangle \]

and adapting [DJ18, Lemma A.4] we can also verify that \( \left( \hat{d} \right)^2 \in S (\mathbb{R}^2). \) Then applying [Zwo12, Theorem 4.32] and using the unitarity of \( \mathcal{M}_h (t) \) we deduce the inequality.

\[ \square \]

The same argument used to prove [Lemma 2.15,ii] can be applied to give a Moyal product in \( S_{L, \rho, \rho'} (\mathbb{R}^2) \) as well,

**Lemma 2.16** (Moyal product of symbols in \( S_{L, \rho, \rho'} (\mathbb{R}^2) \)). Fix a linear foliation \( L \) and let \( \alpha, d \in S_{L, \rho, \rho'} (\mathbb{R}^2) \) be real valued symbols, then \( \text{Op}_h (\alpha) \text{Op}_h (d) = \text{Op}_h (c) \) with \( c = \alpha \cdot d + O_{S_{L, \rho, \rho'} (\mathbb{R}^2)} (h^{1-\rho-\rho'}). \)

We deduce a bound on \( \| \text{Op}_h (a) \|_{L^2 (\mathbb{R})} \) for a bounded \( a \in S_{L, \rho^+} (\mathbb{R}^2) \) with \( L \) being any linear foliation,

**Lemma 2.17.** Suppose \( a \in S_{L, \rho^+} (\mathbb{R}^2) \). If \( \sup |a| \leq 1 \), for every \( \varepsilon > 0 \),

\[ \| \text{Op}_h (a) \| \leq 1 + Ch^{1-\rho-\varepsilon}. \]

**Proof.** In order to simplify the proof assume \( a \) is a real symbol. We note that from [Lemma 2.15,iv] for every \( \varphi \in L^2 (\mathbb{R}) \)

\[ \langle \varphi, \varphi \rangle - \langle \text{Op}_h (|a|^2) \varphi, \varphi \rangle \geq -Ch^{1-\rho-\varepsilon} \| \varphi \|^2, \]

and as \( \text{Op}_h (a) \text{Op}_h (a) = \text{Op}_h (|a|^2) + O_{L^2 (\mathbb{R})} (h^{1-\rho-\varepsilon}) \)

\[ \| \text{Op}_h (a) \varphi \|^2 \leq \| \varphi \|^2 + Ch^{1-\rho-\varepsilon} \| \varphi \|^2, \]

implying the lemma. \( \square \)
2.4. **Example: Degli—Esposti’s cat map.** We will present an example of hyperbolic automorphisms by Degli-Esposti’s cat map (cf. [Mez02]),

\[ \gamma_{DE} = \begin{pmatrix} 2 & 1 \\ 3 & 2 \end{pmatrix} \in \hat{\Gamma} \langle 2 \rangle \]

acting on \( \mathbb{R}^2 \) (or rather on \( \mathbb{T}^2 = \mathbb{R}^2 / \mathbb{Z}^2 \)). Its eigenvalues are \( \lambda_u = 2 + \sqrt{3} \), \( \lambda_s = 2 - \sqrt{3} \). For Degli—Esposti’s cat map the corresponding eigenspaces are given explicitly by parallel transport of the vectors

\[ v_u(\gamma) = \left( \frac{1}{\sqrt{3}} \right) \quad v_s(\gamma) = \left( -\frac{1}{\sqrt{3}} \right). \]

A possible choice of \( \iota \) from (11) is given explicitly by

\[ \iota = \frac{1}{\sqrt{2}} \begin{pmatrix} \sqrt{3} \\ 4 \sqrt{3} \end{pmatrix} \quad \iota^{-1} = \frac{1}{\sqrt{2} \sqrt{3}} \begin{pmatrix} \sqrt{3} & 1 \\ -1 & \sqrt{3} \end{pmatrix}. \]

2.5. **The Quantum space of the torus phase space.** We recall the Weyl—Heisenberg operators,

\[ \left( T^h_{(y^*)} \right) \psi(y) = \psi(y - y^*) \quad \left( T^h_{(y^*)} \right) \psi(y) = e^{i \frac{\eta^*}{h} y} \psi(y) \quad (18) \]

\[ \left( T^h_{(y^*)} \right) \psi(y) = \exp \left( i \frac{y^* \eta^*}{2h} \right) T^h_{(0^*)} T^h_{(y^*)}, \]

and define a family of subspaces of \( S'(\mathbb{R}) \) in terms of them,

\[ \mathcal{H}_{h,\kappa} = \left\{ \psi \in S'(\mathbb{R}) : T^h_{(0^*)} \psi = e^{2 \pi i \kappa_1} \psi, \ T^h_{(1^*)} \psi = e^{2 \pi i \kappa_2} \psi \right\}, \quad \kappa \in [0,1]^2. \]

From [BDB96, Proposition 2.1], this space is non trivial if and only if \( h = \frac{1}{2\pi \kappa} \) for \( \kappa \in \mathbb{N}^* \). Denoting the non-trivial spaces by \( \mathcal{H}_{N,\kappa} \), each of them is an \( N \)-dimensional Hilbert space spanned by \( \left\{ \psi_{j,N} : \sum_{n \in \mathbb{Z}} e^{-2\pi i \kappa_1 n} \delta_{j+n} \psi_N, j = 0, \ldots, N-1 \right\} \). Let us identify \( \mathcal{H}_{N,\kappa} \) and \( \mathbb{C}^N \) through the (non-canonical) map

\[ \psi = \sum_{j=0}^{N-1} \sum_{n \in \mathbb{Z}} \psi_{j,e^{-2\pi i \kappa_1 n} \delta_{j+n} \psi_N} \quad (\psi_0, \ldots, \psi_{N-1}) \]

and equip \( \mathcal{H}_{N,\kappa} \) with the (non-standard) scalar product

\[ \langle \phi_N, \psi_N \rangle_{\mathcal{H}_{N,\kappa}} = \frac{1}{N} \sum_{j=0}^{N} \phi_{N,j} \overline{\psi_{N,j}}, \quad \phi_N = \left( \phi_{N,j} \right)_{j=0}^{N-1}, \psi_N = \left( \psi_{N,j} \right)_{j=0}^{N-1}. \]

**Remark 2.18.** Note that our choice of basis and inner product differs from the one in [BDB96, Proposition 2.1, Proposition 2.3], in which the authors chose as basis \( \left\{ \frac{1}{\sqrt{N}} \psi_{j,N} \right\}_{j=0}^{N-1} \). This change
of basis reflects on the inner product (21) by multiplication in a factor $N$. However, our results [Theorem 1.1][Theorem 3.2] do not depend on that choice (and an analogue of [Theorem 1.2] holds as well when using the conventions of [BDB96]).

One can decompose $L^2(\mathbb{R})$ as a direct integral of these spaces (cf. [BDB96, Proposition 2.3.iii]),

$$L^2(\mathbb{R}) = \int_{[0,1]^2}^\oplus \mathcal{H}_{N,\kappa} d\kappa.$$  

For every $\mathbb{Z}^2$-periodic symbol $a \in C^\infty(\mathbb{R}^2)$ (or equivalently $a \in C^\infty(\mathbb{T}^2)$) $\text{Op}_h(a) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ is bounded, acts on $S'(\mathbb{R})$ and preserves each $\mathcal{H}_{N,\kappa}$,

$$\text{Op}_h(a) = \int_{[0,1]^2}^\oplus \text{Op}_{N,\kappa}(a) d\kappa,$$  

with $\text{Op}_{N,\kappa}(a) : \mathcal{H}_{N,\kappa} \to \mathcal{H}_{N,\kappa}$ being the restriction of $\text{Op}_h(a)$ to $\mathcal{H}_{N,\kappa}$. We recall the following lemma

**Lemma 2.19** (Algebraic properties of $\text{Op}_{N,\kappa}(a)$, [RS03, Theorem XIII.83]). Let $a \in C^\infty(\mathbb{T}^2)$ real-valued, then

(i) For every $\phi_N, \psi_N \in \mathcal{H}_{N,\kappa}$,

$$\langle \text{Op}_{N,\kappa}(a) \phi_N, \psi_N \rangle = \langle \phi_N, \text{Op}_{N,\kappa}(a) \psi_N \rangle.$$  

(ii) $\|\text{Op}_h(a)\|_{B(L^2(\mathbb{R}))} = \sup_{\kappa \in [0,1]^2} \|\text{Op}_{N,\kappa}(a)\|_{B(\mathcal{H}_{N,\kappa})}.$

**Remark 2.20.** The proof of [Lemma 2.19](ii) implies that the statement holds for finite products of pseudo-differential operators: Suppose $a_1, \ldots, a_n \in C^\infty(\mathbb{T}^2)$ then

$$\left\| \prod_{j=1}^n \text{Op}_h(a_j) \right\|_{B(L^2(\mathbb{R}))} = \sup_{\kappa \in [0,1]^2} \left\| \prod_{j=1}^n \text{Op}_{N,\kappa}(a_j) \right\|_{B(\mathcal{H}_{N,\kappa})}.$$  

For every $\gamma \in \tilde{\Gamma}(2)$ the map $\mathcal{M}_h(\gamma)$ sends $\mathcal{H}_{N,\kappa}$ to $\mathcal{H}_{N,\gamma \kappa}$ (cf. [DE93]), hence we will only focus on $\mathcal{H}_{N,0}$ for which the reduced operator $\mathcal{M}_{N,0} := \mathcal{M}_h|_{\mathcal{H}_{N,0}}$, such that $\mathcal{M}_{N,0} : \mathcal{H}_{N,0} \to \mathcal{H}_{N,0}$. This space has the basis $\{e_j\}_{j=0}^{N-1}$ with $e_j = \delta_{j+\frac{N}{2}} + \mathbb{Z}$ and is viewed as a Hilbert space by (21).

A general formula for $\mathcal{M}_{N,0}$ was given in [HB80]: For every $\gamma = (a_{11} a_{12}) \in \tilde{\Gamma}(2)$ such that $a_{12} \neq 0$ (this is the case for all hyperbolic matrices) the elements of $\mathcal{M}_{N,0}$ are then given by

$$(\mathcal{M}_{N,0})_{q_2q_1} = \frac{1}{\sqrt{i |a_{12}| N}} \sum_{k=0}^{|a_{12}| - 1} \exp \left( \frac{\pi i}{a_{12} N} \left( a_{11} (q_1 + Nk)^2 - 2q_2 (q_1 + Nk) + a_{22} q_2^2 \right) \right).$$  

(23)

which influences our choice of norm, cf. [BDB96, Proposition 2.3(ii)]
One considers the stable and the unstable foliations on $T^2$: The global leaf at the point $(y_1, \eta_1) \in T^2$ is defined by $W_{u,(y_1,\eta_1)}^{T^2} = \mathbb{Z}^2 \setminus W_{u,(y_0,\eta_0)}^{\mathbb{R}^2}$ and $W_{s,(y_1,\eta_1)}^{T^2} = \mathbb{Z}^2 \setminus W_{s,(y_0,\eta_0)}^{\mathbb{R}^2}$ for $(y_0, \eta_0) \equiv (y_1, \eta_1)$ mod 1.

Remark 2.21. For every $A = \text{Op}_h(a)$ with $a \in S_{L,\rho+}(T^2)$ we denote for brevity $A_N = \text{Op}_N,0(a) = \text{Op}_N(a)$ \quad $\mathcal{M}_{N,0} = \mathcal{M}_N \quad \mathcal{H}_N = \mathcal{H}_{N,0}$.

With $\gamma$ defined above we denote the eigenfunctions of $\mathcal{M}_N(\gamma)$ by $\{\varphi_{j,N}\}$.

Restricting to a symbol $a \in S_{L,\rho+}(T^2)$ analogous properties (proved for sake of completeness)

Lemma 2.22 (Analytical properties of $\text{Op}_N(a)$). Let $a \in S_{L,\rho+}(T^2)$, then

(i) \quad $\text{Op}_N(a) : \mathcal{H}_N \to \mathcal{H}_N$ is bounded uniformly in $N$.

(ii) \quad A Moyal product formula holds: for $d \in S_{L,\rho+}(T^2)$, $\text{Op}_N(a) \text{Op}_N(d) = \text{Op}_N(c)$ with $c = ad + O_{S_{L,\rho+}(T^2)}(h^{1-\rho})$.

Proof.

(i) Follows immediately from combining \textbf{Lemma 2.19} with the boundedness of $\text{Op}_h(a)$ proved in \textbf{Lemma 2.17} (potentially after rescaling).

(ii) From \textbf{Lemma 2.15}, a Moyal product formula holds when considering the Weyl quantization of the symbols, $\text{Op}_h(a) \text{Op}_h(d) = \text{Op}_h(c)$ with $c = ad + O(h^{1-\rho})$. Since $L^2(\mathbb{R})$ and the quantization split we can write

$$
\int_{[0,1]^2} \text{Op}_{N,\kappa}(a) \text{Op}_{N,\kappa}(d) d\kappa = \text{Op}_h(a) \text{Op}_h(d) = \text{Op}_h(ad) + \text{Op}_h(r) = \int_{[0,1]^2} \text{Op}_{N,\kappa}(ad) + \text{Op}_{N,\kappa}(r) d\kappa
$$

with $\|\text{Op}_h(r)\|_{B(L^2(\mathbb{R}))} = O(h^{1-\rho})$. Then

$$
\Phi_\phi(\psi) = \langle (\text{Op}_h(ad) + \text{Op}_h(r) - \text{Op}_h(a) \text{Op}_h(d)) \phi, \psi \rangle
$$

is the zero functional in $(L^2(\mathbb{R}))^*$ and its projection to any $\kappa-$fiber is the zero functional in $(\mathcal{H}_{N,\kappa})^*$. From \textbf{Lemma 2.19},

$$
\|\text{Op}_{N,\kappa}(r)\|_{B(\mathcal{H}_{N,\kappa})} \leq \|\text{Op}_h(r)\|_{B(L^2(\mathbb{R}))} = O(h^{1-\rho}).
$$

\□

Similar analytical properties hold when $a \in S_{L,\rho,0}(T^2)$. In fact,

Lemma 2.23 (Moyal product for symbols in $S_{L,\rho,0}(T^2)$). Let $a, b \in S_{L,\rho,0}(T^2)$ then

$$
\text{Op}_N(a) \text{Op}_N(b) = \text{Op}_N(c)
$$

where $c = ab + O_{S_{L,\rho,0}(T^2)}(h^{1-\rho})$.

Remark 2.24. Both in \textbf{Lemma 2.22} and in \textbf{Lemma 2.23} if the supports of $a$ and $b$ are disjoint, repeated integration by parts yields that $\text{Op}_N(c) = O_B(\mathcal{H}_N)(N^{-\infty})$.

We formulate a version of Gårding inequalities holding for $\text{Op}_N(a)$. 

Lemma 2.25. Let \( a \in S_{L^*;\rho,\rho'}(\mathbb{R}^2) \). Suppose \( a \in S_{L^*;\rho,\rho'}(\mathbb{T}^2) \) and \( a \geq 0 \) then there is some \( C > 0 \) and \( h_0 > 0 \) such that for \( h \in (0, h_0) \)

\[
(\text{Op}_N (a) u, u) \geq -C h^{1-\rho-\rho'} \| u \|_{\mathcal{H}_{N,0}}^2 \quad u \in \mathcal{H}_{N,0}.
\]

Proof. Let \( a \in S_{L^*;\rho,\rho'}(\mathbb{R}^2) \) such that \( a \geq 0 \). We deduce from Gårding inequality for \( S_{L^*;\rho,\rho'}(\mathbb{R}^2) \) that the spectrum of \( \text{Op}_h (a) \) lies inside the band \([-C h^{1-\rho-\rho'}, \|\text{Op}_h (a)\|]\) and

\[
-C h^{1-\rho-\rho'} \text{Id}_{L^2(\mathbb{R})} \leq \text{Op}_h (a) \leq \|\text{Op}_h (a)\| \text{Id}_{L^2(\mathbb{R})}
\]

Denoting \( a = a - \frac{1}{2} \|\text{Op}_h (a)\| \) the last equation reads

\[
-\frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right) \text{Id}_{L^2(\mathbb{R})} \leq \text{Op}_h (a) \leq \frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right) \text{Id}_{L^2(\mathbb{R})}
\]

hence the self-adjointness of \( \text{Op}_h (a) \) implies \( \|\text{Op}_h (a)\| \leq \frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right) \). Then from Lemma 2.19 also

\[
\|\text{Op}_N (a)\| \leq \frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right)
\]

and from the self-adjointness of \( \text{Op}_N (a) \)

\[
-\frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right) \text{Id}_{\mathcal{H}_{N,0}} \leq \text{Op}_N (a) \leq \frac{1}{2} \left( \|\text{Op}_h (a)\| + C h^{1-\rho-\rho'} \right) \text{Id}_{\mathcal{H}_{N,0}}
\]

implying

\[
\text{Op}_N (a) \geq -C h^{1-\rho-\rho'} \text{Id}_{\mathcal{H}_{N,0}}
\]

\( \square \)

We note that \( \text{Op}_N \) satisfies an exact Egorov relation with the dynamics (cf. \[\text{Mez02}\]). Namely the restriction of \( (15) \) to \( \mathcal{H}_N \) means that for every \( \gamma \in \hat{\Gamma}(2) \),

\[
\mathcal{M}_N (\gamma)^* \text{Op}_N (a) \mathcal{M}_N (\gamma) = \text{Op}_N (a \circ \gamma), \quad a \in C^\infty (\mathbb{T}^2).
\]

One can express \( \mathcal{M}_N (\gamma) = \left( \mathcal{M}_N (\gamma)_{jk} \right)_{j,k} \in \mathbb{C}^{N \times N} \) explicitly by number theoretic sums. For instance for \( \gamma_{DE} \), for every \( N \in 2N + 1 \), up to some scalar phase factor (its expression as a quotient of Gauss sums is expanded in \[\text{KR00}\] and \[\text{Mez02}\]),

\[
\mathcal{M}_N (\gamma_{DE})_{jk} = \frac{1}{\sqrt{N}} \exp \left( \frac{2\pi i}{N} \left( k^2 - kj + j^2 \right) \right).
\]

We note indeed that the quadratic phase of \( \mathcal{M}_h (\gamma) \) evaluated at points \( y, \eta \in \frac{1}{N} \mathbb{Z} \) is exactly the phase of \( \mathcal{M}_N (\gamma) \).
3. The main estimate

Let \( f_N, g_N \in \mathcal{H}_N, l = (l_1, l_2) \in \mathbb{Z}^2 \). Recall the discrete Fourier—Wigner (FW) transform,

\[
\mathcal{V}_N (f_N, g_N) (l_1, l_2) = \left\langle T^h_N f_N, g_N \right\rangle_{\mathcal{H}_N} = \frac{\ii \pi l_2}{N} \sum_{k=0}^{N-1} e^{2\pi i l_2 k} f_{N, k-l_1} g_{N, k},
\]

with \((f_{N, k-l_1})_{k=0}^{N-1} := (f_{N, l_1}, \ldots, f_{N, l_2}, \ldots, f_{N, l_1-1})\) and \(T^h_N : \mathcal{H}_N \rightarrow \mathcal{H}_N\) being the restriction of the Weyl—Heisenberg operator in (18) to \(\mathcal{H}_N\). In order to pass from \(\text{Op}_h (a)\) to \(\text{Op}_N (a)\) one recalls that \(h = \frac{1}{2\pi N}\) and restrics \((y^*, \eta^*)\) to lie in \((2\pi \mathbb{Z})^2\). We will study the localization of eigenfunctions of \(\mathcal{M}_N (\gamma)\) using \(\mathcal{V}_N\), or more precisely its Fourier transform, which is the discrete Wigner distribution.

Consider the diagonal matrix coefficients \(\langle \text{Op}_N (a) \varphi_{j, N}, \varphi_{j, N}\rangle\).

**Definition 3.1.** The distribution \(\mathcal{W}_{j, N}\) defined by \(\langle a, \mathcal{W}_{j, N} \rangle_{\mathcal{D}'(\mathbb{T}^2)} := \langle \text{Op}_N (a) \varphi_{j, N}, \varphi_{j, N}\rangle\) is called the diagonal Wigner distribution. It can be expressed explicitly in terms of \(T^h_N\) (cf. [BDB96]). Denoting the Fourier coefficients of \(a\) by \(\hat{a} := \{ \hat{a} (l) \}_{l \in \mathbb{Z}^2}\),

\[
\langle \text{Op}_N (a) \varphi_{j, N}, \varphi_{j, N}\rangle = \left\langle \sum_{l \in \mathbb{Z}^2} \hat{a} (l) T^h_N \varphi_{j, N}, \varphi_{j, N} \right\rangle_{\mathcal{H}_N}
\]

\[
= \sum_{(l_1, l_2) \in \mathbb{Z}^2} a (x, \xi; h) e^{-2\pi i (x l_2 - \xi l_1)} dx d\xi \cdot \mathcal{V}_N (\varphi_{j, N}, \varphi_{j, N}) (l_1, l_2)
\]

\[
= \langle \hat{a}, \hat{\mathcal{V}}_N (\varphi_{j, N}, \varphi_{j, N}) \rangle_{\mathcal{C}^2}.
\]

with \(\hat{\mathcal{V}}_N (\varphi_{j, N}, \varphi_{j, N}) := \{ \mathcal{V}_N (\varphi_{j, N}, \varphi_{j, N}) \} \}_{l \in \mathbb{Z}^2} \) and \(\hat{a} (l)\) being the \(l\)–th symplectic Fourier coefficient, i.e.,

\[
\hat{a} (l) = \int_{\mathbb{T}^2} a (x, \xi; h) e^{-2\pi i (x l_2 - \xi l_1)} dx d\xi.
\]

Since \(\mathcal{V}_N\) has moderate growth and the Fourier coefficients of \(a\) are exponentially decaying this expression is well defined thus applying Plancherel’s identity we arrive to a distribution \(\mathcal{W}_{j, N} \in \mathcal{D}'(\mathbb{T}^2)\) having Fourier coefficients

\[
\{ \mathcal{W}_{j, N}^- (l) \}_{l \in \mathbb{Z}^2} := \mathcal{V}_N (\varphi_{j, N}, \varphi_{j, N})
\].

In fact [HBS0] and [BDB96] show that \(\mathcal{W}_{j, N}\) is a linear combination of Dirac peaks on a lattice. One can extract from \(\{ \varphi_{j, N}\}\) a sub-sequence \(\{ \varphi_{j, N_k}\}\) such that \(\mathcal{W}_{j, N_k} \rightarrow \mu_{sc}\) as \(N_k \rightarrow \infty\). That is done in [BDB96] by considering a positive quantization replacing \(\mathcal{W}_{j, N}\) by probability measures. Every such limit \(\mu_{sc}\) is called a semi-classical measure and we say \(\{ \mathcal{W}_{j, N_k}\}\) converges semi-classically to the measure \(\mu_{sc}\).
Rather than studying \( \mathcal{W}_{j,N} \) directly we give bounds on an asymptotic expression,

\[
(\text{Op}_N (a) \varphi_{j,N}, \text{Op}_N (a) \varphi_{j,N}) = (\text{Op}_N (|a|^2) \varphi_{j,N}, \varphi_{j,N}) + O \left( N^{-1} \right), \quad a \in C^\infty (\mathbb{T}^2).
\]

We obtain estimates from below on the left hand side. In turn they yield a lower bound on \( \langle a^2, \mathcal{W}_{j,N} \rangle \) and in fact on the limit of its convergent sub-sequences. We adapt the methods introduced in \cite{DJ18}, acquiring a quantitative lower bound on \( \| \text{Op}_N (a) u \| \) for every \( u \in H_N \).

**Theorem 3.2** (The main theorem). Let \( 0 \neq a \in C^\infty (\mathbb{T}^2) \) and \( \gamma \in \tilde{\Gamma} (2) \). Then there exist constants \( C_1 (a), C_2 (a), N (a) \) depending only on the choice of \( a \) such that for every \( N \geq N (a) \) and \( u \in H_N \),

\[
\| u \|_{H_N} \leq C_1 (a) \| \text{Op}_N (a) u \|_{H_N} + C_2 (a) \log N \min_{z \in \mathbb{C} : |z| = 1} \| (\mathcal{M}_N (\gamma) - z) u \|_{H_N},
\]

From this estimate we deduce **Theorem 1.1**.

**Proof of Theorem 1.1**. Fix an open set \( \emptyset \neq \Omega \subset \mathbb{T}^2 \). Let \( \{ \varphi_{j,N} \}_{j \to \infty} \) be a subsequence of eigenfunctions of \( \mathcal{M}_N (\gamma) \) converging semi-classically to \( \mu_{\text{sc}} \). Fix a non-vanishing symbol \( a \in C^\infty (\mathbb{T}^2) \) supported inside \( \Omega \). Applying **Theorem 3.2**, there exists a constant \( C_1 (a) \in \mathbb{R} \) such that \( \| \text{Op}_N (a) \varphi_{j,N} \| \geq C_1^{-1} (a) \) for \( N \) large enough. From the semiclassical convergence

\[
\| \text{Op}_N (a) \varphi_{j,N} \|^2 \xrightarrow{N \to \infty} \int_\Omega |a|^2 (x, \xi) \, d\mu_{\text{sc}},
\]

thus \( \int_\Omega |a|^2 \, d\mu_{\text{sc}} \geq C_1 (a)^{-2} > 0 \) and \( \mu_{\text{sc}} (\Omega) \geq C_\Omega = C_1 (a)^{-2} (\max_\Omega |a|)^{-1} > 0. \)

Another result of the theorem is **Theorem 1.2**.

**Proof of Theorem 1.2**. Fix \( 0 \leq \alpha_1 < \alpha_2 \leq 1 \). Let us take a smoothed characteristic function \( a = a(x) \in C^\infty (\mathbb{T}^2) \) supported inside of \( [\alpha_1, \alpha_2] \times \mathbb{T} \). Fix an eigenstate of \( \mathcal{M}_N (\gamma) \), \( \varphi_N = \sum_k \varphi_{N,k} \delta_{\frac{k}{N} + \mathbb{Z}} \). We note that in this scenario we can write explicitly \( \| \text{Op}_N (a) \varphi_N \| = \sum_{k \in [\alpha_1 N, \alpha_2 N]} a \left( \frac{k}{N} \right) \varphi_{N,k} \delta_{\frac{k}{N} + \mathbb{Z}} \). From **Theorem 3.2** for these choices of a symbol and an eigenstate there exists a \( N_0 \geq N (a) \in \mathbb{N} \) such that for every \( N > N_0 \)

\[
1 = \| \varphi_N \|_{H_N}^2 \leq C_1^2 (a) \| \text{Op}_N (a) \varphi_N \|^2
\]

meaning

\[
1 \leq \frac{C_1^2 (a)}{N} \sum_{k \in [\alpha_1 N, \alpha_2 N]} \left| a \left( \frac{k}{N} \right) \varphi_{N,k} \right|^2 \leq \frac{C_1^2 (a)}{N} \sum_{k \in [\alpha_1 N, \alpha_2 N]} |\varphi_{N,k}|^2.
\]

\( \square \)
Figure 2. Given a symbol \( a \in \mathcal{C}^\infty (\mathbb{T}^2) \) we construct in subsection 3.1 a partition of unity on \( \mathbb{T}^2 \cong [0, 1)^2 \). \( \mathbb{R}^2 \) is equipped with \((y, \eta)\) coordinates. The \((x, \xi)\) coordinates are obtained after applying the coordinate map \( \iota \) to the coordinates \((y, \eta)\). The new coordinates describe the decomposition of \( \mathbb{R}^2 \) into stable and unstable directions. The yellow domain represents \( \text{supp} (a_1) \) and the domain in green lines represents \( \text{supp} (a_2) \).

3.1. Geometric construction and propagated operators. Fix \( a \in \mathcal{C}^\infty (\mathbb{T}^2) \) having a non-empty support and consider two proper non-empty open subsets \( \mathcal{K}_1, \mathcal{K}_2 \subset \mathbb{T}^2 \) with \( \mathcal{K}_2 \subset \text{supp} (a) \). Let \( a_1, a_2 \in \mathcal{C}^\infty (\mathbb{T}^2) \) be a couple of symbols satisfying (see Figure 2)

\[
0 \leq a_\epsilon \leq 1, \quad a_1 + a_2 = 1, \quad \text{supp} \ (a_1) \subset (\text{supp} \ (a))^0 \quad a_1 |_{\mathcal{K}_2} \equiv a_2 |_{\mathcal{K}_1} \equiv 1
\]

with the corresponding operators \( \text{Op}_N (a_1), \text{Op}_N (a_2) \) satisfying

\[
A_{1,N} + A_{2,N} = \text{Id}_{\mathcal{H}_N} \quad A_{\epsilon,N} = \text{Op}_N (a_\epsilon).
\]

We can lift our construction to \( \mathbb{R}^2 \) by periodization: Pick \( L_{\mathbb{Z}^2}^u \) to be the Lagrangian foliation whose projection is \( L^u \). We can lift \( a_\epsilon \) to \( \mathbb{R}^2 \). Quantizing these symbols yields the corresponding pseudo-differential operators \( A_\epsilon = \text{Op}_h (a_\epsilon) : L^2 (\mathbb{R}) \to L^2 (\mathbb{R}) \) satisfying

\[
a_1 + a_2 = 1, \quad \text{Op}_h (a_1) + \text{Op}_h (a_2) = \text{Id}_{L^2 (\mathbb{R})} \quad a_1 |_{\mathcal{K}_2 + \mathbb{Z}^2} \equiv a_2 |_{\mathcal{K}_1 + \mathbb{Z}^2} \equiv 1.
\]

By an abuse of notation henceforth we identify \( \mathbb{Z}^2 \)-periodic symbols \( a : \mathbb{R}^2 \to \mathbb{R} \) with their restrictions to \( \mathbb{T}^2 \). Henceforth we fix some \( \rho \in (\frac{1}{2}, 1) \). Given a pseudo-differential operator
A = \text{Op}_h (a) : L^2 (\mathbb{R}) \rightarrow L^2 (\mathbb{R}) \text{ we use the unitarity of } \mathcal{M}_N (\gamma) \text{ in order to propagate with respect to the hyperbolic dynamics up to time } n = 0, \ldots , T' \text{ with}

\[ T = \left[ \frac{\rho}{4 \log |\lambda_n| \log \frac{1}{h}} \right] , \quad T' = 4T . \] (T)

Let us denote \( A (n) = \mathcal{M}_N^{-n} (\gamma) A \mathcal{M}_N^n (\gamma) \). Recalling the exact Egorov relation \( [15] \), \( A (n) = \text{Op}_h (a \circ \gamma^n) \). For the restriction \( A_N : H_N \rightarrow H_N \) from applying the exact Egorov relation in \( [24] \), \( A_N (n) = \mathcal{M}_N (\gamma)^{-n} A_N \mathcal{M}_N (\gamma)^n = \text{Op}_N (a \circ \gamma^n) \). We note that by \( \text{Lemma 2.14} \) \( a \circ \gamma^n \in S_{L^s, \rho^+} (T^2) \) uniformly in \( 0 \leq n < T' \).

The partition of unity \( \{ \mathcal{1} \} \) on \( L^2 (\mathbb{R}) \) together with the evolution through \( M_h (\gamma) \) allows to construct refined partitions of unity, in terms of "word operators": to every word \( \mathcal{w} \)\( \in \mathbb{W} (n) = \{ w = w_0 \ldots w_{n-1} : w_j \in \{ 1, 2 \} \} \) \((\text{where } 0 \leq n \leq T') \) corresponds an operator on \( L^2 (\mathbb{R}) \)

\[ A_w = A_{w_{n-1}} (n-1) A_{w_{n-2}} (n-2) \cdots A_{w_1} (1) A_{w_0} = \text{Op}_h (a_{w_{n-1}} \circ \gamma^{n-1}) \cdots \text{Op}_h (a_{w_1} \circ \gamma) \text{Op}_h (a_{w_0}) \]

as well as an operator on \( H_N, A_{w, N} = (A_w)_N \). Suppose \( B = \text{Op}_h (b) \) with \( b \in S_{L^s, \xi, 0} (\mathbb{R}^2) \) we denote the "tilted" operator \( \tilde{B} = \text{Op}_h (\tilde{b}) = \mathcal{M}_h^{-1} (\xi) B \mathcal{M}_h (\xi) \) having from \( \text{Lemma 2.14} \) the "tilted" symbol \( \tilde{b} \in S_{L^s, \xi, 0} (\mathbb{R}^2) \).

**Lemma 3.3.**

(i) Let \( 0 \leq n \leq 4T \) then \( a_w \in S_{L^s, \rho^+} (\mathbb{R}^2) \) and \( A_w = \text{Op}_h (a_w) + O_{B(L^2(\mathbb{R}))} (h^{1-\rho^-}) \) where \( a_w = \prod_{j=0}^{n-1} a_{w_j} \circ \gamma^j \) uniformly in \( n \) and in \( w \in \mathbb{W} (n) \).

(ii) If \( 0 \leq n \leq T \) then \( a_w \in S_{L^s, \xi^+} (\mathbb{R}^2) \) and \( A_w = \text{Op}_h (a_w) + O_{B(L^2(\mathbb{R}))} (h^{1-\xi^-}) \) where \( a_w = \prod_{j=0}^{n-1} a_{w_j} \circ \gamma^j \) uniformly in \( n \) and in \( w \in \mathbb{W} (n) \).

**Proof.** We prove only the first statement in the lemma as (iii) follows by replacing \( \rho \) by \( \frac{\rho}{4} \) and the others by exchanging the stable and unstable directions. Consider the tilted operator \( \tilde{A}_w \) which from applying (15) can be expressed as

\[ \tilde{A}_w = \text{Op}_h \left( a_{w_{n-1}} \circ \gamma^{n-1} \right) \cdots \text{Op}_h (a_{w_1} \circ \gamma) \text{Op}_h (a_{w_0}) . \]

Let us now show that \( \tilde{A}_w \) can be expressed as \( \tilde{A}_w = \text{Op}_h (\tilde{a}_w) + O (h^{1-\rho^-}) \) where

\[ \tilde{a}_w = \prod_{j=0}^{n-1} b_j \equiv \prod_{j=0}^{n-1} a_{w_j} \circ \gamma^j \circ \iota \in S_{L^s, \rho^+} (\mathbb{R}^2) . \] (30)

We note that from applying Leibniz’s chain rule \( \partial^\alpha_\eta \partial^\beta_\gamma \tilde{a}_w \) is a sum of \( n^{a+\beta} = O (h^{-\gamma}) \) summands, each of the form

\[ d (y, \eta) = (\partial^\alpha_\eta \partial^\beta_\gamma b_0) \cdots (\partial^\alpha_\eta \partial^\beta_\gamma b_{n-1} (y, \eta)) \] (31)
with \( \sum_j \alpha_j = \alpha, \sum_k \beta_k = \beta \). By Lemma 2.14 \( b_j \in S_{L^\infty, \rho, 0}(\mathbb{R}^2) \) hence each factor in the product (31) is bounded by \( C_{\alpha_j, \beta_j} h^{-\alpha_j} \) uniformly in \( w \) and in \( j \). However, since the number of derivatives, with respect either to \( y \) or to \( \eta \) does not exceed \( \alpha + \beta \) and since \( |b_j| \leq 1 \),

\[
|d(y, \eta)| \leq \prod_{j: (\alpha_j, \beta_j) \neq 0} C_{\alpha_j, \beta_j} h^{-\rho \sum \alpha_j} \leq \max_j C_{\alpha_j, \beta_j} \cdot h^{-\alpha_j}. \tag{32}
\]

We remind \( \alpha_j \in [0, \alpha], \beta_j \in [0, \beta] \) and that \( C_{\alpha_j, \beta_j} \) depend only on the number of derivatives taken. As follows, for every \( \alpha, \beta, \max C_{\alpha_j, \beta_j} \) is uniformly bounded by some constant \( C \). Since there are \( O(h^{-\varepsilon}) \) terms, each of them bounded by some \( Ch^{-\alpha \rho} \) we deduce that \( \left| \partial_{\alpha} \partial_{\rho} \tilde{a}_w \right| \leq Ch^{-\alpha \rho} \) and \( \tilde{a}_w \in S_{L^\infty, \rho, +}(\mathbb{R}^2) \).

We prove that uniformly with respect to the word \( w \in W(n) \) where \( 1 \leq n \leq 4T \),

\[
\tilde{A}_w - \text{Op}_h(\tilde{a}_w) = O_{B(L^2(\mathbb{R}))}(h^{1-\rho}) \tag{33}
\]

It can be verified by induction on \( 2 \leq n \leq 4T \) that

\[
\tilde{A}_w - \text{Op}_h(\tilde{a}_w) = \sum_{k=1}^{n-1} B_k \text{Op}_h \left( b_{w_{k+1}} \right) \cdots \text{Op}_h \left( b_{w_{n-1}} \right), \tag{34}
\]

where

\[
B_k = \text{Op}_h \left( b_k \right) \text{Op}_h \left( \prod_{j=1}^{k-1} b_j \right) - \text{Op}_h \left( \prod_{j=0}^{k-1} b_j \right).
\]

We remind that \( \prod_{k=0}^{j-2} b_k \in S_{L^\infty, \rho, +} \) uniformly with respect to \( j \in [0, n - 1] \). Let us show a bound on the norm of this operator: We first note that for every \( 1 \leq j \leq 4T - 1 \), from the Moyal product in \( S_{L^\infty, \rho, +}(\mathbb{R}^2) \) (from Lemma 2.15) we deduce that \( \|B_j\|_{B(L^2(\mathbb{R}))} = O(h^{1-\rho}) \) uniformly in \( j \). Then following Lemma 2.17 we deduce the estimate

\[
\|\text{Op}_h \left( b_{n-1} \right) \cdots \text{Op}_h \left( b_{j+1} \right) B_j \|_{B(L^2(\mathbb{R}))} \leq C \left( 1 + C'' h^{1-\rho} \right)^{C' \log \frac{1}{\rho}} h^{1-\rho} -
\]

for constants \( C, C'' \) indipendent of \( j \) and \( n \). As \( h \to 0 \)

\[
\log \left( 1 + C_k h^{1-\rho} \right)^{C' \log \frac{1}{\rho}} = -C'' \log h \cdot \log \left( 1 + C_k h^{1-\rho} \right) = O\left(h^{1-\rho} \log h \right) \to 0
\]

thus \( \|\text{Op}_h \left( b_{w_{n-1}} \right) \cdots \text{Op}_h \left( b_{w_{k+1}} \right) B_k \|_{h^{1-\rho}} \) remains uniformly bounded as \( h \to 0 \). As the sum is over \( n \) operators of this form, we deduce from the triangle inequality that

\[
\left\| \tilde{A}_w - \text{Op}_h(\tilde{a}_w) \right\| \leq C'' h^{1-\rho}.
\]

With \( C'' \) being uniform with respect to \( w \) and \( 1 \leq n \leq 4T \). \( \square \)

Let us now consider operators which correspond to shorter ”words”, of length \( T \). For every function \( c : W(T) \to \mathbb{R} \) (with \( T \) defined in (31) such that \( \sup |c(w)| \leq 1 \) corresponds the weighted operator \( A_c = \sum_{w \in W(T)} c(w) A_w \). It is a pseudo-differential operator with a principal symbol \( a_c = \sum_{w \in W(T)} c(w) a_w \) or equivalently,
Lemma 3.4. Suppose \( \sup_{w \in \mathcal{W}(T)} |c(w)| \leq 1 \) then \( a_c \in S_{L_{\frac{1}{2}} \log \lambda_u} (\mathbb{R}^2) \) and

\[
A_c = \text{Op}_h (a_c) + O \left( h^{1-\frac{\delta}{4}} \left( 1 + \frac{\log^2 \lambda_u}{4} \right)^{-\varepsilon} \right).
\]

Proof. We first observe that \( a_c \) is bounded uniformly

\[
|a_c| = \sum_{w \in \mathcal{W}(T)} c(w) a_w \leq \sum_{w \in \mathcal{W}(T)} |c(w)| a_w \leq \sum_{w \in \mathcal{W}(T)} a_w = 1.
\]

We estimate \( \left| \partial_x^\alpha \partial_\xi^\beta \tilde{a}_c \right| \) for every \( \alpha, \beta \in \mathbb{N} \). First, by the second part of Lemma 3.3, \( \tilde{a}_w \in S_{L_{\frac{1}{2}} \log \lambda_u} (\mathbb{R}^2) \) and recalling Lemma 2.13 if \( (\alpha, \beta) \neq (0,0) \)

\[
\left| \partial_x^\alpha \partial_\xi^\beta \tilde{a}_w \right| \leq \sum_{w \in \mathcal{W}(T)} C_{\alpha, \beta} h^{-\frac{\alpha}{4} - \varepsilon}
\]

Recalling Lemma 3.3, \( C_{\alpha, \beta} \) is uniform. We recall Corollary 2.3 implying \( |\lambda_u| \geq 2 + \sqrt{3} \),

\[
2^T \approx h^{-\frac{\log^2 \lambda_u}{4 \log \lambda_u}} \leq h^{-\frac{\log^2 (2 + \sqrt{3})}{4 \log \lambda_u}} \leq h^{-\frac{\xi_0}{4} + \rho_0} \quad \text{for some } \varepsilon_0 > 0 \quad \text{and hence taking } \varepsilon < \frac{1-\rho}{4}
\]

\[
\left| \partial_x^\alpha \partial_\xi^\beta \tilde{a}_c \right| \leq \frac{\rho_0}{4} h^{-\frac{\xi_0}{4} - \frac{\rho_0}{4} - \varepsilon} \leq h^{-\rho_0 \frac{\xi_0}{4}}
\]

If \( \alpha = \beta = 0 \), \( \left| \partial_x^0 \partial_\xi^0 \tilde{a}_c \right| = |\tilde{a}_c| \leq 1 \) We deduce that \( \tilde{a}_c \in S_{L_{\frac{1}{2}} \log \lambda_u} (\mathbb{R}^2) \) and therefore \( a_c \in S_{L_{\frac{1}{2}} \log \lambda_u} (\mathbb{R}^2) \). The remainder follows from applying Lemma 3.3

\[
A_c = \sum_{w \in \mathcal{W}(T)} c(w) A_w = \sum_{w \in \mathcal{W}(T)} c(w) \left( \text{Op}_h (a_w) + O \left( h^{1-\frac{\delta}{4} - \varepsilon} \right) \right).
\]

The sum is over \( 2^T \) terms thus the reminder is of order \( 2^T h^{1-\frac{\delta}{4} - \varepsilon} \leq h^{1-\frac{\delta}{4}} \left( 1 + \frac{\log^2 \lambda_u}{4} \right)^{-\varepsilon} \)

Henceforth for every subset \( S \subset \mathcal{W}(T) \) we denote \( A_{S,N} := (A_{1_s})_N \). Fix a small \( \delta \in (0,1) \) that will be specified later in (35), and define the control function

\[
F : \mathcal{W}(T) \to \mathbb{R}, \quad F(w) = \frac{\# \{ j \in \{0, \ldots, T-1 \} : w_j = 1 \}}{T}.
\]

Roughly speaking, in the notations of (8), \( F \) quantifies the fraction of time a word \( w \in \mathcal{W}(T) \) "spends inside" \( \text{supp} \ (a_1) \). Therefore the set

\[
\mathcal{Z} = \{ w \in \mathcal{W}(T) : F(w) \geq \delta \}
\]

contains the "controlled short logarithmic" words, i.e., those who have corresponding symbols spending a fraction \( \delta \) of time supported inside \( \text{supp} \ (a_1) \). This definition opens the door for obtaining a finer pseudo-differential partition of unity. We would like to apply the fractal
uncertainty principle (see section 5 below) hence we consider a partition arising from $W(8T)$ (with $T$ from (T)), words twice longer than Ehrenfest time $\frac{\log \delta}{\log |\lambda u|} \approx T'$. The set $W(8T)$ can be divided according to the control function $F$ to $W(8T) = X \sqcup Y$ with

$$X = \{ w^{(1)} w^{(2)} \cdots w^{(8)} \in W(8T) : w^{(j)} \in W(T) \setminus \mathcal{Z}, \forall j \}$$

$$Y = \{ w^{(1)} w^{(2)} \cdots w^{(8)} \in W(8T) : \forall k w^{(k)} \in W(T) \text{ and } \exists j, w^{(j)} \in \mathcal{Z} \}.$$ 

$Y$ is the set of "long logarithmic controlled words": words such that a single subword $w^{(j)}$ of them is controlled.

$X$ is the set of uncontrolled words: the time they spend inside this fixed subset of supp $(a_1)$ can’t be bounded from below.

3.2. Outline of the proof. The proof of Theorem 3.2 is based on two key estimates: First we estimate the mass $\|A_{Y,N}u\|$, i.e., coming from "controlled" words,

**Proposition 3.5.** There are constants $C, C_1, C_2 \in \mathbb{R}$ satisfying for every $N \geq 1$ and $u \in \mathcal{H}_N$,

$$\|A_{Y,N}u\|_{\mathcal{H}_N} \leq c_5(\gamma) \left( C_1 \|\text{Op}_N(a)u\| + \log N \min_{z \in \mathcal{C} : |z| = 1} \|(M_N(\gamma) - z)u\|_{\mathcal{H}_N} + \frac{C_2}{N^{\frac{1}{8}}} \|u\|_{\mathcal{H}_N} \right)$$

with $c_5(\gamma) = \frac{C}{\delta}$.

The proof of this proposition is done in subsection 3.3 below and is relying on the almost-monotonicity property of the calculus in Lemma 3.11. Then we turn to estimate the norm of operators which corresponds to uncontrolled words $w \in \mathcal{X}$. We estimate the norm of each $A_{w,N}u$ (for every $w \in \mathcal{X}$) separately by an argument involving the fractal uncertainty principle from [BD18],

**Proposition 3.6.** There exists $\beta' > 0$, a constant $C > 0$ such that for every $N \in \mathbb{N}^*$

$$\sup_{w \in W(8T)} \|A_{w,N}\|_{\mathcal{B}(\mathcal{H}_N)} \leq \frac{C}{N^{\beta'}}$$

with $T$ from (T).

Then, we invoke a combinatorial argument from [DJ18],

**Lemma 3.7** (Lemma 3.3 in [DJ18]). There is some $C$ (that might depend on $\delta$) such that for small enough $\delta$ and for every $h$, $\# \mathcal{X} \leq Ch^{-4\sqrt{\beta}}$.

Note that $N_0$ appearing in the proof of [DJ18] Lemma 3.3] is larger than $T$ specified in (T) above, yet one can deduce Lemma 3.7 from [DJ18] Lemma 3.3].

**End of the proof of Theorem 3.2** Decomposing $\text{Id}_{\mathcal{H}_N} = A_{X,N} + A_{Y,N}$ and applying the triangle inequality

$$\|u\|_{\mathcal{H}_N} \leq \|A_{X,N}u\| + \|A_{Y,N}u\|.$$
We deduce the theorem. Obtaining the lemma.

Proof. First we recall that $\text{supp} (\delta)$ are all continuous functions supported inside $(\text{supp} (q)), \forall q \in \mathcal{H}$.

Lemma 3.8. There exists some $C'_1 \in \mathbb{R}$ such that for every $u \in \mathcal{H}_N$

$$\|\text{Op}_N (a_1) u\|_{\mathcal{H}_N} \leq C'_1 \|\text{Op}_N (a) u\|_{\mathcal{H}_N} + O \left( N^{-\infty} \right) \|u\|_{\mathcal{H}_N}.$$ 

Proof. First we recall that $\text{supp} (a_1) \subset (\text{supp} (a))^\circ$ and thus the function $\frac{a_1}{a}$ is well defined and one can construct a parametrix recursively. We construct a function $q \in C^\infty (T^2)$ satisfying $q \# h a = a_1 + O_{C^\infty (T^2)} (N^{-\infty})$ for every $(x, \xi) \in (\text{supp} (a))^\circ$. Expressing by a formal ansatz $q (x, \xi) = \sum_{j=0}^\infty q_j h^j$ and using the expansion of the Moyal product in the left hand side we obtain the values of sequence of functions $\{q_j\}_{j=0}^\infty$.\)

$$q_j = \frac{p(a_1, q_0, \ldots, q_{j-1})}{C_j a}$$ \(\text{for a constant } C_j \in \mathbb{R} \text{ and } p \in \mathbb{R}[x_1, \ldots, x_{j+1}] \). Inductively $a_1, q_0, \ldots, q_{j-1}$ are all continuous functions supported inside $(\text{supp} (a))^\circ$ and thus $q_j$ is a well defined function on $T^2$. By Borel’s lemma one can indeed construct a symbol $q \sim \sum q_j h^j$ and we obtain

$$\text{Op}_N (a_1) = \text{Op}_N (q) \text{Op}_N (a) + O \left( N^{-\infty} \right).$$

We deduce

$$\|\text{Op}_N (a_1) u\| \leq \|\text{Op}_N (q) \text{Op}_N (a) u\| + O \left( N^{-\infty} \right) \|u\| \leq C_1 \|\text{Op}_N (a) u\| + O \left( N^{-\infty} \right) \|u\|,$$

obtaining the lemma. \(\square\)

Next, controlling the growth of $A_N u$ implies control on the growth of $A_N (m) u$ for $u \in \mathcal{H}_N$.

Lemma 3.9. Let $A_N : \mathcal{H}_N \to \mathcal{H}_N$ be a pseudo-differential bounded operator, then for all $m \in \mathbb{Z}$

$$\|A_N (m) u\|_{\mathcal{H}_N} \leq \|A_N u\|_{\mathcal{H}_N} + |m| \|A_N g_{\mathcal{H}_N} (z)_{z \in \mathbb{C} : |z|=1} \| (M_N (\gamma) - z) u\|_{\mathcal{H}_N},$$

where $u \in \mathcal{H}_N$.

This lemma is the discrete analogue of propagation of singularities for long time (cf. [DZ19, Theorem E.47]).
Proof. Without loss of generality assume that \( m \in \mathbb{N} \). Let \( z \in \mathbb{C} \) having \( |z| = 1 \). From the triangle inequality,

\[
\| A_N (m) u \|_{\mathcal{H}_N} = \| A_N \mathcal{M}^n_N (\gamma) u \|_{\mathcal{H}_N} \leq \| A_N u \|_{\mathcal{H}_N} + \| (A_N \mathcal{M}^n_N (\gamma) - z^m A_N) u \|_{\mathcal{H}_N} \\
\leq \| A_N u \|_{\mathcal{H}_N} + \| A_N \|_{\mathcal{B} (\mathcal{H}_N)} \| (\mathcal{M}^n_N (\gamma) - z^m \text{Id}_{\mathcal{H}_N}) u \|_{\mathcal{H}_N}.
\]

Since \( \mathcal{M}^n_N (\gamma) - z^m \text{Id}_{\mathcal{H}_N} = \sum_{k=0}^{m-1} z^k \mathcal{M}^{m-1-k} (\gamma) (\mathcal{M}_N (\gamma) - z \text{Id}_{\mathcal{H}_N}) \) and since \( \mathcal{M}_N (\gamma) \) is a unitary operator,

\[
\| (\mathcal{M}^n_N (\gamma) - z^m \text{Id}_{\mathcal{H}_N}) u \| \leq m \| (\mathcal{M}_N (\gamma) - z) u \|
\]

and taking a \( z \) minimizing \( \| (\mathcal{M}_N (\gamma) - z \text{Id}_{\mathcal{H}_N}) u \|_{\mathcal{H}_N} \) proves the proposition. \( \square \)

Combining Lemma 3.8 and Lemma 3.9 gives

**Lemma 3.10.** There exists \( C'_1 \in \mathbb{R} \) such that for every \( m \in \mathbb{Z} \),

\[
\| A_{1,N} (m) u \| \leq C'_1 \| A_N u \| + |m| \| A_{1,N} \|_{\mathcal{B} (\mathcal{H}_N)} \min_{z \in \mathbb{C} : |z| = 1} \| (\mathcal{M}_N (\gamma) - z) u \|_{\mathcal{H}_N} + O \left( N^{-\infty} \right) \| u \|_{\mathcal{H}_N}.
\]

\( A_{1,N} \) corresponds to a long logarithmic time (precisely \( 2T' \) is asymptotically twice the Ehrenfest time), thus the symbols \( a_w \) are no longer in a comfortable symbol class. To solve this issue we first introduce estimates on the norm of \( A_{Z,N} \) which is the sum of operators corresponding to the shorter time \( T' \), for which the pseudodifferential calculus still holds. We recall the almost-monotonicity property from [DJ18, lemma 4.5] which holds for operators \( A_{c,N} := (A_c)_N \).

**Lemma 3.11** (Almost-monotonicity property). Assume that \( c_1, c_2 : \mathcal{W} (T) \to \mathbb{R} \) and for every \( w \in \mathcal{W} (T) \), \( |c_1 (w)| \leq c_2 (w) \leq 1 \). Then there exists a constant \( C \in \mathbb{R} \) independent of \( N, c_1 \) and \( c_2 \) satisfying for every \( N \geq 1 \) and every \( u \in \mathcal{H}_N \),

\[
\| A_{c_1,N} u \|_{\mathcal{H}_N} \leq \| A_{c_2,N} u \|_{\mathcal{H}_N} + C N^{-\frac{1}{2}} \| u \|_{\mathcal{H}_N},
\]

with \( C \in \mathbb{R} \) independent of \( c_1, c_2 \).

**Proof.** The proof follows along the lines of lemma 4.5 in [DJ18]. First, note that plugging Corollary 2.3 into Lemma 3.4 we can write, restricting to \( \mathcal{H}_N \),

\[
\text{Op}_N (a_{c_1}) = A_{c_1,N} + O \left( \hbar^{\frac{1}{2}} \right) \quad \text{Op}_N (a_{c_2}) = A_{c_2,N} + O \left( \hbar^{\frac{1}{2}} \right).
\]

Thus it is sufficient to prove that

\[
\| \text{Op}_N (a_{c_1}) u \|_{\mathcal{H}_N}^2 \leq \| \text{Op}_N (a_{c_2}) u \|_{\mathcal{H}_N}^2 + C N^{-\frac{1}{2}} \| u \|_{\mathcal{H}_N}^2
\]

which is equivalent to

\[
\langle \mathcal{A} u, u \rangle_{\mathcal{H}_N} \geq -C N^{-\frac{1}{2}} \| u \|^2
\]

with

\[
\mathcal{A} = \text{Op}_N (a_{c_2})^* \text{Op}_N (a_{c_2}) - \text{Op}_N (a_{c_1})^* \text{Op}_N (a_{c_1}).
\]
From Lemma 2.16, \( A = \text{Op}_N \left( |a_{c_2}|^2 - |a_{c_1}|^2 \right) + O \left( N^{-\frac{1}{4}} \right) \). Since \( |c_1(w)| \leq c_2(w) \) we have \( 0 \leq |a_{c_2}|^2 - |a_{c_1}|^2 \in S_{L, \frac{1}{2}, \frac{1}{4}} \). Applying Gårding inequality from Lemma 2.25, 

\[
\langle \text{Op}_N \left( |a_{c_2}|^2 - |a_{c_1}|^2 \right) u, u \rangle \geq -CN^{-\frac{1}{2}} \|

\]

from which we deduce the lemma. \( \square \)

Using the property we prove Proposition 3.12. There exists constants \( C'_1, C'_2, C'_3 \in \mathbb{R} \), independent of \( \delta \), such that for every \( u \in \mathcal{H}_N \),

\[
\| A_{\mathcal{Z},N} u \|_{\mathcal{H}_N} \leq \frac{C'_1}{\delta} \| \text{Op}_N (a) u \| + \frac{C'_2 \log N}{\delta} \min_{z \in \mathcal{C} : |z| = 1} \| (\mathcal{M}_N (\gamma) - z) u \|_{\mathcal{H}_N} + \frac{C'_3}{N^{1/4} \delta} \| u \|_{\mathcal{H}_N}. \quad (36)
\]

**Proof.** The indicator function \( 1_{\mathcal{Z}} \) satisfies \( 0 \leq \delta 1_{\mathcal{Z}} \leq F \leq 1 \), with \( F \) defined in \([F]\), hence from the almost-monotonicity property in Lemma 3.11, 

\[
\delta \| A_{\mathcal{Z},N} u \|_{\mathcal{H}_N} \leq \| A_{F,N} u \|_{\mathcal{H}_N} + O \left( N^{-\frac{1}{2}} \right) \| u \|_{\mathcal{H}_N}. \quad (37)
\]

We note that

\[
A_{F,N} = \frac{1}{T} \sum_{w \in \mathcal{W}(T), w_j = 1}^{T-1} A_{w,N} = \frac{1}{T} \sum_{j=0}^{T-1} A_{1,N} (j), \quad (38)
\]

From \((37)\) and \((38)\),

\[
\delta \| A_{\mathcal{Z},N} u \| \leq \| A_{F,N} u \| + O \left( N^{-\frac{1}{2}} \right) \| u \| \leq \frac{1}{T} \sum_{j=0}^{T-1} \| A_{1,N} (j) u \| + O \left( N^{-\frac{1}{2}} \right) \| u \|_{\mathcal{H}_N}
\]

which by Lemma 3.10 implies \((36)\).

\( \square \)

To finish the proof of Proposition 3.5 we connect between short logarithmic times and long logarithmic ones.

**Proof of Proposition 3.5.** We observe that \( \mathcal{Y} = \bigsqcup_{j=1}^{8} \mathcal{Y}_j \) with

\[
\mathcal{Y}_j = \left\{ w = w^{(1)} \cdots w^{(8)} \in \mathcal{W}(8T) : w^{(1)} \cdots w^{(j-1)} \in \mathcal{W}(T), w^{(j)} \in \mathcal{Z}, w^{(j+1)} \cdots w^{(8)} \in \mathcal{W}(T) \setminus \mathcal{Z} \right\}.
\]

Since \( \sum_{w \in \mathcal{W}(n)} A_{w,N} = \text{Id}_{\mathcal{H}_N} \) for every \( 1 \leq n \leq 8T \),

\[
A_{\mathcal{Y}_j,N} = \sum_{w = w^{(1)} \cdots w^{(8)} \in \mathcal{Y}_j} A_{w^{(1)} \cdots w^{(8)},N}
\]
We can construct a smooth partition of unity: choose a smooth indicator function \( \mathbf{1} \) and therefore for every function \( u \in \mathcal{H}_N \),

\[
\| A_{y,N}u \|_{\mathcal{H}_N} \leq C \sum_{j=1}^{8} \| A_{y_j,N}u \|_{\mathcal{H}_N} \leq 8C \| A_{z,N}u \|_{\mathcal{H}_N}.
\]

We note that applying Lemma 3.11 there exist constants \( C, C' > 0 \), independent of \( N \), such that

\[
\| A_{W(T)\setminus Z,N} \| \leq \| \text{Id}_{\mathcal{H}_N} \|_{\mathcal{H}_N} + C' N^{-\frac{1}{8}} \leq C
\]

and therefore for every function \( u \in \mathcal{H}_N \),

\[
\| A_{y,N}u \|_{\mathcal{H}_N} \leq C \sum_{j=1}^{8} \| A_{y_j,N}u \|_{\mathcal{H}_N} \leq 8C \| A_{z,N}u \|_{\mathcal{H}_N}.
\]

From Proposition 3.12 there are constants \( C_1, C_2 \in \mathbb{R} \) such that

\[
\| A_{y,N}u \| \leq \frac{C_1}{\delta \log |\lambda_u|} \| \text{Op}_N (a) u \| + 16C_1 \frac{\log N}{\delta \log |\lambda_u|} \min_{z \in \mathbb{C}; |z|=1} \| (\mathcal{M}_N (\gamma) - z) u \|_{\mathcal{H}_N} + \frac{C_2}{N^{\frac{1}{8}}} \| u \|_{\mathcal{H}_N}.
\]

\[
\square
\]

4. \( \nu \)-porous sets used for proving Proposition 3.6

The next two sections are dedicated to deducing Proposition 3.6 from a version of the fractal uncertainty principle presented in [DJS]. We first prove a similar result for the Weyl quantization \( \text{Op}_h \) acting on \( L^2 (\mathbb{R}) \) and then pass to \( \text{Op}_N \) by Lemma 2.19.

4.1. Introducing a partition of unity by smooth cut-offs on \( \mathbb{R}^2 \). We equip \( \mathbb{R}^2 \) with the \((x, \xi)\) coordinates. We recall that \( \ell \) is a change of coordinates from the \((y, \eta)\)-coordinates to \((x, \xi)\) -coordinates. In order to simplify the proofs we consider ”twisted” symbols \( b_{\nu,t} \) in \([40]\) supported on \( \ell^{-1} \text{supp} (a_s \ast \gamma) \) for \( t \in [-T', 1, T'] \). We construct a smooth partition of unity on \( \mathbb{R}^2 \): We tile \( \mathbb{R}^2 \) by fundamental cells of the lattice \( \ell^{-1} \mathbb{Z}^2 \): fix a fundamental cell of the lattice \( \ell^{-1} \mathbb{Z}^2 \) and denote it by \( S^0 \). One can consider its \( \kappa \)-thickening, denoted as \( S^0 (\kappa) = S^0 + B (0, \kappa) \) (where \( B (0, \kappa) = \{(y, \eta) : y^2 + \eta^2 < \kappa^2\} \)).

Denote the projections of \( S^0 (\kappa) \) to the coordinate axes by \( \Pi_y (S^0 (\kappa)) \), \( \Pi_\eta (S^0 (\kappa)) \) and the diameters of the projections by

\[
\ell_y = \max_{y, y' \in \Pi_y S^0 (\kappa)} |y - y'|, \quad \ell_\eta = \max_{\eta, \eta' \in \Pi_\eta S^0 (\kappa)} |\eta - \eta'|.
\]

We can construct a smooth partition of unity: choose a smooth indicator function \( \mathbf{1}_{S^0}^\kappa \) supported inside \( S^0 (\kappa) \), attaining the value 1 on some non-empty subset of \( S^0 \) and \( \sum_{m \in \mathbb{Z}^2} \mathbf{1}_{S^0}^\kappa = 1 \) with

\[
\mathbf{1}_{S^0}^\kappa (y, \eta) = \mathbf{1}_{S^0}^\kappa (y, \eta - \ell^{-1} m).
\]
Then the periodization of $1_{S_m}$ gives such partition. For every $a \in C^\infty (\mathbb{R}^2)$ we define its truncation on $S_m^m (\kappa) = S^0 (\kappa) + \nu^{-1} m$ by

$$ m a = a \cdot 1_{S_m} . $$

We recall the notion of $\nu$–porous subsets of $\mathbb{R}$:

**Definition 4.1.** Let $\nu \in (0,1)$ and $0 \leq \tau_0 \leq \tau_1$. A subset $\Omega \subset \mathbb{R}$ is $\nu$–porous on scales $[\tau_0, \tau_1]$ if for each interval $I$ of Lebesgue measure $|I| \in [\tau_0, \tau_1]$ there exists a sub-interval $J \subset I$ such that $|J| = \nu |I|$ and $J \cap \Omega = \emptyset$.

Recalling (30) and $\epsilon \in \{1, 2\}$ we denote the twist of the symbol $a_\epsilon$ evolved at time $t$ by

$$ b_{\epsilon,t} = a_\epsilon \circ \gamma^t \circ \tau. $$

Let us recall that $T' = 4T$ (where $T$ is defined in (13)) and consider long words $w \in \mathcal{W} (2T')$. Every such word can be written as concatenation of two words of length $T'$, that is $w = w^- w^+$ with $w^\pm \in \mathcal{W} (T')$,

$$ w^+ = w^+_T \ldots w^+_1 \quad w^- = w^-_0 \ldots w^-_{T'+1} \quad w^+_k = w_{k+T'-1} \quad -T' + 1 \leq k \leq T', $$

and the associated symbols

$$ b^+_w = \prod_{k=1}^{T'} b_{w^+_k, k} = \prod_{k=1}^{T'} a_{w^+_k} \circ \gamma^k \circ \tau, \quad b^-_w = \prod_{k=-T'+1}^{0} b_{w^-_k, k} = \prod_{k=-T'+1}^{0} a_{w^-_k} \circ \gamma^k \circ \tau. $$

We recall that $m b^+_w$ is the truncation of $b^+_w$ in $S^m (\kappa)$ (see (39)), and we define the associated projections by

$$ m \Omega^+_w = \Pi_\gamma \left( \text{supp } m b^+_w \right), \quad m \Omega^-_w = \Pi_\gamma \left( \text{supp } m b^-_w \right). $$

Recalling that the $y$–axis corresponds to the unstable direction of $\nu^{-1} \circ \gamma \circ \tau$ and that the $\eta$–axis corresponds to the stable direction of it we prove the following central lemma:

**Proposition 4.2.** There exist $K > 0$ and $\nu \in (0,1)$ such that the sets $m \Omega^\pm_w$ are $\nu$–porous on scales $[K \hbar^\rho, 1]$.

**Proof.** We prove the porosity statement only for $m \Omega^+_w$ as the proof for $m \Omega^-_w$ follows along the same lines. For simplicity we take $m = 0$ as the proof for the general case is analogous and follows by translation. The proof relies on the correspondence between finite intervals in $\mathbb{R}$ and unstable sub-orbits of $\gamma$.

1. For every fixed $(v_0, t_0) \in \mathbb{T}^2 \times \mathbb{R}$ we define the truncated unstable orbit of length $\tau$ by

$$ \mathcal{O}_{v_0, t_0, \tau} := \{ \mathcal{H}_u (v_0, t) : t \in [t_0, t_0 + \tau] \}. $$

We denote for brevity $\mathcal{O}_{v_0, \tau} := \mathcal{O}_{v_0, 0, \tau}$. Denote the ball of radius $r$ centered at $(y, \eta)$ by $\mathbb{B} (\{ (y, \eta), r \})$. Let us recall from the construction above that (cf. Figure 2)

$$ \mathcal{K}_1 \subset \mathbb{T}^2 \setminus \text{supp } (a_1), \quad \mathcal{K}_2 \subset \mathbb{T}^2 \setminus \text{supp } (a_2) $$

(43)
are both open hence there exists \( \kappa' > 0 \) and balls \( B_1((y_1, \eta_1), \kappa') \), \( B_2((y_2, \eta_2), \kappa') \) \( \subset \mathbb{T}^2 \) such that 
\[
B_1((y_1, \eta_1), \kappa') \subset K_1, \quad B_2((y_2, \eta_2), \kappa') \subset K_2.
\]
We note that each ball \( B_p((y_p, \eta_p), \kappa') \) contains a smaller ball \( K'_p := B((y_p, \eta_p), \kappa'/4) \). Henceforth let us denote the Euclidean distance (both in \( \mathbb{R}^2 \) and in \( \mathbb{T}^2 \)) by \( d_{Euc} \). From the construction 
\[
d_{Euc}(\partial K'_p, K'_p) \geq \frac{3}{4} \kappa'.
\] (44)

2. Let us prove that if a truncated unstable orbit is long enough it has to pass through both sets \( K'_p \) and moreover that the lengths of the truncated orbits lying inside \( K'_p \) are uniformly bounded from below. In other words, we show that:

There exist some \((L, \ell) \in (\mathbb{R}_+^*)^2 \) with \( L > \ell \) such that for every \( v_0 \) the truncated unstable orbit \( O_{v_0, L} \) contains sub-orbits \( O_{v_0, L, \ell}, O_{v_0, L, \ell} \) satisfying \( O_{v_0, L, \ell} \subset K'_j \). Assume to the contrary that for every \((L, \ell) \) there exists an orbit \( O_{v_0, L} \) which does not contain either a sub-orbit \( O_{v_0, L, \ell} \subset K'_i \) or a sub-orbit \( O_{v_0, L, \ell} \subset K'_2 \). Let us consider the sequences \( L_n = n \) and \( \ell_n = \frac{1}{n} \) and construct a sequence of sub-orbits of lengths \( L_n \); for every \( n \) there exists a vector \( v_n \in \mathbb{T}^2 \) such that the orbit \( O_{v_n, L_n} \) does not contain a sub-orbit \( O_{v_n, L_n, \ell_n} \subset K'_j \). Since \( \mathbb{T}^2 \) is compact there exist a convergent sub-sequence of vectors \( v_{n_k} \to v_\infty \in \mathbb{T}^2 \). Applying the assumption, for every \( k \in \mathbb{N} \) there exist \( \epsilon_k \in \{1, 2\} \) such that the orbit \( O_{v_{n_k}, n_k} \) does not contain a sub-orbit \( O_{v_{n_k, \epsilon_k, n_k}^{-1}} \subset K'_k \). Possibly extracting a sub-sequence, we can ensure that for every \( k \) \( \epsilon_k = \epsilon \). Letting \( k \to \infty \) the sub-orbits \( \{O_{v_{n_k, \epsilon, n_k}}\}_k \) converge to a full orbit \( O_{v_\infty} \) which does not intersect \( K'_j \). Since the latter is a proper open subset of \( \mathbb{T}^2 \), it is a contradiction to the minimality of the horocyclic flow we proved in \([\text{Lemma 2.4}]\) and thus we have proved the claim.

3. Fix some big constant \( K > 0 \) and let \( I = I(h) \subset \mathbb{R} \) be an interval with \(|I| \in [Kh^\rho, 1]\) and let 
\[
k_0 = \left\lfloor \frac{\log \left( 8 \sqrt{(m_u - m_s) (1 + m_s^2)} (1 + \kappa) \right)}{\log |\lambda_u|} - \log (3\kappa') \right\rfloor.
\] (45)
Recall (1) and define
\[
k = \min_{k_0 < j < L} \{j : |\lambda_u|^j |I| \geq L\}.
\] (46)

4. Let us associate to \( I \) a truncated unstable orbit: Recalling the projection \( \pi \) from (4) we consider the set 
\[
O_I := \left\{ \pi \circ \iota \left( \begin{array}{c} y \\ 0 \end{array} \right) : y \in I \right\} = \{\pi(y,u) : y \in I \} \subset \mathbb{T}^2.
\] (47)
From \([\text{Lemma 2.1}]\) it is indeed a truncated unstable orbit of length \(|I|\).

5. Recalling (6) implies that \( \gamma^k O_I \) is an orbit of length \(|\lambda_u|^k \cdot |I| \geq L\). From \([\text{part 2}]\) and \([\text{part 4}]\) there exists a sub-orbit \( O'I' \subset \gamma^k O_I \cap K'_{w^+} \) of length \( \ell \). Then there exists a sub-interval \( J \subset I \) such that \( \gamma^{-k} O'_J = \{ \pi \circ \iota \left( \begin{array}{c} y \\ 0 \end{array} \right) : y \in J \} \) and \(|J| = |\lambda_u|^{-k} \ell\).
6. For establishing the porosity let us first show that there exists some \( \nu \in (0, 1) \) such that
\[
|I| |\lambda_u|^k < |\lambda_u| L,
\]
which implies
\[
\frac{\ell}{L} \geq \frac{|J|}{|I|} = \frac{\ell |\lambda_u|^{-k}}{|\lambda_u| L} = \frac{\ell}{|\lambda_u| L}.
\]
Similarly if \( k = k_0 + 1 \),
\[
\frac{\ell}{L} \geq \frac{|J|}{|I|} = \frac{\ell |\lambda_u|^{-k_0-1}}{|\lambda_u| L} = \frac{\ell}{|\lambda_u| L}.
\]

As follows, taking \( \nu = \frac{\ell}{|\lambda_u|^{k_0+1} L} \) both (48) and (49) are satisfied.

7. For demonstrating the \( \nu \)-porosity of \( 0 \Omega^+_w \) let us prove that for the choice of \( k_0 \) in (45) \( J \) does not intersect \( 0 \Omega^+_w \). Assume to the contrary there is some \( y \in J \cap 0 \Omega^+_w \) then it can be lifted to a point \( (y, \eta) \in \text{supp} \mathcal{b}_w \) for some \( \eta \in \mathbb{R} \). Let us write,
\[
\gamma^k \circ \pi \circ \iota \begin{pmatrix} y \\
\eta \end{pmatrix} = \gamma^k \circ \pi \circ \iota \begin{pmatrix} y \\
0 \end{pmatrix} + \gamma^k \circ \pi \circ \iota \begin{pmatrix} 0 \\
\eta \end{pmatrix}.
\]

From the construction of \( J \) we deduce that the first summand is in \( \mathcal{K}'_{w_k} \). Since \( (y, \eta) \in S^0 (\kappa) \) we can bound \( |\eta| \leq \ell_{\eta} \). Let us bound the second summand as well: We recall that \( \iota^{-1} \) maps any truncated stable orbit \( O^s_{v_0, t_0, \tau} := \{ H_s (v, t) : t \in I' = [t_0, t_0 + \tau] \} \) to an interval \( I'' \subset \{ c \} \times \mathbb{R} \) (for some \( c \in \mathbb{R} \)) and that
\[
d_{\text{Euc}} (\iota^{-1} H_s (v_0, t_0), \iota^{-1} H_s (v_0, t_0 + \tau)) = \| \iota^{-1} v_s \| \tau.
\]

We note that
\[
\left\{ \gamma^k \circ \pi \circ \iota \begin{pmatrix} 0 \\
\eta \end{pmatrix} : |\eta| \leq \ell_{\eta} \right\} = 2 \ell_{\eta} |\lambda_u|^{-k} \| v_s \|
\]
and
\[
\left| \iota^{-1} \circ \gamma^k \circ \iota \begin{pmatrix} 0 \\
\eta \end{pmatrix} \right| \leq 2 \frac{\ell_{\eta}}{\sqrt{m_w - m_s}} \left| \iota^{-1} \circ \gamma^k v_s \right| = 2 \ell_{\eta} |\lambda_u|^{-k} \| v_s \| .
\]

As follows the length of the truncated stable orbit \( \{ \gamma^k \circ \pi \circ \iota \begin{pmatrix} 0 \\
\eta \end{pmatrix} : |\eta| \leq \ell_{\eta} \} \) is bounded from above by \( 2 \ell_{\eta} |\lambda_u|^{-k_0} \| v_s \| \). From the choice of \( k_0 \) in (45) the second summand in (50) is bounded from above by \( \frac{3}{2} \kappa' \) and from (44) (see Figure 3) adding it to the first summand, \( \gamma^k \circ \pi \circ \iota \begin{pmatrix} y \\
\eta \end{pmatrix} \in \mathcal{K}'_{w_k} \subset \text{supp} \left( a_{w_k} \right) \) or equivalently \( (y, \eta) \notin \text{supp} \left( b_w \right) \) which is a contradiction.

\( \square \)
5. An estimate on words in the uncontrolled region

We begin this section by connecting between the operator $A_w$ and $\text{Op}_h (b^+_w)$: The quantization of $b^+_w$ satisfies a central role in estimating $\| A_w \|_{B(L^2(\mathbb{R}))}$ for $w \in \mathcal{W}(2T')$. Since $2T'$ is bigger than Egorov time $\log \frac{1}{\log |A_w|}$, we cannot view $A_w$ as a pseudo-differential operator having a symbol in the previously defined calculi. Nevertheless we show that $\| A_w \|$ equals to the norm of a product of two pseudo-differential operators up to some reminder. Recalling Remark 2.20, we will deduce an estimate on $\| A_{w,N} \|_{B(H_N)} \leq \| A_w \|_{B(L^2(\mathbb{R}))}$, proving Proposition 3.6. Using the unitarity of $\mathcal{M}_h \left( \gamma^{T'-1} \right)$ and Lemma 3.3

\[
\| A_w \|_{B(L^2(\mathbb{R}))} = \left\| A_{w_2^{-T'-1}} (2T' - 1) A_{w_2^{-2T'-2}} (2T' - 2) \cdots A_{w_{T'}} (T') \cdots A_{w_{1}} (1) A_{w_{0}} \right\|_{B(L^2(\mathbb{R}))} \tag{51}
\]

\[
= \left\| \mathcal{M}_h \left( \gamma^{T'-1} \right) A_{w_2^{-T'-1}} (2T' - 1) \cdots A_{w_{1}} (1) A_{w_{0}} \mathcal{M}_h \left( \gamma^{-T'+1} \right) \right\|_{B(L^2(\mathbb{R}))}
\]

\[
= \left\| A_{w_2^{-T'-1}} (T') \cdots A_{w_{T'}} (1) \cdots A_{w_{1}} (-T' + 2) A_{w_{0}} (-T' + 1) \right\|_{B(L^2(\mathbb{R}))}
\]
We will apply the Cotlar-Stein theorem (cf. Theorem 5.7 below) in order to prove that

\[ m, m' \]

We begin by obtaining local estimates. Let us define for every \( m \)

\[ \text{Proposition 5.1.} \] There exists \( \beta \) \( \text{denoted by} \) \( \chi \) smooth cutoffs on a compact \( I \)

\[ 5.1.1. \text{Proposition 3.6.} \] For every \( m, m' \leq \text{Proof of Proposition 3.6.} \] Combining Proposition 5.1, (52), the unitarity of \( M \), \( w \) \( \text{Proposition 5.2 below.} \]

In this subsection we combine the porosity of the sets \( m, m' ) \) proved in Proposition 4.2 with the fractal uncertainty principle in order to deduce \( \text{Proposition 5.1.} \]. We will apply the Cotlar-Stein theorem (cf. Theorem 5.7 below) in order to prove that \( \text{Proposition 5.1.} \]

\[ \| \text{Proposition 5.1.} \| = O ( h^{\beta'} ) \] \( \text{Combining Proposition 5.1, (52), the unitarity of} \) \( M \) \( \text{Lemma 2.19} \) we deduce \( \text{Proposition 3.6.} \) for every \( w \in \mathcal{X} \)

\[ \| A_{w,N} \|_{\mathcal{B}(H_N)} \leq \| A_{w} \|_{\mathcal{B}(L^2(\mathbb{R}))} \leq C h^{\beta'} . \]

where \( \beta' = \min\{ \beta, 1 - \rho \} \) for \( \beta \) defined in Proposition 5.2 below. For the rest of the section we prove Proposition 5.1. Let us denote

\[ \ell ( \kappa ) = \max\{ \ell_y, \ell_n \} . \] (53)

We begin by obtaining local estimates. Let us define for every \( m, m' \in \mathbb{Z}^2 \)

\[ m B_- = \text{Op}_h \left( m b_w^- \right), \quad m B_+ = \text{Op}_h \left( m b_w^+ \right) . \]

We will provide two distinct estimates on \( \| B_{(m,m')} \|_{L^2(\mathbb{R})} \) based on the distance between \( m \) and \( m' \). First we show that when \( m \) is in the vicinity \( m' \) this norm is \( O ( h^{\beta} ) \).

5.1.1. Local estimates corresponding to nearby fundamental cells. We recall the concept of smooth cutoffs on a compact \( I \subset \mathbb{R} \). Consider the \( K \)-thickened set \( I ( K ) = I + [-K, K] \). We consider the smooth cut-off \( \chi^K_I ( x ) \in C^\infty_c ( \mathbb{R} ) \) supported on \( I ( 2K ) \), equal to unity in \( I ( K ) \) and \( \chi^K_I ( (2K) ) \) \( (K) \) \( (x) \in [0,1] \). The non-smooth characteristic function of a compact \( I \subset \mathbb{R} \) will be denoted by \( 1_I \).
Then since $\chi$ with $T$ where $X$ version of it, \[ \text{Proof.} \]

Recall that $O(\|\int \text{integration by parts as in Remark 2.24 implies that the norm of the reminder is } S \text{ product in the class } w \text{ to halves of a word } C \text{ Lemma 5.4.} \]

The sharp cutoffs $\chi$ Lemma 5.3. \[ \text{The connection between } \beta \text{ to } \rho \text{ is expressed in } [DJN22] \text{ as } \beta = \beta_0 (2\rho - 1) \text{ for some constant } \beta_0 > 0. \]

\text{Lemma 5.3.} The sharp cutoffs $\chi_{Y(2K\hbar^\rho)}$ and $\chi_{X(2K\hbar^\rho)}$ in \text{Proposition 5.2} can be replaced by their smooth counterparts $\chi_{Y(2K\hbar^\rho)}^{K\hbar^\rho}$ and $\chi_{X(2K\hbar^\rho)}^{K\hbar^\rho}$. Indeed, \[ \| \chi_{Y(2K\hbar^\rho)}^{K\hbar^\rho} F_h^{-1} \chi_{X(2K\hbar^\rho)}^{K\hbar^\rho} \|_{L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})} = \| \chi_{Y(2K\hbar^\rho)}^{K\hbar^\rho} F_h^{-1} \chi_{X(2K\hbar^\rho)}^{K\hbar^\rho} \|_{L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})} \leq \| \chi_{Y(2K\hbar^\rho)}^{K\hbar^\rho} F_h^{-1} \chi_{X(2K\hbar^\rho)}^{K\hbar^\rho} \|_{L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})} \leq C \hbar^\beta \]

Suppose the intersection of the fundamental cells is non-empty we deduce a bound on the norm $\| mB_+ m'B_- \|$ in virtue of the fractal uncertainty principle, or rather its formulation in \text{Lemma 5.3} above, \[ \text{Lemma 5.4.} \] Let $m, m' \in \mathbb{Z}^2$ then there exists $\beta > 0$, independent of $m$ and $m'$, and a constant $C' > 0$ such that for every $h \in (0, 1]$ \[ \sup_{w = w_+ \in W(2T')} \| mB_+ m'B_- \| \leq C' \hbar^\beta \]

with $T'$ specified in \text{(1)}, $mB_+ = Op_h (m b_+)$ and $m'B_- = Op_h (m' b_-)$, the operators corresponding to halves of a word $w \in W(2T')$ (see \text{[41]}). \[ \text{Proof.} \]

Recall that $\chi_{m\Omega^+_w}^{K\hbar^\rho} \in C^\infty_c (\mathbb{R})$ is unity on $m\Omega^+_w (K\hbar^\rho)$ and that $\Pi_{y, \text{supp } (m b_+)} \subset m\Omega^+_w$. Then since $\chi_{m\Omega^+_w}^{K\hbar^\rho} = Op_h \left( \chi_{m\Omega^+_w}^{K\hbar^\rho} \right)$ and since we can take $\chi_{m\Omega^+_w}^{K\hbar^\rho} \in S_{L^2, \rho, 0} (\mathbb{R}^2)$, from the Moyal product in the class $S_{L^2, \rho, 0}$: \[ mB_+ \chi_{m\Omega^+_w}^{K\hbar^\rho} = mB_+ + Op_h (r_+) \]

In fact, since all terms of the Moyal product of $mB_+ \chi_{m\Omega^+_w}^{K\hbar^\rho}$, except the first vanish repeated integration by parts as in \text{Remark 2.24} implies that the norm of the reminder is $\| Op_h (r_+ \| = O (h^\infty)$. Analogously, since $\chi_{m\Omega^-_w}^{K\hbar^\rho} \in C^\infty_c (\mathbb{R})$ and $\Pi_{y, \text{supp } (m b_-)} \subset m\Omega^-_w$ \[ F_h^{-1} \chi_{m\Omega^-_w}^{K\hbar^\rho} F_h m'B_- = m'B_- + O_{B(\mathbb{R}^2)} (h^\infty) \].
As a result,
\[
\| mB_+ m'B_- \| \leq \left\| mB_+ \chi^{K\hbar^\rho}_{m'w} \mathcal{F}_h^{-1} \chi^{K\hbar^\rho}_{m w} \mathcal{F}_h m'B_- \right\| + O (h^\infty)
\]
\[
\leq \| mB_+ \| \| m'B_- \| \cdot \left\| \chi^{K\hbar^\rho}_{m'w} \mathcal{F}_h^{-1} \chi^{K\hbar^\rho}_{m w} \right\| + O (h^\infty).
\]

There exists \(\nu \in (0, 1)\) and a large \(K\) such that \(m\Omega^+_w\) and \(m\Omega^-_w\) are \(\nu\)-porous sets on scales \([K\hbar^\rho, 1]\). From Lemma 2.17 the norms of \(mB_\pm\) are uniformly bounded. Applying Lemma 5.3 there is some \(\beta > 0\) such that
\[
\| mB_+ m'B_- \| \leq C' \| \chi^{K\hbar^\rho}_{m'w} \mathcal{F}_h^{-1} \chi^{K\hbar^\rho}_{m w} \| + O (h^\infty) \leq C'h^\beta.
\]

\(\square\)

5.1.2. Local estimate for distant fundamental cells. We next provide a local estimate when the two cutoffs are disjoint:

**Lemma 5.5.** Let \(k \in \mathbb{N}^*\) be a large integer, \(\rho \in [0, 1)\) and \(m, m' \in \mathbb{Z}^2\) such that \(\| h^{-1} (m - m') \| \geq 10\ell (\kappa)\). Then

there exist a universal constant \(M \in \mathbb{N}\) and a scalar \(C_k\) independant of \(m, m'\) such that for every \(\alpha, \beta \in C^\infty_\rho (\mathbb{R}^2)\) satisfying \(\alpha, \beta \in \mathbb{S}_\rho (\mathbb{R}^2)\)

\[
\| \text{Op}_h (m \alpha) \text{Op}_h (m' \beta) \| \leq C_k \frac{N_{k+M} (\alpha) N_{k+M} (\beta)}{\| m - m' \|^k} h^{k(1-\rho)+M(\frac{1}{2}-\rho)-2},
\]

where \(N_k\) is defined by

\[
N_k (\alpha) := \max_{|\alpha| \leq k, h \in (0, 1]} (h^{\rho |\alpha|} \| \partial^\alpha \alpha \|_\infty).
\]

The proof of the lemma is a direct adaptation of [Zwo12] Theorem 4.11.ii] followed by a Calderon-Vaillancourt estimate,

**Sketch of proof.**

1. Let us denote the symplectic form on \(\mathbb{R}^2\) by \(\sigma\). Denote by \(m, m' \epsilon\) the Moyal product of the symbols, i.e.,

\[
\text{Op}_h (m, m' \epsilon) = \text{Op}_h (m \alpha) \text{Op}_h (m' \beta).
\]

Recall the integral representation of \(m, m' \epsilon\) given by

\[
m, m' \epsilon (Z) = \mathcal{I} (Z) = \frac{1}{(\pi \hbar)^2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} e^{-\frac{Z}{\hbar}(Z_1, Z_2)} m \alpha \ (Z - Z_1) m' \beta \ (Z - Z_2) \ dz_1 dz_2. \quad (54)
\]

2. Let us bound the derivatives \(\partial^\gamma_{Z, m, m'} \epsilon\). Due to the support properties of \(m \alpha\) and \(m' \beta\), the integrand in (54) is supported on a set of bounded volume away from the origin and as a result one can show that \(\| z \|_2 = \| (z_1, z_2) \|_2 \geq 8\ell (\kappa)\). We deduce that \(\| \nabla \sigma \|\) does not vanish anywhere on its support as

\[
\| \nabla \sigma \|_2 = \| (\eta_2, -y_2, -\eta_1, y_1) \|_2 = \| z \|_2 \geq 8\ell (\kappa).
\]
Define now the differential operator
\[ D (a) = -\frac{\hbar}{2i} \left( \nabla \sigma, \nabla a \right), \quad D : C^\infty (\mathbb{R}^4) \to C^\infty (\mathbb{R}^4). \] (55)

Then since \( \nabla \sigma (z) \) is a linear function of \( z \), for every \( k \in \mathbb{N}^* \),
\[ \left| \left( i D^k a \right) (z) \right| \leq C h^k \sum_{j=0}^{k} \frac{\| \partial^j a \|}{\| z \|^{2k-j}}. \]

For every \( k \in \mathbb{N}^* \) we recall that since \( a, \beta \in S_p (\mathbb{R}^2) \),
\[ \| \partial^j (m a (Z - z_1) m' \beta (Z - z_2)) \| \leq C j h^{-\rho j} \]
thus
\[ \left| \left( i D^k (m a (Z - z_1) m' \beta (Z - z_2)) \right) \right| \leq C h^k \left( \sum_{j=0}^{k} \frac{\| \partial^j (m a m' \beta) \|}{\| z \|^{2k-j}} \right) \leq C_k h^{k(1-\rho)} \frac{N_k (a) N_k (\beta)}{\| z \|^k}. \] (56)

3. Let us estimate the integral appearing in [54] through integration by parts. We recall that the integral is supported on a product of two compact domains thus we can apply change of variable
\[ z_1 := \ell^{-1} m - Z + c_1, \quad z_2 := \ell^{-1} m' - Z + c_2 \]
for some \( c_1, c_2 = O (1) \). Using the Pythagorean law and then the reverse triangle inequality
\[ \left| \left( i D^k (m a (Z - z_1) m' \beta (Z - z_2)) \right) \right| \leq C_k \frac{h^{k(1-\rho)} N_k (a) N_k (\beta)}{\left( \| z_1 \|^2 + \| z_2 \|^2 \right)^{k/2}} \] (57)
\[ \leq C_k \frac{h^{k(1-\rho)} N_k (a) N_k (\beta)}{\left( \| \ell^{-1} m - Z + c_1 \|^2 + \| \ell^{-1} m' - Z + c_2 \|^2 \right)^{k/2}} \]
\[ \leq \left( \| \ell^{-1} (m - m') \|^2 - 2 \ell (\kappa) \right)^2 + 4 \left( \| Z - \frac{1}{2} \ell^{-1} (m + m') \|^2 - 2 \ell (\kappa) \right)^2 \right)^{k/2} \]
and therefore integrating over \( c_1, c_2 \) we get
\[ |_{m',c} (Z) = |I (Z)| \leq C'' (N_k (a), N_k (\beta)) \text{ Vol } (S^0 (\kappa))^2 \left( \| \ell^{-1} (m - m') \|^2 - 2 \ell (\kappa) \right)^2 + 4 \left( \| Z - \frac{1}{2} \ell^{-1} (m + m') \|^2 - 2 \ell (\kappa) \right)^2 \right)^{k/2} \]

Finally, in order to apply Calderon-Vaillancourt theorem we establish uniform estimates on a finite number of derivates of \( m',c : \) Denoting \( C_{m',\ell(\kappa)} = (\| \ell^{-1} (m - m') \|^2 - 2 \ell (\kappa) \|^2 \) and
applying integration by parts for every multi-index $\gamma \in \mathbb{N}^2$,
\[
|\partial_{Z_{m,m'}} Z (Z)| \leq \frac{C_k' N_{k+|\gamma|} (6) N_{k+|\gamma|} (6)}{C_{m,m',\ell(x)}^2 + \left( \left\| Z - \frac{1}{2} u^{-1} (m + m') \right\| - 2 \ell \right)^2} h^{k(1-\rho)-|\gamma|\rho-2},
\]

4. The estimates on the derivatives of $m,m' \hat{e}$ give an upper bound on $\|\operatorname{Op}_h ((m,m') \hat{e})\|_{B(L^2(\mathbb{R}))}$. We recall from [Zwo12, Theorem 5.1] for every $u \in L^2(\mathbb{R})$
\[
\operatorname{Op}_h ((m,m') \hat{e}) u = h^{-\frac{3}{2}} \operatorname{Op}_1 (m,m') \hat{u}, \quad \hat{u} (\hat{x}) = h^{\frac{3}{2}} \hat{u} \left( \sqrt{h} \hat{x} \right), m,m' \hat{e} (\hat{y}, \hat{\eta}) = m,m' \hat{e} \left( \sqrt{h} \hat{y}, \sqrt{h} \hat{\eta} \right)
\]
with the rescaling of $u$ being a unitary operator on $L^2(\mathbb{R})$ and $\hat{e} \in S_{\rho^{-\frac{1}{2}}}$. From [Zwo12, Theorem 4.23.ii] there exists some universal $M$ such that
\[
\|\operatorname{Op}_h ((m,m') \hat{e})\|_{B(L^2(\mathbb{R}))} \leq C \sum_{|\gamma| \leq M} h \frac{C_{m,m',\ell(x)}^2}{\sup_{Z} N_{k+|\gamma|} (6) N_{k+|\gamma|} (6)} \left( C_{m,m',\ell(x)}^2 + \left( \left\| \sqrt{h} Z - \frac{1}{2} u^{-1} (m + m') \right\| - 2 \ell \right)^2 \right) h^{k(1-\rho)+|\gamma|\left(\frac{1}{2} - \rho\right) - 2}
\]
The terms whose contributions to the sum are the largest are those corresponding to $|\gamma| = M$. Taking $k$ to be arbitrarily large, we get an $O(h^\infty)$ estimate and
\[
\|\operatorname{Op}_h ((m,m') \hat{e})\|_{B(L^2(\mathbb{R}))} \leq C_k M \frac{N_{k+M} (6) N_{k+M} (6)}{\|m - m'\|^k} \frac{1}{h^{k(1-\rho)+M\left(\frac{1}{2} - \rho\right) - 2}}.
\]

\[\square\]

**Remark 5.6.** Since $S_{L^x,\rho,0} (\mathbb{R}^2), S_{L^x,\rho,0} (\mathbb{R}^2) \subset S_{\rho} (\mathbb{R}^2)$ we deduce that $m b_w^+, m b_w^-, S_{\rho} (\mathbb{R}^2)$ and for every $k \in \mathbb{N}^* \setminus \{1, 2\}$ there exists a constant $C_k$ for which if $|\epsilon^{-1} (m - m')| > 10^\ell (k)$
\[
\|m B_{m,m'} B_{m'} \| \leq h^{k(1-\rho)+M\left(\frac{1}{2} - \rho\right) - 2} \frac{C_k}{\|m - m'\|^k}, \quad \|m B_{m,m'} B_{m'} \| \leq h^{k(1-\rho)+M\left(\frac{1}{2} - \rho\right) - 2} \frac{C_k}{\|m - m'\|^k},
\]
where $M$ is the universal vonstant from Lemma 5.5 and $m B_{m,m'} = \operatorname{Op}_h (m b_w^+), m B_{m'} = \operatorname{Op}_h (m b_w^+)$ are the operators obtained from quantifying the product of $1_{S_m}^k$ with a symbol corresponding to a half of a long word $w \in \mathcal{W} (2T')$.

We deduce now Proposition 5.1 from the estimates above,
**Proof of Proposition 5.1.** Let us begin by recalling Cotlar-Stein theorem.

**Theorem 5.7** (Cotlar-Stein theorem, §3 in [Cot55], §VII.2.2 in [SM93]). Let \( \{A_j\}_{j \in \mathbb{N}} \) be a family of bounded operators on some Hilbert space \( \mathcal{H} \). Suppose the bounds

\[
\sup_j \sum_k \|A_j A_k\|_{\mathcal{H} \to \mathcal{H}} \leq C, \quad \text{and} \quad \sup_j \sum_k \|A_j A_k^*\|_{\mathcal{H} \to \mathcal{H}} \leq C
\]

hold then \( \sum_j A_j \) converges, in the strong operator topology, to an operator \( A \) satisfying \( \|A\|_{\mathcal{H} \to \mathcal{H}} \leq C \).

We will apply this theorem on the family \( \{B_{(n,n')}\}_{n,n' \in \mathbb{Z}^2} \). From the definition of \( b_{n,\pm}^k \) in (41) we note that \( \|\text{Op}_h \{a, b_{\pm}\}\| \leq C \) uniformly in \( n \in \mathbb{Z}^2 \) hence this family is bounded. We would like to show the boundedness of the sums. For that purpose let us define the relation \( \sim \) on \( \mathbb{Z}^2 \times \mathbb{Z}^2 \) by

\[
n \sim n' \iff \|\tau^{-1} (n - n')\| \leq 10\ell (\kappa) .
\]

Fix \( (q, q') \in \mathbb{Z}^4 \) and consider the sum \( \sum_{n,n' \in \mathbb{Z}^2} \|B^*_{(q,q')} B_{(n,n')}\| \). Splitting the summation over \( n \) and \( n' \),

\[
\sum_{n,n' \in \mathbb{Z}^2} \|B^*_{(q,q')} B_{(n,n')}\| = \sum_{n,n' \in \mathbb{Z}^2} \|q B^*_{-q} B^*_{n\pm n'} B_{-n'}\| \leq \sum_{n,n' \in \mathbb{Z}^2} \|B^*_{(q,q')} B_{(n,n')}\| + \sum_{n,n' \in \mathbb{Z}^2} \|B^*_{(q,q')} B_{(n,n')}\|.\]

Since \( q \in \mathbb{Z}^2 \) is fixed the first term is a finite summation on which we can apply Lemma 5.4 thus

\[
\sum_{n \sim n'} \|B^*_{(q,q')} B_{(n,n')}\| = O \left(h^n \right).
\]

Let us now consider the second summation. We split it as

\[
\sum_{n,n' : n \neq n' \text{ or } n \neq q} \|B^*_{(q,q')} B_{(n,n')}\| = \sum_{n,n' : n \neq n' \text{ or } n \neq q} \|B^*_{(q,q')} B_{(n,n')}\| + \sum_{n,n' : n \neq n' \text{ or } n \neq q} \|B^*_{(q,q')} B_{(n,n')}\|. \quad (59)
\]

In virtue of Lemma 5.5 applied both for \( \|q B^*_{\pm n} B_{\pm n'}\| \) and for \( \|B^*_{\pm n} B_{\pm n'}\| \) for every \( k > 3 \),

\[
\sum_{n,n' : n \neq n' \text{ or } n \neq q} \|B^*_{(q,q')} B_{(n,n')}\| \leq C_k h^{\frac{k}{2} - (1-\rho) + M\left(\frac{1}{2} - \frac{\rho}{2}\right)} \sum_{n,n' : n \neq n' \text{ or } n \neq q} \min \left\{ \|\tau^{-1} (n - q)\|^{-\frac{\rho}{2}}, \|\tau^{-1} (n - n')\|^{-\frac{\rho}{2}} \right\}
\]

\[
\leq C_k h^{\frac{k}{2} - (1-\rho) + M\left(\frac{1}{2} - \frac{\rho}{2}\right)} - 1.
\]
\[
\int_{\mathbb{R}^2 \setminus B(q',10\ell(\kappa))} \int_{\mathbb{R}^2 \setminus B(x,10\ell(\kappa))} \min \left\{ \left\| \iota^{-1} (\xi - q) \right\|^{-\frac{1}{2}}, \left\| \iota^{-1} (\xi^i - x) \right\|^{-\frac{1}{2}} \right\} \, d\xi \, dx
\]

\[
= C_k h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \sum_{n,n',n \sim n'} C_{n,n'} \left\| \iota^{-1} (n - q) \right\|^{-\frac{1}{2}} \leq O \left( h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \right).
\]

The other sums in the right hand side of (59) can be treated in a similar manner. First,

\[
\sum_{n,n',n \sim n'} \left\| B_{(q,q')^*} B_{(n,n')} \right\|^\frac{1}{2} \leq C \sum_{n,n',n \sim n'} C_{n,n'} \left\| qB_n + B_+ \right\|^\frac{1}{2}
\]

\[
\leq C_k h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \sum_{n,n',n \sim n'} C_{n,n'} \left\| \iota^{-1} (n - q) \right\|^{-\frac{1}{2}} = O \left( h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \right).
\]

and,

\[
\sum_{n,n',n \sim n'} \left\| B_{(q,q')^*} B_{(n,n')} \right\|^\frac{1}{2} \leq C \sum_{n \sim n'} \left\| nB_n \right\|^\frac{1}{2}
\]

\[
\leq C_k h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \sum_{n \sim n'} \left\| \iota^{-1} (n - n') \right\|^{-\frac{1}{2}} = O \left( h_{\frac{k}{2}(1-\rho)+M(\frac{1}{4}-\frac{1}{2}\rho)-1} \right).
\]

The estimates above yield

\[
\sup_{(q,q') \in \mathbb{Z}^4} \sum_{(n,n') \in \mathbb{Z}^4} \left\| B_{(q,q')^*} (B_{(n,n')}) \right\|^\frac{1}{2} = \sup_{(q,q') \in \mathbb{Z}^4} \sum_{(n,n') \in \mathbb{Z}^4} \left\| qB_{-q}^* B_n^* + B_+ nB_+ \right\|^\frac{1}{2} = O \left( h^2 \right).
\]

By analogous methods we obtain as well that

\[
\sup_{(q,q') \in \mathbb{Z}^4} \sum_{(n,n') \in \mathbb{Z}^4} \left\| B_{(q,q')^*} (B_{(n,n')}) \right\|^\frac{1}{2} = \sup_{(q,q') \in \mathbb{Z}^4} \sum_{(n,n') \in \mathbb{Z}^4} \left\| qB_+ qB_{-n}^* B_n^* - nB_+ \right\|^\frac{1}{2} = O \left( h^2 \right).
\]

From applying Cotlar-Stein theorem and recalling \( \sum_{m \in \mathbb{Z}^2} 1_{S_m} = 1 \)

\[
\sum_{n,n' \in \mathbb{Z}^2; \|n\|, \|n'\| < M} B_{(n,n')} \xrightarrow{M \to \infty} \text{Op}_h \left( \hat{b}_w^+ \right) \text{Op}_h \left( \hat{b}_w^- \right)
\]

in the strong operator topology and

\[
\left\| \text{Op}_h \left( \hat{b}_w^+ \right) \text{Op}_h \left( \hat{b}_w^- \right) \right\|_{B(L^2(\mathbb{R}))} = O \left( h^2 \right).
\]

(60)
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