Finite-Time Thermodynamics of Fluctuations in Microscopic Heat Engines
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Fluctuations of thermodynamic quantities become non-negligible and play an important role when the system size is small. We develop finite-time thermodynamics of fluctuations in microscopic heat engines whose environmental temperature and mechanical parameter are driven periodically in time. Within the slow-driving regime, this formalism universally holds in a coarse-grained time scale whose resolution is much longer than the correlation time of the fluctuations, and is shown to be consistent with the relation analogous to the fluctuation-dissipation relation. Employing a geometric argument, a scenario to simultaneously minimize both the average and fluctuation of the dissipation in the Carnot cycle is identified. For this simultaneous optimization, the existence of a zero eigenvalue of the singular metric for the scale invariant equilibrium state is found to be essential. Furthermore, we demonstrate that our optimized protocol can improve the dissipation and its fluctuation over the current experiment.

Introduction.— Technological development has enabled us to fabricate heat engines using small systems [1–9]. To understand the performance of such small engines, theories beyond the conventional thermodynamics for macroscopic systems, thermodynamics of small systems, is called for. Recent synergy between technology and the remarkable success of stochastic thermodynamics [10–16] in understanding thermodynamic properties of small systems [17] including micromachines using active matter [18–20] and biological systems [21] has led to a surge of activity on the study of microscopic heat engines [22–28], where effects of thermal fluctuation can play an important role [29–59].

For reversible heat engines under quasistatic operations, thermodynamics provides the celebrated Carnot bound on their efficiency, and some universal relations are also known even for fluctuations [38]. However, in the practical situations, heat engines are operated within a finite period of cycle. There, losses due to dissipation is inevitable, and how to reduce such dissipative loss is a crucial issue. Furthermore, since the amount of the dissipative loss in microscopic heat engines significantly varies for each trial (e.g., the fluctuation of the efficiency is of order unity in the experiment of Ref. [5]), how to suppress the fluctuation of the dissipation is an equally important agenda, which stands out as an open problem. Here, we formulate finite-time thermodynamics of fluctuations in microscopic heat engines which is applicable to the slow-driving regime and coarse-grained timescale. This formalism provides us a geometric description for fluctuation of the dissipation under finite-time operations. Geometric descriptions [60–66] of the mean value of the dissipative loss are known for both the macroscopic [67–69] and microscopic systems [27, 70–73]. It is noted that such a geometric description is also possible for its fluctuation. We apply our framework to the current experiment and provide an optimum scheme to minimize both the mean and the fluctuation of the dissipation simultaneously unlike trade-off optimization (see also [74] for trade-off optimization between work fluctuation and efficiency and [75–78] for recent works on optimization of the mean value). Interestingly, it is found that the scale invariance of the equilibrium state is essential for such a simultaneous optimization, and this optimization is possible only for cycles solely consisting of isothermal and isentropic strokes as the Carnot cycle. Since the dissipation is closely related to the efficiency, which is also fluctuating in microscopic heat engines, the reduction of its mean and fluctuation leads to an enhancement and stabilization of the efficiency.

Setup.— Consider a classical microscopic heat engine whose working substance is always in contact with an environment whose temperature $T$ is controllable. This is a standard setting for the experiments of the classical microscopic heat engines [3, 5, 7, 9]. The Hamiltonian $H_{\lambda_{w}}$ of the working substance has an external mechanical parameter $\lambda_{w}$ (or $V$). Therefore, the system has two control parameters $\lambda_{w}$ and $\lambda_{m} = T$, and the engine protocol is specified by a closed path $\mathcal{C}$ in the parameter space spanned by the vector $\lambda \equiv (\lambda_{m}, \lambda_{w})$. The parameters are varied cyclically to drive the state (more precisely, the phase space distribution function $p$) of the working substance to be periodic in time with the period $\tau$ of the cycle.

The generalized forces $(X_{w}, X_{m})$ conjugate to the parameters $(\lambda_{w}, \lambda_{m})$ are $(P, S) = (-\partial H_{\lambda_{w}} / \partial \lambda_{w}, -\ln p)$, where $P \equiv -\partial H_{\lambda_{w}} / \partial \lambda_{w}$ is the generalized pressure and $S \equiv -\ln p$ is the stochastic entropy. Note that $X_{w}$ and $X_{m}$ are random variables as functions of the phase space point $\Gamma$.

The loss of the energy due to driving with nonzero speed is quantified by the dissipated availability $A$ introduced by Salamon and Berry [67]: $A \equiv U - W$ with $W$ being the work output by the engine and $U$ being the effective energy input from the environment (not to be confused with the internal energy).
defined respectively as
\[ W \equiv \oint_{\gamma} PdV = \int_0^\tau dt \left( \frac{\partial H_{\lambda}}{\partial \lambda_w} \right) \lambda_w = \int_0^\tau dt X_w \dot{\lambda}_w, \quad (1) \]
\[ U \equiv \oint_{\gamma} TdS = \int_0^\tau dt T \frac{d}{dt} (-ln p) = \int_0^\tau dt \lambda_w \dot{X}_w, \quad (2) \]
where the dot denotes the time derivative. Here, \( A, W, \) and \( U \) are random variables. Note that \( T \) in \( U \) is the temperature of the environment instead of that of the working substance, and \( U \) is different from heat input in general, but agrees with the latter in the quasistatic limit.

In the following, we discuss the fluctuation of random variables. Fluctuation \( \Delta Y \) of a random variable \( Y \) is given by \( \Delta Y \equiv Y - \langle Y \rangle \), where \( \langle \cdots \rangle \) means an ensemble average.

Since the working substance is always in contact with the thermal environment, correlations of the physical quantities decay exponentially in time provided the driving is slow enough. In the coarse-grained time scale whose resolution is much longer compared to the decay time, such an exponential decay function can be well approximated by a delta function multiplied by its decay time constant (or the correlation time). Therefore, in the slow-driving regime and coarse-grained time scale, the two-time correlation function of the fluctuations could universally be written in the form of
\[ \langle \Delta X_\mu(t) \Delta X_\nu(t') \rangle = 2 \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle \tau_{\mu \nu}(t) \delta(t - t'), \quad (3) \]
where \( \tau_{\mu \nu}(t) \equiv \tau_{\mu \nu}(t) \) is the correlation time between \( \Delta X_\mu \) and \( \Delta X_\nu \) at time \( t \). In the following, we will formulate finite-time thermodynamics of fluctuations of the dissipated availability based on Eq. (3). The ansatz (3) is the minimal prescription to introduce the time scale to thermodynamics through \( \tau_{\mu \nu} \), which depends on microscopic details of the system.

First, we consider the variance \( \langle \Delta A^2 \rangle \) of \( A \) for a cycle given by \( \langle \Delta A^2 \rangle = \langle \Delta U^2 \rangle + \langle \Delta W^2 \rangle - 2 \langle \Delta U \Delta W \rangle \). Regarding the variance of \( W \), using Eq. (3) and the condition of the closed cycle such that the phase space distribution function at \( t = 0 \) and \( \tau \) are the same, \( p(0) = p(\tau) \), we obtain
\[ \langle \Delta W^2 \rangle = \int_0^\tau dt \int_0^\tau dt' \left[ \langle X_w(t) X_w(t') \rangle - \langle X_w(t) \rangle \langle X_w(t') \rangle \right] \]
\[ \times \dot{\lambda}_w(t) \dot{\lambda}_w(t') \]
\[ = 2 \int_0^\tau dt' \langle \Delta X_w^2(t) \rangle \tau_{ww}(t) \dot{\lambda}_w(t) . \quad (4) \]
By integrating by parts, \( U \) given by Eq. (2) can be rewritten as
\[ U = -\int_0^\tau X_w(t) \dot{\lambda}_w(t) dt + [X_w(t) - X_w(0)] \lambda_w(0) \] since \( \lambda_w(\tau = \lambda_w(0) \) but \( X_w(\tau) \neq X_w(0) \) in general. Thus, using Eq. (3) and the closed cycle condition as in the way to get Eq. (4), we obtain
\[ \langle \Delta U^2 \rangle = 2 \int_0^\tau dt \langle \Delta X_w^2(t) \rangle \tau_{ww}(t) \dot{\lambda}_w^2(t) + 2 \langle \Delta X_w^2(0) \rangle \dot{\lambda}_w^2(0) , \quad (5) \]
\[ \langle \Delta W \Delta U \rangle = -2 \int_0^\tau dt \langle \Delta X_w(t) \Delta X_u(t) \rangle \tau_{wu}(t) \dot{\lambda}_w(t) \dot{\lambda}_u(t) . \quad (6) \]
From Eqs. (4), (5), and (6), we finally obtain
\[ \langle \Delta A^2 \rangle = \int_0^\tau dt \sigma_{\mu \nu}^{(2)}(t) \dot{\lambda}_\mu(t) \dot{\lambda}_\nu(t) + 2 \langle \Delta X_{\nu}^2(0) \rangle \dot{\lambda}_{\nu}(0) \quad (7) \]
with
\[ \sigma_{\mu \nu}^{(2)}(t) \equiv 2 \tau_{\mu \nu}(t) \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle \equiv 2 \tau_{\mu \nu}(t) \sigma_{\mu \nu}(t) \quad (8) \]
for each \( (\mu, \nu) \) element, where \( \sigma_{\mu \nu}(t) \equiv \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle \) is the covariance matrix element between \( X_\mu \) and \( X_\nu \). Summation should be taken over \( (w,u) \) components for the repeated \( \mu \) and \( \nu \) in Eq. (7) and hereafter. For a continuous operation taking over consecutive \( N \) cycles, an average \( \langle \Delta A^2 \rangle \) of the fluctuation of \( A \) per cycle in the limit of \( N \to \infty \) is given by
\[ \langle \Delta A^2 \rangle = \frac{1}{N} \int_0^{N\tau} dt \sigma_{\mu \nu}^{(2)}(t) \dot{\lambda}_\mu(t) \dot{\lambda}_\nu(t) \]
\[ = \int_0^\tau dt \sigma_{\mu \nu}^{(2)}(t) \dot{\lambda}_\mu(t) \dot{\lambda}_\nu(t) , \quad (9) \]
since the second term of \( \langle \Delta A^2 \rangle \) in Eq. (7) comes solely from the end points and their contribution vanishes by taking the average over an infinite number of cycles.

Since the covariance matrix \( \sigma_{\mu \nu} \) is positive definite, \( \sigma_{\mu \nu}^{(2)} \) is also positive definite when \( \tau_{\mu w} \tau_{\nu u} = \tau_{ww} \). Therefore, as long as \( \tau_{\mu w} \tau_{\nu u} = \tau_{ww} \) is satisfied, \( \sigma_{\mu \nu}^{(2)} \) can be regarded as a metric tensor. Note that the resulting expression of the variance \( \langle \Delta A^2 \rangle \) given by Eq. (9) is in the similar form as the average \( \langle A \rangle = \int_0^\tau dt \sigma_{\mu \nu}^{(1)}(t) \dot{\lambda}_\mu(t) \dot{\lambda}_\nu(t) \) derived in Ref. [27], but with a different metric tensor \( \sigma_{\mu \nu}^{(2)} \).

By the Cauchy-Schwarz inequality, \( |f[t f(t) g(t)]| \leq |f[t f^2(t)]| |f[t g^2(t)]| \) with \( f(t) = \sigma_{\mu \nu}^{(2)} \dot{\lambda}_\mu(\dot{\lambda}_\nu(t)]/2 \) and \( g(t) = 1 \), we get
\[ \langle \Delta A^2 \rangle \geq \frac{(\Delta\mathcal{L}^{(2)})^2}{\tau} \quad (10) \]
with the thermodynamic length \( \Delta\mathcal{L}^{(2)} \) for the variance of \( A \):
\[ \Delta\mathcal{L}^{(2)} \equiv \int_0^\tau dt \sqrt{\sigma_{\mu \nu}^{(2)}(t) \dot{\lambda}_\mu(t) \dot{\lambda}_\nu(t)} = \int \sqrt{\sigma_{\mu \nu}^{(2)} d\lambda_\mu d\lambda_\nu} \quad (11) \]
The equality in Eq. (10) holds if and only if \( \sigma_{\mu \nu}^{(2)} \dot{\lambda}_\mu(\dot{\lambda}_\nu(t)] \) is constant or identically equal to zero.

**Relation between \( g_{\mu \nu}^{(1)} \) and \( g_{\mu \nu}^{(2)} \).—Next, we discuss the relation between \( g_{\mu \nu}^{(1)} \) and \( g_{\mu \nu}^{(2)} \). Here, we assume that the phase space distribution function \( p(t) \) follows the Fokker-Planck equation (or more generally, the Kramers-Moyal equation):
\[ \frac{\partial p(\Gamma, t)}{\partial t} = L(\Gamma, t) p(\Gamma, t) \quad (12) \]
with \( L(\Gamma, t) \) being the derivative operator (so-called the Fokker-Planck operator or the Kramers-Moyal operator), so that the equilibrium distribution \( p^\text{eq} \) satisfies the detailed balance condition:
\[ L(\Gamma, t) p^\text{eq}(\Gamma) \cdots = p^\text{eq}(\Gamma) L^\dagger(\sigma \Gamma, t) \cdots , \quad (13) \]
where $\dot{\sigma}$ denotes the adjoint and $\sigma_{\pm}=\pm 1$ is the symmetry factor of the phase space variable under the time reversal operation. For sufficiently slow driving such that its time scale $\lambda_{\mu}/\dot{\lambda}_{\mu}$ is much larger than the relaxation time of the working substance, we write

$$p(\Gamma,t) = [1 + \dot{\xi}(\Gamma,t)] p^{eq}(\Gamma,t),$$

(14)

where $p^{eq}(\Gamma,t) \equiv \exp[-\beta(t) H_{\text{eq}}(\Gamma,t)]/Z_t$ is the equilibrium state for the instantaneous parameter values $(\lambda_{\mu}(t), \dot{\lambda}_{\mu}(t))$ at $t$, $\beta(t) \equiv 1/T(t)$ is the instantaneous inverse temperature, $Z_t \equiv \int d\Gamma p^{eq}(\Gamma,t)$ is the partition function, and $\dot{\xi} \ll 1$ describes the deviation from $p^{eq}$. Within the linear approximation with respect to the small quantities $\dot{\lambda}_{\mu}$ and $\dot{\xi}$, we obtain (see [79] for details)

$$\dot{\xi}(\Gamma,t) \simeq -\beta(t) \int_0^t ds e^{L(\sigma(t),s)} [X_{\mu}(t) - \langle X_{\mu}(t) \rangle_{t,\text{eq}}] \dot{\lambda}_{\mu}(t)$$

(15)

with $\langle \cdots \rangle_{t,\text{eq}} \equiv \int d\Gamma p^{eq}(\Gamma,t) \cdots$ being the average for the instantaneous equilibrium state at $t$. Within the linear response regime, the metric tensor $g_{\mu\nu}^{(1)}$ for $\langle \cdot \rangle$ can be written as $g_{\mu\nu}^{(1)}(t) \equiv -2^{-1}[R_{\mu\nu}(t) + R_{\nu\mu}(t)]$ with the response coefficients $R_{\mu\nu}$ defined by $\langle X_{\mu}(t) \rangle = \int d\Gamma X_{\mu}(t) (1 + \dot{\xi}) p^{eq} \equiv \langle X_{\mu}(t) \rangle_{t,\text{eq}} + R_{\mu\nu}(t) \dot{\lambda}_{\mu}(t)$ [27]. Using Eq. (15), it can be shown that the ansatz (3) leads to the relation between the two metric tensors $g_{\mu\nu}^{(1)}$ and $g_{\mu\nu}^{(2)}$ as

$$g_{\mu\nu}^{(2)}(t) = 2T(t) g_{\mu\nu}^{(1)}(t),$$

(16)

which is analogous to the fluctuation-dissipation relation.

Application to the Brownian Carnot cycle.— An overdamped Brownian particle in a harmonic oscillator trapping potential is a typical setup commonly employed in experiments of microscopic heat engines [3, 5, 7, 9, 13]. Taking this setup as an example, we shall apply our framework to evaluate the fluctuation of the performance of the microscopic heat engine. For simplicity, we consider a one-dimensional case, and thus the phase space point $\Gamma$ of the overdamped system can be specified solely by the position of the Brownian particle $q$: $\Gamma = \{q\}$. Suppose, with the mechanical control parameter $\lambda_{\mu}$, the external one-dimensional harmonic oscillator trap $V_{\lambda_{\mu}}(q)$ is given by

$$V_{\lambda_{\mu}}(q) = \frac{\lambda_{\mu}}{2} q^2.$$  

(17)

This system can be described by the time-dependent Ornstein-Uhlenbeck process whose Fokker-Planck equation is [80, 82]

$$\frac{\partial}{\partial t} p(q,t) = \frac{\lambda_{\mu}(t)}{\gamma} \frac{\partial}{\partial q} [q p(q,t)] + \frac{D(t)}{\gamma} \frac{\partial^2}{\partial q^2} p(q,t),$$

(18)

where $D$ is the diffusion constant and $\gamma$ is the friction coefficient.

Now, we consider a cycle whose driving speed $\dot{\lambda}_{\mu}$ is finite, but sufficiently slow (i.e., the time scale $\lambda_{\mu}/\dot{\lambda}_{\mu}$ is much larger than the relaxation time) so that the working substance is always close to the instantaneous equilibrium state

$$D(t) = \beta^{-1} (t).$$

(19)

Thus, to obtain $\langle \hat{A} \rangle$ and $\langle [\Delta A]^2 \rangle$ up to the linear order of small quantities, $g_{\mu\nu}^{(i)}$ in their expressions can be evaluated for the instantaneous equilibrium state since it is already multiplied by a factor of the linear order of small quantities: $\int_0^t dt \dot{\lambda}_{\mu} \lambda_{\nu}$. 

Since the Hamiltonian of the overdamped system is given solely by the potential energy, i.e. $H_{\text{eq}} = V_{\lambda_{\mu}}$, the instantaneous equilibrium state is $p^{eq} = \exp[-\beta \lambda_{\mu} q^2/2]/Z_t$ with $Z_t = \sqrt{2\pi T/\lambda_{\mu}}$. For the equilibrium state, each element of the covariance matrix $\sigma_{\mu\nu} = \langle \Delta X_{\mu} \Delta X_{\nu} \rangle_{t,\text{eq}}$ reads $\sigma_{\mu\nu} = (\lambda_{\mu}/\lambda_{\nu})^2/2$, $\sigma_{\mu\nu} = -\sigma_{\nu\mu} = -T/2\lambda_{\nu}$, and $\sigma_{\mu\mu} = 1/2$.

Next, we consider the correlation times $\tau_{\nu\mu}$ in the equilibrium state. The correlation functions $\langle \Delta X_{\mu}(t) \Delta X_{\nu}(0) \rangle_{eq}$ in the equilibrium state read $\langle \Delta X_{\mu}(t) \Delta X_{\nu}(0) \rangle_{eq} = 4^{-1} C_{\nu\mu}(t)$, $\langle \Delta X_{\mu}(t) \Delta X_{\nu}(0) \rangle_{eq} = \langle \Delta X_{\mu}(0) \Delta X_{\nu}(0) \rangle_{eq} = -\langle \lambda_{\mu}/4T \rangle C_{\nu\mu}(t)$, and $\langle \Delta X_{\mu}(t) \Delta X_{\nu}(0) \rangle_{eq} = \langle \lambda_{\nu}/2T \rangle^2 C_{\nu\mu}(t)$ with $C_{\nu\mu}(t) = \langle q^2(t) q^2(0) \rangle_{eq} - \langle q^2 \rangle_{eq}^2$. Since the time-dependent part of these correlation functions $\langle \Delta X_{\mu}(t) \Delta X_{\nu}(0) \rangle_{eq}$ is given by $C_{\nu\mu}(t)$, all the correlation times should be equal: $\tau_{\mu\mu} = \tau_{\nu\nu} = \tau_{\mu\nu}$. Therefore, they satisfy $\tau_{\mu\nu} = \tau_{\nu\mu} = \tau_{\mu\nu}$, so that $g_{\mu\nu}^{(i)}$ is positive definite and $g_{\mu\nu}^{(i)} (i = 1, 2)$ can indeed be regarded as metric tensors. Using the nonstationary solution $p(q,t|q',t')$ (with $t \geq t'$) of the Fokker-Planck equation (18) for constant $\lambda_{\mu}$ and $D = B^{-1}$ at their instantaneous values [80] and the stationary solution $p_s = p^{eq}$ obtained for $t \rightarrow t'$, we get $\langle q^2(t) q^2(0) \rangle_{eq} = \int dq dq' q^2(q) D(q) p_s(q) = (\lambda_{\mu}/2T)^2 (1 + 2e^{-2\lambda_{\mu}/T})$ and $\langle q^2 \rangle_{eq} = \int dq q^2 p_s(q) = D(\lambda_{\mu})/\lambda_{\mu}$, and thus $C_{\nu\mu}(t) = (2D/\lambda_{\mu}) \gamma^2 e^{-2\lambda_{\mu}/T}$. Therefore, we finally obtain

$$\tau_{\mu\nu} = \tau_{\nu\mu} = \tau_{\mu\nu} = \frac{\gamma}{2\lambda_{\mu}}.$$  

(20)

From $\sigma_{\mu\nu}$ evaluated for the instantaneous equilibrium state and Eq. (20), the metric tensor $g_{\mu\nu}^{(2)}$ reads

$$g_{\mu\nu}^{(2)} = \frac{\gamma}{2\lambda_{\mu}} \left[ \frac{T}{\lambda_{\mu}} - T/\lambda_{\mu} \right].$$  

(21)

Remarkably, this metric is singular with a zero eigenvalue whose corresponding eigenvector (normalized to unity) is $[(\lambda_{\mu}/T)^2 + 1]^{-1/2} (\lambda_{\mu}/T, 1)^T$. Thus, the direction of the zero eigenvalue of $g_{\mu\nu}^{(2)}$ is $dT/d\lambda_{\mu} = T/\lambda_{\mu}$, which is along a straight line on the $T$-$\lambda_{\mu}$ plane connecting each point at $(\lambda_{\mu}, T)$ and the origin [see Fig. 1(a)]. Since $g_{\mu\nu}^{(1)} \propto g_{\mu\nu}^{(2)}$ also has a zero eigenvalue and the above argument applies to $g_{\mu\nu}^{(1)}$ as well. The other eigenvalue of $g_{\mu\nu}^{(2)}$ is $\gamma(\lambda_{\mu}/\gamma)^{-1} [1 + (T/\lambda_{\mu})^2]$ and the corresponding eigenvector is orthogonal to the one for the zero eigenvalue, i.e., $\propto (-1, \lambda_{\mu}/T)^T$.

It is noted that, along the path of the zero eigenvalue of $g_{\mu\nu}^{(1)}$ (i.e., a straight line on the $T$-$\lambda_{\mu}$ plane for a given value
of $T/\lambda_w$, the mean value $\langle S \rangle_{eq}$ of the stochastic entropy is constant:

$$\langle S \rangle_{eq} = -\langle \ln p^{eq} \rangle_{eq} = 2^{-1} \left[ 1 + \ln 2\pi - \ln (\lambda_w/T) \right]. \quad (22)$$

Therefore, the isentropic process defined as the one that conserves $\langle S \rangle_{eq}$ [5, 30] is along the path of the zero eigenvalue of $g^{(i)}_{\mu\nu}$.

Now we consider what is called the Brownian Carnot cycle (hereafter, we refer to it as the Carnot cycle for simplicity) realized in an experiment by Martínez et al. [5], which consists of two isothermal strokes at hot ($T_h$) and cold ($T_c$) temperatures, and two isentropic strokes [83] as shown in Fig. 1(b). The duration of the hot (0 → 1) and cold (2 → 3) isothermal strokes is denoted by $\tau_h$ and $\tau_c$, and that of the isentropic strokes 1 ← 2 and 3 ← 4 is denoted by $\tau_{1→2}$ and $\tau_{3→4}$, respectively. Thus the period $\tau$ of the cycle is given by $\tau = \tau_{\text{isoth}} + \tau_{\text{isent}}$ with $\tau_{\text{isoth}} \equiv \tau_h + \tau_c$ and $\tau_{\text{isent}} \equiv \tau_{1→2} + \tau_{3→4}$ being the total duration of the isothermal strokes and isentropic strokes in a cycle, respectively.

Suppose the duration of each stroke in the cycle is given and it is large enough so that the linear approximation is valid. Now, we shall optimize the protocol of each stroke under its given duration to minimize $\langle A \rangle$ and $\langle \Delta A^2 \rangle$. First of all, it is noted that, since the isentropic strokes are along the path of the zero eigenvalue of $g^{(1)}_{\mu\nu}$ and $g^{(2)}_{\mu\nu}$, these strokes have no contribution to $\langle A \rangle$, $\langle \Delta A^2 \rangle$, and the thermodynamic lengths $\mathcal{L}^{(i)} \equiv \int \sqrt{g^{(i)}_{\mu\nu}} d\lambda_\mu d\lambda_\nu$ of the cycle [84]. Therefore, the isentropic strokes are completely irrelevant to this optimization, and what we have to do is to optimize only the isothermal strokes to fulfill the lower bounds of the inequalities:

$$\langle A \rangle = \langle A_h \rangle + \langle A_c \rangle \geq \frac{\left(\mathcal{L}^{(h)}_{\mu\nu}\right)^2}{\tau_h} + \frac{\left(\mathcal{L}^{(c)}_{\mu\nu}\right)^2}{\tau_c} \quad (23)$$

[27, 85] and

$$\langle \Delta A^2 \rangle = \langle \Delta A^2_h \rangle + \langle \Delta A^2_c \rangle \geq \frac{\left(\mathcal{L}^{(h)}_{\mu\nu}\right)^2}{\tau_h} + \frac{\left(\mathcal{L}^{(c)}_{\mu\nu}\right)^2}{\tau_c}, \quad (24)$$

where $A_h$ and $A_c$ are the dissipated availability in the hot and cold isothermal strokes, and $\mathcal{L}^{(i)}_{\mu\nu}$ and $\mathcal{L}^{(i)}_{\mu\nu}$ are the thermodynamic lengths of the path of the hot and cold isothermal strokes, respectively. Writing $\lambda_{w,i}$ for $\lambda_w$ at node $i$, from Eqs. (21) and (16) we obtain $\mathcal{L}^{(i)}_{\mu\nu} = \sqrt{2^{i-1} \gamma^i T_h^i (\lambda_{w,i}^{-1/2} - \lambda_{w,0}^{-1/2})}$ ($i = 1, 2$).

Since $T_h/\lambda_{w,1} = T_c/\lambda_{w,2}$ and $T_h/\lambda_{w,0} = T_c/\lambda_{w,3}$, we further get $\mathcal{L}^{(i)}_{\mu\nu} = (T_c/T_h)^{(i-1)/2} \mathcal{L}^{(i)}_{\mu\nu}$ ($i = 1, 2$). As has been discussed for Eq. (10), the equalities of Eqs. (23) and (24) hold when $g^{(i)}_{\mu\nu}(t) \lambda_{\mu}(t) \lambda_{\nu}(t)$ is constant in time, or equivalently, when we sweep the parameter $\lambda_{\mu}$ in a way such that the time interval to traverse the path element $d\lambda_\mu$ is proportional to the thermodynamic length $d\mathcal{L}^{(i)}$ of this path element. Since $g^{(i)}_{\mu\nu} \lambda_{\mu} \lambda_{\nu} = g^{(i)}_{\mu\nu} \lambda_{\mu}^2$ in the isentropic strokes, the above condition is satisfied by sweeping as

$$|\dot{\lambda}_w| \propto \lambda_w^{3/2}, \quad (25)$$

and we get $\langle A \rangle = (\tau_c^{-1} + \tau_h^{-1})(\mathcal{L}^{(h)}_{\mu\nu})^2$ and $\langle \Delta A^2 \rangle = (\tau_c^{-1} + (T_c/T_h) \tau_h^{-1})(\mathcal{L}^{(c)}_{\mu\nu})^2$. It is noted that, since $g^{(1)}_{\mu\nu}$ and $g^{(2)}_{\mu\nu}$ are related through Eq. (16) and $T$ is constant in each isentropic stroke, the optimal protocol (25) applies to both $\langle A \rangle$ and $\langle \Delta A^2 \rangle$. Namely, once the duration of each stroke is given, both $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ for the Carnot cycle are optimized simultaneously, which is in contrast to the trade-off optimization between, e.g., work fluctuation and efficiency [74].

As can be seen from the above discussion, such simultaneous minimization of $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ by the same protocol within finite time is possible only for cycles solely consisting of isothermal strokes and isentropic strokes. First of all, isentropic strokes have zero contribution to $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ because of the zero eigenvalue of the metric in our system. In addition, only isothermal strokes are nontrivial strokes with nonzero $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ that allow us to minimize both $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ simultaneously by the same protocol $\lambda_{\mu}(t)$. Among cycles whose number of strokes $N$ is less than or equal to 5, the Carnot cycle is the only possibility to form a meaningful cycle with nonzero work output solely with isothermal and isentropic strokes [86]. Therefore, when the duration of each stroke is given, the Carnot cycle is the only case with $N \leq 5$ which allows us to simultaneously minimize $\langle A \rangle$ and $\langle \Delta A^2 \rangle$.

It is noted that the existence of the zero eigenvalue is essential for the above simultaneous minimization, and such a singular metric is due to the scale invariance of the equilibrium state. In the overdamped case, once the trapping potential is scale invariant, i.e. $V_{\Lambda_w}(aq) = a^d V_{\Lambda_w}(q)$ for some $\alpha$ with $a$ being the scaling factor, so is the system itself, and as a consequence, the metric becomes singular. A power-law function is a representative example of the scale invariant function, and the above simultaneous minimization of $\langle A \rangle$ and $\langle \Delta A^2 \rangle$ is possible also for a general power-law trapping potential $V_{\Lambda_w}(q) \propto \lambda_w |q|^k$ with positive $k$ [79].
If only the total duration of the isothermal strokes $\tau_{\text{isoth}}$ is given instead of $\tau_i$ and $\tau_e$ separately, we can further optimize to reduce either $\langle A \rangle$ or $\langle \Delta A^2 \rangle$, respectively. This optimization holds irrespective of the duration $\tau_{\text{sen}}$ and the protocol of the isentropic strokes, provided the driving in these strokes is slow enough. From the condition that $g^{(i)}_{\mu\nu}(t) \hat{\lambda}_\mu(t) \hat{\lambda}_\nu(t) = \delta_{\mu\nu} \langle \dot{W} \rangle^2$ is constant at the same value for both the two isothermal strokes, the optimal protocol is $\hat{\lambda}_\mu(t) = \lambda(t) f(t)$ for $0 \leq t \leq \tau/2$ and $\lambda(t) = f(t-t)$ for $\tau/2 \leq t \leq \tau$ with $f(t) = 4(\lambda_{\text{opt},2} - \lambda_{\text{opt},0})(t/\tau^2) + \lambda_{\text{opt},0}$. The experimental parameter values are as follows: $T_c = 300$ K, $T_h = 525$ K, $\lambda_{\text{opt},0} = 20.0$ pN $\mu$m$^{-1}$, $\lambda_{\text{opt},2} = 2.0$ pN $\mu$m$^{-1}$, the cycle period $\tau = 200$ ms, and the duration of each stroke is $\tau_{i-1} = 0.26\tau$, $\tau_{i-2} = 0.24\tau$, $\tau_{i-3} = 0.25\tau$, and $\tau_{i-4} = 0.25\tau$. In addition, the friction coefficient is estimated as $\gamma = 8.4$ pN$\mu$m$^{-1}$ms$^{-1}$ [79]. From these parameter values, the ratio of the dissipated availabilities for the experimental protocol and the optimized protocol given by Eq. (25) and that for their fluctuations can be calculated to be [79]

$$\frac{\langle A_{\text{opt}} \rangle}{\langle A_{\exp} \rangle} = 0.65, \quad \frac{\langle \Delta A^2_{\text{opt}} \rangle}{\langle \Delta A^2_{\exp} \rangle} = 0.70. \quad (26)$$

Here, the subscripts “opt” and “exp” represent quantities obtained by the optimized and the experimental protocols, respectively. The optimized protocol improves the dissipated availability by 35% and its fluctuation by 30%. This means that the above optimization improves not only the efficiency $\epsilon$, which is given by $\epsilon \equiv \langle W \rangle / \langle U \rangle \approx 1 - \langle A \rangle / \langle \dot{W} \rangle = \langle \dot{W} \rangle / \langle U \rangle$ being the work output by the quasistatic cycle [27], but also the stability of the fluctuating efficiency $\delta \equiv \langle W \rangle / \langle U \rangle \approx 1 - \langle A \rangle / \langle \dot{W} \rangle$ characterized by $\langle \Delta A^2 \rangle / \langle \dot{W} \rangle^2$. Since the fluctuation of the stochastic efficiency $\delta$ is nonnegligible in the Brownian Carnot engine (in the experiment of [5]), the variance of $\delta$ is of order unity, and the distribution function of $\delta$ spreads even to the negative side), it is crucially important to reduce $\langle \Delta A^2 \rangle$ as well as $\langle A \rangle$.

**Concluding remarks.**—In summary, we have formulated finite-time thermodynamics of fluctuations in microscopic heat engines, which universally holds for the slow-driving regime and the coarse-grained time scale. This formalism provides a geometric description of the fluctuation of the dissipation whose metric is found to be consistent with the relation analogous to the fluctuation-dissipation relation. Applying our framework to the Carnot cycle, it has been found that both the average and the fluctuation of the dissipation can be minimized simultaneously when the duration of each stroke is given. Interestingly, we have seen that the scale invariance of the equilibrium state is essential for this simultaneous minimization. The benefit of this optimized protocol has been demonstrated for the current experiment [5].

Our framework should find broad applications to design not only energy efficient but also stable microscopic thermal machines. While we have considered classical systems, developing a corresponding formalism for quantum systems constitutes an important and challenging future problem. Further analysis based on Riemannian geometry for systems with a non-singular metric, such as a classical or quantum two-level system, etc., would lead to a deeper understanding on thermodynamics of fluctuations. For example, geometric interpretation of thermodynamics of fluctuations provided in our work may lead to another type of universal relations and bounds on fluctuations of the performance of microscopic heat engines distinct from thermodynamic uncertainty relations [87–91].
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Fluctuation-dissipation relation between the thermodynamic metrics

For a cycle of small heat engines with period $\tau$ considered in the main paper, provided the variation of the parameters $\lambda_{\mu}(t)$ (with $\mu = w, u$) is sufficiently slow, the average $\langle A \rangle$ and the variance $\langle \Delta A^2 \rangle$ of the dissipated availability $A_1$ for one cycle can be written using a metric tensor $g^{(i)}_{\mu\nu}$ as (The subscript “1” in $A_1$ shows that the quantity is obtained for a single cycle. Hereafter, the subscript “1” will be omitted, and the dissipated availability $A$ without a subscript means that the one obtained for one cycle.)

$$\langle A \rangle = \int_0^\tau dt \, g^{(1)}_{\mu\nu}(t) \hat{\lambda}_\mu(t) \hat{\lambda}_\nu(t),$$  \hspace{1cm} (S1)

$$\langle \Delta A^2 \rangle = \int_0^\tau dt \, g^{(2)}_{\mu\nu}(t) \hat{\lambda}_\mu(t) \hat{\lambda}_\nu(t) + 2\langle \Delta X^2_\mu(0) \rangle \hat{\lambda}_\mu(0)^2,$$ \hspace{1cm} (S2)

with

$$g^{(2)}_{\mu\nu}(t) = 2\tau_{\mu\nu}(t) \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle \equiv 2\tau_{\mu\nu}(t) \sigma_{\mu\nu}(t).$$  \hspace{1cm} (S3)

Here, $\Delta X_\mu(t) \equiv X_\mu(t) - \langle X_\mu(t) \rangle$ is the fluctuation of the generalized force $X_\mu(t)$, $\tau_{\mu\nu}(t)$ is the correlation time between $\Delta X_\mu$ and $\Delta X_\nu$ at time $t$, and $\sigma_{\mu\nu}(t) \equiv \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle$ is the covariance matrix of $X_\mu$ and $X_\nu$ at $t$.

For some quantity $O_N$ obtained through a continuous operation taking over consecutive $N$ cycles, an average $\overline{O}$ of $O_N$ per cycle in the limit of $N \to \infty$ is defined as

$$\overline{O} \equiv \lim_{N \to \infty} \frac{1}{N} O_N.$$ \hspace{1cm} (S4)

Since the second term of $\langle \Delta A^2 \rangle$ in Eq. (S2) comes solely from the initial state, this contribution vanishes by taking the average over an infinite number of cycles:

$$\langle \Delta A^2 \rangle \equiv \lim_{N \to \infty} \frac{1}{N} \langle \Delta A_1^2 \rangle = \lim_{N \to \infty} \frac{1}{N} \int_0^{N\tau} dt \, g^{(2)}_{\mu\nu}(t) \hat{\lambda}_\mu(t) \hat{\lambda}_\nu(t) = \int_0^\tau dt \, g^{(2)}_{\mu\nu}(t) \hat{\lambda}_\mu(t) \hat{\lambda}_\nu(t).$$ \hspace{1cm} (S5)

In the last equality, we have used the fact that the system is cyclic: $\hat{\lambda}_\mu(t + \tau) = \hat{\lambda}_\mu(t)$ and $g^{(2)}_{\mu\nu}(t + \tau) = g^{(2)}_{\mu\nu}(t)$ for any $t$.

In the following, we show that there is a relation between the metrics $g^{(1)}_{\mu\nu}$ and $g^{(2)}_{\mu\nu}$ analogous to the fluctuation-dissipation relation (FDR) as

$$g^{(2)}_{\mu\nu}(t) = 2k_B T(t) g^{(1)}_{\mu\nu}(t)$$ \hspace{1cm} (S6)

within the linear approximation with respect to the deviation from the instantaneous equilibrium state. Here, $k_B$ is the Boltzmann constant and $T(t)$ is the temperature at $t$.

To show the relation (S6), we set the following assumptions.

- The time evolution of the phase space distribution function $p$ is governed by the Fokker-Planck equation, or more generally, by the Kramers-Moyal equation:

$$\frac{\partial p(\Gamma, t)}{\partial t} = L(\Gamma, t) p(\Gamma, t),$$ \hspace{1cm} (S7)

where $\Gamma$ is the phase space point and $L$ is the derivative operator (so-called the Fokker-Planck operator or the Kramers-Moyal operator).

- Detailed balance condition (see, e.g., [S1]), which automatically holds for the Fokker-Planck and the Kramers-Moyal operators:

$$L(\Gamma, t) p^{\text{eq}}(\Gamma) \cdots = p^{\text{eq}}(\Gamma) L(\Gamma, t) \sigma(\Gamma, t) \cdots,$$ \hspace{1cm} (S8)

where $p^{\text{eq}}(\Gamma)$ is the equilibrium phase space distribution function, $\sigma$ is the symmetry factor of the phase space variable under the time reversal operation (e.g., $\sigma = +1$ for the position and $\sigma = -1$ for the momentum), and the superscript “†” denotes the adjoint: suppose $A$ is a real operator, then $A^\dagger$ is an adjoint operator of $A$ defined as $\int \phi A \psi d\Gamma = \int (A^\dagger \phi) \psi d\Gamma$ for any real functions $\phi$ and $\psi$. Note that Eq. (S8) is an operator equation which is valid when it is applied to an arbitrary function [i.e., the parts denoted by \(\cdots\) in Eq. (S8)].
Slow driving such that the timescale $λ_μ(t)/\dot{λ}_μ(t)$ of changing the parameter $λ_μ(t)$ is much larger than the relaxation time of the working substance to the equilibrium state so that the deviation $ξ$ from the equilibrium state $p^{eq}(Γ,t)$ for the instantaneous parameter values $λ_μ(t)$ is small:

$$p(Γ,t) = [1 + \xi(Γ,t)] p^{eq}(Γ,t)$$  \hfill (S9)

with $\xi(Γ,t) ≪ 1$. Here, $p^{eq}(Γ,t)$ is the canonical distribution for the instantaneous mechanical parameter $λ_μ(t)$ and the temperature $λ_μ(t) = T(t)$ at time $t$ given by

$$p^{eq}(Γ,t) ≡ \frac{e^{-β(t)H(Γ,t)}}{Z_t},$$  \hfill (S10)

where $β(t) ≡ 1/k_BT(t)$ is the inverse temperature, $H(Γ,t)$ is the Hamiltonian of the working substance, and $Z_t ≡ \int dΓ \exp[-β(t)H(Γ,t)]$ is the partition function.

In the following, we shall show that our formulation is consistent with the FDR-type relation given by Eq. (S6). Using Eq. (S9) and within the linear approximation, the lhs of Eq. (S7) can be written as

$$\dot{p}(Γ,t) = \dot{p}(Γ,t)^{eq} + \dot{p}(Γ,t)^{eq}$$

where $\dot{p}(Γ,t)^{eq}$ is the Hamiltonian of the working substance, and $\dot{p}(Γ,t)^{eq}$ is the canonical distribution for the instantaneous mechanical parameter $X_μ(t)$.

Using Eq. (S9) and within the linear approximation, the lhs of Eq. (S7) can be written as

$$\dot{p}(Γ,t) = p^{eq}(Γ,t) \frac{\partial p^{eq}}{\partial λ_μ} |_{\dot{λ}_μ(Γ,t)}$$

Note that the first term in the second line of Eq. (S11) is negligible since $\partial^2 \xi$ is the second order of the small quantities. Then, $λ_μ \partial p^{eq} / \partial λ_μ$ for each component $μ = w$ and $u$ can be calculated as

$$\dot{λ}_w(t) \frac{\partial p^{eq}}{\partial λ_w} = \dot{λ}_w(t) β(t) [X_w(t) - \langle X_w(t) \rangle_{t,eq}] p^{eq}(Γ,t),$$  \hfill (S12)

and

$$\dot{λ}_u(t) \frac{\partial p^{eq}}{\partial λ_u} = \dot{λ}_u(t) β(t) [−k_B \ln p^{eq} − \langle −k_B \ln p^{eq} \rangle_{t,eq}] p^{eq}(Γ,t),$$  \hfill (S13)

where $\langle \cdots \rangle_{t,eq} ≡ \int dΓ p^{eq}(Γ,t) \cdots$ is an average for the instantaneous equilibrium distribution at $t$. Since $\dot{λ}_μ$ is a small quantity, $p^{eq}$ in $\ln p^{eq}$ in the rhs of Eq. (S13) can be replaced by $p$ within the linear approximation:

$$\dot{λ}_w(t) \frac{\partial p^{eq}}{\partial λ_w} \approx \dot{λ}_w(t) β(t) [−k_B \ln p − \langle −k_B \ln p \rangle_{t,eq}] p^{eq}(Γ,t)$$

$$\approx \dot{λ}_w(t) β(t) [X_w(t) − \langle X_w(t) \rangle_{t,eq}] p^{eq}(Γ,t),$$  \hfill (S14)

where $X_w(t) ≡ S(t) = −k_B \ln p(Γ,t)$ is the stochastic entropy. Therefore, the lhs of Eq. (S7) can finally be written as

$$\frac{∂}{∂t} p(Γ,t) \approx \frac{p^{eq}(Γ,t)}{k_B T(t)} [X_μ(t) − \langle X_μ(t) \rangle_{t,eq}] \dot{λ}_μ(t).$$  \hfill (S15)

Next, we consider the rhs of Eq. (S7). Using Eq. (S9) and the detailed balance condition (S8), the rhs of Eq. (S7) can be rewritten as

$$L(Γ,t) p(Γ,t) = L(Γ,t) p^{eq}(Γ,t) [1 + \xi(Γ,t)]$$

$$= p^{eq}(Γ,t) L^T (σΓ,t) [1 + \xi(Γ,t)]$$

$$= p^{eq}(Γ,t) L^T (σΓ,t) ξ(Γ,t).$$  \hfill (S16)

Substituting Eqs. (S15) and (S16) into Eq. (S7), we obtain

$$L^T (σΓ,t) ξ(Γ,t) ≃ β(t) [X_μ(t) − \langle X_μ(t) \rangle_{t,eq}] \dot{λ}_μ(t).$$  \hfill (S17)

The formal solution of Eq. (S17) is

$$ξ(Γ,t) ≃ −β(t) ∫_0^∞ dse^L(σΓ,t) X_μ(t) − \langle X_μ(t) \rangle_{t,eq} \dot{λ}_μ(t).$$  \hfill (S18)
Thus, the ensemble average of $X_\mu(t)$ for the distribution $p$ is given by

$$\langle X_\mu(t) \rangle \simeq \int d\Gamma X_\mu(t) [1 + \xi(\Gamma, t)] \ p^{eq}(\Gamma; t) = \langle X_\mu(t) \rangle_{eq} + R_{\mu\nu}(t) \lambda_\nu(t) \quad (S19)$$

with

$$R_{\mu\nu}(t) \simeq -\beta(t) \int_0^\infty ds \int d\Gamma \left[ e^{L^{\prime}(\Gamma, t)s} \Delta X_\mu(t) \right] \Delta X_\nu(t) p^{eq}(\Gamma; t)$$

$$= -\beta(t) \int_0^\infty ds \langle \Delta X_\mu(t-s) \Delta X_\nu(t) \rangle_{eq}$$

$$\simeq -\beta(t) \int_0^\infty ds \langle \Delta X_\mu(t-s) \Delta X_\nu(t) \rangle,$$  \quad (S20)

where $\langle \cdots \rangle_t \equiv \int d\Gamma p(\Gamma, t) \cdots$. In obtaining the first line of Eq. (S20), we have rewritten as $X_\mu p^{eq} e^{L^{\prime}(\sigma T; t)} \cdots = X_\mu e^{L^{\prime}(\Gamma; t)s} p^{eq} \cdots = e^{L^{\prime}(\Gamma, t)s} X_\mu] p^{eq} \cdots$ using the detailed balance condition and the adjoint relation. It is also noted that the average for $p^{eq}(\Gamma; t)$ in $R_{\mu\nu}$ can be replaced by that for $p(\Gamma, t)$ (and vice versa) within the linear approximation since $R_{\mu\nu}$ in Eq. (S19) is multiplied by a small quantity $\lambda_\nu(t)$.

In the coarse-grained timescale, we have

$$\langle \Delta X_\mu(t) \Delta X_\nu(t') \rangle = 2\tau_{\mu\nu}(t) \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle \delta(t-t').$$ \quad (S21)

Thus, $R_{\mu\nu}$ in this timescale reads

$$R_{\mu\nu}(t) \simeq -\beta(t) \tau_{\mu\nu}(t) \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle.$$ \quad (S22)

Since $g^{(1)}_{\mu\nu}$ is given by $[S2]$

$$g^{(1)}_{\mu\nu}(t) = -\frac{1}{2} \left[ R_{\mu\nu}(t) + R_{\nu\mu}(t) \right],$$ \quad (S23)

$g^{(1)}_{\mu\nu}$ in the coarse-grained timescale reads

$$g^{(1)}_{\mu\nu}(t) \simeq \frac{\tau_{\mu\nu}(t)}{kT(t)} \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle = \frac{\tau_{\mu\nu}(t)}{kT(t)} \sigma_{\mu\nu}(t)$$ \quad (S24)

with the covariance matrix $\sigma_{\mu\nu}(t) \equiv \langle \Delta X_\mu(t) \Delta X_\nu(t) \rangle$. Therefore, our relation (S21) for the coarse-grained timescale yields

$$g^{(2)}_{\mu\nu}(t) \simeq 2kT(t) g^{(1)}_{\mu\nu}(t),$$

which is an analogous to the FDR.

**Scale invariant potential**

Here we shall show that the metric for an overdamped Brownian particle trapped in a scale invariant potential is singular and the direction of its zero eigenvalue is along an isentrope. For concreteness, we specifically consider a scale invariant external potential of the following power-law form:

$$V_{\lambda_\nu}(q) = \frac{\lambda_\nu}{k} |q|^k$$ \quad (S25)

with $k > 0$, but it is also possible to show that the metric is singular for a general scale invariant potential satisfying $V_{\lambda_\nu}(aq) = |a|^\alpha V_{\lambda_\nu}(q)$ for some $\alpha$ with $a$ being the scaling factor (see below). The harmonic oscillator potential discussed in the main paper is given by Eq. (S25) for $k = 2$.

The equilibrium state $p^{eq}$ for the instantaneous values of $\lambda_\nu$ and the inverse temperature $\beta$ is

$$p^{eq} = Z^{-1}_\beta \exp \left[ -\beta \lambda_\nu |q|^k / k \right]$$ \quad (S26)
with

\[ Z_t = \int_0^\infty dq \exp \left[ -\beta \lambda_w q^k/k \right] = \frac{2\Gamma(k^{-1})}{k(B\lambda_w/k)^{1/k}}, \quad (S27) \]

where \( \Gamma(x) \equiv \int_0^\infty z^{x-1}e^{-z}dz \) is the Gamma function. For the instantaneous equilibrium state, each element of the covariance matrix \( \Sigma_{\mu\nu} = \langle \Delta X_\mu \Delta X_\nu \rangle_{t,\text{eq}} \) reads

\[ \Sigma_{ww} = (kB/\lambda_w)^2/k, \quad \Sigma_{aw} = -k_B^2 T/k \lambda_w, \quad \text{and} \quad \Sigma_{ww} = k_B^2/\lambda_w. \]

The correlation functions \( \langle \Delta X_\mu(t) \Delta X_\nu(0) \rangle_{eq} \) in the equilibrium state read \( \langle \Delta X_\mu(t) \Delta X_\nu(0) \rangle_{eq} = k^{-2}C_{qk^0}(t) \), \( \langle \Delta X_\mu(t) \Delta X_\nu(0) \rangle_{eq} = -\langle \lambda_w KT \rangle C_{qk^0}(t) \), and \( \langle \Delta X_\mu(t) \Delta X_\nu(0) \rangle_{eq} = (\lambda_w/kT)^2 C_{qk^0}(t) \) with \( C_{qk^0}(t) \equiv \langle \langle q(t) \rangle | q(0) \rangle^2 \rangle_{eq} - \langle \langle q(t) \rangle \rangle_{eq}^2 \rangle_{eq} \). Similarly, the discussion in the main paper for the harmonic oscillator potential, since all the time dependence of these correlation functions is in \( C_{qk^0}(t) \), all the correlation time should be equal: \( \tau_{corr} \equiv \tau_{ww} = \tau_{aw} = \tau_{ww} = \tau_{ww} \).

Therefore, the metric tensor \( g^{(2)}_{\mu\nu} \) reads

\[ g^{(2)}_{\mu\nu} = \frac{2k_B^2 \tau_{corr}}{k} \begin{bmatrix} (T/\lambda_w)^2 - T/\lambda_w & -T/\lambda_w \\ -T/\lambda_w & 1 \end{bmatrix}. \quad (S28) \]

Obviously, the determinant of this metric is zero, so that it is singular with a zero eigenvalue. The eigenvector (normalized to unity) corresponding to the zero eigenvalue is \( (\lambda_w/T)^2 + 1)^{-1/2} (\lambda_w/T, 1)^T \), and thus its direction is \( dT/d\lambda_w = T/\lambda_w \), which is along a straight line on the \( T-\lambda_w \) plane connecting each point at \( (\lambda_w, T) \) and the origin as in the case of harmonic oscillator potential discussed in the main paper. For a general scale invariant potential satisfying \( V_{\lambda_w}(aq) = |a|^\alpha V_{\lambda_w}(q) \), its metric can also be shown to be singular. This can be understood from the fact that the phase-space integral in the covariance matrix can be evaluated as, e.g.,

\[ \int_0^\infty dq e^{-\beta V_{\lambda_w}(q)} = \int_0^\infty dq e^{-\beta V_{\lambda_w}(aq)} |_{a=0} = \int_0^\infty da e^{-\beta V_{\lambda_w}(aq)} \mid_{q=1} = \int_0^\infty da e^{-\beta |a|^\alpha V_{\lambda_w}(1)}, \]

which is essentially equivalent to the case of the power-law potential with an exponent \( \alpha \).

The mean value of the stochastic entropy for \( V_{\lambda_w} \) of Eq. (S25) is given by

\[ \langle S \rangle_{eq} = -k_B (\ln p^e)_{eq} = k^{-1} k_B \left[ 1 - \ln (\beta \lambda_w/k) \right] + k_B \ln [2\Gamma(k^{-1})/k]. \quad (S29) \]

Therefore, an isentrope is given by \( \lambda_w/T = \text{const.} \), which is along the direction of the zero eigenvalue of the metric.

**Dissipated availability of the Brownian Carnot engine with the optimized and the current experiment protocols**

We estimate how much the optimized protocol given by Eq. (25) in the main paper improves the dissipated availability of the Brownian Carnot engine compared to the current experimental protocol [S3]. In the experiment, \( \lambda_w(t) \) of the harmonic potential [Eq. (17) in the main paper] is controlled by the following protocol:

\[ \lambda_w(t) = \begin{cases} f(t) & \text{for } 0 \leq t \leq \tau/2, \\ f(\tau-t) & \text{for } \tau/2 \leq t \leq \tau, \end{cases} \quad (S30) \]

with\n
\[ f(t) = 4(\lambda_w - \lambda_w, o)(t/\tau)^2 + \lambda_w, o. \quad (S31) \]

For this experimental protocol, the average of the dissipated availability, \( \langle A \rangle = \int_0^\infty g^{(1)}_{\mu\nu} \lambda_w \lambda_v \), and its fluctuation \( \langle \Delta A^2 \rangle \) given by Eq. (9) in the main paper are calculated as

\[ \langle A_{\text{od}}^\text{exp} \rangle = \frac{\gamma k_B T}{4} f \left( t_0 + \frac{1}{T} + \frac{1}{t \lambda_w, o - t_2} \right) \langle \mathcal{L}_h^{(1)} \rangle_2, \quad (S32) \]

\[ \langle \langle \Delta A_{\text{od}}^\text{exp} \rangle^2 \rangle = \frac{\gamma^2 k_B T}{2} f \left( t_0 + \frac{1}{T} + \frac{1}{t \lambda_w, o - t_2} \right) \langle \mathcal{L}_h^{(2)} \rangle_2, \quad (S33) \]

where \( k_B \) is the Boltzmann constant, \( t_0 \) is the time at node \( i \), and we have used Eqs. (16) and (21) in the main paper. For clarity, we put the superscript “od” representing the overdamped approximation since we will compare the results with and without the overdamped approximation in the next section. Note that \( A_{\text{od}}^\text{exp} \) here is identical to \( A_{\text{exp}} \) in the main paper.

On the one hand, \( \langle A \rangle \) and \( \langle \Delta A^2 \rangle \) obtained by the optimized protocol given by Eq. (25) in the main text are

\[ \langle A_{\text{opt}} \rangle = \left( \frac{1}{t_1} + \frac{1}{t_3 - t_2} \right) \langle \mathcal{L}_h^{(1)} \rangle_2, \quad (S34) \]

\[ \langle \Delta A_{\text{opt}}^2 \rangle = \left( \frac{1}{t_1} + \frac{T}{t_2 t_3 - t_2} \right) \langle \mathcal{L}_h^{(2)} \rangle_2, \quad (S35) \]
respectively as \( \rho \) overdamped regime where the effect of the inertia is negligible, \( m \) where \( \chi \) is given by \[ \gamma = \frac{\mu \lambda}{\nu} \]

The experimental value of each parameter is the following [S3]: The stiffness \( \lambda_w \)'s are \( \lambda_{w,0} = 20.0 \text{ pN} \cdot \mu\text{m}^{-1} \), \( \lambda_{w,1} = 6.2 \text{ pN} \cdot \mu\text{m}^{-1} \), and \( \lambda_{w,2} = 2.0 \text{ pN} \cdot \mu\text{m}^{-1} \). The cycle period \( \tau \) is 200 ms and the time at each node is \( t_1 = 0.26 \tau \), \( t_2 = 0.5 \tau \), and \( t_3 = 0.75 \tau \) (i.e., the duration of each stroke is \( t_{0 \to 1} = 0.26 \tau \), \( t_{1 \to 2} = 0.24 \tau \), \( t_{2 \to 3} = 0.25 \tau \), and \( t_{3 \to 4} = 0.25 \tau \)). The temperatures of the isothermal strokes are \( T_c = 300 \text{ K} \) and \( T_h = 525 \text{ K} \). The friction coefficient can be estimated from Stokes’ law, \( \gamma = 6 \pi \eta r \), where \( \eta \) is the dynamic viscosity of water and \( r \) is the radius of the Brownian particle. The viscosity at room temperature is \( \eta = 0.89 \text{ pN} \cdot \mu\text{m}^{-2} \cdot \text{ms} \) [S4] and the radius of the Brownian particle used in the experiment is \( r = 0.5 \mu\text{m} \). We then get \( \gamma = 8.4 \text{ pN} \cdot \mu\text{m}^{-1} \cdot \text{ms} \).

From these parameter values, the ratio between the optimized value and the experimental one is calculated for \( \langle A \rangle \) and \( \langle \Delta A^2 \rangle \) respectively as

\[
\frac{\langle A_{\text{opt}} \rangle}{\langle A_{\text{exp}} \rangle} = 0.65, \quad \frac{\langle \Delta A^2_{\text{opt}} \rangle}{\langle \Delta A^2_{\text{exp}} \rangle} = 0.70.
\]

The optimized protocol improves the average of the dissipated availability by 35% and its fluctuation by 30%.

**Dissipated availability in the isentropic and isothermal processes in the experiment of Ref. [S3]**

In the overdamped approximation employed in the main paper, the dissipated availability and the thermodynamics length of the isentropic strokes are exactly zero. However, in the actual experiments, the system is not perfectly overdamped, and these quantities are nonzero. Nevertheless, here we show that the dissipated availability of the isentropic strokes is much smaller than that of the isothermal strokes in the experiment of Ref. [S3] for the cycle period \( \tau = 200 \text{ ms} \) considered in the main paper, which validates the overdamped approximation for this case.

For the underdamped Brownian motion described by the following Langevin equation with the Gaussian white noise \( \zeta \):

\[
m \ddot{q} = -\gamma q - \lambda_w(t) q + \zeta, \tag{S38}
\]

\[
\langle \zeta(t) \zeta(t') \rangle = 2 \gamma k_B T(t) \delta(t-t'), \tag{S39}
\]

the metric \( g^{(1)}_{\mu \nu} \) is given by [S5]

\[
g^{(1)}_{\mu \nu} = \frac{\gamma}{4 k_B T \lambda_w} \begin{pmatrix}
\left( \frac{k_B T}{\lambda_w} \right)^2 (1 + \chi) & -k_B T (1 + 2 \chi) \\
-k_B T (1 + 2 \chi) & \left( \frac{k_B T}{\lambda_w} \right)^2 (1 + 4 \chi)
\end{pmatrix}, \tag{S40}
\]

where \( \chi = m \lambda_w / \gamma^2 \) is a dimensionless parameter characterizing the effect of the inertia and \( m \) is the mass of the Brownian particle. The particle used in the experiment of Ref. [S3] is made of polystyrene with the mass density \( \rho \simeq 1.0 \text{ g/cm}^3 \). We then estimate the mass of the particle as \( m = (4/3) \pi r^3 \rho \simeq 5.2 \times 10^{-4} \text{pN} \cdot \mu\text{m}^{-1} \cdot \text{ms}^2 \) for \( r = 0.5 \mu\text{m} \). Here we can see that, in the overdamped regime where the effect of the inertia is negligible, \( \chi \simeq (1.5 \times 10^{-5} - 1.5 \times 10^{-4}) \ll 1 \), the metric tensor \( g^{(1)}_{\mu \nu} \) in the underdamped case [Eq. (S40)] reduces to the one in the overdamped approximation given by Eq. (21) in the main paper together with the relation \( g^{(1)}_{\mu \nu} = (2 k_B T)^{-1} g^{(2)}_{\mu \nu} \).

With the metric given by Eq. (S40) and the protocols of \( T(t) \) and \( \lambda_w(t) \) in the experiment of Ref. [S3] for the underdamped case, we evaluate the average of the dissipated availability \( A_{\text{exp}}^{\text{ud}} \) (isothermal) and \( A_{\text{exp}}^{\text{ud}} \) (isentropic) in the two isothermal and the two isentropic strokes of the Brownian Carnot cycle (the superscript “ud” represents the underdamped case). Note that, unlike the isentropic processes in the overdamped approximation given by \( T(t)/\lambda_w(t) = \text{const.} \), the isentropic processes here is given by \( T^{\text{ud}}(t)/\lambda_w(t) = \text{const.} \).

The average of the dissipated availability in the isothermal and the isentropic strokes are given respectively by

\[
\langle A_{\text{exp}}^{\text{ud}} \rangle = \left( \int_{t_0}^{t_1} dt + \int_{t_2}^{t_3} dt \right) g^{(1)}_{\mu \nu}(t) \dot{\lambda}_{\mu}(t) \dot{\lambda}_{\nu}(t), \tag{S41}
\]

\[
\langle A_{\text{exp}}^{\text{ud}} \rangle = \left( \int_{t_1}^{t_2} dt + \int_{t_3}^{t_4} dt \right) g^{(1)}_{\mu \nu}(t) \dot{\lambda}_{\mu}(t) \dot{\lambda}_{\nu}(t). \tag{S42}
\]
For the same time $t_i$ (i.e., $t_1 = 0.26\tau$, $t_2 = 0.5\tau$, and $t_3 = 0.75\tau$ with $\tau = 200$ ms), $T(t_i)$, and $\lambda_{\text{w}}(t_i)$ of the four nodes as in the experiment of Ref. [S3] given in the previous section, we calculate $\langle A_{\text{ud exp}}^{\text{isentropic}} \rangle$ and $\langle A_{\text{ud exp}}^{\text{isothermal}} \rangle$.

First, the result of the ratio between $\langle A_{\text{ud exp}}^{\text{isentropic}} \rangle$ and $\langle A_{\text{ud exp}}^{\text{isothermal}} \rangle$ is

$$\frac{\langle A_{\text{ud exp}}^{\text{isentropic}} \rangle}{\langle A_{\text{ud exp}}^{\text{isothermal}} \rangle} = 0.057. \quad (S43)$$

Thus, in the experiment, the dissipation in the isentropic strokes is much smaller than that in the isothermal strokes and is only 5% of the total dissipation in the whole cycle.

Furthermore, the total dissipated availability in the experiment without the overdamped approximation, $A_{\text{exp}}^{\text{ud}} \equiv A_{\text{exp}}^{\text{ud}}(\text{isothermal}) + A_{\text{exp}}^{\text{ud}}(\text{isentropic})$, and that within the overdamped approximation, $A_{\text{exp}}^{\text{od}}$ (which is identical to $A_{\text{exp}}$ in the main paper), are almost the same. The relative difference between the average of these quantities is

$$\frac{\langle A_{\text{exp}}^{\text{ud}} \rangle - \langle A_{\text{exp}}^{\text{od}} \rangle}{\langle A_{\text{exp}}^{\text{ud}} \rangle} = 0.054. \quad (S44)$$

Since the dissipation $A_{\text{exp}}^{\text{od}}$ within the overdamped approximation solely comes from the isothermal strokes, it is also worthwhile to compare $A_{\text{exp}}^{\text{od}}$ and $A_{\text{exp}}^{\text{ud}}(\text{isothermal})$:

$$\frac{\langle A_{\text{exp}}^{\text{od}} \rangle}{\langle A_{\text{exp}}^{\text{ud}}(\text{isothermal}) \rangle} = 1.00004. \quad (S45)$$

Namely, the difference between the experiment without the overdamped approximation and the overdamped case is negligible.

In conclusion, in the experiment of Ref. [S3] (for $\tau = 200$ ms) considered in the main paper, dissipation $\langle A_{\text{exp}}^{\text{ud}}(\text{isentropic}) \rangle$ in the isentropic strokes is negligible, and the total dissipation $\langle A_{\text{exp}}^{\text{ud}} \rangle$ can be well evaluated by the overdamped approximation $\langle A_{\text{exp}}^{\text{od}} \rangle$ (which is identical to $\langle A_{\text{exp}} \rangle$ in the main paper) around 5% error. This analysis shows that the overdamped approximation is valid and gives good estimates for the experiment of Ref. [S3].

---
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