Target Threat Assessment Based on Dynamic Bayesian Network
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Abstract. Conventional threat assessment model based on Bayesian Network is a reasoning process in static environment, which is difficult to deal with a large number of broken air combat data in a complex dynamic battlefield environment. Motivated by this fact, a Dynamic Bayesian Network-based threat assessment model is established, and a theoretical method based on Expectation Maximization to deal with missing data is proposed. Finally, simulations are presented to verify the effectiveness of the proposed structure.

1. Introduction
Threat assessment is a typical non-structural complex multi-attribute decision problem related to uncertainty reasoning [1], which is an important basis for the force deployment and fire distribution [2].

Conventional threat assessment models are mainly based on Multi-index decision-making method, Bayesian reasoning, DS evidence theory, neural networks and fuzzy set theory. Several researches of threat assessment models based on multi-index decision are proposed [3-5]. However, these above methods are sensitive to data and difficult to adapt to the actual operational environment.

Thus, target threat assessment based on BP, IGSO-BP, and RBF neural networks are introduced [6-8]. But the difficulty of acquiring network training data makes it hard to apply this method in practice.

The above methods are just applicable to the evaluation in static environment. With the rapid change of air combat data, it is difficult to judge the threat degree of enemy in real air combat environment in time. Besides, due to the use of electromagnetic interference, tactical deception and other tactics in actual combat environment [1,9], air combat data for model computing collected by airborne and ground sensors is uncertain or even missing.

Motivated by these challenges, in this paper, the time factor is introduced into the modeling process of threat assessment based on Bayesian Network [10-11], and a Dynamic Bayesian Network (DBN) model is established, which is more capable of dynamic assessment under uncertain conditions. And a theoretical method to deal with missing data by Expectation Maximization is proposed. Simulation results show the feasibility of the proposed algorithm.

2. Dynamic Bayesian Network Based Threat Assessment
In this paper, threat assessment is carried out in air defense operations based on DBN. And this section is mainly divided into the following contents: indicators for threat assessment, Dynamic Bayesian Network model, model inference mechanism, EM-based Bayesian Network learning method.
2.1 Indicators for Threat Assessment

Threat assessment of enemy targets refers to the degree of threat to us inferred from the perception of current situation and battlefield elements in actual combat environment [12]. Thus, the first step in a threat assessment is to determine the various indicators that affect the threat level of an enemy aircraft against us.

There are two main types of indicators to consider. One is the dynamic indicators reflecting the air combat situation of fighters, which indicates the attack intention of enemy aircrafts. Such indicators mainly include altitude, heading angle, speed and distance, etc. In general, the smaller the heading angle, the lower the altitude and the greater the speed, the more obvious the attack intention of the enemy is.

The other is static indicators of fighter performance including electronic interference capability, aircraft type and weapons, which determine the damage ability of enemy aircraft. The above indicators are shown in figure 1.

2.2 Dynamic Bayesian Network Model

A Bayesian Network is a Directed Acyclic Graph (DAG) with a probability. Suppose a set of random variables \( U = \{X_1, X_2, ..., X_n\} \), where the variables have a finite number of states. The Bayesian Network is represented as a binary group \( S = (G, P) \), in which \( G \) is a directed acyclic graph and nodes represent the set of random variables \( U \) used to represent the events of the incoming targets in air defense operations. Conditional dependencies of events are represented by directed edges. To use the Bayesian Network method to evaluate the threat of an attacking target in air defense operations, the following assumptions need to be made: For any random variable \( P \) given set of parent nodes, it is independent of its non-descendant nodes. That is, any random variable does not affect other variables that are not directly related to it. \( P \) is used to represent the conditional probability set, and each node \( X \) in the network \( G \) has a conditional probability table representing its relationship with the parent node \( Pa(X) \), and its size represents the strength of the relationship between events.

This paper mainly establishes a threat assessment model based on DBN. The DBN combines the Static Bayesian Network with the time series information, considering the transition probability and the mutual influence of before and after events. In order to simplify the model, necessary model assumptions are made here:

- Assume that the dynamic probability process satisfies Markovian property, that is, the state transition probability at the current moment is only related to the state probability at the previous moment, Namely,

\[
P(X(t) \mid X(1), X(2), ..., X(t)) = P(X(t + 1) \mid X(t)) \]

(1)

- Suppose that the conditional probability of adjacent time is stationary in a finite time, that is, \( P(X(t + 1) \mid X(t)) \) is the same for any time.

Based on the above assumptions, the DBN can be divided into a prior network \( B_0 \) (initial state probability transition network) and a transition network \( B_n \) (transition probability defined on variables \( X(t) \) and \( X(t + 1) \)).

Therefore, the joint probability distribution for the given DBN model on \( X(1), X(2), ..., X(t) \) is shown as formula (2).

\[
P(X(1), X(2), ..., X(t)) = P_{B_0}(X(1)) \prod_{t=1}^{T} P_{B_n}(X(t + 1) \mid X(t))
\]

(2)

The basis of DBN inference is Bayesian formula and its conditional independent assumption, namely
\[ p(x \mid y) = \frac{p(xy)}{p(y)} = \sum \frac{p(xy)}{p(y)} \]

\[ p(x_i, x_2, \ldots, x_n) = \prod_{i=1}^{n} p(x_i \mid pa(x_i)) \]

(3)

Where, \((x_1, x_2, \ldots, x_n)\) represents the set of nodes in the network, \(p(x_i, x_2, \ldots, x_n)\) represents the joint distribution of all nodes in the network, and \(pa(x_i)\) is the set of parent nodes of node \(x_i\).

2.3 Model Reasoning Mechanism

For a Bayesian Network with \(m\) observation nodes and \(n\) hidden nodes, the inference algorithm is

\[ p(x_1, x_2, \ldots, x_n \mid y_1, y_2, \ldots, y_m) = \frac{\prod j \ p(y_j \mid pa(y_j)) \prod \ p(x_i \mid pa(x_i))}{\sum_{x_1, x_2, \ldots, x_n} \prod j \ p(y_j \mid pa(y_j)) \prod \ p(x_i \mid pa(x_i))} \]

(4)

Where, \(pa(x_i)\) and \(pa(y_j)\) respectively represent the parent node set of node \(x_i\) and \(y_j\), \(j = 1, 2, \ldots, m; i = 1, 2, \ldots, n\).

When the observed values have only one combined state, the distribution of hidden variables of the DBN with \(T\) time periods is as follows

\[ p(x_{k1}, x_{k2}, \ldots, x_{km}, y_{j1}, y_{j2}, \ldots, y_{jm} \mid y_{j1}, y_{j2}, \ldots, y_{jm}) = \]

\[ \frac{\prod j \ p(y_j \mid pa(y_j)) \prod \ p(x_{ki} \mid pa(x_{ki}))}{\sum_{x_{k1}, x_{k2}, \ldots, x_{km}, y_{j1}, y_{j2}, \ldots, y_{jm}} \prod j \ p(y_j \mid pa(y_j)) \prod \ p(x_{ki} \mid pa(x_{ki}))} \]

(5)

Where, \(x_{ki}\) and \(y_{ji}\) represent the \(K\)th time period of nodes c and d, while \(pa(x_{ki})\) and \(pa(y_{ji})\) represent the set of parent nodes \(x_{ki}\) and \(y_{ji}\), \(k = 1, 2, \ldots, T; j = 1, 2, \ldots, m; i = 1, 2, \ldots, n\).

The paper mainly considers the following indicators to evaluate the threat of the target. They are target distance (L), target course angle (A), target height (H), target velocity (V), target type (ID) and target electronic interference capability (R). As can be seen from Figure 1, target threat assessment based on DBN is a dynamic process.

![Figure 1. Target Threat Assessment Based on Bayesian Networks.](image-url)
The specific indicators in Figure 1 are as follows: target threat (TH) = \{high threat (H), medium threat (M), low threat (L)\}; target intention (IN) = \{attack (A), investigation (I), vigilance (V)\}; damage ability (DA) = \{strong damage ability (S), medium damage ability (M), weak damage ability (W)\}; target distance (D) = \{distance (F), medium distance (M), close range (S)\}; target heading angle (A) = \{Large heading angle (H), medium heading angle (M), small heading angle (L)\}; target height (H) = \{high (H), medium (M), low (L)\}; target speed (V) = \{high speed (H), medium speed (M), low speed (L)\}; target type (ID) = \{large target (H), medium target (M), small target (S), stealth target (C)\}; Target interference capability (R) = \{strong interference capability (H), medium interference capability (M), low interference capability (L), non-interference ability (N)\}.

2.4 EM-based Bayesian Network Learning Method
Using Discrete Dynamic Bayesian Network (DDBN) to reason and calculate the threat level of incoming targets is a common method to deal with such problems. However, in the complex actual combat environment, the data obtained by the sensors is incomplete. Under this condition, although the original method can get the result, the missing data makes the estimated threat quite different from the actual situation. Therefore, DBN based threat assessment still faces some challenges. In this paper, a method of estimating DBN parameters based on mathematical Expectation Maximization (EM) is proposed under the condition of missing sample data.

If the sample data is missing, some of the statistical factors $N_{ik}$ and $N_{ik}$ are unknown. First, the current Bayesian Network structure and parameters are used to calculate the missing ESS of the sample: $E(N_{ik}) \cdot E(N_{ik})$. Then $E(N_{ik})$ and $E(N_{ik})$ are used to re-estimate the parameters of the current Bayesian Network. The EM algorithm can be described as:

Initialize the parameters $\theta$ of the Bayesian Network and repeat the process E-Step and M-Step until the algorithm converges.

- E-Step process: using the Bayesian network parameter $\theta$ of the t-th iteration, calculate $E(N_{ik} | \theta), E(N_{ik} | \theta)$ through the Bayesian network inference mechanism;
- M-Step process: Recalculate the parameters of the Bayesian network by using $E(N_{ik} | \theta), E(N_{ik} | \theta)$ in the E-Step process instead of part of the $N_{ik}, N_{ik}$ that does not exist: $\theta^{t+1} = E[N_{ik}] / E[N_{ik}]$.

3. Experimental Simulation
In the process of inferring the target threat degree, it is necessary to divide the threat assessment into several time segments based on the structured event cycle of air defense battle command and control. According to expert experience and real-time data of target situation, the threat degree of target is analyzed in each time segment. In this process, the model parameters of the DBN need to be determined first.

3.1. Determine Model Parameters
Based on expert experience, the model can infer different events reflected by situation data. For example, the target of low-altitude flight may be a missile, and the target with strong electromagnetic interference capability is generally an electronic jammer. In this paper, the transition probability between some major time segments is obtained by consulting experts. Table 1 shows the transition probabilities of DBN.

| $T_i$ | $T_{i+1}$ | $H$ | $M$ | $L$ |
|------|----------|----|----|----|
| $H$  | 0.75     | 0.15 | 0.10 |
| $M$  | 0.25     | 0.40 | 0.35 |
| $L$  | 0.20     | 0.20 | 0.60 |
The conditional probability of threat assessment model is given in Table 2.

### Table 2. Training Sample Data.

| Factors | Target type (ID) | Velocity (V) | Heading Angle(A) | Height (H) | Distance (D) | Jamming ability(R) |
|---------|------------------|--------------|------------------|------------|--------------|-------------------|
| High threat(H) | H/ID1 0.05 | H/V1 0.50 | H/A1 0.20 | H/H1 0.20 | H/D1 0.20 | H/R1 0.50 |
|          | H/ID2 0.15 | H/V2 0.30 | H/A2 0.30 | H/H2 0.30 | H/D2 0.30 | H/R2 0.20 |
|          | H/ID3 0.20 | H/V3 0.20 | H/A3 0.50 | H/H3 0.50 | H/D3 0.50 | H/R3 0.20 |
|          | H/ID4 0.60 | -            | -            | -            | -            | H/R4 0.10 |
| Medium threat(M) | M/ID1 0.05 | M/V1 0.60 | M/A1 0.10 | M/H1 0.15 | M/D1 0.15 | M/R1 0.45 |
|          | M/ID2 0.10 | M/V2 0.30 | M/A2 0.15 | M/H2 0.35 | M/D2 0.25 | M/R2 0.35 |
|          | M/ID3 0.10 | M/V3 0.10 | M/A3 0.75 | M/H3 0.60 | M/D3 0.60 | M/R3 0.10 |
|          | M/ID4 0.75 | -            | -            | -            | -            | M/R4 0.10 |
| Low threat (L) | H/ID1 0.10 | L/V1 0.55 | L/A1 0.20 | L/H1 0.25 | L/D1 0.10 | L/R1 0.60 |
|          | H/ID2 0.20 | L/V2 0.25 | L/A3 0.35 | L/H2 0.30 | L/D2 0.30 | L/R2 0.25 |
|          | H/ID3 0.20 | L/V3 0.20 | L/A3 0.45 | L/H3 0.40 | L/D3 0.60 | L/R3 0.10 |
|          | H/ID4 0.50 | -            | -            | -            | -            | L/R4 0.05 |

### Table 3. Target Observation Value.

| Factors | Target type (ID) | Velocity (V) | Heading Angle (A) | Height (H) | Distance (D) | Jamming ability (R) |
|---------|------------------|--------------|------------------|------------|--------------|-------------------|
| Time    |                  |              |                  |            |              |                   |
| 1       | (0010)           | (0.2 0.3 0.5)| (0.5 0.3 0.2)    | (0.6 0.2 0.2)| 0.7 0.2 0.1   | (0.2 0.2 0.4 0.2)  |
| 2       | (0010)           | (0.3 0.3 0.4)| (0.4 0.1 0.5)    | (0.4 0.3 0.3)| 0.5 0.3 0.2   | (0.2 0.2 0.4 0.2)  |
| 3       | (0010)           | (0.3 0.5 0.2)| (0.3 0.2 0.5)    | (0.3 0.4 0.3)| 0.6 0.2 0.2   | (0.2 0.2 0.4 0.2)  |
| 4       | (0010)           | (0.4 0.4 0.2)| (0.3 0.2 0.5)    | (0.2 0.4 0.4)| 0.5 0.2 0.3   | (0.2 0.2 0.4 0.2)  |
| 5       | (0010)           | (0.5 0.2 0.3)| (0.3 0.2 0.5)    | (0.2 0.3 0.5)| 0.5 0.2 0.3   | (0.2 0.2 0.4 0.2)  |
| 6       | (0010)           | (0.5 0.3 0.2)| (0.2 0.3 0.5)    | (0.3 0.2 0.5)| 0.5 0.2 0.3   | (0.2 0.2 0.4 0.2)  |
| 7       | (0010)           | (0.6 0.3 0.1)| (0.2 0.3 0.5)    | (0.2 0.2 0.6)| 0.4 0.2 0.4   | (0.2 0.2 0.4 0.2)  |
| 8       | (0010)           | (0.6 0.3 0.1)| (0.2 0.2 0.6)    | (0.2 0.2 0.6)| 0.3 0.2 0.5   | (0.2 0.2 0.4 0.2)  |
| 9       | (0010)           | (0.6 0.3 0.1)| (0.2 0.2 0.6)    | (0.1 0.2 0.7)| 0.2 0.2 0.6   | (0.2 0.2 0.4 0.2)  |
| 10      | (0010)           | (0.7 0.2 0.1)| (0.2 0.2 0.6)    | (0.1 0.2 0.7)| 0.2 0.2 0.6   | (0.2 0.2 0.4 0.2)  |

### 3.2. Reasoning Process

Suppose an enemy aircraft is flying towards our air defense position. Using sensors to continuously observe 10 moments, we have obtained the situation observations value of the enemy aircraft during that time period. The observed data have the following rules: heading Angle, height and distance are decreasing, and speed is increasing. Specific observation values are shown in Table 3. Based on the DBN threat assessment model proposed in this paper, the threat values of enemy aircraft at the above ten moments are deduced. The specific data is shown in Table 4, and the threat probability curve of the target at 10 moments is drawn in Figure 2.
Table 4. Target Threat Reasoning Value.

| Factors | High threat | Medium threat | Low threat |
|---------|-------------|---------------|-----------|
| Time    |             |               |           |
| 1       | 65.20%      | 24.60%        | 10.20%    |
| 2       | 70.40%      | 20.30%        | 9.30%     |
| 3       | 79.10%      | 12.70%        | 8.20%     |
| 4       | 85.60%      | 7.90%         | 6.50%     |
| 5       | 86.30%      | 8.00%         | 5.70%     |
| 6       | 88.40%      | 6.70%         | 4.90%     |
| 7       | 89.50%      | 5.70%         | 4.80%     |
| 8       | 90.90%      | 6.70%         | 2.40%     |
| 9       | 92.30%      | 6.20%         | 1.50%     |
| 10      | 94.70%      | 4.40%         | 0.90%     |

As can be seen from the above figure, in the 10 observation moments, the high threat degree of the target is gradually increasing, which is consistent with the actual situation. At the last moment, the high threat level reached 94.70%, indicating that the enemy aircraft posed the highest threat to us.

Figure 2. Threat Curve.

4. Conclusion
The simulation results show that the threat assessment model based on Dynamic Bayesian Network can play an effective role in real combat environment. However, it should be noted that the conditional probability matrix of the Bayesian Network in the model is given by experts based on their empirical knowledge and actual combat situation, which reflects the basic relationship between the interrelated variables in practical problems. Therefore, it is inevitable to have subjective factors, and there may be a lack of objective argumentation in practical operation, which is also one of the main problems faced by Dynamic Bayesian Networks.
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