A Comparison of Papoulis and Chebyshev Filters in the Continuous Time Domain
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Abstract. The subject of this paper is the revisit of the Chebyshev (equiripple) and Papoulis (monotonic or staircase) low-pass filter in order to compare. It can be stated that the comparison of Papoulis and Chebyshev filters cannot be found in the available literature. At the beginning, it is shown that ripple parameter may be used in order the Chebyshev filter to obtain a magnitude response having less passband ripple than the standard Chebyshev response. At the same time, the passband edge frequency is preserved at 3 dB. Further, the unified approach to design odd and even degree Papoulis filters is explained. For the purpose of comparison, the Chebyshev filter as a counterpart of the Papoulis filter is introduced. Thus obtained Chebyshev filter has the same stop band insertion loss, group delay and transient response as Papoulis filter. However, its passband performance is much better. It is shown that Chebyshev filter counterpart offers a better solution than Papoulis filter in all applications, except in ones applications where is required that passband attenuation to have a staircase shape.
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1. Introduction

The Papoulis propose allpole lowpass filters [1] which may be considered as a good transition between Butterworth filters from one side and Chebyshev filters on the other. The passband amplitude characteristic of these filters decreases monotonically with ω and exhibits staircase behavior. "These filters can be used in many applications; i.e., when the transient response is also considered, a high ripple in the passband is not tolerated; one then uses as a simple compromise the Butterworth filter whose cutoff properties are not too good.”, considers the author of the mentioned paper. After the publication of that paper, the monotony filters have attracted the attention of researchers. For examples, they are: the class H (Halpern) filters [2] which yield maximum asymptotic slope, the monotonic filters with improved stopband performance [3], LSM (least-square monotonic) filters [4] that provide the smallest passband loss among all filters whose passband magnitude response is bound to be monotonic and paper [5] in which authors shown that the Halpern filters are only of academic interest. Comparison of monotonic and parabolic filter is given in [6], while in paper [7] comparison among monotonic filters can be found. It should be also noted that monotonous filters occupy a large part of the recently published book [8].

This paper has two main objectives. Firstly, it will be shown that equiripple (Chebyshev) approximation offers better or in the worst case equal performances in comparison with staircase (Papoulis) approximation. Secondly, it has been shown that Chebyshev filter, as a counterpart of Papoulis filter, can be used instead of the Papoulis filter in all applications. Finally, we got the general feeling that staircase filters are only of academic importance.

2. Transfer Function of the Filters

Assume that a linear time-invariant doubly terminated network is described by a linear differential equation of degree n. The corresponding power loss [9] is a rational function of s and takes the form:

\[ |t_n^2(j\omega)| = \frac{1}{1 + \phi_n(\omega^2)} \] (1)

with \( \phi_n(\omega^2) \) being the characteristic function complete even or odd polynomial of degree n in \( \omega^2 \). Insertion loss expressed in dB is given by \( I_L = 20 \log_{10} |t_n(j\omega)| \).

The relationship between the power absorbed by the load resistor and the power which reflected at input terminals back to the source is given by the Feldtkeller equation

\[ |t_n(j\omega)|^2 + |\rho_n(j\omega)|^2 = 1, \] where \( \rho(j\omega) \) is reflection coefficient at input ports. Putting expression for transmission
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and return loss expressed in dB is given in the following form

\[ RL = 20 \log_{10} |p_0(j \omega)|. \]

Having established \( \phi_n(\omega^2) \) the continuous time low-pass transfer functions \( t_n(s) \) can be found by using the standard procedure. The first step is the analytic continuation in the complex s-plane of \( \phi_n(\omega^2) \) by substitution \( \omega^2 \rightarrow -s^2 \). The second step is factoring \( 1 + \phi_n(-s^2) \). The left half of the s-plane factors being the desired denominators of stable and time invariant transfer function:

\[ t_n(s) = \frac{h_0}{\prod (s - s_i)^{n+1}} \sum_{i=1}^{n+1} a_i s^{n+1} d_i s^{n+1} \quad (3) \]

where \( h_0 = a_{n+1}/\sqrt{1 + \phi_n^2(0)} \) is constant that ensures that amplitude \( |t_n(\omega)| \) is bounded above by unity, and \( d_i = a_i/h_0 \). If \( n \) is odd then the characteristic function is equal to zero at the zero frequency, i.e. \( t_n(0) = 1 \), which gives \( h_0 = a_{n+1} \) and \( d_{n+1} = 1 \).

### 2.1 Scaled Chebyshev Characteristic Function

As well known, the optimum filter design with respect to the cutoff slope can be obtained using Chebyshev polynomials [10]. When a high ripple in the filter’s pass-band cannot be tolerated, to reduce the pass-band ripples and to preserve the pass-band edge frequency at \( \omega_{3dB} = 1 \) is necessary. Therefore the scaling the standard Chebyshev transcendental function with the ripple parameter \( \varepsilon \) and the renormalizing with respect to the real angular frequency \( \xi_n(\varepsilon) \) will be used. The scaled Chebyshev characteristic function of the lowpass filter can be now obtained in the following form

\[ \phi_n(\omega^2, \varepsilon) = \varepsilon^2 \cos^2 \left( n \arccos(\omega/\xi_n(\varepsilon)) \right). \]

Since the 3 dB passband cutoff frequency normalized to unity is considered, i.e. \( \phi_n(1, \varepsilon) = 1 \), the angular frequency for renormalization of the characteristic function can easily be found in the closed form as follows

\[ \xi_n(\varepsilon) = \cos \left( \frac{1}{n} \arccos \left( \frac{1}{\varepsilon} \right) \right) \geq 1. \]

Thus, on the interval \([0, \omega_{nh}]\), where \( \omega_{nh} = 1/\xi_n(\varepsilon) \leq 1 \) is the ripple band, \( \phi_n(\omega^2, \varepsilon) \) oscillates between 0 and \( \varepsilon^2 \), causing the \(|t_n(j \omega, \varepsilon)| \) to oscillate between 1 and \( 1/\sqrt{1 + \varepsilon^2} \), while at the same time \(|t_n(j, \varepsilon)| = 1/\sqrt{2} \). Insertion loss level over the ripple band can be computed as \( L_I = 10 \log_{10} (1 + \varepsilon^2) \).

It can be noted that characteristic function (4) is squared Chebyshev polynomial of the degree \( n \), scaled with \( \varepsilon \) and renormalised by \( \omega_{nh} = 1/\xi_n(\varepsilon) \), which has the form

\[ \tau_n(\varepsilon)(\omega) = \varepsilon \cos \left( n \arccos \left( \frac{\omega}{\omega_{nh}} \right) \right). \]

Hereafter it is referred to as Scaled Chebyshev or only Chebyshev polynomial since his pass band is equiripple. It can be also considered that ripple factor \( \varepsilon \) can be referred as the order of the Scaled Chebyshev polynomial. Embedded parameter \( \varepsilon \) act as a degree of freedom in the same away as order \( n \) in the case of Gegenbauer polynomials [11]. These polynomials are not orthogonal with respect to the Chebyshev weighting function \( (1 - \omega^2)^{-\frac{1}{2}} \) over the interval \( \omega \in [-1, 1] \), since the renormalized frequency \( \omega_{nh} \) depends both on the filter’s degree and the ripple parameter \( \varepsilon \). On the other hand, these polynomials are pure even or pure odd polynomials with real roots lying in the passband.

The plot of three Scaled Chebyshev characteristic functions, \( \phi_n(\omega, \varepsilon) \), for \( \varepsilon = 0.35 \) and \( n = 3, 5 \) and 7 are given in Fig. 1.

Ripple bands \([0, \omega_{nh}] \) of these characteristic functions are also depicted in Fig. 1. Thus, the Scaled Chebyshev polynomials (6) are the variety of Chebyshev polynomials and they can be used in the approximation of the filter magnitude function of the transmission coefficient.

### 2.2 Characteristic Function of Papoulis Filter

In the original papers [1] and [12] Professor Papoulis proposed monotonic (staircase) lowpass filters for the odd and even degree, respectively. The class of filters is called L-filters, because in the original derivation Legendre polynomials were used. In the following text a unique solution for the odd and even a filter degree in details is described.

The generating equation for the odd and even characteristic function of the staircase case filter of the degree \( n \) with real coefficients, can be expressed in the following form [14]

\[ \phi_n(\omega^2) = \int_0^\omega x^n u_{n-1}(x^2) dx \]

and it is positive real function of \( \omega^2 \). To achieve that \( \phi_n(\omega^2) \) is a monotonic polynomial \( (d\phi_n(\omega^2)/d\omega \geq 0) \), the polynomial \( u_{n-1}(x^2) \) is used to be a perfect square. To determine \( u_{n-1}(x^2) \), it is expanded as a sum of squared orthogonal

---

1. \( s = \sigma + j \omega \)
2. The same results for even degree were published by Fukada [13].
polynomials in the interval of orthogonality matching the normalized passband of the lowpass filter, i.e. \( \omega \in [0, 1] \). Using shifted Jacobi’s polynomials of Legendre polynomials [1] the staircase (monotonic) Papoulis filter can also be derived.

The Jacobi polynomial of degree \( n \) with two inherent parameters \( \alpha \) and \( \beta \), \( P_n^{\alpha, \beta}(x) \), is orthogonal with respect to the weight function \( w(x) = (1-x)^\alpha(1+x)^\beta \) over the interval \( x \in [-1, 1] \). It have \( n \) distinct zeros for \( \alpha \neq \beta \) but they are neither even nor odd. Such type of the polynomial is not suitable to be a filter characteristic function, and it needs to be modified in order to meet the requirements to be a filter function [15]. For the purpose of the monotonic filter design shifted Jacobi polynomials are used. They are defined by linear substitution, \( G_n(p,q,y) = P_n^{p,q}(2y-1) \), where \( p = \alpha + \beta + 1 \) and \( q = \beta + 1 \) (with \( q \geq 0 \) and \( p \geq q - 1 \)). These polynomials are orthogonal on the interval \( y \in [0,1] \) with respect to the weight function \( w(y) = (1-y)^p y^q \). It can be shown that if \( q \geq 1 \) and \( p = q \), then \( w(y) = y^{q-1} \) and \( G_q(q,q,1) = 1 \). Shifted Jacobi polynomials can be easily determined through the Matlab symbolic function \( \text{jacobiP}(n,a,b,x) \).

Since parameter values \( p = q \leq 2 \) are restricted to be the integer values and let \( y = x^2 \), then \( G_1(q,q,x^2) \) is a pure even orthogonal polynomial with respect to the weight function \( w(x) = x^{2q-1} \). In other word, polynomial \( u_{n-1}(x^2) = x^{q-1} G_1(q,q,x^2) \) is orthogonal with respect to the parameter \( x \). Then

\[
2 \int_0^1 x \left[ x^{q-1} G_1(q,q,x^2) \right] \left[ x^{q-1} G_1(q,q,x^2) \right] \, dx = 0 \tag{8}
\]

with \( dy = 2xdx \) and it can be used in the certain place in the filter characteristic function.

In order to determine the characteristic function of the Papoulis filters (7), we first expand polynomial \( u_{n-1}(x^2) \) into the form of a series of the shifted Jacobi orthonormal polynomials, the following expression arises

\[
\phi_n(q,\omega^2) = \int_0^\omega x \left[ x^{q-1} \sum_{j=0}^{(n-q)/2} c_j K_j G_1(q,q,x^2) \right]^2 \, dx \tag{9}
\]

where \( q = 2 \) for \( n \) even and \( 1 \) for \( n \) odd. The constant \( K_j \) is calculated from the orthonormality condition for the polynomial \( u_{n-1}(x^2) \). The inner product is first calculated for that purpose

\[
\int_0^1 x \left[ x^{q-1} G_1(q,q,x^2) \right]^2 \, dx = \begin{cases} \frac{4q+2}{4q+4} & \text{for } i \text{ odd} \\ \frac{4q+2}{4q+4} & \text{for } i \text{ even} \end{cases} \tag{10}
\]

So, equation (10) implies \( K_i = \sqrt{\frac{4q+2}{4q+4}} \), where the values for \( i \) are bounded by \( q/2-1 \leq i \leq n/2-1 \) for \( n \) even and \( K_i = \sqrt{\frac{4q+2}{4q+4}} \), where the values for \( i \) are bounded by \( (q-1)/2 \leq i \leq (n-1)/2 \) for \( n \) odd. Since \( \phi_n(q,1) = 1 \) it follows that \( \sum_i c_i^2 = 1 \), then the \( \omega_{DB} \) bandwidth is normalized to be unity.

From equation (9), the cutoff rate of the characteristic function at the passband edge frequency \( \omega = 1 \)

\[
\left. \frac{d\phi_n(q,\omega^2)}{d\omega} \right|_{\omega=1} = \left[ \sum_{j=0}^{(n-q)/2} c_j K_j \right]^2 \tag{11}
\]
is maximum, as it is introduced by Papoulis [1]. The unknown coefficients \( c_j \) can be determined by solving an extremal-value problem with the help of the Lagrange multiplier \( \lambda \) and the Lagrange function as

\[
F(c,\lambda) = \sum_{j=0}^{(n-q)/2} c_j K_j - \lambda \left[ \sum_{j=0}^{(n-q)/2} c_j^2 - 1 \right] = 0 \tag{12}
\]

where \( c \) is the vector contains coefficients \( c_j \). The partial derivatives of \( F(c,\lambda) \) give \( (n-q)/2 + 1 \) equations, which are solved by setting them to zero, as

\[
\frac{\partial F}{\partial c_j} = K_j - 2\lambda c_j = 0, \quad \text{for } j = 0, 1, \ldots, \frac{n-q}{2} \tag{13}
\]

and

\[
\frac{\partial F}{\partial \lambda} = \sum_j c_j^2 - 1 = 0. \tag{14}
\]

By using equation (13), the coefficients \( c_j \) can be expressed as \( c_j = K_j/2\lambda \). Putting these values into equation (14) parameter \( \lambda \) is obtained and then \( c_i \). Since the coefficients \( c_i \) are known, the characteristic function is obtained by using definite integral as it is given in (9). For example, let \( n = 6 \) and \( q = 2 \). Then \( i = 0, 1, 2 \), \( c = [\sqrt{6}/6, \sqrt{3}/3, \sqrt{2}/2] \) and \( \phi_6(2,\omega^2) = 50\omega^{12} - 120\omega^{10} + 105\omega^8 - 40\omega^6 + 6\omega^4 \).

The plot of three odd degree Papoulis (staircase) characteristic functions (\( q = 1 \)) for \( n = 3, 5 \) and 7 are given in Fig. 2. The inflection points closest to the passband edge are labeled. These frequencies are used to define the staircase band \( \omega_c \) and staircase insertion loss level, \( L_c \). If filter degree increases, the staircase passband increase and the correspond passband attenuation slightly increased.

![Fig. 2. Papoulis characteristic functions for n = 3, 5 and 7.](image-url)
3. The Chebyshev Filter as a Counterpart of the Papoulis Filter

The first border class of the Scaled C filters, obtained when \( \epsilon \to 0 \), correspond to the Butterworth filters. The second border class (\( \epsilon = 1 \) and \( \xi (1) = 1 \)) corresponds to the Chebyshev filter with 3 dB passband ripples. One can observe, if the ripple parameter \( \epsilon \) increases from 0 to 1, the asymptotic slope\(^3 \) increases from 1 for Butterworth filters, to \( 2^{n-1} \) for Chebyshev filters, where \( n \) is filter degree. The asymptotic slope of the Papoulis filter lies between these two. It will be shown in the following text that the Chebyshev filter can be considered as the counterpart of Papoulis filter, if it has the same asymptotic rate as Papoulis filter.

Since both filters should have the same asymptotic slope, the order \( \epsilon \) of the Chebyshev filter can be found by solving the following nonlinear equation \( A_S C = A_S P \), where \( A_S C \) is asymptotic slope of Chebyshev filter

\[
A_S C = \left[ \frac{d^{2n}}{d\omega^{2n}} \phi (\omega, \epsilon) \right] ^\frac{1}{2} = \epsilon 2^{n-1} \cos^n \left( \frac{1}{n} \arccos \frac{1}{\epsilon} \right)
\]

and \( A_S P \) is known asymptotic slope of Papoulis filter. In other word, asymptotic slope is squared root of the leading coefficient of filter characteristic function \( \phi (\omega^2) \). For example, if \( n = 9 \) then asymptotic slope of Papoulis filter is \( A_S P = 42 \) and Chebyshev filter, as the counterpart of the Papoulis filter, is characterized by \( A_S P = 0.1009258 \).

Table 1 contains coefficients of the Chebyshev filters as the counterparts of the Papoulis filters up to 11th degree. Table also summarizes the corresponding performances: the counterparts values of \( \xi P \), the area under the characteristic function in the passband\(^4 \) (Area), the asymptotic slope (AS), the ripple band (\( \omega_{lb} \)), and insertion loss level over the ripple band (\( L_r \)). The insertion loss level of the Chebyshev filters (counterpart of Papoulis filter) is less than \( L_r < 0.1 \) dB and decease if degree of filter increase. Therefore, it can be said that it is approximately monotonous in the passband [16].

Performances of Papoulis filter can be calculated by using the procedure proposed in Sec. 2.2, or there may be found in [7].

4. Comparison

The frequency responses of the 9th degree Papoulis, Chebyshev and Butterworth filters are given in Fig. 3. Reducing order \( \epsilon \) of the Chebyshev filter to the value \( \epsilon_{9 P} = 0.1009258 \) makes the group delay response and the stop band insertion-loss of the Chebyshev filter the same as is those of the Papoulis filter. Both filters have the same asymptotic slope, as can be seen in Fig. 3.

---

\(^3\) The asymptotic slope will be expressed as the square root of the leading coefficient in characteristic function \( \phi (\omega^2) \). Asymptotic slope of a Chebyshev filter with 3 dB passband ripple is \( A_S C = 2^{n-1} \).

\(^4\) The area required is obtained by integration: Area = \( \int_0^\infty \phi (\omega^2, \epsilon) d\omega \), and it is in the relation to reflection power at the input terminals of the filter.
Chebyshev filters offer better performances in the passband. Insertion loss level over ripple band, $L_i = 0.044 \text{ dB}$, is much lower than the insertion loss level over staircase band, $L_s = 0.6229 \text{ dB}$. The staircase band $\omega_s = 0.9275$ is slightly narrower than ripple band $\omega_r = 0.9474$. The area under the staircase characteristic function $A_s = 0.0639$ is almost four times larger than the area under equiripple characteristic function $A_r = 0.01975$. In other words, the reflection power of Papoulis filter is about four times larger.

The return loss responses of the filters whose frequency responses are given in Fig. 3, can be seen in Fig. 4. The return loss level of the Chebyshev filter is $R_\text{c} = -19.9640 \text{ dB}$ and it is about 12 dB under the return loss level of the Papoulis filter.

The zeroes of the reflection coefficient can be obtained by finding the roots of the Scaled C polynomial (6). Solving $\mathcal{Z}_n(\omega) = 0$, yields the reflection zeros in the closed form

$$s_k = \frac{j}{2} \cos \left( \frac{2k + 1}{2n} \frac{\pi}{\epsilon} \right), \quad \text{for } k = 0, 1, \ldots, \left\lfloor \frac{n - 1}{2} \right\rfloor$$

where $\lfloor x \rfloor$ denotes the flooring function. Obviously, all reflection zeros lie on the j$\omega$-axis in the passband, and maximum power transmission through the filter occurs at these frequencies.

There are no differences between unite step responses of Papoulis and Chebyshev filter as its counterpart, as is shown in Fig. 5.

As explained by Orchard [17], zero sensitivity of the filter transfer function to the variation of elements (in the passband) can be achieved if there are frequencies at which power transfer from the source to the load is maximal. The Chebyshev filter is also designed for maximum power transfer at certain frequencies (reflection zeros) in the passband. Maximum power transfer for $n = 9$ occurs at four frequencies where the transmission coefficient magnitude $|t_n(j\omega)|^2$ equals one, and these values cannot be exceeded. At those frequencies Chebyshev filter realized as the LC ladder circuit exhibits zero sensitivity to variations in coil and capacitor values and keeps the sensitivity low through the whole passband [17]. As a consequence, with passband ripples decreasing, sensitivity also decreases. On the other hand, the Papoulis filter is not designed for the minimum passband sensitivity to element variations as the maximum power transfer occurs only at d.c. Therefore, the sensitivity in the passband of the Papoulis filter is much higher than sensitivity of its Chebyshev counterpart.

5. Conclusion

A new kind of allpole lowpass filters with the equiripple (Chebyshev) response in the passband has been proposed in this paper. A comparison of proposed with the allpole Papoulis filters is discussed, because both filters have the same asymptotic slope. Table containing the Chebyshev transmission coefficients for filter degrees from 3 to 11 which are used for comparison with Papoulis filters, are presented. The main advantages of the proposed filters over the staircase filters can be listed as follows:

1. One additional degree of freedom allows to adjust the ripples in the pass-band, and thus the properties of the filter The counterpart of the staircase filter can be generated.
2. The Butterwort filter, as a special case of Chebyshev filter, is obtained for $\epsilon \rightarrow 0$.
3. The characteristic function, reflection zeros, asymptotic and cutoff slope are expressed in a closed form.
4. The passband insertion loss and area under the characteristic function in the passband are smaller for every known staircase filter degree.
5. Numerical computation of the filter coefficients is simple. Coefficients of staircase filter are obtained by using complex mathematical apparatus.
6. If the degree of filter increases then insertion loss and sensitivity to element changes decreases, while in the case of staircase filter the insertion loss and sensitivity increases.

7. The return loss is equiripple in the passband and its level is below the return-loss level of the Papoulis filters. The frequencies at which the return loss is zero are given in the mathematically closed form.

8. The passband sensitivity is zero at certain frequencies and it is significantly lower through the whole passband. At these frequencies, the filter characteristics can be further adjusted.

9. The odd degree characteristic function is perfectly square and it has zero at the origin, therefore, the realized LC ladder network is symmetric with an additional reduction of sensitivity which is not valid for the staircase filter.

Thus, it can be concluded that among filters with the staircase passband response and optimized cutoff slope and filters with the equiripple passband response, the latter offer a better solution in all applications. Since the design equations of the equiripple filter are simple and its performances are the same or better than the performances of the staircase filter, according to the comparison presented above, one gets the general feeling that the latter is mostly of academic importance.
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