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ABSTRACT

Measuring the escape fraction, \( f_{\text{esc}} \), of ionizing, Lyman Continuum (LyC) radiation is key to our understanding of the process of cosmic reionization. In this paper we provide a methodology for recovering the posterior probability distribution of the LyC escape fraction, \( f_{\text{esc}}^{\text{PDF}} \), considering both the observational uncertainties and ensembles of simulated transmission functions through the intergalactic medium (IGM). We present an example of this method applied to a VUDS galaxy at \( z = 3.64 \) and find \( f_{\text{esc}}^{\text{PDF}} = 0.51^{+0.33}_{-0.34} \) and compare this to the values computed assuming averaged IGM transmission with and without consideration of detection bias along average sightlines yielding \( f_{\text{esc}}^{(\text{PDF})} = 1.40^{+0.80}_{-0.42} \) and \( f_{\text{bias}} = 0.82^{+0.33}_{-0.16} \). Our results highlight the limitations of methods assuming average, smooth transmission functions. We also present MOSFIRE data for a sample of seven LyC candidates selected based on photometric redshifts at \( z > 3.4 \), but find that all seven have overestimated photometric redshifts by \( \Delta z \sim 0.2 \) making them unsuitable for LyC measurements. This results likely due to a bias induced by our selection criteria.
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1 INTRODUCTION

The epoch of reionization (EoR), the period during which the hydrogen permeating the intergalactic medium (IGM) was photoionized by young galaxies, is currently an extremely active area of research covering a wide range of topics and methods (e.g. Ghara et al. 2021; Hutter et al. 2021; Pagano & Fronenberg 2021). Although our understanding of the timeline of reionization is continually being refined (e.g. Bolton & Haehnelt 2007; Robertson et al. 2015; Planck Collaboration et al. 2016), there remain a number of key, outstanding questions, such as what are the primary drivers of the reionization process? Inevitably, the ionizing, Lyman Continuum (LyC) photons responsible originate in galaxies: either from stellar sources (e.g. massive O and B stars and X-ray binaries in star-forming galaxies Eldridge et al. 2017; Shivaei et al. 2018) or from active galactic nuclei (AGN, e.g. Grazian et al. 2018). Currently star-forming galaxies are favoured while AGN are expected to play a larger role in sustaining the UV background radiation that maintains an ionized IGM at lower redshifts (Kakiichi et al. 2018).

The difficulty in definitively answering the question of which sources are primarily responsible for reionization can be attributed to the faintness of these sources (e.g. Bian & Fan 2020; Meštrič et al. 2020) and the high opacity of the IGM during the EoR. Based on known samples of Lyman Break Galaxies (Steidel et al. 2018, LBGs) and Lyman \( \alpha \) emitters (LAEs Fletcher et al. 2019), Bassett et al. (2021) predict that LyC emission from the bulk of star-forming galaxies at \( z \geq 3.0 \) should be fainter than 28 mag AB. The low flux of ionizing photons reaching the Earth is predominantly the result of absorption by hydrogen both within the host galaxy’s interstellar medium (ISM), the circumgalactic medium (CGM), and the intervening IGM. The ISM/CGM absorption is directly related to the escape fraction of LyC photons \( f_{\text{esc}} \), the measurement of which is the primary goal of a number of observational programs (e.g. Marchi et al. 2017; Wang et al. 2021). Variations in \( f_{\text{esc}} \) with other
galaxy properties such as mass (e.g. Naidu et al. 2020), size and morphology (e.g. Kim et al. 2021), or time varying star-formation rate (SFR, Smith et al. 2019) can have significant implications regarding how the reinion process proceeds.

In order to measure such dependence on $f_{esc}$ and galaxy properties, we must first be able to accurately estimate $f_{esc}$ from observations. The largest difficulty in achieving this goal is the highly stochastic transmission of the IGM to ionizing photons (e.g. Inoue & Iwata 2008; Steidel et al. 2018; Bassett et al. 2021) as this quantity is degenerate with the value of $f_{esc}$ inferred from observations. One strategy is to assume the average IGM transmission across a large ensemble of transmitted transmission curves (e.g. Inoue et al. 2014), although this technique is likely to be appropriate only for statistically significant samples of LyC detections, which are currently lacking. One can also apply each IGM transmission curve from an ensemble individually and provide a histogram of the resulting $f_{esc}$ values (e.g. Shapley et al. 2016; Vanzella et al. 2016), though this alone provides poor constraint on $f_{esc}$ and produces a large number of sightlines with $f_{esc} > 1$ (i.e. more LyC photons escape the galaxy than are expected to be intrinsically produced). Future telescopes and instruments (e.g. the Keck Wide-Field Imager Gillingham et al. 2020) are expected to push LyC observations to greater depths, thus we may be on the cusp of the era of large LyC samples. In light of this, it is important to reassess the methodology of estimating $f_{esc}$ from observed galaxies.

In this paper we aim to provide a statistical framework for determining the posterior probability distribution function (PDF) for $f_{esc}$ from individual LyC detected galaxies. This method applies an ensemble of 10,000 IGM transmission curves and tests 10,000 $f_{esc}$ values for each of these possible sightlines, measuring the resulting LyC flux for an ensemble of SEDs fit using a large grid of BPASSv2.1 (Eldridge et al. 2017) models. The modeled fluxes are considered in a probabilistic manner combining both the observed LyC flux and uncertainty as well as the goodness of fit of each BPASS model to 20 photometric bands at $\lambda_{rest} > 1216$ (thus avoiding light attenuated by the IGM) producing a single $f_{esc}$ PDF. The paper is organised as follows: in Section 2 we outline the sample selection and observations, in Section 3 we discuss the methodology including redshift measurement, providing a discussion of systematic overestimates of photometric redshifts (likely resulting from our selection criteria) then focus $f_{esc}$ estimates for a single galaxy at $z > 3.4$, in Section 4 we present the results of our analysis for this galaxy, and in Section 5 we summarise our findings.

2 SAMPLE SELECTION AND OBSERVATIONS

All but one of the LyC emitting candidate galaxies in our preliminary sample were selected from the ZFOURGE survey (PI Labbé, Straatman et al. 2016) for spectroscopic observations with the Multi-Object Spectrometer For Infra-Red Exploration (MOSFIRE McLean et al. 2012). The ZFOURGE survey provides robust photometric redshifts by utilising 30+ photometric bands from $u^*$-band to far-IR. The ZFOURGE team has estimated a average photometric redshift accuracy of $\pm 2\%$ based on subsamples of galaxies with spectroscopic follow-up observations. It is relevant to point out that the photometric redshift accuracy quoted by ZFOURGE is primarily based on galaxies at $z < 3$ where the split J and H band filters probe the Balmer break directly. At higher redshifts, the Balmer break moves into the K band, thus the photometric redshifts are likely to become less reliable (see also Appendix A). The final galaxy in our sample is selected from the VIMOS Ultra Deep Survey (VUDS Le Fèvre et al. 2015, ID 511227001), and already has a secure spectroscopic redshift measurement of $z = 3.64$. We carried out spectroscopic observations using MOSFIRE to confirm ZFOURGE photometric redshifts for the remaining targets (see Section 3.1).

Accurate redshifts are critical as our key selection criteria for LyC emitting candidates is clean $u$-band detection (see, e.g. Bassett et al. 2019), probing LyC flux above $z ~ 3$ (exclusively so above $z = 3.4$). As in previous works (e.g. Bassett et al. 2019; Meštrić et al. 2020) $u$-band data comes from the CFHT Large Area U- band Deep Survey (CLAUDS, Sawicki et al. 2019), which reaches a maximum depth of $\sim 27.2-27.3$ mag in the $u$-band. We note that the $u$-band used here for LyC detections is distinct from the $u^*$-band of the ZFOURGE survey. In particular the $u$-band for the CLAUDS survey exhibits a sharp cutoff in transmission on the red end and does not suffer from red leak, a major drawback of the $u^*$-band for LyC studies.

All targets have available, multiband HST photometric data and for each we have performed visual comparison between HST F814W and the CLAUDS $u$-band imaging to exclude targets with a likely companions in the space-based imaging not apparent from the ground. The criteria for excluding galaxies based on this visual inspection are the presence of either multiple HST detections associated with a single $u$-band detection or an offset between the $u$-band centroid and the F814W centroid larger than the HST PSF. From our experience performing $u$-band selections in the COSMOS field, we find roughly one third of galaxies exhibit close pairs in higher resolution imaging (see Meštrić et al. 2020). Comparison between $u$-band and F814W imaging is shown in Figure 1 with contours in the upper panel illustrating the smoothed HST photometry. The field-of-view for each target is $5\times 5$ square arcsec. This step provides more confidence that many of our LyC emitting candidate galaxies do not have their $u$-band flux contaminated by lower redshift interlopers (e.g. Vanzella et al. 2010). However, some targets with multiple HST peaks have been included due to the limited field of view observable in a single MOSFIRE mask. Thus, our sample represents a set aimed to optimise a single MOSFIRE mask in the ZFOURGE-COSMOS field. More details of our $u$-band selection can be found in Meštrić et al. (2020).

LyC emitting galaxy candidates considered in this work have been observed using the MOSFIRE instrument at the Keck Observatory (proposal ID 2018B-W151 PI Bassett). MOSFIRE observations were performed in two half nights of December 2018 in the same manner as for galaxies described in Bassett et al. (2019). We observed in the H and K bands with K band observations targeting [OIII] (\text{A}5007 and \text{A}4959) and H$\beta$, and H band observations targeting [OII] (\text{A}3727) Å. In both cases we employed a 1\arcsec 0 slit and a ABBA dither pattern with a 1\arcsec 25 nod. K-band observations were performed on December 17th with 60x180s exposures, a total of 3 hours on source. The seeing for our K-band observations varied from $\sim 0\arcsec 5$ to $\sim 0\arcsec 61$. H-band data were collected on December 19th using 100x120s exposures, a total of 3.3 hours on source. Seeing conditions for our H-band observations were similar to those for K-band. We reduced the data using a combination of the standard MOSFIRE python reduction package \footnote{https://keck-data-reduction-pipelines.github.io/MosfireDRP/} as well as custom scripts for flux calibration. For more details on our data reduction process, see Bassett et al. (2019). Our final sample consist of seven ZFOURGE and one VUDS galaxy observed with MOSFIRE.
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Figure 1. Imaging data used for sample selection with a field-of-view of 5x5 arcsec per cutout. Top: CLAUDS $u$ band imaging for our sample. Red contours are taken from the HST F814W imaging after smoothing with a Gaussian kernel with a width of 4 pixels. The purpose here is to illustrate the relative position of the source in each image. Bottom: HST F814W imaging of our sample with the same centering and field-of-view as for the top row.

Figure 2. Fits to MOSFIRE observations of [OII] $\lambda$3727, H$\beta$, [OIII] $\lambda$4959, and [OIII] $\lambda$5007 for our sample. The observed spectra and 1$\sigma$ uncertainties are shown in red and grey, respectively, and our best fit model is shown in blue. The primary use of these data are to secure spectroscopic redshifts directly rather than fitting the Gaussian centroid of each emission line separately. Thus, from our line-fitting procedure we extract the spectroscopic redshift, average $\sigma$ for line-emitting gas, and the integrated line fluxes of the [OII] $\lambda$3727 Å (MOSFIRE resolution provides only marginal separation of this doublet), H$\beta$, [OIII] $\lambda$4959 Å, and [OIII] $\lambda$5007 Å emission lines.

3 METHOD

3.1 MOSFIRE Analysis

Our method for measuring emission line fluxes is the same as described in Section 4.1 of Bassett et al. (2019). We simultaneously fit all emission lines using Gaussian profiles where the $\sigma$ of all profiles are assumed to be the same. In this way, we are able to fit for the galaxy redshift directly rather than fitting the Gaussian centroid of each emission line separately. Thus, from our line-fitting procedure we extract the spectroscopic redshift, average $\sigma$ for line-emitting gas, and the integrated line fluxes of the [OII] $\lambda$3727 Å (MOSFIRE resolution provides only marginal separation of this doublet), H$\beta$, [OIII] $\lambda$4959 Å, and [OIII] $\lambda$5007 Å emission lines.

We show the emission line fits for our sample in Figure 2. For six out of eight targets, we detect [OIII] $\lambda$4959 Å, [OIII] $\lambda$5007 Å, and H$\beta$ reliably enough to determine the spectroscopic redshift. Galaxies 15449 and 17612 provide unconvincing detections of [OIII] $\lambda$5007 meaning we cannot obtain confident spectroscopic redshifts. These two targets are therefore omitted from further analysis. The recovery of other lines varies from target to target. In particular, the [OII] $\lambda$3727 doublet often suffers from contamination from sky emission, which largely prohibits any meaningful line flux measurement. Regardless, the primary use of our MOSFIRE observations is to secure accurate redshifts and provide a basis for our $u$ band detections in the context of LyC escape.

As stated in Section 2, our targets were specifically selected at $z \approx 3.4$ in order to ensure that the $u$-band detections probe LyC photons exclusively. However, Figure 2 shows that all of the targets selected from ZFOURGE based on photometric redshift estimates fall below this redshift cutoff. This means that our $u$-band detections contain contamination from Lyman $\alpha$ forest light. In general, our SED models contain significantly larger flux at $\lambda > 911.8$ Å when compared to LyC wavelengths. Combined with the fact that we expect no correlation between the IGM transmission shortward of the Lyman limit and the transmission in the Lyman forest (e.g. Shapley et al. 2006; Bassett et al. 2021), we are unable to reliably constrain $f_{\text{esc}}$ for galaxies at $z < 3.4$. Thus, the remaining ZFOURGE galaxies are removed from the sample for further analysis and only VUDS 511227001 will be considered in the context of LyC escape.

The LyC emission for VUDS511227001 has already been explored by (Marchi et al. 2017, using VIMOS spectroscopy, 1$\sigma$) and Meštrić et al. (2020). The latter study makes use of the same CLAUDS $u$ band observations used here in which VUDS 511227001 is detected at 27.82 mag (3.05$\sigma$). Although the $u$-band probes bluer wavelengths than those probed by Marchi et al. (2017), where LyC emission is expected to be weaker due to increased IGM attenuation, the increased depth of CLAUDS when compared to VIMOS mean these two observations are consistent. We estimate a limiting magnitude from the non-detection of Marchi et al. (2017)
(based on the conversion of the 1σ error of flux density) to be ~26.6 mag, significantly brighter than the photometric detection presented here and in Meštrić et al. (2020), suggesting that the true brightness of VUDS511227001 was beyond the limit of VUDS.

3.2 SED Models and Dust Attenuation

The remainder of this section is focused on estimating \( f_{\text{esc}} \) for the single target at \( z > 3.4 \), VUDS 511227001. The first step in this process is the selection of a model spectral energy distribution (SED) to which the observed HST and \( u \)-band photometry will be compared. Ultimately, the key property of any SED model in this context is the ratio of intrinsic luminosity at 880-910 Å and 1450-1550 Å, \( \frac{L_{\text{int}}}{L_{\text{int}}^0} \). This is because the non-ionizing UV photometry provides the scaling for our SED model and \( \frac{L_{\text{int}}}{L_{\text{int}}^0} \) subsequently defines the intrinsic level of LyC flux. The difference between this intrinsic flux and the observed \( u \)-band photometry will then define \( f_{\text{esc}} \). Given there is a high level of uncertainty regarding the specific star-formation histories of high redshift galaxies, here we employ a non-parametric SED fit using linear regression and BPASSv2.1 SED models (Eldridge et al. 2017) rather than constraining our models by assuming a fixed star-formation history.

For VUDS511227001 we first extract the 31 photometric observations for from the COSMOS catalogs cover a rest wavelength range of ~900 to ~9600 Å. We also compile the filter transmission curves for all included filters. All photometric fluxes and associated errors are then converted to \( \mu y \) and stored in an input table along with the MOSFIRE spectroscopic redshift. In our SED fitting, we exclude fluxes of any band with a rest wavelength shorter than 1216 Å as this probes the LyC/Ly\( \alpha \) forest portion of the spectrum, thus the observed fluxes will also depend on \( f_{\text{esc}} \) and/or \( \tau_{\text{GM}} \). This leaves 20 photometric fluxes for our SED fitting procedure. The SED fitting described here is primarily performed to constrain the intrinsic LyC flux and \( E(B-V) \), which are then used to independently estimate \( f_{\text{esc}} \) as described in Section 3.4.

Next, we prepare model photometric observations of BPASSv2.1 models, which will be used to assess the goodness of fit of each template. This is done by first converting the raw BPASS spectral models from their provided units (ergs s\(^{-1}\) Å\(^{-1}\) 10\(^{-6}\) \( L_\odot \)) to \( \mu y \) \( M_\odot^{-1} \) at a given redshift. We then measure the weighted average flux per \( M_\odot \) for each model in each photometric band from the COSMOS field where the weighting is given by the transmission curve of a given filter. Ten sets of BPASSv2.1 spectra are provided at metallicities between \( z = 10^{-2} \) and \( z = 0.014 \) with each set containing 51 SSP models in the age range \( \log_\odot(\text{age}) = 6 - 11 \) years in bins of 0.1 dex. All metallicities are considered simultaneously while only the youngest 33 SSP ages are considered as older SEDs would be older than the age of the universe at the redshift of VUDS511227001. Thus, at each metallicity we produce a grid of 20\times33 photometric fluxes with each row giving the photometric fluxes at a single age. Each individual grid is then stacked to produce a final grid of 200\times33 photometric fluxes with each row representing an SED at a single age and metallicity. In all cases we employ BPASSv2.1 models including binary stellar evolution, a powerlaw initial mass function (IMF), and an maximum stellar mass of 300 \( M_\odot \) (see Eldridge et al. 2017; for more details), similar to other works considering LyC emission at high redshift (e.g. Steidel et al. 2018).

We include dust attenuation in our SED fitting employing a Reddy et al. (2016) attenuation curve with \( R_V = 2.74 \). Generally, known LyC emitting galaxies exhibit little or no dust attenuation (Vanzella et al. 2010; Shapley et al. 2016; Bian et al. 2017; Vanzella et al. 2018; Steidel et al. 2018), thus we test models with \( E(B-V) \) values in the range 0.0 to 0.2 with \( \Delta E(B-V) = 0.001 \).

With our photometric grid and dust curves in place, our SED fitting procedure is performed. At each \( E(B-V) \) value we scale the photometric fluxes of the dust free grid to match the expected fluxes for our attenuation curve. We then use linear regression to determine the best fitting linear combination of dust attenuated SSP templates. Our linear regression is achieved by minimising the cost function \( J(\Theta, X, Y, \gamma_Y) \) taken as the reduced \( \chi^2 \) value:

\[
J(\Theta, X, Y, \gamma_Y) = \frac{1}{2m} \sum_{i=1}^{m} \left( h(\Theta, X) - Y \right)^2 \sigma_Y^2
\]

where \( m \) is the number of photometric bands considered (20), \( X \) is the grid of model photometric fluxes, \( Y \) are the observed fluxes for a given object, and \( \gamma_Y \) are the associated measurement errors on the observed fluxes. Here the function \( h(\Theta, X) \) describes a 1D vector that represents the output SED where:

\[
h(\Theta, X)_i = \frac{\sum_{j=1}^{n} \Theta_j X_{j,i}}{\sum_{j=1}^{n} \Theta_j}
\]

where \( n=200 \) is the number of different age/metallicity BPASSv2.1 SSP models considered. In this framework, and given our fluxes are in \( \mu y \) per \( M_\odot \), \( \Theta \) can be seen as a vector describing the amount of stellar mass attributed to each SSP model of a given age with a length equal to the number of different aged models being considered at a given redshift. As an example, assume \( i=0 \) corresponds to the \( B \) band flux, thus \( h(\Theta, X)_0 \) represents the linear combination of \( B \) band fluxes across all SSP ages with weighting given by the vector \( \Theta \).

The resulting best fit SED for a single realisation of our fitting procedure will also depend on the initial conditions due to the nature of the optimisation algorithm. We thus perform the fitting 250 times
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Figure 3. Top: SED fitting results for VUDS 511227001. The average SED across our 250 fits is shown in black with the 99th percentile range shown as a shaded region. Solid red points show photometry included in the fitting procedure while open points show those that have been left out. These latter photometric observations are from filters that partially or entirely probe wavelength below Ly$\alpha$ (dashed vertical line) that are affected by IGM attenuation. Bottom left: The average stellar mass of each of our 330 single age, single metallicity BPASSv2.1 models across our 250 fits. The mass distribution represented here is typical of the majority of our fits. Bottom Right: The average age vs stellar mass and star-formation history of our SED fits. Typical star-formation histories are dynamic and often characterised by a significant burst around $10^{6.5}$ years ago peaking above $200 M_\odot \text{yr}^{-1}$. This recent burst is likely the primary contributor of LyC photons to the galaxy’s SED.

3.3 IGM Transmission

In order to produce probability distribution functions (PDF) of $f_{\text{esc}}$ for VUDS 511227001 for each of the SED models described in Section 3.2 we need to also sample the PDF of the IGM transmission, $T_{\text{IGM}}$, for the $u$-band at that galaxy’s redshift. Here, we produce 10,000 IGM transmission curves using the TAOIST-MC code\footnote{available at https://github.com/robbassett/TAOIST_MC}, based on the methods described in Inoue et al. (2014) and Steidel et al. (2018).

A full description of the methodology for producing IGM transmission curves can be found in Bassett et al. (2021), however we briefly describe the major details here. For each stochastically produced IGM transmission curve we first generate a single realisation of possible intervening HI absorption systems in redshift bins of $\Delta z = 5 \times 10^{-5}$ from $z = 0$ to the redshift of VUDS 511227001, $z = 3.64$. Here, absorption systems are sampled from the “IGM+CGM” column density distribution function presented in Appendix B of Steidel et al. (2018). Next, for each absorption system, the transmission to ionizing radiation as a function of wavelength is determined at the particular redshift of that system. Finally, the cumulative IGM transmission function is computed as the combined transmission of all absorption systems from $z = 0$ to 3.64. This process is repeated 10,000 times to produce our ensemble of IGM transmission curves.

It should be noted that the picture of star-formation histories for massive galaxies at high redshift are highly uncertain. Although not presented here, we have also performed SED fits using exponentially declining and constant star-formation histories, which result in a similar spectral shape. Thus, although the physical parameters such as $M_\odot$ and metallicity may vary depending on the details of star-formation history, the intrinsic LyC to UV flux, $(L_{900}/L_{1500})_{\text{int}}$, is fairly consistent across all models. This value is one of the key drivers of the resulting estimate of $f_{\text{esc}}$, meaning our results are not strongly dependent on our choice of star-formation history.
The probability that the observed mock observation. We then determine the probability, spheric transmission at Mauna Kea. This value is taken as a single effects of optics, CCD quantum efficiency, and the average atmo-

CLAUDS model by taking its weighted average with weighting given by the consistent with a given value of $f$ posterior PDF of VUDS511227001, we now describe our method for determining the ensemble of models and IGM transmission curves described above.

For each of our 250 SED fits we test all 10,000 IGM transmission curves, as well as 10,000 $f_{esc}$ values between 0 and 1. We first multiply the intrinsic model spectrum (i.e. in the absence of dust attenuation) with a given IGM transmission curve, producing the SED+IGM model consistent with $f_{esc} = 1.0$. We then apply $f_{esc}$ values between 0 and 1 with $\Delta f_{esc} = 1 \times 10^{-3}$. Here, we simply assume a flat transmission value for LyC photons such that all photons with $\lambda_{rest} < 911.8 \, \text{Å}$ are attenuated by the same value, namely the current $f_{esc}$. Next we measure the $u$-band flux of the SED+IGM+$f_{esc}$ model by taking its weighted average with weighting given by the CLAUDS $u$-band transmission curve, which includes the combined effects of optics, CCD quantum efficiency, and the average atmospheric transmission at Mauna Kea. This value is taken as a single mock observation. We then determine the probability, $P_{obs}$, that a given mock observation is consistent with the observation as the value of a Gaussian function with $F(u_0)$ and $\sigma(u)$ taken from the observed flux and error, respectively, evaluated at the position of the mock observation’s $F(u)$.

This process is visualised for a single SED in Figure 5 where each row represents a single IGM sightline and sightlines have been ordered by decreasing $u$-band transmission from bottom to top. For each sightline the colorbar shows the correspondence between a given $f_{esc}$ value and $P_{obs}$ where the highest value in a given row gives the $f_{esc}$ value most consistent with the observed photometry. We note that for nearly half of our sightlines, the IGM transmission is so low that the resulting $u$-band flux is $\sim 0$ for all $f_{esc}$ meaning the value of $P_{obs}$ is the same at all $f_{esc}$. In contrast, for the highest transmission sightlines at high $f_{esc}$ the resulting $u$ flux is more than twice the observed value meaning the combination of high transmission and high $f_{esc}$ is less consistent with the observations than a $u$ flux of 0 (see Section 4 for further discussion).

After applying all $10^5$ combinations of $T_{IGM}$ and $f_{esc}$, the probability of any individual value of $f_{esc}$ is taken as the median across all 10,000 sightlines. This is equivalent to taking a one dimensional median of Figure 5 along the $f_{esc}$ axis. In this way, we construct the PDF of $f_{esc}$ for an individual combination of SED age, E(B-V), and metallicity.

This process is repeated across the entire ensemble of SED models produced in Section 3.2, producing a broad ensemble of $f_{esc}$ PDFs. We show all 250 $f_{esc}$ PDFs in the top panel of Figure 6 with the colour indicating the E(B-V) value for a given model. We see the peak location of the PDF increases with decreasing E(B-V). This relationship is shown in the bottom panel of Figure 6 which shows a strong decrease from $f_{esc} = 1.0$ for models with E(B-V) $< 0.02$ down to $f_{esc} = 0.3$ for our most attenuated model. This reflects the fact that the attenuated model is fit to the observed photometry while the intrinsic model has a higher flux with the difference increasing with E(B-V).

We also produce a single $f_{esc}$ PDF to consider the entire ensemble of models. This is achieved by taking the weighted average

\[ \text{Median} \]

\[
\text{Mean} = \frac{\sum P_{obs} \cdot f_{esc}}{\sum P_{obs}}
\]

\[
\text{Mode} = \text{Most probable } f_{esc}
\]
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Figure 6. Top: Individual $f_{\text{esc}}$ PDFs produced as described in Section 3.4 with colour indicating the E(B-V) of a particular model. The average PDF across all 250 models is shown in red, and it is from this average PDF that we compute the median value and uncertainty of $f_{\text{esc}}$ for VUDS511227001. Bottom: The relationship between the peak $f_{\text{esc}}$ and E(B-V) for each of our models. As can be inferred from the top panel, we find a decrease in $f_{\text{esc}}$ with increasing E(B-V). This is due to the fact that the intrinsic SED of a dust free model closely matches the observed photometry meaning a smaller difference between the intrinsic and observed LyC flux of all 250 PDFs with the weight given by the peak sum of a given PDF. This weighting scheme gives a lower weight to SEDs with low E(B-V) as the peak, found at $f_{\text{esc}} = 1.0$, is significantly below the peak value for models with maximums below $f_{\text{esc}} = 1.0$. We show the resulting average PDF in red in the top panel of Figure 6.

It is from the weighted average $f_{\text{esc}}$ PDF that we estimate the most probably value of $f_{\text{esc}}$ for VUDS511227001. We also provide asymmetric errors with the error on each side given by the difference between the most probable $f_{\text{esc}}$ and the 15.9th and 84.1th percentiles, roughly equivalent to the 1σ spread in the case of a Gaussian distribution. We also compare the value of $f_{\text{esc}}$ computed using the method described here with $f_{\text{esc}}$ computed for the same target using alternative methods (see below), thus for the remainder of this work this value of $f_{\text{esc}}$ will be presented as $f_{\text{esc}}^{\text{PDF}}$. The resulting value of $f_{\text{esc}}^{\text{PDF}}$ from this process for VUDS 511227001 is $0.51 \pm 0.33$.

3.4.2 $f_{\text{esc}}$ From Average IGM Transmission

A common method of estimating $f_{\text{esc}}$ for LyC detected galaxies is to assume $T_{\text{IGM}}$ equal to the average value at a given redshift (Bian et al. 2017; Fletcher et al. 2019; Naidu et al. 2018). This method
is more appropriately applied to large samples of LyC detections as in this case differences in IGM sightline from galaxy to galaxy average out and an average value of $f_{\text{esc}}$ can be estimated. To use the average IGM transmission in this way, however, requires large samples of LyC detections at roughly fixed redshift. As such samples are not existent currently, the average transmission method has been applied to single galaxies in some previous works. While we do not advocate such an application, we calculate $f_{\text{esc}}$ in this way for VUDS 511227001 for illustrative purposes. We note that, because we assume a CGM contribution to the attenuation of LyC photons (following Steidel et al. 2018) the $f_{\text{esc}}$ values estimated in this manner will be higher than if we had omitted this contribution (e.g. Inoue & Iwata 2008; Inoue et al. 2014).

Following a number of previous works (e.g. Steidel et al. 2001; Bassett et al. 2019; Meštrić et al. 2020) we calculate $f_{\text{esc}}$ from the average IGM transmission in the following manner. We first calculate the so-called relative $f_{\text{esc}}$, $f_{\text{rel}}$ as:

$$f_{\text{rel}} = \frac{(F_{\text{LyC}}/F_{1500})_{\text{obs}}}{(L_{\text{LyC}}/L_{1500})_{\text{int}}} \times \frac{1}{\langle T_{\text{IGM}}\rangle}$$

(3)

where $(F_{\text{LyC}}/F_{1500})_{\text{obs}}$ is the observed LyC to 1500 Å flux ratio, $(L_{\text{LyC}}/L_{1500})_{\text{int}}$ is the SED dependent, intrinsic LyC to 1500 Å luminosity ratio, and $\langle T_{\text{IGM}}\rangle$ is the transmission of the IGM to LyC radiation measured here for the CLAUDS $u$ band at the redshift of VUDS 511227001 of $z = 3.64$. We then convert $f_{\text{rel}}$ to the absolute $f_{\text{esc}}$, $f_{\text{esc}}$ as:

$$f_{\text{esc}} = f_{\text{rel}} \times 10^{-0.4(k_{1500}E(B-V))}$$

(4)

where $k_{1500}$ is the reddening at 1500 Å for our chosen Reddy et al. (2016) attenuation curve and E(B-V) is the best fitting extinction as calculated for each of our SED models in Section 3.2. For IGM transmission curves produced with TAOIST-IGM at $z = 3.641$, we find a value of $\langle T_{\text{IGM}}\rangle$ for the $u$-band of 0.04±0.01.

Previous work has shown that for LyC surveys, there is an expected bias such that the IGM transmission along sightlines towards LyC detected galaxies is higher than the mean value (Rivera-Thorsen et al. 2019; Bassett et al. 2021). This bias, which we call $T_{\text{bias}}$, is expected to vary depending on a variety of factors including observational depth, brightness of detected sources, and the intrinsic SED shape of observed sources (in particular the LyC to 1500 Å flux ratio). While Bassett et al. (2021) primarily focused on quantifying $T_{\text{bias}}$ for samples of LyC detections, one can also compute the expected $T_{\text{bias}}$ for individual detections. We note that, although IGM transmission is not an additive quantity, we prefer to define it as such for convenience. Thus, $T_{\text{bias}}$ is defined as the difference between the average IGM transmission in sightlines in which a given galaxy is more likely to be observed and the average IGM transmission of all sightlines at a given redshift (see Bassett et al. 2021, for more details).

We demonstrate the bias in IGM transmission for VUDS 511227001 in Figure 7. The black curve in each shows the unweighted mean transmission curve at $z = 3.64$ while coloured curves show the weighted average considering the observed photometry. Here the weighting for each combination of SED and IGM transmission is determined by summing the resulting $f_{\text{esc}}$ PDF for that combination (i.e. summing a single row in Figure 5). The weighted average IGM transmission using this weighting scheme is shown in Figure 7 in cyan. To measure $T_{\text{bias}}$ we take the weighted average of both curves in Figure 7 with weights given by the CLAUDS $u$-band transmission curve and subtract the resulting value for the unweighted mean transmission from the biased mean transmission. $T_{\text{bias}}$ for the CLAUDS $u$-band for our 250 SED models is found to be 0.03±0.01 giving $\langle T_{\text{IGM}}\rangle + T_{\text{bias}} = 0.07±0.02$.

Having computed $T_{\text{bias}}$ for each SED model, we can then compute a bias corrected value of $f_{\text{esc}}$ as:

$$f_{\text{esc}} = \frac{(F_{\text{LyC}}/F_{1500})_{\text{obs}}}{(L_{\text{LyC}}/L_{1500})_{\text{int}}} \times \frac{1}{\langle T_{\text{IGM}}\rangle + T_{\text{bias}}}$$

(5)

Although the level of $T_{\text{bias}}$ expected for VUDS 511227001 appears negligible at ~0.03, estimating $f_{\text{esc}}$ using Equation 5 results in an appreciable difference when compared to Equation 3.

For both $f_{\text{esc}}$ and $f_{\text{esc}}^{(T)}$ the report values in Section 4 are taken as the mean across our 250 SED models. We also provide an assymetric error as the 15.9th and 84.1th percentiles of the same 250 values. Given we are providing three different methods of calculating $f_{\text{esc}}$ we distinguish these as $f_{\text{esc}}^{(T)}$ for the probability based method from Section 3.4.1, $f_{\text{esc}}^{(T)}$ for values calculated with Equation 3, and $f_{\text{bias}}$ for values calculated using Equation 5. We reiterate that we consider $f_{\text{esc}}^{(T)}$ to be the most rigorous as it considers the sightline-to-sightline variation in $T_{\text{IGM}}$, which typically has a more complex wavelength dependence than smooth curves produced by averaging over ensembles of sightlines. Our results suggest that these complex variations between individual sightlines can result in significant differences in calculated $f_{\text{esc}}$ values and should be taken into account when interpreting detections of LyC radiation from individual galaxies.

4 RESULTS

In this Section we have a closer look at the PDFs of $f_{\text{esc}}$ produced in Section 3.4 for VUDS 511227001. We begin by comparing the composite $f_{\text{esc}}$ PDFs shown in Figure 6, which take into consideration all 10,000 IGM sightlines, with $f_{\text{esc}}$ PDFs produced for individual sightlines at a range of $T_{\text{IGM}}$. Next, we will compare the final $f_{\text{PDF}}$ values with the two more traditional $f_{\text{esc}}$ estimates, $f_{\text{esc}}^{(T)}$ and $f_{\text{bias}}$, produced from averaged IGM transmission curves. For clarity we state here simply that the resulting $f_{\text{esc}}$ values of our three methods calculated for VUDS 511227001 are $f_{\text{esc}}^{(T)} = 0.51^{+0.33}_{-0.34}$, $f_{\text{bias}} = 1.40^{+0.80}_{-0.42}$, and $f_{\text{esc}} = 0.82^{+0.16}_{-0.16}$. These values consider all 250 SED models produced in our analysis in a probabilistic manner (as described above).

In Figure 9 we show $f_{\text{esc}}$ PDFs of individual IGM for a single SED model. Shown are the 0th, 10th, 50th, 90th, and 100th percentiles in IGM transmission for the CLAUDS $u$-band. We can see for sightlines with high IGM transmission the PDF is roughly Gaussian with the peak indicating the particular $f_{\text{esc}}$ value exactly matching the observed $u$-band flux for a given sightline. Additionally, we see that the probability that 0 flux is consistent with the observed flux is ~0.002, thus all sightlines overlap here for $f_{\text{esc}}^{(T)} = 0$. We also note that, as can be seen in Figure 5, the majority of sightlines have a roughly flat PDF as the LyC flux is ~0, thus having a probability of ~0.002, regardless of $f_{\text{PDF}}$. In contrast, for sightlines with high IGM transmission, when $f_{\text{PDF}}$ is large the resulting $u$ band flux is more than twice the observed value. This results in a $P_{\text{obs}}$ value for such sightlines significantly lower than 0.002 (the value for $F(u) = 0$) meaning that the combination of high IGM transmission and high $f_{\text{esc}}$ is less consistent with the observed value than a 0 flux of 0. This is precisely the reason that the median $P_{\text{obs}}$ at high $f_{\text{esc}}$ is lower than for intermediate values, resulting in a PDF that peaks below 1.

We also wish to point out that the final PDFs for $f_{\text{esc}}^{(T)}$ can vary
We next compare \( f_{\text{esc}} \) with the more traditional value of \( f_{\text{esc}}^{(T)} \) and the value \( f_{\text{bias}}^{(T)} \), which takes into account the bias towards detecting galaxies from sightlines with nonzero IGM transmission. We can see in both cases that these two values result in significantly higher \( f_{\text{esc}}^{(T)} \) estimates when compared to \( f_{\text{esc}}^{\text{PDF}} \), although \( f_{\text{bias}}^{(T)} \) is within the upper bounds of the 1\(\sigma\) spread in \( f_{\text{esc}}^{\text{PDF}} \). Considering the final value that takes into account all metallicitities and ages, bottom row of Table 2 (noting again this is most closely associated with our \( Z_s = 0.14 \) model), we find \( f_{\text{esc}}^{\text{PDF}} = 0.51^{+0.34}_{-0.33} \), \( f_{\text{esc}}^{(T)} = 1.40^{+0.80}_{-0.42} \), and \( f_{\text{bias}}^{(T)} = 0.82^{+0.33}_{-0.16} \). We note that estimates of \( f_{\text{esc}} \) for VUDS 511227001 have been performed previously by Meštrić et al. (2020, their galaxy ID 368) who provide a range of values for different \((L_{900}/L_{1500})_{\text{int}}\). Our value of 1.40\(~0.80\) is consistent with the values presented in Meštrić et al. (2020) of \( f_{\text{esc}} \geq 0.3 \sim 0.93 \).

Considering the three calculations of \( f_{\text{esc}} \) presented here we find that the values of \( f_{\text{esc}}^{(T)} \) and \( f_{\text{bias}}^{(T)} \) here are larger than \( f_{\text{esc}}^{\text{PDF}} \) by 0.88 and 0.30, respectively. It is also worth noting that \( f_{\text{bias}}^{(T)} \) is lower than \( f_{\text{esc}}^{(T)} \) by 0.58, a significant decrease even though the average level of \( T_{\text{bias}} \) we calculate is small at \(~0.03\). This further highlights the importance of carefully considering the fact that LyC detections, by definition, are incompatible with IGM sightlines with very low or 0 transmission, which are often included in the calculation of \((T_{\text{IGM}})\).

What then is the driver of the significant difference between \( f_{\text{esc}}^{\text{PDF}} \) and both \( f_{\text{esc}}^{(T)} \) and \( f_{\text{bias}}^{(T)} \)? Ultimately, the determination of the probability of a given value of \( f_{\text{esc}} \) for an individual combination of IGM sightline and intrinsic SED shape is defined by the resulting \( u \)-band flux. Given that we use the same ensembles SED models for all \( f_{\text{esc}} \) determinations, we are left with the differing treatment of the IGM transmission. Clear differences can be seen by comparing average IGM transmission curves in Figure 7 with individual curves from Figure 9 with the former characterised by a smooth transition from high to low \( T_{\text{IGM}} \) with decreasing wavelength and the latter by sharp, stochastic drops in \( T_{\text{IGM}} \). Put another way, the smooth, average transmission curves commonly seen in the literature (e.g. Inoue et al. 2014; Steidel et al. 2018; Bassett et al. 2021) are not representative of individual sightlines and the stochastic nature of such individual transmission curves results in a posterior distribution of \( u \)-band fluxes that is not well captured assuming \((T_{\text{IGM}})\) even when correcting for \( T_{\text{bias}} \). Some previous works (e.g. Shapley et al. 2016; Vanzella et al. 2016) have used ensembles of IGM transmission.
curves in their estimates of $f_{\text{esc}}$ resulting in similar distributions of $\langle T_{\text{IGM}} \rangle$ as seen here. Thus, the small novelty introduced in this work is the consideration of the observed flux and uncertainty to apply observational probabilities to individual sightlines resulting in a posterior $f_{\text{esc}}$ distribution peaking below $f_{\text{esc}} = 1.0$.

We end this Section by reiterating that we consider this rigorous method of determining $f_{\text{esc}}$ to be most appropriate for determining $f_{\text{esc}}$ for individual galaxies. This method takes into account the current best understanding of the probability of LyC photons (at wavelengths where the $u$-band is sensitive in the observed frame) encountering high column density neutral hydrogen along any individual line of sight. We repeat that the ensemble PDF produced this way may not be representative of the true PDF given any single galaxy has only one IGM transmission curve. What we have shown, however, is that methods considering only the mean IGM transmission, or even the biased average transmission (Bassett et al. 2021), are likely not providing reasonable estimates of individual $f_{\text{esc}}$ values. Given the large uncertainties for individual estimates, however, it is most likely that statistically significant samples of LyC detections will be required to truly understand the role of star-forming galaxies in reionization. Furthermore, it is also possible that the smooth, average transmission curves used to calculate $f_{\text{esc}}^{\text{PDF}}$ and $f_{\text{esc}}^{\text{bias}}$ are indeed appropriate when applied to larger samples of galaxies at roughly fixed redshift.

5 SUMMARY & CONCLUSIONS

In this paper, we begin with a sample of eight galaxies selected as LyC emitting candidates based on CLAUDS $u$-band detection. All of our targets were selected with prior redshift estimates at $z > 3.4$ such that the detected $u$-band flux can be attributed only to LyC photons with $\lambda_{\text{LyC}} < 911.8$ Å. Previous redshift estimates for $7/8$ of our sample come from ZFOURGE photometric analysis with the remaining galaxy selected from VUDS, which provides a secure spectroscopic redshift. Thus, we begin our analysis by measuring the spectroscopic redshifts of our ZFOURGE selected targets from [OIII] $\lambda 5007$ Å (along with [OIII] $\lambda 4959$ Å and H$\beta$, where detected) emission lines in Keck MOSFIRE spectroscopy.

Our first result is that all seven galaxies selected from ZFOURGE found to have overestimated photometric redshifts. In all cases, MOSFIRE spectroscopic redshifts are found at $z < 3.4$. This means that the $u$-band detections are contaminated by Lyman $\alpha$ forest photons, preventing us from providing meaningful constraints on the LyC escape fraction $f_{\text{esc}}$. Our systematic selection of galaxies with overestimated photometric redshifts may suggest that our requirement of a $u$-band detection has resulted in a bias such that we preferentially select galaxies with overestimated photometric redshifts rather than clean detections of LyC emission (see Appendix A). This result provides a useful warning to other projects searching for LyC detections based only on photometric estimates of galaxy redshifts. Whether or not this is a general problem or related to the particular photometric bands and methods of the ZFOURGE survey or to any associated selection biases, however, is yet to be seen.

The final galaxy in our sample, VUDS 511227001, had a spectroscopic redshift estimate prior to our MOSFIRE observations. Our detections of [OIII] $\lambda 5007$ Å confirm the redshift of this target to be $z = 3.64$, thus its $u$-band detection results purely from LyC photons. We reiterate that this galaxy has been analysed in the context of LyC escape previously by Marchi et al. (2017, VIMOS spectroscopy) and Meštrić et al. (2020, also CLAUDS $u$ band). For this target, we have performed a rigorous statistical analysis to determine the PDF of $f_{\text{esc}}$. In our analysis, we have produced 10,000 IGM transmission functions to $z = 3.64$ and employed an ensemble of 250 SED models constructed from BPASSv2.1 templates (see 3.2). Our SED models are non-parametric, but are have a characteristic mass of $4.25 \times 10^{10} M_\odot$ and exhibit bursty star-formation histories. Critically, for determination of LyC escape, these models cover a range of $\langle L_{900}/L_{1500}\rangle_{\text{mg}}$ between 0.02 and 0.15. We then produce PDFs of $f_{\text{esc}}$ for each SED in a probabilistic manner by applying all 10,000 IGM transmission functions across values of $f_{\text{esc}}$ between 0 and 1 and then taking into consideration the observed $u$-band flux and error of VUDS 511227001 (for more details see Section 3.4.2). Finally, we determine a final PDF of $f_{\text{esc}}$ across all 250 models as the weighted average of each individual PDF with weights given by the probability that a given SED matches the observed ZFOURGE photometry.

The final PDF of $f_{\text{esc}}$ for VUDS 511227001 is shown in Figure 6 in red, and we refer to the most probable value as $f_{\text{esc}}^{\text{PDF}}$. The resulting value for this target is $0.51^{+0.33}_{-0.24}$ where the asymmetric errors represent the $1\sigma$ range of our PDF. We also calculate two alternative values of $f_{\text{esc}}$ using the mean IGM transmission, $\langle T_{\text{IGM}} \rangle$, and mean transmission included the expected observational bias ($\langle T_{\text{IGM}} \rangle + \langle T_{\text{bias}} \rangle$ (see Bassett et al. 2021). These values, which we refer to as $f_{\text{esc}}^{\langle T \rangle}$ and $f_{\text{esc}}^{\text{bias}}$, are found to be $1.40^{+0.80}_{-0.42}$ and $0.82^{+0.33}_{-0.16}$, respectively, noting that the expected level of bias in $\langle T_{\text{IGM}} \rangle$ for this target is $\sim 0.03$. The value calculated for $f_{\text{esc}}^{\langle T \rangle}$ is consistent within errors with the previous estimate of (Meštrić et al. 2020) who use a similar method. We postulate that the large differences between these estimates of $f_{\text{esc}}$ result from the fact that individual IGM transmission functions are characterised by sharp drops not well represented by the smoothly declining functions seen in averaged IGM transmission curves. The complex shape of individual sightlines convolved with the SED model shape and the transmission of the $u$-band result in a distribution of model $u$-band fluxes not well represented by the simplified calculations of $f_{\text{esc}}^{\langle T \rangle}$ and $f_{\text{esc}}^{\text{bias}}$.

Ultimately, we also question the value of individual measurements of $f_{\text{esc}}$, even using a rigorous method such as the one presented here. Any observation of a galaxy represents a single IGM transmission, and we have shown that knowing the exact form of this transmission can result in a PDF not well represented by the PDF we produce by marginalising over 10,000 such sightlines. Thus, it is likely that a real understanding of the role of star-forming galaxies in cosmic reionization will require much larger samples of LyC detected galaxies, and in such cases average transmission curves become more appropriate.

DATA AVAILABILITY

IGM transmission functions used in this work is produced primarily using publicly available codes found at https://github.com/robbassett as well as publicly available galaxy SED models from the BPASS collaboration (Eldridge et al. 2017). Observational data from Keck is available from the Keck science archive and CLAUDS data will be released publicly in the near future (likely late 2021).
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APPENDIX A: SYSTEMATICALLY OVERESTIMATED PHOTOMETRIC REDSHIFT FOR U-BAND SELECTED GALAXIES

Here we take a closer look at the systematic overestimate of ZFOURGE photometric redshifts for all seven galaxies selected based on those redshifts. In all cases, this overestimate was large enough that the true redshift, based on [OIII] 5007 Å detections, was found to be below \( z < 3.4 \), the redshift limit for CLAUDS-u to cleanly sample the LyC emission. As we have stated, this finding ultimately means that estimates of \( f_{\text{esc}} \) from the \( u \)-band detections for these galaxies are almost entirely unconstrained.

These targets provide a useful cautionary result regarding LyC candidate selection based on the combination of photometric redshift and expected LyC detection. The question we pose here is: is it possible that our sample selection methodology has induced a bias such that we are more likely to select galaxies with overestimated photometric redshifts from the ZFOURGE survey? Indeed, the photometric redshift accuracy quoted by the ZFOURGE team based on spectroscopic follow up is \( \pm 2\% \) with roughly equal mix of under and overestimated photometric redshift (e.g. Straatman et al. 2016). We reiterate that this statement is based primarily on lower redshift
Figure A1. Photometric versus spectroscopic redshift measurements for our sample and a sample of MOSEL (Tran et al. 2020) galaxies at a similar redshift. Here we show that 7/7 of our ZFOURGE targets are found to have overestimated photometric redshift estimates from the ZFOURGE catalog. In comparison, 47/70 of the MOSEL galaxies have similarly overestimated photometric redshifts. If we take MOSEL as a parent sample, we find a probability of 0.062 that we have selected 7 galaxies with overestimated photometric redshifts by chance. We postulate instead that our selection criteria, in particular the requirement of a detection in the CLAUDS $u$-band, have resulted in a bias towards selecting galaxies with overestimated photometric redshifts.

galaxies where the ZFOURGE medium band filters directly probe the Balmer break, which is not the case at the redshift of our sample. This would suggest that our selection of 7/7 galaxies with overestimated photometric redshifts is statistically unlikely from random selection alone.

To test for a statistical effect, we have obtained a sample of 70 ZFOURGE galaxies at $z > 3$ having spectroscopic follow up observations taken from the Multi-Object Spectroscopic Emission Line survey (MOSEL Tran et al. 2020). We show in Figure A1 a comparison between photometric and spectroscopic redshifts for both MOSEL galaxies (black circles) and our sample (green stars). The sample of MOSEL galaxies shown here represents the largest sample of ZFOURGE galaxies at $z > 3$ with measured $z_{\text{spec}}$ currently known, thus we will use this sample to determine the likelihood that spectroscopic redshift vs photometric redshift for our sample is consistent with a random selection from ZFOURGE.

From Figure A1 it can be seen that, similar to our sample, there is a tendency for ZFOURGE photometric redshift to be slightly overestimated at $z > 3$. Indeed, 47/70 galaxies in the MOSEL sample have overestimated photometric redshift. To determine if our selection of 7/7 overestimated photometric redshift is consistent with a random sampling of MOSEL galaxies we employ binomial statistics: either galaxies have underestimated photometric redshift or they don’t. From this simple test, we can calculate the probability of selecting 7 out of 7 galaxies with overestimated photometric redshift among $z > 3$ galaxies in ZFOURGE as $P(k; n, p) = (47/70)^7$, giving 0.062. Furthermore, we note that the 5/7 of our ZFOURGE targets are found near the upper limit of $z_{\text{phot}} - z_{\text{spec}}$ of the MOSEL sample meaning the true probability of selecting galaxies with such a large photometric redshift overestimate is even less likely than the simple binary statistics estimate presented here. Thus, we consider it improbable that we have selected 7 galaxies with overestimated photometric redshift by chance.

An alternative explanation is a bias induced by our selection requirements: $z_{\text{phot}} > 3.4$, lack of close companions in space-based imaging, and a clear detection in the CLAUDS $u$-band. For a given galaxy to satisfy the final requirement of $u$-band detection, at least one of three things must be true. Either the galaxy truly is a high redshift LyC emitter, the detection is contaminated by a low redshift interloper unresolved even in HST imaging, or the photometric redshift is overestimated and the $u$-band detection is contaminated by brighter Ly$\alpha$ forest emission. Given the high spatial resolution of HST imaging, the second possibility is unlikely. The likelihood of finding true LyC emitters is still somewhat uncertain with detection rates in recent surveys in the 5-20% rate (Fletcher et al. 2019; Steidel et al. 2018; Meštrić et al. 2020), with possible dependence on selection type (i.e. LBG vs LAE, e.g. Bassett et al. 2021). Based on the fact that >2/3 of MOSEL galaxies have overestimated photometric redshifts, the likelihood of a biased selection of galaxies with overestimated photometric redshifts is more likely than selection of true LyC emitters with our ZFOURGE+CLAUDS selection. Thus, we conclude that our selection aimed at identifying LyC emitters at $z > 3.4$ based solely on photometric redshifts has induced a selection bias that undermines our efforts at measuring $f_{\text{esc}}$ at high $z$. This paper has been typeset from a TeX/LaTeX file prepared by the author.