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Abstract
The digitization thrust on high-value manufacturing and services opens up new opportunities for ensuring total system uptime, reliability, and efficiency particularly for mission-critical high-value assets. The digitization process evolves intelligent manufacturing systems (IMS) which transforms maintenance into predictive reliability for achieving consistent quality throughout manufacturing process. This article unveils the intelligent grinding systems (IGS) for challenging grinding applications. In order to provide a better chance for value addition, previous work has been scrutinized extensively in the following aspects: grinding models, process design algorithms, and process monitoring. This then leads into an analysis of various previously designed IGS. The main focus, especially in the early 2000s, was mainly database development and parameter selection, which then shifted to process monitoring and control as particular technology advances were made. In the various goals that were investigated, it was evident that researchers were aiming for an online real-time system. This notion was driven by the advances in artificial intelligence and improved monitoring sensors, for example, acoustic emission sensors and even other unusual sensors like microphones for more economical and improved data collection and analysis. Although tremendous strides have been made, a substantial amount of work is still required in achieving a full-fledged real-time intelligent grinding system. The comprehensive findings on IGS system concludes that the real-time process update has been improved from few hours to milliseconds.
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1 Introduction
The manufacturing industry has been increasing the demand for high accuracy and assured surface integrity using shorter cycle times and increased flexibility. Past approaches such as preventive maintenance and reactive “fail-and-fix” methods are no longer adequate to meet the increasingly higher operational availability at an affordable cost. Also, maintaining a consistent quality in manufacturing remains as a daunting challenge as the manufacturing processes are subject to vary continuously. Use of intelligent manufacturing systems (IMS) aim to transform maintenance into predictive reliability so that a consistent quality can be maintained throughout manufacturing process. This article enumerates how the intelligence was applied to grinding process to evolve intelligent grinding systems (IGS). The study has revealed that the development of intelligent grinding system has started as early as 1985; however, since the start of 4th Industrial Revolution, a new momentum on this subject was apparently seen. The growth phase of intelligent grinding system has been grouped into four major phases which are the following:

(i) Grinding process monitoring and application of fuzzy logics on grinding process monitoring
(ii) Acoustics-sensor-based grinding process monitoring and statistical computation of wheel-work process parameters for understanding the grinding failures
(iii) Sensor integration to grinding wheel towards development of an intelligent grinding wheel and use of RF signals for grinding process monitoring
(iv) Real-time-based grinding process monitoring and failure prediction using data-driven models.
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Shown in Fig. 1 is the chronological order of IGS development against the response time for process correction.

While the research developments in the IGS have a huge track record, the successful application of IGS system to the industries is limited. Most of the past developments are confined to a specific application, and hence the IGS is limited to a narrow range of applications. The bottleneck issues and research need of the IGS are summarized from the main protocols and are listed below.

- Physics-based approaches provide a reliable and accurate estimate of all modeling options by estimating the remaining useful life of the grinding wheel using a mathematical representation of the physical behavior of the degradation processes. However, the mathematical modeling does not account the dynamics of the wheel-work interface conditions.

- An extensive knowledge of the system/process behavior is a pre-requisite to improve the accuracy of prediction.

- The data-driven model offers several weaknesses, and the main observations are as follows:
  - Neural network methods require large data for ensuring the accuracy of prediction.
  - Fuzzy logic rules are developed manually using the logics.
  - Wiener process model is limited to Gaussian and linear system, and the gamma process model is limited to monotonic degradation.
  - Proportional hazard modeling (PHM) assumes that covariates are not dependent to each other.
  - Hidden Markov model (HMM) is limited to Gaussian process.

- Prognosis methods, viz. the determination of the probability density function (PDF), are facilitated by the model-based technique, which accounts for all the related variables as distributions, therefore enabling an accurate forecast of the useful life of the grinding wheel. While enumerating confidence, precision, and accuracy, assessing uncertainty due to process and measurement noise are aspects well within the capabilities of the model-based technique.

After understanding the broad challenges associated with the intelligent grinding system, attempts were made to understand the past successful findings and its limitations. They are grouped into various sub-headings such as theoretical- and experimental-based grinding models, expert grinding system, adaptive-control-based grinding system, fuzzy-logic-based grinding system, neural network-based grinding system, and grinding process monitoring and control (see Fig. 2). This research article makes a comprehensive study of the all the past developments on IGS to better understand the developed systems and its merits and disadvantages.

2 Past developments towards building an intelligent grinding system

2.1 Grinding models—analytical

Past research endeavor on grinding model uses the various grinding parameters such as grinding energy, grinding forces, power flux, grinding ratio, surface finish, Rt/Ra ratio, residual stress, and grinding temperature either directly or indirectly and put into use for the grinding process optimization. Grinding models such as (i) analytical and simulation models and (ii) experimental based models were built for process monitoring. Shown in Fig. 3 is the grinding model preparation algorithm for experimental and theoretical grinding models.
Grinding burn was measured as a combination of grinding power and standard deviation of \( AE_{\text{rms}} \) signals, and the findings have a significant correspondence with the grinding wheel sharpness conditions. It should be noted that grinding power increases as the grain engagement undergoes rubbing, plowing, and cutting conditions at the contact zone and hence the power as well as \( AE_{\text{rms}} \) signal found to have variations [1]. Another finding suggests the use of \( AE_{\text{rms}} \) signals with high sampling rate 2.5 MHz and compared with the ground surface texture results. It was observed that grinding burn has a correlation with \( AE_{\text{rms}} \) frequency domain analysis [2]. Grinding burn was also measured in terms of grinding burn occurrence time for a newly dressed grinding wheel at different grinding conditions. The time data was then analyzed using the artificial neural network to establish the grinding burn phenomenon [3]. Attempts were also made to determine the abnormalities of wheel-work interface conditions in terms of \( AE_{\text{rms}} \) signals [4]. A recent research article outlays the use combination of wheel-work interface signals using dynamometer, accelerometer, and acoustic sensor, and the signals were grouped using wavelet theory for grinding burn feature extraction, and deep learning technique was adopted for grinding burn feature correlations [5]. Not long ago, a new optical sensor system was integrated into a grinding machine, making it possible to take measurements for quality assurance, optimization of the grinding process, and reduction of setting up and grinding time [6]. Table 1 list down the various analytical grinding models that enable to build an intelligent grinding system.

2.2 Grinding model—empirical

Although experimental models were only tested within specific conditions, they extensively illustrated the actual or physical grinding situation, necessitating a huge database to store all the experiments’ outcomes. Due to this specificity in
conditions, it necessitates multiple experimental procedures, which is not time efficient. With the advancement of technology, and sensory equipment complexity, there will inevitably be a hindrance with regard to storage of data, which will also require a significant increase in processing power; otherwise, information may take ages to retrieved and processed. Another major issue is that experiments done in carefully controlled labs may produce significantly different results in an industrial environment, hence making the model unreliable. However, use of experimental-based empirical model has been put into use in the early stages of intelligent grinding system that avoid fail and fix situations. Table 2 lists down the few previously developed empirical models.

2.3 Grinding model—numerical

As the advances of numerical techniques and computational processing units come to the fore, the finite element method (FEM) saw an increase in its application in modeling various aspects of the grinding process. The numerical models enable as a building block for formulation of an appropriate intelligent grinding system. A past research attempt unveils how a numerical model is used to compute the grinding temperature and strain-rate effects at the wheel-work interface (Table 3) [10].

2.4 Process design algorithms—fuzzy logic

Fuzzy logic was introduced by incorporating both incredibly complex, non-linear analytical grinding process models and knowledge-based linguistic rules. This process allowed fuzzy rules to be made, which meant that systems that were generally difficult or too ambiguous to model finally had a solution. This type of system depended on a combination of a hefty number of complex theoretical grinding equations and the experts that had the necessary knowledge. Data storage was a non-negotiable necessity as it was required to store all the analytical knowledge, linguistic rules, and fuzzy rules. Furthermore, not all rules were qualitative, and there was a significant presence of quantitative reasoning which provided a good balance. Table 4 highlights the notable research accomplishments that use the fuzzy logic for building the intelligent grinding system. A rule-based algorithm is a natural extension of fuzzy logic modeling and put into use for managing the grinding process. This kind of algorithm is essentially a conditional statement that stipulates an action that is supposed to occur under circumstances. Some researchers explain that it is based on an expert’s knowledge referred to and executed in the form of the “if-then” rules. Some advantages include modularity, homogeneity, and naturalness. Still, it can be challenging to make rules without exact exceptions, and knowledge attainment is often a hindrance to the process’s success as a whole.

2.5 Process design algorithms—neural networks

Through knowledge accumulation sessions, a neural network progressively develops a model of the grinding process. When network weights are strengthened by positive outcomes or otherwise weakened due to a negative outcome, the neural network makes necessary adjustments in its model according to the interpretation of outcomes. This behavior supports the notion that we can indeed acknowledge that artificial neurons mimic neurons’ action in a brain. From the research that applied neural network algorithms, it was evident that these algorithms had a few advantages. They are easier to develop and
implement as compared to rule-based algorithms, and they do not require an expert user. Inevitably, they can however be extremely complex to develop especially when considering experiments or procedures with a significant number of inputs or variables. Table 5 illustrates major findings of IGS that uses neural network techniques.

### 2.6 Process monitoring

The issue of copious amounts of data led to research in a more systematic and integrated system that allowed an intelligent advisory system to control the process for optimum grinding process variables that met particular requirements. It is acceptable to consider that a lot of the knowledge resided principally with operators. Still, the extensive usage of sensors and instrumentation that gather various process information has provided an opportunity to collect and store such data to be used intelligently. Through research one will understand that direct measurement of numerous variables is very limited either due to hardware and software limitations or a lack of interaction and synchronization between the software and hardware. It often then requires one to develop specialized programs to assist with intercommunication, which is both time and cost inefficient, and will usually be specific to those instruments.

Table 6 summarizes the modeling-based grinding process monitoring.

### 2.7 Grinding model—adaptive control-based grinding systems

The adaptive control algorithm has been used extensively in the grinding process. An adaptive system measures a certain index of performance using the inputs, the states, and the outputs of the adjustable system. The adaption mechanism works in such a way that it tries to make necessary the adjustment possible within the system, before it decides to provide supplementary inputs that are similar to the original inputs, to obtain required results.

The potential of adaptive control systems to handle complex problems was stifled because the manipulation of process parameters was hinged on convergence which was not in favor of the adaptive control systems principles. The adaptive control-based grinding avoids the failure zone, and this extends the life of the grinding system. However, often this method may not fully exploit the system capability. Table 7 illustrates major findings of IGS that uses adaptive control-based grinding systems.

### Table 1  List of various analytical grinding models that enable to build an intelligent grinding system

| Ref. | Past findings                                                                 | Assessment                                                                                                                |
|------|-------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------|
| [1]  | This work establishes grinding burn model in a surface grinding operation using two types of steel, three grinding conditions, and an Al203 vitrified grinding wheel. Grinding burn is equated to a parameter which is the product of power level and acoustic emission standard deviation | Variation in grinding power is less for a minor change of the grinding wheel conditions. However, a distinct variation in acoustic signals is widely noted. The high dispersion of the acoustic emission RMS level associated to the high-power consumption confirms loss of grinding wheel sharpness. Such method of IGS system is dedicated to a specific application |
| [2]  | This article suggests the use of acoustic emission signals collected at high sampling rate (2.56 MHz), and the values are correlated to the grinding burn using the frequency analysis | Although this method is easier to build the IGS system, the large data collection occupies too much of system memory |
| [3]  | This article uses the time of the occurrence of grinding burn during the cylindrical plunge grinding of steel which is a measure of grinding burn | This method of building IGS is applicable to a very specific condition only |
| [4]  | This study developed an acoustic emission (AE) monitoring system that is able to detect abnormalities by comparing the pre-established acoustic emission signals for good and bad conditions | This method of building IGS enables to establish the extreme conditions either good or bad grinding wheel conditions, and hence prediction of process behavior is not feasible |
| [5]  | In this article, an intelligent grinding burn detection system that consists of processing of grinding signals, extraction of signal features, selection of optimal feature subset, and classification of grinding burn is presented. A large number of preliminary features in time domain and frequency domain are extracted after wavelet packet decomposition and ensemble empirical mode decomposition. The competitiveness of a deep learning network that was used to produce the grinding burn classification model has been measured using various machine learning models | This paper presents a viable IGS tool but confined to one parameter grinding burn only. Therefore, this method may not be suitable for thermally insensitive materials |
| [6]  | This finding suggests the use of a new optical sensor system integrated into a grinding machine, to take measurements for quality assurance and optimization of the grinding process | This method of IGS uses both static and dynamic grinding conditions of the grinding process and uses the statistical factors for process prediction |
There are also several past research on development of intelligent grinding wheel by embedding a sensor in the grinding wheel and the wheel-work interface phenomenon observation through radiofrequency-controlled system controller. The data from AE and power sensors that made an "intelligent" grinding wheel was processed and transmitted using a DSP-based telemetric module attached to the wheel face. The piezoceramic sensor, for example, was embedded in the aluminum core of the wheel fitted with diamond abrasive segments on its periphery. The sensors were equally spaced near the wheel bore to accurately measure the instantaneous normal force [44].

A similar intelligent grinding wheel method was also attempted on a cylindrical grinding process and experimentally validated. Priority was placed upon the use of these types of sensors as they are able to detect various issues in the grinding process to allow optimization of the grinding cycle in real time [45].

| Table 2 | List of various empirical grinding models that enable to build an intelligent grinding system |
|---------|------------------------------------------------------------------------------------------|
| Ref.    | Past findings                                                                                     | Assessment                                                                                       |
| [7]     | The Werner’s Specific Force model was revised and validated and modified for several specific grinding processes to estimate grinding forces and specific energy | The revised method better includes the wheel-work interface conditions and improves the accuracy especially for high efficiency deep grinding. As a result, IGS effort building with the revised grinding force model has better accuracy |
| [8]     | Consistent force data was extracted from a neatly designed set of experiments that also involved signal to nose ratio and orthogonal rays, using an empirical approach that was taken to develop a grinding force model for aerospace alloys. Multivariate analysis was utilized in acquiring a set of empirical models for superalloy CMSX4, with regard to force, considering process parameters that included wheel diameter, feed rate, wheel speed, and depth of cut | This is fairly accurate, but the IGS system built using this input is applicable only for the experimented application |
| [9]     | Three key points are considered in this research, namely machine tool conditions, process parameters, and dynamic processing in an attempt to develop a dynamic force model empirically, to monitor its variation | The distinct advantage on this research is the use of grinding dynamics on grinding force assessment, but the IGS built using this info is limited to the specific experimented application |

3 Discussion on various intelligent grinding systems

3.1 Previous intelligent grinding systems

In the early stages of IGS development, a greater cooperation between machine tool builder and university was noted. The intelligent database was developed in MS Access with Visual Basic support code. This database involved Cycle Data which consisted of Reference Cycle Data that remained unchanged, Active Cycle Data, which provide temporary storage of current data, and Optimized Cycle Data for adapted data. The temporary data was stored in MACRO-B of a CNC controller. An IGPS (Intelligent Grinding Parameters Selector), which used a combination of case-based reasoning (CBR) and rule-based reasoning (RBR), allowed the database to be useful in

| Table 3 | Notable numerical models that support the building of an intelligent grinding system |
|---------|------------------------------------------------------------------------------------------|
| Ref.    | Past findings                                                                                     | Assessment                                                                                       |
| [10]    | The developed numerical model helps to compute the grinding temperature and strain-rate effects at the wheel-work interface | The findings on cylindrical grinding process are suitable while using a CBN grinding wheel on 100cr6 bearing steel workpiece |
| [11]    | This research is centered on a finite volume thermal model with explicit representation of the grinding wheel and workpiece movements to determine temperature distribution and heat-affected zones within the workpiece in each case | The findings on grinding temperature and heat-affected zone enable to determine grinding-induced residual stress and grinding burn and thus act a s a building block for intelligent grinding system |
| [12]    | A numerical simulation technique has been developed to generate the grinding wheel topography using square pyramidal grits | The theoretical findings on grinding wheel topography enable to compute the remaining useful life of grinding wheel which is an essential element for an intelligent grinding system |
| [13]    | This research has improved the accuracy of grinding wheel-work temperature with inclusion of anti-heat source which are abrasives and some elements of bond material. Also the numerical model is verified using the K-type thermocouple | This research when compared with the triangular heat source model improves the accuracy by nearly 2 times |
| [14]    | Using kinematic simulation to accurately model workpiece-wheel interaction, a wheel topography can be generated that allows an algorithm to be used to classify active abrasive grains and their attack angle | This research enables to theoretically compute the expected surface finish in a grinding process, and the output is useful to build an intelligent grinding system |
choosing initial parameters that had safety as a priority. Stable optimal grinding conditions are possible through adaptive control because it manipulates given parameters when the need arises to compensate for deviations in various aspects of the grinding process, for example, the operating environment. Setup time was still an inherent issue, but the system’s assistance in parameter selection was a good step in the right direction. There is still a lack of flexibility as it was often necessary to avoid wheel changes for more consistent results [35]. Nearly in the same period, attempts were made to automatically establish the database by using information obtained through some sensors infused into the grinding process and the grinding results produced. Two different sensors (AE sensor, power sensor) for complementation and interaction and improving the reliability of the sensing system were used. As a result, the developed IGs system has enabled to directly establish the grinding wheel-work interface behavior in terms of grinding burn, chatter vibration, surface roughness deterioration, and grinding ratio. Also, genetic algorithms and fuzzy reasoning were put into use to learn the relationship between the input and output from the grinding results. The monitoring system was not adequately integrated into the grinding machine to allow for real-time control, which did not enable adaptive control of the grinding process [45]. Early research endeavors on IGS suggests two methods: (i) method of maintaining the desired grinding input parameter through comparison between the input and actual data called as “servo design” and (ii) method of grinding process control through monitoring the process behavior in terms of acoustic emission and power signal called as “response design” [45] (see Fig. 4A and B).

The servo-design aims to maintain the input parameter through a velocity/positional feedback arrangement, and correction is made continuously. This method is acceptable for intelligent machining system as the machining undergoes several directional changes, and hence the chip thickness is likely to vary at every directional change and accelerate the flank wear. The chip thickness variation is given in terms of actual depth of cut \( (a_n) \) in Fig. 4A. The effort towards maintaining a constant chip-thickness through varying the input parameters is beneficial to extend the tool life [46].

The response design takes into account of all the responses such as wheel-work interface behavior, machine dynamics, coolant conditions, wheel condition, and the overall system as a whole. The response system also gives how the system failure is growing gradually and thus gives an opportunity to take early preventive actions. However, challenge lies on signal collection, filtering, noise separation, and analysis. The response design is more suitable for the grinding processes. A typical AE rms signal for a normal state and abnormal state of grinding is given in Fig. 4B.

The efficiency of the “response design” is further improved through application of neural network and fuzzy logic-based systems combining the outputs of several sensors for grinding wheel condition monitoring during the grinding processes [24]. Several attempts were also noted on signal conditioning as it contains a mix of noise and signals by the application of back-propagation neural network method. The signal conditioning includes several hidden layers, and the number of hidden layers is decided by applying the weight pruning method. The signal analyses such as spectrum analysis, cepstrum analysis, and wavelet analysis were extensively used for processing the signals (see Fig. 5). Both frequency and time analysis are extensively used for the signal processing. The fast Fourier transform (FFT) converts the time domain data into frequency domain data. While the time analysis helps to identify the frequency progression, the frequency analysis helps to take preventive action by understanding the nature of event that takes place at the grinding wheel-work interfaces. The frequency domain study is further simplified while using the cepstrum analysis which clusters the different frequencies corresponding to components that exists in the rotating machine/system. The cepstrum plots are used to identify the conditions of the system (wheel-work interface) with the help of frequency information in the acquired signals. Also, the power spectral density is often computed from the acquired signal. Several

| Ref. | Past findings | Assessment |
|------|---------------|------------|
| [15] | The study unveils how fuzzy logic, neural networks, and evolutionary algorithms (EA) are used for modeling complex grinding processes and finding optimal process conditions. | The built IGs system has helped to minimize the grinding cost and cycle time and maximize process control. |
| [16] | When the grinding load exceeds the strength of the retaining bond bridges, grains drop out, and the ground surface texture are also scratched. In this study, a dynamic threshold-based fuzzy adaptive control algorithm that uses the spindle current as a parameter was devised to avoid scratches on the workpiece. | The grinding process that uses the fuzzy-based adaptive control avoids scratches on the workpiece and reduces the form error with enhanced grinding efficiency. |
| [17] | This paper identifies grinding burn using highly sensitive acoustic emission (AE) techniques. The wavelet packet transform is used to extract features from AE signals, and fuzzy pattern recognition is employed for optimizing features and identifying the grinding status. | The results suggest that the accuracy of grinding burn recognition is satisfactory. |

Table 4 Notable research accomplishments that use the fuzzy logic for building the intelligent grinding system
### Table 5 Past intelligent grinding systems that use neural network techniques

| Ref. | Past findings                                                                                                                                                                                                 | Assessment                                                                                                                                                                                                 |
|------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| [18] | Surface roughness and grinding forces are the required predictions in this ANN model, which utilizes an acoustic emission (AE) sensor. One model was trained using grinding parameters only, while one used both AE and grinding parameters. | The results also showed that the AE signals act as an additional input parameter in addition to the grinding parameters and could significantly increase the efficiency of the neural network in predicting the grinding forces and the surface roughness. |
| [19] | This study applies artificial intelligence technology on grinding process to attempt to learn the experiences of auditory recognition of experienced operators. It uses a microphone embedded in the grinding machine to collect audio signals during the grinding process and extracts the most discriminated feature from spectrum analysis. | The results show that the use of AI using the microphone signals achieves an accuracy of 97.44%.                                                                                                                                 |
| [20] | This study uses both physics-based model and grinding process dynamics to build the technology of intelligent grinding.                                                                                                                                                  | A significant matching between the theoretical and practical information was noted.                                                                                                                                                                                    |
| [21] | This is a review paper and presents the theoretical and experimental models used, process design algorithms, expert systems, artificial intelligence algorithms, fuzzy logic and neural network algorithms, process monitoring and control, and in particular artificial intelligence control systems. | The review was done in 2007, and the review does not include the recent developments.                                                                                                                                                                               |
| [22] | This paper describes the structure, content, and relations employed in an intelligent grinding database developed to provide only selective and/or optimal data to the operator. The intelligent database was constructed in MS Access with Visual Basic support code. | A useful skeleton of IGS was unveiled.                                                                                                                                                                                                                           |
| [23] | An advisory system was proposed in this paper, which combines knowledge-based rules with analytical models to generate fuzzy rules using a unique and novel rule generation procedure. | The implementation of the system shows that the system can lead to the optimal design of a grinding process very effectively even with a large number of process parameters.                                         |
| [24] | The assessment of the grinding wheel condition but particularly its cutting ability was done by a combination on neural and fuzzy rules. Signals from the multiple sensors were handled by a back propagation network for feature selection. | The output lays a good learning platform for building an IGS.                                                                                                                                                                                                 |
| [25] | AI techniques that focus on 3 aspects, namely monitoring, control, and optimization, were employed in this particular supervision system, to reduce waviness errors, optimize material removal rate, and reduce surface roughness and out-of-roundness errors. | The developed system enables to consistently achieve the workpiece size and surface integrity.                                                                                                                                                                   |
| [26] | This paper describes how adaptive control can be used in a generic intelligent grinding control system, thereby building intelligence into the system. | In this research, an online estimation of surface roughness during grinding was established.                                                                                                                                                                      |
| [27] | Both the process parameters and AE signals were fed through a Gaussian neural network and trained via memory and also via a model structure that was not quantified previously but instead was determined from the data, to estimate required process output. | The test results illustrate the effectiveness of feature extraction and feature selection methods.                                                                                                                                                                |
| [28] | Feature extraction and feature selection were used using the acoustic emission signals for grinding operations. The AE signals were processed by autoregressive modeling or discrete wavelet decomposition for feature extraction, and then the best feature subsets are found by two different feature selection methods: ant colony optimization (ACO)-based method and the sequential forward floating selection method. | The statistical-based intelligent testing system for cutting tools demonstrates an industrial application.                                                                                                                                                         |
| [29] | This research shows how an intelligent testing system was applied to predict the early failure of cutting tools.                                                                                                                                                              | The application of HHT to acoustic emission signals in grinding burn detection is found to have great potential for building an IGS.                                                                                                                                    |
| [30] | With grinding burn features as the process outcome to be investigated, the chosen signal processing tool was Hilbert-Huang transform (HHT) to process raw AE and accelerator signals. This multi-sensor system included voltage and current signals as well. | It is observed that HMM models built with AE–RMS feature predicted the grinding wheel conditions with good accuracy.                                                                                                                                              |
| [31] | Hidden Markov Models (HMM) are developed in this study for predicting grinding wheel conditions in the auto-feed surface grinding process using acoustic emission (AE) signatures captured during the grinding operation that was correlated with the tool conditions using Baum-Welch and Viterbi algorithms. HMMs proposed in this study are integrated with the K-means clustering such as “sharp,” “intermediate,” and “worn out.” | The grinding process monitoring illustrates how effective SVMs can be in determining wheel redress life.                                                                                                                                                          |
| [32] | This research paper introduces support vector machine (SVM) to classify different wheel situations, which proved to be very effective with use of the supplied data.                                                                                                            |                                                                                                                                                                                                                                                                  |
Also, the advancement of MATLAB analysis has its own limitations as it can only be used for sidebands commonly found in rotating machines. Spectrum families of harmonics with uniform spacing or the families of cepstrum analysis is a very useful tool for detection of detailed coefficients. This iteration will go on, and at each step, the approximate coefficient is considered as DWT. The wavelet feature particularly the DWT analysis is much more efficient, less computation time and is reliable to identify small changes in AE and current signals of the grinding processes for wheel failure. However, it is advisable to use a combination of MATLAB and cepstrum analysis to enhance the signal/noise ratio and to match the signal with the grinding sciences. In addition to the above, statistical analysis is also widely used to fault information from the large data. Numerous investigations have been carried out in different area of fault detection using a set of statistical parameters as a feature extraction method. The statistical parameters such as mean, standard error, median, mode, standard deviation, variance, kurtosis, skewness, range, minimum, and maximum have been widely used by the researchers on their studies on intelligent fault diagnosis. Apart from the signal conditioning, it is also equally important to correlate the signals with grinding sciences. In order to do that, the intelligent grinding system is configured with two components which are (i) feature extraction engine and (ii) feature correlation engine. To

Table 5 (continued)

| Ref. | Past findings | Assessment |
|------|---------------|------------|
| [33] | This research paper describes the classification of grinding contact, collision, and burn using AE signals, which was enabled by a support vector machine | The accuracy of the developed IGS system largely depends upon how the SVC is applied to classify the acoustic emission signals |
| [34] | An adaptive network-based fuzzy inference system that was developed generates signals that assist in classifying surface roughness and vibrations in cylindrical grinding. Unique neuro-fuzzy parameters were employed to improve the online monitoring capability of the system during the training process | A prediction accuracy of 99% was achieved after experimental validation was carried out. |
| [35] | Thermal deformation derived from measured grinding force was the premise by which this particular IGS was developed, in order to improve size accuracy | With grinding experiments, it is confirmed that the developed intelligent grinding system can improve the size accuracy successfully |

past attempts also suggest the use of power spectrum analysis, cepstrum analysis, higher order spectrum analysis, and neural network analysis for rotating machines [47]. They revealed that cepstrum analysis is a very useful tool for detection of families of harmonics with uniform spacing or the families of sidebands commonly found in rotating machines. Spectrum analysis has its own limitations as it can only be used for stationary signals [48]. Also, the advancement of MATLAB makes a significant use of wavelet transform analysis in the signal processing, which is more reliable, sensitive, and faster than spectrum analysis in prediction of grinding wheel failures.

Often the wavelet analysis is put into use in its discrete wavelet transform (DWT) in which the signal is decomposed into two frequency sub-bands such as low-frequency band (approximate coefficients) and high-frequency band (detained coefficients) through high pass filters and low pass filters. Then the decomposed low frequency component of the signal will be again decomposed into approximate and detailed coefficients. This iteration will go on, and at each

Table 6 Summary of past research on IGS built using the grinding process monitoring

| Ref. | Past findings | Assessment |
|------|---------------|------------|
| [36] | A dynamic, intelligent control model of grinding was devised using the grinding quality data and analysis | The result has enabled to build control chart of grinding quality along with the prediction of grinding quality |
| [37] | The topic of intelligent control and optimization techniques has been reviewed by this research paper, including the incorporation of these techniques into computer numerical controls (CNCs) | Two main trends are evidenced in the development of AI technologies in grinding: desktop systems to assist tool and parameter selection and self-optimizing systems integrated within the machine controller |
| [38] | In this research paper, the amplitude and frequency changes for AE signals enabled the determination of the grinding wheel life, while the monitored dressing process produced a grinding wheel with constant quality | Contact between the grinding wheel and the workpiece was successfully detected with the AE signal, which means that this method is effective as a gap eliminator |
| [39] | The main task of the grinding monitoring system is the detection of disturbances and the grinding cycle optimization based on the AE and power signal | The influence of different dressing parameters on the AE signal has been investigated through a development of a dressing monitoring system. Reliable data acquisition techniques, which make a continuous scanning of such wide bandwidth signals, have been applied |
| [40] | In the process of automation and intelligent grinding, using related variety of force, vibration, displacement sensor to monitor the grinding process, timely adjustment of machine tool, grinding quality, and efficiency can be improved | The efficiency of grinding process was improved within a short time |
digitize the grinding process, we normally deploy dynamometer to measure the grinding force, AE sensor to measure the acoustic signals close to the wheel-work interface, accelerometer to pick up the vibration signals for ascertaining the grinding wheel-work stiffness, and thermocouple or infrared camera to measure the wheel-work contact temperature (see Fig. 6). The measure of force signatures, AE signals, accelerometer input, and thermal camera recordings do convey the wheel-work interface behavior. The higher grinding forces suggest the large, undeformed chip thickness which may alter the fracture mechanics, induce thermal damage, and control the residual stress magnitude. Table 8 consolidates how the measured and conditioned signals are connected to the grinding parameters and opens opportunities for better administration of the grinding process as well as prediction of grinding failure if any.

After feature extraction and creating a reference platform for a particular grinding process, break-in-grinding test is conducted for a new workpiece, and the test results are used for prediction of grinding process behavior and grinding wheel failure. Several techniques such as decision tree technique, artificial neural network, support vector machines, K-Star algorithm, and Bayesian network are used for feature correlation and grinding process prediction.

Table 7 Major findings of IGS that uses adaptive control-based grinding systems

| Ref. | Past findings | Assessment |
|------|---------------|------------|
| [41] | As it is critical to be able to control the grinding force during a grinding process, a sensor is always necessary, that measures the force between the workpiece and the tool. Simultaneously, the data that is extracted must be sent to the adjustment controller, in order to cater for different process conditions. | Good grinding results are produced from the experiments with such methods. |
| [42] | The theory of automatic force control was merged with a ring-shaped 6-axis force sensor that also included a failsafe structure and compliance device, in order to automatically control the movement of the grinder to ensure a constant grinding force. | This technique grinds the surface without any information about surface configuration. |
| [43] | The limitations of knowledge-based systems were stretched by the use of rule-based reasoning (RBR) which utilized previous knowledge and understanding. However, rough set RBR is used for cam numerical control (NC) and for a cubic boron nitride (CBN) grinding wheel. | In the system, the rough set RBR is used to assess the dressing parameters. A series of experiments have been accomplished by CNC8312A NC camshaft grinder. |

Fig. 4 A Chip thickness variation in machining depending on the tool path position and B typical AE_{rms} signal for a normal state and abnormal state of grinding.
3.2 Decision tree technique

The decision tree selects a subset of the existing features without any transformation by representing the signal information in the form of a tree. The decision tree can also be used as a classifier. A typical decision tree for a grinding process is shown in Fig. 7. The AE_{rms}/Force signals of a grinding process were analyzed for different conditions such as abrasive wear, wheel loading, grain breakage, and healthy grinding. Statistical information such as standard error, kurtosis, median, mode, mean, and range for the break-in-grinding process is compared with the feature extraction-based statistical data, and the grinding wheel failure is predicted as shown in Fig. 7. The rectangular blocks indicate classes (condition of the grinding wheel). Based on the data input, it was pre-fixed that when standard error is greater than F value, it is classified as healthy condition, whereas when the standard error is greater than A and less than/equal to F value, it is classified as abrasive wear condition and so on. The grinding wheel conditions (healthy, abrasive wear, grain breakage, and wheel loading) are represented as leaves in the tree. These selected features are treated as an input to the classifiers such as SVM, ANN, Naïve Bayes, decision tree, and K-star models. Often the output of decision support tree is remodeled as confusion matrix. A typical confusion matrix for the grinding wheel failure which is a replacement of Fig. 7 is given in Table 9. The confusion matrix suggests how the results of break-in test are accounted and tabulated. N1, N2, N3, and N4 represent the number of AE_{rms} signatures that are closely resembled to the event within the break-in tests. In some cases, some of the AE_{rms} signatures may lie in border areas of grinding wheel failure events, and thus the classification accuracy can be calculated. Calculation accuracy is the ratio between total number of good signatures which can be grouped into any of the expected wheel failures and the total number of signatures studied in the break-in tests.

3.3 Artificial neural network

Artificial neural networks are modeled on the basis of biological neurons and nervous systems. They have the processing elements known as neurons, which perform
Table 8  Influence of measured and conditioned signals on the grinding mechanism and processes

| Details of signals | Details of the affected grinding phenomenon |
|--------------------|---------------------------------------------|
| Force signatures   |                                             |
| Tangential force (\(F_t\)) | Increase of tangential forces is an indication of increased grinding energy. For a constant grinding conditions, if the tangential forces increase over a time, it gives an indication that the ratio between rubbing/plowing and cutting is changing due to the dullness of the grinding wheel or due to wheel loading |
| Normal force (\(F_n\)) | Increase of normal forces is an indication of increased undeformed chip thickness. However, for constant grinding conditions, the undeformed chip thickness is expected to remain same. The increase of normal forces over a grinding time indicates a change fracture mechanics due to the degradation of the grinding wheel |
| Power flux | This ratio of normal grinding force to the contact area is termed as power flux. The value indirectly indicates the thermal input to the ground surface |
| Grinding ratio | The value suggests the grinding wheel life and can be deduced with the degrading force and \(AE_{rms}\) signals along with the force signature |
| Acoustic emission signals | Acoustic emission signal is reflection of complete wheel-work interface phenomenon. Usually, the trend follows the normal forces, and it is an indirect method determining the grinding wheel degradation |
| Accelerometer signals | The information such as displacement, velocity, and acceleration indicate the vibrational parameters at the accelerometer mounting area. Such information is mostly useful to establish a catastrophic failure of the tool (grinding wheel) |
| Thermal camera recordings | The information is useful to determine the thermal failures of the ground surface in terms of cracks, crack initiation, and crack growth. Also, the information will enable to find the residual stress of the ground surface texture and indirectly the fatigue life of the component especially for the rotating or cyclic loaded components |

their operations in parallel. ANNs are characterized by their topology, weight vector, and activation functions. The connection between the neurons possesses the associated weight which is being multiplied to the incoming data/signal. ANN uses mathematical formulations to form a model, and a neural network is used to learn patterns and relationships in data. An ANN is denoted by three elements, one is architecture which depicts the connection between neurons. Second is training or learning which determines the weights on the connections, and the third one is activation function which is used to compute the output response of a neuron. A typical ANN consists of an input layer, hidden layer, and output layer of neurons as shown in Fig. 8. The activity of neurons in the input layer represents the raw signal/data; this signal is processed at neurons of hidden layer with the help of weights associated with the connections between input and hidden layers. Similarly, the output response of the neurons of the output layer depends on the activity of hidden layer neurons and weights of connection between hidden and output layers. For a grinding process, a multilayer perceptron (MLP) neural network is often used to distinguish the grinding conditions, because the single layer perceptron network is only used for linearly separable classification of patterns. The grinding wheel in fault condition possesses a non-linear/non-stationary signal. Hence, the single-layer perceptron network is not applicable for this study. MLP is an eminent class of neural networks, and it is a unidirectional network with supervised learning and having back propagation algorithm which can be used to update the weights. This comprises an input layer, one or more hidden layer, and an output layer. In MLP networks, there exists a non-linear activation function called logistic sigmoid function which is widely used to perform highly complex tasks. A typical MLP network for grinding wheel failure is given in Fig. 8.

In some case, the intelligent grinding system also uses support vector machines, K-Star algorithm, and Bayesian network, and these are another method of representation of grinding wheel failures. The main purpose of a SVM is to create a classifier that reduces the structural risk that may occur due to empirical error as well as diminish the intricacy of a model, in order to achieve a good accuracy for previously unseen data. A least squares SVM was applied in classifying whether a grinding wheel was cutting air or actually cutting into the workpiece. The performance was satisfactory and was not significantly affected by surrounding environmental disturbances [32].
SVM was applied to monitor tool condition by simply stating whether the tool was dull or sharp, the SVM which made use of cubic kernel function due to non-linearly separable patterns prevailed as the most superior classifier [49]. SVM seems to thrive in data-driven modeling, as well as models with a limited number of samples [50]. Although limited in its application in tool condition monitoring, the K-Star algorithms work on the principle of entropy. By arbitrarily sifting through all the possible changes, the algorithm forms a basis by which one condition can be altered into another. Although a classification accuracy of 78.69% in a single point cutting tool is not as competitive as other classification models, the algorithm reveals potential for cost saving and efficiency in manufacturing [51]. Bayesian networks have been described as unique graphical models, in which its framework does not involve any cycles. This basically means that any specific node cannot travel from its origin through the edges (which define the relationship between two nodes) in the correct manner and arrive back at its starting point [52]. In an example where a Bayesian network was used to infer the relationship between products and systems, it revealed its great potential in being able to find useful relationships between variables it had not encountered prior. The drawback however is the necessity for competently coded data, pertaining to the variables being investigated [53].

Table 9  Decision tree confusion matrix for statistical features of AE$_{rms}$ signal

| P= Number of healthy grinding signatures within the break-in test | Q= Number of abrasive wear signatures within the break-in test | R= Number of grain fracture signatures within the break-in test | S= Number of wheel loading signatures within the break-in test | Total wheel failure signatures within the break-in test = (N1+N2+N3+N4) |
|---------------------------------------------------------------|--------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| N1                                                            | x                                                            | x                                                            | x                                                            | P = healthy                                                   |
| X                                                             | N2                                                           | x                                                            | x                                                            | Q= abrasive wear                                              |
| X                                                             | x                                                            | N3                                                           | x                                                            | R= grain fracture                                              |
| X                                                             | x                                                            | x                                                            | N4                                                           | S= wheel loading                                               |
Fig. 7  Decision tree feature of $\Delta E_{rms}$ signal for a typical grinding wheel-work interface

Fig. 8  Grinding wheel failure architecture using ANN for the break-in tests
4 Conclusion

Grinding processes are among the most common industrial operations used in every day in industries. Therefore, process monitoring and fault diagnosis of grinding operations are very important and useful to the industry. Although considerable research has been conducted in this field, there is still no clarity on which method of feature extraction and feature correlation is reliable, robust, accurate, inexpensive, automatic, practical, and independent from the operating conditions. This research unveils a comprehensive research finding of past developed intelligent grinding systems and its tools. The research suggests that a combination of conventional signal processing and artificial intelligence methods is useful for building intelligent grinding systems. Also, the IGS built using $\text{AE}_{\text{rms}}$ signal is found to be a cost-effective method when compared with other signals such as cutting force signal and current signal. Furthermore, application of grinding science along with grinding feature selection and correlation is equally important to build a most useful IGS for industries. The research finds the widespread use of spectrum analysis, wavelet analysis, and cepstrum analysis for signal collection and conditioning. Also, for both feature collection and break-in test methods such as decision tree technique, artificial neural network, support vector machines, K-Star algorithm, and Bayesian network are found to be more practical and accurate for building the intelligent grinding systems. The past research on grinding wheel fault diagnosis reveals that statistical features have provided better classification efficiency in comparison with all other feature types.
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