IterVM: Iterative Vision Modeling Module for Scene Text Recognition
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Abstract—Scene text recognition (STR) is a challenging problem due to the imperfect imagery conditions in natural images. State-of-the-art methods utilize both visual cues and linguistic knowledge to tackle this challenging problem. Specifically, they propose iterative language modeling module (IterLM) to repeatedly refine the output sequence from the visual modeling module (VM). Though achieving promising results, the visualization module has become the performance bottleneck of these methods. In this paper, we newly propose iterative vision modeling module (IterVM) to further improve the STR accuracy. Specifically, the first VM directly extracts multi-level features from the input image, and the following VMs re-extract multi-level features from the input image and fuse them with the high-level (i.e., the most semantic one) feature extracted by the previous VM. By combining the proposed IterVM with iterative language modeling module, we further propose a powerful scene text recognizer called IterNet. Extensive experiments demonstrate that the proposed IterVM can significantly improve the scene text recognition accuracy, especially on low-quality scene text images. Moreover, the proposed scene text recognizer IterNet achieves new state-of-the-art results on several public benchmarks. Codes and models are available at https://github.com/VDIGPKU/IterNet.

I. INTRODUCTION

Reading text in scene images is the basis of various applications, such as multilingual translation, blind navigation, and automatic driving. As a result, scene text recognition (STR) has attracted a lot of research interests in recent years. Scene text recognition is more difficult than document text recognition because of the imperfect imagery conditions in natural images, such as complex backgrounds, low resolution, perspective, curved distortion. To tackle these challenges, recent deep learning based works utilize visual modeling module and language modeling module for extracting both visual and linguistic information contained in the scene text image.

The vision modeling module (VM) typically consists of an encoder that extracts high-level semantic information from input images and a decoder for character sequence generation, as illustrated in Fig. 1(a) and Fig. 2. Many recent works make efforts to improve visual modeling to tackle the hard-case of scene text images, such as using advanced backbone networks for effective features [1], [2], [3], adding rectification module for irregular text images [4], [5], [6] and improving attention mechanisms [7], [8]. Though achieving promising results, these methods are designed for specific scenarios (e.g., irregular or low-resolution scene text images) or focus on high-level semantic reasoning between visual clues and text characters. In other words, there is still room for improvement in their visual feature extraction process from low-level to high-level.

In order to take advantage of linguistic knowledge, newly proposed STR methods [9], [10] exploit an iterative language modeling module (IterLM) that repeatedly refines the output sequence of VM, and combine the outputs of LM and VM to produce the final prediction. Under such a pipeline, the vision modeling module becomes the performance bottleneck. For example, as illustrated in Fig. 1(b), it is difficult for the IterLM to correct the bad prediction of the VM.

In this paper, we focus on the critical process of extracting visual features for scene text recognition. Inspired by the human behavior of repeatedly viewing and comparing when recognizing difficult text characters, we propose an iterative approach that allows vision modeling module to repeatedly extract and enhance visual features from the input scene text image. In particular, as shown in Fig. 1(c), we introduce feedback connections from the output into the middle layers of vision modeling module. In this way, we make the vision
modeling module look at the input scene text image twice or more times by unrolling the recursive structure to an iterative implementation. Specifically, at the first iteration, the VM extracts high-level semantic feature directly from the input image. While at the subsequent iterations, the VM extracts and refines features with the help of high-level feature obtained from the previous iteration. Similar to the iterative language modeling module (IterLM) in ABINet [10], our IterVM can iteratively enhance the visual features for scene text recognition.

Furthermore, the proposed IterVM works very well with the iterative language modeling module (IterLM) [10]. To be more specific, we propose a powerful scene text recognizer named IterNet, by combining both IterVM and IterLM. As illustrated in Fig. 1(d), IterNet iteratively extracts and enhances visual features with IterVM, and then repeatedly updates the results with linguistic information using IterLM. Experimental results show that IterNet inherits the benefits of both IterVM and IterLM, thus can handle more challenging cases. Taking the hard case shown in Fig. 1(d) as an example, the IterVM correctly recognizes all the characters except for the second one (i.e., the second character ‘a’ is wrongly recognized as ‘u’), and then IterLM further corrects this error with the linguistic knowledge that it could be inferred as the word ‘laugh’.

To sum up, the main contributions of this paper are as follows:

- We propose IterVM, an iterative approach for visual feature extraction which can significantly improve scene text recognition accuracy.
- By combining the proposed IterVM with IterLM, we propose a powerful scene text recognizer named IterNet and achieve new state-of-the-art results on several public benchmarks.

II. RELATED WORK

A. Overview of Scene Text Recognition (STR)

Recent STR methods primarily use the encoder-decoder framework to map the entire text image into a target string sequence [11]. CRNN [12] uses VGG [13] and bidirectional LSTM (BiLSTM) to extract visual features from the image and adopt the CTC-based decoder to predict character sequence. Attention-based decoders, which learn the alignment between the encoded visual feature vectors and the target characters, are introduced by [4] and [14] to improve the recognition accuracy. Our method also follows the attention-based encoder-decoder architecture.

B. Visual Feature Extraction for STR

A large category of existing works attempt to improve the recognition accuracy by mitigating the interferences from low-quality imagery conditions with some sophisticatedly designed image preprocessing modules, e.g., rectification module [4], [15], [16], [6], [17], [18] for geometric distortion and chromatic distortion [19], super-resolution unit [20] for low resolution. Another category of existing methods enhance spatial visual features to handle irregular text images. AON [21] proposes an arbitrary orientation network to capture character features in four directions. SAR [3] proposes a 2D tailored attention module to tackle the challenge of irregular scene text recognition. SATRN [22] uses 2D self-attention mechanism to capture the spatial dependency in 2D feature map for recognizing texts with arbitrary shapes. RobustScanner [23] introduces a position enhancement branch and a dynamic fusion module to mitigate the errors in contextless scenarios. DAN [8] decouples the decoder of the traditional attention mechanism to address the misalignment issue. Moreover, for more representative visual features, some STR methods propose complex backbone networks (e.g., variant of ResNet [15], [5], [9]). More recently, AutoSTR [24] uses neural architecture search technique to find a data-dependent backbone (i.e., visual feature extractor) for STR. Unlike the above mentioned methods, which design novel modules or backbone networks, our IterVM novelty exploits an iterative approach to enhance the visual features.

C. Visual Feature Enhancement by Semantic Information

To further improve the recognition accuracy, existing STR methods usually use semantic information to enhance the visual feature by introducing auxiliary supervision or designing new modules. EFFIFSTR [25] uses attentional glyph generation with trainable font embeddings for learning font-independent features of scene texts. SCATTER [26] adds intermediate supervisions to train a deeper BiLSTM encoder. SEED [27] develops a semantics-enhanced encoder-decoder framework that predicts additional global semantic information supervised by a pre-trained language model’s word embedding. VisionLAN [28] proposes language-aware visual masks for training, which simulates the case of missing character-wise visual semantics and guides the vision modeling module to use both the visual texture of characters and the linguistic information in visual context for recognition. PREN2D [29] proposes global feature aggregations for learning primitive visual representations from multi-scale feature maps and GCNs for transforming primitive representations into high-level visual text representations. Different from these works, our IterVM uses feedback connections to fuse high-level (the most semantic) visual feature with multi-level visual features.

D. Explicit Language Modeling for STR

Existing methods [30], [9], [10] usually make use of linguistic knowledge to boost the recognition accuracy by refining the output sequence of the VM with it. Fang et al. [30] use gated convolutional layers to model the language sequences at the character level. SRN [9] proposes a global semantic reasoning module based on transformer units [31] for pure language modeling. ABINet [10] proposes an iterative correction scheme with the language model, which progressively refines the recognition results. Bhunia et al. [32] propose a multi-stage multi-scale decoder that refers to visual features multiple times to enhance linguistic features. PIMNet [33] adopts an iterative easy-first [34] strategy for parallel and iterative characters.
decoding. In contrast to these works that has only explored the iterative principle for language modeling, we newly perform the iterative method for both language and vision modeling. Experiment results show that our IterVM can work well together with the iterative language modeling module.

III. METHOD

In this section, we first detail the vision modeling module used in this work in Sec. III-A, and then introduce our IterVM and IterNet in Sec. III-B and Sec. III-C respectively. We will finally introduce the supervision used for training in Sec. III-D.

A. Vision Modeling Module (VM)

Since the vision modeling module (VM) is designed to recognize texts as a stand-alone model, we follow the encoder-decoder framework for STR task, as illustrated in Fig. 1(a). The VM is used as encoder, which encodes input images and reasons semantic information, and a decoder is employed for converting high-level visual features into sequence of characters. Following ABINet [10], we use ResNet and Transformer units as encoder and a position attention based prediction layer as decoder.

The ResNet [5], [8], [10] has 5 residual blocks in total, with down-sampling after the first and third blocks. In detail, a convolution with 3 \times 3 kernel size encodes an input image \( x \) of size \( H \times W \times 3 \) into a feature map \( X_0 \). Then, we have:

\[
X_k = R_k(X_{k-1}) \in \mathbb{R}^{H_k \times W_k \times C_k},
\]

where \( k = 1, 2, ... , 5 \) and \( H_k, W_k \) are the spatial size of \( X_k \) and \( C_k \) is feature dimension. The output of ResNet is \( X_n \in \mathbb{R}^{H_5 \times W_5 \times C} \). Then, Transformer units [9], [10] are employed for sequence modeling:

\[
S = T(X_n) \in \mathbb{R}^{nW \times C}.
\]

Finally, an position attention based decoder [10] transcribes visual features into character probabilities:

\[
Y_v = D(S) = \text{softmax}(\frac{Q \hat{G}(S)^T}{\sqrt{C}})SW,
\]

where \( Q \in \mathbb{R}^{T \times C} \) is positional queries [31] represents the order of characters sequence with length \( T \), \( \hat{G}(\cdot) \) is a mini U-Net, \( \hat{G}(S) \in \mathbb{R}^{2H_5 \times C} \), and \( W \in \mathbb{R}^{C \times D} \) denotes a linear transition matrix (\( D \) represents the number of character classes).

B. Iterative Vision Modeling Module (IterVM)

Like all STR models, our proposed iterative vision modeling module (IterVM) has an encoder that maps the input image to semantic feature and a decoder that predicts texts based on the extracted semantic feature. Unlike classical vision modeling modules, we adopt an iterative design that allows the encoder to extract visual features and refine them iteratively.

Specifically, our IterVM adds feedback connections to the encoder as illustrated in Fig. 1(c) and Fig. 2. In other words, the encoder of VM is executed \( N \) times with the same input image but different semantic feature for fusion. Let \( R^i \) and \( T^i \) denote the operations of ResNet and Transformer at iteration \( i \), respectively. For the first iteration, on the basis of Eq. 1 and Eq. 2, \( R^1 \) and \( T^1 \) extract visual features from input images directly and the output of high-level semantic feature is marked as \( S^1 \). When at the iteration \( i \geq 2 \), the original inputs of \( R^i \) and \( T^i \) are supplemented with semantic feature as follows:

\[
X_k = R_k(X_{k-1} + U(W_{k-1}^{i}S^{i-1})),
\]

\[
S^i = T^i(X_n + W_n^{i}S^{i-1}),
\]

where \( W_{k-1}^{i} \in \mathbb{R}^{C \times C_{k-1}} \) indicates a linear transition matrix for aligning hidden dimension of features and \( U \) represents upsample operation for aligning the spatial dimensions.

During training, on the basis of Eq. 3, all visual semantic features \( S^i \) are transcribed into character sequences by the same decoder as follows:

\[
Y_v^i = D(S^i).
\]

All predictions \( Y_v^i \) are used to calculate the loss for supervision. During testing, only the prediction \( Y_v^N \) at the last iteration \( (i.e., i = N) \) is taken as the final output of IterVM, and the decoding process of the semantic feature at the intermediate iterations can be skipped to save inference time.

C. IterNet

To use linguistic knowledge as a complement to visual information, we use iterative language modeling module (IterLM)
to further correct the prediction results of IterVM and obtain a powerful recognizer called IterNet. The architecture of the IterNet is shown in Fig. 3.

Firstly, IterVM iteratively extracts visual features $S_i$ from the input image and outputs text predictions $Y_i$ solely based on visual information. Then, the IterLM execute $M$ times with different input:

$$Y_i^{1:j} = \mathcal{LM}(Y_f^{1:j-1})$$

where $i = 1, 2, ..., N$, $j = 1, 2, ..., M$ and $\mathcal{LM}$ indicates the share-weight IterLM. For the first iteration (i.e., $j = 1$), the input of IterLM is the prediction $Y_i$ from our IterVM (i.e., $Y_f^{1:0} = Y_i$). For the following iterations, the input is the fusion of $Y_i$ and $Y_i^{1:j}$ from the previous iteration:

$$Y_i^{2:j} = \mathcal{F}(Y_i^{1:j}, Y_i^{1:j})$$

where $\mathcal{F}$ is gating operation [9], [23], [10] for the final decision. During the training stage, IterLM corrects all the IterVM predictions $Y_i$, and calculates losses for supervision. In the testing stage, only the output $Y_i^N$ of IterVM at the last iteration (i.e., $i = N$) is used as the input for IterLM and the output $Y_i^{N,M}$ of IterLM at the last iteration (i.e., $j = M$) is taken as the final output of IterNet.

D. Supervised Training

To improve the training of our IterVM, we propose to add intermediate supervision to all semantic features extracted by vision modeling module at all iterations. Specifically, all semantic features are decoded to predictions by a weight sharing decoder, and all these predictions are refined by a weight sharing IterLM for calculating loss.

IterVM is trained end-to-end using the following multi-task objectives:

$$\mathcal{L}_v = \sum_{i=1}^{N} \mathcal{L}_v^i$$

where $\mathcal{L}_v^i$ denotes the cross-entropy losses from $Y_i^i$ at $i$-th iteration. While IterNet is trained end-to-end with the following multi-task objectives:

$$\mathcal{L} = \sum_{i=1}^{N} \mathcal{L}_v^i + \sum_{i=1}^{N} \sum_{j=1}^{M} (\mathcal{L}_{1:i}^j + \mathcal{L}_{2:i}^j),$$

where $\mathcal{L}_{1:i}^j$ and $\mathcal{L}_{2:i}^j$ are the cross-entropy losses from $Y_i^{1:j}$ and $Y_i^{2:j}$, respectively.

IV. EXPERIMENTS

A. Datasets and Evaluation

For fair comparisons, we use the same training datasets and evaluation protocol as [27], [9], [10], [28]. In detail, we use two widely used synthetic datasets for the training: MJSynth [35] and SynthText [36]. MJSynth contains 9 million synthetic text images, while SynthText contains 7 million images, including examples with special characters. Most previous works have used these two synthetic datasets together for training [37].

For evaluation, six widely used real-world STR test datasets are used as benchmarks. These datasets are classified as either regular or irregular based on the difficulty and geometric layout of the texts [37].

Regular datasets mainly contain horizontally aligned text images. IIIT5K (IIIT) [38] is made up of 3,000 images gathered from the Internet. Street View Text (SVT) [39] contains 647 images from Google Street View. ICDAR2013 (IC13) [40] was created for the ICDAR 2013 Robust Reading competitions and it has two variants: 857 images (IC13$_S$) and 1,015 images (IC13$_L$). We use both variants for fair comparisons.

Irregular datasets consist of more examples of text in arbitrary shapes. ICDAR2015 (IC15) [41] contains images taken from daily scenes and also has two versions: 1,811 images (IC15$_S$) and 2,077 images (IC15$_L$). Street View Text Perspective (SVTP) [42] includes 645 images with text captured in perspective views. CUTE80 (CUTE) [43] consists of 288 images with heavily curved text. Details about these datasets can be found in previous works [27], [9].

In all of our experiments, recognition performance is measured by case-insensitive alphanumeric accuracy in the lexicon-free mode [5], [37]. We also evaluate the accuracy of overall datasets except for IC13$_L$ and IC15$_L$ and report it for comparison.

B. Implementation Details

1) Architecture Details: We follow the implementation of architecture from ABINet [10]. The model size is set to 512. To reduce computational costs, we use ResNet-25 instead of ResNet-45. In particular, we reduce the number of residual units in each block in the original ResNet-45 [10] from [3, 4, 6, 6, 3] to [2, 2, 3, 3, 2]. We employ the iterative language modeling module (IterLM) in ABINet [10], and it consists of 3 Transformer decoder blocks. We initialize the IterLM with the pre-trained weights provided by [10]. Unless otherwise specified, the iteration number $N$ for IterVM and $M$ for IterLM are set to 3.

2) Training Details: Images are directly resized to 32 $\times$ 128 with data augmentation used in [10]. All models are trained end-to-end with a total batch size of 384. ADAM optimizer is adopted with the initial learning rate $10^{-4}$, which is decayed to $10^{-5}$ after 6 epochs. To save time in training, we only use 20% of the training data in the ablation study.

C. Ablation Study

We perform a series of ablation experiments to demonstrate the effectiveness of the proposed IterVM, IterNet, and intermediate supervision.

1) Effectiveness of IterVM: We investigate the impact of different iterations (from 1 to 4) of IterVM on the model performance. It is worth noting that the vision modeling module with only 1 iteration is the baseline, that is, iteration operation for VM is not performed.

As demonstrated by the results in Table I, our IterVM offers significant performance improvements compared to the baseline. The more iterations for IterVM, the better performance.
TABLE I
ABLATION STUDY OF THE NUMBER OF ITERATIONS FOR ITERVM.

| Model | # Iteration | Accuracy | Total |
|-------|-------------|----------|-------|
|       | VM LM Regular Irregular |          |       |
| IterVM | 1 - | 90.3 | 74.1 | 84.2 |
|       | 2 - | 92.5±2.2 | 80.1±6.0 | 87.8±3.6 |
|       | 3 - | 93.8±3.5 | 82.7±8.6 | 89.6±5.4 |
|       | 4 - | 93.9±3.6 | 83.8±9.7 | 90.1±5.9 |
| IterNet | 1 3 | 94.5 | 83.6 | 90.4 |
|       | 2 3 | 95.4±0.9 | 86.0±2.4 | 91.9±1.5 |
|       | 3 3 | 96.1±1.6 | 86.8±3.2 | 92.6±2.2 |

As illustrated in Fig 4, IterVM with any iteration is more accurate than the deeper and wider baselines. As shown in the left of Fig 4, when FLOPs is larger than 14G, IterVM shows huge performance gains of more than 2% under the same computation cost. Compared to a 4× deeper baseline, our IterVM with 2 iterations achieves comparable performance with approximately 2× fewer FLOPs. The same phenomenon can be observed when comparing the number of parameters (in the right of Fig 4): our IterVM achieves higher accuracy with fewer parameters. These results indicate that: our proposed iterative manner for the vision modeling module is more effective and efficient than simply making the network deeper or wider.

D. Comparison to State-of-the-Arts

We compare the experimental results of our IterNet with the state-of-the-art ones on 6 widely used STR benchmarks (including variant versions of IC13 and IC15). Only the methods trained with MJSynth and SynthText are considered for fair comparisons.

Among the existing methods, PREN2D, Bhunia et al., and ABINet achieve state-of-the-art results on different evaluation datasets (see underlined and bold values in the table). When compared to them, our IterNet achieves new state-of-the-art results on all benchmarks except CUTE. Specifically, our model improves the accuracy of SVT, IC13t, IC15s and SVTP (datasets contain low-quality images) by 1.1%~1.7%. PREN2D [29] slightly wins on CUTE, but IterNet shows considerable accuracy gains on all the other datasets: 1.2% on IIIT, 1.1% on SVT, 1.5% on IC13s, 4.7% on IC15s, and 3.3% on SVTP.

It’s worth noting that our IterNet uses the same iterative language modeling module as ABINet, but with a different vision modeling module (i.e., IterVM). Compared with ABINet, our IterNet improved the accuracy by 0.6%, 1.6%, 0.5%, 1.7%, 1.6%, and 1.1% on IIIT, SVT, IC13, IC15, SVTP, and
TABLE III
RECOGNITION ACCURACY COMPARISONS WITH STATE-OF-THE-ART METHODS ON SIX BENCHMARK DATASETS (INCLUDING VARIANT VERSIONS OF IC13 AND IC15). THE BEST PERFORMING RESULTS ARE SHOWN IN BOLD FONT, AND THE SECOND-BEST RESULTS ARE SHOWN IN THE UNDERLINED FONT.

| Model               | Year | Regular test dataset | Irregular test dataset |
|---------------------|------|-----------------------|------------------------|
|                     |      | IIT                  | SVT                    | IC13G  | IC13L  | CUTE  | IIT                | SVT                | IC13G  | IC13L  | CUTE  |
| TRBA [37]           | 2019 | 87.9                 | 87.5                  | 93.6   | 92.3   | 77.6  | 71.8              | 79.2              | 74.0   |
| ESIR [18]           | 2019 | 93.3                 | 90.2                  | -      | 91.3   | -     | 76.9              | 79.6              | 83.3   |
| SE-ASTER [27]       | 2020 | 93.8                 | 89.6                  | -      | 92.8   | 80.0  | 81.4              | 83.6   |
| DAN [8]             | 2020 | 94.3                 | 89.2                  | -      | 93.9   | -     | 74.5              | 80.0              | 84.4   |
| RobustScanner [23]  | 2020 | 95.3                 | 88.1                  | -      | 94.8   | -     | 77.1              | 79.5              | 90.3   |
| AutoSTR [24]        | 2020 | 94.7                 | 90.9                  | -      | 94.2   | 81.8  | -                 | -                 | 81.7   |
| SATRN [22]          | 2020 | 92.8                 | 91.3                  | -      | 94.1   | -     | 79.0              | 86.5              | 87.8   |
| SRN [9]             | 2020 | 94.8                 | 91.5                  | 95.5   | -      | 82.7  | -                 | 85.1              | 87.8   |
| GA-SPIN [19]        | 2021 | 95.2                 | 90.9                  | -      | 94.8   | 82.8  | 79.5              | 83.2              | 87.5   |
| PRENZD [29]         | 2021 | 95.6                 | 94.0                  | 96.4   | -      | 83.0  | -                 | 87.6              | 91.7   |
| Bhunia et al. [32]  | 2021 | 95.2                 | 92.2                  | -      | 95.5   | -     | 84.0              | 85.7              | 89.7   |
| VisionLAN [28]      | 2021 | 95.8                 | 91.7                  | 95.7   | -      | 83.7  | -                 | 86.0              | 88.5   |
| ABINet [10]         | 2021 | 96.2                 | 93.5                  | 97.4   | -      | 86.0  | -                 | 89.3              | 89.2   |
| IterNet (ours)      |      | 96.8                 | 95.1                  | 97.9   | 97.0   | 87.7  | 84.0              | 90.9              | 91.3   |

TABLE IV
EXAMPLES OF THE INTERMEDIATE PREDICTION RESULTS OBTAINED BY THE PROPOSED VISION MODELING MODULE AT DIFFERENT ITERATIONS.

| Image        | Intermediate Prediction | Final Prediction | Ground Truth |
|--------------|-------------------------|------------------|--------------|
|             | 1          | 2          |                       |
|             | 1         | 2         |                       |
|             | saa_h     | blath     | health               | health      |
|             | bojing    | keijing   | beijing             | beijing     |
|             | callt     | failte    | failte              | failte      |
|             | tolnh     | towh      | town                | town        |
|             | 5520      | tod5      | tods                | tods        |
|             | ceil      | geill     | grill               | grill       |
|             | s_up      | stop      | stop                | stop        |
|             | dolzr     | dollar    | dollar              | dollar      |

CUTE, respectively. On average, the accuracy improved from 95.6% to 96.8% for regular datasets and 87.2% to 88.8% for irregular datasets. These results indicate that the vision modeling module in the state-of-the-art scene text recognizer has become a performance bottleneck, and the language modeling module cannot address this problem alone, while our IterVM can effectively alleviate this problem.

E. Qualitative Analysis

1) Analysis on iterative correction by IterVM: To have a comprehensive cognition about iterative correction by IterVM, we visualize the intermediate predictions on the challenging examples in Tab. IV. The predictions at the first iteration are always incorrect due to the low quality of the input image. After multiple iterations, IterVM can finally correct the predictions. It demonstrates the ability of our IterVM to refine text prediction iteratively.

2) Result examples on challenging cases: Fig. 5 depicts some challenging examples on which state-of-the-art method ABINet fails. As can be seen, IterNet successfully produces correct results on these challenging examples.

V. Conclusion

This work explores the new idea of iterative vision modeling and proposes a novel vision modeling module named IterVM. Specifically, IterVM repeatedly uses the high-level visual feature extracted at the previous iteration to enhance the multi-level features extracted at the subsequent iteration. Based on IterVM, a powerful scene text recognizer called IterNet is further proposed, by combining it with iterative language modeling module (IterLM). Extensive comparisons and ablation studies are conducted, and the results show that: (1) the proposed IterVM is very effective for improving the scene text recognition accuracy, and (2) equipped with both IterVM and IterLM, the proposed IterNet is able to achieve new state-of-the-art results on public benchmarks.
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