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Abstract—Channel state feedback plays an important role to the improvement of link performance in current wireless communication systems, and even more in the next generation. The feedback information, however, consumes the uplink bandwidth and thus generates overhead. In this paper, we investigate the impact of channel state feedback and propose an improved scheme to reduce the overhead in practical communication systems. Compared with existing schemes, we introduce a more accurate channel model to describe practical wireless channels and obtain the theoretical lower bounds of overhead for the periodical and aperiodical feedback schemes. The obtained theoretical results provide us the guidance to optimise the design of feedback systems, such as the number of bits used for quantizing channel states. We thus propose a practical feedback scheme that achieves low overhead and improved performance over currently widely used schemes such as zero holding. Simulation experiments confirm its advantages and suggest its potentially wide applications in the next generation of wireless systems.
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I. INTRODUCTION

One of the key technologies in 4G communication systems is channel state information (CSI) feedback, which is gaining increased importance in the research and design of 5G systems that are undergoing the standardization stage. The importance will be even significant in 6G which includes communication and satellite positioning system [1]–[4]. The importance of CSI feedback can be simply summarized as that more knowledge of the wireless channel can enhance the system’s throughput. Such advantage is achieved through novel schemes including precoding, modulation and coding scheme (MCS) selection, or beam selection. As an essential technology for the 5G systems, millimeter wave provides exceptionally high throughput, but also comes with the down sides such as reflection, scattering, and blockage, which cause more frequent change of channel states since its wave length is shorter than traditional wireless carriers. Therefore, the feedback of CSI needs to be more frequent than current cellular systems in order to maintain a high throughput link. The increased feedback data would generate a lot of overhead and consume excessive bandwidth that is essential for other types of services in 5G systems. To optimize the feedback overhead is thus a key research topic for improving spectrum resource, which motivates this paper.

The benefits of CSI feedback have been recognized for long time and exploited in contemporary wireless systems. We will briefly introduce several recently reported examples. In [5], [6], the channel states sent back to a transmitter are used for precoding. In [7], [8], authors proposed novel interference analysis and cancellation schemes driven by the channel states feedback information. Authors of [9], [10] studied the benefits of CSI feedback for optimizing resource allocation. In addition to these benefits, pioneering studies on physical layer security have showed the power of CSI feedback on the improvement of communication security [11], [12].

The benefits of CSI feedback come with the cost of increased overhead that consumes the uplink spectrum resource. For the purpose of reducing this cost, optimization schemes have been widely studied. In [13], [14], compressed sensing (CS) is leveraged to reduce the number of the bits for CSI feedback. Two issues are in association with the CS based method. First, the delay is significantly large since CS is a blockwise signal processing method and is usually solved via a large number of iterative calculation. Second, CS relies on the presumption of the downlink channel being sparse. Such a sparsity assumption has not been fully investigated in research. As a more matured method, a discrete cosine transform (DCT) basis matrix is designed to compress the channel states in [15]. DCT is a blockwise signal processing method, and the efficiency is proportionally related to the length of the data blocks for DCT. Therefore, there exists a trade-off between the compression efficiency and timeliness of CSI feedback.

As shown in the generation of fading channels [16]–[18], fading channel is indeed a stationary random process which allows us to predict a channel state based on its previous several observations. This model is also used in the estimation of the channel state information [19]. The difference of a prediction versus its real channel state is usually called as the innovation of a channel. For a stationary fading channel, the feedback of innovation can be utilized to reconstruct full channel states. Generally, the quantization of the innovation needs less bits than the quantization of original channel. Therefore, the feedback of quantized innovation is also recognized as an effective CSI feedback technology. In literature, the quantization and feedback of channel innovation are usually called as differential channel state feedback methods.

The order-one autoregressive (AR) model is often used to model a fading channel [20], [21]. Based on the AR(1) model, the difference between a channel state $x_k$ and $\hat{x}_k$, where the latter is the prediction of $x_k$ based on $x_{k-1}$, is quantized. In such a differential feedback scheme, the minimum number of bits, known as feedback overhead, is estimated. Similar to the method in [20], AR(1) model based differential quantization is also investigated in [21]. Different from the scalar quantization in [20], vector quantization is considered in [21], which claims that vector quantization has advantages over the scalar one. On the transmission of CSI feedback, several methods have
been proposed. In [22], there is no feedback loop at the CSI transmitter side, and quantization noise will be accumulated when the channel state is reconstructed at the receiver side. The same problem also exists in the method proposed in [23]. Different from the work in [22], rate distortion theory is employed to estimate the lower bound of the quantization bits under the constraint of channel reconstruction mean square error (MSE) [23]. However, we can deduce that the rate distortion function calculated in [23] does not have the right distortion when the number of quantization bits is zero.

Based on the introduction above, there are basically two types of CSI feedback schemes. The first type focuses on the feedback of original channel states [13–15], and the second one is based on the transmission of differential channel states [20–25]. The latter ones are gaining more popularity because of their ability to reduce redundancy between adjacent channel states [20], and thus require less data bits than the schemes that transmit the original channel states. However, existing differential feedback schemes are of problems regarding the following three aspects. First, the channel modelling is not accurate. In literature, the order one autoregressive structure such as the AR(1) model is widely used to describe a fading channel, and is not accurate description of Rayleigh or Rician channels. Furthermore, channel fading and additive noise are not simultaneously considered in literature, i.e., the additive white Gaussian noise (AWGN) is not taken into account at the modelling of channel fading. Third, open loop differential schemes are considered in literature, but they have the high risk of accumulating quantization noise. A closed loop structure is necessary to correct the channel distortion in time and avoid noise accumulation.

In this paper, we consider fading channels to be the response of white Gaussian variables passing through an autoregressive structure. Different from the AR(1) model, the order of the autoregressive structure is not assumed to be in rank one, rather a more realistic setting greater than one and extensible to infinitely large. Besides, AWGN is simultaneously considered with channel fading in our analysis. Based on the more complete channel model, we first investigate the effect of operation delay on the overhead. To reduce the accuracy degradation caused by delay, we predict the channel state given its previous a few observations. Since the prediction has intrinsic finite accuracy, we use the channel state mean square error (MSE) to investigate the accuracy, which is essentially equal to the channel reconstruction distortion in the extreme case of infinite-bits feedback. Afterwards, we obtain the theoretic lower bound of MSE given finite-bits of CSI feedback. Both periodical and aperiodical feedback schemes adopted by standards are analysed using the rate distortion theory. Under the guidance of theoretic results, we propose a novel and practical CSI feedback method based on more realistic channel modelling and parameter configuration, which achieves improved long-term performance over contemporary methods, confirmed by both theoretical study and extensive experiments.

The rate distortion theory based feedback overhead optimization is also performed in [27] where the theoretic work is performed. We pay more attention to finding a practical solu-
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With the predicted channel state or the channel innovation, the user equipment (UE) will encode and send it to the base station. The transmission of the codewords consumes the uplink bandwidth. To quantitatively evaluate the performance of a feedback system, we calculate the average bit rate $R$ required for sending through the codewords. Details about $R$ and the encoding procedure will be introduced in the following sections. At the base station, the codewords are decoded to reconstruct the fading channel, denoted by $\hat{x}_{k+1}$.

As in the introduction of the system model, only the noisy observation of channel $y$ can be directly read, rather than the original channel state $x$. $R$ is thus related to $y$. Different concrete quantization methods generate different size of $R$. To remove the limits brought in by concrete methods, the mutual information between $y$ and $\hat{x}$ is taken as the metric to express $R$. Essentially, the mutual information is a theoretical lower bound on $R$ which is written as follows,

$$I(y_{k+1}; \hat{x}_{k+1}).$$

Furthermore, we can straightforwardly investigate the trade-off between $R$ and the channel reconstruction accuracy. Generally, higher accuracy requires more bits for quantization. The accuracy is measured by MSE between the real channel state $x_{k+1}$ and its reconstruction $\hat{x}_{k+1}$, which is defined as follows,

$$D_x = E \left[ (x_{k+1} - \hat{x}_{k+1})^2 \right],$$

where $E[\cdot]$ denotes the expectation.

We can now formulate the optimization problem that aims to minimize the number of bits under the constraint of channel reconstruction MSE,

$$\begin{align*}
\text{Objective} : \quad & R = \inf \left\{ \frac{1}{2}I(y_{k,1:L}; \hat{x}_{k+1}) \right\} \\
\text{subject to} : \quad & d(x_{k+1}, \hat{x}_{k+1}) \leq D_x.
\end{align*}$$

For the purpose of analysis, we introduce an auxiliary variable $y_{\hat{k}+1}$. The physical sense of $y_{\hat{k}+1}$ is regarded as the reconstructed $y_{k+1}$. The relationship between $y_{\hat{k}+1}$ and $\hat{x}_{k+1}$ is defined as follows,

$$\hat{x}_{k+1} = \Delta \frac{\sigma_x^2}{\sigma_x^2 + \sigma_\xi^2} y_{\hat{k}+1}.$$

Since $\hat{x}_{k+1}$ is the scaled $\hat{y}_{k+1}$ by a constant, the following two definitions of mutual information are equal to each other:

$$\frac{1}{2}I(y_{k,1:L}; \hat{x}_{k+1}) = \frac{1}{2}I(y_{k,1:L}; y_{\hat{k}+1}).$$

The optimization problem defined in (5) is thus converted to the following form:

$$\begin{align*}
\text{Objective} : \quad & R = \inf \left\{ \frac{1}{2}I(y_{k,1:L}; y_{\hat{k}+1}) \right\} \\
\text{subject to} : \quad & d(x_{k+1}, \hat{x}_{k+1}) \leq D_x.
\end{align*}$$

As designed in the 3GPP standards, channel states can be sent back to the base station periodically or aperiodically. The differences between these two methods have fundamental impact towards the solution of (6). The following sections will investigate both cases in order to find the optimal feedback schemes under the constraint of MSE.

### III. An Extreme Case: Infinite Bits Feedback and Reconstruction MSE

The previous section introduces two metrics to evaluate a channel state feedback scheme: channel reconstruction accuracy and the number of bits. In this section, we consider that channel states are sent to BS in real numbers, which can only be achieved by representing a channel state with infinite bits. The work in this section thus reveals the reconstruction distortion $D_x$ at the extreme case of $R \rightarrow \infty$.

In literature, the channel state observed at the current time instance is usually adopted as the state at the next time instance. Such a channel state determination strategy is called zero-holding (ZH). We will compare the MSE of the reconstructed channel states from the ZH strategy and that from our prediction method.

#### A. MMSE in one-step ahead prediction based on real-valued channel states feedback

Since infinite large number of bits are used to quantize the channel state feedback, there will be no quantization loss. The channel reconstruction accuracy is fully determined by the error occurring in the one-step ahead prediction of $x_{k+1}$ given $y_{k,1:L}$. Thus, the lower bound on the distortion $D_x$ at $R \rightarrow \infty$ is equal to the MMSE of $x_{k+1}$,

$$D_x|_{R \rightarrow \infty} = E \left[ (x_{k+1} - x'_{k+1})^2 \right],$$

where $x'_{k+1}$ is the MMSE prediction of $x_{k+1}$ given the real-valued channel states feedback, that is,

$$x'_{k+1} = E[x_{k+1}|y_{k,1:L}].$$

Since $y_k$, $k \in \mathbb{Z}$, is the noisy observation of $x_k$ under additive Gaussian noise $\xi_k$, the MMSE estimation of $x_k$ given $y_k$ is in a linear form. Furthermore, we can easily prove that $y$ is a spherical invariant random process. Thus, there exists a linear extrapolation of $y_{k+1}$ based on $y_{k,1:L}$. Furthermore, we know that there exists a MMSE linear prediction of $x_{k+1}$ given $y_{k,1:L}$. Let $\Theta$ denote the coefficients of the linear predictor.

Based on the results in [31], the coefficient vector $\Theta$ of the MMSE predictor is calculated by

$$\Theta = \begin{bmatrix} \kappa_{xy}(1) \\ \kappa_{xy}(2) \\ \vdots \\ \kappa_{xy}(L) \end{bmatrix}^T$$

where $\kappa_{xy}(i) = E[x_{k+1}y_{i+1}]$, $i \in \mathcal{L}$ and $\mathcal{L} = \{1, 2, \cdots, L\}$ and

$$K = \begin{bmatrix} \kappa_y(0) & \kappa_y(1) & \cdots & \kappa_y(L-1) \\ \kappa_y(1) & \kappa_y(0) & \cdots & \kappa_y(L-2) \\ \vdots & \vdots & \ddots & \vdots \\ \kappa_y(L-1) & \kappa_y(L-2) & \cdots & \kappa_y(0) \end{bmatrix}.$$  

With the defined order-$L$ coefficients $\Theta$, the MMSE prediction of $x_{k+1}$ given $y_{k,1:L}$ is calculated as follows,

$$x'_{k+1} = \Theta \cdot \begin{bmatrix} y_{k-L+1} \\ y_{k-L+2} \\ \vdots \\ y_k \end{bmatrix}.$$  

According to the results in [31], the mean square error in
real-valued channel state feedback $D_{x|R\rightarrow\infty}$ is calculated via
\[ D_{x|R\rightarrow\infty} = \sigma_{x}^2 \begin{bmatrix} k_{xy}(1) \\ k_{xy}(2) \\ \vdots \\ k_{xy}(L) \end{bmatrix}^{t} \cdot K^{-1} \cdot \begin{bmatrix} \kappa_{xy}(1) \\ \kappa_{xy}(2) \\ \vdots \\ \kappa_{xy}(L) \end{bmatrix} \]
\[ \Delta = \sigma_{y}^2. \]

The distortion of the reconstructed channel based on one-step ahead prediction has been obtained for the extreme case of $R \rightarrow \infty$. Next, the distortion for ZH strategy will be calculated.

### B. MMSE in zero-holding channel state determination

In the literature, not much attention has been paid on the operation delay of channel state feedback. The current channel state is taken as the one at the next time instance which is called as zero-holding. In this subsection, we will quantitatively determine the distortion occurring in the zero-holding strategy as a contrast to the one-step ahead prediction strategy. Let $\hat{x}_{k+1}$ denote the channel state at $(k+1)$-th time instance determined via the ZH rule. The ZH strategy can be mathematically described as follows,
\[ \hat{x}_{k+1} = x_{k}, \]  
where $x_{k}$ denotes the estimation of $x_{k}$.

The MMSE estimation of current channel state is an optimum estimation given additive Gaussian noise, which is widely used in literature. Since $x_{k}$ is the MMSE estimation of $x_{k}$ given $y_{k}$, we have the following equation,
\[ x_{k} = E[x_{k}|y_{k}]. \]

Channel distortion is similarly measured by the MSE of the reconstructed channel $x_{k}$ versus its real value $x$ as follows,
\[ \sigma^{2}_{x} = E[(x_{k+1} - \hat{x}_{k+1})^{2}] = E[(x_{k+1} - \hat{x}_{k})^{2}] = E[(x_{k+1} - x_{k})^{2}] + E[(x_{k} - \hat{x}_{k})^{2}] - 2E[(x_{k+1} - x_{k})E(x_{k} - \hat{x}_{k})]\]
\[ = 2\sigma^{2}_{x} - 2\kappa_{x}(1) + \frac{\sigma_{x}^{2}\sigma_{z}^{2}}{\sigma_{z}^{2} + \sigma_{z}^{2}}, \]
where $\sigma^{2}_{x}$ denotes the MSE, and in (a), the first two terms are calculated as follows
\[ E[(x_{k+1})] = E[(x_{k})] = \sigma^{2}_{x} \]
\[ E[(x_{k+1} - x_{k})] = \kappa_{x}(1) \]

following the definition of autocorrelation of a random process. The third term in (a) is calculated as follows
\[ E[(x_{k} - \hat{x}_{k})^{2}] = \frac{\sigma^{2}_{x}\sigma_{z}^{2}}{\sigma_{z}^{2} + \sigma_{z}^{2}}, \]
where the orthogonal principle has been employed,
\[ E[(x_{k} - \hat{x}_{k})] = 0. \]  
We have obtained the channel reconstruction distortion for both the one-step ahead prediction scheme and ZH strategy. The results are obtained at the extreme case that infinite number of bits are used to quantize the channel state. Next, we will investigate a more practical case that only finite bits are used to convey the channel states from a UE to a base station.

### IV. Theoretic Lower Bounds on Finite-Bits Represented Channel States Feedback

As mentioned in Section III, the two types of channel state feedback schemes in 3GPP LTE, aperiodic and periodic feedback transmission, are also considered in the next generation of cellular systems (5G). It is thus significantly important to know the theoretical lower bounds of the length of bits required by these two schemes.

#### A. An Overhead Lower Bound in Aperiodic Feedback

The aperiodic feedback scheme works in such a protocol that a base station sends a request of downlink channel states when needed, and then the UE sends the channel state information back to the base station, which is unavoidably delayed due to the protocol stack and signal processing. This reactive style implies that the time interval between two channel state transmissions keeps changing. Since the feedback intervals vary, the vector quantization does not fit for compressing the channel states. Therefore, channel states are quantized via sample-wise quantization, and sent back to the base station. We can thus obtain the lower bound of the scalar quantization method, which is related to the entropy of a single channel sample as follows.

1) Aperiodic feedback of one-step ahead predicted channel state: The direct solution to (7) can hardly be achieved. Before calculating the theoretic lower bound, we define an auxiliary variable $d_y$, the MSE between $y_{k+1}$ and $\hat{y}_{k+1}$, as follows,
\[ d_{y} = \sum_{l=1}^{L} E[\theta^{2}_{l} (y_{k+1} - \hat{y}_{k+1})^{2}], \]
where $\theta_{l}$ is an element of the matrix $\Theta, \Theta = \{ \theta_{l} \}, l \in \mathcal{L}$ defined in (10).

With the auxiliary variable $d_{y}$, the auxiliary optimization problem can be formulated as follows,
\[ R(D_{y}) = \inf_{d_{y} \leq D_{y}} \frac{1}{L} I(y_{k+1}:\hat{y}_{k+1}). \]  
(21)

According to the results in (22), the solution to (21) can be directly obtained:
\[ R(D_{y}) = \frac{1}{2L} h(y_{k+1:L}) - \frac{1}{2} \log 2\pi e D_{y} + \frac{1}{2} \sum_{l=1}^{L} \log \theta^{2}_{l}. \]  
(22)

For the aperiodic finite-bits feedback scheme, the MSE between $x_{k+1}$ and its reconstructed version at the base station
where \( \alpha \) follows (14), and (b) follows (16) and (26).

Different from the one-step prediction based on multiple previous observations, \( y_{k:1:L} \), \( x_k^1 \) is derived from a single observation \( y_k \) in the ZH scheme. We can thus create an auxiliary optimization problem as follows,

\[
R(D_y^Z) = \inf_{d_z^2 < D_y^Z} I(y_k; y_k^\dagger). \tag{28}
\]

The solution to (28) is given as follows,

\[
R(D_y^Z) = \frac{1}{2} h(y_k) + \frac{1}{2} \log(\frac{\sigma_z^2}{\sigma_x^2 + \sigma_z^2})
+ \frac{1}{2} \log \left( \frac{\sigma_z^2}{\sigma_x^2 + \sigma_z^2} \right).
\tag{29}
\]

Given (27), we can derive the rate distortion function (29) as follows,

\[
R(D_y^Z) = \frac{1}{2} h(y_k) + \frac{1}{2} \log(\frac{\sigma_z^2}{\sigma_x^2 + \sigma_z^2})
+ \frac{1}{2} \log \left( \frac{\sigma_z^2}{\sigma_x^2 + \sigma_z^2} \right).
\tag{30}
\]

where \( \alpha \) is obtained according to the test channel, i.e., \( y = \hat{y} + \alpha \). The test channel is the sufficient and necessary condition in which the equality holds in (28). In the test channel, \( \alpha \) follows the Gaussian distribution with zero mean and variance of \( D_y^Z \). Thus, we have

\[
E \left[ (x_{k+1} - \alpha y_k) (\alpha y_k - \hat{y}_k) \right] = 0. \tag{31}
\]

The theoretic lower bounds of the two aperiodic channel state feedback schemes have been obtained. The next subsection will investigate the theoretic bounds of the periodic feedback schemes.

### B. Periodic Feedback Overhead

Fading channels are usually a stationary random process, which implies that channel states nearby in time domain are correlated to each other. It is thus possible to only transmit different information (i.e., innovation) between samples and reduce the number of feedback bits. Innovation based transmission can be achieved through periodic feedbacks.

In order to calculate the required bits in the periodic feedback, we need to write the noisy observation \( y \) with an
autoregressive structure. As shown in (3), a fading channel $x$ is the output of a white Gaussian variable $\psi$ passing through an autoregressive system. At the UE, observed channel states are essentially equal to the summation of $x$ and $\xi$, shown in (1). Combining (1) and (2), we derive the autoregressive structure of $y$ as follows,

\[
y_k = \sum_{m=1}^{L} a_m x_{k-m} + \psi_k + \xi_k
\]

where $e_{k-m}$ is the difference between two channel states and its real value. $e_{k-m}$ observes zero mean Gaussian distribution with the variance of $\frac{\sigma^2_{x} \sigma^2_{\xi}}{\sigma^2_{x} + \sigma^2_{\xi}}$: (a) follows the MMSE estimation of $x$ under the noise $\gamma$,

\[
E[x|y] = \frac{\sigma^2_{x}}{\sigma^2_{x} + \sigma^2_{\xi}} y
\]

(b) follows the definition:

\[
\nu_k \triangleq \sum_{m=1}^{L} a_m e_{k-m} + \psi_k + \xi_k.
\]

From the analysis above, $y$ is essentially equal to output of the i.i.d. white Gaussian variable $\nu_k$, $\nu_k \sim N(0, \sigma^2_{\nu})$, $\sigma^2_{\nu} = \frac{\sigma^2_{x} \sigma^2_{\xi}}{\sigma^2_{x} + \sigma^2_{\xi}} \sum_{m=1}^{L} a^2_{m} + \sigma^2_{\xi} + \sigma^2_{\xi}$, passing through the AR model with the coefficients of $\left\{\frac{a_m}{\sigma^2_{x} + \sigma^2_{\xi}}\right\}$, $m \in \mathcal{L}$.

According to the results in (34), the rate distortion function with the source of $y$ is equal to the R-D function with the source of $\nu$. Therefore, we derive the lower bound in the periodic feedback scheme as follows,

\[
R(D_x) \overset{(a)}{=} \frac{1}{2L} \log(b(y_{1:L} | y_{1:L})) + \frac{1}{2} \log 2\pi e (D_x - \sigma^2_{\nu}) + \frac{1}{2} \sum_{l=1}^{L} \log \theta^2_l
\]

\[
\overset{(b)}{=} \frac{1}{2} \log \frac{\sigma^2_{\nu}}{D_x - \sigma^2_{\nu}} + \frac{1}{2} \sum_{l=1}^{L} \log \theta^2_l
\]

where (a) follows the results shown in (34), (b) follows the same derivation in (24).

In the simulations parts of this paper, we will numerically evaluate and compare the theoretical lower bound on the bit rates for different feedback schemes. Next, we will propose practical channel state feedback schemes, which can be implemented by off-the-shelf signal processing devices or modules.

V. AN PRACTICAL CHANNEL STATE FEEDBACK SCHEME

In the previous section, we calculated the lower bounds on the overhead of the aperiodic and periodic channel state feedback schemes. In this section, we propose practical feedback schemes.

A. HIGH RESOLUTION QUANTIZATION IN APERIODIC FEEDBACK SCHEME

In this subsection, we focus on a practical compression method of CSI in the aperiodic scheme. As already pointed out, the compression method of an aperiodical scheme is essentially a scalar quantization process. The sample-wise quantization has been thoroughly studied. Thus, we pay more attention to evaluating the performance of the practical aperiodical feedback schemes.

Due to its most widely usage in current wireless communication systems, uniform quantizers are considered for aperiodic channel state feedback. The MSE between the channel state $x_{k+1}$ and the uniform quantizer output is taken as the metric to measure the feedback distortion. It is worth noting that the input of the quantizer is the predicted channel state $\hat{x}_{k+1}$.

Let $x^Q_{k+1}$ denote the quantized channel state at the $(k+1)$-th time instance and $e_a$ denote the error between the real channel state and the quantization result. Furthermore, $R_a$ denotes the average number of bits. With the defined variables, we can calculate the MSE as follows,

\[
E[e^2_a] = E \left[ \left( x_{k+1} - x^Q_{k+1} \right)^2 \right]
\]

\[
= E \left[ \left( x_{k+1} - \hat{x}_{k+1} + \hat{x}_{k+1} + e^Q_a \right)^2 \right] - E \left[ \left( \hat{x}_{k+1} - \hat{x}_{k+1} \right) e^Q_a \right] - E \left[ \left( e^Q_a \right)^2 \right]
\]

\[
\overset{(a)}{=} E \left[ \sigma^2_P + (e^Q_a)^2 \right] + 2 E \left[ \left( e^Q_a \right)^2 \right]
\]

\[
\overset{(b)}{=} \sigma^2_P + E \left[ (e^Q_a)^2 \right]
\]

\[
\overset{(c)}{=} \sigma^2_P + \frac{1}{12} 2^h(\hat{x}) 2^{-2R_a}
\]

\[
= \sigma^2_P + \frac{1}{12} (2\pi e (\sigma^2_P + \sigma^2_P))^{\frac{1}{2}} 2^{-2R_a}
\]

where (a) follows the result in (13), (b) follows that quantization noise $e^Q_a$ is independent to the prediction error $(x_{k+1} - \hat{x}_{k+1})$ and the mean value of quantization noise is zero, (c) is obtained under the assumption of high-resolution uniform quantization.

In (35), the MSE between the reconstructed channel state at BS $\hat{x}_{k+1}$ and $x_{k+1}$ is a function of the number of data bits $R_a$, which can be denoted as a function of MSE through simple mathematical manipulations,

\[
R_a = \frac{1}{2} \log \left( \frac{1}{12} \left( \frac{2\pi e (\sigma^2_P + \sigma^2_P)}{E[e^2_a] - \sigma^2_P} \right)^{\frac{1}{2}} \right)
\]

B. A PRACTICAL CHANNEL STATE COMPRESSION METHOD IN PERIODIC FEEDBACK SCHEME

As shown in Section V-B, the compressed data of the channel innovation consumes less bits than that for the original channel state. Periodic feedback scheme makes it possible to
employ channel innovation based method. In this subsection, we discuss the details of designing a practical method to compress channel innovation under the impact of fading and additive noise.

Fig. 2 and Fig. 3 describe the structures of the encoder and decoder of the proposed compression scheme. The optimum configurations and performance analysis will be presented to implement the scheme and evaluate its performance.
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Fig. 2. Encoder of the proposed additive noise degraded channel innovation compression scheme

![Decoder of the proposed compression scheme](image)

Fig. 3. Decoder of the proposed compression scheme

As shown in Fig. 2 the encoder is built on an innovation compression scheme with a feedback loop. The closed loop compression is designed to avoid quantization noise accumulation. In the compression structure, the innovation is denoted by $\zeta$ and its quantization is $\zeta^Q$. The quantized innovation is added to the predicted channel state $\hat{x}_{k|k-1}$ to obtain the estimation of the current channel state $\hat{x}_k$, where $\hat{x}_{k|k-1}$ is the prediction of the channel state based on the previous $L$ channel states $\hat{x}_{k:1:L}$.

With the reconstructed channel states $\hat{x}_{k+1:1:L} = \{\hat{x}_{k-L+1}, \hat{x}_{k-L+2}, \ldots, \hat{x}_k\}$, the channel state at the $(k+1)$-th time instance is predicted as follows,

$$\hat{x}_{k+1|k} = \sum_{m=1}^{L} a_m \hat{x}_{k-m+1}. \tag{38}$$

Passing $\hat{x}_{k+1|k}$ through a time delay unit, we have the output $\hat{x}_{k|k-1}$. $\hat{x}_{k|k-1}$ is the estimation of $x_k$ based on $\hat{x}_{k:1:L} = \{\hat{x}_{k-L}, \hat{x}_{k-L+1}, \ldots, \hat{x}_{k-1}\}$.

MSE of the prediction, $E[e^2_{k|k-1}]$, where $e_{k|k-1} = x_k - \hat{x}_{k|k-1}$, can be calculated as follows,

$$E[e^2_{k|k-1}] = \sum_{m=1}^{L} a_m^2 E[e^2_{k-m}] + \sigma^2_y + \sum_{m=1}^{L} a_m^2 E[e^2_{Q,k-m}], \tag{39}$$

**Proof:** See Appendix [A]

\(\hat{x}_{k|k-1}\) is the initial estimation of $x_k$. The accuracy in the prediction of $\hat{x}_k$ is affected by two factors: the estimation error and quantization noise. Therefore, we need to update $\hat{x}_{k|k-1}$ in the closed loop to avoid the accumulation of noise induced by these two factors:

$$\hat{x}_k = \hat{x}_{k|k-1} + \zeta^Q_k, \tag{40}$$

where $\zeta^Q_k$ is the quantization output of $\zeta_k$.

Next, we discuss how to obtain $\zeta^Q_k$. The MMSE of the prediction errors with respect to $\zeta^Q_k$ is defined as follows

$$\min_{\zeta^Q_k} E[(\hat{x}_k - \hat{x}_{k|k-1})^2]. \tag{41}$$

Since a fading channel is essentially a time evolution random process, an iterative solution to (41) can be obtained to dynamically approach the optimum value as follows,

$$\zeta^Q_k = E[e^2_{k|k-1}] \left( E[e^2_{Q,k-1}] + \sigma^2_\xi \right)^{-1} (y_k - \hat{x}_{k|k-1}) \tag{42}$$

where $e_{k|k-1} = x_k - \hat{x}_{k|k-1}$.

**Proof:** See Appendix [B]

Via the updating method shown in (40), MMSE is asymptotically achieved in an iterative manner. The two mean square errors, $E[e^2_1]$ and $E[e^2_{Q,k-1}]$, can thus satisfy the following condition.

$$E[e^2_2] = (1 - \lambda_k) E[e^2_{k|k-1}] \tag{43}$$

where $\lambda_k = E[e^2_{k|k-1}] \left( E[e^2_{Q,k-1}] + \sigma^2_\xi \right)^{-1}$.

With the optimum innovation $\zeta^Q_k$, the transmitter can then use the quantization codebook to determine the corresponding index and map it to a symbol for transmission.

At the decoder side, the symbol is first demapped to obtain the codeword index, which is then used to reconstruct the quantized innovation $\zeta^Q_k$. With the reconstructed $\zeta^Q_k$, we can calculate the channel state using the structure presented in Fig 3. To distinguish from the estimated channel state at the encoder side $\hat{x}_k$, the reconstructed channel state at the decoder side is denoted by $\hat{x}_k$. As shown in Fig 3 the reconstructed $\zeta^Q_k$ is added to $\hat{x}_k$ which is the prediction based on the previous $L$ channel states:

$$\hat{x}_k = \sum_{m=1}^{L} a_m \hat{x}_{k-m} + \zeta^Q_k. \tag{44}$$

After introducing the encoder and decoder of the proposed channel state feedback scheme, we will investigate its performance in the next subsection.

**C. Performance of the Proposed Feedback Scheme**

The same performance metric used in the previous part of this paper: bit-distortion curve is taken to evaluate the performance of the proposed feedback scheme. We first prove that the MSE converges in the long term, and then calculate this long-term MSE, which is defined as follows,

$$\zeta = \lim_{k \to \infty} E[(x_k - \hat{x}_k)^2]. \tag{45}$$

Theorem [1] shows that the long-term MSE $\zeta$ can be expressed in an iterative structure.
where the coefficient \( \sigma \) variance of and \( \iota \) is written as follows,

\[
\varsigma - (1 - \lambda_k)^2 \sum_{m=1}^{L} a_m(\varsigma^{(m)}) = (1 - \lambda_k)^2 \sigma^2 + \lambda_k^2 \varsigma^2 + \sigma_Q^2.
\]

where \( \varsigma^{(m)} \) denotes the \( m \)-th order derivative of \( \varsigma \).

**Proof:** See Appendix C.

Let

\[
\sum_{m=1}^{L} f_m e^{c_m nT} = (47)
\]

and

\[
\sum_{m=0}^{L} g_m(nT)^m = (48)
\]

denote the general and specific solutions to the differential equation \( (49) \). Combining \( (47) \) and \( (48) \), the solution to \( (49) \) is written as follows,

\[
\varsigma^* = \sum_{m=1}^{L} f_m e^{c_m nT} + \sum_{m=0}^{L} g_m(nT)^m. \tag{49}
\]

However, it is extremely difficult to obtain the explicit forms of \( \{f_m\}, \{c_m\}, \) and \( \{g_m\}, m \in \mathbb{L} \). In order to gain insight on the long-term behaviour of MSE \( \varsigma \), we tackle this problem by introducing the approximation of the channel state process in an order one autoregressive model (AR(1)). Let \( \hat{x} \) denote the approximation of \( x \),

\[
\hat{x}_k = \beta \hat{x}_{k-1} + \iota_k, \tag{50}
\]

where the coefficient \( \beta \) is determined under the rule of MMSE, that is,

\[
\beta = \min_{\beta} E \left[ (x_k - \beta \hat{x}_{k-1})^2 \right], \tag{51}
\]

and \( \iota \) is a zero mean Gaussian random process with the variance of \( \sigma^2_\iota \) to be determined.

From \( (51) \), we obtain the value of \( \beta \) as follows,

\[
\beta = \frac{\kappa_x(1)}{\kappa_x(0)} \tag{52}
\]

With the calculated \( \beta \), the variance \( \sigma^2_\iota \) is correspondingly determined,

\[
\sigma^2_\iota = \kappa_x(0) - \frac{\kappa_x^2(1)}{\kappa_x(0)}. \tag{53}
\]

Afterwards, we calculate the MSE of the approximated solution. Following a similar method as \( (46) \), we obtain a first order differential equation as follows,

\[
\varsigma_k - (1 - \lambda_k)^2 \beta^2 \varsigma_{k-1} = (1 - \lambda_k)^2 \sigma^2 + \lambda_k^2 \varsigma^2 + \sigma_Q^2. \tag{54}
\]

From \( (54) \), the long-term value of \( \varsigma \) can be calculated as follows,

\[
\varsigma_{\infty} = \lim_{K \to \infty} \left( \frac{(1 - \lambda_k)^2 \beta^2 K}{\sigma^2 + \lambda_k^2 \varsigma^2 + \sigma_Q^2} \right) = \frac{(1 - \lambda_k)^2 \sigma^2 + \lambda_k^2 \varsigma^2 + \sigma_Q^2}{1 - (1 - \lambda_k)^2 \beta^2}, \tag{55}
\]

where \( (a) \) follows \( 0 < (1 - \lambda_k) < 1 \) and \( 0 < \beta < 1 \).

After calculating the long-term MSE, we investigate the quantization bits in our analysis to obtain the bit versus MSE curve. In the proposed feedback scheme, the quantization objective is essentially equal to the prediction error \( e_P \), i.e., \( e_P = x_k - E[x_k|y_k - 1] \). Thus, the statistic feature of \( e_P \) is a function of the quantization bit number. However, we can hardly calculate the exact distribution function of \( e_P \). As an extreme case, when \( e_P \) follows a Gaussian distribution, the quantization of \( e_P \) requires the largest number of bits in order to meet the same level of errors. We can assume the quantization objective follows the zero mean Gaussian distribution.

To estimate the bit number, we calculate the variance of \( e_P \) under the Gaussian distribution assumption. The calculation of \( E[e_P^2] \) is derived as follows,

\[
E[e_P^2] = \kappa_{\hat{x}}(0) - \frac{\kappa_{\hat{x}}^2(1)}{\kappa_{\hat{x}}(0) + \varsigma^2_\iota} \tag{56}
\]

where

\[
\kappa_{\hat{x}}(0) = \int_{-\pi}^{\pi} \frac{\kappa_x(0)}{\kappa_x(0) + \varsigma^2_\iota} 1 \sqrt{1 - |\beta e^{j\omega}|^2} d\omega. \tag{57}
\]

\[
\kappa_{\hat{x}}(1) = \beta \int_{-\pi}^{\pi} \frac{\kappa_x(1)}{\kappa_x(0) + \varsigma^2_\iota} 1 \sqrt{1 - |\beta e^{j\omega}|^2} d\omega. \tag{58}
\]

Next, we aim to work out the relationship between the number of quantization bits and the quantization error. In uniform quantization, the mean square of the quantization error is denoted by \( \sigma^2_{Q_u} \). Let \( R_u \) denote the average number of bits for quantization. Under the high resolution quantization assumption, \( R_u \) and \( \sigma^2_{Q_u} \) satisfy the following equation,

\[
\sigma^2_{Q_u}(a) = \frac{1}{12} \log 2 \pi e E[e_P^2] \tag{59}
\]

Substituting the corresponding parts of \( (59) \) with \( (55) \) and
[50], we have
\[ R_u = \frac{1}{2} \log \frac{1}{12} + \frac{1}{2} \log \left( 2 \pi e \kappa_x(0) - \frac{\kappa_x^2(1)}{\kappa_x(0) + \sigma_x^2} \right) - \frac{1}{2} \log \left( (1 - (1 - \lambda_k)^2) \kappa_\infty - (1 - \lambda_k)^2 \sigma_x^2 + \lambda_k^2 \sigma_x^2 \right). \]  

From (60), we can easily know the average number of bits \( R_u \) at a given prediction MSE \( \kappa_\infty \), or the inverse relation between \( \kappa_\infty \) and \( R_u \).

VI. NUMERICAL SIMULATIONS

In this section, we first numerically study the theoretical lower bounds of different feedback schemes. Afterwards, extensive numerical simulations have been performed to evaluate the proposed practical feedback method. In the simulation, we consider a more practical fading channel, which is the output of an AR(4) model with a white Gaussian random variable. The same assumption that the channel \( x \) cannot not be directly observable at the receiver due to the AWGN \( \xi \) is introduced. Therefore, four previous noisy channel observations are exploited to predict the one-step ahead channel state.

The traditional ZH method is also simulated in order to provide performance comparison. Furthermore, the theoretical lower bounds for both aperiodical and periodical feedback schemes are studied. As discussed in the previous sections, in the aperiodical scheme, the original channel states are quantized for feedback, while in the periodical one, channel innovations are quantized and sent back to the base station.

First, we calculate the bit rate \( R \) versus channel distortion \( D \) for all the three schemes: zero-holding, prediction+aperiodical, and prediction+periodical. The R-D curves are generated by varying the input variance of the AR model. Fig. 4 shows the results.

![Fig. 4. Bit rate versus channel distortion under varied input variances to the channel AR model.](image)

In Fig. 4 the solid lines are the results with \( \sigma_\psi^2 = 1 \). Remember that \( \psi \) is the white Gaussian variable which is the input to the AR model to generate the fading channel. The dashed lines correspond to \( \sigma_\psi^2 = 2 \).

From Fig. 4 we can observe that the number of bits decreases with the increase of channel state reconstruction error. Furthermore, there is a bound on the distortion in curve, that is, the reconstruction error can not be smaller than a threshold value even if the number of bits is infinitely large. This bound is determined by the finite channel prediction accuracy which is irrelevant to the channel state feedback bits.

The ZH feedback scheme requires more bits at the same distortion level compared with the proposed schemes. This disadvantage is caused by the lower prediction accuracy since it simply takes the channel state at the current time instance for the next time stance. Furthermore, among aperiodical + prediction and periodical + prediction, the latter requires less bits since only innovations between consecutive channel states are transmitted and the innovations usually have smaller entropy than the original channel samples. It is worth noting that the two curves overlap with each other when the number of bits becomes sufficiently large. In the extreme case of infinite bits quantization, no channel information loss will be caused by the quantization, therefore, the distortion is purely determined by the prediction error.

Furthermore, from Fig. 4 all curves shift right when the channel variance increases. The reason is that increased variance raises the channel entropy, thus more bits are needed at the same distortion level.

![Fig. 5. Bit rate versus distortion under varied additive Gaussian noise](image)

Fig. 5 presents the R-D curves where the variance of the channel model is fixed, while the strength of the additive noise varies. Generally, the number of bits decreases with the increase of noise strength. The ZH scheme generates the largest distortion at the same noise level, compared with the other two schemes. All curves have bounds on distortion when the number of bits increases to the infinity. The prediction + aperiodical and prediction+periodical schemes have the same bounds.

The major difference between Fig. 5 and Fig. 4 lies in the two curves of the prediction + aperiodical scheme. For dif-
different level of additive Gaussian noise, the bit rate approaches to zero at the same value of distortion. When no bit is used to transmit the channel states, the distortion is purely determined by the variance of the channel. Since the two curves with different levels of noise have the same channel variance, the distortion at zero bit rate is the same. However, the variance of channel innovations is related to the additive noise. Therefore, the R-D curves of the prediction+aperiodical scheme have different zero-bits distortions if the additive noise is not the same.

![Diagram](image.png)

Fig. 6. Number of bits versus channel reconstruction MSE in the proposed CSI feedback schemes

In order to investigate the performance of the proposed CSI feedback scheme, we calculate the curves of the channel reconstruction MSE versus the number of feedback bits. The experiment results are plotted in Fig. 6 for the following three schemes: 1) the channel state is directly quantized and sent back to the base station. This method is widely applied in current systems; 2) the channel is modeled as an AR(1) model without considering additive noise. Under such model, the innovation between two consecutive channel states is quantized and sent back to the base station; 3) a more practical scheme with a high-order AR model under AWGN. The compression method proposed in Section V-B is used for transmitting CSI.

Fig. 6 shows that, the direct quantization scheme generates the largest channel reconstruction MSE when the number of bits is small. If the feedback bits increases, the reconstruction MSE decreases and reaches a stable level that is lower than the AR(1) model. The direct quantization scheme’s MSE is determined by the additive noise imposed on the fading channel. The MSE of the AR(1) model is always larger than the proposed method, which is caused by the following two factors: first, the AR(1) model is not accurate and introduces some error when expressing a fading channel; second, the additive Gaussian noise is not considered and adds to the quantization error.

VII. CONCLUSIONS

In this paper, we investigate the overhead introduced by CSI feedback both theoretically and practically, under the periodical and aperiodical CSI feedback schemes that are employed by the LTE standard and discussed in designing future 5G systems. Within these two schemes, we calculate the theoretical lower bounds on the bits for conveying channel states. We observe that the bound of the periodical feedback scheme is lower than the aperiodical scheme, because the channel innovation feedback removes the redundancy so that less bits are needed. We also consider a more practical channel model than the AR(1) model widely accepted in current research on CSI feedback, as well as the additive noise that deteriorates channel states, and propose a practical CSI feedback scheme, which periodically sends the channel state innovation estimated from the noisy observation of channel states in a highly efficient and effective manner. Simulations show that the proposed CSI feedback scheme outperforms those in literature, and suggest its potentially significant contribution to the future generation of wireless communication systems.

APPENDIX

A. Proof of equation (59)

Proof: The error in the prediction of $x_k$ based on $x_{k-L:L}$ where $x_{k-L:L} = [x_{k-L}, x_{k-L+1}, \ldots, x_{k-1}]$ is defined as follows,

$$e_{k|k-1} = x_k - \hat{x}_{k|k-1}$$

$$= a^T x_{k-L:L} + \psi_k - a^T x_{k-L:L} - a^T e_{k-L:L}^Q$$

(61)

where

$$a = [a_1, a_2, \ldots, a_L]^T$$

$$x_{k-L:L}^T = [\hat{x}_{k-L}, \hat{x}_{k-L+1}, \ldots, \hat{x}_{k-1}]^T$$

$$e_{k-L:L}^Q = [e_{k-L}^Q, e_{k-L+1}^Q, \ldots, e_{k-1}^Q]^T$$

$$e_{k-L:L} = [e_{k-L}, e_{k-L+1}, \ldots, e_{k-1}]^T.$$

Therefore, the mean square error in the prediction of $x_k$ based on the $L$ past observations is calculated as follows,

$$E[e_{k|k-1}^2] = E\left[e_{k|k-1} e_{k|k-1}^H\right]$$

$$= E\left[(a^T e_{k-L:L} + \psi_k - a^T e_{k-L:L}^Q)\cdot (a^T e_{k-L:L} + \psi_k - a^T e_{k-L:L}^Q)^H\right]$$

$$= E\left[a^T e_{k-L:L} e_{k-L:L}^H a\right] + E\left[\psi_k^2\right]$$

$$+ E\left[a^T e_{k-L:L} e_{k-L:L}^Q H_{k-L:L} a\right]$$

$$= E\left[a^T \text{diag}\{e_{k-L}^2, e_{k-L+1}^2, \ldots, e_{k-1}^2\} a\right] + E\left[\psi_k^2\right]$$

$$+ E\left[a^T \text{diag}\{e_{k-L}^Q, e_{k-L+1}^Q, \ldots, e_{k-1}^Q\} a\right]$$

(62)

$$= \sum_{m=1}^{L} b_m^2 e_{k-m}^2 + \sigma_R^2 + \sum_{m=1}^{L} b_m^2 e_{k-m}^Q$$

(63)

where (a) follows that the estimation error $e$ is independent to both the additive noise $\psi$ and the quantization noise $e^Q$, and...
the quantization noise $e^Q$ is independent to $\psi$; (b) follows that
\[
E[e_{k|1}, e_{k|2}] = \begin{cases} e_{2k}^2, & k_1 = k_2 \\ 0, & k_1 \neq k_2 \end{cases}
\]
and
\[
E[e^Q_{k|1}, e^Q_{k|2}] = \begin{cases} \sigma^2_\xi, & k_1 = k_2 \\ 0, & k_1 \neq k_2 \end{cases}.
\]
Thus, the proof is completed.

B. Proof of equation (40)

Proof:
In the iterative calculation for the optimum updating, the noisy channel state $y_k$ is the only variable which can be observed. The noisy observation is taken to assist the optimum updating. Thus, we first write the difference between the predicted noisy observation and the real observation $y_k$, which is also called as the innovation, as follows,
\[
\mu_k = y_k - \hat{x}_{k|k-1}.
\]

The calculated $\mu_k$ is essentially observed value which is not optimized. To achieve the updating in rule of MMSE, an modification on $\mu_k$ is needed. We consider the multiplicative factor to modify $\mu_k$ such that the MMSE updating can be achieved. In the second step, we thus calculate the product between the gain $\lambda_k$ and $\mu_k$ as follows,
\[
\zeta_k = \lambda_k \mu_k,
\]
where $\lambda_k$ denotes the gain.

The quantized $\zeta_k$, denoted by $\zeta_k^Q$, is used in the MMSE updating. Thus, the quantized innovation $\zeta_k^Q$ is used in the following calculation of MSE. In the quantization of $\zeta_k$, we consider uniform quantization due to its most widely use. The mean square error of $x_k$ with respect to $\hat{x}_k$ is calculated as follows,
\[
E[e^2_k] = E[e_k e_k^H] = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^H]
\]
\[
\overset{(a)}{=} E \left[ (x_k + \xi_k - \hat{x}_{k|k-1} - \lambda_k(y_k - \hat{x}_{k|k-1}) - e_k^Q) \cdot (x_k + \xi_k - \hat{x}_{k|k-1} - \lambda_k(x_k + \xi_k - \hat{x}_{k|k-1}) - e_k^Q)^H \right]
\]
\[
\overset{(b)}{=} E \left[ (1 - \lambda_k) \left( x_k - \hat{x}_{k|k-1} \right) \left( x_k - \hat{x}_{k|k-1} \right)^H \right] + \lambda_k \xi_k \xi_k^H \lambda_k^H + e_k^Q (e_k^Q)^H
\]
\[
= E \left[ (1 - \lambda_k) e_{k|k-1}^2 (1 - \lambda_k)^H + \lambda_k \sigma^2_\xi \lambda_k^H + \sigma^2_\xi Q \right],
\]
where $(a)$ follows (1), (64), (65), and (40); $\zeta_k^Q$ is the error in quantizing $\zeta_k$. $(b)$ follows the fact that the additive noise $\xi$ is independent to all of three terms: the channel state $x$, the prediction of $x$ based on their observations in past time instances, and the quantization noise $e^Q$; furthermore, $(b)$ is obtained according to the weak assumption that the quantization noise is independent to the channel state $x$ and its linear estimation.

Next, we calculate the derivative of $E[e^2_k]$ with respect to $\lambda_k$ and calculate the $\lambda_k$ generating the zero derivative,
\[
\frac{dE[e^2_k]}{d\lambda_k} = 0.
\]
After solving (67), we have the optimum gain shown as follows,
\[
\lambda_k^* = E[e^2_{k|k-1}] \left( E[e^2_{k|k-1}] + \sigma^2_\xi \right)^{-1}
\]
where $E[e^2_{k|k-1}]$ denotes the mean square error matrix calculated in the previous round of compression.
After combining (64), (65), and (68), the proof is completed.

C. Proof of Theorem 7

Before calculating $\zeta_k$, we rewrite $\hat{x}_k$ into an iterative structure. Combining (40), (43), (63), and (64), we have the reconstruction of channel state at $k$-th time instance,
\[
\hat{x}_k = \hat{x}_{k|k-1} + \lambda_k (y_k - \hat{x}_{k|k-1}) + e_k^Q
\]
\[
= \sum_{m=1}^{L} a_m \hat{x}_{k-m} + \lambda_k \left( \sum_{m=1}^{L} a_m (x_{k-m} - \hat{x}_{k-m}) + \psi_k + \xi_k \right) + e_k^Q,
\]
where $e_k^Q$ denotes the quantization noise.
Afterwards, we calculate the long-term reconstruction MSE at $k$-th time instance and write it into an iterative structure. The derivations are as follow
\[
\zeta_k = E \left[ (x_k - \hat{x}_k)^2 \right]
\]
\[
= E \left[ \left( \sum_{m=1}^{L} a_m x_{k-m} + \psi_k - \sum_{m=1}^{L} a_m \hat{x}_{k-m} \right)^2 \right]
\]
\[
= (1 - \lambda_k)^2 E \left[ \left( \sum_{m=1}^{L} a_m (x_{k-m} - \hat{x}_{k-m}) \right)^2 \right] + (1 - \lambda_k)^2 \sigma^2_\psi + \lambda_k^2 \sigma^2_\xi + \sigma^2_\xi Q
\]
\[
= (1 - \lambda_k)^2 E \left[ \left( \sum_{m=1}^{L} a_m^2 (x_{k-m} - \hat{x}_{k-m}) \right)^2 \right] + (1 - \lambda_k)^2 \sigma^2_\psi + \lambda_k^2 \sigma^2_\xi + \sigma^2_\xi Q
\]
\[
= (1 - \lambda_k)^2 E \left[ \left( \sum_{m=1}^{L} a_m^2 \xi_{k-m} \right)^2 \right] + (1 - \lambda_k)^2 \sigma^2_\psi + \lambda_k^2 \sigma^2_\xi + \sigma^2_\xi Q
\]
where $(a)$ follows the facts, $\psi$, $\xi$, and $e^Q$ are independent to each other; $\psi_{k|1}$ is uncorrelated with the channel states $x_{k_1}$ and noisy channel observations $y_{k_2}$ before the $k_1$-th time instance, $k_1 > k_2$; Similarly, $\xi_{k|1}$ is also uncorrelated with the channel states $x_{k_1}$ and noisy channel observations $y_{k_2}$ for $k_1 > k_2$.
(b) follows the equation below

\[ E \left( \sum_{m=1}^{L} a_m (x_{k-m} - \hat{x}_{k-m})^2 \right)^2 \]

\[ = E \left( \sum_{m=1}^{L} a_m^2 (x_{k-m} - \hat{x}_{k-m})^2 \right) . \]  \hspace{1cm} (71)

which follows the result in Lemma 1.

From (70), we build a differential equal shown in Theorem 1.

Thus, the proof is completed.

**Lemma 1.** Cross terms in the mean square error between linear combinations are approximately equal to zero

\[ E \left[ (x_{k_1} - \hat{x}_{k_1}) (x_{k_2} - \hat{x}_{k_2}) \right] = 0 , \]  \hspace{1cm} (72)

where \( k_1 \neq k_2 \).

**Proof:** According to the derivation of (67), the \( \hat{x} \) is a minimum mean square error estimation of \( x \) based on its noisy observation \( y \). According to the orthogonal principle, the estimation error \( (x - \hat{x}) \) is orthogonal to \( y \). Furthermore, \( \hat{x} \) is a linear combination of \( y \). Thus, \( (x - \hat{x}) \) is also orthogonal to \( \hat{x} \), that is,

\[ E \left[ (x - \hat{x})^2 \right] = 0 . \]  \hspace{1cm} (73)

We can straightforwardly prove the mean of the estimation error is zero. Furthermore, via a numeric method, we can show the estimation error at a time instance, say \( k_1 \), is independent to the channel state at a different time instance, say \( k_2 \), \( k_1 \neq k_2 \). Therefore, we have

\[ E \left[ (x_{k_1} - \hat{x}_{k_1}) \hat{x}_{k_2} \right] = E \left[ (x_{k_1} - \hat{x}_{k_1}) \right] E \left[ \hat{x}_{k_2} \right] = 0 . \]  \hspace{1cm} (74)

According to the results in (73) and (74), the cross terms in \( E \left[ \sum_{m=1}^{L} a_m (x_{k-m} - \hat{x}_{k-m})^2 \right] \) are equal to zero. Thus, the proof of the Lemma is completed. 
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