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Abstract: In this paper, we study an iterative method for solving the multiple-set split feasibility problem: find a point in the intersection of a finite family of closed convex sets in one space such that its image under a linear transformation belongs to the intersection of another finite family of closed convex sets in the image space. In our result, we obtain a strongly convergent algorithm by relaxing the closed convex sets to half-spaces, using the projection onto those half-spaces and by introducing the extended form of selecting step sizes used in a relaxed CQ algorithm for solving the split feasibility problem. We also give several numerical examples for illustrating the efficiency and implementation of our algorithm in comparison with existing algorithms in the literature.
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1. Introduction

1.1. Split Inverse Problem

Split Inverse Problem (SIP) is an archetypal model presented in ([1], Section 2), and it is stated as

\[ \text{find } x^* \in X \text{ that solves IP1 such that } \]
\[ y^* = Ax^* \in Y \text{ and solves IP2} \]

where \( A \) is a bounded linear operator from a space \( X \) to another space \( Y \), and IP1 and IP2 are two inverse problems installed in \( X \) and \( Y \), respectively. Real-world inverse problems can be cast into this framework by making different choices of the spaces \( X \) and \( Y \) (including the case \( X = Y \)), and by choosing appropriate inverse problems for IP1 and IP2. For example, image restoration, computer tomograph
and intensity-modulated radiation therapy (IMRT) treatment planning generate functions that can be transformed to have an SIP model; see in [2–5]. The split feasibility problem [6] and multiple-set split feasibility problem [7] are the first instances of the SIP, where the two problems IP1 and IP2 are of the Convex Feasibility Problem (CFP) type [8]. In the SIP framework, many authors studied cases for which IP1 and IP2 are convex feasibility problems, minimization problems, equilibrium problems, fixed point problems, null point problems and so on; see, for example [2,3,5,9–20].

1.2. Split Feasibility Problem and Multiple-Set Split Feasibility Problem

Let \( H \) be a real Hilbert space and let \( T : H \rightarrow H \) be an operator. We say that \( T \) is \( \rho \)-strongly quasi-nonexpansive, where \( \rho \geq 0 \), if \( \text{Fix } T = \{ x \in H : Tx = x \} \neq \emptyset \) and

\[
\|Tx - p\|^2 \leq \|x - p\|^2 - \rho \|Tx - p\|^2, \quad \forall (x, p) \in H \times \text{Fix } T.
\]  

(1)

If \( \rho = 0 \) in (1), then \( T \) is called a quasi-nonexpansive operator. If \( \rho > 0 \) in (1), then we say that \( T \) is strongly quasi-nonexpansive. Obviously, a nonexpansive operator having a fixed point is quasi-nonexpansive. If \( T \) is quasi-nonexpansive, then \( \text{Fix } T \) is closed and convex. For \( \nu \geq 0 \) denote by \( T_\nu := (1 - \nu)I + \nu T \), the \( \nu \)-relaxation of \( T \), where \( I \) is the identity operator and \( \nu \) is called relaxation parameter. If \( T \) is quasi-nonexpansive, then usually one applies a relaxation parameter \( \nu \in [0, 1] \).

Let \( H_1 \) and \( H_2 \) be real Hilbert spaces and let \( A : H_1 \rightarrow H_2 \) be a bounded linear operator. Given a nonempty closed convex subsets \( \{C_1, \ldots, C_N\} \) and \( \{Q_1, \ldots, Q_M\} \) of \( H_1 \) and \( H_2 \), respectively. The Multiple-Set Split Feasibility Problem (MSSFP), which was introduced by Censor et al. [7], is formulated as finding a point

\[
\bar{x} \in \bigcap_{i=1}^{N} C_i \text{ such that } A\bar{x} \in \bigcap_{j=1}^{M} Q_j.
\]  

(2)

Denote by \( \Omega \) the set of solutions for (2). The MSSFP (2) with \( N = M = 1 \) is known as the Split Feasibility Problem (SFP), which is formulated as finding a point

\[
\bar{x} \in C \text{ such that } A\bar{x} \in Q,
\]  

(3)

where \( C \) and \( Q \) are nonempty closed convex subsets of real Hilbert spaces \( H_1 \) and \( H_2 \), respectively. The SFP was first introduced in 1994 by Censor and Elfving [6] for modeling inverse problems in finite-dimensional Hilbert spaces for modeling inverse problems that arise from phase retrievals and in medical image reconstruction. SFP plays an important role in the study of signal processing, image reconstruction, intensity-modulated radiation, therapy, etc. [2,3,5,11]. Several iterative algorithms were presented to solve the SFP and MSSFP provided the solution exists; see, for example, in [3,6,21–32]. The algorithm proposed by Censor and Elfving [6] for solving the SFP involves the computation of the inverse of \( A \) per each iteration assuming the existence of the inverse of \( A \), a fact that makes the algorithm nonapplicable in practice. Most methods employ the Landweber operators, see the definition and its property in [33]. In general, all of these methods produce sequences that converge weakly to a solution. Byrne [3] proposed the following iteration for solving the SFP, and called it the CQ-algorithm or the projected Landweber method:

\[
x_{n+1} = P_C V_\nu(x_n),
\]  

(4)

where \( x_1 \in H_1 \) is arbitrary, \( V_\nu \) is a \( \nu \)-relaxation of the Landweber operator \( V \) (corresponding to \( P_Q \), i.e.,

\[
V = I - \frac{1}{\|A\|^2} A^*(I - P_Q)A,
\]
where \( \nu \in (0,2) \), \( A^* \) denotes the adjoint of \( A \), and \( \|A\|^2 \) is the spectral norm of \( AA^* \). It is well known that the CQ algorithm (4) does not necessarily converge strongly to the solution of SFP in the infinite-dimensional Hilbert space. An important advantage of the CQ algorithm by Byrne [3,21] is that computation of the inverse of \( A \) (matrix inverses) is not necessary. The Landweber operator is used for a more general type of problem called the split common fixed point problem of quasi-nonexpansive operators (see, for example, [10,34,35]), but the implementation of the Landweber-type algorithm generated requires prior knowledge of the operator norm. However, the operator norm is a global invariant and is often difficult to estimate; see, for example, the Theorem of Hendrickx and Olshevsky in [36]. To overcome this difficulty, Lopez et al. [2] introduced a new way of selecting the step sizes for solving the SFP (3) such that the information of the operator norm is not necessary. To be precise, Lopez et al. [2] proposed
\[
x_{n+1} = P_C(I - \gamma_n A^*(I - P_Q)A)x_n,
\]
where \( \gamma_n = \frac{\rho_n f(x_n)}{\|\nabla f(x_n)\|^2} \), \( \forall n \geq 1, \rho_n \in (0,4), f(x_n) = \frac{1}{2}\|\nabla f(x_n)\|^2 \) and \( \nabla f(x_n) = A^*(I - P_Q)Ax_n \). In addition, the computation of the projection on a closed convex set is not easy. In order to overcome this drawback, Yang [37] considered SFPs in which the involved sets \( C \) and \( Q \) are given as sub-level sets of convex functions, i.e.,
\[
C = \{ x \in H_1 : c(x) \leq 0 \} \quad \text{and} \quad Q = \{ y \in H_2 : q(y) \leq 0 \},
\]
where \( c : H_1 \to \mathbb{R} \) and \( q : H_2 \to \mathbb{R} \) are convex and subdifferentiable functions on \( H_1 \) and \( H_2 \), respectively, and that \( \partial c \) and \( \partial q \) are bounded operators (i.e., bounded on bounded sets). It is known that every convex function defined on a finite-dimensional Hilbert space is subdifferentiable and its subdifferential operator is a bounded operator (see [38]). In this situation, the efficiency of the CQ method is extremely affected because, in general, the computation of projections onto such subsets is still very difficult. Motivated by Fukushima’s relaxed projection method in [39], Yang [37] suggested calculating the projection onto a half-space containing the original subset instead of the latter set itself. More precisely, Yang introduced a relaxed CQ algorithm using a half-space relaxation projection method for solving SFP. The proposed algorithm by Yang is given as follows:
\[
x_{n+1} = P_{C_n}(x_n - \gamma f_n(x_n)),
\]
where \( f_n = A^*(I - P_{Q_n})A \), for each \( n \in \mathbb{N} \) the set \( C_n \) is given by
\[
C_n = \{ x \in H_1 : c(x_n) \leq \langle \xi_n, x_n - x \rangle \},
\]
where \( \xi_n \in \partial c(x_n) \), and the set \( Q_n \) is given by
\[
Q_n = \{ y \in H_2 : q(Ax_n) \leq \langle \epsilon_n, Ax_n - y \rangle \},
\]
where \( \epsilon_n \in \partial q(Ax_n) \). Obviously, \( C_n \) and \( Q_n \) are half-spaces and \( C \subset C_n \) and \( Q \subset Q_n \) for every \( n \geq 1 \). More important, since the projections onto \( C_n \) and \( Q_n \) have the closed form, the relaxed CQ algorithm is now easily implemented. The specific form of the metric projections onto \( C_n \) and \( Q_n \) can be found in [38,40,41].

For solving the MSSFP (2), many methods have been developed; see, for example, in [7,26,42–49] and references therein. We aim to propose a strongly convergent algorithm with high efficiency that is easy to implement in solving the MSSFP. Motivated by Yang [37], we are interested in solving the MSSFP (2) in which the involved sets \( C_i (i \in \{1, \ldots, N\}) \) and \( Q_j (j \in \{1, \ldots, M\}) \) are given as sub-level sets of convex functions, i.e.,
\[
C_i = \{ x \in H_1 : c_i(x) \leq 0 \} \quad \text{and} \quad Q_j = \{ y \in H_2 : q_j(y) \leq 0 \},
\]
where $c_i : H_1 \to \mathbb{R}$ and $q_j : H_2 \to \mathbb{R}$ are convex functions for all $i \in \{1, \ldots, N\}$, $j \in \{1, \ldots, M\}$. We assume that each $c_i$ and $q_j$ are subdifferentiable on $H_1$ and $H_2$, respectively, and that $\partial c_i$ and $\partial q_j$ are bounded operators (i.e., bounded on bounded sets). In what follows, we define $N + M$ half-spaces at point $x_n$ by

$$C_{i,n} = \{ x \in H_1 : c_i(x_n) \leq \langle \xi, x - x_n \rangle \},$$

(9)

where $\xi \in \partial c_i(x_n)$, and

$$Q_{j,n} = \{ y \in H_2 : q_j(Ax_n) \leq \langle \epsilon, Ax_n - y \rangle \},$$

(10)

where $\epsilon \in \partial q_j(Ax_n)$.

The paper contributes to developing the algorithm for the MSSFP in the direction of half-space relaxation (assuming $C_i$ and $Q_j$ are given as a sub-level sets of convex functions (8)) and parallel computation of projection onto half-spaces (9) and (10) without prior knowledge of the operator norm.

This paper is organized in the following way. In Section 2, we recall some basic and useful facts that will be used in the proof of our results. In Section 3, we introduce the extended form of the way of selecting step sizes used in the relaxed CQ algorithm for solving the SFP by [37] and Lopez et al. [2] to work for the MSSFP framework, and we analyze the strong convergence of our proposed algorithm. In Section 4, we give some numerical examples to discuss the performance of the proposed algorithm. Finally, we give some conclusions.

2. Preliminary

In this section, in order to prove our result, we recall some basic notions and useful results in a real Hilbert space $H$. The symbols "→" and "⇒" denote weak and strong convergence, respectively.

Let $C$ be a nonempty closed convex subset of $H$. The metric projection on $C$ is a mapping $P_C : H \to C$ defined by

$$P_C(x) = \arg \min \{ \| y - x \| : y \in C \}, \ x \in H.$$ 

Lemma 1. [50] Let $C$ be a closed convex subset of $H$. Given $x \in H$ and a point $z \in C$, then $z = P_C(x)$ if and only if

$$\langle x - z, y - z \rangle \leq 0, \ \forall y \in C.$$ 

The mapping $T : H \to H$ is firmly nonexpansive if

$$\| Tx - Ty \|^2 \leq \| x - y \|^2 - \| (I - T)x - (I - T)y \|^2, \ \forall x, y \in H,$$

which is equivalent to

$$\| Tx - Ty \|^2 \leq \langle Tx - Ty, x - y \rangle, \ \forall x, y \in H.$$ 

If $T$ is firmly nonexpansive, $I - T$ is also firmly nonexpansive. The metric projection $P_C$ on a closed convex subset $C$ of $H$ is firmly nonexpansive.

Definition 1. The subdifferential of a convex function $f : H \to \mathbb{R}$ at $x \in H$, denoted by $\partial f(x)$, is defined by

$$\partial f(x) = \{ \xi \in H : f(z) \geq f(x) + \langle \xi, z - x \rangle, \ \forall z \in H \}.$$ 

If $\partial f(x) \neq \emptyset$, $f$ is said to be subdifferentiable at $x$. If the function $f$ is continuously differentiable then $\partial f(x) = \{ \nabla f(x) \}$, this is the gradient of $f$.

Definition 2. The function $f : H \to \mathbb{R}$ is called weakly lower semi-continuous at $x_0$ if the sequence $\{ x_n \}$ weakly converges to $x_0$ implies

$$\liminf_{n \to \infty} f(x_n) \geq f(x_0).$$
A function that is weakly lower semi-continuous at each point of $H$ is called weakly lower semi-continuous on $H$.

Lemma 2. [3,51] Let $H_1$ and $H_2$ be real Hilbert spaces and $f : H_2 \to \mathbb{R}$ is given by $f(x) = \frac{1}{2} \|(I - P_Q)Ax\|^2$ where $Q$ is closed convex subset of $H_2$ and $A : H_1 \to H_2$ be a bounded linear operator. Then

(i) The function $f$ is convex and weakly lower semi-continuous on $H_1$;
(ii) $\nabla f(x) = A^*(I - P_Q)Ax$ for $x \in H_1$;
(iii) $\nabla f$ is $\|A\|^2$-Lipschitz, i.e., $\|\nabla f(x) - \nabla f(y)\| \leq \|A\|^2 \|x - y\|$, $\forall x, y \in H_1$.

Lemma 3. [27,52] Let $C$ and $Q$ be closed convex subsets of real Hilbert spaces $H_1$ and $H_2$, respectively, and $f : H_1 \to \mathbb{R}$ is given by $f(x) = \frac{1}{2} \|(I - P_Q)Ax\|^2$, where $A : H_1 \to H_2$ be a bounded linear operator. Then for $\lambda > 0$ and $x \in H_1$ the following statements are equivalent.

(i) The point $\bar{x}$ solves the SFP (3), i.e., $\bar{x} \in \{x \in C : Ax \in Q\}$;
(ii) The point $\bar{x}$ is the fixed point of the mapping $P_C(I - \lambda \nabla f)$, i.e.,

$$P_C(x - \lambda \nabla f(x)) = \bar{x}.$$  

Lemma 4. [53] Let $H$ be a real Hilbert space. Then, for all $x, y \in H$ and $\alpha \in [0, 1]$, we have

(i) $\alpha x + (1 - \alpha)y = \alpha \|x\|^2 + (1 - \alpha)\|y\|^2 - \alpha(1 - \alpha)\|x - y\|^2$;
(ii) $\|x + y\|^2 = \|x\|^2 + \|y\|^2 + 2\langle x, y \rangle$;
(iii) $\|x + y\|^2 \leq \|x\|^2 + 2\|y\| \|x + y\|$.

Lemma 5. [54] Let $\{a_n\}$ be the sequence of nonnegative numbers such that

$$a_{n+1} \leq (1 - a_n)a_n + a_n \delta_n,$$

where $\{\delta_n\}$ is a sequence of real numbers bounded from above and $0 \leq a_n \leq 1$ and $\sum_{n=1}^{\infty} a_n = \infty$. Then it holds that

$$\limsup_{n \to \infty} a_n \leq \limsup_{n \to \infty} \delta_n.$$

3. Half-Space Relaxation Projection Algorithm

In this section, we propose an iterative algorithm to solve the MSSFP (2). To make our algorithm more efficient and the implementation of the algorithm more easy, we assume that the convex sets $C_i$ and $Q_j$ are given in the form of (8) and we use projections onto half-spaces $C_{i,n}$ and $Q_{j,n}$ defined in (9) and (10), respectively, instead of onto $C_i$ and $Q_j$, just as the relaxed or inexact methods in [5,37,39,55]. Moreover, in order to remove the requirement of the estimated value of the operator norm and solve the MSSFP when finding the operator norm is not easy, we now introduce a new way of selecting the step sizes for solving the MSSFP (2) given as follows for $x \in H_1$, and $C_{i,n}$ and $Q_{j,n}$ are half-spaces defined in (9) and (10).

(i) For each $i \in \{1, \ldots, N\}$ and $n \geq 1$, define

$$g_{i,n}(x) = \frac{1}{2} \|(I - P_{C_{i,n}})x\|^2$$

and so $\nabla g_{i,n}(x) = (I - P_{C_{i,n}})x$.

(ii) $g_n(x)$ and $\nabla g_n(x)$ are defined as $g_n(x) = g_{i_n,n}(x)$ and so $\nabla g_n(x) = \nabla g_{i_n,n}(x)$ where $i_n \in \{1, \ldots, N\}$ such that for each $n \geq 1$,

$$i_n \in \arg\max\{g_{i,n}(x) : i \in \{1, \ldots, N\}\}.$$
(iii) For each \( j \in \{1, \ldots, M\} \) and \( n \geq 1 \), define

\[
f_{j,n}(x) = \frac{1}{2} \| (I - P_{Q_{j,n}})Ax \|^2 \quad \text{and} \quad \nabla f_{j,n}(x) = A^*(I - P_{Q_{j,n}})Ax.
\]

From Aubin \cite{Aubin}, \( g_{i,n} \) and \( f_{j,n} \) are convex, weakly lower semi-continuous and differentiable for each \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \). Now, using \( \nabla g_{i,n}, g_{i,n}, \nabla g_{j,n}, f_{j,n} \) and \( \nabla f_{j,n} \) given in (i)-(iii) above, and assuming that the solution set \( \Omega \) of the MSSFP (2) is nonempty, we propose and analyze the strong convergence of our algorithm, called the Half-Space Relaxation Projection Algorithm.

Note that, the iterative scheme in Algorithm 1 (HSRPA) is established in away that \( \nabla g_{i,n}(z_n) \) and \( \nabla f_{j,n}(z_n) \) are computed, i.e., the projections \( P_{C_{i,n}} \) and \( P_{Q_{j,n}} \) are computed, in parallel setting under simple assumptions on step sizes.

**Algorithm 1:** Half-Space Relaxation Projection Algorithm (HSRPA).

**Initialization:** Choose \( u, x_1 \in H_1 \). Let the positive real constants \( \lambda_1, \lambda_2 \) and \( \delta_j \) (\( j = 1, \ldots, M \)), and the real sequences \( \{\alpha_n\}, \{\beta_n\} \) and \( \{\rho_n\} \) satisfy the following conditions:

(C1) \( \lambda_1, \lambda_2 \in (0, 1) \) and \( \lambda_1 + \lambda_2 = 1 \).

(C2) \( 0 < \alpha_n < 1 \) for all \( i \in \{1, \ldots, N\} \), and \( \sum_{j=1}^{M} \delta_j = 1 \).

(C3) \( 0 < \alpha_n < 1 \), \( \lim_{n \to \infty} \alpha_n = 0 \) and \( \sum_{n=1}^{\infty} \alpha_n = \infty \).

(C4) \( 0 < a \leq \beta_n \leq b < 1 \) for all \( n \in \mathbb{N} \).

(C5) \( 0 < \lambda \rho_n < 4 \lambda \) and \( \liminf_{n \to \infty} \rho_n(4 \lambda - \lambda \rho_n) > 0 \), where \( \lambda = \max\{\lambda_1, \lambda_2\} \) and \( \lambda = \min\{\lambda_1, \lambda_2\} \).

**Iterative Step:** Proceed with the following computations:

\[
\begin{align*}
    z_n &= (1 - \alpha_n)x_n + \alpha_n u, \\
    y_n &= z_n - \sum_{j=1}^{M} \delta_j \tau_{j,n}(\lambda_1 \nabla g_{j,n}(z_n) + \lambda_2 \nabla f_{j,n}(z_n)), \\
    x_{n+1} &= (1 - \beta_n)z_n + \beta_n y_n
\end{align*}
\]

where

\[
\tau_{j,n} = \rho_n \frac{f_{j,n}(z_n) + g_{j,n}(z_n)}{d_j(z_n)},
\]

for

\[
d_j(z_n) = \begin{cases} 
    1, & \text{if } \| \nabla g_{j,n}(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2 = 0 \\
    \| \nabla g_{j,n}(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2, & \text{otherwise}.
\end{cases}
\]

**Lemma 6.** If \( \{j \in \{1, \ldots, M\} : \| \nabla g_{j,n}(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2 \neq 0 \} = \emptyset \) at some iterate \( n \) in HSRPA, then \( z_n \) is the solution of MSSFP (2).

**Proof.** \( \{j \in \{1, \ldots, M\} : \| \nabla g_{j,n}(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2 \neq 0 \} = \emptyset \) implies

\[
\| \nabla g_{j,n}(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2 = 0, \quad \forall j \in \{1, \ldots, M\},
\]

\[
\iff \| \nabla g_{j,n}(z_n) \| = 0 = \| \nabla f_{j,n}(z_n) \|, \quad \forall j \in \{1, \ldots, M\},
\]

\[
\iff \| \nabla g_{j,n}(z_n) \| = 0 = \| \nabla f_{j,n}(z_n) \|, \quad \forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, M\},
\]

\[
\iff (I - P_{C_{j,n}})(z_n) = 0 = A^*(I - P_{Q_{j,n}})A(z_n), \quad \forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, M\}.
\]

Thus, one can get \( P_{C_{j,n}}(z_n - \lambda \nabla f_{j,n}(z_n)) = z_n \) for all \( i \in \{1, \ldots, N\} \) and \( j \in \{1, \ldots, M\} \). Since \( C_i \subset C_{j,n} \), we get \( z_n \in C_{j,n} \) for all \( i \in \{1, \ldots, N\} \). Combined with the fixed point relation Lemma 3 (ii),
we also get that $Az_n \in Q_{i,n}$ for all $j \in \{1, \ldots, M\}$. Following the representations of the sets $C_{i,n}$ and $Q_{i,n}$ in (9) and (10) we obtain that $c_i(z_n) \leq 0$ for all $i \in \{1, \ldots, N\}$ and $q_j(Az_n) \leq 0$ for all $i \in \{1, \ldots, N\}$, and this implies that $z_n \in C_i$ for all $i \in \{1, \ldots, N\}$ and $Az_n \in Q_j$ for all $j \in \{1, \ldots, M\}$, which completes the proof. □

By Lemma 6, we can conclude that the HSRPA terminates at some iterate $n$ when \{ $j \in \{1, \ldots, M\} : \|\nabla g_n(z_n)\|^2 + \|\nabla f_{j,n}(z_n)\|^2 \neq 0$ \} = \emptyset. Otherwise, if the HSRPA does not stop, then we have the following strong convergence theorem for the approximation of the solution of the problem of MSSFP (2).

**Theorem 1.** The sequence \{ $x_n$ \} generated by HSRPA converges strongly to the solution point $\bar{x}$ of MSSFP (2) ($x_n \to \bar{x} \in \Omega$) where $\bar{x} = P_{\Omega}u$.

**Proof.** Let $\bar{x} \in \Omega$. Since $I - PC_{i,n}$ and $I - P_{Q_{i,n}}$ are firmly nonexpansive, and since $\bar{x}$ verifies (2), we have for all $x \in H_1$

$$
\langle \nabla g_{i,n}(x), x - \bar{x} \rangle = \langle (I - PC_{i,n})x, x - \bar{x} \rangle \geq \| (I - PC_{i,n})x \|^2 = 2g_{i,n}(x),
$$

and

$$
\langle \nabla f_{j,n}(x), x - \bar{x} \rangle = \langle A^*(I - P_{Q_{j,n}})Ax, x - \bar{x} \rangle = \langle (I - P_{Q_{j,n}})Ax, Ax - Ax \rangle \geq \| (I - P_{Q_{j,n}})Ax \|^2 = 2f_{j,n}(x).
$$

Using definition of $y_n$ and Lemma 4 (ii), we have

$$
\| y_n - \bar{x} \|^2 = \| z_n - \sum_{j=1}^{M} \delta_j \tau_{j,n}(\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)) - \bar{x} \|^2 \\
\leq \| z_n - \bar{x} \|^2 + \| \sum_{j=1}^{M} \delta_j \tau_{j,n}(\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)) \|^2 \\
- 2 \langle \sum_{j=1}^{M} \delta_j \tau_{j,n}(\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)), z_n - \bar{x} \rangle.
$$

Using convexity of $\|\cdot\|^2$, we have

$$
\| \sum_{j=1}^{M} \delta_j \tau_{j,n}(\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)) \|^2 \\
\leq \sum_{j=1}^{M} \delta_j (\tau_{j,n})^2 \| \lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n) \|^2 \\
\leq \sum_{j=1}^{M} \delta_j (\tau_{j,n})^2 (\lambda_1 \| \nabla g_n(z_n) \|^2 + \lambda_2 \| \nabla f_{j,n}(z_n) \|^2) \\
\leq \sum_{j=1}^{M} \lambda \delta_j \left( \rho_n \left( \frac{f_{j,n}(z_n) + g_n(z_n)}{d_j(z_n)} \right)^2 \| \nabla g_n(z_n) \|^2 + \| \nabla f_{j,n}(z_n) \|^2 \right) \\
\leq \sum_{j=1}^{M} \lambda \delta_j \left( \rho_n \left( \frac{f_{j,n}(z_n) + g_n(z_n)}{d_j(z_n)} \right)^2 d_j(z_n) \right) \\
= \lambda \rho_n^2 \sum_{j=1}^{M} \delta_j \left( \frac{(f_{j,n}(z_n) + g_n(z_n))^2}{d_j(z_n)} \right).
$$
From (11) and (12), we have
\[
\sum_{j=1}^{M} \delta_j \tau_j, n \left( (\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)), z_n - \bar{x} \right)
\]
\[
= \sum_{j=1}^{M} \delta_j \tau_j, n \left( (\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)), z_n - \bar{x} \right)
\]
\[
= \sum_{j=1}^{M} \delta_j \tau_j, n \left( (\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_{j,n}(z_n)), z_n - \bar{x} \right)
\]
\[
\geq \sum_{j=1}^{M} \delta_j \tau_j, n \left( (2\lambda_1 g_n(z_n) + 2\lambda_2 f_{j,n}(z_n)) \right)
\]
\[
= \sum_{j=1}^{M} \left\{ \delta \rho_n \frac{f_{j,n}(z_n) + g_n(z_n)}{d_{j,n}} \{2\lambda_1 g_n(z_n) + 2\lambda_2 f_{j,n}(z_n)) \right\}
\]
\[
\geq 2\lambda \rho_n \sum_{j=1}^{M} \left\{ \delta \frac{f_{j,n}(z_n) + g_n(z_n))^2}{d_{j,n}} \right\}.
\]

In view of (13), (14) and (15), we have
\[
\|y_n - \bar{x}\|^2 \leq \|z_n - \bar{x}\|^2 + \lambda \rho_n^2 \sum_{j=1}^{M} \left\{ \delta \frac{(f_{j,n}(z_n) + g_n(z_n))^2}{d_{j,n}} \right\}
\]
\[
-4\lambda \rho_n \sum_{j=1}^{M} \left\{ \delta \frac{(f_{j,n}(z_n) + g_n(z_n))^2}{d_{j,n}} \right\}
\]
\[
= \|z_n - \bar{x}\|^2 + \rho_n (\lambda \rho_n - 4\lambda) \sum_{j=1}^{M} \left\{ \delta \frac{(f_{j,n}(z_n) + g_n(z_n))^2}{d_{j,n}} \right\}.
\]

From (16) and (C5), we have
\[
\|y_n - \bar{x}\| \leq \|z_n - \bar{x}\|.
\]

Using (17), Lemma 4 (i) and the definition of \(x_{n+1}\), we get
\[
\|x_{n+1} - \bar{x}\|^2 = \|(1 - \beta_n)z_n + \beta_n y_n - \bar{x}\|^2
\]
\[
= \|(1 - \beta_n)z_n - \bar{x} + \beta_n (y_n - \bar{x})\|^2
\]
\[
= (1 - \beta_n)\|z_n - \bar{x}\|^2 + \beta_n \|y_n - \bar{x}\|^2 - \beta_n (1 - \beta_n) \|z_n - y_n\|^2
\]
\[
\leq \|z_n - \bar{x}\|^2 - \beta_n (1 - \beta_n) \|z_n - y_n\|^2.
\]

From (18) and the definition of \(z_n\), we get
\[
\|x_{n+1} - \bar{x}\| \leq \|z_n - \bar{x}\| = (1 - \alpha_n) \|x_n - \bar{x}\| + \alpha_n \|u - \bar{x}\|
\]
\[
\leq \max \{\|x_n - \bar{x}\|, \|u - \bar{x}\|\}
\]
\[
\leq \max \{\|x_1 - \bar{x}\|, \|u - \bar{x}\|\},
\]

which shows that \(\{x_n\}\) is bounded. Consequently, \(\{z_n\}\), \(\{Az_n\}\) and \(\{y_n\}\) are all bounded. Now,
\[
\frac{1}{\rho_n} (x_{n+1} - z_n) = \frac{1}{\rho_n} ((1 - \beta_n)z_n + \beta_n y_n - z_n) = y_n - z_n,
\]
and
\[
\|y_n - z_n\|^2 = \frac{1}{\rho_n} \|x_{n+1} - z_n\|^2 = \frac{\rho_n}{\rho_n} \left( \frac{\|x_{n+1} - z_n\|^2}{\rho_n} \right).
\]

Using (18) and (19), we have
\[
\|x_{n+1} - \bar{x}\|^2 \leq \|z_n - \bar{x}\|^2 - \frac{1 - \beta_n}{\rho_n} \|x_{n+1} - z_n\|^2.
\]
From the definition of $z_n$, we have
\[
\|z_n - \bar{x}\|^2 = \|(1 - \alpha_n)x_n + \alpha_n u - \bar{x}\|^2 \\
= (1 - \alpha_n)^2\|x_n - \bar{x}\|^2 + \alpha_n^2\|u - \bar{x}\|^2 + 2\alpha_n(1 - \alpha_n)\langle x_n - \bar{x}, u - \bar{x} \rangle \\
\leq (1 - \alpha_n)^2\|x_n - \bar{x}\|^2 + \alpha_n^2\|u - \bar{x}\|^2 + 2\alpha_n(1 - \alpha_n)\langle x_n - \bar{x}, u - \bar{x} \rangle.
\]
(22)

Thus, (21) and (22) gives
\[
\|x_{n+1} - \bar{x}\|^2 \leq (1 - \alpha_n)\|x_n - \bar{x}\|^2 + \alpha_n^2\|u - \bar{x}\|^2 + 2\alpha_n(1 - \alpha_n)\langle x_n - \bar{x}, u - \bar{x} \rangle - \frac{1 - \beta_n}{\alpha_n} \|x_{n+1} - z_n\|^2.
\]
(23)

That is,
\[
\|x_{n+1} - \bar{x}\|^2 \leq (1 - \alpha_n)\|x_n - \bar{x}\|^2 - \alpha_n \Gamma_n,
\]
(24)

where
\[
\Gamma_n = -\alpha_n\|u - \bar{x}\|^2 + 2(1 - \alpha_n)\langle x - x_n, u - \bar{x} \rangle + \frac{1 - \beta_n}{\alpha_n\beta_n} \|x_{n+1} - z_n\|^2.
\]

We know that $\{x_n\}$ is bounded and so it is bounded below. Hence, $\Gamma_n$ is bounded below. Furthermore, using Lemma 5 and (C3), we have
\[
\limsup_{n \to \infty} \|x_n - \bar{x}\| \leq \limsup_{n \to \infty} (-\Gamma_n) = -\liminf_{n \to \infty} \Gamma_n.
\]
(25)

Therefore, $\liminf_{n \to \infty} \Gamma_n$ is a finite real number and by (C3), we have
\[
\liminf_{n \to \infty} \Gamma_n = \liminf_{n \to \infty} \left(2\langle \bar{x} - x_n, u - \bar{x} \rangle + \frac{1 - \beta_n}{\alpha_n\beta_n} \|x_{n+1} - z_n\|^2 \right).
\]

Since $\{x_n\}$ is bounded, there exists a subsequence $\{x_{n_k}\}$ of $\{x_n\}$ such that $x_{n_k} \to p$ for some $p \in H_1$ and
\[
\liminf_{n \to \infty} \Gamma_n = \liminf_{k \to \infty} \left(2\langle \bar{x} - x_{n_k}, u - \bar{x} \rangle + \frac{1 - \beta_n}{\alpha_n\beta_n} \|x_{n_k+1} - z_{n_k}\|^2 \right).
\]
(26)

Since $\{x_n\}$ is bounded and $\liminf_{n \to \infty} \Gamma_n$ is finite, we have that $\frac{1 - \beta_n}{\alpha_n\beta_n} \|x_{n_k+1} - z_{n_k}\|^2$ is bounded. Also, by (C4), we have $\frac{1 - \beta_n}{\alpha_n\beta_n} \geq \frac{1 - b}{\alpha_n\beta_n} > 0$ and so we have that $\frac{1}{\alpha_n\beta_n} \|x_{n_k+1} - z_{n_k}\|^2$ is bounded.

Observe from (C3) and (C4), we have
\[
0 < \frac{\alpha_n}{\beta_n} \leq \frac{\alpha_n}{d} \to 0, \quad k \to \infty.
\]

Therefore, we obtain from (20) and $\frac{\alpha_n}{\beta_n} \to 0, \quad k \to \infty$ that
\[
\|y_{n_k} - z_{n_k}\| \to 0, \quad k \to \infty.
\]
(27)

From the definition of $x_{n+1}$, we have
\[
\|x_{n_k+1} - z_{n_k}\| = \beta_{n_k}\|y_{n_k} - z_{n_k}\| \to 0, \quad k \to \infty,
\]
and
\[
\|z_{n_k} - x_{n_k}\| = \alpha_{n_k}\|u - x_{n_k}\| \to 0, \quad k \to \infty.
\]
(28)

Hence,
\[
\|x_{n_k+1} - x_{n_k}\| \leq \|x_{n_k+1} - z_{n_k}\| + \|z_{n_k} - x_{n_k}\| \to 0, \quad k \to \infty.
\]
Now, using (16), we obtain
\[
\rho_n (4\lambda - \lambda \rho_n) \sum_{j=1}^{M} \left\{ \delta_j \frac{(f_{j,n}(z_{n}) + g_{n}(z_{n}))^2}{d_j(z_{n})} \right\} 
\leq (\|z_{n} - \bar{x}\| - \|y_{n} - \bar{x}\|)(\|z_{n} - \bar{x}\| + \|y_{n} - \bar{x}\|) 
\leq \|z_{n} - y_{n}\| (\|z_{n} - \bar{x}\| + \|y_{n} - \bar{x}\|).
\] (29)

Therefore, (27), (29) and (C5) gives
\[
\rho_n (4\lambda - \lambda \rho_n) \sum_{j=1}^{M} \left\{ \delta_j \frac{(f_{j,n}(z_{n}) + g_{n}(z_{n}))^2}{d_j(z_{n})} \right\} \to 0, \quad k \to \infty.
\] (30)

Again using (C5) together with (30) yields
\[
\sum_{j=1}^{M} \left\{ \delta_j \frac{(f_{j,n}(z_{n}) + g_{n}(z_{n}))^2}{d_j(z_{n})} \right\} \to 0, \quad k \to \infty.
\] (31)

Hence, in view of (31) and restriction condition (C2), we have
\[
\frac{(f_{j,n}(z_{n}) + g_{n}(z_{n}))^2}{d_j(z_{n})} \to 0, \quad k \to \infty,
\] (32)

for all \(j \in \{1, \ldots, M\}\).

For each \(i \in \{1, \ldots, N\}\) and for each \(j \in \{1, \ldots, M\}\), \(\nabla f_{j,n}(\cdot)\) and \(\nabla g_{i,n}(\cdot)\) are Lipschitz continuous with constant \(\|A\|^2\) and 1, respectively. Since the sequence \(\{z_n\}\) is bounded and
\[
\|\nabla f_{j,n}(z_{n})\| = \|\nabla f_{j,n}(z_{n}) - \nabla f_{j,n}(\bar{x})\| \leq \|A\|^2 \|z_{n} - \bar{x}\|, \quad \forall j \in \{1, \ldots, M\},
\]
\[
\|\nabla g_{i,n}(z_{n})\| = \|\nabla g_{i,n}(z_{n}) - \nabla g_{i,n}(\bar{x})\| \leq \|z_{n} - \bar{x}\|, \quad \forall i \in \{1, \ldots, N\},
\]

we have the sequences \(\{\|\nabla g_{i,n}(z_{n})\|\}_{n=1}^{\infty}\) and \(\{\|\nabla f_{j,n}(z_{n})\|\}_{n=1}^{\infty}\), which are bounded. Hence, we have \(\{d_j(z_{n})\}_{n=1}^{\infty}\) bounded and hence \(\{d_j(z_{n})\}_{n=1}^{\infty}\) is bounded. Consequently, from (32), we have
\[
\lim_{k \to \infty} f_{j,n}(z_{n}) = \lim_{k \to \infty} g_{i,n}(z_{n}) = 0, \quad \forall j \in \{1, \ldots, M\}.
\] (33)

From the definition of \(g_{i,n}(z_{n})\), we can have
\[
g_{i,n}(z_{n}) \leq g_{n}(z_{n}), \quad \forall i \in \{1, \ldots, N\}.
\] (34)

Therefore, (33) and (34) gives
\[
\lim_{k \to \infty} f_{j,n}(z_{n}) = \lim_{k \to \infty} g_{i,n}(z_{n}) = 0, \quad \forall i \in \{1, \ldots, N\}, \forall j \in \{1, \ldots, M\}.
\]

That is, for all \(i \in \{1, \ldots, N\}, j \in \{1, \ldots, M\}\), we have
\[
\lim_{k \to \infty} \|(I - P_{Q_{i,n}})AZ_n\| = \lim_{k \to \infty} \|(I - P_{C_{i,n}})AZ_n\| = 0.
\] (35)

Therefore, since \(\{z_n\}\) is bounded and from the boundedness assumption of the subdifferential operator \(\partial q_j\), the sequence \(\{\varepsilon_{j,n}\}_{n=1}^{\infty}\) is bounded. In view of this and (35), for all \(j \in \{1, \ldots, M\}\) we have
\[
q_j(AZ_n) \leq \langle \varepsilon_{j,n}, AZ_n - P_{Q_{i,n}}(AZ_n) \rangle 
\leq \|\varepsilon_{j,n}\| \|(I - P_{Q_{i,n}})AZ_n\| \to 0, \quad k \to \infty.
\] (36)
Similarly, from the boundedness of \{\xi_{i,n}\}_{n=1}^\infty and (35), for all \(i \in \{1, \ldots, N\}\) we obtain

\[
c_i(z_{n_k}) \leq \langle \xi_{i,n_k}, z_{n_k} - P_{C_{i,j_k}}(z_{n_k}) \rangle \\
\leq \|\xi_{i,n_k}\| \| (I - P_{C_{i,j_k}})z_{n_k} \| \to 0, \; k \to \infty. \tag{37}
\]

Since \(x_{n_k} \to p\) and using (28), we have \(z_{n_k} \to p\) and hence \(Ax_{n_k} \to Ap\).

The weak lower semi-continuity of \(q_j(.)\) and (36) implies that

\[
q_j(Ap) \leq \liminf_{k \to \infty} q_j(Az_{n_k}) \leq \limsup_{k \to \infty} q_j(Az_{n_k}) \leq 0, \; \forall j \in \{1, \ldots, M\}.
\]

That is, \(Ap \in Q_j\) for all \(j \in \{1, \ldots, M\}\).

Likewise, the weak lower semi-continuity of \(c_i(.)\) and (37) implies that

\[
c_i(p) \leq \liminf_{k \to \infty} c_i(z_{n_k}) \leq 0, \; \forall i \in \{1, \ldots, N\}.
\]

That is, \(p \in C_i\) for all \(i \in \{1, \ldots, N\}\). Hence, \(p \in \Omega\).

Take \(\bar{x} = P_\Omega u\). Then, we obtain from (26) and Lemma 1 that

\[
\liminf_{n \to \infty} \Gamma_n = \liminf_{k \to \infty} \left(2\langle \bar{x} - x_{n_k}, u - \bar{x} \rangle + \frac{1 - \beta_{n_k}}{\varepsilon_{n_k} p_{n_k}} \|x_{n_k+1} - z_{n_k}\|^2\right) \\
\geq 2 \liminf_{k \to \infty} \langle \bar{x} - x_{n_k}, u - \bar{x} \rangle \\
\geq 2\langle \bar{x} - p, u - \bar{x} \rangle \geq 0.
\]

Then we have from (25) that

\[
\limsup_{n \to \infty} \|x_n - \bar{x}\|^2 \leq \limsup_{n \to \infty} (-\Gamma_n) = -\liminf_{n \to \infty} \Gamma_n \leq 0.
\]

Therefore, \(\|x_n - \bar{x}\| \to 0\) and this implies that \(\{x_n\}\) converges strongly to \(\bar{x}\). This completes the proof. \(\square\)

**Remark 1.**

i. When the point \(u\) in HSRPA is taken to be 0, from Theorem 1, we see that the limit point \(\bar{x}\) of the sequence \(\{x_n\}\) is the unique minimum norm solution of the MSSFP, i.e., \(\|\bar{x}\| = \min_{\bar{x} \in \Omega} \|\bar{x}\|\).

ii. In the algorithm (HSRPA), the stepsize \(\tau_{j,n}\) can also be replaced by

\[
\tau_{j,n}^* = \rho_n \frac{f_{j,n}(z_n) + G_n(z_n)}{d_j(z_n)}, \tag{38}
\]

where

\[
d_j(z_n) = \begin{cases} 
1, & \text{if } \max\{\|\nabla G_n(z_n)\|, \|\nabla f_{j,n}(z_n)\|\} = 0 \\
\max\{\|\nabla G_n(z_n)\|, \|\nabla f_{j,n}(z_n)\|\}, & \text{otherwise.}
\end{cases}
\]

The proof for the strong convergence of the HSRPA using the stepsize \(\tau_{j,n}^*\) defined in (38) is almost the same as the proof of Theorem 1. To be precise, only slight rearrangement in (14) is required in the proof of Theorem 1.

If \(M = N = 1\), we have the following algorithm as a consequence of HSRPA concurring SFP (3) assuming that \(C\) and \(Q\) are given as sub-level sets of convex functions (5) and by constructing half-spaces (6) and (7), and defining \(G_n(x) = \frac{1}{2}\|(I - P_{C_n})x\|^2\), \(\nabla G_n(x) = (I - P_{C_n})x\), \(f_n(x) = \frac{1}{2}\|(I - P_{Q_n})Ax\|^2\) and \(\nabla f_n(x) = A^*(I - P_{Q_n})Ax\).
Corollary 1. Assume that $\bar{x} \in C \cap A^{-1}(Q) \neq \emptyset$. Then, the sequence $\{x_n\}$ generated by Algorithm 2 converges strongly to the solution $x = P_{C \cap A^{-1}(Q)}(u)$ of SFP (3).

Algorithm 2: Algorithm for solving the SFP.

Initialization: Choose $u, x_1 \in H$. Let the positive real constants $\lambda_1$ and $\lambda_2$, and the real sequences $\{a_n\}, \{\beta_n\}$ and $\{\rho_n\}$ satisfy the following conditions:

(A1) $\lambda_1, \lambda_2 \in (0, 1)$ and $\lambda_1 + \lambda_2 = 1$.

(A2) $0 < a_n < 1$, $\lim_{n \to \infty} a_n = 0$ and $\sum_{n=1}^{\infty} a_n = \infty$.

(A3) $0 < a \leq \beta_n \leq b < 1$ for all $n \in \mathbb{N}$.

(A4) $0 < \lambda \rho_n < 2\lambda$ and $\liminf_{n \to \infty} \rho_n (4\lambda - \lambda \rho_n) > 0$ where $\lambda = \max\{\lambda_1, \lambda_2\}$ and $\bar{\lambda} = \min\{\lambda_1, \lambda_2\}$.

Iterative Step: Proceed with the following computations:

$$
\begin{align*}
    z_n &= (1 - a_n)x_n + a_n u,
    y_n &= z_n - \tau_n (\lambda_1 \nabla g_n(z_n) + \lambda_2 \nabla f_n(z_n)),
    x_{n+1} &= (1 - \beta_n)z_n + \beta_n y_n,
\end{align*}
$$

where

$$
    \tau_n = \rho_n \frac{f_n(z_n) + g_n(z_n)}{d(z_n)},
$$

for

$$
    d(z_n) = \begin{cases}
        1, & \text{if } \|\nabla g_n(z_n)\|^2 + \|\nabla f_n(z_n)\|^2 = 0 \\
        \|\nabla g_n(z_n)\|^2 + \|\nabla f_n(z_n)\|^2, & \text{otherwise.}
    \end{cases}
$$

4. Preliminary Numerical Results and Applications

In this section, we illustrate the numerical performance and applicability of HSRPA by solving some problems. In the first example, we investigate the numerical performance of HSRPA with regards to different choices of the control parameters $a_n, \beta_n$, and $\rho_n$. In Example 2, we illustrate the numerical properties of HSRPA in comparison with three other strongly convergent algorithms, namely the gradient projection method (GPM) by Censor et al. ([7], Algorithm 1), the perturbed projection method (PPM) by Censor et al. ([43], Algorithm 5), and the self-adaptive projection method (SAPM) by Zhao and Yang ([46], Algorithm 3.2). As mentioned in Remark 1(ii), the stepsize in HSRPA can be replaced by the stepsize (38). Therefore in Example 3, we analyze the effect of the two stepizes in HSRPA for different choices of $\lambda_1$ and $\lambda_2$. Additionally, we compare HSRPA with et al. ([48], Algorithm 2.1). Also, a comparison of Algorithm 2 with the strong convergence result of SFP proposed by Shehu et al. [56] is given in Example 4. Finally in Section 4.1, we present a sparse signal recovery experiment to illustrate the efficiency of Algorithm 2 by comparing with algorithms proposed by Lopez [2] and Yang [37]. The numerical results are completed on a standard TOSHIBA laptop with Intel(R) Core(TM) i5-2450M CPU@2.5GHz with memory 4GB. The programme is implemented in MATLAB R2020a.

Example 1. Consider MSSFP (2) for $H_1 = \mathbb{R}^s$, $H_2 = \mathbb{R}^t$, $A : \mathbb{R}^s \to \mathbb{R}^t$ given by $A(x) = G_{t \times s}(x)$, where $G_{t \times s}$ is $t \times s$ matrix, the closed convex subsets $C_i (i \in \{1, \ldots, N\})$ of $\mathbb{R}^t$ are given by

$$
    C_i = \{ x = (x_1, \ldots, x_s) \in \mathbb{R}^t : c_i(x) \leq 0 \},
$$

where $c_i(x) = \|x - x_i^0\|^2 - r_i^2$ such that

- $r_i = r$ for all $i \in \{2, \ldots, N\}$, where $r$ is a positive real number,
and the closed convex subsets $Q_j (j \in \{1, \ldots, M\})$ of $\mathbb{R}^t$ are given by

$$Q_j = \{ y = (y_1, y_2, \ldots, y_t) \in \mathbb{R}^t : q_j(y) \leq 0 \},$$

where

$$q_j(y) = \sum_{k=1}^t a_{kj}(y_k - y_{kj}) - b_j,$$

such that for each $j \in \{1, \ldots, M\}$;

- $a_{kj} = 2^i$, \quad $\forall k = 1, \ldots, t$,
- $b_j = j - 1$,
- $y_{t,j} = r \theta - \frac{b_j}{s}$, and $y_{kj} = 0$, \quad $\forall k = 1, \ldots, t - 1$, where $\theta$ is a nonzero real number.

Notice that, $\bigcap_{i=1}^N C_i = \emptyset$ for $N > 2r + 1$, $\bigcap_{i=1}^N C_i \neq \emptyset$, $\bigcap_{i=1}^N C_i$ contains infinite points for $0 < N < 2r + 1$, $\bigcap_{i=1}^M C_i = \{(0, \ldots, 0, r)^T\}$ for $N = 2r + 1$, and $r$ is a natural number. Moreover, $\bigcap_{j=1}^M Q_j \neq \emptyset$,

and $(0, \ldots, 0, r^T)^T \in \bigcap_{j=1}^M Q_j$.

We consider for $s = t$, $G_{t \times s} = 0_{t \times s}$, $N = 2r + 1$, and $M = 4$, where $r$ is natural number, and $I_{s \times s}$ is $s \times s$ identity matrix. Thus, $A((0, \ldots, 0, r)^T) = (0, \ldots, 0, r)^T$, and hence the solution set of the MSSFP is $\Omega = \{(0, \ldots, 0, r)^T\}$.

For each $i \in \{1, \ldots, N\}$ and $j \in \{1, \ldots, M\}$, the subdifferential is given by

$$\partial c_i(z_n) = \begin{cases} \{ \frac{z_n - x^0_i}{\|z_n - x^0_i\|}\}, & \text{if } z_n - x^0_i \neq 0, \\ \{ \epsilon_i \in \mathbb{R}^s : \|\epsilon_i\| \leq 1\}, & \text{otherwise}. \end{cases}$$

and $\partial q_j(Az_n) = \{(a_{1,j}, \ldots, a_{t,j})^T\}$.

Note that the projection

$$P_{C_{ij}}(z_n) = \arg \min \{ \|x - z_n\| : x \in C_{ij} \},$$

where $C_{ij} = \{ x \in H_2 : c_i(z_n) \leq \langle \xi_{ij}, z_n - x \rangle \}$, is solving the following quadratic programming problems with inequality constraint

$$\begin{align*}
\text{minimize} \quad & \frac{1}{2} x^T \hat{H} x + \hat{B}_i^T x + \bar{c} \\
\text{subject to} \quad & \hat{D}_{ij} x \leq \bar{F}_i,
\end{align*}$$

(39)

where $\hat{H} = 2I_{s \times s}$, $\hat{B}_n = -2z_n$, $\bar{c} = \|z_n\|^2$, $\hat{D}_{ij} = \xi_{ij}$, $\bar{F}_i = r^2 - \|z_n - x^0_i\|^2 + \langle \xi_{ij}, z_n \rangle$.

Moreover, the projection $P_{Q_{ij}}(Az_n)$ for where $Q_{ij} = \{ y \in H_2 : q_j(Az_n) \leq \langle \epsilon_{ij}, Az_n - y \rangle \}$, is solving the following quadratic programming problems with inequality constraint

$$\begin{align*}
\text{minimize} \quad & \frac{1}{2} w^T \hat{H} w + \hat{B}_i^T w + \bar{c} \\
\text{subject to} \quad & \hat{D}_{ij} (w) \leq \bar{F}_i,
\end{align*}$$

(40)

where $\hat{H} = 2I_{t \times t}$, $\hat{B}_n = -2Az_n$, $\bar{c} = \|Az_n\|^2$, $\hat{D}_{ij} = \epsilon_{ij}$, $\bar{F}_i = b_j + \langle \epsilon_{ij}, Az_n \rangle + \langle a_{ij}, y^0 - Az_n \rangle$ for $a_j = (a_{1,j}, \ldots, a_{t,j})$. The problems (39) and (40) can be effectively solved by its appropriate solver in MATLAB. In the following our experiments we took

$$\xi_{ij} = \begin{cases} \frac{z_n - x^0_i}{\|z_n - x^0_i\|}, & \text{if } z_n - x^0_i \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$
and \( \varepsilon_t = (a_{1,t}, \ldots, a_{i,t})^T \).

We study the numerical behavior of HSRPA for different parameters \( a_n, \beta_n, \rho_n \) and for different dimensions \( s = t, \) where \( r = 2 \) (i.e., \( N = 5 \)), \( \lambda_1 = \lambda_2 = \frac{1}{2}, \) \( \delta_j = \frac{1}{j} \) for all \( j \in \{1, 2, 3, 4\} \) are fixed. Notice that for the choice of \( \lambda_1 = \lambda_2 = \frac{1}{2} \) the parameter \( \rho_n \) is chosen in such a way that \( 0 < \rho_n < 4 \) and \( \lim inf_{n \to \infty} \rho_n(4 - \rho_n) > 0 \). The numerical results are shown in Figures 1 and 2.

\[ \text{Figure 1. For } t = s = 100, \rho_n = 2, \theta = 10 \text{ and for randomly generated starting points } x_1 \text{ and } u. \]

\[ \text{Figure 2. For } a_n = \frac{5}{3}n, \beta_n = \frac{1}{2} + \frac{1}{n^4}, \theta = 150 \text{ and for randomly generated starting points } x_1 \text{ and } u. \]

In view of Figures 1 and 2, we see that our algorithm works better for

(i) A sequence \( \{a_n\} \) in which the terms are very close to zero;

(ii) A sequence \( \{\beta_n\} \) in which terms are very close to 1;

(iii) A sequence \( \{\rho_n\} \) in which terms are larger but not exceeding 4.

**Example 2.** Comparing HSRPA with GPM, PPM and SAPM.

Consider MSSFP (2) for \( H_1 = \mathbb{R}^3, H_2 = \mathbb{R}^3, A : \mathbb{R}^3 \to \mathbb{R}^3 \) given by \( A = \theta I_{3 \times 3} \), the closed convex subsets \( C_i (i \in \{1, \ldots, N\}) \) of \( \mathbb{R}^3 \) are given by

\[ C_i = \{ x \in \mathbb{R}^3 : c_i(x) \leq 0 \}, \]

where \( \theta \) is a real constant, \( I_{3 \times 3} \) is \( 3 \times 3 \) identity matrix and

\[ c_i(x) = (-1)^i \langle x, w^0_i \rangle - \gamma_i \]

such that \( w^0_i = (i, i + 1, \frac{i+2}{\sqrt{2}})^T \) and \( \gamma_i = 5i + 3 \), and the closed convex subsets \( Q_j (j \in \{1, \ldots, M\}) \) of \( \mathbb{R}^3 \) are given by

\[ Q_j = \{ y \in \mathbb{R}^3 : q_j(y) \leq 0 \}, \]

where \( q_1(y) = ||y||^2 - 12\theta^2, \) \( q_j(y) = (-1)^i \langle y, z^0_j \rangle - 3\theta(j + j^2) \) and \( z^0_j = (j, j^2, \sqrt{2}j^2)^T \) for each \( j \in \{2, \ldots, M\} \).

For each choice of \( \theta \) the solution set of the MSSFP is \( \{3, 1, \sqrt{2}\} \), i.e., \( x = (3, 1, \sqrt{2}) \).
We choose GPM, PPM and SAPM because the problem under consideration is the same and the approach has some common features with our approach.

**GPM:** The proposed iterative algorithm solving MSSFP is reduced to

\[
x_{n+1} = x_n + \phi \left( \sum_{i=1}^{N} \sigma_i (P_{C_i} - I)x_n + \sum_{j=1}^{M} v_j A^* (P_{Q_j} - I)A x_n \right),
\]

where \( \phi \in (0, \frac{2}{L}) \), \( L = \sum_{i=1}^{N} \sigma_i + \omega \sum_{j=1}^{M} v_j \) and \( \sum_{i=1}^{N} \sigma_i + \sum_{j=1}^{M} v_j = 1 \) for \( \sigma_i > 0, v_j > 0 \) and \( \omega \) is the spectral radius of \( A^* A = A^t A \).

**PPM:** The proposed iterative algorithm for solving the MSSFP is reduced to

\[
\begin{align*}
\psi_n &= \gamma \psi_n, \\
x_{n+1} &= x_n - \psi_n \nabla p_n (x_n),
\end{align*}
\]

where \( \nabla p_n (x_n) = \sum_{i=1}^{N} \sigma_i (I - P_{C_i}) x_n + \sum_{j=1}^{M} v_j A^* (I - P_{Q_j}) Ax_n \), \( \sum_{i=1}^{N} \sigma_i + \sum_{j=1}^{M} v_j = 1 \) for \( \sigma_i > 0, v_j > 0 \), \( \gamma > 0 \), \( \varsigma \in (0, 1) \), \( \mu \in (0, 1) \).

In our algorithm we took \( \zeta_{i,n} = (-1)^{i} x_i^0 \) for each \( i \in \{1, \ldots, N\} \) and

\[
\epsilon_{1,n} = \begin{cases} 
\frac{x_n - z_n^0}{\|x_n - z_n^0\|} & \text{if } z_n - z_1^0 \neq 0, \\
0 & \text{otherwise},
\end{cases}
\]

and \( \epsilon_{1,j} = (-1)^{j} z_j^0 \) for each \( j \in \{2, \ldots, M\} \).

For the purpose of comparison we took the following data:

**HSRPA:** \( \lambda_1 = \lambda_2 = \frac{1}{2}, \delta_j = \frac{i}{i + \ldots + M} \) for \( j \in \{1, \ldots, M\} \), \( \alpha_n = \frac{1}{n+1}, \beta_n = \frac{n+2}{2(n+6)}, \rho_n = 1 \).

**GPM:** \( \phi = \frac{1}{2}, \sigma_i = \frac{i}{2(1+i+\ldots+N)} \) for \( i \in \{1, \ldots, N\}, v_j = \frac{j}{2(1+j+\ldots+M)} \) for \( j \in \{1, \ldots, M\} \).

**PPM:** \( \phi = \frac{1}{2}, \sigma_i = \frac{i}{2(1+i+\ldots+N)} \) for \( i \in \{1, \ldots, N\}, v_j = \frac{j}{2(1+j+\ldots+M)} \) for \( j \in \{1, \ldots, M\} \).

**SAPM:** \( \gamma = 1, \varsigma = \frac{1}{2}, \mu = \sigma_i = \frac{i}{2(1+i+\ldots+N)} \) for \( i \in \{1, \ldots, N\}, v_j = \frac{j}{2(1+j+\ldots+M)} \) for \( j \in \{1, \ldots, M\} \).

The numerical results are shown in Table 1 and Figure 3. To permit comparisons between the three algorithms about the number of iterations (Iter(n)) and the time of execution in seconds (CPUt(s)), we have used the relative difference \( \frac{\|x_n - x_{n+1}\|}{\|x_n\|} \), which is less than \( \epsilon \), as the stopping criteria in Table 1.

From the numerical results in Table 1 and Figure 3 of Example 2, we can see that our algorithm (HSRPA) has better performance than GPM, PPM and SAPM. To be specific, HSRPA converges faster and requires less iterations than GPM, PPM and SAPM. In view of CPU time of execution, our algorithm has comparable performance with GPM, PPM and SAPM.
The results are presented in Table 2 below.

### Table 2

| Algorithm | Iter(n) | CPU(s) | $\|x_n - \bar{x}\|$ |
|-----------|---------|--------|------------------|
| HSRPA     | 271     | 2.478534 | $1.29153127891261 \times 10^{-11}$ |
| GPM       | 286     | 2.350976 | $1.34325049285599 \times 10^{-11}$ |
| PPM       | 293     | 2.462534 | $1.32185889807060 \times 10^{-11}$ |
| SAPM      | 277     | 2.192005 | $1.30707774298130 \times 10^{-11}$ |

| Algorithm | Iter(n) | CPU(s) | $\|x_n - \bar{x}\|$ |
|-----------|---------|--------|------------------|
| HSRPA     | 359     | 2.709406 | $3.95548438843874 \times 10^{-5}$ |
| GPM       | 421     | 3.092189 | $4.00584274497442 \times 10^{-5}$ |
| PPM       | 368     | 2.690344 | $3.97217074806315 \times 10^{-5}$ |
| SAPM      | 397     | 2.639334 | $4.0068355895327 \times 10^{-5}$ |

For $\theta = 3$, $u = (4, -6, 9)$ and $x_1 = (-4, 7, -19)$.

### Example 3

Consider the MSSFP with $H_1 = \mathbb{R}^s$, $H_2 = \mathbb{R}^t$ and $C_i = \{x \in \mathbb{R}^s : -5i e_1 \leq x \leq (N - i)e_1\}$ ($i \in \{1, \ldots, N\}$) and $Q_j = \{y \in \mathbb{R}^t : (j - M)e_1 \leq y \leq je_1\}$, $(j \in \{1, \ldots, M\})$, with a different number of feasible sets $N$ and $M$, and dimensions $s$ and $t$. We randomly generated the operator $A = (a_{ij})_{1 \times s}$, with $a_{ij} \in [0, 10]$. In this example, we see the effect of the different choices of $\lambda_1$ and $\lambda_2$ for the numerical results of the HSRPA using both stepsizes $\tau_{jn}$ and $\tau^*_{jn}$ (given in (38)), and also we compare the HSRPA with the algorithm proposed by Zhao et al. ([48], Algorithm 2.1). For the HSRPA we take $u = (1, 1, 2)^T$, $x_1 = \text{rand}[-100, 100]$, $N = 3$, $M = 10$, $s = t = 3$, $\rho_n = 3$, $\alpha_n = \frac{1}{n+1}$, $\beta_n = \frac{n+5}{2n+6}$ and $\delta_j = \frac{1}{1+\ldots+M}$, $j \in \{1, \ldots, M\}$. For ([48], Algorithm 2.1), we take $x_0 = \text{rand}[-100, 100]$, $t = 3$, $r = 10$, $N = M = 3$, $\omega_k = 1$, $\alpha_i = (\frac{1013}{3000})^i$, $i = 1, 2, 3$, and $\beta_j = (\frac{1013}{3000})^j$, $j = 1, 2, \ldots, 10$. We use $\|x_{n+1} - x_n\| < 10^{-4}$ as the stopping criteria. The results are presented in Table 2 below.

Interestingly, it can be observed from Table 2 that, for $\lambda_1 \leq \lambda_2$ HSRPA with the stepsize $\tau^*_{jn}$ is faster in terms of less number of iterations and CPU-run time than HSRPA with the stepsize $\tau_{jn}$. On the contrary, HSRPA ($\tau^*_{jn}$) has better performance for $\lambda_1 \geq \lambda_2$ and HSRPA with either of the stepsizes converges faster and requires less number of iterations than the compared algorithm ([48], Algorithm 2.1).
Table 2. Comparative result of the Half-Space Relaxation Projection Algorithm (HSRPA) (with two different stepsizes $\tau_{\mu, t}$ and $\tau_{\mu, t}^*$) with ([48], Algorithm 2.1) for different choices of $\lambda_1$ and $\lambda_2$.

\begin{table}
\centering
\begin{tabular}{c|c|c|c|c|c}
\hline

Choices of $\lambda_1$, $\lambda_2$ & HSRPA ($\tau_{\mu, t}$) & HSRPA ($\tau_{\mu, t}^*$) & Algorithm 2.1 \\
& Ite. & CPU(t) & Ite. & CPU(t) & Ite. & CPU(t) \\
\hline
$\lambda_1 = 0.9, \lambda_2 = 0.1$ & 56 & 8.9971 & 51 & 7.3628 & 235 & 28.7590 \\
$\lambda_1 = 0.8, \lambda_2 = 0.2$ & 55 & 5.8883 & 37 & 3.7528 \\
$\lambda_1 = 0.7, \lambda_2 = 0.3$ & 45 & 4.7402 & 39 & 3.9150 \\
$\lambda_1 = 0.6, \lambda_2 = 0.4$ & 42 & 4.6510 & 38 & 3.9080 \\
$\lambda_1 = 0.5, \lambda_2 = 0.5$ & 38 & 3.9295 & 45 & 4.5573 \\
$\lambda_1 = 0.4, \lambda_2 = 0.6$ & 36 & 3.1803 & 44 & 4.4400 \\
$\lambda_1 = 0.3, \lambda_2 = 0.7$ & 42 & 4.3067 & 50 & 5.0784 \\
$\lambda_1 = 0.2, \lambda_2 = 0.8$ & 29 & 3.4536 & 36 & 3.8640 \\
$\lambda_1 = 0.1, \lambda_2 = 0.9$ & 32 & 3.3220 & 38 & 4.1409 \\
\hline
\end{tabular}
\end{table}

Example 4. Consider the Hilbert space $H_1 = H_2 = L^2([0, 1])$ with norm $\|x\| := \sqrt{\int_0^1 |x(t)|^2 dt}$ and the inner product given by $\langle x, y \rangle = \int_0^1 x(t) y(t) dt$. The two nonempty, closed and convex sets are $C = \{x \in L^2([0, 1]) : (x(t), 3t^2) = 0\}$ and $Q = \{x \in L^2([0, 1]) : (x, \frac{1}{3}) \geq -1\}$, and the linear operator is given as $(Ax)(t) = x(t)$, i.e., $\|A\| = 1$ or $A = I$ is the identity. The orthogonal projection onto $C$ and $Q$ have an explicit formula; see, for example, [57]

$$P_C(w(t)) = \begin{cases} w(t) - \frac{\langle w(t), 3t^2 \rangle}{\|3t^2\|_2} 3t^2, & \text{if } \langle w(t), 3t^2 \rangle \neq 0, \\
w(t), & \text{if } \langle w(t), 3t^2 \rangle = 0. \end{cases}$$

$$P_Q(w(t)) = \begin{cases} w(t) - \frac{\langle w(t), 3t^2 \rangle}{\|3t^2\|_2} - 1 \left( \frac{-1}{3} \right), & \text{if } \langle w(t), 3t^2 \rangle < -1, \\
w(t), & \text{if } \langle w(t), 3t^2 \rangle \geq -1. \end{cases}$$

We consider the following problem

$$\text{find } x^* \in C \text{ such that } Ax^* \in Q. \quad (42)$$

It is clear that Problem (42) has a nonempty solution set $\Omega$ since $0 \in \Omega$. In this case, the iterative scheme in Algorithm 2 ($u, x_1 \in C$, with $\lambda_1 = \lambda_2 = \frac{1}{2}, \rho_n = \frac{2}{7}, \alpha_n = \frac{1}{n + 1},$ and $\beta_n = \frac{n + 2}{2n + 6}$) becomes

$$\begin{align*}
&z_n = (1 - \frac{1}{n + 1})x_n + \frac{n}{n + 1}, \\
y_n = z_n - \frac{2}{5}((I - P_{C_n})z_n + A^*(I - P_{Q_n})Az_n), \\
x_{n+1} = (1 - \frac{n + 2}{2n + 6})z_n + (\frac{n + 2}{2n + 6})y_n,
\end{align*}$$

where

$$\tau_n = \frac{7(||(I - P_{C_n})z_n||^2 + ||(I - P_{Q_n})Az_n||^2)}{d(z_n)},$$

for

$$d(z_n) = \begin{cases} 1, & \text{if } ||(I - P_{C_n})z_n||^2 + ||A^*(I - P_{Q_n})Az_n||^2 = 0, \\
||((I - P_{C_n})z_n||^2 + ||A^*(I - P_{Q_n})Az_n||^2, & \text{otherwise.} \end{cases}$$
In this example, we compare Algorithm 2 with the strong convergence result of SFP proposed by Shehu et al. [56]. The iterative scheme (27) in [56] for $u, x_1 \in C$, with $\alpha_n = \frac{1}{n+1}, \beta_n = \frac{n}{2(n+1)} = \gamma_n$ and $t_n = \frac{1}{\|A\|_2}$ was reduced into the following form

$$
\begin{align*}
\left\{ \begin{array}{l}
y_n = [x_n - \frac{1}{\|A\|_2} A^*(Ax_n - P_{Q_n}(Ax_n))] \\
x_{n+1} = P_C\left(\frac{u}{n+1} + \frac{nx_n}{2(n+1)} + \frac{ny_n}{2(n+1)}\right), n \geq 1.
\end{array} \right.
\end{align*}
$$

We see here that our iterative scheme can be implemented to solve the problem (42) considered in this example. We use $\|x_{n+1} - x_n\| < 10^{-3}$ as stopping criteria for both algorithms and the outcome of the numerical experiment is reported in Figure 4. It can be observed from Figure 4 that, for different choices of $u$ and $x_1$, Algorithm 2 is faster in terms of less number of iterations and CPU-run time than the algorithm proposed by Shehu et al. [56].

![Figure 4](image_url)

**Figure 4.** Comparison of Algorithm 2 and algorithm by Shehu [56] for different choices of $u$ and $x_1$.

### 4.1 Application to Signal Recovery

In this part, we consider the problem of recovering a noisy sparse signal. Compressed sensing can be modeled as the following linear equation:

$$
b = Ax + \epsilon,
$$

where $x \in \mathbb{R}^N$ is a vector with $L$ nonzero components to be recovered, $b \in \mathbb{R}^M$ is the measured data with noisy $\epsilon$ (when $\epsilon = 0$, it means that there is no noise to the observed data) and $A$ is an $M \times N$ bounded linear observation operator with ($N > M$). The problem in Equation (44) can be seen as the LASSO problem, which has wide application in signal processing theory [58].
where \( t > 0 \) is a given constant. It can be observed that (45) indicates the potential of finding a sparse solution of the SFP (3) due to the \( \ell_1 \) constraint. Thus, we apply Algorithm 2 to solve problem (45).

Let \( C := \{ x : \| x \|_1 \leq t \} \) and \( Q = \{ b \} \), then the minimization problem (45) can be seen as an SFP (3). Denote the level set \( C_n \) by,

\[
C_n = \{ x \in \mathbb{R}^N : \omega(x_n) + \langle \varsigma_n, x - x_n \rangle \leq 0 \},
\]

where \( \varsigma_n \in \partial \omega(x_n) \) with the convex function \( \omega(x) = \| x \|_1 - t \).

For a special case where \( Q = Q_n = \{ b \} \), Algorithm 2 converges to the solution of (45) and moreover, since the projection onto the level set has an explicit formula, Algorithm 2 can be easily implemented. In the sequel, we present a sparse signal recovery experiment to illustrate the efficiency of Algorithm 2 by comparing with algorithms proposed by Lopez [2] and Yang [37].

The vector \( x \) is an \( L \)-sparse signal with \( L \) non-zero elements that is generated from uniform distribution in the interval \([-2, 2]\). The matrix \( A \) is generated from a normal distribution with mean zero and one variance. The observation \( b \) is generated by white Gaussian noise with signal-to-noise ratio \( \text{SNR} = 40 \). The process is started with \( t = L, x_0 \) and \( u \) are randomly generated \( N \times 1 \) vectors. The goal is then to recover the \( L \)-sparse signal \( x \) by solving (45). The restoration accuracy is measured by the mean squared error as follows:

\[
\text{MSE} = \frac{1}{N} \| x_{n+1} - x_n \| \leq \epsilon,
\]

where \( x_n \) is an estimated signal of \( x \), and \( \epsilon > 0 \) is a given small constant. We take the stopping criteria \( \epsilon = 10^{-6} \) and we choose the corresponding parameters \( \rho_n = 3.5, \lambda_1 = \lambda_2 = 0.5 \) for Algorithm 2. We also choose \( \gamma = \frac{1}{\|A\|} \) and \( \rho_n = 2 \) for the algorithm by Yang [37] and algorithm by Lopez [2], respectively.

It can be observed from Figures 5–8 that the recovered signal by the proposed algorithm has less number of iterations and MSE. Therefore, the quality of the signal recovered by the proposed algorithm is better than the compared algorithms.

**Figure 5.** The original \( L \)-sparse signal versus the recovered sparse signal by Algorithm 2, algorithms by Lopez [2] and Yang [37] when \( N = 512, M = 120 \) and \( L = 30 \).
Figure 6. MSE versus the number of iterations, and the comparison of Algorithm 2 with that of algorithms by Lopez [2] and Yang [37] when $N = 512$, $M = 120$ and $L = 30$.

Figure 7. The original $L$-sparse signal versus the recovered sparse signal by Algorithm 2, algorithms by Lopez [2] and Yang [37] when $N = 4096$, $M = 960$ and $L = 60$. 
Figure 8. MSE versus the number of iterations, and the comparison of Algorithm 2 with that of algorithms by Lopez [2] and Yang [37] when $N = 4096$, $M = 960$ and $L = 60$.

5. Conclusions

In this paper, we present a strong convergence iterative algorithm solving MSSFP with a way of selecting the stepsizes such that the implementation of the algorithm does not need any prior information as regards the operator norms. Preliminary numerical results are reported to illustrate the numerical behavior of our algorithm (HSRPA), and to compare it with those well known in the literature, including, Censor et al. ([7], Algorithm 1), Censor et al. ([43], Algorithm 5), Zhao and Yang ([46], Algorithm 3.2) and Zhao et al.([48], Algorithm 2.1). The numerical results show that our proposed Algorithm is practical and promising for solving MSSFP. Algorithm 2 is applied in signal recovery. The experiment results show that Algorithm 2 has fewer iterations than that of algorithms proposed by Yang [37], Lopez [2] and Shehu [56].
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