A Plane Extraction Approach in Inverse Depth Images Based on Region-Growing
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Abstract: Planar surfaces are prevalent components of man-made indoor scenes, and plane extraction plays a vital role in practical applications of computer vision and robotics, such as scene understanding, and mobile manipulation. Nowadays, most plane extraction methods are based on reconstruction of the scene. In this paper, plane representation is formulated in inverse-depth images. Based on this representation, we explored the potential to extract planes in images directly. A fast plane extraction approach, which employs the region growing algorithm in inverse-depth images, is presented. This approach consists of two main components: seeding, and region growing. In the seeding component, seeds are carefully selected locally in grid cells to improve exploration efficiency. After seeding, each seed begins to grow into a continuous plane in succession. Both greedy policy and a normal coherence check are employed to find boundaries accurately. During growth, neighbor coplanar planes are checked and merged to overcome the over-segmentation problem. Through experiments on public datasets and generated saw-tooth images, the proposed approach achieves 80.2% CDR (Correct Detection Rate) on the ABW SegComp Dataset, which has proven that it has comparable performance with the state-of-the-art. The proposed approach runs at 5 Hz on typical 680 × 480 images, which has shown its potential in real-time practical applications in computer vision and robotics with further improvement.
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1. Introduction

Planar surfaces are prevalent components of man-made indoor scenes, such as walls, ceilings, and floors. Extracting those planes will help intelligent agents to understand their surroundings and provide a compact way to model them. Thus, plane extraction plays a vital role in practical applications of computer vision and robotics, such as visual odometry [1], SLAM (Simultaneous Localization and Mapping) [2,3], scene segmentation [4], scene understanding [5], and object recognition [6].

In earlier years, it was intuitive to extract planes based on visual cues, with the assumption that pixels in one plane have a similar texture and appearance [7]. However, those methods will fail as planes can have a similar appearance to other parts. In recent years, due to the rapid development of structured light and time-of-flight techniques, consumer RGBD cameras have become popular in practical applications of computer vision and robotics. RGBD cameras can obtain spatial information, and preserve it in an organized manner. With access to spatial information, the 3D structure of an environment can be retrieved based on SfM (Structure from Motion) or SLAM (Simultaneous Localization and Mapping) [8].
Mapping) technology. Thus, many methods have been proposed based on reconstructed point clouds [8,9]. As 3D construction is a time-consuming process, these plane extraction methods run in an off-line regime. In this work, a plane representation is formulated in inverse-depth images, in which each pixel value is the mathematical inverse of the corresponding one in depth images, and based on this, region growing is directly applied on images, avoiding 3D reconstruction of the scene.

Region-growing-based approaches are one of the most popular methods of plane extraction, which can take advantage of connection information preserved in the image during exploiting boundaries. In region-growing approaches, the plane model is initialized with the first seed, thus the selection of seeds is crucial in the region-growing algorithm. The DPD (Depth-driven Plane Detection) approach [10] selects seed patches densely throughout the whole image, with higher planarity first [11]. RANSAC-based methods [8,9] selects seeds randomly from the whole sample set. To make a trade-off between coverage and run-time, the grid local seeding strategy is employed in this work, which is a trade-off between coverage and run-time.

Another important factor of region growing is the termination criteria. Pixel-wise region growing includes inliers and refuse outliers around the seed, according to the termination criteria; therefore, the accuracy of region-growing-based approaches depends on termination criteria. Normal coherence usually serves as the termination criterion [1,12], but it is either sensitive to noise or suffers from limited accuracy. DPD [10] avoids this by applying a dynamic point-plane distance with a two-stage refinement. The greedy policy was proposed as an alternative of normal coherence by Feng et al. [13], which assigns a pixel near boundaries to its closest plane. In this paper, a combination of greedy policy and normal coherence achieves a better performance. Thus, both greedy policy and normal coherence are employed, with a reasonably large point-plane distance, in the proposed approach, as they are more accurate and robust to sensor noise.

Briefly, the main contributions of this paper can be summarized as follows:

- Based on the pin-hole model of a camera, a plane representation in an inverse-depth image is formulated, which can save computational cost by avoiding 3D construction of the environment.
- The region-growing-based approach is improved in two ways. Taking two basic factors, namely locality and coverage into consideration, a grid local seeding strategy is applied in the proposed approach to improve exploration efficiency. Moreover, a combination of greedy policy and normal coherence enable it to be robust to noise.
- The accuracy and efficiency of the proposed method is validated through experiments on public datasets, and generated saw-tooth images. In addition, the complexity is analyzed.

The rest of this paper is organized as follows. Related work is introduced in Section 2. The representation of a plane in inverse-depth image is formulated in Section 3, as well the estimation of normals. The implementation of the proposed planed extraction method is detailed in Section 4. In Section 5.1, the proposed method is evaluated for two datasets and real-world scenarios.

2. Related Work

Plane extraction has attracted the interest of scholars in the last ten years, and many methods have been proposed. These traditional methods can be categorized into four groups, i.e., cluster-based, RANSAC-based, Hough Transform-based, and region-growing based approaches, according to their process.

RANSAC is a popular iterative model-fitting approach to estimate model parameters from a noisy sample set [14]. In general, seeds are selected at random from the whole sample set to initialize a model, model fitting is carried out recursively until there has been enough iterations. RANSAC is directly implemented in plane extraction in CC-RANSAC [8], while it performs poorly in complex structures, such as stairs. NCC-RANSAC [9] improves CC-RANSAC by performing a normal coherence check.
Cluster-based methods over-segment an organized sample set into plenty of small patches and build a graph to preserve their connection relations. Then, similar neighboring patches are merged as one, based on visual and geometric cues. An agglomerative hierarchical clustering algorithm was presented by Feng et al. [13], which was conducted on a graph initialized with segmentation of an image into regular cells. Marriott et al. [15] employed the K-means algorithm to generate over-segmented patches, and then a piece-wise-linear Gaussian mixture regression model, combined with outlier-trimming and Expectation Maximization, was employed to fit planar models. In the approach proposed by Xing et al. [16], planar-regions are generated by measuring angularity with smoothness and flatness in a top-down manner, which is accelerated by an auto-balanced search tree.

Hough Transform is well known as being capable of detecting particular shapes in images, such as circles and lines, in 2D images by voting in parameter space [17]. It is transferred to three dimensions, by adapting parameter space in a polar coordination system for plane extraction [11].

Region-growing-based approaches are one of the most popular plane extraction approaches. At first, seeds are selected in the sample set to initialize a plane region, and then the region grows by checking their surrounding pixels according to certain consistency criteria. DPD [18] selects seeds by ranking all patches throughout the image. In addition, a dynamic growing threshold function is implemented, to make the proposed method robust to sensor noise. While DPD is a time-consuming algorithm, as DPD generates seeds in a dense way and employs a two-stage refinement mechanism. In the proposed approach, a grid local seeding strategy is applied to improve exploration efficiency, and both greedy policy and normal coherence serve as termination criteria to enable it to find boundaries accurately and robust to noise.

Nowadays, with the development of deep-learning, some research has explored the possibility to extract planes based on deep neural networks. In the approach, proposed by Liu et al. [5], Mask-RCNN is employed to detect planes from a single RGB image. Deep learning-based methods detect planes in a supervised manner and requires massive labeled samples for training.

3. Preparation

Before detailing the proposed approach, some preparation work is introduced in this section. When projected into an inverse-depth image through the pin-hole model, the presentation of a plane is formulated in Section 3.1. Next, a local surface normal estimation method in an inverse-depth image is presented.

3.1. Plane in Inverse Depth Images

For a depth camera, its imaging process can be described by the pin-hole model, as depicted in Figure 1. A 3D point in the real world is projected onto an image plane through a tiny hole. The model can be expressed as follows:

\[
\begin{align*}
    u &= y f_u \frac{z}{d} + u_0 \\
    v &= x f_v \frac{z}{d} + v_0 \\
    d &= s \cdot z
\end{align*}
\]

(1)

where \((x, y, z)\) is the position of the 3D point in camera coordinate system \(O_c\), and \((u, v)\) is the projected pixel in the image with depth value \(d\), which is a measurement of depth in \(Z\) axis, and scaled by a factor \(s\). \(f_u\) and \(f_v\) are focal length along \(U\) and \(V\) axis, respectively. \(u_0\) and \(v_0\) are the optical center in the image. The interior parameters of the camera, \((k, f_u, f_v, u_0, v_0)\), can be obtained by a calibration process beforehand. Furthermore, we utilize \(\rho = 1/d\) to apply Equation (1) in an inverse-depth image.
Figure 1. The pin-hole model of a depth camera.

In, a 3D point can be retrieved by the following:

\[
\begin{align*}
    x &= \frac{v - v_0}{f_v s \rho} \\
    y &= \frac{u - u_0}{f_u s \rho} \\
    z &= \frac{1}{s \rho}
\end{align*}
\]  

(2)

In the Cartesian coordinate system, an arbitrary plane can be expressed with a normal vector \( n = [n_A, n_B, n_C] \) and its distance \( D \) from the original point:

\[
n \cdot \begin{bmatrix} x \\ y \\ z \end{bmatrix} - D = 0
\]

(3)

While in an inverse-depth image, the plane can be formulated with \((u, v, \rho)\) by substituting Equation (2) into Equation (3):

\[
A'v + B'u + C' + D'\rho = 0
\]

(4)

where

\[
\begin{align*}
A' &= \frac{n_A}{f_v s} \\
B' &= \frac{n_B}{f_u s} \\
C' &= \frac{n_C}{s} - \frac{n_A v_0}{f_v s} - \frac{n_B u_0}{f_u s} \\
D' &= -D
\end{align*}
\]  

(5)

Compared to the original representation, planes in an inverse-depth image can also be determined by four coefficients. Based on this formulation, we try to extract planes in inverse-depth images, which will be detailed in Section 4.

3.2. Estimation of Surface Normals

For plane extraction, surface normal information is a vital geometric cue. The normal of each regular cell is estimated by principal component analysis (PCA) [1]. In this subsection, the local surface normal is calculated from an inverse-depth image directly.

Each pixel in an image is a 3D point in the real world, with connectivity and spatial information conserved, the surface normal can be estimated from an inverse-depth image. For a pixel \((u, v)\) in an image, its surface normal \( \mathbf{v} \) can be estimated by \((\partial z/\partial x, \partial z/\partial y, -1)\). According to the chain rule, the former two elements can be deviated by
\[
\begin{align*}
\frac{\partial z}{\partial x} &= \frac{\partial z}{\partial u} \frac{\partial u}{\partial x} + \frac{\partial z}{\partial v} \frac{\partial v}{\partial x} \\
\frac{\partial z}{\partial y} &= \frac{\partial z}{\partial u} \frac{\partial u}{\partial y} + \frac{\partial z}{\partial v} \frac{\partial v}{\partial y}
\end{align*}
\]

(6)

According to Equation (2), \(\frac{\partial z}{\partial u}, \frac{\partial z}{\partial v}, \frac{\partial u}{\partial x}, \) and \(\frac{\partial v}{\partial x}\) can be obtained by

\[
\begin{align*}
\frac{\partial z}{\partial u} &= -\frac{1}{s} \frac{\partial \rho}{\partial u} \\
\frac{\partial z}{\partial v} &= -\frac{1}{s} \frac{\partial \rho}{\partial v} \\
\frac{\partial u}{\partial x} &= -\rho (u - u_0) \frac{\partial z}{\partial x} \\
\frac{\partial v}{\partial x} &= \rho f_v - \rho (v - v_0) \frac{\partial z}{\partial x}
\end{align*}
\]

(7)

Then, \(\frac{\partial z}{\partial x}\) can be obtained by substituting Equation (7) into Equation (6):

\[
\frac{\partial z}{\partial x} = \frac{f_v \cdot \frac{\partial \rho}{\partial v} + (v - v_0) \frac{\partial \rho}{\partial u} - \rho}{(v - v_0) \frac{\partial \rho}{\partial u} + (u - u_0) \frac{\partial \rho}{\partial v}}
\]

(8)

Similarly, \(\frac{\partial z}{\partial y}\) can also be obtained

\[
\frac{\partial z}{\partial y} = \frac{f_u \cdot \frac{\partial \rho}{\partial u} + (u - u_0) \frac{\partial \rho}{\partial v} - \rho}{(v - v_0) \frac{\partial \rho}{\partial u} + (u - u_0) \frac{\partial \rho}{\partial v}}
\]

(9)

In an inverse-depth image, \(\frac{\partial \rho}{\partial u}\) and \(\frac{\partial \rho}{\partial v}\) are partial differences in row and column directions, respectively, and can be approximated with

\[
\begin{align*}
\frac{\partial \rho}{\partial u} &= \frac{I_{\text{inv}}(u + 1, v) - I_{\text{inv}}(u - 1, v)}{2} \\
\frac{\partial \rho}{\partial v} &= \frac{I_{\text{inv}}(u, v + 1) - I_{\text{inv}}(u, v - 1)}{2}
\end{align*}
\]

(10)

where \(I_{\text{inv}}(u, v)\) is the value of pixel \((u, v)\) in the inverse-depth image \(I_{\text{inv}}\).

Thus, the normal vector \(\mathbf{v} = (\frac{\partial z}{\partial x}, \frac{\partial z}{\partial y}, -1)\) of each pixel is calculated, and a normalization operation is implemented to obtain unit normal vector:

\[
\mathbf{n} = \frac{\mathbf{v}}{|\mathbf{v}|}
\]

(11)

4. Approach

In this section, the proposed approach is detailed, as shown in Figure 2. The pipeline consists of two main components: seeding, and region growing.

4.1. Grid Local Seeding

The generation and selection of seeds are vital for the initialization of planes and coverage of the image. Instead of select seeds from the whole image randomly, such as the RANSAC-based methods, or generate densely, such as DPD [10]. Seeds are generated and selected by considering the following factors:
• Coverage. In practical applications, without clear intention, a plane may appear anywhere in an image. When trying to extract planes, each plane should be detected and segmented in the whole image.

• Locality. In the real world, planes are usually continuous areas, which do not overlap with each other. When projected onto an image, the adjacent pixels are more likely to be in the same plane.

Based on the factors considered above, a grid local seeding strategy is applied in the proposed approach. To have better coverage, the image is divided into uniform regular cells. Each cell has a size of $L \times L$, thus the image is divided into $\lceil \frac{W}{L} \rceil \times \lceil \frac{H}{L} \rceil$ cells. Within each cell, one pixel is selected randomly as a seed. Compared with RANSAC-based methods, seeding in grids can guarantee the whole image is explored evenly.

As three valid pixels are required to initialize a plane, after selecting a seed $s_0 = [u_0, v_0, \rho_0]$ in one grid cell, another two pixels need to be chosen. Considering locality, two pixels, $s_1 = [u_1, v_1, \rho_1]$ and $s_2 = [u_2, v_2, \rho_2]$, are selected in the adjacent local area, which is a circle region around $s_0$. On the other hand, to decrease the influence of sensor noise, too close neighboring points are filtered out. In a word, $s_1$ and $s_2$ are chosen randomly in a ring area around $s_0$, by considering locality and sensor noise together.

One plane model can be initialized by the chosen three pixels, which satisfies

$$\begin{bmatrix} s_0 \\ s_1 \\ s_2 \end{bmatrix} \begin{bmatrix} A' \\ B' \\ C' \\ D' \end{bmatrix} = 0$$ (12)

With conversion in Equation (5) and unit constraint of $n$, a set of plane coefficients can be determined uniquely, which will be applied in region growing and updated repeatedly.

Although the three pixels are selected from a local adjacent area, there is no guarantee that they are sampled from the same plane. A nonexistent plane would be initialized by three non-coplanar pixels. To avoid such a situation, a normal consistency check is employed after the initialization of a plane to filter out such seeds, which is based on the fact that, in an ideal plane, each point has the same normal vector as the plane. The normal coherence can be measured by:

$$\mu = \min_{i=0,1,2} |n_{s_i} \cdot n_p|$$ (13)

where $n_{s_i}$ is local surface unit normal at pixel $s_i$, which is estimated as introduced in Section 3.2, and $n_p$ is unit normal vector of the initialized plane.

When the normal coherence of an initialized plane is under a predefined threshold $T_\mu$, the seed would be discarded. Otherwise, region growing begins from the seed to its neighbor pixels. To make it robust to sensor noise, $T_{alpha}$ is set to 0.5 empirically.

4.2. Plane Growing

A pixel-wise region growing algorithm is implemented to extract a continuous plane, once a plane initialized. The region growing begins from the seed, and explores the four connected neighboring points around the region recursively, as depicted in Figure 3. The borders of the region growing are not constrained, thus it can extract the entire plane at once.

The objective of region growing is to include inliers around the seed into the plane until the boundaries are found. In the process of region growing, each potential point is judged as to whether it will be incorporated into the plane by termination cases.

Point-plane distance is the most common termination case for region growing [18]. The point-plane distance can be calculated in an inverse-depth image by

$$\psi = \frac{|A'v + B'u + C' + D'\rho|}{\rho \sqrt{1 + D'^2}}$$ (14)
To serve as termination criteria, a distance threshold $T_0$ is adopted. Other than a fixed threshold value, which leads to either over-segmentation (too small a value) or under-segmentation (too large a value), several dynamic thresholds have been carefully designed as quadratic functions, which increase with distance \cite{10, 19}. With dynamic thresholds, the region growing process is robust to sensor noise. The utilization of an increasing dynamic threshold may lead to a problem of over-growing, as shown in Figure 3a. An off-line refinement mechanism is employed to avoid the over-growing problem by calculating the intersection line, and reassigning pixels around it \cite{10}. Differently, in the proposed approach, a greedy policy, with a reasonable large fixed threshold value, is employed in point-plane distance termination case. As shown in Figure 3c, one pixel near the intersection area would be judged several times, as each of the potential planes grows through it, and it will be incorporated into the one with the smallest point-plane distance.

Normal coherence is another popular termination criteria in region growing. Similar to implementation in seed selection, the normal coherence between the explored pixel and the plane is calculated. As suggested by Qian et al. \cite{9}, since the normal estimation of one individual pixel is sensitive to sensor noise, the normal coherence threshold for termination criteria is set to $0.37\pi$, which makes it robust to sensor noise and avoids the extension of a mis-initialized plane in the early stage.

The coefficients of a plane are updated to minimize square error in the process of growing, based on PCA. As more points are added to the plane, its coefficients converge gradually. To avoid computing too frequently, the update mechanism runs in a lazy manner, as a log function of the plane scale.

To overcome the over-segmentation problem of large planes, a merging process is conducted to adjoin neighboring potential co-planar planes, once a plane has finished its growing. This process is realized as follows, in the process of plane growing, its neighboring planes are recorded in a candidate set. Each plane is the candidate set is judged as to whether it is a co-planar surface with the grown one, through a co-planar check:

$$
\begin{align*}
\text{if } \left\{ \begin{array}{l}
    \mathbf{n}_{pi} \cdot \mathbf{n}_{pj} < T_{\text{ang}}, \\
    |D'_{pi} - D'_{pj}| < T_{\text{dis}},
\end{array} \right. &\text{ p}_i \in \mathcal{N}_j
\end{align*}
$$

where $\mathcal{N}_i$ is the neighboring plane set of plane $p_j$. $T_{\text{ang}}$ and $T_{\text{dis}}$ are thresholds for normal and distance difference, respectively. If two planes are checked as co-planar, they will be merged as one, and the parameters of the novel plane will be refitted and updated with the implementation of PCA.

To avoid generating too many noisy patches, tiny planes are discarded, in which the count of pixels is under a pre-defined scale threshold.
5. Experiment

In this section, two public datasets, i.e., SegComp ABW dataset [20], and NYU Depth Dataset V2 [21], and generated saw-tooth images are utilized to evaluate the proposed plane extraction method both qualitatively and quantitatively.

5.1. Evaluation on SegComp ABW Dataset

The SegComp ABW Dataset [20] is a well-known dataset for benchmarking different plane extraction methods. This dataset is collected by placing one or a few polyhedral objects onto a horizontal plane, with a vertical plane as the background. This dataset was captured with an ABW camera, which saved images in a different format with popular consumer RGBD cameras, such as Microsoft Kinect and ASUS Xtion. To apply the proposed method in this dataset, we adjust each image in a Kinect-like manner by increasing each pixel by a constant value of 607.55. After such adjustment, the equivalent interior parameters for the SegComp ABW Dataset are listed in Table 1.

The SegComp ABW Dataset consists of two sets, one set contains 10 images for training and the other contains 30 for testing. In this section, the training set was utilized for the ablation study of the proposed approach, and we compared the performance of the proposed approach with other state-of-the-art ones on the testing set.

In this subsection, we conducted two individual ablation studies on both seeding strategies and termination criteria on the training set, to have a prospective look into the proposed method. Then, we compared the proposed methods with some typical and state-of-the-art approaches in the test set.

Table 1. Camera interior parameters for SegComp ABW Dataset.

| Interior Parameters | Value    |
|---------------------|----------|
| s                   | 773.545  |
| u_0                 | 255      |
| v_0                 | 255      |
| f_u                 | 2337.212 |
| f_v                 | 1610.982 |

5.1.1. Seeding Strategies

In this part, we aim to analyze the effects of different seeding strategies. Both greedy policy and normal coherence are the parameters for termination and merge mechanisms and are fixed at $T_{\psi} = 0.002$, $T_{dis} = 0.008$, $T_{ang} = 0.1\pi$. As suggested by Gotardo et al. [22], we view one extracted plane, which has more than 80% overlap with a ground truth plane, as a true positive case. To evaluate the exploitation efficiency of different seeding strategies, CDR (Correct Detection Rate) is chosen as an indicator, which is a ratio of true positive detected planes with all labeled ground truth ones.

Four different seeding strategies are compared in this experiment, namely Random, Local, Grid, and Grid Local. The Random strategy is a completely randomized seeding strategy, which is similar to the initialization of RANSAC, and its exploitation efficiency was analyzed by Qian et al. [9] Grid and Local strategy, each has only one individual module of the proposed Grid Local strategy, also serve as benchmarks.

The ablation study experiment result of different seeding strategies is shown in Figure 4. It can be found that, for each strategy, as the number of seeds increases from 150 to 1500, the CDR curve gradually increases, which means more planes are detected. Four lines more planes are extracted from images. While for the two strategies with local seeding, CDR curves fluctuate slightly, instead of growing. This is because it reaches its best performance, with some planes challenging to detect, which contain only a few pixels. It can be concluded that the local seeding strategy can improve exploration efficiency significantly. Despite some outliers, the two CDR curves with grid strategy go above the other two, which means that grid strategy also upgrades the performance of the proposed approaches.
5.1.2. Termination Criteria and Merge

When a potential plane grows from a seed, termination criteria determine whether a neighbor pixel should be included as an inlier or not. Thus, the accuracy of the extracted plane depends on the termination conditions. In this part, an ablation study on different combinations of termination criteria and merge mechanism is conducted on SegComp ABW Dataset.

Quantitative analysis is based on the Receiver Operating Characteristic (ROC). As listed in Table 2, sensitivity, specificity, and CDR, are chosen as . For an extracted plane, ROC indicators can be calculated by \[
sensitivity = \frac{\#TP}{\#(TP + FN)} \] and \[
specificity = \frac{\#TN}{\#(TN + FP)} \]

TP is the count of true positive pixels included in the extracted plane. Similarly, FN, TN, and FP are counts of false-negative, true-positive, and false-positive pixels, respectively.

The experimental results are listed in Table 2. In the process of plane growing, four different combination groups are considered, where three serve as control groups, each of which is absent of individual measures. As depicted in the table, as point-plane distance tolerance increases from 0.001 to 0.003, sensitivity gradually increases, as more pixels with noise are included in planes. Compared with the three control groups, the proposed method with all three measures achieves the best performance, with the highest sensitivity and CDR, which means it detected more planes, also with the highest boundary accuracy.

5.1.3. Comparison with State-of-the-Art

We have compared the proposed approach with several typical ones on SegComp ABW test set with an 80% area overlap tolerance, including USF [22], WSU [22], UB [22], UE [22], OU [22], PPU [22], UA [22], UFPR [22], Trevor et al. [23], Georgiev et al. [24], Holz et al. [25], Oehler et al. [26], Holz et al. [27], and DPD [10]. In this part, 1800 seeds are put in the image with grid local seeding strategy, and the distance threshold is set to 0.025, which achieved the best performance in ablation study on the train set.

In Figure 5, it can be seen that the proposed approach achieves a comparable performance with the state-of-the-art approaches. The proposed approach detects 80.3% of planes correctly, and ranks 5th in all 15 approaches, only falling behind UE (88.1%), UB (84.2%), UFPR (85.5%), and USF (83.5%). The proposed approach also generates a few over-segmented (3.3%, ranking 7/15), under-segmented (0.7%, ranking 1/15), missed (14.5%, ranking 7/15) and noisy (5.9%, ranking 2/15) planes. Though some planes are missed in detected ones, the reason is that there are some planes, which contain only a few pixels and are intractable to handle, even for the dense-seeding approaches. For USF, WSU, and UB, the parameters are obtained by training on the same dataset. Though with several hyper-parameters to determine, the ablation study has shown that the proposed approach
has a large optional range. When the count of seeds increases from 1500 to 3000 (shown in Figure 4), and the distance threshold changes from 0.015 to 0.003 (shown in in Table 2), the CDR, sensitivity, and specificity change little. Compared to 7 parameters in UFPR, only 4 parameters need to be determined in the proposed approach, namely seed count, $T_{\psi}$, $T_{\alpha}$, and $T_{dis}$. $T_{\psi}$ can be chosen according to sensor noise, which is accessible in most cases, and the others can be selected empirically.

Table 2. Performance under different termination conditions.

| Distance | $G^1$ | $N^1$ | $M^1$ | Sensitivity | Specificity | CDR |
|----------|------|------|------|-------------|-------------|-----|
| 0.001    | ✓    | ✓    | ✓    | 92.0        | 99.8        | 79.1|
|          | ✓    | ✓    |      | 94.3        | 99.9        | 75.5|
|          | ✓    | ✓    | ✓    | 94.3        | 99.9        | 74.9|
|          | ✓    | ✓    |      | 94.3        | 99.9        | 76.3|
| 0.0015   | ✓    | ✓    | ✓    | 92.5        | 99.9        | 80.2|
|          | ✓    | ✓    |      | 95.0        | 99.9        | 82.7|
|          | ✓    | ✓    | ✓    | 95.3        | 99.9        | 83.0|
|          | ✓    | ✓    |      | 95.3        | 99.9        | 83.8|
| 0.002    | ✓    | ✓    | ✓    | 91.8        | 99.9        | 82.8|
|          | ✓    | ✓    |      | 95.3        | 99.9        | 83.5|
|          | ✓    | ✓    | ✓    | 95.7        | 99.9        | 84.3|
|          | ✓    | ✓    |      | 95.7        | 99.9        | 84.9|
| 0.0025   | ✓    | ✓    | ✓    | 91.3        | 99.9        | 79.2|
|          | ✓    | ✓    |      | 95.1        | 99.9        | 83.9|
|          | ✓    | ✓    | ✓    | 95.8        | 99.9        | 84.6|
|          | ✓    | ✓    |      | 95.9        | 99.9        | 85.1|
| 0.003    | ✓    | ✓    | ✓    | 90.6        | 99.9        | 77.4|
|          | ✓    | ✓    |      | 94.7        | 99.9        | 83.2|
|          | ✓    | ✓    | ✓    | 95.8        | 99.9        | 83.2|
|          | ✓    | ✓    |      | 95.8        | 99.9        | 84.4|

1 $G$: Greedy Policy, $N$: Normal Consensus Check, $M$: Merging.

Figure 5. Comparison on test set of SegComp ABW DATASET with 80% overlap tolerance.

5.2. Evaluation on Sawtooth Images

To evaluate the robustness of the proposed approach, a set of sawtooth depth images are generated with a resolution $640 \times 480$. As shown in Figure 6a, it is a saw tooth structure
with different heights. Three images are generated with distance at 1, 2, and 4 m. To simulate images captured from a consumer RGBD camera, both axial and lateral noise are added into images, according to a specific noise model [28].

![Figure 6. Sawtooth images generated for experiments.](image)

Compared with the experimental result on the SegComp ABW dataset, the accuracy performance on sawtooth images is similar, as listed in Table 3. As the point-plane distance threshold increases from 0.001 to 0.003, the sensitivity increases, as it becomes more robust to noisy pixels. While a too large distance threshold may cause the over-growing problem, a normal coherence check and greedy policy can suppress this to a certain extent. Normal estimation is sensitive to noise [10], thus the normal angle threshold is set at a reasonably large value, namely 0.3 to 0.4π.

**Table 3. Performance on sawtooth images with noise.**

| Distance | G * | N * | Sensitivity | Specificity | CDR  |
|----------|-----|-----|-------------|-------------|------|
| 0.001    | ✓   | ✓   | 80.9        | 98.5        | 54.8 |
|          |     |     | 80.8        | 98.5        | 54.8 |
|          |     |     | 83.1        | 98.7        | 45.2 |
|          |     |     | 81.8        | 98.6        | 47.2 |
| 0.002    | ✓   | ✓   | 95.7        | 99.6        | 100.0|
|          |     |     | 96.2        | 99.7        | 100.0|
|          |     |     | 95.9        | 99.7        | 100.0|
|          |     |     | 96.3        | 99.7        | 100.0|
| 0.003    | ✓   | ✓   | 96.7        | 99.7        | 1.000|
|          |     |     | 98.0        | 99.8        | 100.0|
|          |     |     | 97.5        | 99.8        | 100.0|
|          |     |     | 98.3        | 99.9        | 100.0|
| 0.004    | ✓   | ✓   | 95.1        | 99.6        | 100.0|
|          |     |     | 97.2        | 99.8        | 100.0|
|          |     |     | 97.1        | 99.7        | 100.0|
|          |     |     | 98.3        | 99.9        | 100.0|

*G: Greedy Policy, N: Normal Consensus Check.

### 5.3. Evaluation on NYU Depth v2

The images in the NYU Depth v2 dataset were collected with Microsoft Kinect, which captures an RGB and a depth image simultaneously. The images, utilized in this experiment, form a subset of NYU Depth v2, similar to the experiment set up by Jin et al. [10]. Compared with the SegComp ABW dataset and generated sawtooth images, the images in NYU Depth v2 Dataset are captured in real-world scenes, which are more complicated and contain various objects.

#### 5.3.1. Qualitative Comparison

For the NYU Depth v2 dataset, we evaluated the qualitative performance of the proposed approach with DPD. In Figure 7, a qualitative comparison is shown. The DPD
approach is better at detecting large planes. While at the same time, the over-segmentation
problem is more common, as the dynamic threshold increases with growing, and some
small planes are swallowed. As for the proposed method, as it takes normal information
into the growing process, it is sensitive to noise. It would stop growing before the whole
plane is segmented, and produce more holes in the planes, as shown in the second row.
Another limitation of DPD is that, as it only employed point-plane distance as termination
criteria, one earlier extracted plane may truncate other intersecting planes, by including
some outliers that belonged to another one. For example, the upper plane of the kitchen
counter cuts the front surface of the refrigerator at an inapproachable position. While for
the proposed approach, there are some failure cases, as it also tends to over-segment large
planes in scenes, such as walls and floors. The reason for this situation is two-fold. Due
to radial noise produced in an RGBD camera, large planes are projected curve ones. On
the other hand, the lazy update and the constant distance threshold are employed in the
proposed approach, which makes it less robust to handle such curve planes.

Figure 7. Detection performance comparison of the proposed method and DPD [10]. For each row from (left) to (right):
RGB image, Depth image, the results in DPD and the proposed method.

5.3.2. Computational Complexity Analysis

The computational complexity of the proposed method was analyzed. Taking a depth
image, whose size is \( n = W \times H \), for example, in the seed selection process, the image
is segmented into \( L \times L \) grid cells, thus the image is divided into \( \left\lceil \frac{W}{L} \right\rceil \times \left\lceil \frac{H}{L} \right\rceil \) cells.
For each cell grid, one plane would be initialized. In this way, \( m = \left\lceil \frac{W}{L} \right\rceil \times \left\lceil \frac{H}{L} \right\rceil \)
planes are initialized as seeds. As the runtime of plane initialization, the computational complexity of the seed selection is $O(m)$. In most cases, the count of seeds is proportional to the image size; therefore, the complexity of the seeding process is $O(n)$. During the region-growing process, the greedy policy and the neighbor search are employed, the complexity is $O(n \log n)$. In a word, the complexity of the whole approach is $O(n \log n)$.

In Table 4, the time cost of each process of the approach is listed, which was run on the NYU depth v2 Dataset. The proposed approach was implemented with C++ on a PC with Intel i5-4590 CPU and 4G RAM. The most time-consuming module is growing, which takes 147.81 ms. The seeding module only takes 4.65 ms for 800 seeds. The total time cost of the approach is 185.68 ms. Compared to NCC-RANSAC and DPD, the time cost of which is about 5 and 20 s, respectively (reported by Jin et al. [10]), the proposed approach has a lower time cost. The approach has the potential for practical applications with faster parallel optimization, as the normal estimation and the region growing can be processed in parallel.

Table 4. Average time cost on NYU depth v2 dataset.

| Process           | Time (ms) |
|-------------------|-----------|
| Inverse           | 1.64      |
| Normal Estimation | 34.88     |
| Seeding           | 4.65      |
| Growing           | 147.81    |
| Merge             | 0.06      |
| Total             | 185.68    |

6. Conclusions

In this paper, a plane extraction approach based on region growing in inverse-depth images has been proposed and analyzed. Considering the pin-hole model of imaging, a plane representation is formulated in an inverse-depth image. Thus, by growing the inverse-depth image, the reconstruction process is avoided. To improve exploration efficiency, a grid local seeding strategy is employed in the proposed approach. Furthermore, to ensure accuracy and robustness, greedy policy and normal coherence check are combined to include noisy pixels. Then, a merging mechanism serves as a refinement measure to integrate co-planar surfaces into one, to suppress the over-segmentation problem. Through experiments on the SegComp ABW Dataset, generated saw-tooth images, and NYU Depth v2 Dataset, the results show that the proposed method can detect planes in inverse-depth images in an efficient way, with high accuracy and detected rate. The proposed method runs in a time-efficient manner at 5 Hz on typical 640 × 480 images and has the potential to be applied in practical applications.

There are also two limitations in the proposed approach. The first one is that the approach tends to over-segment large planes in scenes, due to radial noise in sensors, and the lazy update of parameters. The second is that it is not fast enough for real-time application. Thus, there are two future directions for the research. A noise model in inverse-depth images would be introduced in the proposed approach, to filter radial noise in an image. On the other hand, the source code will be transferred into a parallel process to speed it up. Furthermore, we will apply the proposed method to object-discovery tasks in structured scenes, in order to build object-oriented semantic maps for robots, combined with object-recognition methods.
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