Reasoning about Recursive Quantum Programs

A new assertion logic for verifying quantum programs with probabilistic control

ZHAOWEI XU, Institute of Software, Chinese Academy of Sciences, China and Laboratoire de Recherche en Informatique, Université Paris-Saclay, France
MINGSHENG YING, Institute of Software, Chinese Academy of Sciences, China, University of Technology Sydney, Australia, and Tsinghua University, China
BENOÎT VALIRON, École CentraleSupélec, France and Laboratoire de Recherche en Informatique, Université Paris-Saclay, France
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1 INTRODUCTION

1.1 Background and motivation

Quantum computation nowadays has become a hot topic in computer science. One of the fundamental incentives of this research direction is to have successfully designed several quantum algorithms, particularly, Shor’s algorithm [64] and Grover’s search algorithm [36], which by employing the intriguing and unnatural effects of quantum mechanics, e.g. superposition and entanglement, can obtain significant computational advantages. The design of quantum algorithms is mainly based on the slogan “quantum data and classical control”, that is, that the data could be superposed and even entangled, which can be manipulated by basic quantum operations — unitary evolution and measurement, but the high-level control is still classical (either deterministic or probabilistic, e.g. case, loops, etc). (For recent discussions about quantum control, i.e. superposition of quantum programs or superposition of quantum processes, see, e.g., [7], [20, 21], and Chaps. 6 and 7 of [72]).

Quantum programming with recursion. Classical recursion, as a high-level control structure, has been applied to quantum algorithm design, and brought substantial advantages to quantum computation. Instead of speaking about quantum algorithms with while-loop control (as examples of tail recursion, say, Shor’s algorithm [64] and Grover’s search algorithm [36]), we shall exemplify quantum algorithms with general recursion. The first representative is Grover’s fixed-point search algorithm [37, 75], which, by applying (mutual) recursion, provides his famous/popular original search algorithm [36] with an advantage — converging monotonically to the target state. As another typical example, recursive quantum Fourier sampling [13] requires exponentially fewer queries than the classical one, and has extensive applications in research on quantum complexity theory (cf. the Introduction of [51]). This quantum algorithm is described by a recursive procedure with pointer passing and ancilla qubits. As a third example, recursive quantum Markov chain is a quantum extension of Etessami and Yannakakis’s Recursive Markov chains [25], and can be used to simulate a multi-player game with probabilistic control [29] (to be the running example of this paper).

Implementation of quantum algorithms, i.e. quantum programming, has been extensively investigated for the past two decades (also following the slogan “quantum data and classical control”), including both high-level (imperative) and low-level (functional) programming languages and their semantics [2, 54, 59, 61, 62], as surveyed in [32, 62, 72]. In particular, recursive procedures with pointer passing have already been introduced by Selinger in his high-level quantum programming language QPL [62]. The literature [72] defined a quantum while-language with recursion and local variables (to describe ancilla quantum data). In the last few years, a number of mature low-level quantum programming languages have been developed, e.g., Quipper [35], Scaffold [1], LIQUi⟩ [69], Q# [66], and QWIRE [55].

Verification of quantum programs. In view of counter-intuitiveness of quantum effects, quantum programming is an inherently error-prone process. To ensure correctness and safety of quantum systems, formal verification and formal program analysis (static approaches) is a right choice [8, 16, 48, 49, 74], relative to running-time (dynamic) approaches like testing and debugging, due to a series of frustrating facts: quantum states fail to be directly observed before measurement; the current state could be potentially destroyed after measurement; and the measurement result is randomly distributed. Among those formal methods on quantum programming, we prefer program-logic-based approaches, e.g. quantum program logic [8, 16], compared with model-based methods, e.g. quantum model checking [27, 28, 33, 73], since the former is developed in a syntax-oriented
style making it easily extensible to various program features, e.g. recursion, non-determinism, parallelism, etc.

Hoare logic has been the fundamental method for formal program verification [4]. The basic idea of this logic is based on the intermediate assertion method [30, 38], which was originated with Alan Turing [5] (called Turing-Floyd-Hoare Principle). Hoare’s approach makes (interactive) theorem proving for verifying high-level algorithmic description language proceed at the same abstraction level as the language itself. Thus verification using Hoare logic is more human-friendly than low-level (machine-friendly) verification. Several Hoare-like logics for reasoning about quantum programs have been developed [10, 17, 26, 43, 67, 68, 71]. Among them, D’Hondt and Panangaden [24] proposed a notion of quantum weakest precondition for a general quantum operation. The attractiveness of this approach is that quantum predicates, used as preconditions and postconditions, are modelled by Hermitian operators and thus have a natural interpretation as physical observables. Based on this, a quantum Hoare-like logic for reasoning about quantum while-language was designed and its (relative) completeness was established, by Ying in [71]. In these quantum Hoare logics, we find that

1. Quantum predicate can merely describe a fixed property on quantum states, and the mechanism for guaranteeing termination is not designed in a syntactical style.
2. These programming languages don’t support general recursion, and there is no compositional inference rule for the structure of ancilla quantum variables.
3. These logics are mainly for verifying deterministic properties of quantum programs, and at most can do reasoning with approximate probabilities. In other words, there is no axiomatic basis for reasoning about quantum programs with exact probabilities.

1.2 Contributions of the Paper
The aim of this paper is to propose an assertion logic for verifying parameterized recursive quantum programs with ancilla qubits or quints (the abbreviation of quantum int). By using formulas of this assertion logic as pre- and post-conditions, a quantum Hoare logic is designed for proving partial correctness, total correctness, and even probabilistic correctness (including probabilistic termination) of those quantum programs. The work extends D’Hondt and Panangaden’s quantum predicates and quantum weakest preconditions [24], and Ying’s quantum Hoare logic [71]. Concretely speaking, five main contributions are highlighted:

- We extends the syntax of quantum while-language defined in [71] with general recursive procedures. For the formal semantics of the extended quantum programming language, we define a nondeterministic operational semantics by introducing the concept of labeled transition relation, define a quantum-operation-directed denotational semantics (independent of program states), and relate them to each other (cf. Thm. 3.1). Note that the denotation of a recursive procedure can be defined as the least fixed point of a function over quantum operations, making the representation of this denotation have a closed form. The formal semantics can be used to describe behaviors of quantum programs with probabilistic control (cf. Exams. 3.3 and 3.4).
- By constructing two counterexamples (cf. Exam. 5.1 for partial correctness, and Exam. 5.2 for total correctness), we illustrate the failure of Hoare’s approach (i.e. intermediate assertion method) with quantum predicates as pre- and post-conditions in verifying recursive procedures. To extend the applicability of Hoare’s approach from while loops to general recursion (cf. Rem. 5.7), we have to introduce a parameterized quantum assertion logic extending quantum predicates by incorporating parameters. In the setting of this assertion logic, we redefine the notion of Löwner order and upper (resp. lower) limit of quantum predicates, quantum
program correctness and expressiveness of intermediate assertions developed in [24, 71] (cf. Thms. 4.1 and 4.2).

- We introduce inference rules for proving both partial and total correctness of recursive procedures with formulas of the new assertion logic as pre- and post-conditions. These rules usually should be used in combination with the Substitution Rule, dealing with substitution for parameters in pre- and post-conditions of a Hoare’s triple (cf. Exms. 5.1 and 5.2 for counterexamples). The rules of proving total correctness can be adapted to proving probabilistic correctness, i.e. reasoning with both approximate and exact probabilities (cf. Thms. 5.1 and 5.2), based on the result of (general or compact) soundness and completeness. However, the rules of proving partial correctness can’t be used universally for reasoning with exact probabilities, even if the issue of nontermination is involved (cf. Rem. 5.6 for a counterexample). Note that the rule for proving total correctness is purely syntactic, and, as a special case, we obtain a syntax-directed inference rule for proving total correctness of while loops. We also discuss the issues of synthesizing intermediate assertions and necessity of parameters in verifying recursive procedures and while loops. These discussions reveal that recursion is generally more complex than while loops in the setting of program logics.

- Verification of some more sophisticated recursive quantum programs like the example of recursive quantum Fourier sampling cannot be done by merely using the above techniques; they further need the facilities of variable localization and parameter passing. So, our fourth main contribution is to develop inference rules for proving both partial and total correctness of variable localization and recursive quantum procedures with pointer passing. To this end, we propose two different but equivalent inference rules for proving the two correctness of variable localization, and the Adaptation Rule for dealing with the substitution of program variables in pointer passing. Note that previous proof rules for recursive procedures should be used jointly with Adaptation Rule in verifying parameterized recursive procedures. The proof rule for variable localization endows the logic with the ability of verifying a (general) quantum operation in a compositional way. Various aforementioned results, like Thms. 3.1, 4.2, 5.1, 5.2 (and soundness and completeness results), can be extended to covering these facilities.

- The fifth and last main contribution is to present various examples and related work. Among these examples, we adopt recursive quantum Markov chain as the running example of the paper, since it can fully show the ability of our logic in dealing with quantum programs with probabilistic control. Specifically speaking, this example illustrates operational semantics, denotational semantics, and reasoning with exact probability (including probabilistic correctness and probabilistic termination). The examples of Grover’s fixed-point search and recursive quantum Fourier sampling are used to illustrate rules for proving partial and total correctness of recursive quantum programs with deterministic control (containing auxiliary facilities). We compare our quantum Hoare logic with other (deterministic, probabilistic or quantum) Hoare-like logics, and discuss local and global reasoning in the setting of quantum computing.

### 1.3 Organization of the Paper

We present preliminaries on quantum program verification in Sec. 2; syntax and semantics of recursive quantum programs are defined in Sec. 3; quantum assertion logic is presented in Sec. 4; starting proof systems are shown in Sec. 5; expanded proof systems including auxiliary facilities are shown in Sec. 6; Case studies of Grover’s fixed-point search and recursive quantum Fourier sampling are presented in Sec. 7; Comparison with the related work is given in Sec. 8; Sec. 9 concludes the paper with a discussion of the future work.
2 PRELIMINARIES

For convenience of the reader, we briefly review the basics of quantum theory, and fix the symbols and notations used in the subsequent sections.

2.1 Quantum states

Definition of linear operators. The state space of a quantum system is a Hilbert space \( \mathcal{H} \). For any positive integer \( n \), an \( n \)-dimensional Hilbert space is essentially the space \( \mathbb{C}^n \) of complex vectors. We use Dirac’s notation, \( |\psi\rangle \), to denote a complex vector in \( \mathbb{C}^n \). The inner product (resp. outer product) of two vectors \( |\psi\rangle \) and \( |\phi\rangle \), denoted \( \langle \psi|\phi \rangle \) (resp. \( |\psi\rangle\langle \phi| \)), is the product of \( \langle \psi| \triangleq (|\psi\rangle)^\dagger \) (i.e. the conjugate transpose of \( |\psi\rangle \)) and \( |\phi\rangle \) (resp. the product of \( |\psi\rangle \) and \( \langle \phi| \)).

The norm of a vector \( |\psi\rangle \) is denoted by \( ||\psi|| \triangleq \sqrt{\langle \psi|\psi \rangle} \). We say that a set of vectors \( \{|\psi_i\rangle\}_i \) is an orthonormal basis of \( \mathcal{H} \), if \( \langle \psi_i|\psi_j \rangle = \delta_{i,j} \) for all \( i, j \) (where \( \delta_{i,j} = 1 \) if \( i = j \), and \( 0 \) otherwise). Then every vector of \( \mathcal{H} \) can be represented as a linear combination of any orthonormal basis of \( \mathcal{H} \). We define (linear) operators over \( \mathcal{H} \) as a linear mapping. In the space \( \mathbb{C}^n \), an operator \( A \) is represented by an \( n \times n \) matrix. We say that \( A \) is Hermitian, if \( A = A^\dagger \) (where \( A^\dagger \) denotes the conjugate transpose of \( A \)). Let \( I_{\mathcal{H}} \) (resp. \( 0_{\mathcal{H}} \)) be the identity (resp. zero) operator over \( \mathcal{H} \). The trace of an operator \( A \) is defined by \( tr(A) \triangleq \sum_i \langle i|A|i \rangle \) (the sum of entries on the main diagonal of \( A \)) w.r.t. any orthonormal basis of \( A \).

Lemma 2.1 (Spectral decomposition, cf. [52, Box 2.2]). Every linear operator \( A \) of Hilbert space \( \mathcal{H} \) is Hermitian, if, and only if, it can be decomposed as \( A = \sum p_i|\psi_i\rangle\langle \psi_i| \), where \( \{p_i\}_i \) are reals and \( \{|\psi_i\rangle\}_i \) is an orthonormal basis of \( \mathcal{H} \).

Löwner order between linear operators. An operator \( A \) is positive, if for all vectors \( |\psi\rangle \in \mathcal{H}, \langle \psi|A|\psi \rangle \geq 0 \). Note that every positive operator is Hermitian, and that every Hermitian operator of the form \( \sum p_i|\psi_i\rangle\langle \psi_i| \) is positive iff \( p_i \geq 0 \), \( \forall i \) (cf. Lem. 2.1). The concept of positivity induces the Löwner order \( \preceq \) between operators:

- \( A \preceq B \), if \( -A + B \) is positive;
- \( A = B \), if \( A \preceq B \) and \( B \preceq A \).

By definition, it follows, for any operators \( A \) and \( B \), that

- \( 0_{\mathcal{H}} \preceq A \) iff \( A \) is positive;
- \( A \preceq B \) iff there is a positive operator \( C \) s.t. \( A + C = B \).

The least upper bound L. U. B. (resp. greatest lower bound G. L. B.) operator in a complete partial order generated by Löwner comparison is denoted as \( \bigcup \) (resp. \( \bigcap \)). For example, the L. U. B. (resp. G. L. B.) of a sequence of operators \( \{A_n\}_{n \geq 0} \) with \( \forall n \geq 0, A_n \subseteq A_{n+1} \) (resp. \( \forall n \geq 0, A_n \supseteq A_{n+1} \)) will be denoted by \( \bigcup_{n \geq 0} A_n \) (resp. \( \bigcap_{n \geq 0} A_n \)). For the existence of those bounds, the reader is referred to the literature [62] and [72].

Pure quantum state. A pure quantum state is represented by a unit vector, i.e., a vector \( |\psi\rangle \) with \( ||\psi|| = 1 \) (used to represent the data states of a quantum circuit). For example, a qubit, or quantum bit, system refers to the case when \( \mathcal{H} = \mathbb{C}^2 \). An important basis of a qubit system is the computational basis with \( |0\rangle \triangleq (1,0)^\dagger \) and \( |1\rangle \triangleq (0,1)^\dagger \), which corresponds to the 0/1 in a classical bit. Another important basis, called the \( \pm \) basis, consists of \( |\pm\rangle \triangleq \frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle) \). One can represent
multi-qubits by tensor-producing each qubit. For instance, the classical two-bit string 01 can be represented by $|0 \rangle \otimes |1 \rangle$ (or $|01 \rangle$ for short). An $m$-qubit system lives in the space $\mathbb{C}^2^m = (\mathbb{C}^2)^\otimes m$ that is the $m$-time tensor product of a single qubit system $\mathbb{C}^2$.

Mixed quantum state. However, after applying a quantum measurement, a (pure) quantum state is possibly changed to a mixed state, i.e. a random distribution over an ensemble of pure states $\mathcal{E} = \{(p_i, |\psi_i \rangle)\}_i$, which states that the system is in state $|\psi_i \rangle$ with probability $p_i$. One can also use density operators to represent both pure and mixed quantum states. Formally, a density operator is represented by the ensemble produced by Selinger \cite{Selinger2015} to model a sub-part of a density operator. Strictly speaking, a PDO is a density operator but its sub-part. Note that the missing part of the final state is due to non-termination. To cope with this issue, the concept of partial density operator (abbr. PDO) is introduced by Selinger \cite{Selinger2015} to model a sub-part of a density operator. Strictly speaking, a PDO is a positive operator $\rho$ whose trace $\text{tr}(\rho) = 1$. For example, the density operator $\rho$ for a mixed state represented by the ensemble $\mathcal{E}$ is $\rho = \sum_i p_i |\psi_i \rangle \langle \psi_i |$; in particular, a pure state $|\psi \rangle$ can be identified with the density operator $\rho = |\psi \rangle \langle \psi |$.

Representation of quantum states. If density operators are used directly to represent quantum states, we will find that the resulting state after applying a quantum operation is probably not a density operator but its sub-part. Note that the missing part of the final state is due to non-termination. To cope with this issue, the concept of partial density operator (abbr. PDO) is introduced by Selinger \cite{Selinger2015} to model a sub-part of a density operator. Strictly speaking, a PDO is a positive operator $\rho$ with $0 \leq \text{tr}(\rho) \leq 1$ (particularly, a density operator is a PDO $\rho$ with $\text{tr}(\rho) = 1$).

Defining quantum states as PDOs ensures that quantum states are closed under quantum operations. The set of PDOs on $\mathcal{H}$ is denoted by $\mathcal{D}(\mathcal{H})$.

2.2 Quantum operations

Definition of quantum operations. The evolution of an open quantum system $\mathcal{H}$ can be characterized by an (admissible) quantum operation (abbr. QOP) $\mathcal{E}$, which is a linear, trace-non-increasing and completely positive super operator from $\mathcal{D}(\mathcal{H})$ to $\mathcal{D}(\mathcal{H})$ (by complete positivity of $\mathcal{E}$ on $\mathcal{H}$ is meant that for all linear operators $A$ on $\mathcal{H} \subseteq \mathcal{H}$ with $A \supseteq 0_{\mathcal{H}^*}, \mathcal{E}(A) \supseteq 0_{\mathcal{H}^*}$). Namely, for any state $\rho \in \mathcal{D}(\mathcal{H})$, the final state after the QOP $\mathcal{E}$ is $\mathcal{E}(\rho) \in \mathcal{D}(\mathcal{H})$ with $\text{tr}(\mathcal{E}(\rho)) \leq \text{tr}(\rho)$. For every QOP $\mathcal{E}$, there exists a set of Kraus operators $\{E_k\}_k$ s.t. $\mathcal{E}(\rho) = \sum_k E_k \rho E_k^\dagger$ (See, e.g., \cite{NielsenChuang2010}). We denote the Kraus form of $\mathcal{E}$ by writing $\mathcal{E} = \sum_k E_k \otimes E_k^\dagger$. Since $\mathcal{E}$ is positive and trace-non-increasing, it holds that $0 \leq \sum_k (\mathcal{E}(\rho))^* E_k \leq I$. For example, an identity (resp. zero) operation refers to $I_{\mathcal{H}} \otimes I_{\mathcal{H}}$ (resp. $0_{\mathcal{H}} \otimes 0_{\mathcal{H}}$).

Dual of quantum operation. The Schrödinger–Heisenberg dual of a QOP $\mathcal{E}$, denoted $\mathcal{E}^*$, is defined as

- $\text{tr}(A \mathcal{E}(\rho)) = \text{tr}(\mathcal{E}^*(A) \rho), \forall \rho$ and $\forall A$;
- or, in the Kraus form, $\mathcal{E}^* \triangleq \sum_k E_k^\dagger \otimes E_k$, if $\mathcal{E} = \sum_k E_k \otimes E_k^\dagger$.

Lemma 2.2. Let $\lambda \geq 0$, let $\mathcal{E}_1$ and $\mathcal{E}_2$ be respective QOPs on $\mathcal{H}_1$ and $\mathcal{H}_2$, let $\mathcal{F}, \mathcal{G}$ be QOPs on $\mathcal{H}$, and let $\{\mathcal{F}_n\}$ be a non-decreasing sequence of QOPs on $\mathcal{H}$. It is the case that

1. $(\mathcal{E}_1 \otimes \mathcal{E}_2)^* = \mathcal{E}_1^* \otimes \mathcal{E}_2^*$;
2. $(\lambda \mathcal{F})^* = \lambda \mathcal{F}^*$;
3. $(\mathcal{F} + \mathcal{G})^* = \mathcal{F}^* + \mathcal{G}^*$;
4. $(\mathcal{F} \circ \mathcal{G})^* = \mathcal{G}^* \circ \mathcal{F}^*$;
5. $(\bigsqcup_{n=0}^\infty \mathcal{F}_n)^* = \bigsqcup_{n=0}^\infty \mathcal{F}_n^*$.

Representation of unitary operators. Operations (or evolutions) on (closed) quantum systems can be characterized by a unitary operator. An operator $U$ is a unitary operator if its conjugate transpose is its own inverse, i.e., $U^\dagger U = UU^\dagger = I$. Common single-qubit unitary operators include the
Hadamard operator $H$ and the Pauli operator $X$:

$$H \triangleq \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad X \triangleq \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$$

Intuitively, $H$ transforms between the computational and the ± basis, i.e., $H|0\rangle = |+\rangle$ and $H|1\rangle = |-\rangle$, and $X$ is a bit flip, i.e., $X|0\rangle = |1\rangle$ and $X|1\rangle = |0\rangle$. The evolution of PDO $\rho$ under unitary operator $U$ is $\rho \rightarrow U\rho U^\dagger$, and thus $U$ can be written as a QOP $E = U \circ U^\dagger$.

**Representation of measurement.** The way to extract information about a quantum system is called a quantum measurement. Mathematically, a quantum measurement on a system over $\mathcal{H}$ can be described by a set of linear operators $\{M_m\}_m$ with $\sum_m M_m^\dagger M_m = I_H$. If we perform a measurement $\{M_m\}_m$ on a state $\rho$, the outcome $m$ is observed with probability $p_m \triangleq tr(M_m\rho M_m^\dagger)$ for each $m$, and, with the observation $m$, the state collapses to a post-measurement state $M_m\rho M_m^\dagger/p_m$. To characterize the evolution of a quantum measurement as a QOP, we remark that the probability $p_m$ can be encoded into the post-measurement state $M_m\rho M_m^\dagger/p_m$, resulting in $M_m\rho M_m^\dagger$. So, such an evolution can be written as the QOP $E = M_m \circ M_m^\dagger$. One of the major differences between classical and quantum computation is that a quantum measurement could potentially change the state itself. For example, if we perform the standard (i.e. computational-basis) measurement $M = \{M_0 \triangleq |0\rangle\langle 0|, M_1 \triangleq |1\rangle\langle 1|\}$ on state $\rho = |+\rangle\langle +|$, then with probability $\frac{1}{2}$ the outcome is 0 (resp. 1), and the final state becomes $|0\rangle\langle 0|$ (resp. $|1\rangle\langle 1|$).

**Representation of open systems.** Suppose that we have a joint quantum system $\mathcal{H} \triangleq Q \otimes R$ and wish to trace out system $R$ by using partial trace function $tr_R$. Let $\{|i\rangle\}_i$ be an orthonormal basis for $R$. Then $tr_R$ can be defined by the QOP $tr_R \triangleq \sum_i |i\rangle\langle i|$. We can represent a (separable) joint QOP for quantum systems $Q$ and $R$ by the tensor product $E_Q \otimes E_R$ of QOPs $E_Q$ for $Q$ and $E_R$ for $R$. It is a convention in the quantum information literature that when operations only apply to part of a quantum system, one should assume that an identity operation is applied on the rest. For example, applying $E_R$ (resp. $E_Q$) to $\rho \in D(Q \otimes R)$ means applying $(I_Q \otimes I_R) \otimes E_R$ (resp. $E_Q \otimes (I_R \otimes I_R)$) to $\rho$. Here the identity operation is usually omitted for simplicity. Thus, writing $E(\rho)$ with QOP $E$ on $\mathcal{H}$ and PDO $\rho \in D(\mathcal{H}')$ will naturally imply that $\mathcal{H} \subseteq \mathcal{H}'$.

** Löwner order between super operators.** Define the Löwner order between QOPs based on that between linear operators:

- $E \sqsubseteq F$, if $E(\rho) \subseteq F(\rho)$, $\forall \rho$;
- $E = F$, if $E \sqsubseteq F$ and $F \sqsubseteq E$.

By definition, we have, for any QOPs $E$ and $F$, that

- $0 \circ 0 \subseteq E$ iff $E$ is completely positive;
- $E \sqsubseteq F$ iff there is QOP $G$ s.t. $E + G = F$.

The least upper bound $\bigsqcup_{n \geq 0} E_n$ (resp. greatest lower bound $\bigsqcap_{n \geq 0} E_n$) of a sequence of QOPs $\{E_n\}_{n \geq 0}$ with $\forall n \geq 0, E_n \subseteq E_{n+1}$ (resp. $\forall n \geq 0, E_n \supseteq E_{n+1}$) is defined as

- $\bigsqcup_{n \geq 0} E_n(\rho) \triangleq \bigsqcup_{n \geq 0} E_n(\rho)$, $\forall \rho$;
- $\bigsqcap_{n \geq 0} E_n(\rho) \triangleq \bigsqcap_{n \geq 0} E_n(\rho)$, $\forall \rho$.

**2.3 Quantum predicates.**

**Definition of quantum predicates.** As defined in [24], a quantum predicate (abbr. QPRD) on a Hilbert space $\mathcal{H}$ is a Hermitian operator $M_\mathcal{H}$ such that $0_\mathcal{H} \subseteq M_\mathcal{H} \subseteq I_\mathcal{H}$. The satisfiability of a state (i.e. PDO) $\rho \in D(\mathcal{H}')$ in the QPRD $M_\mathcal{H}$ with $\mathcal{H} \subseteq \mathcal{H}'$ is defined by the trace $tr(M_\mathcal{H}\rho)$ if $\mathcal{H} = \mathcal{H}'$, and $tr((M_\mathcal{H} \otimes I_{\mathcal{H}'})\rho)$ if $\mathcal{H} \otimes \mathcal{H}' = \mathcal{H}'$. Intuitively, $tr(M_\mathcal{H}\rho)$ [resp. $tr((M_\mathcal{H} \otimes I_{\mathcal{H}'})\rho)$] is
the expectation of the truth value of predicate $M_H$ in state $\rho$. Note that restricting $M_H$ to between $0_H$ and $I_H$ ensures that $0 \leq \text{tr}(M_H\rho) \leq 1$ [resp. $0 \leq \text{tr}((M_H \otimes I_{H'})\rho) \leq 1$] for any $\rho \in \mathcal{D}(\mathcal{H}')$. We shall write $\mathcal{P}(\mathcal{H})$ for the set of QPRDs on $\mathcal{H}$.

How to use quantum predicates. By Lem. 2.1, every PDO $\rho$ has the spectral decomposition $\rho \triangleq \sum_{i \in A} p_i |\phi_i\rangle \langle \phi_i|$, where $\forall i \in A$. $0 \leq p_i \leq 1$, $\sum_{i \in A} p_i \leq 1$ and $\sum_{i \in A} |\phi_i\rangle \langle \phi_i| = I$. In practice, we prefer to use projection operators, e.g. $M \triangleq \sum_{i \in B} |\phi_i\rangle \langle \phi_i|$, with $B \subseteq A$, to define the (precise) properties of $\rho$. Intuitively speaking, $\text{tr}(M\rho) = \sum_{i \in B} p_i$ is the probability of $\rho$ falling into the subspace represented by $M$. In particular, $\text{tr}(|\phi_i\rangle \langle \phi_i| \rho) = p_i$ is the probability of $\rho$ in the state $|\phi_i\rangle \langle \phi_i|$, which can be used to reveal internal ingredients of a quantum state; $\text{tr}(I\rho) = \text{tr}(\rho)$ is the probability of $\rho$ falling into the whole space, which is one of the usual statistical properties on quantum states. For example, the PDO $\rho \triangleq \frac{|0\rangle \langle 0| + |1\rangle \langle 1|}{2}$ represents the resulting state $\{(|\frac{1}{2}, 0\rangle), (|\frac{1}{2}, 1\rangle)\}$ after a standard measurement on $|\rangle$. Note that $\text{tr}(|0\rangle \langle 0| \rho) = \frac{1}{2}$ (resp. $\text{tr}(|1\rangle \langle 1| \rho) = \frac{1}{2}$) is the probability of $\rho$ in the state $|0\rangle \langle 0|$ (resp. $|1\rangle \langle 1|$), $\text{tr}(I\rho) = 1$ is the probability of $\rho$ falling into the whole space.

Expressiveness of quantum predicates. QPRDs can be used to describe classical properties (at the propositional level). For example, we can use a main diagonal matrix – a kind of QPRD – to express (probabilistic) boolean functions, if classical information is encoded as (a random distribution of) language. Recursive quantum programs can be viewed as a recursive procedural extension of quantum base language $qPL$ – the non-while-loop part of quantum while-language introduced in [71, 72]. In this section, we define its syntax and formal semantics, and introduce the example of recursive quantum Markov chain as the running example of the paper.

3 Recursive Quantum Programs

Recursive quantum programs can be viewed as a recursive procedural extension of quantum base language $qPL$ – the non-while-loop part of quantum while-language introduced in [71, 72]. In this section, we define its syntax and formal semantics, and introduce the example of recursive quantum Markov chain as the running example of the paper.
3.1 Definition of the syntax

We assume a set \( \text{Var} \) of quantum variables annotated with a type \textbf{Bool} or \textbf{Int}, and \( q \triangleq (q_1, \ldots, q_n) \subseteq \text{Var} \). For each \( q \in \text{Var} \), its state Hilbert space is denoted by \( \mathcal{H}_q \). Then \( q \) is associated with the Hilbert space \( \mathcal{H}_q \triangleq \bigotimes_{i=1}^{n} \mathcal{H}_{q_i} \). If \( \text{type}(q) = \textbf{Bool} \), then \( \mathcal{H}_q \) is a two-dimensional Hilbert space with computational basis \( \{|0\rangle, |1\rangle\} \) (i.e. the space of a qubit). If \( \text{type}(q) = \textbf{Int} \), then \( \mathcal{H}_q \) is an infinite-dimensional Hilbert space with computational basis \( \{|n\rangle: n \in \mathbb{Z}\} \) (i.e. the space of a qubit, e.g. the space of a photon). Note that we are able to use multiple (e.g. \( n \)) qubits to form any finite (e.g. \( 2^n \)) dimensional Hilbert space, and usually use the computational basis of an infinite-dimensional Hilbert space to simulate integers \( \mathbb{Z} \), which can be used to implement the classical (deterministic) control of a quantum program (cf. Exm. 5.1). (Working with infinite Hilbert space is as with finite space, see, e.g., [56].)

Now we are able to define a (possibly recursive) procedural extension of quantum base language \( q\text{Pl} \) (the non-while-loop part of quantum \textbf{while}-language [71, 72]), denoted by \( Rq\text{Pl} \). (We can implement a while loop as a tail recursion, cf. Subsec. 5.4). A recursive quantum program \( P \in Rq\text{Pl} \) usually consists of a procedural declaration \( D \), associating some body with a procedure name, followed by some statement \( S \) possibly containing activation statements to declared procedures. Formally, \( Rq\text{Pl} \) is generated by the following grammar:

\[
P \triangleq \quad D :: S
\]

\[
D \triangleq \quad \text{Proc} \langle \text{proc}_1 \rangle : S_1, \ldots, \text{Proc} \langle \text{proc}_n \rangle : S_n
\]

\[
S \triangleq \quad \text{bot}
\quad | \quad \text{skip}
\quad | \quad q \assign |0\rangle
\quad | \quad q \ast \assign U
\quad | \quad S_1; S_2
\quad | \quad \text{if} \ q \trianglerighteq M[q] = m \rightarrow S_m \ \text{fi}
\quad | \quad \text{call} \langle \text{proc}_i \rangle, \quad 1 \leq i \leq n
\]

where for each declared (possibly recursive) procedure \( \text{Proc} \langle \text{proc}_i \rangle : S_i \), \( 1 \leq i \leq n \), \text{proc}_i \) and \( S_i \) are the name and body of the procedure. For the follow-up development, we first assume that quantum programs have no local variables, and that procedures \( \text{proc}_i \) dispense with parameter passing. The treatment of these auxiliary facilities is deferred to Sec. 6.

The intended semantics of language constructs above is similar to that of their classical counterparts. To see the quantum features of those constructs, we remark that:

(i) for the initialization, the choice of the state \( |0\rangle \) as the initial value is due to the fact that any known quantum state can be prepared by applying a unitary operator to \( |0\rangle \);

(ii) for the probabilistic branching, different branches \( \{S_m\}_m \) are chosen according to (randomly distributed) outcomes of the measurement \( M \triangleq \{M_m\}_m \) on the qubits \( \bar{q} \), and the measurement process could possibly destroy the current state.

Example 3.1 (Alternative definition of \textbf{bot}). Quantum program \textbf{bot}, as a basic program construct, can also be implemented as the call statement \text{call} \( P_{\text{bot}} \) with \( P_{\text{bot}} \) declared by

\[ \text{Proc} P_{\text{bot}} : \text{call} P_{\text{bot}} \]

Remark 3.1. For the syntax of \( Rq\text{Pl} \), we choose \textbf{bot} as a basic program construct, rather than as in Exm. 3.1, because the denotational semantics of recursive procedures and its derivatives (e.g. formal weakest preconditions) will need to be defined on the “absolute” semantics of \textbf{bot} as a meta-symbol, otherwise a circular reasoning will occur.
Running example of the paper. To illustrate that our method has the capacity for dealing with probabilistic control, we adopt the example of recursive quantum Markov chains (abbr. RQMC) [29] as the running example of the paper.

Example 3.2 (Syntax of RQMC). Let us introduce a modified version of Exm. 1 in the literature [29]. This is a two-player (Alice and Bob) game of first tossing a dice, simulated by a qubit system $q$, and then making a decision for either being the final winner, flagged as $|\pm\rangle$, or transferring $q$ to the other. The protocol of Alice goes as follows. She first measures $q$ in the observable $M \triangleq \{M_0 \triangleq \sqrt{\frac{1}{4}} I, M_1 \triangleq \sqrt{\frac{1}{2}} I, M_2 \triangleq \sqrt{\frac{1}{4}} I\}$

If the outcome 0 is observed, then she sets $q$ to be $|+\rangle$ and terminates; if 1 is observed, then she transfers $q$ to Bob and lets him play; if 2 is observed, the game will get stuck. The protocol of Bob goes similarly except that he will use the following observable $M' \triangleq \{M'_0 \triangleq \sqrt{\frac{1}{2}} I, M'_1 \triangleq \sqrt{\frac{1}{2}} I\}$ instead, and if the measurement outcome 0 is observed, he sets $q$ to be $|-\rangle$ and terminates. After Bob wins, Alice will do nothing and terminate immediately. The game starts with Alice. The core of the game is mutually recursive procedures Alice and Bob programmed as

\[
\text{Proc Alice}: \text{if } \square m \cdot M[q] = m \rightarrow S_m \text{ fi}
\]

\[
\text{Proc Bob}: \text{if } \square m \cdot M'[q] = m \rightarrow S'_m \text{ fi}
\]

where $\{S_m\}_{m=0,1,2}$ and $\{S'_m\}_{m=0,1}$ are defined as

- $S_0 \triangleq q \equiv H$
- $S_1 \triangleq \text{call Bob}$
- $S_2 \triangleq \text{bot}$
- $S'_0 \triangleq \text{call Alice}$
- $S'_1 \triangleq q \equiv HX$

The main program RQMC of the game is as follows.

\[
\text{RQMC} \triangleq q := 0; \text{ call Alice}
\]

3.2 Nondeterministic operational semantics

| (Bot) $\langle \text{bot}, \rho \rangle \xrightarrow{\epsilon} \langle E, 0 \rangle$ | (Skip) $\langle \text{skip}, \rho \rangle \xrightarrow{\epsilon} \langle E, \rho \rangle$ |
| (Init) $\langle q := |0\rangle, \rho \rangle \xrightarrow{\epsilon} \langle E, \sum_l |0\rangle_q \langle i|\rho|i\rangle_q |0\rangle \rangle$ | (Unit) $\langle q := U, \rho \rangle \xrightarrow{\epsilon} \langle E, U\rho U^\dagger \rangle$ |
| (Comp$_1$) $\langle S_1, \rho \rangle \xrightarrow{1} \langle S'_1, \rho' \rangle$ and $S'_1 \neq E$ | (Comp$_2$) $\langle S_1, \rho \rangle \xrightarrow{1} \langle E, \rho' \rangle$ |
| $\langle S_1; S_2, \rho \rangle \xrightarrow{1} \langle S'_1; S'_2, \rho' \rangle$ | $\langle S_1; S_2, \rho \rangle \xrightarrow{1} \langle S'_2, \rho' \rangle$ |
| $M = \{M_m\}_m$ and $\sum_m M_m^\dagger M_m = I_q$ | $\langle \text{Proc proc: } S \in D, \rho \rangle \xrightarrow{\epsilon} \langle S, \rho \rangle$ |
| $\langle \text{call proc, } \rho \rangle \xrightarrow{\epsilon} \langle S, \rho \rangle$ | (Except) Other cases of $S$ and $l$ $\langle S, \rho \rangle \xrightarrow{l} \bot$ |

Table 1: Labeled transition relation $\xrightarrow{l}$ with $l \triangleq \epsilon | m$. 
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The operational semantics of quantum programs can be defined as a nondeterministic transition relation $\rightarrow$ between quantum configurations $\langle S, \rho \rangle$ — a global description for quantum program $S \in \text{RqPL}$ on the current state represented as a PDO $\rho$. For the well-definedness of $\langle S, \rho \rangle$, it is required that $\text{Var}(S) \subseteq \text{Var}(\rho)$. Note that $S$ could be the empty statement $E$ indicating that $\rho$ is the final output. By a labeled transition

$$\langle S, \rho \rangle \xrightarrow{l} \langle S', \rho' \rangle$$

we mean that program $S$ on input state $\rho$ is evaluated in one step with label $l$ to program $S'$ with output state $\rho'$. The transition relation $\rightarrow$ for RqPL is defined in Tab. 1.

To better understand the relation $\rightarrow$, we remark that

- The transition relation $\rightarrow$ is defined in a nondeterministic manner. The unique source of nondeterminism is execution of a case statement, and each measurement outcome $m$ corresponds to a different path of execution. For those deterministic one-step executions, we use $\epsilon$ instead ($\epsilon$ means there are no other choices). Otherwise (when the cases of $S$ and $l$ mismatch), the execution will fail and fall into a bottom state $\bot$.

- The annotated outer product $|\psi\rangle\langle\phi|$ and identity operator $I_q$ mean that $|\psi\rangle\langle\phi|, I \in \mathcal{H}_q$.

- Here, and in the sequel, the statement if $m \cdot M[q] = m \rightarrow S_m \text{fi}$ is shortened with if.

**Example 3.3 (Operational semantics of RQMC).** Let RQMC be the quantum program defined in Exm. 3.2. Let annotated PDO $\rho_q \in \mathcal{D}(\mathcal{H}_q)$ with $\text{tr}(\rho_q) = 1$. Then part of the operational semantics of RQMC (Alice wins after two rounds) can be developed step by step as follows.

$$\langle q := 0; \text{call Alice}, \rho_q \rangle$$

$\epsilon$  

$\xrightarrow{\epsilon}$  

$\langle \text{call Alice}, |0\rangle_q\langle0| \rangle$  

$\xrightarrow{\epsilon}$  

$\langle \text{if } m \cdot M[q] = m \rightarrow S_m \text{ fi}, |0\rangle_q\langle0| \rangle$  

$\xrightarrow{1}$  

$\langle \text{call Bob}, \frac{1}{2}|0\rangle_q\langle0| \rangle$  

$\xrightarrow{\epsilon}$  

$\langle \text{if } m \cdot M'[q] = m \rightarrow S'_m \text{ fi}, \frac{1}{2}|0\rangle_q\langle0| \rangle$  

$\xrightarrow{0}$  

$\langle \text{call Alice}, \frac{1}{4}|0\rangle_q\langle0| \rangle$  

$\xrightarrow{\epsilon}$  

$\langle \text{if } m \cdot M[q] = m \rightarrow S'_m \text{ fi}, \frac{1}{4}|0\rangle_q\langle0| \rangle$  

$\xrightarrow{0}$  

$\langle q := H, \frac{1}{16}|0\rangle_q\langle0| \rangle$  

$\xrightarrow{\epsilon}$  

$\langle E, \frac{1}{16}+\rangle_q\langle+| \rangle$

The last configuration shows that Alice wins after two rounds with probability $\frac{1}{16}$.

To extend the one-step labeled transition relation $\xrightarrow{l}$ to a multi-step labeled transition relation $\xrightarrow{\alpha}$ with $\alpha \triangleq l | \alpha_1\alpha_2$, we define $\langle S, \rho \rangle \xrightarrow{\alpha} C$ (C is either $\langle S', \rho' \rangle$ or $\bot$) as $\xrightarrow{l}$, defined in Tab. 1, if $\alpha = l$; or as $\langle S, \rho \rangle \xrightarrow{\alpha_1} \langle S'', \rho'' \rangle$ and $\langle S'', \rho'' \rangle \xrightarrow{\alpha_2} C$ for some $S''$ and $\rho''$ otherwise.

**Remark 3.2 (Comparison with Ying’s operational semantics).** Ying’s original operational semantics [71, 72] is defined in a nondeterministic way without resorting to the concept of labels, and there is only one rule (followed by the side condition $E; S_2 \triangleq S_2$) for the case of composition, which is able to combine together the (Comp1, Comp2) rules of Tab. 1. In other words, in order to define a more fine-grained operational semantics, we have to introduce the concept of labeled transition relation, at the price of introducing an extra rule (Except) dealing with the case of exception.
3.3 QOP-directed denotational semantics

The denotational semantics of a quantum program, denoted \([\cdot]\), is defined as a super operator (i.e., QOP). The semantics of each term is given in a compositional way, except for the case of call statements. To handle this case, we need to define the syntactic approximation (i.e., unrolling) of the bodies of mutually recursive procedures.

**Definition 3.1** (Syntactic approximation). For declared recursive procedures \(\text{proc}_i\) with body \(S_i\), \(1 \leq i \leq n\), the \(k\)th syntactic approximation \(S_i^{(k)}\) is defined as:

\[
S_i^{(0)} \triangleq \text{bot} \\
S_i^{(k+1)} \triangleq S_i[\ldots, \left(\text{skip}; S_j^{(k)}\right)/\text{call proc}_j, \ldots] 
\]

where \(S_i[\ldots, \left(\text{skip}; S_j^{(k)}\right)/\text{call proc}_j, \ldots]\) stands for simultaneous substitution of \(\text{skip}; S_j^{(k)}\) for \(\text{call proc}_j\), for all \(1 \leq j \leq n\), occurring inside \(S_i\). (Here \text{skip} is used to simulate the first-step transition \(\varepsilon\) for the statement \text{call proc}_j, cf. the (Skip, Proc) rules of Tab. 1).

The denotational semantics \([\cdot]\) for RqPL with parameters \(\Omega\) (denoted \(\text{RqPL}[\Omega]\)) is defined in Tab. 2, where the quantum program parameter \(\Omega_\tilde{q}\), ranging over the set of all quantum programs for quantum variables \(\tilde{q}\), is interpreted as the corresponding quantum operation parameter \(\omega_q\), ranging over the set of all QOPs on \(H_q\). This is justified by the fact that any QOP can be simulated by a non-parameterized quantum program.

**Lemma 3.1** (Well-definedness of \([\cdot]\)). Let \(S'_i\) be a parameterized adaptation of \(S_i\), the body of \text{call proc}_i, with \(1 \leq i \leq n\), by substituting parameterized quantum program \(\text{skip}; \Omega_j\) for each call-statement \text{call proc}_j with \(1 \leq j \leq n\) occurring inside \(S_i\):

\[
S'_i \triangleq S_i[(\text{skip}; \Omega_1)/\text{call proc}_1, \ldots, (\text{skip}; \Omega_j)/\text{call proc}_j, \ldots, (\text{skip}; \Omega_n)/\text{call proc}_n]
\]

Let \(F(\omega_1, \ldots, \omega_n)\) be a vectorial function on QOPs defined by

\[
F \triangleq ([S'_1], \ldots, [S'_j], \ldots, [S'_n])
\]

Define the least sequence of QOPs \(\{F_i^k(\bar{0}) \triangleq E_i^{(k)}\}_{k \geq 0}, 0 \leq i \leq n\), generated by \(F\) as follows.

\[
(\{E_1^{(0)}, \ldots, E_j^{(0)}, \ldots, E_n^{(0)}\} \triangleq \{0, \ldots, 0, \ldots, 0\})
\]

\[
(\{E_1^{(k+1)}, \ldots, E_j^{(k+1)}, \ldots, E_n^{(k+1)}\} \triangleq F(\{E_1^{(k)}, \ldots, E_j^{(k)}, \ldots, E_n^{(k)}\}))
\]

It is the case that

(i) \(S_i^{(k)} = F_i^k(\bar{0})\) for all \(k \geq 0\);

(ii) \(S_i^{(k)} \subseteq S_i^{(k+1)}\) for all \(k \geq 0\).
PROOF. By definition of \([\cdot]\) and \(\{F^k(\vec{0})\}_{k \geq 0}\), Stat. (i) follows. To show Stat. (ii), we remark that \(F\) is monotone, i.e. for any QOPs \(E_j\) and \(F_j\) with \(E_j \subseteq F_j\),

\[
F(\ldots, E_j, \ldots) \subseteq F(\ldots, F_j, \ldots)
\]

(Note that \(\subseteq\) distributes over components of the vector.) This is the case due to linearity of (super operators) \(F\), together with the fact that \(E_j + G_j = F_j\) for some QOP \(G_j\). Then Stat. (ii) follows by induction on \(k\), together with monotonicity of \(\overline{\{\cdot\}}\).

\[\square\]

Remark 3.3 (Comparison with Ying’s denotational semantics). The denotational semantics \([\cdot]\) of Table 2 is defined as a composition of QOPs independent of the input \(\rho\), which can be seen as a parameterized extension of Ying’s original denotational semantics [71, 72]. The parameterized version of denotational semantics helps to explain that

- \(\{[S^{(k)}_i]\}_{k \geq 0}, 0 \leq i \leq n\) is the least sequence of QOPs generated by \(F\);
- \(\{[\text{call proc}]\}_{0 \leq i \leq n}\) is the least fixed point of the vectorial function \(F\), i.e.
  - \((\ldots, [\text{call proc}], \ldots) = F(\ldots, [\text{call proc}], \ldots)\), and
  - for any QOPs \(\{E_i\}_{0 \leq i \leq n}\) with \((E_0, \ldots, E_j, \ldots, E_n) = F(E_1, \ldots, E_j, \ldots, E_n)\), we have that \([\text{call proc}] \subseteq E_j\) for all \(0 \leq j \leq n\).

as implied by Lem. 3.1.

Example 3.4 (Denotational semantics of RQMC). Let RQMC be the quantum program defined in Exm. 3.2. Let \(S_a\) and \(S_b\) denote the bodies of procedures Alice and Bob. Then \(S'_a \triangleq S_a[\Omega_b/\text{call Bob}]\) and \(S'_b \triangleq S_b[\Omega_a/\text{call Alice}]\). Thus we have that

\[
F \triangleq ([S'_a], [S'_b]) = (\frac{1}{4}H \circ H + \frac{1}{2} \omega_b, \frac{1}{2} \omega_a + \frac{1}{2}HX \circ XH)
\]

This implies that

\[
F^n(\vec{0}) = \left(\sum_{k \geq 1} \frac{1}{4^k}\right)H \circ H + \left(\sum_{k \geq 1} \frac{1}{4^k}\right)HX \circ XH
\]

By the (Proc) rule of Tab. 2, it follows that

\[
[\text{call Alice}] = \lim_{n \to 0} F^n(\vec{0}) = \frac{1}{3}H \circ H + \frac{1}{3}HX \circ XH
\]

Finally, for any PDO \(\rho\) with \(tr(\rho) = 1\), we have that

\[
[RQMC](\rho) = \begin{cases}
[q := 0; \text{call Alice}](\rho) \\
(\text{[call Alice]} \circ [q := 0])(\rho) \\
\text{[call Alice]}([q := 0])(\rho) \\
\text{[call Alice]}([0](0)) \\
= \frac{1}{3}H|0\rangle\langle 0|H + \frac{1}{3}HX|0\rangle\langle 0|HX \\
= \frac{1}{3}|+\rangle\langle +| + \frac{1}{3}|-\rangle\langle -| = \frac{1}{3}I
\end{cases}
\]
**Remark 3.4.** After round $n = 2k - 1$ ($k \geq 1$) of the two-player game (cf. Exm. 3.3), there is a computed result $\frac{1}{4}|+\rangle\langle+|$, but the resulting state as a whole (for all $k \geq 0$) should include the sum of all, i.e., $\sum_{k=1}^{\infty} \frac{1}{4^k}|+\rangle\langle+| = \frac{1}{3}|+\rangle\langle+|$ (cf. Exm. 3.4).

The following Theorem reveals the connection between operational and denotational semantics. Namely, the meaning of running program $S$ on input state $\rho$ is the sum of all possible output states $\rho'$ (Note that $tr(\rho')$ denotes the probability of reaching $\rho'/tr(\rho')$).

**Theorem 3.1.** For any quantum program $S \in RqPL$, we have that

$$\llbracket S \rrbracket(\rho) = \sum_{\langle S,\rho \rangle \xrightarrow{\alpha} \langle E,\rho' \rangle} \rho'$$

where the summation of $\rho'$ is taken for every possible $\alpha$ s.t. $\langle S,\rho \rangle \xrightarrow{\alpha} \langle E,\rho' \rangle$.

**Proof.** See the proof of Thm. A.1. $\square$

**Remark 3.5.** To the right-hand side of Eq. (1) in Thm. 3.1, the summation should act upon any (possibly overlapping) $\rho'$, as long as $\langle S,\rho \rangle \xrightarrow{\alpha} \langle E,\rho' \rangle$ holds for a different $\alpha$. For instance, there are two branches of a program each having the computed result $\frac{1}{4}|0\rangle\langle0|$, then the resulting state as a whole should include the sum of both, i.e., $\frac{1}{4}|0\rangle\langle0| + \frac{1}{4}|0\rangle\langle0| = \frac{1}{2}|0\rangle\langle0|$. By comparison, Ying’s original treatment of this issue [71, 72], due to lack of labels in transition rules, is to use a multi-set instead to collect up all possible outputs.

## 4 QUANTUM ASSERTION LOGIC

QPRDs are simply employed in [24, 71] as pre- and post-conditions of quantum Hoare’s triples. However, to achieve an effectively checkable (symbolic) Löwner comparison between parameterized quantum predicates, we have to first define a parameterized symbolic abstraction for QPRDs — Parameterized Quantum Predicate Terms (abbr. PQPT), whose definition should be a trade off between simplicity and expressibility so that we make a minimal use of parameters ranging over a continuous space, and at the same time, make sure both QPRDs and all (possibly parameterized) intermediate assertions, e.g. weakest (liberal) preconditions, in quantum program verification can be expressed thereof.

**QOP’s dual as predicate transformer.** To see the role of a QOP’s dual in defining its weakest precondition (i.e. QPRD), note that every QOP $E$ can be seen as a mapping over PDOs $\rho$ and its dual $E^*$ as a mapping over QPRDs $M$, i.e.

$$E : \rho \iff E(\rho)$$

$$E^* : E^*(M) \iff M$$

By definition of Schrödinger-Heisenberg dual, we have that

$$tr(E^*(M)\rho) = tr(ME(\rho))$$

Intuitively, the truth value of $E^*(M)$ at $\rho$ is equal to the truth value of $M$ at $E(\rho)$. That is that, $E^*(M)$ is the weakest precondition of $E$ w.r.t. the postcondition $M$ [24]. The beautiful duality between state-transformer (forwards) and predicate-transformer (backwards) semantics plays a key role in defining quantum assertion logic using the predicate transform $E^*$.
4.1 Parameterized quantum predicate terms

Definition 4.1 (Syntax of PQPTs). Let \( \bar{\sigma}, \bar{r} \) and \( \bar{s} \) be lists of pairwise distinct quantum variables with \( \bar{q} = (\bar{r}, \bar{s}) \) (if any). Let \( \bar{I}_q \) be the constant symbol denoting the identity operator on \( \mathcal{H}_q \), \( \bar{X}_q \) a metavariable for all first-order variables ranging over \( \mathcal{P}(\mathcal{H}_q) \) with \( \bar{X}_q = X_q \) (i.e. quantum predicate variables), and \( E_q, \bar{T}_q \) QOPs on \( \mathcal{H}_q \) with \( E_q + \bar{T}_q \sqsubseteq I_q \odot \bar{I}_q \).

A parameterized base \( B_q \) of PQPTs on \( \bar{q} \) (and its set of parameters \( \text{Prmt}(B_q) \)) is defined as

\[
B_q(\text{Prmt}(B_q)) \triangleq \left\{ \begin{array}{l}
\bar{X}_q \\
\bar{I}_r \otimes \bar{I}_s \\
\bar{B}_r \otimes \bar{I}_s \\
B_r \otimes \bar{B}_s
\end{array} \right\}
\]

A PQPT \( P_q \) on \( \bar{q} \) (and its set of parameters \( \text{Prmt}(P_q) \)) is defined as

\[
P_q(\text{Prmt}(P_q)) \triangleq E_q^*(B_q) + \bar{T}_q^*(I_q) \left( \text{Prmt}(B_q) \right)
\]

Note that a PQPT \( P_q \) is usually composed of two parts: the parameterized part \( E_q^*(B_q) \) and the non-parameterized part \( \bar{T}_q^*(I_q) \), which can also be written as

\[
P_q \triangleq E_q^* \left( \bigotimes_{X \in \text{Prmt}(B_q)} X \right) + \bar{T}_q^*(I_q)
\]

due to the convention that the identity operators in \( B \) to \( QPRD \) (\( \bar{X}_q \)) is denoted \( X \).

Semantics of PQPTs. Let \( \mathcal{I} \) be the standard interpretation of nonlogical symbols in the syntax of PQPTs to the semantic counterparts. Let \( v \) be a mapping (i.e. assignment) from variables \( X_q \) to QPRDs \( \mathcal{P}(\mathcal{H}_q) \), i.e. \( v(X_q) \in \mathcal{P}(\mathcal{H}_q) \). The denotation of a PQPT \( P_q \) under interpretation \( \mathcal{I} \) and assignment \( v \), denoted \( P^v_q \), can be defined as usual (cf., e.g., Def. B.1).

To see well-definedness of PQPTs, i.e. \( P^v_q \in \mathcal{P}(\mathcal{H}_q) \), we note that \( P^v_q \) is Hermitian and

\[
0 = 0_B \otimes 0_T = 0_B \otimes 0_T \subseteq P^v_q = E_q^*(B_q^v) + \bar{T}_q^*(I_q) \subseteq (E_q + \bar{T}_q)^*(I_q) \subseteq I_q
\]

The set of PQPTs on \( \bar{q} \) is denoted \( \mathcal{T}(\bar{q}) \). We shall write \( P_q \) as \( P_q \) if \( \bar{q} \) is clear from the context.

Lemma 4.1 (From QPRDs to PQPTs). For every QPRD \( M \in \mathcal{P}(\mathcal{H}_q) \), there is a PQPT \( P_q \) of the form

\[
0_B \otimes 0_T = P^v_q \subseteq E_q^*(B_q^v) + \bar{T}_q^*(I_q) \subseteq (E_q + \bar{T}_q)^*(I_q) \subseteq I_q
\]

The proof follows by defining \( \bar{T}_q \) as \( \bar{T}_q \triangleq \bigotimes \{ \sqrt{a_k} \langle \varphi_k \rangle \langle \varphi_k \rangle \bigotimes \langle \varphi_k \rangle \} \).

Remark 4.1. The quantum tautology \( I \), quantum absurdity \( 0 \), quantum predicate variable \( X \), and the negation \( \neg P \) for PQPT \( P \) are PQPTs of the form \( 0(\mathcal{B}) \odot 0 \odot I \odot 0(\mathcal{B}) \odot 0 \odot 0(\mathcal{I}) \odot I \odot I \odot 0(\mathcal{I}) \odot 0(\mathcal{I}) \), respectively.

Definition 4.2 (Operations on PQPTs). Let \( P_1, \ldots, P_l \) be PQPTs on quantum variables \( q \) (resp. \( \bar{q} \) s.t. \( \bigcup_{1 \leq i \leq l} \bar{q}_i \) exists), \( \bar{P}_r, \bar{P}_s, \bar{P}_t \) PQPTs on \( r, s, \) and \( \{E_m\}_{m=0} \) QOPs on \( q \) with \( \sum_m E_m \sqsubseteq \bar{I}_q \odot \bar{I}_q \). Define operations on PQPTs as follows.

(Substitution). \( P[Q_1/X_1, \ldots, Q_l/X_l, \ldots, Q_l/X_l] \) is the result of (simultaneously) substituting \( Q_i \) for the (at most one) occurrence of \( X_i \) in \( P \) for all \( 1 \leq i \leq l \), if

- \( |\text{Prmt}(P)| \leq 1 \) with \( \{Q_i \triangleq E_q^*(X_i) + \bar{T}_q^*(I_q)\}_{1 \leq i \leq l} \)

- \( |\text{Prmt}(P)| \geq 2 \) with \( \{Q_i \triangleq E_q^*(X_i) \mid \bar{T}_q^*(I_q)\}_{1 \leq i \leq l} \).

(Convolution). \( P_r \otimes P_s \) is the quantum convolution of \( P_r \) and \( P_s \), if
To see this, it suffices to show that $QOP\langle X$ (By comparison, a (legitimate) Löwner ordering formula is of the form $ACM\text{ Trans. Comput. Logic, Vol. 00, No. 0, Article 000. Publication date: 0000.}$

**Remark 4.2**

For illustrating examples, see, e.g., case studies.

**Example 4.1** (Quantum predicate variables).

- The PQPT $P_q \otimes X_r \otimes X_s$ can induce, by substitution for $X_r$ and $X_s$, any PQPT of the form $P_q \otimes Q_r \otimes R_s$ (no entanglement between $r$ and $s$).
- $P_q \otimes X_{r,s}$ can produce any PQPT of the form $P_q \otimes Q_{r,s}$ (where $Q_{r,s}$ possibly expresses an entanglement between $r$ and $s$).

**Example 4.2** (Modeling classical predicates). Let quantum variable $q$ be such that $\mathcal{H}_q$ has the computational basis $\{|i\rangle\}_i$ (i.e., $I_q = \sum_i |i\rangle \langle i|\)$. Then the PQPT

$$\sum_i |i\rangle_q (i |X_q|i)_q \langle i| = \sum_i \langle i |X_q|i| i\rangle_q \langle i|$$

(By comparison, $X_q$ has the outer product representation $X_q = \sum_i \langle i |X_q|i| i\rangle_q \langle i|$) can be used to simulate a classical first-order variable $x$ over the domain $\{|i\rangle \langle i|\}_i$, each element $i$ occurring with probability $\langle i |X_q|i\rangle$. Based on this, the classical parameterized predicate $\varphi(x)$ can be simulated by $\sum_i \langle i |X_q|i| i\rangle_q \langle i| \otimes \varphi(i)\rangle$, where $\varphi(i)\rangle$ is the PQPT for simulating the closed predicate $\varphi(i)$. For illustrating examples, see, e.g., case studies.

**Remark 4.2** (Discretization). Every PQPT can be defined in a discrete space up to approximation. To see this, it suffices to show that QOPs can be discretized in the sense of approximation. This is the case due to the fact that any QOP can be obtained by tracing out the environmental part of a global unitary operation, and any unitary operation can be approximated to arbitrary accuracy by a quantum circuit composed of a (fixed) finite set of gates, e.g., Hadamard, CNOT and $\pi/8$ [52].

### 4.2 Parameterized orders and limits

**Parameterized order.** In our quantum program logic, we shall use PQPTs as pre- and post-conditions in place of QPRDs. In accordance with this change, the Löwner comparison between QPRDs will be replaced by a Löwner ordering formula for PQPTs, and quantum assertion theories will be redefined so as to provide these Löwner ordering formulas.

**Definition 4.3** (Löwner order between PQPTs). Let $P$ and $Q$ be PQPTs on quantum variables $\bar{q}$. A (legitimate) Löwner ordering formula is of the form $P \sqsubseteq Q$ or $P = Q$ with $Prmt(P) = Prmt(Q)$, and its formal semantics (i.e., truth value) is defined as follows.

- $\models_P P \sqsubseteq Q$, if $P^{\bar{a}, \bar{b}} \sqsubseteq Q^{\bar{a}, \bar{b}}, \forall \bar{b}$.
- $\models_P P = Q$, if $\models_P P \sqsubseteq Q$ and $\models_P Q \sqsubseteq P$.

**Example 4.3.** We illustrate valid (parameterized) Löwner ordering formulas by two items.

- $\langle 0 |X| 0 \rangle \langle 0 |X| 0 \rangle \langle 0 |X| 0 \rangle (|0 + \langle 1 |X| 1 \rangle|1\rangle)$;
- $X|0\rangle \langle 0 |X| 0 \rangle \langle 0 |X| 0 \rangle = \langle + |0 |X| 0 \rangle \langle + |$.

**Definition 4.4** (Quantum assertion theories).
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- The set of true $\subseteq$-ordered PQPTs under $I$, denoted $I_{\subseteq}$, is defined as
  $$I_{\subseteq} \triangleq \bigcup_{q} \{P \subseteq Q: P, Q \in \mathcal{T}(q), \Prmt(P) = \Prmt(Q), \text{ and } |_{I} P \subseteq Q\}$$

- The set of true $=$-ordered PQPTs under $I$, denoted $I_{=}$, is defined as
  $$I_{=} \triangleq \bigcup_{q} \{P = Q: P, Q \in \mathcal{T}(q), \Prmt(P) = \Prmt(Q), \text{ and } |_{I} P = Q\}$$

Note that $I_{\subseteq}$ provides all (true) formal assertions on PQPTs needed in this paper; in the sequel, $I_{=}$, as a subset of $I_{\subseteq}$, can be used to reason with exact probabilities.

**Lemma 4.3.** Let $P \triangleq C^*(\mathcal{B}) + \mathcal{D}^*(I)$ and $Q \triangleq E^*(\mathcal{B}) + \mathcal{F}^*(I)$ be PQPTs with the same base $\mathcal{B}$. Suppose that $C \subseteq E$ or $C \supseteq E$ (i.e. $C$ and $E$ are Löwner comparable). Then we have that

1. $|_{I} P \subseteq Q$ if, and only if,
   - $C \subseteq E$ and $\mathcal{D}^*(I) \subseteq \mathcal{F}^*(I)$, or
   - $C \supseteq E$ and $\mathcal{C}^*(I) + \mathcal{D}^*(I) \subseteq \mathcal{E}^*(I) + \mathcal{F}^*(I)$.

2. $|_{I} P = Q$ if, and only if, $C = E$ and $\mathcal{D}^*(I) = \mathcal{F}^*(I)$.

**Proof.** For the proof of Stat. (1), $\mathcal{B}$ is taken to be 0 if $C \subseteq E$, and $I$ otherwise. For the proof of Stat. (2), first take $\mathcal{B}$ to be 0; then use the fact that $C, E$ are Löwner comparable. \(\square\)

**Remark 4.3.** The decision of $|_{I} P \subseteq Q$ (resp. $|_{I} P = Q$) will have to resort to positivity (resp. equality) of super operators on separable states, which is beyond the scope of the current paper. However, as Lem. 4.3 entails, a restricted semantics of $P \subseteq Q$ (resp. $P = Q$) independent of parameters can be defined based on Löwner order of PQPS and QPRD, in case that $C$ and $E$ are comparable. In what follows, we shall adopt the standard semantics of a Löwner ordering formula, but the restricted semantics applies too.

**Parameterized limits.** For the definition of necessary intermediate assertions in verifying recursive procedures, we need to introduce the concept of the L. U. B. (i.e. upper limit) and G. L. B. (i.e. lower limit) of an infinite sequence of PQPTs.

**Definition 4.5** (The upper and lower limits). Let $I$ and $P$ be PQPTs, $E$ and $\{E_n\}_{n \geq 0}$ PQOPs with $\forall n \geq 0. E_n \subseteq E_{n+1}$ and $E = \lim_{n \to \infty} E_n$ (For the existence of $\lim_{n \to \infty} E_n$, cf. Sec. 2).

- Define the upper limit $\bigcup_{n=0}^{\infty} P_n$ of the sequence of PQPTs $\{P_n \triangleq E_n^*(P)\}_{n \geq 0}$ by
  $$\bigcup_{n=0}^{\infty} P_n \triangleq \lim_{n \to \infty} P_n = E^*(P)$$

- Define the lower limit $\bigcap_{n=0}^{\infty} Q_n$ of the sequence of PQPTs $\{Q_n \triangleq E_n^*(P) + (I - E_n^*(I))\}_{n \geq 0}$ by
  $$\bigcap_{n=0}^{\infty} Q_n \triangleq \lim_{n \to \infty} Q_n = E^*(P) + (I - E^*(I))$$

**Lemma 4.4** (Well-definedness of the limits). Let $\{P_n\}_{n \geq 0}$ and $\{Q_n\}_{n \geq 0}$ be as in Def. 4.5. Then we have that

- $\{P_n\}_{n \geq 0}$ are PQPTs with $|_{I} P_n \subseteq P_{n+1}$ for all $n \geq 0$ (thus denoted $\{P_n\}_{n \geq 0}$);
- $\{Q_n\}_{n \geq 0}$ are PQPTs with $|_{I} Q_n \supseteq Q_{n+1}$ for all $n \geq 0$ (thus denoted $\{Q_n\}_{n \geq 0}$).

**Proof.** By Lem. 4.2 (closure of PQPTs under disjunction), together with Lem. 4.3. \(\square\)
Remark 4.4. We define the L. U. B. and G. L. B. of a sequence of PQPTs as a specialized PQPT (i.e. the limit of a restricted sequence of PQPTs), rather than directly introducing their general form into the syntax of a PQPT, due to the fact that the current one is enough for the follow-up development while keeping a simple form of PQPTs.

4.3 Program correctness and expressiveness

\[
\begin{align*}
wp.(\text{call } proc_i).P &= \bigcup_{n=0}^{\infty} wp.S_i^{(n)} .P \\
wp.\text{bot}.P &= 0 \\
xp.\text{skip}.P &= P \\
xp.(\bar{q} = U).P &= U^* PU \\
xp.\text{if}.P &= \sum_m M^m_m(xp.S_m.P)M^m_m
\end{align*}
\]

Table 3: Definition of formal weakest (liberal) preconditions — \(xp \in \{wp, wlp\}\).

For now, a (legitimate) quantum partial (resp. total) correctness formula can be defined as a quantum Hoare’s triple \(\{P\} S \{Q\}\) (resp. \(\{P\} S \{Q\}\)), where \(S\) is a quantum program, and \(P, Q\) are PQPTs with \(\text{Pr}mt(P) = \text{Pr}mt(Q)\). Since quantum programs can be viewed semantically as a QOP, to define the semantics of a quantum Hoare’s triple, we first need to define the correctness semantics of a QOP.

Definition 4.6 (Correctness of QOPs). Let \(M, N\) be QPRDs and \(E\) a QOP. We say that

- **(Partial correctness).** \(E\) is partially correct w.r.t. precondition \(M\) and postcondition \(N\), written \(\langle M \rangle E \langle N \rangle\), if
  \[
  tr(M\rho) \leq tr(NE(\rho)) + \left| tr(\rho) - tr(E(\rho)) \right|, \quad \forall \rho.
  \]

- **(Total correctness).** \(E\) is totally correct w.r.t. precondition \(M\) and postcondition \(N\), written \(\langle M \rangle E \langle N \rangle\), if
  \[
  tr(M\rho) \leq tr(NE(\rho)), \quad \forall \rho.
  \]

Remark 4.5. Eq. (2) can be seen as a probabilistic version of the following statement: if state \(\rho\) satisfies predicate \(M\), then, applying operation \(E\) to \(\rho\), either \(E\) fails to terminate or the resulting state \(E(\rho)\) satisfies predicate \(N\); and total correctness is a stronger version of partial correctness by guaranteeing termination once the precondition is satisfied. For more information on classical partial and total correctness, the reader is referred to \([31]\).

As in classical Hoare logic, the notion of weakest (liberal) precondition can be a candidate for the definition of intermediate assertions involved in proving quantum program correctness. The semantical weakest (liberal) preconditions (for a QOP) can be defined as:

Theorem 4.1 (Quantum duality theorem). Let \(N\) be a QPRD and \(E\) a QOP. Define the semantical weakest (resp., liberal) precondition \(WP(E, N)\) (resp., \(WLP(E, N)\)) of \(E\) w.r.t. \(N\) by

- \(WP(E, N) \triangleq E^*(N)\)
- \(WLP(E, N) \triangleq I - WP(E, I - N)\)

It is the case, for any QPRD \(M\), that

(a) \(\langle M \rangle E \langle N \rangle\) if, and only if, \(M \subseteq WP(E, N)\); and

(b) \(\{M\} E \{N\}\) if, and only if, \(M \subseteq WLP(E, N)\).

Proof. By Lem. 2.3, together with definition of Schrödinger-Heisenberg dual. \(\Box\)
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Quantum duality theorem implies that: (a) WP of a QOP can be represented by its Schrödinger-Heisenberg dual; (b) WP and WLP are logically dual to each other.

**Theorem 4.2** (Quantum expressiveness theorem). Let quantum program \( S \in RqPL \), and \( P \) a PQPT. Define the formal weakest (resp. liberal) precondition \( w.p.S.P \) (resp., \( w.l.p.S.P \)) of \( S \) w.r.t. \( P \) in Tab. 3. It is the case that

(a) \( \models_l w.p.S.P = \|S\|^+(P) \);

(b) \( \models_l w.l.p.S.P = I - w.p.S.(I - P) \) (\( \triangleq w.p.S.P + (I - w.p.S.I) \)).

Proof. See App. B.2. □

**Lemma 4.5** (Well-definedness of \( wp \) and \( wlp \)). Let quantum program \( S \in RqPL \), and \( P \) a PQPT. It is the case that

(a) \( \models_l w.p.S_i^{(n)} . P \subseteq w.p.S_i^{(n+1)} . P \), for all \( n \geq 0 \);

(b) \( \models_l w.l.p.S_i^{(n)} . P \supseteq w.l.p.S_i^{(n+1)} . P \), for all \( n \geq 0 \).

Proof. By Lems. 3.1, 4.4, and Thm. 4.2. □

**Definition 4.7** (Correctness of quantum programs). Let \( P, Q \) be PQPTs with \( Prmt(P) = Prmt(Q) \), and \( S \) a quantum program. We say that

1. (Partial correctness). \( S \) is partially correct w.r.t. precondition \( P \) and postcondition \( Q \) under interpretation \( \llbracket \), denoted \( \models_l \{ P \} S \{ Q \} \), if \( \models_l P \subseteq w.l.p.S.Q \);

2. (Total correctness). \( S \) is totally correct w.r.t. precondition \( P \) and postcondition \( Q \) under interpretation \( \llbracket \), denoted \( \models_l \{ P \} S \{ \} \), if \( \models_l P \subseteq w.p.S.Q \).

**Remark 4.6.** Quantum duality and expressiveness theorems together entail that \( w.p.S.Q \) (resp. \( w.l.p.S.Q \)) is the weakest PQPT \( R \) s.t. \( \models_l \langle R \rangle S \{ \} \) (resp. \( \models_l \{ R \} S \{ \} \)). This justifies the well-definedness of correctness of quantum programs (cf. Def. 4.7), which can be seen as a parameterized extension of correctness of QOPs (cf. Def. 4.6).

5 **STARTING PROOF SYSTEMS**

| (A Bot) | \( \{ I \} \textsf{ bot} \{ P \} \) (resp. \( \langle 0 \rangle \) \textsf{ bot} \{ P \}) | (A Skip) | \{ P \} \textsf{ skip} \{ P \} |
| --- | --- | --- | --- |
| (A Init) | \( \sum_i \langle i \rangle q \langle i \rangle = I_q \) | (A Unit) | \( UU^\dagger = U^\dagger U = I_q \) |
| | \( \{ \sum_i \langle i \rangle q \langle 0 | P | 0 \rangle_i q \langle i \rangle \} q := \{ 0 \} \{ P \} \) | \( \{ U^\dagger P \} q \stackrel{*}{=} U \{ P \} \) |
| (R Comp) | \( \{ P \} S_1 \{ Q \} S_2 \{ R \} \) | (R Case) | \( \{ P_m \} S_m \{ Q \} \) for each \( m \) |
| | \( \{ P \} S_1 \{ Q \} S_2 \{ R \} \) | | \( \{ \sum_m M_m P_m M_m \} \) if \( \{ Q \} \) |
| (R Order) | \( \{ P \} S \{ Q \} \) | (R Subst) | \( \{ P \} S \{ Q \} \) |
| | \( \{ P[R/X] \} S \{ Q[R/X] \} \) | | \( \{ P[R/X] \} S \{ Q[R/X] \} \) |

Table 4: Base proof system \( qBS \).

This section is devoted to presenting different axiom systems for proving partial, total and even probabilistic correctness of recursive quantum programs \( RqPL \).

**Base proof system.** The first step is to present an extension \( qBS \) (quantum Base System) to part of proof system \( qPD \) of [71] for both partial and total correctness of quantum base language \( qPL \), so that we can deal with syntactic pre- and post-conditions (i.e. PQPTs). Every formula of \( qBS \) is either a legitimate quantum Hoare’s triple \( \{ P \} S \{ Q \} \) or \( \langle P \} S \{ Q \} \) (where \( P, Q \) are PQPTs with
Prmt(P) = Prmt(Q), or a legitimate Löwner ordering formula $P \sqsubseteq Q$ or $P = Q$ (where $P, Q$ are PQPTs with \( Prmt(P) = Prmt(Q) \)).

Proof system qBS features the newly added inference rule — (R Subst) — handling the substitution in PQPTs, where $R$ (resp. $X$) is an arbitrary PQPT (resp. quantum predicate variable), and $P[R/X]$ stands for the result of simultaneously substituting $R$ for each occurrence of $X$ in $P$. For the presentation of qBS, the reader is referred to Tab. 4.

**Remark 5.1.** Every proof rule of qBS except for (A Bot) is only presented in the form of partial correctness formulas, but nevertheless, applies to proving total correctness. To see this, we note that partial and total correctness are distinguished by whether terminating almost surely (cf. Rem. 4.5). This justifies why bot and recursive procedures need a distinguish between partial and total correctness proof rules, because they are sources of non-termination.

**Intuition behind qBS.** To see the intuition of proof rules in qBS, we remark that

- (A Bot, A Skip, A Init, A Unit) have the form \( \{xp.S\} S \{P\} \);
- (R Comp, R Case, R Subst) preserve the form \( \{xp.S\} S \{P\} \) (bidirectionally);
- (R Order) can be used to relax \( \{xp.S\} S \{P\} \) to \( \{Q\} S \{P\} \) with \(|\vdash_{qBS} Q \sqsubseteq xp.S.P|\).

For the proof rule (R Case), the annotated if-statement is illustrated as follows.

\[
\{l_1 \mid P\} \text{ if } m \cdot M[q] = m \rightarrow \{l_2^m \mid P_m\} S_m \text{ if } \{l_3 \mid Q\}
\]

Fix the input $\rho$ (at program point $l_1$). By semantics of the if-statement, every post-measurement state $M_m^r P_m M_m$ (containing the probability of observing outcome $m$) will go to the corresponding branch labeled by $l_2^m$ in which $P_m$ should be satisfied and $S_m$ will be executed. By the Turing-Floyd-Hoare principle, we have that

\[
\text{tr}(P\rho) \leq \sum_m \text{tr}(P_m M_m^r P_m M_m)
\]

Due to the arbitrariness of $\rho$, by properties of tr and $\sqsubseteq$, it follows that $P \sqsubseteq \sum M_m^r P_m M_m$. Note that after the execution of each $S_m$, the program point $l_3$ is reached and the attached assertion $Q$ is satisfied. By weakening $P$ to $\sum M_m^r P_m M_m$ and lifting the above reasoning process into a proof rule, the inference rule (R Case) follows. Weakening $P$ to $\sum M_m^r P_m M_m$ guarantees that (R Case) preserves the form \( \{xp.S\} S \{P\} \) forward (i.e. compact soundness). To make (R Case) preserve the form \( \{xp.S\} S \{P\} \) backward (i.e. compact completeness), we have to choose $P_m$ as $xp.S_m.Q$ for each $m$.

**Soundness and Completeness.** Of not only theoretical but also practical interest is the question of soundness and completeness of proof systems presented as before or after. The question of soundness concerns the correctness of the method, whereas the question of completeness concerns the scope of its applicability (under what circumstances it can be successfully applied). (For a systematic introduction to the soundness and completeness issues of classical Hoare logic, the reader is referred to the famous survey paper [3].)

For presentational convenience in what follows, assume that all formulas $F$ are legitimate quantum Hoare’s triples or Löwner ordering formulas. For sets of formulas $A$ and $B$,

\[
A \models_{\sqsubseteq} B
\]

means that if $\models_{\sqsubseteq} A$ then $\models_{\sqsubseteq} B$, where by $\models_{\sqsubseteq} A$ is meant that for all formulas $F$ of $A$, $\models_{\sqsubseteq} F$. Let $T$ be a quantum assertion theory (e.g. $\sqsubseteq$). For a proof system $H$, e.g. $qPD$, by

\[
T, A \vdash_H \bigwedge_{F \in B} F
\]
is meant that every formula of B can be deduced from T, A, or axioms of H by finitely applying inference rules of H. (We can replace ⊩H by ⊩, if H is clear from the context.) Note that the assertion theory T is used to provide Löwner ordering formulas as antecedents of the inference rule (R Order). Let H be for the programming language L. We say that

- H is sound, if for all Hoare’s triples F of L with $I \subseteq \vdash_H F$, we have $|_F F$;
- H is (relatively) complete, if for all Hoare’s triples F of L with $|_F F$, we have $I \subseteq \vdash_H F$.

Note that $I \subseteq$ provides all true Löwner ordering formulas for (R Order), which, together with the condition of expressiveness (cf. Subsec. 4.3), is sufficient to make H complete [12, 22] (QPRDs are enough for while loops [71]; while general recursive procedures need PQPTs). As with qPD, the proof system qBS (for the base language qPL) is sound and complete.

Not to mention it explicitly, various proof systems presented in the sequel are sound and complete in the above sense (e.g. Lem. 5.1), except that a compact version of soundness and completeness is introduced for exact probabilistic reasoning (cf. Lem. 5.2). For a complete proof of these soundness and completeness results, the reader is referred to App. D.

Remark 5.2. The above discussion on soundness and completeness issues is purely theoretical, because we adopt the assertion theory as an oracle (rather than as a recursively axiomatizable theory), following the technical line of classical Hoare logic [22]. In practice, as discussed in Rem. 4.3, a restricted Löwner comparison between PQPTs independent of parameters is enough to cover the correctness checking of Löwner ordering formulas.

### 5.1 Partial correctness

\[
\begin{align*}
\{P\} \text{ call proc } \{Q\} \vdash_{qBS} \{P\} S \{Q\} \\
\{P\} \text{ call proc } \{Q\}
\end{align*}
\]

(a) (Rp Rec).

\[
\begin{align*}
\{P_i\} \text{ call proc } \{Q_i\} \vdash_{qBS} \wedge_1 \leq \leq n \{P_i\} S_i \{Q_i\} \\
\wedge_1 \leq \leq n \{P_i\} \text{ call proc } \{Q_i\}
\end{align*}
\]

(b) (Rp gRec).

Table 5: Proof rules for partial correctness.

We are now in a position to present inference rules for proving partial correctness of recursive procedures. We begin with the case of simple recursion.

**Simple recursion.** Consider first the case of simple recursion, that is that, the body S of recursive quantum procedure proc should itself contain the re-invocation statement call proc, but retain the exclusion of invoking other recursive quantum procedures. The proof rule — (Rp Rec) — for proving partial correctness of call proc is shown in Tab. 5a.

**Intuition of (Rp Rec).** To derive the correctness formula $\{P\} \text{ call proc } \{Q\}$ about call proc, it suffices to derive $\{P\} S \{Q\}$ for its body S (cf. Tab. 6); since S itself contains the re-invocation statement (or inner) call proc, it suffices to derive correctness formulas about the inner call proc, say $\{P'\} \text{ call proc } \{Q'\}$; by the Turing-Floyd-Hoare Principle, $\{P'\} \text{ call proc } \{Q'\}$ should be adapted from the premise $\{P\} \text{ call proc } \{Q\}$ possibly by using (R Subst). (In this case, data flow goes first from $l_3$ to $l_6$; and then from $l_1$ to $l_4$. The case of $\{P''\} \text{ call proc } \{Q''\}$ can be analyzed similarly.)
\{l_0 : P \} \textbf{call } \textit{proc} \{l_1 : Q\}

(a) Annotated program for \textit{call proc}.

\{l_2 : P\} \cdots \{l_5 : P'\} \textbf{call } \textit{proc} \{l_4 : Q'\} \cdots \{l_5 : P''\} \textbf{call } \textit{proc} \{l_6 : Q''\} \cdots \{l_7 : Q\}

(b) Annotated program for the body \textit{S}.

Table 6: Intermediate assertion method — labels \(l_0 - l_7\) are used to indicate different program points; and each program point is annotated with a PQPT.

reveals the reason for introducing \((\text{R Subst})\): without it the above derivation might not proceed as desired.

Example 5.1 (Counterexample, cf. App. C.1). Let \(q\) be a quantum variable with \textit{type}(\(q\)) = \textit{Int}. We define the \((+i)\)-operator \(U_{+i}\) over the computational basis of \(\mathcal{H}_q\) by

\[ U_{+i} : \ket{x} \rightarrow \ket{x + i} \]

and similarly for the \((-i)\)-operator \(U_{-i}\). Declare the procedure \textit{toy} by

\[
\text{Proc } \langle \textit{toy} \rangle : \text{ if } \Box m \cdot M[q] = m \rightarrow S_m \fi
\]

with \(M \triangleq \{ M_0 = \sum_{i \leq 0} |i\rangle \langle i|, M_1 = \sum_{i \geq 1} |i\rangle \langle i| \} \) and \(\{ S_m \}_{m=0,1} \) defined by

\[
S_0 \triangleq \textsf{skip}, \quad S_1 \triangleq q \Leftarrow U_{-1}; \text{ call } \textit{toy}; q \Leftarrow U_{+1}
\]

Fix \(n \geq 0\). We can derive the partial correctness formula

\[
\{ |n\rangle_q \langle n| \} \textbf{call } \textit{toy} \{ |n\rangle_q \langle n| \}
\]

by using \((\text{Rp Rec})\). However, this is not the case if the use of \((\text{R Subst})\) is disallowed.

\textbf{General recursion.} We now extend \((\text{Rp Rec})\) for simple recursion to the general case. For (mutual) recursive procedures \textit{proc} \(_i\) with body \(S_i\), \(1 \leq i \leq n\), the inference rule \((\text{Rp gRec})\) is introduced to prove their partial correctness in a simultaneous way (cf. Tab. 5b).

Remark 5.3. Suppose that the procedure \textit{proc} with body \(S\) has no re-invocation, then the inference rule \((\text{Rp Rec})\) will be degenerated to

\[
(\text{R Proc}) \quad \frac{\{P\} S \{Q\}}{\{P\} \textbf{call } \textit{proc} \{Q\}}
\]

which is precisely the inference rule for non-recursive procedures. In other words, the proof rule \((\text{R Proc})\) for non-recursive procedures is a special case of \((\text{Rp Rec})\) for recursive procedures. Also, the proof rule \((\text{Rp Rec})\) for simple recursion can be seen as a special case of \((\text{Rp gRec})\) for general recursion, if the index variable \(i\) is required to range over a singleton.

\textbf{Synthesis of recursive invariants.} When proof rule \((\text{Rp gRec})\) is successfully applied to proving partial correctness formula \(\{P_i\} \textbf{call } \textit{proc} \{Q_i\}\) for recursive procedures \textit{proc} \(_i\), \(1 \leq i \leq n\), we call \((P_i, Q_i)\) a recursive invariant of \textit{proc} \(_i\), where PQPT \(P_i\) can be replaced by \(\text{wp}(\textbf{call } \textit{proc} \_i).Q_i\) (cf. Tab. 3), which has the following form

\[
\text{wp}(\textbf{call } \textit{proc} \_i).Q_i = \left[\text{call } \textit{proc} \_i\right]^*(Q_i) + (I - \left[\text{call } \textit{proc} \_i\right]^*(I))
\]

where \(\left\{\left[\text{call } \textit{proc} \_i\right]\right\}_{1 \leq i \leq n}\) is the least fixed point of \(F\) (cf. Rem. 3.3 and Thm. 4.2). However, PQPT \(Q_i\) sometimes should be parameterized, and the substitution for parameters will highly depend
on $\text{proc}_i$ itself (cf. Exm. 5.1), which means that there is no uniform characterization, say fixed-point characterization, for the recursive invariant $(wlp.(\text{call proc}_i)Q_i, Q_i)$. In other words, the synthesis of recursive invariants is generally not purely automatic, yet $wlp.(\text{call proc}_i)Q_i$ can be automatically synthesised provided $Q_i$ is given.

**The scope of applicability.** Recalling the semantical base of a partial-correctness formula, i.e. Eq. (2) in Def. 4.6, one can see that it is a straightforward extension of classical partial-correctness semantics for deterministic programs. Thus, $(\text{Rp gRec})$ is applicable to reasoning about programs with "deterministic control and quantum data". For this purpose, we typically use quantum variables to model classical variables, i.e. encode classical values as states of a computational basis. See, e.g., case studies.

On the other hand, our programming language should include nondeterministic quantum programs (i.e. those branched by non-deterministic quantum observations), where each nondeterministic branch is associated with an exact probability (encoded into states). For these quantum programs (with "probabilistic control and quantum data")", we need to do reasoning with exact probability, say, given a precondition, with what probability a program will output a particular state (or a particular class of states) or terminate? E.g., quantum program $\text{RQMC}$ on any input always outputs $|+\rangle$ with probability $\frac{1}{3}$ (cf. Exm. 3.4), i.e.

\[
\forall \rho. \text{tr}(1\rho) = 1 \implies \text{tr}(|+\rangle\langle+|[\text{RQMC}](\rho)) = \frac{1}{3}
\]  

Unfortunately, interfered by probability of nontermination, i.e. $\text{tr}(\rho) - \text{tr}([\text{RQMC}](\rho))$, partial-correctness semantics fails to fully express Ass. (4). Therefore, $(\text{Rp gRec})$ is not very suitable for reasoning about programs with "probabilistic control and quantum data".

### 5.2 Total correctness

\[
\exists \{P_n\}_{n \geq 0} \text{ with } P_0 = 0 \text{ s.t.} \\
\langle P_n \rangle \text{ call proc } \langle Q \rangle \uplus_{qBS} \langle P_{n+1} \rangle S \langle Q \rangle \text{ for all } n \geq 0, \\
P \subseteq \bigcup_{n=0}^{\infty} P_n \\
\langle P \rangle \text{ call proc } \langle Q \rangle
\]

(a) (Rt Rec).

\[
\text{for } 1 \leq i \leq n, \exists \{P^i_j\}_{j \geq 0} \text{ with } P^0_i = 0 \text{ s.t.} \\
\{\langle P^i_j \rangle \text{ call proc } \langle Q \rangle\}_{1 \leq i \leq n} \uplus_{qBS} \bigwedge_{1 \leq i \leq n} \langle P^i_{j+1} \rangle S_i \langle Q_i \rangle \text{ for all } j \geq 0, \\
P^i \subseteq \bigcup_{j=0}^{\infty} P^i_j \\
\bigwedge_{1 \leq i \leq n} \langle P_i \rangle \text{ call proc } \langle Q_i \rangle
\]

(b) (Rt gRec).

Table 7: Proof rules for total correctness.

We are now positioned to present inference rules for proving total correctness of recursive procedures. To begin with, recall from Lem. 4.4 that $\{P_n\}_{n \geq 0}$ is an increasing sequence of PQPTs (ordered by $\subseteq$) defined by $\{P_n \triangleq E_n^\ast(R)\}_{n \geq 0}$, where $R$ is a PQPT and $\{E_n\}_{n \geq 0}$ is an increasing sequence of QOPs (also ordered by $\subseteq$).
Simple recursion. To deal with the termination problem of recursive procedure \textit{proc} (cf. Tab. \ref{tab:example-tab}), introduce a sequence of PQPTs \(\{P_{n}\}_{n\geq 0}\) with \(P_0 = 0\). Intuitively, if the entry point of \textit{proc} (say \(l_0\)) is attached currently with assertion \(P_{n+1}\), then, upon re-invocation in the body \(S\) of \textit{proc}, the data flow at entry points of inner \textit{call} \textit{proc} (e.g., \(l_5\) or \(l_3\)) needs to be constrained by a stronger assertion, namely \(P_n\), or its substitution by using \(\text{R Subst}\). Finally, to cease re-invocation, i.e., treating inner \textit{call proc} as \textit{bot}, the attached assertion at entry points should be 0, namely \(P_0\). Combining this idea with \(\text{Rp Rec}\), we thus obtain the inference rule \(\text{Rt Rec}\) for proving total correctness of \textit{call proc} (cf. Tab. \ref{tab:example-tab}).

**Example 5.2** (Counterexample, cf. App. C.2). Let the recursive procedure \textit{toy} be as defined in Exm. 5.1. Fix \(n \geq 0\). We can derive the total correctness formula

\[
\langle [n]_q \langle n \rangle \rangle \text{ call } \langle [n]_q \langle n \rangle \rangle
\]

by using \(\text{Rt Rec}\). However, this is not the case if the use of \(\text{R Subst}\) is disallowed.

General recursion. We now extend the \(\text{Rt Rec}\) for simple recursion to the general case. For recursive procedures \textit{proc}_i with body \(S_i\), \(1 \leq i \leq n\), the inference rule \(\text{Rt gRec}\) is introduced to simultaneously prove their total correctness (cf. Tab. \ref{tab:example-tab}). Note that \(\text{Rt Rec}\) can be seen as a special case of \(\text{Rt gRec}\), if the index \(i\) is required to range over a singleton.

**Remark 5.4.** In applications, sequences of PQPTs \(\{P^i_j\}_{j\geq 0}\) with \(P^0_i = 0\) in \(\text{Rt gRec}\) (or, equivalently, sequences of QOPs \(\{E^i_j\}_{j\geq 0}\) with \(E^0_i = 0 \land 0\), cf. Lem. \ref{lem:example-lem}) usually have a closed form with \(j\) as an (index) variable or are defined by induction on \(j\), thus the statement

\[
\{\langle P^i_j \rangle \text{ call } \text{proc}_i \langle Q_i \rangle \}\}_{1 \leq i \leq n} \cup_{j\in\mathbb{N}} \bigwedge_{1 \leq i \leq n} \langle P^{i+1}_j \rangle S_i \langle Q_i \rangle, \quad \text{for all } j \geq 0
\]

can be proved either for one pass by treating \(j\) as an arbitrary (but fixed) variable, or for two passes by induction on \(j\) (one for the basis and the other for the inductive step).

**Synthesis of intermediate assertions.** To make \(\text{Rt gRec}\) be successfully applied to proving total correctness of recursive procedures \textit{proc}_i, \(1 \leq i \leq n\), we need to provide the intermediate assertions \(\{P^i_j\}_{j\geq 0}\) and \(Q_i\) involved. To this end, \(P^i_j\) can be replaced by \(\text{wp}. \text{proc}_i. \langle Q_i \rangle\) (in this case \(P_i\) can be selected as \(\text{wp}. \langle \text{call proc}_i. \langle Q_i \rangle \rangle\), which has the following form

\[
\text{wp}. \text{proc}_i. \langle Q_i \rangle = \llbracket S_i^{(j)} \rrbracket^{*}(Q_i)
\]

where \(\{\llbracket S_i^{(j)} \rrbracket\}_{j\geq 0}\) with \(1 \leq i \leq n\) is the least sequence of QOPs generated by \(\mathcal{F}\) (cf. Rem. \ref{rem:example-rem} and Thm. \ref{thm:example-thm}). As in the case of recursive invariants, there is no uniform (fixed-point) characterization for the PQPTs \(\{\text{wp}. \text{proc}_i. \langle Q_i \rangle\}_{j\geq 0}\) and \(Q_i\) (entailed by Exm. \ref{example-5.2}). Therefore, the synthesis of these intermediate assertions is semi-automatic, that is to say that, the assertions \(\{\text{wp}. \text{proc}_i. \langle Q_i \rangle\}_{j\geq 0}\) can be automatically synthesised provided that \(Q_i\) is given.

**The scope of applicability.** Recalling Ass. \(3\) in Def. \ref{def:example-def}, one can see that the total-correctness semantics for quantum programs is a natural extension of classical counterpart for deterministic programs. Thus, \(\text{Rt gRec}\) is applicable to reasoning about programs with "deterministic control and quantum data". See, for example, case studies.

However, due to inequality in Ass. \(3\), this (general) version of total-correctness semantics can merely be used for reasoning with approximate probabilities, and thus fails to support precise probabilistic reasoning, e.g., precisely describing Ass. \(4\), in the case of partial correctness. Fortunately, a restrictive use of \(\text{Rt gRec}\) applies to reasoning with exact probabilities about programs.
with “probabilistic control and quantum data”. We shall develop an axiomatic basis for (approximate or exact) probabilistic reasoning as follows.

5.3 Probabilistic correctness

Reasoning with approximate probabilities. As discussed above, Ass. (3) can be used for the semantical basis of reasoning with approximate probabilities. Then an axiomatic basis of the (approximate) probabilistic correctness follows from the soundness and completeness lemma.

**Lemma 5.1** (Soundness and completeness). For any quantum program \( S \in \text{RqPL} \) and any PQPTs \( P, Q \), it is the case that

\[ \models_\varepsilon \vdash \langle P \rangle S \langle Q \rangle \text{ if and only if } \models_1 P \subseteq \text{wp}.S.Q \]

**Proof.** By Def. 4.7 and Thm. D.3. \( \square \)

**Theorem 5.1** (Reasoning with approximate probabilities). For any quantum program \( S \in \text{RqPL} \), any QPRDs \( P, Q \) and any \( \delta \in [0, 1] \), it is the case that

\[ \models_\varepsilon \vdash \langle \delta P \rangle S \langle Q \rangle \text{ if and only if } \forall \rho. \text{tr}(P\rho) = 1 \implies \text{tr}(Q[S](\rho)) \geq \delta \]

**Proof.** Contained in the proof of Thm. D.4. \( \square \)

Reasoning with exact probabilities. A semantical basis of (exact) probabilistic reasoning can be adapted from Eq. (3) with \( = \) in place of \( \leq \) (for approximate reasoning). Based on this, the semantics of a total-correctness formula \( \langle P \rangle S \langle Q \rangle \) has the following property

\[ \models_1 \langle P \rangle S \langle Q \rangle \text{ if and only if } \models_1 P = \text{wp}.S.Q \]

To build an axiomatic basis of this (exact) probabilistic correctness, we propose the concept of compact soundness and completeness in Lem. 5.2, and, as a consequence, a (syntactically checkable) condition for exact probabilistic reasoning is identified in Thm. 5.2.

**Lemma 5.2** (Compact soundness and completeness). For any quantum program \( S \in \text{RqPL} \) and any PQPTs \( P, Q \), it is the case that

\[ \models_\varepsilon \vdash \langle P \rangle S \langle Q \rangle \text{ if and only if } \models_1 P = \text{wp}.S.Q \]

**Proof.** Contained in the proof of Thm. D.3. \( \square \)

**Theorem 5.2** (Reasoning with exact probabilities). For any quantum program \( S \in \text{RqPL} \), any QPRDs \( P, Q \) and any \( \delta \in [0, 1] \), it is the case that

\[ \models_\varepsilon \vdash \langle \delta P \rangle S \langle Q \rangle \text{ if and only if } \forall \rho. \text{tr}(P\rho) = 1 \implies \text{tr}(Q[S](\rho)) = \delta \]

**Proof.** Contained in the proof of Thm. D.4. \( \square \)

**Remark 5.5.** Thm. 5.2 (resp. Thm. 5.1) establishes an axiomatic basis for reasoning with exact (resp. approximate) probabilities. Concretely speaking, if PQPTs \( P \) and \( Q \) are chosen as projection operators, then Hoare’s triple \( \langle \delta P \rangle S \langle Q \rangle \) is able to express that “In case the inputs of \( S \) fall into the subspace \( P \), the outputs will fall into \( Q \) with probability \( = \delta \) (resp. \( \leq \delta \))”. In particular, when \( P, Q \) are the identity operator \( I \), Hoare’s triple \( \langle I \rangle S \langle I \rangle \) represents termination on any input with probability \( = \delta \) (resp. \( \leq \delta \)); and \( \langle I \rangle S \langle I \rangle \) almost-sure termination in both cases. Note that during the reasoning with exact probabilities, the necessary Löwner ordering formulas are of the form \( P = P’ \), provided by \( \models_\varepsilon \).
Example 5.3 (Reasoning about RQMC with exact probabilities). Recall the game RQMC from Exms. 3.2, 3.3 and 3.4. We illustrate how to do reasoning with exact probabilities by showing probabilistic correctness and probabilistic termination of RQMC.

(i) (Probabilistic correctness). To formally prove that Alice wins with probability $\frac{1}{3}$, it suffices to prove the total correctness formula

$$\langle \frac{1}{3} \rangle \text{RQMC} \langle |+\rangle |+\rangle$$

By (A Init, R Comp), it suffices to prove

$$\langle \frac{1}{3} \rangle \text{call Alice } \langle |+\rangle |+\rangle \text{ and } \langle \frac{1}{3} \rangle \text{call Bob } \langle |+\rangle |+\rangle$$

simultaneously. Defining $P^n_A, P^n_B$ by

$$P^n_A \triangleq \left( \sum_{k=1}^{2k-1 \leq n} \frac{1}{4^k} \right) |0\rangle |0\rangle + \left( \sum_{k=1}^{2k \leq n} \frac{1}{4^k} \right)|1\rangle |1\rangle, \quad P^n_B \triangleq \frac{1}{2} P^{n-1}_A + \frac{1}{2} |1\rangle |1\rangle$$

and $\text{Prem}_A^n, \text{Prem}_B^n$ by

$$\text{Prem}_A^n \triangleq \langle P^n_A \rangle \text{ call Alice } \langle |+\rangle |+\rangle, \quad \text{Prem}_B^n \triangleq \langle P^n_B \rangle \text{ call Bob } \langle |+\rangle |+\rangle$$

by (Rt gRec), it suffices to prove, for all $n \geq 0$, that

$$\text{Prem}_A^n, \text{Prem}_B^n \vdash \langle P^{n+1}_A \rangle \text{ if } \square m \cdot M[q] = m \rightarrow S_m \text{ fi } \langle |+\rangle |+\rangle$$

$$\text{Prem}_A^n, \text{Prem}_B^n \vdash \langle P^{n+1}_B \rangle \text{ if } \square m \cdot M'[q] = m \rightarrow S'_m \text{ fi } \langle |+\rangle |+\rangle$$

The proof is done by applying (R Case) to Hoare’s triples (1-3) and (4,5) respectively.

1. $\langle |0\rangle |0\rangle \Rightarrow H \langle |+\rangle |+\rangle$ (A Unit)
2. $\langle P^n_B \rangle \text{ call Bob } \langle |+\rangle |+\rangle$ (Prem$_B^n$)
3. $\langle 0 \rangle \text{ bot } \langle |+\rangle |+\rangle$ (A Bot)
4. $\langle P^n_A \rangle \text{ call Alice } \langle |+\rangle |+\rangle$ (Prem$_A^n$)
5. $\langle 1 \rangle |1\rangle \Rightarrow HX \langle |+\rangle |+\rangle$ (A Unit)

(ii) (Probabilistic termination). To formally prove that RQMC terminates with probability $\frac{2}{3}$, it suffices to prove the total correctness formula

$$\langle \frac{2}{3} \rangle \text{RQMC } \langle I \rangle$$

By (A Init, R Comp), it suffices to prove

$$\langle \frac{2}{3} \rangle \text{ call Alice } \langle I \rangle \text{ and } \langle \frac{5}{6} \rangle \text{ call Bob } \langle I \rangle$$

simultaneously. The proof proceeds as above, by redefining $P^n_A, P^n_B$ by

$$P^n_A \triangleq \left( \sum_{k=1}^{2k-1 \leq n} \frac{1}{4^k} \right) I + \left( \sum_{k=1}^{2k \leq n} \frac{1}{4^k} \right) I, \quad P^n_B \triangleq \frac{1}{2} P^{n-1}_A + \frac{1}{2} I$$

and $\text{Prem}_A^n, \text{Prem}_B^n$ by

$$\text{Prem}_A^n \triangleq \langle P^n_A \rangle \text{ call Alice } \langle I \rangle, \quad \text{Prem}_B^n \triangleq \langle P^n_B \rangle \text{ call Bob } \langle I \rangle$$
Remark 5.6 (Counterexample, cf. Thm. D.2). The proof system for partial correctness of $RqPL$ has no compact soundness. To see this, suppose that $S \triangleq \text{call } P_{\text{bot}}$ (cf. Exam. 3.1), and $P, Q$ are PQTs with $\models I P \sqsubseteq I$. Then, by definition of $wlp$ (cf. Tab. 3), we have that
\[ \models I P \sqsubseteq I = wlp(\text{call } P_{\text{bot}}) \cdot Q \]
However, by (Rp pRec), it follows that
\[ \models I \vdash \{P\} \text{ call } P_{\text{bot}} \{Q\} \]
This reveals that the standard intermediate assertion method for partial correctness (i.e. the Turing-Floyd-Hoare Principle, cf. Tab. 6) can’t be used universally for reasoning about recursive procedures with exact probabilities (even if involving nontermination).

5.4 Proof rules for while loops

\[
\begin{align*}
\{P\} & \quad S \{M_0^tQM_0 + M_1^tPM_1\} \\
\{M_0^tQM_0 + M_1^tPM_1\} & \quad \text{while } M[q] = 1 \text{ do } S \text{ od } \{Q\} \\
\end{align*}
\]

(a) (Rp Loop).

\[
\begin{align*}
\exists \{P_n\}_{n \geq 0} \text{ with } P_0 = 0 \text{ s.t.} \\
\{P_{n+1}\} & \quad S \{M_0^tQM_0 + M_1^tP_nM_1\} \text{ for all } n \geq 0, \\
P & \quad \sqsubseteq \bigcup_{n=0}^{\infty} P_n \\
\{M_0^tQM_0 + M_1^tPM_1\} & \quad \text{while } M[q] = 1 \text{ do } S \text{ od } \{Q\} \\
\end{align*}
\]

(b) (Rt Loop).

Table 8: Proof rules for while loops.

The while-loop program while $\triangleq$ while $M[q] = 1$ do $S$ od with $M \triangleq \{M_0, M_1\}$, can be defined as a call of tail recursion call $T_{\text{while}}$, where $T_{\text{while}}$ has the body
\[
\begin{align*}
\text{if} & \quad \triangleq \quad \text{if } \sqsubseteq m \cdot M[q] = m \rightarrow S_m \text{ fi,} \\
\end{align*}
\]
with $S_0 \triangleq \text{skip}$ and $S_1 \triangleq S; \text{call } T_{\text{while}}$.

Partial correctness. To derive $\{R\} \text{ call } T_{\text{while}} \{Q\}$, by (Rp Rec), it suffices to show
\[
\{R\} \text{ call } T_{\text{while}} \{Q\} \quad \vdash \quad \{R\} \text{ if } \{Q\} \\
\]
By (R Case), together with (A Skip) $\{Q\} \text{ skip } \{Q\}$, it suffices to show
\[
\{R\} \text{ call } T_{\text{while}} \{Q\} \quad \vdash \quad \{P\} \text{ S; call } T_{\text{while}} \{Q\} \\
\]
Here we let $R \triangleq M_0^tQM_0 + M_1^tPM_1$. By (R Comp), it suffices to derive
\[
\{P\} \quad S \{M_0^tQM_0 + M_1^tPM_1\} \\
\]
Thus, the proof rule (Rp Loop) for partial correctness of while is designed in Tab. 8a.

Total correctness. To prove total correctness of while, by (Rt Rec), we need to introduce a sequence of assertions at the same program point, in which $R = M_0^tQM_0 + M_1^tPM_1$ lies, each with a different time point. Instead of doing so, introduce $\{P_n\}_{n \geq 0} \text{ with } P_0 = 0$ at the program point where $P$ lies. (We remark that each time the data flow enters the loop body, the assertion $P_n$ will be encountered; yet only after exiting the loop, should $Q$ be met.) Thus, the proof rule (Rt Loop) for total correctness of while can be designed in Tab. 8b.
Ying’s rules revisited. Ying’s proof rule for partial correctness of while loops is the same as \( (R_p) \) [71]. However, his solution to solving the issue of termination is based on a (semantical) notion of \((P, \varepsilon)\)-boundedness, where \( \varepsilon \) bounds the trace of the diverging computation. If, for any \( \varepsilon > 0 \), there is a \((M_1^\dagger Q M_1, \varepsilon)\)-bound function of a while loop starting in \( Q \), then the loop terminates. Thus, \( (R_p) \) is used there jointly with the above condition to prove total correctness of while loops [71].

Remark 5.7. Illustrated by the process of deducing proof rules for while loops from those for recursive procedures (and also by Exrn. 5.3), one can see that reasoning about a tail recursion doesn’t necessarily require \( (R_{Subst}) \), since the Hoare’s triple on a call statement as premise can directly provide all the needed triples of that call statement in the body.

Lemma 5.3 (Cf. Props. 4.2.2 and 4.2.3 of [72]). Let

\[
\text{while } \triangleq \text{while } M[\bar{q}] = 1 \text{ do } S \text{ od}
\]

with \( M \triangleq \{M_0, M_1\} \), and \( Q \) a (non-parameterized) PQPT. Define the PQPT \( F^Q_{xp}(X) \) by

\[
F^Q_{xp}(X) \triangleq M_0^\dagger Q M_0 + M_1^\dagger (xp.S.X) M_1
\]

where \( xp \in \{wp, wlp\} \). It is the case that

(i) \( wlp.\text{while}.Q = \prod_{n=0}^{\infty} Q_n \), where \( Q_0 \triangleq I \) and \( Q_{n+1} \triangleq F^Q_{wlp}(Q_n) \), for all \( n \geq 0 \);

(ii) \( wp.\text{while}.Q = \bigcup_{n=0}^{\infty} P_n \), where \( P_0 \triangleq 0 \) and \( P_{n+1} \triangleq F^Q_{wp}(P_n) \), for all \( n \geq 0 \).

Synthesis of intermediate assertions. When applying \( (R_p) \) to proving partial correctness of a while loop, we have to provide the loop invariant \( M_0^\dagger Q M_0 + M_1^\dagger P M_1 \), which can be selected as \( wlp.\text{while}.Q \). Note that \( wlp.\text{while}.Q \) is the greatest fixed point of \( F^Q_{wlp}(X) \). Similarly, in case of applying \( (Rt) \), we need to provide the intermediate assertions \( \{P_n\}_{n \geq 0} \), which can be the lease sequence of assertions generated by \( F^Q_{wp}(X) \).

Example 5.4 (Almost-sure termination). The following while loop

\[
\text{while } M[\bar{q}] = 1 \text{ do skip od}
\]

with \( M \triangleq \{M_0 = M_1 \triangleq \frac{1}{\sqrt{2}} I_q\} \) is abstracted from quantum random walks with absorbing boundaries (modeled by quantum measurements) [6] and quantum Bernoulli factory for random number generation [23]. To show its almost-sure termination, it suffices to prove the total correctness formula

\[
\langle I \rangle \text{ while } M[\bar{q}] = 1 \text{ do skip od } \langle I \rangle
\]

by using \( (Rt) \), where the assertions \( \{P_n \triangleq \sum_{i=1}^{n} \frac{1}{2} I_q\}_{n \geq 0} \) is generated by

\[
F^I_{wp}(X) = M_0^\dagger I M_0 + M_1^\dagger (wp.\text{skip}.X) M_1 = \frac{1}{2} I_q + \frac{1}{2} X
\]

Remark 5.8. Observe that the necessary intermediate assertions in proving correctness of while loops have a uniform (fixed-point) characterization, yet this is not always the case for (non-tail) recursion. This observation, jointly with Rem. 5.7, entails that recursion is essentially more complex than while loops in the setting of program logics.

6 EXPANDED PROOF SYSTEMS

In this section we augment the language \( RqPL \) with facilities of variable localization and parameter passing, with which the applicability scope of recursive quantum programs will be broadened. This argumentation is also in line with the spirit of QPL [62].
 Definition of the syntax. The construct of variable localization allows variables whose value is accessible only in a specified program fragment. The syntax of such a construct with header \texttt{Loc} \langle qvar\_list \rangle, body \texttt{S} and tailer \texttt{Rel} \langle qvar\_list \rangle is given by

\begin{align*}
\text{Loc} \langle qvar\_list \rangle; \texttt{S}; \texttt{Rel} \langle qvar\_list \rangle
\end{align*}

Example 6.1 (The system-environment model of a QOP). The dynamics of an open quantum system (modeled by quantum variables \(\hat{q}\)), interacted by a unitary interaction \(U\) with an environment (modeled by \(\hat{p}\) with initial state \(|0\rangle\)), can be programmed as a structure of quantum variable localization:

\begin{align*}
\text{Loc} \; \hat{p}; \; (\hat{p}, \hat{q}) \; := \; U; \; \text{Rel} \; \hat{p}
\end{align*}
For instance, we can use this structure to program a circuit implementation for the controlled operation $C^n(U)$ in Fig. 4.10 of [52]. The circuit makes use of a small number $(n - 1)$ of working qubits, which all start and end in the state $|0\rangle$.

**Definition of the semantics.** The intended meaning of the construct of variable localization is first expanding the state with the default value $|0\rangle$ of local variables $qvar\_list$ declared by the header, then executing the body possibly accessing $qvar\_list$, and finally releasing $qvar\_list$ by the tailer. Since the names of local variables, say $q$, may conflict with those of state variables outside the structure, to define the formal semantics of variable localization, we need a reservoir of fresh quantum variables, say $\bar{r}$ (of the same length and of the same componentwise type as $\bar{q}$), to be used to express different instances of the local variables before binding them to values. We can use partial trace function, say $tr_{\bar{r}H}$ (abbr. $tr_r$), to define the formal semantics of quantum variable localization (cf. Tabs. 9b and 9c).

**Proof rules for the correctness.** We invent the proof rule — (R Loc) — for proving both partial and total correctness of variable localization (cf. Tab. 9e). Here, by convention, $P \otimes I_r$ and $Q \otimes I_r$ can be simplified to $P$ and $Q$ respectively.

**Intuition of (R Loc).** Note that $\text{Loc} \; \bar{q}; S; \text{Rel} \; \bar{q}$ is semantically equivalent to $\bar{r} := |0\rangle; S[\bar{r}/\bar{q}]$, if the local variables $\bar{q}$ are thought of as the fresh global variables $\bar{r}$. Under this assumption, Hoare’s triple $\{P\} \; \text{Loc} \; \bar{q}; S; \text{Rel} \; \bar{q} \{Q\}$ is semantically equivalent to

$$\{P \otimes I_r\} \; \bar{r} := |0\rangle; S[\bar{r}/\bar{q}] \{Q \otimes I_r\} \tag{5}$$

By lifting this semantical equivalence to the syntactical case, (R Loc) follows naturally.

If, on the other hand, we choose to substitute $\bar{r}$ for $\bar{q}$ in assertions instead of in programs, then we find that Hoare’s triple $\{P\} \; \text{Loc} \; \bar{q}; S; \text{Rel} \; \bar{q} \{Q\}$ is semantically equivalent to

$$\{P[\bar{r}/\bar{q}] \otimes |0\rangle_q\} S \{Q[\bar{r}/\bar{q}] \otimes I_q\} \tag{6}$$

By elevating this semantical deduction to an inference rule, we obtain

$$\text{(R’ Loc)} \quad \frac{\{P[\bar{r}/\bar{q}] \otimes |0\rangle_q\} S \{Q[\bar{r}/\bar{q}] \otimes I_q\}}{\{P\} \; \text{Loc} \; \bar{q}; S; \text{Rel} \; \bar{q} \{Q\}}$$

**Comparison of (R Loc) and (R’ Loc).** To show the (syntactic) equivalence of the two proof rules, it suffices to show Hoare’s triples (5) and (6) can be transformed to each other. This is the case by using (R Adap) (cf. Tab. 9e), (A Init) and (R Order).

To see the difference of the two proof rules, we remark that (R Loc) is more in line with the formal semantics and weakest (liberal) preconditions of variable localization (cf. Tabs. 9c and 9d), but (R’ Loc) is purely inductive and thus more applicable in practice.

**Example 6.2** (Grover’s search). In Grover’s original search algorithm (cf. Chap. 6 of [52]), we can use a (unitary) oracle $O$, defined by its action on the computational basis:

$$|x\rangle|y\rangle \xrightarrow{O} |x\rangle|y \oplus f(x)\rangle$$

to check whether an item $x$ is a solution to the search problem. Note that $f$ is the characteristic function of the search problem, and the oracle ancilla $|y\rangle$ is a single qubit which is flipped if $f(x) = 1$, and is unchanged otherwise. It is useful to initialize the oracle ancilla in state $|\rangle$, in which case the state of the ancilla is not changed, and $f(x)$ will occur as the exponent of a factor $(-1)^{f(x)}$ of relative phases. Thus the action of the oracle can be rewritten:

$$|\varphi\rangle \triangleq \sum_x \alpha_x |x\rangle \xrightarrow{O} |\psi\rangle \triangleq \sum_x (-1)^{f(x)} \alpha_x |x\rangle$$
Let quantum variables $q, p$ denote resp. $|x\rangle$, $|y\rangle$. The verified program of $O$ is as follows.

\[
\begin{align*}
\{(\varphi)_q\langle\varphi\rangle\} \\
\text{Loc } p; \{(\varphi)_q\langle\varphi\rangle \otimes |0\rangle_p\langle0\rangle\} & \quad \text{(R’ Loc)} \\
p := HX; \{(\varphi)_q\langle\varphi\rangle \otimes |\rangle_p\langle-\rangle\} & \quad \text{(A Unit)} \\
(q, p) := O; \{(\varphi)_q\langle\varphi\rangle \otimes |\rangle_p\langle-\rangle\} & \quad \text{(A Unit)} \\
p := XH; \{(\varphi)_q\langle\varphi\rangle \otimes |0\rangle_p\langle0\rangle\} & \quad \text{(A Unit)} \\
\{(\varphi)_q\langle\varphi\rangle \otimes I_p\} & \quad \text{(R Order)} \\
\text{Rel } p \{(\varphi)_q\langle\varphi\rangle\} & \quad \text{(R’ Loc)}
\end{align*}
\]

### 6.2 Quantum pointer passing

Due to the no-cloning theorem, it’s impossible to realize all quantum value copying implicitly by a universal copying machine, implemented as a unitary operator, as required by the principle of quantum mechanics. The problem of parameter passing is well-understood in the context of functional quantum programming languages, and type systems for such quantum languages usually rely on linear types and pointer-passing. In other words, instead of passing values, function calls pass wire identifiers, or register names.

**Definition of the syntax.** We now extend $RqPL$ with parameterized procedures. The parameters consist of names of registers used in the global environment that can be referred to inside the procedure. A quantum program $P$ with parameterized procedures now have the form of Tab. 9a

(The extended programming language is coined $eRqPL$). Note that the two lists of quantum variables $\bar{y}$ and $\bar{p}$, called, respectively, formal and actual parameters, are required to have equal length and equal componentwise type.

**Definition of the semantics.** The intended meaning of invoking a parameterized recursive procedure is first expanding the body of the procedure with actual parameters in place of formal parameters, which makes the procedure now able to act on already existing registers, and then executing this expanded body. To define the formal semantics of parameterized procedures, we can adapt the counterpart of non-parameterized procedures by adding syntactic substitution (cf. Tabs. 9b and 9c), where the syntactic approximation of the bodies of parameterized procedures can be defined by parameterizing Def. 3.1 (cf. Def. A.1).

**Proof rules for the correctness.** To parameterized recursive procedures $\text{proc}_j(\bar{y}_i)$ with body $S_i$, $1 \leq i \leq n$, the proof rule (Rp pRec) together with (R Adap) can be used to prove their partial correctness; the proof rule (Rt pRec) together with (R Adap) can be used to prove their total correctness (cf. Tab. 9e). Note that those non-parameterized proof rules for recursion, e.g. (Rp gRec) defined in Tab. 5a, can be thought of as a special case of their parameterized counterpart by restricting the formal parameters $\bar{y}$ to $\emptyset$.

**Example 6.3.** Let the parameterized procedure $\text{proc}(\bar{p})$ be defined by

\[
\text{Proc } \text{proc}(\bar{p}) : \text{Loc } \bar{p}; \text{ skip; Rel } \bar{p}
\]

The operational semantics of call $\text{proc}(\bar{q})$ is developed step by step as

\[
\begin{align*}
\langle \text{call } \text{proc}(\bar{q}), \rho \rangle & \quad \xrightarrow{\epsilon} \langle \text{Loc } \bar{q}; \text{ skip; Rel } \bar{q}, \rho \rangle \\
& \quad \xrightarrow{\epsilon} \langle \text{skip; Rel } \bar{r}, \rho \otimes |0\rangle_r(0) \rangle \\
& \quad \xrightarrow{\epsilon} \langle \text{Rel } \bar{r}, \rho \otimes |0\rangle_r(0) \rangle \\
& \quad \xrightarrow{\epsilon} \langle E, \rho \rangle
\end{align*}
\]
The denotational semantics of call \( \text{proc}(\bar{q}) \) is defined by

\[
\llbracket \text{call proc}(\bar{q}) \rrbracket = \bigcup_{n=0}^{\infty} \llbracket (\text{Loc } \bar{p}; \text{ skip; Rel } \bar{p})^{(n)}[\bar{q}/\bar{p}] \rrbracket
\]

\[
= \bigcup_{n=0}^{\infty} \llbracket \text{Loc } \bar{q}; \text{ skip; Rel } \bar{q} \rrbracket
\]

\[
= \bigcup_{n=0}^{\infty} tr_f \circ [\text{skip}[\bar{r}/\bar{q}]] \circ (|0\rangle_f \circ (0|_f) = I_q
\]

To prove the Hoare’s triple

\[
\{P_q\} \text{ call proc}(\bar{q}) \{P_q\} \quad \text{(resp. } \langle P_q \rangle \text{ call proc}(\bar{q}) \langle P_q \rangle \text{)}
\]

by (R Adap), it suffices to prove

\[
\{P_p\} \text{ call proc}(\bar{p}) \{P_p\}
\]

By (Rp pRec) (resp. (Rt pRec)), it suffices to prove

\[
\{P_p\} \text{ Loc } \bar{p}; \text{ skip; Rel } \bar{p} \{P_p\}
\]

following by (R Loc), together with (A Skip), (A Init) and (R Comp).

### 6.3 Extension of previous results

Various results developed in previous sections, e.g. Thms. 3.1, 4.2, 5.1, 5.2 and the soundness and completeness results (for both partial and total correctness), can be extended to covering the case of auxiliary facilities discussed in this section (cf. Apps. A, B and D).

### 7 CASE STUDIES

#### 7.1 Grover’s fixed-point search

Grover’s search is a quantum algorithm of finding a target item in an unsorted database, which has a square-root speedup over the corresponding classical algorithm. The original idea is to design an iterative transformation in a way that each iteration results in a small rotation of the moving state in a two-dimensional plane spanned by the (orthogonal) target and nontarget vectors. The moving state rotates in the plane from a starting state to the target state. If we choose the right number of iterative steps, the moving state will stop close to the target state, otherwise it will drift away. Fixed-point Grover’s search supplements the original search algorithm by permitting the moving state converges monotonically to the target state as the number of iteration goes from zero to infinity.

| Proc qSearch: S | Proc qSearch_dag: S' |
|-----------------|-----------------------|
| \( S \triangleq \) if \( \square m \cdot M[q_1] = m \rightarrow S_m \) fi | \( S' \triangleq \) if \( \square m \cdot M[q_1] = m \rightarrow S'_m \) fi |
| \( S_0 \triangleq q_1 \Rightarrow V \) | \( S'_0 \triangleq q_2 \Rightarrow V^\dagger \) |
| \( S_1 \triangleq q_1 \Rightarrow U_{-1}; \) | \( S'_1 \triangleq q_1 \Rightarrow U_{-1}; \) |
| \( \text{call qSearch}; \) | \( \text{call qSearch}; \) |
| \( q_2 \Rightarrow R_{i}; \) | \( q_2 \Rightarrow R_{i}; \) |
| \( \text{call qSearch_dag}; \) | \( \text{call qSearch_dag}; \) |
| \( q_2 \Rightarrow R_{s}; \) | \( q_2 \Rightarrow R_{s}; \) |
| \( \text{call qSearch}; \) | \( \text{call qSearch_dag}; \) |
| \( q_1 \Rightarrow U_{s+1} \) | \( q_1 \Rightarrow U_{s+1} \) |

(a) qSearch  

(b) qSearch_dag

Table 10: qSearch and qSearch_dag implement the search engine \( V_n \) and its adjoint \( V_n^\dagger \).
This feature leads to robust search algorithms and also to new schemes for quantum control and error correction [37].

**Programming the algorithm.** Let $|s\rangle$ and $|t\rangle$ be the respective starting and target states in a Hilbert space, where $|s\rangle$ is possibly superposed, and $|t\rangle$ is a (not necessarily uniform) superposition of all possible solutions. The core of the algorithm is to design a search engine — a series of unitary operators $\{V_n\}_{n\geq0}$ inductively defined by

$$V_0 \triangleq V, \quad V_{n+1} \triangleq V_n R_s V_n^\dagger R_t V_n$$

where the $\frac{\pi}{3}$-phase shifts (i.e., unitary operators) $R_s$ and $R_t$ for $|s\rangle$ and $|t\rangle$ are defined as

$$R_s \triangleq I - (1 - \exp(i\frac{\pi}{3}))|s\rangle\langle s|, \quad R_t \triangleq I - (1 - \exp(i\frac{\pi}{3}))|t\rangle\langle t|$$

such that the resulting state $V_n|s\rangle$ after applying $V_n$ to $|s\rangle$ converges monotonically to $|t\rangle$ as $n$ approaches infinity, i.e.,

$$\lim_{n\to\infty} V_n|s\rangle = |t\rangle$$

Then we are able to fetch information of the solution $|t\rangle$ by a measurement on $V_n|s\rangle$. Note that $|t\rangle$ can be thought of as the least fixed point of a function induced by $\{V_n|s\rangle\}_{n\geq0}$. This is the reason why this version of Grover’s search is called fixed-point Grover’s search. For the sake of simplicity, $|s\rangle$, $|t\rangle$ and $V$ are treated as black boxes.

To program the search engine, let us use quantum variable $q_1$ to denote the moving state from $|s\rangle$ to $|t\rangle$. To model the counter of the search engine (used to denote the subscript $n$ of $V_n$), we shall use quantum variable $q_2$ over a $2^m$-dimensional Hilbert space $\mathcal{H}_c$ with orthonormal basis states $\{|n\rangle: 0 \leq n < 2^m\}$, which can be used to encode an upper-bounded set of natural numbers. Here $m$ should be large enough so that the basis states of $\mathcal{H}_c$ suffice to encode all needed counter values. We define $(+i)$-operator $U_{i+}$ of $\mathcal{H}_c$ by

$$U_{i+} : |x\rangle \rightarrow |(x + i) \mod 2^m\rangle,$$

to model the classical modular $(+i)$-operator, and similarly for $(-i)$-operator $U_{-i}$. Whether the value of the counter is zero can be identified by the outcome of the measurement

$$M \triangleq \left\{ M_0 \triangleq |0\rangle\langle 0|, \quad M_1 \triangleq \sum_{i=1}^{2^m-1} |i\rangle\langle i| \right\}$$

Recursive quantum procedure $qSearch$ for the search engine is designed in Tab. 10.

**Partial correctness.** We claim that, on input $|n\rangle_{q_1} \otimes |s\rangle_{q_2}$, quantum activation statement call $qSearch$ executes with output $|n\rangle_{q_1} \otimes V_n|s\rangle_{q_2}$ (if terminates). Formally speaking, the claim can be expressed as a partial-correctness formula:

$$\{ |n\rangle_{q_1} \langle n| \otimes |s\rangle_{q_2} \langle s| \} \textbf{ call } qSearch \left\{ |n\rangle_{q_1} \langle n| \otimes V_n|s\rangle_{q_2} \langle s|V_n^\dagger \right\}$$  (7)

Let $A$ be a quantum predicate variable on $\mathcal{H}_c$, and $B$ a quantum predicate variable on $\mathcal{H}_t$. The $(i,j)$-component $\langle i|A|j\rangle$ of $A$ is abbreviated as $A_{i,j}$, so $A = \sum_{i,j} A_{i,j} |i\rangle\langle j|$. To prove Hoare’s triple (7), by (R Subst), together with the simultaneous substitution

$$\left\{ |n\rangle_{q_1} \langle n|/A, \quad |s\rangle_{q_2} \langle s|/B \right\}$$

it suffices to prove

$$\left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} \textbf{ call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i B V_i^\dagger \right\}$$
(Intuitively, the precondition (resp. postcondition) of the last Hoare’s triple says that the control flow arrives at each recursion depth \(0 \leq i \leq 2^m - 1\) (denoted by variable \(q_1\)) of procedure \(qSearch\) with probability \(A_{i,i}\), and at depth \(i\), the state of variable \(q_2\) should satisfy the predicate \(B\) (resp. \(V_iBV_i^{\dagger}\)).) Defining \(\{\text{Prem}_i\}_{i=0}^{j} \subseteq \) by

\[
\begin{align*}
\text{Prem}_1 & \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} \text{call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_iBV_i^{\dagger} \right\} \\
\text{Prem}_2 & \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} \text{call } \text{qSearch}_\text{dag} \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_iBV_i^{\dagger} \right\}
\end{align*}
\]

by \((\text{R pgRec})\), it suffices to show that

\[
\begin{align*}
\mathcal{I}_{\Sigma} \{ \text{Prem}_1 \}_{i=0}^{j} & \triangleright qBS \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} S \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_iBV_i^{\dagger} \right\} \\
\mathcal{I}_{\Sigma} \{ \text{Prem}_1 \}_{i=0}^{j} & \triangleright qBS \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} S' \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i^{\dagger}BV_i \right\}
\end{align*}
\]

The routine verification work is left to App. E.3.

**Total correctness.** We claim that quantum activation statement \(\text{call } qSearch\), on input \(|n\rangle_{q_1} \otimes |s\rangle_{q_2}\), always terminates with output \(|n\rangle_{q_1} \otimes V_n |s\rangle_{q_2}\). In a formal way, the claim can be expressed as a total-correctness formula:

\[
\langle |n\rangle_{q_1}, |n\rangle \otimes |s\rangle_{q_2}, |s\rangle \rangle \text{ call } qSearch \langle |n\rangle_{q_1}, |n\rangle \otimes V_n |s\rangle_{q_2}, |s\rangle |V_n^{\dagger}\rangle
\]

Let quantum predicate variables \(A\) and \(B\) be as defined above. To prove Hoare’s triple (8), by \((\text{R Subst})\), together with the simultaneous substitution

\[
\left[ |n\rangle_{q_1}, |n\rangle / A, |s\rangle_{q_2}, |s\rangle / B \right]
\]

it suffices to prove

\[
\left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} \text{call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_iBV_i^{\dagger} \right\}
\]

Defining a sequence of PQPTs \(\{P_j[A,B]\}_{j \geq 0}\) by

\[
P_j[A,B] \triangleq \left\{ \begin{array}{ll}
\sum_{i=0}^{j-1} A_{i,i} |i\rangle \otimes B & \text{if } 0 \leq j < 2^m \\
\sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B & \text{if } j = 2^m
\end{array} \right.
\]

and a set of premises \(\{\text{Prem}_i\}_{i=1,2} \subseteq \) by

\[
\begin{align*}
\text{Prem}_1 & \triangleq \left\{ P_j[A,B] \right\} \text{call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_iBV_i^{\dagger} \right\} \\
\text{Prem}_2 & \triangleq \left\{ P_j[A,B] \right\} \text{call } \text{qSearch}_\text{dag} \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i^{\dagger}BV_i \right\}
\end{align*}
\]
by (Rt gRec), it suffices to show, for all \( j \geq 0 \), that

\[
\begin{align*}
&\mathbb{I}_\mathbb{C}, \{ \text{Prem}_i^j \}_{i=1,2} \vdash_{\text{qBS}} \left( P_{j+1}(A,B) \right) S \left( \sum_{i=0}^{2^{m-1}} A_{i,i} |i\rangle \otimes V_i^\dagger B_i \right) \\
&\mathbb{I}_\mathbb{C}, \{ \text{Prem}_i^j \}_{i=1,2} \vdash_{\text{qBS}} \left( P_{j+1}(A,B) \right) S' \left( \sum_{i=0}^{2^{m-1}} A_{i,i} |i\rangle \otimes V_i^\dagger B_i \right)
\end{align*}
\]

The routine verification work is left to App. E.4.

### 7.2 Recursive quantum Fourier sampling

| Proc \( \text{RQFS}(q,Y) \): if \( \square m \cdot M[q] = m \mapsto S_m B \) |
|---------------------------------------------|
| \( S_0 \triangleq q \Rightarrow U_{+1} \); |
| \( \text{Loc} \langle \mathcal{X}[q], Y \rangle \); |
| \( \langle \mathcal{X}[q], Y' \rangle \Rightarrow H^\otimes n \otimes HX \); |
| \( \text{call} \ \text{RQFS}(q,Y') \); |
| \( \mathcal{X}[q] \Rightarrow H^\otimes n \); |
| \( \langle \mathcal{X}[q], Y \rangle \Rightarrow \mathcal{G} \); |
| \( \mathcal{X}[q] \Rightarrow H^\otimes n \); |
| \( \text{call} \ \text{RQFS}(q,Y') \); |
| \( \langle \mathcal{X}[q], Y' \rangle \Rightarrow H^\otimes n \otimes XH \); |
| \( \text{Rel} \langle \mathcal{X}[q], Y \rangle \); |
| \( q \Rightarrow U_{-1} \) |
| \( S_1 \triangleq \langle \mathcal{X}[1], \ldots, \mathcal{X}[l], Y \rangle \Rightarrow \mathcal{O} \) |
| \( S_2 \triangleq \text{bot} \) |

Table 11: Recursive quantum procedure \( \text{RQFS} \).

**Problem description.** Let us first briefly recall recursive quantum Fourier sampling [51]. We begin by defining a type of tree. Let \( n, l \) be positive integers and consider a symmetric tree where each node, except the leaves, has \( 2^n \) children, and the depth is \( l \). Let the root be labelled by \( (\emptyset) \). The root’s children are labelled \( (x_1) \) with \( x_1 \in \{0,1\}^n \). Each child of \( (x_1) \) is, in turn, labelled \( (x_1, x_2) \) with \( x_2 \in \{0,1\}^n \). We continue until we have reached the leaves, which are labelled by \( (x_1, \ldots, x_l) \).

Next we add the Fourier component to the tree. We begin by fixing a computable function \( g: \{0,1\}^n \rightarrow \{0,1\} \). With each node of the tree \( (x_1, \ldots, x_k) \) we associate a "secret" string \( s(x_1, \ldots, x_k) \in \{0,1\}^n \) s.t.

\[
g(s(x_1, \ldots, x_k)) \triangleq s(x_1, \ldots, x_{k-1}) \cdot x_k \mod 2
\]

(Here we take \( s(x_1, \ldots, x_{k-1}) \) to mean \( s(\emptyset) \) if \( k = 1 \).) In this way, each node’s secret encodes one bit of information about its parent’s secret. Suppose we are given an oracle \( o: (\{0,1\}^n)^l \rightarrow \{0,1\} \) for the leaves of the tree s.t.

\[
o(x_1, \ldots, x_l) \triangleq g(s(x_1, \ldots, x_l))
\]

Our goal is to find \( g(s(\emptyset)) \).
Quantum solution. Define the descendant space $\mathcal{H}_d$ to be the $2^n$-dimensional Hilbert space with orthonormal basis states $-\{|i\rangle : 0 \leq i < 2^n\}$ to index each of $2^n$ children for any parental node. The counting space $\mathcal{H}_c$, $(+i)$-operator $U_{+i}$ and $(-i)$-operator $U_{-i}$ of $\mathcal{H}_c$ are defined as previous (Here, to index the depth of the tree, we require that $l < 2^m$).

Let $p, q$ be quantum (individual) variables over $\mathcal{H}_c, Y, Y', Z$ quantum variables over $\mathcal{H}_z$, and $X$ a quantum array-like variable over $\mathcal{H}_d$ with one argument, say $q$, indexing each component of the array, s.t. each component $X[q]$ acts like a quantum variable over $\mathcal{H}_d$. We shall treat $X[i]$ as $X[i]$ for simplicity. Let quantum oracle $\mathcal{G}$ (on $X[q], Y$) calculate $g$ as

$$\mathcal{G} |s\rangle|y\rangle \equiv |s\rangle|y \oplus g(s)\rangle$$

Let quantum oracle $\mathcal{O}$ (on $X[1], \ldots, X[l], Y$) model $\sigma$ as

$$\mathcal{O} |x_1\rangle \ldots |x_l\rangle|y\rangle \equiv |x_1\rangle \ldots |x_l\rangle|y \oplus g(s_{(x_1,\ldots,x_l)})\rangle$$

The procedure for Recursive quantum Fourier sampling is designed in Tab. 11, where the measurement $M$ (on $q$) is defined by

$$M \equiv \left\{ M_0 \equiv \sum_{0 \leq i < l} |i\rangle\langle i|, M_1 \equiv |l\rangle\langle l|, M_2 \equiv \sum_{l < i < 2^m} |i\rangle\langle i| \right\}$$

**Notations and Definitions.** Let $K$ be a quantum predicate variable over $\mathcal{H}_c$. Let $\{i\}_{i=0}^l$ be the computational basis of $\mathcal{H}_q$. For notational convenience, the $(i, i)$-component $\langle i | K | i \rangle$ of $K$ is abbreviated as $K_i$. (To see the intuitive meaning of $K_i$, we remark that $K = \sum_{i,j} |i\rangle\langle k| |i\rangle\langle j|$. Define $C(i)$ and $D(i)$ by

$$C(i) \equiv \bigotimes_{j=0}^i \left( \sum_{k=0}^{2^n-1} |k\rangle\langle k| \otimes \alpha_j \right)$$

$$D(i) \equiv \bigotimes_{j=0}^i \left( \sum_{k=0}^{2^n-1} |k\rangle\langle k| \otimes \beta_j \right)$$

where $\alpha_j$ and $\beta_j$ are defined by

$$\alpha_j \equiv \begin{cases} |0\rangle_y |0\rangle, & \text{if } j = 0 \\
|\rangle_y |\rangle_y, & \text{if } 1 \leq j \leq l 
\end{cases}$$

$$\beta_j \equiv \begin{cases} |g(s_{(0)})\rangle_y |g(s_{(0)})\rangle, & \text{if } j = 0 \\
|\rangle_y |\rangle_y, & \text{if } 1 \leq j \leq l 
\end{cases}$$

Define the PQPTs $P(K)$ and $Q(K)$ by

$$P(K) \equiv \sum_{i=0}^l K_i |i\rangle_q |i\rangle \otimes C(i)$$

$$Q(K) \equiv \sum_{i=0}^l K_i |i\rangle_q |i\rangle \otimes D(i)$$

Intuitively, $P(K)$ (resp. $Q(K)$) says that the control flow arrives at each recursion depth $0 \leq i \leq l$ (denoted by variable $q$) of algorithm $RQFS$ with probability $K_i$ (where $i$ corresponds to each level of the tree, in particular, $i = 0$ points to the root and $i = l$ to the leaves), and at depth $i$, variable $Y[0]$ lies in the state $|0\rangle$ (resp. $|g(s_{(0)})\rangle$), $Y[j]$ with $1 \leq j \leq i$ in $|\rangle$, and $X[j]$ with $0 \leq j \leq i$ can lie in any state (by the predicate $I_{x_j}$).
Partial correctness. We claim the partial correctness of RQFS by proving Hoare’s triple
\[ \{ \ket{0} \langle 0 | \otimes \ket{0} \langle y_0 | \} \text{ call } RQFS(q, \forall[q]) \{ \ket{0} \langle 0 | \otimes |g(s(\theta))\rangle \langle y_0 | \langle g(s(\theta)) | \} \]
By (R Subst), together with the substitution \[ \{ \ket{0} \langle 0 | /K \} \], it suffices to show
\[ (Prem \triangleq \{ P(K) \} \text{ call } RQFS(q, \forall[q]) \{ Q(K) \}) \]
By (Rp pRec), it suffices to show
\[ \mathbb{I}_{\subseteq}, \text{Prem} \vdash_{qBE} \{ P(K) \} \text{ if } \Box m \cdot M[q] = m \rightarrow S_m \text{ fi } \{ Q(K) \} \]
The routine verification work is left to App. F.3.

Total correctness. We claim the total correctness of RQFS by proving Hoare’s triple
\[ \langle \ket{0} \langle 0 | \otimes \ket{0} \langle y_0 | \rangle \text{ call } RQFS(q, \forall[q]) \langle \ket{0} \langle 0 | \otimes |g(s(\theta))\rangle \langle y_0 | \langle g(s(\theta)) | \rangle \rangle \]
By (R Subst), together with the substitution \[ \{ \ket{0} \langle 0 | /K \} \], it suffices to show
\[ \langle P(K) \rangle \text{ call } RQFS(q, \forall[q]) \langle Q(K) \rangle \]
Defining a sequence of PQPTs \( \{ P_h(K) \}_{h \geq 0} \) by
\[ P_h(K) \triangleq \begin{cases} \sum_{i=l+1-h}^l K_i |i\rangle_q \otimes C(i) & 0 \leq h < l \\ P(K) & \text{otherwise} \end{cases} \]
and a set of premises \( \{ Prem_h \}_{h \geq 0} \) by
\[ Prem_h \triangleq \langle P_h(K) \rangle \text{ call } RQFS(q, \forall[q]) \langle Q(K) \rangle \]
by (Rt pRec), it suffices to show, for all \( h \geq 0 \), that
\[ \mathbb{I}_{\subseteq}, Prem_h \vdash_{qBE} \langle P_{h+1}(K) \rangle \text{ if } \Box m \cdot M[q] = m \rightarrow S_m \text{ fi } \{ Q(K) \} \]
The routine verification work is left to App. F.4.

8 RELATED WORK
In this section, we will compare our quantum Hoare logic (QHL) with classical deterministic Hoare logic (DHL), classical probabilistic Hoare logic (PHL), and other QHLs. We shall discuss global and local reasoning in the setting of quantum computation. Comparison with other related work, e.g. on termination and loop invariants etc., is also presented.

8.1 Comparison with DHL
Verification techniques for classical (deterministic) recursive programs have been systematically developed since Hoare’s pioneering work [39] (see, e.g., Chap. 4, 5 of [4] and Chap. 6 of [31]). However, the semantics of quantum programs and quantum assertions are complex-matrix-based, neither relations nor formulas on a discrete space as in the classical case. This semantical difference entails that there is no uniform mechanism for encoding any finite computational sequence of quantum programs (For classical coding functions, e.g. Gödel’s \( \beta \)-function and pairing functions, the reader is referred to [14]), so quantum logics have no closed (finite) form as in classical logics. To address the challenge, we have to accept an infinite representation of program semantics and assertions, e.g. the upper and lower limits, and try to find a closed-form (e.g. fixed-point) characterization for them (cf. Rem. 3.3).
8.2 Comparison with PHL
A theory of probabilistic recursion and recursive probabilistic programming has recently been developed in a series of papers [15, 47]. In the last few years, significant progress has been made in verifying recursive probabilistic programs, including weakest pre-expectation calculus and proof rules [44, 53] as well as termination problem [46]. We remark that the assertion languages of [9, 44, 53] have no parameters. The lack of parameters would restrict the scope of application of their logics to the case of tail recursion (cf. Exms 5.1, 5.2 and Rem. 5.7). The introduction of parameters for random variables, which can be thought of as a probabilistic degenerate of quantum predicate variables proposed in this paper, could help to repair the technical deficiency for the sake of completeness. Note that the termination problem of probabilistic higher-order programs [46] is reduced to the probabilistic reachability problem of a higher-order extension of recursive Markov chains (not in an axiomatic way).

8.3 Comparison with other QHLs
Other quantum Hoare-like logics, e.g. [17, 26, 43], have been developed with the Turing-Floyd-Hoare principle. For the landscape of some of these quantum logics, the reader is referred to the survey paper [57]. The assertion languages of these QHLs surveyed in [57] are compositional and contain parameters, yet are not purely quantum (matrix-based). It’s worthy to note that a kind of (existentially quantified) ghost variables, which can be entangled with program variables, are introduced in the assertion language of [68]. In contrast, the quantum predicate variables defined in the current paper are free higher-order variables (if program variables are seen as first-order variables), and can be used to describe properties of entangled program variables (yet quantum predicate variables never entangle with program variables). The ghost variables can be used to simulate local variables, but the interaction between ghost and program variables is uncontrolled due to existential quantification, thus Unruh’s QHL fails to reason about a particular quantum operation as in Exm. 6.1. The paper [40] develops a formal semantics for erroneous quantum while-programs, as well as a logic for reasoning about their robustness (i.e. error bounds of outputs). We remark that assertions of this QHL are QPRDs, and that inference rules for a while loop are not designed in a purely syntactical way. An applied QHL [76] (also supporting reasoning about robustness of quantum programs) is defined by restricting assertions of QHL [71] (i.e. QPRDs) to subspaces of a Hilbert space (i.e. projection operators). Thus the applied QHL fails to do reasoning with probabilities $\delta \in (0, 1)$ (cf. Rem. 5.5 for a detailed comparison).

8.4 Comparison with local reasoning
Hoare logic is a general framework for global reasoning about programs. As an alternative technical line, local reasoning is proposed by using the Frame Rule under the assumption that the underlying program states be separated (in, e.g., separation logic [11, 58] and quantum relational Hoare logic [10, 67]). In principle, the scope of applicability of global reasoning is larger than that of local reasoning. In practice, local reasoning could bring some advantages, e.g. simpler semantics and shorter assertions, leading to a good trade-off between application scale and program scope. However, in the quantum field, global reasoning is indispensable, since sometimes a global quantum state should be treated as an inseparable entity (e.g. an entangled state), in which case a global assertion (e.g. an inseparable Hermitian matrix) should be used instead of concatenating local assertions by using the Frame Rule.
8.5 Comparison with other related work

The (almost-sure) termination problem of quantum programs [48] is reduced to the realisability and synthesis problem of linear ranking super-martingales, which can be solved by resorting to an SDP (Semi-Definite Programming) solver (This approach comes from the constraint-based solution to the termination problem of probabilistic programs [18, 19, 45, 50]). In contrast, this paper proposes an axiomatic approach to the probabilistic (including almost-sure) termination problem of quantum programs. Characterizations and generation of loop invariants of quantum programs [74] have been developed in a framework of super-operator-valued transition system based on SDP. By contrast, this paper discusses the existence issue of a uniform fixed-point characterisation for (general) recursive invariants, and explains why the synthesis of recursive invariants can not be automated completely. A theorem prover [49] for verifying partial correctness of quantum while-programs using QHL [71] has been developed within the framework of Isabelle/HOL (A detailed partial-correctness proof of Grover’s original search algorithm is implemented thereof). Quantum relational Hoare logic [10, 67] allows to reason about how the outputs of two quantum programs relate given a relation between their inputs. Finally, quantum Hoare type theory [65] is inspired by classical Hoare type theory and extends Quantum IO Monad by indexing it with pre- and post-conditions that serve as program specifications, which has the potential to be a unified system for programming, specifying, and reasoning about quantum programs.

9 CONCLUSION AND FUTURE WORK

This paper has systematically investigated the problem of how to verify parameterized recursive quantum programs with ancilla data and probabilistic control. We have defined a new quantum assertion logic, a parameterized extension of quantum predicates, so that, by using formulas of this assertion logic as pre- and post-conditions, Hoare’s approach for both partial and total correctness can be extended to the case of general recursive procedures (i.e. soundness and completeness of our quantum Hoare logic). The assertion logic makes it realizable to reduce reasoning about quantum programs with both approximate and exact probabilities to a total-correctness proof. In particular, two counterexamples for illustrating incompleteness of quantum predicates in verifying recursive procedures, and, one counterexample for showing the failure of reasoning with exact probabilities based on partial correctness, have also been constructed. The usefulness of the quantum Hoare logic has been illustrated by three main examples: recursive quantum Markov chain (with probabilistic control), fixed-point Grover’s search, and recursive quantum Fourier sampling.

For the future work, we find that satisfiability of Löwner order (resp. equality) on the quantum assertion logic has to be reduced to positivity (resp. equality) of super operators on separable states (cf. Rem. 4.3). Note that complete positivity of a super operator can be reduced to positivity of a linear operator (called Choi-Jamiolkowski isomorphism or Channel-state duality; for more information on this topic, cf., e.g., [70]). However, a useful characterization of positivity (resp. equality) of super operators is still out of reach (For more information on this area of research, cf., e.g., [41, 42]). We could also consider introducing quantifiers into the assertion logic. It would be interesting to compare this logic with other quantum logics, e.g. linear logic [34] (a logic for a linear use of quantum resources), within the framework of orthomodular lattices or category theory. On the other hand, quantum programs with quantum control have been studied in a series of previous work (see, e.g., [2], Chaps. 6 and 7 of [72], [7, 60]), and the notions of quantum recursion with quantum control were already introduced there. However, we are still at a very beginning stage of understanding quantum recursions with quantum controls, and we feel that a program logic for reasoning about them requires some ideas very different from those used in this paper.
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This section is devoted to investigating the formal semantics of parameterized recursive quantum programs $eRqPL$. Formally, $eRqPL$ can be defined by the following grammar:

$$
\begin{align*}
P & \triangleq D :: S \\
D & \triangleq \text{Proc } \langle \text{proc}_1 \rangle(\tilde{q}_1) :: S_1, \ldots, \text{Proc } \langle \text{proc}_n \rangle(\tilde{q}_n) :: S_n \\
S & \triangleq \text{bot} \\
& \mid \text{skip} \\
& \mid q :: |0\rangle \\
& \mid \tilde{q} :: U \\
& \mid S_1; S_2 \\
& \mid \text{if } \text{if } m \cdot M[\tilde{q}] = m \rightarrow S_m \text{ fi} \\
& \mid \text{Loc } \tilde{q}; S; \text{Rel } \tilde{q} \\
& \mid \text{call } \langle \text{proc}_i \rangle(p_i), \quad 1 \leq i \leq n
\end{align*}
$$

Quantum program

Procedure declaration

Bottom

No operation

Initialization

Unitary operation

Sequential composition

Probabilistic branching

Variable localization

Procedure call
A.1 Nondeterministic operational semantics

| (Bot) | \( \langle \text{bot}, \rho \rangle \xrightarrow{\epsilon} \langle E, 0 \rangle \) |
| (Init) | \( \sum_i |i\rangle_q \langle i| = I_q \) |
| \( \langle q := |0\rangle, \rho \rangle \xrightarrow{\epsilon} \langle E, \sum_i |0\rangle_q \langle i| q \langle 0| \rangle \) |
| (Comp\(_1\)) | \( \langle S, \rho \rangle \xrightarrow{1} \langle S', \rho' \rangle \) and \( S' \neq E \) |
| \( \langle S_1; S_2, \rho \rangle \xrightarrow{1} \langle S'_1; S_2, \rho' \rangle \) |
| (Case) | \( M = \{M_m\}_m \) and \( \sum_m M_m^\dagger M_m = I_q \) |
| \( \langle \text{if} \; \square m \cdot M[\hat{q}] = m \rightarrow S_m \hat{f}, \rho \rangle \xrightarrow{m} \langle S_m, M_m \rho M_m^\dagger \rangle \) |
| (Loc) | \( \hat{r} \notin \text{Var}(\rho), \; |\hat{r}| = |\hat{q}|, \; \text{type}(r_i) = \text{type}(q_i) \; \forall i \). |
| \( \langle \text{Loc} \; \hat{q}; S; \text{Rel} \; \hat{r}, \rho \rangle \xrightarrow{\epsilon} \langle S[r/\hat{q}]; \text{Rel} \; \hat{r}, \rho \otimes |0\rangle_r \langle 0| \rangle \rangle \) |
| (Rel) | \( \text{tr}_r \triangleq \sum_i |i\rangle \otimes |i\rangle \) with \( \sum_i |i\rangle \langle i| = I_r \) |
| \( \langle \text{Rel} \; \hat{r}, \rho \rangle \xrightarrow{\epsilon} \langle E, \text{tr}_r(\rho) \rangle \) |
| (Proc) | \( \text{Proc} \; \text{proc}(\hat{y}); S \in D \) |
| \( \langle \text{call} \; \text{proc}(\hat{p}), \rho \rangle \xrightarrow{\epsilon} \langle S[p/\hat{y}], \rho \rangle \) |
| (Exception) | Other cases of \( S \) and \( l \) |
| \( \langle S, \rho \rangle \xrightarrow{l} \perp \) |

Table 12: Labeled transition relation \( \xrightarrow{l} \) with \( l \triangleq \epsilon \mid m \).

The transition relation \( \xrightarrow{l} \) for eRqPL is defined in Tab. 12. The multi-step labeled transition relation \( \xrightarrow{\alpha} \) with \( \alpha \triangleq l \mid \alpha_1 \alpha_2 \) can be defined on \( \xrightarrow{l} \) as before.

A.2 QOP-directed denotational semantics

| (Bot) | \( \llbracket \text{bot} \rrbracket = 0 \otimes 0 \) |
| (Init) | \( \llbracket q := |0\rangle \rrbracket = \sum_i |0\rangle_q \langle i| \otimes |i\rangle_q \langle 0| \) |
| (Unit) | \( \llbracket \hat{q} := U \rrbracket = U \otimes U^\dagger \) |
| (Comp\(_2\)) | \( \llbracket S_1; S_2 \rrbracket = \llbracket S_2 \rrbracket \otimes \llbracket S_1 \rrbracket \) |
| (Case) | \( \llbracket \text{if} \rrbracket = \sum_m \llbracket S_m \rrbracket \circ (M_m \circ M_m^\dagger) \) |
| (Loc) | \( \llbracket \text{Loc} \; \hat{q}; S; \text{Rel} \; \hat{q} \rrbracket = \text{tr}_r \circ \llbracket S[r/\hat{q}] \rrbracket \circ (|0\rangle_r \otimes \langle 0|_r) \) |
| (Proc) | \( \llbracket \text{call} \; \text{proc}_i(\hat{a}_i) \rrbracket = \bigsqcup_{n=0}^{\infty} \llbracket S_i^{(n)}[\hat{a}_i/\hat{y}_i] \rrbracket \) |

Table 13: Denotational semantics of eRqPL.

The denotational semantics of a quantum program, denoted \( \llbracket \cdot \rrbracket \), is defined as a QOP. The semantics of each term is given in a compositional way, except for the case of parameterized call statements. To handle this case, we need to define the syntactic approximation (i.e., unrolling) of the bodies of mutually recursive procedures with parameter passing.

**Definition A.1** (Parameterized approximation). Let \( \text{proc}_i(\hat{y}_i) \in D, \; 1 \leq i \leq n \), be parameterized recursive quantum procedure with body \( S_i \). Let \( \text{call} \; \text{proc}_j(\hat{p}_j) \), \( 1 \leq j \leq n \), be any parameterized call statement inside \( S_i \) (Here \( k \) means \( S_i \) has (possibly different) activations of \( \text{proc}_j \) each
parameterized \( \bar{p}_{jk} \). Then the \( k \)th syntactic approximation \( S_i^{(k)} \) of \( S_i \) is defined as:
\[
S_i^{(0)} \triangleq \text{bot} \\
S_i^{(k+1)} \triangleq S_i \left[ \ldots, (\text{skip}; S_i^{(k)}[\bar{p}_{jk}/\bar{y}_j]) / \text{call \ proc}_j(\bar{p}_{jk}), \ldots \right]
\]
where \( S_i \left[ \ldots, (\text{skip}; S_i^{(k)}[\bar{p}_{jk}/\bar{y}_j]) / \text{call \ proc}_j(\bar{p}_{jk}), \ldots \right] \) stands for simultaneous substitution of the statement \( \text{skip}; S_i^{(k)}[\bar{p}_{jk}/\bar{y}_j] \) for every \( \text{call \ proc}_j(\bar{p}_{jk}) \) in \( S_i \) (Here \( \text{skip} \) is used to simulate the first-step transition \( \epsilon \) for the statement \( \text{call \ proc}_j(\bar{p}_{jk}), \) cf. the (Skip, Proc) rules of Tab. 12).

The denotational semantics \( [\cdot] \) for \( eRqPL[\Omega] \) is defined in Tab. 13. Note that the side conditions for many equations of denotational semantics are omitted, because they follow the same ones as in the rules of operational semantics. By extending Lem. 3.1 to the parameterized case, well-definedness of the (Proc) rule in Tab. 13 follows.

A.3 Connection between the two semantics

As a preliminary, we need to prove two structural properties of the operational semantics for the syntactic approximation of a parameterized recursive procedure.

Lemma A.1. Let \( S_i \) be the body of procedure \( \text{proc}_i(\bar{y}_i) \) with \( 1 \leq i \leq n. \)

1. For any \( \rho, \rho' \) and \( \alpha \), we have that
\[
\langle S_i, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle \quad \iff \quad \exists k \geq 0. \langle S_i^{(k)}, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle
\]

2. Suppose, for some \( k \geq 0 \), that
\[
\langle S_i^{(k)}, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle
\]
Then we have, for all \( l \geq k \), that
\[
\langle S_i^{(l)}, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle
\]

Proof. The proof proceeds by induction on the length \( |\alpha| \) of \( \alpha \), and do a case analysis for the last step of the inductive definition of \( S_i \). \( \square \)

Remark A.1. Lem. A.1 says that every execution of \( S_i \) (labeled by \( \alpha \)) can be simulated in a finite unrolling of \( S_i \) (denoted by \( S_i^{(k)} \)), and also in any larger unrolling of \( S_i \) (denoted by \( S_i^{(l)} \) with \( l \geq k \)). Note that, by the least number principle, there exists the least such \( k \).

We are now positioned to relate the operational and denotational semantics.

Theorem A.1. For any quantum program \( S \in eRqPL \), we have that
\[
[S](\rho) = \sum_{\langle S, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle} \rho'
\]
where the summation of \( \rho' \) is taken for every possible \( \alpha \) s.t. \( \langle S, \rho \rangle \xrightarrow{\alpha} \langle E, \rho' \rangle \).

Proof. The proof can be done by induction on the depth of the formation tree of \( S \). We only consider the cases of variable localization and parameterized activation (The proof of other cases can be adapted from the corresponding proof in [71]).
Case: (Loc).

\[
\begin{align*}
\text{[Loc } q; S; \text{ Rel } q\text{]}(\rho) &= \left[ tr_F \circ [S[q]] \circ (\ket{0}_F \circ \bra{0}_F)\right](\rho) \\
&= tr_F([S[q]](\rho \otimes \ket{0}_F \bra{0}_F)) \\
&= \sum_{\langle S[q], \rho \otimes \ket{0}_F \rangle \rightarrow (E, \rho')} tr_F(\rho') \\
&= \sum_{\langle S[q], \rho \otimes \ket{0}_F \rangle \rightarrow (E, \rho')} \langle\rho'\rangle \\
&= \sum_{\langle S[q], \rho \otimes \ket{0}_F \rangle \rightarrow (E, \rho')} \left( \sum_{\langle \text{Rel } r, \rho' \rangle \rightarrow (E, \rho'')} \rho'' \right) \\
&= \sum_{\langle S[q], \rho \otimes \ket{0}_F \rangle \rightarrow (E, \rho')} \langle\rho'\rangle \\
&= \sum_{\langle S[q], \rho \otimes \ket{0}_F \rangle \rightarrow (E, \rho')} \langle\rho'\rangle \\
&= \langle \text{Loc } q; S = \text{ Rel } q\text{]}(\rho) \rightarrow (E, \rho')
\end{align*}
\]

where Eq. (9) follows by induction hypothesis applied to \(S[q]\), (10) by linearity of partial trace function, (11) by (Rel) rule of operational semantics, and (12) by (Comp_2) rule of operational semantics.

Case: (Proc).

\[
\begin{align*}
\text{[call proc}_i(\bar{a}_i)\text{]}(\rho) &= \left( \bigcup_{n=0}^{\infty} [S_i^{(n)}[\bar{a}_i/\bar{y}_i]\right](\rho) \\
&= \bigcup_{n=0}^{\infty} [S_i^{(n)}[\bar{a}_i/\bar{y}_i\text{]}(\rho) \\
&= \bigcup_{n=0}^{\infty} \left( \sum_{\langle S_i^{(n)}[\bar{a}_i/\bar{y}_i], \rho' \rangle \rightarrow (E, \rho')} \rho' \right) \\
&= \sum_{\langle S_i[\bar{a}_i/\bar{y}_i], \rho' \rangle \rightarrow (E, \rho')} \rho' \\
&= \sum_{\langle S_i[\bar{a}_i/\bar{y}_i], \rho' \rangle \rightarrow (E, \rho')} \rho' \\
&= \langle \text{call proc}_i(\bar{a}_i), \rho \rightarrow (E, \rho')
\end{align*}
\]

where Eq. (13) follows from a nonrecursive version of this theorem (proved similarly), (14) by Lem. A.1, and (15) by (Proc) rule of operational semantics.
B QUANTUM ASSERTION LANGUAGE AND EXPRESSIVENESS

B.1 Formal semantics of PQPTs

Definition B.1 (Semantics of PQPTs). Follow symbols and notations in Def. 4.1. Recall that $\mathcal{I}$ is the standard interpretation from constant and function symbols in the syntax of PQPTs to their semantic counterparts, and $\nu$ is an assignment s.t. $\nu(X_q) \in \mathcal{P}(\mathcal{H}_q)$.

The denotation of $P_q$ under interpretation $\mathcal{I}$ and assignment $\nu$, denoted $P_q^{\nu}$, is defined as

$$P_q^{\nu} \triangleq \mathcal{E}_q(P_{\mathcal{I}}^{\nu}) + \mathcal{F}_q(I_q)$$

where $B_q^{\nu}$, the denotation of $B_q$ under interpretation $\mathcal{I}$ and assignment $\nu$, is defined as

$$B_q^{\nu} \triangleq \begin{cases} \nu(X_q) & \text{if } B_q = X_q \\ I_r \otimes B_s^{\nu} & \text{if } B_q = I_r \otimes B_s \\ B_p^{\nu} \otimes I_s & \text{if } B_q = B_p \otimes I_s \\ B_p^{\nu} \otimes B_s^{\nu} & \text{if } B_q = B_p \otimes B_s \end{cases}$$

where a bit notational abuses between semantics (the left) and syntax (the right) are allowed, e.g., the left $I_r$, or strictly $I_r^{\uparrow}$, is the denotation of the right $I_r$ under interpretation $\mathcal{I}$.

B.2 Weakest (liberal) preconditions

| $\text{wp.}(\text{call proc}(a)).P$ | $= \bigoplus_{n=0}^{\infty} \text{wp}S_i^{(n)}[a_i/g_i].P$ |
|---------------------------------|--------------------------------------------------|
| $\text{wp.}(\text{call proc}(a)).P$ | $= \bigoplus_{n=0}^{\infty} \text{wp}S_i^{(n)}[a_i/g_i].P$ |
| $\text{wp.}\text{bot}.P = 0$ | $\text{wp.}\text{bot}.P = 1$ |
| $\text{xp.skip}.P = \text{P}$ | $\text{xp.(q := |0}).P = \sum_i |i\rangle_q\langle0|P|0\rangle_q<i|$ |
| $\text{xp.(q := U)}.P = \text{P}U \Uparrow \text{UP}$ | $\text{xp}(S_1;S_2).P = \text{xp}S_1(\text{xp}S_2.P)$ |
| $\text{xp.if}.P = \sum_m M_m(xp.S_m.P)M_m$ | $\text{xp.(Loc q; S; Rel q)}.P = \langle0|f(\text{xp}S[\bar{r}/\bar{q}].(P \otimes I_f))|0\rangle_f$ |

Table 14: Definition of formal weakest (liberal) preconditions — $xp \in \{\text{wp}, \text{wlp}\}$.

Theorem B.1 (Quantum expressiveness theorem). Let quantum program $S \in eRqPL$, and $P$ a PQPT. Define $wp.S.P$ and $wlp.S.P$ as in Tab. 14. (Note that by extending Lem. 4.5 to the parameterized case, well-definedness of $wp$ and $wlp$ for parameterized activation follows.) It is the case that

(a) $\models_{\mathcal{I}} wp.S.P = [S]^n_\mathcal{I}^\nu(P)$;
(b) $\models_{\mathcal{I}} wlp.S.P = I - wp.S.(I - P)$.

Proof. Since $[S]$ can be seen as a QOP, by the inductive definition of $[S]$ (cf. Tab. 13), together with Lem. 2.2, we are able to obtain an inductive definition of $[S]^n_\mathcal{I}$ (cf. Tab. 15). Then Stat. (a) follows by induction on $S$, in which for the case of parameterized call-statement, it suffices to show, for all $n \geq 0$, that

$$\models_{\mathcal{I}} wp.S_i^{(n)}[a_i/g_i].P = [S_i^{(n)}[a_i/g_i]]^n_\mathcal{I}(P)$$

This is indeed the case because $S_i^{(n)}$ is a non-recursive quantum program. (We can first prove a non-recursive version of Stat. (a) by induction on $S$.) Stat. (b) can be obtained similar to (a) by using the fact that the G. L. B. operator $\sqcup$ can be defined as the logical dual of the L. U. B. operator $\sqcap$, together with linearity of super operators. $\square$
where $\langle \mu \rangle$ is derived by using (Rp Rec). Then we have to show that

$$[\text{skip}]^* = I \circ I$$

$$[q := \lvert 0 \rangle]^* = \sum_i \lvert i \rangle_i (\lvert 0 \rangle \circ \lvert 0 \rangle \lvert i \rangle)$$

$$[\text{if}]^* = \sum_m (M_m \circ M_m) \circ [S_m]^*$$

$$[\text{call proc}(\bar{a_i})]^* = \bigcup_{n=0}^{\infty} [S_i^{(n)}] \lvert \bar{a_i} / \bar{g_i} \rangle$$

Table 15: The inductive definition of $[S]^*$

\[\text{C.1 Counterexamples for (Rp Rec)}\]

**Example 5.1.** Let $q$ be a quantum variable with type$\langle q \rangle = \text{Int}$. We define the $(+i)$-operator $U_{+i}$ over the computational basis of $\mathcal{H}_q$ by

$$U_{+i}: \lvert x \rangle \rightarrow \lvert x + i \rangle$$

and similarly for the $(-i)$-operator $U_{-i}$. Declare the procedure $\text{toy}$ by

$$\text{Proc } \langle \text{toy} \rangle: \text{if } \square m \cdot M[q] = m \rightarrow S_m \text{ fi}$$

with $M$ defined by

$$M \triangleq \left\{ M_0 \triangleq \sum_{i \leq 0} \lvert i \rangle \langle i \lvert, M_1 \triangleq \sum_{i \geq 1} \lvert i \rangle \langle i \lvert \right\}$$

and $\{S_m\}_{m=0,1}$ defined by

$$S_0 \triangleq \text{skip}, \quad S_1 \triangleq q \ast= U_{-1}; \text{ call toy }; q \ast= U_{+1}$$

Fix $n \geq 0$. We can derive the partial correctness formula

$$\{ \lvert n \rangle_q \langle n \lvert \} \text{ call toy } \{ \lvert n \rangle_q \langle n \lvert \}$$

by using (Rp Rec). However, this is not the case if the use of (R Subst) is disallowed.

**Proof.** The proof of this lemma is divided into the following two parts:

**Unprovability without (R Subst).** Suppose for a contradiction that one can derive Hoare’s triple (17) without using (R Subst). By (R Order), we have to show that there exist PQPTs $P$ and $Q$ s.t.

$$\{n\rangle_q \langle n\lvert \subseteq P$$

$$\{P\} \text{ call toy } \{Q\} \quad (18)$$

$$Q \subseteq \{n\rangle_q \langle n\lvert$$

where Hoare’s triple (18) is derived by using (Rp Rec). Then we have to show that

$$\llbracket, \{P\} \text{ call toy } \{Q\} \rrbracket \ leftarrow _{qBS} \{P\} \text{ if } \square m \cdot M[q] = m \rightarrow S_m \text{ fi } \{Q\}$$

where the proof system $qBS_-$ is defined by

$$qBS^- \triangleq qBS - (R \text{ Subst})$$
By (R Case), we have to prove that there exist PQPTs \( \{P_m\}_{m=0,1} \) s.t.

\[
P \subseteq \sum_{m} M_m P M_m
\]

\[
\mathbb{I}, \{P\} \text{ call } \text{toy} \{Q\} \overset{qBS-}{\Rightarrow} \{P_0\} S_0 \{Q\}
\]

\[
\mathbb{I}, \{P\} \text{ call } \text{toy} \{Q\} \overset{qBS-}{\Rightarrow} \{P_1\} S_1 \{Q\}
\]

(20)

To prove Ass. (20), we have to show that

\[
\{P_1\} \ q \ast = \ U_{-1} \{P\} \text{ call } \text{toy} \{Q\} \ q \ast = \ U_{+1} \{Q\}
\]

By (A Unit, R Order), we have to show that

\[
P_1 \subseteq (U_{-1})^\dagger P(U_{-1})
\]

\[
Q \subseteq (U_{+1})^\dagger Q(U_{+1})
\]

(21)

By Ass. (19), it follows that

\[
Q = \delta|n\rangle_q \langle n|, \quad \text{with } \delta \in [0,1]
\]

(22)

This together with Ass. (21) implies that

\[
\delta|n\rangle_q \langle n| \subseteq \delta|n - 1\rangle_q \langle n - 1|
\]

A contradiction.

**Provability with (R Subst).** We introduce quantum predicate variable \( X_q \) for \( q \) (abbr. \( X \)) with the \( i \)th main-diagonal element \((i|X|i)\) abbreviated \( X_i \). To prove Hoare’s triple (17), by (R Subst), together with the substitution \([|\langle n\rangle_q \langle n|\rangle]/X\], it suffices to derive

\[
\left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\} \text{ call } \text{toy} \left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\}
\]

By (Rp Rec), it suffices to show

\[
\mathbb{I}, \left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\} \overset{qBS-}{\Rightarrow} \left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\}
\]

\[
\mathbb{I}, \left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\} \overset{qBS-}{\Rightarrow} \left\{ \sum_{i \geq 0} X_i |i\rangle \langle i| \right\}
\]

The routine verification of the above assertion is left to the reader, where (R Subst) will be applied with the substitution \([\left( \sum_{i \geq 0} X_i |i\rangle \langle i| \right)]/X\] to verifying the inner call toy.

\[\square\]

**Remark C.1.** Closer scrutiny of the above proof reveals that the postcondition \( Q \) for the outer call *toy* should have the form \( \delta|n\rangle_q \langle n| \) (cf. Ass. (18, 19, 22)); in contrast, the postcondition \( Q \) for the inner call *toy* should have the form \( \delta|n - 1\rangle_q \langle n - 1| \) (cf. Ass. (19, 21)). Unfortunately, the variation of \( Q \) is beyond the expressibility of QPRD. By choosing \( P, Q \) as PQPTs (containing parameters) and then applying (R Subst), one can achieve the transformation of \( Q \) from \( \delta|n\rangle_q \langle n| \) to \( \delta|n - 1\rangle_q \langle n - 1| \) as pointed out above.

**C.2 Counterexample for (Rt Rec)**

**Example 5.2.** Let the recursive procedure *toy* be as defined in Exm. 5.1. Fix \( n \geq 0 \). We can derive the total correctness formula

\[
\langle |n\rangle_q \langle n| \rangle \text{ call } \text{toy} \langle |n\rangle_q \langle n| \rangle
\]

(23)

by using (Rt Rec). However, this is not the case if the use of (R Subst) is disallowed.
To prove Ass. \((23)\) without using (R Subst). By (R Order), we have to show that there exist PQPTs \(P\) and \(Q\) s.t.
\[
\langle n \rangle_q \langle n \rangle \subseteq P \\
\langle P \rangle \text{ call toy } \langle Q \rangle \\
Q \subseteq \langle n \rangle_q \langle n \rangle
\]
where Hoare’s triple \((24)\) is derived by using (Rt Rec). Then we have to show that there exists a sequence of PQPTs \(\{P_i\}_{i \geq 0}\) with \(P_0 = 0\) and \(P \subseteq \bigcup_{i=0}^{\infty} P_i\) s.t.
\[
\mathbb{I}_\mathbb{E}, \langle P_i \rangle \text{ call toy } \langle Q \rangle \triangleright_{qBS^-} \langle P_{i+1} \rangle \text{ if } \mathbb{D} m \cdot M[q] = m \rightarrow S_m \text{ fi } \langle Q \rangle
\]
for all \(i \geq 0\) \((qBS^- \triangleq qBS - (R \text{ Subst}))\). In particular (when \(i = 0\)), we need to show that
\[
\mathbb{I}_\mathbb{E}, \langle 0 \rangle \text{ call toy } \langle Q \rangle \triangleright_{qBS^-} \langle P_1 \rangle \text{ if } \mathbb{D} m \cdot M[q] = m \rightarrow S_m \text{ fi } \langle Q \rangle
\]
By (R Case), we have to show that there exist PQPTs \(\{R_m\}_{m=0,1}\) s.t.
\[
P_1 \subseteq \sum_{m=0,1} M_n^m R_m M_m
\]
\[
\mathbb{I}_\mathbb{E}, \langle 0 \rangle \text{ call toy } \langle Q \rangle \triangleright_{qBS^-} \langle R_0 \rangle S_0 \langle Q \rangle \\
\mathbb{I}_\mathbb{E}, \langle 0 \rangle \text{ call toy } \langle Q \rangle \triangleright_{qBS^-} \langle R_1 \rangle S_1 \langle Q \rangle
\]
To prove Ass. \((26)\), we have to show that
\[
\{R_1\} q \ast= U_{-1} \{0\} \text{ call toy}_1 \{Q\} q \ast= U_{+1} \{Q\}
\]
By (A Unit, R Order), we have to show that
\[
R_1 \ast= 0 \\
Q \ast= (U_{+1})^\dagger Q(U_{+1})
\]
By Ass. \((25)\), it follows that
\[
Q = \delta \langle n \rangle_q \langle n \rangle, \quad \text{with } \delta \in [0,1]
\]
This together with Ass. \((27)\) implies that
\[
\delta \langle n \rangle_q \langle n \rangle \subseteq \delta \langle n-1 \rangle_q \langle n-1 \rangle
\]
A contradiction.

Proving with (R Subst). We introduce quantum predicate variable \(X_q\) for \(q\) (abbr. \(X\)) with the \(i\)th main-diagonal element \(\langle i |X| i \rangle\) (abbr. \(X_i\)). To prove Hoare’s triple \((23)\), by (R Subst), together with the substitution \([\langle n \rangle_q \langle n \rangle / X]\), it suffices to derive
\[
\left( \sum_{j \geq 0} X_j |j \rangle \langle j | \right) \text{ call toy } \left( \sum_{j \geq 0} X_j |j \rangle \langle j | \right)
\]
By (Rt Rec), it suffices to show, for all \(i \geq 0\), that
\[
\mathbb{I}_\mathbb{E}, \langle \sum_{0 \leq j \leq i} X_j |j \rangle \langle j | \rangle \text{ call toy } \langle \sum_{j \geq 0} X_j |j \rangle \langle j | \rangle \triangleright_{qBS^-} \text{ if } \mathbb{D} m \cdot M[q] = m \rightarrow S_m \text{ fi } \langle \sum_{j \geq 0} X_j |j \rangle \langle j | \rangle
\]
The routine verification of the above assertion is left to the reader, where (R Subst) will be applied with the substitution \([\langle \sum_{j \geq 0} X_{j+1} |j \rangle \langle j | / X]\) to verifying the inner call toy. □
To summarize, any variant of (Rt Rec) always has a counterexample for no (R Subst).

We will discuss two versions of soundness and completeness — (a) Extended base proof system qBE and (b) Proof rules for parameterized procedures.

Remark C.2. The reader might well wonder whether the contradiction of Ass. (26) is due to the fixed choice of postcondition (i.e. Q) of call toy when using (Rt Rec). In other words, one may derive Ass. (24) by using a variant of (Rt Rec) with increasing postconditions, e.g.

$$\exists \{P_n\}_{n \geq 0}, \{Q_n\}_{n \geq 0} \text{ with } P_0 = 0 \text{ s.t.}$$

$$\langle P_n \rangle \text{ call proc } \langle Q_n \rangle \vdash \text{qBE } \langle P_{n+1} \rangle S \langle Q_{n+1} \rangle \text{ for all } n \geq 0,$$

$$P \subseteq \bigcup_{n=0}^{\infty} P_n \text{ and } \bigcup_{n=0}^{\infty} Q_n \subseteq Q$$

$$\langle P \rangle \text{ call proc } \langle Q \rangle$$

However, we can refute it by redefining S1 as

$$S_1 \equiv q \equiv U_{-1}; \text{ call toy; } q \equiv U_{-1}; \text{ call toy; } q \equiv U_{+2}$$

To summarize, any variant of (Rt Rec) always has a counterexample for no (R Subst).

D Soundness and Completeness

Notations and definitions. Quantum programming language EqPL is defined by:

$$S \equiv \text{bot} \mid \text{skip} \mid q := \langle 0 \rangle \mid \hat{q} \equiv U \mid S_1 \mid S_2 \mid$$

The organization and proof sketch. We will discuss two versions of soundness and completeness — one for the general case and the other for the compact case. Generally speaking, the soundness and completeness of qPP and qTP will be reduced to that of qBE by simulating recursive procedures with their syntactic approximations (To see this, we remark that the inference rules for both partial
and total correctness of recursive procedures are designed on the basis of \( qBS \). In particular, for the proof of the completeness, we will take the notion of the most general partial (resp. total) correctness formula \( \{ \text{wlp.}(\text{call proc}(\bar{y})).X \} \) \text{call proc}(\bar{y}) \{X\} \) (resp. \( \{ \text{wp.}(\text{call proc}(\bar{y})).X \} \) \text{call proc}(\bar{y}) \{X\} \) whose original idea comes from the theory of classical Hoare logic [31, Chap. 6]. Note that we call them the most general correctness formulas because any correct Hoare’s triple for the parameterized activation \text{call proc}(\bar{a}) \) can be deduced from them by using (R Adapt) and (R Subst).

**D.1 Soundness and completeness of \( qPP \)**

**Lemma D.1** (Soundness and completeness of \( qBE \).) For any \( S \in \text{EqPL} \) and any \( \text{PQPTs} P, Q \), we have that

\[
\models_{qBE} \{P\} S \{Q\} \iff \models_{I} P \subseteq \text{wlp}.S.Q
\]

in particular,

\[
\models_{qBE} \{P\} S \{Q\} \iff \models_{I} P = \text{wlp}.S.Q
\]

**Proof.** Note that the unique difference between Ass. (28, 29) lies in applications of (R Order): the former will take its original form; while the latter can only take the form

\[
\frac{P = P' \quad \{P'\} S \{Q'\} \quad Q' = Q}{\{P\} S \{Q\}}
\]

So, in order to prove the lemma, it suffices to show that every proof rule \( R \) of \( qBE \) except for (R Order) has the following property:

- every Hoare’s triple \( \{P\} S \{Q\} \) in the antecedent of \( R \) satisfies \( \models_{I} P = \text{wlp}.S.Q \)

if, and only if,

- every Hoare’s triple \( \{P\} S \{Q\} \) in the consequent of \( R \) satisfies \( \models_{I} P = \text{wlp}.S.Q \).

In other words, every axiom should have the form \( \{ \text{wlp}.S.P \} S \{P\} \) and every inference rule with exception of (R Order) should preserves this form bidirectionally (That is that, the “only if” direction entails compact soundness of the rule \( R \), and the “if” direction entails compact completeness of \( R \)). Consider the cases of (R Subst), (R Loc) and (R Adapt). (For other cases, cf. the intuition behind \( qBS \) in Sec. 5.)

**Case: (R Loc).** It suffices to show the following two assertions

\[
\models_{I} P \otimes I_r = \text{wlp.}(\bar{r} := |0\rangle; S[\bar{r}/\bar{q}]).(Q \otimes I_r) \quad (30)
\]

\[
\models_{I} P = \text{wlp.}(\text{Loc} \; q; S; \text{Rel} \; q).Q \quad (31)
\]

are equivalent. By definition of \( \text{wlp} \) (cf. Tab. 14), we have that

\[
\text{wlp.}(\bar{r} := |0\rangle; S[\bar{r}/\bar{q}]).(Q \otimes I_r)
\]

\[
= \text{wlp.}(\bar{r} := |0\rangle). (\text{wlp.S[\bar{r}/\bar{q}].}(Q \otimes I_r))
\]

\[
= \sum_{i} |i\rangle_{\bar{r}} \langle 0\langle \text{wlp.S[\bar{r}/\bar{q}].}(Q \otimes I_r)\rangle |0\rangle_{\bar{r}} \langle i|
\]

\[
= \langle 0\rangle_{\bar{r}} (\text{wlp.S[\bar{r}/\bar{q}].}(Q \otimes I_r)) |0\rangle_{\bar{r}} \otimes I_r
\]

\[
= (\text{wlp.}(\text{Loc} \; q; S; \text{Rel} \; q).Q) \otimes I_r
\]

Then equivalence of Ass. (30, 31) follows from the convention that \( P \otimes I_r = P \).

**Case: (R Subst, R Adap).** By Thm. 4.2.

**Theorem D.1** (Soundness and Completeness of \( qPP \).) \( qPP \) is both sound and complete. That is, for any quantum program \( S \in \text{eRqPL} \) and any \( \text{PQPTs} P, Q \), we have that

\[
\models_{I} \vdash_{qPP} \{P\} S \{Q\} \iff \models_{I} \{P\} S \{Q\}
\]
Proof. The proof is divided into two parts: one for \( \Longrightarrow \) and the other for \( \Longleftarrow \).

\( (\Longrightarrow) \). The soundness of \( qPP \) can be reduced to that of \( qBE \) by simulating recursive procedures with their syntactic approximations. To see this, suppose that

\[
\{ P_k \} \text{ call } proc_k(\bar{y}_k) \{ Q_k \}
\]

is deduced by using \((Rp\ pRec)\). Then we have to prove that

\[
\models_1 \{ P_k \} \text{ call } proc_k(\bar{y}_k) \{ Q_k \}
\]  

(32)

By the supposition, there are parameterized procedures \( proc_i(\bar{y}_i) \) with bodies \( S_i, 1 \leq i \leq n \) and \( i \neq k \) (Here it is required that \( 1 \leq k \leq n \)) and a set of PQPTs \( \{ P_i, Q_i \}_{1 \leq i \leq n} \) such that

\[
I_\Xi, \left\{ \{ P_i \} \text{ call } proc_i(\bar{y}_i) \{ Q_i \} \right\}_{1 \leq i \leq n} \vdash_{qBE} \bigwedge_{1 \leq i \leq n} \{ P_i \} \setminus \{ Q_i \}
\]

(33)

Claim 1. For every \( j \geq 0 \), it is the case that

\[
I_\Xi \vdash_{qBE} \bigwedge_{1 \leq i \leq n} \{ P_i \} \setminus \{ Q_i \}
\]

(34)

Proof of Claim 1. By induction on \( j \).

(Basis). By \((A\ Bot)\) and \((R\ Order)\), together with the fact that \( P_i \subseteq I \) it is required that

\[
S_i^{(j+1)} \overset{\Delta}{=} S_i[\ldots, (\text{skew}; S_i^{(j)}[\bar{a}_m/\bar{y}_i]) / \text{call } proc_i(\bar{a}_m), \ldots]
\]

the inductive step can be done by simulating the proof of Ass. \(33\) with \(\text{skew}; S_i^{(j)} \) \((\text{resp. skew}; S_i^{(j)}[\bar{a}_m/\bar{y}_i])\)

By Def. 4.7, together with definition of \(wlp\), the proof of Ass. \(32\) is reduced to proving

\[
I_\Xi \models_1 \{ P_k \} S_k^{(j)} \setminus \{ Q_k \}
\]

for all \( j \geq 0 \), following from soundness of \( qBE \) (cf. Lem. D.1) and Claim 1.

\( (\Longleftarrow) \). By \((R\ Order)\), together with Def. 4.7, it suffices to show that

\[
I_\Xi \vdash_{qpp} \{ wlp. S. Q \} \setminus \{ Q \}
\]

for any \( S \in eRqPL \) and any PQPTs \( Q \). In the following, we only consider the case of parameterized activation, i.e. \( S \equiv \text{call } proc_k(\bar{a}_k) \) (cf. Lem. D.1 for other cases).

By \((R\ Adap)\), together with \((R\ Subst)\), it suffices to show that

\[
I_\Xi \vdash_{qpp} \{ wlp. (\text{call } proc_k(\bar{y}_k)) \} \text{ call } proc_k(\bar{y}_k) \{ X_k \}
\]

where \( X_k \) is a quantum predicate variable covering program variables involved. By \((Rp\ pRec)\), it suffices to show that

\[
I_\Xi, \left\{ \{ wlp. (\text{call } proc_i(\bar{y}_i)) \} \setminus \{ X_i \} \right\}_{1 \leq i \leq n} \vdash_{qBE} \bigwedge_{1 \leq i \leq n} \{ wlp. (\text{call } proc_i(\bar{y}_i)) \} \setminus \{ X_i \}
\]

(35)

where \( proc_i(\bar{y}_i) \) with \( 1 \leq i \leq n \) and \( i \neq k \) are parameterized procedures with bodies \( S_i \). (Here it is required that \( 1 \leq k \leq n \)) and \( \{ X_i \}^{i \neq k} \) is a set of quantum predicate variables. Observe that every Hoare’s triple \( \{ P’ \} S’ \{ Q’ \} \) in the proof of Ass. \(35\) should satisfy the condition that

\[
\models_1 P’ = wlp. S’ \{ Q’ \} \quad \text{for those } S’ \equiv \text{call } proc_i(\bar{p}_i), \; \text{Hoare’s triple } \{ P’ \} S’ \{ Q’ \} \text{ can be deduced from } \{ wlp. (\text{call } proc_i(\bar{y}_i)) \} \setminus \{ X_i \} \text{ call } proc_i(\bar{y}_i) \{ X_i \} \text{ by using } \text{(RAdap) and } \text{(RSubst)}; \text{ for other cases of } S’, \text{ resort to Lem. D.1. Note that the case analysis entails that such a proof indeed exists. This completes the proof of the theorem.}
\]

\( \square \)
Theorem D.2 (Compact Soundness and Completeness of $qPP$). $qPP$ is compactly complete but not compactly sound. That is, for any quantum program $S \in eRqPL$ and any PQPTs $P, Q$, we have that
\[ I = \vdash_{qPP} \{ P \} S \{ Q \} \iff \models I P = wlp.S.Q \]  
(36)

However, there are quantum programs $S \in eRqPL$ and PQPTs $P, Q$ s.t.
\[ I = \vdash_{qPP} \{ P \} S \{ Q \} \text{ but } \models I P \sqsubset wlp.S.Q \]  
(37)

Proof. Note that the proof of Ass. (36) can be adapted from that of Thm. D.1 (\(\iff\)). To prove Ass. (37), let call $P_{\text{bot}}$ be as defined in Exam. 3.1, and $P, Q$ PQPTs with $\models I P \sqsubset I$. It’s trivial that
\[ \{ P \} \text{ call } P_{\text{bot}} \{ Q \} \vdash_{qBE} \{ P \} \text{ call } P_{\text{bot}} \{ Q \} \]

By (Rp pRec), it follows that
\[ I = \vdash_{qPP} \{ P \} \text{ call } P_{\text{bot}} \{ Q \} \]

However, by definition of $wlp$ (cf. Tab. 14), we have that
\[ \models I P \sqsubset I = wlp.\text{(call } P_{\text{bot}}).Q \]

This completes the proof. \(\square\)

D.2 Soundness and completeness of $qTP$

Lemma D.2 (Soundness and completeness of $qBE$). For any $S \in EqPL$ and any PQPTs $P, Q$, we have that
\[ I = \vdash_{qBE} \langle P \rangle S \{ Q \} \iff \models I P \sqsubset wp.S.Q \]  
(38)
in particular,
\[ I = \vdash_{qBE} \langle P \rangle S \{ Q \} \iff \models I P = wp.S.Q \]  
(39)

Proof. Adapted from the proof of Lem. D.1 with $wp$ in place of $wlp$. \(\square\)

Theorem D.3 (Soundness and completeness of $qTP$). For any quantum program $S \in eRqPL$ and any PQPTs $P, Q$, we have that
\[ I = \vdash_{qTP} \langle P \rangle S \{ Q \} \iff \models I P \sqsubset wp.S.Q \]  
(40)
in particular,
\[ I = \vdash_{qTP} \langle P \rangle S \{ Q \} \iff \models I P = wp.S.Q \]  
(41)

Proof. Similar to the proof of Thm. D.1. \(\square\)

Theorem D.4 (Reasoning about $eRqPL$ with probabilities). For any quantum program $S \in eRqPL$, any PQPTs $P, Q$ and any $\delta \in [0, 1]$, it is the case that
\[ I = \vdash_{qTP} \langle \delta P \rangle S \{ Q \} \text{ if and only if } \forall \rho. \text{ tr}(P\rho) = 1 \implies \text{ tr}(Q[S]\rho) \geq \delta \]  
(42)
in particular,
\[ I = \vdash_{qTP} \langle \delta P \rangle S \{ Q \} \text{ if and only if } \forall \rho. \text{ tr}(P\rho) = 1 \implies \text{ tr}(Q[S]\rho) = \delta \]  
(43)

Proof. In the following, we only provide the proof for Ass. (42). (The proof of Ass. (43) can be adapted from the proof of Ass. (42) with $\geq$ in place of $=\).

By Thm. D.3, it follows that
\[ I = \vdash_{qTP} \langle \delta P \rangle S \{ Q \} \]

if, and only if,
\[ \models I \delta P = wp.S.Q \]
By Thm. B.1, the last assertion is equivalent to saying that

$$|=_{1} \delta P = [S]^* (Q)$$

By Lem. 2.3, the last assertion is equivalent to saying that

$$\forall \rho. \; \text{tr}(\delta P \rho) = \text{tr}(\{S\}^* (Q) \rho)$$

By definition of Schrödinger-Heisenberg dual, the last assertion is equivalent to saying that

$$\forall \rho. \; \text{tr}(\delta P \rho) = \text{tr}(Q [S] (\rho))$$

By an easy transformation, the last assertion is equivalent to saying that

$$\forall \rho. \; \text{tr}(P \rho) = 1 \implies \text{tr}(Q [S] (\rho)) = \delta$$

This completes the proof of the theorem. \qed

E  FIXED-POINT GROVER’S SEARCH

E.1 Basic idea of the algorithm

Let $|s\rangle$ and $|t\rangle$ be the respective starting and target states in a Hilbert space, where $|s\rangle$ is possibly superposed, and $|t\rangle$ is a (not necessarily uniform) superposition of all the possible solutions. The core of the algorithm is to design a search engine — a series of unitary operators $\{V_n\}_{n \geq 0}$ (given by an inductive definition)

$$V_0 \triangleq V, \quad V_{n+1} \triangleq V_n R_s V_n^\dagger R_t V_n$$

where the $\frac{\pi}{2}$-phase shifts (i.e., unitary operators) $R_s$ and $R_t$ for $|s\rangle$ and $|t\rangle$ are defined as

$$R_s \triangleq I - (1 - \exp(i\frac{\pi}{2})) |s\rangle \langle s|, \quad R_t \triangleq I - (1 - \exp(i\frac{\pi}{2})) |t\rangle \langle t|$$

such that the resulting state $V_n |s\rangle$ after applying $V_n$ to $|s\rangle$ converges monotonically to $|t\rangle$ as $n$ approaches infinity, that is to say,

$$\lim_{n \to \infty} V_n |s\rangle = |t\rangle$$

As the last step, we fetch information of the solution $|t\rangle$ by a measurement on $V_n |s\rangle$.

Note that $V$ can be selected arbitrarily. Suppose that $V$ drives the state vector from $s$ to $t$ with a probability of $(1 - \epsilon)$, i.e.

$$||\langle t | V | s \rangle ||^2 = (1 - \epsilon)$$

Then it is straightforward but tedious to show that the resulting state $V_n |s\rangle$ after applying $V_n$ deviates from $t$ with a probability of $\epsilon^{3^n}$, i.e.

$$||\langle t | V_n | s \rangle ||^2 = (1 - \epsilon^{3^n})$$

hence reducing the error probability from $\epsilon$ to $\epsilon^{3^n}$.

E.2 Quantum programs of the algorithm

To be precise, we define the involved Hilbert spaces carefully. Define the search space $\mathcal{H}_s$ to be an $N$-dimensional Hilbert space with orthonormal basis states $\{|n\rangle : 0 \leq n < N\}$, for encoding a database with solutions represented as $|t\rangle$. Define the counting space $\mathcal{H}_c$ to be a $2^m$-dimensional Hilbert space with orthonormal basis states $\{|i\rangle : 0 \leq i < 2^m\}$, to encode an upper-bounded set of natural numbers. Note that we use orthonormal basis states of $\mathcal{H}_c$ to encode the counter values of the search engine ($m$ should be large enough), and therefore use a quantum variable of $\mathcal{H}_c$ to model the counter instead of a classical counter variable. We then define $(+i)$-operator $U_{+i}$ of $\mathcal{H}_c$ by

$$U_{+i}: |x\rangle \rightarrow |(x + i) \mod 2^m\rangle$$

ACM Trans. Comput. Logic, Vol. 00, No. 0, Article 000. Publication date: 0000.
We claim that, on input $|u\rangle$ standard (computational) basis measurement, if elements of the database are encoded as a standard basis state.

"Reasoning about Recursive Quantum Programs 000:55"

By soundness and completeness of $qPP$, we express as a partially correct quantum Hoare’s triple:

$$\begin{array}{c}
\VDash_{qPP} \{ |n\rangle_q, |s\rangle_q \} \text{ call } qSearch \{ |n\rangle_q, |s\rangle_q \} \vdash \text{ call } qSearch \{ |n\rangle_q, |s\rangle_q \} \} \end{array}$$

By soundness and completeness of $qPP$, it is to say that

$$\begin{array}{c}
\vdash_{qPP} \{ |n\rangle_q, |s\rangle_q \} \text{ call } qSearch \{ |n\rangle_q, |s\rangle_q \} \} \end{array}$$

Let $A$ be a quantum predicate variable on $\mathcal{H}_c$, and $B$ a quantum predicate variable on $\mathcal{H}_s$. The $(i, j)$-component $\langle i|A|j\rangle$ of $A$ is abbreviated as $A_{i,j}$, so $A = \sum_{i,j} A_{i,j}|i\rangle\langle j|$. Following we shall use the main-diagonal elements of $A$ to encode classical information, which is in accordance with the
To prove Ass. (48), it suffices to show that

\[ \text{Control flow arrives at each recursion depth } 0 \leq i \leq 2^m - 1 \text{ with probability } \]

Define a set of premises \( \{ \text{Prem}_i \}_{i=1,2} \) by

\[
\text{Prem}_1 \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid B \rangle \right\} \text{ call qSearch } \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid V_i B_i^\dagger \rangle \right\}
\]

\[
\text{Prem}_2 \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid B \rangle \right\} \text{ call qSearch } \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid V_i B_i^\dagger \rangle \right\}
\]

To prove Ass. (47), by (Rp pRec), it suffices to show that

\[
\text{Intuitively, the preconditions (resp. postconditions) of the Hoare's triple in Ass. (47) says that the control flow arrives at each recursion depth } 0 \leq i \leq 2^m - 1 \text{ (denoted by variable } q_i) \text{ of procedure qSearch with probability } A_{i,i}, \text{ and at depth } i, \text{ the state of variable } q_2 \text{ should satisfy the predicate } B \text{ (resp. } V_i B_i^\dagger) \text{.}
\]

\[
\text{Define a set of premises } \{ \text{Prem}_i \}_{i=1,2} \text{ by}
\]

\[
\text{Prem}_1 \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid B \rangle \right\} \text{ call qSearch } \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid V_i B_i^\dagger \rangle \right\}
\]

\[
\text{Prem}_2 \triangleq \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid B \rangle \right\} \text{ call qSearch } \left\{ \sum_{i=0}^{2^m-1} A_{i,i} \langle i \mid V_i B_i^\dagger \rangle \right\}
\]

To prove Ass. (47), by (Rp pRec), it suffices to show that

\[
\text{Illustrated in Tab. } 18, \text{ and that}
\]

\[
\text{whose proof is similar to that of Ass. (48) and is left as an exercise to the reader.}
\]
Note that for Hoare’s triple (d) in Tab. 18, we use the substitution
\[ A'/A \]
for (f), we use the substitution
\[ A'/A, (R_1 V_i V^+ B_i^+) / B \]
for (h), we use the substitution
\[ A'/A, (R_1 V_i^+ R_i V^+ B_i^+ R_i^+) / B \]

### E.4 Total correctness

We claim that quantum activation statement call \texttt{qSearch} (cf. Tab. 17 for \texttt{qSearch}), on input \(|n\rangle_{q_1} \otimes |s\rangle_{q_2}\), always terminates with output \(|n\rangle_{q_1} \otimes V_n|s\rangle_{q_2}\). In a formal way, the claim can be expressed as a totally correct quantum Hoare’s triple:

\[ \text{call } qSearch (|n\rangle_{q_1} \otimes |s\rangle_{q_2}) \]

By soundness and completeness of \texttt{qTP}, it is to say that

\[ I \vdash_{qTP} \langle |n\rangle_{q_1} \langle n| \otimes |s\rangle_{q_2} \langle s| \rangle \text{ call } qSearch \langle |n\rangle_{q_1} \langle n| \otimes V_n |s\rangle_{q_2} \langle s| V_n^+ \rangle \]  

(50)

Recall from Subsec. E.3 that \( A \) is a quantum predicate variable on \( \mathcal{H}_c \), and \( B \) a quantum predicate variable on \( \mathcal{H}_r \). Note that \((i, j)\)-component \((i|A|j)\) of \( A \) is abbreviated as \( A_{i,j} \). To prove Ass. (50), by (R Subst), together with the simultaneous substitution\[
\langle |n\rangle_{q_1} \langle n| / A, |s\rangle_{q_2} \langle s| / B \]

it suffices to show that

\[ I \vdash_{qTP} \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B \right\} \text{ call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i B_i^+ \right\} \]  

(51)

Define a sequence of PQPTs \( \{P_j[A, B]\}_{j \geq 0} \) by

\[ P_j[A, B] \triangleq \left\{ \begin{array}{ll}
\sum_{i=0}^{j} A_{i,i} |i\rangle \otimes B & \text{if } 0 \leq j < 2^m \\
\sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes B & \text{if } j \geq 2^m
\end{array} \right. \]  

(52)

Then a set of premises \( \{Prem^j\}_{j=1,2} \) is defined by

\[ Prem^1_{j} \triangleq P_j[A, B] \text{ call } qSearch \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i B_i^+ \right\} \]  

\[ Prem^2_{j} \triangleq P_j[A, B] \text{ call } \text{Search}_\text{dag} \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i^+ B_i \right\} \]

By (Rt pRec), it suffices to show, for all \( j \geq 0 \), that

\[ I_{\subseteq}, \{Prem^j\}_{j=1,2} \vdash_{qBE} \left\{ P_{j+1}[A, B] \right\} S \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i B_i^+ \right\} \]  

(53)

\[ I_{\subseteq}, \{Prem^j\}_{j=1,2} \vdash_{qBE} \left\{ P_{j+1}[A, B] \right\} S' \left\{ \sum_{i=0}^{2^m-1} A_{i,i} |i\rangle \otimes V_i^+ B_i \right\} \]  

(54)

We remark that the proof of Ass. (53) can be adapted from that of (48) [cf. Tab. 18] by replacing the superscript \((2^m - 1)\) of some necessary but not all summation operators (including those in the
We now consider a quantum solution to RFS with \( \text{Ass. (54)} \) can be proved similarly to (53). We leave it as an exercise to the reader.

F.1 Problem description

Let us first briefly recall recursive quantum Fourier sampling, following the literature [51]. We begin by defining a type of tree. Let \( n, l \) be positive integers and consider a symmetric tree where each node, except the leaves, has \( 2^n \) children, and the depth is \( l \). Let the root be labelled by \( (\emptyset) \). The root’s children are labelled \( (x_1) \) with \( x_1 \in \{0, 1\}^n \). Each child of \( (x_1) \) is, in turn, labelled \( (x_1, x_2) \) with \( x_2 \in \{0, 1\}^n \). We continue until we have reached the leaves, which are labelled by \( (x_1, \ldots, x_l) \).

Thus each node’s label can be thought of as a path describing how to find the node from the root.

Now we add the Fourier component to the tree. We begin by fixing an efficiently computable function \( g: \{0, 1\}^n \rightarrow \{0, 1\} \). With each node of the tree \( (x_1, \ldots, x_k) \) we associate a “secret” string \( s(x_1, \ldots, x_k) \in \{0, 1\}^n \). These secrets are promised to obey

\[
g(s(x_1, \ldots, x_k)) \triangleq s(x_1, \ldots, x_{k-1}) \cdot x_k \mod 2
\]

for \( k \geq 1 \). (Here we take \( s(x_1, \ldots, x_k) \) to mean \( s(\emptyset) \) if \( k = 1 \).) In this way, each node’s secret encodes one bit of information about its parent’s secret. Suppose that we are given an oracle \( o: (\{0, 1\}^n)^l \rightarrow \{0, 1\} \) which behaves as

\[
o(x_1, \ldots, x_l) \triangleq g(s(x_1, \ldots, x_l))
\]

Note that \( o \) works for the leaves of the tree only. Our goal is to find \( g(s(\emptyset)) \). This is the recursive Fourier sampling problem (RFS).

F.2 Quantum solution

We now consider a quantum solution to RFS. Define the descendant space \( \mathcal{H}_d \) to be the \( 2^n \)-dimensional Hilbert space with orthonormal basis states \( \{ |i\rangle : 0 \leq i < 2^n \} \) to index each of \( 2^n \) children for any parental node. Define the counting space \( \mathcal{H}_c \) to be the \( 2^m \)-dimensional Hilbert space with orthonormal basis states \( \{ |i\rangle : 0 \leq i < 2^m \} \) for indexing the depth of the tree, such that \( l < 2^m \). Define \((+i)\)-operator \( U_{+i} \) of \( \mathcal{H}_c \) by

\[
U_{+i}: |x\rangle \rightarrow |(x + i) \mod 2^m\rangle
\]

and similarly for \((-i)\)-operator \( U_{-i} \).

Let \( p, q \) be quantum (individual) variables over \( \mathcal{H}_c \), \( Y, Y' \) quantum variables over \( \mathcal{H}_2 \), and \( X \) (resp., \( \bar{X} \)) a quantum array-like variable over \( \mathcal{H}_d \) (resp., \( \mathcal{H}_2 \)) with one argument, say \( q \), indexing each component of the array, s.t. each component \( X[q] \) (resp., \( \bar{X}[q] \)) acts like a quantum variable over \( \mathcal{H}_d \) (resp., \( \mathcal{H}_2 \)). We shall treat \( X[|i\rangle] \) (resp., \( \bar{X}[|i\rangle] \)) as \( X|i\rangle \) (resp., \( \bar{X}[i]\rangle \)) for simplicity. The starting state space is \( \mathcal{H}_{p, Z} = \mathcal{H}_c \otimes \mathcal{H}_2 \), and the initial state is \( (p, Z) = |0\rangle \otimes |0\rangle \). The quantum solution is calling the recursive quantum procedure

\[
\text{RQFS}(p/q, Z/Y)
\]

followed by a measurement \( M' \) on the resulting qubit of \( Z \) (viz., \( |g(s(\emptyset))\rangle \)), with

\[
M' \triangleq \{ M'_0 \triangleq |0\rangle\langle 0|, \ M'_1 \triangleq |1\rangle\langle 1| \}
\]

In each step of recursive quantum procedure \( \text{RQFS}(q, Y) \):

(1) Perform measurement \( M \) with

\[
M \triangleq \left\{ M_0 \triangleq \sum_{0 \leq i < l} |i\rangle\langle i|, \ M_1 \triangleq |l\rangle\langle l|, \ M_2 \triangleq \sum_{l < i < 2^m} |i\rangle\langle i| \right\}
\]
on the counting state $q$; then execute steps (2-4) according to the measurement outcome.

(2) If the outcome is 0, perform steps (21-29).

(21) Increment the value of $q$ by 1. That is, apply $(+1)$-operator $U_{+1}$ to $q$.

(22) Introduce ancillas $\mathbb{X}[q]$, $Y'$ in the state $|0\rangle \otimes |0\rangle$.

(23) Prepare $(\mathbb{X}[q], Y')$ to $\frac{1}{\sqrt{2}} \sum_{x=\epsilon}^{n-1} |x\rangle \otimes \frac{1}{\sqrt{2}} (|0\rangle - |1\rangle)$ by applying $H^\otimes n \otimes HX$.

(24) Call $RQFS(q/q, Y'/Y)$.

(25) Apply $H^\otimes n$ on register $\mathbb{X}[q]$.

(26) Apply quantum oracle $G$ to $\mathbb{X}[q]$, $Y$ with $G$ calculating $g$ as

$$G |s\rangle |y\rangle \triangleq |s\rangle |y \oplus g(s)\rangle$$

(27) Return $\mathbb{X}[q]$, $Y'$ to their original state by reversing steps (23-26).

(28) Release ancillas $\mathbb{X}[q]$, $Y'$.

(29) Return $q$ to its original state. That is, apply $(-1)$-operator $U_{-1}$ to $q$.

(3) If the outcome is 1, apply quantum oracle $O$ to $\mathbb{X}[1], \ldots, \mathbb{X}[l]$, $Y$, with $O$ defined as

$$O |x_1, \ldots, x_l\rangle |y\rangle \triangleq |x_1, \ldots, x_l\rangle |y \oplus g(s_{x_1, \ldots, x_l})\rangle$$

(4) If the outcome is 2, the procedure collapses (implemented by $\text{bot}$).

We refine recursive quantum procedure $RQFS$ and main program $main$ by Tab. 19.

| Table 19: Programming recursive quantum Fourier sampling. |
|----------------------------------------------------------|
| $\text{Proc } RQFS(q, Y) \colon$ if $\Box m \cdot M[q] = m \to S_m \text{ fi}$ |
| $S_0 \triangleq q \equiv U_{+1}$; |
| $\text{Loc } \mathbb{X}[q], Y'$; |
| $(\mathbb{X}[q], Y') \equiv H^\otimes n \otimes HX$; |
| call $RQFS(q, Y')$; |
| $\mathbb{X}[q] \equiv H^\otimes n$; |
| $(\mathbb{X}[q], Y) \equiv G$; |
| $\mathbb{X}[q] \equiv H^\otimes n$; |
| call $RQFS(q, Y')$; |
| $(\mathbb{X}[q], Y') \equiv H^\otimes n \otimes XH$; |
| Rel $\mathbb{X}[q], Y'$; |
| $q \equiv U_{-1}$ |
| $S_1 \triangleq (\mathbb{X}[1], \ldots, \mathbb{X}[l], Y) \equiv O$ |
| $S_2 \triangleq \text{bot}$ |

(a) Recursive procedure $RQFS$.

(b) Main program $main$.  

Notations and Definitions. Following notations and definitions will be used in the subsequent two subsections. Let $K$ be a quantum predicate variable over $H_c$. Let $\{|i\rangle\}_i$ be the computational basis of $H_q$. For notational convenience, the $(i, i)$-component $\langle i|K|i\rangle$ of $K$ is abbreviated as $K_i (K = \sum_{i,j} \langle i|K|j\rangle |i\rangle \langle j|)$. We shall use the main-diagonal elements of $K$ to encode classical information.
Define \( C(i) \) and \( D(i) \) by
\[
C(i) \triangleq \bigotimes_{j=0}^{i} \left( \sum_{k=0}^{2^n-1} |k|^{x_j} (k \otimes \alpha_j) \right)
\]
\[
D(i) \triangleq \bigotimes_{j=0}^{i} \left( \sum_{k=0}^{2^n-1} |k|^{x_j} (k \otimes \beta_j) \right)
\]
where \( \alpha_j \) and \( \beta_j \) are defined by
\[
\alpha_j \triangleq \begin{cases} 
|0\rangle_y_b \langle 0|, & \text{if } j = 0 \\
|-\rangle_{y_j} \langle -|, & \text{if } 1 \leq j \leq l
\end{cases}
\]
\[
\beta_j \triangleq \begin{cases} 
|g(s(0))\rangle_y_b \langle g(s(0))|, & \text{if } j = 0 \\
|-\rangle_{y_j} \langle -|, & \text{if } 1 \leq j \leq l
\end{cases}
\]
Define \( P(K) \) and \( Q(K) \) by
\[
P(K) \triangleq \sum_{i=0}^{l} K_i |i\rangle_q \langle i| \otimes C(i)
\]
\[
Q(K) \triangleq \sum_{i=0}^{l} K_i |i\rangle_q \langle i| \otimes D(i)
\]
Intuitively, \( P(K) \) (resp. \( Q(K) \)) says that the control flow arrives at each recursion depth \( 0 \leq i \leq l \) (denoted by variable \( q \)) of algorithm \( RQFS \) with probability \( K_i \) (where \( i \) corresponds to each level of the tree, in particular, \( i = 0 \) points to the root and \( i = l \) to the leaves), and at depth \( i \), variable \( Y[0] \) lies in the state \( |0\rangle \) (resp. \( |g(s(0))\rangle \)), \( Y[j] \) with \( 1 \leq j \leq i \) in \( |-\rangle \), and \( X[j] \) with \( 0 \leq j \leq i \) can lie in any state (by the predicate \( I_{x_j} \)).

## F.3 Partial correctness

We claim that, on any input, the main program \( main \) executes with output \( |0\rangle_p \otimes |g(s(0))\rangle_Z \) (if it terminates). In a formal fashion, it is claimed that

**Proposition F.1.** It is the case that
\[
I_{\Sigma} \vdash_{qPP} \{ I_p \otimes I_Z \} \ \text{main} \ \{ |0\rangle_p \otimes |g(s(0))\rangle_Z \otimes |g(s(0))\rangle_Z \} \tag{55}
\]

**Proof.** The proof of Ass. (55) is shown in Tab. 20c, where “TBA” means “To Be Announced”. To prove Hoare’s triple (x), by (R Adap), it is sufficient to show that
\[
I_{\Sigma} \vdash_{qPP} \{ |0\rangle_q \langle 0| \otimes |0\rangle_y_b \langle 0| \} \ \text{call} \ RQFS(q, Y[q]) \ \{ |0\rangle_q \langle 0| \otimes |g(s(0))\rangle_y_b \langle g(s(0))\rangle |0\rangle_q \langle 0| \}
\]
By definition of \( P(K) \) and \( Q(K) \), it suffices to show that
\[
I_{\Sigma} \vdash_{qPP} \{ P(|0\rangle_q \langle 0|) \} \ \text{call} \ RQFS(q, Y[q]) \ \{ Q(|0\rangle_q \langle 0|) \}
\]
By (R Subst), together with the substitution \( |0\rangle_q \langle 0|/K \), it suffices to show that
\[
I_{\Sigma} \vdash_{qPP} \{ P(K) \} \ \text{call} \ RQFS(q, Y[q]) \ \{ Q(K) \} \tag{56}
\]
The proof of Ass. (56) is shown in Tab. 20b, where partial correctness of the body of variable localization, i.e. proof of Hoare’s triple (o), is shown in Tab. 20a.

To see Ass. (g), by definition of \( C(i-1) \) and the fact that
\[
I_{x_l} = \sum_{k=0}^{2^n-1} |k\rangle x_l \langle k|
\]
(a) \{P(K)\} \text{ call } RQFS(q, \mathcal{Y}[q]) \{Q(K)\} \quad \text{Prem}

\{\sum_{i=0}^{l-1} K[i]q(i+1)q(i+1) \otimes C(i) \otimes I_{x_{i+1}} \otimes I_{y_{i+1}}\}

(b) \{X[q], \mathcal{Y}[q]\} := \{0\}; \quad (\text{A Init})
\{\sum_{i=0}^{l-1} K[i]q(i+1)q(i+1) \otimes C(i) \otimes 0_{x_{i+1}} \otimes 0_{y_{i+1}}\}

(c) \{X[q], \mathcal{Y}[q]\} := H^{\otimes n} \otimes HX; \quad (\text{A Unit})
\{\sum_{i=0}^{l-1} K[i]q(i+1)q(i+1) \otimes C(i) \otimes I_{x_{i+1}} \otimes |-\}_{y_{i+1}}\}

(d) \{P(\sum_{i=1}^{l-1} K[i-1]i)\}\} \quad \text{I} \subseteq

(e) \text{ call } RQFS(q, \mathcal{Y}[q]); \quad \{Q(\sum_{i=1}^{l-1} K[i-1]i)\}\}
\{a, \text{ R Subst}\}

(f) \{X[q] \Rightarrow H^{\otimes n};\}
\{\sum_{i=0}^{l-1} K[i-1]iq(i) \otimes C(i-1) \otimes H^{\otimes n}I_x \otimes |-\}_{y_{i}}\}

(g) \{\sum_{i=1}^{l-1} K[i-1]i\}q(i) \otimes \sum_{x_i, y_{i}=0}^{2n-1} \bigotimes_{k=1}^{l-1} (x_k \otimes \alpha_k)
\otimes |s_{x_{i}, y_{i}=0}^{2n-1} \bigotimes_{k=1}^{l-1} (x_k \otimes \alpha_k)
\otimes |-\}_{y_{i}}\}
\{I \subseteq\}

(h) \{X[q], Y\} \Rightarrow G;
\{\sum_{i=1}^{l-1} K[i-1]iq(i) \otimes \sum_{x_i, y_{i}=0}^{2n-1} \bigotimes_{k=1}^{l-1} (x_k \otimes \alpha_k)
\otimes |s_{x_{i}, y_{i}=0}^{2n-1} \bigotimes_{k=1}^{l-1} (x_k \otimes \alpha_k)
\otimes |-\}_{y_{i}}\}
\{I \subseteq\}

(i) \{P(\sum_{i=1}^{l-1} K[i-1]i)\}\} \quad \text{I} \subseteq

(j) \text{ call } RQFS(q, \mathcal{Y}[q]); \quad \{Q(\sum_{i=1}^{l-1} K[i-1]i)\}\}
\{a, \text{ R Subst}\}

(k) \{X[q], Y\} \Rightarrow H^{\otimes n} \otimes XH;
\{\sum_{i=1}^{l-1} K[i-1]i q(i) \otimes D(i-1) \otimes |0\}_{y_{i}}\}
\{I \subseteq\}

(l) \{\sum_{i=0}^{l-1} K[i]q(i) \otimes D(i) \otimes I_{x_{i+1}} \otimes I_{y_{i+1}}\}\}
\{I \subseteq\}

(m) \text{(a) Partial correctness of the body of variable localization.}
\{\sum_{i=0}^{l-1} K[i]i q(i) \otimes C(i)\}
\{q \Rightarrow U_{i+1}; \{\sum_{i=0}^{l-1} K[i]q(i+1)q(i+1) \otimes C(i)\} \quad (\text{A Unit})\}
\{\text{loc } X[p], Y'; \ldots \text{ Rel } X[p], Y'; \quad (b-m, \text{ R Loc})\}
\{\sum_{i=0}^{l-1} K[i]q(i) \otimes D(i)\}
\{q \Rightarrow U_{i-1} \{\sum_{i=0}^{l-1} K[i]q(i) \otimes D(i)\} \quad (\text{A Unit})\}
\{Q(K)\}
\{I \subseteq\}
\{X[1], \ldots, X[l], Y\} \Rightarrow O \{K[i]q(l) \otimes D(l)\} \quad (\text{A Unit})
\{Q(K)\}
\{I \subseteq\}
\{0\} \text{ bot } \{Q(K)\} \quad (\text{A Bot, R Order})
\{P(K)\} \text{ if } \sum m \cdot M[q] = m \rightarrow S_m \text{ fi } \{Q(K)\} \quad (n-t, \text{ R Case})
\{P(K)\} \text{ call } RQFS(q, \mathcal{Y}[q]) \{Q(K)\} \quad (a, \text{ u, Rp PreRec})

(b) \text{ Partial correctness of recursive procedure } RQFS.
\{I_p \otimes I_Z\}
\{p, Z\} := \{0\}; \{\{0\}_p \otimes \{0\}_Z\}
\{I \subseteq\}
\{\text{call } RQFS(p, Z); \{\{0\}_p \otimes [g(s_{(0)})]_Z \otimes [g(s_{(0)})]_Z\}\}
\{TBA\}
\{\text{ if } \sum m \cdot M'[Z] = m \rightarrow \text{ skip } \text{ fi } \{\{0\}_p \otimes [g(s_{(0)})]_Z \otimes [g(s_{(0)})]_Z\}\} \quad (\text{A Skip, R Case})
\{I \subseteq\}
\{\text{ (c) Partial correctness of main program } main.\}

Table 20: Partial correctness of recursive quantum Fourier sampling.
we remark that
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes C(i-1) \otimes H_{x_i} \otimes |\rangle y_i \langle | =
\]
\[
is equivalent to
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i-1}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k)
\otimes H_{x_i} (-1)^{g(x_1, \ldots, x_{i-1})} |x_i \rangle \langle x_i| (-1)^{g(x_1, \ldots, x_{i-1})} H_{x_i} \otimes |\rangle y_i \langle | =
\]
By Eq.
\[
g(s_{(x_1, \ldots, x_l)}) = s_{(x_1, \ldots, x_{i-1})} \cdot x_i
\]
it is to say
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i-1}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k)
\otimes s_{(x_1, \ldots, x_{i-1})} \langle s_{(x_1, \ldots, x_{i-1})} | \otimes |\rangle y_i \langle | =
\]
By the fact that
\[
\sum_{x} H_{x} (-1)^{x \cdot y} |x \rangle = |y \rangle
\]
it is equivalent to saying that
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i-1}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k)
\otimes s_{(x_1, \ldots, x_{i-1})} \langle s_{(x_1, \ldots, x_{i-1})} | \otimes |\rangle y_i \langle | =
\]
To see Ass. (j), by the fact
\[
H_{x} |y \rangle = \sum_{x} (-1)^{x \cdot y} |x \rangle
\]
we remark that
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i-1}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k)
\otimes H_{x_i} s_{(x_1, \ldots, x_{i-1})} \langle s_{(x_1, \ldots, x_{i-1})} | H_{x} \otimes |\rangle y_i \langle | =
\]
is equivalent to
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i-1}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k)
\otimes (-1)^{g(x_1, \ldots, x_{i-1})} x_i \langle x_i| (-1)^{g(x_1, \ldots, x_{i-1})} x_i \otimes |\rangle y_i \langle | =
\]
An easy calculation yields
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes \sum_{x_1, \ldots, x_{i}=0}^{2^n-1} \bigotimes_{k=1}^{i-1} (|x_k \rangle \langle x_k| \otimes \alpha_k) \otimes |x_i \rangle \langle x_i| \otimes |\rangle y_i \langle | =
\]
By definition of $C(i)$, it is equivalent to saying that
\[
\sum_{i=1}^{l} K_{i-1}[l]q[l] \otimes C(i)
\]
By definition of $P(K)$, it is exactly $P(\sum_{i=1}^{l} K_{i-1}[l]|i\rangle \langle i|)$. This completes the proof.
(a) \( \langle P_h(K) \rangle \) call RQFS\((q, \mathbb{Y}[q]) \) \( \langle Q(K) \rangle \)

\[
\begin{align*}
\langle \sum_{i=1-h}^{-1} K_i | i+1 \rangle q (i+1) \otimes C(i) \otimes I_{x_i1} \otimes I_{y_i1} \rangle \\
(\mathbb{X}[q], \mathbb{Y}[q]) := |0\rangle;
\langle \sum_{i=1-h}^{-1} K_i | i+1 \rangle q (i+1) \otimes C(i) \otimes 0_{x_i1} \otimes 0_{y_i1} \rangle \\
(\mathbb{X}[q], \mathbb{Y}[q]) := H^\otimes \otimes HX;
\langle \sum_{i=1-h}^{-1} K_i | i+1 \rangle q (i+1) \otimes C(i) \otimes I_{x_i1} \otimes |\rangle \rangle_{y_i1} \rangle \\
P_h(\{ \sum_{i=1-h}^{-1} K_i | i \rangle \langle i | \}) \quad \mathbb{I}_\mathbb{E}
\langle P_h(\{ \sum_{i=1-h}^{-1} K_i | i \rangle \langle i | \}) \rangle \\
\langle Q(\sum_{i=1-h}^{-1} K_i) \rangle (a, R \text{ Subst})
\end{align*}
\]

(b) Total correctness of the body of variable localization.

\[
\begin{align*}
\langle \sum_{i=1-h}^{-1} K_i | i \rangle q (i) \otimes C(i) \rangle \\
q := U_{+1}; \langle \sum_{i=1-h}^{-1} K_i | i+1 \rangle q (i+1) \otimes C(i) \rangle \\
(\mathbb{X}[p], \mathbb{Y}[p], \mathbb{Y}'; \ldots; \mathbb{R} \mathbb{E}[p], \mathbb{Y}'; \\
\langle \sum_{i=1-h}^{-1} K_i | i+1 \rangle q (i+1) \otimes D(i) \rangle \\
q := U_{-1} \langle \sum_{i=1-h}^{-1} K_i | i \rangle q (i) \otimes D(i) \rangle \\
\langle Q(K) \rangle \quad \mathbb{I}_\mathbb{E}
\end{align*}
\]

(b) Proof of Ass. (59).

Table 21: Total correctness of recursive quantum Fourier sampling.

F.4 Total correctness

We claim that, on any input, the main program main always terminates with output \( |0\rangle_p \otimes |g(s(0)) \rangle_Z \).

In a formal fashion, it is claimed that

**Proposition F.2.** It is the case that

\[
\mathbb{I}_\mathbb{E} \quad \dagger_{\mathbb{QTP}} \quad \langle I_p \otimes I_Z \rangle \text{main} \quad \langle |0\rangle_p \otimes |g(s(0)) \rangle_Z \langle g(s(0)) | \rangle
\]

**Proof.** The proof is as for Prop. F.1, with exception of the following assertion

\[
\mathbb{I}_\mathbb{E} \quad \dagger_{\mathbb{QTP}} \quad \langle P(K) \rangle \text{call} \quad \text{RQFS} \langle q, \mathbb{Y}[q] \rangle \langle Q(K) \rangle \quad (57)
\]
Define a sequence of PQPTs \( \{P_h(K)\}_{h \geq 0} \) by

\[
P_h(K) \triangleq \begin{cases} \\
\sum_{i=l+1-h}^{l} K_i |i\rangle_q \langle i| \otimes C(i) & 0 \leq h < l \\
P(K), & \text{otherwise}
\end{cases}
\]

It’s easy to see that

\[
|_I P_0(K) = 0
\]

\[
|_I P_h(K) \subseteq P_{h+1}(K), \quad \forall h \geq 0
\]

For the sake of space savings, define a set of premises \( \{\text{Prem}_h\}_{h \geq 0} \) by

\[
\text{Prem}_h \triangleq \langle P_h(K) \rangle \text{ call } RQFS(q, \forall [q]) \langle Q(K) \rangle, \quad \forall h \geq 0
\]

To prove Ass. (57), by (Rt pRec), it suffices to show that

\[
|_I, \text{Prem}_h, \vdash_{qBE} \langle P_{h+1}(K) \rangle \text{ if } \square m \cdot M[q] = m \rightarrow S_m \text{ fi } \langle Q(K) \rangle \tag{58}
\]

for all \( h \geq 0 \). The case of \( h \geq l \) has been shown in the proof of Prop. F.1, while the remaining cases \(- \, 0 \leq h < l \) can be uniformly dealt with as follows.

Fix \( 0 \leq h < l \). To prove Ass. (58), by (R Case), it suffices to show that

\[
|_I, \text{Prem}_h, \vdash_{qBE} \left( \sum_{i=l-h}^{l-1} K_i |i\rangle_q \langle i| \otimes C(i) \right) S_0 \langle Q(K) \rangle \tag{59}
\]

\[
|_I, \vdash_{qBE} \langle K_l |l\rangle_q \langle l| \otimes C(l) \rangle S_1 \langle Q(K) \rangle \tag{60}
\]

\[
|_I, \vdash_{qBE} \langle 0 \rangle S_2 \langle Q(K) \rangle \tag{61}
\]

where Ass. (61) follows from (A Bot), the proof of (60) is as in proof of Prop. F.1, and, finally, the proof of (59) can be adapted from that of Prop. F.1 by replacing \( \sum_{i=0}^{l-1} \) and \( \sum_{i=1}^{l} \) with \( \sum_{i=l-h}^{l-1} \) and \( \sum_{i=l+1-h}^{l} \), respectively (cf. Tab. 21b). \( \square \)