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Abstract—This paper focuses on distributed learning-based control of decentralized multi-agent systems where the agents' dynamics are modeled by Gaussian Processes (GPs). Two fundamental problems are considered: the optimal design of experiment for concurrent learning of the agents' GP models, and the distributed coordination given the learned models. Using a Distributed Model Predictive Control (DMPC) approach, the two problems are formulated as distributed optimization problems, where each agent's sub-problem includes both local and shared objectives and constraints. To solve the resulting complex and non-convex DMPC problems efficiently, we develop an algorithm called Alternating Direction Method of Multipliers with Convexification (ADMM-C) that combines a distributed ADMM algorithm and a Sequential Convexification method. The computational efficiency of our proposed method comes from the facts that the computation for solving the DMPC problem is distributed to all agents and that efficient convex optimization solvers are used at the agents for solving the convexified sub-problems. We also prove that, under some technical assumptions, the ADMM-C algorithm converges to a stationary point of the penalized optimization problem. The effectiveness of our approach is demonstrated in numerical simulations of a multi-vehicle formation control example.

I. INTRODUCTION

Multi-agent control systems have been studied extensively in recent decades due to their increasing number of applications such as building energy networks, smart grids, robotic swarms, and wireless sensor networks. The majority of control methods designed for single systems cannot be easily extended to multi-agent control systems due to additional challenges such as the combination of global and local tasks, limited communication and computation capabilities, and privacy requirements that limit information sharing between agents [1]. While the centralized approach where a coordinator is available to coordinate and manipulate all agents, either with distributed computation or not, facilitates the communication and information sharing between agents, it does not scale reasonably with a large number of agents due to physical constraints such as short communication ranges, or the limited number of connections to the coordinator. For this reason, recent studies have been focused on decentralized multi-agent control systems, in which the coordinator is eliminated and each agent in the network can communicate and collaborate with a few other agents, called neighbors, to achieve the desired control objectives.

Among various control methods for single dynamical systems, Model Predictive Control (MPC) is an advanced control technique that has been widely adapted to multi-agent systems due to its flexibility and efficiency in handling multiple control objectives and constraints. The extension of MPC for multi-agent systems is widely known as Distributed MPC (DMPC) [2]. To solve a DMPC problem in a distributed manner, distributed optimization algorithms are commonly used. In [3], the authors consider an optimization control problem of flight formation and develop an algorithm to solve it based on dual decomposition techniques. In [4], the Alternating Direction Method of Multipliers (ADMM) was utilized for solving a DMPC problem. In [5], the authors provided a computational study on the performance of two distributed optimization algorithms, the dual decomposition based on fast gradient updates (DDFG) and the ADMM, for DMPC problems. Some other distributed optimization algorithms used for DMPC are fast alternating minimization algorithm (FAMA) and inexact FAMA [6], inexact Proximal Gradient Method and its accelerated variant [7]. In terms of applications, DMPC has been applied for numerous practical multi-agent systems such as robotic swarms [8], [9], and building energy networks [10], [11].

In the above works, the dynamics of all agents are assumed to be available and sufficiently precise. However, for many complex dynamical systems, accurately modeling the system dynamics based on physics is often not straightforward due to the existence of uncertainties and ignored dynamical parts. This challenge motivated us to develop learning-based DMPC for multi-agent systems in our previous paper [12], where Gaussian Processes (GPs) [13] were employed to learn the agent non-linear dynamics resulting in a GP-based DMPC (GP-DMPC) problem. To solve the GP-DMPC problem, a distributed optimization algorithm, called linGP-SCP-ADMM, was developed to solve the GP-DMPC problem efficiently. However, in [12], we assumed that the GP dynamics of all agents are identical and available, which may not hold in practical applications since each agent has its own dynamics or system parameters. The problem pertaining to how to obtain training datasets for all agents in one experiment was thus not addressed. Moreover, the convergence properties of the linGP-SCP-ADMM algorithm was not analyzed in our work.

Therefore, in this paper, we formulate a GP-DMPC problem that covers two fundamental problems of learning-based control for decentralized multi-agent systems, namely experiment design and coordination problems. In the experiment
design problem, we utilize the receding horizon active learning approach [14] with exact conditional differential entropy to include individual learning objectives into the DMPC problem. To solve the non-convex and complex GP-DMPC problem, we develop a new algorithm called ADMM with Convexification (ADMM-C) that combines the distributed ADMM optimization method and Sequential Convexification Programming (SCP) technique [15]. Note that the ADMM-C is different from the linGP-SCP-ADMM presented in our previous work [12]. In linGP-SCP-ADMM, at each iteration, we used the linearized Gaussian Process (linGP) [16] and SCP method to form a convex GP-DMPC subproblem that can be solved by convex distributed ADMM algorithm [17], but this method is not applicable for the problem considered in this paper, where the active learning objective is included. Meanwhile, the ADMM-C in this paper is a variant of the ADMM algorithm for non-convex and non-smooth optimization [18] where the convexification technique is used to solve the non-convex local subproblems at each ADMM iteration. In addition, the linGP-SCP-ADMM algorithm was dedicated for the multi-agent system with a coordinator, whereas ADMM-C in this paper is designed for decentralized systems. Under some technical assumptions, we prove that the ADMM-C algorithm converges to a stationary point of the penalized GP-DMPC problem. The effectiveness of our algorithm is demonstrated in a simulation case study of experiment design and formation control problem for a multi-vehicle system.

The remainder of this paper is organized as follows. The GP-DMPC formulation for distributed experiment design and coordination of a multi-agent system is introduced in Section II. Our proposed ADMM-C algorithm is presented in Section III and the simulation results are reported and discussed in Section IV. Finally, Section V concludes the paper with a summary and some future directions.

II. PROBLEM FORMULATION

This section introduces a Gaussian Process-based Distributed Model Predictive Control (GP-DMPC) formulation for distributed experiment design and control problems of a multi-agent system, in which Gaussian Processes (GPs) are employed to represent the agent dynamics. Our problem formulation covers two fundamental problems: (1) the multi-agent experiment design problem based on active learning where each agent explores the state-space to collect informative data for system identification while guaranteeing certain cooperative objectives and constraints with other agents, and (2) the multi-agent coordination problem in which the agents cooperate to achieve both local and shared objectives using the obtained GP dynamic models.

Consider a decentralized multi-agent control system involving $M$ dynamical agents. We assume bidirectional communication between the agents, i.e., if agent $i$ can communicate with agent $j$, then agent $j$ can communicate with agent $i$. Consequently, the communication between agents in this network is described by an undirected graph $G = (V, E)$ where $V = \{1, 2, \ldots, M\}$ is the vertex set representing the agents, and $E$ is the edge set defining the connections between pairs of agents, i.e., $(i, j) \in E$ means that agents $i$ and $j$ are neighbors. Moreover, we define $N_i = \{j | (i, j) \in E\}$ as the set of agent $i$'s neighbors (we assume that $i \in N_i$) and the number of elements in the set $N_i$ is denoted by $|N_i|$.

For every agent $i$, we define its vector of control inputs as $u_i \in \mathbb{R}^{n_{ui}}$, its vector of GP output variables as $y_i \in \mathbb{R}^{n_{yi}}$, and its vector of non-GP variables as $z_i \in \mathbb{R}^{n_{zi}}$ for any variable $\square_i$ of agent $i$, where $\square = y, z, u$. Let $\square_{i,k}$ denote its value at time step $k$. The GP dynamics of agent $i$ express $y_{i,k}$ as $y_{i,k} \sim G_i(x_{i,k}; m_i, k_i)$, where $G_i(\cdot; m_i, k_i)$ is a GP mean function $m_i$ and covariance function $k_i$. The input vector $x_{i,k}$ of the GP is formed from current and past values of the control inputs $u_{i,\tau}$ and non-GP states $z_{i,\tau}$, for $\tau \leq k$, as well as from past GP outputs $y_{i,\tau}$, for $\tau < k$. Given an input $x_{i,k}$, let $\hat{y}_{i,k} = \mu_i(x_{i,k})$ denote the predicted mean of the GP model $G_i(\cdot; m_i, k_i)$ at $x_{i,k}$. Note that in this paper, we only utilize the GP means without uncertainty propagation to represent the predicted values of the nonlinear dynamics. More details on GP regression for dynamics and control can be found in [19], [20].

Let $H > 0$ be the length of the MPC horizon, $t$ be the current time step and $I_t = \{t, \ldots, t + H - 1\}$ be the set of all time steps in the MPC horizon at time step $t$. Denote $Y_{i,t} = \{y_{i,k} | k \in I_t\}$, $Z_{i,t} = \{z_{i,k} | k \in I_t\}$, $U_{i,t} = \{u_{i,k} | k \in I_t\}$, and $\theta_{i,t} = \{x_{i,k} | k \in I_t\}$ as the sets collecting the predicted GP output means, the non-GP states, the control inputs, and the GP inputs of agent $i$ over the MPC horizon. For each agent $i$, we define the concatenated vectors $\square_{N_i,k}$ of local variables $\square_{j,k}$ of all agents $j \in N_i$, where $\square = y, z, u$. Correspondingly, the collections $\bar{Y}_{N_i,t}$, $\bar{Z}_{N_i,t}$, and $\bar{U}_{N_i,t}$, of $\bar{y}_{N_i,k}$, $\bar{z}_{N_i,k}$, and $\bar{u}_{N_i,k}$ over the MPC horizon are defined. We also utilize the notation $[X]$ to denote the vector concatenation of all vectors in a set $X$ (e.g., $[X]_t = \{x_{i,t}^T \}_{i \in I_t}$).

To facilitate the problem formulation, we present the $H$ mean equations of GP dynamics in the current control horizon as $\mu_{i,t}(\bar{y}_i, \bar{X}_i) = 0$ for $t \in I_t$. Moreover, for each agent $i$, let’s define $\bar{h}_i(\bar{X}_i)$ as an individual objective for active learning, $J_i(\bar{y}_i, \bar{u}_i, \bar{Z}_i)$ as a local control objective, $J_{N_i}(\bar{y}_{N_i}, \bar{u}_{N_i}, \bar{Z}_{N_i})$ as a shared objective, $g_{i,t}(\bar{y}_i, \bar{u}_i, \bar{Z}_i) \leq 0$, $\forall \bar{v} \in \bar{I}_{eq}$ and $h_{i,t}(\bar{y}_i, \bar{u}_i, \bar{Z}_i) = 0$, $\forall \bar{v} \in \bar{I}_{eq}$ with inequality and equality constraints where $\bar{I}_{eq}$ and $\bar{I}_{eq}$ are sets of inequality and equality constraint indices, respectively. As a result, the GP-DMPC problem for distributed experiment design and coordination of the multi-agent system is formulated as follows, where the current time-step subscript $t$ is omitted for brevity.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{M} J_i(\bar{y}_i, \bar{u}_i, \bar{Z}_i) - \gamma h_i(\bar{X}_i) \\
\text{subject to} & \quad \mu_{i,t}(\bar{y}_i, \bar{X}_i) = 0, \forall \bar{v} \in \bar{I}_t \\
& \quad h_{i,t}(\bar{y}_i, \bar{u}_i, \bar{Z}_i) = 0, \forall \bar{v} \in \bar{I}_{eq} \\
& \quad g_{i,t}(\bar{y}_i, \bar{u}_i, \bar{Z}_i) \leq 0, \forall \bar{v} \in \bar{I}_{eq} \\
& \quad \bar{h}_i(\bar{X}_i) = 0, \forall \bar{v} \in \bar{I}_{eq}, \bar{I}_{eq}
\end{align*}
\]
where $\gamma$ is a positive constant representing a tradeoff between learning and control objectives and note that $\gamma > 0$ in the experiment design problem while $\gamma = 0$ in the cooperative control problem. We use the exact conditional differential entropy of multi-step ahead GP predictions [14] to represent the individual active learning objective function instead of an upper bound as in [21], i.e., $H_i(\mathcal{X}_I) = \log \det (\sum_{j} (\mathcal{X}_{ij}))$ where $\sum_{j}$ is a $H \times H$ posterior covariance matrix of GP joint predictions at the $H$ inputs in $\mathcal{X}_I$. It was shown in [14] that the optimal experiment using the active learning approach can significantly improve data quality for model learning in comparison with randomized experiments or with using only historical data. For more details on the active learning technique for dynamical GPs using multi-step ahead prediction approach for a single dynamical system, the readers are referred to [14], [21], [22].

**Remark 1:** As discussed in [18], any feasible constraint set on the shared variables can be treated as an indicator function and included in the shared objective function $J_N((\bar{Y}_N, \bar{U}_N, \bar{Z}_N))$. Therefore, to simplify the problem formulation, we do not include constraints on the shared variables. In contrast, we present constraints on the local variables as equality and inequality constraints since they are encoded into the local objective function by corresponding penalized functions in our method.

We make the following technical assumptions related to the problem \([\mathcal{P}]\).

**Assumption 1:** The original problem \([\mathcal{P}]\) is feasible.

**Assumption 2:** For all $i \in \mathcal{V}$, $J_i$, and $g_{i,l}$ are convex, continuous and Lipschitz differentiable, $h_{i,l}$ are affine, continuous and Lipschitz differentiable in the variables $(\bar{Y}_i, \bar{U}_i, \bar{Z}_i)$.

**Assumption 3:** For all $i \in \mathcal{V}$, $J_{N_i}$, are convex, continuous and Lipschitz differentiable in the variables $(\bar{Y}_{N_i}, \bar{U}_{N_i}, \bar{Z}_{N_i})$.

To overcome the complexity and non-convexity of the original problem \([\mathcal{P}]\), we will convexify the non-convex terms by using their first-order approximations. However, to avoid the artificial infeasibility [15] of the problem due to these approximations, the inequality and equality constraints in \([\mathcal{P}]\) are encoded into the objective function by the exact penalty functions [15] leading to the following penalized optimization problem

\[
\min_{\{\bar{U}_i, \bar{Z}_i\} \in \mathcal{V}} \sum_{i=1}^M J_i(\bar{Y}_i, \bar{U}_i, \bar{Z}_i) - \gamma H_i(\mathcal{X}_i) \\
+ \tau_i \left( \sum_{l \in I_i} |\mu_{i,l}(\bar{Y}_i, \mathcal{X}_i)| + \sum_{l \in I_{i,eq}} |h_{i,l}(\bar{Y}_i, \bar{U}_i, \bar{Z}_i)| \right) \\
+ \lambda_i \sum_{l \in I_{i,eq}} \max (0, g_{i,l}(\bar{Y}_i, \bar{U}_i, \bar{Z}_i)) \\
+ J_{N_i}(\bar{Y}_{N_i}, \bar{U}_{N_i}, \bar{Z}_{N_i})
\]

where $\tau_i$ and $\lambda_i$, $\forall i \in \mathcal{V}$ are large positive penalty weights.

**Assumption 5:** The objective function of the penalized problem \([\mathcal{P}]\) is coercive [18].

III. ADMM WITH CONVEXIFICATION FOR GP-DMPC

In this section, we propose a distributed optimization algorithm called Alternating Direction Method of Multipliers with Convexification (ADMM-C) that is based on the ADMM algorithm [17] and SCP technique [15] for solving the complex and non-convex problem \([\mathcal{P}]\). The ADMM algorithm was designed for solving convex large-scale optimization problems in a distributed manner [17]. For non-convex and non-smooth optimization problems like the problem \([\mathcal{P}]\), the ADMM for non-convex non-smooth optimization [18] was developed. However, the algorithm design in [18] requires all non-convex optimization subproblems to be solved exactly at each iteration, which might restrict its usage in real-time applications. Moreover, the complexity of the log determinant of the GP covariance matrix in \([\mathcal{P}]\) makes the non-convex local subproblems computationally intractable for nonlinear programming solvers. Therefore, ADMM-C is developed in this section by sequentially convexifying the non-convex local subproblems at each iteration.

To facilitate the algorithm design, we rewrite the penalized GP-DMPC problem \([\mathcal{P}]\) in the following simplified form

\[
\min_{\{\mathcal{X}_i\} \in \mathcal{V}} \sum_{i=1}^M f_i(\mathcal{X}_i) + f_{N_i}(\mathcal{X}_{N_i})
\]

The ADMM-C algorithm solves the problem \([\mathcal{P}]\) in the following consensus form

\[
\min_{\{\mathcal{X}_i, z_{N_i}\} \in \mathcal{V}} \sum_{i=1}^M f_i(\mathcal{X}_i) + f_{N_i}(z_{N_i})
\]

subject to $\mathcal{X}_{N_i} = z_{N_i}$, $\forall i \in \mathcal{V}$.

with a copy $z_{N_i}$ of $\mathcal{X}_{N_i}$. The augmented Lagrangian for problem \([\mathcal{P}]\) is

\[
L_p(\{\mathcal{X}_i, z_{N_i}, \mathcal{Y}_{N_i}\} \in \mathcal{V}) = \sum_{i \in \mathcal{V}} L_{p,i}(\mathcal{X}_i, z_{N_i}, \mathcal{Y}_{N_i})
\]
where
\[
L_{\rho,i}(x_N^i, z_N^i, y_N) = f_i(F_i x_N^i) + f_N(z_N^i) + \frac{\rho}{2} \|x_N^i - z_N^i\|_2^2
\]
and \(y_N^i, i \in \mathcal{V}\), is the associated dual variables. Note that the \(x, y\) and \(z\) notations in this section are different from those in Section II which were used in the system dynamics.

Since the consensus constraint \(x_N^i = z_N^i, \forall i \in \mathcal{V}\), in (4) can be replaced by \(x_i = F_i x_N^i\) and \(x_i = F_i x_N^i\), \(\forall (i, j) \in \mathcal{E}\), the Lagrangian (5) is equivalent to the following Lagrangian
\[
L_p(\{x_i, z_N^i, y_i\}) = \sum_{i \in \mathcal{V}} \tilde{L}_{\rho,i}(x_i, z_N^i, y_N^i) \tag{6}
\]
where
\[
\tilde{L}_{\rho,i}(x_i, z_N^i, y_N^i) = f_i(x_i) + f_N(z_N^i) + \frac{\rho}{2} \|x_i - F_i z_N^i\|_2^2
\]

Using the augmented Lagrangians (5) and (6), the ADMM algorithm [17] consists of three following steps:
\[
x_i^{(k+1)} = \arg\min_{x_i} \tilde{L}_{\rho,i}(x_i, z_N^i, y_N^i), \forall i \in \mathcal{V} \tag{7a}
\]
\[
z_N^i = \arg\min_{z_N} \tilde{L}_{\rho,i}(x_i, z_N^i, y_N^i), \forall i \in \mathcal{V} \tag{7b}
\]
\[
y_N^i = y_N^i + \rho (x_N^i - z_N^i), \forall i \in \mathcal{V} \tag{7c}
\]

The \(x\)-minimization step (7a) is equivalent to the following proximal operator
\[
x_i^{(k+1)} = \text{prox}_{\frac{1}{\rho} f_i}(\frac{\sum_{j \in N_i} F_{ij} z_N^j - y_N^i}{|N_i|}) \tag{8}
\]
while the \(z\)-minimization step (7b) can be rewritten in the form of the proximal minimization problem
\[
z_N^i = \text{prox}_{\frac{1}{\rho} f_N}(x_i^{(k+1)} + \frac{y_N^i}{\rho}) \tag{9}
\]

Note that under Assumptions 2 and 3 the subproblem (9) is convex, while the subproblem (8) is non-convex due to the GP dynamics and the active learning objectives.

In the ADMM optimization algorithm, we propose to solve the non-convex subproblem (7a) in each iteration by convexification method. In particular, instead of solving the non-convex subproblem (7a), \(x_i^{(k+1)}\) is determined by
\[
x_i^{(k+1)} = x_i^{(k)} + \Delta x_i^{(k+1)} \tag{10}
\]
where
\[
\Delta x_i^{(k+1)} = \text{prox}_{\frac{1}{\rho} f_i}(\frac{\sum_{j \in N_i} F_{ij} z_N^j}{|N_i|} - \frac{y_N^i}{\rho} - x_i^{(k)})
\]

The ADMM-C algorithm

**Require:** \(y_N^{(0)}, z_N^{(0)}, \rho > 0, k_{\text{max}} > 0\).

1. for \(k = 1, \ldots, k_{\text{max}}\) do
   
2. Agent \(i\) sends \(F_{ij}(x_N^j - y_N^i/\rho)\) to its neighbors \(j \in N_i\).
3. Agent \(i\) computes \(x_i^{(k+1)}\) by (10).
4. Agent \(i\) accepts or rejects the obtained solution of (10), and updates trust-region radius by the Remark 2.
5. Agent \(i\) sends \(x_i^{(k+1)}\) to its neighbors \(j \in N_i\).
6. Agent \(i\) receives all \(x_i^{(k+1)}\) from its neighbors \(j \in N_i\) and forms \(x_N^{(k+1)}\).
7. Agent \(i\) computes \(z_N^{(k+1)}\) by (9).
8. Agent \(i\) updates \(y_N^{(k+1)} = y_N^i + \rho(x_N^{(k+1)} - z_N^{(k+1)})\).
9. return \(x_N^{(k_{\text{max}})}\) and \(x_N^{(k_{\text{max}})}\).

Remark 2: Each agent computes the actual local cost reduction \(\delta_i^{(k+1)} = f_i(x_i^{(k)}) - f_i(x_i^{(k+1)})\) and the predicted local cost reduction, i.e., \(\delta_i^{(k+1)} = f_i(x_i^{(k)}) - f_i(\Delta x_i^{(k+1)})\), and compare the ratio \(\delta_i^{(k+1)}/\delta_i^{(k)}\) with some predefined thresholds \(0 < \epsilon_0 < \epsilon_1 < \epsilon_2 < 1\) to adjust the trust region \(r_i\) by \(\beta_{\text{fail}} < 1\) and \(\beta_{\text{success}} > 1\) according to the adjustment rule in [16].

**Remark 3:** Since there is no central coordinator to supervise the practical convergence of the problem, the algorithm is terminated when a predefined number of iterations is reached [8].

The convergence analysis of the proposed ADMM-C algorithm will be given in the Appendix 1.

IV. SIMULATION

In this section, we utilize the multi-agent formation control example presented in [3] as an illustrative example for the distributed experiment design and control problem and the ADMM-C algorithm.

A. Multi-vehicle formation control example

We consider a group of \(M = 2N + 1\) vehicles where the communication between the agents is specified by the edge set \(\mathcal{E} = \{(i, j) \mid |i - j| = 1\}\), i.e., two agents are neighbors if and only if their indices are consecutive. The dynamics of each vehicle \(i\) is described by the following continuous-time kinematic bicycle model [23]
\[
\dot{x}_i = v_i \cos(\theta_i + \beta_i), \quad \dot{v}_i = v_i \sin(\theta_i + \beta_i),
\]
\[
\dot{\theta}_i = \frac{v_i}{l_{\text{r},i}} \sin(\beta_i), \quad \dot{\beta}_i = a_i.
\]
\[
\dot{x}_i = \dot{x}_i + \Delta x_{i,k}, \quad \dot{y}_i = \dot{y}_i + \Delta y_{i,k}, \quad \dot{\theta}_i = \dot{\theta}_i + \Delta \theta_{i,k}, \quad v_{i,k+1} = v_{i,k} + \Delta T \alpha_{i,k}.
\]

where the one-step changes \(\Delta x_{i,k}, \Delta y_{i,k}, \text{and} \Delta \theta_{i,k}\) are nonlinear in other variables. In this example, these nonlinear functions are learned by three GP models, \(\Delta x_{i,k} \sim \mathcal{G}(\theta_{i,k}, \nu_{i,k}), \Delta y_{i,k} \sim \mathcal{G}(\theta_{i,k}, \nu_{i,k}), \text{and} \Delta \theta_{i,k} \sim \mathcal{G}(\theta_{i,k}, \nu_{i,k})\) with the parameters of the GP models \(\theta_{i,k}, \nu_{i,k}\) being the inputs to the GPs. Note that the GP input vectors written in bold are different from the vehicle’s position \(x_i, \theta_i\). The GP models result in the following dynamical equations

\[
\Delta \bar{x}_{i,k} = \mu_{i,k} \Delta x_{i,k}, \quad \Delta \bar{y}_{i,k} = \mu_{i,k} \Delta y_{i,k}, \quad \Delta \bar{\theta}_{i,k} = \mu_{i,k} \Delta \theta_{i,k}.
\]

The GP-DMPC formulation of this example is given by

\[
\min_{\{a_{i,k}, \alpha_{i,k}\}} \sum_{i=1}^{M} J_i - \gamma (\mathcal{H}_{i,x} + \mathcal{H}_{i,y} + \mathcal{H}_{i,\theta}) + J_{\mathcal{N}}
\]

subject to

\[
\begin{align*}
|\dot{a}_{i,k}| &= |a_{i,k}| \leq a_{\max}, \\
|\dot{\alpha}_{i,k}| &= |\alpha_{i,k}| \leq \alpha_{\max}, \\
x_{\min} &= x_{i,k} \leq x_{\max}, \\
y_{\min} &= y_{i,k} \leq y_{\max},
\end{align*}
\]

where the constraints hold for all \(i = 1, \ldots, M\) and \(k \in \mathcal{I}_t\). \(|\dot{a}_{i,k}|\) and \(|\dot{\alpha}_{i,k}|\) are velocity bound constraints, \(x_{\min} \leq x_{i,k} \leq x_{\max}\) and \(y_{\min} \leq y_{i,k} \leq y_{\max}\) are safety bound constraints on the vehicle’s positions to ensure that the cars move within the experimental space. The local control objective \(J_i\) is given by

\[
J_i = \sum_{k=1}^{t+\bar{H}-1} \left( \frac{y_{i,k+1}}{y_{i,k+1}} \right)_{R_i}^2 + \left( \frac{\bar{y}_{i,k+1}}{\bar{y}_{i,k+1}} \right)_{Q_i}^2
\]

where \(\bar{r}_{i,k+1}\) denotes the reference at time step \(k+1\). Note that \(Q_i \neq 0\) for the lead vehicle and \(Q_i = 0\) for the other vehicles, i.e., only the lead vehicle is required to track a reference. Note that given a vector \(\nu\) and a positive semidefinite matrix \(M\), we define \(\|\nu\|_M = \nu^T M \nu\).
the 5-vehicles simulation case are given in Figures 1 and 2 for the experiment and the coordination, respectively. In both scenarios, the vehicle network is required to maintain a predefined formation, while the lead vehicle (in the middle) additionally track a figure-eight reference trajectory in the coordination task. At the beginning of the experiment, the formation is not formed well since the GP models are not sufficiently accurate. However, as the active learning objectives drive the agents to the states associated with new informative data, the precision of the learned GP models is gradually improved, thus the agents can maintain the formation better. Using the models obtained from the experiment, the network of vehicles is able to perform tracking and formation control in the coordination simulation as shown in Figure 2. The tracking errors in $x$ and $y$ positions of the lead vehicle are shown in Figure 3. Though the lead vehicle does not perfectly track the reference, the tracking errors are kept small within 0.15 m during the steady state. The simulation results for 9-vehicles and 15-vehicles simulations are available at the video [https://youtu.be/U9bunkIFqNE](https://youtu.be/U9bunkIFqNE).

Figure 4 shows the statistical boxplots of the solving time per time step of the ADMM-C algorithm in the experiment and the coordination, in three simulation cases with 5, 9 and 15 vehicles, respectively. All simulations in this work are performed on a DELL computer with a 3.0 GHz Intel Core i5 CPU and 8 Gb RAM, while the Julia programming language is used for the implementation. Overall, as the number of vehicles increases, the algorithm takes increasingly longer time to solve the problem. Additionally, it can be seen that

the computation time required for solving the experiment design problem which involves the log determinant of the GP covariance matrix is not much higher than that for solving the coordination problem. Note that the computation time also scales proportionally with the predefined number of iterations in the algorithm which is chosen appropriately to balance the control performance and the computational practicality.

V. CONCLUSION

We presented a Gaussian Process-based Distributed Model Predictive Control problem for multi-agent systems that covers the experiment design and coordination problems. The ADMM with Convexification (ADMM-C) optimization algorithm was developed to solve the resulting non-convex and complex problem in a distributed manner, in which the first-order approximations of the active learning objectives and the mean of GP dynamics were utilized to convexify the local subproblem at each iteration. Under some technical assumptions, we proved that the proposed algorithm converges to a stationary point of the penalized optimization problem. The performance of our problem formulation and distributed optimization method was validated by a numerical simulation of a multi-vehicle formation control system. Our future work aims to improve the performance and scalability of our approach and then apply it in real-world systems.
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CONVERGENCE PROPERTIES OF ADMM-C ALGORITHM

The convergence analysis of the ADMM-C algorithm is given in this section. To prove that the ADMM-C converges to a stationary point of the problem \( \mathcal{P} \), we will show that the following four key properties [18] are satisfied:

- **P1 (Boundness)** \( \{x_i(k), z_i^N(k), y_i(k)\}_{i \in \mathcal{V}} \) is bounded, and \( L_{\rho}(x_i(k), z_i^N(k), y_i(k)\}_{i \in \mathcal{V}} \) is lower bounded.
- **P2 (Sufficient descent)** There is a constant \( c_2 > 0 \) such that for all \( k \in \mathbb{N} \) and \( i \in \mathcal{V} \) we have
  \[
  \min_{\mathcal{V}} \{ \|x_i(k+1) - x_i(k)\|^2 + \|z_i^N(k+1) - z_i^N(k)\|^2 \} 
  \leq c_2 \min_{\mathcal{V}} \{ \|x_i(k+1) - x_i(k)\|^2 + \|z_i^N(k+1) - z_i^N(k)\|^2 \} 
  \]
- **P3 (Subgradient bound)** There is a constant \( c_2 > 0 \) and \( d(k+1) \in \partial L_{\rho}(x_i(k+1), z_i^N(k+1), y_i(k)) \) such that
  \[
  \|d(k+1)\| \leq c_2 \min_{\mathcal{V}} \{ \|x_i(k+1) - x_i(k)\|^2 + \|z_i^N(k+1) - z_i^N(k)\|^2 \} 
  \]
- **P4 (Limiting continuity)** If \( \{x_i^*, z_i^N^*, y_i^*(k)\}_{i \in \mathcal{V}} \) is the limit point of a sub-sequence \( \{x_i^{(k_s)}, z_i^N^{(k_s)}, y_i^{(k_s)}\}_{i \in \mathcal{V}} \), then
  \[
  L_{\rho}(x_i^*, z_i^N^*, y_i^*(k))_{i \in \mathcal{V}} = \lim_{s \to \infty} L_{\rho}(x_i^{(k_s)}, z_i^N^{(k_s)}, y_i^{(k_s)})_{i \in \mathcal{V}} 
  \]

The above properties and their proofs will be given in Lemmas 4, 5, 6, and 7, respectively.

**Remark 4:** Given the Assumption 3 for all \( i \in \mathcal{V}, f_N^i \) are Lipschitz differentiable and assume that \( L \) is the universal Lipschitz constant for all \( \nabla f_N^i \).

**Remark 5:** For any fixed \( u \) with appropriate dimension, minimize \( \{f_N^i(z_N^i) : z_N^i = u\} \) always has a unique minimizer and \( H(u) \triangleq \arg \min \{f_N^i(z_N^i) : z_N^i = u\} = u \) is a Lipschitz continuous map with Lipschitz constant \( M = 1 \). Therefore, the Assumption A3(a) in [18] is satisfied for our problem \( \mathcal{P} \).

**Remark 6:** Given the Assumption 5 the Assumption A1 in [18] on coercivity is satisfied for our problem \( \mathcal{P} \).

**Remark 7:** Given the Assumption 4 the Assumption A2 in [18] on feasibility is satisfied for our problem \( \mathcal{P} \).

**Lemma 1:** For any iteration \( k \in \mathbb{N} \), there exists a constant \( \alpha > 0 \) such that the accepted solution of the problem (7a) by the SCP algorithm satisfies
  \[
  \bar{L}_{\rho,i}(x_i(k), z_i^N(k), y_i(k)) - \bar{L}_{\rho,i}(x_i(k+1), z_i^N(k), y_i(k)) \geq \alpha \|x_i(k+1) - x_i(k)\|^2, \forall i \in \mathcal{V} 
  \]
The proof follows directly from the proof of Condition 3.17 in [15].

**Lemma 2:** Given Assumptions 4 and 5 for any iteration \(k \in \mathbb{N}\), there exists a constant \(b > 0\) and \(d^{k+1} \in \partial L_{\rho} (x^{(k+1)}, z^{(k+1)}, y^{(k+1)})\) for all \(i \in \mathcal{V}\) such that

\[
\|d^{k+1}\| \leq b \left\| x^{(k+1)}_i - x^{(k)}_i \right\|, \quad \forall i \in \mathcal{V} \tag{19}
\]

The proof follows directly from the proof of Condition 3.18 in [15].

**Lemma 3:** If \(\rho > 4\bar{L} + 2\), then for any iteration \(k \in \mathbb{N}\)

\[
L_{\rho,i}(x^{(k+1)}_i, z^{(k)}_i, y^{(k)}_i) - L_{\rho,i}(x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i) \geq \left\| z^{(k+1)}_i - z^{(k)}_i \right\|^2 \tag{20}
\]

The proof follows directly from the proof of Lemma 5 in [18]. Note that for our problem \(\bar{M} = 1\).

**Lemma 4:** Given the Assumption S and if \(\rho > 4\bar{L} + 2\), then the sequence \(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}\) generated by Algorithm 1 satisfies

1. \(L_{\rho}(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}) - L_{\rho}(\{x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i\}_{i \in \mathcal{V}}) \geq a \sum \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 \geq 0 \tag{21}
\)

2. \(L_{\rho}(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}) \) is lower bounded for all \(k\) and converges as \(k \to \infty\).

3. \(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}\) is bounded

\textbf{Proof:} Part 1. Take the sum of all inequalities in Lemma 1 and from (6), we have

\[
L_{\rho}(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}) - L_{\rho}(\{x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i\}_{i \in \mathcal{V}}) \geq a \sum \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 \geq 0 \tag{22}
\]

As a result, we obtain

\[
L_{\rho}(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}) \geq L_{\rho}(\{x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i\}_{i \in \mathcal{V}}). \tag{23}
\]

Part 2. Follows the proof of Lemma 6, part 2 in [18]

Part 3. Follows the proof of Lemma 6, part 3 in [18].

From part 2 and part 3 of Lemma 4 the boundedness property P1 holds.

**Lemma 5:** If \(\rho > 4\bar{L} + 2\) then Algorithm 1 satisfies the sufficient descent property P2.

\textbf{Proof:} From (21) and (22), we have

\[
L_{\rho}(\{x^{(k)}_i, z^{(k)}_i, y^{(k)}_i\}_{i \in \mathcal{V}}) - L_{\rho}(\{x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i\}_{i \in \mathcal{V}}) \geq a \sum \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 + \sum \left\| z^{(k+1)}_i - z^{(k)}_i \right\|^2 \geq c_1 \sum \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 + \left\| z^{(k+1)}_i - z^{(k)}_i \right\|^2 \tag{23}
\]

where \(c_1 = \min(a, 1)\). Therefore the sufficient descent property P2 holds.

**Lemma 6:** Algorithm 1 satisfies the subgradient bound property P3.

\textbf{Proof:} We have

\[
\partial L_{\rho}(\{x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i\}_{i \in \mathcal{V}}) = \left\{ \frac{\partial L_{\rho}}{x_i} \right\}_{i \in \mathcal{V}}, \{\nabla_{y^{(k)}} L_{\rho} \}_{i \in \mathcal{V}}, \{\nabla_{y^{(k)}} L_{\rho} \}_{i \in \mathcal{V}} \tag{24}
\]

Hence follows the proof of Lemma 10 in [18], we need to show for each \(i \in \mathcal{V}\), there exists a constant \(b > 0\) and \(d^{k+1} \in \partial L_{\rho} (x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i)\) such that

\[
\|d^{k+1}\| \leq b \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 \tag{25}
\]

and

\[
\nabla_{y^{(k)}} L_{\rho,i}(x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i) \leq \frac{\bar{L}}{\rho} \left\| z^{(k+1)}_i - z^{(k)}_i \right\|^2 \tag{26}
\]

The inequality (25) is given by Lemma 2 while (26) and (27) was proven in [18] (Eq. (28) and (29), respectively). As a result, there exists \(d^{k+1} \in \partial L_{\rho} (x^{(k+1)}_i, z^{(k+1)}_i, y^{(k+1)}_i)\) such that

\[
\|d^{k+1}\| \leq c_2 \sum \left( \left\| x^{(k+1)}_i - x^{(k)}_i \right\|^2 + \left\| z^{(k+1)}_i - z^{(k)}_i \right\|^2 \right) \tag{28}
\]

where \(c_2 = \max(b, \bar{L}/\rho, \bar{L})\). The proof is therefore completed.

**Lemma 7:** Algorithm 1 satisfies the limiting continuity property P4.

\textbf{Proof:} Since \(L_{\rho}\) is continuous due to Assumptions 4 and 5 and the proof of P4 in [18] for a general case with lower semicontinuous function can be applied.

From Lemmas 4, 5, 6 and 7 that guarantee the properties P1-P4, we are now able to state a theorem on the convergence property of the ADMM-C algorithm.

**Theorem 8:** Suppose that Assumptions 1-5 hold. If \(\rho > 4\bar{L} + 2\) then Algorithm 1 generates a sequence that is bounded, has at least one limit point, and each limit point \(\{x^{*}_i, z^{*}_i, y^{*}_i\}_{i \in \mathcal{V}}\) is a stationary point of \(L_{\rho}\). Note that this stationary point is not globally unique unless \(L_{\rho}\) is a Kurdyka-Lojasiewicz (KL) function [24].

The proof follows directly from the proof of Proposition 2 in [18].