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Abstract
Clustering is one of the most common tasks of Machine Learning. In this chapter we examine how ideas from topology can be used to improve clustering techniques.

1 Introduction
With the advent of Big Data, algorithms that try to extract information from them are ubiquitous. Clustering algorithms are a subcategory of Machine Learning algorithms with a wide range of applications. Notions like closeness, distance and shape are central to clustering. It is then natural to try to use ideas and techniques from topology to improve clustering algorithms. This chapter examines some ways on how this could happen. In Section 2 a brief introduction to the clustering task is presented. In Subsection 2.1 a definition is presented along with notation. k-means algorithm will be one of our focus areas and is examined in more detail in Subsection 2.2. In Section 3 Topological Data Analysis is presented. We will be using Persistent Homology and the Mapper algorithm which are presented in Subsections 3.1 and 3.2 respectively. Ways of applying topology to clustering are examined in Section 4. Finally, Section 5 has some concluding remarks.

All figures in this article were created using Scikit-TDA package [26] in Python. The relative code can be found in [https://github.com/dpanagop/data_analytics_examples](https://github.com/dpanagop/data_analytics_examples).

2 Clustering
2.1 Definition
Clustering is the task of grouping a set of objects in such a way that objects in the same group (called a cluster) are more similar (in some sense) to each other than to those in other groups [22]. Clustering is a major task of Machine Learning with diverse applications from medicine [29] to sports [1].
The definition is intentionally general and is very common when one tries to apply clustering algorithms a lot of thought to be devoted on how similarity should be defined. For example, in marketing a common application is customer clustering. There one should consider if similarity depends on things like age, gender, place of residence, education e.t.c. It must be clear that in most cases there is not a predetermined grouping of the objects to be clustered against which an algorithm can be measured.

In order to have some notation available we state the following problem:

**Problem 1 (Clustering Problem)** Given a finite subset \( X \subset \mathbb{R}^d \) find a partition \( C_1, \ldots, C_k \) of \( X \) such that elements in every subset \( C_i \) are more similar to other elements in \( C_i \) than to elements in another subset \( C_j \), where \( j \neq i \).

Some of the most common algorithms used for clustering are:

1. k-means,
2. hierarchical clustering,
3. density-based spatial clustering of applications with noise (DBSCAN) and
4. Gaussian Mixture Models.

In the next section k-means will be described in more detail. For the rest, the interested reader can start by reading the related Wikipedia article [32], the documentation of Python’s Scikit-learn package [24] at [https://scikit-learn.org/stable/modules/clustering.html](https://scikit-learn.org/stable/modules/clustering.html) and [30].

2.2 K-means

One of the most popular algorithms for clustering is k-means. It is an algorithm that finds an approximate solution to the next problem.

**Problem 2 (k-means Problem)** Given a finite subset \( X \subset \mathbb{R}^d \) and a natural number \( k > 1 \), find a partition \( C_1, \ldots, C_k \) of \( X \) that minimizes

\[
\sum_{i=1}^{k} \sum_{x \in C_i} ||x - c_i||^2,
\]

(1)

where \( c_i = \frac{1}{|C_i|} \sum_{x \in C_i} x \) is the barycenter of \( C_i \).

While k-means problem is known to be NP-hard [2] [20], the k-means algorithm is an efficient heuristic that detects a local minimum. The algorithm starts with a random selection of \( k \) centers \( c_1, \ldots, c_k \). Then:

\[1\]In Machine Learning, the category of problems where there is no given labelling or values that can be used to train a model is called unsupervised learning.
1. each \( x \in X \) is assigned to its closest center, thus

\[
C_i = \{ x : \| x - c_i \| < \| x - c_j \|, \ j \in \{ 1, \ldots, k \} \setminus \{ i \} \}, \ i = 1, \ldots, k
\]

2. new centers are calculated based on equation

\[
c_i = \frac{1}{|C_i|} \sum_{x \in C_i} x, \ i = 1, \ldots, k
\]

3. steps 1 and 2 are repeated until centers \( c_1, \ldots, c_k \) do not change or a maximum number of iterations is reached.

There are several variations to avoid reaching a local minimum and/or helping the algorithm converge faster. Those variations consist mainly of changing the way the initial centers are selected (ex. see [4, 23]). Furthermore, there are extensions for dealing with datasets \( X \) with a great number of points [27] or for replacing centers with real data points [16].

k-means is a very efficient algorithm that converges fast and has, relatively, low memory requirements when implemented in a computer system. Two drawbacks of k-means are:

- the number of clusters (value of \( k \)) cannot be determined by the algorithm, instead it is an input for the algorithm,
- k-means can detect clusters that have a spherical shape.

For example, in fig. 1 a natural way to cluster the points would be in two concentric rings. k-means cannot achieve this. It is also worth mentioning, that k-means is not the only clustering algorithm that requires as input the number of clusters.

3 Topological Data Analysis

Assuming that \( X \) is a sample from a manifold, the number of clusters is the number of connected components of the manifold. Furthermore, the shape of the connected components is related to the topological features of the manifold. Thus, it is natural to turn to the mathematical field of Topology for ideas to deal with the above problems. This gives rise to the field of Topological Data Analysis (TDA). In this section we present two of its tools, Topological Persistence and the Mapper algorithm.

3.1 Persistent Homology

Topological Persistence was introduced by Edelsbrunner, Letscher and Zomorodian in 2002 [10]. Let \( X = \{ x_1, \ldots, x_n \} \subset \mathbb{R}^d \) be a finite set of points. One can use \( X \) to create a simplicial complex as below.

\[^{2}\text{It can be shown that there is no algorithm that is unaffected from scaling and from the act of packing more densely elements of the same cluster that can detect all possible partitions (i.e. that can detect clusters of arbitrary shapes) [18].}\]
Figure 1: The image shows 1500 points in the plane. The points were selected at random such that 500 lie in a ring with inner radius 1 and outer 2. The rest 1000 were selected such that they lie in a ring with inner radius 5 and outer 10.

Figure 2: Four points on the corners of a unit square and the corresponding Vietoris-Rips complex for various selections of $\epsilon$. To the left when $\epsilon \in (0, 1)$. In the middle when $\epsilon \in [1, \sqrt{2})$. And to the right when $\epsilon \geq \sqrt{2}$.

**Definition 1 (Vietoris-Rips complex)** Let $X = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d$ be a finite set of points and $\epsilon > 0$ a positive real number. The Vietoris-Rips complex $C_{VR}(X, \epsilon)$ is the complex with $X$ as vertex set and where the $n$-simplex $\{x_{i_0}, \ldots, x_{i_n}\}$ belongs to $C_{VR}(X, \epsilon)$ if and only if $||x_{i_s} - x_{i_t}|| < \epsilon$ for all $0 \leq s, t \leq n$.

The Vietoris-Rips complex can be seen as an approximation of the manifold $X$ is sampled from and the parameter $\epsilon$ as the maximum distance between two points that are supposed to be path connected.

A standard construction of Algebraic Topology, takes a simplicial complex $\mathcal{C}$ and constructs a family of abelian groups and connecting homomorphisms

$$\cdots \rightarrow C_{n+1} \xrightarrow{\partial_{n+1}} C_n \xrightarrow{\partial_n} C_{n-1} \rightarrow \cdots \rightarrow C_1 \xrightarrow{\partial_1} C_0 \xrightarrow{\partial_0} 0$$

with $\partial_n \partial_{n+1} = 0$ i.e $\text{Im} \partial_{n+1} \subseteq \text{Ker} \partial_n$ and where $C_n$ has as a base the $n$-simplices of $\mathcal{C}$. Thus, one can define the **$n$-th homology group** $H_n := \text{Ker} \partial_n / \text{Im} \partial_{n+1}$
It can be shown if a complex has a finite number of n-simplices then the n-th homology group is a finitely generated abelian group. Thus, in this case the n-th homology group is isomorphic to the direct sum of copies of $\mathbb{Z}$ and finite cyclic groups, i.e. $H_n \cong \bigoplus_{i=1}^{\infty} \mathbb{Z}_{p_i}$. The number of copies $\mathbb{Z}$ appears (i.e. $b$) is called the n-th betti number $\beta_n$. Intuitively, $b_0$ counts the number of connected components, $b_1$ the number of 1-dimensional holes, $b_2$ the number of 2-dimensional holes e.t.c. For a more detailed exposition the reader can see [15, Ch. 2].

It is clear that if $\epsilon < \epsilon'$ then every n-simplex of $C_{VR}(X, \epsilon)$ is also a k-simplex of $C_{VR}(X, \epsilon')$, hence $C_{VR}(X, \epsilon) \subseteq C_{VR}(X, \epsilon')$. It follows that the following diagram where the vertical maps are inclusions is commutative,

$$
\begin{align*}
C_{VR}(X, \epsilon) : \cdots &\quad \rightarrow C_{n+1} \xrightarrow{\partial_{n+1}} C_n \xrightarrow{\partial_n} C_{n-1} \rightarrow \cdots \\
C_{VR}(X, \epsilon') : \cdots &\quad \rightarrow C'_{n+1} \xrightarrow{\partial'_{n+1}} C'_n \xrightarrow{\partial'_n} C'_{n-1} \rightarrow \cdots
\end{align*}
$$

and hence the inclusion map defines a homomorphism between n-th Homology groups $C_{VR}(X, \epsilon)$ and n-th homology groups of $C_{VR}(X, \epsilon')$[15, Prop 2.9]. It is then possible for every dimension $n$ to keep track of when (i.e. for what value of $\epsilon$) a new generator is added to the n-th homology group and when it vanishes. This can be depicted in a two dimensional diagram where to each generator corresponds a point $(x, y)$ where $x$ is the value of $\epsilon$ the generator is created and $y$ the value of $\epsilon'$ the generator vanishes. The further away a point is from the main diagonal, the more the corresponding generator survives (see fig.3). The idea behind Persistent homology is that topological features that survive longer will correspond to actual features of the data and to random noise. For more details one can read articles [10, 8, 6]. Books [9, 12] cover Persistent Homology as well as a more broad view of applications of Topology.

Note, the there is another way to depict persistence by using the so-called barcode diagrams. In barcode diagrams, each generator is represented by a horizontal bar with starting point the value of $\epsilon$ the generator is created and end point the value of $\epsilon'$ the generator vanishes. The bars are stacked one above the other with the bar that has the smaller starting point at the top (ex. see fig.5). Note that the barcode diagrams presented here does not contain bars ending at infinity.

3.2 Mapper

Mapper algorithm was presented by Singh, Mémoli and Carlsson [28]. As the authors state:

The basic idea can be referred to as partial clustering, in that a key step is to apply standard clustering algorithms to subsets of

\footnote{Note that the barcode diagrams presented here does not contain bars ending at infinity.}
Figure 3: Persistent diagram for the Vietoris-Rips complexes of fig.2. There are 3 points at the $(0, 1)$ that represent three of the four connected components when $\epsilon < 1$. Since for $\epsilon = 1$ all four vertices are connected, three of the four generators of $H_1$ vanish. The remaining generator does not vanish. This corresponds to the point that lies in the intersection of $x$-axis and the horizontal line at the top that represents infinity. For dimension 1 there is a loop that is created when $\epsilon = 1$ and destroyed when $\epsilon = \sqrt{2}$. This is corresponds to the point that is marked with a triangle.

The original dataset, and then to understand the interaction of the partial clusters formed in this way with each other.

Mapper algorithm starts with a finite subset $X \subset \mathbb{R}^d$, a map $f : X \to Z$ to a topological space $Z$ and a covering $\{U_{\alpha}\}_{\alpha \in A}$ of $Z$4. Then,

1. every non empty set $f^{-1}(U_{\alpha})$ is clustered using a clustering algorithm. Thus, for every $\alpha \in A$ where $f^{-1}(U_{\alpha}) \neq \emptyset$ we have a finite set $\{C_{\alpha_1}, \ldots, C_{\alpha_k}\}$.

2. a simplicial complex is constructed with vertex set all clusters $\{C_{\alpha j} : 1 \leq j \leq k_{\alpha}, f^{-1}(U_{\alpha}) \neq \emptyset\}$ and where an n-simplex $\{C_{\alpha_0 i_0}, \ldots, C_{\alpha n i_n}\}$ belongs to the complex if and only if $C_{\alpha_0 i_0} \cap \cdots \cap C_{\alpha n i_n} \neq \emptyset$.

In the original article of Singh, Mémoli and Carlsson single-linkage clustering [33] was used in step (1). More details on Mapper can be found in [28, 6, 14].

4 Applications of TDA to clustering

4.1 Using Persistent Homology

It is obvious that Persistent Homology can be used to obtain information about the shape of data. In especial, it can provide information on the num-

---

4 Usually $Z = \mathbb{R}$ or $Z = \mathbb{R}^2$. 

---
ber of connected components and help decide whether data have spherical shape or not. In this article we present the following examples:

- **two squares**: In this example, one hundred points were selected at random using the uniform distribution so that they are in a square with vertices \((0, 0), (1, 0), (1, 1), (0, 1)\). And similarly, one hundred points were selected in a square with vertices \((5, 5), (6, 5), (6, 6), (5, 6)\). The dataset is depicted in fig.4(a).

The corresponding persistent diagram is in fig.4(b). Notice that in dimension 0, there is a group of points near the origin, a point near \((0, 6)\) and a point with zero x-coordinate on the horizontal dashed line that represents infinity. This is a clear indication that the corresponding Vietoris-Rips complex \(\mathcal{C}(X, \epsilon)\) has many connected components for small values of \(\epsilon\). Those can be attributed to random noise. The other two points indicate that, at large scale, there exist two connected components that are merged into one for \(\epsilon \approx 6\). For dimension 1, all the points lie close to the diagonal, hence it can be deduced that the dataset does not contain any holes.

- **two circles**: In this example, five hundred points were selected at random using the uniform distribution so that they are in a ring with inner radius 1 and outer 2. And similarly one thousand points were selected in a ring with inner radius 5 and outer 10. The dataset is depicted in fig.4.

The corresponding persistent diagram is in fig.5(a). In dimension 0, there is a group of points with zero x-coordinate and y-coordinate

\[ \text{coordinates are } (0, t'), \text{ where } t' \text{ is equal to the closest distance between the two squares which is approximately } 4\sqrt{2}. \]

\[ \text{Actually, } \epsilon = t'. \]
ranging from zero to approximately one. There is also a point at a height little before two and one lying at the dashed line representing infinity. As in the case of two squares, this is an indication that there are two distinct groups. In dimension 1, we several points above the diagonal that indicate the existence of holes. Most of them are two points one at approximately (0.4, 1.8) and one at approximately (0.6, 3.5) (fig.5(b)) that represent the two circles. This is should act as a warning against using k-means.

![Persistent diagram and barcode diagrams for the two circles dataset.](image)

(a) (b)

**Figure 5**: Persistent diagram and barcode diagrams for the two circles dataset.

- **Iris dataset**: The Iris dataset[3, 11] contains measurements of petal and sepal length and width from one hundred fifty samples from three species (Setosa, Versicolor, Virginica) of iris. There are fifty samples from each of Iris Setosa, Versicolor and Virginica species fig.6. The corresponding persistent diagram is in fig.7. In dimension 0, one can clearly see two groups as indicated by the two top points with zero x-coordinate. It is not clear from the diagram if the dataset can be split in one, two or three more groups. The points that correspond to dimensions 1 and 2 lie close to the diagonal, hence there is no indication that k-means will not be an effective clustering method.

- **Bank Marketing dataset**: The Bank Marketing dataset[21] contains data for approximately forty five thousand customers of a Portuguese bank. Specifically, the data are from a marketing campaign offering term deposits. It contains information on customers age, job, marital status, education, possession of housing or personal loan e.t.c. The standard use of the dataset is for testing classification algorithms. The goal being to classify each customer as either acquiring a term deposit or not. For our purposes we will retain information about age, job, marital status, education, possession of housing or personal loan and whether there is credit in default. The categorical variables are encoded to ordinal variables (in the case of education) or to groups
Figure 6: Plot of Iris dataset. In the main diagonal there are the histograms for each variable for each of the three species. Pairwise scatter plots (resp. correlations for the whole dataset and per specie) are below (resp. above) the main diagonal. The last column to the right contains the box-plots for each variable and specie.

Figure 7: Persistent diagram of the Iris dataset.
of binary variables with label or one-hot encoding. After removing cases with null values around thirty thousand records remain. Due to resources restrictions, a random sample of four thousand points is selected for analysis.

From the persistence diagram (fig.8), it can be seen that there are three or four clusters. Furthermore, it is clear that the dataset contains 1-dimensional holes and thus it is not prone for clustering by k-means.

4.2 Using Mapper

In this subsection we present the results of application of Mapper algorithm to the above datasets. For the two squares and two circles datasets, the projection in first coordinate was used as map $f : X \rightarrow Z$ (see 3.2). For the Iris dataset and Bank Marketing Datasets projection on principal components derived by PCA was used. It should be noted that since this is an introduction, we will not present an exhaustive analysis of the results.

- **two squares**: In fig.9 we can see the result of Mapper on the dataset where the points are selected at random within two squares. Each square is represented by two connected nodes.

- **two circles**: While in the case of two squares Mapper represents the two separate clusters of points, this is not the case for the two circles. In fig.10 we can see the results when using DBSCAN or k-means for clustering. The expected result would be a graph consisting of nodes forming two cycles. This was not possible to achieve even thought a variety of parameters and clustering methods were tested. Figure 10
is an indication of the high sensitivity of the Mapper algorithm to the selection of clustering algorithms.

- **Iris dataset**: For Iris dataset, projection on the first two principal components was used as map $f : X \rightarrow Z$ (3.2). It is clear from the the pair plots that, Setosa, one of the three species of Iris is clearly separated from the other two (see fig.9). Mapper manages to capture this fact. As we can see Mapper constructs a graph with two connected components. One of them corresponds to Setosa. The other corresponds to the other two species. Furthermore, in the second connected component nodes in one side correspond to Versicolor and nodes on the other side to Virginica.

- **Bank Marketing dataset**: For Bank Marketing dataset, projection on the first five principal components was used as map $f : X \rightarrow Z$ (see 3.2). Mapper reveals, several well defined groups of customers (see fig.12). By examining the values of the variables we are able to determine which of them are used to define those groups. This process reveals that the existence of a housing loan or the marital status play a major role. In contrast age does not.

5 Concluding remarks

In the previous sections we applied Persistent Homology and Mapper to some simple datasets. In particular, the experiments we conducted indicate that Persistent Homology can be used successfully to study the number of clusters and the shape of a data set. In contrast, Mapper algorithm produced
Figure 10: Application of Mapper to the two circles. Projection to the first coordinate was used. For the image to the left DBSCAN was used as clustering algorithm, while k-means was used for the image to the right. Colour indicates ratio between points from the outer and points from the inner circles in each node. Ranging from yellow for nodes where all points are from the outer circle to blue for nodes with all points from the inner circle.

Figure 11: Application of Mapper to Iris dataset. Colour indicates species. Purple for Setose, green for Versicolor and yellow for Virginica.
mixed results. In some cases managing to capture key information about the data while in some other cases filing to do so.

More applications, can be found in [6, 9, 10]. In [13] the authors use Topological Data Analysis to detect relationships between products sold on a local level and products sold on a national level. It is a very interesting idea that it also highlights on of the obstacles in using Topological Data Analysis, the fact that the current algorithms do not scale to accommodate for Big Data. In [19] the authors apply Mapper to analyse gene expression in breast tumours, performance data from the NBA and voting data from US House of Representatives. In [17] the authors compare Mapper against k-means and hierarchical clustering on the the task of image popularity in social media.

It is clear from the applications above, that Persistence Homology and the Mapper algorithm can be used to provide insights on datasets. Unfortunately, there are a couple of reasons that make wider adoption of those tools difficult. Some of them are the rather technical background required to understand those tools, the existence of some well established techniques for addressing similar problems and the lack of high efficient algorithms that scale well to Big Data. That said, the field is active with research going on both on applications and on the theoretical background (ex. see [7, 25, 5]).
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