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Abstract

In this paper DeWitt’s formalism for field theories is presented; it provides a framework in which the quantization of fields possessing infinite dimensional invariance groups may be carried out in a manifestly covariant (non-Hamiltonian) fashion, even in curved space-time. Another important virtue of DeWitt’s approach is that it emphasizes the common features of apparently very different theories such as Yang-Mills theories and General Relativity; moreover, it makes it possible to classify all gauge theories in three categories characterized in a purely geometrical way, i.e., by the algebra which the generators of the gauge group obey; the geometry of such theories is the fundamental reason underlying the emergence of ghost fields in the corresponding quantum theories, too. These “tricky extra particles”, as Feynman called them in 1964, contribute to a physical observable such as the stress-energy tensor, which can be expressed in terms of Feynman’s Green function itself. Therefore, an entire section is devoted to the study of the Green functions of the neutron scalar meson: in flat space-time, the choice of a particular Green’s function is the choice of an integration contour in the “momentum” space; in curved space-time the momentum space is no longer available, and the definition of the different Green functions requires a careful discussion itself. After the necessary introduction of bitensors, world function and parallel displacement tensor, an expansion for the Feynman propagator in curved space-time is obtained. Most calculations are explicitly shown.
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1 Introduction

The study of quantum gauge field theories and gravitation is both an intellec-
tual pursuit and a necessity connected to black hole theory and quantum
cosmological models. On one hand, electroweak and strong interactions are
described by Yang-Mills theories, and are satisfactorily set in a quantum
framework; on the other hand, although General Relativity is in many ways
a gauge theory too, it stands apart from the other three forces of nature, and a
quantum theory of gravity does not yet exist, at least as a coherent discipline.
Nevertheless, it is possible to discuss the influence of the gravitational field
on quantum phenomena: one can study the regime for quantum aspects of
gravity in which the gravitational field is described as a classical background
through Einstein’s theory while matter fields are quantized; this is reasonable
as long as length and time scales of quantum processes of interest are greater
than the Planck values ($l_{\text{Planck}} \equiv (G\hbar/c^3)^{1/2} \sim 1.616 \times 10^{-33}\text{cm}$, $t_{\text{Planck}} \equiv (G\hbar/c^5)^{1/2} \sim 5.39 \times 10^{-44}\text{s}$). Since Planck length is so small (twenty orders
of magnitude below the size of an atomic nucleus), one can hope that such
a “semiclassical” approach has some predictive power. Therefore, one is
naturally led to the subject of quantum field theory in a curved back-
ground spacetime. Its basic physical prediction is that strong gravitational fields
can “polarize” the vacuum and, when time-dependent, lead to pair creation;
moreover, in a curved space-time, notions of “vacuum” and “particles” need
a deeper discussion than in the flat case. These two fundamental results
are strongly linked to the most important predictions of the theory, i.e.,
Hawking and Unruh effects (see [1], [2] and [3]): according to the Hawking
effect, a classical, spherically symmetric black hole of mass $M$ has the same
spectrum of emission of a black body having the temperature $T_{\text{Hawking}} \equiv \frac{1}{8\pi M}$; according to the Unruh effect, from the point of view of an accelerating
observer, empty space contains a gas of particles at a temperature propor-
tional to the acceleration. For a detailed treatise on these subjects, see also [4], [5]
and [6].

This paper is structured in six sections, including the introduction; in Sec. 2, gauge field theories are introduced in DeWitt’s formalism [7], [8],
[9], [10], and the set of all fields is presented as an infinite-dimensional man-
ifold, on which an action functional is defined; then gauge transformations
are viewed as flows which leave the action functional unchanged; whenever
the gauge group realization is linear (this is the case for Yang-Mills theories
and General Relativity; see [11] and [12] for precious results in the finite-
dimensional case), manifest covariance is ensured, i.e., the group transfor-
mation laws for the various symbols that appear in the theory may be in-
ferred simply from the position and nature of their indices, and both sides of
any equation transform similarly. Last, the theory of small disturbances is discussed, Green’s functions are introduced in a general fashion and Peierls brackets are defined, in light of their importance in the quantization procedure.

In Sec. 3, quantization of non-gauge field theories is discussed in the framework of DeWitt’s formalism: problems with the heuristic quantization rules are stressed, and Schwinger’s variational principle is introduced as a way to get around them; then the operator dynamical equations are presented, with the necessary introduction of the measure functional, which, at the simplest level, may be thought of as correcting the lack of self-adjointness of the “time-ordered” version of the classical dynamical equations; nevertheless, it plays a far deeper role, closely linked to the Wick rotation for the evaluation of divergent integrals. Last, the path integral for non-gauge theories is derived.

In Sec. 4, the treatment is extended to gauge theories: some insight is given about the geometrical structure of the infinite-dimensional manifold of field theories belonging to the same class as Yang-Mills and General Relativity; under the group action, this space is separated into orbits; one could say that it is in the space of orbits that the real physics of the system takes place; then one can choose on the manifold a new set of coordinates made of two parts: the first one labelling the orbit, and the second one labelling a particular field configuration belonging to the specified orbit; when one writes down the functional integral and reverts to the original coordinates, one finds out that a new term appears: it is the ghost contribution, which involves two ghost fields; they are fermionic for a bosonic theory and bosonic for a fermionic theory. Therefore, an “extended” space may be introduced, where ghost fields appear too and a new action functional, containing also ghost terms, may be defined: then one is fascinated to find out that the gauge transformations for the original theory correspond to a set of rigid invariance transformations for the theory on the extended space, i.e., the BRST transformations. It is important to stress that, although many manipulations contained in this paper are highly formal, many rigorous results concerning functional integration and path integral can be found in [13], [14], [15].

Section 5 is dedicated to the study of the Green functions of free, massive, scalar field, first in flat, then in curved space-time; it is shown that all Green functions can be derived from Feynman’s Green function: in flat space-time, one can pass to the “momentum” space and easily verify that the choice of the Green function is the choice of an integration contour which passes around two poles; in curved space-time, where the momentum space is no longer available, one can nevertheless define the Feynman’s Green function: it is the one that obeys the same variational law as finite square matrices and
is symmetric. In sight of the curved space-time treatment, it is of fundamental importance to derive, even in the flat case, a formula for the Feynman propagator involving space-time coordinates only; therefore, after the introduction of some necessary mathematical tools such as bitensors and some geometric quantities such as the world function (see [16], [17], [18]), an expansion for the Feynman Green function in curved space-time is obtained, valid for small values of the geodetic distance. It is important to observe that the expansion obtained ceases to exist when the massless limit is taken: the massless case has to be treated with alternative methods.

In the conclusions some applications are outlined, with their related literature.

2 Field Theories in DeWitt’s Formulation

2.1 A few words on space-time (I)

Basic to the whole of quantum field theory is the assumption that space-time, which we shall denote by $M$ (for manifold), has the topological structure

$$M = \mathcal{R} \times \Sigma$$

(1)

where $\mathcal{R}$ is the real line and $\Sigma$ is some connected three-dimensional manifold, compact or non-compact. In particular, space-time will be assumed to be endowed with a hyperbolic metric $g$ which admits a foliation of space-time into spacelike sections, each being a complete Cauchy hypersurface (i.e., a spacelike surface which intersects every non spacelike curve exactly once) and a topological copy of $\Sigma$. Being characterized by a manifold and a tensor field defined on the manifold, it is more accurate to say that a “space-time” is an equivalence class of pairs $(M, g)$: the equivalence relation is the following:

$$(M, g) \sim (N, h) \longleftrightarrow \exists \psi \in Diff(M) | N = \psi(M), \ g = \psi^* h,$$

(2)

where $\psi^*$ is the pullback map associated to $\psi$. Throughout this work, the following sign convention will be assumed for the signature of the metric tensor: $(-,+,+,...)$.

2.2 Space of histories and functional differentiation

In this section, DeWitt’s formalism for field theories will be introduced, both bosonic and fermionic ones.

Denote by $\Phi$ the set, or space, of all possible field histories; it will be useful to view $\Phi$ as an infinite-dimensional manifold; in this work the coordinates
φ will be assumed to be real-valued, whether \(c\)-type or \(a\)-type (see [19] and [20]). The concept of differentiation on \(\Phi\), on which the idea of tangent space at \(\phi \in \Phi\) is based, can be introduced through functional derivative:

Let \(F: \Phi \ni \phi \mapsto F[\phi] \in \Lambda_{\infty}\), where \(\Lambda_{\infty}\) is the supernumber algebra; \(F\) is called a supernumber-valued scalar field or functional on \(\Phi\), and its value at a point \(\phi\) of \(\Phi\) is denoted by \(F[\phi]\). Let \(\delta \phi\) be an infinitesimal variation in \(\phi\); it can be represented by a set of functions \(\delta \phi^i\) on the manifold \(M\), where, at each point \(x \in M\), the \(\delta \phi^i(x)\) are components, in the appropriate chart of \(\Phi\), of an infinitesimal vector in its tangent space at the point having coordinates \(\phi^i(x)\). Let the \(\delta \phi^i(x)\) be \(C^\infty\) and have compact support in \(M\), and let \(\delta F[\phi]\) denote the change in value that \(F[\phi]\) undergoes in shifting from \(\phi\) to \(\phi + \delta \phi\).

If, for all \(\phi \in \Phi\) and for all \(C^\infty\) variations \(\delta \phi\) of compact support, \(\delta F[\phi]\) can be written in the form

\[
\delta F[\phi] = \int_M \delta \phi^i(x) F[\phi] \, d^n x = \int_M F_{;i(x)}[\phi] \, \delta \phi^i(x) \, d^n x, \quad (3)
\]

where \(i(x), F[\phi], F_{;i(x)}[\phi]\) in the integrands are independent of \(\delta \phi^i\) and depend at most on \(\phi\), then \(F\) is called a differentiable functional on \(\Phi\), and \(i(x), F[\phi], F_{;i(x)}[\phi]\) are called left and right functional derivatives of \(F\), respectively:

\[
i(x), F[\phi] \equiv \frac{\delta}{\delta \phi^i(x)} F[\phi], \quad (4)
\]

\[
F_{;i(x)}[\phi] \equiv F[\phi] \frac{\delta}{\delta \phi^i(x)} F_{;i(x)}[\phi]. \quad (5)
\]

Differentiation will be indicated by a comma followed by one or more indices: Greek indices will denote differentiation with respect to the chart coordinates \(x^\mu\) in \(M\), while Latin indices will denote differentiation with respect to the field coordinates.

In a repeated functional derivative it does not matter whether the left differentiations or the right differentiations are performed first, but the order of the induced indices on either side is important. That is, although left differentiations commute with right differentiations, left differentiations do not generally commute with each other, nor do right differentiations. The laws for interchanging are

\[
i_{ij'}, F = (-1)^{ij'} j_{i'}, F \quad F_{;ij'} = (-1)^{ij'} F_{;j'i}, \quad (6)
\]

where the convention is here adopted that an index or symbol appearing in an exponent of \((-1)\) is to be understood as assuming the value 0 or 1 according as the associated quantity is \(c\)-type or \(a\)-type.

The summation convention over repeated indices is assumed throughout this work.
If the functional $F$ is pure, i.e., either $c$-number-valued or $a$-number-valued, then (3) implies that its left and right functional derivatives are related by

$$i, F = (-1)^i(F+1) F, i.$$  

(7)

In the previous equation too, the symbol $F$ in the exponent of $(-1)$ assumes the value 0 if $F$ is a $c$-type quantity, the value 1 if $F$ is a $a$-type quantity.

When indices appear in exponents of $-1$ a special rule must be introduced regarding the summation convention: although an index appearing in an exponent of $-1$ may participate in the summation induced by its appearance twice elsewhere in a term of a given expression, it may not itself induce a summation.

### 2.3 Condensed and supercondensed notations

In developing the general formalism of field theory we shall find it often convenient to lump the symbol $x$ with the generic index $i$ and to make the latter do double duty as a discrete label for the field components and as a continuous label for the points of space-time. With this notation, the symbol $\delta^i_j$ should be understood as a combined $\delta$-distribution Kronecker delta, while Kronecker deltas shall be $\delta^i_j$ for the sake of clarity:

$$\phi^i \frac{\delta}{\delta \phi^j} \equiv \phi^i(x) \frac{\delta}{\delta \phi^j(x')} = \delta^i_j \equiv \delta^i_j \delta(x, x').$$  

(8)

Therefore, it seems natural to establish a new convention: the summation over repeated field indices includes (by virtue of their role as continuous labels) integration over $M$. Hence (3) takes the form:

$$\delta F[\phi] = \delta \phi^i \, i, F[\phi] = F, [\phi] \, \delta \phi^i.$$  

(9)

Sometimes, even this condensed notation is cumbersome, and a supercondensed notation is used: the indices themselves are suppressed and the following replacement is made:

$$i_{r \ldots t, 1 \ldots s} F_{j_1 \ldots j_s} \rightarrow r F_s.$$  

(10)

**Remark** 1. The condensed and supercondensed notations must be used with care because the associative law of multiplication does not always hold. For example, the value of an expression such as $\chi^i_i, F, j_1 \psi^j$ may depend on which summation-integration is performed first. They give the same results only in certain cases. When the law does not hold, ambiguities in condensed expressions will be removed by the use of parentheses or arrows.

---

2For example, if $F$ is given by the expression $F[\phi] \equiv \frac{1}{2} \int_M K^\mu_{ij}(x) \phi^i(x) \phi^j(x) d^n x$ then
2.4 A few words on space-time (II)

Use of the condensed notation underscores the following point: The manifold $M$ of space-time, independently of any physical fields that may be imposed on it, is an index set. Its points are labels that may be lumped together with the indices for field components.

When $M$ is viewed in this way the notion that alternative topologies for space-time may be alternative dynamical possibilities for a given universe makes no sense. Changing the topology of $M$ corresponds to changing the index set, and one cannot change the index set of a theory in midstream. A different index set means a different theory.

Transitions from one topology to another could be followed if space-time were embedded in a higher dimensional manifold endowed with physical properties. But then space-time and its contents would not be all there is; the “universe” would be something bigger. Since nobody has yet developed a successful embedding theory of space-time we shall assume that space-time is the universe and leave its topology fixed.

2.5 Action functional and dynamical equations

Throughout this work, the following (fundamental) principle will be postulated: the nature and dynamical properties of a classical dynamical system are completely determined by specifying an action functional $S$ for it.

The action functional is a differentiable real-$c$-number-valued scalar field on the space of histories $\Phi$, i.e., a functionally differentiable mapping $S : \Phi \ni \phi \mapsto S[\phi] \in \mathbb{R}_c$.

The choice of action functional for a given system is not unique but depends on the choice of dynamical variables $\phi^i$ used to describe the system and on the boundary conditions that one imposes on the $\phi^i$ at the time limits and at spatial infinity. However, all the possible action functionals for a given system must yield equivalent families of dynamical histories. A dynamical history is any stationary point of $S$, i.e., any point $\phi$ of $\Phi$ that satisfies

\[ i_*S[\phi] = 0 \quad \text{or, equivalently} \quad S_{,i}[\phi] = 0. \]  

The set of all stationary points is called the dynamical subspace of $\Phi$, or the dynamical shell, and all histories satisfying (11) are said to be on shell.

The reader may easily verify that if the $i$ summation-integration is performed first one gets a result that differs by an amount $-\int_M (K^\mu_{ij} \phi^i \phi^j)_{,\mu} d^nx$ from that obtained when the $j$ summation-integration is performed first. In order to get one result from the other one has to carry out an integration by parts, and this is legitimate only in certain cases, for example if the intersection of the supports of $\chi^i$ and $\psi^j$ is compact in $M$. 
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Equations (11) are called the dynamical equations of the system. They will be assumed to be local in time, i.e., involving no time integrals and not more than a finite number of time derivatives. In a relativistic theory this implies that they must also be local in space. This greatly limits the possible choices for $S$. Throughout this work $S$ will have the general form

$$S[\phi] = \int_M L(\phi^i, \dot{\phi}^i, x) \, d^n x + \text{boundary terms.}$$

The integrand of this expression, known as the Lagrange function or Lagrangian, is a scalar density of unit weight. If the gravitational field is not numbered among the $\phi^i$, then $L$ usually has an explicit dependence on a fixed background metric. Expression (12) immediately yields

$$0 = i_S[\phi] \equiv \overrightarrow{\delta} L[\phi] - \left( \overrightarrow{\delta} L[\phi] \right)_{\mu},$$

in which the boundary terms do not appear.

It is worth remarking already at this point that the condition of locality, which is imposed on the dynamical equations largely in order to have easy control over causality, is by no means the only condition that is imposed in practice. Even when the action functional has the structure (12) there are additional criteria, of a physical nature, that greatly restrict the Lagrange function itself. For example $L$ must satisfy the constraints imposed by relativistic invariance, either special or general; it should lead to an energy that is bounded from below and the stationary points of the action should be non-trivial.

### 2.6 Invariance transformations

For many of the most interesting dynamical systems there exists, on the space of histories $\Phi$, a set of flows that leave the value of the action invariant. That is, there exists a set of nowhere vanishing vector fields $Q_\alpha$ on $\Phi$ such that

$$SQ_\alpha \equiv 0.$$ 

Here the vector fields are written as operators acting from the right. They can be expressed in terms of the basis vectors $\overrightarrow{\delta} / \delta \phi^i$ associated to the coordinate patch on $\Phi$ defined by the $\phi^i$:

$$Q_\alpha = \overleftarrow{\delta} Q_\alpha.$$
In terms of the components \( iQ_\alpha \), (14) becomes
\[
S,i,iQ_\alpha \equiv 0. \tag{16}
\]
Alternative forms are
\[
\alpha QS \equiv 0, \quad \text{or, equivalently} \quad \alpha Q^{-i}iS \equiv 0, \tag{17}
\]
where \( \alpha \) acts from the left, and "\( \sim \)" denotes the supertranspose:
\[
\alpha Q = (-1)^\alpha Q_\alpha, \quad \alpha Q^{-i} = (-1)^{\alpha(i+1)}iQ_\alpha. \tag{18}
\]
It will be noted that allowance has been made in the previous equation for the possibility that some of the \( Q_\alpha \) may be \( a \)-type. The index \( \alpha \) is said to be \( c \)-type or \( a \)-type according as the vector field that it designates is \( c \)-type or \( a \)-type. It should also be noted that eq. (14) will generally lead to difficulties at the boundary of the action integral (12) unless, for each \( \alpha \), the \( Q_\alpha \) have compact support in \( M \). If the \( Q_\alpha \) must be independent of both boundary conditions and any special coordinate frame in space-time, then they can only be \( \delta \)-distributions or derivatives of \( \delta \)-distributions times local functions of the fields and their derivatives. This means that the index \( \alpha \), like the index \( i \), must include a space-time point and hence range over a continuous infinity of values.

Because of the invariance equation, the value of the action remains invariant under infinitesimal changes in the dynamical variables of the form
\[
\delta \phi^i = iQ_\alpha \delta \xi^\alpha. \tag{19}
\]
The infinitesimal parameters \( \delta \xi^\alpha \) of these transformations are \( C^\infty \) functions over space-time, \( c \)-number-valued or \( a \)-number-valued according as the index \( \alpha \) is \( c \)-type or \( a \)-type. The \( \delta \xi^\alpha \) will be assumed to be real (i.e., taking their values in either \( \mathbb{R}_c \) or \( \mathbb{R}_a \)), and since the dynamical variables \( \phi^i \) are real-valued this implies that the vector fields \( Q_\alpha \) are real or imaginary according as \( \alpha \) is \( c \)-type or \( a \)-type. The \( \delta \xi^\alpha \) are additionally required to have compact support in space-time or else to satisfy such conditions at the time boundaries and at spatial infinity as are needed in order that the integrations in
\[
0 \equiv \delta S = S,i\delta \phi^i = S,i,iQ_\alpha \delta \xi^\alpha \tag{20}
\]
be performable in any order.

In the following sections, two important examples of such theories will be presented: Yang-Mills theories and General Relativity.
2.7 Yang-Mills theories (I)

The dynamical object in the $N$-dimensional Yang-Mills theory is a Lie-algebra-valued 1-form, which can be expressed, in a suitable chart, as follows:

$$A \equiv A_\mu^\alpha T_\alpha \otimes dx^\mu \tag{21}$$

$$\equiv A_\mu dx^\mu, \tag{22}$$

where the $T_\alpha$ are a basis for the Lie algebra of $SU(N)$, which will be denoted by $su(N)$; for $N \geq 2$, it is the algebra of square anti-hermitian traceless matrices with Lie bracket the commutator; this algebra can be endowed with the Euclidean metric

$$\gamma_{\alpha\beta} \equiv -\text{tr}(T_\alpha T_\beta) \tag{23}$$

which will be used to lower/raise Lie algebra indices.

Therefore the following Lie-algebra-valued 2-form is defined:

$$F \equiv \frac{1}{2} F_{\mu\nu}^\alpha T_\alpha \otimes (dx^\mu \land dx^\nu) \tag{24}$$

$$\equiv F_{\mu\nu}^\alpha T_\alpha \otimes dx^\mu \otimes dx^\nu \tag{25}$$

$$\equiv \left( A_\nu^\alpha - A_\mu^\alpha + f^\alpha_{\beta\gamma} A_\mu^\beta A_\nu^\gamma \right) T_\alpha \otimes dx^\mu \otimes dx^\nu, \tag{26}$$

where the semicolon denotes covariant differentiation associated with the Levi-Civita connection $\nabla$, and the $f^\alpha_{\beta\gamma}$ are the structure constants of $su(N)$ associated to the basis of the $T_\alpha$, i.e., they satisfy the equation

$$[T_\alpha, T_\beta] = T_\gamma f_{\alpha\beta}^\gamma. \tag{27}$$

The dynamical equations follow from the action functional

$$S_{YM}[A_\mu^\alpha] \equiv -\frac{1}{4} \int_M \sqrt{|g|} F_{\mu\nu}^\alpha F^\mu_{\alpha\nu} d^n x, \tag{28}$$

where $g$ is defined to be $\det(g_{\mu\nu})$.

It can be readily seen that such an action is invariant under the transformation

$$A_\mu(x) \mapsto U A_\mu(x) U^\dagger(x) \equiv U \dagger(x) A_\mu(x) U(x) + U^\dagger(x) U_{\mu}(x) \tag{29}$$

for every $U : M \ni x \mapsto U(x) \in SU(N)$. Consider an element $T \equiv \omega_\alpha T_\alpha \in su(N)$; as is well known, exponentiation yields an element in $SU(N)$; let now $\omega_\alpha(x)$ be a set of real functions on $M$; then, for every $x \in M$, $U(x) \equiv e^{\omega_\alpha(x) T_\alpha}$

\[3\text{this metric is nonsingular if and only if the group is semisimple; additionally, whenever the group is compact, as in this case, then it is positive definite.}\]
\[ \in SU(N); \text{if the } \omega^\alpha(x) \text{ are infinitesimal, then } U(x) \text{ is close to the identical transformation, and } \]

\[ A^\gamma_\mu \mapsto U A^\gamma_\mu \equiv A^\alpha_\mu \omega^\beta f^\gamma_{\alpha\beta} + \omega^\gamma_\mu, \quad \text{(30)} \]

\[ \delta A^\gamma_\mu \equiv U A^\gamma_\mu - A^\gamma_\mu = A^\alpha_\mu \omega^\beta f^\gamma_{\alpha\beta} + \omega^\gamma_\mu. \quad \text{(31)} \]

With DeWitt’s notation, eq. (31) can be written

\[ \delta A^\gamma_\mu = Q^\gamma_{\mu} \delta \xi^\alpha, \quad \text{(32)} \]

\[ Q^\gamma_{\mu} (x, x') = \delta(x, x') \left( A^\beta_\mu (x) f^\gamma_{\beta\alpha} + \delta^\gamma_{\mu} \partial_{x'} \partial_{x} \right) = \delta(x, x') A^\beta_\mu (x) f^\gamma_{\beta\alpha} - \delta^\gamma_{\mu} \delta(x, x'). \quad \text{(34)} \]

### 2.8 General Relativity (I)

The dynamical object is the Lorentzian metric tensor defined on a manifold \( M \); it can be expressed, in a suitable chart, as follows:

\[ g = g_{\mu\nu} dx^\mu \otimes dx^\nu. \quad \text{(35)} \]

It is important to observe that, if a theory describes nature in terms of a manifold \( M \) and tensor fields \( T^{(i)} \) defined on the manifold, then if \( \phi : M \to N \) is a diffeomorphism, the solutions \( (M, T^{(i)}) \) and \( (N, \phi^* T^{(i)}) \) have physically identical properties. Any physically meaningful statement about \( (M, T^{(i)}) \) will hold with equal validity for \( (N, \phi^* T^{(i)}) \). On the other hand, if \( (N, \phi^* T^{(i)}) \) is not related to \( (M, T^{(i)}) \) by a diffeomorphism, then \( (N, \phi^* T^{(i)}) \) will be physically distinguishable from \( (M, T^{(i)}) \).

Thus, the diffeomorphisms comprise the gauge freedom of any theory formulated in terms of tensor fields on a manifold. In particular, diffeomorphisms comprise the gauge freedom of general relativity.

Now consider the case where \( N = M \); let \( \phi : M \ni x \mapsto \phi(x) \in M \) be a diffeomorphism; its pullback acts on tensors of type \((0,2)\) as follows:

\[ \phi^* : T^*_{\phi(x)} M \otimes T^*_{\phi(x)} M \ni g^\mu_{\phi(x)} g^\nu_{\phi(x)} \mapsto \phi^* g^\mu_{\phi(x)} g^\nu_{\phi(x)} \in T^*_x M \otimes T^*_x M, \quad \text{(36)} \]

\[ \phi^* g^\mu_{\phi(x)} = g^\mu_{\nu_{\phi(x)}} \frac{\partial \phi^\mu}{\partial x^\nu} \frac{\partial \phi^\nu}{\partial x^\sigma} d x^\rho |_x \otimes d x^\sigma |_x. \quad \text{(37)} \]

If \( \phi \) is close to the identical diffeomorphism, then it can be always seen as an element of the flow \( \sigma^\xi(t, \cdot) \equiv \sigma_t \) associated to a vector field \( \xi \) defined on \( M \);
hence, for an “infinitesimal” diffeomorphism, eq. (37) reads:

\[
\phi^* g \big|_{\phi(x)} = \sigma_\xi^* g \big|_{\sigma_\xi^*(x)} = g_{\mu
u} \big|_{\sigma_\xi^*(x)} \frac{\partial \sigma_\xi^\mu}{\partial x^\mu} \bigg|_x \frac{\partial \sigma_\xi^\nu}{\partial x^\nu} \bigg|_x \left[ dx^\rho \right]_x \otimes \left[ dx^\sigma \right]_x \\
= g \bigg|_x + \epsilon \left( \xi^\alpha \partial_\alpha g_{\rho\sigma} + g_{\rho\mu} \partial_\sigma \xi^\mu + g_{\rho\nu} \partial_\mu \xi^\nu \right) \bigg|_x \left[ dx^\rho \right]_x \otimes \left[ dx^\sigma \right]_x \\
= g \bigg|_x + \epsilon \left( \xi_{\rho\sigma} + \xi_{\sigma\rho} \right) \bigg|_x \left[ dx^\rho \right]_x \otimes \left[ dx^\sigma \right]_x \\
= g \bigg|_x + \epsilon \mathcal{L}_\xi g \bigg|_x. 
\]

Equation (38) shows a remarkable result: the Lie algebra of the diffeomorphism group of \( M \), \( Diff(M) \), is the space of vector fields on \( M \) with Lie bracket Lie derivative.

Therefore, General Relativity is invariant under the trasformation

\[
g \mapsto g + \epsilon \mathcal{L}_\xi g, \quad (39) \\
\delta g = \epsilon \mathcal{L}_\xi g. \quad (40)
\]

for every vector field \( \xi \) on \( M \).

With DeWitt’s notation, eq. (40) can be written

\[
\delta g_{\mu\nu} = _{\mu\nu} Q_\rho \delta \xi^\rho, \\
_{\mu\nu} Q_\rho(x, x') = \delta(x, x') \left( g_{\rho\mu} \nabla_\nu + g_{\rho\nu} \nabla_\mu \right) \bigg|_{x'} \\
= \partial_\rho g_{\mu\nu} \bigg|_x \delta(x, x') - g_{\rho\mu} \bigg|_x \delta(x, x'),_{\nu} - g_{\rho\nu} \bigg|_x \delta(x, x'),_{\mu}. \quad (41) \]

\[
\delta g_{\mu\nu} = \delta g_{\nu\mu}.
\]

2.9 Commutator of invariance transformations

Let \( B \) be a functional on \( \Phi \); by applying two invariance transformations \( Q_\alpha, Q_\beta \) to \( G \), one arrives at

\[
B \left( Q_\alpha Q_\beta \right) = (BQ_\alpha) Q_\beta \\
= (B_{i}^i Q_\alpha) Q_\beta \\
= B_{i}^i Q_{\alpha,i} Q_\beta + (-1)^{i\alpha+j}\delta_{ij} B_{i}^i Q_{\alpha} Q_\beta 
\]

while

\[
(BQ_\beta) Q_\alpha = B_{i}^i Q_{\beta,i} Q_\alpha + (-1)^{i\beta+j}\delta_{ij} B_{i}^i Q_{\beta} Q_\alpha \\
= B_{i}^i Q_{\beta,i} Q_\alpha + (-1)^{i\beta+j}\delta_{ij} \delta_{ij} Q_\alpha Q_\beta \\
= B_{i}^i Q_{\beta,i} Q_\alpha + (-1)^{i\beta+j} B_{i}^i Q_{\alpha} Q_\beta \\
= B_{i}^i Q_{\beta,i} Q_\alpha + (-1)^{i\beta+j} B_{i}^i Q_{\alpha} Q_\beta \\
= B_{i}^i Q_{\beta,i} Q_\alpha + (-1)^{i\beta+j} B_{i}^i Q_{\alpha} Q_\beta.
\]

\[
\text{(43)}
\]

\[
\text{(44)}
\]
Hence one obtains

\[ B \left( Q_\alpha Q_\beta - (-1)^{\alpha\beta} Q_\beta Q_\alpha \right) = B \cdot Q_{\alpha,j}^i Q_{\beta,j}^i - (-1)^{\alpha\beta} B \cdot Q_{\beta,j}^i Q_{\alpha,j}^i = B \cdot \left( iQ_{\alpha,j}^i Q_{\beta,j}^i - (-1)^{\alpha\beta} i Q_{\beta,j}^i Q_{\alpha,j}^i \right). \quad (45) \]

Thus, given two fields \( Q_\alpha, Q_\beta \), their supercommutator or super Lie bracket \([Q_\alpha, Q_\beta]\) is itself a vector field:

\[ [Q_\alpha, Q_\beta] \equiv Q_\alpha Q_\beta - (-1)^{\alpha\beta} Q_\beta Q_\alpha, \quad (46) \]

\[ \iota [Q_\alpha, Q_\beta] = \iota Q_{\alpha,j}^i Q_{\beta,j}^i - (-1)^{\alpha\beta} \iota Q_{\beta,j}^i Q_{\alpha,j}^i. \quad (47) \]

In the particular case where \( B \) is the action functional, it is immediately obvious that

\[ S[Q_\alpha, Q_\beta] = 0. \quad (48) \]

Hence, the commutator of two invariance transformations is an invariance transformation itself.

It must be pointed out at once that, for every dynamical system there exist, on the space of histories \( \Phi \), vector fields that, like the \( Q_\alpha \), yield zero when acting on the action, i.e., vector fields \( V \) of the form

\[ V^i = S_{j}^i T^j, \quad (49) \]

where \( T \) is any antisupersymmetric tensor field.\(^4\)

\[ ^j T^i = -(-1)^{ij} \iota T^j. \quad (50) \]

Such vector fields, however, vanish on the dynamical shell and are not true flows. They will be called skew fields.

It will be assumed that all true flows can be expressed, at each point of \( \Phi \), as linear combinations of the \( Q_\alpha \)'s and skew fields at that point, i.e., that the \( Q_\alpha \)'s form a pointwise complete set of flows modulo skew fields. Pointwise completeness of the \( Q_\alpha \)'s and eq. (48) imply that the supercommutator in (46) must have the general structure

\[ [Q_\alpha, Q_\beta] = Q_\gamma \cdot c^\gamma_{\alpha\beta} + T_{\alpha\beta} \cdot S, \quad (51) \]

or, in component form:

\[ \iota [Q_\alpha, Q_\beta] = \iota Q_\gamma \cdot c^\gamma_{\alpha\beta} + \iota T_{\alpha\beta} \cdot S, \quad (52) \]

\(^4\)The components of \( T \) should also have the necessary support or rate-of-fall-off properties in space-time for the implicit summation integration in (49) to converge.
where the $c^\gamma_{\alpha\beta}$ are scalar fields on $\Phi$ and the $T_{\alpha\beta}$ are tensor fields, having the symmetries:

\begin{align}
  c^\gamma_{\alpha\beta} &= -(-1)^{\alpha\beta} c^\gamma_{\beta\alpha} \\
  i T^i_{\alpha\beta} &= -(-1)^{\alpha\beta} i T^i_{\beta\alpha} = (-1)^{ij+(\alpha+\beta)(i+j)} j T^i_{\alpha\beta}.
\end{align}

In addition to these symmetries the $c^\gamma_{\alpha\beta}$ and $T_{\alpha\beta}$ must satisfy functional differential conditions imposed by the Jacobi identity

\begin{align}
  [Q_\alpha, [Q_\beta, Q_\gamma]]\epsilon^{\gamma\beta\alpha} &= 0,
\end{align}

the $\epsilon^{\alpha\beta\gamma}$ being any coefficients completely antisupersymmetric in their indices:

\begin{align}
  \epsilon^{\alpha\beta\gamma} &= -(-1)^{\alpha\beta} \epsilon^{\beta\alpha\gamma} = -(-1)^{\beta\gamma} \epsilon^{\alpha\gamma\beta}.
\end{align}

\section{Gauge algebra, gauge groups and orbits}

One may easily verify that the super Lie bracket of any two skew fields is a skew field. By functionally differentiating (16), one obtains:

\begin{align}
  0 &= (S_j^i Q_\alpha)_i, \\
  &= S_j^i Q_\alpha, i + (-1)^{ij+ia} S_\alpha^j S_\alpha^i Q_\alpha \\
  &= S_j^i Q_\alpha, i + (-1)^{ij+ia+ij} S_\alpha^j S_\alpha^i Q_\alpha \\
  &= S_j^i Q_\alpha, i + (-1)^{ia} S_\alpha^j S_\alpha^i Q_\alpha,
\end{align}

By using this identity, one can easily verify that the super Lie Bracket of a $Q_\alpha$ with a skew field is again a skew field:

\begin{align}
  S_\alpha^i [Q_\alpha, S_j^i T^*i] &= S_\alpha^i \left( i Q_\alpha, j S_\alpha^i j T^k - (-1)^{\alpha T} (S_j^i T^k)\alpha, k Q_\alpha \right) \\
  &= S_\alpha^i i Q_\alpha, j S_\alpha^j j T^k - (-1)^{\alpha T} S_\alpha^j S_\alpha^i j T^i\alpha, k Q_\alpha \\
  &= S_\alpha^i i Q_\alpha, j S_\alpha^j j T^k - (-1)^{\alpha T+ki+kT+kJ} S_\alpha^j S_\alpha^j j T^i\alpha, k Q_\alpha \\
  &= S_\alpha^i i Q_\alpha, j S_\alpha^j j T^k - (-1)^{\alpha T+ai+aj} S_\alpha^j S_\alpha^j k Q_\alpha j T^i \\
  &= S_\alpha^i i Q_\alpha, j S_\alpha^j j T^k + (-1)^{ai} S_\alpha^j S_\alpha^j k Q_\alpha j T^i \\
  &= (-1)^{jk+ja+jj} S_\alpha^j S_\alpha^j i Q_\alpha, j T^k + (-1)^{ai} S_\alpha^j S_\alpha^j k Q_\alpha j T^i \\
  &= (-1)^{ik+ia+jj} S_\alpha^j S_\alpha^j i Q_\alpha, k T^i + (-1)^{ai} S_\alpha^j S_\alpha^j k Q_\alpha j T^i \\
  &= (-1)^{ik+ia} S_\alpha^j S_\alpha^j i Q_\alpha, k T^i + (-1)^{ai} S_\alpha^j S_\alpha^j j Q_\alpha, k T^i \\
  &= (-1)^{ia} [S_\alpha^j S_\alpha^i j Q_\alpha, k ((-1)^{ik} i T^k + k T^i)] \\
  &= 0.
\end{align}
From these facts, together with eq. (51), it follows that the set of all vector fields on \( \Phi \) of the form
\[
^{i}Q_{\alpha} \xi^{\alpha} + ^{i}T_{j}^{j} S_{j},
\]
the \( \xi^{\alpha} \) being arbitrary (\( \phi \)-dependent) coefficients, \( T \) being an arbitrary antisupersymmetric tensor field, form a closed algebra under the super Lie bracket operation. When true flows exist this algebra is called a gauge algebra.

The vector fields \( Q_{\alpha} \) characterizing the flows on \( \Phi \) are evidently not unique. They are defined only up to transformations of the form
\[
^{i}Q_{\alpha} \rightarrow ^{i}Q_{\beta} X_{\gamma}^{\alpha} + ^{i}T_{j}^{j} S_{j},
\]
where the \( X_{\gamma}^{\alpha} \) are functionally differentiable scalar fields on \( \Phi \) which, at each point of \( \Phi \), form the elements of an invertible matrix, whose inverse is formed by functionally differentiable scalar fields, too, while \( ^{i}T_{j}^{j} \) obey
\[
^{i}T_{j}^{j} = -(-1)^{ij+ij} S_{ij} T_{j}^{i}.
\]
It is easy to see that such transformations leave eq. (51) unchanged. It is also easy to see that even when the \( Q_{\alpha} \) are fixed, the \( T_{\alpha\beta} \) in eq. (51) are not unique but are determined only up to transformations of the form
\[
^{i}T_{\alpha\beta} \rightarrow ^{i}T_{\alpha\beta} + ^iQ_{\gamma} U_{\gamma\delta}^{\alpha\beta} Q_{\delta}^{\gamma},
\]
where the coefficients \( U_{\gamma\delta}^{\alpha\beta} \) satisfy
\[
\gamma U_{\alpha\beta}^{\gamma\delta} = -(-1)^{\alpha\beta} \gamma U_{\beta\alpha}^{\gamma\delta} = -(-1)^{\gamma\delta+(\gamma+\delta)(\alpha+\beta)} \delta U_{\alpha\beta}^{\gamma}. \]
By carrying out these transformations, one may often simplify the relations satisfied by the \( Q_{\alpha} \). Three cases may be distinguished:

### 2.11 Type-I

The \( Q_{\alpha} \) and the \( T_{\alpha\beta} \) may be chosen in such a way that the latter vanish and the \( c_{\alpha\beta}^{\gamma} \) are \( \phi \)-independent; then eq. (51) becomes
\[
[Q_{\alpha}, Q_{\beta}] = Q_{\gamma} c_{\gamma\alpha\beta}^{\gamma},
\]
\[
c_{\alpha\beta,\gamma}^{\gamma} = 0,
\]
and the Jacobi identity implies:
\[
c_{\alpha\beta\gamma}^{\delta} c_{\gamma\beta\alpha}^{\delta} = 0.
\]
In this case the $c^\gamma_{\alpha\beta}$ are the structure constants of an infinite dimensional Lie group known as the gauge group of the system. The gauge group, or more correctly, the proper gauge group is defined as the set of transformations of $\Phi$ into itself obtained by exponentiating the transformation (19) with $\phi$-independent $\xi^\alpha$ and taking products of the resulting exponential maps. The proper gauge group is viewed as acting on $\Phi$, and its actions leave $S$ invariant. The full gauge group is obtained by appending to the proper gauge group all other $\phi$-independent transformations that leave $S$ invariant and do not arise from global symmetries. Elements of the proper group are sometimes called little gauge transformations, while elements of the full group outside the proper group are called big gauge transformations. When big gauge transformations exist the gauge group has disconnected components.

It should be remarked that for the systems encountered in practice a choice of flow vectors $Q^\alpha$ satisfying (64) (65) is usually given a priori, and it is not necessary to carry out transformations of the forms (60) (62) to find them. The closure property expressed by (64), which is stronger than eq. (51), implies that the gauge group decomposes $\Phi$ into subspaces to which the $Q^\alpha$ are tangent. These subspaces are known as orbits, and the point-wise linear independence of the $Q^\alpha$ implies that each orbit is a copy of the gauge group supermanifold. If the gauge group has disconnected components, then so does $\Phi$ itself. $\Phi$ may be viewed as a principal fibre bundle of which the orbits are the fibres. The base space of this bundle is a supermanifold of which the orbits may be regarded as the points. It is called the space of orbits. The action functional is a scalar field on the space of orbits, and one might be tempted to say that it is in this space that the real physics of the system takes place. However, there may exist physical observables that remain invariant under little gauge transformations but not big ones, so a separate “physical” base space should in principle be assigned to each component of $\Phi$. But in practice the amounts by which physical observables change under a big gauge transformation are always dynamically inert. Therefore we shall from now on focus solely on the proper gauge group.

2.12 Type-II

The $T_{\alpha\beta}$ can be made to vanish but the $c^\gamma_{\alpha\beta}$ cannot be made $\phi$-independent globally on $\Phi$. Equation (64) continues to hold, and the space of histories is again decomposed into orbits to which the $Q^\alpha$ are tangent, but the orbits are not group supermanifolds. If the $Q^\alpha$ are pointwise linearly independent, then the components of the orbits are all topologically identical, and each is a parallelizable supermanifold. The space of histories may again be viewed as a fibre bundle, and the real physics of the system takes place in the space
of orbit components. The Jacobi identity, in this case, implies
\[ (c^\eta_{\alpha\delta}c^{\beta\gamma} - c^\eta_{\alpha\beta,i}c_i^{\gamma\delta})\epsilon^{\gamma\beta\alpha} = 0. \] (67)

### 2.13 Type-III

The \( T_{\alpha\beta} \) cannot be made to vanish globally on \( \Phi \). Flow vectors of the form
\( Q_{\alpha} \xi^\alpha \), where the \( \xi^\alpha \) are \( \phi \)-dependent, do not by themselves form a closed system under the super Lie bracket operation, except on the dynamical shell. Only the dynamical shell, not the full space of histories \( \Phi \), is decomposed into orbits. The space of histories cannot be viewed as a fibre bundle; only the dynamical shell can. This means that although the real physics takes place in the space of orbit components as usual, the dynamics cannot be derived from an action functional on this space. The full space \( \Phi \) is needed.

### 2.14 Yang-Mills theories (II)

In this section it will be shown that Yang-Mills theories are Type-I theories, and their structure functions will be calculated explicitly. By recalling eq. (34), one obtains
\[ Q^\gamma_{\nu''}^{\mu \alpha'} = -\delta_{\nu''}^{\mu \beta''} f^{\gamma}_{\delta \alpha''}. \] (68)

Hence
\[ Q^\gamma_{\nu''}^{\mu \beta''} = \int \delta(x, x') \delta_{\nu''}^{\mu \beta''} f^{\gamma}_{\delta \alpha''}. \] (69)

by swapping \((\alpha', x')\) and \((\beta'', x'')\), one obtains:
\[ Q^\gamma_{\nu''}^{\mu \beta''} = \int \delta(x, x') \delta_{\nu''}^{\mu \beta''} f^{\gamma}_{\delta \alpha''}. \] (70)
for the structure constants and their antisymmetry in the lower indices, one

Therefore

\[ \gamma_{\mu} [Q_{\alpha}, Q_{\beta}] = \]

\[ = \gamma_{\mu} Q_{\alpha'} \delta^\nu_{\delta''} \nu^\mu Q_{\beta''} - \gamma_{\mu} Q_{\beta''} \delta^\nu_{\delta''} \nu^\mu Q_{\alpha'} \]

\[ \delta(x, x') \delta(x, x'') (\delta(x, x'') A_{\mu} (f^\gamma_{\delta_{\alpha'}} f^\delta_{\beta_\mu} - f^\gamma_{\delta_{\beta'}} f^\delta_{\alpha_\mu})) \]

\[ - (\delta(x, x') f^\gamma_{\delta_{\alpha'}} \delta^\delta_{\beta''} \mu - \delta(x, x'') f^\gamma_{\delta_{\beta'}} \delta^\delta_{\alpha''} \mu) . \]

The first term contains \( f^\gamma_{\delta_{\alpha'}} f^\delta_{\beta''} - f^\gamma_{\delta_{\beta'}} f^\delta_{\alpha''} \); by using the Jacobi identity for the structure constants and their antisymmetry in the lower indices, one obtains:

\[ f^\gamma_{\delta_{\alpha'}} f^\delta_{\beta''} - f^\gamma_{\delta_{\beta'}} f^\delta_{\alpha''} = f^\gamma_{\delta_{\rho}} f^\delta_{\alpha''} . \]

Therefore the first term is

\[ \delta(x, x') \delta(x, x'') (\delta(x, x'') A_{\mu} (f^\gamma_{\delta_{\alpha'}} f^\delta_{\beta''} - f^\gamma_{\delta_{\beta'}} f^\delta_{\alpha''})) \]

\[ = \int_M dx'' f^\gamma_{\alpha''} \delta(x', x'') \delta(x', x'') (\delta(x, x'') A_{\mu} f^\gamma_{\delta_{\rho}}) \] (73)

The second term is, instead:

\[ - (\delta(x, x') f^\gamma_{\delta_{\alpha'}} \delta^\delta_{\beta''} \mu - \delta(x, x'') f^\gamma_{\delta_{\beta'}} \delta^\delta_{\alpha''} \mu) = \]

\[ = - (\delta(x, x') f^\gamma_{\delta''} \delta_{\alpha'_{\mu}} - \delta(x, x'') f^\gamma_{\delta''} \delta_{\alpha'_{\mu}}) \]

\[ = - f^\gamma_{\delta''} \delta_{\alpha'_{\mu}} \delta(x, x') \delta(x, x'') \]

\[ = \int_M dx'' f^\gamma_{\delta''} \delta(x', x'')) \delta(x', x'') (\delta(x, x'') A_{\mu} f^\gamma_{\delta_{\rho}}) \]

\[ = \int_M dx'' f^\gamma_{\delta''} \delta(x', x'') \delta(x', x'') (\delta(x, x'') A_{\mu} f^\gamma_{\delta_{\rho}}) \]

Putting it all together, one obtains, eventually:

\[ \gamma_{\mu} [Q_{\alpha}, Q_{\beta}] = \]

\[ = \int_M dx'' f^\gamma_{\delta''} \delta(x', x'') (\delta(x, x'') A_{\mu} f^\gamma_{\delta_{\rho}} - \delta^\gamma_{\rho''} \mu) \]

\[ = \int_M dx'' Q_{\delta''} f^\gamma_{\delta''} \delta(x', x'') \delta(x', x'') \]

\[ \text{18} \]
Equation (75) shows that Yang-Mills theories are Type-I theories, with structure constants
\[ c^{\alpha \beta \gamma \delta} \equiv f^{\delta \alpha \beta \gamma} \delta(x', x'') \delta(x'', x'''). \] (76)

2.15 General Relativity (II)

By recalling the commutation law for the Lie derivative, one obtains
\[ [\mathcal{L}_X, \mathcal{L}_Y] = \mathcal{L}_{[X,Y]}; \] (77)
But \([X, Y]|_x = (X^\nu \partial_\nu Y^\mu - Y^\nu \partial_\nu X^\mu)|_x\) can be expressed as
\[ [X, Y]|_x = \int_M dx' \int_M dx'' c_{\mu''}^{\mu'^{\nu}} X^{\mu'} Y^{\nu''}, \] (78)
\[ c_{\mu''}^{\mu'^{\nu}} = \delta_{\mu''}^{\mu'^{\nu}} - \delta_{\nu''}^{\mu'^{\nu}} \delta_{\mu''}^{\nu''}, \] (79)
as is straightforward to verify. These equations show that General Relativity is a Type-I theory too, and its structure functions are given by (79).

2.16 Physical Observables

A change in the dynamical variables of the form (19) leaves the action functional invariant. Such changes therefore play no role in determining the dynamical shell. Moreover, they map the dynamical shell into itself, as may be seen by varying the dynamical equations and making use of eq. (57):
\[ \delta_j S = \int_M dx' \int_M dx'' S_{ij} \delta \phi^i \]
\[ = \int_M dx' \int_M dx'' S_{ij} Q_{\alpha j} \delta \xi^\alpha \]
\[ = -(-1)^{j+\alpha} S_{ij} Q_{\alpha j} \delta \xi^\alpha, \] (80)
therefore
\[ j_S = 0 \implies \delta_j S = 0. \] (81)
Hence transformations generated by the \( Q_{\alpha} \) are unphysical. No functional of the dynamical variables that is affected by them can be a physical quantity. Conversely, any functional that is invariant under (19) will be called a physical observable. In the classical theory this nomenclature constitutes an abuse of language because both \( c \)-type and \( a \)-type quantities can be invariant under (19), and of course nobody can observe an \( a \)-number. However, the quantum counterpart of a real-valued classical observable, whether \( c \)-type or \( a \)-type, will, for any valid physical theory, be a self-adjoint linear operator in the super Hilbert space of the full quantum theory, having ordinary real numbers as eigenvalues.
It is useful to distinguish two types of invariants under (19): absolute invariants and conditional invariants. An absolute invariant \( A \) is a functional of the \( \phi^i \) that is invariant under (19) at all points of \( \Phi \). It satisfies
\[
AQ_a = A \cdot Q^a = 0 \quad \forall \phi \in \Phi.
\]
The action functional is always an absolute invariant. A conditional invariant \( B \) is a functional of the \( \phi^i \) that is invariant under (19) on shell but not everywhere on \( \Phi \). It typically satisfies
\[
BQ_a = B \cdot Q^a = S \cdot b^a \quad \forall \phi \in \Phi,
\]
where the \( b^a \) are certain \( \phi^i \)-dependent coefficients. A simple example of a conditional invariant is
\[
\bar{A} = A + S \cdot a^i,
\]
where \( A \) is an absolute invariant and \( a^i \) are arbitrary \( \phi^i \)-dependent coefficients.

A physical observable may be either an absolute invariant or a conditional invariant. In a physical situation (i.e., when \( \phi \) is on shell) there is in fact no distinction between the two. As a functional of the \( \phi^i \) a physical observable is really defined only modulo the dynamical equations, i.e., up to transformations of the form (84).

2.17 Gauge groups and manifest covariance

Manifest covariance refers to the following facts: the group transformation laws for the various symbols that appear in the theory may be inferred simply from the position and nature of their indices, and both sides of any equation transform similarly. This applies for Type-I theories when the group realization is linear, i.e.
\[
iQ_{\alpha,jk} = 0.
\]
In fact, by deriving (84), one obtains:
\[
iQ_{\alpha,j} Q_{\beta,k} - (-1)^{\alpha\beta} iQ_{\beta,j} Q_{\alpha,k} = (-1)^{k(\alpha+\beta+\gamma)} iQ_{\gamma,k} e^{\gamma}_{\alpha\beta},
\]
which implies that the matrices \((iQ_{\alpha,j})\) (which, in view of eq. (85), are \( \phi \)-independent) generate a representation of the Lie algebra of the gauge group and, by exponentiation, of the gauge group itself. Call this representation the defining representation and call the contragradient representation (generated by the negative (super)transposes of the above matrices) the co-defining representation. Similarly, eq. (86) implies that \((e^{\gamma}_{\alpha\beta})\) generate a representation of the Lie algebra of the gauge group too: call it adjoint representation;
call co-adjoint representation the representation generated by the negative (super)transpose of the structure constants.

Given an absolute invariant $A$, one can take subsequent derivatives of eq. (82) and use (85); the first two derivatives yield:

\[
(A_i^i Q_{\alpha,j})_{,j} = 0, \\
(-1)^{ij+ja} A_{ij}^i Q_{\alpha} = -A_i^i Q_{\alpha,j}; \\
(A_i^i Q_{\alpha,j})_{jk} = 0, \\
(A_i^i Q_{\alpha,j} + (-1)^{ij+ja} A_{ij}^i Q_{\alpha,k}) = 0, \\
(-1)^{ij+ja+ak+ik} A_{ijk}^i Q_{\alpha} = -(-1)^{jk+ja+ij} A_{ijk}^i Q_{\alpha,j} \\
-(-1)^{ij+ja} A_{ij}^i Q_{\alpha,k}. \\
\]  

(87)

These identities relate functional derivatives of any absolute invariant of adjacent order; when the functional under observation is the action functional, these derivatives are called vertex functions, and these identities are called bare Ward identities. They imply the transformation laws

\[
\delta A_{,j} \equiv A_{,ji}^i \delta \phi^i \\
= A_{,ji}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ij} A_{ij}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ja} (-1)^{ij+ja} A_{ij}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ja} [(A_i^i Q_{\alpha,j}) - (A_i^i Q_{\alpha,j})] \delta \xi^\alpha \\
= -(-1)^{ja} A_i^i Q_{\alpha,j} \delta \xi^\alpha; \\
\]

(89)

\[
\delta A_{,jk} \equiv A_{,jki}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ij+ik} A_{ijk}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ja+k\alpha} (-1)^{ij+ik+ja+k\alpha} A_{ijk}^i Q_{\alpha} \delta \xi^\alpha \\
= (-1)^{ja+k\alpha} [(A_i^i Q_{\alpha,j})_{,jk} - (-1)^{jk+ja+ij} A_{ijk}^i Q_{\alpha,j} \\
-(-1)^{ij+ja} A_{ij}^i Q_{\alpha,k}] \delta \xi^\alpha \\
= -(-1)^{ja+k\alpha} [(-1)^{jk+ja+ij} A_{ijk}^i Q_{\alpha,j} \\
+(-1)^{ij+ja} A_{ij}^i Q_{\alpha,k}] \delta \xi^\alpha \\
= -(-1)^{ka+kj+ij} A_{ijk}^i Q_{\alpha,j} \delta \xi^\alpha -(1)^{ka} A_{ij}^i Q_{\alpha,k} \delta \xi^\alpha; \\
\]

(90)

analogous equations hold for higher order derivatives.
The above equations show that the functional derivatives of absolute invariants transform according to direct products of the codefining representation. Equation (64) may itself be regarded as a transformation law:

\[
\delta Q^i_{\alpha} = Q^i_{\alpha,j} Q^j_{\beta} \delta \xi^\beta = (\{Q^i_{\alpha}, Q^i_{\beta}\} + (-1)^{\alpha\beta} Q^i_{\alpha,j} Q^j_{\beta}) \delta \xi^\beta = (-Q^i_{\gamma} c^{\gamma}_{\beta\alpha} + (-1)^{\alpha\beta} Q^i_{\beta,j} Q^j_{\alpha}) \delta \xi^\beta,
\]

which says that $Q^i_{\alpha}$ transforms according to the direct product of the defining representation and the coadjoint representation.

Hence, when the group realization is linear, quite generally, field indices (Latin) and group indices (Greek) signal respectively the defining representation and the adjoint representation when they are in the upper position and the contragradient representations when they are in the lower position.

One may then wonder whether the realization can be always made linear for Type-I theories: for Yang-Mills theories and General Relativity, this is possible, as has been shown in the previous sections, but the answer is not known in general. However, certain results in the theory of finite-dimensional compact Lie groups are suggestive in this connection. Palais [11] and Mostow [12] showed that if a manifold is acted on by a compact Lie group with finitely many orbit types, then it can be embedded into some finite-dimensional linear, homogeneous, orthogonal representation. Moreover, results of this kind can usually be extended to the case of finite-dimensional semisimple Lie groups whether compact or not.

If similar results could be extended to field realizations of gauge groups (which are infinite-dimensional), then one could simply add enough extra fields to Type-I systems to make the realization linear. The extra fields could be made dynamically innocuous by inclusion of appropriate Lagrange-multiplier fields in the action. There is one difference between the finite-dimensional and field theoretical cases that apparently cannot be eliminated: in the case of fields the variables $\phi^i$ cannot always be chosen in such a way as to yield a realization that is simultaneously linear and homogeneous. In the case of the Yang-Mills field the infinitesimal gauge transformation law (31) includes an inhomogeneous term that cannot be removed by any choice of variables. In the case of the Maxwell field the inhomogeneous term is all there is.
2.18 Equation of small disturbances

Let \( \phi^i \) and \( \phi^i + \delta\phi^i \) be two neighboring solutions of the dynamical equations (11):

\[
0 = i_S[\phi],
\]

\[
0 = i_S[\phi + \delta\phi] = i_S[\phi] + i_S[j\delta\phi^j + \ldots],
\]

where the dots stand for terms which are at least quadratic in \( \delta\phi^i \).

Evidently, to first order in \( \delta\phi^i \), we have:

\[
i_S[j\delta\phi^j] = 0.
\]

This is called homogeneous equation of small disturbances. Its solutions are known as Jacobi fields relative to the on-shell field \( \phi \). In the following equations the argument \( \phi \) will often be suppressed. In practice a small disturbance is produced by a weak external agent, which may be described by a small change in the functional form of the action. Let \( A \) be a pure real-valued scalar field on \( \Phi \) and \( \epsilon \) be an infinitesimal real \( c \)-number or imaginary \( a \)-number according as \( A \) is \( c \)-type or \( a \)-type; therefore \( A\epsilon \) is a real valued \( c \)-type scalar field, and the following change in the functional form of the action is admissible:

\[
S[\phi] \rightarrow S[\phi] + A[\phi]\epsilon
\]

Let \( \delta\phi^i \) be a solution of

\[
i_S[j\delta\phi^j] = -i_A\epsilon.
\]

It is easy to see that, neglecting higher order terms, \( \phi^i + \delta\phi^i \) satisfies the dynamical equations of the system \( S + A\epsilon \) if and only if \( \phi^i \) satisfies those of the system \( S \):

\[
i(S + A\epsilon)[\phi + \delta\phi] = i_S[\phi + \delta\phi] + i_A[\phi + \delta\phi]\epsilon
\]

\[
= i_S[\phi] + i_S[j\delta\phi^j] + i_A[\phi]\epsilon + i_A[j\delta\phi^j]\epsilon + \ldots
\]

\[
= i_S + (i_S[j\delta\phi^j] + i_A\epsilon) + \ldots
\]

Equation (96) is called inhomogeneous equation of small disturbances. Its general solution is obtained by adding to a particular solution an arbitrary Jacobi field.

When the dynamical equation (11) is satisfied, eq. (57) reads:

\[
aQ^\sim_i S = 0 \quad (S = 0)
\]

When applied to (96), by virtue of the arbitrariness of \( \epsilon \), this equation implies

\[
aQ^\sim_i A = 0 \quad (S = 0).
\]
Therefore eq. (96) is seen to be inconsistent unless $A$ is a conditional invariant, i.e., a physical observable. If this is not the case, then the solution of $i_\epsilon (S + A\epsilon) = 0$ cannot differ from $\phi$ by infinitesimal amounts. Evidently small changes in the action functional will produce small changes in the on-shell dynamical variables only if they leave intact the flow invariances of the theory.

2.19 Supplementary conditions

Equation (98) implies that, on the dynamical shell
\begin{equation}
\iota_{\beta} S_{i,j} \cdot Q_{\alpha} \delta \xi^\alpha = 0 \quad (S_{\beta} = 0)
\end{equation}
for every $\delta \xi^\alpha$ of compact support in space-time: this implies that $\iota_S$ is not an invertible operator; hence, it has no Green’s functions.

When $i_Q^\alpha \delta \xi^\alpha$ is added to a solution of eq. (98), the result is another solution: however, they are physically identical, since they differ merely by an invariance transformation (19). It is convenient to remove this redundancy by imposing a differential supplementary condition on the small disturbances $\delta \phi^j$, of the form
\begin{equation}
_\alpha P_i \delta \phi^i = 0.
\end{equation}

The supplementary condition is effective as long as the operator
\begin{equation}
_\alpha F_\beta \equiv _\alpha P_j^i Q_{\beta}
\end{equation}
is nonsingular and has Green’s functions; in fact, given a Jacobi field $\delta \phi^j$, all the physically identical solutions can be written as:
\begin{equation}
\delta \phi^j + i Q_{\alpha} \delta \xi^\alpha;
\end{equation}
by imposing the supplementary condition (101), one obtains
\begin{align}
_\alpha P_i (\delta \phi^i + i Q_{\beta} \delta \xi^\beta) &= 0 \\
_\alpha P_i \delta \phi^i + _\alpha P_i^j Q_{\beta} \delta \xi^\beta &= 0 \\
_\alpha P_i \delta \phi^i + _\alpha F_\beta \delta \xi^\beta &= 0.
\end{align}

Being $_\alpha F_\beta$ invertible, this equation determines $\delta \xi^\alpha$ and, therefore, the solution $\delta \phi^j + i Q_{\alpha} \delta \xi^\alpha$.

---

Position and nature of the indices of the auxiliary distributions introduced throughout this work is not accidental: when dealing with Type-I theories with linear gauge group realization, they show how these distributions must transform under gauge transformations.
Let $\eta$ be a local, continuous, nonsingular, supersymmetric matrix whose elements are:

$$\eta^{\alpha\beta} = (-1)^{\alpha+\beta} \eta^{\beta\alpha}; \quad (105)$$

introduce the following differential operator:

$$iF_j \equiv i \omega_j + i P^\sim_{\alpha} \eta^{\alpha\beta} P^\beta_j, \quad (106)$$

where $i P^\sim_{\alpha}$ is the supertranspose of $\alpha P^i$:

$$i P^\sim_{\alpha} = (-1)^{i+\alpha+i^\alpha} \alpha P^i. \quad (107)$$

It is easy to see that $iF_j$ has the same supersymmetry properties as $i, S^j$, i.e. it is supersymmetric:

$$iF_j = (-1)^{i+j+i^j} F^i. \quad (108)$$

From now on, we will assume that the kernel of the linear differential operator $i, S^j$ consists of the fields of the form $Q^\alpha d\xi^\alpha$, with $d\xi^\alpha$ of compact support in space-time: this is true in all the practical cases. Hence, the following holds:

**Theorem 2.** If $\eta^\alpha^\beta$ is nonsingular, then $iF_j$ is nonsingular too.

**Proof.** Suppose that there is a set of functions $X^j$ of compact support such that

$$iF_j X^j = 0. \quad (109)$$

By suppressing all indices and recalling the definition [106], one obtains:

$$(iS^1 + P^\sim\eta P)X = 0. \quad (110)$$

By taking the supertranspose and recalling the supersymmetry properties stated above, one can write:

$$X^\sim (iS^1 + P^\sim\eta P) = 0. \quad (111)$$

By applying $Q^\alpha$ from the right and using [98], which holds on shell, one arrives at:

$$X^\sim (iS^1 + P^\sim\eta P) Q^\alpha = 0, \quad (112)$$

$$X^\sim P^\sim\eta PQ^\alpha = 0. \quad (113)$$

By restoring indices and recalling the definition [102], one can write:

$$X^\sim_j P^\sim_{\alpha} \eta^{\alpha\beta} F^\beta_j = 0. \quad (114)$$
Being $\eta^{\alpha\beta}, \beta F_{\gamma}$ nonsingular, the previous equation implies

$$X^{\sim j} P^\sim_\alpha = 0,$$

or equivalently

$$\alpha P_i X^i = 0, \quad (116)$$
$$PX = 0. \quad (117)$$

Hence, from the first equation (109), it follows

$$FX = (\imath S_1 + P^\sim \eta P)X$$
$$= \imath S_1 X$$
$$= 0. \quad (118)$$

But the kernel of $\imath S_1$ consists of the fields of the form $\imath Q_a \delta \xi^a$, with $\delta \xi^a$ of compact support in space-time, then $X$ must be of the form $Q \xi$; therefore one can write again eq. (117) and recall the definition (102):

$$PX = 0,$$
$$PQ \xi = 0,$$
$$F \xi = 0. \quad (119)$$

Since $F$ is nonsingular, this equation implies $\xi = 0$ and, as a consequence, $X = 0$. Therefore the kernel of the operator $\imath F_j$ consists of the null field $X^i = 0$ only: then $\imath F_j$ is nonsingular.

This ends the proof.

2.20 Retarded and advanced Green’s function of $F$

When the supplementary condition (101) is satisfied, eq. (96) may be replaced by

$$\imath F_j \delta \phi^j = -\imath A \epsilon. \quad (120)$$

In fact, if both (101) and (96) are satisfied, it is obvious that (120) is satisfied too; on the other hand, if (120) is satisfied, by applying $\alpha Q^{\sim i}$ from the left one obtains:

$$\alpha Q^{\sim i} \imath F_j \delta \phi^j = \alpha Q^{\sim i}(-\imath A \epsilon)$$
$$\alpha Q^{\sim i} \imath (\imath S_j + i P^\sim_\alpha \eta^{\alpha\beta} P_j) \delta \phi^j = \alpha Q^{\sim i}(-\imath A \epsilon)$$
$$\alpha Q^{\sim i} i P^\sim_\alpha \eta^{\alpha\beta} P_j \delta \phi^j = 0$$
$$\alpha F^{\sim}_{\beta} \eta^{\alpha\beta} P_j \delta \phi^j = 0, \quad (121)$$
where (98) have been used, plus the fact that $A$ is a conditional invariant; Being $\eta^{\alpha\beta}$, $\beta F_\gamma$ nonsingular, the previous equation implies

$$\beta P_j \delta \phi^j = 0,$$

i.e., the supplementary condition is satisfied. Hence, the following holds:

$$iF_j \delta \phi^j = -iA\epsilon$$
$$iS_j \delta \phi^j + iP_\alpha \eta^{\alpha\beta} P_j \delta \phi^j = -iA\epsilon$$
$$iS_j \delta \phi^j = -iA\epsilon$$

(123)

i.e., the inhomogeneous equation of small disturbances is satisfied too.

Since $F$ is a nonsingular operator this equation has unique solutions for given boundary conditions. These solutions can be expressed in terms of Green’s functions.

We shall consider in this section only retarded and advanced boundary conditions. Denote by $\delta^-\phi^i$ and $\delta^+\phi^i$ respectively the corresponding solutions. Then

$$\delta^\pm\phi^i = G^{\pm ij} A\epsilon$$

(124)

where $G^{-ij}$ and $G^{+ij}$ are the retarded and advanced Green’s functions of $iF_j$, respectively:

$$iF_k G^{\pm kj} = -\delta^i,$$

$$G^{-ij} = 0 \text{ if } i < j,$$

$$G^{+ij} = 0 \text{ if } i > j,$$

(125)

(126)

where “$i < j$” means “the time associated with the index $i$ lies in the past of the time associated with the index $j$” and “$i > j$” means “the time associated with the index $i$ lies in the future of the time associated with the index $j$”. Consequently the kinematical conditions (126) imply that $G^{-ij}(G^{+ij})$ is nonvanishing only when the space-time point associated with $i$ lies on or inside the future (past) light cone emanating from the space-time point associated with $j$.

A minus sign appears on the right of eq. (125) for historical reasons, and the symbol $\delta^i$ represents a combined Kronecker delta $\delta$-distribution. In the supercondensed notation (125) is written

$$FG^\pm = -1.$$  

(127)

It should be remarked that the summation-integration involved on the right side of eq. (124) will generally not converge unless the functional form of $A$ is such that the functions $j; A$ do not increase in magnitude too rapidly.
toward the past or future. A sufficient condition for convergence, of course, is that \( \text{supp } A_j \) be limited in time, where “\( \text{supp } A_j \)” denotes the union of the supports of all the \( A_j \). If (124) does not converge, then the solutions of \( i_S J \delta \phi^j + i \epsilon = 0 \) do not lie close (in \( \Phi \)) to those of \( i_S = 0 \) no matter how small \( \epsilon \) may be chosen.

2.21 Equality of left and right Green’s functions

In eqs. (125), (127) the \( G^\pm \) appear as right Green’s functions. They are also left Green’s functions. To prove this let us temporarily distinguish left Green’s functions from right Green’s functions by employing subscripts \( L \) and \( R \). Let \( X^i \) be arbitrary functions of compact support in space-time and let

\[
Y^i = (G_{R}^{-ij} - G_{L}^{-ij}) j F_k X^k.
\]

Since the \( X^k \) have compact support it does not matter whether the \( j \) summation-integration or the \( k \) summation-integration is performed first in this expression. That is, \( j F_k \) may be regarded as acting either to the right or to the left. By performing the \( j \) summation-integration first and using \( G_{R}^{-ij} j F_k = -i \delta_k \), one obtains

\[
Y^i = G_{R}^{-ij} j F_k X^k + i \delta_k X^k
      = G_{R}^{-ij} j F_k X^k + X^i. \tag{129}
\]

By applying \( m F_i \) from the the left, performing the \( i \) summation-integration first and using \( m F_i G_{R}^{-ij} = -m \delta^j \), one obtains:

\[
m F_i Y^i = m F_i G_{R}^{-ij} j F_k X^k + m F_i X^i \\
m F_i Y^i = -m \delta^j j F_k X^k + m F_i X^i \\
m F_i Y^i = -m F_k X^k + m F_i X^i \\
Y_i = 0. \tag{130}
\]

But \( Y^i \) vanishes if \( i < \text{supp } X \equiv \cup_j \text{supp } X^j \). This means that the boundary data for the above equation vanish to the past of \( \text{supp } X \), and hence \( Y^i \) must vanish everywhere. Since the \( X^i \) are arbitrary it follows that

\[
0 = (G_{R}^{-ij} - G_{L}^{-ij}) j F_k \\
= G_{R}^{-ij} j F_k + i \delta_k, \\
G_{R}^{-ij} j F_k = -i \delta_k. \tag{131}
\]
But this is just the condition that $G_{ij}^{-}$ be a left Green’s function. Therefore $G_{ij}^{-} = G_{ij}^{-i}$. In a similar manner one may show that $G_{ij}^{+} = G_{ij}^{+i}$. Thus eqs. (125), (127) imply

$$G_{ik}^{\pm} F_{j} = -i\delta_{j}$$

or, in supercondensed notation

$$G_{ik}^{\pm} F = -1.$$  

It is important to stress that this proof holds regardless of the symmetry of $F$.

### 2.22 Reciprocity relations

The actual supersymmetry of $F$ gives rise to simple relations between the retarded and advanced Green’s functions. Consider the expression

$$(-1)^{ki} G^{-i}_{k} F_{i} G^{+ij}.$$  

Because of the kinematical conditions (126), the intersection of the supports of $G^{-i}$ and $G^{+ij}$, with $i$ and $j$ held fixed, is compact, since it is the intersection of a forward light cone with a backward light cone. Therefore it makes no difference whether the $k$ summation-integration or the $l$ summation-integration is performed first. Using this fact, together with the supersymmetry law (108), one obtains:

$$0 = (-1)^{ki} G^{-i}_{k} F_{i} - (-1)^{i+j+k+l} F_{k} G^{+ij}$$

$$= -(-1)^{ki} G^{-i}_{k} \delta^{j} - (-1)^{i+j+k+l+i+k+l+k} F_{k} G^{-i} G^{+ij}$$

$$= -(-1)^{ji} G^{-i} + (-1)^{l+k} \delta^{j} G^{+ij}$$

$$= -(-1)^{ji} G^{-i} + G^{+ij}.$$  

Therefore

$$(-1)^{ji} G^{-i} = G^{+ij},$$  

or, equivalently

$$G^{\pm ij} = (-1)^{ij} G^{\mp ji}.$$  

Equations (137) are called reciprocity relations for the Green’s functions. In the supercondensed notations, they take the form:

$$G^{\pm} = G^{\mp \omega}.$$  
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2.23 Relation between Green’s functions of $F$ and $F$

In this section an important relation between the Green’s Functions of $F$ and $F$ will be derived; attention will be confined, for now, to the retarded and advanced Green’s functions, those of $F$ being denoted by $G^-$ and $G^+$, respectively:

$$\alpha F_\gamma G^\pm\beta = -\delta_\beta^\alpha. \tag{139}$$

Also in this case, $G^\pm$ are both right and left Green’s functions, and obey similar reciprocity relations to the ones shown for $G$.

By writing down the definition of $F$ (106) and using (98), that is valid on shell, one obtains:

$$jF_k^kQ_\beta = e^S_k^kQ_\beta + jP^\sim_\alpha \eta^{\alpha\gamma} P_k^kQ_\beta = 0 + jP^\sim_\alpha \eta^{\alpha\gamma} F_\beta. \tag{140}$$

Multiplying this equation on the left by $G^\pm$ and on the right by $G^\pm$, and noting that the intersection of the supports of these extra factors (with the outer suppressed indices held fixed) is compact so that $F$ and $F$ may act in either direction, one gets

$$G^\pm iF_k^kQ_\beta G^\pm\beta = e G^\pm jP^\sim_\alpha \eta^{\alpha\gamma} F_\beta G^\pm\beta, \tag{141}$$

or, equivalently:

$$Q G^\pm = G^\pm P^\sim \eta. \tag{142}$$

Now, if $\eta$ is chosen to be ultralocal, i.e., in $\eta$ no undifferentiated $\delta$ distributions appear, then its negative inverse $\lambda$ is unique and supersymmetric; on the other hand, if $\eta$ is not ultralocal, then its negative inverse is not unique: they are Green’s functions, and they will be assumed to obey the same kinematical relations as $G^\pm, G^\pm$; its elements will be indicated as

$$\alpha \lambda_\beta = (-1)^{\alpha + \beta + \alpha \beta} \lambda_\alpha. \tag{143}$$

Hence eq. (142) may be written

$$- QG^\pm \lambda = G^\pm P^\sim, \tag{144}$$

or, taking the supertranspose and using (137) and the symmetry properties:

$$-\lambda G^\sim Q^\sim = PG^\pm. \tag{145}$$
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Given this equation, one can prove in another way that \( (124) \) is the solution for the inhomogeneous equation of small disturbances which obeys the supplementary conditions:

\[
\alpha P_i \delta^\pm \phi^i = \alpha P_i G^{\pm ij}_j A\epsilon \\
= -\alpha \lambda_\beta G^{\pm \beta \gamma}_j Q^{\sim j}_\gamma A\epsilon \\
= 0,
\]

where the last line follows from the fact that \( A \) is a physical observable.

### 2.24 Landau Green’s functions

Given \( \phi \in \Phi_0 \), the entire tangent space at \( \phi, T_0 \Phi \), is spanned by vectors of the form \( G^{\pm ij}_j, D \), with \( D \) of compact support. Equation \( (146) \) shows that, in order to get the subspace of \( T_0 \Phi \) obeying the supplementary conditions, only \( D \) which are physical observables have to be considered.

Another possible choice to obtain the same result without imposing conditions on \( D \) is to “modify” the Green’s function: the task is complete if one finds an object \( B^{\pm ij} \) such that

\[
\begin{cases}
P(G^{\pm} + B^{\pm}) = 0. \\
S_1 B^{\pm} = 0
\end{cases}
\]

But, by using \( (145) \), the first equation reads

\[
PB^{\pm} = \lambda G^{\mp} Q^{\sim}.
\]

Using \( PQG = F\mathcal{G} = -1 \) and \( (98) \), it is easy to see that

\[
B^{\pm} = -QG^{\pm} \lambda G^{\mp} Q^{\sim}
\]

is a solution which satisfies the second equation of the system, too. Therefore one is led to define *Landau Green’s functions* \( G^{\pm}_\infty \)

\[
G^{\pm}_\infty \equiv G^{\pm} + B^{\pm} = G^{\pm} - QG^{\mp} \lambda G^{\mp} Q^{\sim},
\]

or, with restored indices:

\[
G^{\pm ij}_\infty \equiv G^{\pm ij} + B^{\pm ij} = G^{\pm ij} - iQ_{\alpha} G^{\pm \alpha\beta}_\gamma G^{\mp \gamma\delta} Q^{\sim j}_\delta.
\]
The Landau Green’s functions are defined only on shell and, when applied to a physical observable, $G^\pm$ and $G^\pm_\infty$ yield trivially the same results.

It is important to observe that $G^\pm_\infty$ is no longer a negative inverse for $F$; in fact

$$G^\pm_\infty F = (G^\pm - QG^\pm \lambda G^{\mp \sim} Q^\sim) F$$
$$= -1 - QG^\pm \lambda G^{\mp \sim} Q^\sim F$$
$$= -1 - QG^\pm \lambda G^{\mp \sim} Q^\sim (i S_1 + P^\sim \eta P)$$
$$= -1 - QG^\pm \lambda G^{\mp \sim} Q^\sim P^\sim \eta P$$
$$= -1 - QG^\pm \lambda G^{\mp \sim} F \sim \eta P$$
$$= -1 + QG^\pm \lambda \eta P$$
$$= -1 - QG^\pm P. \quad (152)$$

Call this operator $\Pi^\pm \equiv -G^\pm_\infty F$; it can be easily seen that it is a projection operator whose kernel is the subspace of $T_\alpha \Phi$ that is tangent to the invariance flows $Q_\alpha$:

$$\Pi^\pm^2 = \Pi^\pm \Pi^\pm$$
$$= (1 + QG^\pm P)(1 + QG^\pm P)$$
$$= 1 + 2QG^\pm P + QG^\pm PQG^\pm P$$
$$= 1 + 2QG^\pm P + QG^\pm F G^\pm P$$
$$= 1 + 2QG^\pm P - QG\pm P$$
$$= 1 + QG^\pm P$$
$$= \Pi^\pm, \quad (153)$$

$$\Pi^\pm Q = (1 + QG^\pm P)Q$$
$$= Q + QG^\pm PQ$$
$$= Q + QG^\pm F$$
$$= Q - Q$$
$$= 0, \quad (154)$$

and, obviously

$$P \Pi^\pm = P(1 + QG^\pm P)$$
$$= P + PQG^\pm P$$
$$= P + FG^\pm P$$
$$= P - P$$
$$= 0. \quad (155)$$
Finally, noticing that \( \Pi^\pm \equiv -G^\pm_{\pm}F = -G^\pm_{\pm1}S_1 = -G^\pm_{\pm1}S_1 \), and recalling that the restriction of a projection operator on its image is the identity operator, it can be said that the Landau Green’s functions are the negative inverses of the restriction on \( \text{Ran}(\Pi^\pm) \) of the singular operator \( \Pi^\pm S_1 \).

### 2.25 Disturbances in physical observables

Let \( B \) be a physical observable; call \( \delta^\pm B \) the changes in value of \( B \) under the disturbance (124) caused by the change in the action functional (95). Then

\[
\delta^\pm B = B_i \delta^\pm \phi^i = B_i (G^\pm ij A) \epsilon = (-1)^{AB} (A_j G^\mp ji)_i B \epsilon,
\]

in which eq. (7) and the reciprocity relations (137) have been used in obtaining the final expression. Parentheses have been inserted because it is not guaranteed that if the summation-integration over \( i \) is performed before the summation-integration over \( j \) the same result will be obtained. We shall assume that the functions \( B_i \) do not increase in magnitude too rapidly for convergence either in the past or in the future. In fact we shall assume that these functions are well enough behaved that the parentheses may be removed. The following are some sufficient (although not necessary) conditions for the parentheses to be absent:

1. With the retarded solution \( \delta^- \phi \), if \((\cup_j \text{supp } A_j) \cap (\cup_i \text{supp } B_i)\) is compact and there exist spacelike hypersurfaces \( \Sigma_+ , \Sigma_- \) such that

   \( (\cup_i \text{supp } B_i) < \Sigma_+ \) and \( (\cup_j \text{supp } A_j) > \Sigma_- \).

   In this case \( \delta^- B \) vanishes unless \( \Sigma_+ > \Sigma_- \).

2. With the advanced solution \( \delta^+ \phi \), if \((\cup_j \text{supp } A_j) \cap (\cup_i \text{supp } B_i)\) is compact and there exist spacelike hypersurfaces \( \Sigma_+ , \Sigma_- \) such that

   \( (\cup_j \text{supp } A_j) < \Sigma_+ \) and \( (\cup_i \text{supp } B_i) > \Sigma_- \).

   In this case \( \delta^+ B \) vanishes unless \( \Sigma_+ > \Sigma_- \).

3. With either solution, if \((\cup_j \text{supp } A_j) \) and \((\cup_i \text{supp } B_i)\) are both compact.

*Remark 3.* When, as now, we are working with \( \phi \) on shell, a question arises regarding the meaning of the expressions \( \text{supp } j_i A \) and \( \text{supp } B_i \). When \( \phi \) is
on shell the functional form of a physical observable is defined only \textit{modulo} the dynamical equations, and hence the expressions $\text{supp}_j A$ and $\text{supp} B_i$ would seem to be ambiguous. The following clarification is necessary: every physical observable has an expression in terms of the fields $\phi^i$ the functional form of which is independent of that of $S$. \textit{This is} the form that is to be understood in the expressions $\text{supp}_j A$ and $\text{supp} B_i$. This form remains invariant under the change \textcolor{red}{[15]} in the action. Only its value changes, because the values of the dynamical variables themselves change.

\subsection*{2.26 The reciprocity relation for physical observables}

It will be useful to introduce the notation

$$D^\pm_A B \equiv A, G_{\mp ij}^+ B. \quad (157)$$

Equation \textcolor{red}{[156]} may then be written:

$$\delta^\pm B = D^\pm_A \epsilon B = (A \epsilon), G_{\mp ij}^+ B, \quad (158)$$

as may be seen by noting that $A$ and $\epsilon$ have the same type.

Colloquially, $D^-_A B$ may be called the “retarded effect of $A$ on $B$” and $D^+_A B$ the “advanced effect of $A$ on $B$”. It is a consequence of the reciprocity relations \textcolor{red}{[137]} that

$$D^\pm_A B \equiv A, G_{\mp ij}^+ B \quad \begin{array}{c} = (-1)^{AB} B, G_{\mp ij}^+ A \\ = (-1)^{AB} D^\mp_B A. \end{array} \quad (159)$$

In words: \textit{The retarded effect of $A$ on $B$ equals $(-1)^{AB}$ times the advanced effect of $B$ on $A$ (and vice versa).} This is known as the reciprocity relation for physical observables.

\subsection*{2.27 Off shell relations}

So far we have used the distributions $\alpha P_i, \eta^\alpha\beta$ only on shell. However, they, like the $\{Q_\alpha, S_j\}$, etc. have specific functional forms (as functionals of $\phi$) and are defined also off shell. Thus the operators $F_j$ and $F_\alpha\beta$ and Green’s functions $G^{\pm ij}$ and $G^{\pm\alpha\beta}$ are defined off shell as well. \textit{Off shell}, eq. \textcolor{red}{[98]} no longer necessarily holds and the relations \textcolor{red}{[142]} \textcolor{red}{[144]} fail to be satisfied generically. However, the operators $F_j$ and $F_\alpha\beta$ continue to be nonsingular.
and the Green’s functions $G^{\pm ij}$ and $G^{\pm \alpha \beta}$ continue to exist, at least in an open neighborhood of the dynamical shell.

We need $G^{\pm ij}$ and $G^{\pm \alpha \beta}$ off shell because we need to be able to calculate their functional derivatives, in order to discuss the invariance properties of $D_+^\pm B$. We begin by considering an arbitrary infinitesimal variation $\delta F$ in the operator $F$. This variation may arise either by shifting the point $\phi$ in $\Phi$, or by varying the functional forms of $P$, $\eta$, or even the action $S$ (the vector fields $Q_\alpha$ will be left untouched). It leads to corresponding variations $\delta G^{\pm}$ in the advanced and retarded Green’s functions.

The $\delta G^{\pm}$ satisfy a differential equation that is obtained by varying eq. (127):

\[
\delta(FG^{\pm}) = \delta(-1),
\]
\[
\delta FG^{\pm} + F \delta G^{\pm} = 0,
\]
\[
F \delta G^{\pm} = -\delta FG^{\pm}.
\]  

This equation has the following unique solution:

\[
\delta G^{\pm} = G^{\pm} \delta FG^{\pm}
\]  

which is determined by the kinematical conditions (126) that the Green’s functions satisfy. It will be noted that the intersection of the supports of the two factors $G^{\pm}$ (with outer suppressed indices fixed) in the previous equation is compact, so that the operator $\delta F$ in this equation may act in either direction.

Equation (161) is just the equation one would get if $F$ were a finite square matrix and $G^{\pm}$ were its negative inverse. There are important differences, however, between the present case and the case of finite matrices. First, $F$ has many “inverses”, or Green’s functions, not just one. Second, most of its Green’s functions do not satisfy variational equations having the structure (161). For example, the average

\[
\bar{G} \equiv \frac{1}{2}(G^+ + G^-)
\]  

is a Green’s function of $F$:

\[
F \bar{G} = \frac{1}{2}F(G^+ + G^-)
\]
\[
= \frac{1}{2}FG^+ + \frac{1}{2}FG^-
\]
\[
= -\frac{1}{2} - \frac{1}{2}
\]
\[
= -1
\]  

but it satisfies

\[
\delta \bar{G} = \frac{1}{2}(G^+ \delta FG^+ + G^- \delta FG^-),
\]  
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which is not equal to $\bar{G} \delta F \bar{G}$.

If a Green’s function does satisfy

$$\delta G = G \delta FG$$  \hspace{1cm} (165)$$
it will be called a *coherent* Green’s function. In many of the equations of this work the operators $F, F, S_1, \delta F$, etc. will appear sandwiched between factors, the intersections of the supports of which are not compact. These operators will nevertheless be able to act in either direction because the Green’s functions in these factors are all in the same *coherence class* and establish an over-all set of boundary conditions that are preserved regardless of the direction of action.

Suppose $\phi$ is on shell and suppose the variation $\delta F$ arises from variations $\delta P$ and $\delta \eta$ in $P$ and $\eta$: then

$$\delta F = \delta P \sim \eta P + P \sim \delta \eta P + P \sim \eta \delta P.$$  \hspace{1cm} (166)$$
Inserting this expression in (161) and making use of eqs. (144) and (145), as well as

$$\delta \eta = \eta \delta \lambda \eta,$$  \hspace{1cm} (167)$$
one obtains

$$\delta G^\pm = G^\pm (\delta P \sim \eta P + P \sim \delta \eta P + P \sim \eta \delta P) G^\pm$$
$$= G^\pm \delta P \sim \eta P G^\pm + G^\pm P \sim (\eta \delta \lambda \eta) P G^\pm + G^\pm P \sim \eta \delta P G^\pm$$
$$= -G^\pm \delta P \sim \eta \lambda G^\sim Q \sim - Q G^\pm \lambda (\eta \delta \lambda \eta) (-\lambda G^\sim Q \sim) - Q G^\pm \lambda \eta \delta P G^\pm$$
$$= G^\pm \delta P \sim G^\sim Q \sim + Q G^\pm \delta \lambda G^\sim Q \sim + Q G^\pm \delta P G^\pm.$$  \hspace{1cm} (168)$$
If the variation $\delta F$ arises instead from a variation in $\phi$, then one is led to the formula

$$\delta G^{\pm ij} = G^{\pm ij}_k \delta \phi^k$$
$$= G^{\pm il}_l \delta F^m_m G^{\pm mj}_k$$
$$= G^{\pm il}_l F^m_{m,k} \delta \phi^k G^{\pm mj}_k$$
$$= (-1)^{km+kj} G^{\pm il}_l F^m_{m,k} G^{\pm mj}_k \delta \phi^k,$$  \hspace{1cm} (169)$$
and then

$$G^{\pm ij}_k = (-1)^{km+kj} G^{\pm il}_l F^m_{m,k} G^{\pm mj}_k.$$  \hspace{1cm} (170)$$
Of course this formula is valid off shell. Going on shell one can proceed just
as in the derivation of eq. (168) and obtain:

\[
G_{\pm}^{ij,k} = (-1)^{km+kj} [G_{\pm}^{\pm il}|_{l,S,m} + \eta \alpha^\beta \beta^\alpha P_m]_{k} G_{\pm}^{zmj}
\]

\[
= (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,S,mk} + \eta \alpha^\beta \beta^\alpha P_m
+ (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,P_{\alpha,k} \eta \alpha^\beta \beta^\alpha P_m} G_{\pm}^{zmj}
\]

\[
= (-1)^{km+kj} [G_{\pm}^{\pm il}|_{l,S,mk} G_{\pm}^{zmj}
+ \eta \alpha^\beta \beta^\alpha P_{m,k} G_{\pm}^{zmj}
- (-1)^{km+kj} \eta \alpha^\beta \beta^\alpha P_{m,k} G_{\pm}^{zmj}]
+ (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,P_{\alpha,k} \eta \alpha^\beta \beta^\alpha P_m} G_{\pm}^{zmj}
+ (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,P_{\alpha,k} \eta \alpha^\beta \beta^\alpha P_m} G_{\pm}^{zmj}]
\]

\[
= (-1)^{km+kj} [G_{\pm}^{\pm il}|_{l,S,mk} G_{\pm}^{zmj}
+ \eta \alpha^\beta \beta^\alpha P_{m,k} G_{\pm}^{zmj}
+ (-1)^{km+kj} \eta \alpha^\beta \beta^\alpha P_{m,k} G_{\pm}^{zmj}
+ (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,P_{\alpha,k} \eta \alpha^\beta \beta^\alpha P_m} G_{\pm}^{zmj}
+ (-1)^{km+kj} G_{\pm}^{\pm il}|_{l,P_{\alpha,k} \eta \alpha^\beta \beta^\alpha P_m} G_{\pm}^{zmj}]
\]  

(171)

It will be noted that summation-integrations can be performed in any order in the previous equations because all the Green’s functions are in the same coherence class.

### 2.28 Invariance properties of \( \mathcal{D}_{\pm}^{\pm}A \)

Expression (157) for \( \mathcal{D}_{\pm}^{\pm}A \) involves the Green’s functions \( G^{\pm} \), which depend on specific choice for the operators \( P \) and \( \eta \). Since \( \mathcal{D}_{\pm}^{\pm}A \) represent the physical effects of physical changes in the action they must be \( P \) and \( \eta \)-independent. To verify this write the variation of (157), under changes in \( P \) and \( \eta \), in the supercondensed notation:

\[
\delta \mathcal{D}_{\pm}^{\pm}B = A_{i} \delta G_{\pm}^{\pm ij,j} B.
\]  

(172)

If \( \phi \) is on shell, one can insert (168) into the right-hand side. The result is immediately seen to vanish,

\[
\delta \mathcal{D}_{\pm}^{\pm}B = 0,
\]  

(173)

because of the on shell invariance conditions

\[
A_{i} Q = 0 \quad Q_{\gamma}^{\gamma} i B = 0
\]  

(174)

satisfied by \( A \) and \( B \) as physical observables.
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For each on shell $\phi$ the values of the $D^\pm_A B$ are physical, i.e., $P$- and $\eta$- independent. However, as functionals of the $\phi$ (off shell as well as on) the $D^\pm_A B$ turn out not to be physical observables unless both $A$ and $B$ are absolute invariants. To see this introduce parameters $\xi^a$ of compact support in $M$, and make use of the supercondensed notation. Then if one evaluates the following quantity on shell, one obtains:

$$(D^\pm_A B)_1 Q\xi = (A_1 G^\mp_1 B)_1 Q\xi$$

$$= A_1 G^\mp_1 B_1 Q\xi + A_1 G^\mp_1 Q\xi_1 B + \xi^\sim Q^- A_1 G^\mp_1 B$$

$$= A_1 G^\mp_1 B_1 Q\xi + A_1 G^\mp_1 S_2 Q\xi G^\mp_1 B + \xi^\sim Q^- A_1 G^\mp_1 B,$$

(175)

where eqs. (171) and (174) have been used.

In order to evaluate $B_1 Q\xi$ and $\xi^\sim Q^- A_1$, multiply

$$A_1 Q = S_1 a \quad B_1 Q = S_1 b$$

(176)

by $\xi$ and functionally differentiate; the result is (on shell):

$$_1A_1 Q\xi = -_1(\xi^\sim Q^-) _1A + _1 S_1 a\xi \quad _1B_1 Q\xi = -_1(\xi^\sim Q^-) _1B + _1 S_1 b\xi.
$$

(177)

Functionally differentiating twice $S_1 Q\xi = 0$ and then going on shell, one obtains the third Ward identity:

First functional derivative:

$$_1S_1 Q\xi = -_1(\xi^\sim Q^-) _1S$$

(178)

Second functional derivative:

$$_1S_2 Q\xi + _1S_1 (Q\xi)_1 = -_1(\xi^\sim Q^-) _1S_1 - _1(\xi^\sim Q^-) _1_1 S$$

(179)

Going on shell:

$$_1S_2 Q\xi = -_1 S_1 (Q\xi)_1 - _1(\xi^\sim Q^-) _1_1 S_1.$$

(180)

Hence, inserting eqs. (177) and (180) in (175), one obtains:

$$(D^\pm_A B)_1 Q\xi = A_1 G^\mp_1 ( _1(\xi^\sim Q^-) _1B + _1 S_1 b\xi$$

$$+ _1A_1 G^\mp_1 ( _1S_1 (Q\xi)_1 - _1(\xi^\sim Q^-) _1S_1) G^\mp_1 B$$

$$+ ( - A_1 (Q\xi)_1 + (\xi^\sim a^\sim) _1S_1) G^\mp_1 B$$

$$= -A_1 G^\mp_1 (\xi^\sim Q^-) _1B + A_1 (-\Pi^\mp) b\xi$$

$$- A_1 (-\Pi^\mp) (Q\xi)_1 G^\mp_1 B - A_1 G^\mp_1 (\xi^\sim Q^-) (-\Pi^\mp) _1B$$

$$- A_1 (Q\xi)_1 G^\mp_1 B + \xi^\sim a^\sim (-\Pi^\mp) _1B$$

$$= -A_1 b\xi - \xi^\sim a^\sim _1B,$$

(181)
in which the properties of the projection operator $\Pi^{\pm}$ and eq. (174) have been exploited in obtaining the final expression. This remarkably simple expression has two important properties. First, it vanishes if $A$ and $B$ are absolute invariants, i.e., if $a$ and $b$ vanish. Second, it is independent of the $\pm$ signs, being the same for both retarded and advanced disturbances.

Another result that is independent of the $\pm$ signs is the following, which shows explicitly that $D_{\tilde{A}}^{\pm}B$ is not invariant under changes in $A$ and $B$ of the form (84); on shell:

$$D_{\tilde{A}}^{\pm}B - D_{\tilde{A}}^{\mp}B = (A + a^i S_i) \tilde{S} (B + S_k \bar{b} b) - A \tilde{S} (B + S_1 b) - A \tilde{S} (B + S^k_1 b),$$

where

$$\tilde{A} = A + a^i S_i, \quad \tilde{B} = B + S_k^k b.$$  

Here $a^i$ and $b$ are assumed to have the properties (e.g., rapid fall-off in the past and future) that are necessary for the associative law of multiplication to hold.

### 2.29 Peierls bracket, supercommutator function

Let $A$ and $B$ be two physical observables. Their *Peierls Bracket* is defined to be

$$\{A, B\} \equiv D_{\tilde{A}}^- B - (-1)^{AB} D_{\tilde{B}}^- A.$$  

(184)
Using the definition (157) and the reciprocity relation for physical observables (159) one may re-express this bracket in the form

\[(A, B) = D_A^+ B - D_A^- B\]

\[= A_i G^{+ij} B - A_i G^{-ij} B\]

\[= A_i \tilde{G}^{ij} B,\]  \hspace{1cm} (185)

where

\[\tilde{G}^{ij} \equiv G^{+ij} - G^{-ij}.\]  \hspace{1cm} (186)

In anticipation of its role in quantum theory \(\tilde{G}\) will be called the supercommutator function; it has the symmetry properties

\[\tilde{G}^{ji} = G^{-ji} - G^{+ji}\]

\[= (-1)^{ij} (G^{-ij} - G^{+ji})\]

\[= -(\tilde{G}^{ij}),\]  \hspace{1cm} (187)

or, in supercondensed notation

\[\tilde{G}^\sim = -\tilde{G}.\]  \hspace{1cm} (188)

Unlike \(D_A^\pm B\) the Peierls bracket, as a functional of \(\phi\), is always a physical observable no matter whether \(A\) and \(B\) are absolute invariants or conditional invariants. This follows from (175), which yields

\[(A, B)_1 Q \xi = (D_A^- B)_1 Q \xi - (D_A^+ B)_1 Q \xi\]

\[= 0.\]  \hspace{1cm} (189)

Moreover, we also have, using (182)

\[(\tilde{A}, \tilde{B}) = D_{\tilde{A}}^- \tilde{B} - D_{\tilde{A}}^+ \tilde{B}\]

\[= (D_A^- B - A_1 b - a^- b - a^-_1 S_1 b)\]

\[= -(D_A^+ B - A_1 b - a^- b - a^-_1 S_1 b)\]

\[= D_{\tilde{A}}^- \tilde{B} - D_{\tilde{A}}^+ \tilde{B}\]

\[= (A, B),\]  \hspace{1cm} (190)

where \(\tilde{A}, \tilde{B}\) are given by (183). Equation (190) shows that it is immaterial whether the dynamical equations are used before or after computing the Peierls bracket. That is, use of Peierls bracket commutes with use of any on shell conditions or restrictions.

If the dynamical system possesses no invariant flows, then the \(\phi\) are themselves physical observables, and eq. (185) implies

\[(\phi^i, \phi^j) = \tilde{G}^{ij}\]  \hspace{1cm} (191)
When invariant flows are present the Peierls bracket of the $\phi$ is not defined. However, in computing the brackets of observables one may proceed as if it were given by eq. (191).

2.30 The bracket identities

Let $A^\alpha$ and $B^\alpha$ be any two families of physical observables, and let $U(A)$ and $V(B)$ be two any functions of these families. Equation (185) has the immediate corollary

$$ (U(A), V(B)) = U(A) \frac{\partial}{\partial A^\alpha}(A^\alpha, B^\beta) \frac{\partial}{\partial B^\beta} V(B). $$

Equation (192)

The following properties are called simple identities satisfied by the Peierls Bracket; their proof is straightforward:

$$ (A, B + C) = (A, B) + (A, C), $$

$$ (A, BC) = (A, B)C + (-1)^{AB} B(A, C), $$

$$ (A, B) = -(-1)^{AB} (B, A). $$

3 Functional Integration: QFT with no Invariance Flows

3.1 Problems with heuristic quantization rules

Given a classical field theory, how does one pass from the classical theory to the quantum theory? Traditionally, one attempts to answer the first question by starting from a classical (or superclassical) dynamical system and obtaining from it a corresponding quantum system. Each real dynamical variable $\phi$ is replaced by a self-adjoint linear operator $\hat{\phi}$ of the same type ($c$-type or $a$-type), and these operators are assumed to satisfy differential equations similar, if not identical, in form to the dynamical equations of the classical theory. The only differences are: (i) a particular choice of factor ordering may have to be made, (ii) renormalization constants may have to be inserted, and (iii) in order to maintain consistency one may have to add extra terms that do not appear in the (super)classical theory.

In the same way, a functional $R[\phi]$ on $\Phi$ is replaced by an operator $\hat{R} \equiv R[\hat{\phi}]$. The super Hilbert or Fock space on which the operators act is not given a priori but is constructed in such a way as to yield a representation
of the operator superalgebra satisfied by the \( \hat{\phi} \). This superalgebra is always determined in some way by the heuristic quantization rule

\[
(\phi^j, \phi^k) \mapsto (\hat{\phi}^j, \hat{\phi}^k) \equiv -i[\hat{\phi}^j, \hat{\phi}^k] \quad (\hbar = 1),
\]

which tries to identify, up to a factor \( i \), each Peierls bracket with a supercommutator. When the (super)classical action \( S \) possesses invariant flows, the variables \( \hat{\phi}^i \), and hence the supercommutator (196), are defined only modulo invariance transformations. If there are no invariant flows one may in principle write

\[
[\hat{\phi}^j, \hat{\phi}^k] = i \hat{G}^{jk},
\]

but there is a difficulty. When the dynamical equations are nonlinear the quantum supercommutator function \( \hat{G}^{ij} \) is not just the identity operator times the classical \( \hat{G}^{ij} \) but depends on the \( \hat{\phi}^i \). It is usually difficult if not impossible to give a simple factor-ordering prescription for passing from \( \hat{G}^{ij} \) to \( \hat{G}^{ij} \). The difficulty is even greater with the more general quantization rule

\[
[\hat{A}, \hat{B}] = i(\hat{A}, \hat{B}) \stackrel{?}{=} i \hat{A}_j \hat{G}^{jk} \hat{B}_k,
\]

which is applicable in principle to all physical observables (i.e., flow invariants). Even though simple factor-ordering prescriptions may exist for defining \( \hat{A} \) and \( \hat{B} \) there will often be no simple prescription for passing from the classical \( A_j \hat{G}^{ij} B \) to its quantum analog.

A possible way out of these difficulties will be discussed in the following.

### 3.2 Transition amplitudes

In classical physics the dynamical equations are of central importance because their solutions correspond directly to reality. In quantum physics the situation is different. Solutions of the dynamical equations represent the system only in a generic sense. Correspondence to reality can be set up only when the state vector has been specified.

Instead of making direct use of the operator dynamical equations one can express the dynamical content of the quantum theory in another form, which brings the state vector into the picture and which is often more useful in applications. Let \( \hat{A}, \hat{B} \) be any two physical observables of a given system which satisfy

\[
\text{supp} \hat{A}_i > \text{supp} \hat{B}_i.
\]

That is, \( \hat{A} \) is constructed out of \( \hat{\phi} \) taken from a region of space-time that lies to the future of the region from which the \( \hat{\phi} \) making up \( \hat{B} \) are taken.
Let $|a\rangle$ and $|b\rangle$ be normalized physical eigenvectors of $\hat{A}$ and $\hat{B}$ respectively, corresponding to physical eigenvalues $a$ and $b$. The inner product $\langle a|b \rangle$ is often called a transition amplitude. If the state vector of the system is $|b\rangle$, then $\langle a|b \rangle$ is the probability amplitude for the system to be found in the state represented by $|a\rangle$, i.e., for the value $a$ to be obtained when $\hat{A}$ is measured. The probability itself is $|\langle a|b \rangle|^2$.

### 3.3 The Schwinger variational principle

Suppose the action functional of the classical theory suffers an infinitesimal change $\delta \hat{S}$; the quantum theory will change accordingly, and we shall postulate that the associated change $\delta \hat{S}$ in the quantum action $\hat{S}$ is self-adjoint. This produces a change in the quantum dynamical equations and hence a change in their solutions $\hat{\phi}^i$. Suppose the forms of $\hat{A}$ and $\hat{B}$ as functional of the $\hat{\phi}^i$ remain unchanged. As operators, $\hat{A}$ and $\hat{B}$ will nevertheless be changed because the $\hat{\phi}^i$ have changed. Denote these changes by $\delta \hat{A}$ and $\delta \hat{B}$ respectively. The eigenvectors $|a\rangle$ and $|b\rangle$ too will suffer changes $\delta |a\rangle$ and $\delta |b\rangle$.

The precise nature of these changes will depend on boundary conditions. Suppose $\delta \hat{S}$ satisfies the condition

$$\text{supp } \hat{A}, i > \text{supp } \delta \hat{S}, i > \text{supp } \hat{B}, i.$$  \hfill (200)

That is, suppose $\delta \hat{S}$ is constructed out of $\hat{\phi}^i$’s taken from a region of space-time that lies to the past of the region associated with $\hat{A}$ and to the future of the region associated with $\hat{B}$. Suppose furthermore that retarded boundary conditions are adopted. Then at times to the past of the region associated with $\delta \hat{S}$ the dynamical variables $\hat{\phi}^i$ will remain unchanged. This means that

$$\delta \hat{B} = 0.$$ \hfill (201)

The observable $\hat{A}$, on the other hand, suffers a change which, with DeWitt’s notation, can be written as

$$\delta \hat{A} = D_{\delta \hat{S}}^{-} \hat{A}.$$ \hfill (202)

In view of the kinematical relation (200) one has also:

$$D_{\hat{A}}^{-} \delta \hat{S} = 0,$$ \hfill (203)

and hence

$$\delta \hat{A} = D_{\delta \hat{S}}^{-} \hat{A} - D_{\hat{A}}^{-} \delta \hat{S} \equiv (\delta \hat{S}, \hat{A}).$$ \hfill (204)

Therefore, imposing the heuristic quantization rule, one finds

$$\delta \hat{A} = -i[\delta \hat{S}, \hat{A}].$$ \hfill (205)
Since the relation between Peierls brackets and supercommutators is only heuristic, the derivation of eq. (205) is hardly rigorous. Indeed, if an arbitrary operator ordering is chosen for the dynamical equations, eq. (205) need not hold. However, there is an inevitability and elegance about this equation which suggests that one turn the problem around and demand that the dynamics be such that it does hold, whatever operator ordering may be chosen for $\delta \hat{S}$ as a functional of the $\hat{\phi}$’s. Note that if it holds for $\hat{A} = \hat{\phi}^j$, with $j > \delta \hat{S}$, (205) reads

$$
\hat{\phi}^j + \delta \hat{\phi}^j = \hat{\phi}^j - i[\delta \hat{S}, \hat{\phi}^j] = -i\delta \hat{S} \hat{\phi}^j + i\hat{\phi}^j \delta \hat{S} = \hat{u}^{-1}\hat{\phi}^j \hat{u},
$$

(206)

with

$$
\hat{u} \equiv 1 + i\delta \hat{S},
$$

(207)

hence (206) is a unitary transformation, and (205) holds for all $\hat{A}$ satisfying the kinematical inequality (200):

$$
\hat{A} + \delta \hat{A} = A[\hat{\phi} + \delta \hat{\phi}] = A[\hat{u}^{-1}\hat{\phi} \hat{u}] = \hat{u}^{-1} A[\hat{\phi}] \hat{u} = \hat{A} - i[\delta \hat{S}, \hat{A}].
$$

(208)

In this work the previous equations will be postulated as rigorous statements of quantum dynamics; moreover, we shall try to constrain the structure $\delta \hat{S}$ so that corresponding to each classical theory (i.e., to each action functional $S$) there is a virtually unique quantum theory or at most a unique family of quantum theories.

Modulo an ignorable phase change $i\delta \theta |a\rangle$, with $\delta \theta$ real c-number, the change (205) induces a change in the eigenvector $|a\rangle$ given by

$$
|a\rangle + \delta |a\rangle = \hat{u}^{-1}|a\rangle,
$$

(209)

as is straightforward to verify:

$$
(\hat{A} + \delta \hat{A})(\hat{u}^{-1}|a\rangle) = (\hat{u}^{-1} A[\hat{\phi}] \hat{u})(\hat{u}^{-1}|a\rangle) = \hat{u}^{-1} A[\hat{\phi}] |a\rangle = a(\hat{u}^{-1}|a\rangle).
$$

(210)

Equation (209) is equivalent to

$$
\delta |a\rangle = -i\delta \hat{S} |a\rangle.
$$

(211)
Equation (201), on the other hand, implies:
\[ \delta |b\rangle = 0 \quad (212) \]
modulo a similar ignorable phase change. Hence
\[ \delta \langle a|b\rangle = (\delta \langle a|b\rangle + \langle a|\delta |b\rangle) = i\langle a|\delta \hat{S}|b\rangle. \quad (213) \]
Equation (213) is known as the Schwinger Variational Principle. Although the Schwinger variational principle was “derived” through imposition of retarded boundary conditions, it is in fact independent of boundary conditions. For example, if advanced boundary conditions are imposed and use is made of the reciprocity relation (159), then eqs. (205) and (201) get replaced by
\[ \delta \hat{A} = 0, \quad (214) \]
\[ \delta \hat{B} = D_{\delta S}^{+}\hat{B} = D_{\delta S}^{-}\hat{S} - D_{\delta S}^{-}\hat{B} = (\hat{B}, \delta \hat{S}) = -i[\hat{B}, \delta \hat{S}], \quad (215) \]
which imply
\[ \delta |a\rangle = 0, \quad \delta |b\rangle = i\delta \hat{S}|b\rangle \quad (216) \]
again leading to (213).

Whether one imposes retarded or advanced boundary conditions, or something in between, the following statements are always true:

1. The unperturbed dynamical equations continue to hold in the regions to the past and to the future of supp \( \delta \hat{S} \).

2. The \( \hat{\phi} + \delta \hat{\phi} \) in these regions are related to the unperturbed \( \hat{\phi} \) by unitary transformations.

Remark 4. Being the variation (213) a unitary transformation the Schwinger principle is guaranteed to preserve both the probability interpretation of the quantum theory and the unit normalization of total probability.

Remark 5. The particular choice of physical observables \( \hat{A} \) and \( \hat{B} \) in the statement of the Schwinger principle is irrelevant. Only the condition (200) is important. Since the eigenvalues of more than one observable usually have to be specified in order to determine a quantum state uniquely, it will be convenient from now on to replace (213) by the more general statement
\[ \delta \langle \text{out}|\text{in}\rangle = i\langle \text{out}|\delta \hat{S}|\text{in}\rangle, \quad (217) \]
where \( |\text{in}\rangle \) and \( |\text{out}\rangle \) are state supervectors determined by some unspecified conditions on the dynamics in regions respectively to the past and to the future of the region in which one may wish to vary the action.
3.4 External sources and chronological products

When the action possesses no invariant flows, a particularly convenient way to vary $\hat{S}$ is to append to it a term of the form $J_i \hat{\phi}^i$, where the $J_i$ are pure supernumber-valued functions over space-time, $c$-type and real when $\hat{\phi}^i$ is $c$-type, $a$-type and imaginary when $\hat{\phi}^i$ is $a$-type. The $J_i$ are called external sources.

Let the external sources suffer variations $\delta J_i$, whose supports are confined to the space-time region lying, in time, between the regions associated with the state supervectors $|\text{in}\rangle$ and $|\text{out}\rangle$. Then the transition amplitude $\langle \text{out}|\text{in}\rangle$ suffers the change

$$\delta\langle \text{out}|\text{in}\rangle = i\langle \text{out}|\delta J_i \hat{\phi}^i|\text{in}\rangle,$$  \hspace{1cm} (218)

which implies

$$\frac{\delta}{i\delta J_j}\langle \text{out}|\text{in}\rangle = (-1)^{iF}\langle \text{out}|\hat{\phi}^j|\text{in}\rangle,$$  \hspace{1cm} (219)

where $F$ is the fermionic number of $|\text{out}\rangle$, i.e., $F$ is 0 or 1 according as $|\text{out}\rangle$ is $c$-type or $a$-type. Let $|\phi\rangle$ be a complete set of normalized physical eigenvectors of $\hat{\phi}^j$, corresponding to the eigenvalues $\phi^j$. Such eigenvectors exist since, when no invariant flows are present, the $\hat{\phi}^j$ are physical observables. The previous equation may then be rewritten in the form

$$\frac{\delta}{i\delta J_j}\langle \text{out}|\text{in}\rangle = (-1)^{iF}\sum\langle \text{out}|\phi\rangle\phi^j\langle \phi|\text{in}\rangle,$$  \hspace{1cm} (220)

where the summation is over all the $|\phi\rangle$. Now let $\delta J_i$ be a second variation in the sources, and suppose supp $\delta J_i > j$. Then the factor $\langle \phi|\text{in}\rangle$ in (220) remains unchanged, and

$$\delta\frac{\delta}{i\delta J_j}\langle \text{out}|\text{in}\rangle = (-1)^{iF}\sum(\delta\langle \text{out}|\phi\rangle)\phi^j\langle \phi|\text{in}\rangle$$

$$= (-1)^{iF}\sum(\langle \text{out}|\delta J_k \hat{\phi}^k|\phi\rangle)\phi^j\langle \phi|\text{in}\rangle$$

$$= (-1)^{iF}\langle \text{out}|\delta J_k \hat{\phi}^k \hat{\phi}^j|\text{in}\rangle.$$  \hspace{1cm} (221)

Therefore

$$\frac{\delta}{i\delta J_i}\frac{\delta}{i\delta J_j}\langle \text{out}|\text{in}\rangle = (-1)^{(i+j)F}\langle \text{out}|\hat{\phi}^i \hat{\phi}^j|\text{in}\rangle.$$  \hspace{1cm} (222)
If, on the other hand, \( \operatorname{supp} \delta J_i < j \), then
\[
\delta \frac{\delta}{i\delta J_j} \langle \text{out}|\text{in} \rangle = (-1)^{ij} \sum \langle \text{out}|\phi \rangle \phi^j (\phi|\text{in} \rangle)
= i(-1)^{ij} \sum \langle \text{out}|\phi \rangle \phi^j (\phi|\delta J_k \phi^k|\text{in} \rangle)
= i(-1)^{ij} \langle \text{out}|\hat{\phi}^j \delta J_k \hat{\phi}^k|\text{in} \rangle
= i(-1)^{ij} \langle \text{out}|\hat{\phi}^j \delta J_k \hat{\phi}^k|\text{in} \rangle,
\]
and
\[
\delta \frac{\delta}{i\delta J_i} \delta \frac{\delta}{i\delta J_j} \langle \text{out}|\text{in} \rangle = (-1)^{(i+j)} F^{ij} \langle \text{out}|\hat{\phi}^j \hat{\phi}^i|\text{in} \rangle. \tag{224}
\]
Continuing in this manner one obtains, quite generally,
\[
\delta \frac{\delta}{i\delta J_{i_1}} \delta \frac{\delta}{i\delta J_{i_n}} \langle \text{out}|\text{in} \rangle = (-1)^{(i_1+\ldots+i_n)} F \langle \text{out}|\mathcal{T}(\hat{\phi}^{i_1} \ldots \hat{\phi}^{i_n})|\text{in} \rangle \tag{225}
\]
where \( \mathcal{T} \) is the \textit{chronological ordering operator}, which rearranges the factors \( \hat{\phi}_{i_1} \ldots \hat{\phi}_{i_n} \) so that the times associated with the indices appear in chronological sequence, increasing from right to left, and which inserts an additional factor \(-1\) for each interchange of a pair of \( a \)-type indices that occurs in the carrying out of this rearrangement.

In the above derivation of (225) the times associated with the indices were assumed to be in a well defined chronological order. However, we shall ultimately need to give meaning to the \textit{chronological product} \( \mathcal{T}(\hat{\phi}_{i_1} \ldots \hat{\phi}_{i_n}) \) for arbitrary relative orientations of the space-time points associated with the indices. When the points associated with an index pair \( i, j \) are separated by a spacelike interval there is no ambiguity in the chronological product because the supercommutator function \( \hat{G}^{ij} \) then vanishes. Problems arise in the limit when two points coincide: it will be seen later that these problems are all resolved by requiring the \( \mathcal{T} \)-operation to commute with both differentiation and integration with respect to space-time coordinates: this requirement is equivalent to first imposing the linearity condition
\[
\mathcal{T}((\alpha \hat{\phi}^i + \beta \hat{\phi}^j) \hat{\phi}^k \hat{\phi}^l \ldots) = \alpha \mathcal{T}(\alpha \hat{\phi}^i \hat{\phi}^k \hat{\phi}^l \ldots) + \beta \mathcal{T}(\beta \hat{\phi}^j \hat{\phi}^k \hat{\phi}^l \ldots) \tag{226}
\]
for all \( \alpha, \beta \in \Lambda_\infty \) and then requiring the \( \mathcal{T} \)-operation to commute with certain operations involving passage to a limit.

\textit{Remark 6.} The above requirements have the consequence that an expression like \( \langle \text{out}|\mathcal{T}(\hat{\phi} \hat{\phi}^j)|\text{in} \rangle \) does not generally vanish despite the fact that \( \hat{S}_j \) is zero when the operators that compose it are ordered appropriately for the operator dynamical equations.
Now let $A[\phi]$ be any functional of the classical $\phi$ for which \( \text{supp} A \) lies between the “in” and “out” regions, and which possesses a functional Taylor expansion about $\phi = 0$ with a nonzero radius of convergence:

$$A[\phi] = A[0] + A_1[0]\phi + \frac{1}{2}A_2[0]\phi\phi + \ldots \quad (227)$$

It then follows from eq. (225) and the requirements illustrated by eq. (226) that

$$\langle \text{out} | T(A[\hat{\phi}]) | \text{in} \rangle = (-1)^{AF} A \left[ \frac{\delta}{i\delta J} \right] \langle \text{out} | \text{in} \rangle \quad , \quad (228)$$

$$A \left[ \frac{\delta}{i\delta J} \right] \equiv A[0] + A_1[0]\frac{\delta}{i\delta J} + \frac{1}{2}A_2[0]\frac{\delta}{i\delta J} \frac{\delta}{i\delta J} + \ldots \quad . \quad (229)$$

The previous equations provide a way of associating an operator, i.e., $T(A[\hat{\phi}])$, with each classical functional $A[\phi]$ having appropriate properties. If $A[\phi]$ has only a finite radius of convergence, then, strictly speaking, $T(A[\hat{\phi}])$ is not defined by eqs. (228) and (229), but it can often be given a meaning, for given “in” and “out” states, by analytic continuation. One can also frequently give $T(A[\hat{\phi}])$ a meaning, even when $A[\phi]$ is singular at $\phi = 0$, by expanding about a different point and continuing analytically. Equation (228) finds a wide variety of applications in quantum field theory.

### 3.5 The operator dynamical equations and the measure functional

The association established by eq. (228), between a classical functional and a quantum operator, suggests that when $A[\phi]$ is a classical observable the operator $T(A[\hat{\phi}])$ might be taken as its quantum counterpart. This suggestion is often valid when $T(A[\hat{\phi}])$ is self-adjoint. However, the chronological product is not self-adjoint in general, even when $A[\phi]$ is real because the operation of taking the adjoint reverses the order of all factors, placing them in antichronological order.

In order for $T(A[\hat{\phi}])$ to be self-adjoint $A[\phi]$ must usually be local, i.e., built out of $\phi$’s and their derivatives all taken at the same space-time point. But this is not sufficient to guarantee the self-adjointness of $T(A[\hat{\phi}])$. For example, $T(S_i[\hat{\phi}])$ is not generally self-adjoint (or anti-self-adjoint if the index $i$ is $a$-type rather than $c$-type). Hence the operator dynamical equations of the quantum theory should not be taken in the form $T(S_i[\hat{\phi}]) = 0$ or, when
external sources are present, in the form $T(S, i[\hat{\phi}]) = -J_i$. What we shall assume instead is the validity of the following postulate:

*there exists a functional $\mu[\phi]$, determined by the classical action $S[\phi]$, such that the operator dynamical equations take the form

$$T \left( \{S[\phi] - i \log \mu[\phi]\} \frac{\delta}{\delta \phi^k} \right) = -J_k.$$  \hspace{1cm} (230)

The functional $\mu[\phi]$ is known as the **measure functional**. At the simplest level it may be thought of as correcting for the lack of self-adjointness or anti-self-adjointness of $T(S, i[\hat{\phi}])$. But it plays a far deeper role than this: once it is chosen the quantum theory is completely determined up to a finite-parameter family. Establishment of a correspondence between each classical theory and a unique quantum theory (or family of quantum theories) is therefore achieved by making $\mu[\phi]$ depend in a definite way on $S[\phi]$. How this dependence is itself to be chosen is a major question, which has to be approached in steps, but there is an easy argument that leads quickly to at least an approximate answer.

In the quantum theory, as in the classical theory, it is often convenient to separate the dynamical variables $\hat{\phi}^i$ into a background $\phi^i_0$ and a remainder $\hat{\phi}^i_1$. If the background $\phi^i_0$ is classical, i.e., it is a pure supernumber-valued function times the identity operator, then the $\hat{\phi}^i_1$ satisfy the same supercommutation relations as the $\hat{\phi}^i$:

$$[\hat{\phi}^i_1, \hat{\phi}^k_1] = i \hat{G}^{ik}.$$  \hspace{1cm} (231)

In terms of the $\hat{\phi}^i_1$ the operator dynamical equations take the form

$$S, i[\phi_0] + S, ik[\phi_0] \hat{\phi}^k_1 + \frac{1}{2} S, il[\phi_0] \dot{\phi}^l_1 \dot{\phi}^k_1 + O(h^2) + O(\hat{\phi}^3_1) = -J_i.$$  \hspace{1cm} (232)

The terms of order 0 and 1 in $\hat{\phi}_1$ on the left-hand side are unambiguous. Terms of higher order are not unambiguous since we do not yet know the complete factor-ordering rules. The coefficients of the higher order terms will generally not be just the classical coefficients $S, ijk...$. However, they will differ from the classical coefficients by terms of order $h^2$, which arise when the $\hat{\phi}_1$’s are ordered as in (232) and which will be dropped in the present approximate analysis.

Taking the supercommutator of (232) with $\hat{\phi}^j_1$, remembering that the sources $J_i$ are supernumber-valued, and moving the index $i$ to the left, one
finds
\[ S_{ik}[\phi_0][\hat{\phi}_i^k, \hat{\phi}_j^k] + \frac{1}{2} S_{ikl}[\phi_0][\hat{\phi}_i^k, \hat{\phi}_j^l, \hat{\phi}_1^k] + ... = 0, \]
\[ iS_{ik}[\phi_0] \hat{G}^{kj} - (-1)^{j(k+h)} \frac{1}{2} S_{ikl}[\phi_0][\hat{\phi}_1^l, \hat{\phi}_i^k] + ... = 0, \]
\[ iS_{ik}[\phi_0] \hat{G}^{kj} - (-1)^{j(k+h)} \frac{1}{2} S_{ikl}[\phi_0][\hat{\phi}_1^l, \hat{\phi}_i^k] + \ldots = 0, \]
\[ iS_{ik}[\phi_0] \hat{G}^{kj} - (-1)^{j(k+h)} \frac{1}{2} S_{ikl}[\phi_0][\hat{\phi}_1^l, \hat{\phi}_i^k] + ... = 0, \]
\[ iS_{ik}[\phi_0] \hat{G}^{kj} - (-1)^{j(k+l)} \frac{1}{2} S_{ik}[\phi_0] \hat{G}^{jk} + ... = 0, \]
\[ iS_{ik}[\phi_0] \hat{G}^{kj} + (-1)^{j(k+l)} \frac{1}{2} S_{ik}[\phi_0] \hat{G}^{lj} \hat{\phi}_1^k + \frac{1}{2} S_{ik}[\phi_0] \hat{\phi}_1^k \hat{G}^{kj} + ... = 0. \]

(233)

The quantum supercommutator function, like the classical supercommutator function, can be expressed as the difference between an advanced Green's function and a retarded Green's function, both now operator-valued:

\[ \hat{G}^{ij} = \hat{G}^{+ij} - \hat{G}^{-ij}, \]

where

\[ iS_{ik}[\phi_0] \hat{G}^{+kj} = -\delta^i_j, \]
\[ iS_{ik}[\phi_0] \hat{G}^{+kj} + (-1)^{j(k+l)} \frac{1}{2} S_{ikl}[\phi_0] \hat{G}^{+lj} \hat{\phi}_1^k + \frac{1}{2} S_{ikl}[\phi_0] \hat{\phi}_1^k \hat{G}^{+kj} + ... = -\delta^i_j. \]

(235)

The previous equation, as is straightforward to verify, can be solved by iteration, yielding:

\[ \hat{G}^{+ij} = G^{+ij}[\phi_0] + \frac{1}{2}(-1)^{j(k)} G^{+im}[\phi_0] m, S_{jk} G^{+lj}[\phi_0] \hat{\phi}_1^k \]
\[ + \frac{1}{2} G^{+im}[\phi_0] m, S_{kl} \hat{\phi}_1^k G^{+kj}[\phi_0] + ... \]
\[ = G^{+ij}[\phi_0] + G^{+ij}[\phi_0] \hat{\phi}_1^k + ... . \]

(236)
Again it is not possible to specify the forms of the higher terms in the expansion. The coefficients of these terms will generally not be just functional derivatives \( G_{kl,..}^{\hat{ij}} [\phi_0] \) of the classical Green’s functions.

Introduce now the space-time generalization of the step function:

\[
\theta(i,j') = \begin{cases} 
1 & \text{if } x^0 > x'^0 \\
\frac{1}{2} & \text{if } x^0 = x'^0 \\
0 & \text{if } x^0 < x'^0
\end{cases}
\]  

where \( x^0 \) is a global timelike coordinate and the submanifolds \( x^0 = \text{constant} \) are complete spacelike Cauchy hypersurfaces. If the points \( x \) and \( x' \) are not in the immediate vicinity of one another, then

\[
\dot{\phi}^i \dot{\phi}^j - \mathcal{T}(\dot{\phi}^i \dot{\phi}^j) = [\theta(i,j') + \theta(j',i)] \dot{\phi}^i \dot{\phi}^j - \theta(i,j') \dot{\phi}^i \dot{\phi}^j
\]

\[
= \theta(j',i) \left[ \dot{\phi}^i \dot{\phi}^j \right]
\]

\[
= i \theta(j',i) \hat{G}^{ij}
\]

\[
= i \hat{G}^{+ij}'.
\]  

We shall assume that this equation in fact holds for all \( x, x' \), at least up to the order needed in our analysis of the expanded dynamical equations. Equation (232) may then be written in the form

\[
-J_k = S_{,i} [\dot{\phi}_0] + S_{,jk} [\dot{\phi}_0] \hat{\phi}^k + \frac{1}{2} S_{,ijk} [\dot{\phi}_0] \left[ \mathcal{T}(\dot{\phi}^k \dot{\phi}^j) + i \hat{G}^{kij} \right] + ...
\]

\[
= \mathcal{T}(S_{,i} [\dot{\phi}] + \frac{1}{2} i S_{,ijk} [\dot{\phi}] \hat{G}^{kij} [\dot{\phi}] + ...),
\]  

(239)

where the dots in the second line stands not only for the unwritten terms in the first line but also for the error in replacing \( S_{,ijk} [\dot{\phi}_0] \hat{G}^{kij} \) by \( \mathcal{T}(S_{,ijk} [\dot{\phi}] \hat{G}^{kij} [\dot{\phi}] \).

The previous expression can be simplified by recalling that \( 1 S_{,i} \) is a negative inverse of \( G^+; \) therefore:

\[
S_{,ijk} \hat{G}^{kij} = -S_{,jk} \hat{G}^{kij}, \quad -S_{,jk} \hat{G}^{kij}, \quad (-\delta_k^i), \quad -S_{,jk} \hat{G}^{kij},
\]

\[
= -(\hat{G}^{kij},), \quad (S_{,jk} \hat{G}^{kij}), \quad \log |\text{sdet} G^+|, \quad (\log |\text{sdet} G^+|),.
\]

Thus

\[
-J_k = \mathcal{T}(S_{,i} [\dot{\phi}] + \frac{1}{2} i (\log |\text{sdet} G^+|), \quad ...
\]

(241)
Comparison of eqs. (230) and (241) yields
\[ \mu[\phi] \approx \text{const} \cdot |\text{sdet}G^+[\phi]|^{-\frac{1}{2}}. \] (242)

3.6 Functional Fourier analysis. The Feynman functional integral

The transition amplitude \( \langle \text{out}|\text{in} \rangle \) is a functional of the external sources. Let us try to express it as a functional Fourier integral:

\[
\langle \text{out}|\text{in} \rangle = \int X[\phi]e^{iJ[\phi]}[d\phi] = \int e^{iJ[\phi]}X[\phi][d\phi],
\]

\[ [d\phi] \equiv \prod_i d\phi^i. \] (244)

Here the \( \phi^i \) are supernumber-valued variables of integration, and the product in eq. (244) is a continuous infinite one. Both it and the integral itself are thus formal expressions. Integration over the \( c \)-number variables is to be understood as patterned on ordinary integration. Integration over the \( a \)-number variables is to be understood as an infinite limit of a multiple Berezin integral (see [19] and [20]). The integral is to be understood as taken over a certain subspace of the space of field histories \( \Phi \), whose properties will be indicated below. Assuming the validity of integrating by parts, and making
use of eqs. (228) and (230), one may write
\[
\int X[\phi] \frac{\delta}{i \delta \phi^k} e^{i J \phi} [d \phi] =
\]
\[
= - \int X(e^{i J \phi} \frac{\delta}{i \delta \phi^k}) [d \phi]
\]
\[
= - \int X(e^{i J \phi} \frac{\delta}{i \delta \phi^k}) [d \phi]
\]
\[
= - \int X e^{i J \phi} J_k [d \phi]
\]
\[
= - \int X J_k e^{i J \phi} [d \phi]
\]
\[
= -(-1)^{kX} J_k \int X e^{i J \phi} [d \phi]
\]
\[
= -(-1)^{kX} J_k \int X e^{i J \phi} [d \phi]
\]
\[
= -(-1)^{kX} J_k \langle \text{out}| \text{in} \rangle
\]
\[
= (-1)^{k(X+F)} \langle \text{out}| - J_k |\text{in} \rangle
\]
\[
= (-1)^{k(X+F)} \langle \text{out}| T \left( \{ S[\phi] - i \log \mu[\phi] \} \frac{\delta}{\delta \phi^k} \right) |\text{in} \rangle
\]
\[
= (-1)^{kX} \{ S_k \left[ \frac{\delta}{i \delta J} \right] - i \mu^{-1} \left[ \frac{\delta}{i \delta J} \right] \mu_k \left[ \frac{\delta}{i \delta J} \right] \} \langle \text{out}| \text{in} \rangle
\]
\[
= (-1)^{kX} \{ S_k \left[ \frac{\delta}{i \delta J} \right] - i \mu^{-1} \left[ \frac{\delta}{i \delta J} \right] \mu_k \left[ \frac{\delta}{i \delta J} \right] \} \int e^{i J \phi} X[\phi] [d \phi]
\]
\[
= (-1)^{kX} \int \{ S[\phi] - i (\log \mu[\phi]) \} \frac{\delta}{\delta \phi^k} e^{i J \phi} X[\phi] [d \phi]. \tag{245}
\]
Because of the uniqueness of Fourier integral representations the integrands in the first and last lines must be equal:
\[
X[\phi] \frac{\delta}{i \delta \phi^k} = (-1)^{kX} \{ S[\phi] - i (\log \mu[\phi]) \} \frac{\delta}{\delta \phi^k} X[\phi]. \tag{246}
\]
One possible solution of this equation is
\[
X[\phi] = N e^{i S[\phi]} \mu[\phi], \tag{247}
\]
where \( N \) is a constant of integration. This leads to
\[
\langle \text{out}|\text{in} \rangle = N \int e^{i(S[\phi]+J \phi)} \mu[\phi] [d \phi]. \tag{248}
\]
53
3.7 The Schwinger variational principle revisited

Expression (248), when combined with eq. (228), yields immediately a functional integral expression for the “in-out” matrix elements of chronological products:

\[
\langle \text{out} | T(A[\hat{\phi}]) | \text{in} \rangle = (-1)^{A(F+N)} N \int A[\phi] e^{i(S[\phi] + J\phi)} \mu[\phi] [d\phi].
\]

(249)

The previous equation can be used to obtain a partial check on the consistency of the Feynman integral with the Schwinger variational principle which was used to derive it in the first place. Under a variation \(\delta S\) in the functional form of the action, such that \(\text{supp} \delta S, i\) lies in the “in between” region, eqs. (248) and (249) yield

\[
\delta \langle \text{out} | \text{in} \rangle = i N \int \left( i \delta S[\phi] e^{i(S[\phi] + J\phi)} \mu[\phi] + e^{i(S[\phi] + J\phi)} \mu[\phi] \delta \log \mu[\phi] \right) [d\phi]
\]

\[
= iN \int (\delta S[\phi] - i \delta \log \mu[\phi]) e^{i(S[\phi] + J\phi)} \mu[\phi]
\]

\[
= i \langle \text{out} | T(\delta S[\hat{\phi}] - i \delta \log \mu[\hat{\phi}]) | \text{in} \rangle.
\]

(250)

But from (242) one has

\[
\delta \log \mu[\phi] = \mu^{-1}[\phi] \delta \mu[\phi]
\]

\[
\approx |\text{sdet} G^+[\phi]|^{-\frac{1}{2}} \delta |\text{sdet} G^+[\phi]|^{-\frac{1}{2}}
\]

\[
= |\text{sdet} G^+[\phi]|^{-\frac{1}{2}} \left(-\frac{1}{2}\right) |\text{sdet} G^+[\phi]|^{-\frac{1}{2}} \delta |\text{sdet} G^+[\phi]|
\]

\[
= |\text{sdet} G^+[\phi]|^{-\frac{1}{2}} \left(-\frac{1}{2}\right) |\text{sdet} G^+[\phi]|^{-\frac{1}{2}} |\text{sdet} G^+[\phi]| \text{str}(G^+[\phi] \delta_1 S_1[\phi])
\]

\[
= -\frac{1}{2} \text{str}(G^+[\phi] \delta_1 S_1[\phi]).
\]

(251)

Hence

\[
\delta \langle \text{out} | \text{in} \rangle = i \langle \text{out} | T(\delta S[\hat{\phi}] + \frac{i}{2} \text{str}(G^+[\hat{\phi}] \delta_1 S_1[\hat{\phi}]) + ...) | \text{in} \rangle.
\]

(252)

By the same kind of rearrangement as was used in obtaining eq. (241) one easily sees that the chronological product is, at least approximately, just \(\delta S[\hat{\phi}]\) in its self-adjoint operator form.
3.8 Expressions involving $S_{,i}$

Let $A[\phi]$ be an arbitrary functional of $\phi$ such that the support of $A_{,j}$ lies between the “in” and “out” regions. Since the functional integral respects the procedure of integration by parts, the following identity holds:

$$0 = (-1)^{(A+i)(F+N)} N \int [d\phi] \left( A[\phi] \mu[\phi] e^{i(S[\phi]+J\phi)} \right) \frac{\delta}{\delta \phi^k}$$

$$= \langle \text{out} | T(A_{,k}[\hat{\phi}] + A[\hat{\phi}] (\log \mu)_{,k}[\hat{\phi}] + iA[\hat{\phi}] S_{,k}[\hat{\phi}] ) | \text{in} \rangle. \quad (253)$$

Since the “in” and “out” state supervectors may be chosen arbitrarily this is in fact a statement about chronological products of operators involving $\hat{S}_{,i}$ when the sources vanish:

$$T \left( (S[\hat{\phi}] - i \log \mu[\hat{\phi}]) \frac{\delta}{\delta \phi^k} A[\hat{\phi}] \right) = i(-1)^{iA} T \left( A_{,k}[\hat{\phi}] \right). \quad (254)$$

This expression does not generally vanish despite eq. (230).

4 Functional Integration in QFT with Invariance Flows

4.1 Structure of the space of field histories

The task of extending the previous treatment to gauge theories, i.e., field theories whose action functional features invariance flows, requires a basic understanding of the properties of the space $\Phi$ of field histories, its structure and its geometry. We shall only focus on Type-I theories in which the coefficients $c^{\alpha}_{\beta\gamma}$ are structure constants of an infinite dimensional Lie group, the gauge group, which we shall denote by $\mathcal{G}$. As already stated, $\Phi$ may be viewed as a principal bundle having $\mathcal{G}$ as its typical fibre. Real physics takes place in the base space of this bundle, i.e., the space of orbits (or fibres), denoted by $\Phi/\mathcal{G}$.

Since $\mathcal{G}$ is a group manifold it admits an invariant Riemannian or pseudo-Riemannian metric. This metric can be extended in an infinity of ways to a group (or flow) invariant metric on $\Phi$. But it turns out that if one requires the extended metric to be ultralocal (a requirement that greatly simplifies the analysis of any formalism in which it is used) then, up to a scale factor, it is unique in the case of the Yang-Mills field and belongs to a one-parameter family in the case of gravity, these being the two primary gauge systems of interest.
Let us denote this metric tensor by $\gamma$ and its components in the chart specified by the dynamical variables $\phi^i$ by $\gamma_{ij}$. Let $x$ and $x'$ be the space-time points specified by the indices $i$ and $j$. Ultralocality of $\gamma$ is the condition that $\gamma_{ij}$ be equal to the undifferentiated delta distribution $\delta(x,x')$ times a coefficient that involves no space-time derivatives of fields. Group invariance of $\gamma$ is the statement

$$\mathcal{L}_{Q_\alpha} \gamma = 0. \quad (255)$$

The $Q_\alpha$ are Killing vectors for the metric $\gamma$ and vertical vector fields for the principal bundle $\Phi$. In the following, we shall rely on the following convention: in gauge theories the indices from the first part of the Greek alphabet are always $c$-type. Therefore they need never appear in exponents of $(-1)$. Indices of type $a$ from the middle of the Latin alphabet refer to fermion fields that may be coupled to the basic gauge fields.

Choice of an invariant metric on $\Phi$ immediately singles out a natural family of connection 1-forms $\omega^\alpha$ on $\Phi$:

$$i^\alpha \omega^\alpha \equiv i^\gamma \gamma_i Q^i_{\gamma \alpha}, \quad (256)$$

where $i^\gamma Q^\alpha = i^\gamma Q^i_{\gamma \alpha}$ and $N^{\beta \alpha}$ is any coherent Green’s function of the real self-adjoint (and hence symmetric) operator

$$M_{\alpha \beta} \equiv -i^\gamma Q^\alpha \gamma_i Q^i_{\gamma \beta}, \quad (257)$$

which, in all cases of interest, turns out to be globally nonsingular, i.e., over the whole of $\Phi$. In view of the relation $M_{\alpha \beta} N^{\beta \gamma} = -\delta^\gamma_{\alpha}$ one easily sees that

$$i^\gamma Q^\alpha \gamma_i Q^i_{\gamma \beta} = -M_{\alpha \gamma} N^{\gamma \beta} = \delta_{\alpha}^\beta, \quad (258)$$

and that horizontal vectors on $\Phi$ are those that are perpendicular (under the metric $\gamma$) to the fibres. A horizontal vector may be obtained from any vector by application of the horizontal projection operator:

$$i^\gamma Q^\alpha \gamma_i Q^i_{\gamma \beta} \equiv (-1)^i i^\alpha \omega^\alpha. \quad (259)$$
The name is justified by the following properties:

\[ \Pi_j^i \Pi_k^j = (\delta_j^i - iQ_\alpha \omega^\alpha_j)(\delta_k^j - iQ_\alpha \omega^\alpha_k) \]
\[ = \delta_k^i - iQ_\alpha \omega^\alpha_k - iQ_\alpha \omega^\alpha_k + iQ_\alpha \omega^\alpha_j iQ_\beta \omega^\beta_j \]
\[ = \delta_k^i - 2iQ_\alpha \omega^\alpha_k + (-1)^j iQ_\alpha \gamma_l Q_\gamma \gamma_\alpha j \]
\[ = \delta_k^i - 2iQ_\alpha \omega^\alpha_k + (-1)^j iQ_\alpha \beta \gamma_\alpha j \]
\[ = \delta_k^i - 2iQ_\alpha \omega^\alpha_k - j Q_\alpha \beta \gamma_\alpha j \]
\[ = \delta_k^i - 2iQ_\alpha \omega^\alpha_k + iQ_\alpha \delta^\alpha \beta \omega^\beta_j \]
\[ = \delta_k^i - 2iQ_\alpha \omega^\alpha_k + iQ_\alpha \omega^\alpha_k \]
\[ = \Pi_k^i. \quad (260) \]

\[ \omega^\alpha_i \Pi_j^j = \omega^\alpha_i (\delta_j^i - iQ_\beta \omega^\beta_j) \]
\[ = \omega^\alpha_j - \omega^\alpha_i iQ_\beta \omega^\beta_j \]
\[ = \omega^\alpha_j - (-1)^{i+j} iQ_\beta j \omega^\beta_j \]
\[ = \omega^\alpha_j - (-1)^j iQ_\beta j \omega^\beta_j \]
\[ = \omega^\alpha_j - (-1)^j \delta^\alpha \beta j \omega^\beta \]
\[ = \omega^\alpha_j - (-1)^j \omega^\alpha \]
\[ = \omega^\alpha_j - \omega^\alpha_j \]
\[ = 0. \quad (261) \]

\[ \Pi_j^j Q_\alpha = (\delta_j^j - iQ_\beta \omega^\beta_j) j Q_\alpha \]
\[ = iQ_\alpha - iQ_\beta \omega^\beta_j j Q_\alpha \]
\[ = iQ_\alpha - (-1)^j iQ_\beta j \omega^\beta_j j Q_\alpha \]
\[ = iQ_\alpha - (-1)^j iQ_\beta j Q_\beta j \omega^\alpha \]
\[ = iQ_\alpha - iQ_\beta j \delta^\alpha \beta \]
\[ = iQ_\alpha - iQ_\alpha \]
\[ = 0. \quad (262) \]
4.2 Fibre-adapted coordinate patches

When dealing with $\Phi$ it is convenient to consider a transformation

$$\phi \rightarrow I^A, K^\alpha \quad (263)$$

to a set of fibre-adapted coordinates $I^A, K^\alpha$. Here the $I$'s label the fibres (i.e., the points in $\Phi/G$) and are gauge invariant (i.e., flow invariant):

$$I^A Q_\alpha = I^A_{,i} Q_\alpha = 0. \quad (264)$$

The $K$'s label the points within each fibre. Because there is no canonical way of associating points on one fibre with those on another, transformations between fibre-adapted coordinate patches have the general structure

$$I'^A = I^A[I], \quad K'^\alpha = K'^\alpha[I, K], \quad (265)$$

which is still special enough so that the Jacobian of the transformation splits into factors:

$$\frac{\delta(I', K')}{\delta(I, K)} = \frac{\delta(I')}{\delta(I)} \frac{\delta(K')}{\delta(K)}. \quad (266)$$

One often makes specific choices for the $K$'s. One usually singles out a base point $\phi_*$ in $\Phi$ and chooses the $K$'s to be local functionals of the $\phi$'s of such a form that the matrix

$$\mathcal{M}_\alpha^\beta \equiv K^\alpha Q_\beta = K^\alpha_{,i} Q_\beta \quad (267)$$

is a nonsingular differential operator at and in a neighborhood of $\phi_*$. Typical convenient choices for $\phi_*$ are $A_{\mu}^\alpha(x) = 0$ in pure Yang-Mills theory and $g_{\mu\nu}(x) = $ some well studied background metric (Minkowski, Friedmann-Lemaître-Robertson-Walker, black hole, etc.) in pure gravity theory.

One can also make specific choices for the $I$'s, but in general such invariants depend nonlocally on the $\phi$'s and are clumsy to work with; no specific choices will be made here, so in what follows the $I$'s will remain purely conceptual.

In the region of $\Phi$ where the operator $\mathcal{M}$ is nonsingular it is easy to show that

$$\frac{\delta}{\delta K^\alpha} = -Q_\beta \mathcal{N}^\beta_\alpha, \quad (268)$$

where $\mathcal{N}$ is a Green’s function of $\mathcal{M}$. In fact, by multiplying \[267\] first on
the right by $N$ and then on the left by $\frac{\delta}{\delta K}$, and using (264), one obtains

$$M^\alpha_{\beta\gamma} = K^\alpha_{\beta\gamma} + iQ_{\beta\gamma}N^\alpha_{\beta\gamma},$$

$$\delta^\alpha \gamma = K^\alpha_{\beta\gamma} + iQ_{\beta\gamma}N^\alpha_{\beta\gamma},$$

$$\frac{\delta}{\delta K^\alpha} \delta^\alpha \gamma = K^\alpha_{\beta\gamma} + iQ_{\beta\gamma}N^\alpha_{\beta\gamma},$$

$$\frac{\delta}{\delta K^\gamma} \delta^\alpha \gamma = K^\alpha_{\beta\gamma} + iQ_{\beta\gamma}N^\alpha_{\beta\gamma},$$

$$\frac{\delta}{\delta K^\alpha} \delta^\beta \gamma = K^\alpha_{\beta\gamma} + iQ_{\beta\gamma}N^\alpha_{\beta\gamma},$$

$$\frac{\delta}{\delta K^\gamma} \delta^\beta \gamma = Q_{\beta\gamma}N^\alpha_{\beta\gamma}. \quad (269)$$

It is important to stress that when $G$ is non-Abelian it is impossible for the $K^\alpha$ to be valid coordinates globally: in fact if they were, then the $\frac{\delta}{\delta K^\alpha}$, which are vertical vector fields that commute with each other, would generate Abelian orbits (fibres). This means that $M$, unlike $\mathcal{M}$, cannot be nonsingular globally on $\Phi$.

### 4.3 Functional integration for “in-out” amplitudes

Since the physics of a gauge theory takes place in the base space $\Phi/G$ it is natural to try to write a functional integral for “in-out” amplitudes in the form

$$\langle \text{out} | \text{in} \rangle = \int \mu_I [dI] e^{iS[I]}. \quad (270)$$

All functional integrals encountered in previous sections were purely formal. Equation (270) is even more formal, for the following reasons:

1. The labels $I^A$ are not chosen explicitly but used only conceptually.

2. Since all known usable explicit choices depend nonlocally on the $\phi$’s it is hard to know what one can mean by an advanced Green’s function of the Jacobi field operator $A^A S_B$ (or its superdeterminant) and hence how to determine the measure $\mu_I [I]$ even approximately.

3. It is also hard to know how to set boundary conditions.
To bring the local variables $\phi^i$ into the theory one must first introduce the remaining variables $K^\alpha$ of a fibre-adapted coordinate system and then transform to the $\phi$’s. Let $\Omega[I, K]$ be a real scalar function(al) on $\Phi$ such that the integral
\[ \Delta[I] \equiv \int e^{i\Omega[I, K]} \mu_K[I, K] dK \] (271)
exists and is nonvanishing for all $I$, the measure $\mu_K[I, K]$ being assumed to transform under changes (generally $I$-dependent) of the fibre-adapted coordinates $K^\alpha$ according to
\[ \mu_{K'}[I, K'] = \mu_K[I, K] \frac{\delta K}{\delta K'}, \] (272)
Then $\Delta[I]$ is invariant under such coordinate changes and one may write:
\[ \langle \text{out} | \text{in} \rangle = \int [dI] \int [dK] e^{i(S[I] + \Omega[I, K])} \Delta[I]^{-1} \mu_{I,K}[I, K], \] (273)
where
\[ \mu_{I,K}[I, K] \equiv \mu_I[I] \mu_K[I, K]. \] (274)
In a similar way one may write the analog of eq. (228) in the forms
\[ \langle \text{out} | T(A[I]) | \text{in} \rangle = \int \mu_I[I][dI] A[I] e^{iS[I]} \] (275)
\[ = \int [dI] \int [dK] A[I] e^{i(S[I] + \Omega[I, K])} \Delta[I]^{-1} \mu_{I,K}[I, K]. \] (276)
Under changes of fibre-adapted coordinates the measure $\mu_I[I]$ must obviously transform according to
\[ \mu_{I'}[I'] = \mu_I[I] \frac{\delta I}{\delta I'}, \] (277)
and hence the total measure $\mu_{I,K}[I, K]$ transforms as it should:
\[ \mu_{I',K'}[I', K'] = \mu_{I,K}[I, K] \frac{\delta I}{\delta I'} \frac{\delta K}{\delta K'} = \mu_{I,K}[I, K] \frac{\delta(I, K)}{\delta(I', K')} \] (278)
To make the transformation from the $I^A$, $K^\alpha$ to the local coordinates $\phi^i$ one must include also the formal Jacobian
\[ J[\phi] \equiv \frac{\delta(I, K)}{\delta \phi} = \text{sdet} \left( \begin{array}{c} I^A \\ K^\alpha \end{array} \right). \] (279)
Then the functional integrals (273) and (276) take the forms:

\[
\langle \text{out} | \text{in} \rangle = \int \left[ \frac{d\phi}{\phi} \right] e^{i(S[\phi] + \Omega[\phi])} \Delta[\phi]^{-1} J[\phi] \mu_{I,K}[\phi],
\]

in which we have abused notation somewhat by simply writing \(\Delta[I] = \Delta[\phi]\), \(S[I] = S[\phi]\), \(\mu_{I,K}[I] = \mu_{I,K}[\phi]\), \(\Omega[I,K] = \Omega[\phi]\) and \(A[I] = A[\phi]\). The last abuse in fact allows a certain generalization of the formalism. In eqs. (228), (229) the functional \(A\) was an invariant, i.e., a physical observable. The integral (281) may be regarded as a generalized average which can give meaning to \(\langle \text{out} | T(A[\phi]) | \text{in} \rangle\) even when \(A\) is not gauge invariant. True physical amplitudes, of course, only involve \(A\)'s that are gauge invariant. Note that when (and only when) \(A\) is gauge invariant the average (281) is completely independent of the choice of the functional \(\Omega[\phi]\).

4.4 Properties of the jacobian \(J[\phi]\)

Suppose we carry out an infinitesimal transformation of the fibre-adapted coordinates \(K^\alpha\):

\[
K'\alpha = K\alpha + \delta K^\alpha[I,K].
\]

Formally this will produce the following change in the Jacobian \(J[\phi]\):

\[
\delta J[\phi] = \delta \ \text{sdet} \left( \begin{array}{c} I^A_i \\ K^\alpha_{\alpha} \end{array} \right) \\
= J \ \text{str} \left[ \begin{array}{c} I^A_i \\ K^\alpha_{\alpha} \end{array} \right]^{-1} \left( \begin{array}{c} \delta I^A_i \\ \delta K^\alpha_{\alpha} \end{array} \right) \\
= J \ \text{str} \left[ \begin{array}{c} \phi^j_{i} \\ \phi^j_{i} \end{array} \right] \left( \begin{array}{c} 0 \\ \delta K^\alpha_{\alpha} \end{array} \right) \\
= (\delta J) \phi^j_{i} \delta K^\alpha_{\alpha},
\]

Here we encounter an immediate problem: the meaning to be given to the factor \(\phi^j_{i}\). If we apply the operator (268) to the fields \(\phi^j\) we get

\[
\phi^j_{i} = -\hat{Q}^j_{\beta} \hat{\mathcal{N}}^\beta_{\alpha},
\]

and we have to decide which Green’s function of \(\mathcal{M}\) to use. Different choices correspond to different possible interpretations of the Jacobian itself. Tentatively we choose \(\hat{\mathcal{N}}\) and \(J\) to be coherent with the boundary conditions appropriate to the functional integral.
Now note that
\[
\delta \log J = J^{-1} \delta J
\]
\[
= (-1)^i \phi^i_{, \alpha} \delta K^\alpha_i
\]
\[
= -(-1)^i i Q_\beta \delta K^\alpha_i
\]
\[
= -N^\beta \delta K^\alpha_i Q_\beta
\]
\[
= -\delta \log \det \mathcal{N};
\]
(285)
therefore
\[
\delta (J \det \mathcal{N}) = 0,
\]
(286)
i.e., the product \(J \det \mathcal{N}\) is independent of how the coordinates \(K^\alpha\) are chosen. The same is also true of the products \(J^\pm \det \mathcal{N}^\pm\), where the \(J^\pm\) are the Jacobians interpreted according to advanced or retarded boundary conditions. This does not automatically mean that these products depend only on the \(I\)'s and are hence gauge invariant: in fact, these products are not scalar functionals, but scalar densities of unit weight; therefore:
\[
(J \det \mathcal{N}) \frac{\delta}{\delta \phi^i} = (J \det \mathcal{N}) i Q_\alpha,i,
\]
(287)
where the following facts have been used:

1. the \(I\)'s are flow invariant, i.e., \(I^A Q_\alpha = 0\),
2. \(J \det \mathcal{N}\) is independent of the \(K\)'s, i.e., \((J \det \mathcal{N})_{, \beta} = 0\),
3. \(\frac{\delta}{\delta \phi^i} = \frac{\delta}{\delta I^A} I^A_i + \frac{\delta}{\delta K^\beta} K^\beta_i\).

Taking the Lie derivative of \(J \det \mathcal{N}\) with respect to \(Q_\alpha\) is seen to be the same as multiplying it by \((-1)^i i Q_\alpha,i\), which is a constant. This constant,
which essentially describes a rescaling of $J \det \mathcal{N}$ as one moves up and down the fibres, depends in no way on the choice made for the $K$’s. For practical purposes it may be taken as zero, for two reasons:

1. In Yang-Mills theory the zero value may follow formally from the compactness of the finite dimensional Lie group with which it is associated, which implies $f^\gamma_{\gamma \alpha} = 0$:

$$
\gamma_{\mu} Q^{\alpha^\gamma}_{\gamma^\mu} = \int dx \delta(x, x') \delta(x, x) \delta^\mu_{\mu} f^\gamma_{\gamma \alpha} = N \delta(x', x') f^\gamma_{\gamma \alpha} = 0.
$$

2. In both Yang-Mills and gravity theories it is also formally either a $\delta$-distribution, or the derivative of a $\delta$-distribution, with coincident arguments. In dimensional regularization such formal expressions vanish.

From now on therefore we set

$$
(-1)^i i Q_{\alpha^i} = 0,
$$

and similarly

$$
\alpha^{\beta}_{\alpha \beta} = 0.
$$

4.5 A special choice for $\Omega[\phi]$ and a new measure functional

Although we know that the $K^\alpha$ cannot be global coordinates when the gauge group is non-Abelian, in the loop expansion we can pretend that they are. That is, we pretend that they are coordinates in a tangent space. A favorite choice for the functional $\Omega[I, K]$ is then

$$
\Omega = \frac{1}{2} \kappa_{\alpha \beta} K^\alpha K^\beta
$$

where $(\kappa_{\alpha \beta})$ is a symmetric ultralocal invertible continuous real matrix which can be chosen either to be constant or to depend on the base point $\phi_*$ in the neighborhood of which the operator $\mathcal{A}^a_\beta$ of (267) is nonsingular. The $K$’s themselves may be chosen to vanish at this base point.

Since we are staying in a single chart it is simplest to choose

$$
\mu_K[I, K] = 1
$$
so that (271) reduces to
\[ \Delta = \text{const} \cdot (\text{det} \kappa)^{-1/2}. \] (293)
Equations (280) and (281) then take the forms
\[ \langle \text{out} | \text{in} \rangle = \int \mu[\phi] d\phi e^{i(S[\phi] + \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta)} (\text{det} \Delta)^{-1}, \] (294)
\[ \langle \text{out} | \mathcal{T}(A[\phi]) | \text{in} \rangle = \int \mu[\phi] A[\phi] d\phi e^{i(S[\phi] + \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta)} (\text{det} \Delta)^{-1}, \] (295)
where
\[ \mu[\phi] = \text{const} \cdot \mu_1[\phi] (\text{det} \kappa)^{1/2} J[\phi] (\text{det} \Delta). \] (296)
The previous expression may be regarded as a new measure functional, which is to be used when the integration is carried out over the whole space of histories \( \Phi \) rather than just the base space \( \Phi/G \). By virtue of eq. (287), the constancy of \( \kappa \), and the fact that \( \mu_1[\phi] \) depends only on the \( I \)'s, it follows that this measure satisfies
\[ \mu \mathcal{L}_{Q'\alpha} = 0. \] (297)

4.6 Ghosts and BRST symmetry
The functional integrals (294) and (295) do not differ greatly in form from expressions (248) and (249). The chief difference is the presence of the \( K \)'s and \( \kappa \)'s, and the curious factor \( (\text{det} \Delta)^{-1} \) which comes ultimately from the Jacobian \( J \). By introducing the \( a \)-type ghost fields \( \chi\alpha, \psi\beta \), one obtains
\[ (\text{det} \Delta)^{-1} = \int [d\chi] \int [d\psi] e^{i\chi\alpha \Delta_{\alpha}\beta \psi^\beta}. \] (298)
Therefore eq. (294) may be written
\[ \langle \text{out} | \text{in} \rangle = \int \mu[\phi] d\phi \int [d\chi] \int [d\psi] e^{i(S[\phi] + \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta + \chi\alpha \Delta_{\alpha}\beta \psi^\beta)}. \] (299)
It is important to emphasize that the ghost fields arise entirely from the fiber-bundle structure of \( \Phi \), from the Jacobian of the transformation from the fiber-adapted coordinates to the conventional local fields \( \phi^i \). 6

These “tricky extra particles” were first introduced by R.P. Feynman (see [21]) as a way of compensating for the propagation of nonphysical modes in one-loop order.
number” is the opposite of the one suggested by their indices, i.e., they are fermionic fields although \( \alpha, \beta \) are bosonic indices. It is clear that the full argument of the exponential in (299) is no longer invariant under gauge transformations, because of the “gauge-averaging” term \( \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta \) and the ghost term \( \chi_\alpha \mathcal{M}_\beta^\alpha \psi^\beta \).

Nevertheless, both the full action functional

\[
\bar{S}[\phi, \chi, \psi] \equiv S[\phi] + \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta + \chi_\alpha \mathcal{M}_\beta^\alpha \psi^\beta
\]

(300)

and the measure

\[
\bar{\mu}[\phi, \chi, \psi] [d\phi] [d\chi] [d\psi] \equiv \mu[\phi] [d\phi] [d\chi] [d\psi]
\]

(301)

are invariant under a group of global transformations whose infinitesimal form is

\[
\begin{align*}
\delta \phi^i &= i Q_\alpha \psi^\alpha \delta \lambda, \\
\delta \chi_\alpha &= \kappa_{\alpha\beta} K^\beta \delta \lambda, \\
\delta \psi^\alpha &= -\frac{1}{2} \epsilon^\alpha_{\beta\gamma} \psi^\beta \psi^\gamma \delta \lambda,
\end{align*}
\]

(302-304)

where \( \delta \lambda \) is an infinitesimal \( a \)-number. They are called Becchi-Rouet-Stora-Tyutin (BRST) transformations.

As is clear, for the fields \( \phi^i \), they are gauge transformations with an \( a \)-type parameter; therefore, from the invariance of \( \mu[\phi] \) under gauge transformations, \( \bar{\mu}[\phi, \chi, \psi] \) is invariant under BRST transformations; one can show that \( \bar{S}[\phi, \chi, \psi] \) is invariant too:

\[
\delta S[\phi] = 0,
\]

(305)

\[
\delta \left( \frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta \right) = \frac{1}{2} \cdot 2 \kappa_{\alpha\beta} \delta K^\alpha K^\beta = \kappa_{\alpha\beta} (K^\alpha_i \delta \phi^i) K^\beta = \kappa_{\alpha\beta} (K^\alpha_i \tilde{Q}_\gamma \psi^\gamma \delta \lambda) K^\beta = \kappa_{\alpha\beta} (K^\alpha_i \tilde{Q}_\gamma \psi^\gamma K^\beta \delta \lambda) = \kappa_{\alpha\beta} \mathcal{M}_\beta^\alpha \psi^\gamma K^\beta \delta \lambda,
\]

(306)
\[
\delta(\chi_{\alpha}M^\alpha_3 \psi^3) = (\delta \chi_{\alpha})M^\alpha_3 \psi^3 + \chi_{\alpha}M^\alpha_3(\delta \psi^3) + \chi_{\alpha}(\delta M^\alpha_3) \psi^3
\]
\[
= \kappa_{\alpha\gamma} K^\gamma \delta \lambda M^3 \psi^3 + \chi_{\alpha}M^\alpha_3(-\frac{1}{2} \epsilon_{\alpha\gamma} \psi^\alpha \psi^\gamma \delta \lambda) + \chi_{\alpha}(\delta K^\alpha_3 i Q_\beta) \psi^3 + \chi_{\alpha}(K^\alpha_3 i Q_\beta) \psi^3
\]
\[
= -\kappa_{\alpha\beta} M^\alpha_3 \psi^\gamma K^\beta \delta \lambda - \frac{1}{2} \chi_{\alpha}M^\alpha_3 \epsilon_{\beta \gamma} \psi^\beta \psi^\gamma \delta \lambda + \chi_{\alpha}(K^\alpha_3 i Q_\beta) \psi^3 + \chi_{\alpha}(K^\alpha_3 i Q_\beta) \psi^3
\]
\[
= -\kappa_{\alpha\beta} M^\alpha_3 \psi^\gamma K^\beta \delta \lambda - \frac{1}{2} \chi_{\alpha}M^\alpha_3 \epsilon_{\beta \gamma} \psi^\beta \psi^\gamma \delta \lambda + \chi_{\alpha}(K^\alpha_3 i Q_\eta) \psi^3 + \chi_{\alpha}(K^\alpha_3 i Q_\eta) \psi^3
\]
\[
= -\kappa_{\alpha\beta} M^\alpha_3 \psi^\gamma K^\beta \delta \lambda - \frac{1}{2} \chi_{\alpha}M^\alpha_3 \epsilon_{\beta \gamma} \psi^\beta \psi^\gamma \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
\text{(307)}
\]

In the last equation, consider the third term:
\[
\chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda = \chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
= (1)^i \chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
= \chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
= -\chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
= \chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda
\]
\[
\text{(308)}
\]

Therefore
\[
\chi_{\alpha}K^\alpha_3 i Q_\eta \psi^3 \delta \lambda = 0.
\]
\[
\text{(309)}
\]

Consider again (307); adding the second and the fourth terms, one obtains
\[
-\frac{1}{2} \chi_{\alpha}M^\alpha_3 \epsilon_{\beta \gamma} \psi^\beta \psi^\gamma \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\beta \psi^3 \delta \lambda
\]
\[
= -\frac{1}{2} \chi_{\alpha}K^\alpha_3 i Q_\beta \psi^3 \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\gamma \psi^3 \delta \lambda
\]
\[
= -\frac{1}{2} \chi_{\alpha}K^\alpha_3 i Q_\beta \psi^3 \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\gamma \psi^3 \delta \lambda
\]
\[
= -\frac{1}{2} \chi_{\alpha}K^\alpha_3 i Q_\beta \psi^3 \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\gamma \psi^3 \delta \lambda
\]
\[
= -\frac{1}{2} \chi_{\alpha}K^\alpha_3 i Q_\beta \psi^3 \delta \lambda + \chi_{\alpha}K^\alpha_3 i Q_\gamma \psi^3 \delta \lambda
\]
\[
= 0.
\]
\[
\text{(310)}
\]

Noting that the first term in (307) is the opposite of the rhs of (306), it is proven that
\[
\delta S = \delta S + \delta(\frac{1}{2} \kappa_{\alpha\beta} K^\alpha K^\beta) + \delta(\chi_{\alpha}M^\alpha_3 \psi^3) = 0.
\]
\[
\text{(311)}
\]
Moreover, BRST invariance is often a good substitute for the original gauge invariance. For example, if $A$ is a functional of $\phi$, but not of the ghost field, it is easy to see that $A$ is gauge invariant if and only if it is BRST invariant:

\[
\delta_{\text{BRST}} A = A,_{i} \delta_{\text{BRST}} \phi^{i} = A,_{i} iQ_{\alpha} \psi^{\alpha} \delta \lambda; \quad (312)
\]

In this case, since the $\psi^{\alpha}$ are arbitrary functions on space-time (although not necessarily of compact support) BRST invariance of $A$ implies gauge invariance in the original sense, and vice versa.

Therefore, any Type-I gauge theory with action functional $S[\phi]$ may be viewed as a non-gauge, BRST-symmetric theory on an extendend space of field histories where ghost fields appear, with action functional $\tilde{S}[\phi, \chi, \psi]$ given by (300).

**Remark 7.** In the general case when no assumption on the bosonic nature of the indices from the first part of the Greek alphabet, $\text{sdet}(N^{\alpha}_{\beta})^{-1}$ appears in place of $\text{det}(N^{\alpha}_{\beta})^{-1}$; therefore (see [19] and [20]) if the indices from the first part of the Greek alphabet are bosonic, one obtains

\[
\text{sdet}(\bar{N}^{\alpha}_{\beta})^{-1} = \text{det}(\bar{N}^{\alpha}_{\beta})^{-1} = \int [d\chi] \int [d\psi] \ e^{i\chi_{\alpha} M^{\alpha}_{\beta} \psi^{\beta}}, \quad (313)
\]

where $\chi^{\alpha}, \psi^{\beta}$ are fermionic fields, as shown in the previous section. On the other hand, if the indices from the first part of the Greek alphabet are fermionic, then

\[
\text{sdet}(\bar{N}^{\alpha}_{\beta})^{-1} = \text{det}(\bar{N}^{\alpha}_{\beta}) = \int [d\chi] \int [d\psi] \ e^{i\chi_{\alpha} M^{\alpha}_{\beta} \psi^{\beta}}, \quad (314)
\]

where, in this case, $\chi^{\alpha}, \psi^{\beta}$ are bosonic fields.

Hence, we infer that the fermionic nature of the ghost fields is always opposite to the one suggested by their indices, and this is another clue that ghost fields do not represent physical particles.

### 4.7 A few words on the measure functional

The measure functional was introduced as a device for correcting the possible failure of chronological ordering to yield Hermitian (or skew-Hermitian) operator field equations. It arose from the noncommutativity (or nonanticommutativity) of field operators and hence is a purely quantum construct. But the measure functional plays a far deeper role, and we shall briefly outline the reason in this section.
As is well known, the main tool to evaluate transition amplitudes in an interacting field theory is renormalized perturbation theory; in order to obtain renormalized observables, one has to choose a renormalization scheme and has to deal with divergent Feynman diagrams, up to a chosen order. Consider now one-loop perturbation theory for some field in Minkowski space-time; in Minkowski space-time one can use the Fourier transform and pass to momentum space; therefore the task is to evaluate a graph consisting of a single closed loop with \( r \) external prongs. Let the momenta assigned to the internal lines all have the same orientation around the loop. Then, making use of the so-called “Feynman’s trick” to combine the factors contributed by the internal lines, i.e., by the propagators, and appropriately shifting the integration zero point, one finds for the Feynman-propagator contribution to the value of the graph an expression having the general form

\[
I(C) = \text{constant} \cdot \int d^{r-1}y \int d^n k \frac{P_m(y, k, p)}{[k^2 - i\epsilon + Q_m(y, k, p)]^r}
\]

\[
= \text{constant} \cdot \int d^{r-1}y \int_{C} d^n k \frac{P_m(y, k, p)}{[k^2 + Q_m(y, k, p)]^r}
\]

in which external space-time and/or spinor indices have been suppressed. Here “y” denotes the parameters \( y_1, y_2, \ldots, y_{r-1} \) needed to implement “Feynman’s trick” and \( \int d^{r-1}y \) is a schematic symbol for the integrations in which these parameters are involved. The incoming momenta at the external prongs are \( (-p_2 - p_3 - \ldots - p_r), p_2, \ldots, p_r \). \( Q_m \) is a quadratic function of these momenta, which also depends on the \( y \)'s and on the masses \( m \) associated with the internal lines. \( P_m \) is a polynomial in the \( k \)'s and \( p \)'s, which depends on the \( y \)'s and \( m \)'s. \( C \) in (316) denotes the contour in the complex plane of the time component \( k^0 \) of the \( k \)-variable which is appropriate to the Feynman propagator: this contour runs from \(-\infty \) to 0 below the negative real axis (in the complex \( k^0 \)-plane) and from 0 to \(+\infty \) above the positive real axis: it is the same as integrating on the real line with the \( i\epsilon \) prescription used in (315).

If the integral were convergent, the contour could be rotated so that it would run along the imaginary axis. One would set \( k^0 = ik^\alpha \), and (316) would become an integral over Euclidean momentum-\( n \)-space. Generically, however, this rotation, which is known as Wick rotation, is not legitimate. Contributions from arcs at infinity, which themselves diverge or are nonvanishing, have to be included. These contributions cannot be handled by dimensional regularization.

When the measure is included it contributes to the generic one-loop graph
an amount equal to the negative of the integral
\[
I(C^+) = \text{constant} \cdot \int d^{r-1}y \int d^nk \frac{P_m(y, k, p)}{[-(k^0 - i\epsilon)^2 + (k)^2 + Q_m(y, k, p)]^r}
\]
\[
= \text{constant} \cdot \int d^{r-1}y \int_{C^+} d^nk \frac{P_m(y, k, p)}{[k^2 + Q_m(y, k, p)]^r}
\]
(317)
where \( C^+ \) is the contour (in the complex \( k^0 \)-plane) appropriate to the advanced Green function: it runs from \(-\infty\) to \(+\infty\) below the real axis; it is the same as integrating on the real line with the \( i\epsilon \) prescription used on the first line of the previous equation. These two contributions, taken together, yield \( I(C) - I(C^+) \) as the correct value of the graph. This corresponds to taking a contour that runs from \(+\infty\) to \(0\) below the positive real axis and then back to \(+\infty\) again above the positive real axis, and yields an integral that can be handled by dimensional regularization.

The remarkable fact is that \( I(C) - I(C^+) \) is equal precisely to the value that is obtained by Wick rotation. This means that the measure justifies the Wick-rotation procedure. Although it has never been proved, one may speculate that the exact measure functional, whatever it is, will justify the Wick rotation to all orders and will establish a rigorous connection between quantum field theory in Minkowski space-time and its corresponding euclideanized version.

5 Green’s Functions: Neutral Scalar Meson

5.1 Integral representations in Minkowski space-time
Green’s functions have been introduced in section 2: in gauge theories, they are the negative inverses of the differential operator \( i F_j \), while in field theories with no gauge transformations, they are the negative inverses of the non-singular operator \( S_1 \). The prototypes of the Green’s functions of interest in quantum field theory are those of the neutral scalar meson in Minkowski space-time; by spin-statistics theorem, it has to be a bosonic particle, and its Lagrangian is
\[
L = -\frac{1}{2} \left( \phi^\mu, \phi^\nu + m^2 \phi^2 \right).
\]
(318)
Therefore
\[
S_1 = \frac{\delta}{\delta \phi(x)} S = \left( \phi^\mu, - m^2 \phi \right),
\]
(319)
and

\[ S_1 = S_2 = \delta \frac{\delta}{\delta \phi(x')} \delta \phi(x) \]
\[ = \left( \delta(x, x'), \mu - m^2 \delta(x, x') \right) \]
\[ = (\partial_\mu \partial^\mu - m^2) \delta(x, x'). \]  

(320)

Hence (125) takes the form

\[ \int dy \left[ (\partial_\mu \partial^\mu - m^2) \delta(x, y) \right] G(y, x') \]
\[ = (\partial_\mu \partial^\mu - m^2) G(x, x') = -\delta(x, x'). \]  

(321)

This equation is most easily solved in “momentum” space, i.e., using the Fourier transform; as is well known, it is a linear, invertible operator which turns derivative operators into multiplication operators, i.e., the Fourier transform of a linear, differential equation for a function is a linear, algebraic equation which is easily solved; therefore the desired function can be obtained by inverse Fourier transform; in our case, the result is

\[ G(x, x') = \frac{1}{(2\pi)^4} \int dp \frac{e^{ip(x-x')}}{m^2 + p^2}. \]  

(322)

In the previous equation the contours in the \( p^1, p^2, p^3 \) planes are confined to the real axis and the choice of Green’s function is determined by selecting a contour in the \( p^0 \) plane which passes in an appropriate fashion around the poles at \( \pm E \) where

\[ E \equiv \sqrt{m^2 + \vec{p}^2} \equiv \omega, \]  
\[ \vec{p} \equiv (p^1, p^2, p^3), \]  
\[ (\vec{p})^2 \equiv (p^1)^2 + (p^2)^2 + (p^3)^2. \]  

(323)

(324)

(325)

The most important contours are shown in Fig. 4. From these contours the following relations between the various Green’s functions are easily established:

\[ \tilde{G} = \frac{1}{2} \left( G^+ + G^- \right) = \frac{1}{2} \tilde{G} + G^- = -\frac{1}{2} \tilde{G} + G^+, \]  
\[ \tilde{G} = G^+ - G^- = G^{(+)} + G^{(-)}, \]  
\[ G^{(i)} = i \left( G^{(+) - G^{(-)}}, \right) \]  
\[ G = \tilde{G} + \frac{1}{2} i G^{(i)} = G^- + G^{(-)} = G^+ - G^{(i)}, \]  
\[ G^* = \tilde{G} - \frac{1}{2} i G^{(i)} = G^- + G^{(+)} = G^+ - G^{(-)}. \]
Figure 1: Contours in the complex $p^0$-plane for the integral representation of the Green’s function of the neutron scalar meson.
By closing the contours for $G^+$ and $G^-$ at infinity it is easy to see that these functions satisfy the kinematical conditions (126) and hence are the advanced and retarded Green’s functions. Their uniqueness is also evident. We may therefore write the further relations

$$G^+(x, x') = 2\theta(x', x)\tilde{G}(x, x') = \theta(x', x)\tilde{G}, \quad (331)$$

$$G^-(x, x') = 2\theta(x, x')\tilde{G}(x, x') = -\theta(x, x')\tilde{G}, \quad (332)$$

$$\tilde{G}(x, x') = -2\epsilon(x, x')\tilde{G}(x, x'), \quad (333)$$

$$\tilde{G}(x, x') = -\frac{1}{2}\epsilon(x, x')\tilde{G}(x, x'), \quad (334)$$

where $\theta(x, x')$ and $\epsilon(x, x')$ are the step functions, defined by

$$\theta(x, x') \equiv \begin{cases} 
1 & \text{for } x > x', \\
0 & \text{for } x < x',
\end{cases} \quad (335)$$

$$\epsilon(x, x') = \theta(x, x') - \theta(x', x) = \begin{cases} 
1 & \text{for } x > x', \\
-1 & \text{for } x < x',
\end{cases} \quad (336)$$

We also have

$$G(x, x') = -\theta(x, x')G^+(x, x') + \theta(x', x)G^-(x, x'), \quad (338)$$

$$G^*(x, x') = \theta(x', x)G^+(x, x') - \theta(x, x')G^-(x, x'), \quad (339)$$

$$G^+(x, x') = -\theta(x, x')G(x, x') + \theta(x', x)G^*(x, x'), \quad (340)$$

$$G^-(x, x') = \theta(x', x)G(x, x') - \theta(x, x')G^*(x, x'), \quad (341)$$

which follow from (327), (331), (333), (334), and the identities

$$\theta(x, x')\theta(x', x) = 0 \quad (342)$$

$$[\theta(x, x')]^2 = \theta(x, x') \quad (343)$$

$$[\epsilon(x, x')]^2 = 1 \quad (344)$$

Care should be exercised in the use of the step functions. Strictly speaking, all the equations where $\theta(x, x')$, $\epsilon(x, x')$ appear and their corollaries can be inferred to hold only when one of the two points $x, x'$ is clearly to the future or the past of the other. When the two points are separated by a space-like interval further investigation is needed. We shall see presently that the functions $G^\pm(x, x')$ vanish for finite space-like separations, and hence the investigation reduces to a study of the behavior of the Green’s functions when $x'$ is in the immediate neighborhood of $x$. The study is complicated
by the fact that the Green’s functions are actually distributions rather than ordinary functions. It turns out, in the present case, that the above relations are in fact valid everywhere. Analogous relations, for the Green’s functions of systems more complicated than the neutral scalar meson, however, do not always similarly hold when \( x = x' \). In this work we shall avoid this difficulty by using the step functions only when \( x \neq x' \). We may also remark that there will never be any ambiguity about the Green’s functions themselves. In the present case they are well defined by the integral representation (322), once the contour is chosen.

### 5.2 Symmetries of Green’s functions

For the neutral scalar meson, the reciprocity relations (137) and (187) read

\[
G^\pm(x, x') = G^\mp(x', x),
\]

\[
\tilde{G}(x, x') = -\tilde{G}(x', x),
\]

\[
\bar{G}(x, x') = \bar{G}(x', x).
\]

The contour for the function \( \bar{G} \) corresponds to performing a principal value integration along the real axis. In light of the reality of all the integration variables in this case, and because of the symmetry (in \( p \)) of the denominator of the integrand of (322), we may infer the reality of \( \bar{G} \):

\[
\bar{G}^* = \bar{G}.
\]

Similarly, by performing the transformation \( p \mapsto -p \), paying attention to the contour and using the previous relations, we may infer

\[
G(x, x') = G(x', x),
\]

\[
G^{(1)}(x, x') = G^{(1)}(x', x),
\]

\[
G^{(\pm)}(x, x') = -G^{(\mp)}(x', x),
\]

and

\[
G^{\pm*} = G^\pm,
\]

\[
\tilde{G}^* = \tilde{G},
\]

\[
G^{(1)*} = G^{(1)},
\]

\[
G^{(\pm)*} = -G^{(\pm)},
\]

i.e., \( G^\pm, \tilde{G}, G^{(1)} \) are all real, while \( G^{(\pm)} \) is imaginary; it follows that \( G^* \), as defined above, is the complex conjugate of \( G \).
We note, finally, the differential equations satisfied by the various functions:

\[
\begin{align*}
(\partial_\mu \partial^\mu - m^2) G(x, x') &= (\partial_\mu \partial^\mu - m^2) \tilde{G}(x, x') \\
&= (\partial_\mu \partial^\mu - m^2) G^\pm(x, x') \\
&= -\delta(x, x'), \\
(\partial_\mu \partial^\mu - m^2) \tilde{G}(x, x') &= (\partial_\mu \partial^\mu - m^2) G^{(1)}(x, x') \\
&= (\partial_\mu \partial^\mu - m^2) G^{(\pm)}(x, x') \\
&= 0. 
\end{align*}
\] (356)

\[
\begin{align*}
(\partial_\mu \partial^\mu - m^2) \tilde{G}(x, x') &= (\partial_\mu \partial^\mu - m^2) G^{(1)}(x, x') \\
&= (\partial_\mu \partial^\mu - m^2) G^{(\pm)}(x, x') \\
&= 0. 
\end{align*}
\] (357)

5.3 The Feynman propagator

In harmony with section 2, \( \tilde{G} \) is known as the commutator function, and \( G^{(+)} \), \( G^{(-)} \) are called its positive and negative frequency parts, respectively. \( G^{(1)} \) is known as Hadamard’s elementary function, and \( G \) is called the Feynman propagator. From the relations given above it may be seen that all of the functions which we have introduced may be obtained from the Feynman propagator by splitting it into its real, imaginary, advanced, and retarded parts, and recombining these parts in various ways. It suffices therefore to evaluate the Feynman propagator in order to obtain all the rest. From Fig. it is not hard to see that the contour for the Feynman propagator may be displaced to the real axis provided we give to the mass \( m \) in eq. (322) an infinitesimal negative imaginary part, i.e., we move up the negative pole and move down the positive one in the complex \( p^0 \)-plane. We therefore write

\[
G(x, x') = \frac{1}{(2\pi)^4} \int dp \frac{e^{ip(x-x')}}{m^2 - i\epsilon + p^2}, \quad \epsilon > 0. \tag{358}
\]

with the understanding that the limit \( \epsilon \to 0 \) has to be taken at the end of all integrations. It is important to stress that the Feynman propagator can be obtained by analytic continuation from the unique Green’s function which the operator \( (\partial_\mu \partial^\mu - m^2) \) possesses when the \( x \)-manifold has a positive definite metric. This fact is responsible for many of the remarkable properties which characterize the Feynman propagator, and the analytic continuation method is often employed to obtain it.

Making use of the integral identities

\[
\begin{align*}
\int_0^{+\infty} ds \ e^{-i\xi s - i\epsilon s} &= \frac{1}{i(\xi - i\epsilon)}, \quad \epsilon > 0 \\
\int_{-\infty}^{+\infty} dx \ e^{iax^2} &= \sqrt{\pi/|a|} e^{i\text{sgn}(a)(\pi/4)} \quad a \text{ real}
\end{align*}
\] (359, 360)
(where sgn is the signum function: \( \text{sgn}(a) \equiv a/|a| \)), one obtains

\[
G(x, x') = \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \int dp \ e^{ip(x-x')} e^{-is(m^2+p^2-ic)}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \int dp \ e^{-i[(m^2+p^2-ic)s-p(x-x')]}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)} \int dp \ e^{-isp^2+ip(x-x')}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)} \int dp \ e^{-isp^2+ip(x-x')-i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \ e^{i\left(\frac{x-x'}{2\sqrt{s}}\right)^2}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)} \ e^{i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \int dp \ \bullet
\]

\[
\cdot e^{-i\left(sp^2-p(x-x')+\left(\frac{x-x'}{2\sqrt{s}}\right)^2\right)}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \int dp \ e^{-i\left(\frac{\sqrt{s}p-x+x'}{2\sqrt{s}}\right)^2}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \int dp \ e^{-is\left(p-\frac{x-x'}{2s}\right)^2}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \ \bullet
\]

\[
\cdot \left(\sqrt{\frac{\pi}{s}}\right)^4 (e^{i\text{sgn}(-s)(\pi/4)})^2
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \frac{\pi e^{-i(\pi/4)}}{s^2}
\]

\[
= \frac{i}{(2\pi)^4} \int_0^{+\infty} ds \ e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2} \frac{\pi^2 e^{-i\pi/2}}{s^2}
\]

\[
= \frac{-i^2}{(4\pi)^2} \int_0^{+\infty} ds \ \frac{1}{s^2} e^{-is(m^2-ic)+i\left(\frac{x-x'}{2\sqrt{s}}\right)^2}
\]

\[
= \frac{1}{(4\pi)^2} \int_0^{+\infty} ds \ \frac{1}{s^2} e^{-i(m^2s-(x-x')^2)}
\]

\[
= \frac{1}{(4\pi)^2} \int_0^{+\infty} ds \ e^{-i(m^2s-(\frac{x-x'}{4s})^2)} .
\]

In the final form the negative imaginary part \(-i\epsilon \) attached to \(m^2\) has been dropped, with the understanding that \(G(x, x')\) has to be regarded as the boundary value (on the real axis) of a function of \(m^2\) and \((x - x')^2\) which
is analytic in the lower half $m^2$ plane and in the upper half $(x - x')^2$ plane. The fact that $G(x,x')$ depends on $x$ and $x'$ only through the combination $(x - x')^2$ is a consequence of Lorentz invariance and the homogeneity of flat space-time. We shall see later that in a curved space-time the dependence of $G(x,x')$ on $x$ and $x'$ will not be so simple.

When $(x - x')^2 < 0$ it is convenient to introduce the new variables

\[ z^2 = -m^2(x - x')^2 > 0, \quad z > 0 \]  
\[ u = -2im^2 \frac{z}{z}, \]

which convert (361) to

\[
G(x,x') = \frac{1}{16\pi^2} \int_0^{-i\infty} du \left( -\frac{z}{2im^2} \right) \left( \frac{4m^4}{u^2 z^2} \right) e^{-i\left(-m^2 \frac{uz}{2im^2} + \frac{im^2(x-x')^2}{2uz}\right)}
\]

\[
= \frac{1}{16\pi^2} \int_{-i\infty}^0 du \left( \frac{iz}{2m^2} \right) \left( \frac{4m^4}{u^2 z^2} \right) e\left(\frac{uz}{2} + \frac{m^2(x-x')^2}{2uz}\right)
\]

\[
= \frac{1}{16\pi^2} \frac{2im^2}{z} \int_{-i\infty}^0 du \frac{1}{u^2} e^{\frac{z}{u}}(u - \frac{1}{u})
\]

\[
= \frac{im^2}{8\pi^2} \frac{1}{z} \int_{-i\infty}^0 du \frac{1}{u^2} e^{\frac{z}{u}}(u - \frac{1}{u})
\]

The contour of integration may be deformed in the manner shown in Fig. 2, and in virtue of the well known integral representation

\[ H_1^{(2)}(z) = \frac{1}{i\pi} \int_C du \frac{1}{u^2} e^{\frac{z}{u}}(u - \frac{1}{u}) \]

of the Hankel function of the second kind, of order 1, we finally have

\[
G(x,x') = -\frac{m^2}{8\pi} \frac{H_1^{(2)}(z)}{z}.
\]

### 5.4 Series expansions and singularities

For small values of $z$ (i.e., near the light cone) it is convenient to use the power series expansions

\[ H_1^{(2)}(z) = J_1(z) - iY_1(z), \]
Figure 2: Contour for the Hankel function $H^{(2)}_1(z)$.

\begin{align*}
J_1(z) & = \frac{z}{2} - \frac{z^3}{2^24} + \frac{z^5}{2^44^26} + \ldots, \quad (368) \\
Y_1(z) & = 2\pi \left[ -\frac{1}{z} J_0(z) + (\gamma + \log \frac{i}{\pi}) J_1(z) \\
& \quad - \frac{z}{2} + \frac{z^3}{2^24} (1 + \frac{1}{2}) - \frac{z^5}{2^44^26} (1 + \frac{1}{2} + \frac{1}{3}) + \ldots \right], \quad (369) \\
J_0(z) & = 1 - \frac{z^2}{2^2} + \frac{z^4}{2^44^2} - \ldots, \quad (370) \\
\gamma & = 0.5772\ldots \quad (371)
\end{align*}

Remembering that analytic continuation should be performed in the lower half $z^2$ plane, and making use of the identities, which hold $\forall z^2 \in \mathcal{R}$:

\begin{align*}
\lim_{\epsilon \to 0^+} \frac{1}{z^2 - i\epsilon} & = \frac{1}{z^2} + i\pi\delta(z^2), \quad (372) \\
\lim_{\epsilon \to 0^+} \log(z^2 - i\epsilon) & = \log|z^2| - i\pi\theta(-z^2), \quad (373)
\end{align*}
we find, on splitting the Feynman propagator into its real and imaginary parts
\[ \bar{G}(x, x') = \text{Re}(G)(x, x') = \frac{1}{4\pi} \delta((x - x')^2) \]
\[ -\frac{m^2}{8\pi} \theta(-(x - x')^2) \left[ \frac{1}{2} + \frac{m^2(x - x')^2}{2^24} + \frac{m^4(x - x')^4}{2^246} + \ldots \right], \quad (374) \]
\[ G^{(1)}(x, x') = 2\text{Im}(G)(x, x') = \frac{m^2}{2\pi^2} \left\{ \frac{1}{m^2(x - x')^2} \right\} \]
\[ + [\gamma - \log2 + \log m + \frac{1}{2}\log(x - x')^2] \left[ \frac{1}{2} + \frac{m^2(x - x')^2}{2^24} + \ldots \right] \]
\[ - \frac{1}{4} - \frac{m^2(x - x')^2}{2^24}(1 + \frac{1}{2}) + \frac{m^4(x - x')^4}{2^246}(1 + \frac{1}{2} + \frac{1}{6}) - \ldots \right\}. \quad (375) \]

The Green’s function $G$ (and hence also $G^+$ and $G^-$) is seen to have a $\delta$-distribution type singularity on the light cone $[(x - x')^2 = 0]$ and to vanish outside the light cone $[(x - x')^2 > 0]$. It also vanishes inside the light cone when $m = 0$. In this case we have
\[ \bar{G}(x, x') = \frac{1}{4\pi} \delta((x - x')^2); \quad (376) \]
\[ G^{(1)}(x, x') = \frac{1}{2\pi^2(x - x')^2}; \quad (377) \]
whence, in virtue of eqs. (331) and (332) and the identity
\[ \delta(\xi^2 - a^2) = \frac{1}{2a} [\delta(\xi - a) + \delta(\xi + a)], \quad a > 0 \quad (378) \]
we obtain
\[ G^\pm(x, x') = \frac{1}{4\pi} \frac{1}{|\vec{x} - \vec{x}'|} \delta(x^0 - x'^0 \pm |\vec{x} - \vec{x}'|). \quad (379) \]

### 5.5 Curved space-time formalism

Consider now the scalar field theory obtained by applying the minimal coupling to the gravitational field to the field theory examined in the previous sections:

1. Replace the Minkowski metric $\eta_{\mu\nu}$ by $g_{\mu\nu}$. 

\[\text{This property no longer holds when space-time is curved.}\]
2. Replace ordinary space-time derivatives by the covariant derivatives associated to the (unique) Levi-Civita connection determined by the metric.

3. Multiply the Lagrange function by $|g|^{1/2}$, where $g = \det(g_{\mu\nu})$.

Then the action functional for the theory is

$$S[\phi] = -\frac{1}{2} \int dx |g|^{1/2} \left( \phi_{,\mu}\phi_{,\mu} + m^2 \phi^2 \right).$$

Hence

$$S_1[\phi] = |g|^{1/2} \left( \phi_{,\mu}^\mu - m^2 \phi \right),$$

and

$$S_{11} = |g(x)|^{1/2} \left( \delta(x, x');_{,\mu}^\mu - m^2 \delta(x, x') \right) = |g(x)|^{1/2} \left( \nabla_{\mu}\nabla_{\mu} - m^2 \right) \delta(x, x').$$

Therefore the equation for the Green’s functions is

$$|g(x)|^{1/2} \left( \nabla_{\mu}\nabla_{\mu} - m^2 \right) G(x, x') = -\delta(x, x').$$

A very elegant method for solving this equation exists, which is due to Schwinger. One regards the Green’s function as the matrix element of an operator $G$ in an abstract (nonphysical) Hilbert space:

$$G(x, x') = \langle x | G | x' \rangle,$$

the basis vectors $|x'\rangle$ being eigenvectors of a commuting set of Hermitian operators $x^\mu$

$$x^\mu |x'\rangle = x'^\mu |x'\rangle, \quad \langle x'' | x'\rangle = \delta(x'', x').$$

The differential eq. (383) may then be recast in the operator form

$$(p_\mu |g|^{1/2} g^{\mu\nu} p_\nu + m^2 |g|^{1/2}) G = 1,$$

where the $p_\mu$ are Hermitian operators which satisfy the commutation relations

$$[x^\mu, p_\nu] = i\delta^\mu_\nu, \quad [p_\mu, p_\nu] = 0.$$
5.6 General definition of the Feynman propagator

In order to solve the operator equation (383) we must first decide which Green’s function we want. As in the previous sections, we shall choose the Feynman propagator as the basic Green’s function of interest. However, this immediately begs the question of what we mean by the Feynman propagator when space-time is curved and non-empty. In a flat empty space-time the Feynman propagator can be defined as that Green’s function which propagates positive frequencies into the future and negative frequencies into the past (see eq. (338)). The same definition can be used when space-time is curved provided it becomes asymptotically flat at large space-like and time-like distances and the words “future” and “past” are replaced by “remote future” and “remote past” respectively. Under these circumstances the same variational law holds for the Feynman propagator as well as the retarded and advanced Green’s functions:

\[ \delta G^{ij} = G^{ik} \delta F_l G^{lj}, \]  

(388)

for this law immediately permits the expansion about the flat-empty-space-time values, \(^0F\) and \(^0G\), of the operators \(F\) and \(G\),

\[
G - ^0G = \delta G = (^0G + \delta G)(F - ^0F)(^0G + \delta G) \\
= ^0G U ^0G + \delta G F ^0G + ^0G F \delta G + \delta G F \delta G \\
= ^0G U ^0G + ^0G U ^0GU ^0G + ... 
\]  

(389)

where \(U \equiv F - ^0F\); hence one obtains

\[
G = ^0G + ^0G U ^0G + ^0G U ^0G U ^0G + ... \\
= ^0G (1 - U^0G)^{-1} \\
= (1 - ^0GU)^{-1} ^0G. 
\]  

(390) (391)

We see that the first \(^0G\) standing on the left and the last \(^0G\) standing on the right, in each term of the expansion, do indeed ensure that ultimately only pure positive frequencies are found in the remote future and pure negative frequencies in the remote past, owing to the effectively limited domain over which \(U\) is non-vanishing.

A word is perhaps in order at this point regarding the very special properties the Feynman propagator possesses. When \(F\) is symmetric (and we have always assumed it is) the Feynman propagator is symmetric. Since it also satisfies the variational law it is the only Green’s function which, when regarded as a continuous matrix, obeys all the rules of finite matrix theory. In a certain sense it may therefore be regarded as the inverse of the matrix...
\(-F_j\). In flat space-time its special properties stem from the fact (already noted) that it may be obtained by analytic continuation from the \textit{unique} inverse which \((-F_j)\) possesses in a Euclidean space. When space-time is curved these properties may themselves be used to define the Feynman propagator \textit{even when space-time is not asymptotically flat}.

### 5.7 Integral representation (I)

From the results of the previous sections, we shall obtain the Feynman propagator, in curved space-times as well as flat, simply by giving the mass parameter \(m\) an infinitesimal negative imaginary part. This has the effect of rendering the operator in (386) nonsingular so that inverses may be taken in a simple and direct fashion. It also emphasizes once again that Green’s functions are boundary values of analytic functions. Multiplying equation (386) on the left by \(|g|^{-1/4}\) and on the right by \(|g|^{1/4}\), we obtain

\[
|g|^{-1/4} g_{\mu\nu} p_\mu p_\nu = m^2|g|^{1/4} G|g|^{1/4} = |g|^{-1/4} |g|^{1/4} |g|^{1/4},
\]

\[
|g|^{-1/4} g_{\mu\nu} p_\mu G|g|^{1/4} = 1,
\]

\[
(|g|^{-1/4} g_{\mu\nu} p_\mu |g|^{-1/4} |g|^{1/4} G|g|^{1/4} + m^2 |g|^{1/4} G|g|^{1/4} = 1,
\]

\[
(H + m^2) |g|^{1/4} = 1,
\]

\[
(392)
\]

where

\[
H \equiv |g|^{-1/4} p_\mu |g|^{1/2} g^{\mu\nu} p_\nu |g|^{1/4}.
\]

(393)

Therefore, with the correct prescription for the Feynman propagator:

\[
|g|^{1/4} G|g|^{1/4} = \frac{1}{H + m^2 - i\epsilon} = i \int_0^{+\infty} ds \ e^{-i\epsilon(H + m^2)},
\]

(394)

Taking matrix elements of the previous equation we obtain

\[
|g(x')|^{1/4} G|g(x'')|^{1/4} = i \int_0^{+\infty} ds \ \langle x'|e^{-i\epsilon H}x''\rangle \ e^{-ism^2},
\]

\[
|g'|^{1/4} G|g''|^{1/4} = i \int_0^{+\infty} ds \ \langle x', s|x'', 0\rangle \ e^{-ism^2},
\]

(395)

with

\[
\langle x', s|x'', 0\rangle \equiv \langle x'|e^{-i\epsilon H}x''\rangle.
\]

(396)

Thus we are led to an associated dynamical problem governed by the “Hamiltonian” \(H\).
The “transition amplitude” \( \langle x', s|x'', 0 \rangle \) satisfies the Schrödinger equation
\[
 i \frac{\partial}{\partial s} \langle x', s|x'', 0 \rangle = \langle x', s|H|x'', 0 \rangle = -\langle x', s|x'', 0 \rangle \mu' \mu'' \quad (397)
\]
and the boundary condition
\[
 \langle x', 0|x'', 0 \rangle = \delta(x', x''). \quad (398)
\]
In flat empty space-time, this equation is solved by
\[
 \langle x', s|x'', 0 \rangle_{\text{Minkowski}} = -\frac{i}{16\pi^2} \frac{1}{s^2} e^{\frac{(x' - x'')^2}{4s}}, \quad (399)
\]
which agrees with (361).

In order to discuss the generalization to curved space-time, some insight on auxiliary geometric quantities is necessary.

### 5.8 Auxiliary geometric quantities

#### 5.8.1 k-point tensors

As is well known, a \((r, s)\)-tensor field \( T \) on a manifold \( M \) is a map which assigns to every point \( p \in M \) an element from the direct product of the tangent space \( T_p M \), taken \( r \) times, and the cotangent space \( T^*_p M \), taken \( s \) times:

\[
 T : M \to (TM)^r \otimes (T^* M)^s, \quad p \mapsto T(p) = T^{\mu_1...\mu_r, \nu_1...\nu_s}(p) \frac{\partial}{\partial x^{\mu_1}} \bigg|_p \otimes \ldots \otimes \frac{\partial}{\partial x^{\mu_r}} \bigg|_p \otimes dx^{\nu_1} \bigg|_p \otimes \ldots \otimes dx^{\nu_s} \bigg|_p.
\]

The tensor field concept can be generalized in this way: we shall call \( k \)-point tensor on a manifold \( M \) a map which assigns to every \( k \)-tuple of points in \( M \) an element from the direct product of the tensor spaces built upon those
points:

\[ T : M^k \rightarrow [(TM)^r_1 \otimes (T^*M)^s_1] \otimes ... \otimes [(TM)^r_k \otimes (T^*M)^s_k] , \]

\[ (p^{(1)}, p^{(2)}, ..., p^{(k)}) \mapsto \]

\[ T^{\mu_1^{(1)} ... \mu_r^{(1)} \nu_1^{(1)} ... \nu_s^{(1)} ... \mu_1^{(k)} ... \mu_r^{(k)} \nu_1^{(k)} ... \nu_s^{(k)}}_{\nu_1^{(1)} ... \nu_s^{(1)} ... \nu_1^{(k)} ... \nu_s^{(k)}} (p^{(1)}, p^{(2)}, ..., p^{(k)}) . \]

\[ \ldots \frac{\partial}{\partial x^{(1)}} \left|_{p^{(1)}} \right. \otimes \ldots \otimes \frac{\partial}{\partial x^{(k)}} \left|_{p^{(k)}} \right. \otimes dx^{(1)} \left|_{p^{(1)}} \right. \otimes \ldots \otimes dx^{(k)} \left|_{p^{(k)}} \right. \otimes \ldots \]

\[ \ldots \frac{\partial}{\partial x^{(1)}} \left|_{p^{(1)}} \right. \otimes \ldots \otimes \frac{\partial}{\partial x^{(k)}} \left|_{p^{(k)}} \right. \otimes dx^{(1)} \left|_{p^{(1)}} \right. \otimes \ldots \otimes dx^{(k)} \left|_{p^{(k)}} \right. \otimes \ldots \]

(401)

Roughly speaking, whenever \( k - 1 \) points (however chosen) are held fixed, a \( k \)-point tensor becomes a tensor field.

5.8.2 Geodesics

For a detailed discussion on geodesics on a Riemannian manifold, see [17]; for a Lorentzian manifold, see [16]. Here we will only introduce tools necessary for later treatise. As is well known, given a connection \( \nabla \) on a manifold \( M \), there is exactly one parallel transport on \( M \), i.e., exactly one way to parallel transport a given vector along any curve; one shall define geodesic (associated to that connection) any curve whose tangent vector is parallel transported along the curve. If \( M \) is a (pseudo-) Riemannian manifold with metric tensor \( g \), and \( \nabla \) is the unique Levi-Civita connection associated to that metric, then, given two close enough points, the curve for which the length functional (associated to the metric \( g \)) is stationary (on the curves which connect those points) is a geodesic.

In fact the equations for a geodesic \( x(\tau) \) with affine parameter,

\[ \ddot{x}^\mu(\tau) + \Gamma^\mu_{\rho\sigma}(x(\tau))\dot{x}^\rho(\tau)\dot{x}^\sigma(\tau) = 0 \]  

(402)

are precisely the Euler-Lagrange equations associated to the functional

\[ S[x(\tau)] = \text{Length}[x(\tau)] = \int d\tau \ L(x(\tau), \dot{x}(\tau)) = \int d\tau \ [\pm \dot{x}^\rho g_{\rho\sigma} \dot{x}^\sigma]^{1/2} \]
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\[
\frac{\delta S}{\delta x^\mu} = \frac{\partial L}{\partial x^\mu} - \frac{d}{d\tau} \frac{\partial L}{\partial \dot{x}^\mu} = \frac{1}{2} \left[ \pm \dot{x}^\rho g_{\rho\sigma} \dot{x}^\sigma \right]^{-1/2} \left[ \pm g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma \mp \frac{d}{d\tau} \left( 2 g_{\mu\sigma} \dot{x}^\sigma \right) \right] = \frac{1}{L} \left[ \frac{d}{d\tau} \left( g_{\mu\sigma} \dot{x}^\sigma \right) - \frac{1}{2} g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma \right] = \frac{1}{L} \left( g_{\mu\sigma} \dot{x}^\sigma + \frac{d}{d\tau} \left( g_{\mu\sigma} \dot{x}^\sigma - \frac{1}{2} g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma \right) \right) = \frac{1}{L} \left( g_{\mu\sigma} \dot{x}^\sigma + \frac{1}{2} g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma + \frac{1}{2} \frac{d}{d\tau} \left( g_{\mu\sigma} \dot{x}^\sigma - \frac{1}{2} g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma \right) \right) = 0,
\]
\[
g_{\mu\sigma} \ddot{x}^\sigma + \frac{1}{2} g_{\rho\sigma,\mu} \dot{x}^\rho \dot{x}^\sigma = 0, \quad \text{(403)}
\]
Raising the index \( \mu \), we obtain
\[
\dddot{x}^\mu + \frac{1}{2} g^{\mu\nu} \left( g_{\nu\sigma,\rho} + g_{\nu\rho,\sigma} - g_{\rho\sigma,\nu} \right) \dot{x}^\rho \dot{x}^\sigma = 0, \quad \text{(404)}
\]
which are exactly the geodesic equations, being
\[
\Gamma_{\sigma\rho}^\mu = \frac{1}{2} g^{\mu\nu} \left( g_{\nu\sigma,\rho} + g_{\nu\rho,\sigma} - g_{\rho\sigma,\nu} \right). \quad \text{(405)}
\]
As is straightforward to verify, the same equations are obtained considering the functional
\[
S[x(\tau)] = \int d\tau L(x(\tau), \dot{x}(\tau)) = \int d\tau \frac{1}{2} \dot{x}^\rho g_{\rho\sigma} \dot{x}^\sigma.
\]
Since a variational principle has been introduced, the theory of geodesics may be viewed formally as a dynamical theory, and all the results of Hamilton-Jacobi theory can be immediately applied to it. The “conjugate momenta” and “Hamiltonian” are given by
\[
p_\mu \equiv \frac{\partial L}{\partial \dot{x}^\mu} = g_{\mu\nu} \dot{x}^\nu \equiv \dot{x}_\mu, \quad \text{(406)}
\]
\[
H \equiv p_\mu \dot{x}^\mu - L = \dot{x}_\mu \dot{x}^\mu - \frac{1}{2} \dot{x}^\mu g_{\mu\nu} \dot{x}^\nu = L. \quad \text{(407)}
\]
Hence we are led to the “energy integral” for the geodesics:
\[
H = L = \frac{1}{2} \dot{x}^\rho g_{\rho\sigma} \dot{x}^\sigma = \frac{1}{2} \left( \frac{ds}{d\tau} \right)^2 = \text{const}, \quad \text{(408)}
\]
where \( s \) is the arc length defined on the curve; the action functional on a solution, i.e., a geodesic, whose endpoints are \( x(\tau) \equiv x, \ x(\tau') \equiv x' \), reduces
where the *bi-scalar* $\sigma(x,x')$, which we shall call *geodetic interval* or *world function*, is equal to one half the square of the distance along the geodesic between $x$ and $x'$.

The bi-scalar of geodetic interval satisfies an important differential equation which follows immediately from the Hamilton-Jacobi equation for the action $S$; we have

$$p_\mu = \frac{\partial S}{\partial x^\mu} = \frac{\sigma_{\mu}^{\mu}}{\tau - \tau'}, \quad (410)$$

$$0 = \frac{\partial S}{\partial \tau} + H = -\frac{\sigma(x,x')}{(\tau - \tau')^2} + \frac{1}{2}p_\mu p^\mu, \quad (411)$$

where $p_\mu$ is now the “momentum” at $x$ corresponding to the geodesic defined by the endpoints $x$, $x'$; therefore the world function is the solution of the Cauchy problem

$$\begin{align*}
\frac{1}{2}\sigma_{\mu}\sigma^{\mu} &= \sigma, \\
\sigma(x',x') &= 0.
\end{align*} \quad (412)$$

Obviously, the Hamilton-Jacobi equation holds on the other endpoint too; then

$$\frac{1}{2}\sigma_{\mu}\sigma^{\mu} = \frac{1}{2}\sigma_{\nu}\sigma^{\nu} = \sigma. \quad (413)$$
In other words, $\sigma_{\mu}$ is a vector of length equal to the distance along the geodesic between $x$ and $x'$, tangent to the geodesic at $x$, and oriented in the direction $x' \to x$, while $\sigma_{\mu'}$ is a vector of equal length, tangent to the geodesic at $x'$, and oriented in the opposite direction. The geodetic interval itself is obviously a symmetric function of $x$ and $x'$:

$$\sigma(x, x') = \sigma(x', x). \quad (414)$$

### 5.8.3 Caustic surfaces

In a general Riemannian manifold the geodetic interval is not single-valued, except when $x$ and $x'$ are sufficiently close to one another. The geodesics emanating from a given point will often, beyond a certain distance, begin to cross over one another. The locus of points at which the onset of overlap occurs forms an envelope of the family of geodesics, known as a caustic surface. The equation for the caustic surface relative to a given point can be expressed in terms of the quantity $\det(\sigma_{\mu\nu})$.

In fact, a geodesic can be specified by means of its endpoints or by means of one of its endpoints together with a tangent vector at that point having a length equal to the length of the geodesic. Therefore we can vary $\sigma_{\mu'}$ holding $x'$ fixed, and evaluate the resulting variation in $x$; it is straightforward to obtain

$$\delta \sigma_{\mu'} = \sigma_{\mu'\nu} \delta x^\nu; \quad (415)$$

therefore

$$\delta x^\mu = -D^{-1}_{\mu\nu'} \delta \sigma_{\nu'}, \quad (416)$$

where $D^{-1}_{\mu\nu'}$ is the inverse transpose of the finite matrix having the elements $D_{\rho\nu'} = -\sigma_{\nu'\rho}$, i.e.,

$$D^{-1}_{\mu\nu'} D_{\rho\nu'} = -D^{-1}_{\mu\nu'} \sigma_{\nu'\rho} = \delta^\mu_\rho. \quad (417)$$

When $D^{-1}_{\mu\nu'}$ is a singular matrix, it is possible to choose a variation in $\sigma_{\mu'}$ which produces no variation in the $x$. The point $x$ then lies on the caustic surface relative to $x'$, and the condition for this is evidently $D^{-1} = 0$, where

$$D = -\det(D_{\mu\nu'}) \quad (418)$$

the minus sign expressing a convention appropriate to the metric of space-time. In 4-dimensional space-time the caustic surface will usually be a 3-dimensional hypersurface, but degenerate forms having fewer dimensions, including zero (focal points) can occur. It will be noted that variations of $\sigma_{\mu'}$ which leave $x$ unchanged must be orthogonal to $\sigma_{\mu'}$; that is, the length
of the geodesic itself must remain unchanged. This may be inferred by taking
the derivative of the Hamilton-Jacobi equation (412):

\[ \sigma^{\mu} \sigma_{;\mu} = \sigma_{;\mu}, \]  

(419)

and recasting it in the form

\[ -D^{-1}_{\mu\nu} \sigma_{;\nu} = \sigma_{;\mu} \neq 0, \]  

(420)

which shows, together with (416) that changing the length of \( \sigma_{;\mu} \) without
changing its direction necessarily shifts \( x \) a proportional distance: in fact, by
taking \( \delta \sigma_{;\mu} = \varepsilon \sigma_{;\mu} \), one obtains

\[ \delta x^\mu = -D^{-1}_{\mu\nu} \delta \sigma_{;\nu} = -\varepsilon D^{-1}_{\mu\nu} \sigma_{;\nu} \]  

(421)

\subsection{5.8.4 Divergence of geodesics}

The determinant \( D \) is a bi-density, of unit weight at both \( x \) and \( x' \). Not
surprisingly it plays a fundamental role in the description of the rate at which
geodesics emanating from fixed points diverge from or converge toward one
another. If we differentiate eq. (419) with respect to \( x^\rho \) and we note that
the indices \( \mu \) and \( \rho \) commute, we get

\[ \sigma_{;\mu} \sigma_{;\rho} + \sigma_{;\mu} \sigma_{;\rho} = \sigma_{;\nu} \rho, \]  

\[ \sigma_{;\mu} \sigma_{;\rho} + \sigma_{;\mu} \sigma_{;\rho} = \sigma_{;\nu} \rho, \]  

\[ -\sigma_{;\mu} D_{\mu\nu} - \sigma_{;\nu} D_{\mu\nu} = -D_{\mu\nu}, \]  

\[ D_{\mu\nu} = \sigma_{;\mu} D_{\mu\nu} + \sigma_{;\nu} D_{\mu\nu}. \]  

(422)

which, on multiplication by \( D^{-1}_{\mu\nu} \), gives

\[ D_{\mu\nu} D^{-1}_{\mu\nu} = \sigma_{;\mu} D_{\mu\nu} D^{-1}_{\mu\nu} + \sigma_{;\rho} D_{\rho\nu} D^{-1}_{\mu\nu} \]  

\[ -\delta^\rho_{\nu} = -\sigma_{;\rho} \delta^\rho_{\nu} - \sigma_{;\mu} D_{\rho\mu} \]  

\[ 4 = \sigma_{;\mu} + \sigma_{;\nu} D^{-1}_{\mu\nu} \]  

(423)

The significance of this equation may be made transparent by first replacing
\( D \) with the bi-scalar

\[ \Delta \equiv \left| g \right|^{-1/2} D \left| g' \right|^{-1/2} \]  

(424)
and observing that the operator $\sigma^\mu \partial_\mu$ gives the derivative of any function along the geodesic from $x'$. Thus

$$\sigma^\mu \partial_\mu f = (\tau - \tau') \dot{f}$$

(426)

where $f$ is any scalar. Arbitrarily setting $\tau' = 0$, we may recast eq. (424) in the form

$$\sigma^\mu = 4 - \frac{d(\log \Delta)}{d(\log \tau)}.$$  

(427)

In fact

$$\sigma^\mu D^{-1} D_{;\mu} = \sigma^\mu \left( |g|^{1/2} \Delta |g'|^{1/2} \right)^{-1} \left( |g|^{1/2} \Delta |g'|^{1/2} \right)_{;\mu}$$

$$= \sigma^\mu |g|^{-1/2} \Delta^{-1} |g'|^{-1/2} |g|^{1/2} \Delta_{;\mu} |g'|^{1/2}$$

$$= \sigma^\mu \Delta^{-1} \Delta_{;\mu}$$

$$= \sigma^\mu (\log \Delta)_;\mu$$

$$= \tau \frac{d}{d\tau} (\log \Delta)$$

$$= \frac{d(\log \Delta)}{d(\log \tau)}.$$  

(428)

From (427) it follows immediately that $\Delta$ increases or decreases along each geodesic from $x'$ according as the rate of divergence of the neighboring geodesics from $x'$, which is measured by $\sigma^\mu_{;\mu}$, is less than or greater than 4, the rate in flat space-time. If the divergence rate becomes negatively infinite a caustic surface develops and $\Delta$ blows up.

### 5.8.5 Geodetic parallel displacement

Another geometrical quantity of fundamental importance is the \textit{geodetic parallel displacement bi-vector}, $g_{\mu\nu'}$, which is defined by the differential equations

$$\sigma^\eta g_{\mu\nu';\eta} = 0$$  

(429)

together with the boundary condition

$$\lim_{x' \to x} g_{\mu\nu'} = g_{\mu\nu}.$$  

(430)

The bi-vector $g_{\mu\nu'}$ gets its name from the fact that the result of applying it, for example, to a local contravariant vector $A^{\mu'}$ at $x'$, is to obtain the covariant form or the vector which results from displacing $A^{\mu'}$ in a parallel fashion along the geodesic from $x'$ to $x$. This follows from the defining eq. 88
which requires the covariant derivative of $g_{\mu'\nu'}$ to vanish in directions tangent to the geodesic: in fact
\[
\frac{d}{d\tau} \left( g_{\mu'\nu'} A^\nu \right) = \frac{\sigma^\mu}{\tau} \left( g_{\mu'\nu'} A^\nu \right)_;\rho
\]
\[= \frac{1}{\tau} \sigma^\rho g_{\mu'\nu'} A^\nu
\]
\[= 0, \tag{431}
\]
and
\[
\lim_{x \to x'} g^{\rho\mu} g_{\mu'\nu'} A^\nu = g^{\rho\mu'} g_{\mu'\nu'} A^\nu
\]
\[= g^{\rho\mu'} A^\nu
\]
\[= A^\nu. \tag{432}
\]
From its geometrical significance and the fact that tangents to a geodesic are self-parallel the following properties of $g_{\mu'\nu'}$ are obvious:
\[
g^{\nu';\mu} = -\sigma^{\nu';\mu}, \quad g^{\nu';\mu} = -\sigma^{\nu';\mu}, \tag{433}
\]
\[
\sigma^{\nu';\mu} g_{\mu';\nu'} = 0, \tag{434}
\]
\[
g_{\mu'\nu'} = g_{\nu'\mu'}, \tag{435}
\]
\[
g_{\mu'\nu'} g^{\rho'\nu'} = g_{\mu'\nu'}, \quad g_{\mu'\nu'} g^{\rho'\nu'} = g_{\mu'\nu'}, \tag{436}
\]
\[
\det(-g_{\mu'\nu'}) = |g|^{1/2} |g'|^{1/2}. \tag{437}
\]
In a similar manner one may define a \textit{geodetic parallel displacement bi-spinor} $I(x, x')$ which satisfies
\[
\sigma^{\mu;\nu} I_{\mu'} = 0, \tag{438}
\]
\[
\lim_{x' \to x} I = \text{unity matrix}, \tag{439}
\]
and which transforms like $\psi \equiv \psi(x)$ at $x$ and like $\psi' \equiv \psi(x')$ at $x'$.

5.9 Integral representation (II)

Now we are ready to propose an ansatz to solve (397), (398): in (399), replace
\[
\frac{1}{s^2} \mapsto \frac{D(x, x')^{1/2}}{s^2} \tag{440}
\]
\[
(x - x')^2 \mapsto 2\sigma(x, x') \tag{441}
\]
and multiplicate by a power series in $(is)$:
\[
\sum_{n=0}^{+\infty} a_n(x, x')(is)^n, \tag{442}
\]
\[
\lim_{x' \to x} a_0(x, x') = 1, \tag{443}
\]
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Then the ansatz is

\begin{equation}
\langle x', s | x'', 0 \rangle = -\frac{i}{16\pi^2} \frac{D(x, x')^{1/2}}{s^2} e^{2i(x\cdot x')} \sum_{n=0}^{+\infty} a_n(x, x')(is)^n, \tag{444}
\end{equation}

\begin{equation}
\lim_{x' \to x} a_0(x, x') = 1. \tag{445}
\end{equation}

A requirement for the ansatz to be meaningful is the existence of a recurrence relation for the unknown \(a_n\)'s. Inserting (444) in (397), the lhs is:

\begin{equation}
\frac{i}{\partial s} \langle x', s | x'', 0 \rangle = \frac{i}{\partial s} \left( -\frac{i}{16\pi^2} \frac{D^{1/2}}{s^2} e^{2i(x\cdot x')} \sum_{n=0}^{+\infty} a_n(is)^n \right)
\end{equation}

\begin{equation}
= \frac{D^{1/2}}{16\pi^2} \frac{\partial}{\partial s} \left( \frac{1}{s^2} e^{2i\frac{x}{s}} \sum_{n=0}^{+\infty} a_n(is)^n \right)
\end{equation}

\begin{equation}
= \frac{D^{1/2}}{16\pi^2} e^{2i\frac{x}{s}} \left( -\frac{2}{s^3} \sum_{n=0}^{+\infty} a_n(is)^n + \frac{1}{s^2} \frac{-i\sigma}{2s^2} \sum_{n=0}^{+\infty} a_n(is)^n 
\right.
\end{equation}

\begin{equation}
+ \frac{1}{s^2} \sum_{n=1}^{+\infty} ina_n(is)^{n-1}
\end{equation}

\begin{equation}
= \frac{D^{1/2}}{16\pi^2} e^{2i\frac{x}{s}} \left( \sum_{n=0}^{+\infty} (-2i^3 a_n)(is)^{n-3} + \sum_{n=0}^{+\infty} (-i4^4 \sigma a_n/2)(is)^{n-4} 
\right.
\end{equation}

\begin{equation}
+ \sum_{n=1}^{+\infty} (i2^2 na_n)(is)^{n-3}
\end{equation}

\begin{equation}
= \frac{iD^{1/2}}{16\pi^2} e^{2i\frac{x}{s}} \left( \sum_{n=0}^{+\infty} (2a_n)(is)^{n-3} + \sum_{n=0}^{+\infty} (-\sigma a_n/2)(is)^{n-4} 
\right.
\end{equation}

\begin{equation}
+ \sum_{n=1}^{+\infty} (-na_n)(is)^{n-3}, \tag{446}
\end{equation}
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while the rhs is

\[
- \langle x', s|x'', 0 \rangle \mu = - \left( \frac{-i}{16\pi^2} \frac{D^{1/2}}{s^2} e^{i\frac{D}{s^2}} \sum_{n=0}^{+\infty} a_n(is)^n \right)^\mu = \\
\frac{i}{16\pi^2 s^2} \left( D^{1/2} e^{i\frac{D}{s^2}} \sum_{n=0}^{+\infty} a_n(is)^n \right)^\mu \\
\frac{i}{16\pi^2 s^2} e^{i\frac{D}{s^2}} \left( D^{1/2} \sum_{n=0}^{+\infty} a_n(is)^n + D^{1/2} \left( \frac{i}{2s} \right)^2 \sigma_{\mu} \sigma^{\nu} \sum_{n=0}^{+\infty} a_n(is)^n \right) + D^{1/2} \sum_{n=0}^{+\infty} a_{n\mu}(is)^n + 2D^{1/2} \left( \frac{i}{2s} \right) \sigma_{\mu} \sum_{n=0}^{+\infty} a_n(is)^n + 2D^{1/2} \mu \sum_{n=0}^{+\infty} a_n^\mu(is)^n \right) \\
- \frac{iD^{1/2}}{16\pi^2} e^{i\frac{D}{s^2}} \left( \sum_{n=0}^{+\infty} \frac{D^{1/2}}{D^{1/2}} a_n(is)^{n-2} \right) + \sum_{n=0}^{+\infty} -\sigma_{\mu}^\mu a_n(is)^{n-3} + \sum_{n=0}^{+\infty} \frac{\sigma_{\mu}}{4} a_n(is)^{n-4} + \sum_{n=0}^{+\infty} a_{n\mu}(is)^n + \sum_{n=0}^{+\infty} -\frac{D^{1/2}}{D^{1/2}} \sigma_{\mu} a_n(is)^{n-3} + \sum_{n=0}^{+\infty} 2D^{1/2} a_{n\mu}(is)^{n-2} + \sum_{n=0}^{+\infty} (-\sigma_{\mu} a_n^\mu)(is)^{n-3} \right);
\]

(447)
exploiting (412) and (423), one obtains

\[
- \langle x', s | x'', 0 \rangle_{\mu}^\mu = - \frac{iD^{1/2}}{16\pi^2} e^{i\frac{\pi}{2}} \left( \sum_{n=0}^{+\infty} \frac{D^{1/2}_{1/2} \mu}{D^{1/2}} a_n (is)^{n-2} + \sum_{n=0}^{+\infty} (-2a_n (is)^{n-3} + \sum_{n=0}^{+\infty} \frac{\sigma}{2} a_n (is)^{n-4} + \sum_{n=0}^{+\infty} a_{n+1} \mu (is)^{n-2} + 2D^{1/2}_{1/2} \mu a_n (is)^{n-2} \right)
\]

Finally, equating lhs and rhs one obtains

\[
0 = \frac{iD^{1/2}}{16\pi^2} e^{i\frac{\pi}{2}} \left( \sum_{n=0}^{+\infty} (-na_n (is)^{n-3} + \sum_{n=0}^{+\infty} \Delta^{-1/2} (\Delta^{1/2} a_n)_{,\mu} (is)^{n-2} + \sum_{n=0}^{+\infty} (-\sigma_{,\mu} a_n (is)^{n-3}) \right)
\]

The necessary and sufficient condition for this equation to be satisfied for every \(s\) is the multiplicative coefficient of every monomial \((is)^k\) be zero; therefore

\[
(is)^{-3} : \sigma_{,\mu} a_0^{,\mu} = 0, \quad (450)
\]

\[
(is)^k, \; k > -3 : \quad \sigma_{,\mu} a_{n+1}^{,\mu} + (n + 1) a_{n+1} = \Delta^{-1/2} (\Delta^{1/2} a_n)_{,\mu}. \quad (451)
\]

In view of (438) and (439) the equations for \(a_0\) are solved by

\[
a_0(x, x') = I(x, x'), \quad (452)
\]

while the recurrence relation (451) may be solved by integrating along each geodesic emanating from \(x'\); in fact, multiplying the lhs by \(\tau''\), where \(\tau''\) is the parameter labeling a point \(x''\) on the geodesic between \(x' (\tau'' = 0)\) and
\[ x(\tau'' = \tau), \text{one obtains} \]
\[
\tau^n \sigma_{\mu} a_{n+1 i \mu}(x(\tau''), x') + (n + 1) \tau^n a_{n+1}(x(\tau''), x') =
\]
\[
= \tau^{n+1} \frac{d}{d\tau''} a(x(\tau''), x') + \left( \frac{d}{d\tau''} \tau^{n+1} \right) a_{n+1}(x(\tau''), x')
\]
\[
= \frac{d}{d\tau''} \left( \tau^{n+1} a_{n+1}(x(\tau''), x') \right), \quad (453)
\]
therefore
\[
a_{n+1}(x, x') = \tau^{-n-1} \int_0^\tau d\tau'' \tau''^n \Delta^{n-1/2}(\Delta^{1/2} a''_{n+1})_{\mu''} \mu''^{(454)}
\]

### 5.10 Series expansions

Inserting (444) in (395), we now get
\[
G(x, x') = \frac{\Delta^{1/2}}{(4\pi)^2} \int_0^\infty ds \frac{1}{s^2} e^{-i(m^2 s - \frac{\tau'}{2})} \sum_{n=0}^{+\infty} a_n(is)^n
\]
\[
= \frac{\Delta^{1/2}}{(4\pi)^2} \sum_{n=0}^{+\infty} a_n \left( -\frac{\partial}{\partial m^2} \right)^n \int_0^\infty ds e^{-i(m^2 s - \frac{\tau'}{2})}. \quad (455)
\]
The latter integral has already been evaluated (eqs. (361) and (366)). Breaking the Feynman propagator into its real and imaginary parts and making use of the expansions (374) and (375), we obtain, upon carrying out the
differentiations with respect to \( m^2 \),

\[
G(x, x') = \bar{G}(x, x') + \frac{1}{2} G^{(1)}(x, x'),
\]

\[
\bar{G}(x, x') = \frac{\Delta^{1/2} I}{8\pi} \delta(\sigma) - \frac{\Delta^{1/2} I}{8\pi} \theta(-\sigma) \left[ \frac{1}{2}(m^2 I - a_1) + \frac{2\sigma}{2^4} (m^4 I - 2m^2 a_1 + 2a_2) + \frac{(2\sigma)^2}{2^{24} 6} (m^6 I - 3m^4 a_1 + 6m^2 a_2 - 6a_3 + \ldots) \right], \tag{456}
\]

\[
G^{(1)}(x, x') = \frac{\Delta^{1/2} I}{4\pi^2 \sigma} + \frac{\Delta^{1/2}}{2\pi^2} (\gamma - \frac{1}{2}\log 2 + \frac{1}{2}\log |2m^2\sigma|) \cdot \\
\cdot \left[ \frac{1}{2}(m^2 I - a_1) + \frac{2\sigma}{2^4} (m^4 I - 2m^2 a_1 + 2a_2) + \ldots \right] - \frac{\Delta^{1/2}}{2\pi^2} \left[ \frac{1}{4}m^2 I + \frac{2\sigma}{2^4} \left( \frac{5}{4}m^4 I - 2m^2 a_1 + a_2 \right) + \frac{(2\sigma)^2}{2^{24} 6} \left( \frac{5}{3}m^6 I - \frac{9}{2}m^4 a_1 + \frac{15}{2}m^2 a_2 - \frac{9}{2}a_3 \right) + \ldots \right] + \frac{\Delta^{1/2}}{2\pi^2} \left[ \left( \frac{a_2}{m^2} + \frac{a_3}{4m^4} + \frac{a_4}{2m^6} + \ldots \right) \right. \\
- \frac{2\sigma}{2^4} \left( \frac{a_3}{m^2} + \frac{a_4}{m^4} + \ldots \right) + \ldots \right]. \tag{457}
\]

Several comments must be made about these expansions. First, there is the obvious remark that they are useful only for small values of \( \sigma \). However, this is precisely the domain in which we are often interested, particularly in renormalization theory. We note that the Feynman propagator has, at \( \sigma = 0 \), the same types of singularity in the presence of a gravitational field as it has in a flat empty space-time. The Green’s function \( \bar{G} \), which can be split into the advanced and retarded Green’s functions, has a \( \delta \)-distribution singularity on the light cone and vanishes outside. We note, however, that when \( m = 0 \), it no longer vanishes inside the light cone as it does when space-time is flat and empty. Instead, we have

\[
\bar{G} = \frac{\Delta^{1/2} I}{8\pi} \delta(\sigma) + \frac{\Delta^{1/2}}{16\pi} \theta(-\sigma) \left( a_1 - \frac{\sigma}{2} a_2 + \frac{\sigma^2}{2 \cdot 4} a_3 - \ldots \right). \tag{458}
\]

It is important to observe in this connection that although the expansion in terms of the \( a \)'s can be used for \( \bar{G} \) when \( m = 0 \), it cannot be used for \( G^{(1)} \).
This may be seen from the last line of (457) which shows that an expansion in inverse powers of $m^2$ is involved. When $m$ is vanishing, alternative methods, based either on special properties of the fields or on perturbation theory, must be found for evaluating the Feynman propagator.

6 Conclusions

This work has pedagogical purposes, hence the particular care in calculations, most of which are explicitly shown. A powerful formalism for gauge field theories has been described and has been used to obtain a manifestly covariant quantization of such theories, even in curved space-time; an important application is the evaluation of physical observables, such as the stress-energy tensor through point-split regularization: in any theory of interacting fields the set of currents that describe the interaction is of fundamental importance; in General Relativity, these currents are the components of the stress-energy tensor, therefore the main problem in developing a quantum field theory in curved space-time is precisely to understand the stress-energy tensor (see [9]).

One fundamental result is that it can always be expressed through Feynman’s Green function and its derivatives (see [22], [23], [24], [9]) but the actual task is to give it meaning by some subtraction process. A regularization, or subtraction, process conventionally makes use of the vacuum state, but in a curved space-time, this notion is not trivial, as already stressed. Compared to the flat space-time case, in a curved background the resulting renormalized stress-energy tensor is covariantly conserved, of course, but it possesses a state-independent anomalous trace (see [25]).

Currently the author is working on the study of the stress-energy tensor for Maxwell’s theory, along the lines of Christensen’s work, which is a cornerstone in this area (see [23] and [24]). Last, it is important to emphasize that similar calculations appear interestingly also in the context of effective action in curved space-time, whose divergent part is essential to discuss renormalization group equations for the Newton constant and the cosmological constant (see [26]).
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