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Many cultural traits characterizing intelligent behaviors are now thought to be transmitted through statistical learning, motivating us to study its effects on cultural evolution. We conduct a large-scale music data analysis and observe that various statistical parameters of musical products approximately follow the beta distribution and other conjugate distributions. We construct a simple model of cultural evolution incorporating statistical learning and analytically show that conjugate distributions emerge at equilibrium in the presence of oblique transmission. The results demonstrate that the distribution of a cultural trait within a population depends on the individual's model for cultural production (the conjugate distribution law), and reveal interesting possibilities for theoretical and experimental studies on cultural evolution and social learning.

I. INTRODUCTION

Cultural transmission and evolution are essential to the development of human society [1]. The common approach to studying these processes is to analyze dynamical systems or stochastic processes that incorporate the transmission, selection, and mutation processes of cultural traits [2, 3]. The well-developed theories of genetic evolution and population dynamics can be applied for understanding the dynamics of some cultural traits such as an individual's native language (English/French/etc.) [2, 4, 5]. However, many cultural traits characterizing intelligent behaviors such as speech (accent, speech speed, etc.) are transmitted in a manner quite different from gene replication. Studies on information and cognitive sciences have provided accumulating evidence that such intelligent behavior often involves a stochastic data production process. It has also been indicated that statistical parameters controlling the process are transmitted from individuals to individuals through statistical learning of the generated cultural products (e.g. [6–8]). This motivates us to study the signatures and consequences of statistical learning from the perspectives of cultural evolution and social learning [9–14].

Signatures of the underlying dynamical process in complex biological and social systems are often presented as distribution laws that characterize the collective behavior of a system. If found, these distribution laws can serve as nontrivial constraints in model building and facilitate the theoretical understanding of the process. Examples of such distribution laws include Zipf’s law for the mobile dynamics of interacting individuals [15] and for chemical reaction dynamics in self-reproducing cells [16], and Taylor’s law for the random diffusion process of traffic networks [17].

There are ongoing projects on the big-data analysis of cultural products [18–20], and it has been found by analyzing classical music data that the frequencies of certain musical elements characterizing music styles exhibit approximate beta distributions [21]. The beta distribution is known in Bayesian statistics as an instance of conjugate distributions; a conjugate distribution is defined as a distribution that can parameterize both the prior and posterior distributions of some statistical model [22]. This observation suggests a connection between the distribution form of a cultural trait and the statistical learning process involved in the transmission of the trait. However, a theoretical foundation for understanding this connection has not yet been established.

The purpose of this study is to quantitatively understand how the distribution of a cultural trait evolves through a transmission process involving statistical learning. First, a number of statistical traits in music data are analyzed to extract empirical distribution laws. We analyze various frequency statistics in music data created in different societies, which extends the observations in Ref. [21]. In addition, global musical statistics such as the note density and scale of pitch intervals were analyzed. These analyses suggest a general relationship between trait distribution and the underlying statistical model for cultural production. Next, a model of cultural evolution incorporating statistical learning is studied and a relationship between the data production model and the equilibrium distribution of the corresponding trait is derived under simple and general assumptions regarding the transmission process. The theoretical results explain the empirical distribution laws and extend them to a large class of cultural data production processes. We also explore two applications of the present theory: (i) an efficient method for estimating trait distributions from small-size data and (ii) reproducing the evolution of some musical features in classical music data.

II. EXPERIMENTAL OBSERVATION

To extract empirical distribution laws in cultural data and, in particular, examine the ubiquity of the beta distribution law, we analyzed four datasets of music created in different societies and observed the distributions of fre-
As shown in Fig. 1, approximate beta distributions were observed for various musical elements across different datasets, which extensively generalize the previous observation of beta distributions in classical music data.

FIG. 1. Within-corpus distributions of within-song frequencies of pitch-class intervals (PCIs) and note-value ratios (NVRs) with fitted beta distributions. (a) Wikifonia PCI 9, (b) J-pop NVR 1:4, (c) Classical PCI 8, (d) Irish NVR 1:2, (e) Classical PCI 6, (f) J-pop PCI 5, (g) Irish PCI 10, (h) Wikifonia NVR 1:3, and (i) Irish NVR 1:1 (‘PCI r’ represents PCIs of r semitones). Numbers in panels indicate ranks of fitting quality (ordered in cumulative difference of data and fitted distributions).

FIG. 2. Complementary cumulative distribution functions of p-values of KS statistics for fittings with beta, log-normal, and Gaussian distributions.

[21]. We note that the beta distributions have only two parameters; for example, when the parameters are adjusted to match the mean and the variance, the third moment or skewness can no longer be freely adjusted. Two-thirds of the 77 distributions analyzed had a fitting quality (measured by the cumulative difference of the data and fitted distributions) similar to or better than that of the example in Fig. 1(h). As exemplified in Fig. 1(i), distributions that significantly deviated from the beta distribution were typically widespread and had multiple peaks corresponding to distinct music styles (e.g. duple rhythm vs dotted rhythm).

To quantify the fitting quality more formally and compare it with alternative hypotheses, the distribution of the p-values of the Kolmogorov–Smirnov (KS) statistics is shown in Fig. 2. As alternative hypotheses, the log-normal and Gaussian distributions are compared in the figure; these distributions have two adjustable parameters, similar to the beta distribution. The gamma distribution, which also has two parameters, is not compared here because it is a limiting distribution of the beta distribution for small values and fits the analyzed data equally well as the beta distribution in most cases. Although the proportion of distributions that are statistically consistent with the beta distribution is not high (14% at the 95% confidence level), the beta distribution has a considerably higher fitting quality than the other distributions. Therefore, the data support that the beta distribution is the best approximation among the simple candidate distributions with two parameters.

We also analyzed song-level global statistics that obey certain statistical distributions using the same datasets. Fig. 3 shows the results for the J-pop dataset. First, we observe the distribution of pitch intervals I, which are defined as the absolute values of the differences between two consecutive pitches, within individual songs. The overall contour of this distribution is approximated by an exponential distribution $P(I) \propto e^{-\lambda I}$ in the range $1 \leq I \leq 12$, whereas the fine structure reflects the rarity of dissonant intervals (Fig. 3(a)). The rate parameter $\lambda$ of the exponential distribution can be estimated as $\lambda = 1/\langle I \rangle$ for each song, where, in this section, $\langle \cdot \rangle$ denotes the average within a song. This statistic represents the overall scale
FIG. 3. Distributions of global musical statistics (J-pop data). (a) Left: Distributions $P$ of pitch intervals within songs (fine line segments), that within the dataset (bold line segments), and fitted exponential distribution (straight line). Right: Distribution $Ψ$ of song-wise statistics (reciprocals of means) of pitch intervals and fitted gamma distribution. (b) Similar results for note value ratios of the form $1:R$, where the global distribution is fitted by the Pareto distribution. (c) Similar results for measure-wise note densities, where the global distribution is fitted by the Poisson distribution.

of the pitch intervals of the song. The within-corpus distribution $Ψ$ of the rate parameters $λ$ of the individual songs approximately follows the gamma distribution.

Second, we observe the distribution of note value ratios $1:R$, where note value ratios are defined as the ratio of two consecutive note values, within individual songs. The overall contour of this distribution can be approximated by a Pareto (power-law) distribution $P(R) ∝ R^{−α}$ in the range $1 ≤ R ≤ 10$. The shape parameter $α$ of the Pareto distribution can be estimated as $α = 1/(ln R)$ for each song. This statistic represents the overall proportion of contrasted rhythms used in the song. The within-corpus distribution $Ψ$ of the shape parameter $α$ also roughly follows the gamma distribution (Fig. 3(b)).

Last, we observe the distribution of the number of notes in a measure (measure-wise note density) $K$ within individual songs. This distribution approximately obeys a Poisson distribution $P(K) ∝ ρ^K / K!$ in the range $2 ≤ K ≤ 12$. The rate parameter $ρ$ of the Poisson distribution can be estimated as $ρ = ⟨K⟩$ for each song. This statistic represents the overall note density of the song. The within-corpus distribution $Ψ$ of the rate parameters $ρ$ roughly follows the gamma distribution (Fig. 3(c)). The results for the other datasets are similar (see Appendix A).

An analysis using the KS statistics showed that the qualities of the gamma distribution fittings were lower than those of the beta distribution fittings for the frequency statistics. Only one of the 10 fitted gamma distributions had a $p$-value greater than 5%. Comparisons with the alternatives (log-normal and Gaussian distributions) indicated that the gamma distribution fits the data better than the others on average; it was the best-fitting distribution for 5 of the 10 samples. Therefore, the global statistics data often suggest that the gamma distribution is the best approximation among simple choices, even though the fitting quality is not very high.

The observed gamma distributions are conjugate distributions for the exponential, Pareto, and Poisson distributions with respect to the analyzed parameters. Together with the beta distribution law, the observations suggest a general conjugate relation between the within-product statistical distribution and the within-population distribution of the statistical cultural traits, which we call the conjugate distribution law. The fact that this relation is observed in music data corresponding to various societies and time periods indicates an underlying general mechanism.

III. MODEL

A. Formulation of dynamical system

To explore a possible origin of the conjugate distributions, we consider an evolutionary model called the statistical learn-generate (SLG) system. Suppose that at each generation $t$ there are $N$ individuals that generate cultural products $X_n^t$ ($n = 1, \ldots, N$). Each product (e.g. a musical piece) $X_n^t = (x_{n,t}^ℓ)_{ℓ=1}^L$ consists of $L$ samples (e.g. musical notes) $x_{n,t}^ℓ$ that are independently generated by a probability distribution $φ(x; θ_n^t)$. This is called a data production model, where parameters $θ_n^t$ are considered as cultural traits. For simplicity, the set of all products created by an individual is treated as a single product of the same size $L$. We assume that the distributions of all individuals are identical, but their parameter values can be different. For example, if $φ$ is a Bernoulli distribution, sample $x_{n,t}^ℓ$ takes 0 or 1, and $θ$ is the probability of obtaining 1. Usually, 1 represents the presence of a specific element we focus on (e.g. a PCI of 6 semitones), and 0 represents the other cases. When $φ$ is Poisson distributed, sample $x_{n,t}^ℓ$ takes a nonnegative integer, and $θ$ represents the rate. Individual $n$ is often identified with its cultural trait $θ_n^t$.

In general, we can incorporate a selection process for the individuals to produce cultural offspring in the next generation. As the process and strength of selection of cultural products are still uncertain [26, 27], we here consider a simple case without selection to focus on the effect of the transmission process. In addition, each individual $θ_n^{t+1}$ is assumed to have one dominant cultural parent (the primary parent) $θ_n^t$. For simplicity, each parent $θ_n^t$ is assumed to have one cultural offspring $θ_n^{t+1}$, which gives the same analytical result as the random selection case in the limit of an infinite population size. It is likely in cultural transmission that products by other individuals
(the secondary parents) in the parent generation will also be used for learning (oblique transmission [2]). In this case, the set of products (training data) used for learning the cultural trait is composed of the primary parent’s product and the products of the secondary parents.

As will be validated later (below Eq. (4)), we assume that each parameter of $\theta^{t+1}$ is obtained by calculating the expectation value of a statistic extracted from the training data. We denote the expectation value calculated from product $X^t_n$ as $\bar{\theta}_n^t$. If the offspring use only their primary parent’s product for learning (vertical transmission), then $\bar{\theta}_n^{t+1} = \bar{\theta}_n^t$ holds. When the products of secondary parents are also used, these products contribute to the calculation of the expectation value, and parameterization $\theta^{t+1}$ is given as a weighted sum of $\bar{\theta}_n^t$ and $\bar{\theta}_n^{t'}$ of the secondary parents $n'$. If the secondary parents contribute equally, then the effect of oblique transmission can be represented as

$$\theta^{t+1}_n = (1-u)\bar{\theta}_n^t + u\bar{\theta}_n^{t'}, \quad \zeta = \frac{1}{N'} \sum_{n'} \bar{\theta}_n^{t'}, \quad (1)$$

where the summation is taken over the secondary parents, $N'$ is their total number, and $u$ represents the strength of their influence (Fig. 4). When the secondary parents are randomly chosen and $N'$ is large, as assumed in the following analysis, we have $\zeta \approx \bar{\theta} = (1/N) \sum_n \theta_n^t$ (population average), and $\zeta$ is effectively a constant.

When $\phi$ is Bernoulli distributed, the SLG system is equivalent to the (asexual) Wright–Fisher (WF) model used in population genetics [28]. The neutrally selective WF model consists of a population of $N_g$ individuals, each having a gene with two alleles (0 and 1). In each generation, all individuals are replaced by new individuals, and the genes of the randomly chosen parents are inherited. The gene frequency follows the same stochastic process as a vertically transmitted trait of the SLG system with $L = N_g$; thus, the SLG system is equivalent to a set of $N$ populations of the WF model. Moreover, the effect of oblique transmission in Eq. (1) with a constant $\zeta$ is equivalent to the linear pressure representing the effect of constant migration (from outside) or mutation [29].

**B. Equilibrium distribution**

We now consider the time evolution of the within-population distribution $\Psi(\theta, t) = P(\theta^t_n = \theta)$ of cultural traits in the large $N$ limit. This problem is well understood for the WF model, and accordingly, for the case in which $\phi$ is Bernoulli distributed [30]. In the case of pure vertical transmission, the variable $\theta_n^t$ fluctuates statistically until it becomes 0 or 1, and the equilibrium distribution is given as $\Psi(\theta, \infty) = (1-\theta)\delta(\theta) + \theta \delta(\theta - 1)$. In the presence of oblique transmission (linear pressure), a nontrivial equilibrium distribution was found by Wright [29]. To derive an analytical solution, we take the continuous time limit and a large $L$ limit. Then, the dynamics can be described by the Fokker–Planck (FP) equation:

$$\frac{\partial \Psi(\theta, t)}{\partial t} = -\frac{\partial}{\partial \theta} \left\{ M(\theta)\Psi(\theta, t) - \frac{1}{2} \frac{\partial^2}{\partial \theta^2} \Psi(\theta, t) \right\}, \quad (2)$$

where $M(\theta) = u(\zeta - \theta)$, $K(\theta) = \theta(1 - \theta)/L$, and the terms in the curly brackets represent the probability current [30]. The zero-current equilibrium solution of the FP equation is given by the beta distribution $\text{Beta}(\theta; 2Lu\zeta, 2Lu(1 - \zeta))$ [29]. Therefore, the SLG system can explain the evolutionary origin of the beta distribution law in the presence of oblique transmission.

To extend the result for cultural traits following more general data production models, we consider exponential family (EF) distributions with one parameter $\theta$:

$$\phi(x; \theta) = \exp[F(x)B(\theta) - A(\theta) + U(x)]. \quad (3)$$

A large class of probability distributions including Bernoulli, Poisson, Gaussian, and gamma distributions can be represented by different choices of $F(x)$ and $U(x)$. Functions $B(\theta)$ and $A(\theta)$ specify how the distribution is parameterized. We have $F' = A'(\theta)/B'(\theta)$ from $0 = \partial \int dx \phi(x; \theta)$. We can explicitly construct a conjugate distribution for the distribution in Eq. (3) as

$$\tilde{\phi}(\chi; \nu, \theta) = \exp[\chi B(\theta) - \nu A(\theta) + C(\theta) + W(\chi, \nu)], \quad (4)$$

where $C(\theta)$ is a function, and $W(\chi, \nu)$ represents the normalization term. The function $C$ does not change the conjugacy property and the minimal case with $C = 0$ is usually used in Bayesian statistics. To fix a parameterization scheme for $\theta$, we note that it is natural to use the expectation value $\langle F \rangle$ as a parameter. It is known that the Cramér–Rao bound can be attained only with this parameterization [31], meaning that it is the most efficient one for statistical learning. Thus, we assume the relation $\langle F \rangle = A'(\theta)/B'(\theta) = \theta$. The estimation variance of $F$ is given by $D(\theta) \equiv \langle (F - \theta)^2 \rangle = 1/B'(\theta)$, and distribution $\tilde{\Psi}(\theta, t)$ follows Eq. (2) with $K(\theta) = D(\theta)/L$.

With the oblique transmission effect $M(\theta) = u(\zeta - \theta)$, the zero-current equilibrium solution $\Psi_*(\theta)$ of Eq. (2) satisfies the following equation:

$$2Lu(\theta - \zeta)\Psi_* = -\frac{d}{d\theta}(D\Psi_*). \quad (5)$$
The solution of this equation can be written as
\[ \Psi_s(\theta) \propto \frac{1}{D(\theta)} \exp \left[ \int \frac{2Lu(\zeta - \eta)}{D(\eta)} d\eta \right]. \tag{6} \]

Using \( D(\theta)^{-1} = B'(\theta) \) and \( \theta = A'(\theta)/B'(\theta) \), we obtain
\[ \Psi_s(\theta) \propto \exp \left[ 2Lu\zeta B(\theta) - 2LuA(\theta) + \ln B'(\theta) \right]. \tag{7} \]

Comparing with Eq. (4), this is a conjugate distribution with \( C = \ln B' \), which shows the origin of the general conjugate distribution law in the presence of oblique transmission. Eqs. (6) and (7) show how the equilibrium distribution form of cultural traits in the population depends on the statistical model for cultural production; \( \Psi_s \) is essentially determined by the estimation variance \( D \).

We can further say that the solution (7) is the minimal conjugate distribution if \( \ln B'(\theta) \) is a linear combination of \( B(\theta) \) and \( A(\theta) \) up to a constant term: \( \ln B'(\theta) = c_0 + c_1 B(\theta) + c_2 A(\theta) \) for some constants \( c_i \). We obtain an equivalent condition by differentiating both sides as \( B''(\theta)/B'(\theta) = (c_1 + c_2 B(\theta)/B'(\theta) \), where we have used \( A'(\theta)/B'(\theta) = \theta \). Since \( D(\theta) = 1/B'(\theta) \), this is equivalent to the condition that \( B'(\theta) \) is linear in \( \theta \), or, \( D(\theta) \) is quadratic in \( \theta \). Therefore, the equilibrium distribution is the minimal conjugate distribution if and only if the estimation variance \( D(\theta) = 1/B'(\theta) \) is quadratic:
\[ D(\theta) = d_0 + d_1 \theta + d_2 \theta^2, \tag{8} \]
where \( d_i \) are constants. We can also confirm this result by substituting Eq. (4) with \( C = 0 \) into the zero-current equation, and obtain an explicit solution with
\[ \chi = 2Lu\zeta - d_1, \quad \nu = 2Lu + 2d_2. \tag{9} \]

Table I lists examples of probability distributions that satisfy Eq. (8). It can be shown that if \( \phi(x; \theta) \) satisfies Eq. (8), so does the distribution for variable \( y = f(x) \) obtained by a transformation function \( f \) (\( D \) remains unchanged). For example, the Pareto distribution satisfies Eq. (8) with respect to the logarithmic mean statistic because the gamma distribution does with respect to the mean statistic. EF distributions with quadratic estimation variances cover a wide range of well-known distributions [32], including those shown in Fig. 3 (see Appendix B), indicating that the conjugate distributions found in cultural products are often minimal. Not all EF distributions satisfy Eq. (8): a counterexample is the gamma distribution with respect to the logarithmic mean statistic.

### C. Properties of equilibrium distribution

Some properties of the equilibrium distribution can be derived from further analyses. First, under a regular condition that is usually met, the relation \( \langle \theta \rangle_s \equiv \int d\theta \Psi_s(\theta) \theta \propto \int d\theta \Psi_s(\theta) = 1 \) holds (see Eq. (3)).

### TABLE I: Examples of exponential family distributions satisfying Eq. (8) and their conjugate distributions.

| Individual’s generating model | Cultural trait \( \theta \) | Trait distribution \( \Psi \) |
|-------------------------------|-------------------------------|-------------------------------|
| Bernoulli                     | Mean Beta                     |                               |
| Poisson                       | Mean Gamma                    |                               |
| Gaussian                      | Mean Gaussian                 |                               |
| Gaussian                      | Variance Inverse gamma        |                               |
| Gamma                         | Mean Inverse gamma            |                               |

\[
\int d\theta \Psi_s(\theta) = \zeta \text{ holds} (\text{even when } \zeta \text{ is an external parameter). This is consistent with the assumption of a constant population mean } \zeta = \bar{\theta}. \text{ Second, with the condition (8), one can show that}
\]
\[
V_s(\theta) = \int d\theta (\theta - \langle \theta \rangle_s)^2 \Psi_s(\theta) = \frac{D(\zeta)}{2Lu - d_2}, \tag{10}
\]

indicating that when individuals of the SLG system transmit different cultural traits \( \theta \) simultaneously, the values \( V(\theta)/D(\theta) \) at equilibrium are independent of \( \bar{\theta} \) and depend only on \( Lu \) and \( d_2 \). The derivation of these results is provided in Appendix C.

Next, the relaxation time is of order \( u^{-1} \), which is physically expected as the oblique transmission pushes a proportion \( u \) of the trait toward \( \zeta \) in unit time. For the distributions listed in Table I, the relaxation time can be explicitly calculated by analyzing the time-dependent FP equation (2) using the eigenfunction method (see Appendix C). This result is also confirmed by the numerical calculation in Fig. 5, whereby we conducted simulation experiments for the SLG systems with Bernoulli-distributed production models (with constant \( \zeta \)). We see that the relaxation time is of the order \( u^{-1} \) for the two extreme initial distributions. The details of the simulation and results for other production models are given in Appendix D. This result indicates that the conjugate distribution can be maintained even under selective pres-
sure as long as its effect is small on a time scale of order $u^{-1}$.

Without experimentally knowing the value of $u$, which is difficult at present, it is not possible to estimate the actual time necessary to reach equilibrium. We can expect, however, that once the (quasi-)equilibrium distribution is realized in some culture in a society (e.g., Western classical music), a descendant culture in that society (e.g., Western popular music) is likely to reach equilibrium quickly, as far as many of the traditions are retained in the new culture. For example, the existence of universal features in music worldwide indicates that many aspects of music are inherited over a long time [33].

In relating the theory with experiments, it is important to note that the creator’s trait $\theta$ can only be observed through actual products. When $\theta$ is estimated from a product with $L_p$ samples, a variance of $D(\theta)/L_p$ is expected, and the product-wise statistical parameters (as in Figs. 1 and 3) will have a distribution $\Psi_p$, distorted from that of $\theta$. Nonetheless, since this distortion process is same as the transmission process, $\Psi_p$ approximately follows the same conjugate distribution as $\Psi$, with a variance increased from Eq. (10) by $D(\zeta)/L_p$. This explains the empirical conjugate distribution laws observed in Figs. 1 and 3. This argument also indicates the difficulty of applying Eq. (10) for estimating the value of $L_p$ directly from product data if $L_p \gg L_p$. The values of $D(\theta)/V(\theta)$ obtained from the distributions in Fig. 1 were 29.5 (mean) $\pm$ 9.11 (s.d.) for the Wikipinia data (excluding distributions poorly fitted by beta distributions), which are relatively consistent among different musical elements and significantly smaller than the mean $reatep=107$. Since an extremely small $u$ is unlikely, these small values probably reflect statistical dependence of the samples due to frequent repetitions in music. Similar results were obtained for the other data (see Appendix A).

D. Generalization for multi-parameter case

We can extend the SLG system for EF distributions with more than one parameter and show that a conjugate distribution emerges at equilibrium in the presence of oblique transmission. An exponential family distribution with multiple parameters $\theta = (\theta_i)_{i=1}^K$ is given as

$$\phi(x; \theta) = \exp \left[ \sum_{k=1}^K F_k(x) B_k(\theta) - A(\theta) + U(x) \right] ,$$

where $F_k$ are independent statistics and $x = (x_k)_{k=1}^{K'}$ denotes a set of stochastic variables. In the following, we write $\partial_i = (\partial/\partial \theta_i)$ and omit the summation symbol for paired indices. From $\partial_i \phi$, we obtain $\partial_i A = \langle F_k \partial_i B_k \rangle = G_{ik} \langle F_k \rangle$, where $G_{ik} \equiv \partial_i B_k$. We assume that $G_{ik}$ is invertible: $G_{ik}^{-1} G_{ik} = \delta_{ik}$ and $G_{ik} G_{kj}^{-1} = \delta_{ij}$. In the expectation value parameterization, the following equations hold:

$$\langle F_k \rangle = G_{ki}^{-1} \partial_i A = \theta_k, \quad \partial_i A = G_{ik} \theta_k. \quad (12)$$

From $\langle \partial_i \partial_j \phi \rangle = 0$, after some calculation, we obtain the estimation covariance matrix as

$$D_{kl} \equiv \langle (F_k - \theta_k)(F_l - \theta_l) \rangle = G_{kl}^{-1}. \quad (13)$$

Since the estimation covariance matrix $D_{kl}$ is symmetric, so is $G_{kl}$ in the expectation value parameterization.

The FP equation for the case with multiple parameters is given as

$$\frac{\partial \Psi(\theta, t)}{\partial t} = -\frac{\partial}{\partial \theta_i} \left[ M_i(\theta) \Psi(\theta, t) - \frac{1}{2} \partial \left\{ K_{ij}(\theta) \Psi(\theta, t) \right\} \right] . \quad (14)$$

By substituting $M_i(\theta) = \gamma (\zeta_i - \theta_i)$ (the oblique transmission effect) and $K_{ij}(\theta) = D_{ij}/L$, we obtain the zero-current equation as

$$2 Lu (\zeta_i - \theta_i) \Psi - (\partial_j D_{ij}) \Psi - D_{ij} \partial_j \Psi = 0. \quad (15)$$

We assume the following conjugate distribution: $\Psi \propto \exp[\chi_k B_k(\theta) - \nu A(\theta) + C(\theta)]$. This is a solution of Eq. (15) if the following equations are satisfied:

$$\nu = 2 Lu, \quad \chi_i = 2 Lu \zeta_i, \quad \partial_j D_{ij} + D_{ij} \partial_j C = 0. \quad (16)$$

After some calculation, we find that the last equation is equivalent to $\partial_k C = G_{ij}^{-1} \partial_k G_{ij}$, which can be solved as $C = \ln \det G$ using Jacobis’s formula. Therefore, the equilibrium solution is given as

$$\Psi_* \propto \exp[2 Lu \zeta_k B_k(\theta) - 2 Lu A(\theta) + \ln \det G(\theta)]. \quad (17)$$

Details of the derivation are given in Appendix E.

As an example, we consider a discrete (categorical) distribution. A $(K+1)$-dimensional discrete distribution is described by a variable $x = (x_i)_{i=1}^{K+1}$, where $x_i$ is either 0 or 1 and $\sum_{i=1}^{K+1} x_i = 1$ (one-hot vector). The parameters form a probability vector $\theta = (\theta_i)_{i=1}^{K+1}$ ($\sum_{i=1}^{K+1} \theta_i = 1$). Because of the normalization conditions, the last element can be represented by the other elements as $x_{K+1} = 1 - \sum_{i=1}^{K} x_i$ and $\theta_{K+1} = 1 - \sum_{i=1}^{K} \theta_i$, and the parameter space is in fact $K$-dimensional. The data production model is an exponential family distribution:

$$\phi(x; \theta) = \prod_{i=1}^{K+1} \theta_i^{x_i} = \exp \left[ \sum_{i=1}^{K} x_i \{ \ln \theta_i - \ln \theta_{K+1} \} + \ln \theta_{K+1} \right] .$$

We have $F_i = x_i$, $B_i = \ln \theta_i - \ln \theta_{K+1}$, and $A = -\ln \theta_{K+1}$, and thus $G_{ij} = \delta_{ij}/\theta_i + 1/\theta_{K+1}$ and $\partial_i A = 1/\theta_{K+1}$. The estimation covariance matrix is $D_{ij} = G_{ij}^{-1} = \theta_i (\delta_{ij} - \delta_{ij})$. We can show $G = (\det D)^{-1} = (\theta_1 \cdots \theta_{K+1})^{-1}$ by mathematical induction on $K$. Substituting this into Eq. (17), we obtain

$$\Psi_*(\theta) \propto \exp \left[ \sum_{i=1}^{K+1} (2 Lu \zeta_i - \ln \theta_i) \right] ,$$

where $\zeta_{K+1} = 1 - \zeta_1 - \cdots - \zeta_K$. Therefore, the equilibrium distribution is a Dirichlet distribution $\text{Dir}(\theta; \alpha)$.
with Dirichlet parameters $\alpha_i = 2Lu\zeta_i$ ($i = 1, \ldots, K + 1$). It is not easy to find other examples where the minimal conjugate distribution is the equilibrium solution due to the non-diagonal elements of the estimation covariance matrix.

**IV. APPLICATIONS**

Here, we explore two applications of the theory developed in Sec. III. In the first application, we examine how the conjugate distribution law can be used to efficiently estimate trait distributions from small-sized data. The details of trait distributions are important inputs for building and testing models of evolution, and it becomes a challenging task when there are only a limited number of cultural products available for analysis. In such a case, prior knowledge about the approximate form of trait distributions can be a useful guide as it can effectively reduce the number of parameters that need to be inferred from the data.

As a specific problem, we used the data from the 77 frequency statistics analyzed in Fig. 1 and considered the estimation of skewness and kurtosis for each trait distribution. These are the most important characteristics of a probability distribution next to the mean and variance. If there is no prior knowledge about the trait distribution, then these four quantities (mean, variance, skewness, and kurtosis) should be estimated independently because we cannot assume any relationship between any two of them. A standard method for estimating the skewness and kurtosis is to use the sample statistics for the third and fourth moments. If the traits follow the conjugate distribution (the beta distribution in this case), however, then the trait distribution has only two independent parameters and after fitting these parameters, the skewness and kurtosis (and in fact all other moments) can be analytically calculated. Specifically, we use the moment matching method, where the beta distribution parameters are determined by the sample mean and variance.

To examine the efficiency of the method using beta distribution fitting for small-size data, we simulated the reduction of data size by randomly constructing a subset of samples and compared the estimated values of the skewness and kurtosis using the reduced data and those using the original data. To obtain the estimation errors, the following procedure was applied for each dataset and for each particular reduced number of samples: iterate 10 times the random data reduction and calculation of the absolute deviations of the estimated statistics from the sample statistics computed by using all of the data, and average the deviations. In Fig. 6, the average estimation errors for the standard method and the method using beta distribution fitting are plotted for varying numbers of samples. As expected, the latter method becomes more efficient as the number of samples decreases, and for the music data analyzed, the method was more efficient when the number of samples was less than 70, for both the estimations of the skewness and kurtosis. The same method can be applied when the trait distribution approximately follows the conjugate distribution.

In the second application, we used the SLG system to reproduce the evolution of musical features in classical music data. Ref. [21] analyzed the evolution of the distributions of the frequencies of two musical elements that represent two major aspects of tonal music, tritones and nondiatonic motions. As reproduced in Fig. 7, the dynamics of these features have common patterns: the features are approximately beta distributed in each time period, and the mean and variance evolve significantly during the time period analyzed. A model was developed in that study to account for the observed data, assuming that the traits follow the beta distribution at every time during the evolution and that selection pressures depending on the trait distribution drive the evolutionary process [21].

We use the SLG system to reproduce dynamic patterns, without manually imposing beta distributions in the dynamics. We assume a simple (Wrightian) fitness
with a log potential: \( w(\theta) \propto e^{\beta \ln \theta} \). A Monte Carlo simulation was conducted to compute the predictions of the model, and the parameters \( \beta \) and \( u \) were optimized to best fit the data.

The simulation results are shown in Fig. 7, where we set \( N = 10,000 \) and \( L = 3,000 \), and the initial populations were sampled from the beta distributions fitted to the initial distributions (in the 1500s). The time unit was taken to be 10 years. The optimal values of \( \beta \) and \( u \) found by a grid search in the ranges \( \beta \in [0, 1] \) and \( u \in [0, 50/L] \) are shown in the figures. For both data, the optimal value of \( u \) was positive, and the SLG system reproduced the overall pattern of evolution. Therefore, the SLG system serves as a candidate model for explaining the evolution of classical music, an alternative to the model in Ref. [21]. Although it is difficult to determine which is more appropriate solely from these data, the present model has the advantage that it does not constrain the distribution form for the traits by hand.

V. DISCUSSION

We have shown that the distribution of cultural traits transmitted through statistical learning converges to an equilibrium distribution determined by the estimation variance of the trait, when oblique transmission is present and selective pressure is absent. The equilibrium distribution becomes the conjugate distribution of the individuals’ data production model when it is an exponential family (EF) distribution, and quantitatively depends on the product \( Lu \) of the sample size \( L \) of cultural products used for learning and the strength \( u \) of oblique transmission. The derived distribution forms were supported by empirical distributions extracted from music data.

In the present model, the existence of one primary cultural parent and a number of secondary parents has been assumed for simplicity, where the influence of the secondary parents was treated as a “mean field.” We can extend Eq. (1) to a case with multiple primary parents by replacing the term \( \hat{\theta}_p \) with the arithmetic mean of the expectation values of their products. If the primary parents are randomly chosen, then the model is similar to the blending model of a continuous trait [2], and we can roughly estimate the variance of the trait distribution at equilibrium as \( O(D(\theta)/L) \). In such a case, oblique transmission is expected to have a small effect when \( u \) is small. By contrast, when there is a tendency to choose individuals with similar traits as primary parents, the multi-parent model becomes similar to the one-parent model, and the effect of oblique transmission becomes more relevant.

In general, we can consider a network of influences, similar to Ref. [9], and extend the weights in the sum of Eq. (1) to the distribution over the network. It would be interesting to systematically study how the impact of oblique transmission changes according to the network structure using such models.

When selectively neutral, the asymptotic behavior of the SLG system is similar to that of iterated learning models with Bayesian agents [10, 13], in which the prior distribution is maintained at equilibrium. This suggests the necessity of studying the dynamics under selection to discriminate between the different transmission mechanisms. From the model-building perspective, the SLG system removes reliance on prior distributions and allows for flexible extensions with selective pressures.

Our findings indicate a significant link between statistical learning and cultural evolution, and connect them with statistical theory in an intriguing way. Eqs. (7) and (8) indicate a nontrivial relationship between oblique transmission and Bayesian learning that reflects the geometric structure of the data production models [34]. Many statistical theories, including Bayesian estimation theory and limit theorems, can be developed for EF distributions that satisfy Eq. (8) [32, 35] and can now be applied to analyze cultural traits of a statistical nature. Importantly, our results provide a theoretical background for choosing suitable parametric models for cultural traits. For example, the widely applied Gaussian assumption [2, 3] can be an inappropriate approximation.

As demonstrated in Sec. IV, the SLG system opens new possibilities and questions for studying the dynamic aspects of culture and intelligence. For example, the dynamic relation \( \mu_t / \sigma_t \) observed in classical music data [21], as opposed to \( \sigma_t = \sqrt{\mu_t} \) expected from Eq. (10), implies that if the process is in a quasi-equilibrium state, then the factor \( Lu \) is time-varying, similar to an evolving mutation rate [36, 37]. Finally, it will be interesting to apply the presented analysis method to other cultural domains such as language [18, 38], fine art [20], and cooking [39], and to investigate the universal properties of cultural evolution.
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Appendix A: Data analysis: Method and supplemental results

1. Datasets

For the analysis in Sec. II we used four music datasets. The classical music dataset consists of 9,727 musical pieces in various instrumentations written by various composers [21]. The data contents are represented in the MIDI format, and we extracted integer pitches in units of semitones for the analysis. We did not use the rhythm information since it is unreliable due to the nature of the
MIDI format. The musical notes are ordered according to the onset time and the musical instruments in each file and we obtained the sequence of pitches in this order. The Wikifonia dataset contains Western popular songs and jazz songs mainly composed in the early to mid 20th century and was compiled in Ref. [23]. The dataset contains 6,388 songs (mostly vocal melodies). The J-pop dataset contains 1,596 popular songs in Japan composed between 1946 and 2010 whose transcriptions are published in Ref. [24]. The Irish song dataset contains Irish folk songs collected from a public website and was compiled in Ref. [25]. 6,345 songs in G major key and in 4/4 time were used for the analysis. The contents of the Wikifonia, J-pop, and Irish song datasets are represented in the MusicXML format and we extracted the pitch and rhythm information. The pitch information was extracted as a sequence of integer pitches. The rhythm information was extracted as sequences of onset and offset times, both represented in beat units. The score-notated duration (note value) of a musical note was defined as the difference between its onset and offset times.

2. Analysis of frequency statistics

For the analysis in Fig. 1, we extracted the within-song frequencies of the intervals of consecutive pitches modulo 12 (pitch-class intervals; PCI) and those of the ratios of consecutive note durations (note-value ratios; NVR). Given a sequence of pitches \( \{p_n\}_{n=1}^N \), the sequence of PCI \( \{q_n\}_{n=1}^{N-1} \) is obtained by \( q_n \equiv p_{n+1} - p_n \pmod{12} \), where \( 0 \leq q_n \leq 11 \). For each PCI \( 1 \leq q \leq 11 \), the within-song PCI frequency was calculated by dividing the number of appearance of \( q \) by the total number of musical notes in a song. Following Ref. [21], we did not use the zero PCI for the analysis since it describes a continuation of the same tone (up to octave equivalence) and has little information. The PCI probabilities are independent of musical key and commonly used for analyzing music styles. The within-song frequencies of NVRs are similarly defined by counting the number of times the ratio \( r_n \equiv r_{n+1} \) of consecutive note values is a specific ratio. We calculated the frequencies of the most common ratios: 1:1, 1:2, 2:1, 1:3, 3:1, 2:3, 3:2, 1:4, 4:1, 1:6, and 6:1 (11 statistics in total).

The within-corpus distribution of the within-song frequencies was obtained for each of the four datasets. The zero frequency samples were not used in the analysis of these distribution, as in Ref. [21], since those samples can be contaminated with different styles/genres of music. Since the 11 PCI statistics were calculated for all the datasets and the 11 NVR statistics were calculated for the datasets other than the classical music dataset, we analyzed 77 distributions in total.

For each distribution, the beta distribution was fitted by the moment-matching method using the mean and variance. To quantitatively measure the “goodness of fit”, we computed the cumulative difference \( \Delta_{CD} \) of the data and fitted beta distributions defined as

\[
\Delta_{CD} = \int d\theta |C_{\text{data}}(\theta) - C_{\text{fit}}(\theta)|,
\]

where \( C_{\text{data}}(\theta) \) denotes the data cumulative distribution function (CDF) and \( C_{\text{fit}}(\theta) \) denotes the CDF of the fitted beta distribution. In numerical analysis, the data distribution was represented by a histogram and the integral in Eq. (A1) was approximated by a summation. The CDF was used here instead of the probability distribution function to reduce the dependence on the histogram bin width (0.005 in our analysis). The distribution of the values of \( \Delta_{CD} \) is shown in Fig. 8.

For the estimation of \( D(\bar{\theta})/V(\theta) \) discussed in Sec. III C, we used the distributions with \( \Delta_{CD} < 0.004 \) that included 51 (about two thirds) of the 77 distributions. The (min, mean, max, s.d.) were (40.5, 58.3, 76.1, 13.1) (classical), (17.1, 29.5, 46.6, 9.11) (Wikifonia), (39.3, 47.5, 57.4, 5.0) (J-pop), and (24.7, 39.0, 61.6, 11.0) (Irish). The average numbers of notes \( T_p \) within each corpus were 2300 (classical), 107 (Wikifonia), 148 (J-pop), and 115 (Irish). For all datasets, the values of \( D(\bar{\theta})/V(\theta) \) were similar among different statistics and significantly smaller than \( T_p \).
3. Analysis of global statistics

For the analysis in Fig. 3, we calculated the song-wise global statistics as follows. The probabilities of pitch intervals $I$ within songs were obtained by calculating the relative frequencies of pitch intervals $|p_{n+1} - p_n|$. The rate parameter of the exponential distributions used to fit the contours of these distributions were calculated by the probability values in the range $1 \leq I \leq 12$. To deal with missing samples and deviations due to the rareness of dissonant intervals, we used the method of least squares (the linear regression was applied in the logarithmic domain of $I$). Similarly, the contour of the distribution of note-value ratios $1:R$ was fitted by a Pareto distribution in the range $1 \leq R \leq 10$ by applying the linear regression in the log-log domain. The probability distribution $P(K)$ of the measure-wise note density $K$ was fitted by a Poisson distribution by applying the linear regression for $\ln[KP(K)]$ in the range $2 \leq K \leq 12$.

The results for the classical music, Wikifonia, and Irish song datasets are shown in Figs. 9, 10, and 11, respectively. The pitch interval distributions for the classical music data in Fig. 9 significantly differ from the other cases because this dataset contains musical pieces by various instrumentations (including ensemble music) whereas the other three datasets contain (mostly vocal) melodies. Despite this difference, the tendencies that the contour is approximately exponential distributed and the within-population distribution is approximately gamma distribution are same as the other cases. The results for the Wikifonia data in Fig. 10 are quantitatively similar to the results for the J-pop data in Fig. 3, indicating that the general tendencies are similar for popular music developed in different regions. The within-song distributions of the note-value ratios for the Irish music data in Fig. 11(b) clearly differ from the other cases, reflecting the characteristic of the Irish music that note value ratios $1:R$ with $R$ greater than 4 are much rarer compared to the other cases. The within-population distribution of the shape parameter has a noticeable excess in the small regime in comparison to the fitted gamma distribution. As small shape parameters correspond to large values of $\ln R$, the fact that data samples are sparse for large $R$ may have caused unreliable estimation in this regime. While there are some quantitative and qualitative differences, the feature that the conjugate gamma distributions appear in the within-corpus distributions is found universally for all the analyzed datasets from different musical genres.

We can estimate the values of $D(\bar{\theta})/V(\bar{\theta})$ for the global statistics, similarly as for the frequency statistics. The values estimated from the distributions of (pitch intervals, note value ratios) were $(2.8, N/A)$ (classical), $(7.0, 2.8)$ (Wikifonia), $(10.9, 3.1)$ (J-pop), and $(7.2, 4.8)$ (Irish) (measure-wise note density were excluded from the analysis since the units of data samples are different). These values are significantly smaller than the corresponding values for the frequency statistics, suggesting that there is even larger statistical dependence on the samples (possibly due to global repetitive structure within songs) for these statistics.

### Appendix B: Examples of exponential family distributions with quadratic estimation variances

We here calculate the estimation variances for the well-known distributions listed in Table I in the expectation
value parameterization and confirm that they are constant, linear, or quadratic functions. We also identify the corresponding conjugate distributions.

a. Bernoulli. The Bernoulli distribution is defined as

\[ \text{Ber}(x; p) = p^x (1-p)^{1-x} = \exp[x \ln p - \ln (1-p)] + \ln (1-p), \quad (B1)\]

where \( x \) takes values in \( \{0, 1\} \) and \( p \) is the probability to get 1. The distribution has the form of Eq. (3) with \( F(x) = x, \quad B(p) = \ln p - \ln (1-p), \quad A(p) = -\ln (1-p). \)

Since the mean and variance of the static \( F = x \) are \( \langle x \rangle = p \) and \( V(x) = p(1-p) \), respectively, \( p \) is the expectation value parameter \((\theta = p)\) and the estimation variance is \( D(\theta) = \theta (1-\theta). \) The conjugate distribution is calculated as

\[ \tilde{\phi}(\theta; \chi, \nu) \propto \exp[\chi B(\theta) - \nu A(\theta)] \propto \theta^\chi (1-\theta)^{\nu-\chi}, \]

and therefore

\[ \tilde{\phi}(\theta; \chi, \nu) = \frac{1}{B(\chi + 1, \nu - \chi + 1)} \theta^\chi (1-\theta)^{\nu-\chi} = \text{Beta}(\theta; \chi + 1, \nu - \chi + 1). \quad (B2) \]

b. Poisson. The Poisson distribution is defined as

\[ \text{Pois}(x; \lambda) = \frac{\lambda^x e^{-\lambda}}{x!} = \exp(x \ln \lambda - \lambda - \ln x!), \quad (B3) \]

where \( x \) takes values in \( \mathbb{N} \) and \( \lambda \) is the rate parameter. The distribution has the form of Eq. (3) with \( F(x) = x, \quad B(\lambda) = \ln \lambda, \quad A(\lambda) = \lambda. \)

Since the mean and variance of the static \( F = x \) are \( \langle x \rangle = \lambda \) and \( V(x) = \lambda \), respectively, \( \lambda \) is the expectation value parameter \((\theta = \lambda)\) and the estimation variance is \( D(\theta) = \theta. \) The conjugate distribution is calculated as

\[ \tilde{\phi}(\theta; \chi, \nu) \propto \exp[\chi B(\theta) - \nu A(\theta)] \propto \theta^\chi e^{-\nu \theta}, \]

and therefore

\[ \tilde{\phi}(\theta; \chi, \nu) = \frac{\nu^{\chi+1}}{\Gamma(\chi + 1)} \theta^\chi e^{-\nu \theta} = \text{Gam}(\theta; \chi + 1, \nu). \quad (B4) \]

c. Gaussian parameterized by mean. The Gaussian distribution is defined as

\[ \text{Gauss}(x; \mu, \Sigma) = \frac{1}{\sqrt{2\pi \Sigma}} e^{-\frac{(x-\mu)^2}{2\Sigma}}, \quad \quad \text{Gauss}(x; \mu, \Sigma) = \exp\left[ \frac{\mu}{\Sigma} x - \frac{x^2}{2\Sigma} - \frac{\mu^2}{2\Sigma} - \frac{1}{2} \ln(2\pi \Sigma) \right], \quad (B5) \]

where \( x \) takes values in \( \mathbb{R} \), and \( \mu \) and \( \Sigma \) are the mean and variance \((\langle x \rangle = \mu, \langle x - \mu \rangle^2 = \Sigma). \) Focusing on the statistic \( x \) and treating \( \Sigma \) as a known parameter, the distribution has the form of Eq. (3) with

\[ F(x) = x, \quad B(\mu) = \frac{\mu}{\Sigma}, \quad A(\mu) = \frac{\mu^2}{2\Sigma}. \]

Since the mean and variance of the static \( F = x \) are \( \langle x \rangle = \mu \) and \( V(x) = \Sigma \), respectively, \( \mu \) is the expectation value parameter \((\theta = \mu)\) and the estimation variance is \( D(\theta) = \Sigma. \) The conjugate distribution is calculated as

\[ \tilde{\phi}(\theta; \chi, \nu) \propto \exp[\chi B(\theta) - \nu A(\theta)] \propto \exp\left[ \chi \frac{\theta}{\Sigma} - \frac{\theta^2}{2\Sigma} \right], \]

and therefore

\[ \tilde{\phi}(\theta; \chi, \nu) = \sqrt{\frac{\nu}{2\pi \Sigma}} \exp\left[ -\frac{\nu}{2\Sigma} \left( \theta - \frac{\chi}{\nu} \right)^2 \right] = \text{Gauss}\left( \theta; \frac{\chi}{\nu}, \frac{\Sigma}{\nu} \right). \quad (B6) \]

d. Gaussian parameterized by variance. Focusing on the statistic \( (x - \mu)^2 \) and treating \( \mu \) as a known parameter, the Gaussian distribution in Eq. (B5) has the form of Eq. (3) with

\[ F(x) = (x - \mu)^2, \quad B(\Sigma) = -\frac{1}{2\Sigma}, \quad A(\Sigma) = \frac{1}{2} \ln(2\pi \Sigma). \]

Since the mean and variance of the static \( F(x) \) are \( \langle F \rangle = \Sigma \) and \( V(F) = 2\Sigma^2 \), respectively, \( \Sigma \) is the expectation value parameter \((\theta = \Sigma)\) and the estimation variance is \( D(\theta) = 2\theta^2. \) The conjugate distribution is calculated as

\[ \tilde{\phi}(\theta; \chi, \nu) \propto \exp[\chi B(\theta) - \nu A(\theta)] \propto \theta^{-\nu / 2} e^{-\chi \theta / (2\theta)}, \]

and therefore

\[ \tilde{\phi}(\theta; \chi, \nu) = \frac{(\frac{\chi}{\nu})^{\frac{\nu}{2}-1}}{\Gamma\left(\frac{\nu}{2} - 1\right) \theta^{\frac{\chi}{\nu}}} e^{-\frac{\chi}{\nu} \theta} = \text{InvGam}\left( \theta; \frac{\nu}{2} - 1, \frac{\chi}{\nu} \right). \quad (B7) \]

e. Gamma parameterized by mean. The Gamma distribution is defined as

\[ \text{Gam}(x; \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha - 1} e^{-\beta x}, \]

where \( x \) takes values in \([0, \infty)\), and \( \alpha \) and \( \beta \) denote the shape and rate parameters. Focusing on the statistic \( x \) and treating \( \alpha \) as a known parameter, the distribution has the form of Eq. (3) with

\[ F(x) = x, \quad B(\beta) = -\beta, \quad A(\beta) = -\alpha \ln \beta. \]

Since the mean and variance of the static \( F = x \) are \( \langle x \rangle = \alpha / \beta \) and \( V(x) = \alpha / \beta^2 \), respectively, \( \theta = \alpha / \beta \) is the expectation value parameter and the estimation variance is given as \( D(\theta) = \theta^2 / \alpha. \) The conjugate distribution is calculated as

\[ \tilde{\phi}(\theta; \chi, \nu) \propto \exp[\chi B(\theta) - \nu A(\theta)] \propto \exp\left[ -\frac{\alpha x}{\theta} - \alpha \nu \ln \theta \right] \]
and therefore
\[ \tilde{\phi}(\theta; \chi, \nu) = \left(\frac{\chi}{\theta}\right)^{\nu a - 1} e^{-\chi/\theta} \Gamma(\nu a - 1, \chi a). \]

With the relation \( \beta = \alpha/\theta \), this means that \( \beta \) is gamma distributed:
\[ \tilde{\phi}(\beta; \chi, \nu) = \text{Gam}(\beta; \nu a - 1, \chi). \]  

The exponential distribution is a special case of gamma distribution and the Pareto distribution can be obtained from the exponential distribution by a logarithmic conversion. Therefore, the above calculation shows that the conjugate distributions for the statistical parameters analyzed in Figs. 3(a) and (c) are gamma distributions.

Appendix C: Analysis of the solution of the FP equation (2)

We first calculate the mean \( \langle \theta \rangle_\ast = \int d\theta \Psi_\ast(\theta) \) for the zero-current equilibrium solution \( \Psi_\ast \) to Eq. (2). Integrating both sides of Eq. (5) gives
\[ 2Lu(\langle \theta \rangle_\ast - \zeta) = -[D\Psi_\ast]_{\theta=\zeta}^{\theta=+}, \]
where \( (\theta_- , \theta_+) \) represents the domain of \( \theta \). If the surface term on the RHS vanishes at both ends of the domain of \( \theta \), as it regularly does, we have
\[ \langle \theta \rangle_\ast = \zeta. \]

The physical meaning of this relation is clear: after a long time the directional effect of the oblique transmission (linear pressure) term \( M(\theta) \) dominates (the effect of the diffusion term \( K(\theta) \) is directionless).

Next, we suppose that data production model \( \phi \) has a quadratic estimation variance as in Eq. (8). Using Eq. (5), we have
\[ 2Lu(\langle \theta - \zeta \rangle^2)_\ast = 2Lu \int d\theta (\theta - \zeta)^2 \Psi_\ast \]
\[ = -\int d\theta (\theta - \zeta) \frac{d}{d\theta} (D\Psi_\ast) \]
\[ = -[(\theta - \zeta)D\Psi_\ast]_{\theta=\zeta}^{\theta=\zeta} + \int d\theta D\Psi_\ast. \]  

The last integral can be transformed as
\[ \int d\theta D\Psi_\ast = d_0 + d_1(\langle \theta \rangle_\ast + d_2(\langle \theta - \zeta \rangle^2)_\ast. \]

Thus, if the surface term in Eq. (C1) vanishes at both ends of the domain of \( \theta \), as it regularly does, we have
\[ \langle (\theta - \zeta)^2 \rangle_\ast = \frac{D(\zeta)}{2Lu - d_2}. \]  

which is same as Eq. (10). This result can be explicitly checked for the example cases presented in the previous section by using the equilibrium solution in Eq. (9) and the known formulas for the variances of the conjugate distributions.

Given the stationary solution \( \Psi_\ast(\theta) \), the time-dependent FP equation (2) can in general be solved by the eigenfunction method. Here, we use this method to calculate the convergence time to the equilibrium. We define the coefficient function \( Q(\theta, t) \) by \( \Psi(\theta, t) = Q(\theta, t)\Psi_\ast(\theta) \) and substitute it into Eq. (2) to obtain
\[ \frac{\partial Q(\theta, t)}{\partial t} = \left[ M(\theta) \frac{\partial}{\partial \theta} + \frac{K(\theta)}{2} \frac{\partial^2}{\partial \theta^2} \right] Q(\theta, t). \]

Thus, the equation for an eigenfunction \( Q(\theta, t) = e^{-\lambda t}Q(\theta) \) is given as
\[ \left[ \frac{K(\theta)}{2} \frac{d^2}{d\theta^2} + M(\theta) \frac{d}{d\theta} + \lambda \right] Q(\theta) = 0. \]

Using the method of series expansion \( Q(\lambda) = \sum_{n=0}^{\infty} a_n \theta^n \) and substituting \( M = u(\zeta - \theta) \) and \( K = (d_0 + d_1\theta + d_2\theta^2)/L \), we obtain the following iterative equation for the coefficients:
\[ d_0(n + 1)(n + 2)a_{n+2} + \{ d_1(n(n + 1) + 2L(n + 1)u\zeta \} a_{n+1} + \{ d_2n(n - 1) + 2L(\lambda - nu) \} a_n = 0. \]  

For all the distributions listed in Table I, one can check that the series \( Q(\lambda) \) must have a finite order to be a normalizable solution. This leads to the condition that the coefficient of \( a_n \) in Eq. (C3) must vanish for some \( n \), and we obtain discrete eigenvalues
\[ \lambda_m = mu - \frac{m(m - 1)}{2L} d_2 \quad (m = 0, 1, 2, \ldots). \]  

Since the lowest modes are \( \lambda_0 = 0, \lambda_1 = u, \ldots \), the lowest nonzero mode decays as \( \propto e^{-ut} \). That is, the relaxation time (convergence time to the equilibrium) is of order \( u^{-1} \), reproducing the physically expected result as explained in the main text.

Appendix D: Numerical analysis of the solution of the FP equation (2)

To confirm the analytical results by numerical calculation, we conducted simulation experiments for statistical learn-generate (SLG) systems whose data production models are one of those listed in Table I. For each SLG system, we iterate the learning and generation processes with oblique transmission (with constant \( \zeta \)) and observe the within-population distribution of the cultural traits (statistical parameters) converge to the conjugate distribution with parameters given in Eq. (9). We also confirm that the relaxation time is of order \( u^{-1} \).

For simulation, we tested two extreme cases for the initial within-population distribution, a delta function and a uniform distribution with a certain value range. The
data generation process was simulated by using the standard methods for sampling from the probability distributions implemented in the C++ standard library under the header <random> (the 64-bit Merseenne Twister was used for random number generation). To get samples from Poisson distributions, we used Knuth’s algorithm (D. E. Knuth, “The Art of Computer Programming 2. Seminumerical Algorithms (3rd ed.),” Addison Wesley, 1997).

The results are shown in Fig. 5 (in the main text) and Figs. 12 to 15. In all cases, we see that the within-population distribution converges to the theoretically predicted conjugate distribution regardless of the initial distribution. It can be also confirmed that the convergence is attained at time $t \sim 100 = 2u^{-1}$.

Appendix E: Equilibrium solution of the FP equation in the multi-parameter case

We here present the detailed derivation of the result in Sec. III D. We use the same model and notation described there. Differentiating Eq. (12), we have $G_{ij} = \partial_i \partial_j A - \partial_i \partial_k B_k$. From $\langle \partial_i \partial_j \phi \rangle = 0$, we obtain,

$$
\partial_i \partial_j A - \langle F_k \rangle \partial_i \partial_j B_k = \langle (F_k G_{ik} - \partial_i A)(F_l G_{jl} - \partial_j A) \rangle.
$$

Multiplying $G_{mj}^{-1} G_{nj}^{-1}$ on both sides and summing over $i$ and $j$, we obtain Eq.(13) as

$$
D_{mn} \equiv \langle (F_m - \theta_m)(F_n - \theta_n) \rangle = G_{mj}^{-1} G_{nj}^{-1} G_{ij} = G_{mn}^{-1}.
$$

Next, we solve the zero-current equation (15). We assume the following conjugate distribution: $\Psi \propto \exp[\chi_k B_k(\theta) - \nu A(\theta) + C(\theta)]$. Since

$$
\partial_j \Psi = (\chi_k \partial_j B_k - \nu \partial_j A + \partial_j C) \Psi = [G_{jk}(\chi_k - \nu \theta_k) + \partial_j C] \Psi,
$$
Eq. (15) is equivalent to
\[ \{2Lu\zeta_i - \chi_i + (\nu - 2Lu)\theta_i - \partial_j D_{ij} - D_{ij}\partial_j C\} \Psi = 0. \]
Thus, the conjugate distribution is a solution if the following equations are satisfied:
\[ \nu = 2Lu, \quad \chi_i = 2Lu\zeta_i, \quad \partial_j D_{ij} + D_{ij}\partial_j C = 0. \]
The last equation is equivalent to
\[ \partial_k C = -G_{ki}\partial_j D_{ij}. \]
Since \( D = G^{-1}, \partial_j D = -D(\partial_j G)D \) or \( \partial_j D_{kl} = -G_{km}^{-1}G_{nl}^{-1}\partial_j G_{mn}. \) The RHS can be transformed as
\[ -G_{ki}\partial_j D_{ij} = G_{ij}^{-1}\partial_j G_{ki} = G_{ij}^{-1}\partial_k B_i, \]
and the equation for \( C \) is
\[ \partial_k C = G_{ij}^{-1}\partial_k G_{ji}. \]
Using Jacobi’s formula this can be solved as \( C = \ln \det G. \)
Therefore, the equilibrium solution is given as in Eq. (17).
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