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Abstract

We show that the Peiffer commutator previously defined by Cigoli, Mantovani and Metere can be used to characterize central extensions of precrossed modules with respect to the subcategory of crossed modules in any semi-abelian category satisfying an additional property. We prove that this commutator also characterizes double central extensions, obtaining then some Hopf formulas for the second and third homology objects of internal precrossed modules.

1. Introduction and preliminaries

Let $\mathcal{C}$ be a semi-abelian category \cite{28} satisfying the “Smith is Huq” condition, denoted by (SH) \cite{8, 32} in the following. This condition means that two notions of centrality coincide: the first one is the notion of centrality for equivalence relations (in particular, of congruences in varieties of universal algebras) \cite{35, 34} and the second one is the centrality (often referred to as commutativity) of the corresponding normal subobjects (in particular, of normal subalgebras) \cite{23}. Thanks to this coincidence, in the present article we mainly work with the latter notion, that we are now going to recall. In $\mathcal{C}$, two subobjects $m: M \to A$ and $n: N \to A$ of the same object $A$ commute in the sense of Huq if there is an arrow $c: M \times N \to A$ making the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{(1,0)} & M \times N \\
\downarrow m & & \downarrow c \\
A & & \downarrow n \\
\uparrow (0,1) & & N
\end{array}
\]

commute. When this is the case, such an arrow $c$ is unique, and it is called the cooperator of $m$ and $n$ \cite{6}. With a slight abuse of notation we write $[M, N]_{HUq}^A = 0$ in this case, without explicitly mentioning the morphisms $m$ and $n$, or simply $[M, N]_{HUq} = 0$. Given any two normal subobjects $m: M \to A$ and $n: N \to A$ as above, there is in $\mathcal{C}$
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a smallest normal subobject $L$ of $A$ such that in the quotient $A/L$ the regular images $q(M)$ and $q(N)$ along $q: A \to A/L$ commute:

$$[q(M), q(N)]_{A/L} = 0.$$ 

Such a subobject is usually denoted by $[M, N]_{A}^{Huq}$; moreover, $[M, N]_{A}^{Huq}$ is the trivial subobject $0 \to A$ of $A$ if and only if $m$ and $n$ commute in the sense of Huq, so that the notations are consistent.

Since the condition (SH) holds in $\mathcal{C}$, an internal reflexive graph

$$X_1 \xrightarrow{d} B \quad \xleftarrow{c} \quad B$$

(with $d \cdot e = 1_B = c \cdot e$) is a groupoid if and only if the kernels $\ker(d): K[d] \to X_1$ and $\ker(c): K[c] \to X_1$ of the “domain” $d$ and of the “codomain” $c$ have trivial Huq commutator: $[K[d], K[c]]_{X_1}^{Huq} = 0$ (see [34, 32]). One writes $\text{RG}_B(\mathcal{C})$ for the category of reflexive graphs in $\mathcal{C}$ over a fixed “object of objects” $B$, with morphisms those $f_1: X_1 \to Y_1$ in $\mathcal{C}$ such that in the diagram

$$\begin{array}{ccc}
X_1 & \xrightarrow{f_1} & Y_1 \\
\downarrow{d} & \swarrow{c} & \searrow{d'} \\
B & \quad & B
\end{array}$$

the obvious triangles commute. Since $\mathcal{C}$ is semi-abelian, the category $\text{RG}_B(\mathcal{C})$ is also exact [1], with regular epimorphisms those morphisms such that $f_1$ in (2) is a regular epimorphism in $\mathcal{C}$, and protomodular [4]. This category $\text{RG}_B(\mathcal{C})$ is not pointed, but quasi-pointed [5], in the sense that it has an initial object $(B, 1_B, 1_B, 1_B)$, a terminal object $(B \times B, p_1, p_2, (1_B, 1_B))$ and, moreover, the canonical arrow from the initial to the terminal object is a monomorphism.

The category $\text{RG}_B(\mathcal{C})$ is known to be equivalent to the category $\text{PXMod}_B(\mathcal{C})$ of (internal) precrossed modules [25] over a fixed object $B$, also studied in [31, 15].

The normalization functor $N: \text{RG}_B(\mathcal{C}) \to \text{PXMod}_B(\mathcal{C})$ giving this equivalence of categories associates, with any reflexive graph (1), the precrossed module $(\partial: X \to B, \xi)$, where $\partial = c \cdot \ker(d), X = K[d]$, and $\xi: B\Theta X \to X$ is the internal action (in the sense of [3], see the next section for details) given by the conjugation of $B$ on $X$, computed in $X_1$. Note that, by definition, the action $\xi$ of a precrossed module $(\partial: X \to B, \xi)$ makes the diagram

$$\begin{array}{ccc}
B\Theta X & \xrightarrow{b\partial} & B\Theta B \\
\downarrow{\xi} & \quad & \downarrow{\chi} \\
X & \xrightarrow{\partial} & B
\end{array}$$

commute, with $\chi$ the conjugation action of $B$ on itself. For instance, in the case of groups, the commutativity of this diagram expresses, internally, the precrossed module condition $\partial^{(b)} = b\partial b^{-1}$.

The normalization functor $N: \text{RG}_B(\mathcal{C}) \to \text{PXMod}_B(\mathcal{C})$ takes a morphism (2) to
the morphism

\[
\begin{array}{c}
X \\
\partial = c \cdot \ker(d) \\
\end{array}
\xrightarrow{f}
\begin{array}{c}
Y \\
\partial' = c' \cdot \ker(d') \\
\end{array}
\]

where \(f\) is the restriction of \(f_1\) to the kernels \(X\) and \(Y\) of \(d\) and of \(d'\), respectively, whence \(\partial' \cdot f = \partial\). From the point of view of the actions, \(f\) is equivariant with respect to the \(B\)-actions, in the sense that the following diagram commutes:

\[
\begin{array}{c}
B\B X \\
\xi \\
X \\
\end{array}
\xrightarrow{f}
\begin{array}{c}
B\B Y \\
\xi' \\
Y \\
\end{array}
\]

so that \(f: (\partial: X \to B, \xi) \to (\partial': Y \to B, \xi')\) is a precrossed module morphism.

By the definition of internal crossed module given in [25] the category equivalence \(\mathbf{RG}_B(\mathcal{C}) \cong \mathbf{PXMod}_B(\mathcal{C})\) restricts to an equivalence between the category \(\mathbf{Grpd}_B(\mathcal{C})\) of internal groupoids in \(\mathcal{C}\) over \(B\) and the category \(\mathbf{XMod}_B(\mathcal{C})\) of internal crossed modules over \(B\). The condition (SH) in \(\mathcal{C}\) means precisely that a precrossed module \((\partial: X \to B, \xi)\) is a crossed module if and only if the following diagram

\[
\begin{array}{c}
X \B B X \\
\chi \\
X \\
\end{array}
\xrightarrow{\partial \B B 1} 
\begin{array}{c}
B \B B X \\
\xi \\
X \\
\end{array}
\]

commutes (see [31, 32]).

The category \(\mathbf{Grpd}_B(\mathcal{C})\) is a full reflective subcategory of the category \(\mathbf{RG}_B(\mathcal{C})\):

\[
\mathbf{RG}_B(\mathcal{C}) \xleftarrow{U} \xrightarrow{F} \mathbf{Grpd}_B(\mathcal{C}).
\] (3)

Under our assumptions on \(\mathcal{C}\), the \((X_1, d, c, e)\)-component of the unit of this adjunction is given by the quotient

\[
\begin{array}{c}
X_1 \\
\eta_{X_1} \\
\end{array}
\xrightarrow{\eta_{X_1}}
\begin{array}{c}
X_1 \\
[K[d], K[c]]_{Huq} \\
\end{array}
\]

where \([K[d], K[c]]_{Huq}\) is the Huq commutator in \(X_1\) of the kernels of \(d\) and \(c\). Thanks to the category equivalences recalled above, one knows that \(\mathbf{XMod}_B(\mathcal{C})\) is a reflective subcategory of \(\mathbf{PXMod}_B(\mathcal{C})\):

\[
\mathbf{PXMod}_B(\mathcal{C}) \xleftarrow{V} \xrightarrow{G} \mathbf{XMod}_B(\mathcal{C}).
\] (5)

A categorical notion of Peiffer commutator was introduced in [15] (see the next section), and the reflection of the precrossed \(B\)-module \((\partial: X \to B, \xi)\) associated with
the reflexive graph \((X_1, d, c, e)\) was shown to be the quotient \(\eta_X : X \rightarrow \frac{X}{\langle X, X \rangle}\) of \(X\) by the Peiffer commutator \(\langle X, X \rangle\) on \(X\)

\[
\begin{array}{c}
X \\
\eta_X \\
\downarrow \\
\downarrow \\
B \\
\downarrow \\
\end{array}
\rightarrow
\begin{array}{c}
\frac{X}{\langle X, X \rangle} \\
\end{array}
\]

where the \(B\)-action \(\xi\) on \(\frac{X}{\langle X, X \rangle}\) is the one induced by the \(B\)-action \(\xi\) on \(X\).

The correspondence between the Peiffer commutator \(\langle X, X \rangle\) on \(X\) in (6) and the Huq commutator \([K[d], K[e]]_{Huq}\) in the reflection (4) raises the question of determining whether this is a special case of a more general fact relating centrality conditions coming from categorical Galois theory [27] to this Peiffer commutator (in a context where they are both defined and can then be compared). The interest for this question also comes from a recent result in Galois theory that we now briefly explain.

A characterization of the extensions in \(\mathbf{RG}_B(C)\) that are central with respect to the adjunction (3) was established in [17], in the general context of exact Mal’tsev categories, i.e. in exact categories where any reflexive relation is an equivalence relation [13]. Recall that a Birkhoff subcategory is simply a full regular epi-reflective subcategory \(\mathcal{X}\) of a category \(\mathcal{A}\)

\[
\mathcal{A} \xrightarrow{G} \mathcal{X}
\]

that is stable in \(\mathcal{A}\) under regular quotients. As explained in [27], when \(\mathcal{A}\) is an exact Mal’tsev category, a Birkhoff subcategory \(\mathcal{X}\) of \(\mathcal{A}\) always induces an admissible Galois structure, for which there is a classification theorem of the extensions that are \(\mathcal{X}\)-central, in a sense that we are now going to recall. An extension \(f : X \rightarrow Y\) in \(\mathcal{A}\) is called an \(\mathcal{X}\)-trivial extension when the naturality square

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
V\Gamma(X) & \xrightarrow{V\Gamma(f)} & V\Gamma(Y) \\
\downarrow \eta_X & & \downarrow \eta_Y \\
\end{array}
\]

induced by the unit \(\eta\) of the adjunction (7) is a pullback. The notion of \(\mathcal{X}\)-central extension is then defined as an extension in \(\mathcal{A}\) that is locally \(\mathcal{X}\)-trivial, in the sense that it is \(\mathcal{X}\)-trivial up to the pullback in \(\mathcal{A}\) along a regular epimorphism (= an effective descent morphism, in this context [29]). In other words, a regular epimorphism \(f : X \rightarrow Y\) in \(\mathcal{A}\) is called an \(\mathcal{X}\)-central extension if there is a regular epimorphism \(p : Z \rightarrow Y\) in \(\mathcal{A}\) such that the projection \(p_1\) in the pullback

\[
\begin{array}{ccc}
Z \times Y & \xrightarrow{p_2} & X \\
\downarrow p_1 & & \downarrow f \\
Z & \xrightarrow{p} & Y \\
\end{array}
\]

is an \(\mathcal{X}\)-trivial extension. In particular, \(f\) is called an \(\mathcal{X}\)-normal extension if in the above diagram we can take \(p = f\). We recall from [27] that, when \(\mathcal{A}\) is Mal’tsev, every central extension is normal.
When $C$ is exact Mal’tsev (as it follows from our assumptions), the category $\mathcal{A} = \text{RG}_B(C)$ is again exact Mal’tsev, so that it is natural to investigate which are the extensions
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in $\text{RG}_B(C)$ that are $\text{Grpd}_B(C)$-central, namely central with respect to the Birkhoff reflection (3). As shown in [17] (by extending a result in [20]), it turns out that this is the case if and only if the following Smith centrality condition holds

$$[\text{Eq}[f_1], \text{Eq}[c]]_{\text{Smith}} \Delta X_1.$$ (8)

Here $\text{Eq}[c] \vee \text{Eq}[d]$ is the supremum of the equivalence relations $\text{Eq}[c]$ and $\text{Eq}[d]$ that are the kernel pairs of the morphisms $c$ and $d$, respectively, while $\Delta X_1$ is the discrete relation on $X_1$. The results in [9, 34] imply that this condition is equivalent to the following ones

$$[\text{Eq}[f_1], \text{Eq}[c]]_{\text{Smith}} \Delta X_1, \quad \text{and} \quad [\text{Eq}[f_1], \text{Eq}[d]]_{\text{Smith}} = \Delta X_1.$$ (9)

When we look at conditions (9) in terms of the Huq centrality, thanks to the (SH) condition, we can express them as follows

$$[K[f_1], K[c]]_{\text{Huq}} = 0 \quad \text{and} \quad [K[f_1], K[d]]_{\text{Huq}} = 0.$$ (10)

In the next section, after recalling some useful definitions, we shall see that, under suitable assumptions on the base category $C$, these conditions are equivalent to asking that the Peiffer commutator $\langle K[f], X \rangle$ is trivial, where $f$ is the extension in $\text{PXMod}_B(C)$ corresponding to $f_1$ via the normalization functor.

In the third section we shall use this characterization and a result in [21] to get a five term exact sequence in homology (Proposition 3.1), where the homology objects in $\text{PXMod}_B(C)$ are expressed in terms of generalized Hopf formulas. When $C$ is the category of Lie algebras, one obtains an exact sequence in the category of Lie algebra precrossed modules (see Example 3.3). In the last section a characterization of “double central extensions” relative to the induced adjunctions between the categories of extensions and of central extensions in $\text{PXMod}_B(C)$ will also be established (Theorem 4.1). From this, an explicit Hopf formula describing the Galois group of a weakly universal double central extension will be deduced (see formula (19)).

2. Main result

The notions of internal precrossed and crossed module are based on internal actions [3]. For each object $B$ in a semi-abelian category $C$, one can consider the category $\text{Pt}_B(C)$ of points over $B$, whose objects are pairs $(p, s)$ of arrows in $C$ with $ps = 1_B$, and whose morphisms are triangles
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where \( fs = s' \) and \( p'f = p \). The functor

\[ \text{Ker}_B : \text{Pt}_B(C) \to C, \]

sending each point \((p, s)\) over \( B \) to the kernel of \( p \), and a map \( f \) to its restriction to the kernels, has a left adjoint sending each object \( X \) in \( C \) to the point

\[ B + X \xrightarrow{\iota_B} B. \]

The kernel of \([1, 0]\) is usually denoted by \( B\triangleright X \), and \( B\triangleright(-) : C \to C \) is the underlying functor of the monad on \( C \) associated with the adjunction above. Internal \( B \)-actions are defined as the algebras for the monad \( B\triangleright(-) \). In the semi-abelian context, the functor \( \text{Ker}_B \) is monadic, and there is then an equivalence of categories

\[ C^{B\triangleright(-)} \cong \text{Pt}_B(C) \]

between \( B \)-actions and points over \( B \). In other words, \( C \) has semi-direct products in the sense of [10]. Explicitly, each point \((p, s)\) over \( B \) determines a \( B \)-action \( \xi \) given by the (unique) leftmost vertical arrow in the commutative diagram

\[
\begin{array}{ccc}
B\triangleright X \xrightarrow{\ker[1,0]} & B + X \xrightarrow{[1,0]} & B \\
\xi & & \downarrow \iota_B \\
X \xrightarrow{\ker(p)} & A \xrightarrow{p} & B.
\end{array}
\]

If \( C \) is the category of groups, the group \( B\triangleright X \) is generated as a subgroup of \( B + X \) by the strings of the form \((b; x; b^{-1})\) with \( b \) in \( B \) and \( x \) in \( X \), and \( \xi \) maps such generator to the element \( s(b)xs(b)^{-1} \) of \( X \), i.e. \( \xi \) realizes internally the conjugation action of \( B \) on \( X \) inside \( A \). Conversely, each internal action \( \xi \) determines a point as in the right hand side of the bottom row of the diagram

\[
\begin{array}{ccc}
B\triangleright X \xrightarrow{\ker[1,0]} & B + X \xrightarrow{[1,0]} & B \\
\xi & & \downarrow \iota_B \\
X \xrightarrow{j_X} & X \rtimes_\xi B \xrightarrow{\iota_B} & B.
\end{array}
\]

where the left hand square is a pushout (notice that, by monadicity, \( j_X \) is indeed the kernel of \( p_B \)). Again, in the category of groups, \( X \rtimes_\xi B \) is the classical semi-direct product of groups.

Three special cases of internal actions deserve to be described:

- the **trivial action** of \( B \) on \( X \), given by the composite

  \[ \tau : B\triangleright X \xrightarrow{\ker[1,0]} B + X \xrightarrow{[0,1]} X, \]

  and corresponding to the point

  \[ B \times X \xrightarrow{p_1 \times (1,0)} B; \]
• for a normal subobject $k$: $K \overset{k}{\rightarrow} X$, the conjugation action of $X$ on $K$, given by the (unique) left vertical arrow in the commutative diagram

$$
\begin{array}{c}
X \flat K \\ \downarrow \chi_K \\
K \overset{k}{\rightarrow} X,
\end{array}
$$

and corresponding to the point

$$
R \overset{p_1}{\rightarrow} (1,1) X,
$$

where $R$ is the equivalence relation on $X$ associated with $K$ (as a special case, we shall simply denote by $\chi: X \flat X \rightarrow X$ the conjugation action of $X$ on itself induced by the indiscrete relation);

• for each action $\xi: B \flat X \rightarrow X$ and each morphism $f: A \rightarrow B$, the pullback action, given by the composite

$$
f^*(\xi): A \flat X \overset{f \flat \chi_X}{\rightarrow} B \flat X \overset{\xi}{\rightarrow} X,
$$

and corresponding to the upper point in the pullback diagram

$$
\begin{array}{c}
(X \rtimes \xi B) \times_B A \\ \downarrow p_1 \\
X \rtimes \xi B \overset{\pi_B}{\rightarrow} B.
\end{array}
$$

The Peiffer product of two precrossed $B$-modules $(\partial: X \rightarrow B, \xi)$ and $(\partial': Y \rightarrow B, \xi')$ in $\mathcal{C}$ was introduced in [15] and can be defined as the object in the bottom right corner of the diagram

$$
\begin{array}{c}
X \rtimes_{\partial, \partial'} Y \\ \downarrow [i_X, i_Y]_{px} \\
Y \rtimes X \overset{\pi_X}{\rightarrow} X \rtimes Y,
\end{array}
$$

which has to be interpreted as the image of a pushout in $\text{PXMod}_B(\mathcal{C})$ under the forgetful functor sending each precrossed module to the domain of its structure morphism $(X +_{px} Y)$ denotes the domain of the coproduct of $X$ and $Y$ in $\text{PXMod}_B(\mathcal{C})$ and both the semi-direct products above have a canonical precrossed $B$-module structure determined by those on $X$ and $Y$, as explained in [15]). We denote by $\Sigma: X +_{px} Y \rightarrow X \rtimes Y$ the diagonal of the pushout (11).

In [16], Conduché and Ellis defined the Peiffer commutator $\langle X, Y \rangle$ of two precrossed $B$-submodules (of groups)

$$
\begin{array}{c}
X \overset{m}{\rightarrow} A \\ \downarrow \partial \\
B \overset{n}{\rightarrow} Y
\end{array}
$$

(12)
as the subgroup of $A$ generated by the elements of the form $xyx^{-1}(\partial(x)y)^{-1}$ and $yxy^{-1}(\partial'(y)x)^{-1}$. An internal version of this was defined in [15] for a general semi-abelian category, as the regular image, along the arrow $[m,n]_{px} : X +_{px} Y \to A$, of the kernel $N$ of the diagonal $\Sigma : X +_{px} Y \to X \ast Y$ of the pushout (11):

\[
\begin{array}{ccc}
N & \to & \langle X,Y \rangle \\
\downarrow & & \downarrow \\
X +_{px} Y & \to & A.
\end{array}
\]

Remark 2.1. We recall from Remark 3.12 in [15] that, when $X$ and $Y$ act trivially on each other, the normal closure of their Peiffer commutator coincides with their Huq commutator. In particular, this is the case when both are normal precrossed submodules (which implies that $\partial$ and $\partial'$ are zero maps).

Remark 2.2. Notice that the Peiffer commutator of two precrossed submodules as in (12) is not normal in general. However, it is the case when $A$ is the join of $X$ and $Y$ in $\text{PXM} \text{od}_B(C)$ (see Remark 3.9 in [15]). In particular, this happens when considering $\langle X, K \rangle$ for some $K$ normal subobject of $X$ in $\text{PXM} \text{od}_B(C)$. Moreover, we have the following lemma:

Lemma 2.3. For a normal precrossed submodule

\[
\begin{array}{ccc}
K & \xrightarrow{k} & X \\
\downarrow & \downarrow & \downarrow \\
0 & \xrightarrow{\partial} & B
\end{array}
\]

the inequality $\langle X, K \rangle \leq K$ holds.

Proof. First of all, let us notice that the trivial precrossed module map $0 : (0 : K \to B, \xi_K) \to (\partial : X \to B, \xi_X)$ exists, and so does $[1,0]_{px} : X +_{px} K \to X$. Moreover, $X \ltimes_{0^*} \xi_X K \cong X \times K$ ($K$ acts trivially on $X$). Hence, specializing the pushout (11) to our context, by the commutativity of the external square in the diagram

\[
\begin{array}{ccc}
X +_{px} K & \xrightarrow{[j_X,i_K]_{px}} & X \times K \\
\downarrow & \downarrow & \downarrow \\
K \ltimes_{\partial^*} \xi_K X & \to & X \ltimes K \\
\downarrow & \downarrow & \downarrow \\
\tau & \to & X
\end{array}
\]

we get a unique arrow $\tau$ such that $\tau \cdot \Sigma = [1,0]_{px}$. Now, we can proceed as in Section 6.
of [31], and consider the diagram

\[
\begin{array}{ccc}
N & \longrightarrow & (X, K) \\
\ker \Sigma & \downarrow & \downarrow k \\
X +_{px} K & \twoheadrightarrow & X \\
\Sigma & \downarrow & \downarrow q \\
X \bowtie K & \longrightarrow & (X, K)
\end{array}
\]

where \( p \) is the cokernel of \( k \). It is easy to check that \( p \cdot [1, k]_{px} = p \cdot [1, 0]_{px} \) by precomposition with the canonical injections. The square \( (a) \) is a pushout, since \( q \) and \( \Sigma \) are cokernels with a regular epimorphic comparison morphism between the corresponding kernels. By universal property we get that \( p \) factors through \( q \) and hence \( (X, K) \leq K \).

**Proposition 2.4** ([15, Proposition 3.11]). The Peiffer commutator \( \langle X, Y \rangle \) of two precrossed \( B \)-submodules as in (12) is trivial if and only if there exists a (unique) morphism \( \varphi \) making the diagram

\[
\begin{array}{ccc}
X & \overset{f}{\longrightarrow} & X \bowtie Y \overset{m}{\longleftarrow} \overset{l}{\longrightarrow} Y \\
\downarrow \varphi & & \downarrow \varphi \\
A & \overset{n}{\longleftarrow} & A
\end{array}
\]

commute.

**Proposition 2.5** ([15, Proposition 3.13 and Corollary 3.14]). The Peiffer commutator is preserved under regular images: if \( q: A \to A' \) is a regular epimorphism in \( \mathbf{PXMod}_B(C) \) and \( X \) and \( Y \) are precrossed \( B \)-submodules of \( A \) as in (12), then \( q(\langle X, Y \rangle) = \langle q(X), q(Y) \rangle \).

The Peiffer commutator is monotone: if \( X \leq X' \) and \( Y \leq Y' \) are precrossed \( B \)-submodules of a given precrossed \( B \)-module \( A \), then \( \langle X, Y \rangle \leq \langle X', Y' \rangle \).

Finally, we recall a condition, also introduced in [15], that one may ask on a semi-abelian category \( C \), and that turns out to be crucial in order to prove Theorem 2.6:

(UA) Given an extremal epimorphic cospan \( \begin{array}{ccc} A & \xrightarrow{f} & B & \xleftarrow{g} & C \end{array} \) in \( C \), then for any 4-tuple \( (\xi_1, \xi_2, \xi_3, \xi_4) \) of actions on a fixed object \( X \) making the diagram

\[
\begin{array}{ccc}
A \bowtie X & \overset{f \bowtie 1}{\longrightarrow} & B \bowtie X & \overset{g \bowtie 1}{\longleftarrow} & C \bowtie X \\
\downarrow & & \downarrow & & \downarrow \\
\xi_1 & & \xi_2 & & \xi_3
\end{array}
\]

commute, we have \( \xi_3 = \xi_4 \).

As proved in [15], this property holds in any action representable semi-abelian category (see [3]) and in any category of interest in the sense of Orzech [33]. In particular, the categories of groups, Lie and Leibniz algebras over a fixed field, rings, associative
algebras, Poisson algebras over a commutative ring with unit all satisfy condition (UA). Note that this condition implies the property (SH) recalled in Section 1 (see [14]). We are now ready to state the main result of this paper.

Theorem 2.6. Let $C$ be a semi-abelian category satisfying (UA), and $B$ an object in $C$. An extension

$$
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\partial & \downarrow & \\
B & \xrightarrow{g'} &
\end{array}
$$

of precrossed $B$-modules in $C$ is $\text{XMod}_B(C)$-central if and only if

$$\langle K[f], X \rangle = 0.$$

Proof. We first prove that if

$$
(\partial_{X \times_Y Z} : X \times_Y Z \to B, \xi_{X \times_Y Z}) \xrightarrow{g'} (\partial : X \to B, \xi)
$$

is a pullback and $g$ a regular epimorphism in $\text{PMod}_B(C)$, then $\langle K[f'], X \times_Y Z \rangle = 0$ if and only if $\langle K[f], X \rangle = 0$. We recall that such a pullback gives, in particular, a square

$$
\begin{array}{ccc}
X \times_Y Z & \xrightarrow{g'} & X \\
\partial' & \downarrow & \\
Z & \xrightarrow{g} & Y
\end{array}
$$

that is a pullback in $C$, with $g$ a regular epimorphism in $C$. This implies that $g'$ is also a regular epimorphism, and that $g'(\ker(f')) = \ker(f)$. Assuming first that $\langle K[f'], X \times_Y Z \rangle = 0$, we then find that

$$\langle K[f], X \rangle = \langle g'(K[f']), g'(X \times_Y Z) \rangle = g'(\langle K[f'], X \times_Y Z \rangle) = 0$$

because the Peiffer commutator is preserved under regular images by Proposition 2.5. Conversely, if $\langle K[f], X \rangle = 0$, the same argument shows that $g'(\langle K[f'], X \times_Y Z \rangle) = 0$. Moreover,

$$f'(\langle K[f'], X \times_Y Z \rangle) = (f'(K[f'])), Z) = (0, Z) = 0.$$

Since $f'$ and $g'$ are jointly monic, this implies that $\langle K[f'], X \times_Y Z \rangle = 0$.

Now $\langle K[f], X \rangle \leq (X, X)$, so that any extension $f$ between crossed modules must satisfy $\langle K[f], X \rangle = 0$. The previous argument then implies that the same is true for all trivial extensions with respect to (5), since by definition a trivial extension is the pullback of an extension of crossed modules. This in turn implies that every central extension satisfies $\langle K[f], X \rangle = 0$, since an extension is central if there exists a regular epimorphism $g$ such that the pullback of $f$ along $g$ is a trivial extension, and this proves the “only if” part.
Concerning the “if” part, let us first observe that, for any morphism (2) in \( \text{RG}_B(C) \), the pullback

\[
\begin{array}{c}
K_1 \xrightarrow{k_1} X_1 \\
\downarrow p \\
B \xrightarrow{e'} Y_1
\end{array}
\]
determines a kernel (in the sense of quasi-pointed categories) of \( f_1 \) in \( \text{RG}_B(C) \), described by the following diagram:

\[
\begin{array}{c}
K_1 \xrightarrow{k_1} X_1 \\
\downarrow p \\
B \xrightarrow{c}
\end{array}
\]

where \( s \) is the unique arrow such that \( k_1s = e \) and \( ps = 1_B \).

Taking the kernels in \( C \) of the domain projections of \( K_1, X_1 \) and \( Y_1 \), and the morphisms between them induced by \( f_1 \) and \( k_1 \), we get the pullback squares

\[
\begin{array}{c}
K \xrightarrow{k} X \xrightarrow{f} Y \\
\downarrow j = \ker(p) \quad \downarrow h = \ker(d) \quad \downarrow h' = \ker(d') \\\nK_1 \xrightarrow{k_1} X_1 \xrightarrow{f_1} Y_1
\end{array}
\]

It is easy to check that \( k = \ker(f) \) and \( kk = \ker(f_1) \), so that \( K = K[f] = K[f_1] \) is indeed a normal subobject of \( X_1 \). The corresponding morphisms of precrossed modules will then look like

\[
\begin{array}{c}
K \xrightarrow{k} X \xrightarrow{f} Y \\
\downarrow \partial \quad \downarrow \partial'
\end{array}
\]

We denote by \( \psi : B \cdot K \to K \) the action of \( B \) on \( K \) corresponding to the point \( (p, s) \), which gives the precrossed module structure on \( 0 : K \to B \).

It follows from Proposition 2.4 that the Peiffer commutator \( \langle K, X \rangle \) is trivial if and only if there exists an arrow \( \varphi \) making the diagram

\[
\begin{array}{c}
K \xrightarrow{k} X \xrightarrow{\varphi} X \\
\downarrow k \quad \downarrow 1_X
\end{array}
\]

commute. By precomposition, this in turn yields the (unique) dashed morphisms making the diagrams

\[
\begin{array}{c}
K \overset{(1, 0)}{\xrightarrow{k}} K \times X \overset{(0, 1)}{\xrightarrow{i_X}} X \\
K \overset{j_K}{\xrightarrow{k}} K \ltimes X \xrightarrow{i_X} X
\end{array}
\]

commute, where in the left hand diagram we used the isomorphism \( K \ltimes_{0, \xi} X \cong K \times X \). So, in fact, the first diagram tells us that \( K \) and \( X \) commute in the sense
of Huq, i.e. $[K, X] = [K[f_1], K[d]] = 0$. On the other hand, the right hand diagram commutes if and only if the square

$$
\begin{array}{ccc}
X \circ K & \xrightarrow{k[1,0]} & X + K \\
\partial^* e & \downarrow{} & \downarrow{} \\
K & \xrightarrow{k} & X \\
\end{array}
$$

commutes (see [25]). If we replace $\partial^* \psi$ by the conjugation action $\chi_K^X$ of $X$ on its normal subobject $K$, we get an analogous commutative diagram. As a consequence $\partial^* \psi = \chi_K^X$, since $k$ is a monomorphism.

Consider now the diagram

$$
\begin{array}{ccc}
X \circ K & \xrightarrow{h[1]} & X_1 \circ K & \xleftarrow{\psi} & B \circ K \\
\partial^* \psi & \downarrow{} & \chi_K^X & \downarrow{} & \psi \\
K & \xleftarrow{k} & X \\
\end{array}
$$

where $\chi_K^{X_1}$ denotes the conjugation action of $X_1$ on its normal subobject $K$. We want to show that both possible choices of the middle vertical arrow make the two triangles commute.

Let us start with the triangles on the left. The equality $\partial^* \psi = c^* \psi \cdot (h \circ 1)$ easily follows from the fact that $\partial = c \cdot h$, while the equality $\partial^* \psi = \chi_K^{X_1} \cdot (h \circ 1)$ holds because $\partial^* \psi = \chi_K^X$, as we proved above, and the commutative diagram

$$
\begin{array}{ccc}
X_1 \circ K & \xrightarrow{k[1,0]} & X_1 + K \\
\chi_K^{X_1} & \downarrow{} & [1, k] \\
K & \xrightarrow{h_k} & X \\
\end{array}
$$

shows that $\chi_K^X = \chi_K^{X_1} \cdot (h \circ 1) = h^* \chi_K^{X_1}$, since they are coequalized by the monomorphism $h_k$.

As for the right hand triangles, by definition of pullback action we have $c^* \psi = \psi \cdot (e \circ 1)$, hence $c^* \psi \cdot (e \circ 1) = \psi \cdot (e \circ 1) \cdot (e \circ 1) = \psi$. On the other hand, the diagram

$$
\begin{array}{ccc}
X_1 \circ K & \xrightarrow{k[1,0]} & X_1 + K \\
\chi_K^{X_1} & \downarrow{} & [1, k_1j] \\
K & \xrightarrow{k_1j} & X \\
\end{array}
$$

shows that $\psi = \chi_K^{X_1} \cdot (e \circ 1)$, since they are coequalized by the monomorphism $k_1j$. 


By (UA), since the cospan \((h, e)\) is extremal epimorphic by protomodularity (see Lemma 3.1.22 in [2]), the above arguments imply that \(c^*\psi = \chi^X_1\).

Finally, if we consider \(K\) as a (normal) subobject of \(K[c]\):

\[
\begin{array}{c}
K \\
j = \ker(p) \downarrow \\
k_1 \\
\end{array} \quad \begin{array}{c}
\downarrow f = \ker(c) \\
\end{array} \quad \begin{array}{c}
\longrightarrow \\
K_1 \quad \longrightarrow \\
\end{array} \quad \begin{array}{c}
\quad \longrightarrow \\
X_1,
\end{array}
\]

we get, as before, that \(\chi^K_{K[c]} = t^*\chi^K_{X_1}\). Hence \(\chi^K_{K[c]} = t^*\chi^K_{X_1} = t^*c^*\psi = 0^*\psi\), which means that the conjugation action of \(K[c]\) on \(K\) is trivial, or equivalently \([K, K[c]] = [K[f_1], K[c]] = 0\).

Thanks to the characterization (10), this proves that any extension \(f\) of precrossed \(B\)-modules as in (13) is central with respect to (5) if the Peiffer commutator \(\langle K[f], X \rangle\) is trivial. 

The previous characterization of central extensions, together with the properties of the Peiffer commutator, yields the following result.

**Corollary 2.7.** If \(f\) is an extension in \(\mathbf{PXMod}_B(C)\) as in (13), then the induced extension

\[
\begin{array}{ccc}
X & \xrightarrow{\eta} & Y \\
\langle K[f], X \rangle & \xrightarrow{\eta} & Y \quad \xrightarrow{g} \quad B \quad \xrightarrow{\partial} \\
\end{array}
\]

is central and, moreover, any morphism \(h\) from \(f\) to a central extension \(g\) factors uniquely through \(\overline{f}\). Accordingly, the category of \(\mathbf{XMod}_B(C)\)-central extensions in \(\mathbf{PXMod}_B(C)\) is a reflective subcategory of the category of extensions in \(\mathbf{PXMod}_B(C)\).

**Proof.** First observe that the extension \(\overline{f}\) is central. Indeed, if we write \(\eta: X \rightarrow X/\langle K[f], X \rangle\) for the canonical quotient, then

\[
\langle K[f], X \rangle/\langle K[f], X \rangle = \langle \eta(K[f]), \eta(X) \rangle = \eta(K[f], X) = 0,
\]

where we have used the property of preservation of the Peiffer commutator under regular images (2.5). Let then \(h: X \rightarrow Z\) be a morphism in \(\mathbf{PXMod}_B(C)\) from \(f\) to another central extension \(g: Z \rightarrow Y\), so that \(gh = f\). Consider the factorization of \(h\) in \(C\) as a regular epimorphism \(q\) followed by a monomorphism \(i\):

\[
\begin{array}{ccc}
X & \xrightarrow{h} & Z \\
\quad & \downarrow q & \quad \\
\quad & \quad & \quad \\
\quad & \downarrow i & \quad \\
\quad & \quad & \quad \\
\end{array}
\]

To show that \(h\) factors through \(\eta\) it suffices to prove that \(q\) factors through \(\eta\). First observe that the induced morphism \(g\eta: I \rightarrow Y\) is a central extension, i.e. \(\langle K[gi], I \rangle = 0\) (this follows immediately from Proposition 3.13 in [15]). By applying once again the property of preservation of the Peiffer commutator under regular images this implies
that
\[ q((K[f], X)) = \langle q(K[f]), q(X) \rangle = \langle K[gt], I \rangle = 0. \]
The last statement is then clear, since we have just proved that \( \eta \) satisfies the universal property of the \( f \)-component of the unit of the reflection into the subcategory of \( \text{XMod}_B(C) \)-central extensions in \( \text{PXMod}_B(C) \).

Since quotienting by \( \langle X, K[f] \rangle \) gives the centralization of an extension \( f \), under the hypotheses of Theorem 2.6, the normal sub-pre-crossed module \( (0; \langle X, K[f] \rangle \to B, \xi_{(X,K[f])}) \) coincides with the relative commutator \( [X, K[f]]_{\text{PXMod}_B(C)} \) as defined in [21].

3. Hopf formula for the fundamental group and homology

Given a normal extension \( f: X \to Y \) in \( \text{PXMod}_B(C) \), its Galois groupoid is defined (see for example [26, 27]) as the reflection of its kernel pair \( \langle Eq[f], p_1, p_2 \rangle \) into \( \text{XMod}_B(C) \). By analogy with the pointed case, we call the intersection of the kernels of \( G(p_1) \) and \( G(p_2) \) the Galois group of \( f \) and denote it by \( \text{Gal}(f, 0) \). This is equivalent to the kernel of the normalization of the Galois groupoid, i.e. of the composite \( G(p_2) \ker(G(p_1)): K[G(p_1)] \to G(X) \). Since \( f \) is a normal extension, the square

\[
\begin{array}{ccc}
Eq[f] & \xrightarrow{p_1} & X \\
\downarrow \eta_{Eq[f]} & & \downarrow \eta_X \\
G(Eq[f]) & \xrightarrow{G(p_1)} & G(X)
\end{array}
\]

is a pullback, and thus \( \ker(G(p_1)) \) is equal to \( \eta_{Eq[f]} \ker(p_1) \). We then have

\[ G(p_2) \ker(G(p_1)) = G(p_2)\eta_{Eq[f]} \ker(p_1) = \eta_X p_2 \ker(p_1) = \eta_X \ker(f), \]

and thus

\[ \text{Gal}(f, 0) = K[\eta_X \ker(f)] = K[f] \land K[\eta_X] = K[f] \land \langle X, X \rangle. \]

Let us assume that the category \( \text{PXMod}_B(C) \) has enough (regular) projectives. This is the case, for instance, whenever \( C \) is a semi-abelian variety (see for example [20]). For a given precrossed module \( (\partial: X \to B, \xi_X) \), we can then consider a regular epimorphism

\[ p: (\partial_P: P \to B, \xi_P) \to (\partial: X \to B, \xi_X) \]

with \( (\partial_P: P \to B, \xi_P) \) a projective precrossed module, and then its centralization

\[ (\partial_P: P \to B, \xi_P) \xrightarrow{q} \left( \overline{\partial_P}: \frac{P}{\langle P, K[p] \rangle} \to B, \xi_P \right) \]

in \( \text{PXMod}_B(C) \). Since \( (\partial_P: P \to B, \xi_P) \) is projective, thanks to the universal property of the centralization expressed by Corollary 2.7, one can show that \( \overline{\partial} \) is a weakly universal central extension: for any other central extension \( c: (\partial': Y \to B, \xi_Y) \to (\partial: X \to B, \xi_X) \), there exists a morphism of precrossed modules \( t: (\overline{\partial_P}: \frac{P}{\langle P, K[p] \rangle} \to B, \xi_P) \to (\overline{\partial': \frac{P}{\langle P, K[p] \rangle}} \to B, \xi_Y) \)
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\(B, \xi \rightarrow (\partial: Y \rightarrow B, \xi_Y)\) such that \(ct = p\). In our context, such a universal central extension is, in fact, normal, so that we can consider its fundamental groupoid. The Galois groupoid of \((\partial: X \rightarrow B, \xi_X)\) can then be defined as the Galois groupoid of \(\mathfrak{p}\) since, according to [26], it does not depend on the choice of the weakly universal normal extension of \((\partial: X \rightarrow B, \xi_X)\). The fundamental group \(\pi_1(\partial: X \rightarrow B, \xi_X)\) is the Galois group \(\text{Gal}(\mathfrak{p}, 0)\). This is given as above by the formula

\[
\pi_1(\partial_X: X \rightarrow B, \xi_X) = \text{Gal}(\mathfrak{p}, 0) = K[\mathfrak{p}] \wedge \left\langle \frac{P}{\langle P, K[p] \rangle}, \frac{P}{\langle P, K[p] \rangle} \right\rangle.
\]

Since the Peiffer commutator is preserved by regular images, we have

\[
\left\langle \frac{P}{\langle P, K[p] \rangle}, \frac{P}{\langle P, K[p] \rangle} \right\rangle = \left\langle \frac{P}{\langle P, K[p] \rangle}, \frac{P}{\langle P, K[p] \rangle} \right\rangle.
\]

Moreover, since we have a regular epimorphism \(p: \frac{P}{\langle P, K[p] \rangle} \rightarrow X \cong \frac{P}{K[p]}\), the Noether isomorphism theorem (see Theorem 2.2 in [21]) gives us

\[
K[p] = \frac{P}{\langle P, K[p] \rangle}.
\]

To sum up, we find that the Galois group of the precrossed module \((\partial: X \rightarrow B, \xi)\) is given by the Hopf formula

\[
\pi_1(\partial_X: X \rightarrow B, \xi_X) \cong \frac{K[\mathfrak{p}] \wedge \langle P, P \rangle}{\langle P, K[p] \rangle},
\]

which is also the second homology object \(H_2(X, \partial)\) of \((\partial: X \rightarrow B, \xi)\) as defined in [21].

Recall that two composable arrows in \(\text{PXMod}_B(\mathcal{C})\)

\[
(K, \partial_K) \xrightarrow{f} (X, \partial_X) \xrightarrow{g} (Y, \partial_Y)
\]

form a short exact sequence in \(\text{PXMod}_B(\mathcal{C})\) if \(f = \ker(g)\) and \(g\) is a regular epimorphism. Notice that, in this case, \(\partial_K = 0\). A diagram

\[
(X_{i-1}, \partial_{i-1}) \xrightarrow{f_{i-1}} (X_i, \partial_i) \xrightarrow{f_i} (X_{i+1}, \partial_{i+1})
\]

is an exact sequence if

\[
(I(f_{i-1}), \partial_i m_{i-1}) \xrightarrow{m_{i-1}} (X_i, \partial_i) \xrightarrow{p_i} (I(f_i), \partial_{i+1} m_i)
\]

is a short exact sequence, where \(X_j \xrightarrow{p_j} I_j \xrightarrow{m_j} X_{j+1}\) is the regular epi-mono factorization in \(\mathcal{C}\) of the morphism \(f_j\) [15]. Given a short exact sequence

\[
0 \longrightarrow (K, \partial_K) \xrightarrow{f} (X, \partial_X) \xrightarrow{g} (Y, \partial_Y) \longrightarrow 0 \tag{14}
\]

and a projective presentation \(p: (P, \partial_P) \rightarrow (X, \partial_X)\) of \((X, \partial_X)\), this also gives a projective presentation \(gp: (P, \partial_P) \rightarrow (Y, \partial_Y)\) of \((Y, \partial_Y)\). It follows that

\[
H_2(Y, \partial_Y) \cong \frac{K[gp] \wedge \langle P, P \rangle}{\langle P, K[p] \rangle},
\]
and we then get the following extension of the Stallings-Stammbach theorem for precrossed modules (of groups) given in [16]:

**Proposition 3.1.** Any short exact sequence (14) in \( \text{PXMod}_B(C) \), with \( p: (P, \partial_P) \to (X, \partial_X) \) a projective presentation of \( (X, \partial_X) \), induces a five-term exact sequence

\[
\begin{array}{ccccccc}
K[p] \wedge \langle P, P \rangle & \xrightarrow{\langle P, K[p] \rangle} & K[gp] \wedge \langle P, P \rangle & \xrightarrow{\langle P, K[gp] \rangle} & K & \xrightarrow{\gamma} & Y & \xrightarrow{\pi} & Y \\
\langle P, X \rangle & \xrightarrow{\langle K, X \rangle} & \langle X, X \rangle & \xrightarrow{\gamma} & \langle Y, Y \rangle & \\
\end{array}
\]

where the morphism \( \gamma \) is a regular epimorphism.

**Proof.** This follows from Theorem 4.6 in [21] and the remarks above.

**Remark 3.2.** Observe that, when \( B = 0 \), all Peiffer commutators above coincide with Huq commutators (see [15]) and we recover from the above result the internal version of the classical Stalling-Stammbach theorem: a short exact sequence

\[
0 \to K \xrightarrow{\partial} X \xrightarrow{\gamma} Y \to 0
\]

in a semi-abelian category \( C \) yields a five-term exact sequence

\[
\begin{array}{ccccccc}
K[p] \wedge [P, P] & \xrightarrow{[P, K[p]]} & K[gp] \wedge [P, P] & \xrightarrow{[P, K[gp]]} & K & \xrightarrow{[K, X]} & X & \xrightarrow{\gamma} & Y & \xrightarrow{\pi} & Y \\
\langle P, X \rangle & \xrightarrow{\langle K, X \rangle} & \langle X, X \rangle & \xrightarrow{\gamma} & \langle Y, Y \rangle & \xrightarrow{\pi} & 0 & \\
\end{array}
\]

(see also [21]).

**Example 3.3.** When \( C \) is the category \( \text{Lie}_K \) of Lie algebras over a field \( K \), the classical notion of action coincides with the semi-abelian one. Accordingly, a Lie algebra precrossed module is given by two Lie algebra homomorphisms \( \partial: X \to B \) and \( \xi: B \to \text{Der}(X) \), where \( \text{Der}(X) \) is the Lie algebra of derivations of \( X \), such that \( \partial(\xi(b)(x)) = [b, \partial(x)] \) for all \( x \in X \) and \( b \in B \). A Lie algebra crossed module [30] is then a precrossed module where the Peiffer identity

\[
\xi(\partial(x))(y) = [x, y]
\]

holds for all \( x, y \in X \). In this case the Peiffer commutator \( \langle M, N \rangle \) of two precrossed \( B \)-submodules of \( X \) is the Lie ideal of \( X \) generated by the Peiffer elements

\[
[m, n] - \xi(\partial(m))(n) \quad \text{and} \quad [n, m] - \xi(\partial(n))(m),
\]

where \( m \in M \), \( n \in N \). In particular, for a morphism

\[
f: (\partial: X \to B, \xi) \to (\partial': Y \to B, \xi')
\]

in \( \text{PXMod}_B(\text{Lie}_K) \), we have \( \partial(k) = \partial' f(k) = 0 \) for all \( k \in K[f] \), so that the Peiffer commutator \( \langle K[f], X \rangle \) is generated by the terms \( [k, x] \) and \( \xi(\partial(x))(k) \). It is thus the same ideal as in Example 5 of [17], and thus we find the characterization of central extensions given there as a special case of Theorem 2.6. Moreover, given a short exact sequence (14) in the category of Lie algebra precrossed modules, we obtain an exact sequence of Lie algebra precrossed modules

\[
H_2(X, \partial_X) \to H_2(Y, \partial_Y) \to K \to X \to Y \to 0.
\]
4. Double central extensions and homology

Let us denote $\text{Ext}(\mathcal{P}\text{Mod}_B(C))$ the full subcategory of the arrow category of $\mathcal{P}\text{Mod}_B(C)$ whose objects are the regular epimorphisms, and $\text{CExt}(\mathcal{P}\text{Mod}_B(C))$ the full subcategory of $\text{Ext}(\mathcal{P}\text{Mod}_B(C))$ whose objects are the central extensions described in Theorem 2.6. Then Corollary 2.7 shows that the subcategory $\text{CExt}(\mathcal{P}\text{Mod}_B(C))$ is reflective in $\text{Ext}(\mathcal{P}\text{Mod}_B(C))$, and we write

$$G^1: \text{Ext}(\mathcal{P}\text{Mod}_B(C)) \to \text{CExt}(\mathcal{P}\text{Mod}_B(C))$$

for the corresponding reflector.

Let us also recall that in any exact Mal’tsev category $\mathcal{A}$, a square of regular epimorphisms

$$\begin{array}{ccc}
X & \xrightarrow{g} & Z \\
\downarrow f & & \downarrow h \\
Y & \xrightarrow{j} & W
\end{array}$$

is a pushout if and only if the induced map $X \to Y \times_W Z$ to the pullback of $h$ and $j$ is also a regular epimorphism (see Theorem 5.7 in [12]); a commutative square with this property is often called a regular pushout or a double extension. The latter name is due to the fact that a square (15) in $\mathcal{A}$ can be seen as an arrow $(g,j): f \to h$ of $\text{Ext}(\mathcal{A})$, that plays the role of an extension between extensions. If we denote by $\mathcal{E}^1$ the class of double extensions, then the property recalled above allows us to prove that, much like regular epimorphisms in $\mathcal{A}$, double extensions are stable under pullbacks and closed under composition in $\text{Ext}(\mathcal{A})$, and of course every isomorphism of $\text{Ext}(\mathcal{A})$ is a double extension. Together with the subcategory $\text{CExt}(\mathcal{A})$ of central extensions, which is always reflective when $\mathcal{X}$ is a Birkhoff subcategory of $\mathcal{A}$ as in (7), this defines a Galois structure $\Gamma^1$ on $\text{Ext}(\mathcal{A})$. The category $\text{Ext}(\mathcal{A})$ is regular Mal’tsev, but not exact in general; nevertheless, it is still true that the Galois structure $\Gamma^1$ is admissible, and that every double extension is an effective descent morphism (see [19]). Thus we can again call trivial a double extension $(g,j): f \to h$ such that the naturality square

$$\begin{array}{ccc}
f & \xrightarrow{(g,j)} & h \\
\downarrow s_j & & \downarrow s_h \\
G^1(f) & \xrightarrow{G^1(g,j)} & G^1(h)
\end{array}$$

is a pullback in $\text{Ext}(\mathcal{A})$. When $\mathcal{A} = \mathcal{P}\text{Mod}_B(C)$ and $\mathcal{X} = \mathcal{X}\text{Mod}_B(C)$, this is equivalent to the square

$$\begin{array}{ccc}
X & \xrightarrow{g} & Z \\
\downarrow & & \downarrow \\
X & \xrightarrow{(X,K[f])} & (Z,K[h])
\end{array}$$

being a pullback, where the vertical arrows are the canonical quotients. Then a double central extension is a double extension that is “locally trivial”, i.e. such that there exists a double extension $(p,q): r \to h$ for which the pullback of $(g,j)$ along $(p,q)$,
which is the back face of the cube

$$X \times_Z U \xrightarrow{p_2} U \xrightarrow{p} Z$$

$$f \times_h r$$

$$Y \times_W V \xrightarrow{p_2} V \xrightarrow{h} W$$

$$f$$

$$g$$

$$r$$

$$h$$

$$q$$

is a double trivial extension.

Notice that a double extension (15) can also be seen as an extension \((f, h): g \to j\); it turns out that centrality is independent of the orientation, since a double extension is central as an extension \(g \to j\) if and only if it is central as an extension \(f \to h\) (although this is not true for triviality of double extensions) [18].

In [17], a characterization of double central extensions for the adjunction (3) using Smith-Pedicchio commutators was given. This allows to state the corresponding result for the adjunction (5):

**Theorem 4.1.** Let \(\mathcal{C}\) be a semi-abelian category satisfying (UA), and let

$$\xymatrix{ (\partial_X: X \to B, \xi_X) \ar[r]^g \ar[d]^f & (\partial_Z: Z \to B, \xi_Z) \ar[d]^{h} \ar@/^/[d]^r \ar@/_/[d]_r \ar@/^/[d]^p \ar@/_/[d]_p \ar@/^/[d]^q \ar@/_/[d]_q \ar@/^/[d]^r \ar@/_/[d]_r \ar@/^/[d]^p \ar@/_/[d]_p \ar@/^/[d]^q \ar@/_/[d]_q }$$

be a double extension in the category \(\text{PXMod}_B(\mathcal{C})\). Then (16) is a double central extension if and only if

$$\langle K[f] \land K[g], X \rangle = 0 = \langle K[f], K[g], X \rangle.$$ 

**Proof.** By Corollary 3 of [17], the double extension

$$\xymatrix{ X_1 \ar[r]^{g_1} \ar[d]_{f_1} & Z_1 \ar[d]^{h_1} \ar@/^/[d]^r \ar@/_/[d]_r \ar@/^/[d]^p \ar@/_/[d]_p \ar@/^/[d]^q \ar@/_/[d]_q \ar@/^/[d]^r \ar@/_/[d]_r \ar@/^/[d]^p \ar@/_/[d]_p \ar@/^/[d]^q \ar@/_/[d]_q }$$

$$Y_1 \ar[r]_{j_1} & W_1$$

of reflexive graphs corresponding to (16) is central if and only if it satisfies the conditions

$$[Eq[f_1] \land Eq[g_1], Eq[e] \lor Eq[d]]_{Smith} = \Delta_{X_1} = [Eq[f_1], Eq[g_1]]_{Smith}.$$ 

According to the characterization (8), the equality on the left means that the comparison map \(\langle f_1, g_1 \rangle: X_1 \to Y_1 \times_{W_1} Z_1\) is a central extension. By equivalence, the corresponding morphism \(\langle f, g \rangle: X \to Y \times_{W} Z\) in \(\text{PXMod}_B(\mathcal{C})\) is a central extension, which means, by Theorem 2.6, that

$$\langle K[f] \land K[g], X \rangle = 0.$$ 

Under the (SH) condition, the equality on the right is equivalent to the Huq commutator of \(K[f]\) and \(K[g]\) being trivial in \(X_1\). But since \(K[f]\) and \(K[g]\) are subobjects
of $X = K[d]$, this is equivalent to their Huq commutator being trivial in $X$. This in turn amounts to the condition

$$\langle K[f], K[g] \rangle = 0$$

by Remark 2.1, since $K[f]$ and $K[g]$ are normal precrossed submodules of $X$. □

As for the characterization of central extensions, by the previous result, we get a description of the reflection of double extensions into the subcategory of double central extensions.

**Proposition 4.2.** The centralization of a double extension as (16) in $\text{PXMod}_B(C)$ is given by

$$\langle \partial : X \langle K[f] \wedge K[g], X \rangle \rightarrow B, \xi \rangle$$

$\downarrow$

$$\langle \partial_Z : Z \rightarrow B, \xi_Z \rangle$$

(17)

**Proof.** Let us first observe that, by Lemma 2.3 and Proposition 2.5:

$$\langle K[f] \wedge K[g], X \rangle \cap \langle K[f], K[g] \rangle \leq K[f] \wedge K[g].$$

Hence, denoting $J = \langle K[f] \wedge K[g], X \rangle \cap \langle K[f], K[g] \rangle$ and $q : X \rightarrow X/J$, we have a pushout

$$\begin{array}{ccc}
X & \rightarrow & X \\
\downarrow q & & \downarrow \text{id} \\
J & \rightarrow & \langle K[f] \wedge K[g] \rangle
\end{array}$$

and as a consequence, by taking kernels horizontally:

$$q(K[f] \wedge K[g]) = \frac{K[f] \wedge K[g]}{J} = \frac{K[f]}{J} \wedge \frac{K[g]}{J} = q(K[f]) \wedge q(K[g]).$$

We are going to show that the double extension (17) is central by means of the characterization given by Theorem 4.1:

$$\langle K[f] \wedge K[g], X \rangle = \langle \frac{K[f]}{J} \wedge \frac{K[g]}{J}, X \rangle = \langle q(K[f]), q(K[g]), q(X) \rangle$$

$$= \langle q(K[f] \wedge K[g]), q(X) \rangle$$

$$= q(\langle K[f] \wedge K[g], X \rangle) = 0,$$

$$\langle K[f], K[g] \rangle = \langle \frac{K[f]}{J}, \frac{K[g]}{J} \rangle = \langle q(K[f]), q(K[g]) \rangle = q(\langle K[f], K[g] \rangle) = 0.$$
the double extension. To prove the universal property, there is then no restriction in considering an arrow \( \phi \) of the form

\[
\begin{array}{ccc}
X & \xrightarrow{g} & Z \\
f & \phi & f' \\
Y & \xrightarrow{g'} & W \\
\end{array}
\]

where the front face is a double central extension. Consider the decomposition \( \phi = ip \), where \( i \) is a monomorphism and \( p \) is a regular epimorphism. Then it induces a diagram

\[
\begin{array}{ccc}
X & \xrightarrow{p} & Z \\
Y & \xrightarrow{f' i} & W \\
\end{array}
\]

where the front face is a double extension, since \( p \) is a regular epimorphism and the back face is a double extension. Moreover, it is a double central extension since \( i \) is a monomorphism and double central extensions are closed under subobjects in double extensions. Then

\[
p(J) = p(K[f] \land K[g], X) \lor p(K[f], K[g]) = (K[f'] \land K[g'], I) \lor (K[f'], K[g']) = 0,
\]

where the first equality follows from the fact that regular images distribute over joins. So \( p \) factors through \( q \) yielding a commutative triangle of double extensions, which shows that \( q \) gives indeed the required reflection.

In particular, if we consider two normal precrossed submodules \((0: H \to B, \xi_H)\) and \((0: K \to B, \xi_K)\) of a given precrossed module \((\partial: X \to B, \xi)\), then the join \( H \lor K \) in \( C \) is endowed with a precrossed module structure over \( B \), and it is normal in \((\partial: X \to B, \xi)\) too (see [15]). One can then consider the double extension

\[
\begin{array}{ccc}
(0: H \lor K \to B, \xi_{H \lor K}) & \xrightarrow{\varphi} & (0: \frac{H \lor K}{H} \to B, \xi_{\frac{H \lor K}{H}}) \\
\end{array}
\]

and apply Proposition 4.2 to this special case, whose centralization is obtained by
quotienting out the object

$$\langle H \land K, H \lor K \rangle \lor \langle H, K \rangle = \langle H \land K, H \rangle \lor \langle H \land K, K \rangle \lor \langle H, K \rangle = \langle H, K \rangle.$$ 

Let us observe that \( H \) and \( K \) act trivially on each other by the action induced by \( B \), because their structure maps are zero, whence

$$\langle H, K \rangle = [H, K]_{H \text{eq}}$$

by Remark 3.12 in [15].

Finally, slightly enlarging the context of [22] to include quasi-pointed categories, we may say that the centralization just described provides a description of the relative commutator of two normal precrossed submodules with respect to the adjunction (5), so that

$$[H, K]_{\text{PXMod}_B(C)} = (0: [H, K]_{H \text{eq}} \rightarrow B, \xi_{[H,K]}).$$

5. The third homology object

Following the lines of Section 6 in [26] and using the characterization of double central extensions, we are now going to establish a Hopf formula for the third homology object in \( \text{PXMod}_B(C) \), which specializes, in particular, to the third integral homology group of a group \( [11] \). For this purpose, we assume again that \( \text{PXMod}_B(C) \) has enough regular projectives, and we can first define \( \pi_2(\partial: X \rightarrow B, \xi_X) \) as the Galois group of a weakly universal double central extension. To construct such a double extension, we take two projective precrossed modules \( (\partial P: P \rightarrow B, \xi_P) \) and \( (\partial P': P' \rightarrow B, \xi_{P'}) \) and regular epimorphisms \( p: P \rightarrow X \) and \( p': P' \rightarrow X \); then we form the pullback \( P \times_X P' \) of \( p \) and \( p' \), and take a projective precrossed module \( (\partial Q: Q \rightarrow B, \xi_Q) \) with a regular epimorphism \( Q \rightarrow P \times_X P' \). The square

$$\begin{array}{ccc}
Q & \rightarrow & P' \\
\downarrow q' & & \downarrow p' \\
\downarrow p & & \downarrow X \\
P & \rightarrow & X
\end{array} (18)$$

is then a double extension (in \( \text{PXMod}_B(C) \)), so that we can see \( q \rightarrow p \) and \( q' \rightarrow p' \) as extensions with projective domains in the category \( \text{Ext}(\text{PXMod}_B(C)) \). As in the one-dimensional case, the centralization

$$\langle K[q] \land K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle = \langle K[q] \rangle \lor \langle K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle \rightarrow 0$$

of this double extension is then a weakly universal double central extension, and we can use it to compute the fundamental group of the extension \( p' \) as

$$\pi_1(p') = K[(\eta, p)] \land K[\eta^{-1}] = K[\eta] \land \langle K[q], Q \rangle \rightarrow 0$$

$$= \frac{K[q] \land \langle K[q'], Q \rangle}{\langle K[q] \land K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle} \rightarrow 0,$$
where the second equality is explained by the following (horizontal) pullback in $\text{Ext}(\text{PXMod}_B(C))$:

$$\begin{align*}
K[q] \land (K[q'], Q) & \rightarrow (K[q'], Q) \\
K[q] & \rightarrow Q \\
K[q] & \rightarrow P.
\end{align*}$$

Analogously

$$\pi_1(p) = \frac{K[q] \land \langle K[q], Q \rangle}{\langle K[q] \land K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle} \rightarrow 0.$$ 

Since $q: Q \rightarrow P'$ is also a regular epimorphism with projective domain, the fundamental group of $P'$ can be calculated as

$$\pi_1(P') = \frac{K[q] \land \langle Q, Q \rangle}{\langle K[q], Q \rangle},$$

but since $P'$ is projective, this fundamental group must be trivial, which implies that $K[q] \land \langle Q, Q \rangle = \langle K[q], Q \rangle$. By analogy, we must also have that $K[q'] \land \langle Q, Q \rangle = \langle K[q'], Q \rangle$, and as a consequence, we obtain

$$\pi_1(p) = \frac{K[q'] \land K[q] \land \langle Q, Q \rangle}{\langle K[q] \land K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle} \rightarrow 0 = \pi_1(p').$$

Since this must be true for any $p$ and $p'$, and $\pi_1(p)$ and $\pi_1(p')$ only depend on $p$ and $p'$ respectively, $\pi_1(p)$ only depends on its codomain ($\partial: X \rightarrow B, \xi$): thus we can define $\pi_2(\partial: X \rightarrow B, \xi)$ as the domain of $\pi_1(p)$, and this gives us the Hopf formula

$$H_3(X, \partial) = \pi_2(X, \partial) = \frac{K[q'] \land K[q] \land \langle Q, Q \rangle}{\langle K[q] \land K[q'], Q \rangle \lor \langle K[q], K[q'] \rangle},$$

which is independent of the chosen double extension (18).
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