Classification of Computer Aided Engineering (CAE) Parts Using Graph Convolutional Networks
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Abstract

CAE engineers work with hundreds of parts spread across multiple body models. A Graph Convolutional Network (GCN) was used to develop a CAE parts classifier. As many as 866 distinct parts from a representative body model were used as training data. The parts were represented as a three-dimensional (3-D) Finite Element Analysis (FEA) mesh with values of each node in the x, y, z coordinate system. The GCN based classifier was compared to fully connected neural network and PointNet based models. Performance of the trained models was evaluated with a test set that included parts from the training data, but with additional holes, rotation, translation, mesh refinement/coarsening, variation of mesh schema, mirroring along x and y axes, variation of topographical features, and change in mesh node ordering. The trained GCN model was able to achieve 88.5% classification accuracy on the test set i.e., it was able to find the correct matching part from the dataset of 866 parts despite significant variation from the baseline part. A CAE parts classifier demonstrated in this study could be very useful for engineers to filter through CAE parts spread across several body models to find parts that meet their requirements.

1 Introduction

The objective of this study was to develop a CAE parts classifier that could be used to identify similar parts from hundreds of CAE parts spread across multiple body models. As many as 866 distinct parts from a representative body model were used as training data. The parts were represented as a 3-D FEA mesh with values of each node in the x, y, z coordinate system. For all parts in this study, the x, y, z coordinate values of each mesh node were scaled i.e., zero centered and normalized by their respective mean and standard deviation.

2 Graph Convolutional Network

Graph Convolutional Networks (GCNs) can work directly on graphs and take advantage of their structural information [1]. Graph convolution is mathematically defined as follows [1, 2]:

$$h_i^{(l+1)} = \sigma(b^{(l)} + \sum_{j \in N(i)} \frac{1}{c_{ij}} h_j^{(l)} W^{(l)})$$  \hspace{1cm} (1)

where $h_i^{(l)}$ and $h_j^{(l+1)}$ are the input and output node features, $N(i)$ is the set of neighbors of node $i$, $c_{ij}$ is the product of the square root of node degrees i.e., $c_{ij} = \sqrt{|N(i)|} \sqrt{|N(j)|}$, and $\sigma$ is an activation function.
For this study, the mesh for each part was converted into an undirected graph with self-loops for each node. An example is shown in Figure 1. As stated before, node features were the scaled x, y, z coordinate values of each node in the mesh. No edge level features were used. The graphs were then passed through a GCN for graph classification as shown in Figure 2. The final/output layer of the network was of size (866, 1) with a Softmax activation function. The GCN model was developed using Deep Graph Library [2] with PyTorch backend [3].

![Figure 1: Example of a mesh converted into an undirected graph.](image1)

![Figure 2: Graph Convolutional Network model.](image2)

### 3 Fully Connected Neural Network

A fully connected neural network model was developed to classify parts as shown in Figure 3. For this model, the three-dimensional mesh ($n_{nodes}$, 3) was reshaped into an one-dimensional vector ($n_{nodes}$ x 3, 1). Since the parts were of widely varying sizes, zero padding was used to ensure that the size of the one-dimensional vector was the same for all parts. The size of the input layer of the model was equal to the length of the biggest part, when reshaped into a one-dimensional vector.

![Figure 3: Fully Connected Neural Network model.](image3)
4 PointNet

PointNet is a novel type of neural network that directly consumes point clouds [4]. PointNet provides a unified architecture for applications ranging from object classification, part segmentation, to scene semantic parsing. The network learns a set of optimization functions/criteria that select interesting or informative points of the point cloud and encode the reason for their selection. The final fully connected layers of the network aggregate these learnt optimal values into a global descriptor for the entire shape (shape classification) or are used to predict per point labels (shape segmentation). The classification network takes \( n \) points as input, applies input and feature transformations, and then aggregates point features by max pooling. The output is classification score for \( m \) classes. Batch normalization [5] is used for all layers with ReLU activation function [6]. Dropout layers [7] are used for the last couple layers in the classification net [4]. The PointNet architecture was adapted for the current study to accept the 3-D FEA mesh \((n_{\text{nodes}}, 3)\) as input as shown in Figure 4. Zero padding was again used to ensure that all parts had the same size i.e., \( n_{\text{nodes}} \) was equal to the length of the biggest part in the dataset for all parts.

![PointNet model](image)

Mesh Point Cloud \((n, 3)\)

Figure 4: PointNet model.

5 Results

Performance of the trained models was evaluated with a test set that included parts with:

- Additional holes
- Rotation and translation
- Mesh refinement/coarsening
- Variation of mesh schema
- Mirroring along x and y axes
- Variation of topographical features

A big advantage of GCN and PointNet models over fully connected neural networks is that they are permutation invariant i.e., they do not depend on the arbitrary ordering of the nodes in the mesh. This was demonstrated by changing the ordering of the mesh nodes for a sample part before using the three trained models. The test set was divided into 5 subsets (A to E). Model performance results for each subset are given below.

5.1 Test Subset A

This subset included translated, rotated and rotated+translated versions of a part labelled "P2" shown in Figure 5, which was randomly selected from the 866 parts dataset. Model performance results on this test subset are given in Table 1 i.e., whether the models were correctly able to classify the part. Both PointNet and GCN models misclassified with translation and rotation of the part.

![Table 1: Model performance on Test Subset A](image)

| Test Part                  | Fully Connected Neural Network | PointNet | Graph Convolutional Network (GCN) |
|---------------------------|-------------------------------|----------|-----------------------------------|
| P2 Translated             | ✓                             | ✗        | ✓                                 |
| P2 Rotated                | ✓                             | ✓        | ✗                                 |
| P2 Rotated + Translated    | ✓                             | ✗        | ✗                                 |
5.2 Test Subset B

This subset included variations on part P2 such as addition of 1-5 holes, finer and coarser mesh, and change in the mesh schema from quadrilateral to triangular elements as shown in Figure 6. Model performance results on this test subset are given in Table 2.

| Test Part                          | Fully Connected Neural Network | PointNet | Graph Convolutional Network (GCN) |
|------------------------------------|-------------------------------|----------|-----------------------------------|
| P2 with 1 additional hole          | ✓                             | ✓        | ✓                                 |
| P2 with 2 additional holes         | ✓                             | ✓        | ✓                                 |
| P2 with 3 additional holes         | ✓                             | ✓        | ✓                                 |
| P2 with 4 additional holes         | ✓                             | ✓        | ✓                                 |
| P2 with 5 additional holes         | ✓                             | ✓        | ✓                                 |
| P2 with change in mesh schema      | ×                             | ✓        | ✓                                 |
| P2 with finer mesh                 | ✓                             | ✓        | ✓                                 |
| P2 with coarse mesh - I            | ×                             | ✓        | ✓                                 |
| P2 with coarse mesh - II           | ×                             | ✓        | ✓                                 |

Figure 6: Images of parts in Test Subset B.

5.3 Test Subset C

This subset included variations on part P2 such as change in the mesh schema and mirrored versions along the x and y axes as shown in Figure 7. Model performance results on this test subset are given in Table 3.

5.4 Test Subset D

This subset included 5-15% scale up of the part P2 and variations in topographical features as shown in Figure 8. Model performance results on this test subset are given in Table 4.
Figure 7: Images of parts in Test Subset C.

Table 3: Model performance on Test Subset C

| Test Part                          | Fully Connected Neural Network | PointNet | Graph Convolutional Network (GCN) |
|-----------------------------------|-------------------------------|----------|-----------------------------------|
| P2 with change in mesh schema - I | ✓                             | ✓        | ✓                                 |
| P2 with change in mesh schema - II| ✓                             | ✓        | ✓                                 |
| P2 mirrored along y-axis          | ✓                             | ×        |                                   |
| P2 mirrored along x-axis          | ✓                             | ×        |                                   |

Figure 8: Images of parts in Test Subset D.

Table 4: Model performance on Test Subset D

| Test Part                          | Fully Connected Neural Network | PointNet | Graph Convolutional Network (GCN) |
|-----------------------------------|-------------------------------|----------|-----------------------------------|
| P2 scale up by 5%                 | ✓                             | ✓        | ✓                                 |
| P2 scale up by 10%                | ✓                             | ✓        | ✓                                 |
| P2 scale up by 15%                | ✓                             | ✓        | ✓                                 |
| P2 with 5mm hole shift            | ✓                             | ✓        | ✓                                 |
| P2 with 10mm hole shift           | ✓                             | ✓        | ✓                                 |
| P2 with 15mm hole shift           | ✓                             | ✓        | ✓                                 |
| P2 with 5mm bead shift            | ✓                             | ✓        | ✓                                 |
| P2 with 10mm bead shift           | ✓                             | ✓        | ✓                                 |
| P2 with 15mm bead shift           | ✓                             | ✓        | ✓                                 |
5.5 Test Subset E

This subset included a part randomly selected from the 866 parts dataset. The ordering of the nodes in the mesh was arbitrarily changed to check for permutation invariance of the models. Unlike the fully connected neural network, both the GCN and PointNet models were still able to correctly classify the part as given in Table 5.

| Change in mesh node ordering | Fully Connected Neural Network | PointNet | Graph Convolutional Network (GCN) |
|-----------------------------|--------------------------------|----------|----------------------------------|
| ×                           | ✓                              | ✓        | ✓                                |

6 Summary

A Graph Convolutional Network (GCN) was used to develop a CAE parts classifier. As many as 866 distinct parts from a representative body model were used as training data. The parts were represented as a three-dimensional (3-D) Finite Element Analysis (FEA) mesh with values of each node in the x, y, z coordinate system. The GCN based classifier was compared to fully connected neural network and PointNet based models. Performance of the trained models was evaluated with a test set that included parts from the training data, but with additional holes, rotation, translation, mesh refinement/coarsening, variation of mesh schema, mirroring along x and y axes, variation of topographical features, and change in mesh node ordering. The trained GCN model was able to achieve 88.5% classification accuracy on the test set i.e., it was able to find the correct matching part from the dataset of 866 parts despite significant variation from the baseline part. By comparison, the fully connected neural network and PointNet models achieved 84.6% classification accuracy on the test set. Prediction accuracy of all models can be further improved by including examples of these variations from the baseline parts in the training data.
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