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Abstract. In this paper, we solve the Dirichlet problem for Orlicz-Sobolev maps between singular metric spaces that extends the corresponding result of Guo et al. [arXiv 2021]. As an intermediate step, we develop a version of Rellich-Kondrachov compactness theorem for Orlicz-Sobolev mappings between metric spaces that extends a previous result of Guo and Wenger [Comm. Anal. Geom. 2020]. Another crucial ingredient is an Orlicz-Sobolev extension of the trace theory for metric valued Sobolev maps developed by Korevaar and Schoen [Comm. Anal. Geom. 1993].
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1. INTRODUCTION

The classical Dirichlet problem associated to the harmonic mapping system in an Euclidean domain \( \Omega \subset \mathbb{R}^n \) asks for a continuous map \( u : \Omega \rightarrow \mathbb{R}^m \) so that

\[
\begin{cases}
\Delta u = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial \Omega.
\end{cases}
\]

An equivalent way to formulate the Dirichlet problem is to consider energy minimizing mappings via the Euler-Lagrange equations. To be more precise, one considers minimizers of the Dirichlet energy

\[ E^2(u) := \int_{\Omega} |\nabla u|^2 dx. \]

When we move from Euclidean spaces to Riemannian manifolds, we also have a natural definition of Dirichlet energy. More precisely, given two Riemannian manifolds \((M, g)\) and \((N, h)\), the Dirichlet energy functional is defined as

\[ E^2(u) := \int_M |\nabla u|^2 d\mu, \]

where \( |\nabla u| \) is the Riemannian length of the gradient of \( u \) and \( \mu \) is Riemannian volume induced by \( g \) on \( M \).
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One of the classical methods to solve the Dirichlet problem in the smooth setting is the direct method from the calculus of variations. To apply it, one needs a Rellich-Kondrachov compactness theorem for manifold valued Sobolev maps. Roughly speaking, the Rellich-Kondrachov compactness theorem for Sobolev maps says that if \( \{u_k\}_{k \in \mathbb{N}} \) is a sequence of Sobolev maps with uniformly bounded Sobolev norm, then up to a subsequence, \( u_k \) converges in \( L^2 \) (indeed even in \( L^p \) for all \( p < 2^* := \frac{2n}{n-2} \)) to some limiting Sobolev map \( u \) of the same class. For the theory of Sobolev type spaces and the associated Rellich-Kondrachov compactness theorem in Euclidean spaces, see [1].

Now, consider a mapping \( u: X \to Y \), where \( X = (X, d_X, \mu) \) is a metric measure space and \( Y = (Y, d_Y) \) a metric space. Unlike the smooth Riemannian case, there is no natural Dirichlet energy functional associated to a sufficiently regular map. Indeed, there are several well-known (and generally different) energy functionals existing in the literature: the Korevaar-Schoen energy functional, the Hajlasz energy functional [8], the upper gradient energy functional [15, 21] and so on; see [16] for more energy functionals and the associated Sobolev spaces of metric valued maps. For the solvability of Dirichlet’s problem (associated to various different energy functionals) in the setting of singular metric spaces, see [22, 6, 4, 5] and the references therein.

In this article, we shall focus on the upper gradient energy functional introduced by Heinonen and Koskela [15] and solve the associated Dirichlet problem. Throughout this paper, \( X = (X, d_X, \mu) \) is assumed to be a complete metric measure space, \( Y = (Y, d_Y) \) a complete metric space, \( \Omega \subset X \) a bounded domain and \( \mathcal{H} \) a \( \sigma \)-finite Borel regular measure on \( \partial \Omega \). For notational simplicity, we sometimes drop the subscripts \( X,Y \) from the distances \( d_X, d_Y \) and simply write \( d \). Given expressions \( a \) and \( b \), we write \( a \lesssim b \) if there is a constant \( C > 0 \) such that \( a \leq C b \).

Fix an \( N \)-function \( \Phi \), let \( N^{1, \Phi}(\Omega, Y) \) be the Orlicz-Sobolev spaces based on upper gradients and \( M^{1, \Phi}(\Omega, Y) \) the Orlicz-Sobolev spaces based on Hajlasz gradients (see Section 2 below for precise definition). The basic theory of Orlicz-Sobolev spaces on metric measure spaces based on upper gradients has been studied in details in the monograph [23] and then the theory was greatly extended in [24, 14, 13].

We first recall the definition of trace for metric valued maps, introduced in [5].

**Definition 1.1.** Let \( u: \Omega \to Y \) be a \( \mu \)-measurable map. Fix a point \( x \in \partial \Omega \). If for some point \( Tu(x) \in Y \), it holds

\[
\lim_{r \to 0^+} \int_{B(x,r) \cap \Omega} d_Y(u, Tu(x)) \, d\mu = 0,
\]

then we say that the trace \( Tu(x) \) of \( u \) at \( x \in \partial \Omega \) exists. Also, we say that \( u \) has a trace \( Tu \) on \( \partial \Omega \) if \( Tu(x) \) exists for \( \mathcal{H} \)-almost every \( x \in \partial \Omega \).

For our purpose, it is convenient to separate a class of admissible domains so that the Dirichlet problem is solvable, which plays a similar role as bounded Lipschitz domains in a smooth Riemannian manifold. The following definition was greatly motivated by [5, Definition 1.2].

**Definition 1.2.** We say that a bounded domain \( \Omega \subset X \) is weakly \( (\Phi, \theta) \)-admissible for some \( N \)-function \( \Phi \in \Delta' \cap \nabla_2 \) and \( \theta > 0 \), if
• \( \mu \) is a doubling measure on \( \Omega \);
• \( \mathcal{H} \) is upper codimension-\( \theta \) regular on \( \partial \Omega \);
• \( \Omega \) supports a local \( \Phi \)-Poincaré inequality with \( \sum_{k \geq 0} \frac{2^{-k}}{\Phi^{-1}(2^{-k})} < \infty \);
• \( N^{1,\Phi}(\Omega, Y) = M^{1,\Phi}(\Omega, Y) \) with comparable norms for all Orlicz-Sobolev maps.

We say that \( \Omega \subset X \) is \((\Phi, \theta)\)-admissible if in addition \( \Omega \) supports a global \( \Phi \)-Poincaré inequality, that is, for \( u \in N^{1,\Phi}(\Omega) \) with \( Tu = 0 \) \( \mathcal{H} \)-almost everywhere on \( \partial \Omega \), it holds
\[
\|u\|_{L^\Phi(\Omega)} \leq C(\Omega) \|g_u\|_{L^\Phi(\Omega)}. \tag{1.2}
\]

For the next concept, we refer to monograph [6] for the notion of a non-principal ultrafilter \( \omega \) on \( \mathbb{N} \) and the definition of ultra-limit \( \lim_{\omega} a_m \) of a bounded sequence \( \{a_m\} \) of real numbers. Let \( (Y, d) \) be a metric space and \( \omega \) a non-principal ultrafilter on \( \mathbb{N} \). Denote by \( Y_\omega \) the set of equivalent classes \([([y_m])]\) with the sequence \( \{y_m\} \) in \( Y \) satisfying \( \sup_m d(y_1, y_m) < \infty \), where sequences \( \{y_m\} \) and \( \{y'_m\} \) are identified if \( \lim_{\omega} d(y_m, y'_m) = 0 \). The metric space obtained by equipping \( Y_\omega \) with the distance \( d_\omega([([y_m])], ([y'_m]]) = \lim_{\omega} d(y_m, y'_m) \) is called the ultra-completion or ultra-product of \( Y \) with respect to \( \omega \). It is clear that \( Y \) isometrically embeds into \( Y_\omega \) via the map \( \iota: Y \to Y_\omega \), which assigns to \( x \) the equivalent class \([([x])]\) of the constant sequence \( \{x\} \). The following definition was introduced in [6].

**Definition 1.3.** A metric space \( Y \) is said to be 1-complemented in some ultra-completion of \( Y \) if there exists a non-principal ultrafilter \( \omega \) on \( \mathbb{N} \) for which there is a 1-Lipschitz retraction from \( Y_\omega \) to \( Y \).

The class of metric spaces that are 1-complemented in some ultra-completion includes all proper metric spaces, all dual Banach spaces, some non-dual Banach spaces such as \( L^1 \), all Hadamard spaces and injective metric spaces; see [6, Proposition 2.1].

For each \( u \in N^{1,\Phi}(\Omega, Y) \), let \( E^\Phi(u) \) be the \( \Phi \)-weak upper gradient energy functional of \( u \) (see Section 2.2 below for precise definition). Our first main result establishes a general existence result for the Dirichlet problem associated for Orlicz-Sobolev maps between singular metric spaces.

**Theorem 1.4.** Suppose \( \Omega \subset X \) is a \((\Phi, \theta)\)-admissible domain and \( Y \) is a metric space that is 1-complemented in some ultra-completion of \( Y \). Then for each \( \phi \in N^{1,\Phi}(\Omega, Y) \), there exists a mapping \( u \in N^{1,\Phi}(\Omega, Y) \) with \( Tu = T\phi \) such that
\[
E^\Phi(u) = \inf \left\{ E^\Phi(v) : v \in N^{1,\Phi}(\Omega, Y) \text{ and } Tv = T\phi \right\}.
\]

Theorem 1.4 extends the corresponding result of [5] from the Sobolev class to more general Orlicz-Sobolev class.

One important ingredient in the proofs is the following version of Rellich-Kondrachov compactness theorem for Orlicz-Sobolev maps, for which we state as a separate theorem below. It extends a recent result of Guo and Wenger [6, Theorem 3.1].

**Theorem 1.5.** Suppose \( \Omega \subset X \) is a weakly \((\Phi, \theta)\)-admissible domain for some \( N \)-function \( \Phi \in \Delta' \cap \nabla_2 \). For every \( m \in \mathbb{N} \), let \( (Y_m, d_m) \) be a complete metric space, \( K_m \subset Y_m \) compact
and \( \{u_m\} \subset N^{1,\Phi}(\Omega, Y_m) \). Suppose that \((K_m, d_m)\) is a uniformly compact sequence and
\[
\sup_{m \in \mathbb{N}} \left[ \|d_m(y_m, u_m)\|_{L^p(\Omega)} + E^\Phi(u_m) \right] < \infty
\]
for some and thus every \( y_m \in K_m \). Then, after possibly passing to a subsequence, there exist a complete metric space \( Z \), isometric embeddings \( \varphi_m: Y_m \hookrightarrow Z \), a compact subset \( K \subset Z \) and \( v \in N^{1,\Phi}(\Omega, Z) \) such that \( \varphi_m(K_m) \subset K \) for all \( m \in \mathbb{N} \) and \( \varphi_m \circ u_m \) converges to \( v \) in \( L^p(\Omega, Z) \).

Recall that a sequence of compact metric spaces \((B_m, d_m)\) is called uniformly compact if \( \sup_m \text{diam } B_m < \infty \) and if for every \( \varepsilon > 0 \) there exists \( N \in \mathbb{N} \) such that every \( B_m \) can be covered by at most \( N \) balls of radius \( \varepsilon \).

Taking \( \Phi(x) = |x|^p \), \( p > 1 \) in Theorem 1.5, we obtain the corresponding Rellich-Kondrachov compactness theorem for Sobolev spaces.

**Corollary 1.6.** Suppose \( \Omega \subset X \) is a weakly \((p, \theta)\)-admissible domain for some \( p > 1 \). For every \( m \in \mathbb{N} \), let \((Y_m, d_m)\) be a complete metric space, \( K_m \subset Y_m \) compact and \( \{u_m\} \subset N^{1,p}(\Omega, Y_m) \). Suppose that \((K_m, d_m)\) is a uniformly compact sequence and
\[
\sup_{m \in \mathbb{N}} \left[ \int_{\Omega} d_m^p(y_m, u_m) \, d\mu + E^p(u_m) \right] < \infty
\]
for some and thus every \( y_m \in K_m \). Then, after possibly passing to a subsequence, there exist a complete metric space \( Z \), isometric embeddings \( \varphi_m: Y_m \hookrightarrow Z \), a compact subset \( K \subset Z \) and \( v \in N^{1,p}(\Omega, Z) \) such that \( \varphi_m(K_m) \subset K \) for all \( m \in \mathbb{N} \) and \( \varphi_m \circ u_m \) converges to \( v \) in \( L^p(\Omega, Z) \).

In the setting of singular metric spaces, Rellich-Kondrachov compactness theorem for Sobolev functions has already been considered by Hajlasz-Koskela [11, Theorem 4]. When \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, Corollary 1.6 reduces to the recent theorem of Guo and Wenger [6, Theorem 3.1]. It plays a key role in their solution of the Dirichlet problem for Sobolev mappings with values in certain locally noncompact (infinite dimensional) metric spaces.

We would like to emphasize that in Theorem 1.5 (or Corollary 1.6), different with the classical Rellich-Kondrachov compactness theorem, we did not claim that a subsequence of \( \{u_m\} \) converges, but a subsequence of the modified sequence \( \{\varphi_m \circ u_m\} \) converges to some \( v \) in \( L^p \). However, when \( X \) and \( Y_m \) are geometrically nice, it is possible to obtain a subsequence of \( \{u_m\} \) that do converge; see [7, Section 3] for such type of results. Indeed, Corollary 1.6 plays a fundamental role in the compactness results for energy minimizing harmonic mappings between Alexandrov spaces considered in [7] and the Dirichlet problem for \( p \)-harmonic mappings between singular metric spaces considered in [5].

In the formulation of Theorem 1.4, we need the fact that the trace operator \( T \) is well-defined on \( N^{1,\Phi}(\Omega, Y) \). When \( \Omega \subset X \) is a bounded Lipschitz domain in a smooth Riemannian manifold, \( Y \) is a complete metric space and \( \Phi(x) = |x|^p \), \( 1 < p < \infty \), this fact was established by Korevaar-Schoen in [17, Section 12]. Very recently, this was extended to Sobolev mappings between metric spaces in [5]. We give a further extension of this fact to Orlicz-Sobolev maps between metric spaces.
Theorem 1.7. Suppose $\Omega$ is a weakly $(\Phi, \theta)$-admissible domain and $Y$ is a complete metric space embedded isometrically into some Banach space. Then the trace operator

$$T : N^{1, \Phi}(\Omega, Y, d\mu) \to L^\Phi(\partial \Omega, Y, d\mu)$$

is bounded and linear.

Another crucial fact that we shall need in the proof of Theorem 1.4 is the following convergence result for traces of Orlicz-Sobolev maps with uniformly bounded energy. When $\Omega \subset X$ is a bounded Lipschitz domain in a smooth Riemannian manifold, $Y$ is a complete metric space and $\Phi(x) = |x|^p$, $1 < p < \infty$, this fact was established by Korevaar-Schoen in [17, Theorem 1.12.2], and when $\Phi(x) = |x|^p$, $1 < p < \infty$ it was established recently in [5, Theorem 1.6].

Theorem 1.8. Suppose $\Omega \subset X$ is a weakly $(\Phi, \theta)$-admissible domain and $Y$ is complete. Let $\{u_i\} \subset N^{1, \Phi}(\Omega, Y)$ be a sequence with uniformly bounded energy, that is,

$$\sup_{i \in \mathbb{N}} E^\Phi(u_i) < \infty.$$

If $u_i$ converges to some $u \in N^{1, \Phi}(\Omega, Y)$ in $L^\Phi(\Omega, Y)$, then $Tu_i \to Tu$ in $L^\Phi(\partial \Omega, Y)$.

Many of the arguments in our proofs are similar to the one used in [6, 5] and so we do not claim any essential new ideas or techniques produced in this paper. However, as one could expect, since a general Orlicz function (different from the typical $|x|^p$) involves, the estimates often becomes much more delicate. For the convenience of the readers, we have included as many details as possible in all the following proofs.

The paper is organized as follows. In Section 2, we introduce the basic notation and collect some auxiliary results. In Section 3, we prove the Rellich-Kondrachov compactness theorem both in Orlicz-Hajlasz-Sobolev spaces and in Orlicz-Sobolev spaces based on upper gradients. In Section 4, we give an extension of the trace theory of Korevaar-Schoen and prove our trace theorem. In Section 5, we solve the Dirichlet problem, i.e. Theorem 1.4.

2. Preliminaries and auxiliary results

Throughout this paper, $X = (X, d_X, \mu)$ is assumed to be a complete metric measure space, $(Y, d_Y)$ a complete metric space and $\Omega \subset X$ a bounded domain. We say that the measure $\mu$ is a doubling measure on $\Omega$ if there exists a constant $C_d \geq 1$ such that

$$0 < \mu(B(x, 2r) \cap \Omega) \leq C_d \mu(B(x, r) \cap \Omega) < \infty$$

for all $x \in \overline{\Omega}$ and $r > 0$, where $B(x, r) := \{y \in X : d(y, x) < r\}$ denotes the open ball centered at $x$ with radius $r$.

Given a set $G \subset \Omega$ endowed with a $\sigma$-finite Borel regular measure $\mathcal{H}$, we say that $\mathcal{H}$ is upper codimension-$\theta$ regular on $G$ for some $\theta > 0$ if there exists a constant $C_G$ such that

$$\mathcal{H}(B(x, r) \cap G) \leq C_G \frac{\mu(B(x, r) \cap \Omega)}{r^\theta}$$

for all $x \in G$ and $r > 0$. 
2.1. Orlicz spaces. In this section, we shall recall the definition of Orlicz spaces. The presentation is rather standard and can be found for instance in [20].

Let \( \Phi : \mathbb{R} \to \mathbb{R}^+ \) be a convex function satisfying the conditions: \( \Phi(-x) = \Phi(x) \), \( \Phi(0) = 0 \), and \( \lim_{x \to \infty} \Phi(x) = +\infty \). With each such function \( \Phi \), one can associate another convex function \( \Psi : \mathbb{R} \to \mathbb{R}^+ \) having similar properties, which is defined by

\[
\Psi(y) := \sup\{x \mid y - \Phi(x) : x \geq 0\}, \quad y \in \mathbb{R}.
\]

Then \( \Phi \) is called a young function, and \( \Psi \) the complementary function to \( \Phi \). It follows from the definition that \( \Psi(0) = 0 \), \( \Psi(-y) = \Psi(y) \) and that \( \Psi \) is a convex increasing function satisfying \( \lim_{y \to \infty} \Psi(y) = +\infty \).

Let \( \Phi_1, \Phi_2 \) be two Young functions. Then \( \Phi_1 \) is said to be essentially stronger than \( \Phi_2 \), denoted \( \Phi_2 \preccurlyeq \Phi_1 \), if

\[
\Phi_2(x) \leq \Phi_1(ax)
\]

holds for each \( a > 0 \) and for all \( x \geq 0 \).

Young functions can be classified based on their growth rate. A Young function \( \Phi \) is said to be doubling or satisfies the \( \Delta_2 \)-condition if there is a constant \( C_2 > 0 \) such that

\[
\Phi(2x) \leq C_2 \Phi(x)
\]

for each \( x \geq 0 \). The \( \Delta_2 \)-condition tells that for large \( x \) the growth of a Young function \( \Phi \) is dominated by the function \( C|x|^p \) with some \( p > 1 \) and a constant \( C > 0 \); see [20, the proof of Corollary 2.3.5]. In particular, the \( \Delta_2 \)-condition excludes functions with exponential growth.

A condition in the opposite direction is the \( \nabla_2 \)-condition. A Young function \( \Phi \) satisfies the \( \nabla_2 \)-condition if

\[
\Phi(x) \leq \frac{1}{2C} \Phi(Cx)
\]

for some fixed constant \( C > 1 \) and for each \( x \geq 0 \).

A continuous Young function \( \Phi : \mathbb{R} \to \mathbb{R}^+ \) is said to be an \( N \)-function if \( \Phi \) satisfies \( \Phi(x) = 0 \) if and only if \( x = 0 \), \( \lim_{x \to 0} \frac{\Phi(x)}{x} = 0 \) and \( \lim_{x \to \infty} \frac{\Phi(x)}{x} = \infty \).

An \( N \)-function \( \Phi \) satisfies the \( \Delta' \)-condition if there is a constant \( C' > 0 \) such that

\[
\Phi(xy) \leq C' \Phi(x)\Phi(y)
\]

for all \( x, y \geq 0 \). This is stronger condition than the doubling condition, see [20, the proof of Lemma 2.3.8]. Moreover, \( \Delta' \cap \nabla_2 \neq \emptyset \), for example, consider the function \( \Phi(x) = |x|^\alpha (|\log |x|| + 1) \), \( \alpha > 1 \).

Let \( \Phi \) be a Young function and \( (\Omega, \Sigma, \mu) \) be an arbitrary measure space, where \( \Sigma \) is a \( \sigma \)-algebra. The Orlicz space \( L^\Phi(\Omega) \) is defined to be

\[
L^\Phi(\Omega) = \left\{ u : \Omega \to \mathbb{R} : u \text{ measurable, } \int_\Omega \Phi(\alpha |u|) \, d\mu < \infty \text{ for some } \alpha > 0 \right\}.
\]

As in the theory of \( L^p \)-spaces, the elements in \( L^\Phi(\Omega) \) are actually equivalence classes consisting of functions that differ only on a set of \( \mu \)-measure zero. The Orlicz space \( L^\Phi(\Omega) \)
is a Banach space when equipped with the norm

\[ \|u\|_{L^\Phi(\Omega)} = \inf \left\{ k > 0 : \int_{\Omega} \Phi \left( \frac{|u|}{k} \right) \, d\mu \leq 1 \right\}. \]

For further analysis, we give an extension of Hölder’s inequality, that is, Young’s inequality. If \( u \in L^\Phi(\Omega) \) and \( v \in L^\Psi(\Omega) \), with \((\Phi, \Psi)\) as a complementary Young pair, then we have

\[ \int_{\Omega} |uv| \, d\mu \leq 2\|u\|_{L^\Phi(\Omega)} \|v\|_{L^\Psi(\Omega)}. \]

Now we present a generalization of Young’s inequality. Let \( \Phi_i, i = 1, 2, 3 \), be Young functions for which \( \Phi_i^{-1}(x) \Phi_i^{-1}(x) \leq \Phi_3^{-1}(x), x \geq 0 \) holds. If \( u_i \in L^{\Phi_i}(\Omega), i = 1, 2 \), then \( u_1 \cdot u_2 \in L^{\Phi_3}(\Omega) \) and

\[ \|u_1 u_2\|_{L^{\Phi_3}(\Omega)} \leq 2\|u_1\|_{L^{\Phi_1}(\Omega)} \|u_2\|_{L^{\Phi_2}(\Omega)}. \]

2.2. **Metric-valued Orlicz-Sobolev spaces via upper gradients.** Fix an N-function \( \Phi \), we denote by \( L^\Phi(\Omega, Y) \) the space of all \( \mu \)-measurable and essentially separably valued maps \( u : \Omega \to Y \) such that for some \( y_0 \in Y \), the function \( x \mapsto d(u(x), y_0) \in L^\Phi(\Omega) \). A sequence \( \{u_k\} \subset L^\Phi(\Omega, Y) \) is said to converge to \( u \in L^\Phi(\Omega, Y) \) if

\[ \|d_Y(u, u_k)\|_{L^\Phi(\Omega)} \to 0 \quad \text{as} \quad k \to \infty. \]

When \((Y, d_Y) = (V, |\cdot|)\) is a Banach space, we may endow \( L^\Phi(\Omega, V) \) with a natural norm

\[ \|f\|_{L^\Phi(\Omega, V)} := \|f\|_{L^\Phi(\Omega)}. \]

If \( V = \mathbb{R} \), we simply set \( L^\Phi(\Omega, \mathbb{R}) := L^\Phi(\Omega) \).

The concept of upper gradient was first introduced in [15, 18] and was studied in details in [21]. We next introduce more general concept, namely, \( \Phi \)-weak upper gradients. Here we only give a very brief introduction and refer the interested readers to the monograph [23] for more information.

**Definition 2.1.** A Borel function \( g : \Omega \to [0, \infty] \) is called an *upper gradient* for a map \( u : \Omega \to Y \) if for every rectifiable curve \( \gamma : [a, b] \to \Omega \), we have the inequality

\[ d_Y(u(\gamma(b)), u(\gamma(a))) \leq \int_{\gamma} g \, ds. \tag{2.2} \]

If inequality (2.2) holds for \( \Phi \)-almost every curve, then \( g \) is called a \( \Phi \)-weak upper gradient for \( u \).

We say that a property of curves holds for \( \Phi \)-almost every curve if the collection of locally rectifiable curves for which the property fails to hold has \( \Phi \)-modulus zero. For definition and properties of \( \Phi \)-modulus, see [23].

A \( \Phi \)-weak upper gradient \( g \) of \( u \) is *minimal* if for every \( \Phi \)-weak upper gradient \( \tilde{g} \) of \( u \), \( \tilde{g} \geq g \) \( \mu \)-almost everywhere. If \( u \) has an upper gradient in \( L^\Phi_{\text{loc}}(\Omega) \), then \( u \) has a unique (up to sets of \( \mu \)-measure zero) minimal \( \Phi \)-weak upper gradient. We denote the minimal \( \Phi \)-weak upper gradient by \( g_u \). The Orlicz-Sobolev space \( N^{1,\Phi}(\Omega, Y) \) consists of all \( u \in L^\Phi(\Omega, Y) \) with a minimal \( \Phi \)-weak upper gradient \( g_u \in L^\Phi(\Omega) \). For each \( u \in N^{1,\Phi}(\Omega, Y) \), we shall use \( E^\Phi(u) \) to denote the \( \Phi \)-weak upper gradient energy functional of \( u \), that is,

\[ E^\Phi(u) = \|g_u\|_{L^\Phi(\Omega)}. \]
An alternative way to introduce $N^{1,\Phi}(\Omega, Y)$ is to use isometric embedding $Y \subset V$ and then define $N^{1,\Phi}(\Omega, Y)$ as the Banach space-valued Sobolev spaces $N^{1,\Phi}(\Omega, V)$. We briefly record Banach space valued Sobolev spaces $N^{1,\Phi}(\Omega, V)$ here.

The *Dirichlet space* $D^{1,\Phi}(\Omega, V)$ consists of all measurable functions $u: \Omega \to V$ that have an upper gradient belonging to $L^\Phi(\Omega)$. We can equip the Dirichlet space $D^{1,\Phi}(\Omega, V)$ with the seminorm

$$\|u\|_{D^{1,\Phi}(\Omega, V)} := \inf_g \|g\|_{L^\Phi(\Omega)},$$

where the infimum is taken over all $\Phi$-weak upper gradient $g$ of $u$.

Let

$$\tilde{N}^{1,\Phi}(\Omega, V) = D^{1,\Phi}(\Omega, V) \cap L^\Phi(\Omega, V)$$

be equipped with the seminorm

$$\|u\|_{\tilde{N}^{1,\Phi}(\Omega, V)} = \|u\|_{L^\Phi(\Omega, V)} + \|u\|_{D^{1,\Phi}(\Omega, V)}.$$

We obtain a normed space $N^{1,\Phi}(X, V)$, which is called the *Sobolev space* of $V$-valued functions on $\Omega$, by passing to equivalence classes of functions in $\tilde{N}^{1,\Phi}(\Omega, V)$, where $u_1 \sim u_2$ if and only if $\|u_1 - u_2\|_{\tilde{N}^{1,\Phi}(\Omega, V)} = 0$. Thus,

$$N^{1,\Phi}(\Omega, V) := \tilde{N}^{1,\Phi}(\Omega, V)/\{u \in \tilde{N}^{1,\Phi}(\Omega, V) : \|u\|_{\tilde{N}^{1,\Phi}(\Omega, V)} = 0\}.$$ 

Since we may embed the metric space $Y$ isometrically into some Banach space $L^\infty(Y)$, we can alternatively define $N^{1,\Phi}(\Omega, Z)$ via $N^{1,\Phi}(\Omega, Z) := N^{1,\Phi}(\Omega, L^\infty(Z))$.

A pair $(u, g)$, where $u$ is locally integrable and $g \geq 0$, is said to satisfy the local $1$-*Poincaré inequality*, if there exist constants $C > 0$ and $\lambda \geq 1$ such that

$$\frac{1}{|B|} \int_B |u - u_B| \, d\mu \leq Cr \frac{1}{\lambda B} \int_{\lambda B} g \, d\mu$$  \hfill (2.3)

holds for each ball $B = B(x, r)$ satisfying $\lambda B \subset \Omega$. More generally, if $\Phi$ is a Young function, a pair as above is said to satisfy the local $\Phi$-*Poincaré inequality*, if there exist constants $C_\Phi > 0$ and $\lambda \geq 1$ such that

$$\frac{1}{|B|} \int_B |u - u_B| \, d\mu \leq C_\Phi r^{\Phi^{-1}} \left( \frac{1}{\lambda B} \int_{\lambda B} \Phi(g) \, d\mu \right).$$  \hfill (2.4)

holds for each ball $B = B(x, r)$ satisfying $\lambda B \subset \Omega$. The domain $\Omega$ supports the local $1$-Poincaré inequality (respectively $\Phi$-Poincaré inequality) if (2.3) ((2.4)) holds for every integrable map $u$ and every upper gradient $g$ of $u$. Notice that (2.3) implies (2.4) by the Jensen inequality.

### 2.3. Orlicz-Hajlasz-Sobolev spaces.

**Definition 2.2** (Hajlasz-Sobolev spaces). A measurable map $u: \Omega \to Y$ belongs to the *Hajlasz-Sobolev space* $M^{1,\Phi}(\Omega, Y)$ if $u \in L^\Phi(X, Y)$ and there exists a nonnegative function $g \in L^\Phi(\Omega)$ such that the *Hajlasz gradient inequality*

$$d_Y(u(x), u(x')) \leq d_X(x, x') \left( g(x) + g(x') \right)$$  \hfill (2.5)
holds for all \( x, x' \in \Omega \setminus N \) for some \( N \subset \Omega \) with \( \mu(N) = 0 \). For each \( u \in M^{1,\Phi}(\Omega, Y) \), the associated Hajlasz energy \( E^\Phi_H(u) \) is defined as

\[
E^\Phi_H(u) := \inf_g \|g\|_{L^\Phi(\Omega)},
\]

where the infimum is taken over all Hajlasz gradient \( g \) of \( u \), that is, \( g \) such that (2.5) holds.

We need two maximal functions. Let \( 0 \leq \alpha < \infty \), \( 0 < \beta < \infty \) and \( u \in L^1_{\text{loc}}(\Omega) \). The fractional maximal function of \( u \) is defined to be

\[
M^\alpha u(x) = \sup_{r > 0} r^\alpha \int_{B(x,r)} |u| \, d\mu,
\]

(2.6)

where \( u_B = \int_B u \, d\mu = \mu(B)^{-1} \int_B u \, d\mu \) is the integral average of \( u \) over \( B \). If \( \alpha = 0 \), then we obtain the classical Hardy-Littlewood maximal function. As is well known, \( M_0 : L^\Phi(X) \to L^\Phi(X) \) is bounded if and only if \( \Phi \in \nabla_2 \), see [3]. The fractional sharp maximal function of \( u \) is defined as

\[
u^\beta_\partial(x) = \sup_{r > 0} r^{-\beta} \int_{B(x,r)} |u - u_B(x,r)| \, d\mu.
\]

(2.7)

Next we give two sufficient conditions for \( \Omega \) to be admissible.

**Lemma 2.3.** Assume that \( \Phi \) is a doubling N-function, the maximal operator \( M_0 \) defined in (2.6) is bounded in \( L^\Phi(\Omega) \) and that \( \Omega \) supports a 1-Poincaré inequality, then \( N^{1,\Phi}(\Omega, Y) = M^{1,\Phi}(\Omega, Y) \) with comparable norms for all Orlicz-Sobolev maps.

**Proof.** In general, \( M^{1,\Phi}(\Omega, Y) \subset N^{1,\Phi}(\Omega, Y) \). For the other direction, let \( u \in N^{1,\Phi}(\Omega, Y) \) with a \( \Phi \)-weak upper gradient \( g_u \in L^\Phi(\Omega) \). By [10, Proof of Lemma 3.6], the inequality

\[
d_Y(u(x), u(y)) \leq C d(x, y)(\Phi^{-1}(\nabla u^\#(x)) + \Phi^{-1}(\nabla u^\#(y)))
\]

holds for almost every \( x, y \in \Omega \). Note that the 1-Poincaré inequality implies that

\[
u^\#(x) \leq C M_0 g_u(x)
\]

for all \( x \in \Omega \). The claim follows from the boundness of \( M_0 \).

\( \square \)

We shall need the following result for the next lemma.

**Proposition 2.4 ([23], Lemma 5.15).** Assume that \( \Phi : [0, \infty) \to [0, \infty) \) is a strictly increasing Young function. If a pair \( u \in L^1_{\text{loc}}(\Omega, Y) \) and a measurable function \( g \geq 0 \) satisfy a \( \Phi \)-Poincaré inequality, then for \( \mu \)-almost all \( x, y \in \Omega \),

\[
d_Y(u(x), u(y)) \leq C d(x, y) (\Phi^{-1}(\Phi(g(x))) + \Phi^{-1}(\Phi(g(y))))
\]

where the constant \( C > 0 \) depends only on the doubling constant \( C_d \) of \( \mu \) and on the constant \( C_{\Phi} \) of the \( \Phi \)-Poincaré inequality.

**Lemma 2.5.** Assume that \( \Phi \) and \( \Phi_1 \) are N-functions and \( \Phi_1 \) belongs to \( \nabla_2 \). If the function \( \Phi_2 = \Phi_1^{-1} \circ \Phi \) is a doubling N-function and if \( \Omega \) supports a \( \Phi_2 \)-Poincaré inequality, then \( N^{1,\Phi}(\Omega, Y) = M^{1,\Phi}(\Omega, Y) \) with comparable norms for all Orlicz-Sobolev maps.

**Proof.** In general, \( M^{1,\Phi}(\Omega, Y) \subset N^{1,\Phi}(\Omega, Y) \). Therefore, we just need to show that \( N^{1,\Phi}(\Omega, Y) \subset M^{1,\Phi}(\Omega, Y) \). To show this, let \( u \in N^{1,\Phi}(\Omega, Y) \) with an \( \Phi \)-weak upper
gradient $g_u \in L^\Phi(\Omega)$. By Proposition 2.4,
\[ dy(u(x), u(y)) \leq C d(x, y) \left( \Phi_2^{-1}(M_0\Phi_2(g_u(x))) + \Phi_2^{-1}(M_0\Phi_2(g_u(y))) \right) \]
for $\mu$-almost all $x, y \in \Omega$. It suffices to show that the function $\Phi_2^{-1}(M_0\Phi_2(g_u))$ belongs to $L^\Phi(\Omega)$. Since $g_u$ belongs to $L^\Phi(\Omega)$, $\Phi_2(g_u)$ is in $L^{\Phi_1}(\Omega)$. As the maximal operator is bounded in $L^{\Phi_1}$ by the $\nabla_2$-property of $\Phi_1$, the function $M_0\Phi_2(g_u)$ belongs to $L^{\Phi_1}(\Omega)$. Consequently, by the definition of $\Phi_2$, $\Phi_2^{-1}(M_0\Phi_2(g_u))$ is a function of $L^\Phi(\Omega)$. Hence $u$ belongs to $M^{1, \Phi}(\Omega, Y)$. The proof is complete. 

2.4. Orlicz-Sobolev embedding theorem. In the classical Sobolev-Poincaré inequalities in $\mathbb{R}^n$, the dimension $n$ plays a special role, particularly in the embedding theorems of Sobolev and Morrey. For our visions of the Sobolev-Poincaré-type estimate, a suitable substitute for this threshold parameter is given by a lower decay order for the measure of balls. We say that $X$ has a relative lower volume decay of order $s > 0$ if
\[ \left( \frac{\text{diam}(B)}{\text{diam}(B')} \right)^s \leq C_0 \frac{\mu(B')}{\mu(B)} \]
holds whenever $B' \subset B$ are balls in $X$. Note $\mu$ is doubling, inequality (2.8) always holds for some $s \leq \log_2 C_d$ whenever $B' \subset B$ are balls in $X$, where $C_d$ is doubling constant of $\mu$.

Let $s > 1$. For a Young function $\Phi$ satisfying
\[ \int_0^t \left( \frac{t}{\Phi(t)} \right)^{s'-1} dt < \infty \quad \text{and} \quad \int_0^\infty \left( \frac{t}{\Phi(t)} \right)^{s'-1} dt = \infty, \quad (2.9) \]
we define
\[ \Phi_s = \Phi \circ \Psi^{-1}_s, \]
where
\[ \Psi_s(r) = \left( \int_0^r \left( \frac{t}{\Phi(t)} \right)^{s'-1} dt \right)^{1/s'}, \quad (2.10) \]
\[ s' = \frac{s}{s - 1}. \quad (2.11) \]
Here, $\int_0^c f(t) dt < \infty$ means that $\int_0^c f(t) dt < \infty$ for some $c > 0$. Similarly, we denote $\int_0^\infty f(t) dt = \infty$, if $\int_0^c f(t) dt = \infty$ for all $c > 0$. In the classical Euclidean case, these formulas (2.9)-(2.11) were first introduced in [2].

The following Orlicz-Sobolev embedding theorem is well-known.

**Proposition 2.6 ([13], [14]).** Assume that $(X, d, \mu)$ is a doubling metric measure space that supports the $\Phi$-Poincaré inequality (2.4) and satisfies (2.8) with $s > 1$. Let $B$ be a ball, $\delta > 0$ and $\bar{B} = (1 + \delta)\lambda B$. If $\Phi$ satisfies (2.9), then $N^{1, \Phi}(\bar{B}) \subset L^{\Phi_s}(B)$, where $\Phi_s$ is defined by (2.10) and (2.11).

Moreover, for every $u \in N^{1, \Phi}(\bar{B})$ and for every $\Phi$-weak upper gradient $g$ of $u$, we have
\[ \|u - u_B\|_{L^{\Phi_s}(B)} \leq C_B \mu(B)^{-1/s} \|g\|_{L^\Phi(\bar{B})}. \]

3. Generalized Rellich-Kondrachov theorem

3.1. Proof of Theorem 1.5. We firstly prove a Rellich-Kondrachov compactness theorem for Orlicz-Hajlasz-Sobolev mappings.
Theorem 3.1. Let \( \mu \) be a doubling measure on \( X \) and \( \Omega \) supports a local \( \Phi \)-Poincaré inequality for some \( N \)-function \( \Phi \in \Delta' \cap \nabla_2 \). For every \( m \in \mathbb{N} \), let \( (Y_m,d_m) \) be a complete metric space, \( K_m \subset Y_m \) compact and \( \{u_m\} \subset M^{1,\Phi}(\Omega,Y_m) \). Suppose that \((K_m,d_m)\) is a uniformly compact sequence and

\[
\sup_{m \in \mathbb{N}} \left[ \|d_m(y_m,u_m)\|_{L^k(\Omega)} + E_H^\Phi(u_m) \right] < \infty
\]

(3.1)

for some and thus every \( y_m \in K_m \). Then, after possibly passing to a subsequence, there exist a complete metric space \( Z \), isometric embeddings \( \varphi_m : Y_m \hookrightarrow Z \), a compact subset \( K \subset Z \) and \( v \in M^{1,\Phi}(\Omega,Z) \) such that \( \varphi_m(K_m) \subset K \) for all \( m \in \mathbb{N} \) and \( \varphi_m \circ u_m \) converges to \( v \) in \( L^\Phi(\Omega,Z) \).

Proof of Theorem 3.1. As in [6], the proof of theorem 3.1 relies on the following variant of Gromov’s compactness theorem.

Proposition 3.2. Let \( (Y_m,d_m) \) be a sequence of metric spaces and, for each \( m \in \mathbb{N} \), subsets

\[
B_1^m \subset B_2^m \subset B_3^m \subset \cdots \subset Y_m.
\]

If for every \( k \in \mathbb{N} \) the sequence \( (B_k^m,d_m) \) is uniformly compact then, after possibly passing to a subsequence, there exist a complete metric space \( Z \), isometric embeddings \( \varphi_m : Y_m \hookrightarrow Z \) and compact subsets \( Y^1 \subset Y^2 \subset \cdots \subset Z \) such that \( \varphi_m(B_k^m) \subset Y^k \) for all \( m \in \mathbb{N} \) and \( k \in \mathbb{N} \).

Fix \( m \in \mathbb{N} \). Reasoning as in [6, Proof of Theorem 3.1], we may assume \( Y_m \) is a Banach space. Indeed, every metric space \( Y \) isometrically embeds into the Banach space \( L^\infty(Y) \) of bounded functions on \( Y \) with the supremum norm. Now, there exists a non-negative function \( h_m \in L^\Phi(\Omega) \) such that

\[
\|h_m\|_{L^\Phi(\Omega)} \leq C \cdot E_H^\Phi(u_m)
\]

for some constant \( C \) only depending on \( \Omega \) and \( \Phi \) and such that

\[
d_m(u_m(x),u_m(x')) \leq d(x,x')(h_m(x) + h_m(x'))
\]

for all \( x,x' \in \Omega \). For \( k \in \mathbb{N} \) set

\[
A^k_m := \{x \in \Omega : h_m(x) \leq k\}
\]

and notice that the restriction of \( u_m \) to \( A^k_m \) is \( 2k \)-Lipschitz.

Lemma 3.3. There exist \( k_0 \in \mathbb{N} \) and \( \lambda > 0 \) such that \( u_m(A^k_m) \subset B(K_m,\lambda k) \) and \( A^k_m \neq \emptyset \) for all \( m \in \mathbb{N} \) and \( k \geq k_0 \).

Here, \( B(K_m,\lambda k) \) denotes the set of all \( y \in Y_m \) for which there exists \( z \in K_m \) with \( d_m(y,z) < \lambda k \).

Proof. For each \( m \in \mathbb{N} \), fix \( y_m \in K_m \) and define

\[
C^k_m := \{x \in \Omega : d_m(y_m,u_m(x)) \leq k\}.
\]
By $\Phi \in \Delta'$ and (3.1), there exists $M > 0$ such that
\[
\mu(\Omega \setminus A_m^k) \leq \Phi(1)^{-1} \int_{\Omega \setminus A_m^k} \Phi \left( \frac{h_m(x)}{k} \right) d\mu
\]
\[
\leq M' \Phi(1)^{-1} \Phi \left( \frac{1}{k} \right) \int_{\Omega} \Phi(h_m(x)) d\mu
\]
\[
\leq M \Phi \left( \frac{1}{k} \right)
\]
and similarly we have $\mu(\Omega \setminus C_m^k) \leq M \Phi \left( \frac{1}{k} \right)$ for all $m$ and $k$. Thus, there exists $k_0 \in \mathbb{N}$ such that $A_m^k \cap C_m^k \neq \emptyset$ for all $m \in \mathbb{N}$ and all $k \geq k_0$. Fix $x_0 \in A_m^k \cap C_m^k$. Then for every $x \in A_m^k$ we have
\[
d_m(y_m, u_m(x)) \leq d_m(y_m, u_m(x_0)) + d_m(u_m(x_0), u_m(x)) \leq k + 2k \diam(\Omega),
\]
so the lemma follows.

Let $m \in \mathbb{N}$ and $k \geq k_0$. By [16, Theorem 4.1.21], there exists a $2kC_d$-Lipschitz map $u_m^k : \overline{\Omega} \to Y_m$ which agrees with $u_m$ on $A_m^k$, where $C_d$ is the doubling constant of $\mu$. We define for each $m \in \mathbb{N}$ an increasing sequence of subsets $B_m^k \subset B_m^{k+1} \subset \cdots \subset Y_m$ by
\[
B_m^k := K_m \cup u_m^{k_0}(\Omega) \cup \cdots \cup u_m^k(\Omega).
\]
Since $u_m^j$ is $2jC_d$-Lipschitz on the compact set $\overline{\Omega}$, Lemma 3.3 implies that for fixed $k \geq k_0$ the sequence of metric spaces $(B_m^k, d_m)$ is uniformly compact. Thus, by Proposition 3.2 there exists, after possibly passing to a subsequence, a complete metric space $(Z, d_Z)$, isometric embeddings $\varphi_m : Y_m \hookrightarrow Z$, and compact subsets $Y^k \subset Y^{k+1} \subset \cdots \subset Z$ such that $\varphi_m(B_m^k) \subset Y^k$ for all $m$ and $k \geq k_0$. In particular, for every $m \in \mathbb{N}$ the set $\varphi_m(K_m)$ is contained in the compact set $K := Y^{k_0}$.

**Lemma 3.4.** The maps $v_m = \varphi_m \circ u_m$ belong to $M^{1, \Phi}(\Omega, Z)$ and satisfy
\[
\sup_{m \in \mathbb{N}} \left[ \|d_Z(z_0, v_m)\|_{L^p(\Omega)} + E_H^{\Phi}(v_m) \right] < \infty
\]
for some and thus every $z_0 \in Z$.

**Proof.** Fix $x' \in \Omega$ and write $z_0 = v_m(x')$. Then we have
\[
d_Z(z_0, v_m(x)) = d_Z(v_m(x'), v_m(x))
\]
\[
= d_Z(\varphi_m \circ u_m(x'), \varphi_m \circ u_m(x)) = d_m(u_m(x'), u_m(x)).
\]
Since $u_m \in M^{1, \Phi}(\Omega, Y_m)$, then $d_m(u_m(x'), u_m(x)) \in L^\Phi(\Omega)$. Hence $d_Z(z_0, v_m) \in L^\Phi(\Omega)$. For the Hajlasz gradient inequality, note that
\[
d_Z(v_m(x'), v_m(x)) = d_Z(\varphi_m \circ u_m(x'), \varphi_m \circ u_m(x))
\]
\[
= d_m(u_m(x'), u_m(x)) \leq d(x', x)(h_m(x') + h_m(x))
\]
for all $x, x' \in \Omega$. Therefore, $v_m \in M^{1, \Phi}(\Omega, Z)$ and (3.2) follows form (3.1).

We need the following lemma for the later proofs.
Lemma 3.5. For given $k \geq k_0$, define the map $v^k_m := \varphi_m \circ u^k_m$. Then there exists $M > 0$ such that
\[
\int_{\Omega} dZ(v_m(x), v^k_m(x)) \, d\mu \leq M \left[ k\Phi \left( \frac{1}{k} \right) + \Psi^{-1} \left( M\Phi \left( \frac{1}{k} \right) \right) \right]
\] (3.3)
for all $m \in \mathbb{N}$ and every $k \geq k_0$, where $\Psi$ is the complementary function of $\Phi$.

Proof. Fix $x' \in \Omega$ and write $z_0 = v^k_m(x')$. Then
\[
dZ(z_0, v^k_m(x)) = dZ(\varphi_m \circ u^k_m(x'), \varphi_m \circ u^k_m(x)) = d_m(u^k_m(x'), u^k_m(x)) \leq 2kC_d \operatorname{diam}(\Omega)
\]
for every $x \in \Omega$ and all $m \in \mathbb{N}$ and $k \geq k_0$. This together with Young’s inequality and Lemma 3.3 yields
\[
\int_{\Omega} dZ(v_m(x), v^k_m(x)) \, d\mu = \int_{\Omega \backslash A^k_m} dZ(v_m(x), v^k_m(x)) \, d\mu
\]
\[
= \int_{\Omega \backslash A^k_m} dZ(v^k_m(x), z_0) \, d\mu + \int_{\Omega \backslash A^k_m} dZ(v_m(x), z_0) \, d\mu
\]
\[
\leq M'k\mu(\Omega \setminus A^k_m) + 2\|dZ(v_m(x), z_0)\|_{L^\Phi(\Omega \backslash A^k_m)} \|1\|_{L^\Psi(\Omega \backslash A^k_m)}
\]
\[
\leq M'k\mu(\Omega \setminus A^k_m) + M''\Psi^{-1}(M''\mu(\Omega \setminus A^k_m))
\]
\[
\leq M \left[ k\Phi \left( \frac{1}{k} \right) + \Psi^{-1} \left( M\Phi \left( \frac{1}{k} \right) \right) \right],
\]
where $(\Phi, \Psi)$ is a complementary Young pair, the constants $M, M', M''$ and $M'''$ do not depend on $m$ and $k$. \hfill \square

We next derive the $L^1$ limit.

Lemma 3.6. There exists a subsequence $\{v_{m_j}\}$ which converges in $L^1(\Omega, Z)$ to some $v \in L^1(\Omega, Z)$.

Proof. For given $k \geq k_0$, the map $v^k_m := \varphi_m \circ u^k_m$ is $2kC_d$-Lipschitz and has image in the compact set $Y^k$ for every $m \in \mathbb{N}$. Thus, by the Arzelà-Ascoli theorem and by a diagonal sequence argument, there exist integers $1 \leq m_1 < m_2 < \ldots$ such that, for every $k \geq k_0$, the sequence $\{v^k_m\}$ converges uniformly on $\Omega$ as $j \to \infty$. Lemma 3.5 above shows that there exists $M > 0$ such that
\[
\int_{\Omega} dZ(v_{m_j}(x), v_{m_l}(x)) \, d\mu \leq 2M \left[ k\Phi \left( \frac{1}{k} \right) + \Psi^{-1} \left( M\Phi \left( \frac{1}{k} \right) \right) \right] + \int_{\Omega} dZ(v^k_{m_j}(x), v^k_{m_l}(x)) \, d\mu
\]
for all $j, l \in \mathbb{N}$ and every $k \geq k_0$. Hence, the integral on the left-hand side converges to 0 as $j, l \to \infty$. This proves that $\{v_{m_j}\}$ is a Cauchy sequence in $L^1(\Omega, Z)$ and hence that $v_{m_j}$ converges in $L^1(\Omega, Z)$ to some $v \in L^1(\Omega, Z)$. \hfill \square

Lemma 3.7. The sequence $\{v_{m_j}\}$ converges to $v$ in $L^\Phi(\Omega, Z)$.

Proof. By Lemma 3.4, there exists some $v' \in L^\Phi(\Omega, Z)$ such that $v_{m_j} \to v'$ in $L^\Phi(\Omega, Z)$. Since $v_{m_j} \to v$ in $L^1(\Omega, Z)$, $v = v'$ and so $v \in L^\Phi(\Omega, Z)$.
Let $\varepsilon > 0$. Then the set $F^j_\varepsilon := \{ x \in \Omega : d_Z(v_{m_j}(x), v(x)) > \varepsilon \}$ satisfies $\mu(F^j_\varepsilon) \to 0$ as $j \to \infty$ because, by Chebyshev’s inequality,

$$\mu(F^j_\varepsilon) \leq \varepsilon^{-1} \cdot \int_\Omega d_Z(v_{m_j}(x), v(x)) \, d\mu$$

for every $j \in \mathbb{N}$ and because $v_{m_j}$ converges to $v$ in $L^1(\Omega, Z)$ by Lemma 3.6.

By the absolute continuity of the integral, we have

$$\int_\Omega \Phi(d_Z(v_{m_j}(x), v(x))) \, d\mu \leq \int_{\Omega \setminus F^j_\varepsilon} \Phi(d_Z(v_{m_j}(x), v(x))) \, d\mu + \int_{F^j_\varepsilon} \Phi(d_Z(v_{m_j}(x), v(x))) \, d\mu$$

and hence

$$\|d_Z(v_{m_j}, v)\|_{L^\Phi(\Omega)} \to 0$$

as $j \to \infty$. Above, we used the well-known fact that if $\Phi$ is doubling, then $L^\Phi$-convergence is equivalent to $\Phi$-mean convergence; see [20, Theorem 3.4.12]. This shows that $v_{m_j}$ converges to $v$ in $L^\Phi(\Omega, Z)$. \hfill \Box

Finally, we are able to finish the proof of Theorem 3.1.

**Lemma 3.8.** Suppose that $\{v_{m_j}\} \in M^{1,\Phi}(\Omega, Z)$ and $v_{m_j} \rightharpoonup v$ in $L^1(\Omega, Z)$. Then $v \in M^{1,\Phi}(\Omega, Z)$.

*Proof.* Since $\{v_{m_j}\} \in M^{1,\Phi}(\Omega, Z)$, then there exist nonnegative functions $\{h_{m_j}\} \subset L^\Phi(\Omega)$ such that

$$d_Z(v_{m_j}(x), v_{m_j}(y)) \leq d_X(x, y) \left( h_{m_j}(x) + h_{m_j}(y) \right)$$

for all $x, y \in \Omega$. Since $E^\Phi_H(v_{m_j})$ is bounded, then, after possibly passing to a subsequence, there exists a function $h \in L^\Phi(\Omega)$ such that $h_{m_j} \rightharpoonup h$ in $L^\Phi(\Omega)$. Since $v_{m_j} \rightharpoonup v$ in $L^1(\Omega, Z)$, then, up to a subsequence, we have $v_{m_j} \rightharpoonup v$ almost everywhere in $\Omega$. Similarly, $h_{m_j} \rightharpoonup h$ almost everywhere in $\Omega$. Hence, we have

$$d_Z(v(x), v(y)) \leq d_X(x, y) \left( h(x) + h(y) \right)$$

for almost all $x, y \in \Omega$. This together with Lemma 3.7 yields $v \in M^{1,\Phi}(\Omega, Z)$, completing the proof. \hfill \Box

The proof of Theorem 3.1 is thus complete. \hfill \Box

*Proof of Theorem 1.5.* With Lemma 2.3 and Lemma 2.5 at hand, Theorem 1.5 follows immediately from Theorem 3.1. \hfill \Box

### 3.2. Some further improvements.

In Theorem 1.5, we proved that $\varphi_m \circ u_m \rightharpoonup v$ in $L^\Phi$ and this is to some extent weaker than the statement of classical Rellich-Kondrachov compactness theorem, as we did not get the convergence in a Orlicz space better than $L^\Phi$. In this subsection, we discuss how to improve the $L^\Phi$ convergence.

**Corollary 3.9.** For every $N$-function $H \prec \prec \Phi_s$ the maps $\{v_{m_j}\}$ and $v$ belong to $L^H(\Omega, Z)$ and the sequence $(v_{m_j})$ converges to $v$ in $L^H(\Omega, Z)$, where $\Phi_s$ is defined by (2.10) and (2.11).
Proof. Fix $z_0 \in Z$. If $H \prec \prec \Phi$, then Corollary 3.9 follows from Theorem 1.5. Therefore, we may assume $\Phi \prec \prec H \prec \prec \Phi_s$. Note that $M^1,\Phi(\Omega, Z) \subset N^1,\Phi(\Omega, Z)$, by (3.2) and the Orlicz-Sobolev embedding (see Proposition 2.6), the real-valued functions $x \mapsto d_Z(z_0, v_{m_j}(x))$ belong to $L^{\Phi_s}(\Omega)$ and form a bounded sequence in $L^{\Phi_s}(\Omega)$.

Since a subsequence of $\{v_{m_j}\}$ converges to $v$ almost everywhere, it follows with Fatou’s lemma that $v \in L^{\Phi_s}(\Omega, Z)$ and hence

$$L := \sup_{j \in \mathbb{N}} \|d_Z(v_{m_j}, v)\|_{L^{\Phi_s}(\Omega)} < \infty.$$ 

By the linearity of the integral, we have

$$\int_{\Omega} H(d_Z(v_{m_j}(x), v(x))) d\mu \leq \int_{\Omega \setminus F_\varepsilon^j} H(d_Z(v_{m_j}(x), v(x))) d\mu + \int_{F_\varepsilon^j} H(d_Z(v_{m_j}(x), v(x))) d\mu$$

$$\leq \int_{\Omega \setminus F_\varepsilon^j} \varepsilon d\mu + \int_{F_\varepsilon^j} H(d_Z(v_{m_j}(x), v(x))) d\mu$$

This together with generalized Young’s inequality yields

$$\|d_Z(v_{m_j}(x), v(x))\|_{L^H(\Omega)} \leq \varepsilon \|d_Z(v_{m_j}(x), v(x))\|_{L^H(F_\varepsilon^j)} \leq \varepsilon \|d_Z(v_{m_j}(x), v(x))\|_{L^{\Phi_s}(\Omega)} \leq 1 \|d_Z(v_{m_j}(x), v(x))\|_{L^{\Phi_s}(\Omega)} \leq 1 \|d_Z(v_{m_j}(x), v(x))\|_{L^{\Phi_s}(\Omega)}$$

where $P$ is any Young function satisfying $\Phi_s^{-1}(t)P^{-1}(t) \leq H^{-1}(t)$ for all $t \geq 0$. Indeed, here we can simply set $P^{-1}(t) := H^{-1}\left(\frac{Ct}{\|d_Z(v_{m_j}(x), v(x))\|_{L^H(\Omega)}}\right)$ and it follows easily from the property $H \prec \prec \Phi_s$ such that $P$ is a desired Young function with the above property. Since $\mu(F_\varepsilon^j) \to 0$ as $j \to \infty$, $\|1\|_{L^P(F_\varepsilon^j)} \to 0$ as $j \to \infty$. Consequently,

$$\|d_Z(v_{m_j}(x), v(x))\|_{L^H(\Omega)} \to 0$$

as $j \to \infty$. This shows that $v_{m_j}$ converges to $v$ in $L^H(\Omega, Z)$. The proof is complete. \qed

4. Extension of the trace theory of Korevaar-Schoen

Let $(X, d_X, \mu)$ be a complete metric measure space, $(V, | \cdot |)$ be a Banach space and $\Omega \subset X$ be a bounded domain. Assume $\partial\Omega$ is endowed with an upper codimension-$\theta$ regular measure $\mathcal{H}$ with $\theta > 0$.

We give an alternative definition of the trace for Banach valued maps.

**Definition 4.1.** Let $u: \Omega \to V$ be a $\mu$-measurable map. Then $Tu(x) \in V$ is the trace of $u$ at $x \in \partial\Omega$ if the following equation holds:

$$\lim_{r \to 0^+} \int_{B(x, r) \cap \Omega} |u - Tu(x)| \, d\mu = 0. \quad (4.1)$$

We say that $u$ has a trace $Tu$ on $\partial\Omega$ if $Tu(x)$ exists for $\mathcal{H}$-almost every $x \in \partial\Omega$.

Arguing as in [5, Lemma 3.2], we know that Definition 4.1 is consistent with Definition 1.1. Thus to develop a theory of trace, we shall not distinguish the trace operators in Definitions 1.1 and 4.1. From now on, we shall focus on the case when $(Y, d_Y) = (V, | \cdot |)$ is a Banach space.
For any \( f \in L^\Phi_{\text{loc}}(\Omega, V) \), we define the centered fractional maximal operator as

\[
M_{\theta, \Phi} f(x) = \sup_{0 < r < 2 \text{diam } (\partial \Omega)} \Phi^{-1} \left( r^\theta \int_{B(x,r) \cap \Omega} \Phi(f) \, d\mu \right), \quad \text{for each } x \in \partial \Omega. \tag{4.2}
\]

Then it is easy to see that this fractional maximal operator maps \( L^\Phi_{\text{loc}}(\Omega, V) \) into the space of real-valued lower semicontinuous functions on \( \partial \Omega \).

Let us now establish its boundedness. The essential idea of the proof is similar with the one used in [19, Lemma 4.2].

**Lemma 4.2.** Let the N-function \( \Phi \) belong to \( \Delta' \). Then for any \( f \in L^\Phi(\Omega) \) and \( \| f \|_{L^\Phi(\Omega)} \leq 1 \), we have \( \| M_{\theta, \Phi} f \|_{WL^\Phi(\partial \Omega)} \leq \| f \|_{L^\Phi(\Omega)} \). In particular, \( \mathcal{H}(\{ x \in \partial \Omega : M_{\theta, \Phi} f(x) = \infty \}) = 0 \).

Here, given a Young function \( \Phi \), the weak Orlicz space \( WL^\Phi(\Omega) = \left\{ f \text{ is } \mu\text{-measurable: } \| f \|_{WL^\Phi(\Omega)} < \infty \right\} \),

where \( \| f \|_{WL^\Phi(\Omega)} = \sup_{t > 0} \int_\Omega \Phi(t \chi_{(t,\infty)}(|f|)) \, d\mu \).

**Proof.** Let \( f \in L^\Phi(\Omega) \). Fix \( t > 0 \), we can define \( E_t = \{ x \in \partial \Omega : M_{\theta, \Phi} f(x) > t \} \). For each \( x \in E_t \), there is a ball \( B_x = B(x, r_x) \) such that

\[
r_x^\theta \int_{B_x \cap \Omega} \Phi(f) \, d\mu > \Phi(t).
\]

Hence, \( E_t \subset \bigcup_{x \in E_t} B_x \cap \partial \Omega \). Since \( \mu|_{\Omega} \) is doubling and radii \( r_x \) are bounded by \( 2 \text{ diam } (\partial \Omega) \), we can apply the Basic Covering Theorem to find pairwise disjoint balls \( B_k := B_{x_k}, k = 1, 2, \ldots \), for some choice of \( \{ x_k \} \subset E_t \) such that \( E_t \subset \bigcup_k 5B_k \cap \partial \Omega \). This together with upper codimension relation (2.1) yields

\[
\mathcal{H}(E_t) \leq \mathcal{H}\left( \bigcup_k 5B_k \cap \partial \Omega \right) \lesssim \sum_k \mathcal{H}(5B_k \cap \partial \Omega) \lesssim \sum_k \frac{\mu(5B_k \cap \Omega)}{(5r_k)^\theta} \approx \sum_k \frac{\mu(B_k \cap \Omega)}{r_k^\theta}.
\]

By the choice of balls \( B_x \), we have

\[
\frac{\int_{B_k} \Phi(f) \, d\mu}{\Phi(t)} \geq \frac{\mu(B_k \cap \Omega)}{r_k^\theta}.
\]

That gives us that

\[
\mathcal{H}(E_t) \lesssim \sum_k \left( \frac{\int_{B_k} \Phi(f) \, d\mu}{\Phi(t)} \right) \lesssim \sum_k \int_{B_k} \frac{\Phi(f) \, d\mu}{\Phi(t)} \leq \int_{\Omega} \frac{\Phi(f) \, d\mu}{\Phi(t)}.
\]
It follows from the $N$-function $\Phi \in \Delta'$ that

$$||M_{\theta,\phi}f||_{W^{1,p}(\partial \Omega)} = \sup_{t>0} \int_{\partial \Omega} \Phi(t \chi_{(t,\infty)}(|M_{\theta,\phi}f(x)|)) \, d\mathcal{H}(x)$$

$$\lesssim \sup_{t>0} \left( \Phi(t) \int_{\partial \Omega} \Phi(t \chi_{(t,\infty)}(|M_{\theta,\phi}f(x)|)) \, d\mathcal{H}(x) \right)$$

$$\leq \sup_{t>0} \left( \Phi(t) \int_{E_t} \Phi(1) \, d\mathcal{H}(x) \right)$$

$$\lesssim \sup_{t>0} \Phi(t) \mathcal{H}(E_t)$$

$$\leq \int_{\Omega} \Phi(f) \, d\mu \leq ||f||_{L^p(\Omega)}.$$  

For the second claim, we assume that $\mathcal{H}(\{x \in \partial \Omega : M_{\theta,\phi}f(x) = \infty\}) = a > 0$. Set

$$E_\infty = \{x \in \partial \Omega : M_{\theta,\phi}f(x) = \infty\}.$$  

For any $M > 0$, we have $||M_{\theta,\phi}f||_{W^{1,p}(\partial \Omega)} \geq \int_{E_\infty} \Phi(M) \, d\mathcal{H}$, this is a contradiction as $M \to \infty$. So the lemma follows.

We are ready to prove the boundedness of the trace operator for Banach space valued Orlicz-Sobolev maps. When $\Phi(x) = |x|^p$, $1 < p < \infty$, the result was obtained in [5, Theorem 3.4]. The essential idea of the proof is similar with the one used in [5].

**Theorem 4.3.** Suppose $\Omega \subset X$ is weakly $(\Phi, \theta)$-admissible for some $N$-function $\Phi \in \Delta' \cap \nabla_2$. Then the trace operator $T : N^{1,\Phi}(\Omega, V) \to L^p(\partial \Omega, V)$ is bounded and linear.

**Proof.** Let $u \in N^{1,\Phi}(\Omega, V)$ and $R = 2 \text{diam}(\Omega)$ be fixed. We extend $u$ as 0 outside $\Omega$. Without loss of generality, we assume that $||u||_{N^{1,\Phi}(\Omega, V)} \leq 1$. For any $x \in \partial \Omega$ and $k \in \mathbb{N}$, we define

$$T_k u(x) = \int_{B(x,2^{-k}R) \cap \Omega} u \, d\mu.$$  

We first show that the limits

$$\overline{u} = \lim_{k \to \infty} T_k u$$  

exist $\mathcal{H}$-almost everywhere on $\partial \Omega$. It suffices to show that the function

$$\tilde{u} = \sum_{k \geq 0} |T_{k+1} u - T_k u| + |T_0 u|$$  

belongs to $L^p(\partial \Omega)$, since $\tilde{u} \in L^p(\partial \Omega)$ implies that $\tilde{u}(x) < \infty$ for $\mathcal{H}$-almost everywhere $x \in \partial \Omega$. Then it suffices to show that

$$||\tilde{u}||_{L^p(\partial \Omega, V)} \leq ||T_0 u||_{L^p(\partial \Omega, V)} + \sum_{k \geq 0} ||T_{k+1} u - T_k u||_{L^p(\partial \Omega, V)} < \infty.$$  

Notice that $T_0 u(x) = \int_{B(x,R) \cap \Omega} u \, d\mu = \int_{\Omega} u \, d\mu$ for any $x \in \partial \Omega$, since $\Omega \subset B(x, R)$ for any $x \in \partial \Omega$. It follows from the Jensen inequality, upper codimension relation (2.1) and $\Phi \in \Delta'$ that

$$||T_0 u||_{L^p(\partial \Omega, V)} \leq ac_1 ||u||_{L^p(\Omega, V)},$$
where \( a = \frac{1}{\Phi^{-1}(R^\rho)} \) and constant \( c_1 \) does not depend on \( u \). Indeed, we have

\[
\int_{\partial \Omega} \Phi \left( \frac{T_0 u}{ac_1 \| u \|_{L^\Phi(\Omega)}} \right) \, d\mathcal{H} \leq \int_{\partial \Omega} \Phi \left( \frac{u}{ac_1 \| u \|_{L^\Phi(\Omega,V)}} \right) \, d\mathcal{H} \\
\lesssim \int_{\partial \Omega} \frac{R^{-\theta}}{H(\partial \Omega)} \int_{\Omega} \Phi \left( \frac{u}{ac_1 \| u \|_{L^\Phi(\Omega,V)}} \right) \, d\mu \, d\mathcal{H} \\
\lesssim R^{-\theta} \Phi \left( \frac{1}{c_1} \right) \Phi \left( \frac{1}{a} \right) \int_{\Omega} \Phi \left( \frac{u}{\| u \|_{L^\Phi(\Omega,V)}} \right) \, d\mu \leq 1,
\]

where the last inequality follows by choosing the constant \( c_1 \) large enough.

For any \( k \geq 0 \), it follows from the doubling property of \( \mu \), the local \( \Phi \)-Poincaré inequality, \( \Phi \in \Delta' \cap \nabla_2 \) and the upper codimension relation (2.1) that

\[
\| T_{k+1} u - T_k u \|_{L^\Phi(\partial \Omega,V)} \leq a_k \cdot c_2 \| g_u \|_{L^\Phi(\Omega)} ,
\]

(4.3)

where \( a_k = \frac{2^{-kR}}{\Phi^{-1}(2^{-kR} \rho)} \) and constant \( c_2 \) does not depend on \( u \). Indeed, we have

\[
\int_{\partial \Omega} \Phi \left( \frac{T_{k+1} u(x) - T_k u(x)}{a_k \cdot c_2 \| g_u \|_{L^\Phi(\Omega)}} \right) \, d\mathcal{H}(x) \\
\leq \int_{\partial \Omega} \Phi \left( \frac{1}{a_k \cdot c_2 \| g_u \|_{L^\Phi(\Omega)}} \cdot \int_{B(x,2^{-k-1}R) \cap \Omega} \left| u(y) - u_{B(x,2^{-k}R) \cap \Omega} \right| \, d\mu(y) \right) \, d\mathcal{H}(x) \\
\lesssim \int_{\partial \Omega} \Phi \left( \frac{1}{a_k \cdot c_2} \cdot \int_{B(x,2^{-k}R) \cap \Omega} \left| \frac{u(y)}{\| g_u \|_{L^\Phi(\Omega)}} - \frac{u_{B(x,2^{-k}R) \cap \Omega}}{\| g_u \|_{L^\Phi(\Omega)}} \right| \, d\mu(y) \right) \, d\mathcal{H}(x) \\
\lesssim \int_{\partial \Omega} \Phi \left( \frac{2^{-kR}}{a_k \cdot c_2} \cdot \Phi^{-1} \left( \int_{B(x,2^{-k}R) \cap \Omega} \Phi \left( \frac{g_u(y)}{\| g_u \|_{L^\Phi(\Omega)}} \right) \, d\mu(y) \right) \right) \, d\mathcal{H}(x) \\
\lesssim \int_{\partial \Omega} \Phi \left( \frac{2^{-kR}}{a_k \cdot c_2} \right) \int_{B(x,2^{-k}R) \cap \Omega} \Phi \left( \frac{g_u(y)}{\| g_u \|_{L^\Phi(\Omega)}} \right) \, d\mu(y) \, d\mathcal{H}(x) \\
\lesssim \int_{\partial \Omega} \Phi \left( \frac{2^{-kR}}{a_k \cdot c_2} \right) \frac{(2^{-k} \lambda R)^{-\theta}}{H(B(x,2^{-k} \lambda R) \cap \partial \Omega)} \int_{B(x,2^{-k} \lambda R) \cap \partial \Omega} \Phi \left( \frac{g_u(y)}{\| g_u \|_{L^\Phi(\Omega)}} \right) \, d\mu(y) \, d\mathcal{H}(x) \\
\lesssim \int_{\Omega(2^{-k} \lambda R)} \Phi \left( \frac{g_u(y)}{\| g_u \|_{L^\Phi(\Omega)}} \right) \int_{B(y,2^{-k} \lambda R) \cap \partial \Omega} \Phi \left( \frac{2^{-kR}}{a_k \cdot c_2} \right) \frac{(2^{-k} \lambda R)^{-\theta}}{H(B(x,2^{-k} \lambda R) \cap \partial \Omega)} \, d\mathcal{H}(x) \, d\mu(y) \\
\lesssim \Phi \left( \frac{1}{c_2} \right) \Phi \left( \frac{2^{-kR}}{a_k} \right) (2^{-k} \lambda R)^{-\theta} \int_{\Omega(2^{-k} \lambda R)} \Phi \left( \frac{g_u(y)}{\| g_u \|_{L^\Phi(\Omega)}} \right) \, d\mu(y) \leq 1,
\]

where \( \Omega(r) := \{ x \in \Omega : d(x, \partial \Omega) < r \} \) and the constant \( c_2 \) is large enough.
Since \( \sum_{k \geq 0} \frac{2^{-k}}{\Phi^{-1}(2^{-k} \cdot \theta)} < \infty \), combing the estimates of \( \|T_0 u\|_{L^\Phi(\partial \Omega, V)} \) and \( \|T_{k+1} u - T_k u\|_{L^\Phi(\partial \Omega, V)} \), we obtain that
\[
\|\bar{u}\|_{L^\Phi(\partial \Omega, V)} \leq \frac{1}{\Phi^{-1}(R^{\theta})} \|u\|_{L^\Phi(\Omega, V)} + \sum_{k \geq 0} \frac{2^{-k} R}{\Phi^{-1}(2^{-k} R^{\theta})} \|g_u\|_{L^\Phi(\Omega)}
\]
\[
\lesssim \|u\|_{N^{1,\Phi} (\Omega, V)} < \infty.
\]
Thus, \( \tilde{T} u \) exists \( \mathcal{H} \)-almost everywhere on \( \partial \Omega \). Moreover, since \( |\tilde{T} u| \leq \bar{u} \), we have
\[
\|\tilde{T} u\|_{L^\Phi(\partial \Omega, V)} \leq \|\bar{u}\|_{L^\Phi(\partial \Omega, V)} \lesssim \|u\|_{N^{1,\Phi} (\Omega, V)}.
\]

The proof will be complete once we show \( \tilde{T} u = T u \) on \( \partial \Omega \). For this, it suffices to show that the equation (4.1) holds with \( \tilde{T} u(x) \) for \( \mathcal{H} \)-almost every \( x \in \partial \Omega \). Set
\[
E = \{ x \in \partial \Omega : M_{\theta, \Phi} g_u(x) = \infty \text{ and } T_k u(x) \to \tilde{T} u(x) \text{ as } k \to \infty \}.
\]

Then Lemma 4.2 implies that \( \mathcal{H}(E) = 0 \).

For any \( 0 < r \leq R \), let \( k_r \in \mathbb{N} \) such that \( 2^{-k_r} R < r \leq 2^{-k_r} R \). Then it follows from the doubling property of \( \mu \) and the local \( \Phi \)-Poincaré inequality that for any \( x \in \partial \Omega \setminus E \) and \( 0 < r \leq R \),
\[
\int_{B(x, r) \cap \Omega} |u - \tilde{T} u(x)| \, d\mu \leq \int_{B(x, r) \cap \Omega} |u - T_{k_r}(x)| \, d\mu + |T_{k_r}(x) - \tilde{T} u(x)|
\]
\[
\lesssim \int_{B(x, 2^{-k_r} R) \cap \Omega} |u - u_{B(x, 2^{-k_r} R) \cap \Omega}| \, d\mu + |T_{k_r}(x) - \tilde{T} u(x)|
\]
\[
\lesssim 2^{-k_r} R \cdot \Phi^{-1} \left( \int_{B(x, 2^{-k_r} R) \cap \Omega} \Phi(g_u(x)) \, d\mu(x) \right) + |T_{k_r}(x) - \tilde{T} u(x)|
\]
\[
\lesssim 2^{-k_r} R \cdot \Phi \left( (2^{-k_r} R)^{\theta} \right) M_{\theta, \Phi} g_u(x) + |T_{k_r}(x) - \tilde{T} u(x)|,
\]
where in the last inequality, we used the fact that \( \Phi^{-1} \in \nabla' \) and \( \Phi \in \Delta' \). Since \( x \in \partial \Omega \setminus E \) and \( k_r \to \infty \) as \( r \to 0 \), we have
\[
\int_{B(x, r) \cap \Omega} |u - \tilde{T} u(x)| \, d\mu \to 0, \quad \text{as } r \to 0.
\]
Hence (4.1) holds with \( \tilde{T} u(x) \) for \( \mathcal{H} \)-almost every \( x \in \partial \Omega \). The proof is complete. \( \square \)

**Remark 4.4.** The condition \( \sum_{k \geq 0} \frac{2^{-k}}{\Phi^{-1}(2^{-k} \cdot \theta)} < \infty \) is reasonable. Indeed, since the N-function \( \Phi \in \Delta' \cap \nabla_2 \), then \( \Phi^{-1}(x) \geq C |x|^{\frac{1}{\theta}} \) for some \( p > 1 \). Hence, if we choose \( \theta < p \), then
\[
\sum_{k \geq 0} \frac{2^{-k}}{\Phi^{-1}(2^{-k} \cdot \theta)} \leq C \sum_{k \geq 0} 2^{-k(1 - \frac{\theta}{p})} < \infty.
\]

**Proof of Theorem 1.7.** This is a direct consequence of Theorem 4.3. \( \square \)

As a consequence of the proof of Theorem 4.3, we obtain the following convergence result for traces of metric valued Orlicz-Sobolev space, which in particular gives Theorem 1.8.
Theorem 4.5. Suppose $\Omega \subset X$ is weakly $(\Phi, \theta)$-admissible for some $N$-function $\Phi \in \Delta' \cap \Delta_2$. Let \{u_i\} $\subset N^{1,\Phi}(\Omega, Y)$ be a sequence with uniformly bounded energy, that is,

$$\sup_{i \in \mathbb{N}} E^{\Phi}(u_i) < \infty.$$ 

If $u_i$ converges to some $u \in N^{1,\Phi}(\Omega, Y)$ in $L^\Phi(\Omega, Y)$, then $Tu_i \to Tu$ in $L^\Phi(\partial \Omega, Y)$. Furthermore, two maps $u, v \in N^{1,\Phi}(\Omega, Y)$ have the same trace if and only if $d(u, v) \in N^{1,\Phi}(\Omega, \mathbb{R})$ and has zero trace.

Proof. For both assertions, embedding $Y$ isometrically into some Banach space $V$ if necessary, we may assume $Y = V$ is a Banach space.

For the first claim, recall that in the proof of Theorem 4.3, we proved that $Tf = \tilde{T}f$ for any $f \in N^{1,\Phi}(\Omega, V)$, where

$$\tilde{T}f = \lim_{k \to \infty} T_kf.$$ 

It follows from the estimate (4.3) that

$$\|Tf - T_kf\|_{L^\Phi(\partial \Omega, V)} \leq \sum_{j \geq k} \|T_{j+1}f - T_jf\|_{L^\Phi(\partial \Omega, V)} \leq \sum_{j \geq k} \frac{2^{-j}R}{\Phi^{-1}((2^{-j}R)^\theta)} \|gf\|_{L^\Phi(\Omega)} \lesssim \frac{2^{-k}R}{\Phi^{-1}((2^{-k}R)^\theta)} \|gf\|_{L^\Phi(\Omega)},$$

where $g_f$ is the minimal $\Phi$-weak upper gradient of $f$.

Hence for any two maps $f, h \in N^{1,\Phi}(\Omega, V)$ and any $k \in \mathbb{N}$, we have

$$\|Tf - Th\|_{L^\Phi(\partial \Omega, V)} \leq \|Tf - T_kf\|_{L^\Phi(\partial \Omega, V)} + \|Th - T_kh\|_{L^\Phi(\partial \Omega, V)} + \|T_kf - T_kh\|_{L^\Phi(\partial \Omega, V)} \lesssim \frac{2^{-k}R}{\Phi^{-1}((2^{-k}R)^\theta)} \left(\|gf\|_{L^\Phi(\Omega)} + \|gh\|_{L^\Phi(\Omega)}\right) + \|T_kf - T_kh\|_{L^\Phi(\partial \Omega, V)},$$

where $g_f$ and $gh$ are minimal $\Phi$-weak upper gradients of $f$ and $h$, respectively. Notice that for any $x \in \partial \Omega$, we have

$$T_kf(x) = \int_{B(x, 2^{-k}R) \cap \Omega} f \, d\mu \quad \text{and} \quad T_kh(x) = \int_{B(x, 2^{-k}R) \cap \Omega} h \, d\mu.$$ 

Thus

$$\|T_kf - T_kh\|_{L^\Phi(\partial \Omega, V)} \leq \|T_{k+1}h - T_kf\|_{L^\Phi(\partial \Omega, V)} + \|T_{k+1}h - T_kh\|_{L^\Phi(\partial \Omega, V)} =: I_1 + I_2.$$ 

Using similar arguments as that in (4.3), we obtain

$$I_2 \lesssim \frac{2^{-k}R}{\Phi^{-1}((2^{-k}R)^\theta)} \|gh\|_{L^\Phi(\Omega)}.$$ 

For the estimate of $I_1$, it follows from the doubling property of $\mu$, the Jensen inequality and upper codimension relation (2.1) that

$$I_1 \leq b_k \cdot c_3 \|h - f\|_{L^\Phi(\Omega, V)},$$
where \( b_k = \frac{1}{\Phi^{-1}((2^{-k} R)^\theta)} \) and constant \( c_3 \) does not depend on \( u \). Indeed, we have

\[
\int_{\partial \Omega} \Phi \left( \frac{T_{k+1} h(x) - T_k f(x)}{b_k \cdot c_3 \| h - f \|_{L^\Phi(\Omega, V)}} \right) \, d\mathcal{H}(x)
\leq \int_{\partial \Omega} \Phi \left( \frac{1}{b_k \cdot c_3 \| h - f \|_{L^\Phi(\Omega, V)}} \right) \left( \int_{B(x, 2^{-k-1} R) \cap \Omega} h(y) \, d\mu(y) - \int_{B(x, 2^{-k} R) \cap \Omega} f(y) \, d\mu(y) \right) \, d\mathcal{H}(x)
\leq \int_{\partial \Omega} \Phi \left( \frac{1}{b_k \cdot c_3} \right) \Phi \left( \frac{h(y) - f(y)}{\| h - f \|_{L^\Phi(\Omega, V)}} \right) \, d\mu(y) \, d\mathcal{H}(x)
\leq \int_{\partial \Omega} \Phi \left( \frac{1}{b_k \cdot c_3} \right) \int_{B(x, 2^{-k} R) \cap \partial \Omega} \Phi \left( \frac{h(y) - f(y)}{\| h - f \|_{L^\Phi(\Omega, V)}} \right) d\mathcal{H}(x) \, d\mu(y)
\leq \Phi \left( \frac{1}{c_3} \right) \Phi \left( \frac{1}{b_k} \right) \int_{\Omega(2^{-k} R)} \Phi \left( \frac{h(y) - f(y)}{\| h - f \|_{L^\Phi(\Omega, V)}} \right) \, d\mu(y) \leq 1,
\] (4.5)

where \( \Omega(r) := \{ x \in \Omega : d(x, \partial \Omega) < r \} \) and the constant \( c_3 \) is large enough.

Thus, the estimate (4.4) can be rewritten as

\[
\| T f - T h \|_{L^\Phi(\partial \Omega, V)} \lesssim \frac{2^{-k} R}{\Phi^{-1}((2^{-k} R)^\theta)} \left( \| g_f \|_{L^\Phi(\Omega)} + \| g_h \|_{L^\Phi(\Omega)} \right)
+ \frac{1}{\Phi^{-1}((2^{-k} R)^\theta)} \| f - h \|_{L^\Phi(\Omega, V)}.
\] (4.6)

The above inequality shows that if the sequence \( u_i \) converges to \( u \) in \( L^\Phi(\Omega, V) \) and if the sequence has uniformly bounded energy, then \( T u_i \) converges to \( T u \) in \( L^\Phi(\partial \Omega, V) \). Indeed, if we choose \( f = u \) and \( h = u_i \) in the above inequality, we know from the lower semicontinuity of energy (see [9, Corollary 3.6.7], [16, Theorem 2.4.1]) that the energy of \( u \) is also bounded and hence the first term on the right-hand side of (4.6) can be made arbitrary small by choosing \( k \) big enough. Once \( k \) is fixed, the second term can be made small by choosing \( i \) large.

We now turn to the second claim and assume that \( u, v \in N^{1, \Phi}(\Omega, V) \) have the same trace, i.e., \( T u(x) = T v(x) \) for \( \mathcal{H} \)-a.e. \( x \in \partial \Omega \). We first show that \( d(u, v) = \| u - v \| \in N^{1, \Phi}(\Omega) \). Since \( |u - v| \leq |u| + |v|, |u - v| \in L^\Phi(\Omega) \). The minimal \( \Phi \)-weak upper gradient \( g_{[u - v]} \) of \( |u - v| \) is controlled by \( g_u + g_v \), where \( g_u \) and \( g_v \) are minimal \( \Phi \)-weak upper gradients of \( u \) and \( v \). Indeed, for any rectifiable curve \( \gamma \) connecting \( x, y \in \Omega \), by triangle inequality, we have that

\[
|u(x) - v(x)| - |u(y) - v(y)| \leq |u(x) - u(y)| + |v(x) - v(y)| \leq \int_\gamma g_u + g_v \, ds.
\]
Thus, $|u - v| \in N^{1,\Phi}(\Omega)$. Since $Tu(x) = Tv(x)$ for $\mathcal{H}$-a.e. $x \in \partial \Omega$, it follows from the definition of trace that for $\mathcal{H}$-a.e. $x \in \partial \Omega$, we have

$$\lim_{r \to 0^+} \int_{B(x,r) \cap \Omega} |u - v| \, d\mu \leq \lim_{r \to 0^+} \int_{B(x,r) \cap \Omega} |u - Tu(x)| \, d\mu + |Tu(x) - Tv(x)|$$

$$+ \lim_{r \to 0^+} \int_{B(x,r) \cap \Omega} |Tv(x) - v| \, d\mu = 0.$$ 

Hence $|u - v|$ has trace zero.

For the converse, assume that $|u - v| \in N^{1,\Phi}(\Omega)$ has trace zero. Notice that for any $x \in \partial \Omega$ and any $y \in B(x,r) \cap \Omega$, we have that

$$|Tu(x) - Tv(x)| \leq |Tu(x) - u(y)| + |u(y) - v(y)| + |v(y) - Tv(x)|.$$ 

It follows from the definition of trace that for $\mathcal{H}$-a.e. $x \in \partial \Omega$, we have

$$|Tu(x) - Tv(x)| \leq \int_{B(x,r) \cap \Omega} |Tu(x) - u| \, d\mu + \int_{B(x,r) \cap \Omega} |u - v| \, d\mu$$

$$+ \int_{B(x,r) \cap \Omega} |v - Tv(x)| \, d\mu \to 0, \text{ as } r \to 0.$$ 

Thus, $u$ and $v$ have the same trace. \hfill \square

5. Solution to the Dirichlet problem

In this section, we provide the proof of Theorem 1.4, which is very similar to [6, Theorem 1.4] and [5, Theorem 1.4]. In the first step, we prove the following result on ultra-limits of subsequences of Orlicz-Sobolev maps, which extends [6, Theorem 1.6] and [5, Theorem 4.3].

**Theorem 5.1.** Suppose $\Omega \subset X$ is a weakly $(\Phi, \theta)$-admissible domain for some $N$-function $\Phi \in \Delta_2 \cap \nabla_2$ and $\gamma_\omega$ is an ultra-completion of the complete metric space $Y$. If $\{u_k\} \subset N^{1,\Phi}(\Omega, Y)$ is a bounded sequence, then, after possibly passing to a subsequence, the map $\phi(z) := [(u_m(z))]$ belongs to $N^{1,\Phi}(\Omega, Y_\omega)$ and satisfies

$$E^\Phi(\phi) \leq \liminf_{k \to \infty} E^\Phi(u_k).$$

Moreover, if $Tu_k$ converges to some map $\rho \in L^\Phi(\partial \Omega, Y)$ $\mathcal{H}$-almost everywhere on $\partial \Omega$, then $T\phi = \gamma \circ \rho$.

**Proof.** The proof is essentially contained in [6, Proof of Theorem 1.6] and we present it again for the convenience of the readers. After possibly passing to a subsequence, we may assume that

$$E^\Phi(u_k) \to \liminf_{m \to \infty} E^\Phi(u_m)$$

as $k \to \infty$.

Fix $y_0 \in Y$ and apply the Rellich-Kondrachov compactness Theorem 1.5. After possibly passing to a subsequence, there exist a complete metric space $Z = (Z, d_Z)$, a compact subset $K \subset Z$, and isometric embedding $\varphi: Y \to Z$ and $v \in N^{1,\Phi}(\Omega, Z) = M^{1,\Phi}(\Omega, Z)$ such that $\varphi(y_0) \subset K$ and $u_k := \varphi \circ u_k$ converges in $L^\Phi(\Omega, Z)$ to $v$ as $k \to \infty$. After passing...
to a further subsequence, we may assume that \( v_k \) converges almost everywhere to \( v \) on \( \Omega \). Let \( N \subset \Omega \) be a set of \( \mu \)-measure zero such that \( v_k(z) \to v(z) \) for all \( z \in \Omega \setminus N \).

Define a subset of \( Z \) by \( B := \{ v(z) : z \in \Omega \setminus N \} \). The map \( \psi : B \to Y_\omega \), given by \( \psi(v(z)) = [(u_k(z))] \) when \( z \in \Omega \setminus N \) is well-defined and isometric by \([6, \text{Lemma 2.2}]. Since \( Y_\omega \) is complete, there exists a unique extension of \( \psi \) to \( \overline{B} \), which we denote again by \( \psi \). After possibly redefining the map \( v \) on \( N \), we may assume that \( v \) has image in \( \overline{B} \) and hence \( v \) is an element of \( N^1,\Phi(\Omega, \overline{B}) \). Now, we define a mapping by

\[
\phi(z) := \psi(v(z)) = [(u_k(z))]
\]

and then \( \phi \) belongs to \( N^1,\Phi(\Omega, Y_\omega) \) and by the lower semicontinuity of upper gradient energy (see \([9, \text{Corollary 3.6.7}], [16, \text{Theorem 2.4.1}] \)) it satisfies

\[
E^\Phi(\phi) \leq E^\Phi(v) \leq \liminf_{k \to \infty} E^\Phi(v_k) = \liminf_{k \to \infty} E^\Phi(u_k).
\]

(5.1)

It remains to prove the trace equality. Suppose \( Tu_k \) converges to some map \( \rho \in L^\Phi(\partial \Omega, Y) \) almost everywhere on \( \partial \Omega \). Arguing as in \([6, \text{Page 104}] \), we can find compact subsets \( C_1 \subset C_2 \subset \cdots \subset Y \), isometric embedding \( \varphi : Y \to Z \) and \( v \in N^1,\Phi(\Omega, Z) \) such that \( v_k := \varphi \circ u_k \) converges in \( L^\Phi(\Omega, Z) \) to \( v \) as \( k \to \infty \). Furthermore, if we set \( C = \bigcup_{i=1}^\infty C_i \), then after passing to a further subsequence if necessary we may assume that \( v_k \) converges to \( v \) almost everywhere on \( \Omega \). Let \( N \subset \Omega \) be a set of \( \mu \)-measure zero such that \( v_k(z) \to v(z) \) for all \( z \in \Omega \setminus N \).

Define a subset of \( Z \) by

\[
B := \{ v(z) : z \in \Omega \setminus N \} \cup \varphi(C).
\]

The map \( \psi : B \to Y_\omega \) given by

\[
\begin{cases}
\psi(v(z)) = [(u_k(z))] & \text{if } z \in \Omega \setminus N, \\
\psi(\varphi(x)) = \iota(x) = [(x)] & \text{if } x \in C,
\end{cases}
\]

is well-defined and an isometric embedding by \([6, \text{Lemma 2.2}] \). Since \( Y_\omega \) is complete, there exists a unique isometric extension of \( \psi \) to \( \overline{B} \), which we denote again by \( \psi \). After possibly redefining the map \( v \) on \( N \), we may assume \( v \in N^1,\Phi(\Omega, \overline{B}) \). The map \( \phi(z) := \psi(v(z)) = [(u_k(z))] \) then belongs to \( N^1,\Phi(\Omega, Y_\omega) \) and satisfies (5.1). Moreover, by Theorem 4.5, we have that \( Tv_k = \varphi \circ Tu_k \) converges to \( \varphi \circ \rho \) almost everywhere on \( \partial \Omega \) and a subsequence of \( Tv_k \) converges to \( Tv \) almost everywhere. It thus follows that \( Tv = \varphi \circ \rho \) and hence

\[
Tv = \psi \circ Tv = \psi \circ \varphi \circ \rho = \iota \circ \rho.
\]

The proof is complete.

\[
\square
\]

With Theorem 5.1 at hand, the proof of Theorem 1.4 is immediate.

**Proof of Theorem 1.4.** Let \( \phi \in N^1,\Phi(\Omega, Y) \) and let \( \{ u_k \} \subset N^1,\Phi(\Omega, Y) \) be an energy minimizing sequence with \( Tu_k = T\phi \) for each \( k \). Then by the characterization of trace from Theorem 4.5, \( h_k(x) = d(u_k(x), \phi(x)) \in N^1,\Phi(\Omega) \). Since \( \sup_k E^\Phi(h_k) < \infty \), it follows from
the global $\Phi$-Poincaré inequality (1.2) that $\sup_k \|h_k\|_{L^\Phi(\Omega)} < \infty$. Hence
$$\sup_k \left[ \|d(y_0, u_k(x))\|_{L^\Phi(\Omega)} + E^\Phi(u_k) \right] < \infty.$$ Thus $\{u_k\}$ is a bounded sequence in $N^1,^{\Phi}(\Omega,Y)$. Let $Y_\omega$ be an ultra-completion of $Y$ such that $Y$ admits a 1-Lipschitz retraction $P: Y_\omega \to Y$. After possibly passing to a subsequence, we may assume by Theorem 5.1 that the map $v(z) := [u_k(z)]$ belongs to $N^1,^{\Phi}(\Omega,Y_\omega)$ and satisfies $Tv = \iota \circ T\phi$ and
$$E^\Phi(v) \leq \lim_{k \to \infty} E^\Phi(u_k).$$ Since $P: Y_\omega \to Y$ is a 1-Lipschitz retraction, the map $u := P \circ v$ belongs to $N^1,^{\Phi}(\Omega,Y)$ and satisfies $Tu = T\phi$ and $E^\Phi(u) \leq \lim_{k \to \infty} E^\Phi(u_m)$. The proof is complete. \hfill $\square$
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